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Abstract

In swimming microorganisms and the cell cytoskeleton, inextensible fibers resist bending and twisting, and interact with the surrounding fluid to cause or resist large-scale fluid motion. In this paper, we develop a novel numerical method for the simulation of cylindrical fibers by extending our previous work on inextensible bending fibers [Maxian et al., Phys. Rev. Fluids 6 (1), 014102] to fibers with twist elasticity. In our “Euler” model, twist is a scalar function that measures the deviation of the fiber cross section relative to a twist-free frame, the fiber exerts only torque parallel to the centerline on the fluid, and the perpendicular components of the rotational fluid velocity are discarded in favor of the translational velocity. In the first part of this paper, we justify this model by comparing it to another commonly-used “Kirchhoff” formulation where the fiber exerts both perpendicular and parallel torque on the fluid, and the perpendicular angular fluid velocity is required to be consistent with the translational velocity. Through asymptotics and numerics, we show that the perpendicular torques in the Kirchhoff model are small, thereby establishing the asymptotic equivalence of the two models for slender fibers. We then develop a spectral numerical method for the hydrodynamics of the Euler model. We define hydrodynamic mobility operators using integrals of the Rotne-Prager-Yamakawa tensor, and evaluate these integrals through a novel slender-body quadrature, which requires on the order of 10 points along a smooth fiber to obtain several digits of accuracy. We demonstrate that this choice of mobility removes the unphysical negative eigenvalues in the translation-translation mobility associated with asymptotic slender body theories, and ensures strong convergence of the fiber velocity and weak convergence of the fiber constraint forces. We pair the spatial discretization with a semi-implicit temporal integrator to confirm the negligible contribution of twist elasticity to the relaxation dynamics of a bent fiber. We also study the
instability of a twirling fiber, and demonstrate that rotation-translation and translation-rotation coupling change the critical twirling frequency at which a whirling instability onsets by $\sim 20\%$, which explains some (but not all) of the deviation from theory observed experimentally. When twirling is unstable, we show that the dynamics transition to a steady overwhirling state, and quantify the amplitude and frequency of the resulting steady crankshafting motion.

1 Introduction

The focus of this paper is on the simulation of cylindrical, slender, inextensible fibers immersed in a Stokes (zero Reynolds number) fluid, as found in cytoskeletal fibers [4], bacterial flagella and cilia [11, 38], and fiber composites [3]. Our particular goal is to study numerically how twist elasticity contributes to the dynamics of these filaments. Previous work has shown that twist elasticity controls the steady state structure and energy storage in actin filament bundles [14, 44], and that a spinning filament that resists twist is unstable to perturbations, which can lead to whirling and swimming motions [75, 58].

In modeling twisted fibers immersed in a fluid, there are two largely independent choices to be made: the elastic rod model and the hydrodynamic mobility (force-velocity relationship). With regard to the first of these, most studies that explicitly (or fully) couple the rod to the surrounding fluid use some form of the Kirchhoff rod model [20], in which the inextensible and unshearable rod resists both bending (along two principal axes) and twisting (along the third axis parallel to the fiber centerline). As we discuss, there is an ambiguity in the equilibrium equations of the Kirchhoff rod in which the torque density perpendicular to the fiber centerline can be recast into a force density; many studies refer to this parallel-torque-only version as “the Kirchhoff rod model” [69, Sec. 2.3]. In either case, the Kirchhoff model is a special case of the Cosserat model [61, 26], which also allows for extensibility and shear of the rod, and has recently been used to model cytoskeletal fibers without dynamics [25].

For hydrodynamic coupling, the numerical methods used to simulate slender fibers fall into two broad categories: methods in which the fibers are represented by a discrete set of regularized singularities or “blobs,” and asymptotic methods, in which the true three-dimensional dynamics are approximated in the limit of very slender fibers. The blob-based class of methods includes the immersed boundary method [56, 57, 33], the method of regularized Stokeslets [15, 16], and the force coupling method [43]. In some of these, at least for an unbounded domain, the Stokes equations
can be solved analytically for the chosen regularization function, thereby analytically eliminating the fluid equations. Asymptotic methods are also referred to as slender body theories (SBTs), and were originally developed as analytical tools [35, 32, 28], but later used in numerical simulations [64, 67, 51, 48]. Numerical experiments have shown that regularized singularities can accurately reproduce the results of slender body theory [12] or analytical solutions to the Stokes equations in the infinite cylinder limit [7, Sec. 5.2], thus justifying that the two hydrodynamic approaches are equivalent. We recently showed [48, Appendix A] that the continuum limit of infinitely many blobs distributed on the fiber centerline corresponds to Keller-Rubinow slender body theory [35], if the Rotne-Prager-Yamakawa (RPY) [60] regularization radius $\hat{a}$ is an $O(1)$ multiple of $a$, the true cylinder radius, $\hat{a} = ae^{3/2}/4 \approx 1.12a$; Cortez and Nicholas obtained a related result for regularized Stokeslets [17]. Throughout this paper, we will use $\hat{\epsilon} = \hat{a}/L$ for the aspect ratio of the regularized cylinder of length $L$, which is $\approx 12\%$ larger than the true cylinder aspect ratio $\epsilon = a/L$.

The numerical use of slender body theory came after regularized singularity methods to solve a problem in the latter: when the fiber is discretized as a chain of blobs, in order to accurately hydrodynamically model the fiber as a continuous curve, and not as a series of disconnected beads, the spacing between the blobs must be on the order of the fiber radius. This means that the number of degrees of freedom scales as $L/\hat{a} = \hat{\epsilon}^{-1}$. Slender body theory circumvents this problem, because the fiber is modeled as a continuous and smooth curve, with arclength parameterization $X(s, t)$. The hydrodynamics can be reformulated in terms of integrals along the curve, and spectral methods can be used to achieve high accuracy [51, 48]. Unfortunately, while SBT methods are the most efficient way to simulate the dynamics of smooth slender fibers, they have never been fully extended to include twist elasticity, as discussed in [46]. As a result, a disconnect has emerged in the literature in which immersed boundary methods [40], regularized Stokeslets [31, 54], and the force coupling method [62], have accounted for the full hydrodynamics (including rotation-translation (rot-trans) and translation-rotation (trans-rot) coupling) of twisting fibers, while methods that use slender body theory [58, 70, 52] have (at best) included nonlocal hydrodynamics only in the translation-translation (trans-trans) mobility, with only local hydrodynamics in the rotation-rotation (rot-rot) mobility, and no trans-rot/rot-trans coupling.

A related, and perhaps more important, ambiguity is how the rod elasticity couples to the fluid mechanics, for which there are again two unreconciled choices in the literature. The main question is: If the rod moves with the local fluid velocity, does the cross section also rotate with the local angular fluid velocity? If it does, then for the rod to be unshearable, the fluid velocity has to be
constrained so that the translational velocity $U(s)$ and angular velocity $\Psi(s)$ are consistent with each other, where $s$ denotes arclength. Specifically, there are two possible velocities of the tangent vector $\tau = \partial_s \mathbf{X}$: $\partial_t \tau = \partial_s U$, and $\partial_t \tau = \Psi \times \tau$. If we require that the two match, i.e., if we impose the constraint $\partial_s U = \Psi \times \tau$, we get what we refer to as the Kirchhoff model for historical reasons [62, 31, 74]. To avoid constraints, Lim et al. [40] introduced the generalized Kirchhoff rod model, in which the cross section is shearable and the fiber is extensible, both with an associated penalty. This model has been used frequently with the original IB method and with regularized Stokeslets [54, 30], but its consistency with the constrained Kirchhoff formulation as all penalty parameters go to infinity has not yet been established. Of course, imposing the constraint $\partial_s U = \Psi \times \tau$ requires knowledge of the full rotational and translational fluid velocity, which so far has only been possible in regularized singularity methods, since SBT methods have not yet properly accounted for rot-trans coupling.

In the second class of fluid coupling methods, the redundancy in the possible motions is treated not by enforcing a constraint, but by ignoring the rotational fluid velocity in perpendicular directions. The rod then has only four possible motions: translational velocity $U(s)$ and rotational velocity $\Omega(\parallel)(s)$ about its axis. In this model, the tangent vector $\tau$ is updated by the translational velocity, and then a local triad or some other measure of twist is rotated around $\tau$ by the velocity $\Omega(\parallel)$. This decouples solving for the translational and rotational velocity, simplifying the problem and reducing the size of the linear system to be solved. This model, which we shall refer to as the Euler model, is presented in the review article by Powers [58], and has been used in the simulation of both discrete [52, 59, 70, 71, 29] and continuous [45] elastic rods. All of these methods use an SBT-style mobility, in which nonlocal hydrodynamics is included in the translation-translation (trans-trans) coupling (to give the translational velocity $U$), but only local drag is included for rotation-rotation (rot-rot, to give the parallel rotational velocity $\Omega(\parallel)$). Indeed, a perpendicular angular velocity is not available because no slender body theory exists for translation-rotation (trans-rot) or rotation-translation (rot-trans) coupling, so only parallel rotational velocity can be used.

This paper has two parts, each of which addresses one of the two main ambiguities in the literature. In part one, we compare the two approaches for coupling fluid mechanics and rod elasticity, which we refer to as the Euler and Kirchhoff models. For the fluid mechanics, in Section 2 we define the four components of the mobility operator (trans-trans, trans-rot, rot-trans, rot-rot) in terms of integrals of the Rotne-Prager-Yamakawa RPY kernel [72], which is a popular, physics-
inspired form of a regularized singularity. To compare the two models of fluid coupling, we use both asymptotic arguments and numerical tests to show that the Kirchhoff and Euler models give the same translational velocity \( U \) a distance \( \mathcal{O}(1) \) away from the fiber endpoints as the slenderness \( \epsilon \to 0 \). The key idea is that the perpendicular torque in the Kirchhoff model, which enforces the constraint \( \partial_s U = \Psi \times \tau \), can be as small as \( \mathcal{O}(\epsilon^2) \) and still generate a total angular velocity \( \Psi \) that is consistent with \( U \). As a result, these Lagrange multipliers have strength of order \( \epsilon^2 \), and therefore have a minimal impact on \( \partial_s U \), so they can be dropped in the Euler model without changing the resulting centerline velocity \( U \) to \( \mathcal{O}(\epsilon^2) \). Thus the first part of this paper establishes the asymptotic equivalence of the Euler and Kirchhoff models as \( \epsilon \to 0 \). We will use the Euler model, since that choice makes it simpler to add twist to our previous model of inextensible bending fibers [48] as an extra degree of freedom. The key equations are summarized in Section 3.

In the second part of this paper and a companion paper [46], we address the gap in the SBT literature with regard to the hydrodynamic mobility and rot-trans coupling. In [46], we develop a slender body theory for twisting which is based on evaluating the RPY integrals asymptotically in the (regularized) slenderness \( \hat{\epsilon} \). Unfortunately, our asymptotic evaluation of the RPY integrals is still plagued by a longstanding problem in SBT-style methods: the ill-posedness of the trans-trans mobility, which has negative eigenvalues corresponding to force densities with lengthscales less than \( \epsilon \) [28, 67, 50]. This is problematic in constrained problems, in which the mobility appears in a linear system to be solved for the constraint force. To avoid this problem with the asymptotic mobilities, in this paper we will instead use integrals of the RPY kernels along the centerline to define the action of the mobility operators (with the exception of rot-rot coupling). To evaluate these near-singular integrals to high accuracy, in Section 4 and Appendix G we develop "slender body" quadrature schemes which give three digits of accuracy for smooth fibers with on the order of 10 points discretizing the fiber centerline. This represents a significant improvement over existing regularized singularity approaches, which require \( 1/\hat{\epsilon} \) points to resolve the hydrodynamics, and, unlike asymptotic methods, our approach reduces the required degrees of freedom without introducing negative eigenvalues in the mobility operators. Coupling our quadratures with the Euler model gives a spectral numerical method for the twisting and bending dynamics of an inextensible, slender, smooth filament with as few degrees of freedom as possible. In particular, in Section 4.4 we consider the relaxation of bent and twisted filaments with varying curvature, and show that our spectral discretization gives a more accurate velocity with \( 32 - 40 \) points on the fiber centerline than a standard second-order, blob-based method with \( 1/\hat{\epsilon} = 1000 \) points. We show empirically
that the constraint force enforcing inextensibility converges weakly, even though it is not smooth near the fiber endpoints.

In Section 5 of this paper, we extend our numerical method to dynamic problems by introducing a (constrained) backward Euler temporal integration scheme. We apply this numerical method to two problems involving twisting fibers: a relaxing bent fiber, where we explore the feedback of twist on the fiber dynamics, and a twirling fiber, where we look at the critical frequency at which the fiber starts to whirl and then transitions to a stable “overwhirling” state [75, 41, 70, 39]. For fiber relaxation, we show that the assumption of twist being in quasi-equilibrium [8, 45] is satisfied for materials in which the twist and bending moduli are comparable, as is the case in most materials (for inextensible isotropic elastic cylinders, the ratio is 2/3 [52]). For a twirling fiber, we show how the systematic neglect of rot-trans coupling in prior studies based on the Euler model [75, 70] leads to an overestimation in the critical frequency of 20%. Our results explain half of the deviation between prior theoretical/computational studies and what is observed experimentally [13].

2 Model formulation and governing equations

In this section, we formulate the governing equations for both the Kirchhoff and Euler models in a viscous fluid. For brevity of notation, we omit explicit time dependence; it is implied that all functions of space also depend on time $t$. We also omit dependence on arclength $s$ whenever there is no ambiguity. We start from the classical immersed boundary equations [57], and take a continuum limit to model the rod as a line of regularized singularities. After introducing the hydrodynamic model in Section 2.1, we discuss the two models of inextensible, bending, twisting fibers. This is necessarily preceded by a brief introduction to inextensibility and twist elasticity in Section 2.2, where we introduce the Bishop frame [8]. This reference frame allows for a simple representation of twist as a scalar angle $\theta(s)$, instead of the full orthogonal triad used in previous formulations [40, 54]. We use this scalar angle as our measure of twist in Section 2.3, where we introduce the Kirchhoff rod model. A key feature of this model is the consistency condition between the angular velocity $\Psi(s)$ and translational velocity $U(s)$ of the cross section. This requires a Lagrange multiplier force density with three independent components for the three directions of the velocity.

We compare the Kirchhoff formulation to the Euler model, which we present in Section 2.4. In the Euler model, we solve for the translational velocity, which we use to evolve the tangent vectors [48], then compute parallel rotational velocity to evolve the twist in a second, independent step.
The Euler formulation completely disregards the perpendicular components $\Psi^\perp$ of the fluid angular velocity that could in principle be obtained from our hydrodynamic model. Since the Euler model does not enforce consistency of $\Psi^\perp$ with the translational velocity $U$, it requires only a scalar tension as a Lagrange multiplier. In Section 2.5, we show that the two discarded perpendicular components of the Lagrange multiplier are small, thereby establishing the equivalence of the Kirchhoff and Euler models as $\epsilon \to 0$.

### 2.1 The hydrodynamic mobility

In immersed boundary (IB) methods [57, 15], the fiber is discretized by a series of markers or “blobs” of radius $\hat{a}$, each of which exerts a regularized point force on the fluid. In grid-free approaches, the regularization is done over a spherically-symmetric function $\delta_\hat{a}(r) \equiv \delta_\hat{a}(r)/(4\pi\hat{a}^2)$ of width $\sim \hat{a}$. Following [48, Appendix A], we will pass to a continuum limit, so that instead of a sum of blobs, we obtain an integral over a continuous curve. For translational velocity from force, we showed in [48, Appendix A] that the continuum limit of regularized singularties can be made equivalent to slender body theory for a cylinder of radius $a = \epsilon L$ [35, 32] via a judicious choice of the $O(1)$ constant ratio $\hat{a}/a$, specifically

$$\hat{a} = a\frac{e^{3/2}}{4} \approx 1.1204a. \quad (1)$$

Introducing the fiber as a curve $X(s)$ with tangent vector $\tau(s) = \partial_s X(s)$, force density (units force per length) $f(s)$, and torque density $n(s)$, the fluid velocity $u(x)$ and pressure $\pi(x)$ are given by the solution of the Stokes equations, $\nabla \cdot u = 0$ and

$$\nabla \pi(x) = \mu \nabla^2 u(x) + \int_0^L \left( \left( f(s) + \frac{\nabla}{2} \times n(s) \right) \delta_\hat{a} (x - X(s)) \right) ds, \quad (2)$$

where $\mu$ is the fluid viscosity. In this paper we consider an unbounded domain with the fluid at rest at infinity, but other boundary conditions can be used. Because the Stokes equations (2) are linear, the solution of (2) can be written analytically as a convolution with the Green’s function, also called the Stokeslet or Oseen tensor in free space,

$$\mathbb{S}(x, y) = \frac{1}{8\pi\mu} \frac{I + \hat{R}\hat{R}}{R}, \quad (3)$$

where $R = x - y$, $R = \|R\|$, $\hat{R} = R/R$, and $\hat{R}\hat{R}$ denotes the outer product of $\hat{R}$ with itself. In this context, it is also useful to define the doublet (Laplacian of the Stokeslet), which is given by

$$\mathbb{D}(x, y) = \frac{1}{8\pi\mu} \frac{I - 3\hat{R}\hat{R}}{R^3}. \quad (4)$$
The translational and rotational velocities of the fiber centerline can then be obtained from the fluid velocity $u(x)$, as we detail next.

### 2.1.1 Translational velocity

In most blob-based methods,\(^1\) the translational velocity of the fiber centerline, which we denote by $U(s) = \partial_t X(s)$, is a convolution of $u(x)$ with the blob function $\delta_\mathbf{a}$,

\[
U(s) = \int u(x) \delta_\mathbf{a} (X(s) - x) \, dx.
\]  

(5)

To write this velocity as a convolution with the Stokeslet $S$, we first define the kernels

\[
M_{tt} (x, y) = \int \delta_\mathbf{a} (x - z) \int S(z, w) \delta_\mathbf{a} (w - y) \, dw \, dz,
\]  

(6)

\[
M_{tr} (x, y) = \int \delta_\mathbf{a} (x - z) \int S(z, w) \nabla w \times \delta_\mathbf{a} (w - y) \, dw \, dz,
\]

which express the locally-averaged velocity (5) at point $x$ due to a regularized force/torque at point $y$. Using superposition, the translational fiber velocity (5) can be written as the integral

\[
U(s) = \int_0^L \left( M_{tt} \left( X(s), X(s') \right) f(s') + M_{tr} \left( X(s), X(s') \right) n(s') \right) \, ds'
\]  

(7)

\[
:= U_t(s) + U_n(s)
\]

\[
:= (M_{tt} f)(s) + (M_{tr} n)(s),
\]

where in the process we split the velocity $U$ into a component due to force, $U_t$, and a component due to torque, $U_n$, and define corresponding mobility (linear) operators $\mathcal{M}_{tt} [X]$ and $\mathcal{M}_{tr} [X]$.

In the classical IB method [57], the fluid equations (2) are solved numerically on a Cartesian grid, and $\delta_\mathbf{a}$ is a regularized Delta function that communicates between the fibers and the fluid grid. The double convolution (7) is therefore done numerically (as is the evaluation of the Stokeslet), and any analytical formulas for them are only approximate [33, Sec. IV]. When the domain is unbounded, however, for some forms of $\delta_\mathbf{a}$ we can bypass the fluid solver entirely and write exact formulas for the $3 \times 3$ mobility tensors $M_{tt}$ and $M_{tr}$. This is the case for the Rotne-Prager-Yamakawa (RPY) tensor [60, 72], for which the regularized delta function is a surface delta function on an $\mathbf{a}$-radius sphere, $\delta_\mathbf{a}(r) = \delta(r - \mathbf{a})$. In Appendix A, we give the analytical formulas for the RPY mobility tensors, which we will use throughout this paper.

---

\(^1\)An exception is the method of regularized Stokeslets, which takes $U(s) = u(X(s))$. 
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2.1.2 Rotational velocity

In exactly the same way, we define the angular velocity of the fiber centerline by

$$\Psi(s) = \int \delta_{\hat{a}}(X(s) - x) \frac{\nabla}{2} \times u(x) \, dx,$$

which can be written as an integral involving the two kernels

$$M_{rt}(x, y) = \int \delta_{\hat{a}}(x - z) \frac{\nabla z}{2} \times \int S(z, w) \delta_{\hat{a}}(w - y) \, dw \, dz = M_{rt}^T(y, x)$$

$$M_{rr}(x, y) = \int \delta_{\hat{a}}(x - z) \frac{\nabla z}{2} \times \int S(z, w) \frac{\nabla w}{2} \times \delta_{\hat{a}}(w - y) \, dw \, dz,$$

Specifically,

$$\Psi(s) = \int_0^L \left( M_{rt}(X(s), X(s')) f(s') + M_{rr}(X(s), X(s')) n(s') \right) \, ds'$$

$$: = \Psi_f(s) + \Psi_n(s)$$

$$: = (M_{rt} f)(s) + (M_{rr} n)(s).$$

As for translational velocity, we split \( \Psi \) into the contributions from force \( \Psi_f \) and from torque \( \Psi_n \), and define continuum mobility operators \( M_{rt}[X] \) and \( M_{rr}[X] \) associated with each. In Appendix A, we give the analytical formulas for the RPY mobility tensors \( M_{rt} \) and \( M_{rr} \).

2.1.3 Slender-body asymptotics for rot-rot mobility

Because the mobility integrals in (7) and (10) are nearly singular, they are difficult to evaluate numerically, and so it is appealing to look for an approach in which they can be evaluated asymptotically in \( \hat{\epsilon} = \hat{a}/L \ll 1 \), as we do in [46]. However, as we discuss in the Introduction, asymptotic evaluation brings its own set of problems, since it introduces negative eigenvalues in the trans-trans mobility operator and makes its inversion ill-posed. Because of this, our numerical method in Section 4 uses slender-body quadratures to evaluate the action of the three mobilities \( M_{rt}, M_{tr}, \) and \( M_{rt} \) numerically, rather than asymptotically.

The rot-rot mobility is different from the other three because the local drag part of the mobility is more dominant. In the case of the trans-trans, rot-trans, and trans-rot mobilities, the local pieces contribute \( \log \hat{\epsilon} \) to the mobility, and the rest of the fiber contributes \( O(1) \). In the rot-rot mobility, the local pieces contribute \( \hat{\epsilon}^{-2} \), and the rest of the fiber contributes \( O(1) \). Because the local drag formula for the rot-rot mobility is sufficiently accurate for our purposes (see Fig. 13), we will use it in place of the full integral (10) for the rot-rot mobility \( M_{rr} \). The local drag formula we use is

$$\Psi_n(s) = (p_I(s)I + p_r(s)\tau(s)\tau(s)) n(s),$$

where
where \( p_I \) and \( p_\tau \) are derived using matched asymptotics up to and including the fiber endpoints in [46, Appendix C].

In the Euler model (see Section 2.4), we are interested in the parallel rotational velocity \( \Psi ||_n \) due to parallel torque \( n(s) = n^||_n(s) \tau(s) \), for which we use the simplified equation

\[
8\pi \mu \Psi ||_n(s) = (p_I + p_\tau)n^||_n(s) \approx \frac{9n^||_n(s)}{4\hat{a}^2},
\]

in the fiber interior, \( 2\hat{a} \leq s \leq L - 2\hat{a} \) (expressions for the endpoints are in [46, Appendix C]). In this paper, we use (1) to set the RPY regularization radius as \( \hat{a} = \epsilon \epsilon^{3/2} / 4 \). Substituting into (12) gives \( 8\pi \mu \Psi ||_n \approx 1.79n^||_n / a^2 \), which is approximately 10% different from the formula for the rotational drag on a radius \( a \) cylinder, \( 8\pi \mu \Psi ||_n = 2n^||_n / a^2 \) [58, Eq. (62)].

### 2.2 Fiber mechanics

We simulate inextensible fibers that resist bending and twisting. In this section, we discuss pieces of the fiber mechanics that are common to both the Kirchhoff and Euler models, in particular twist elasticity and inextensibility. The way bending elasticity appears in the equations depends on the underlying model of the fiber, and so we defer our discussion of bending to Sections 2.3 and 2.4.

#### 2.2.1 Twist elasticity

In previous immersed-boundary formulations of twist [40, 54], the rod is defined by an orthonormal material frame \( (D^1(s), D^2(s), D^3(s)) \). In the standard model for slender fibers, it is assumed that the fibers are unshearable, so that cross sections of the fiber maintain their shape (e.g., circular) and remain perpendicular to the tangent vector. This implies the constraint

\[
D^3 = \tau.
\]

The fiber cross sections are allowed to twist relative to the tangent vector. The twist density \( \psi(s) \) is defined as

\[
\psi := D^2 \cdot \partial_s D^1
\]

with boundary conditions

\[
\psi(0) = \psi(L) = 0
\]

for a free filament [58]. The use of the material frame is somewhat cumbersome, however, since it requires us to keep track of three separate axes throughout the course of a simulation.
We will instead use a formulation based on the twist-free Bishop frame [8], in which the state variables are the tangent vector \( \tau(s) \) and a degree of twist \( \theta(s) \) relative to the Bishop frame. The Bishop frame is an orthonormal frame \( \left( b^{(1)}(s), b^{(2)}(s), \tau(s) \right) \) which satisfies
\[
b^{(2)} \cdot \partial_s b^{(1)} = -b^{(1)} \cdot \partial_s b^{(2)} = 0,
\]
making it twist free. The Bishop frame along the entire fiber can be constructed by choosing \( b^{(1)}(0) \) and \( b^{(2)}(0) \) such that \( \left( b^{(1)}(0), b^{(2)}(0), \tau(0) \right) \) is an orthonormal frame, and then solving the ordinary differential equation (ODE) [8]
\[
\partial_s b^{(1)} = (\tau \times \partial_s \tau) \times b^{(1)},
\]
for \( b^{(1)}(s) \), with \( b^{(2)} = \tau(s) \times b^{(1)} \). The material frame and Bishop frame are related by [8]
\[
D^{(1)} = b^{(1)} \cos \theta + b^{(2)} \sin \theta, \quad D^{(2)} = -b^{(1)} \sin \theta + b^{(2)} \cos \theta, \quad D^{(3)} = \tau,
\]
so that \( \theta(s) \) is the angle of rotation of the material frame relative to the Bishop frame. Solving (17) is also called “parallel transporting” the vector \( b^{(1)} \), since its tangential component is kept at zero by performing rotations about the binormal [8]. Using (18), it can be shown that the twist (14) simplifies to [8]
\[
\psi = \partial_s \theta.
\]
If \( \theta \) is a constant, the material frame is just a constant rotation of the twist-free Bishop frame, so the twist density \( \psi = \partial_s \theta = 0 \) as well.

### 2.2.2 Inextensibility

The fibers that we consider are inextensible, meaning that the constraint
\[
\|\tau\|^2 = \tau \cdot \tau = 1
\]
has to preserved by the fiber evolution. This implies that the variable \( s \) is arclength. The form of the constraint (20) that we will use is the time derivative
\[
\partial_t \tau \cdot \tau = \partial_s U \cdot \tau = 0,
\]
i.e., that the velocity of the tangent vector is orthogonal to itself; recall that we omit the explicit dependence on \( t \) for brevity. This can be enforced using either a penalty [40, 54] or a constrained [67, 62, 31, 48] approach, as we discuss further in what follows.
2.2.3 Evolution of the material frame and twist angle

Finally, we consider the time evolution of the material frame \( \left( D^{(1)}(s), D^{(2)}(s), D^{(3)}(s) \right) \). Because the frame is orthonormal and stays orthonormal for all time, its velocity is constrained to satisfy

\[
\partial_t D^{(i)} = \Omega \times D^{(i)},
\]

for some \( \Omega(s) \). In the particular case of \( i = 3 \), we have the evolution equation for \( \tau \),

\[
\partial_t \tau = \Omega \times \tau,
\]

which automatically satisfies the inextensibility constraint \(21\).

The evolution of the twist density can be written in terms of the angular velocity \( \Omega \) as

\[
\partial_t \psi = \partial_s \Omega^\parallel - (\Omega \cdot \partial_s \tau),
\]

where \( \Omega^\parallel = \Omega \cdot \tau \). Equation \(24\) is derived using variational arguments in \[58\]; in Appendix B we rederive it using vector calculus. In the next two sections, we discuss how to use the Kirchhoff and Euler models to obtain \( \Omega \), which closes the evolution equation for \( \psi \).

2.3 The Kirchhoff model

The distinguishing feature of what we refer to as the Kirchhoff model is that the rotational velocity of the tangent vector must be exactly equal to the local angular fluid velocity \(8\),

\[
\Omega = \Psi \rightarrow \partial_t \tau = \Psi \times \tau.
\]

However, because \( \partial_t \tau = \partial_s U \), the assumption \(25\) implies a local constraint that relates the translational and rotational velocity of the rod

\[
\partial_s U = \Psi \times \tau.
\]

Thus the fluid velocity is (locally) constrained so that the integrity of the rod cross section is preserved, i.e., that the rod is unshearable \[58\], and inextensible, since \(26\) implies the inextensibility constraint \(21\).

In the Kirchhoff model as presented in \[40, 54, 62\], the total force density \( f(s) \) and torque density \( n(s) \) exerted by the fiber on the fluid are given by the force and torque balances \[62\]

\[
f = \partial_s F, \quad n = \partial_s N + \tau \times F.
\]
Here the torque density $\partial_s N(s)$ comes from the internal moments on the rod $N(s)$, which are given in terms of the bending modulus $\kappa$ and twist modulus $\gamma$, both of which we assume to be constant along the cylindrical rod. The internal moment $N(s)$ can be written in terms of the material frame as \[ N = \kappa \left( -D^{(2)} \cdot \partial_s \tau \right) D^{(1)} + \kappa \left( \partial_s \tau \cdot D^{(1)} \right) D^{(2)} + \gamma \psi \tau \] \[ = \kappa \left( (D^{(1)} \times D^{(2)}) \times \partial_s \tau \right) + \gamma \psi \tau \] \[ = \kappa \left( \tau \times \partial_s \tau \right) + \gamma \psi \tau, \] subject to the free fiber boundary conditions \[ N(s = 0, L) = 0 \rightarrow \partial_s \tau(s = 0, L) = 0, \] and twist boundary conditions (15). The torque density $\partial_s N(s)$ in (27) is \[ \partial_s N = \kappa \left( \tau \times \partial^2_s \tau \right) + \gamma \left( \tau \partial_s \psi + \psi \partial_s \tau \right), \] with the remaining torque density coming from the force $F(s)$, which is subject to the free fiber boundary conditions \[ F(s = 0, L) = 0. \]

As discussed in [62, p. 5], the force $F$ is a Lagrange multiplier to enforce the position-based constraint $\partial_s X = \tau$. It turns out, however, that the final solution for $F$ depends on the internal torque (30), since the perpendicular torque from $F$ must eliminate the perpendicular torque coming from $\partial_s N$ for the constraint (26) to hold. This is because perpendicular angular velocity $\Psi^\perp_n \sim \dot{\epsilon}^{-2} n^\perp$, while translational velocity $U_n \sim n^\perp \log \dot{\epsilon}$. Thus, it is impossible for (26) to hold if there is a $O(1)$ perpendicular torque on the fluid, so $F$ must cancel the $O(1)$ perpendicular torque in $\partial_s N$.

We now write an explicit formula for $F$ that yields a torque density $n$ which is only in the parallel direction, plus a Lagrange multiplier torque in the perpendicular direction. Because this formula eliminates perpendicular torque from the constitutive model, it also eliminates the dependency of torque on the bending modulus $\kappa$, and leaves only parallel torque depending on the twist modulus $\gamma$. The main step is to introduce the forces from bending $F^{(b)}(s)$ and twisting $F^{(c)}(s)$, such that when we take their cross product with $\tau$ and add it to $\partial_s N$ in (35), the perpendicular components of torque will be eliminated

\[ F^{(b)} = -\kappa \partial^2_s \tau, \quad F^{(c)} = \gamma \psi \left( \tau \times \partial_s \tau \right). \]
We then redefine the force $F$ in the Kirchhoff model as

$$F = F^{(\kappa)} + F^{(\gamma)} + \Lambda, \quad (33)$$

where now $\Lambda(s)$ is the Lagrange multiplier that enforces the velocity-based constraint (26). For free fibers, the force $F$ must vanish at the endpoints (see (31)), which, combined with (29), leads to the free fiber boundary conditions

$$\partial_s \tau(s = 0, L) = 0, \quad \partial_s^2 \tau(s = 0, L) = 0, \quad \Lambda(s = 0, L) = 0, \quad \text{and} \quad \psi(s = 0, L) = 0. \quad (34)$$

Substituting the new form of $F$ in (33) into (27), we have the torque density applied to the fluid as

$$n = \partial_s N + \tau \times \left( F^{(\kappa)} + F^{(\gamma)} + \Lambda \right) = (\gamma \partial_s \psi) \tau + \tau \times \Lambda = n^\parallel \tau + \tau \times \Lambda^\perp, \quad (35)$$

$$n^\parallel = \gamma \partial_s \psi. \quad (36)$$

Throughout this section, we have assumed that the filament is intrinsically straight and untwisted; expressions for $n^\parallel$ and $F$ in the case of an intrinsically bent and twisted rod are given in Appendix C.

Note that only the (two) perpendicular components of $\Lambda$ enter in the torque (36). The third Lagrange multiplier required to enforce (26) is the parallel component of $\Lambda$, which enters in the force density applied to the fluid as $\lambda(s)$,

$$f = \partial_s \left( F^{(\kappa)} + F^{(\gamma)} + \Lambda \right) = f^{(\kappa)} + f^{(\gamma)} + \lambda, \quad \text{where} \quad (37)$$

$$f^{(\kappa)} = -\kappa \partial_s^3 \tau, \quad f^{(\gamma)} = \gamma \partial_s (\psi (\tau \times \partial_s \tau)), \quad \text{and} \quad \lambda = \partial_s \Lambda.$$

In our reformulation of the Kirchhoff model, the force density on the fluid is given by (38) and the torque is given by (36). This makes it obvious that the only perpendicular torque acting on the fluid comes from the Lagrange multipliers $\Lambda^\perp$, while the parallel torque comes from twist elasticity.

### 2.3.1 Linear system for $\Lambda$

To derive a linear system for $\Lambda$, we first write the constraint (26) in terms of the total force density $f(s)$ and torque density $n(s)$ applied by the rod to the fluid using the mobility operators defined in (7) and (10),

$$\partial_s (\mathcal{M}_{tt} f + \mathcal{M}_{tt} n) = (\mathcal{M}_{tt} f + \mathcal{M}_{tt} n) \times \tau. \quad (39)$$
We then substitute the representations for $f$ and $n$ from (38) and (36), and define a linear operator $C$ such that $(Cx)(s) = \tau(s) \times x(s)$. This yields the second-order nonlocal boundary value problem (BVP)

\[
[\partial_s (M_{tt} \partial_s + M_{tt} C) + C (M_{tt} \partial_s + M_{tt} C)] \Lambda = -\partial_s \left(M_{tt} \left(f^{(\kappa)} + f^{(\gamma)}\right) + M_{tt} \left(n^\parallel \tau\right)\right) - C \left(M_{tt} \left(f^{(\kappa)} + f^{(\gamma)}\right) + M_{tt} \left(n^\parallel \tau\right)\right)
\]

which can be solved for the Lagrange multipliers $\Lambda(s)$. Using the force $f$ in (38) and torque in (36) then gives the resulting velocities in the Kirchhoff model,

\[
U = M_{tt} \left(f^{(\kappa)} + f^{(\gamma)} + \lambda\right) + M_{tr} \left(n^\parallel \tau + \tau \times \Lambda\right),
\]

\[
\Omega = \Psi = M_{tt} \left(f^{(\kappa)} + f^{(\gamma)} + \lambda\right) + M_{tr} \left(n^\parallel \tau + \tau \times \Lambda\right).
\]

In Appendix D, we show that these dynamics dissipate elastic energy by doing work on the fluid, with the Lagrange multiplier $\Lambda$ not doing any additional work as required by the principle of virtual work² [37].

### 2.4 The Euler model

The main difference between the Kirchhoff model and what we refer to as the *Euler model* is how the rotation rate of the cross section (equivalently, of the tangent vector) is obtained. In the Kirchhoff model, it does not matter whether we use $\partial_s U$ or $\Psi \times \tau$ to update the tangent vector, since by (26) they must be the same. In the Euler model, by contrast, we do not set $\Omega$ to be equal to $\Psi$ as in (25), and consequently do not enforce the constraint (26) that follows from (25). Instead, we relate $\Omega^\perp(s)$ to the translational velocity via

\[
\Omega^\perp = \tau \times \partial_s U, \quad \text{and} \quad \partial_t \tau = \partial_s U = \Omega^\perp \times \tau,
\]

where $\Omega^\perp_E(s) \cdot \tau = 0$, and, unlike the Kirchhoff model, $\Omega^\perp$ is not necessarily equal to $\Psi^\perp$. The evolution of the fiber can now be obtained by solving for $U(s)$ and specifying $\Omega^\parallel(s) = \Psi^\parallel(s)$.

In the Euler model, there is only one constraint, the inextensibility constraint (21). This means that the Lagrange multiplier to enforce this constraint should have only one independent component, as opposed to the three independent components for the Lagrange multiplier in the

²For a clamped rotating end, it can be shown that the motor rotating the fiber with angular frequency $\omega$ does additional work with power $N_0 \omega$, where $N_0$ is the applied torque at the clamped end, see (79).
Kirchhoff model. Specifically, the Lagrange multiplier $\Lambda(s)$ reduces to a scalar line tension $T(s)$,

$$\Lambda = T \tau,$$

with the free-fiber boundary condition (34) implying that

$$T(s = 0, L) = 0.$$

(45)

Since $\Lambda$ is tangential, the torque on the fluid in (36) reduces to $n = n^\parallel \tau$, where $n^\parallel$ is defined in (37). The force is still given by (38), but now with $\Lambda$ having only one independent component.

In the Euler model, the translational velocity $U(s)$ is obtained by solving a constrained system which includes only the parallel torque density. This constrained system is derived by substituting (44) into the Kirchhoff velocity (41),

$$U = M_{tt} \left( f^{(\kappa)} + f^{(\gamma)} + \lambda \right) + M_{tr} \left( n^\parallel \tau \right),$$

(46)

where in the Euler model $\lambda = \partial_s (T \tau)$. By substituting (46) into (21), we can obtain a (second order, nonlocal) BVP for $T(s)$ [67] similar to BVP (40) for the Kirchhoff model. As discussed in Section 3.1, in spectral numerical methods it is better to solve a saddle-point linear system for $U$ and $\lambda$ instead of this tension equation for $T(s)$. The saddle point system is obtained from the principle of virtual work [48, Sec. 3]; see also Appendix D.

The evolution of the twist angle in (24) requires the rotation rate $\Omega^\parallel(s)$, which is computed in a post-processing step as the parallel component of the angular velocity in the Kirchhoff model (42),

$$\Omega^\parallel = \left( M_{tt} \left( f^{(\kappa)} + f^{(\gamma)} + \lambda \right) + M_{tr} \left( n^\parallel \tau \right) \right) \cdot \tau.$$

(47)

The Euler model does not enforce the constraint (26), since only the translational velocity $U$ and parallel rotational velocity $\Omega^\parallel$ are tracked. In Section 2.5, we study the effect of this on the velocity of the fiber centerline.

We emphasize that our choice to name the model of this section the Euler model and that of the previous section the Kirchhoff model is historical and arbitrary. The reason we choose the naming we do is because the Kirchhoff model as formulated in Section 2.3 is what has been used before [40, 54, 62], and the Euler model is the one that is closest to what we (and many others) have used before without twist [67, 51, 48].
2.5 Comparing the Kirchhoff and Euler formulations

In this section, we analyze the difference between the Kirchhoff model of Section 2.3 and the Euler model of Section 2.4. Because the Kirchhoff model accounts for the angular fluid velocity and has more degrees of freedom, we refer to the translational velocity obtained from (41) as the “exact” velocity $U$, with corresponding tangent vector evolution $\partial_t \tau = \partial_s U = \Psi \times \tau = \Omega \times \tau$. We refer to the translational velocity from the Euler model (46) as $U_E$ and the parallel rotational velocity from the Euler model (47) as $\Omega^\parallel_E$. Since the rotation of the tangent vector in the Euler model is obtained from $\partial_s U_E$, the parallel rotational velocity $\Omega^\parallel_E$ represents the only remaining degree of freedom. To examine the difference between the models, we substitute the definitions (41), (46), (42), and (47) to define

$$\Delta U = U - U_E = \mathcal{M}_{tt} (\lambda - \lambda_E) + \mathcal{M}_{tr} (\tau \times \Delta \Lambda), \quad (48)$$

$$\Delta \Omega^\parallel = \Omega^\parallel - \Omega^\parallel_E = (\mathcal{M}_{tt} (\lambda - \lambda_E) + \mathcal{M}_{tr} (\tau \times \Delta \Lambda)) \cdot \tau := \Delta \Psi \cdot \tau \quad (49)$$

The differences in velocity (48) and (49) depend on the difference in the constraint force $\Delta \Lambda := \Lambda - \Lambda_E$, (50) and its derivative, the force density $\lambda - \lambda_E$, where $\Lambda_E = T \tau$ and $\lambda_E = \partial_s (T \tau)$ are the constraint force and force density from the Euler model.

To obtain $\Delta U$ and $\Delta \Omega^\parallel$, we solve the “mismatch” problem

$$\partial_s \Delta U + \tau \times \Delta \Psi = -m \quad (51)$$

$$m = \partial_s \left( \mathcal{M}_{tt} (\partial_s F_E) + \mathcal{M}_{tr} (n^\parallel \tau) \right) + \tau \times \left( \mathcal{M}_{tt} (\partial_s F_E) + \mathcal{M}_{tr} (n^\parallel \tau) \right), \quad (52)$$

where

$$F_E = F^{(\kappa)} + F^{(\gamma)} + \Lambda_E \quad (53)$$

is the total force in the Euler model. This problem, which we obtain by substituting (50) into the Kirchhoff model (40), gives a second order nonlocal BVP for $\Delta \Lambda$ as a function of the inconsistency in the evolution of the tangent vector in the Euler formulation $m(s)$. Because the Euler formulation does not enforce (26), the mismatch $m$ is nonzero in general. We therefore need the Lagrange multiplier $\Delta \Lambda$ to correct for it and make the total Kirchhoff velocities $U = U_E + \Delta U$ and $\Omega = \Psi = \Psi_E + \Delta \Psi$ consistent with (26). This Lagrange multiplier can be split into two components: a perpendicular part $\Delta \Lambda^\perp$ that contributes to the torque $\tau \times \Delta \Lambda$, and a parallel part $\Delta \Lambda^\parallel$ which preserves the inextensibility of the velocity $\Delta U$. Because the constraint force $\Lambda_E = T \tau$ in the
Euler model is tangential, we have $\Delta \Lambda^\perp = \Lambda^\perp$ and $\Delta \Lambda^\parallel = \Lambda^\parallel - T \tau$, where $T(s)$ is the tension in the Euler model.

In Appendix E, we use the asymptotic slender-body scalings [46]

$$\mathcal{M}_{tt} \sim \log \epsilon, \quad \mathcal{M}_{tr} \sim \log \epsilon, \quad \mathcal{M}_{rt} \sim \log \epsilon, \quad \mathcal{M}_{rr} \sim \epsilon^{-2},$$

(54)

to show that the velocity differences $\Delta U$ and $\Delta \Omega^\parallel$ are small in the fiber interior. Specifically, we show that

$$\frac{\| \partial_s \Delta U \|}{\| \partial_s U_E \|} \sim \epsilon^2 \log \epsilon \ll 1,$$

(55)

$$\frac{\| \Delta \Omega^\parallel \|}{\| \Omega_E^\parallel \|} \sim \begin{cases} 
\epsilon^4 (\log \epsilon)^2 & \gamma > 0 \\
\epsilon^2 \log \epsilon & \gamma = 0
\end{cases}$$

(56)

away from the endpoints, so that the difference between the Kirchhoff and Euler translational and rotational velocities is very small for sufficiently slender fibers. In Appendix E, we also verify these asymptotic estimates numerically and discuss how they change at the endpoints.

3 Euler model with dynamics

In this section, we formulate the full set of dynamical equations for the Euler model of an inextensible filament in Stokes flow. These are the equations of Section 2.4, augmented with a parameterization of the set of inextensible fiber velocities, and an adjoint equation for the constraint forces $\lambda$.

3.1 Continuum formulation for inextensible fibers

As discussed in Section 2.4, most approaches to inextensibility for the Euler model use a scalar Lagrange multiplier for tension $T(s)$ [22]. This is problematic because it creates a complicated auxiliary integro-differential equation for the tension that is difficult to solve with spectral methods. The approach we follow here [9] is detailed in [48, Sec. 3]. We enforce the velocity constraint (46) by restricting the fiber velocity to the space of inextensible motions using (20). Specifically, for free fibers we let

$$U(s) = (\mathcal{K} \alpha)(s) = U_0 + \int_0^s \Omega(s') \times \tau(s') \, ds',$$

(57)

for an arbitrary angular velocity $\Omega(s)$, where $\alpha = \{U_0, \Omega\}$. The kinematic operator $\mathcal{K} [X]$ gives a (complete) parameterization of the space of (free fiber) inextensible motions, so that any velocity
\( \mathcal{K} \alpha \) automatically satisfies the constraint (21). In [48], we set \( \alpha = \{ U_0, \Omega^\perp \} \), but here we allow \( \Omega \) to have a parallel component. This makes no difference in the continuum formula (57), but improves numerical robustness, as discussed in Appendix F.

Instead of setting \( \lambda = \partial_s (T \tau) \) and solving for the tension \( T(s) \), we solve for a (vector) force density \( \lambda(s) \) that is constrained to satisfy the principle of virtual work (see Appendix D),

\[
\langle \mathcal{K} \alpha, \lambda \rangle = \int_{L_0}^L \left( U_0 + \int_0^s (\Omega(s') \times \tau(s')) \, ds' \right) \cdot \lambda(s) \, ds \\
= U_0 \cdot \int_0^L \lambda(s) \, ds' + \int_0^L \Omega(s) \cdot \left( \tau(s) \times \int_s^L \lambda(s') \, ds' \right) \, ds \\
: = \langle \alpha, \mathcal{K}^* \lambda \rangle = 0
\]

for all \( \alpha \). The second equality, which comes from changing the order of integration in the first, immediately gives the constraints

\[
\mathcal{K}^* \lambda := \begin{pmatrix}
\int_0^L \lambda(s) \, ds \\
\tau(s) \times \int_s^L \lambda(s') \, ds'
\end{pmatrix} = \begin{pmatrix}
0 \\
0
\end{pmatrix},
\]

where the second line holds for all \( s \). The second constraint in (60) implies \( \lambda = \partial_s (T \tau) \), with the first constraint then giving the appropriate boundary conditions (45) on tension.

### 3.1.1 Modifications for clamped ends

In this work, we will consider two kinds of filaments: those with two free ends, and those with a clamped end at \( s = 0 \) and a free end at \( s = L \). For the latter, the \( \mathcal{K} \) (and therefore \( \mathcal{K}^* \)) operators have to be modified to account for motion at \( s = 0 \) being prohibited. For clamped fibers, the kinematic operator \( \mathcal{K} \equiv \mathcal{K}_c \) is given by

\[
\mathcal{K}_c \alpha := \mathcal{K}_c \Omega = \int_0^L \Omega(s') \times \tau(s') \, ds'.
\]

These motions are a subset of those in (57), but with \( U_0 = 0 \). The corresponding virtual work constraint \( \mathcal{K}_c^* \lambda = 0 \) is obtained from (60) by dropping the first row, since the fiber is no longer force-free. While it is also possible to build the clamped condition \( \tau(0) \equiv \tau_0 \) into \( \mathcal{K}_c \) by restricting \( \Omega^\perp(s = 0) = 0 \), thereby ensuring the clamped boundary condition is numerically satisfied to higher accuracy, doing this causes tension to be ill-defined at \( s = 0 \). In the numerical method in this paper, we do not enforce \( \Omega^\perp(0) = 0 \) kinematically, but rather enforce it mechanically through the bending force as described in Section 4.3.1. We have numerically confirmed that, for sufficiently
resolved simulations, the same solution is obtained regardless of whether we enforce $\Omega^\perp(0) = 0$ in $\mathcal{K}_c$.

3.2 Summary of equations

To summarize, the saddle-point system that we solve to obtain the motion of the fiber centerline is

$$
\begin{pmatrix}
-M_{tt} & K \\
K^* & 0
\end{pmatrix}
\begin{pmatrix}
\lambda \\
\alpha
\end{pmatrix}
= \begin{pmatrix}
M_{tt}f + M_{tt}(n^\parallel \tau) \\
0
\end{pmatrix},
$$

where

$$
f = f^{(\kappa)} + f^{(\gamma)}, \quad f^{(\kappa)} = -\kappa \partial_s^3 \tau, \quad f^{(\gamma)} = \gamma \partial_s (\psi (\tau \times \partial_s \tau)), \quad n^\parallel = \gamma \partial_s \psi,
$$

subject to the free fiber BCs (34). Solving the saddle-point system (62) yields the constraint forces $\lambda = \partial_s (T \tau)$ and translational velocity $U = \mathcal{K} \alpha$. If desired, the scalar tension $T(s)$ can be extracted from the constraint forces via integration of $\lambda(s)$. The perpendicular component of the rotation rate $\Omega(s)$ can be obtained from (43) by

$$
\Omega^\perp = \tau \times \partial_s U = \tau \times \partial_s (\mathcal{K} \alpha).
$$

The parallel component $\Omega^\parallel(s)$ is not determined by (62), and is instead obtained from the post-processing step (47),

$$
\Omega^\parallel = \left( M_{tt}f + M_{tt}(n^\parallel \tau) \right) \cdot \tau,
$$

The evolution of the twist $\psi = \partial_s \theta$ is given by (24)

$$
\partial_t \psi = \partial_s \Omega - (\Omega \cdot \partial_s \tau) = \partial_s \Omega^\parallel - (\Omega^\perp \cdot \partial_s \tau)
$$

where in the second equality we have used the formula $\tau \cdot \partial_s \tau = 0$, which means that the parallel part of $\Omega$ makes no contribution to the dot product $\Omega \cdot \partial_s \tau$.

If needed (e.g., for visualization or intrinsic curvature), the material frame vectors $D^{(1)}(s)$ and $D^{(2)}(s)$ can be obtained by computing the Bishop frame from (17), then twisting it by the angle $\theta$. The Bishop frame has to be chosen at one point on the fiber, and the angle $\theta$ is only determined up to a constant. Our choice is to keep track of the material vector $D^{(1)}$ at the fiber midpoint\(^4\) by

\(^3\)The ambiguity in enforcing $\Omega^\perp(0) = 0$ kinematically and/or mechanically has a physical origin in the nonzero length of a clamp. If we consider $s = 0$ to be “inside” the clamp, then $\Omega^\perp(0) = 0$, but if $s = 0$ is “outside” the clamp, then $\Omega^\perp(0)$ is free.

\(^4\)We use the midpoint because it is best conditioned in a spectral method; ill-conditioning of the spectral derivatives typically happens at the endpoints of the Chebyshev grid first.
explicitly evolving it via rotation by $\Omega(L/2)$,

$$\partial_t D^{(1)}(L/2) = \left(\Omega^\perp(L/2) + \Omega^\parallel(L/2)\tau(L/2)\right) \times D^{(1)}(L/2).$$  

(66)

We then assign $\theta(L/2) = 0$, i.e., require that the Bishop frame be the same as the material frame at $L/2$

$$b^{(1)}(L/2) = D^{(1)}(L/2),$$

(67)

which provides a boundary condition for the Bishop ODE (17). See Appendix C.1 for how we solve the Bishop ODE to spectral accuracy.

## 4 Spectral spatial discretization

In this section, we formulate a spectral spatial discretization of the Euler model. This is an extension of our work [48], where we designed a numerical method for the case of fibers without twist elasticity. In that work, we followed the idea of Shelley et al. [63, 64, 67] in using slender body theory for the mobility, which decouples the number of degrees of freedom from the slenderness $\epsilon$. However, we left open a few issues which have plagued numerical methods for SBT for quite some time [67, 51], including the ill-posedness of the continuum equations on lengthscales less than $\epsilon$ [28], and singularities at the endpoints for non-cylindrical fibers [48, Sec. 2.1]. As has been mentioned in Section 2.1, our solution to both of these problems is to take the action of the mobility operator to be an integral of the RPY kernel along the fiber centerline.

In Section 4.2 and Appendix G we develop efficient quadrature schemes to evaluate the trans-trans, rot-trans, and trans-rot RPY integrals with on the order of ten points along the fiber centerline. For the short-ranged rot-rot mobility, we use the local drag formulas of Section 2.1.3, which are sufficiently accurate for our purposes. Since we expect the fiber shapes (and velocity on the fiber centerline) to be smooth, we represent the fiber centerline as a Chebyshev interpolant, and evaluate the mobility and forces at Chebyshev collocation points. Forces and torques at these points must be computed with proper treatment of the boundary conditions. Our choice is to use (a modified form of) rectangular spectral collocation [21, 6], as we discuss in Section 4.3.

In Section 4.4, we show that the solution of the Euler problem with twist can be well-approximated with a spectral method, which drastically lowers the number of degrees of freedom relative to previous methods [62, 40]. We demonstrate this in detail in a sequence of steps, first computing the eigenvalues of the discrete mobility matrix, then the accuracy of the forward quadratures, and finally the convergence of the solution to the static Euler problem.
4.1 Spectral discretization

Our spectral spatial discretization of the Euler equation (62) is based on our previous work [48]. To discretize the fiber centerline, we introduce an $N$-point type 1 (not including the endpoints) Chebyshev collocation grid \{$s_p\}$ for $p = 1, \ldots, N$. In the discrete setting, we use $X(s)$ for the Chebyshev interpolant approximating the fiber centerline.

In this paper, we modify the discretization of $K$ and $K^*$ as matrices $K$ and $K^*$ from [48] to robustly simulate more curved fibers (see example in Section 5.3). In [48], we introduced an orthonormal frame $(\tau(s), n_1(s), n_2(s))$ at each collocation point, then parameterized $\Omega^\perp$ in terms of $n_1$ and $n_2$. This removes the null space from $K$, but for curved fibers it leads to aliasing problems because products of Chebyshev polynomials of degree $N$ are aliased on an $N$-point grid. In Appendix F, we describe a discretization of $K$ and $K^*$ which is based on removing the null space of $K$ numerically by doing all computations on a grid of size $2N$, then downsampling. That is the discretization we use in this paper.

4.2 Slender-body quadrature for RPY mobilities

We will impose (62) in the strong sense on the Chebyshev collocation grid. Since $K$ gives the inextensible velocity at each point on the grid, we need to evaluate the action of the mobility operators $M_{tt}, M_{rt}, M_{tr},$ and $M_{rr}$ at each point on the Chebyshev grid, giving discrete mobility matrices $M_{tt}, M_{rt}, M_{tr},$ and $M_{rr}$. We discuss how to do this in this section.

Our approach is to use the translational mobility operator $M_{tt}$ given by the RPY integral (7). If the integral is computed to sufficient accuracy, then the eigenvalues of the discrete mobility matrix $M_{tt}$ are guaranteed to be positive since the RPY kernel is SPD [72]. Note, however, that while the RPY kernel acting on forces is symmetric, the matrix $M_{tt}$ that acts on force densities is not symmetric, since quadrature is applied on one side but not the other. While (7) is still a “first kind” integral operator, and therefore has eigenvalues that cluster around zero, unlike the “second kind” integral operator proposed in [5] to regularize SBT, we will demonstrate that the ill-conditioning of $M_{tt}$ is not a problem in practice. Furthermore, unlike [5], we develop a nearly-singular quadrature scheme so that the RPY integrals for smooth fibers can be evaluated to 3 digits of accuracy with $10 - 40$ collocation points, regardless of the slenderness $\hat{\epsilon}$. 
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4.2.1 Translational mobility

We define the translational velocity of the fiber centerline due to a force density \( f(s) \) using (7),

\[
U_f(s) = (M_{tt} f) (s) = \int_0^L M_{tt} \left( X(s), X(s') \right) f(s') \, ds' \tag{68}
\]

\[
= \int_{D(s)} \left( \mathcal{S} \left( X(s), X(s') \right) + \frac{2a^2}{3} \mathcal{D} \left( X(s), X(s') \right) \right) f(s) \, ds' \\
+ \frac{1}{8\pi\mu} \int_{D^c(s)} \left( \frac{4}{3a} - \frac{3R(X(s), X(s'))}{8a^2} \right) I + \frac{R(X(s), X(s'))}{8a^2} \right) f(s') \, ds'.
\]

Here we have used the definition (A.1) to split the integral into a region \( D(s) \) for \( R(X(s), X(s')) > 2\hat{a} \) and \( D^c(s) \), which uses the RPY kernel for \( R \leq 2\hat{a} \). We use the fiber inextensibility to make the approximation \( R \approx |s' - s| \) when \( R \lesssim 2\hat{a} \), so that

\[
D(s) = \begin{cases} 
(0, s - 2\hat{a}) \cup (s + 2\hat{a}, L) & 2\hat{a} \leq s \leq L - 2\hat{a} \\
(s + 2\hat{a}, L) & s < 2\hat{a} \\
(0, s - 2\hat{a}) & s > L - 2\hat{a}
\end{cases},
\]

with the complement \( D^c(s) = [0, L] \setminus D(s) \). In making the approximation \( R \approx |s' - s| \), we also assume that the fiber never re-encroaches itself.

For the integral of the Stokeslet in (68), we use a singularity subtraction technique which is closely tied with the asymptotics of the Stokeslet. In particular, we subtract from the integrand the leading order singular behavior and perform that integral separately, which gives

\[
U^{(S)}_f = \int_{D(s)} \mathcal{S} \left( X(s), X(s') \right) f(s') \, ds' \tag{70}
\]

\[
= \frac{1}{8\pi\mu} \int_{D(s)} \left( \frac{I + \tau(s)\tau(s)}{|s - s'|} \right) f(s) \, ds' \\
+ \int_{D(s)} \mathcal{S} \left( X(s), X(s') \right) f(s') - \frac{1}{8\pi\mu} \left( \frac{I + \tau(s)\tau(s)}{|s - s'|} \right) f(s) \right) ds' \\
:= U^{(\text{inner}, S)}_f + U^{(\text{int}, S)}_f
\]

where

\[
8\pi\mu U^{(\text{inner}, S)}_f = (I + \tau(s)\tau(s)) f(s)
\]

\[
\begin{align*}
\log \left( \frac{(L - s)s}{4\hat{a}^2} \right) & \quad 2\hat{a} < s < L - 2\hat{a} \\
\log \left( \frac{(L - s)}{2\hat{a}} \right) & \quad s \leq 2\hat{a} \\
\log \left( \frac{s}{2\hat{a}} \right) & \quad s \geq L - 2\hat{a}
\end{align*}
\]

A set of corresponding singularity subtraction steps is given for the doublet integral in (G.8). In both cases, we obtain nearly singular integrals which are by design smoother than the integral of the
Stokeslet/doublet by itself. We then apply specialized, “slender-body” quadrature schemes to these integrals, as discussed in Appendix G.1. The main framework of these schemes was first proposed by Tornberg, Barnett, and af Klinteberg [66, 1] and used by us previously for the finite part integral in SBT [48, Sec. 4.2.1]. The idea is to write the integral as the product of a smooth function times a singular function, expand the smooth function in a set of basis functions, and precompute the integrals of the basis functions times the singularity analytically. Using an adjoint method, the calculation of the Stokeslet and doublet integrals can then be reduced to $N$ inner products of two $N$ dimensional vectors, one of which is precomputed. The total cost of these integrals at each time step is therefore $O(N^2)$. Since all of these calculations are similar to previously-published methods, we discuss them in Appendix G.

After discretizing the Stokeslet and doublet integrals, we are left with the integral over $D^c(s)$ in the third line of (68). The integrand is nonsingular, but behaves like $|s - s'|$, and so for each $s$ we split the domain $D^c$ into $(s - 2\hat{a}, s)$ and $(s, s + 2\hat{a})$ (with appropriate modifications at the endpoints), and use $N_2/2$ Gauss-Legendre quadrature points to sample the fiber and force density (i.e., sample the Chebyshev interpolant of each) and evaluate the integral on each of the two subdomains. We use $N_2/2$ points for each of these integrals so that there are a total of $N_2$ additional (local) quadrature nodes per collocation point.

### 4.2.2 Rot-trans mobilities

For the rotational velocity from force, we have the RPY integrals

$$\Omega^\parallel_I(s) := (\mathcal{M}_r f)(s) = \tau(s) \cdot \int_0^L \mathcal{M}_r \left( X(s), X(s') \right) f(s') \, ds'$$

$$= \frac{1}{8\pi\mu} \int_{D(s)} \frac{(f(s') \times R(X(s'), X(s))) \cdot \tau(s)}{R(X(s'), X(s))^3} \, ds'$$

$$+ \frac{1}{8\pi\mu} \int_{D^c(s)} \frac{1}{2\hat{a}^2} \left( \frac{1}{\hat{a}} - \frac{3R(X(s'), X(s))}{8\hat{a}^2} \right) (f(s') \times R(X(s'), X(s)) \cdot \tau(s)) \, ds', \tag{73}$$

which we evaluate to spectral accuracy using singularity subtraction and slender-body quadrature for the rotlet integral over $D(s)$ (see Appendix G.3), and direct Gauss-Legendre quadrature for the integral over $D^c(s)$ (split into two pieces).
The trans-rot mobility is the adjoint of the rot-trans mobility,

\[ U_n(s) : = (M_{tr}n^\parallel)(s) = \int_0^L M_{rt}(X(s), X(s')) \, \tau(s')n^\parallel(s') \, ds' \tag{74} \]

\[ = \frac{1}{8\pi\mu} \int_{D(s)} \left( \frac{\tau(s') \times R(X(s'), X(s))}{R(X(s'), X(s))^3} \right) n^\parallel(s') \, ds' \tag{75} \]

\[ + \frac{1}{8\pi\mu} \int_{D^c(s)} \frac{1}{2\hat{a}^2} \left( \frac{1}{\hat{a}} - \frac{3R(X(s'), X(s))}{8\hat{a}^2} \right) \left( \tau(s') \times R(X(s'), X(s)) \right) n^\parallel(s') \, ds'. \]

As in the rot-trans mobility, we compute the first (rotlet) integral using slender-body quadrature (see Appendix G.4) and the second using direct Gauss-Legendre quadrature.

### 4.2.3 Rot-rot mobility

For the rot-rot mobility, we will use always use the asymptotic result [46, Sec. 3.4]. In the fiber interior, this reduces to (12),

\[ \Omega^\parallel(n^\parallel)(s) = \left( M_{rr}n^\parallel \right)(s) = \frac{1}{8\pi\mu} \frac{9n^\parallel(s)}{4\hat{a}^2}. \tag{76} \]

We use the asymptotic result here because the $1/\hat{a}^2$ term is so dominant as to render calculation of the full integral (10), which involves the rapidly-decaying doublet kernel, unnecessary. More importantly, the local operator $M_{rr}$ (and the diagonal discrete matrix $M_{rr}$) are positive definite and well-behaved up to the end points.

### 4.3 Boundary conditions

In this paper, we will consider two kinds of boundary conditions (BCs): free ends and clamped ends. In our recent work that did not account for twist elasticity [48], we used rectangular spectral collocation [21, 6] to impose the boundary conditions. We review that formulation here, and then extend it to the PDE (24) for the twist density $\psi = \partial_s^2 \theta$. In order to demonstrate how we treat both types of boundary conditions, we will consider a fiber with the $s = 0$ end clamped, and the $s = L$ end free. We assume that the $s = 0$ end is spinning with rate $\omega$ (see Section 5.3), so that the boundary conditions for $X$ and $\psi$ are

\[ X(0) = X_0, \quad \tau(0) = \tau_0, \quad \partial_s^3 X(L) = 0, \quad \partial_s^3 X(L) = 0, \tag{77} \]

\[ \Omega^\parallel(0) = \Omega^\parallel_n(0) + \Omega^\parallel_{\text{f}}(0) = \omega \rightarrow (M_{rr}\gamma \partial_s \psi)(0) = \omega - \Omega^\parallel_{\text{f}}(0), \tag{78} \]

\[ \psi(L) = 0, \]

\[ \psi(L) = 0, \]
where we recall from Section 2.1 that $\Omega_n^\parallel$ and $\Omega_f^\parallel$ represent the angular velocity due to torque and force, respectively.

Another possibility is to prescribe the parallel torque at the clamped end,

$$N(s = 0) \cdot \tau(0) = \gamma \psi(0) = N_0$$

which gives a boundary condition $\psi(0) = N_0/\gamma$ that is easy to handle; we therefore focus on the more challenging (78). See [52, Sec II(A)] for a discussion of the difference between the constant torque vs. constant angular velocity boundary conditions.

## 4.3.1 Boundary conditions on $X$

The idea of rectangular spectral collocation as proposed in [21, 6], and slightly adapted by us in [48, Sec. 4.1.3], is to compute an upsampled representation $\tilde{X}$ of $X$ on a type 2 (including the endpoints) Chebyshev grid that satisfies the boundary conditions exactly, and gives $X$ when downsampled to the original (type-1) Chebyshev grid. Since there are four boundary conditions, the upsampled representation is on a $N + 4$ point type 2 Chebyshev grid that includes the endpoints. The unique configuration $\tilde{X}$ can be obtained by solving

\[
\begin{pmatrix}
R_X \\
I(0)
\end{pmatrix}
\begin{pmatrix}
\begin{pmatrix}
X \\
X_0
\end{pmatrix} \\
\tau_0
\end{pmatrix} := \begin{pmatrix}
X \\
b_X
\end{pmatrix},
\]

where $R_X$ is the downsampling matrix that evaluates the interpolant $\tilde{X}(s)$ on the original $N$ point grid, $I(0)$ encodes evaluation at $s = 0$, and $D^n_M(s)$ represents evaluation of the $n$th derivative at the point $s$ on a grid of size $M$. In (80), $B$ is the $4 \times (N + 4)$ matrix that encodes the boundary conditions and $b_X$ is the values of the BCs. We now write the affine transformation from $X$ to $\tilde{X}$ as

\[
\tilde{X} = \begin{pmatrix}
R_X \\
B
\end{pmatrix}^{-1}
\begin{pmatrix}
\begin{pmatrix}
X \\
0
\end{pmatrix} \\
0
\end{pmatrix} := E_X X + \beta_X.
\]

Note that $\beta_X$ is independent of time in this case.

We then use the configuration $\tilde{X}$ to compute any quantities with more than one $s$ derivative in the Euler equations. Importantly, the elastic force density is computed on the upsampled grid as
\( \tilde{f}^\kappa = -\kappa D_{N+4}^4 \tilde{X} \) and is then downsampled to the original \( N \) point type 1 grid to give the bending elasticity discretization

\[ f^\kappa (X) = R_X \tilde{f}^\kappa = -\kappa R_X D_{N+4}^4 (E_X X + \beta_X) := F_\kappa X + \beta_\kappa \]  \hspace{1cm} (82)

In all cases in which derivatives of \( \tau \) enter in the equations, we compute the derivatives on the \( N + 4 \) point grid from the configuration \( \tilde{X} \), then downsample them to evaluate the derivatives on the original \( N \) point grid, e.g., we use \( R_X D_{N+4}^2 \tilde{X} \) as the discretization of \( \partial_s \tau \). This helps by smoothing the higher order derivatives due to the imposition of smoothing BCs at the endpoints. Note however that \( \tilde{\tau} = \partial_s \tilde{X} \) is not of unit length at the collocation points, so we use \( \tau \) on the original \( N \) point grid instead when a vector of unit length is required (e.g., in the mobility and kinematic matrices).

### 4.3.2 Twist angle

Let us now consider using rectangular spectral collocation to solve for the twist density \( \psi \). We define an affine operator which gives an upsampled representation \( \tilde{\psi} \) on an \( N + 2 \) point type 2 Chebyshev grid that satisfies the boundary conditions (78),

\[
\begin{pmatrix}
R_{\psi} \\
\Omega^\parallel_{n}(0) \\
I(\tilde{L})
\end{pmatrix}
\tilde{\psi} = 
\begin{pmatrix}
\psi \\
\omega - \Omega^\parallel_{\psi} (0) \\
0
\end{pmatrix} \hspace{1cm} (83)
\]

where
\[
\tilde{\Omega}^\parallel_{n} \tilde{\psi} = M_{rr} \gamma D_{N+2} \tilde{\psi}, \hspace{1cm} (84)
\]

is the angular velocity due to torque on the \( N + 2 \) point grid (throughout this paper, the matrix \( M_{rr} \) is a diagonal matrix on the \( N + 2 \) point grid). The analogue of (81) in this case is the affine operator that gives \( \tilde{\psi} \) from \( \psi \) on the \( N \) point grid, which we define as \( \tilde{\psi} = E_\psi \psi + \beta_\psi \).

To calculate the torque on an \( N \) point grid, we take derivatives of \( \tilde{\psi} \) on the \( N + 2 \) point grid, and evaluate the result on the \( N \) point grid using \( R_\psi \),

\[
n^\parallel (\psi) = \gamma R_\psi D_{N+2} \left( E_\psi \psi + \beta_\psi \right) := R_\psi \left( \tilde{N}_\psi \psi + \tilde{\beta}_n \right), \hspace{1cm} (85)
\]

where \( \tilde{\beta}_n \) is time-dependent in general. The twist force \( f^{(\gamma)} \) as defined in (62) is slightly more complex, given that it is a nonlinear function of \( X \) and involves interaction between \( X \) and \( \psi = \partial_s \theta \).

To reduce aliasing on the spectral grid, we use the product rule to separate \( f^{(\gamma)} \) into two terms, then use a common \( 2N \) point grid to compute each term with proper boundary conditions,

\[
f^{(\gamma)} (X, \psi) = \left( \gamma \left( \partial_s \tilde{\psi} \left( \partial_s \tilde{X} \times \partial_s^2 \tilde{X} \right) \right) + \tilde{\psi} \left( \partial_s \tilde{X} \times \partial_s^2 \tilde{X} \right) \right) \hspace{1cm} (86)
\]
We perform the multiplications of $\psi$ and derivatives of $X$ on a $2N$ point grid, then downsample the result to the $N$ point grid to obtain the final force density $f^{(\gamma)}$ at the collocation points.

## 4.4 Well-posedness and convergence of the static problem

In this section, we study the convergence of our numerical method for the case of a static filament (solving for velocity at $t = 0$) in three steps. First, we show that our discrete mobility matrix $M_{tt}$ in Section 4.2 is indeed positive definite for larger $\hat{\epsilon}$, in contrast to $M_{tt}$ in SBT, which has negative eigenvalues for as few as 15 collocations points on the fiber centerline when $\hat{\epsilon} = 10^{-2}$. In Appendix G.6, we show that our quadratures for the forward evaluations of $M_{tt}f$, $M_{tt}n$, and $M_{tr}n$ give spectral accuracy in the velocity due to the bending and twisting elastic force/torque, even for a fiber with relatively high curvature. In particular, we find that we can obtain 3 digits of accuracy in the velocities with about 32 collocation points. Finally, we solve for the velocity $U$ and constraint force $\lambda$ in the Euler method and examine their convergence. This is where our method hits a snag: if we maintain a cylindrical fiber shape, there is a physical singularity that develops at the fiber endpoints, where the force required to produce a uniform motion becomes very oscillatory [73, Sec. 4.3.2]. This means that $\lambda$ fails to converge pointwise, which calls into question the convergence of $U$ as well. Nevertheless, we show empirically that the spectral method does give a convergent velocity and a weakly-convergent constraint force $\lambda$ (i.e., the moments of $\lambda$ converge). Furthermore, the accuracy we obtain in the spectral method with just $16 - 30$ points on the fiber centerline is better than with $1/\hat{\epsilon}$ points in a second-order method.

Throughout this section, we will consider free fibers with tangent vectors of the form

$$\tau(s) = \frac{1}{\sqrt{2}} \left( \cos(qs^3(s - L)^3), \sin(qs^3(s - L)^3), 1 \right),$$

where we set $L = 2$, and $q$ is a parameter that determines the number of helical turns and fiber curvature and smoothness. Fibers with $q = 1$ and $q = 7$ are shown in blue and red, respectively, in Fig. 1.

### 4.4.1 Eigenvalues of $M_{tt}$

To illustrate that the RPY mobility (68) alleviates the problem of negative eigenvalues that plagues SBT, we compute the eigenvalues of the translation-translation matrix $M_{tt}$ numerically. We use $q = 7$ in the free fiber (87), although the mobility does not change substantially with the fiber shape (specifically, a straight fiber and four-turn helix give similar results).
There are two parameters associated with the quadrature for (68): the number of collocation points $N$ that we use for the fiber centerline, which we also use for the Stokeslet and doublet integrals, and the total number of additional points $N_2$ that we use for the integrals in the region $|s - s'| \leq 2\hat{a}$ (recall that we use $N_2/2$ Gauss-Legendre points on either side of $s' = s$ for these integrals). In Fig. 2, we report the eigenvalues of the mobility matrix for $\dot{\epsilon} = 10^{-2}$ as a function of $N$ (left plot) and $N_2$ (right plot). In the left plot, we also show the eigenvalues of $\mathbf{M}_{tt}$ when we use the SBT of [46] for translation. We see that the eigenvalues with SBT quadrature become negative even using $N = 15$ collocation points, while the eigenvalues with the RPY slender-body quadrature remain positive up to $N \approx 35$. When we increase $N_2$ from 6 to 8 (right plot), we match the true eigenvalues of the RPY mobility almost perfectly, and all eigenvalues remain positive. We emphasize that the negative eigenvalues for the RPY quadrature are the result of numerical quadrature errors, while for SBT negative eigenvalues are inherent to the continuum operators. The discrepancy gets better as $\dot{\epsilon}$ decreases; for $\dot{\epsilon} = 10^{-3}$ there is close agreement in the eigenvalues between SBT and RPY for $N \lesssim 50$, and, even for $N_2 = 2$, there are no negative eigenvalues until $N \gtrsim 60$ for SBT quadrature and $N \gtrsim 80$ for RPY quadrature (results not shown).
Figure 2: Absolute value of the eigenvalues of the discrete mobility matrix $M_{tt}$ for $\dot{e} = 10^{-2}$ with slender-body quadrature for the RPY integrals (positive eigenvalues shown using a solid line and negative using circles), as well as the RPY-based slender body theory of [46] (positive eigenvalues shown using a dotted line and negative using squares). Left: the eigenvalues as a function of the number of collocation points $N$ with $N_2 = 6$ fixed. A result for the RPY integrals (68) computed with oversampled quadrature is shown as a black line for each $N = 15, 30, 45,$ and $60$. There are a few small negative eigenvalues (yellow circles) for $N = 45$ due to numerical errors. Right: eigenvalues for $k \geq 90$ for fixed $N = 45$ and changing $N_2$ (eigenvalues for $k < 90$ are visually indistinguishable for the lines plotted). Using $N_2 = 4$ and $N_2 = 6$ still gives some negative eigenvalues (circles), while $N_2 = 8$ gives all positive eigenvalues that accurately approximate the true eigenvalues (solid black line).
4.4.2 Strong convergence of velocity

Before considering time-dependent problems, we examine the convergence of the solution to the static problem (62). The main object of study here is the constraint force $\lambda(s)$. Even though our discrete translational mobility $M_{tt}$ (with sufficiently large $N_2$) does not have negative eigenvalues (see Fig. 2), it still has very small positive eigenvalues and the resulting $\lambda$ changes rapidly near the endpoints. Therefore, we cannot expect pointwise spectral convergence for the constraint force $\lambda$.

The key result of this section is that, while the constraint force $\lambda$ is not smooth, the velocity for $\dot{c} = 10^{-3}$ to $10^{-2}$ is sufficiently smooth to be resolved by the spectral method. Furthermore, while the constraint force does not converge pointwise at the fiber endpoints, moments of it, which are the physical observables in the problem (e.g., stress $\sim \int \lambda(s) X(s) \, ds$), do converge, and can be captured by the spectral method to reasonably high accuracy.

To define a reference solution, we utilize the second-order discretization described in Appendix E.2.1. This discretization is more robust because the values of functions at the fiber endpoints do not affect derivatives at the fiber interior, which ensures that $\lambda$ does not contain spurious oscillations in the fiber interior. Since the mobility in the second-order method converges to the integrals we compute in Section 4.2 as the number of blobs goes to infinity, we will utilize Richardson extrapolation to form a reference solution and compute error with respect to that solution. Then, to compare the accuracy of our method with that of the second-order method, we also compute a solution using $1/\dot{c}$ points. According to [33], this is (approximately) the minimum required resolution such that the filament is treated hydrodynamically as a solid cylinder, rather than a series of disconnected blobs.\footnote{It might be possible to reduce the required resolution of the second-order method by designing second-order quadrature schemes for the integrals in the RPY mobility instead of evaluating direct sums of the RPY kernel. However, since our slender-body quadrature presented in Appendix G is based on global interpolants of the fiber centerline, it is not straightforward to extend these to second-order discretizations.}

In the second-order method we compute the forces and torques due to bending and twisting analytically, thus focusing our investigation on the saddle point solve (62), and not the accuracy of computing the right hand side.

Let us begin by examining the function $\lambda(s)$ in the solution of (62). For this test, we begin with the fiber (87) with $q = 1$, which is a smoother problem for which we could get high accuracy with on the order of 10 points (and enter the asymptotic regime of the second-order method). We perform Richardson extrapolation on the second-order solutions, and in Fig. 3 compare the result to the spectral method with $N = 40$ points. We consider two different values of $N_2$ in both cases.
Figure 3: Comparison of the pointwise values (left) and moments (right) of $\lambda$ in the spectral and second-order methods using the fiber (87) with $q = 1$ and slenderness (a) $\hat{\epsilon} = 10^{-2}$ and (b) $\hat{\epsilon} = 10^{-3}$. In the panels on the left, we show the $x$ component, which is the least smooth, for $N = 40$ and various $N_2$, and compare to the reference solution obtained by Richardson extrapolation of the second-order discretization. In the panels on the right, we show the magnitude of the moments of $\lambda^{(x)}(s)$ against the Chebyshev polynomials $T_k(s)$ with $N_2 = 8$ for $\hat{\epsilon} = 10^{-2}$ and $N_2 = 4$ for $\hat{\epsilon} = 10^{-3}$. The spectral method with $N \approx 16$ gives errors in the moments of $\lambda$ that are smaller than or comparable to the second-order method with $1/\hat{\epsilon}$ points for both values of $\hat{\epsilon}$. 
Figure 4: Convergence of the translational and (parallel) rotational velocities for the static Euler model equations (62) with $\dot{\epsilon} = 10^{-2}$ ($N_2 = 8$ and $N_2 = 12$, blue) and $\dot{\epsilon} = 10^{-3}$ ($N_2 = 4$, orange). For each $\dot{\epsilon}$, the solid lines (and circles) show the self-convergence of the spectral method (error is the relative $L^2$ difference between the solution with $N$ points and the solution with $N + 8$ points). The dotted (for $\dot{\epsilon} = 10^{-2}$) and dashed (for $\dot{\epsilon} = 10^{-3}$) show the error in the second-order method using $1/\dot{\epsilon}$ points, relative to Richardson extrapolation. For $U$, the difference between the Richardson-extrapolated solutions and spectral solutions with $N = 40$ is similar to the estimated error when $N = 40$. For $\Omega^\parallel$, the Richardson-extrapolated solution differs from the spectral solution with $N = 40$ by 0.02 for $\dot{\epsilon} = 10^{-2}$ and 0.01 for $\dot{\epsilon} = 10^{-3}$. Here $\Omega^\parallel$ is computed on an $N$ point grid by applying $R_\psi$ to (84).

For $\dot{\epsilon} = 10^{-2}$, we start with $N_2 = 6$, for which we observe uncontrolled oscillations in $\lambda$ that grow near the fiber endpoints. This is consistent with our observation in Fig. 2 that negative eigenvalues exist when $N_2$ is too small. When we increase to $N_2 = 8$, we again see oscillations at the endpoints, but the magnitude of these is closer to that of the reference constraint forces we obtain from the second-order method.

Quite surprisingly, despite the misbehavior of $\lambda$, the translational velocity $U$ and parallel rotational velocity $\Omega^\parallel$ appear to converge pointwise, albeit with rapidly-changing behavior at the fiber endpoints (see Fig. 10, top left plot for an example). To quantify the errors in $U$ and $\Omega^\parallel$, we perform a self-convergence study, in which the errors are computed by successive refinements, then confirm that the converged spectral solution is close to that of the second-order method (see Fig. 4 caption). The error as a function of $N$ is shown in Fig. 4 for both $\dot{\epsilon} = 10^{-2}$ and $\dot{\epsilon} = 10^{-3}$. We obtain about 3 digits of accuracy in both velocities when $N = 32$ and $\dot{\epsilon} = 10^{-2}$. When we
increase to $N = 40$, the endpoints become more resolved, and the error in the translational velocity using $N_2 = 8$ points stagnates. By increasing to $N_2 = 12$, we obtain a smaller error when $N = 40$ (dashed-dotted squares in Fig. 4). In theory, this tells us that $N_2$ should increase with $N$, especially for large $\hat{\epsilon}$, which is when the contributions from the integrals on $|s - s'| < 2\hat{a}$ are nontrivial. However, for $\hat{\epsilon} = 10^{-2}$, using $N \gtrsim 50$ makes the number of degrees of freedom in the spectral method comparable to the second-order one with $1/\hat{\epsilon} = 100$ points, and in that case we might as well use the more robust low-order method.

When we decrease the slenderness to $\hat{\epsilon} = 10^{-3}$, Fig. 4 shows that we obtain between 2–3 digits in both $\mathbf{U}$ and $\Omega^\parallel$ when $N = 40$ (the errors saturate at $N \approx 64$). The error in this case is larger than for $\hat{\epsilon} = 10^{-2}$ since the problem is less smooth at the fiber endpoints. While the convergence is slow due to this lack of smoothness, our spectral method still represents a great improvement over the lower-order discretization with $1/\hat{\epsilon}$ points, as we show in Fig. 4 with dashed-dotted lines. Thus, if we define the limit of infinitely many blobs as the reference solution, the spectral method provides a cheap, efficient way to approximate that result. In particular, we can obtain the same accuracy with 20 Chebyshev points on the fiber as we do with $1/\hat{\epsilon}$ blobs. Unsurprisingly, increasing the fiber shape to $q = 7$ in (87) makes the required number of Chebyshev points larger; in that case we find that 40 points is sufficient to give a translational velocity with lower error than $1/\hat{\epsilon}$ blobs, while about 24 points is sufficient for angular velocity (not shown). The translational, but not angular velocity, requires more points as curvature increases because $\mathbf{M}_{tt}$ is the most nonlocal operator.

That said, it is still clear from the left panel in Fig. 3 that $\lambda$ at the endpoints is not converging pointwise. Indeed, even the second-order method shows large jumps in $\lambda$ near the endpoints, which suggests the problem is with the model physics, and not the spectral numerical method. Nevertheless, we see from Fig. 3(b) that there is still a surprisingly good match between the spectral and second-order solutions for $\lambda$ at the endpoints for $\hat{\epsilon} = 10^{-3}$, despite the lack of smoothness in $\lambda$. We also wish to emphasize that, while $\lambda$ is not smooth at the endpoints, when multiplied by $\mathbf{M}_{tt}$ it gives smooth enough (to resolve with a spectral method to 2–3 digits) contributions to the translational and rotational velocities, which are the important quantities for the evolution of the fiber centerline. The smooth velocity maintains the smooth fiber shape, which makes our spectral method viable.
4.4.3 Weak convergence of $\lambda$

Given that $\lambda$ is not smooth at the endpoints, we do not expect pointwise convergence of $\lambda$, and we cannot a priori expect spectral accuracy from the Chebyshev collocation discretization. We can, however, hope for weak convergence of $\lambda$, which we study by computing the moments $\int_0^L \lambda(s)T_k(s) \, ds$ for increasing $k$.

We study this in the following way: for each $N$, we solve for $\lambda$ and compute the integral against the Chebyshev polynomial $T_k(s)$ for each $k$ on a fine, upsampled grid. We do the same in the second-order method, except we compute the integral directly on the second-order grid without any upsampling. We use Richardson extrapolation of the second-order solutions to get a reference solution for the moments, then compare to the spectral moments in Fig. 3. The goal for our spectral discretization is then to obtain the first $N$ moments of $\lambda$ with greater accuracy than the second-order method with $1/\hat{\epsilon}$ points.

If we define the extrapolated moments from the second-order moments as the “true” moments of $\lambda$, we see that the spectral method performs better than the second-order method with $1/\hat{\epsilon}$ points in approximating those moments, especially for $\hat{\epsilon} = 10^{-2}$. For $\hat{\epsilon} = 10^{-2}$, we obtain about $2 - 3$ digits of accuracy in the first 20 moments using $N \geq 24$, whereas the second-order discretization with 100 points gives only $1 - 2$ digits in each moment, which is comparable (but worse) than the accuracy of the spectral method with only 16 points. For $\hat{\epsilon} = 10^{-3}$, the error in the moments is comparable for $N \geq 16$ in the spectral method and the second-order code with $1/\hat{\epsilon} = 10^3$ points. For both values of $\hat{\epsilon}$, the moments of the spectral approximation to $\lambda$ start to increase for larger $N$ when $k \gtrsim 24$. This comes from the non-smoothness at the endpoints, but has little effect in practice on the accuracy of physical quantities of interest like stress.

5 Dynamics

In this section we use the numerical method presented in Section 4 to study the dynamics of bent, twisting filaments. In Section 5.1, we first describe a temporal integration scheme in which we treat the bending force and twisting torque implicitly using a linearized backward Euler discretization. We use this scheme to study two examples involving twist elasticity. In Section 5.2, we consider the role of twist elasticity in the dynamics of a relaxing bent filament. We verify that twist elasticity contributes a small $O(\epsilon^2)$ correction to the position of the fiber in this case. In Section 5.3, we consider the instability of a twirling filament spinning about its axis at a clamped end. In this
case we attempt to bridge the gap between previous experimental [13] and theoretical [75, 58] work by showing that rot-trans coupling reduces the critical frequency required to trigger the transition from twirling to whirling by 20%. We proceed to study the stable “overwhirling” dynamics that result when twirling is unstable. Matlab code and input files for the examples in this section are available at https://github.com/stochasticHydroTools/SlenderBody, and supplementary animations are available in the supplementary material.

5.1 Temporal integration

We now develop a temporal integrator for the Euler model (62)−(65). In our previous work without twist [48, Sec. 4.5], we introduced a second-order temporal integrator that required only a single saddle-point solve at each time step. This integrator, which is based on using extrapolated values of $X$ from previous time steps, breaks down in simulations of bundled actin filaments [49], in which the hydrodynamic interactions between filaments are important. This led us to switch to a backward Euler discretization for our work on bundled actin filaments [47].

With this in mind, in this work we will also use a linearly-implicit, first-order, backward Euler discretization of the equations. While using higher-order schemes is certainly possible [55, 19], this is complicated by the fact that any scheme we use must be $L$-stable since twist equilibrates on a much faster timescale than bending; the higher-order bending modes also equilibrate on a fast timescale. Since $M_{tt}$ is a nonlinear function of $X$, linearizing the mobility as in [19, Eq. (25)] does not guarantee stability, which is why prior studies [62] have used nonlinearly implicit BDF formulas to obtain higher-order accuracy. Designing a temporal integrator for twist suitable for dense suspensions of fibers is a question we leave open for future work; here we only consider a single fiber to first order in time.

At the $k$th time step, we solve the linear system

$$K^k \alpha^k = M_{tt}^k \left( f^{(\kappa)} \left( X^{k+1,*} \right) + f^{(\gamma)} \left( X^k, \psi^k \right) + \lambda^k \right) + M_{rt}^k n^\parallel \left( \psi^k \right), \quad (88)$$

where $K^k = K(X^k)$, and likewise for all other matrices. Here $X^{k+1,*} = X^k + \Delta t K^k \alpha^k$ is an approximation to the position at the next time step. The elastic and twist forces are obtained using (82) and (86), respectively, and the parallel torque is calculated from $\psi$ using (85). Substituting the formula for $X^{k+1,*}$ and the discretization of $f^{(\kappa)}$ from (82) into (88) gives the saddle point
which we solve for \( \alpha^k \) and \( \lambda^k \) using dense pseudoinverses via the Schur complement [48, Sec. 4.5.1].

We then compute the perpendicular and parallel rates of rotation from the force via the discretization of (63) and (64),

\[
\Omega^\perp,k = \tau^k \times D_N K^k \alpha^k, \\
\Omega^\parallel,k = M^k_{tt} \left( f(\kappa) \left( X^{k+1,*} \right) + f(\gamma) \left( X^k, \psi^k \right) + \lambda^k \right),
\]

and evolve the twist density \( \psi = \partial_s \theta \) via a backward Euler discretization of (65),

\[
\psi^{k+1} = \psi^k + \Delta t \left( -\Omega^\perp,k \cdot \partial_s \tau^k + D_N \Omega^\parallel,k + \partial_s \Omega^\parallel_n \left( \psi^{k+1} \right) \right).
\]

Here \( \partial_s \tau^k \) is computed from \( X^k \) by downsampling the second derivative of the upsampled \( \tilde{X}^k \), as discussed in Section 4.3. To compute \( \partial_s \Omega^\parallel_n \), we differentiate (84) on the \( N + 2 \) point grid, then downsample by applying \( R_\psi \). This converts (92) into the linear system

\[
\left( I - \Delta t R_\psi D_{N+2} M_{tt} \tilde{N}_\psi \right) \psi^{k+1} = \psi^k + \Delta t \left( -\Omega^\perp,k \cdot \partial_s \tau^k + D \Omega^\parallel,k + R_\psi D_{N+2} M_{tt} \beta_n \right),
\]

where \( \tilde{N}_\psi \) and \( R_\psi \) are defined in (83) and (85).

To complete the time step, we rotate the fiber tangent vectors \( \tau \) by \( \Delta t \Omega^\perp,k \) to obtain \( \tau^{k+1} \), then obtain \( X^{k+1} \) by integration, as discussed in detail in [48, Sec. 4.5.3]. This procedure keeps the fiber strictly inextensible, but is a nonlinear update, which is why we used the approximation \( X^{k+1,*} \) in the saddle-point system (88).

### 5.2 Role of twist in the relaxation of a bent filament

The first example we consider is a relaxing fiber that is initially bent. Previous works [8, 51, 48], have neglected the twist elasticity of free filaments, with the justification that twist equilibrates much faster than bend, and therefore is always in a quasi-equilibrium state as the filament deforms.

Our goal here is to test this assumption by simulating the relaxation of a filament with and without twist elasticity.

The fiber has length \( L = 2 \) and the initial tangent vector is given by (87) with \( q = 7 \). We start the fiber with no twist, \( \psi(s, t = 0) = 0 \), and simulate until \( t = 0.01 \) with \( \mu = 1 \), \( \kappa = 1 \), and \( \gamma = 0 \).
Figure 5: $L^2$ error in the final position of a relaxing bent filament when we do not consider twist elasticity. We measure the error as a function of $\gamma$ and consider $\dot{\epsilon} = 10^{-2}$ (blue circles), $\dot{\epsilon} = 10^{-2}$ without rot-trans coupling (orange squares), and $\dot{\epsilon} = 10^{-3}$ (yellow diamonds).

This is long enough for the fiber to make a non-negligible shape change, as shown in Fig. 1. We then repeat the same simulations using a varying twist modulus $\gamma$ and in Fig. 5 report the $L^2$ error in the fiber position when twist elasticity is ignored (equivalently, $\gamma = 0$). We report results using $N = 36$ and $\Delta t = 10^{-4}$ for $\dot{\epsilon} = 10^{-2}$ and $N = 40$ and $\Delta t = 1.25 \times 10^{-5}$ for $\dot{\epsilon} = 10^{-3}$, having verified that increasing $N$ and decreasing $\Delta t$ makes little difference in the error curves shown in Fig. 5.

Figure 5 shows how the position of the filament changes when we add twist elasticity. We recall that the timescale of twist equilibration is $1/\gamma$, and the forcing that results from twist is proportional to $\gamma$. Thus, when $\gamma$ is small, the timescale of twist equilibration is larger than that considered here, and there is an $O(\gamma)$ correction to the position of the fiber. As $\gamma$ increases, the $1/\gamma$ timescale goes to zero, but the contribution of $f^{(\gamma)} \propto \gamma$ goes to infinity, so in total there is a constant difference in the position which scales as $\dot{\epsilon}^2$ in the limit as $\gamma \to \infty$ (in which twist is always in quasi-equilibrium).

The scaling of the curves with $\dot{\epsilon}$ suggests that the rot-rot mobility controls the equilibration of twist, which feeds back to the fiber shape through the force $f^{(\gamma)}$ (see (62)) and trans-trans mobility. Indeed, as shown in Fig. 5, dropping all rot-trans coupling from the dynamics, so that the only coupling between the position and twist angle comes through the term $M_{tt}f^{(\gamma)}$ in (62), gives the same behavior for $\dot{\epsilon} = 0.01$. Thus, in the case of a relaxing fiber, the rot-trans coupling is negligible. Furthermore, in most materials, $\gamma/\kappa \approx 1$ [58], which according to Fig. 5 falls within the plateau
5.3 Twirling to whirling instability

Having considered an example for which twist elasticity is negligible, we now consider an example in which it is vital: the instability in a twirling fiber [75, 41, 70, 13]. In this case, the instability results when the torque due to twist becomes larger than the filament buckling torque, and the filament transitions from a straight twirling state to a curved whirling state [75].

To initialize a small perturbation of a straight fiber, we set

\[
\tau(s) = \frac{1}{\sqrt{1+\delta^2}} \begin{pmatrix}
\cos(\tan^{-1}(\delta)) & -\sin(\tan^{-1}(\delta)) & 0 \\
\sin(\tan^{-1}(\delta)) & \cos(\tan^{-1}(\delta)) & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\delta \cos(s(s-L)^3) \\
\delta \sin(s(s-L)^3)
\end{pmatrix}
\] (94)

at \( t = 0 \). Integrating (94) numerically (with the pseudo-inverse of the Chebyshev differentiation matrix) and setting \( X(0) = 0 \) then gives a filament that satisfies free boundary conditions at \( s = L \) and the clamped boundary conditions \( X(0) = 0 \) and \( \tau(0) = (0,1,0) \). At the clamped end, there is a delta-like singularity in the perpendicular component of \( \lambda(s) \), which enforces the clamped boundary condition. As a result of this, the velocity has a boundary layer that requires more collocation points to resolve for smaller \( \epsilon \). We will therefore use \( \hat{\epsilon} = 10^{-2} \) throughout this section, in addition to \( \delta = 0.01, L = 2, \mu = 1, \kappa = 1, \) and \( \gamma = 1 \).

To trigger the instability, we prescribe the rate of twist at the \( s = 0 \) end as \( \Omega_{\parallel}(0) = \omega \) (see Section 4.3). Note that we could also simulate with the constant torque BC (79), in which case the applied torque \( N_0 \) is equal to the torque required to spin a straight fiber at rate \( \omega \),

\[
N_0 := -\int_0^L \frac{\omega}{m_{rr}(s)} ds,
\] (95)

where \( m_{rr} \) is the local rot-rot mobility coefficient, \( \Omega_{\parallel}^{\parallel}(s) = m_{rr}(s)n^{\parallel}(s) \). The results in this section are unchanged regardless of the BC we use.

We start the twist profile in a state that satisfies the boundary conditions with no rot-trans coupling, \( \psi(s) = \omega/\gamma \int_0^s m_{rr}^{-1}(s') ds' \). In the case of an ellipsoidally-tapered filament we use (12) along the whole filament, so \( m_{rr}(s) \equiv 9/(32\pi\mu\hat{a}^2) \), and the steady state twist profile reduces to \( \psi(s) = \omega(s-L)/(\hat{\psi}m_{rr}) \) [75]. When the fiber is cylindrical, we use the formulas in [46] to obtain \( m_{rr}(s) \).

In the case of an ellipsoidal fiber with local drag and no rot-trans coupling, Wolgemuth et. al [75] performed a linear stability analysis to show that the spinning of the fiber about its axis is
unstable at critical frequency [58, Eq. (74)]

\[ \omega^\text{(ELD)}_c \approx 8.9 \frac{m_{\text{rr}} \kappa}{L^2} = 8.9 \frac{9 \kappa}{32 \pi \mu L^2 \hat{a}^2} \]  
(96)

with the centerline oscillating at a significantly smaller frequency [58, Eq. (75)]

\[ \chi^\text{(ELD)}_c \approx 22.9 \frac{m^\perp_{\text{tt}} \kappa}{L^4} = 22.9 \frac{\kappa \left( \log \left( \frac{\dot{e}^{-2}}{16} \right) + 4 \right)}{8 \pi \mu L^4}. \]  
(97)

Here \( m^\perp_{\text{tt}} \) is the mobility coefficient for force perpendicular to the fiber centerline for an ellipsoidally-tapered filament. We will therefore report frequency in units \( \tilde{\omega} = \omega / \omega^\text{(ELD)}_c \) and time in units \( \tilde{t} = t \chi^\text{(ELD)}_c / (2 \pi) \).

Since the publication of [75], there have been a number of studies on the whirling instability that leave a few questions open. A study by Lim and Peskin, for instance [41], found a critical frequency of \( \tilde{\omega}_c = 0.3 \), while recent experimental work [13] has put the critical frequency at about \( \tilde{\omega}_c = 0.6 \). The discrepancy in Lim and Peskin’s work [41] could be due to a number of factors, including their use of nonlinear fluid equations, a periodic domain, and a larger initial deflection. It is not, however, due to nonlocal trans-trans interactions, as Wada and Netz [70] included those and obtained \( \tilde{\omega}_c = 1 \). They also showed, however, that the frequency required to induce the overwhirling state drops as the initial perturbation increases (and the nonlinear regime is entered). It could be possible, therefore, that the simulations of [41] fall in this nonlinear regime. This observation was used in [13] to explain the deviations from the theory as well.

An alternative explanation for the different values of \( \omega_c \) is the influence of rot-trans coupling. This is neglected in computational studies which use the RPY tensor or SBT [75, 70], but is included by necessity in simulations that use the IB method [41], and of course in experimental systems [13]. Here we will study the role of rot-trans coupling to see if we can understand the discrepancies in the literature. We will approach the problem in two steps. First, we will confirm the relationships (96) and (97) hold for an ellipsoidal filament with local drag and a cylindrical filament with all hydrodynamic terms included except rot-trans. Then, we will examine the influence of the rot-trans coupling in the linear regime.

### 5.3.1 Critical frequency as a function of hydrodynamic model

Figure 6 shows our study of the behavior close to the critical frequency \( \omega_c \). In Fig. 6(a), we simulate at \( \tilde{\omega} = 1 \) with four different hydrodynamic models: local drag with ellipsoidal fibers (no rot-trans coupling), local drag with cylindrical fibers (endpoint formulas in [46, Appendix C.1], no rot-trans...
Figure 6: Simulating the whirling instability in the linear regime, $\delta = 0.01$ in (94). We show the $x$ coordinate of the $s = L$ endpoint as a function of dimensionless time $t^* = t\chi_c^{(ELD)}/(2\pi)$ for $\hat{\epsilon} = 10^{-2}$ (results for $\hat{\epsilon} = 10^{-3}$ are very similar, but require larger $N$ to capture the changes in velocity near the endpoints, and are not shown). We consider ellipsoidal (blue) and cylindrical (dashed red) fibers with local drag, and cylindrical fibers (dashed-dotted yellow), where in all three of these cases we neglect rot-trans and trans-rot coupling. We then add rot-trans and trans-rot coupling and show the results as dotted purple lines. In (a), we show the endpoint $x$ coordinate at $\omega = \omega_c^{(ELD)}$ using 1000 time steps per period $2\pi/\chi_c^{(ELD)}$, $N = 16$ for ellipsoidal fibers, and $N = 32$ for all other fibers. In (b) we tune $\tilde{\omega} = \omega/\omega_c^{(ELD)}$ to be as close at possible to the frequency at which the perturbation neither grows nor decays (each line represents the same mobility as the top plot), and use 2000 time steps per period with $N = 40$ for all fibers.
coupling), and the RPY integral mobility with and without rot-trans coupling. We see that using ellipsoidal local drag gives a trajectory which neither grows nor decays over five periods, and the period is exactly equal to that predicted from (97). When we switch to the cylindrical local drag formulas, the mobility at the fiber endpoints decreases, and so the period \( T_c \sim \chi_c^{-1} \sim m_{tt}^{-1} \) increases (see (97)). Likewise, the rot-rot mobility \( m_{rr} \) at the fiber endpoints is also smaller when we use cylindrical fibers, and so the critical frequency \( \omega_c \) ought to be smaller (see (96)). As shown in Fig. 6(b), this is indeed the case, with the critical frequency for cylindrical filaments coming in lower than that for ellipsoidal filaments, but with a small difference of only 2%. The same can be said for the RPY mobility without rot-trans coupling, since in this case the difference in the critical frequencies is at most 4%. Thus, nonlocal trans-trans hydrodynamics, as well as the shape of the fiber radius function, make little difference for the critical frequency, and cannot explain the previously-observed large deviations from \( \omega_c^{(ELD)} \).

It is only when we account for rot-trans coupling that we see a substantial difference in the critical frequency. Indeed, as shown in Fig. 6, including trans-rot dynamics gives a large growth rate of the oscillations in the fiber endpoints, which eventually leads to the “overwhirling” behavior that has been documented previously [41, 58] (see Fig. 7, but note that the same overwhirling behavior can be obtained without rot-trans and trans-rot dynamics for \( \omega > \omega_c \) [70]). Figure 6 shows that the critical frequency with rot-trans coupling is about \( \bar{\omega}_c = 0.8 \), which explains about half of the observed experimental value of 0.6. The critical frequency of \( \bar{\omega}_c = 0.8 \) is also unchanged within 2% when we place the clamped end \( 2\hat{a} = 0.04 \) above a bottom wall and use the wall-corrected RPY mobility derived in [65], which we discretize using oversampled integrals at every collocation point. Thus, confinement, at least in the direction perpendicular to the centerline, is not the cause of the other 20%, since the wall corrections decay too fast away from the wall to have a noticeable effect (the total effect is \( \mathcal{O}(\hat{\epsilon}) \) [18, Sec. 2.3–4]).

The rest of the deviation could be due to the initial fiber shape, as is suggested in [13]; however, our observations are the same up to a deflection of \( \delta \approx 0.2 \) in (94), and Wada and Netz showed that starting the filament in a circular configuration gives about 25% reduction in \( \omega_c \) [70, Fig. 1(g)]. Seeing as the initial fiber shapes in [13] are far more straight than circular, it seems unlikely than a reduction as large as 20% comes from the fiber shape. It is possible that the confinement inside a PVC pipe could reduce the critical frequency, although the authors of [13] say that the flow is fully developed around the filament. Other possibilities include the experimental set-up; for instance, the supplementary videos of [13] show that the shaft also slightly translates the fiber endpoint.
in addition to spinning it. This provides additional perturbations that could lower the critical frequency.

5.3.2 Nonlinear overwhirling dynamics

As \( \omega \) increases, the twisting torque overcomes the bending moment of the filament, and the filament dynamics eventually reach a steady state in which the fiber takes the shape of a shepherd’s crook and spins in a steady motion, as illustrated in Fig. 7. These dynamics, which are called “overwhirling” [41], have been studied in more detail in [70, 39]. In particular, it was shown in [39] that there is a subcritical Hopf bifurcation: if \( \omega \) is increased from below, the overwhirling frequency is \( \omega = \omega_c \), but if \( \omega \) is decreased once the fiber is already in the overwhirling state, overwhirling is maintained for \( \omega < \omega_c \). In addition to determining the boundaries of the bistable region, in this section we also study the amplitude and frequency of the periodic overwhirling motion as a function of the motor twirling frequency \( \omega \).

To study the stability and behavior of overwhirling at various frequencies, we begin by getting the fiber to the steady overwhirling state using \( \omega = 1.1\omega_c \) (by steady, we mean the crankshafting frequency is unchanged to 0.2% over the last 5 periods). Following this, we use this steady state configuration to initialize another simulation with \( \omega = 1.2\omega_c \), then use that steady state to initialize.

**Figure 7:** Nonlinear overwhirling dynamics: Fiber trajectory when \( \omega = \omega_c^{(ELD)} = 497 \text{ rad/s} \approx 1.25\omega_c \) and we include rot-trans coupling in the RPY mobility (dotted purple curve in Fig. 6). The fiber endpoint drops below \( y = 0 \) and begins periodic crankshafting motion around \( \dot{t} \approx 2.5 \).
\( \omega = 1.3 \omega_c \), and so forth. We do the same for decreasing frequency: starting from \( \omega = 1.1 \omega_c \), we decrease the frequency until the fiber comes out of the overwhirling state. As discussed in [39], this happens at a lower frequency than \( \omega_c \), which we find to be somewhere between \( 0.8 \omega_c \) (stable overwhirling) and \( 0.72 \omega_c \) (stable twirling). Thus, the bistable region in the bifurcation diagram is between \( \omega/\omega_c = 0.8 \) and \( \omega/\omega_c = 1 \), which is (approximately) consistent with the results of [39, Fig. 5], where the lower boundary appears to be \( 0.85 - 0.9 \omega_c \).

The overwhirling steady state dynamics are analyzed in Fig. 8. In Fig. 8(a), we show the trajectory of the \( s = L \) endpoint when we use \( \omega/\omega_c = 1.1 \) and initialize the fiber to be nearly straight using (94). As depicted in Fig. 7, the endpoint dips below \( y = 0 \), and the whole fiber begins a steady crankshafting rigid rotation around the \( y \) axis, such that \( Y(s) \) and \( \sqrt{X(s)^2 + Z(s)^2} \) are constant for all \( s \). In Fig. 8, we show how the amplitude \( R = \sqrt{X(L)^2 + Z(L)^2} \) (Fig. 8(b)) and frequency \( \chi \) (inset of Fig. 8(a)) of the crankshafting motion depend on the driving motor frequency. For \( \omega/\omega_c \lesssim 1.6 \), the amplitude contracts rapidly to about 5% of the fiber length, while the crankshafting frequency is roughly constant at \( 1 - 2\% \) of the motor frequency. On \( \omega/\omega_c \gtrsim 1.6 \), however, the fiber amplitude function is roughly constant; indeed, Fig. 8(c) shows that the steady state overwhirling shapes approach a fiber that is essentially twirling upside down in this case. Instead of bringing the endpoint closer to the \( y \) axis, the extra work done by the motor is used to increase the frequency of the crankshafting motion at a higher rate, so that it transitions to about 10% of the motor frequency. The mean \( \chi/\omega \) of about 0.05 is similar to what Wada and Netz found for a thermally fluctuating fiber [70, Fig. 1(c)]. Our frequency results are also similar to those presented previously in [39, Fig. 6(a)], where nonlinear behavior is observed for \( \omega/\omega_c \gtrsim 1.6 \).

Interestingly, while we find that the overwhirling state can be stable for frequencies as large as \( 3 \omega_c \), we also find that the ability to reach it depends on the initial fiber configuration. For instance, when \( \omega/\omega_c \) is as small as 2.1, the fiber intersects itself on its way to the overwhirling state. An animation of this intersection, which is more severe for larger \( \omega/\omega_c \), is shown when \( \omega/\omega_c = 2.8 \) in one of the supplementary movies. This suggests a mechanism for the formation of plectonemes that were observed at high \( \omega \) in [13], and that the full nonlinear dynamics are likely more complex than previously thought.
Figure 8: Steady state overwhirling dynamics. (a) Transition to the overwhirling state for $\omega = 1.1\omega_c$; see Fig. 7 for a 3D illustration for a different $\omega/\omega_c = 1.25$. The fiber endpoint dips below $y = 0$ and begins crankshafting motion with frequency $\chi(\omega)$. The top inset zooms in on the black box, while the bottom inset shows $\chi(\omega)$. (b) Steady state amplitudes for varying $\omega/\omega_c$. The left axis and black line shows the amplitude $R = \sqrt{X(s)^2 + Z(s)^2}$, while the right axis and red line show the steady state $y$ coordinate. (c) Steady state overwhirling configurations for given $\omega/\omega_c$. 
6 Conclusions

In this paper, we studied a single, inextensible filament that resists bending and twisting while immersed in a viscous fluid. Our focus was on adding twist elasticity to the model that we used in previous work [48] for inextensible filaments with bending resistance. We did this in two parts: first, we compared two possible models for twist elasticity in the presence of a fluid, which we called the Kirchhoff and Euler models. While the two models have the same elastic constitutive laws, in the Kirchhoff model the angular velocity of the material frame is constrained to be equal to the angular fluid velocity, while in the Euler model the perpendicular components of the angular fluid velocity are discarded. The contribution of the first part of this paper was to reformulate the Kirchhoff model in a form similar to the Euler model, and use this to show that these two models produce dynamics (parallel and perpendicular angular velocities) that differ by $O(\epsilon^2)$ in the fiber interior, where $\epsilon$ is the fiber aspect ratio. We chose to utilize the Euler model in the remainder of the paper, since the extra degree of rotational freedom (parallel torque and parallel rotational velocity) can be easily incorporated into the formulation we introduced in [48]. To compute the additional force and parallel torque due to twist, we used the Bishop (twist-free) frame and evolved the angle of twist relative to that frame [8].

We defined the hydrodynamic mobility operators for translation-translation, translation-rotation, rotation-translation, and rotation-rotation coupling in terms of integrals of the corresponding Rotne-Prager-Yamakawa (RPY) kernels, then evaluated these integrals both asymptotically and numerically. Our preference for trans-trans, trans-rot, and rot-trans was to use the slender body quadrature schemes described in Appendix G to evaluate the integrals; we showed that this removes the spurious negative eigenvalues that result when the trans-trans integral is evaluated asymptotically (as in slender body theory). The only remaining uncontrolled approximation in our mobility evaluation is to use local drag, and not the full RPY integral, for the rot-rot mobility. We did this because the $O(\epsilon^2)$ accuracy of this approximation was sufficient for our purposes. If necessary, the special quadrature scheme we developed for the doublet (in the context of trans-trans mobility) could also be applied to the rot-rot kernel to account for the nonlocal rot-rot hydrodynamics to higher accuracy. Using the RPY kernels to account for the fiber thickness undoubtedly gives some error relative to the true three dimensional geometry. Nevertheless, the equations we wrote are intended as a mathematical model of a thin elastic rod in fluid, in much the same spirit as the Kirchhoff rod model itself, which is not derived by solving any three-dimensional elasticity problem.
but which aims to capture the essence of a thin rod’s elastic behavior in a one-dimensional self-consistent continuum model. In the same way, our formulation of the fluid-structure interaction equations for a thin rod in fluid does not exactly correspond to the solution of any 3D Stokes problem with an internal moving tubular boundary [36], but instead we work with the variables of the Kirchhoff rod model and couple them to the fluid in a physically reasonable way.

We applied our numerical method to two common single-filament problems in which twist elasticity has been traditionally neglected and included, respectively. We considered a relaxing bent filament and showed that twist elasticity has a negligible $O(\epsilon^2)$ effect, which justifies the assumption in many studies [51, 48] to neglect it. By contrast, the spinning filament problem requires finite twist elasticity to drive the filament into an unstable trajectory for spinning frequencies $\omega > \omega_c$. We showed that our numerical method reproduces exactly the semi-numerical prediction of [75] for $\omega_c$ when using ellipsoidally-tapered filaments with local drag, and that the shape of the filament and the addition of nonlocal trans-trans hydrodynamics modify the critical frequency by at most 5% [70]. We showed that rot-trans coupling is more significant, lowering the frequency by another 15% to about 80% of the value predicted for ellipsoidally-tapered local drag, which explains about half of the deviation observed experimentally [13].

Above the critical frequency $\omega_c$, the fiber transitions to a steady crankshafting rotation in the shape of a shepherd’s crook (overwhirling) [41]. While we found this state to be stable up to the highest frequencies we investigated, getting to that state from an initially straight filament requires complex dynamics that can lead to self-intersections, suggesting that in practice plectonemes may be observed instead [13]. Our numerical method cannot handle self intersections, both because of the quadrature scheme and because we do not include lubrication, frictional, or steric forces [10].

Despite the length and complexity of this paper, we only considered a single filament! Yet it is quite interesting how many modeling and numerical choices we had to make for this seemingly simple problem. For instance, we chose not to regularize the shape of the filament, keeping the radius constant all the way up to the endpoints. Because we use integrals of the RPY tensor, the mobility for constant regularized radius $\hat{a}$ is well-defined at the fiber endpoints, although its lack of smoothness causes slow convergence in our spectral method. This is in contrast to SBT, in which the local drag coefficient is not well-defined for cylindrical fibers, and some kind of ellipsoidally-tapered radius function has to be assumed [48, Sec. 2.1]. Future work could develop a hybrid approach that uses the RPY kernel for unequally-sized spheres [77] to simulate fibers with radius functions that decay smoothly to zero at the endpoints. This should both smooth out the mobility and
keep the eigenvalues of the trans-trans mobility away from zero. The integrals involved are more complex than those for equally sized spheres because the integrand includes the radius function \( \hat{a}(s) \). Still, because the singularities (Stokeslet, doublet, rotlet, etc.) in the polydisperse integral kernels are unchanged, it should be possible to account for non-constant \( \hat{a}(s) \) using the slender body quadrature schemes developed here.

Another choice we made for the single filament was to stick with a first kind integral equation for the force-velocity relationship, i.e., the trans-trans mobility. While this yielded sufficient accuracy for our purposes, the eigenvalues of the first kind mobility cluster around zero, leading to ill-defined solutions near the fiber endpoints. Of course, one argument around this (which we made in [48]) is that both the ill-conditioning and negative eigenvalues of the SBT mobility occur when \( N \gtrsim 1/\hat{\epsilon} \), which is too large for slender body approaches to be efficient. Still, a better-conditioned formulation (for trans-trans mobility) would be to use a second-kind integral equation of the form given in [5, Eq. (4)]. To enable rapid dynamic simulation of the model in [5], it is necessary to develop slender body quadratures to evaluate integrals of regularized Stokeslets and doublets along the centerline, as we did for the first kind RPY mobility in Appendix G.

An important future extension of this work is to consider the dynamics of multiple filaments in a suspension with twist, as we did without twist in [48, 49]. The mobility of Section 2 directly generalizes to multiple filaments, since the same RPY kernel can be used between distinct filaments and a filament and itself. The challenge lies in efficiently numerically computing the solution. Focusing on the static case first, we need to develop an efficient numerical method to sum the rot-trans and trans-rot hydrodynamic interactions over many bodies, since our previous work [48, Sec. 4] already treated the trans-trans kernel with a combination of the spectral Ewald method [23] (for well-separated fibers)\(^6\) and corrections for nearly-touching fibers [1]. Extending our many-body-summation approach to twist is straightforward, but arduous. In particular, spectral Ewald methods have been developed for the rot-trans and trans-rot singularities of Stokes flow [24, 2], and the nearly-singular quadratures of [1] readily generalize to the other singularities. For rot-rot coupling, the fast decay of the doublet singularity makes it a good approximation to only include the flows generated by nearly contacting fibers.

Then there is the question of computing the dynamics of many twisting filaments. In our previous SBT-based work [48], we treated terms involving nonlocal hydrodynamic interactions

\(^6\)We chose an Ewald approach because we are interested in triply-periodic systems; in free space a fast multipole method [27] is likely the best choice, and systems with mixed periodicity are an avenue of active research [42, 76].
explicitly, and only treated the local drag terms implicitly. This allowed us to solve essentially diagonal linear systems, and to evaluate long-ranged hydrodynamics only once or at most a few times per time step. In the slender body quadrature approach followed here, there is not, at first sight, an explicit splitting into a “local drag” contribution and a nonlocal contribution, as there is in traditional SBT. But in the trans-trans mobility, we used singularity subtraction to factor out the leading order singularity in the RPY integral. This, combined with the integrals for $R < 2\hat{a}$, give a “local drag” contribution that can be treated implicitly. The rot-rot mobility is even more dominated by local behavior, and so we can treat the angular velocity coming from torque on any other fibers explicitly and only treat the self contribution implicitly. A challenge for future exploration is how to efficiently handle pairs of filaments (or pieces of a single filament) in near contact in a semi-implicit temporal integrator, without expensive GMRES iterations [48, Secs. 4.5.2, 5.2] at each time step.

The spectral numerical method developed in this work is efficient, but lacks the simplicity, flexibility, and robustness of second-order “blob-based” methods that use $O(\epsilon^{-1})$ discrete regularized singularities along the centerline. Spectral methods excel especially when blob-based discretizations are expensive (because of small aspect ratios) or unnecessary (because of smooth fiber shapes). They are more challenging, however, when the fiber shapes are nonsmooth, as it was only possible to model overwhirling with a great effort in anti-aliasing. A related even greater challenge for the future is to account for thermal fluctuations of elastic filaments in spectral approaches.
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**Appendix A  RPY mobility**

When the regularized delta function $\delta_{\hat{a}}$ is a surface Delta function on a sphere of radius $\hat{a}$ (i.e., $\delta_{\hat{a}}(r) = 1/(4\pi\hat{a}^2)\delta_{\hat{a}}(r - \hat{a})$), the kernels $M_{tt}, M_{tr}, M_{tt}, \text{and } M_{rr}$ in (6) and (9) can be written analytically, and are collectively known as the Rotne-Prager-Yamakawa (RPY) tensor. For the
translational velocity (6) at position \( x \), they take the form \[ (8\pi\mu) \mathbb{M}_{tt}(x, y) F = \begin{cases} \left( \frac{I + \hat{R}\hat{R}}{R} + \frac{2\hat{a}^2 I - 3\hat{R}\hat{R}}{3 R^3} \right) F & R > 2\hat{a} \\ \left( \frac{4}{3\hat{a}} - \frac{3R}{8\hat{a}^2} \right) I + \frac{R}{8\hat{a}^2} \hat{R}\hat{R} \right) F & R \leq 2\hat{a} \end{cases} \] (A.1)

\[ (8\pi\mu) \mathbb{M}_{tr}(x, y) N = \begin{cases} \frac{N \times \hat{R}}{R^2} & R > 2\hat{a} \\ \frac{1}{2\hat{a}^2} \left( \frac{R}{\hat{a}} - \frac{3R^2}{8\hat{a}^2} \right) \left( N \times \hat{R} \right) & R \leq 2\hat{a} \end{cases} \] (A.2)

where \( F \) and \( N \) are the strength of a regularized force and torque, respectively, applied at position \( y \), the displacement vector \( \mathbf{R} = x - y \), \( R = \| \mathbf{R} \| \), \( \hat{\mathbf{R}} = \mathbf{R} / \| \mathbf{R} \| \), and \( \hat{\mathbf{R}}\hat{\mathbf{R}} \) denotes the outer product of \( \hat{\mathbf{R}} \) with itself. Note that the RPY tensor changes form for the case of overlapping spheres \((R \leq 2\hat{a})\). At \( R = 2\hat{a} \), the mobilities are once continuously differentiable.

Likewise, for the angular velocity, the double convolutions in (9) can be computed analytically, which yields the formulas \[ (8\pi\mu) \mathbb{M}_{tt}(x, y) F = \begin{cases} \frac{F \times \hat{R}}{R^2} & R > 2\hat{a} \\ \frac{1}{2\hat{a}^2} \left( \frac{R}{\hat{a}} - \frac{3R^2}{8\hat{a}^2} \right) \left( F \times \hat{R} \right) & R \leq 2\hat{a} \end{cases} \] (A.3)

\[ (8\pi\mu) \mathbb{M}_{tr}(x, y) N = \begin{cases} -\frac{1}{2} \left( \frac{I - 3\hat{R}\hat{R}}{R^3} \right) N & R > 2\hat{a} \\ \frac{1}{\hat{a}^3} \left( \frac{1 - 27R^2}{32\hat{a}} + \frac{5R^2}{64\hat{a}^3} \right) I + \left( \frac{9R^2}{32\hat{a}} - \frac{3R^2}{64\hat{a}^3} \right) \hat{R}\hat{R} \right) N & R \leq 2\hat{a} \end{cases} \] (A.4)

Appendix B  Derivation of twist evolution equation

In this appendix, we derive the evolution equation (24) for the twist \( \psi \). We present this derivation because it uses straightforward calculus, and not the variational approach in the review article [58].

Because the material frame \( \left( \mathbf{D}^{(1)}(s), \mathbf{D}^{(2)}(s), \mathbf{D}^{(3)}(s) \right) \) is orthonormal, it evolves by the parallel transport equation

\[ \partial_s \mathbf{D}^{(i)} = \omega \times \mathbf{D}^{(i)}, \] (B.1)

which also gives

\[ \psi = \partial_s \mathbf{D}^{(1)} \cdot \mathbf{D}^{(2)} \]

\[ = \left( \omega \times \mathbf{D}^{(1)} \right) \cdot \mathbf{D}^{(2)} = \left( \mathbf{D}^{(1)} \times \mathbf{D}^{(2)} \right) \cdot \omega = \tau \cdot \omega \] (B.2)
So $\omega^\parallel = \psi$. Likewise, setting $i = 3$ in (B.1) and using the constraint $\tau = D^{(3)}$ from (13) gives $\partial_s \tau = \omega \times \tau$. Crossing both sides with $\tau$, we obtain the total representation of $\omega$ as [8]

$$\omega = \tau \times \partial_s \tau + \tau \psi$$ (B.3)

We now equate the $t$ derivative of (B.1) with the $s$ derivative of (22),

$$\partial_t (\omega \times D^{(i)}) = \partial_s (\Omega \times D^{(i)})$$

$$\partial_t \omega \times D^{(i)} + \omega \times \partial_t D^{(i)} = \partial_s \Omega \times D^{(i)} + \Omega \times \partial_s D^{(i)}$$

$$\partial_t \omega \times D^{(i)} = \partial_s \Omega \times D^{(i)} + \Omega \times (\omega \times D^{(i)}) - \omega \times (\Omega \times D^{(i)}).$$ (B.4)

The last equality used the evolution equations (B.1) and (22) for $D^{(i)}$. Using the triple cross product identity $a \times (b \times c) + c \times (a \times b) + b \times (c \times a) = 0$, we can write (B.4) as

$$\partial_t \omega \times D^{(i)} = \partial_s \Omega \times D^{(i)} + (\Omega \times \omega) \times D^{(i)},$$ (B.5)

which must hold for all $i$. This gives [58, Eq. (54)]

$$\partial_t \omega = \partial_s \Omega + (\Omega \times \omega).$$ (B.6)

To derive the evolution equation for the twist angle, we take the $\tau$ component of (B.6) and use (22)

$$\partial_t (\omega \cdot \tau) - \omega \cdot \partial_t \tau = \partial_s (\Omega \cdot \tau) - \Omega \cdot \partial_s \tau + (\Omega \times \omega) \cdot \tau$$ (B.7)

$$\partial_t (\omega \cdot \tau) = \omega \cdot (\Omega \times \tau) + \partial_s (\Omega \cdot \tau) - \Omega \cdot \partial_s \tau + (\Omega \times \omega) \cdot \tau.$$ (B.8)

The triple products cancel, and using (B.2), we get the twist evolution equation (24),

$$\partial_t \psi = \partial_s \Omega^\parallel - (\Omega \cdot \partial_s \tau).$$

### Appendix C  Euler model for intrinsic curvature and twist

In Sections 2.3 and 2.4, we saw that the Euler model can be derived from the Kirchhoff rod model by first setting $F = F^{(\kappa)} + F^{(\gamma)} + \Lambda$ in (33), where $F^{(\kappa)}$ and $F^{(\gamma)}$ are defined to eliminate the perpendicular torque in $\partial_s N$, then setting $\Lambda = T \tau$, which eliminates the perpendicular torque Lagrange multipliers that are the distinguishing feature of the Kirchhoff rod model. These two steps eliminate all perpendicular torques from the formulation, which leads to the Euler model in Section 2.4.
In this appendix, we repeat this procedure on a fiber with intrinsic curvature and twist (e.g., a flagellum) to derive the corresponding Euler model. In this case, we have the moment

\[ N = \kappa \left( \left( \partial_s D^{(2)} \cdot D^{(3)} - \kappa_1 \right) D^{(1)} + \left( \partial_s D^{(3)} \cdot D^{(1)} - \kappa_2 \right) D^{(2)} \right) + \gamma \left( \partial_s D^{(1)} \cdot D^{(2)} - \phi \right) D^{(3)} \]

\[ = \kappa \left( \left( \tau \times \partial_s \tau - \kappa_1 D^{(1)} - \kappa_2 D^{(2)} \right) + \gamma \left( \psi - \phi \right) \tau, \right. \tag{C.1} \]

where \( \kappa_1 \) and \( \kappa_2 \) are the preferred curvatures, and \( \phi \) is the preferred twist angle.

We illustrate the key steps here assuming constant \( \kappa_1, \kappa_2, \) and \( \phi \). Taking the \( s \) derivative of \( N \) and separating the result into tangential and perpendicular parts, we have

\[ \partial_s N = \kappa \left( \tau \times \partial_s^2 \tau - \kappa_1 \partial_s D^{(1)} - \kappa_2 \partial_s D^{(2)} \right) + \gamma \left( \left( \partial_s \psi \right) \tau + \left( \psi - \phi \right) \partial_s \tau \right) \]

\[ = \tau \times \left( \kappa \left( \partial_s^2 \tau + \kappa_1 \left( \tau \times \partial_s D^{(1)} \right) + \kappa_2 \left( \tau \times \partial_s D^{(2)} \right) \right) - \gamma \left( \psi - \phi \right) \left( \tau \times \partial_s \tau \right) \right) \]

\[ + \left( \kappa \left( -\kappa_1 \left( \partial_s D^{(1)} \cdot \tau \right) - \kappa_2 \left( \partial_s D^{(2)} \cdot \tau \right) \right) + \gamma \partial_s \psi \right) \tau, \tag{C.3} \]

To derive an Euler model, we now amend (32) and (33) to

\[ F^{(\kappa)} = -\kappa \left( \partial_s^2 \tau - \kappa_1 \psi D^{(1)} - \kappa_2 \psi D^{(2)} \right), \quad F^{(\gamma)} = \gamma \left( \psi - \phi \right) \left( \tau \times \partial_s \tau \right), \tag{C.4} \]

\[ F = F^{(\kappa)} + F^{(\gamma)} + T \tau. \]

Just like in the case of intrinsically straight and untwisted fibers, substituting this representation into (27) gives the force and torque density applied to the fluid as

\[ f = \partial_s F, \quad n = n^\parallel \tau, \quad n^\parallel = \kappa \left( \kappa_1 \left( D^{(1)} \cdot \partial_s \tau \right) + \kappa_2 \left( D^{(2)} \cdot \partial_s \tau \right) \right) + \gamma \partial_s \psi. \tag{C.5} \]

Free fiber boundary conditions are modified in the case of intrinsic curvature and twist. As before, we require \( N = 0 \) and \( F = 0 \) at the free end, which implies that

\[ \psi = \phi, \quad \partial_s \tau = \kappa_2 D^{(1)} - \kappa_1 D^{(2)}, \quad \partial_s^2 \tau = \kappa_1 \phi D^{(1)} + \kappa_2 \phi D^{(2)}, \quad \text{and} \quad T = 0 \tag{C.6} \]

at a free end. The equation for \( \partial_s \tau \) is derived by using (C.1) and substituting \( D^{(1)} = D^{(2)} \times \tau \) and \( D^{(2)} = \tau \times D^{(1)} \).

### C.1 Solving the Bishop ODE

In the case of intrinsic curvature and twist, the material frame is involved in the forces and torques, and so it must be computed from the Bishop frame and \( \theta \) using (18). Computing the Bishop frame
Figure 9: The $L^2$ function errors in the Bishop vector $\mathbf{b}^{(1)}(s)$. We use the fiber (87) with $q = 7$ and generate a reference solution using 100 collocation points (these vectors have unit length to 13 digits). We then solve (C.9) using $N$ points and measure the $L^2$ function error in $\mathbf{b}^{(1)}(s)$ on a common grid. We separate the total error (blue circles) into a component parallel to $\mathbf{b}^{(1)}(s)$ (red squares) and a component perpendicular to $\mathbf{b}^{(1)}(s)$ (yellow diamonds).

requires the solution of the Bishop ODE (17), which is subject to the condition (67),

$$\partial_s \mathbf{b}^{(1)} = (\mathbf{\tau} \times \partial_s \mathbf{\tau}) \times \mathbf{b}^{(1)} \quad \text{(C.7)}$$

$$\mathbf{b}^{(1)}(L/2) = D^{(1)}(L/2).$$

To discretize the Bishop ODE (C.7), we first integrate both sides of (C.7) to obtain an integral equation for $\mathbf{b}^{(1)}$. Since each fiber has at most 40 points on its centerline, we will use dense linear algebra to solve for $\mathbf{b}^{(1)}$ at all of the collocation points. The discrete integral form of (C.7) is

$$\mathbf{b}^{(1)} + \mathbf{c} = D^\dagger(\mathbf{\tau} \times \partial_s \mathbf{\tau}) \times \mathbf{b}^{(1)}. \quad \text{(C.8)}$$

where $\mathbf{c}$ is an unknown integration constant and $D^\dagger$ is the pseudo-inverse of the Chebyshev differentiation matrix. Combining with the boundary condition in (C.7), and denoting with $\mathbf{I}(s)$ evaluation at $s$, we get the system

$$
\begin{pmatrix}
\mathbf{I} - D^\dagger((\mathbf{\tau} \times \partial_s \mathbf{\tau}) \times) & \mathbf{I} \\
\mathbf{I}(L/2) & 0
\end{pmatrix}
\begin{pmatrix}
\mathbf{b}^{(1)} \\
\mathbf{c}
\end{pmatrix}
= 
\begin{pmatrix}
0 \\
D^{(1)}(L/2)
\end{pmatrix}, \quad \text{(C.9)}
$$

which we solve for $\mathbf{b}^{(1)}$.

In Fig. 9, we plot the errors in $\mathbf{b}^{(1)}(s)$ as a function of the grid size for the fiber (87) with $q = 7$ that satisfies the free fiber BCs (the refined solution is generated with $N = 100$, in which all
vectors have unit length to tolerance $10^{-13}$). We see that the errors in the parallel and perpendicular direction are the same, which means that choosing to renormalize $b^{(1)}$ will not increase the overall error (in Fig. 9 we do not renormalize $b^{(1)}$).

**Appendix D  Principle of virtual work**

In this appendix, we show that the Lagrange multiplier forces $\Lambda(s)$ in both the Kirchhoff and Euler models do no work on the fluid. When we substitute (33) and (35) into the corresponding Stokes equation for the pointwise fluid velocity $u(x)$, we obtain

$$\nabla \pi(x) = \mu \nabla^2 u(x) + \int_0^L \left( \partial_s \left( F^{(\kappa)}(s) + F^{(\gamma)} \right)(s) \right) \delta_\hat{a}(x - X(s)) \, ds$$

$$+ \frac{\nabla}{2} \times \int_0^L n^\parallel(s) \tau(s) \delta_\hat{a}(x - X(s)) \, ds + (\mathcal{A} \Lambda)(x), \quad (D.1)$$

where we have defined a linear operator

$$(\mathcal{A} \Lambda)(x) = \int_0^L \left( \partial_s \Lambda(s) \right) \delta_\hat{a}(x - X(s)) \, ds + \frac{\nabla}{2} \times \int_0^L \left( \tau(s) \times \Lambda(s) \right) \delta_\hat{a}(x - X(s)) \, ds. \quad (D.2)$$

Starting with the Kirchhoff model, let us consider the constraint (26), which can be written as

$$\partial_s U + \tau \times \Psi = 0. \quad (D.3)$$

Recalling that $U$ and $\Psi$ are also convolutions with the regularized function as defined in (5) and (8), we write this constraint as

$$\partial_s \left( \int u(x) \delta_\hat{a}(X(s) - x) \, dx \right) + \tau(s) \times \int \left( \frac{\nabla}{2} \times u(x) \right) \delta_\hat{a}(X(s) - x) \, dx = 0. \quad (D.4)$$

It is not difficult to show that (D.4) can be written as $\mathcal{A}^* u = 0$, where $*$ denotes an $L^2$ adjoint. It follows that

$$\langle \mathcal{A} \Lambda, u \rangle = \langle \Lambda, \mathcal{A}^* u \rangle = 0, \quad (D.5)$$

meaning the force $\Lambda$ does no work on the fluid when the velocity $u$ is constrained to satisfy (26).

The same principle continues to hold in the Euler model as well. Specifically, since in the Euler model (44) gives $\Lambda = T \tau$, the forcing term $\mathcal{A} \Lambda = B T$, where

$$BT = \int_0^L \partial_s (T(s) \tau(s)) \delta_\hat{a}(x - X(s)) \, ds. \quad (D.6)$$
It is straightforward to show that the principle of virtual work $\langle B^T, u \rangle = 0$ is (weakly) equivalent to the inextensibility constraint (21),

$$B^* u = \tau \cdot \partial_s \left( \int u(x) \delta_b (x - X(s)) \, dx \right) = \tau \cdot \partial_s U = 0. \quad \text{(D.7)}$$

Note that both (D.5) and (D.7) assume the free fiber boundary conditions (45). For clamped fibers, there may be work performed by the forcing at the endpoints (e.g., the motor spinning the fiber in Section 5.3). The saddle-point structure of our formulation shows that the dynamical Euler equations we solve are a generalized gradient descent dynamics on the manifold of inextensible fibers.

By combining (D.4) and (D.5) we can express the (vanishing) work performed by the constraint forces in terms of the fiber motion

$$\langle A \Lambda, u \rangle = \int_0^L \Lambda(s) \cdot (\partial_s U(s) + \tau(s) \times \Psi(s)) \, ds = -\int_0^L U(s) \cdot \lambda(s) \, ds - \int_0^L n_\Lambda(s) \cdot \Psi(s) \, ds = 0, \quad \text{(D.8)}$$

where $n_\Lambda = \tau \times \Lambda = \tau \times \Lambda^\perp$ is the contribution to the torque density (36) from $\Lambda$. In the Euler model, $\Lambda^\perp = 0$ and (D.9) becomes (58), which we used to enforce $\Lambda(s)$ be tangential. By contrast, for the Kirchhoff model (D.9) vanished for any $\Psi$ since (D.3) holds, and therefore there is no additional constraint on $\Lambda$ from the principle of virtual work.

### Appendix E  Comparison of Kirchhoff and Euler models

In this appendix, we derive and confirm the asymptotic results (55) and (56) that were given in Section 2.5. After using the estimates (54) to estimate the difference between the two formulations, we develop a second order method for the Kirchhoff and Euler models which can robustly handle jumps in the forces at the endpoints. We then apply the method to a bent, twisted filament to show the equivalence of the two models (away from the endpoints) as $\epsilon \to 0$.

#### E.1 Asymptotic estimates

To estimate the strength of $\Delta \Lambda$, we use the scalings (54), repeated here for clarity

$$M_{tt} \sim \log \epsilon, \quad M_{tr} \sim \log \epsilon, \quad M_{rt} \sim \log \epsilon, \quad M_{rr} \sim \epsilon^{-2}, \quad \text{(E.1)}$$

Beginning with the perpendicular Lagrange multipliers $\Delta \Lambda^\perp = \Lambda^\perp$, we first observe that the mismatch $m$ in (52) is $O(\log \epsilon)$ at most, since we don’t expect $F_E$ as defined in (53) to change
with $\epsilon$. So $\Delta \Lambda^\perp$ cannot exceed $O(\epsilon^2 \log \epsilon)$, since otherwise the angular velocity from $\mathcal{M}_{tr}$ would be too large to be consistent with the $O(\log \epsilon)$ mismatch. If $\Delta \Lambda^\perp \sim \epsilon^2 \log \epsilon$, then the rotational velocity $\Delta \Psi$ is $O(\log \epsilon)$, and therefore of the correct order to cancel the mismatch $m$, while the translational velocity $\Delta U = \mathcal{M}_{tt} (\partial_s \Delta \Lambda) + \mathcal{M}_{tr} (\tau \times \Delta \Lambda)$, is of the order $\Delta U \sim \epsilon^2 (\log \epsilon)^2$ (if we assume that $\Delta \Lambda$ and its derivative are of the same order, which should be true away from the endpoints). This implies that in the fiber interior $\partial_s \Delta U \sim \epsilon^2 (\log \epsilon)^2$, which gives (55).

The difference in parallel angular velocity $\Delta \Omega^\parallel$ is given asymptotically by

$$\Delta \Omega^\parallel = \tau \cdot \Delta \Psi = \tau \cdot (\mathcal{M}_{rt} (\partial_s \Delta \Lambda) + \mathcal{M}_{rt} (\tau \times \Delta \Lambda)) \approx \tau \cdot (\mathcal{M}_{rt} (\partial_s \Delta \Lambda)),$$

(E.2)

where the last approximate equality is because $\mathcal{M}_{tr} (\tau \times \Delta \Lambda)$ is orthogonal to $\tau$ to leading order (see Section 2.1.3). In fact, in the fiber interior $\mathcal{M}_{tr} (\tau \times \Delta \Lambda) \cdot \tau \sim \log \epsilon \|\Delta \Lambda\| \sim \epsilon^2 (\log \epsilon)^2$.

Adding the rot-trans contribution, since $\Delta \Lambda \sim \epsilon^2 \log \epsilon$ and $\mathcal{M}_{rt} \sim \log \epsilon$, we get $\Delta \Omega^\parallel \sim \epsilon^2 (\log \epsilon)^2$.

To non-dimensionalize this, we need to estimate the parallel rotational velocity $\Omega^\parallel_E$ defined in (47). When there is no twist, there is no parallel torque, so $\Omega^\parallel_E = \tau \cdot (\mathcal{M}_{rt} \partial_s F_E) \sim \log \epsilon$, and the relative difference should be $\|\Delta \Omega^\parallel\| / \|\Omega^\parallel_E\| \sim \epsilon^2 \log \epsilon$. When there is twist, the disparity is even larger, since $\Omega^\parallel_E \sim \epsilon^{-2}$, which explains the two different cases in (56).

Summarizing, the mismatch $m$ in (51) is compensated for by $\Delta \Psi^\perp$, which grows as $\epsilon \to 0$, even as $\Delta \Lambda$ decays. These are the components of the velocity that are discarded in the Euler model, so it does not matter if they differ from those of the Kirchhoff model. That said, because $\Delta \Lambda$ must be zero at the endpoints by the boundary conditions (31), the perpendicular torques cannot generate angular velocity there, and the term $\Delta \Psi^\perp$ cannot compensate for the mismatch $m$ at the endpoints. Instead, the mismatch there has to be compensated for by terms involving $\partial_s \Delta \Lambda$, meaning that the derivative of $\Delta \Lambda$ must be large near the boundaries, as we see in Fig 10. This makes a spectral method a poor choice for the Kirchhoff rod formulation, and is the reason why we develop a second-order method to solve the Kirchhoff equations next.

### E.2 Second-order numerical method

Following the method outlined in [62], we introduce a number of links $N$ and set $\Delta s = L/N$. The discretization of the fiber is *staggered*: the “nodes” are located at $s_j = j \Delta s$, where $j = 0, \ldots N$.
so that there are actually $N + 1$ nodes. The “links” are centered on $s_{j+1/2} = (j + 1/2)\Delta s$, where $j = 0, \ldots, N - 1$, so that there are $N$ links.

### E.2.1 Euler model

In our second-order discretization of the Euler problem (62), we define $\lambda$, $f^{(\kappa)}$, and $f^{(\gamma)}$ at link centers $(j + 1/2)\Delta s$, for $j = 0, \ldots N - 1$. All mobility operators in (7) and (10) (including the rot-rot mobility) are then replaced with the obvious discretizations of the integrals which sum over the links with weight $\Delta s$. For example,

\[
\mathcal{M}_{tt} f(s_{i+1/2}) \approx \sum_{j=0}^{N-1} M_{tt} (X_{i+1/2}, X_{j+1/2}) f_{j+1/2} \Delta s := (M_{tt} f)_{i+1/2}. \quad (E.3)
\]

Note that this discretization does not correspond to a more common discretization of an inextensible bead-link polymer chain, which would place forces on $N + 1$ blobs connected by $N$ inextensible links, e.g., [52]. We use the staggered discretization instead for a more direct comparison to the Kirchhoff model.

To complete the second-order discretization of (62), we have to define the matrices $K$ and $K^*$. In the second-order case, these matrices are exact transposes of each other, so we only have to define one of them. The matrix $K$ is a midpoint discretization of the continuum operator (57), with action given by

\[
(K\alpha)_{j+1/2} = \overline{U} + \sum_{k=0}^{j-1} \Delta s \left( \alpha_{1,k+1/2} n_{1,k+1/2} + \alpha_{2,k+1/2} n_{2,k+1/2} \right) + \frac{\Delta s}{2} \left( \alpha_{1,j+1/2} n_{1,j+1/2} + \alpha_{2,j+1/2} n_{2,j+1/2} \right). \quad (E.4)
\]

The midpoint quadrature assigns a weight of $\Delta s$ to all prior nodes $1/2, 3/2, \ldots j - 1/2$, and then a weight of $\Delta s/2$ to the current node $j + 1/2$. The matrix $K^*$ is the transpose of $K$.

Finally, the parallel angular velocity (64) is obtained at the link centers by dotting the full angular velocity, $\mathcal{M}_{tt} f + \mathcal{M}_{tt} (n^\parallel \tau)$ (computed at the link centers using the forces computing at the link centers), with the tangent vectors $\tau$, which are also defined at the link centers.

### E.2.2 Kirchhoff model

The discretization of the Kirchhoff model, which we take from [62], is more complicated because the forces $\Lambda$ are defined at the nodes, and not the link centers. To communicate between the nodes and links, we let $D_{lb}$ be the $N \times (N + 1)$ differentiation matrix, which gives derivates at
the links from values at the nodes. We also define \( D_{bl} \) as the \((N - 1) \times N\) differentiation matrix, which gives derivatives at interior nodes from values at the link centers. Likewise the \( N \times (N + 1) \) averaging matrix \( A_{lb} \) gives averages at links from nodes, and the \((N - 1) \times N\) averaging matrix \( A_{bl} \) gives averages at interior nodes from links. This gives the \((N - 1) \times (N + 1)\) system of equations discretizing (51)

\[
[D_{bl} (M_{tt} D_{lb} + M_{tr} CA_{lb}) + A_{bl} C (M_{rt} D_{lb} + M_{rr} CA_{lb})] \Delta \Lambda = -m \tag{E.5}
\]

\[
= - (D_{bl} M_{tt} + A_{bl} C M_{rt}) \left( f^{(\kappa)} + f^{(\gamma)} + \lambda_E \right) - (D_{bl} M_{tr} + A_{bl} C M_{rr}) \left( n^\| \tau \right) \tag{E.6}
\]

which we solve for \( \Delta \Lambda \) at the \( N - 1 \) interior blobs away from the fiber boundaries. Because \( \Lambda \) is defined at \( N + 1 \) points, the other two equations are the BCs \( \Delta \Lambda_j = 0 \) for \( j = 0, N \), see (31).

The matrix \( C \) represents cross products with \( \tau_{j+1/2} = \tau ((j + 1/2) \Delta s) \), where in the second-order method \( \tau = \partial_s X \) is evaluated analytically at the links and \((CX)_{j+1/2} = \tau_{j+1/2} \times X_{j+1/2} \). Notice that the calculation of the mismatch (E.6) requires calculation of the Euler quantities \( f^{(\kappa)} \) and \( f^{(\gamma)} \) and \( \lambda_E \) at the \( N \) links, which we first obtain by solving the Euler problem to second order accuracy using the method in Section E.2.1.

### E.3 Numerical results

To numerically compare the Euler and Kirchhoff constitutive models, we will apply the second-order methods to the fiber (87) with \( q = 1 \) and \( L = 2 \) (see Fig. 1 for a visual). This fiber is chosen to satisfy the free fiber boundary conditions (34). We will also assume an instantaneous twist

\[
\psi = \sin (2\pi s), \tag{E.7}
\]

so that all of the free fiber boundary conditions (34) are satisfied. Because \( X \) satisfies the free-fiber BCs, we can compute the elastic force to spectral accuracy simply by differentiating \( \tau \) three times analytically, and then setting \( f^{(\kappa)} = -\kappa \partial_s^3 \tau \). For this section, we will compute all geometric quantities, for example \( \partial_s \tau, \partial_s^2 \tau \) and \( \partial_s \psi \), analytically. We will use a viscosity of \( \mu = 1 \) and aspect ratios \( \hat{\epsilon} = \hat{a}/L \) that are a function of the regularized singularity radius \( \hat{a} \); the corresponding value of the true fiber radius \( a \approx \hat{a}/1.12 \) (see (1)).

#### E.3.1 Bending but no twisting

We first solve the mismatch problem (51) with \( \kappa = 1 \) and \( \gamma = 0 \) using our second-order method with \( N = 1/\hat{\epsilon} \) points. In Fig. 10, we plot \( m, \Delta \Lambda, \Delta U, \tau \times \Delta \Psi \), and \( \partial_s \Delta U \) in the basis of the local
Figure 10: Solving the mismatch problem (51) with bending stiffness $\kappa = 1$, twist modulus $\gamma = 0$, and slenderness $\hat{\epsilon} = \hat{a}/L = 0.005$. All quantities are shown in the basis of the local triad, with the $\tau$ component in blue and the $D^{(1/2)}$ component in red/yellow. In the top row, from left to right, we show $\partial_s U_E$, (negative) mismatch $-m$, and the corresponding $\Delta \Lambda$. Notice how the shapes of $\Delta \Lambda$ and $m$ match, which implies that $\Delta \Lambda(s) \approx c(\hat{\epsilon})m(s)$ away from the fiber boundaries. In the bottom row, from left to right, we show the resulting velocity perturbations $\Delta \Omega \parallel$, $\partial_s \Delta U$, and $\tau \times \Delta \Psi$. In the fiber interior, $\tau \times \Delta \Psi \approx -m$, and $\partial_s \Delta U(s) \approx 0$. At the endpoints, $\partial_s \Delta U$ reaches values as negative as $-10$, so we truncate the $y$ axis to show the behavior in the fiber interior.
Figure 11: Decay of (properly normalized) magnitude of $\Delta \Lambda$ (yellow), $\partial_s \Delta U$ (blue), and $\Delta \Omega^\parallel$ (red) as slenderness $\hat{\epsilon} \to 0$ for: (a) $\gamma = 0$ and $\kappa = 1$ with $N = 1/\hat{\epsilon} + 1$ grid points; and, (b) $\gamma = 1$ and $\kappa = 0$ and $N = 4/\hat{\epsilon} + 1$ grid points. We use an interior “norm” ($L^2$ norm on $0.05 \leq s/L \leq 0.95$). All quantities scale like $\hat{\epsilon}^2$ when properly normalized, with the exception of $\Delta \Omega^\parallel$ when there is twist, which scales faster than $\hat{\epsilon}^3$. This establishes (55) and (56) numerically.

triad for $\hat{\epsilon} = \hat{a}/L = 0.005$. We observe several features: first, the mismatch $m$ is smooth until it reaches the endpoints, after which it jumps to a large value at the boundaries. In the fiber interior, the function $\Delta \Lambda$ is approximately a constant multiple of $m$, but at the endpoints it transitions to zero (as required by the boundary condition). Away from the fiber boundaries, the mismatch $m$ is almost entirely compensated for by the angular velocity perturbation $\tau \times \Delta \Psi$, and $\partial_s \Delta U$ is small in the fiber interior, validating (55).

Figure 10 also shows that $\tau \times \Delta \Psi$ by itself does not compensate for the mismatch $m$ near the boundaries, since the dominant contribution from torque $\Delta \Lambda$ must be zero there. The mismatch $m$ near the boundaries must therefore be compensated for by $\partial_s \Delta U$, which means that $\Delta U$ is highly nonsmooth at the boundaries. Since $\Delta U$ comes from $\Delta \Lambda$, it is not surprising that $\Delta \Lambda$ is also not smooth at the boundaries, as it takes on its largest values near the endpoints, only to have to fall back to zero as required by the boundary conditions.

We will focus on the equivalence of the Euler and Kirchhoff models in the fiber interior, or points $O(1)$ from the fiber endpoints. We therefore define an interior “norm” for all functions which is simply the $L^2$ norm on $0.05 \leq s/L \leq 0.95$. In Fig. 11(a), we plot the relative difference in the velocity and forces using this interior norm. We observe convergence of order $\hat{\epsilon}^2$ for all quantities.
Figure 12: Solutions of the mismatch problem (51) with twist modulus $\gamma = 1$, bending modulus $\kappa = 0$, and slenderness ratio $\hat{\epsilon} = \hat{a}/L = 0.005$. The behavior is qualitatively the same as the mismatch problem without twist, with the perturbations in $\Delta \Omega$ and $\partial_s \Delta U$ being small relative to the values obtained from the Euler method. Because the twist force $f^{(\gamma)}$ is zero at the endpoints, the mismatch there is small, and $\partial_s \Delta U$ is smoother than seen in Fig. 10.

This verifies, and in fact exceeds, the predictions of (55) and (56) of $\hat{\epsilon}^2 \log \hat{\epsilon}$. The reason is that the mismatch is actually dominated by $O(1)$ terms for the values of $\hat{\epsilon}$ we are interested in, and so our estimates are off by a factor of $\log \hat{\epsilon}$.

E.3.2 Twisting but no bending

We now proceed to the case of finite twist modulus, $\gamma = 1$, with zero bend modulus. We first plot the quantities related to the mismatch problem (51) in Fig. 12. We see similar behavior to the case without twist and with bending force. The velocity difference $\partial_s \Delta U$ is again small, since most of the mismatch is compensated for by $\mathbf{\tau} \times \Delta \Psi$. A major difference from the non-twisted case is that $\Delta \Lambda$ and $\Delta U$ are smoother at the boundaries, since the force when $\kappa = 0$, given in (38), is zero at
the fiber boundaries because of the free fiber boundary conditions (34). Because the force decays to zero there, the mismatch is much smaller at the boundaries (but is still not zero). This means that $\tau \times \Delta \Psi$ can almost compensate for the entire mismatch everywhere. At the boundaries, whatever small mismatch there is must be compensated for by $\partial_s \Delta U$, and so as $\dot{\varepsilon}$ becomes smaller we do see some localized peaks in $\partial_s \Delta U$ near the endpoints.

In Figure 11(b), we plot the convergence of the velocities and forces for $\gamma = 1$ and $\kappa = 0$. For $\Delta \Lambda$ and $\Delta U$, we observe a similar rate of convergence (approximately $\dot{\varepsilon}^2$) to Fig. 11(a). In accordance with (56), the parallel angular velocity $\Omega^p_E$ is larger when there is twist, and so as a result the relative rate at which $\Delta \Omega^p$ approaches zero is faster. In (56) we estimated $\dot{\varepsilon}^4 (\log \dot{\varepsilon})^2$; in Fig. 11(b) we simply show it is faster than $\dot{\varepsilon}^3$, but the line isn’t straight, which indicates some kind of log correction. This verifies (55) and (56) numerically for finite twist modulus.

Appendix F  Discretization of kinematic operators

In this appendix, we discuss the spectral discretization of the kinematic operators (57) and (60) on a type 1 Chebyshev grid of size $N$. For simplicity of notation, we will consider $s = 0$ to be a clamped end so that $U_0 = 0$ and $\alpha \equiv \Omega$. The continuum operators $\mathcal{K}$ and $\mathcal{K}^*$ (c.f. (57) and (60)) in this case are defined as

$$U(s) = (\mathcal{K} \alpha)(s) = \int_0^s \Omega(s') \times \tau(s') \, ds', \quad (F.1)$$

$$\mathcal{K}^* \lambda := \tau(s) \times \int_s^L \lambda(s') \, ds' = 0. \quad (F.2)$$

These operators must be discretized with care because of nonlinearities, which lead to aliasing on the spectral collocation grid. Our approach in this paper, which is somewhat different from what we have done previously [48, Sec. 4.1.2], is to discretize these operators on a type 1 Chebyshev grid of size $2N$, and then appropriately upsample and downsample to a grid of size $N$. This is in contrast to [48], where we set $\Omega^p(s) = 0$ on the $N$ point grid.

As in [48, Sec. 4.1.2], we let $J$ be a matrix such that $J \Omega$ is an inextensible motion $\int_0^s \Omega(s') \times \tau(s') \, ds'$ on a grid of size $2N$. Unlike [48, Sec. 4.1.2], however, we will use $J$ to project off extensible motions on the $2N$ grid, rather than trying to write an explicit basis for inextensible motions on the $N$ point grid. To define $J$, we let $C(\tau)$ be the matrix that computes cross products with $\tau$ on the $2N$ grid, i.e., $Cx = \tau \times x$, with $C^T = -C$. We use the pseudoinverse of the Chebyshev differentiation matrix [68, c. 6] for integration, with $D_0^\dagger$ denoting integration from 0 to $s$, which has $L^2$ adjoint
\[
\left( D^\dagger_0 \right)^* = -D^\dagger_L \quad \text{(integration from } s \text{ to } L) .
\]
The discretization of \( J \) and its \( L^2 \) adjoint \( J^* \) on a grid of size \( 2N \) can then be written as
\[
J = D^\dagger_0 C, \quad J^* = CD^\dagger_L .
\]  
Here \( J \) is a \( 6N \times 6N \) matrix that discretizes (F.1), and \( J^* \) is a \( 6N \times 6N \) matrix that discretizes (F.2).

To write a discretization on the \( N \) point grid, we introduce an extension matrix \( E \) and restriction matrix \( R \). The extension matrix is well defined: to evaluate \( Ef_N \), where \( f_N \) is a polynomial of degree \( N - 1 \) on the \( N \) point grid, we simply evaluate \( f \) on the grid of size \( 2N \). Following [48, Eq. (62)], we let the restriction matrix \( R \) be the matrix that gives the best possible (in the \( L^2 \) sense) polynomial approximation of degree \( N - 1 \) on the \( N \) grid to a polynomial of degree \( 2N - 1 \) on the \( 2N \) point grid, i.e., if \( f_{2N} \) is a function on the \( 2N \) point grid, we want to choose \( R \) such that \( \| ERf_{2N} - f_{2N} \|_{L^2} \) is minimized. This can be accomplished by setting
\[
R = \left( E^T W_{2N} E \right)^{-1} E^T W_{2N} ,
\]  
where \( W_{2N} \) is a diagonal matrix of Clenshaw-Curtis weights on the \( 2N \) point grid. We do this for both \( K \) and \( K^* \) to obtain the discretizations of \( K \) and \( K^* \),
\[
K = RJE, \quad \text{and} \quad K^* = RJ^* E
\]  
where \( K \) and \( K^* \) are both \( 3N \times 3N \) matrices. It is straightforward to modify \( K \) and \( K^* \) to allow a nonzero \( U_0 \) for a free end.

To update the fiber tangent vectors from the velocity \( U = K \alpha \), we follow (63). This update to the tangent vectors projects off any parallel components in \( U_s \), which come from numerical discretization artifacts. Therefore, the parallel component of \( \Omega \) on the \( N \) point grid does not affect the dynamics; it is included merely to lessen aliasing artifacts.

As discussed in Section 4.1, the main difference between our discretization here and that of [48, Sec. 4.1.2] is the treatment of the null space of the continuum operator \( K \). Because we project off the null space of \( K \) on a grid of size \( 2N \) and downsample the result, the rank of the matrix \( K \) (and \( K^* \)) is a function of the fiber curvature. For a rigid fiber, the rank of \( K \) is \( 2N + 1 \), which is the same as when we directly write a basis for inextensible motions on an \( N \) point grid. For curved fibers, the rank is larger because inextensible motions are aliased to extensible ones on the \( N \) point grid. For the fiber (87) with \( q = 7 \) for instance, for large \( N \) we observe \( 2N + 23 \) nonzero
singular values of $K$, so there are 22 additional positive singular values on top of the $2N+1$ nonzero singular values for a rigid fiber. Hence, typically the matrix $K$ does not have full rank, so the Schur complement $K^*M^{-1}K$ that we use to solve the saddle point system (62) is singular. We therefore use the pseudo-inverse of $K^*M^{-1}K$ to solve the saddle point system (pinv function in Matlab with default tolerance).

**Appendix G  Nearly singular quadrature**

In this appendix, we discuss the nearly singular quadrature scheme we use to evaluate the integrals of the RPY kernels in Section 4.2 to spectral accuracy. The idea behind this scheme has already been published in [1, 66, 48], but in those works the nearly-singular integral is actually a singular finite part integral because the domain is $[0, L]$ instead of $D(s)$ as defined in (69). This section presents a review of the quadrature scheme and how we modify it when the domain changes. We do this sequentially for the Stokeslet integral, doublet integral, and rotlet integral.

**G.1  Stokeslet integral**

For the Stokeslet integral (70), the nearly-singular integral that we must evaluate is the Stokeslet minus the leading order singularity,

$$U^{(\text{int, S})}(s) = \int_{D(s)} \left( S(X(s), X(s')) f(s') - \frac{1}{8\pi\mu} \left( \frac{I + \tau(s)\tau(s)}{|s-s'|} \right) f(s) \right) ds', \quad (G.1)$$

which has the same integrand as the finite part integral in slender body theory, but with the different domain of integration

$$D(s) = \begin{cases} 
(0, s-2\hat{a}) \cup (s+2\hat{a}, L) & 2\hat{a} \leq s \leq L-2\hat{a} \\
(s+2\hat{a}, L) & s < 2\hat{a} \\
(0, s-2\hat{a}) & s > L-2\hat{a} 
\end{cases}. \quad (G.2)$$

We employ a singularity subtraction scheme that ensures that the second term in the integral (G.1) cancels the leading order $1/|s'-s|$ singularity in the first. The next singularity is $\text{sign}(s'-s)$, which means that the near singular integral (G.1) can be written as

$$U^{(\text{int, S})}(s) = \int_{D(s)} g_{tt}(s, s') \frac{s-s'}{|s'-s|} ds' = \frac{L}{2} \int_{D'(\eta)} g_{tt}(\eta, \eta') \frac{\eta'-\eta}{|\eta'-\eta|} d\eta', \quad \text{where} \quad (G.3)$$

$$g_{tt}(s, s') = \left( S(X(s), X(s')) f(s') |s'-s| - \frac{1}{8\pi\mu} \left( I + \tau(s)\tau(s) \right) f(s) \right) \frac{1}{s'-s}.$$
is a smooth function, \( \eta = -1 + 2s/L \) is a rescaled arclength coordinate on \([-1, 1] \), and \( D'(\eta) = [0, \eta_0] \cup [\eta_0, L] \) is defined from \( D(s) \). The function \( g_{tt} \) is nonsingular at \( s = s' \) with the finite limit

\[
\lim_{s' \to s} g_{tt}(s, s') = \frac{1}{2\pi \mu} \left( \frac{1}{2} (\tau(s) \partial_s \tau(s) + \partial_s \tau(s) \tau(s)) f(s) + (I + \tau(s) \tau(s)) \partial_s f(s) \right).
\]  

(G.4)

Furthermore, \( g_{tt} \) is smooth, so we can express it in a truncated Chebyshev series on \([-1, 1] \),

\[
\frac{L}{2} g_{tt}(\eta, \eta') \approx \sum_{k=0}^{N-1} c_k(\eta) T_k(\eta'),
\]

where \( c_k \) is a vector of 3 coefficients for each \( \eta \). Substituting the Chebyshev expansion (G.5) into the integrand (G.3), we obtain

\[
U_{i}^{\text{int}, S}(\eta) = \sum_{k=0}^{N-1} c_k(\eta) \int_{D'(\eta)} T_k(\eta') \frac{\eta' - \eta}{|\eta' - \eta|} \, d\eta' = \sum_{k=0}^{N-1} c_k(\eta) q_k^{(S)}(\eta) = c^T(\eta) q^{(S)}(\eta),
\]

(G.6)

where

\[
q_k^{(S)}(\eta) = \int_{D'(\eta)} T_k(\eta') \frac{\eta' - \eta}{|\eta' - \eta|} \, d\eta' = -\int_{-1}^{\eta} T_k(\eta') \, d\eta' + \int_{\eta}^{L} T_k(\eta') \, d\eta',
\]

(G.7)

are integrals that can be precomputed to high accuracy for each \( \eta \) on the Chebyshev collocation grid. The precomputed integrals in (G.7) can then be used in an adjoint method to accelerate the repeated evaluation of (G.6). Specifically, the coefficients of \( g_{tt}(\eta) \) for each \( \eta \) can be written as \( c(\eta) = V^{-1} g_{tt}(\eta, \eta') \), where \( V \) is the matrix that maps coefficients of the basis functions to values on the collocation grid. Then \( c^T(\eta) = g^T(\eta, \eta') V^{-T}, \) and \( U_{i}^{\text{int}, S}(\eta) = g^T(\eta, \eta') V^{-T} q^{(S)}(\eta) \). The matrix vector product \( V^{-T} q^{(S)}(\eta) \) can then be precomputed for each \( \eta \), and so at each time step all that is needed to compute the integral (G.1) for each \( \eta \) are the values of \( g_{tt}(\eta, \eta') \) on the collocation grid for \( \eta' \) being another collocation point. Evaluating \( U_{i}^{\text{int}, S} \) therefore has a cost of \( O(N^2) \).

We note that our use of Chebyshev polynomials differs from the approach of [66, 48], which uses a monomial basis for the expansion (G.5). Although the integrals (G.7) with monomials can be computed analytically, using the adjoint method with monomial coefficients requires inverting the Vandermonde matrix \( V \), which is too ill-conditioned with \( N \gtrsim 40 \) points in double precision. The Chebyshev expansion is an improvement in the sense that computing coefficients from values on the Chebyshev grid is a well-conditioned problem, and so the technique we use to evaluate finite part integrals does not limit the number of points on the fiber or require the use of panels (composite quadrature).
G.2 Doublet integral

The next part of the translational mobility (68) is the integral of the doublet kernel. We begin by applying the same singularity subtraction technique we used in (70) for the Stokeslet integral

\[
U_f^{(D)}(s) = \int_{D(s)} \mathbb{D} \left( X(s), X(s') \right) f(s') \, ds' \\
= \frac{1}{8\pi\mu} \int_{D(s)} \left( \frac{I - 3\tau(s)\tau(s)}{|s' - s|^3} \right) f(s) \, ds' \\
+ \int_{D(s)} \mathbb{D} \left( X(s), X(s') \right) f(s') - \frac{1}{8\pi\mu} \left( \frac{I - 3\tau(s)\tau(s)}{|s' - s|^3} \right) f(s) \, ds' \\
= U_f^{(\text{inner, D})}(s) + U_f^{(\text{int, D})}(s).
\]

The term \(U_f^{(\text{inner, D})}(s)\) is given for all \(s\) by

\[
8\pi\mu U_f^{(\text{inner, D})}(s) = \frac{2}{3} \left( I - 3\tau(s)\tau(s) \right) f(s) \\
\begin{aligned}
&\begin{cases} 
\frac{1}{4} - \frac{\hat{a}^2}{2s^2} - \frac{\hat{a}^2}{2(L-s)^2} & 2\hat{a} < s < L - 2\hat{a} \\
\frac{1}{8} - \frac{\hat{a}^2}{2(L-s)^2} & s \leq 2\hat{a} \\
\frac{1}{8} - \frac{\hat{a}^2}{2s^2} & s \geq L - 2\hat{a}
\end{cases}
\end{aligned}
\]

The nearly-singular doublet integral is handled in exactly the same way as the Stokeslet one, but the singular behavior is different, namely,

\[
U_f^{(\text{int, D})}(s) = \int_{D(s)} \frac{(s' - s)}{|s' - s|^3} g_D(s', s) \, ds',
\]

where

\[
g_D(s', s) = \mathbb{D} \left( X(s), X(s') \right) f(s') - \frac{1}{8\pi\mu} \left( \frac{I - 3\tau(s)\tau(s)}{|s' - s|^3} \right) f(s) \frac{|s' - s|^3}{(s' - s)}
\]

is a smooth function with the finite limit

\[
\lim_{s' \to s} g_D(s', s) = \frac{1}{8\pi\mu} \left( (I - 3\tau(s)\tau(s)) f'(s) + \frac{1}{2} (\tau(s)\partial_s \tau(s) + \partial_s \tau(s)\tau(s)) f(s) \right).
\]

If we expand \(g_D\) in terms of Chebyshev polynomials, the efficient evaluation of (G.10) requires precomputing integrals of the form

\[
q_k^{(D)}(\eta) = \int_{D'(\eta)} \frac{1}{|\eta' - \eta|^3} T_k(\eta') \, d\eta',
\]

for all \(\eta\) on the Chebyshev grid. Notice that the integrals (G.12) are not defined if \(\eta' = \eta\) is included in the integration domain, but \(D'(\eta)\) does not contain \(\eta\).
G.3 Rot-trans mobility

The long-range integral for the rot-trans mobility (72) is given by an integral of the rotlet kernel over the domain \( D(s) \). Using singularity subtraction, we compute this integral as

\[
\Omega_t^{(R)}(s) = \int_{D(s)} \frac{(f(s') \times R(s')) \cdot \tau(s)}{R(s')^3} ds'
\]

\[
= \int_{D(s)} \left( \frac{\partial_s \tau(s) \times f(s) \cdot \tau(s)}{2|s-s'|} \right) ds'
\]

\[
+ \int_{D(s)} \left( \frac{f(s') \times R(s')}{{R(s')}^3} - \frac{\partial_s \tau(s) \times f(s) \cdot \tau(s)}{2|s-s'|} \right) ds'
\]

\[
:= \Omega_t^{(\text{inner, } R)}(s) + \Omega_t^{(\text{int, } R)}(s), \tag{G.13}
\]

where \( R(s') = X(s) - X(s') \) and \( R = \|R\| \). Since the leading order singularity in \( \Omega_t^{(\text{inner, } R)} \) of \( 1/|s-s'| \) is the same as that of the Stokeslet, the expression for \( \Omega_t^{(\text{inner, } R)} \) is also given by (71), but with \( (I + \tau(s)\tau(s)) f(s) \) replaced by \( 1/2 (\partial_s \tau(s) \times f(s)) \cdot \tau(s) = 1/2 (\tau(s) \times \partial_s \tau(s)) \cdot f(s) \).

The nearly singular integral \( \Omega_t^{(\text{int, } R)}(s) \) in (G.13) can then be put in the form (G.3) (with scalar \( g_{rt}(s,s') \)) by setting

\[
g_{rt}(s,s') = \left( \frac{|s-s'|}{R(s')^3} (R(s') \times \tau(s)) \cdot f(s') - \frac{(\tau(s) \times \partial_s \tau(s)) \cdot f(s)}{2} \right) \frac{1}{s' - s}, \tag{G.14}
\]

which has the finite limit

\[
\lim_{s' \to s} g_{rt}(s,s') = -\frac{1}{2} \partial_s f(s) \cdot (\partial_s \tau(s) \times \tau(s)) - \frac{1}{6} f(s) \cdot (\partial^2_s \tau(s) \times \tau(s)). \tag{G.15}
\]

Now the scalar function \( g_{rt}(s,s') \) can be expanded in a Chebyshev series as in (G.6), and the precomputed integrals \( q_k^{(S)}(\eta) \) in (G.7) used once again to evaluate the second integral in (G.13).

G.4 Trans-rot mobility

For the trans-rot mobility (74), the singularity subtraction approach is to set

\[
U_n^{(R)}(s) = \int_{D(s)} \frac{(\tau(s') \times R(s')) n^\parallel(s')}{R(s')^3} ds'
\]

\[
= \int_{D(s)} \left( \frac{(\tau(s) \times \partial_s \tau(s)) n^\parallel(s)}{2|s-s'|} \right) ds'
\]

\[
+ \int_{D(s)} \left( \frac{(\tau(s') \times R(s')) n^\parallel(s')}{{R(s')}^3} - \frac{(\tau(s) \times \partial_s \tau(s)) n^\parallel(s)}{2|s-s'|} \right) ds'
\]

\[
:= U_n^{(\text{inner, } R)}(s) + U_n^{(\text{int, } R)}(s), \tag{G.16}
\]
where $U^{(\text{inner}, R)}_n$ is given by (71), but with $(I + \tau(s)\tau(s)) f(s)$ replaced by $1/2 (\tau(s) \times \partial_s \tau(s)) n^\parallel(s)$. The nearly singular integral $U^{(\text{int}, R)}_n(s)$ can then be put in the form (G.3) by setting

$$g_{\text{tr}}(s, s') = \left(\frac{|s - s'|}{R(s')^3} (\tau(s') \times R(s')) n^\parallel(s') - \left(\frac{\tau(s) \times \partial_s \tau(s)}{2}\right) n^\parallel(s)\right) \frac{1}{s' - s};$$

where

$$\lim_{s' \to s} g_{\text{tr}}(s, s') = -\frac{1}{2} \partial_s n^\parallel(s) (\partial_s \tau(s) \times \tau(s)) - \frac{1}{3} n^\parallel(s) (\partial_s^2 \tau(s) \times \tau(s)).$$

### G.5 Rot-rot mobility

Although we use asymptotic evaluation for the rot-rot mobility as discussed in Section 2.1.3, it is straightforward to derive a nearly singular quadrature scheme to evaluate the RPY integral for $\mathcal{M}_{rr}$. Substituting the tensor $\mathcal{M}_{rr}$ from (A.4) into the integral (10) and using the approximation $\|X(s) - X(s')\| \approx s - s'$ when $s - s' = O(\hat{a})$, the mobility is given by

$$8\pi\mu \Psi_n(s) = -\frac{1}{2} \int_{D(s)} \mathbb{D} (X(s), X(s')) n(s') ds'$$

$$+ \frac{1}{\hat{a}^3} \int_{D^c(s)} \left(1 - \frac{27R(s')}{32\hat{a}} + \frac{5R(s')^3}{64\hat{a}^3}\right) I + \left(\frac{9}{32\hat{a}R(s')} - \frac{3R(s')}{64\hat{a}^3}\right) (RR)(s') n(s') ds'.$$

The first of these integrals can be evaluated to high accuracy using the doublet scheme of Section G.2, while the second integral can be computed using direct Gauss-Legendre quadrature on $D^c(s)$ (split into two pieces). The parallel angular velocity $\Psi_n^\parallel$ can then be obtained by taking the inner product of $\Psi_n$ with $\tau$.

### G.6 Convergence of quadratures

We next test the accuracy of the (action of the) mobility matrices $M_{tt}$, $M_{tr}$, $M_{rt}$, and $M_{rr}$ by comparing against upsampled direct quadrature. We use the fiber (87) with $q = 7$, set up a collocation grid of $N$ points, and compute the force $f = f^{(\kappa)} + f^{(\gamma)}$ and torque density $n^\parallel$ using (82), (85), and (86) with $\kappa = \gamma = 1$. We apply the forward mobility operators as discretized in Section 4.2 to obtain the (translational and rotational) velocity at each of the collocation points, and compare the result to a reference solution which uses direct oversampled quadrature. The relative error is computed as the difference between the two, normalized by the $L^2$ norm of the reference solution.

Figure 13 shows the results for the trans-trans mobility (68) and trans-rot mobility (74) (left), and rot-trans mobility (72) and rot-rot mobility (76) (right) for two different values of $\hat{c}$, and various values of $N$ (see Section 4.2 for discretization details). In the case of the trans-trans, rot-trans, and
Figure 13: Convergence of the nearly singular quadrature schemes for the (left) trans-trans mobility (68) and trans-rot mobility (74), and (right) rot-trans mobility (72) and rot-rot mobility (76) (here we are comparing the the full RPY integral of doublets as in (10)). We use the fiber (87) with $q = 7$ and compute force and torque on the collocation grid of $N$ points using (82), (85), and (86) with $\kappa = \gamma = 1$. We then compute the velocities $U_f, U_n, \Omega^\parallel_f,$ and $\Omega^\parallel_n$ on the collocation grid by applying the discrete mobility matrices given in Section 4.2. In all cases, we compute a reference solution by upsampled direct quadrature and report the relative $L^2$ errors in the velocity.

For trans-rot mobilities, we obtain spectral convergence and about 3 digits of accuracy when $N = 32$. For $\hat{\epsilon} = 10^{-2}$, $N_2$ must be at least 6 to see this accuracy, but for $\hat{\epsilon} = 10^{-3}$ a smaller $N_2 \approx 4$ is acceptable since the relative size of the domain $|s - s'| \leq 2\hat{a}$ shrinks by a factor of 10. For $\hat{\epsilon} = 10^{-2}$, we previously found $N_2 \geq 8$ to give positive eigenvalues in the mobility, so accuracy is a weaker restriction than the eigenvalues of $M_{tt}$ being strictly positive.

In Fig. 13, we also show the accuracy of the rot-rot mobility as defined in (76) relative to the actual RPY integral of doublets as defined in (10) and (A.4). This “convergence” plot is fundamentally different from the others, since in this case we are measuring the error of the asymptotic formula and its approximation by a finite number of collocation points, rather than just the latter. Therefore, the relative error saturates around $N = 16$ at a value that strongly depends on $\hat{\epsilon}$. For $\hat{\epsilon} = 10^{-2}$, the relative error saturates around $2 \times 10^{-2}$, while for $\hat{\epsilon} = 10^{-3}$ the saturated relative error is about $4 \times 10^{-4}$. This reflects the fact that the full asymptotic formula for the rot-rot mobility [46, Appendix C.3] is $O(\hat{\epsilon}^2)$ in the fiber interior ($2\hat{a} \leq s \leq L - 2\hat{a}$) and $O(\hat{\epsilon})$ at the fiber endpoints.
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