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Abstract
Mean field games model equilibria in games with a continuum of players as limiting systems of symmetric \( n \)-player games with weak interaction between the players. We consider a finite-state, infinite-horizon problem with two cost criteria: discounted and ergodic. Under the Lasry–Lions monotonicity condition we characterize the stationary ergodic mean field game equilibrium by a mean field game system of two coupled equations: one for the value and the other for the stationary measure. This system is linked with the ergodic master equation. Several discounted mean field game systems are utilized in order to set up the relevant discounted master equations. We show that the discounted master equations are smooth, uniformly in the discount factor. Taking the discount factor to zero, we achieve the smoothness of the ergodic master equation.

Keywords    Mean-field games · Master equation · Finite state control problem · Markov chains

Mathematics Subject Classification  60J27 · 35M99 · 91A15

1 Introduction

In this paper we study a stationary mean field game (MFG) with ergodic cost and finite state space. Under the Lasry–Lions monotonicity condition, we characterize the value of the game and the stationary distribution by a system of two coupled equations. The MFG is also characterized by a single partial differential equation, called the master
equation:

\[ \rho = H(x, \Delta_x U_0(\cdot, \eta)) + \sum_{y, z \in [d]} \eta_y D_{yz}^\eta U_0(x, \eta) \gamma_*^y(y, \Delta_y U_0(\cdot, \eta)) + F(x, \eta), \]

(ME)

where \( x \in [d] := \{1, \ldots, d\} \), \( \eta \) belongs to the \((d - 1)\)-dimensional simplex, \( \Delta_x U_0(\cdot, \eta) := (U_0(y, \eta) - U_0(x, \eta))_{y \in [d]} \) is the vector of differences, and \( D_{yz}^\eta U_0(x, \eta) \) stands for a directional derivative on the \((d - 1)\)-dimensional simplex (given explicitly in Sect. 1.4). The data are the Hamiltonian \( H \) and the function \( F \) that represents a running cost part that is independent of the control; \( \gamma_* \) is the unique optimal rate selector for the Hamiltonian, and specifically, satisfies \( \gamma_*^y(y, p) = D_p H(y, p) \). The solution to this system is the couple \((\rho, U_0)\), where \( \rho \in \mathbb{R} \) is the value of the ergodic MFG and \( U_0 \) is a real-valued function, which is referred to as the potential function.

The main result of this work is the well-posedness of the ergodic master equation (ME) in the classical sense. We prove existence and uniqueness of the solution, and inherit regularity properties from the related discounted master equation. Specifically, we go through various forward–backward linearized discounted systems to obtain well-posedness for a discounted master equation and the regularity of its solution, uniformly in the discount factor. Then we use a vanishing discount approach to obtain the main result.

1.1 Background

MFGs were introduced by Lasry and Lions [29, 30] and by Huang et al. [28] as limiting systems of \( n \)-player stochastic differential games of mean field type. Since their introduction, the theory of MFGs has greatly developed and results are summarized in the books [1, 6, 11, 14, 15].

Analogous to a Nash equilibrium in a finite player game, MFGs also have a notion of equilibrium. From a stochastic control point of view, the MFG equilibrium is described as a fixed point of a best response map, which sends a given flow of measures to the distribution of a controlled state-dynamics. Alternatively, it is characterized as the solution to a coupled system of differential equations, called the MFG system. One of the equations is a Hamilton–Jacobi–Bellman equation and the other is Kolmogorov’s forward equation.

In order to establish the connection between the many-player games and the respective MFG, there are two major problems of interest: (1) proving the well-posedness of the MFG system and (2) showing convergence of the \( n \)-player system/equilibria to the MFG system/equilibria. At the intersection of these two fundamental questions is the so-called master equation. This is a (partial) differential equation on the space of player distributions that characterizes the value of the MFG; as such, the solution of the master equation satisfies certain properties that relates it to the solution of the MFG system from which it is derived. Cardaliaguet, Delarue, Lasry, and Lions developed a method in [11] that utilizes the master equation in order to prove the convergence of
the \( n \)-player game to its mean field limit. Subsequently, the master equation approach was further used by [5, 16] for finite state, finite horizon games. Later, [3, 4] utilized the master equation method for finite state MFGs with common noise while [8] introduced a weak notion of master equation solutions that relied on a Lasry–Lions monotonicity assumption. While the Lasry–Lions monotonicity assumption is standard in MFG literature, novel conditions appear in [23, 32]; the former [23] offers an alternative displacement monotonicity condition that allows analysis of non-separable Hamiltonians. Then in [33], Zhang and Mou give an anti-monotonicity condition which allows for model data outside of both the Lasry–Lions monotonicity and the displacement monotonicity conditions.

The master equation approach to proving convergence of the \( n \)-player system improves on techniques that directly compare the MFG system and the many-player Nash system, since the latter provides convergence only for the finite horizon problem, see e.g., [25]. For more about classical solutions of master equations, we refer the reader to: [7, 9, 24], and for weak/viscosity solutions: [10, 32, 35]. The master equation is also used to obtain fluctuation and large deviation results as in [5, 16, 19, 20] and for numerical schemes as in [17].

In ergodic MFGs the cost criterion is a long-term average cost. The seminal work [31] by Lasry and Lions introduced the notion of stationary MFGs as limits of \( n \)-player games with ergodic costs. Some details were considered later in [22]. Since then, ergodic MFGs have been studied in various contexts, e.g. discrete-time, [34], [26], and diffusion processes [2]. In [13], Cardaliaguet and Porretta studied the mean field system with discounted and ergodic cost criteria on the torus, formulating a weak solution to their ergodic master equation. We, on the other hand, work with the finite-state case, and take the analysis one step further and establish existence and uniqueness of a classical solution on the simplex, and moreover, show that the solution has Lipschitz partial derivatives. In a forthcoming paper, we will use this regularity to prove convergence of the \( n \)-player game to its mean field limit in the case of Markovian closed-loop controls. In [25], Gomes, Mohr, and Souza introduced the ergodic MFG system in the finite state case:

\[
\begin{align*}
-\bar{\rho} + H(x, \Delta x \bar{u}) + F(x, \bar{\mu}) &= 0, \\
\sum_{y \in [d]} \bar{\mu}_y \gamma^y_x(y, \Delta y \bar{u}) &= 0.
\end{align*}
\] (MFG0)

The unique solution is the triplet \((\bar{\rho}, \bar{u}, \bar{\mu})\), where \(\bar{\rho} \in \mathbb{R}\) is the value of the game, \(\bar{u} \in \mathcal{M}_0 := \{\eta \in \mathbb{R}^d : \sum_{x \in [d]} \eta_x = 0\}\) is the potential vector, and \(\bar{\mu}\) is the stationary distribution of the dynamics of the MFG. The proof provided in [25] that ensures existence and uniqueness for the system (MFG0) relies on contractive assumptions that this work avoids. Therefore, we will provide an alternate proof of existence and uniqueness by going through a stationary discounted MFG system and applying a vanishing discount argument. Later as part of the main result, we will prove the connection between the ergodic MFG system (MFG0) and the ergodic master equation (ME).

\footnote{When we mention the term \textit{ergodic} we mean that the performance criteria are formulated as long-time average costs, the term \textit{stationary} means that the system considered is independent of time.}
1.2 Outline of the Paper and the Main Results

After outlining the MFG models, we define mean field equilibria (MFE) for both the discounted and the ergodic problems via a best response map. Specifically, a MFE is a fixed point in the following sense. First, consider a single, representative player that optimally responds to a “continuum of other players,” formulated as a flow of distributions over the states. We have a MFE when the representative player’s best response strategy causes the player’s distribution law to agree with the flow of measures. We continue by setting up the MFG systems associated with each MFE, and prove that a MFE naturally characterizes the solution to the corresponding MFG system (and vice versa). The relationship between the MFG systems’ solutions and MFE are specifically outlined in Propositions 2.1 and 2.2 and rely on probabilistic arguments. Later, we show that the MFG systems are intimately related to their corresponding master equations in a sense we will make concrete in Proposition 2.3 and Theorem 2.1.

In order to provide existence and uniqueness results for the ergodic master equation, we first establish the regularity of the discounted master equations’ solutions, uniformly in the discount factor. As briefly mentioned in the prior section, we expand on a technique developed in [13] that takes advantage of the unique solution to the stationary discounted MFG system and introduce linearized systems of ordinary differential equations (ODEs) centered around that solution. We take the analysis further, improving our bounds on the solutions of the discounted MFG systems and using this to establish uniform regularity in the discounted master equation. Then by a vanishing discount argument, we obtain existence and regularity for the ergodic master equation. In the rest of this subsection we guide the reader through the stages of the proof.

In the finite horizon case, the authors of [11] constructed a solution to the master equation from the MFG system and established regularity of this solution by using a linearized system around the MFG system. Apparently, centering the linearized discounted systems around the discounted MFG systems is not enough in order to achieve regularity properties, uniformly in the discounted factor. The first to realize this were Cardlaiauguet and Porretta, and in [13] they showed that the proper way to obtain uniform properties is to first build the discounted linearized systems around the stationary discounted system. This stationary discounted system takes the initial distribution to be stationary (in the discounted MFG) and as a result, the solution to this system is constant in time. We show in Proposition 2.1 that the stationary discounted MFG system is well-posed and converges to the ergodic MFG system (MFG0) as the discount factor goes to zero. We also prove the correspondence between the ergodic MFG system and ergodic MFE.

After the stationary systems are well understood, we introduce several linearized ODE systems. The linearized system approach provides an important avenue to assess the regularity of the solution to the discounted master equation. Specifically, we use

\footnote{Note that we distinguish between the notions of MFE and MFG system and establish the relationship between the two. Gomes et al. [25] did not define the mean field equilibria in the probabilistic way as we do (neither in the finite horizon nor in the ergodic case). What they refer to as the mean field game equilibrium is actually the MFG system. In the stationary context, they focused on the trend of the finite horizon MFG system to the stationary MFG system.}
several linearized MFG systems, showing first their well-posedness. Because the differences of discounted MFG solutions satisfy a particular linearized system, we are able to produce a bound on the difference between the solutions that is independent of the discount factor. This is one result in Proposition 2.2. We then explicitly show that the unique solution to a particular linearized system (namely equation (7.1)) is, in a sense, a derivative of the MFG system and that this solution is regular. Then, we can pass along this regularity to the discounted master equation solution. We set up the discounted master equations and establish their regularity, uniformly in the discount factor around zero. This is the content of Proposition 2.3.

Once we establish regularity for the solution of the discounted master equation, we show that a family of solutions (indexed by the discount factor) is sequentially compact given the discount factor is small enough. Therefore, for any sequence of vanishing discounts, we can find a further subsequence which has a limit. The limit we find will be a solution to the ergodic master equation and will inherit the regularity of the solution to the discounted master equation. The value of the solution, namely $\varrho$, is unique and the potential function $U_0$ is unique up to an additive constant. Furthermore, the ergodic master equation and the ergodic MFG system are connected as follows. Let $(\bar{\varrho}, \bar{u}, \bar{\mu})$ the unique solution of (MFG0), then $\varrho = \bar{\varrho}$ and $U_0(\cdot, \bar{\mu}) = \bar{u} + k1$, where $1 = (1, \ldots, 1) \in \mathbb{R}^d$. These results are summarized in the main theorem of the paper, Theorem 2.1.

Throughout the paper, we borrow different techniques from the finite horizon case to establish our results, though there are several major differences in our approach that we now highlight. In particular, the so-called duality of the MFG system plays a more central role in obtaining several estimates. That is, the coupled equations in our MFG systems are, in some sense, dual to one other. As we will see, treating the MFG value as a test function to integrate against, one can derive useful estimates for both the MFG system and the linearized MFG system. Aside from the duality estimates, the analysis of finite horizon MFGs heavily relies on Gronwall’s inequality, see e.g., [5, 11, 16]. Since we aim to obtain estimates that are uniform in the discount factor, we need to use other techniques. For this, we utilize machinery from the theory of Markov chains and the theory of differential equations. Namely, in Sect. 3 we introduce several lemmas which provide estimates on: (1) the measures from the MFG system when the initial conditions are allowed to vary and (2) the dynamics of the value from the MFG system.

### 1.3 Organization of the Paper

We conclude this section with an overview of some notation and basic definitions. The remainder of the paper is organized as follows. In Sect. 2, we describe the models of interest in detail, list the assumptions on the models, introduce the relevant MFG systems and master equations, and list our results. Section 3 begins our analysis by providing several preliminary lemmas that give estimates on solutions to the finite state analogs of a linear equation in divergence form and a viscous transport equation. Then, Sect. 4 provides the proof for Proposition 2.1 that deals with the stationary MFG systems. Next, Sect. 5 prepares the ground for the analysis of the difference between...
solutions to the discounted MFG system and for the results about the discounted master equations. It begins with an analysis of linearized systems which are relevant for the master equation analysis. Section 6 proves the results for the discounted MFG system; in particular, it recognizes that the differences of solutions to the discounted MFG system satisfy a linearized equation of the form studied in the prior section and is able to make use of the lemmas from that section. Next, Sect. 7 makes use of all the prior work to prove Proposition 2.3; this is the main result for the discounted master equation. Finally, Sect. 8 utilizes the uniform regularity established in the previous section to prove Theorem 2.1, which is the main result of the paper and deals with the ergodic master equation.

1.4 Notation and Basic Definitions

We denote the ray \([0, \infty)\) by \(\mathbb{R}_+\) and the set of positive integers by \(\mathbb{N}\). The parameter \(d \in \mathbb{N}\) is fixed throughout and we denote the set \([d] := \{1, 2, \ldots, d\}\). For \(p = 1, 2\), we denote the \(p\)-norm on \(\mathbb{R}^d\) by \(|\cdot|_p\). Let \(1_A\) be the indicator function corresponding to the event \(A\); that is, the function that is 1 on \(A\) and 0 on its complement. The parameters \(x\), \(y\), and \(z\) represent states and belong to the state-space \([d]\). Moreover, \(\sum_{y, y \neq x}\) stands for \(\sum_{y \in [d], y \neq x}\). Let

\[
P([d]) := \left\{ \eta \in \mathbb{R}_+^d : \sum_{x \in [d]} \eta_x = 1 \right\}.
\]

For any subset \(A \subseteq \mathbb{R}_+\), we define \(Q[A]\) as the set of \(d \times d\) transition matrices with rates in \(A\); that is, \(\alpha \in Q[A]\) if for every distinct \(x, y \in [d]\), \(\alpha_{xy} \in A\) and \(\sum_{z \in [d]} \alpha_{xz} = 0\). As a matter of simplifying certain notationally intensive expressions, we introduce a few convenient notations. For any \(x \in [d]\) and \(p \in \mathbb{R}^d\), set:

\[
\Delta_x p := (p_y - p_x)_{y \in [d]}.
\]

Even more compactly,

\[
|\Delta p| := \left( \sum_{y \in [d]} |\Delta_y p|^2 \right)^{1/2}.
\]

Set \(e_{yz} := e_z - e_y\) where \((e_i : i \in [d])\) is the standard basis of \(\mathbb{R}^d\). Let \(1 \in \mathbb{R}^d\) be the vector of all ones. For any \(b \in \mathbb{R}^d\), define

\[
\langle b \rangle := \frac{1}{d} \sum_{x \in [d]} b_x.
\]

For a sufficiently differentiable function \(K\) mapping \(\mathbb{R}^d \ni p \mapsto K(p) \in \mathbb{R}\), we denote its gradient by \(D_p K\) or \(\nabla_p K\) and the Hessian matrix by \(D_{pp}^2 K\). We also use derivatives on the simplex as follows. When \(K : \mathcal{P}([d]) \to \mathbb{R}\) is a measurable function,
we say that $K$ is differentiable if for any distinct $y, z \in [d]$, there exists a function $D^h_{yz} K : \mathcal{P}([d]) \to \mathbb{R}$ such that:

$$D^h_{yz} K(\eta) = \lim_{h \to 0^+} \frac{K(\eta + he_{yz}) - K(\eta)}{h}.$$ 

Denote $D^\eta K = (D^\eta_{yz} K)_{y, z \in [d]}$ and $D^\eta_y K := (D^\eta_{yz} K)_{z \in [d]}$. The set of continuously differentiable functions mapping $\mathbb{R}_+$ to some Banach space $X$, is denoted by $C^1(\mathbb{R}_+, X)$. Similarly, the set of all continuously differentiable functions $K : \mathcal{P}([d]) \to \mathbb{R}$ is denoted by $C^1(\mathcal{P}([d]))$. For $m \in M_0 := \{ m \in \mathbb{R}^d \mid \sum_{x \in [d]} m_x = 0 \}$, we define $\frac{\partial}{\partial m} K : \mathcal{P}([d]) \to \mathbb{R}^d$ and subsequently note that:

$$\left[ \frac{\partial}{\partial m} K(\eta) \right]_y := m \cdot D^\eta_y K(\eta) = m \cdot D^\eta \eta K(\eta), \quad (1.1)$$

where for a matrix $A$, we denote by $A_y$ its $y$-th row. For further discussion of derivatives on the simplex $\mathcal{P}([d])$ and justification of these computations, we refer the reader to [16, Section 2.1].

Lastly, for $K : [d] \times \mathcal{P}([d]) \to \mathbb{R}$ we say that $K$ is Lasry–Lions monotone if for all $\eta, \hat{\eta} \in \mathcal{P}([d])$,

$$\sum_{x \in [d]} (K(x, \eta) - K(x, \hat{\eta}))(\eta_x - \hat{\eta}_x) \geq 0.$$ 

## 2 The Model and the Main Results

In Sect. 2.1, we describe the discounted and ergodic models of interest. The assumptions about the models are listed in Sect. 2.2. In Sect. 2.3, we introduce the corresponding discounted and ergodic MFG games. That is, we provide the MFG systems and the relationship between the ergodic MFG system and the stationary discounted MFG systems and the mean field equilibria, described by a fixed point of a best response map. Then, we introduce the discounted and ergodic master equations in Sect. 2.4. We provide there the connection to their respective MFGs and state the main results of the paper, Theorem 2.1, that deals with the well-posedness and regularity of the ergodic master equation.

### 2.1 Description of the MFGs

Throughout the paper, we have in the background a fixed filtered probability space $(\Omega, \mathcal{F}, \mathbb{P})$. We consider two finite-state continuous-time MFGs: discounted and ergodic. The games share much of the same structure and differ only by their cost criteria. The state space is $[d]$, where $d$ is an integer greater than one. Informally, in an MFG a continuum of players aim to minimize their own individual cost. The initial distribution of the players along the states is $\mu_0 \in \mathcal{P}([d])$. Rigorously, equilibria in MFGs are defined via a fixed point of a best response mapping as we now illustrate.
We consider a representative player that uses Markovian controls taking values in a set of rates $\mathbb{A} \subseteq \mathbb{R}^+_+$, also called the action set. A Markovian control is a measurable function $\alpha : \mathbb{R}^+_+ \times [d] \to \mathbb{R}^d$, such that for any $y \in [d]$, $y \neq x$, $\alpha_y(t, x) \in \mathbb{A}$ is the rate of transition at time $t$ to move from state $x$ to state $y$; and $\alpha_x(t, x) = -\sum_{y, y \neq x} \alpha_y(t, x)$. A Markovian control $\tilde{\alpha}$ that is independent of the time variable $t$ is called a stationary Markovian control. Denote the set of all Markovian controls (resp., stationary Markovian controls) by $\mathbb{A}$ (resp., $\mathbb{A}_s$). Occasionally, we refer to $\alpha \in \mathbb{A}$ as a measurable mapping $\alpha : \mathbb{R}^+_+ \to \mathcal{Q} \mathbb{A}$, and to $\alpha \in \mathbb{A}_s$ as an element of $\mathcal{Q} \mathbb{A}_s$.

The dynamics of the representative player $X = X^\alpha$ are given by:

$$X_t = X_0 + \int_0^t \int_{\mathbb{A}_y^d} (y - X_s^-) 1_{\{\xi_y \in [0, \alpha_y(s, X_s^-))\}} \mathcal{N}(ds, d\xi), \quad t \in \mathbb{R}^+_+,$$

where $\mathbb{P} \circ (X_0)^{-1}$ is a fixed distribution from $\mathcal{P}([d])$. For simplicity throughout the paper, we assume that $X_0 = x_0 \in [d]$ is fixed. Also, $\mathcal{N}$ is a Poisson random measure with intensity measure $\nu$ given by

$$\nu(E) := \sum_{y \in [d]} \text{Leb}(E \cap \mathbb{A}_y^d), \quad (2.1)$$

with $\mathbb{A}_y^d := \{u \in \mathbb{E} \mid u_x = 0 \text{ for all } x \neq y\}$, and where Leb is the Lebesgue measure on $\mathbb{R}$. The Poisson random measure is the idiosyncratic noise.

To model the continuum of players, we consider a flow of measures, given by the deterministic and measurable function $\mu : \mathbb{R}^+_+ \to \mathcal{P}([d])$, satisfying the initial condition $\mu(0) = \mathbb{P} \circ (X_0)^{-1}$. The representative player responds to the flow of measures $\mu$ by minimizing its private cost. In the discounted case, with discount factor $r > 0$, the cost to the representative player using the control $\alpha$ and with the other players distributed at time $t$ according to $\mu(t)$ is:

$$J_r(\alpha, \mu) := \mathbb{E} \left[ \int_0^\infty e^{-rt} \{ f(X_t, \alpha(t, X_t)) + F(X_t, \mu(t)) \} dt \right],$$

where $f$ and $F$ are real-valued measurable functions, such that $f(x, a)$ does not depend on $a_x$. A few times, we will consider the cost beginning at a particular time $t_0 \in \mathbb{R}^+_+$ and where $X_{t_0} = x \in [d]$. In this case, we denote:

$$J_r(t_0, x, \alpha, \mu) := \mathbb{E} \left[ \int_t^\infty e^{-rt} \{ f(X_t, \alpha(t, X_t)) + F(X_t, \mu(t)) \} dt \bigg| X_{t_0} = x \right].$$

**Definition 2.1** (Discounted Mean Field Equilibrium (MFE)) Let $(\tilde{\alpha}, \tilde{\mu}) \in \mathbb{A} \times \mathcal{C}^1(\mathbb{R}^+_+, \mathcal{P}([d]))$ and define a jump process $(X_t^{\tilde{\alpha}})_{t \geq 0}$ for the representative player on $[d]$. We say that $(\tilde{\alpha}, \tilde{\mu})$ is a discounted MFE (starting at $x_0 \in [d]$) if:

- $X_0^{\tilde{\alpha}} = x_0$;
- $\mathbb{P} \circ (X_t^{\tilde{\alpha}})^{-1} = \tilde{\mu}_t$;
\[ J_r(\tilde{\alpha}, \tilde{\mu}) = \arg \min_{\alpha' \in A} J_r(\alpha', \tilde{\mu}). \]

In the ergodic case, the cost is a long-time average:

\[ J_0(\alpha, \mu) := \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \left[ \int_0^T \{ f(X_t, \alpha(t, X_t)) + F(X_t, \mu(t)) \} \, dt \right]. \]

As in [2, Definition 2.1], we define a stationary ergodic MFE as a fixed point to an ergodic control problem in the following sense:

**Definition 2.2** (Stationary Ergodic MFE) Let \((\tilde{\alpha}, \tilde{\mu}) \in A_s \times C^1([d], \mathcal{P}([d]))\) and define a jump process \((X_{\tilde{\alpha}})_{t \geq 0}\) for the representative player on \([d]\). We say that \((\tilde{\alpha}, \tilde{\mu})\) is a stationary ergodic MFE (starting at \(x_0 \in [d]\)) if:

- \(X_{\tilde{\alpha}}_0 = x_0\);
- \(\mathbb{P} \circ (X_{\tilde{\alpha}})^{-1} = \tilde{\mu}_t\);
- \(J_0(\tilde{\alpha}, \tilde{\mu}) = \arg \min_{\alpha' \in A_s} J_0(\alpha', \tilde{\mu})\).

We will demonstrate in Proposition 2.1 that the unique solution of the ergodic MFG system \((MFG_0)\) naturally characterizes a stationary ergodic MFE and vice versa.

### 2.2 Assumptions

For the MFGs, we introduce the Hamiltonian \(H : [d] \times \mathbb{R}^d \to \mathbb{R}\), given by

\[
H(x, p) := \inf_a \left\{ f(x, a) + a \cdot p \right\},
\]

where the infimum is taken over rate vectors \(a \in \mathbb{R}^d\), such that for any \(y \neq x, a_y \in A\) and \(a_x = -\sum_{y, y \neq x} a_y\). We now make a few standard assumptions on the model.

\((A_1)\) The action space is \(A := [\alpha_l, \alpha_u]\), for some \(0 < \alpha_l < \alpha_u < \infty\).

\((A_2)\) There exists a unique optimal rate selector for the Hamiltonian. Namely, there is a measurable function \(\gamma^*\) that maps any \((x, p) \in [d] \times \mathbb{R}^d\), to a unique rate vector \(a\), satisfying for any \(y \neq x, a_y \in A\) and \(a_x = -\sum_{y, y \neq x} a_y\):

\[
\gamma^*(x, p) := \arg \min_{a} \left\{ f(x, a) + a \cdot p \right\}.
\]

We note that it is enough for \(f\) to be strictly convex (in \(\alpha\)) to ensure that \(\gamma^*\) has a unique minimizer. Moreover, a sufficient condition for \(\gamma^*\) to be globally Lipschitz is that \(f\) is uniformly convex. Whenever \(H\) is differentiable,

\[
\gamma^*(x, p) = D_p H(x, p),
\]

see e.g., [25, Proposition 1].

\((A_3)\) For any \(x \in [d]\), the mean field cost \(F(x, \cdot) \in C^1(\mathcal{P}([d]))\) and \(D^n F(x, \cdot)\) is Lipschitz.
As a result, both $F(x, \cdot)$ and $D^\eta F(x, \cdot)$ are bounded since they are defined on compact sets.

(A4) The mean field cost is monotone in the Lasry–Lions sense:

$$\sum_{x \in [d]} (F(x, \eta) - F(x, \hat{\eta}))(\eta_x - \hat{\eta}_x) \geq 0,$$

for all $\eta, \hat{\eta} \in \mathcal{P}([d])$. Since $F(x, \cdot)$ is $C^1$ regular, and Lasry–Lions monotone, this is equivalent to having for all $m \in \mathcal{M}_0$ and all $\eta \in \mathcal{P}([d])$ that:

$$\sum_{x \in [d]} m_x D^\eta_1 F(x, \eta) \cdot m \geq 0.$$  \hfill (2.4)

Finally, we require that:

(A5) The Hamiltonian $H$ is $C^2$ with respect to $p$. Moreover, on any compact set $[-K, K]$, we will assume $D_p H$ and $D^2_{pp} H$ are Lipschitz in $p$ and there exists $C_{2, H} > 0$ such that:

$$D^2_{pp} H(x, p) \leq -C_{2, H}.$$  

We note that it is enough to assume these properties for compact sets since essentially, any $p$ argument of $H$ (and of $\gamma^*$) will be uniformly bounded (see, for instance, [16, Remark 1] and Lemma 3.5 in the sequel).

Throughout, we will denote the Lipschitz constant of a given function $g$ as $C_{L, g}$ and a bound as $C_g$.

For an example that satisfies the assumption above, the reader is referred to [16, Example 1].

### 2.3 The MFG Systems

Below, we introduce two discounted MFG systems, which are essential to obtain the main result. We start with the discounted MFG system that is comprised of a Hamilton–Jacobi–Bellman equation, whose solution is the value of the game, and a Kolmogorov’s equation. The latter describes the flow of the distribution of players for some fixed initial data $\mu_0$. Namely, fix an initial distribution of players $\mu_0 = (\mu_{0, x} : x \in [d]) \in \mathcal{P}([d])$. The discounted MFG system is given by:

$$\begin{align*}
-\frac{d}{dt} u^r_x(t) &= -r u^r_x(t) + H(x, \Delta_x u^r(t)) + F(x, \mu^r(t)), \\
\frac{d}{dt} \mu^r_x(t) &= \sum_{y \in [d]} \mu^r_y(t) y_x^y(t, \Delta_y u^r(t)), \\
\mu^r_x(0) &= \mu_{0, x},
\end{align*}$$

where $u^r : \mathbb{R}_+ \to \mathbb{R}^d$ and $\mu^r : \mathbb{R}_+ \to \mathcal{P}([d])$. After establishing some results for a stationary version of this system, we will return to $(MFG_r)$.  

\[ \square \]
The next proposition states that by omitting the initial condition on $\mu^r$, then for sufficiently small $r > 0$, there is a unique stationary solution to $(\text{MFG}_r)$ and write this system as

\[
\begin{aligned}
- r \bar{u}_x^r + H(x, \Delta_x \bar{u}^r) + F(x, \bar{u}^r) &= 0, \\
\sum_{y \in [d]} \bar{u}^r_y \gamma^*_x(y, \Delta_y \bar{u}^r) &= 0,
\end{aligned}
\]

(2.5)

with constants $\bar{\mu}^r \in \mathcal{P}([d])$ and $\bar{u}^r \in \mathbb{R}^d$. Moreover, it relates the discounted MFG system (2.5) to the ergodic MFG system $(\text{MFG}_0)$, proves that the ergodic MFG system $(\text{MFG}_0)$ has a unique solution without depending on the additional contractive assumptions used in [25], and elucidates the relationship between the stationary MFG solution and the stationary ergodic MFE.

**Proposition 2.1 (Stationary Systems)** There exists $r_0 > 0$, such that for any $r \in (0, r_0)$ the following holds:

(i) There exists a unique solution $(\bar{u}^r, \bar{\mu}^r) \in (0, \infty)^d \times \mathcal{P}([d])$ to (2.5). Additionally, there is a positive constant $C$, such that for any $r \in (0, r_0)$, $|r \bar{u}^r_x| \leq C$ and for any $x \in [d]$, $\bar{u}^r_x \geq C^{-1}$.

(ii) There exists a unique solution $(\bar{\varrho}, \bar{u}, \bar{\mu}) \in \mathbb{R} \times \mathcal{M}_0 \times \mathcal{P}([d])$ to $(\text{MFG}_0)$. Moreover, there exists $C > 0$ such that for any $r \in (0, r_0)$,

\[
\max_{x \in [d]} |r \bar{u}^r_x - \bar{\varrho}| + \left( \sum_{x \in [d]} |\Delta_x (\bar{u}^r - \bar{\varrho})|^2 \right)^{1/2} + |\bar{u}^r - \bar{\mu}| \leq Cr^{1/2}.
\]

Together with (i), $\bar{u}_x > 0$ for any $x \in [d]$.

(iii) From the solution of $(\text{MFG}_0)$ one can naturally construct a stationary ergodic MFE $(\bar{\alpha}, \mu)$ in the sense of Definition 2.2, where $\bar{\alpha}_{xy} := \gamma^*_x(x, \Delta_x \bar{u})$ and $\mu$ is the flow of distributions of the jump process of the representative player $(X^\tilde{\alpha}_t)_{t \geq 0}$ on $[d]$. Conversely, any stationary ergodic MFE $(\bar{\alpha}, \bar{\mu})$ corresponds to the unique solution to the MFG system $(\text{MFG}_0)$, $(\bar{\varrho}, \bar{u}, \bar{\mu})$, in the sense that $\bar{\alpha}$ is of the form $\bar{\alpha}_{xy} = \gamma^*_x(x, \Delta_x \bar{u})$, the flow of distributions satisfy $\bar{\mu}(t) \to \bar{\mu}$ as $t \to \infty$, and $\bar{\varrho}$ is the value of playing the equilibrium $(\bar{\alpha}, \bar{\mu})$.

The next proposition establishes the existence and uniqueness of a solution to $(\text{MFG}_r)$. Then, the proposition proves a strong decay to the stationary solution for a solution with any initial data. By using an analysis of the linearized systems, the uniform bound passes to any difference of discounted MFG solutions while allowing for initial data in the bound. These bounds hold uniformly in $r$ in a small neighborhood of 0. Finally, the proposition connects the discounted MFG system $(\text{MFG}_r)$ to the discounted MFE.

**Proposition 2.2 (Discounted MFG System)** There exists $r_0 > 0$ such that for any fixed $r \in (0, r_0)$, the following holds:

(i) The system $(\text{MFG}_r)$ admits a unique solution.
(ii) There exist \( \gamma, r_o > 0 \) and \( C > 0 \), independent of \( \mu_0 \), such that for any \( r \in (0, r_o) \) and \( t \in \mathbb{R}_+ \),
\[
|\mu^r(t) - \tilde{\mu}^r| + |u^r(t) - \tilde{u}^r| \leq Ce^{-\gamma t}.
\]

(iii) Let \((u^r, \mu^r)\) and \((\tilde{u}^r, \tilde{\mu}^r)\) be solutions to \((MFG_r)\) where the initial data \( \mu_0 := \mu^r(0) \) and \( \tilde{\mu}_0 := \tilde{\mu}^r(0) \) is allowed to differ. Then, there exist \( C, \gamma > 0 \) independent of \( \mu_0, \tilde{\mu}_0 \), such that for all \( r \in (0, r_o) \):
\[
|\mu^r(t) - \tilde{\mu}^r| + |u^r(t) - \tilde{u}^r| \leq Ce^{-\gamma t}|\mu_0 - \tilde{\mu}_0|.
\]

(iv) Any solution \((u^r, \mu^r)\) to the discounted MFG system \((MFG_r)\) gives rise to a discounted MFE \((\alpha^r, \mu^r)\), where \( \alpha^r_x(t) := \gamma^* x_t(x, \Delta_x u^r(t)) \). Conversely, any discounted MFE \((\tilde{\alpha}^r, \tilde{\mu}^r)\) naturally corresponds to the solution \((\tilde{u}^r, \tilde{\mu}^r)\) to \((MFG_r)\) where \( \tilde{u}^r_x(t) := e^{\gamma t} J(r, x, \tilde{\alpha}^r, \tilde{\mu}^r) \).

In fact, we can establish the existence and uniqueness of a solution to \((MFG_r)\) for any \( r > 0 \) by using a fixed point theorem. However, we do not include this argument here since it is lengthy and not of much use to the focus of this paper. We also note that the proof of part (iv)—the relationship between \((MFG_r)\) and the discounted MFE—holds for any \( r > 0 \).

### 2.4 The Master Equations

Now, we are ready to describe the discounted and ergodic master equations and the connections to their respective MFGs. The discounted master equation is given by
\[
ru_r(x, \eta) = H(x, \Delta_x u_r(\cdot, \eta)) + \sum_{y,z \in [d]} \eta_y D^y_{yz} u_r(x, \eta) y^*_z (y, \Delta_y u_r(\cdot, \eta)) + F(x, \eta),
\]
where \( u_r : [d] \times \mathcal{P}([d]) \to \mathbb{R} \). The following proposition summarizes significant uniform-in-\( r \) regularity properties of the solution of the master equations and connect them to their respective MFGs.

**Proposition 2.3** (Discounted Master Equation) There exists \( r_0 > 0 \), such that for any \( r \in (0, r_0) \) the following holds:

(i) The master equation \((ME_r)\) admits a solution.

(ii) The solution \( u_r \) is unique and satisfies \( u_r(x, \mu_0) = u^*_x(0) \) where \((u^r, \mu^r)\) solves \((MFG_r)\) with \( \mu^r(0) = \mu_0 \). In particular, \( u_r(x, \tilde{\mu}^r) = \tilde{u}^r_x \) where \((\tilde{u}^r, \tilde{\mu}^r)\) solves the stationary discounted MFG system \((2.5)\).

(iii) \( u_r \) is differentiable with respect to \( \eta \) and there is a constant \( C > 0 \), such that for any \( \eta_1, \eta_2 \in \mathcal{P}([d]), r \in (0, r_0), \) and \( x \in [d] \),
\[
|ru_r(x, \eta_1)| + |D^y_1 u_r(x, \eta_1)| \leq C \quad \text{and} \quad |D^y_1 u_r(x, \eta_1) - D^y_1 u_r(x, \eta_2)| \leq C|\eta_1 - \eta_2|.
\]
(iv) $U_r$ is monotone in the Lasry–Lions sense.

Property (iii) above is essential to show that $\{U_r\}_{r \in (0, r_0)}$ are sequentially compact and so enables us to obtain the existence and smoothness of the solution to the ergodic master equation. Proving this point is one of the main challenges in this work.

**Theorem 2.1** (Ergodic Master Equation)

(i) The master equation (ME) admits a solution $(\varrho, U_0)$.

(ii) $U_0$ is differentiable with respect to $\eta$ and there is a constant $C > 0$ such that for any $\eta_1, \eta_2 \in \mathcal{P}([d])$ and $x \in [d]$,

$$|D^1_\eta U_0(x, \eta_1) - D^1_\eta U_0(x, \eta_2)| \leq C|\eta_1 - \eta_2|.$$

(iii) $U_0$ is monotone in the Lasry–Lions sense.

(iv) Let $(\tilde{\varrho}, \tilde{u}, \tilde{\mu}) \in \mathbb{R} \times \mathcal{M}_0 \times \mathcal{P}([d])$ be the unique solution to the ergodic MFG system (MFG$_0$) and recall that $\varrho \in \mathbb{R}$ is the value in the ergodic master equation. Then, $\tilde{\varrho} = \varrho$ and $U_0(\cdot, \tilde{\mu}) = \tilde{u} + k1$, for some constant $k \in \mathbb{R}$. Moreover, $\varrho \in \mathbb{R}$ is unique and $U_0 : [d] \times \mathcal{P}([d]) \to \mathbb{R}$ is unique up to an additive constant in the following sense: if $(\hat{\varrho}, \hat{U}_0)$ solves (ME), then $\hat{\varrho} = \varrho$ and there is $k \in \mathbb{R}$, such that for any $\eta \in \mathcal{P}([d])$, $\hat{U}_0(\cdot, \eta) = U_0(\cdot, \eta) + k1$.

2.5 Proofs Outline

Section 3 establishes several useful lemmas which are used throughout the paper and can be skipped on a first reading. Section 4 is dedicated to proving Proposition 2.1. There we show that the stationary solution to (MFG$_r$) is close to the ergodic MFG system (MFG$_0$) up to an order of $r^{1/2}$. Then in Sect. 5, we work with several discounted linearized systems that allow us to obtain both uniform estimates on the difference between solutions of the discounted MFG system with different initial conditions and to obtain regularity of the discounted and ergodic master equations. We use these linearized systems in Sect. 6 to prove Proposition 2.2. Sections 7 and 8 are dedicated to the proofs of Proposition 2.3 and Theorem 2.1, respectively.

Finally, we wish to emphasize that we will work with small discount factors. That is, all the results in this paper will hold for $r \in (0, r_0)$ where $r_0$ is small enough and $r_0$ may change throughout the paper.

3 Preliminary Lemmas

We introduce four lemmas that deal with ODEs of the general structure we will encounter throughout the paper. The first one, Lemma 3.1, demonstrates an elementary equivalence of expressions. The second one, Lemma 3.2, notes that for reasonably nice stochastic processes there is a uniform exponential decay to the stationary distribution. The third, Lemma 3.3, will be useful in analyzing the difference of solutions to Kolmogorov’s equations. The final one, Lemma 3.4, gives a useful bound on solutions to a particular ODE. In particular, the third and fourth lemmas are used numerous
times throughout the paper. After we establish the four initial lemmas, we introduce two additional lemmas that deal with the MFG system in particular. Finally, in this section we will list which of the five main assumptions are relevant for each result. In every result after this section, all five main assumptions are used and so they will not be listed.

**Lemma 3.1** For any \( b \in \mathbb{R}^d \),

\[
|\Delta b| = \sqrt{2d}|b - \langle b \rangle|.
\]

The proof follows by simple arithmetic. For completeness, a short proof of this equivalence is provided in the arxiv version [18, Lemma 3.1].

**Lemma 3.2** Assume (A_1) and fix \( \delta > 0 \). Then there exist parameters \( c = c(\delta) \), \( C = C(\delta) > 0 \) such that for any transition matrix \( P \) of a discrete-time Markov chain on \( [d] \) with inputs greater or equal to \( \delta \), any initial state \( x \in [d] \), and any \( k \in \mathbb{N} \), one has:

\[
|P^k(x, \cdot) - \pi(\cdot)| \leq Ce^{-ck},
\]

where \( \pi \) is the stationary distribution of the irreducible recurrent chain \( P \). As a corollary, for any two initial distributions \( p_0 \) and \( \hat{p}_0 \), and any \( k \in \mathbb{N} \),

\[
|(p_0 - \hat{p}_0)^T P^k| \leq 2Ce^{-ck}.
\]

The proof follows since the Doeblin condition holds (see for instance [21, p.192]). Let \( Q := Q[\hat{A}] \) be the set of \( d \times d \) transition matrices with rates from \( \hat{A} \).

**Lemma 3.3** Assume (A_1) and fix measurable functions \( h : \mathbb{R}_+ \to Q \) and \( B : \mathbb{R}_+ \to \mathcal{M}_0 \) satisfying \( \int_0^{\infty} |B(t)|^2 dt < \infty \). Let \( m : \mathbb{R}_+ \to \mathcal{M}_0 \) be the solution to the ODE:

\[
\frac{d}{dt} m_x(t) = \sum_{y \in [d]} m_y(t)h_{yx}(t) + B_x(t), \quad t \in \mathbb{R}_+,
\]

with \( m(0) = m_0 \in \mathcal{M}_0 \). Then, there exist constants \( c, C > 0 \), depending only on \( a_l \) and \( a_u \), such that for any \( t \in \mathbb{R}_+ \),

\[
|m(t)| \leq Ce^{-ct}|m(0)| + Ce^{-ct} \int_0^t e^{cs}|B(s)|_1 ds \leq Ce^{-ct}|m(0)| + C \int_0^t |B(s)|_1 ds.
\]

**Proof** First, note that (3.1) admits a unique solution. Moreover, by taking \( \sum_{x \in [d]} \) on both sides and recalling that \( B(t) \in \mathcal{M}_0 \) and that \( h \in Q \) implies \( \sum_{x \in [d]} h_{yx}(t) = 0 \), we get \( m(t) \in \mathcal{M}_0 \). We now turn to proving the bound. Define

\[
P(t) := \exp \left( \int_0^t h(s)ds \right) \quad \text{and} \quad \tilde{P}(t) := \exp \left( \int_0^t -h(s)ds \right).
\]
Note that $\tilde{P}(t) P(t) = I$. Multiplying the ODE by the matrix $\tilde{P}(t)$ on the right, we get

$$\frac{dm}{dt}(t) \tilde{P}(t) + m(t)(-h(t)) \tilde{P}(t) = B(t) \tilde{P}(t).$$

Using that $\frac{d}{dt} \tilde{P}(t) = -h(t) \tilde{P}(t)$ and the product rule:

$$\frac{d}{dt} \left( m(t) \tilde{P}(t) \right) = \frac{dm}{dt}(t) \tilde{P}(t) + m(t) \frac{d\tilde{P}}{dt}(t).$$

Integrating the ODE, we have

$$m(t) \tilde{P}(t) - m(0) = m(t) \tilde{P}(t) - m(0) \tilde{P}(0) = \int_0^t B(s) \tilde{P}(s) ds.$$  

Multiplying the equation by $P(t)$, we obtain:

$$m(t) - m(0) P(t) = \int_0^t B(s) \tilde{P}(s) P(t) ds = \int_0^t B(s) \exp \left( \int_s^t h(v) dv \right) ds.$$  

Consider first the case $B \equiv 0$; so $m(t) = m(0) P(t)$. Set the vectors $m_0^+ = (m_{0,i} \vee 0 : i \in [d])$ and $m_0^- = ((-m_{0,i}) \vee 0 : i \in [d])$. Then, $m(0) = m_0^+ - m_0^-$. Note that $p_0^+ := m_0^+/|m_0^+|_1$ and $p_0^- := m_0^-/|m_0^-|_1$ belong to $P([d])$. In order to use Lemma 3.2, we need to make sure that the exponent of $\frac{1}{k} \int_0^k h(s) ds \in Q$ is bounded away from zero term by term (uniformly in $k$). We start with the observation that for a matrix $A$ with all entries bounded below by $\epsilon > 0$, we have that $e^A = I + A + A^2/2 + \cdots$ and so $e^A$ must have entries bounded below by $\epsilon > 0$. Denote the matrix $H := \frac{1}{k} \int_0^k h(s) ds \in Q$. Since $H \in Q$ and the rates are bounded, there exists $\theta > 0$ such that $H + \theta I$ has entries bounded below by $\epsilon > 0$. Then,

$$e^H = e^{(H+\theta I)-\theta I} = e^{H+\theta I} e^{-\theta I} = e^{H+\theta I} e^{-\theta}.$$  

Since $e^{-\theta} > 0$ and applying the previous observation to $H + \theta I$, we find that $e^H$ has entries bounded below by some $\delta > 0$. From here on, $c$ and $C$ are positive constants which depend only on $a_I$, $a_U$, and $d$, but may change from line to line.

Note that $|m(0)| = |m_0^+ - m_0^-| = |m_0^+|_1||p_0^+ - p_0^-|$, where the last equality follows since $m_0 \in \mathcal{M}_0$ implies $|m_0^+| = |m_0^-|$. So, Lemma 3.2 together with the observation that for any $k \in \mathbb{N}$, $\frac{1}{k} \int_0^k h(s) ds \in Q$, yields,

$$|m(k)| \leq |m_0^+|_1|(p_0^+ - p_0^-) \exp \left( \left[ \frac{1}{k} \int_0^k h(s) ds \right] k \right) \leq C e^{-ck} |m_0^+|_1.$$  

To obtain such a bound for general $t \in \mathbb{R}_+$, note that

$$|m(t)| \leq |m_0^+| |p_0^+ - p_0^-| \exp\left(\frac{1}{1 + |T|} \int_0^{|T|} h(s) ds \right) \left| \exp\left( \int_0^t |h(s)| ds \right) \right|$$

$$\leq C e^{-c|T|} |m_0^+|$$

$$\leq C e^{-c} |m_0^+|_1.$$

Now, $|m_0^+|_1 \leq |m(0)|_1$ and use the equivalence of $L_1$ and $L_2$ norms in $\mathbb{R}^d$ to conclude the case $B \equiv 0$. For general $B$, define

$$\beta(s, t) := \sup_{|v| = 1} \|v^T \tilde{P}(s) P(t)\|_1 = \frac{1}{2} \max_{x, y \in [d]} |(e_x - e_y)^T \tilde{P}(s) P(t)|_1.$$

For any $x, y \in [d], e_x, e_y \in \mathcal{P}([d])$; so, Lemma 3.2 and a similar computation as with $m$ above implies $\beta(s, t) \leq C e^{-c(t-s)}$. Since $B(s) \in \mathcal{M}_0$, we find that $B(s) \cdot 1 = 0$. Therefore,

$$\int_0^t |B(s)^T \tilde{P}(s) P(t)|_1 ds = \int_0^t |B(s)|_1 \frac{B(s)^T \tilde{P}(s) P(t)}{|B(s)|_1} ds$$

$$\leq C \int_0^t |B(s)|_1 \beta(s, t) ds$$

$$\leq C \int_0^t |B(s)|_1 e^{-c(t-s)} ds.$$

**Lemma 3.4** Assume $(A_1)$ and fix $T > 0$ and measurable functions $h : [0, T] \to \mathcal{Q}$ and $A : [0, T] \to \mathbb{R}^d$ satisfying $\int_0^T |A(t)|^2 dt < \infty$. Let $v : [0, T] \to \mathbb{R}^d$ satisfy

$$-\frac{d}{dt} v_x(t) = h_x(t) \cdot \Delta_x v(t) + A_x(t), \quad t \in [0, T],$$

with a given terminal condition $v(T) = v_T \in \mathbb{R}^d$; we use the notation $h_x := (h_{xy} : y \in [d]), x \in [d]$. Then, there exist constants $c, C > 0$, depending only on $a_l$ and $a_u$, such that for any $t \in [0, T],$

$$|\Delta v(t)| \leq C e^{-c(T-t)} |\Delta v_T| + C \int_t^T e^{-c(s-t)} |A(s)| ds. \quad (3.2)$$

As a consequence, if we have $w : [0, T] \to \mathbb{R}_+$ which satisfies

$$-\frac{d}{dt} w_x(t) = -r w_x(t) + h_x(t) \cdot \Delta_x w(t) + A_x(t), \quad (t, x) \in [0, T] \times [d].$$
then there exist \( c, C > 0 \) depending only on \( a_l \) and \( a_u \), such that for any \( t \in [0, T] \),

\[
e^{-rt} |\Delta w(t)| \leq C e^{-rt} e^{-c(T-t)} |\Delta w_T| + C \int_0^T e^{-c(s-t)} e^{-rs} |A(s)| ds.
\]

Given the previous lemma, the proof of this lemma follows the same lines as in [12, Lemma 7.4]. Hence, it is omitted here. For completeness, we provide the full proof in the arxiv version of the paper [18, Lemma 3.4].

The proofs of Propositions 2.1 and 2.2 rely on two more auxiliary lemmas that are specific to the MFG system. The first is a preliminary bound on the solutions to \((\text{MFG}_r)\) and the second is a value-measure duality lemma, which provides a useful way to bound integrals of the solutions. Throughout the proof, \( \mu_0 \in \mathcal{P}([d]) \) is fixed.

The finite-horizon discounted MFG system we will use in our approach of Proposition 2.2 is:

\[
\begin{align*}
- \frac{d}{dt} u^T_x(t) &= -ru^T_x(t) + H(x, \Delta_x u^T(t)) + F(x, \mu^T(t)), \\
\frac{d}{dt} \mu^T_x(t) &= \sum_{y \in [d]} \mu^T_x(t) \gamma^*_x(y, \Delta_y u^T(t)), \\
\mu^T_x(0) &= \mu_{0,x}, \quad u^T(T) = 0, \quad t \in [0, T].
\end{align*}
\] (MFG\(_r^T\))

Under the regularity assumptions on \( H, F, \) and \( \gamma^* \), we have by the same techniques as in [5] that there exists a unique solution to \((\text{MFG}_r)\).

Recall that the Hamiltonian \( H \) is assumed to be locally Lipschitz. The following lemma shows that solutions to the above ODEs are bounded, uniformly in \( T \), and so \( H \) only ever takes inputs from a compact set. We use this bound in several places throughout the paper.

**Lemma 3.5 (Solution Bound)** Assume \((A_2)\) and \((A_3)\). Fix an arbitrary \( \theta : \mathbb{R}_+ \to \mathcal{P}([d]) \) satisfying \( \theta(0) = \mu_0 \). Assume that \( u \) and \( u^T \) solve the following ODEs:

\[
\begin{align*}
- \frac{d}{dt} u_x(t) &= -ru_x(t) + H(x, \Delta_x u(t)) + F(x, \theta(t)), \quad t \in \mathbb{R}_+, \\
- \frac{d}{dt} u^T_x(t) &= -ru^T_x(t) + H(x, \Delta_x u^T(t)) + F(x, \theta(t)), \quad t \in [0, T].
\end{align*}
\] (3.3) (3.4)

Then,

\[
\max_{(t,y) \in [0,T] \times [d]} |u^T_y(t)| \leq \frac{C_f + F}{r} \quad \text{and} \quad \sup_{(t,y) \in \mathbb{R}_+ \times [d]} |u_y(t)| \leq \frac{C_f + F}{r}.
\] (3.5)

The proof follows from a standard application of Itô’s lemma and the boundedness of the costs \( f \) and \( F \); for completeness, it is provided in the arxiv version of the paper, [18, Lemma 4.1].

Eventually we prove that the solutions of the finite horizon system converge to the unique solution to \((\text{MFG}_r)\) as the time horizon \( T \to \infty \); to show this, we require the following.
Lemma 3.6 (Value and measure duality) Assume $(A_2), (A_4),$ and $(A_5).$ Let $(u^r, \mu^r)$ and $(\tilde{u}^r, \tilde{\mu}^r)$ be solutions to $(MFG_r)$ or $(MFG^2_r)$ where the initial data $\mu^r_0$ and $\tilde{\mu}^r_0$ is allowed to differ. Fix $0 \leq t_1 < t_2 \leq T.$ In the case of solutions to $(MFG_r),$ we allow $T = \infty.$ Then:

$$C_{2, H} \int_{t_1}^{t_2} e^{-rt} \sum_{x \in [d]} \left| \Delta_x (u^r - \tilde{u}^r)(t) \right|^2 (\mu^r_x(t) + \tilde{\mu}^r_x(t))dt$$

$$\leq -e^{-rt} (\mu^r(t) - \tilde{\mu}^r(t)) \cdot (u^r(t) - \tilde{u}^r(t)) \bigg|_{t_1}^{t_2}.$$ 

**Proof** For $v := u - \tilde{u}$ and $m := \mu - \tilde{\mu},$ an application of the chain rule implies that

$$e^{-rt_2} \sum_{x \in [d]} m_x(t_2)v_x(t_2) - e^{-rt_1} \sum_{x \in [d]} m_x(t_1)v_x(t_1)$$

$$= \int_{t_1}^{t_2} \frac{d}{dt} \left[ e^{-rt} \sum_{x \in [d]} m_x(t)v_x(t) \right]dt$$

$$= \int_{t_1}^{t_2} e^{-rt} \sum_{x \in [d]} \left[ -rm_x(t)v_x(t) + \frac{dm_x}{dt}(t)v_x(t) + \frac{dv_x}{dt}(t)m_x(t) \right]dt$$

$$= \int_{t_1}^{t_2} e^{-rt} \sum_{x \in [d]} \left[ (H(x, \Delta_x \tilde{u}(t)) - H(x, \Delta_x u(t)) + F(x, \mu(t)) - F(x, \tilde{\mu}(t)))m_x(t) \right.$$

$$\left. + v_x(t) \sum_{y \in [d]} \phi_{yx}(t) \right]dt,$$

where $\phi_{yx}(t) = \mu y(t)\gamma^x y(y, \Delta_x u(t)) - \tilde{\mu}y(t)\gamma^x y(y, \Delta_y \tilde{u}(t)).$ Rearranging this expression, using the Lasry–Lions monotonicity condition for $F,$ and the fact that

$$\sum_x \gamma^x y(y, \Delta_x u(t)) = \sum_x \gamma^x y(y, \Delta_y \tilde{u}(t)) = 0,$$

we get,

$$0 \leq \sum_{x \in [d]} \int_{t_1}^{t_2} e^{-rt} (F(x, \mu(t)) - F(x, \tilde{\mu}(t)))m_x(t)dt$$

$$= \sum_{x \in [d]} \int_{t_1}^{t_2} e^{-rt} \left[ v_x(t) \sum_{y \in [d]} \phi_{yx}(t) + (H(x, \Delta_x \tilde{u}(t)) - H(x, \Delta_x u(t)))m_x(t) \right]dt$$

$$- e^{-rt} (\mu^r(t) - \tilde{\mu}^r(t)) \cdot (u^r(t) - \tilde{u}^r(t)) \bigg|_{t_1}^{t_2}$$

$$= \int_{t_1}^{t_2} e^{-rt} \sum_{x \in [d]} \left[ H(x, \Delta_x \tilde{u}(t)) - H(x, \Delta_x u(t)) + \Delta_x v \cdot \gamma^x (x, \Delta_x u(t)) \right] \mu_x(t)dt.$$
\[
+ \int_{t_1}^{t_2} e^{-rt} \left[ H(x, \Delta_x u(t)) - H(x, \Delta_x \tilde{u}(t)) - \Delta_x v \cdot \gamma^*(x, \Delta_x \tilde{u}(t)) \right] \mu(x) \, dt
- e^{-rt} (\mu^r(t) - \tilde{\mu}^r(t)) \cdot (u^r(t) - \tilde{u}^r(t)) \bigg|_{t_1}^{t_2}.
\]

Since \( H \) is differentiable and \( \gamma^* \) is Lipschitz, (2.2) says \( \gamma^*(x, p) = D_p H(x, p) \). Moreover, since we assumed \( D_{pp}^2 H(x, p) \) is bounded away from 0, we obtain the inequalities:

\[
H(x, \Delta_x \tilde{u}(t)) - H(x, \Delta_x u(t)) + \Delta_x v \cdot \gamma^*(x, \Delta_x u(t)) \leq -C_2 H |\Delta_x v|^2,
\]

\[
H(x, \Delta_x u(t)) - H(x, \Delta_x \tilde{u}(t)) - \Delta_x v \cdot \gamma^*(x, \Delta_x \tilde{u}(t)) \leq -C_2 H |\Delta_x v|^2.
\]

Combining these two observations and then moving the two integrals in (3.6) to the left-hand side yields the desired inequality.

We end this section with a comment about how the assumptions (\( A_1 \))–(\( A_5 \)) and the above lemmas allow us to obtain the exponential bounds in Proposition 2.2. We also draw parallels between the finite state MFG given here and the MFG with diffusion dynamics on the torus, see e.g., [11, 13].

**Remark 3.1**

- Parallels between our setup and the diffusion case on the torus: We work with a Markov chain on a finite state space. This setup shares some features to the MFG in the diffusion case on the torus, which is compact. Had we allowed for a discrete but infinite state space, we would need to assume further conditions that lead to stability, positive recurrence, and proper growth conditions on the cost terms. As for the control component, assumption (\( A_1 \)) asserts that the rates are in a compact set that is bounded away from zero. In a way, this condition is equivalent to assuming that the diffusion coefficient gets values in a compact set that is bounded away from zero.

- Exponential bounds: Assumption (\( A_1 \)) implies the geometric ergodicity in Lemma 3.3 builds on this geometric ergodicity and improves it. To see this, consider two flows of measures \( \mu \) and \( \tilde{\mu} \), associated with the time-dependent rate matrices \( Q(t) \) and \( \tilde{Q}(t) \) and the initial conditions \( \mu_0 \) and \( \tilde{\mu}_0 \), respectively. Then, \( m := \mu - \tilde{\mu} \) satisfies (3.1) with \( h = Q \) and \( B(t) = \tilde{\mu}^T(t)(Q - \tilde{Q})(t) \). One case that shows up in several settings in the sequel is when the rate matrices \( Q \) and \( \tilde{Q} \) are functions of some value functions \( u \) and \( \tilde{u} \), respectively, that are coupled with \( \mu \) and \( \tilde{\mu} \) through MFG systems, see e.g., Sects. 4.1 and 6. Then, we get an exponential bound for the difference between \( \mu \) and \( \tilde{\mu} \) plus an error that emerges from the difference between the value functions. Lemma 3.4 provides a complimentary bound for the difference between the values by considering \( v = u - \tilde{u} \) and by pulling off similar tricks to the ones performed in Lemma 3.6, which in turn relies on the monotonicity of \( F (A_4) \) and the concavity of \( H (A_5) \), together with the fact that the gradient of the Hamiltonian is the optimal selector rate matrix (2.2). These ideas go beyond analyzing differences between solutions to MFG systems and are useful in the analysis of linearized systems of the MFG systems, see e.g., Sects. 6.3 and 7. For these systems we need also the regularity of \( F (A_3) \).
4 Proof of Proposition 2.1

In this section, we provide a relationship between two stationary MFG systems: the discounted MFG system \((2.5)\) in which the initial distribution of the players is the stationary distribution, and the ergodic MFG system \((MFG_0)\). We then provide existence and uniqueness results for \((MFG_0)\). Finally, we prove the relationship between the stationary ergodic MFG solution and stationary ergodic MFE.

4.1 Proof of (i)

The proof of existence of a solution to \((2.5)\) follows a standard fixed point argument and the proof of the boundedness of \(\bar{\mu}^r\) away from zero follows an elementary argument utilizing the fact that the transition rates are bounded away from zero. So both proofs are omitted here but appear in the arxiv version [18, Section 4.1].

**Uniqueness of a solution to \((2.5)\):** Let \((\bar{u}^r, \bar{\mu}^r)\) and \((\bar{v}^r, \bar{\theta}^r)\) solve the stationary discounted MFG \((2.5)\). We claim the following duality,

\[
C_2, H \sum_{x \in [d]} |\Delta_x(\bar{u}^r - \bar{v}^r)|^2 (\bar{\mu}^r_x + \bar{\theta}^r_x) \leq r(\bar{u}^r - \bar{v}^r) \cdot (\bar{\mu}^r - \bar{\theta}^r) .
\] (4.1)

To see this, we just follow the same lines as in the proof of Lemma 3.6; that is, we replace \((\tilde{u}^r, \tilde{\mu}^r)\) with \((\bar{v}^r, \bar{\theta}^r)\) and \((u^r, \mu^r)\) with \((\bar{u}^r, \bar{\mu}^r)\). Then, we repeat the same computation and in this case the derivative quantities are replaced by just adding zero.

Next, we claim that there exists \(C > 0\) independent of \(r\) such that:

\[
|\bar{\mu}^r - \bar{\theta}^r| \leq C \left( \sum_{x \in [d]} |\Delta_x(\bar{u}^r - \bar{v}^r)|^2 \right)^{1/2} .
\] (4.2)

To see this, use Lemma 3.3 with \(m(t) \equiv \bar{\mu}^r - \bar{\theta}^r\) and \((2.5)\) to obtain \(c, C > 0\) independent of \(r\) that may change from one line to the next such that:

\[
|\bar{\mu}^r - \bar{\theta}^r| \leq C e^{-ct} |\bar{\mu}^r - \bar{\theta}^r| + C \left( \sum_{y \in [d]} \bar{\theta}^r_y \left[ \gamma_x^* (y, \Delta_x \bar{u}^r) - \gamma_x^* (y, \Delta_x \bar{v}^r) \right] \right) \left( \sum_{x \in [d]} \left| \sum_{y \in [d]} \bar{\theta}^r_y \left[ \gamma_x^* (y, \Delta_x \bar{u}^r) - \gamma_x^* (y, \Delta_x \bar{v}^r) \right] \right|^2 \right)^{1/2} .
\]

\[
|\bar{\mu}^r - \bar{\theta}^r| \leq C e^{-ct} |\bar{\mu}^r - \bar{\theta}^r| + C \sum_{y \in [d]} \bar{\theta}^r_y |\Delta_y (\bar{u}^r - \bar{v}^r)| \left( \sum_{x \in [d]} |\Delta_x (\bar{u}^r - \bar{v}^r)|^2 \right)^{1/2} .
\]
where we used the Lipschitz continuity of $\gamma^*$ and Cauchy–Schwarz. We have that $|\tilde{\theta}^r|$ is bounded by 1 and so choosing $t > 0$ large enough proves (4.2).

We now establish uniqueness by a duality argument. With the reasoning below, there are $C_1, C_2, C_3 > 0$, independent of $r$, such that,

$$C_1^{-1} \sum_{x \in [d]} |\Delta_x (\bar{u}^r - \tilde{v}^r)|^2 \leq C_2^{-1} \sum_{x \in [d]} |\Delta_x (\bar{u}^r - \tilde{v}^r)|^2(\bar{\mu}_x^r + \bar{\theta}_x^r)$$

$$\leq r \sum_{x \in [d]} (\bar{u}_x^r - \bar{v}_x^r)(\bar{\mu}_x^r - \bar{\theta}_x^r)$$

$$= r \left[ \sum_{x \in [d]} (\bar{u}_x^r - \bar{v}_x^r)(\bar{\mu}_x^r - \bar{\theta}_x^r) - \sum_{x \in [d]} ((\bar{u}_x^r - \langle \vec{v} \rangle) - (\bar{u}_x^r - \langle \vec{v} \rangle)) \right]$$

$$\leq r |\bar{\mu}^r - \bar{\theta}^r| |(\bar{u}_x^r - \tilde{v}_x^r) - (\bar{u}_x^r - \langle \vec{v} \rangle)|$$

$$\leq r C_3 \left( \sum_{x \in [d]} |\Delta_x (\bar{u}^r - \tilde{v}^r)|^2 \right)^{1/2} |\bar{\mu}^r - \bar{\theta}^r|.$$

The first inequality follows since the stationary distributions are bounded away from zero; the second by (4.1); the third line follows since $\bar{\mu}^r - \bar{\theta}^r \in \mathcal{M}_0$; the fourth is Cauchy–Schwarz after combining the sums; and the final line is Lemma 3.1. Combining it with (4.2) implies that for sufficiently small $r$, $(\bar{u}^r, \bar{\mu}^r) = (\bar{v}^r, \bar{\theta}^r)$.

### 4.2 Proof of (ii)

We start with establishing the existence of a solution to (MFG0). Then, we prove the convergence of the solution of (2.5) to the solution of (MFG0) as $r \to 0$, which ultimately, implies uniqueness to (MFG0).

**Existence of a solution to (MFG0):** Fix $y_1, y_2 \in [d]$. Existence follows from a vanishing discount argument applied to $(r \bar{u}^r_{y_1}, \bar{u}^r_{y_1} - \bar{u}^r_{y_2}, \bar{\mu}^r)$, which we establish in several steps. First, we note that $\{\bar{\mu}^r\}$, belong to the compact set $\mathcal{P}([d])$. By (3.5), we know that $|r \bar{u}^r_y| \leq C_{f+F}$ for any $y \in [d]$. So, we turn to showing that $|\bar{u}^r_{y_1} - \bar{u}^r_{y_2}|$ is uniformly bounded. Let $(X_t)_{t \geq 0}$ be a jump process on $[d]$, starting at $y_1 \in [d]$, with rates $\tilde{\alpha}_{xy} := \gamma^*_x(x, \Delta_x \bar{u})$, $\tilde{\alpha}_x := (\tilde{\alpha}_{xy})_{y \in [d]}$. As with the derivation of (3.5), we can apply Itô’s lemma to $e^{-r t} \bar{u}^r_{X_t}$, use (2.5), and take expectations on both sides to obtain:

$$\bar{u}^r_{y_1} = \mathbb{E}_{y_1} \left[ \int_0^\infty e^{-r t} \sum_{x \in [d]} \mathbb{I}(X_t = x)(f(x, \tilde{\alpha}^r) + F(x, \bar{\mu}^r)) dt \right] = J(0, y_1, \tilde{\alpha}^r, \bar{\mu}^r).$$

(4.3)

So in order to find a uniform bound for $\bar{u}^r_{y_1} - \bar{u}^r_{y_2}$, we can deal with the equivalent discounted cost functional. Let $\tau_{y_2}$ be the stopping time:

$$\tau_{y_2} := \inf \{ t \geq 0 \mid X_t = y_2 \}. $$
Notice that:

\[ J_r(0, y_1, \bar{\alpha}^r, \bar{\mu}^r) = \mathbb{E}_{y_1} \left[ \int_0^{\tau_{y_2}} e^{-rt} \left( f(X_t, \bar{\alpha}^r) + F(X_t, \bar{\mu}^r) \right) dt + J_r(0, X_{\tau_{y_2}}, \bar{\alpha}^r, \bar{\mu}^r) 
- (1 - e^{-r\tau_{y_2}}) J_r(0, X_{\tau_{y_2}}, \bar{\alpha}^r, \bar{\mu}^r) \right]. \]  

(4.4)

By boundedness of \( f \) and \( F \) and since \( e^{-rt} \leq 1 \), the integral on the right hand side is bounded above by \( \tau_{y_2} C_{f+\bar{F}} \). Moreover, the numerical inequality \( (1 - e^{-rm})/r \leq m \) implies that \( r \tau_{y_2} |\bar{u}_{y_2}^r| \) is a bound for the final term on the right hand side. All together, (4.4) and these observations imply:

\[ |\bar{u}_{y_1}^r - \bar{u}_{y_2}^r| = |J_r(0, y_1, \bar{\alpha}^r, \bar{\mu}^r) - J_r(0, y_2, \bar{\alpha}^r, \bar{\mu}^r)| \leq \mathbb{E}_{y_1}[\tau_{y_2}](C_{f+\bar{F}} + r |\bar{u}_{y_2}^r|). \]

Since the jump rates of \( X_t \) are in \( \mathbb{A} \), a compact set bounded away from zero, \( \mathbb{E}_{y_1}[\tau_{y_2}] \leq C \) for some positive constant depending only on \( a_l \) and \( a_u \). Using the uniform bound for \( r \bar{u}^r \), we see that \( \bar{u}_{y_1}^r - \bar{u}_{y_2}^r \) is bounded uniformly in \( r \) too.

Therefore, for any sequence of vanishing discounts \( (r_n)_{n \in \mathbb{N}}, r_n \to 0 \), we obtain a subsequence, which by abuse of notation we also denote by \( (r_n)_{n} \), for which \( (r_n \bar{u}_{y_1}^{r_n}, \bar{u}^r - \langle \bar{u}^r \rangle, \bar{\mu}^r) \) converges. Call this limit \( (\tilde{\varphi}_{y_1}, \tilde{u}, \tilde{\mu}) \in \mathbb{R} \times \mathcal{M}_0 \times \mathcal{P}(\{d\}) \). Moreover, for any \( x \in \{d\} \):

\[ \lim_{n \to \infty} [\Delta_x \bar{u}^{r_n}]_{y_1} = \lim_{n \to \infty} [\bar{u}^{r_n}_{y_1} - \bar{u}^n_x] = \lim_{n \to \infty} [\bar{u}^{r_n}_{y_1} - \langle \bar{u}^r \rangle + \langle \bar{u}^r \rangle - \bar{u}^r_x] = \bar{u}_{y_1} - \bar{u}_x = [\Delta_x \bar{u}]_{y_1}. \]

With this observation, we note that the limit solves \( \text{MFG}_0 \) if we can remove the dependence on \( y_1 \in \{d\} \) for \( \tilde{\varphi}_{y_1} \). To this end, set \( \tilde{\varphi}_{x,y} := \gamma^*(x, \Delta_x \tilde{u}) \) and note that by the continuity of \( f, \gamma^*, \) and \( \bar{F} \), combined with the Tauberian theorem (see, e.g. [27, Proposition A.5]), we have:

\[ r_n J_{n}(0, y_1, \bar{\alpha}^{r_n}, \bar{\mu}^{r_n}) \to \lim sup_{T \to \infty} \frac{1}{T} \mathbb{E}_{y_1} \int_0^T (f(X_t, \bar{\alpha}) + F(X_t, \bar{\mu})) dt = J_0(\bar{\alpha}, \bar{\mu}), \]

So \( \tilde{\varphi}_{y_1} = J_0(\tilde{\alpha}, \tilde{\mu}) \), where the latter is independent of \( y_1 \in \{d\} \) as desired.

**Convergence of stationary discounted to ergodic:** To establish the convergence to \( \text{MFG}_0 \), we argue similarly as in the proof of uniqueness for (2.5). We claim that

\[ C_{2,H} \sum_{x \in \{d\}} |\Delta_x (\bar{u}^r - \bar{u})|^2 (\bar{\mu}_x^r + \bar{\mu}_x) \leq (r \bar{u}^r - \bar{q}) \cdot (\bar{\mu}^r - \bar{\mu}). \]

(4.5)
To see this, the computation is mostly similar to that of (4.1) (that is, Lemma 3.6), but we make note of the subtle differences:

\[
\sum_{x \in [d]} (r\tilde{u}_x^r - \tilde{\rho})(\tilde{\mu}_x^r - \tilde{\mu}_x) = \sum_{x \in [d]} \left( H(x, \Delta_x \tilde{u}^r) - H(x, \Delta_x \tilde{u}) + F(x, \tilde{\mu}^r) - F(x, \tilde{\mu}) \right)(\tilde{\mu}_x^r - \tilde{\mu}_x)
\]

\[
\geq \sum_{x \in [d]} \left( H(x, \Delta_x \tilde{u}^r) - H(x, \Delta_x \tilde{u}) \right)(\tilde{\mu}_x^r - \tilde{\mu}_x)
\]

\[
= \sum_{x \in [d]} (H(x, \Delta_x \tilde{u}^r) - H(x, \Delta_x \tilde{u}) + \Delta_x (\tilde{u}^r - \tilde{u}) \cdot \gamma^*(x, \Delta_x \tilde{u}^r))\tilde{\mu}_x^r
\]

\[
+ (H(x, \Delta_x \tilde{u}^r) - H(x, \Delta_x \tilde{u}^r) + \Delta_x (\tilde{u} - \tilde{u}^r) \cdot \gamma^*(x, \Delta_x \tilde{u}))\tilde{\mu}_x
\]

\[
\geq \sum_{x \in [d]} C_2 \mu |\Delta_x (\tilde{u}^r - \tilde{u})|^2 (\tilde{\mu}_x^r + \tilde{\mu}_x),
\]

where in each line (resp.) we used the value equations from (2.5) and (MFG0), Lasry–Lions monotonicity, the measure equations from (2.5) and (MFG0) and the fact that \( \sum_x \gamma^*_x(y, \Delta_y \tilde{u}^r) = \sum_x \gamma^*_x(y, \Delta_y \tilde{u}) = 0 \), and finally the bound on \( D^2_{\mu \rho} H(x, \rho) \). Moreover, we claim that if \( (\tilde{\rho}, \tilde{\mu}) \in \mathbb{R} \times \mathcal{M}_0 \times \mathcal{P}([d]) \) solves the ergodic MFG system (MFG0), then

\[
|\tilde{\mu}^r - \tilde{\mu}| \leq C \left( \sum_{x \in [d]} |\Delta_x (\tilde{u}^r - \tilde{u})|^2 \right)^{1/2}.
\]

The proof follows the same lines as that of (4.2). Finally, there exist \( C_1, C_2, \hat{C} > 0 \) such that:

\[
C_1^{-1} \sum_{x \in [d]} |\Delta_x (\tilde{u}^r - \tilde{u})|^2 \leq C_2^{-1} \sum_{x \in [d]} |\Delta_x (\tilde{u}^r - \tilde{u})|^2 (\tilde{\mu}_x^r + \tilde{\mu}_x)
\]

\[
\leq \sum_{x \in [d]} (r\tilde{u}_x^r - \tilde{\rho})(\tilde{\mu}_x^r - \tilde{\mu}_x)
\]

\[
= \sum_{x \in [d]} (r\tilde{u}_x^r - \langle r\tilde{u}^r \rangle)(\tilde{\mu}_x^r - \tilde{\mu}_x)
\]

\[
\leq r\hat{C} \left( \sum_{x \in [d]} |\Delta_x \tilde{u}^r|^2 \right)^{1/2},
\]

where we used the uniform bound of \( \tilde{\mu}^r \) away from 0, (4.5), the fact that \( \sum_{x \in [d]} k(\tilde{\mu}_x^r - \tilde{\mu}_x) = 0 \) for any constant \( k \) since \( \tilde{\mu}^r - \tilde{\mu} \in \mathcal{M}_0 \), and then Lemma 3.1.

**Uniqueness of a solution to (MFG0):** Uniqueness follows immediately by the previous section. That is, let \( (\tilde{\rho}, \tilde{\mu}, \tilde{\mu}) \), \( (\tilde{\rho}, \tilde{u}, \tilde{\mu}) \in \mathbb{R} \times \mathcal{M}_0 \times \mathcal{P}([d]) \) be two solutions to (MFG0). Fix \( x \in [d] \) arbitrarily and by the bound in Proposition 2.1 (ii), we have:

\[
|\tilde{\rho} - \tilde{\rho}| + |\Delta_x (\tilde{u} - \tilde{\rho})| + |\tilde{\mu} - \tilde{\mu}| \leq |r\tilde{u}_x^r - \tilde{\rho}| + |r\tilde{u}_x^r - \tilde{\rho}| + |\Delta_x (\tilde{u}^r - \tilde{\rho})| + |\Delta_x (\tilde{u}^r - \tilde{u})| + |\tilde{\mu}^r - \tilde{\mu}| + |\tilde{\mu}^r - \tilde{\mu}| \leq C r^{1/2}.
\]
Since the left hand side is independent of $r$, we can pass the limit $r \to 0$ to get uniqueness.

4.3 Proof of (iii)

We now show that the solution to the ergodic MFG system $(MFG_0)$ characterizes a stationary ergodic MFE in the sense of Definition 2.2. First, let $(\bar{\varrho}, \bar{u}, \bar{\mu}) \in \mathbb{R} \times \mathcal{M}_0 \times \mathcal{P}([d])$ be the solution to the ergodic MFG system $(MFG_0)$. We claim that $(\bar{\alpha}, \mu)$ is a stationary ergodic MFE, where $\bar{\alpha}_{xy} := \gamma_y^*(x, \Delta_x \bar{u})$ and $\mu(t) := \mathbb{P} \circ (X_{t}^\bar{\varrho})^{-1}$.

We start with showing that $J_0(\bar{\alpha}, \mu) = J_0(\bar{\alpha}, \bar{\mu})$, where in the latter expression we abuse notation and consider the flow of constant distributions $\bar{\mu}$. Let $\epsilon > 0$ be arbitrary. Since $\bar{\mu}$ satisfies:

$$\sum_{x \in [d]} \bar{\mu}_x \gamma_y^*(x, \Delta_x \bar{u}) = 0,$$

we note that $\bar{\mu}$ is the stationary distribution of the exponentially ergodic Markov chain $X_t^\bar{\alpha}$. And since $\mu(t)$ is the law of $X_t^\bar{\varrho}$, $\mu(t) \to \bar{\mu}$ as $t \to \infty$, and we can choose $T_0 > 0$ so that for all $t > T_0$, we have $|\mu(t) - \bar{\mu}| < \epsilon$. Using the definition of the cost functional, taking the absolute value inside, and using Lipschitz continuity of $F$,

$$|J_0(\bar{\alpha}, \mu) - J_0(\bar{\alpha}, \bar{\mu})| \leq \left| \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \int_0^T (F(X_t^\bar{\alpha}, \mu(t)) - F(X_t^\bar{\alpha}, \bar{\mu})) \, dt \right|$$

$$= \left| \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \int_{T_0}^T (F(X_t^\bar{\alpha}, \mu(t)) - F(X_t^\bar{\alpha}, \bar{\mu})) \, dt \right|$$

$$\leq \epsilon C_{L,F}.$$ 

Since $\epsilon > 0$ was arbitrary, we have the desired equality.

We now show that $\bar{\varrho} = J_0(\bar{\alpha}, \mu) = J_0(\bar{\alpha}, \bar{\mu})$ and that with any other strategy there is inequality; the latter will follow since the Hamiltonian in $(MFG_0)$ is a minimizer and hence, $\bar{\alpha} = \arg \min_{\alpha \in A} J_0(\alpha, \mu)$. We proceed by applying Itô’s lemma to $\bar{u}_{X_t^\bar{\varrho}}$, and taking expectations

$$\mathbb{E}[\bar{u}_{X_T^\bar{\varrho}}] - \bar{u}_{X_0^\bar{\varrho}} = \mathbb{E} \int_0^T \sum_{x \in [d]} \mathbbm{1}_{\{X_t^\bar{\varrho} = x\}} \{\bar{\alpha}_x \cdot \Delta_x \bar{u}\} \, dt.$$

Divide by $T$, pass the limit as $T \to \infty$, and then apply $(MFG_0)$, to get:

$$0 = \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \int_0^T \sum_{x \in [d]} \mathbbm{1}_{\{X_t^\bar{\varrho} = x\}} \{\bar{\alpha}_x \cdot \Delta_x \bar{u}\} \, dt$$

$$= \limsup_{T \to \infty} \frac{1}{T} \mathbb{E} \int_0^T \sum_{x \in [d]} \mathbbm{1}_{\{X_t^\bar{\varrho} = x\}} \{ - f(x, \bar{\alpha}) - F(x, \bar{\mu}) + \bar{\varrho} \} \, dt.$$
Note that \( \bar{\rho} \) does not depend on \( x \in [d] \) or \( t \in \mathbb{R}_+ \) and so we can bring it to the left hand side. Negating both sides and recalling the definition of the ergodic cost,

\[
\bar{\rho} = J_0(\bar{\alpha}, \bar{\mu}).
\]

We note that we have equality because \( \bar{\alpha} \) is the unique minimizer prescribed by \( \gamma^* \) and moreover, for all other strategies \( \alpha \), we have inequality. Therefore,

\[
J_0(\bar{\alpha}, \bar{\mu}) = \bar{\rho} \leq J_0(\alpha, \bar{\mu}),
\]

for all \( \alpha \in \mathcal{A}_s \) and so

\[
\bar{\alpha} = \arg \min_{\alpha \in \mathcal{A}_s} J_0(\alpha, \bar{\mu}). \tag{4.6}
\]

Together with the definition of \( \mu(t) \), (4.6) implies that \((\bar{\alpha}, \bar{\mu})\) is a stationary ergodic MFE.

We now prove the converse—that is, a stationary ergodic MFE naturally characterizes the stationary ergodic MFG solution. Let \((\tilde{\alpha}, \tilde{\mu}) \in \mathcal{A}_s \times C^1(\mathbb{R}_+, \mathcal{P}([d]))\) be a stationary ergodic MFE. For simplicity, think about \( \tilde{\alpha} \) as a rate matrix in \( Q[A] \). Denote the limiting distribution of \( X_t^{\tilde{\alpha}} \) by \( \tilde{\mu}^\infty \) and set the vector \( \ell := (f(x, \tilde{\alpha}) + F(x, \tilde{\mu}^\infty))_{x \in [d]} \). Correspondingly, we denote the limiting (as \( t \to \infty \)) transition matrix of \( e^{\tilde{\alpha} t} \) by \([\tilde{\mu}^\infty]\). Define the vector of potentials as:

\[
\tilde{u} := \hat{u} - \langle \hat{u} \rangle \in M_0, \quad \text{where} \quad \hat{u} := \int_0^\infty (e^{\tilde{\alpha} t} - [\tilde{\mu}^\infty])\ell dt.
\]

Note that since \( X_t^{\tilde{\alpha}} \) is an exponentially ergodic Markov process and since \( f \) and \( F \) are bounded, the integral is finite and hence \( \hat{u} \) is well-defined. Since \( \tilde{\alpha} \in Q[A] \), we have \( \tilde{\alpha}(\hat{u}) = 0 \). Moreover, every column of \([\tilde{\mu}^\infty]\) is the stationary distribution of the rate matrix \( \tilde{\alpha} \), so we can multiply the potential vector on the left by \( \tilde{\alpha} \) and compute:

\[
\tilde{\alpha} \hat{u} = \int_0^\infty (\tilde{\alpha} e^{\tilde{\alpha} t} - \tilde{\alpha}[\tilde{\mu}^\infty])\ell dt = \int_0^\infty \tilde{\alpha} e^{\tilde{\alpha} t} \ell dt = \lim_{T \to \infty} \int_0^T \left[ \frac{d}{dt} e^{\tilde{\alpha} t} \right] \ell dt = \lim_{T \to \infty} (e^{\tilde{\alpha} T} - I)\ell = ([\tilde{\mu}^\infty] - I)\ell. \tag{4.7}
\]

Define the MFG value \( \tilde{\rho} \) as \( \tilde{\rho} := J_0(\tilde{\alpha}, \tilde{\mu}) \). Since \( \tilde{\mu}(t) \to \tilde{\mu}^\infty \), we have \( \tilde{\rho} = J_0(\tilde{\alpha}, \tilde{\mu}^\infty) \). Recall that \( \tilde{\mu}^\infty \) is the stationary limiting distribution of the process \( X_t^{\tilde{\alpha}} \).
Summarizing the above and using ergodicity,

\[
\tilde{\phi} := J_0(\tilde{\alpha}, \tilde{\mu}) = J_0(\tilde{\alpha}, \tilde{\mu}^\infty) = \sum_{y \in [d]} \tilde{\mu}^\infty_y (f(y, \tilde{\alpha}) + F(y, \tilde{\mu}^\infty)). \tag{4.8}
\]

This implies that \(\tilde{\phi}1 = [\tilde{\mu}^\infty]e\). Making use of this observation, the fact that the columns of a rate matrix sum to the zero vector, and looking at the \(x\)-component of (4.7), we get,

\[
\tilde{\alpha}_x \cdot \Delta_x \tilde{u} = \sum_{y \in [d]} \tilde{\alpha}_{xy} \tilde{u}_y = \tilde{\phi} - f(x, \tilde{\alpha}) - F(x, \tilde{\mu}^\infty).
\]

We now turn to showing that \(\tilde{\alpha}_z = \gamma^*(z, \Delta_x \tilde{u})\). Arguing by contradiction, assume that there exists \(z \in [d]\) such that \(\tilde{\alpha}_z \neq \gamma^*(z, \Delta_x \tilde{u})\). Then, from the above and by the uniqueness of the minimizer \(\gamma^*\) for the Hamiltonian \(H\), there exists \(\varepsilon > 0\), such that,

\[
\tilde{\phi} - \varepsilon \geq f(z, \gamma^*(z, \Delta_z \tilde{u})) + \gamma^*(z, \Delta_z \tilde{u}) \cdot \Delta_z \tilde{u} + F(z, \tilde{\mu}^\infty),
\]

and for any \(x \in [d]\),

\[
\tilde{\phi} \geq f(x, \gamma^*(x, \Delta_x \tilde{u})) + \gamma^*(x, \Delta_x \tilde{u}) \cdot \Delta_x \tilde{u} + F(x, \tilde{\mu}^\infty).
\]

Let \(X^y_t\) be the jump process with rates given by \(\gamma^*_y(x, \Delta_x \tilde{u})\) and with starting state \(X_0 = x_0 \in [d]\). Using Itô’s lemma on \(\tilde{u}_{X^y_t}\), taking expectations, and dividing by \(T\),

\[
\frac{\mathbb{E}[\tilde{u}_{X^y_t}] - \tilde{u}_{X^y_0}}{T} = \frac{1}{T} \mathbb{E} \int_0^T (\gamma^*(X^y_t, \Delta_{X^y_t} \tilde{u})) \cdot \Delta_{X^y_t} \tilde{u} dt
\]

\[
= \frac{1}{T} \mathbb{E} \int_0^T \sum_{x, x \neq z} 1_{\{X^y_t = x\}} (\gamma^*(x, \Delta_x \tilde{u})) \cdot \Delta_x \tilde{u} dt
\]

\[
+ \frac{1}{T} \mathbb{E} \int_0^T 1_{\{X^y_t = z\}} (\gamma^*(z, \Delta_z \tilde{u}) \cdot \Delta_z \tilde{u}) dt
\]

\[
\leq \tilde{\phi} - \frac{\varepsilon}{T} \int_0^T \mathbb{E}[\mathbb{1}_{\{X^y_t = z\}}] dt
\]

\[
- \frac{1}{T} \mathbb{E} \int_0^T \left[ f(X^y_t, \gamma^*(X^y_t, \Delta_{X^y_t} \tilde{u})) + F(X^y_t, \tilde{\mu}^\infty) \right] dt. \tag{4.9}
\]

Since the rates of the chain \((X^y_t)_{t \geq 0}\) are in the compact set \(\mathbb{A}\) which is bounded away from zero, it follows that the stationary distribution is strictly positive. Hence,

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \mathbb{E}[\mathbb{1}_{\{X^y_t = z\}}] dt > 0.
\]
Taking $\limsup_{T \to \infty}$ on both sides of (4.9), we obtain that

$$J_0(y^*(\cdot, \Delta \ddot{u}), \tilde{\mu}^\infty) < \tilde{\varrho}.$$  

Combining it with (4.8), and the argument proceeding it, we get,

$$J_0(y^*(\cdot, \Delta \tilde{u}), \tilde{\mu}) < J_0(\tilde{\alpha}, \tilde{\mu}),$$

which contradicts the optimality of $\tilde{\alpha}$. As a result, for any $x, y \in [d]$, $\tilde{\alpha}_{xy} = \gamma_x^y(x, \Delta_x \tilde{u})$. That is, $(\tilde{\varrho}, \tilde{u}, \tilde{\mu}^\infty)$ satisfies the value equation of (MFG0), so it remains to show that the corresponding Kolmogorov equation simultaneously holds.

Since $\tilde{\mu}^\infty$ is the stationary distribution associated to $\tilde{\alpha}$, this means

$$\sum_{y \in [d]} \gamma_x^y(y, \Delta_y \tilde{u}) \tilde{\mu}_y^\infty = 0.$$  

Therefore, $(\tilde{\varrho}, \tilde{u}, \tilde{\mu}^\infty)$ satisfies the ergodic MFG system (MFG0) and by uniqueness of the solution of (MFG0), $\tilde{\varrho} = \tilde{\varrho}$, $\tilde{\mu}^\infty = \tilde{\mu}$, and $\tilde{u}$ is equal to $\tilde{u}$ up to a constant. So, we are able to recover the stationary ergodic MFG solution from the stationary ergodic MFE.

5 Preliminary Results: Linearized System Around the Stationary MFG System

In what follows, we present several intermediary ODE systems and results in order to estimate the difference between solutions to the discounted MFG system with different initial conditions in Sect. 6. We also use these linearized systems in order to approach the discounted master equation (ME$_r$) and establish regularity properties of its solution $U_r$ uniformly in $r$ around zero in Sect. 7. By a vanishing discount argument, we will prove results for the ergodic master equation (ME) and its solution $U_0$. In order to accomplish this, we require $U_r$ is sufficiently regular, uniformly in $r \in (0, r_0)$ for small enough $r_0 > 0$. To this end, we introduce and analyze certain linearized systems. Since we define $U_r$ through $u_r$, $U_r$ inherits some regularity through the linearized systems that we define for the discounted problems.

In order to make the paper more concise, and to highlight the more innovative points of the paper, i.e., Sects. 7 and 8 that, respectively, deal with the proof of the uniform regularity of the discounted master equations and the well-posedness and the regularity of the ergodic master equation, we skip some of the proofs of technical lemmas and propositions in this Section, whose proofs are adaptations of the ones from [13, Section 3] to the finite-state case. The full proofs appear in the more extended version of the paper, [18].
Given the solution \((\bar{u}, \bar{\mu})\) to (2.5), \(m_0 \in \mathcal{M}_0\), and measurable functions \(A : \mathbb{R}_+ \rightarrow \mathbb{R}^d\) and \(B : \mathbb{R}_+ \rightarrow \mathcal{M}_0\), consider the linearized system around \((\bar{u}, \bar{\mu})\), defined for \(t \in \mathbb{R}_+\) by:

\[
\begin{aligned}
-\frac{d}{dt}v_x(t) &= -rv_x(t) + \gamma^*(x, \Delta_x \bar{u}^r) \cdot \Delta_x v(t) + D_1^T F(x, \bar{\mu}) \cdot m(t) + A_x(t), \\
\frac{d}{dt}m_x(t) &= \sum_{y \in [d]} m_y(t)\gamma^*_y(y, \Delta_y \bar{u}^r) + \sum_{y \in [d]} \bar{\mu}_y \nabla_p \gamma^*_y(y, \Delta_y \bar{u}^r) \cdot \Delta_y v(t) + B_x(t), \\
m(0) &= m_0,
\end{aligned}
\]

where \(v\) is bounded.

The existence and uniqueness of this system on a finite time horizon with terminal condition for \(v\) follows by the same arguments given in [5]. The proof in the infinite horizon case relies on estimates that are driven by the following linearized duality lemma. This lemma is also useful in the sequel.

**Lemma 5.1** (Linearized duality) Assume that \((v, m)\) satisfies (5.1) on the interval \([0, T]\) with \(A \equiv 0\). Then, there are constants \(C_1, C_2 > 0\) independent of \(t, T, r\), such that for any \(0 \leq t_1 < t_2 \leq T\),

\[
\int_{t_1}^{t_2} e^{-rs} |\Delta v(s)|^2 ds \leq -C_1 \left[ e^{-rs} m(s) \cdot v(s) \right]_{t_1}^{t_2} + C_1 \int_{t_1}^{t_2} e^{-rs} |B(s)|^2 ds \\
\leq C_2 \left[ e^{-rt_1} |\Delta v(t_1)||m(t_1)| + e^{-rt_2} |\Delta v(t_2)||m(t_2)| \right] \\
+ C_2 \int_{t_1}^{t_2} e^{-rs} |B(s)|^2 ds.
\]

**Proof** The last inequality follows from Lemma 3.1. Fix \(0 \leq t_1 < t_2 \leq T\). Then, the chain rule implies (and the reasoning is given below):

\[
\begin{aligned}
\left[ e^{-rs} m(s) \cdot v(s) \right]_{t_1}^{t_2} &= \int_{t_1}^{t_2} e^{-rs} \sum_{x \in [d]} v_x(s) \left[ \sum_{y \in [d]} m_y(s)\gamma^*_y(y, \Delta_y \bar{u}^r) + \sum_{y \in [d]} \bar{\mu}_y \nabla_p \gamma^*_y(y, \Delta_y \bar{u}^r) \cdot \Delta_y v(s) + B_x(s) \right] ds \\
&\quad - \int_{t_1}^{t_2} e^{-rs} \sum_{x \in [d]} m_x(s) \left[ \gamma^*(x, \Delta_x \bar{u}^r) \cdot \Delta_x v(s) + D_1^T F(x, \bar{\mu}) \cdot m(s) \right] ds \\
&= \int_{t_1}^{t_2} e^{-rs} \left[ \sum_{x \in [d]} v_x(s) \sum_{y \in [d]} \bar{\mu}_y \nabla_p \gamma^*_y(y, \Delta_y \bar{u}^r) \cdot \Delta_y v(s) - \sum_{x \in [d]} m_x(s)D_1^T F(x, \bar{\mu}) \cdot m(s) \\
&\quad + v(s) \cdot B(s) \right] ds \\
&\quad - \int_{t_1}^{t_2} e^{-rs} \left[ \sum_{x \in [d]} \bar{\mu}_x(\Delta_x v(s)) \top \Gamma(y)(\Delta_y v(s)) + \sum_{x \in [d]} m_x(s)D_1^T F(x, \bar{\mu}) \cdot m(s) - v(s) \cdot B(s) \right] ds \\
&\leq -C_2 \int_{t_1}^{t_2} e^{-rs} \sum_{y \in [d]} |\Delta_y v(s)|^2 ds + \int_{t_1}^{t_2} e^{-rs} v(s) \cdot B(s) ds,
\end{aligned}
\]

where \(\Gamma_{x,y}(y) = -\partial_{p_x} \gamma^*_y(y, \Delta_y \bar{u}^r) = -\partial_{p_x} \bar{p}_y H(y, \Delta_y \bar{u}^r)\). The second and third equalities use the identity \(\sum_{x \in [d]} \gamma^*_x(y, \Delta_y \bar{u}^r) = 0\). By (2.4), we know that...
\[ \sum_{x \in [d]} p_x D^p_x F(x, \tilde{\mu}^r) \cdot p \geq 0 \] for any \( p \in \mathcal{M}_0 \). The inequality above follows from this fact and since \( \{\tilde{\mu}^r_y\}_{y \in [d]} \) are bounded away from 0. Finally, the bound in the statement of the lemma follows from the fact that \( B(s) \in \mathcal{M}_0 \), by Young's inequality applied to \( (v(s) - \langle v(s) \rangle) \cdot B(s) \), and by Lemma 3.1.

**Proposition 5.1** Define \( \hat{A} := \sup_{(t, x) \in \mathbb{R}_+ \times [d]} |A_x(t)| \) and \( \hat{B} := \sup_{(t, x) \in \mathbb{R}_+ \times [d]} |B_x(t)| \). Assume that \( \hat{B} < \infty \) and that there exist \( C, \theta > 0 \) such that \( |A(t)| \leq C e^{-\theta t} \). Then there exists \( r_0 > 0 \) such that for any \( r \in (0, r_0) \), the system (5.1) admits a unique solution and for any \( t \in \mathbb{R}_+ \), \( m(t) \in \mathcal{M}_0 \).

The proof follows by similar techniques to those used later in Sect. 6 to prove Proposition 2.2; therefore, it is omitted. A full proof can be found in the arxiv version [18, Proposition 5.1].

We now present a few preliminary results for the linearized system (5.1). Specifically, we obtain exponential bounds on the solutions. The proofs of these results follow the same lines as the proofs of Lemma 3.3 and Propositions 3.4 and 3.5 in [13]. Specifically, the proofs rely on Lemmas 3.3, 3.4, and 5.1. The proofs of these lemmas are adaptations of the ones from [13] to the finite-state case, and so are omitted here. A full proof appears in the arxiv version of the paper, [18] under the same labels: Lemmas 5.2 and 5.3.

**Lemma 5.2** Let \( (v, m) \) be the solution of (5.1) with \( A = B \equiv 0 \). Then, for any \( t \in \mathbb{R}_+ \)

\[ m(t) \cdot v(t) \geq 0, \] (5.2)

and there exists a positive constant \( C > 0 \), independent of \( m_0 \) and \( r \), such that for any \( t \in \mathbb{R}_+ \),

\[ |m(t)| + |\Delta v(t)| \leq C|m_0|e^{rt/2}. \] (5.3)

Moreover, there exist constants \( r_0, C, \lambda > 0 \) such that for any \( r \in (0, r_0) \),

\[ |m(t)| + |\Delta v(t)| \leq C|m_0|e^{-\lambda t}. \] (5.4)

**Lemma 5.3** Consider the system (5.1) and assume that there exist constants \( C_1, \gamma > 0 \), such that for any \( t \in \mathbb{R}_+ \),

\[ |A(t)| + |B(t)| \leq C_1 e^{-\gamma t}. \] (5.5)

Then, there exists a constant \( C_2 > 0 \) independent of \( C_1, r \), and \( m_0 \) such that for every \( r \in (0, r_0) \) and every \( t \in \mathbb{R}_+ \),

\[ |m(t)| + |\Delta v(t)| \leq C_2 C_1 (1 + |m_0| + t) e^{-(\lambda \land \gamma)t}, \]

where \( r_0, \lambda > 0 \) are the ones from Lemma 5.2.
6 Proof of Proposition 2.2

6.1 Proof of (i)

Fix $0 < T < \tilde{T} < \infty$. Before establishing the existence of a solution to \((\text{MFG}_r)\) via the limit of \((\text{MFG}_r^T)\) from Sect. 3 as $T \to \infty$, we establish two bounds: one for $|\mu^T(t) - \mu^{\tilde{T}}(t)|$ and the other for $|\Delta(u^T(t) - u^{\tilde{T}}(t))|$, where $(u^T, \mu^T)$ and $(u^{\tilde{T}}, \mu^{\tilde{T}})$ solve \((\text{MFG}_r^T)\) on the finite horizons $T$ and $\tilde{T}$, with initial data $\mu_0$ and $\tilde{\mu}_0$, respectively. These bounds serve us in order to establish the existence of a solution to \((\text{MFG}_r)\) by taking $\mu_0 = \tilde{\mu}_0$ and showing that $\{(u^\tau, \mu^\tau)\}_T$ is a Cauchy sequence. Later, we use these bounds for general $\mu_0$ and $\tilde{\mu}_0$ in order to prove (2.6). Throughout, $C > 0$ is a constant that is independent of $r$, $\mu_0$, $\tilde{\mu}_0$, and may change from one line to the next.

The next sequence of inequalities are derived as follows. We apply Lemma 3.3 to $\mu^T - \mu^{\tilde{T}}$; triangle inequality and Lipschitz continuity of $\gamma^*$; Jensen’s inequality; the fact that $\mu^{\tilde{T}} \leq \mu^T + \mu^\gamma$; the value-measure duality Lemma 3.6, and finally the fact that $\mu - \tilde{\mu} \in \mathcal{M}_0$ and Lemma 3.1 to get that for any $t \in [0, T]$:

$$
|\mu^T(t) - \mu^{\tilde{T}}(t)| \leq Ce^{-ct}|\mu_0 - \tilde{\mu}_0| + C \int_0^t \left| \sum_{y \in [d]} \mu^T_s(y) \Delta_y u^T(s) - \gamma^*(y, \Delta_y u^T(s)) \right| ds
$$

$$
\leq Ce^{-ct}|\mu_0 - \tilde{\mu}_0| + C \int_0^t \sum_{y \in [d]} \mu^T_s(y) |\Delta_y (u^T - u^{\tilde{T}})(s)|_1 ds
$$

$$
\leq Ce^{-ct}|\mu_0 - \tilde{\mu}_0| + Ce^{ct/2} \left( \int_0^t e^{-rs} \sum_{y \in [d]} \mu^T_s(y) |\Delta_y (u^T - u^{\tilde{T}})(s)|^2 ds \right)^{1/2}
$$

$$
\leq Ce^{-ct}|\mu_0 - \tilde{\mu}_0| + Ce^{ct/2} \left( \int_0^t e^{-rs} \sum_{y \in [d]} (\mu^T_s(y) + \mu^{\tilde{T}}_s(y)) |\Delta_y (u^T - u^{\tilde{T}})(s)|^2 ds \right)^{1/2}
$$

$$
\leq Ce^{-ct}|\mu_0 - \tilde{\mu}_0| + Ce^{ct/2} \left( \int_0^t e^{-rs} \sum_{y \in [d]} (\mu^T_s(y) + \mu^{\tilde{T}}_s(y)) |\Delta_y (u^T - u^{\tilde{T}})(s)|^2 ds \right)^{1/2}
$$

$$
\leq Ce^{-ct}|\mu_0 - \tilde{\mu}_0| + Ce^{ct/2} |\mu^T(T) - \mu^{\tilde{T}}(T)|^{1/2} |\Delta(u^T - u^{\tilde{T}})(0)|^{1/2}
$$

$$
+ Ce^{(\alpha - T)/2} |\mu^T(T) - \mu^{\tilde{T}}(T)|^{1/2} |\Delta(u^T - u^{\tilde{T}})(T)|^{1/2}
$$

(6.1)

By the mean value theorem, there exists a measurable function $q : [0, T] \to \mathbb{R}^d$ such that:

$$
-\frac{d}{dt}(u^T_x - u^{\tilde{T}}_x)(t) = -r(u^T_x - u^{\tilde{T}}_x)(t) + H(x, \Delta_x u^T(t)) - H(x, \Delta_x u^{\tilde{T}}(t))
$$

$$
+ F(x, \mu^T(t)) - F(x, \mu^{\tilde{T}}(t))
$$

$$
= -r(u^T_x - u^{\tilde{T}}_x)(t) + \gamma^*(x, q(t)) \cdot \Delta_x (u^T - u^{\tilde{T}})(t)
$$

$$
+ F(x, \mu^T(t)) - F(x, \mu^{\tilde{T}}(t)).
$$

(6.2)

So we can apply Lemma 3.4, the Lipschitz continuity of $F$, and (6.1) to find that for $t \in [0, T]$:
Using (6.2), the dominated convergence theorem, and passing the limit, we have

\[ |\Delta(u^T - u^{\tilde{T}})(t)| \leq Ce^{-c(T-t)}|\Delta(u^{\tilde{T}} - u^T)(T)| \]

\[ + Ce^rT e^{\alpha T} \int_t^T e^{-\alpha s} e^{-cT} |F(x, u^T(s)) - F(x, u^{\tilde{T}}(s))|ds \]

\[ \leq Ce^{-c(T-t)}|\Delta(u^T - u^{\tilde{T}})(T)| + Ce^{-cT}|\mu_0 - \tilde{\mu}_0| + Ce^{rT/2}|\mu_0 - \tilde{\mu}_0|^{1/2}|\Delta(u^T - u^{\tilde{T}})(0)|^{1/2} \]

\[ + Ce^{r(T/2)}|\mu^{\tilde{T}}(T) - \mu^{T}(T)|^{1/2}|\Delta(u^T - u^{\tilde{T}})(T)|^{1/2}. \]

(6.3)

We now split the analysis into two cases. In Case 1 we consider \( \mu_0 = \tilde{\mu}_0 \), while in case 2, we allow for these initial conditions to differ. The first case is used to establish the existence of a solution to (MFG). The results in the second case are used in order to establish the uniqueness of a solution to (MFG). The reason why we consider different initial conditions is because we also use these results in order to prove part (iii).

**Case 1:** \( \mu_0 = \tilde{\mu}_0 \). In this case, (6.1) and (6.3) become:

\[ |(\mu^T - \mu^{\tilde{T}})(t)| \leq Ce^{(T-t)/2}|\mu^T(T) - \mu^{\tilde{T}}(T)| + Ce^{-c(T-t)}|\Delta(u^T - u^{\tilde{T}})(T)|^{1/2} \]

\[ |\Delta(u^T - u^{\tilde{T}})(t)| \leq Ce^{-c(T-t)}|\Delta(u^T - u^{\tilde{T}})(T)| + Ce^{r(T/2)}|\mu^T(T) - \mu^{\tilde{T}}(T)|^{1/2}|\Delta(u^T - u^{\tilde{T}})(T)|^{1/2}. \]

Now, fix \( T_0 > 0 \). The above bounds together with (3.5) imply that

\[ \sup_{t \in [0,T_0]} \left( |\Delta(u^T - u^{\tilde{T}})(t)| + |(\mu^T - \mu^{\tilde{T}})(t)| \right) \to 0 \quad \text{as} \quad T, \tilde{T} \to \infty, \]

where we used \( u^{(T)}(T) = 0 \) and the uniform (in \( T \) and \( \tilde{T} \)) bound from \( u^{(\tilde{T})}(T) \) from (3.5). Using (6.2), the dominated convergence theorem, and passing the limit,

\[ \sup_{t \in [0,T_0]} (u^T(t) - u^{\tilde{T}}(t)) \to 0. \]

So the functions \( u^T \) and \( \mu^T \) converge uniformly to some limiting functions \( u \) and \( \mu \). By the structure of (MFG),

\[ \mu^T_x(t) - \mu_x(0) = \int_0^t \sum_{y \in [d]} \mu^T_y(s) \gamma^*_x(y, \Delta_xu^T(s))ds, \quad t \in [0, T_0]. \]

Passing the limit as \( T \to \infty \) and using the dominated convergence theorem yields:

\[ \mu_x(t) - \mu_x(0) = \int_0^t \sum_{y \in [d]} \mu_y(s) \gamma^*_x(y, \Delta_xu(s))ds, \quad t \in [0, T_0]. \]

Since \( T_0 \) is arbitrary, we obtain that the above holds on \( \mathbb{R}_+ \). A similar computation for \( u \) shows that \( (u, \mu) \) satisfies (MFG).
Case 2: \( \mu_0 \) and \( \tilde{\mu}_0 \) may differ. Let \( u \) be the limit of \( u^T \) with initial data \( \mu_0 \) and \( \tilde{u} \) the limit \( u^\tilde{T} \) with initial data \( \tilde{\mu}_0 \). Recall once more that \( \{|u^T(t)|\}_{t,T} \) is bounded by (3.5). Returning to (6.3), put \( t = 0 \), take the limit as \( T, \tilde{T} \to \infty \), to get:

\[
|\Delta(u - \tilde{u})(0)| \leq C|\mu_0 - \tilde{\mu}_0| + C|\mu_0 - \tilde{\mu}_0|^{1/2}|\Delta(u - \tilde{u})(0)|^{1/2}.
\]

Applying Young’s inequality to the rightmost term and rearranging terms,

\[
|\Delta(u - \tilde{u})(0)| \leq C|\mu_0 - \tilde{\mu}_0|.
\]

(6.4)

Plugging (6.4) into (6.1) and taking the limits \( T, \tilde{T} \to \infty \), this implies

\[
|\mu(t) - \tilde{\mu}(t)| \leq Ce^{rt/2}|\mu_0 - \tilde{\mu}_0|.
\]

(6.5)

Similarly, applying (6.5) and (6.4) to (6.3) after taking the limits \( T, \tilde{T} \to \infty \) gives:

\[
|\Delta(u - \tilde{u})(t)| \leq Ce^{rt/2}|\mu_0 - \tilde{\mu}_0|.
\]

(6.6)

Note that the \( C \) in (6.5) and (6.6) is still independent of \( r > 0 \). Using (MFG\(_r\)), we can integrate the ODE that \( e^{-rt}(u - \tilde{u})(t) \) satisfies, and use (6.5) and (6.6) to get:

\[
|\mu(t) - \tilde{\mu}(t)| \leq Cr^{-1}e^{rt/2}|\mu_0 - \tilde{\mu}_0|.
\]

The above display and (6.5) together imply uniqueness.

6.2 Proof of (ii)

This result is equivalent to [13, Theorem 3.7] and its full proof can be found in the arxiv version of the paper [18, Section 6.2].

In the following section we will show exponential decay for \( |\mu^r(t) - \tilde{\mu}^r(t)| \), the difference of two solutions with different initial data. In particular, this implies exponential decay \( |\mu^r(t) - \tilde{\mu}^r| \) (by taking \( \tilde{\mu}_0 = \tilde{\mu} \)), a stronger assertion than what is proved in this section, but what appears in the proposition. Note that the following section does not require this stronger bound and the bound is only updated after the proof in the following section; hence, we avoid circularity.

6.3 Proof of (iii)

Set \( v := u^r - \tilde{u}^r \) and set \( m := \mu^r - \tilde{\mu}^r \) where \( (u^r, \mu^r) \) and \( (\tilde{u}^r, \tilde{\mu}^r) \) are solutions to (MFG\(_r\)) with the initial data \( \mu_0 \) and \( \tilde{\mu}_0 \), respectively. By the mean value theorem, there exist measurable functions \( q := q(u^r, \tilde{u}^r), z := z(u^r, \tilde{u}^r), \) and \( \ell := \ell(u^r, \tilde{u}^r) \), such that:

\[
H(x, \Delta_x u^r(t)) - H(x, \Delta_x \tilde{u}^r(t)) = \gamma^*(x, q(t)) \cdot \Delta_x v(t),
\]

\[
F(x, \mu^r(t)) - F(x, \tilde{\mu}^r(t)) = D_1^0 F(x, z(t)) \cdot m(t),
\]
\[ \gamma^*_x(y, \Delta_y u^x(t)) - \gamma^*_x(y, \Delta_y \tilde{u}^x(t)) = \nabla_p \gamma_x(y, \ell(t)) \cdot \Delta_y v(t). \]

We note that for any fixed time \( t_0 \in \mathbb{R}_+ \), the mean value theorem asserts that there exists \( \lambda_{t_0} \in [0, 1] \) such that:

\[ q(t_0) = \lambda_{t_0} [\Delta_x u^x(t_0)] + (1 - \lambda_{t_0}) [\Delta_x \tilde{u}^x(t_0)] \]
\[ \in \left[ [\Delta_x u^x(t_0)]_y \wedge [\Delta_x \tilde{u}^x(t_0)]_y, [\Delta_x u^x(t_0)]_y \vee [\Delta_x \tilde{u}^x(t_0)]_y \right]_{y \in [d]}. \]

Part (ii) above implies that:

\[ \sum_{x \in [d]} \left( |q_x(t) - \Delta_x \tilde{u}^x| + |z_x(t) - \tilde{\mu}_x^x| + |\ell(x(t) - \Delta_x \tilde{u}^x| \right) \leq C e^{-\gamma^r t}. \quad (6.7) \]

Note that \((v, m)\) solves the system:

\[
\begin{align*}
\frac{d}{dt} v_x(t) &= -r v_x(t) + \gamma^*(x, q(t)) \cdot \Delta_x v + D^y_1 F(x, z(t)) \cdot m(t), \\
\frac{d}{dt} m_x(t) &= \sum_{y \in [d]} m_y(t) \gamma^*_x(y, \Delta_y u^x(t)) + \sum_{y \in [d]} \tilde{\mu}_y^x \nabla_p \gamma^*_x(y, \ell(t)) \cdot \Delta_y v(t),
\end{align*}
\]

with the initial data \( m(0) = \mu_0 - \tilde{\mu}_0 \). That is, \((v, m)\) solves (5.1) with:

\[
\begin{align*}
A_x(t) := & \left( \gamma^*(x, q(t)) - \gamma^*(x, \Delta_x \tilde{u}^x) \right) \cdot \Delta_x v(t) + \left( D^y_1 F(x, z(t)) - D^y_1 F(x, \tilde{\mu}^x) \right) \cdot m(t), \\
B_x(t) := & \sum_{y \in [d]} m_y(t) \gamma^*_x(y, \Delta_y u^x(t)) - \gamma^*_x(y, \Delta_y \tilde{u}^x) \\
& + \left( \sum_{y \in [d]} \tilde{\mu}_y^x \nabla_p \gamma^*_x(y, \ell(t)) - \sum_{y \in [d]} \mu_y^x \nabla_p \gamma^*_x(y, \Delta_y \tilde{u}^x) \right) \cdot \Delta_y v(t).
\end{align*}
\]

Since \( \gamma^*, \nabla_p \gamma^* \), and \( D^y_1 F \) are Lipschitz, we may use the exponential bound (6.7) along with (6.5) and (6.6), to get that:

\[ |A(t)| + |B(t)| \leq C e^{(r/2-\gamma^r) t} |\mu_0 - \tilde{\mu}_0|. \]

By Lemma 5.3 then, we obtain:

\[ |\Delta(u^x - \tilde{u}^x)(t)| + |(\mu^x - \tilde{\mu}^x)(t)| \leq C e^{(r/2-\gamma^r) t} |\mu_0 - \tilde{\mu}_0|. \quad (6.8) \]

Integrating the ODE (6.2), using the Lipschitz continuity of \( H \) and of \( F \), and applying (6.8) after taking the limits \( T, \bar{T} \rightarrow \infty \) yields:

\[ e^{-rt} |u^x(t) - \tilde{u}^x(t)| \leq C |\mu_0 - \tilde{\mu}_0| \int_t^\infty e^{-rs/2} e^{-r s} ds \]

which implies

\[ |u^x(t) - \tilde{u}^x(t)| \leq C e^{(r/2-\gamma^r) t} |\mu_0 - \tilde{\mu}_0|. \quad (6.9) \]
Together, (6.8) and (6.9) finish the proof of the bound. Note that with this result, we can improve the bound from part (ii) of this proposition from:

$$|\Delta(u^r(t) - \bar{u}^r)| \leq Ce^{-\gamma t}|\mu_0 - \bar{\mu}^r|$$

to:

$$|u^r(t) - \bar{u}^r| \leq Ce^{-\gamma t}|\mu_0 - \bar{\mu}^r|.$$  

\[6.4 \text{ Proof of (iv)}\]

Now, we show the relationship between the solution to (MFG\(_r\)) and the discounted MFE. Let \((u^r, \mu^r)\) be the solution to (MFG\(_r\)) where \(\mu^r_0 = \gamma x_0, x_0 \in [d]\). Define \(\alpha^r_{xy}(t) := \gamma^\ast_y(x, \Delta_x u^r(t))\) and \(X_t := X^r_t\), with \(X_0 = x_0 \in [d]\) fixed. We note that by Kolmogorov’s equation,

$$\frac{d}{dt}P_{x_0}(X_t = x) = \sum_{y \in [d]} P_{x_0}(X_t = y) \alpha^r_{yx}(t), \quad t \in \mathbb{R}_+,$$

and so by the uniqueness of it, \(P_{x_0}(X_t = x) = \mu^r_x(t)\). Moreover, as in the proof of Lemma 3.5, we obtain that:

$$u^r_x(0) = \mathbb{E}\left[ \int_0^\infty e^{-rt} \sum_{y \in [d]} \mathbb{1}_{\{X_s = y\}}(f(y, \alpha^r_y(t)) + F(y, \mu^r(t)))dt \right] = J_r(\alpha^r, \mu^r),$$

with equality because \(\alpha^r_{xy}\) is defined to be \(\gamma^\ast_y(x, \Delta_x u^r(t))\), and in addition, for all \(\alpha \in \mathcal{A}\),

$$J_r(\alpha^r, \mu^r) \leq J_r(\alpha, \mu^r).$$

This implies:

$$\arg \min_{\alpha \in \mathcal{A}} J_r(\alpha, \mu^r) = J_r(\alpha^r, \mu^r).$$

Conversely, suppose that \((\tilde{\alpha}^r, \tilde{\mu}^r)\) is a discounted MFE and define:

$$\tilde{u}^r_x(t) := e^{rt}J_r(t, x, \tilde{\alpha}^r, \tilde{\mu}^r) := e^{rt}\mathbb{E}\left[ \int_t^\infty e^{-rs} \sum_{y \in [d]} \mathbb{1}_{\{X_s = y\}}(f(y, \tilde{\alpha}^r_y(s)) + F(y, \tilde{\mu}^r(s)))ds \big| X_t = x \right].$$

Note that \(J_r\) is the value function of the MFG. Hence, \(\tilde{u}\) satisfies,

$$-\frac{d}{dt}\tilde{u}^r_x(t) = -r\tilde{u}^r_x(t) + \tilde{\alpha}^r_x(t) \cdot \Delta_x \tilde{u}^r(t) + f(x, \tilde{\alpha}^r(t)) + F(x, \tilde{\mu}^r(t)), \quad t \in \mathbb{R}_+.$$
To end the proof, it suffices to show that $\tilde{\alpha}\gamma_x(t) = \gamma'_y(x, \Delta_x \tilde{u}r(t))$. Indeed, in this case, the previous display shows that $\tilde{u}r$ satisfies the value equation in (MFG$_r$); meanwhile, the fact that $\tilde{\mu}r(t) = \mathbb{P}(X_t = x)$ implies:

$$\frac{d}{dt}\tilde{\mu}r(t) = \sum_{y \in [d]} \tilde{\mu}r_x(t)\alpha_{y|x}(t), \quad t \in \mathbb{R}_+,$$

and so we would have that $\tilde{\mu}r$ satisfies the Kolmogorov equation in (MFG$_r$). Hence, $(\tilde{u}r, \tilde{\mu}r)$ satisfies (MFG$_r$). Thus, we turn to showing $\tilde{\alpha}\gamma_x(t) = \gamma'_y(x, \Delta_x \tilde{u}r(t))$.

By way of contradiction, assume that there exists $z \in [d]$ such that $\tilde{\alpha}\gamma_x(t) \neq \gamma'_y(z, \Delta_z \tilde{u}r(t))$ for some positive Lebesgue-measure set of values of $t \in \mathbb{R}_+$. Denote this set by $\mathcal{T}$. By uniqueness of the minimizer $\gamma^*$ for the Hamiltonian $H$ and by (6.10), there exists $\epsilon > 0$ such that for any $t \in \mathcal{T}$:

$$-\frac{d}{dt}\tilde{u}r_x(t) + r\tilde{u}r_x(t) - \epsilon \geq \gamma^*(z, \Delta_z \tilde{u}r(t)) \cdot \Delta_z \tilde{u}r + f(z, \gamma^*(z, \Delta_z \tilde{u}r(t)) + F(z, \tilde{\mu}r(t)),$$

and for any $x \in [d]$ and any $t \in \mathbb{R}_+$,

$$-\frac{d}{dt}\tilde{u}r_x(t) + r\tilde{u}r_x(t) \geq \gamma^*(x, \Delta_x \tilde{u}r(t)) \cdot \Delta_x \tilde{u}r + f(x, \gamma^*(x, \Delta_x \tilde{u}r(t)) + F(x, \tilde{\mu}r(t)).$$

Let $X^\gamma_t$ be a jump process on $[d]$ with rates given by $\gamma'^*_y(x, \Delta_x \tilde{u}r(t))$ and with starting state $X^\gamma_0 = x_0 \in [d]$.

Applying Itô’s lemma to $e^{-rt}X^\gamma_t(t)$, taking expectations, and using the previous inequalities,

$$-\tilde{u}r_{x_0}(0) = \mathbb{E}\int_0^\infty e^{-rt} \sum_{y, y \neq z} \mathbbm{1}_{[X^\gamma_t = y]} (\gamma^*(y, \Delta_y \tilde{u}r(t)) \cdot \Delta_y \tilde{u}r(t) - r\tilde{u}r(t) + \frac{d}{dt}\tilde{u}r(t)) dt$$

$$\leq -\epsilon \int_{\mathcal{T}} e^{-rt} \mathbb{E}[\mathbbm{1}_{[X^\gamma_t = z]}] dt$$

$$-\mathbb{E}\int_0^\infty e^{-rt} \left( f(X^\gamma_t, \gamma^*(X^\gamma_t, \Delta X^\gamma_t \tilde{u}r(t))) + F(X^\gamma_t, \tilde{\mu}r(t)) \right) dt$$

Since the rates of the chain $(X^\gamma_t)_{t \geq 0}$ are in the compact set $\mathbb{A}$ that is bounded away from zero,

$$\int_{\mathcal{T}} e^{-rt} \mathbb{E}[\mathbbm{1}_{[X^\gamma_t = z]}] dt > 0,$$

and recalling the definition of $\tilde{u}r$, this implies that:

$$J_r(\gamma^*(\cdot, \Delta \tilde{u}r), \tilde{\mu}r) < \tilde{u}r_{x_0}(0) = J_r(\tilde{\alpha}r, \tilde{\mu}r).$$
However, this contradicts the minimality of $\tilde{\alpha}^r$ and so we must instead have that
$$\tilde{\alpha}_{xy}^r(t) = \gamma_{y}^x(x, \Delta_x \tilde{u}^r(t))$$ for all $x, y \in [d]$ and $t \in \mathbb{R}_+$. 

### 7 Proof of Proposition 2.3

In order to prove the regularity of the derivative of the master equation, we need a linearized system around the discounted MFG system, which we analyze in the following subsection.

#### 7.1 Preliminary Results: Linearized System Around the Discounted MFG System

We now introduce a linearized system (7.1) centered around the discounted MFG system (MFG$_r$) and establish a sensitivity result via Lemma 7.1. This lemma serves us in the sequel in establishing the regularity of the solution of the discounted master equation.

Given the solution $(\mu^r, \mu^r)$ to (MFG$_r$) with $\mu^r(0) = \mu_0$ and $m_0 \in M_0$, consider the linearized system around $(\mu^r, \mu^r)$, defined for $t \in \mathbb{R}_+$:

$$\begin{align*}
- \frac{d}{dt} v_x(t) &= -r v_x(t) + \gamma^x(x, \Delta_x u^r(t)) \cdot \Delta_x v(t) + D_1^0 F(x, \mu^r(t)) \cdot m(t), \\
\frac{d}{dt} m_x(t) &= \sum_{y \in [d]} m_y(t) \gamma_{x}^y(y, \Delta_y u^r(t)) + \sum_{y \in [d]} \mu_{x}^y(t) \nabla_p \gamma_{x}^y(y, \Delta_y u^r(t)) \cdot \Delta_y v(t), \\
m(0) &= m_0, \quad v \text{ is bounded.}
\end{align*}$$

(7.1)

To obtain the existence and uniqueness of a solution to the latter system, we use the nice manipulation observed by [13] that (7.1) actually is equal to (5.1) with the choice:

$$\begin{align*}
A_x(t) &:= -\left( \gamma^x(x, \Delta_x u^r(t)) - \gamma^x(x, \Delta_x \bar{u}^r) \right) \cdot \Delta_x v(t) + \left( D_1^0 F(x, \mu^r(t)) - D_1^0 F(x, \bar{\mu}^r) \right) \cdot m(t), \\
B_x(t) &:= -\sum_{y \in [d]} m_y(t) \left( \gamma_{x}^y(y, \Delta_y u^r(t)) - \gamma_{x}^y(y, \Delta_y \bar{u}^r) \right) \\
&\quad - \left( \sum_{y \in [d]} \mu_{x}^y(t) \nabla_p \gamma_{x}^y(y, \Delta_y u^r(t)) - \sum_{y \in [d]} \bar{\mu}_{x}^y \nabla_p \gamma_{x}^y(y, \Delta_y \bar{u}^r) \right) \cdot \Delta_y v(t).
\end{align*}$$

In fact, We can show that these $A$ and $B$ have exponential decay and so Proposition 5.1 holds. Indeed, as in the proof of (5.3), one may show here as well that there are constants $C, r_0 > 0$, independent of $m_0$, such that for any $t \in \mathbb{R}_+$ and any $r \in (0, r_0)$,

$$|m(t)| + |\Delta v(t)| \leq C|m_0|e^{rt/2}.$$  

With this in mind, we can replicate the proof in Sect. 6.3 in order to obtain the following corollary. The corollary will be helpful in bounding the solutions of the linearized system (7.1) by an exponential decay and the initial data. In particular, the independence from the discount $r$ will be useful in the proof of Proposition 2.3.
Corollary 1 The system (7.1) admits a unique solution. Moreover, there exist \( \theta, r_0 > 0 \), and \( C > 0 \), independent of \( m_0 \), such that for any \( r \in (0, r_0) \) and \( t \in \mathbb{R}_+ \),

\[
|m(t)| + |\Delta v(t)| + |v(t)| \leqCe^{-\theta t}|m_0|.
\]

We now begin to make more concrete the relationship between the solution to the linearized system (7.1) and differences of solution to the MFG system (MFG\(_r\)). A preliminary result that establishes a second-order bound follows.

Lemma 7.1 Let \((u^r, \mu^r)\) and \((\hat{u}^r, \hat{\mu}^r)\) be solutions of (MFG\(_r\)) with the initial data \(\mu^r(0) = \mu_0^r\) and \(\hat{\mu}^r(0) = \hat{\mu}_0^r\), respectively. Also, let \((v, m)\) be the solution of (7.1), with the initial state \(m(0) = \mu_0^r - \hat{\mu}_0^r\). Then for any \(r > 0\), there is a constant \(C_r > 0\) that may depend on \(r\), but is independent of the initial data \(\mu_0^r\) and \(\hat{\mu}_0^r\), such that:

\[
\sup_{t \in \mathbb{R}_+} (|\hat{\mu}^r(t) - \mu^r(t) - m(t)| + |\hat{u}^r(t) - u^r(t) - v(t)|) \leq C_r|\mu_0^r - \hat{\mu}_0^r|^2. \tag{7.2}
\]

For the proof of this lemma as well as for future reference, we need the following linearized system.

\[
\begin{cases}
-\frac{d}{dt}w_x(t) = -rw_x(t) + y^*(x, \Delta_x u^r(t)) \cdot \Delta_x w(t) + D_{x}^{y}F(x, \mu^r(t)) \cdot \rho(t) + A_x(t), \\
\frac{d}{dt}\rho(t) = \sum_{y \in [d]} \rho(t) \gamma_x^y(y, \Delta_\gamma u^r(t)) + \sum_{y \in [d]} \mu^r(t)\nabla \rho \gamma_x^y(y, \Delta_\gamma u^r(t)) \cdot \Delta_\gamma w(t) + B_x(t), \\
\rho(0) = \rho_0, \quad w \text{ is bounded}. 
\end{cases} \tag{7.3}
\]

Proof of Lemma 7.1 Arithmetic implies that \(w(t) := \hat{u}^r(t) - u^r(t) - v(t)\) and \(\rho(t) := \hat{\mu}^r(t) - \mu^r(t) - m(t)\) solve the above linearized system (7.3) with the values:

\[
A_x(t) := H(x, \Delta_x \hat{u}^r(t)) - H(x, \Delta_x u^r(t)) - y^*(x, \Delta_x u^r(t)) \cdot \Delta_x (\hat{u}^r(t) - u^r(t)) + F(x, \hat{\mu}^r(t)) - F(x, \mu^r(t)) - D_{x}^{\gamma}F(x, \mu^r(t)) \cdot (\hat{\mu}^r(t) - \mu^r(t)),
\]

and

\[
B_x(t) := \sum_{y \in [d]} \left[ \hat{\mu}_y^r(t)\gamma_x^y(y, \Delta_\gamma \hat{u}^r(t)) - y^*(x, \Delta_\gamma u^r(t)) \cdot \nabla \rho \gamma_x^y(y, \Delta_\gamma u^r(t)) \cdot \Delta_\gamma (\hat{u}^r(t) - u^r(t)) \right] + (\hat{\mu}_y(t) - \mu_x^r(t))\nabla \rho \gamma_x^y(y, \Delta_\gamma u^r(t)) \cdot \Delta_\gamma \hat{u}^r(t) - u^r(t)).
\]

Fix \(0 \leq t_1 < t_2 \leq \infty\). We briefly consider \(|B(t)|\) by itself. Using Taylor’s theorem to generate a second order bound for \(y^*\), Young’s inequality, and with \(C > 0\) from Proposition 2.2,
\[ |B(t)| \leq C_{L,y} \left( \sum_{y \in [d]} |\Delta_y (\hat{u}^r(t) - u^r(t))|^2 + \sum_{y \in [d]} |\hat{\mu}_y(t) - \mu_y(t)||\Delta_y (\hat{u}^r(t) - u^r(t))| \right) \]

\[ \leq C_{L,y} \left( \frac{3}{2} \sum_{y \in [d]} |\Delta_y (\hat{u}^r(t) - u^r(t))|^2 + \frac{1}{2} \sum_{y \in [d]} |\hat{\mu}_y(t) - \mu_y(t)|^2 \right) \leq 2C_{L,y}C|\hat{\mu}_0 - \mu_0|^2. \tag{7.4} \]

Throughout the proof \( C > 0 \) may change from one line to the next, but will remain independent of \( r > 0 \), and the data \( \mu_0 \) and \( \hat{\mu}_0 \). We can similarly bound \( A \) using a second-order bound and Proposition 2.2:

\[ |A(t)| \leq (C_{L,H} + C_{L,F}) \left[ \max_{x \in [d]} |\Delta_x (\hat{u}^r - u^r)(t)|^2 + |\hat{\mu}(t) - \mu(t)|^2 \right] \]

\[ \leq C(C_{L,H} + C_{L,F})|\hat{\mu}_0 - \mu_0|^2. \tag{7.5} \]

Applying Lemma 3.4 to \( w(t, x) \) on \([t_1, t_2]\), using the boundedness of \( D^n F \), taking a supremum bound for \( e^{-rt}\rho(t) \), applying (7.5), and taking \( t_2 \to \infty \) gives:

\[ e^{-rt_1}|\Delta w(t_1)| \leq C \left( \sup_{t \in [t_1, \infty)} e^{-rt}|\rho(t)| + e^{-rt_1}|m_0|^2 \right). \]

By Proposition 2.2 (ii) and Corollary 1, \( |\rho(t)| \leq Ce^{-\theta t} \) for some \( \theta > 0 \). So there exists \( T = T_r > 0 \) so that,

\[ |\rho(T)| = \sup_{t \in \mathbb{R}_+} |\rho(t)|. \tag{7.6} \]

Note that this \( T = T_r \) will appear in the final constant and this is where the dependence on \( r > 0 \) comes from. Combining this with the above display and multiplying by \( e^{-rt_1} \) makes the right hand side independent of \( t_1 \). Then, taking the supremum over all \( t_1 \in \mathbb{R}_+ \) yields:

\[ \sup_{t_1 \in \mathbb{R}_+} |\Delta w(t_1)| \leq C \left( |\rho(T)| + |m_0|^2 \right). \tag{7.7} \]

Let \( \hat{w} \) be the solution to:

\[ -\frac{d}{dt} \hat{w}(t, x) = -r \hat{w}(t, x) + \Delta_x \hat{w}(t) \cdot \gamma^*(x, \Delta_x u^r(t)), \quad t \in [t_1, t_2], \quad \hat{w}(t_2, x) = \xi, \]

where \( \xi \in \mathbb{R}^d \) is arbitrary. Applying Lemma 3.4 to \( \hat{w} \) gives:

\[ |\Delta \hat{w}(t)| \leq Ce^{-(t_2-t)}|\Delta \xi|. \]

Taking the supremum,

\[ \sup_{t \in [t_1, t_2]} |\Delta \hat{w}(t)| \leq C|\Delta \xi|, \tag{7.8} \]
where $C$ is still independent of $t_1, t_2$. We can differentiate $e^{-rt} \hat{w}(t) \cdot \rho(t)$ and using (7.3),
\[
\frac{d}{dt} \left[ e^{-rt} \sum_{x \in [d]} \hat{w}_x(t) \rho_x(t) \right] = e^{-rt} \left[ \sum_{x \in [d]} \rho_x(t) \left( -\Delta_x \hat{w}(t) \cdot y^*(x, \Delta_x u^r(t)) + \hat{w}_x(t) \left( \sum_{y \in [d]} \rho_y(t) y^*_x(y, \Delta_y u^r(t)) + \mu^r_y(y) \nabla_p y^*_x(y, \Delta_y u^r(t)) \cdot \Delta_y w(t) + B_x(t) \right) \right].
\]
We can use the fact that $\sum_{x \in [d]} y^*_x(y, \Delta_y u^r(t)) = 0$ to see that the first sums in each line after the equality have opposite sign and so cancel with one another. We can then integrate both sides from $t_1$ to $t_2$, and rearrange terms,
\[
\int_{t_1}^{t_2} e^{-rt} \sum_{x, y \in [d]} \hat{w}_x(t) \mu_y(t) \nabla_p y^*_x(y, \Delta_y u^r(t)) \cdot \Delta_y w(t) dt = \sum_{x \in [d]} e^{-r(t_2-t_1)} \xi_x \rho_x(t_2) - e^{-r(t_1-t_1)} \hat{w}_x(t_1) \rho_x(t_1)
\]
\[
- \sum_{x \in [d]} \int_{t_1}^{t_2} e^{-rt} [\hat{w}_x(t) - \langle \hat{w}(t) \rangle_x] B_x(t) dt,
\]
where for the last term we used the fact that $B(t) \in M_0$ in order to insert $\langle \hat{w}(t) \rangle$. Denote $G_{x, z}(y) := -\partial_{p_y} y^*_x(y, \Delta_y u^r(t)) = -\partial_{p_y} y^*_x H(y, \Delta_y u^r(t))$ and let $G(y)$ be the $d \times d$ matrix with entries $[G_{x, z}(y)]_{x, z \in [d]}$. We note that by the assumptions on $H$, $G(y)$ is symmetric and positive definite. We note that the integrand on the left-hand side of the above display can be written:
\[
- \sum_{y \in [d]} \mu^r_y(t) (\Delta_y \hat{w}(t))^T G(y) \Delta_y w(t).
\]
With $t_1 = 0$, $\rho(t_1) = 0$. Rearranging, using these observations, (7.8), and (7.4),
\[
e^{-r(t_2-0)} |\rho(t_2)| \cdot |\xi| \leq C|\xi| \int_0^{t_2} e^{-rt} \sum_{y \in [d]} \mu^r_y(t) |G(y)\Delta_y w(t)| dt + C|\xi||\mu_0 - \hat{\mu}_0|^2
\]
Using Jensen’s inequality (for the product measure $\mu^r (t) \otimes e^{-rt} dt$ and the function $x \mapsto x^2$), boundedness of $G$, and taking the supremum over all $|\xi| = 1$,
\[
e^{-r(t_2-0)} |\rho(t_2)| \leq C \left( \int_0^{t_2} e^{-rt} \sum_{y \in [d]} \mu^r_y(t) |\Delta_y w(t)|^2 dt \right)^{1/2} + C|\mu_0 - \hat{\mu}_0|^2. \quad (7.9)
\]
In order to treat the integral on the right-hand side, we mimic the proof of Lemma 5.1, this time keeping $A$, and find that:

$$C^{-1} \int_{t_1}^{t_2} e^{-rt} \sum_{y \in [d]} \mu_y^*(t) |\Delta_y w(t)|^2 dt$$

$$\leq -e^{-rt} \mu(t) \cdot w(t) \bigg|_{t_1}^{t_2} + \sum_{x \in [d]} \int_{t_1}^{t_2} e^{-rt} (w_x(t) B_x(t) - \rho(x) A_x(t)) dt.$$  

Take $t_1 = 0$ and $t_2 = \infty$, use (7.4), (7.5), the facts $\rho(t), B(t) \in M_0$, and Lemma 3.1, then:

$$C^{-1} \int_{0}^{\infty} e^{-rt} \sum_{y \in [d]} \mu_y^*(t) |\Delta_y w(t)|^2 dt \leq \sup_{t \in \mathbb{R}_+} |\Delta w(t)||\mu_0 - \hat{\mu}_0|^2 + |\rho(T)||\mu_0 - \hat{\mu}_0|^2$$  

(7.10)

is chosen such that $|\rho(T)|$ attains the supremum in (7.6). In (7.9), we note that the right-hand side is bounded above by the same quantity, except that here the integral upper bound is $\infty$; so, plugging in (7.10) to (7.9) gives:

$$e^{-rt_2} |\rho(t_2)| \leq C \left[ \left( \sup_{t \in \mathbb{R}_+} |\Delta w(t)| + |\rho(T)| \right)^{1/2} |\mu_0 - \hat{\mu}_0| + |\mu_0 - \hat{\mu}_0|^2 \right].$$

In particular, this holds for $t_2 = T$. Using the fact that $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$ for $a, b \geq 0$ and Young’s inequality:

$$|\rho(T)| \leq C e^{2rT} |\mu_0 - \hat{\mu}_0|^2.$$  

(7.11)

Note that the constant is not independent of $r$ since we could possibly have $e^{2rT} \to \infty$ as $r \to 0^+$. Plugging in (7.11) to (7.7):

$$\sup_{t \in \mathbb{R}_+} |\Delta w(t)| \leq C e^{2rT} |\mu_0 - \hat{\mu}_0|^2.$$  

(7.12)

Using the ODE $w$ satisfies, integrating, using (7.5), and applying (7.11) and (7.12) gives:

$$e^{-rt} |w_x(t)| \leq \int_t^\infty e^{-rs} |y^*(x, \Delta_x w'(s)) \cdot \Delta_x w(s) + D_1^y F(x, \mu'(s)) \cdot \rho(s) + A_x(s)| ds$$

$$\leq C r^{-1} e^{-rt} \left( \sup_{t_1 \in \mathbb{R}_+} |\Delta w(t_1)| + |\rho(T)| + |\mu_0 - \hat{\mu}_0|^2 \right)$$

$$\leq C r^{-1} e^{-rt} e^{T |\mu_0 - \hat{\mu}_0|^2}.$$  

Multiplying both sides by $e^{-rt}$ finishes the proof.

Using the previous lemma, we will show that $D_1^y U_r$ is Lipschitz in $\mu_0$ with Lipschitz constant $C_r$, which depends on $r$. Here, we begin to establish the regularity of $U_r$ that is
uniform in $r$. The result in the next proposition allows for a uniform Lipschitz constant for the family $\{D^l_0U_r(x, \eta)\}_{r \in (0, r_0)}$. Once more we go through the linearized system in order to establish uniform-in-$r$ regularity of $U_r$.

**Proposition 7.1** Let $(u^r, \mu^r)$ and $(\hat{u}^r, \hat{\mu}^r)$ be solutions to $(MFG_r)$ with initial data $\mu^r(0) = \mu_0$ and $\hat{\mu}^r(0) = \hat{\mu}_0$. Let $(v, m)$ and $(\hat{v}, \hat{m})$ solve (7.1) with $(u^r, \mu^r)$ and $(\hat{u}^r, \hat{\mu}^r)$, respectively, and with $m(0) = \hat{m}(0) = m_0 \in \mathcal{M}_0$. Then, there exist $C, r_0, \theta > 0$ independent of the initial data, such that for all $r \in (0, r_0)$ and all $t \in \mathbb{R}_+$,

$$|m(t) - \hat{m}(t)| + |v(t) - \hat{v}(t)| \leq C(1 + |\mu_0 - \hat{\mu}_0||m_0| + t)e^{-\theta t}|m_0||\mu_0 - \hat{\mu}_0|.$$  

**Proof** With $w := v - \hat{v}$ and $\rho := m - \hat{m}$, we note that $(w, \rho)$ solves (7.3) with $\rho(0) = 0$,

$$A_x(t) := [\gamma^*(x, \Delta_x u^r(t)) - \gamma^*(x, \Delta_x \hat{u}^r(t))] \cdot \Delta_x \hat{v}(t) + [D^0_1F(x, \mu^r(t)) - D^0_1F(x, \hat{\mu}^r(t))] \cdot \hat{m}(t),$$

and

$$B_x(t) := \sum_{y \in [d]} \left\{ \hat{m}_y(t) \left[ \gamma^*_x(y, \Delta_x u^r(t)) - \gamma^*_x(y, \Delta_x \hat{u}^r(t)) \right] 
+ \left[ \mu^r(t) \nabla_p \gamma^*_x(y, \Delta_x u^r(t)) - \hat{\mu}^r(t) \nabla_p \gamma^*_x(y, \Delta_x \hat{u}^r(t)) \right] \cdot \Delta_y \hat{v}(t) \right\}.$$  

Note that from Proposition 2.2, together with Corollary 1, there are $C, \theta, r_0 > 0$ such that for any $t \in \mathbb{R}_+$ and $r \in (0, r_0)$,

$$|A(t)| + |B(t)| \leq C|\mu_0 - \hat{\mu}_0||m_0|e^{-\theta t}. \quad (7.13)$$

For the rest of the proof, $C$ is a positive constant, independent of $r$, the time variables, and the initial data, which may change from one line to the next. The rest of the proof here is adapted from that of Lemma 5.3. We start with showing that one can reduce the problem to one with $A \equiv 0$. To this end, let $(w^A, \rho^A)$ be the unique solution to (7.3) with some given $A$ and $B$ satisfying (7.13). Also, let $\bar{w}$ be the unique (bounded) solution to:

$$-\frac{d}{dt} \ddot{w}_x(t) = -r \ddot{w}_x(t) + \gamma^*(x, \Delta_x u^r(t)) \cdot \Delta_x \dot{w}(t) + A_x(t), \quad t \in \mathbb{R}_+.$$  

By Lemma 3.4 with $T \to \infty$, there exist $c, C > 0$ depending only on $\mathbb{A}$, such that:

$$|\Delta \ddot{w}(t)| \leq Ce^{(c+r)t} \int_t^\infty e^{-(c+r)s} |A(s)|ds \leq \frac{Ce^{-\theta t}}{c + r + \theta} |\mu_0 - \hat{\mu}_0||m_0|, \quad t \in \mathbb{R}_+. \quad (7.14)$$
Now, \((w^A - \tilde{w}, \rho^A)\) solves (7.3) with \(A \equiv 0\) and \(\tilde{B}(t) = B_x(t) + \sum_{y \in [d]} \mu_y^t \nabla_p \gamma^*_x(y, \Delta_y u^r) \cdot \Delta_y \tilde{w}(t)\). Still, \(\tilde{B}(t) \in \mathcal{M}_0\). Recall that by the vanishing discount proof in Proposition 2.1, \(|\Delta_x u^r|\) is uniformly bounded for \(r\) small enough. So, by Proposition 2.2 and this observation, we can modify where \((\rho, w)\)

for \(r\)

obtain that:

\[
|\Delta u^r| \leq C |\Delta \tilde{u}^r| + C |\mu_0 - \hat{\mu}| \leq \hat{C},
\]

where, still \(\hat{C}\) is independent of \(r\) and the initial data. So, \(\Delta_x u^r\) is uniformly bounded for \(r \in (0, r_0)\) and for any \(x \in [d]\). By assumption the second derivative of \(H\) is bounded on any compact set and equals \(\nabla_p \gamma^*\). Therefore by (7.13) and (7.14),

\[
|\tilde{B}(t)| \leq C_1 e^{-\theta t} |\mu_0 - \hat{\mu}_0| m_0, \tag{7.15}
\]

where \(C_1\) depends only on \(A\), and the bounds on \(C_{L, p, \gamma^*}, C_L, \nabla_p \gamma^*\), and \(C \nabla_p \gamma^*\).

For any \(b > 0\), define the set of measurable functions:

\[
\mathcal{B}_b := \{ B : \mathbb{R}_+ \to \mathcal{M}_0 \mid |B(t)| \leq be^{-\theta t}, \ \forall t \in \mathbb{R}_+ \}.
\]

We prove that for any \(c_1 > 0\) there exists \(C_2 > 0\) independent of \(c_1, r, \mu_0, \hat{\mu}_0\), and \(m_0\), such that

\[
\sup_{B \in \mathcal{B}_{c_1}} \{|\rho(t)| + |\Delta w(t)|\} \leq C_2 c_1 (1 + |\mu_0 - \hat{\mu}_0| m_0 + t) e^{-\theta t}, \tag{7.16}
\]

where \((\rho, w)\) above solves (7.3) with \(A \equiv 0\) and some \(B \in \mathcal{B}_{c_1}\). Recall that \((w^A - \tilde{w}, \rho^A)\) solves (7.3) with \(A \equiv 0\) and recall also the parameter \(C_1 > 0\) from (7.15). Then, (7.16) implies,

\[
|\rho^A(t)| + |\Delta (w^A - \tilde{w})(t)| \leq C_1 C_0 |\mu_0 - \hat{\mu}_0| m_0 (1 + |\mu_0 - \hat{\mu}_0| m_0 + t) e^{-\theta t}.
\]

Together with (7.14), we obtain that

\[
|\rho^A(t)| + |\Delta w^A(t)| \leq 2 C_1 C_0 |\mu_0 - \hat{\mu}_0| m_0 (1 + |\mu_0 - \hat{\mu}_0| m_0 + t) e^{-\theta t}.
\]

The rest of the proof is dedicated to establish (7.16) (which by definition considers \(A \equiv 0\)).

Since we are able to assume \(A \equiv 0\), we may follow the proof of Lemma 5.1 to obtain that:

\[
\int_{t_1}^{t_2} e^{-rs} \sum_{y \in [d]} \mu^r_y(s)|\Delta w(s)|^2 ds \leq -C \left[ e^{-rt} \rho(t) \cdot w(t) \right]_{t_1}^{t_2} + C \int_{t_1}^{t_2} e^{-rs} |B(s)|^2 ds,
\]

for \(0 \leq t_1 < t_2 \leq \infty\). Since \(\rho(0) = 0\) and \(\lim_{t \to \infty} e^{-rt} \rho(t) \cdot w(t) = 0\),

\[
\int_0^\infty e^{-rs} \sum_{y \in [d]} \mu^r_y(s)|\Delta w(s)|^2 ds \leq C \int_0^\infty e^{-rs} |B(s)|^2 ds.
\]
The bound for $B$ then yields:

$$
\int_0^\infty e^{-rs} \sum_{y \in [d]} \mu^r_\gamma(s) |\Delta w(s)|^2 ds \leq \frac{C}{r + \theta} |\mu_0 - \hat{\mu}_0|^2 |m_0|^2.
$$

Using this fact and Lemma 3.3,

$$
|\rho(t)| \leq C e^{r/2} \left( \int_0^t e^{-rs} \sum_{y \in [d]} \mu^r_\gamma(s) |\Delta w(s)|^2 ds \right)^{1/2} + C \int_0^t e^{-c(t-s)} |B(s)|_1 ds
\leq C e^{r/2} |\mu_0 - \hat{\mu}_0||m_0|.
$$

At the same time, Lemma 3.4 and boundedness of $D^n F$ gives:

$$
|\Delta w(t)| \leq C e^{(r+c)t} \int_t^\infty e^{-(r+c)s} |D^n F(x, \mu^r(s))||\rho(s)| ds \leq C e^{r/2} |\mu_0 - \hat{\mu}_0||m_0|.
$$

Hence,

$$
|\Delta w(t)| + |\rho(t)| \leq C e^{r/2} |\mu_0 - \hat{\mu}_0||m_0|.
$$

(7.17)

For any $b > 0$, define:

$$
\bar{g}^r(b, t) := b^{-1} \sup_{B \in B_b} e^{-rt} (|\rho(t)| + |\Delta w(t)|),
$$

where $(w, \rho)$ solves (7.3) with $A \equiv 0$, $\rho(0) = \rho_0 = 0$, and some $B \in B_b$. The structure of (7.3) implies that if $(\tilde{w}, \tilde{\rho})$ is a solution with a given $B$, then $(\tilde{w}, \tilde{\rho})$ is the solution associated with $\ell B$ for any $\ell \in \mathbb{R}$. Therefore, for any $b > 0$,

$$
\bar{g}^r(t) := \bar{g}^r(1, t) = \bar{g}^r(b, t), \quad t \in \mathbb{R}_+.
$$

Fix $\tau > 0$ and let $(w^{\tau,1}, \rho^{\tau,1})$ be the solution of (7.3) on $[\tau, \infty)$ with $A \equiv B \equiv 0$ and $\rho^{\tau,1}(\tau) = \rho(\tau)$. Also let $(w^{\tau,0}, \rho^{\tau,0})$ be the solution to (7.3) on $[\tau, \infty)$ with $A \equiv 0$, $\rho^{\tau,0}(\tau) = 0$, and the given $B$. Then on the time interval $[\tau, \infty)$, $(w, \rho) = (w^{\tau,1}, \rho^{\tau,1}) + (w^{\tau,0}, \rho^{\tau,0})$.

Note that $(\hat{w}^{\tau,0}(\cdot), \hat{\rho}^{\tau,0}(\cdot)) := (w^{\tau,0}(\tau + \cdot), \rho^{\tau,0}(\tau + \cdot))$ solves (7.3) on $\mathbb{R}_+$. Recall that we assume $|B(t)| \leq c_1 e^{-\theta t}$. So, $B(\tau + t) \leq c_1 e^{-(t+\tau)\theta}$. Together with the definition of $\bar{g}^r$ and the aforementioned linear property, we have:

$$
c_1^{-1} e^{-rt} (|\rho^{\tau,0}(\tau + t)| + |\Delta w^{\tau,0}(\tau + t)|) = e^{-\theta t} (c_1 e^{-\theta t})^{-1} e^{-rt} (|\rho^{\tau,0}(t)| + |\Delta w^{\tau,0}(t)|) \leq e^{-\theta t} \bar{g}^r(t).
$$

Note that $(w^{\tau,1}, \rho^{\tau,1})$ solves (7.1) and so we have from Corollary 1 that there exist $C_3, \theta > 0$ independent of $r, \tau, t, m_0, \mu_0, \hat{\mu}_0$ such that:

$$
|\Delta w^{\tau,1}(\tau + t)| + |\rho^{\tau,1}(\tau + t)| \leq C_3 e^{-\theta t} |\rho(\tau)|.
$$
As a consequence of the previous two displays and then using (7.17),
\[
c_i^{-1}(|\rho(\tau + t)| + |\Delta w(\tau + t)|) \leq c_i^{-1} C_3 e^{-\theta t} |\rho(\tau)| + e^{-\theta t} e^{rt} g^r(t)
\]
\[
\leq C e^{-\theta t} e^{rt/2} + e^{-\theta t} e^{rt} g^r(t).
\]
Multiplying both sides by \(e^{-r(\tau+t)}\) and taking the supremum over \(B\) satisfying \(|B(t)| \leq c_1 e^{-\gamma t}\), one gets:
\[
g^r(\tau + t) \leq C e^{-\theta t} e^{-rt/2} + e^{-\theta t} e^{rt} g^r(t) \leq C e^{-\theta t} e^{rt} g^r(t).
\]
Multiplying both sides by \(e^{(\theta+r)(t+t)}\),
\[
e^{(\theta+r)(t+t)} g^r(\tau + t) \leq C e^{\theta t} + e^{(\theta+r)t} g^r(t),
\]
which, together with the fact that \(g^r(t) = g^r(b, t)\) for any \(b > 0\), implies the exponential decay in (7.16).

### 7.2 Proof of (i)

For any \(t_0 \in \mathbb{R}_+\) and \(\mu_0 \in \mathcal{P}([d])\), let \((u^{r,t_0,\mu_0}, \mu^{r,t_0,\mu_0})\) be the solution to (MFG) on \([t_0, \infty)\) with the initial data \(\mu^{r,t}(t_0) = \mu_0\). Define \(\bar{U}_r : \mathbb{R}_+ \times [d] \times \mathcal{P}([d]) \to \mathbb{R}\), by
\[
\bar{U}_r(t, x, \eta) := e^{-rt} u^{r,t,\eta}(t, x).
\]
Clearly, \((u^{r,t,\mu_0}(t + \cdot), \mu^{r,t,\mu_0}(t + \cdot))\) solves (MFG) on \(\mathbb{R}_+\) with the initial condition \(\mu^{r,t,\mu_0}(0) = \mu_0\). By uniqueness of the solution to (MFG), we get that \((u^{r,t,\mu_0}(t + \cdot), \mu^{r,t,\mu_0}(t + \cdot)) = (u^{r,0,\mu_0}(\cdot), \mu^{r,0,\mu_0}(\cdot))\) and as a result
\[
\bar{U}_r(t, x, \mu_0) = e^{-rt} u^{r,t,\mu_0}(t, x) = e^{-rt} u^{r,0,\mu_0}(0, x) = e^{-rt} \bar{U}_r(0, 0, \mu_0),
\]
where here and in the sequel we often use the notation \(u(t, x)\) for \(u_x(t)\). Also, let \(v^{r,t_0,\mu_0}_{m_0}(t, x)\) be the solution of (7.1) on \([t_0, \infty)\) with the data \((u^{r,t_0,\mu_0}, \mu^{r,t_0,\mu_0})\) and \(m(t_0) = m_0\). Let \(\tilde{D} : \mathbb{R}_+ \times [d] \times \mathcal{P}([d]) \to \mathbb{R}^d\) be given by \(\tilde{D} = (\tilde{D}_z)_{z \in [d]}\) where
\[
\tilde{D}_z(t_0, x, \mu_0) := v^{r,t_0,\mu_0}_{m_0}(t_0, x).
\]
By linearity of (7.1), it follows that
\[
v^{r,t_0,\mu_0}_{m_0}(t_0, x) = \tilde{D}(t_0, x, \mu_0) \cdot m_0. \tag{7.18}
\]
By Lemma 7.1, there exists \(C_r > 0\) such that for all \(t_0 \in \mathbb{R}_+\) and all \(\mu_0, \tilde{\mu}_0 \in \mathcal{P}([d])\):
\[
|\bar{U}_r(t_0, x, \mu_0) - \bar{U}_r(t_0, x, \tilde{\mu}_0) - \tilde{D}(t_0, x, \mu_0) \cdot (\mu_0 - \tilde{\mu}_0)| \leq C_r |\mu_0 - \tilde{\mu}_0|^2.
\]
So, we have

\[ D^n_t \tilde{U}_r (t_0, x, \mu_0) = \tilde{D} (t_0, x, \mu_0) \]  \tag{7.19} 

and \( \tilde{D} \) is Lipschitz in \( \mu_0 \) with Lipschitz constant \( C_r \), a constant depending on \( r \) for now. Let \( \alpha : [t_0, \infty) \times \mathcal{P}([d]) \to \mathbb{Q} \) be defined by \( \alpha_{\chi_y} (s, \eta) := y_s (x, \Delta, u^{r, 0, \mu_0} (t_0)). \) Also, denote \( \mu (t) = \mu^{r, 0, \mu_0} (t), t \in \mathbb{R}_+, \) and define \( \mu (s) := (1 - s) \mu (t_0) + s \mu (t_0 + h). \) Since \( D^n \tilde{U}_r \) exists, we can write for \( h > 0 \) that:

\[ \tilde{U}_r (t_0 + h, x, \mu (t_0 + h)) - \tilde{U}_r (t_0 + h, x, \mu (t_0)) = \int_0^1 \left[ \frac{\partial}{\partial (\mu (t_0 + h) - \mu (t_0))} \tilde{U}_r (t_0 + h, x, \mu (\alpha (t))) \right] ds \]

\[ = \int_0^1 \int_{t_0}^{t_0 + h} \sum_{\epsilon, y \in [d]} \mu (t) \alpha y (t, \mu (t)) D^n_{\epsilon y} \tilde{U}_r (t_0 + h, x, \mu (\alpha (t))) dt ds \]

\[ = \int_0^1 \int_{t_0}^{t_0 + h} \sum_{\epsilon, y \in [d]} \mu (t) \alpha y (t, \mu (t)) \cdot D^n_{\epsilon y} \tilde{U}_r (t_0 + h, x, \mu (\alpha (t))) dt ds, \]

\[ \tag{7.20} \]

where recall that \( A_y \) is the \( y \)-th row of the matrix \( A \) and where for the second and third equalities we used (1.1) since \( \mu (t) \alpha y (t, \mu (t)) \in \mathcal{N}_0. \)

Since \( D^n \tilde{U}_r \) is Lipschitz,

\[ \lim_{h \to 0^+} \frac{1}{h} \left[ \tilde{U}_r (t_0 + h, x, \mu (t_0 + h)) - \tilde{U}_r (t_0 + h, x, \mu (t_0)) \right] = \sum_{y \in [d]} \mu (t_0) \alpha y (t_0, \mu (t_0)) D^n_{\epsilon y} \tilde{U}_r (t_0, x, \mu (t_0)). \]

Therefore,

\[ \lim_{h \to 0^+} \frac{1}{h} \left[ \tilde{U}_r (t_0 + h, x, \mu (t_0 + h)) - \tilde{U}_r (t_0, x, \mu (t_0)) \right] \]

\[ = \lim_{h \to 0^+} \frac{1}{h} \left[ \tilde{U}_r (t_0 + h, x, \mu (t_0 + h)) - \tilde{U}_r (t_0 + h, x, \mu (t_0)) \right] \]

\[ + \frac{1}{h} \left[ \tilde{U}_r (t_0 + h, x, \mu (t_0)) - \tilde{U}_r (t_0, x, \mu (t_0)) \right] \]

\[ = \sum_{y \in [d]} \mu (t_0) \alpha y (t_0, \mu (t_0)) D^n_{\epsilon y} \tilde{U}_r (t_0, x, \mu (t_0)) \]

\[ + \partial \tilde{U}_r (t_0, x, \mu (t_0)). \]

On the other hand, by the definition of \( \tilde{U}_r \) and since \( u^{r, \alpha (t), \mu (t)} (t, x) = u^{r, 0, \mu_0 (0)} (t, x), \)

\[ \lim_{h \to 0^+} \frac{1}{h} \left[ \tilde{U}_r (t_0 + h, x, \mu (t_0 + h)) - \tilde{U}_r (t_0, x, \mu (t_0)) \right] \]
Putting these two observations together and using the definition of $\alpha$, we obtain that:

$$\partial_t \tilde{U}_r(t_0, x, \mu(t_0)) = e^{-r_{t_0}} \left[ \frac{d}{dt} u^r, 0, \mu_0(t_0, x) - r u^r, 0, \mu_0(t_0, x) \right] - \sum_{y \in [d]} \mu_y(t_0) y^*(y, \Delta_y u^r, 0, \mu_0(t_0, \cdot)) \cdot D^0_{y^*} \tilde{U}_r(t_0, x, \mu(t_0)).$$

Now, using the facts that $u^r$ solves (MFG$_r$) and that $\tilde{U}_r(t_0, x, \mu(t_0)) = e^{-r_{t_0}} \tilde{U}_r(0, x, \mu(t_0))$, we obtain:

$$r e^{-r_{t_0}} \tilde{U}_r(0, x, \mu(t_0)) = e^{-r_{t_0}} \left[ H(x, \Delta_x u^r, 0, \mu_0(t_0, \cdot)) + F(x, \mu(t_0)) \right] + e^{-r_{t_0}} \sum_{y \in [d]} \mu_y(t_0) y^*(y, \Delta_y u^r, 0, \mu_0(t_0, \cdot)) \cdot D^0_{y^*} \tilde{U}_r(0, x, \mu(t_0)).$$

Take $t_0 = 0$ and define:

$$U_r(x, \eta) := \tilde{U}_r(0, x, \eta) = u^r, 0, \eta(0, x). \quad (7.21)$$

Expand the dot product to obtain that for any $\eta \in \mathcal{P}([d])$:

$$r U_r(x, \eta) = H(x, \Delta_x U_r(\cdot, \eta)) + \sum_{y, z \in [d]} \eta_y D^0_{yz} U_r(x, \eta) y^*_z(y, \Delta_y U_r(\cdot, \eta)) + F(x, \eta),$$

which is exactly (ME$_r$).

### 7.3 Proof of (ii)

Fix arbitrary $t_0 > 0$ and $\mu_0 \in \mathcal{P}([d])$. Let $\tilde{U}_r$ be a solution to (ME$_r$). Fix $\mu_0 \in \mathcal{P}([d])$ and let $\tilde{\mu}_r : [t_0, \infty) \to \mathcal{P}([d])$ be the unique solution to:

$$\begin{cases} 
\frac{d}{dt} \tilde{\mu}_r^x(t) = \sum_{y \in [d]} \tilde{\mu}_y(t) y^*_x(y, \Delta_y \tilde{U}_r(\cdot, \tilde{\mu}_r(t))), \\
\tilde{\mu}_r^x(t_0) = \mu_0.
\end{cases}$$

Define a function $\tilde{u}^r : [t_0, \infty) \times [d] \to \mathbb{R}$ by $\tilde{u}^r(t, x) := \tilde{U}_r(x, \tilde{\mu}_r(t))$. By the definitions of $\tilde{\mu}_r$, $\tilde{\mu}_r$, and $\tilde{U}_r$, we get by a similar computation to (7.20) that:

$$-\frac{d}{dt} \tilde{u}^r(t, x) = \sum_{y, z \in [d]} \tilde{\mu}_y(t) D^0_{yz} \tilde{U}_r(x, \tilde{\mu}_r(t)) y^*_z(y, \Delta_y \tilde{U}_r(\cdot, \tilde{\mu}_r(t)))$$

Springer
\[ -r \tilde{U}_r(x, \tilde{\mu}^r(t)) + H(x, \Delta_x \tilde{U}_r(\cdot, \tilde{\mu}^r(t))) + F(x, \tilde{\mu}^r(t)) = -r \bar{u}^r(t, x) + H(x, \Delta_x \bar{u}^r(\cdot, t)) + F(x, \bar{u}^r(t)). \]

So \((\bar{u}^r, \tilde{\mu}^r)\) solves \((\text{MFG}_r)\) and by uniqueness for that system, \(\bar{u}^r = u^r\), which leads to the equality \(\tilde{U}_r(t, \tilde{\mu}(t)) = U_r(t, \mu(t))\) for all \(t \in [t_0, \infty)\). Specifically, for \(t = t_0\),

\[ \tilde{U}_r(t_0, \mu_0) = \tilde{U}_r(t_0, \tilde{\mu}(t_0)) = U_r(t_0, \mu(t_0)) = U_r(t_0, \mu_0). \]

Since \(t_0\) and \(\mu_0\) are arbitrary, we obtain \(\tilde{U}_r = U_r\).

### 7.4 Proof of (iii)

By (7.18) and (7.19), \(D^\eta_{1y} U_r(x, \eta) = v^{r,0,\mu_0,e_1}(0, x)\), and so by Corollary 1, there exist \(C, r_0 > 0\) such that for all \(x, y \in [d], \eta \in \mathcal{P}([d]), r \in (0, r_0), \) and \(m \in \mathcal{M}_0\),

\[ \left| \frac{\partial}{\partial m} [U_r(x, \eta)] \right| = |m \cdot D^\eta_{1y} U_r(x, \eta)| = |v^{r,0,\eta,m}(0, x)| \leq C|m|. \]  

(7.22)

In particular, (7.22) holds for \(m = e_1z\). By (3.5), we have \(|r U_r(x, \eta)| = |r u^r(0, x)| \leq C f + F\). Together, (7.22) and this fact imply the first part of (iii).

We now turn to establish the uniform Lipschitz constant for the family \(\{D^\eta_{1y} U_r(x, \eta)\}_{r \in (0, r_0)}\). Let \(v^{r,0,\mu_0,m_0}(t, x)\) be the solution of (7.1) on \([t_0, \infty)\) with parameters \(\mu(t_0) = \mu_0\) and \(m(t_0) = m_0\). Recall from (7.18) that \(\tilde{D} : \mathbb{R}_+ \times [d] \times \mathcal{P}([d]) \rightarrow \mathbb{R}^d\) given by \(\tilde{D} = (\tilde{D}_z)_{z \in [d]}\) satisfies

\[ m \cdot \tilde{D}(t_0, x, \mu_0) = v^{r,0,\mu_0,m_0}(t_0, x). \]

By Lemma 7.1, there exists \(C_r > 0\) such that for all \(\eta_1, \eta_2 \in \mathcal{P}([d]):\)

\[ |U_r(x, \eta_1) - U_r(x, \eta_2) - \tilde{D}(0, x, \eta_1) \cdot (\eta_1 - \eta_2)| \leq C_r |\eta_1 - \eta_2|^2. \]

From (7.19) and (7.21), we have \(D^\eta_{1y} U_r(x, \eta) = \tilde{D}(0, x, \eta)\) for all \(\eta \in \mathcal{P}([d])\) and \(\tilde{D}\) is Lipschitz with Lipschitz constant \(C_r\) depending on \(r\). We can now upgrade the Lipschitz constant for \(\tilde{D}\) through \(v\) into one that is uniform in \(r \in (0, r_0)\). Namely, by (7.18) and Proposition 7.1, there exists \(C > 0\) such that for any \(\eta_1, \eta_2 \in \mathcal{P}([d]):\)

\[
\frac{|D^\eta_{1y} U_r(x, \eta_1) - D^\eta_{1y} U_r(x, \eta_2)|}{|\eta_1 - \eta_2|} \leq \sup_{m_0 \in \mathcal{M}_0} \frac{|(D^\eta_{1y} U_r(x, \eta_1) - D^\eta_{1y} U_r(x, \eta_2)) \cdot m_0|}{|\eta_1 - \eta_2| |m_0|} \\
= \sup_{m_0 \in \mathcal{M}_0} \frac{|v^{r,0,\eta_1,m_0}(0, x) - v^{r,0,\eta_2,m_0}(0, x)|}{|\eta_1 - \eta_2| |m_0|} \\
\leq C.
\]
So for any \( x \in [d] \),
\[
\sup_{r \in (0, r_0)} \sup_{\eta_1 \neq \eta_2} \frac{|D_\eta^0 U_r(x, \eta_1) - D_\eta^0 U_r(x, \eta_2)|}{|\eta_1 - \eta_2|} \leq C.
\]

7.5 Proof of (iv)

Fix \( \eta, \hat{\eta} \in \mathcal{P}([d]) \) and let \((u^r, \mu^r)\) and \((\hat{u}^r, \hat{\mu}^r)\) solve \((\text{MFG}_r)\) with the initial data \(\mu^r(0) = \eta\) and \(\hat{\mu}^r(0) = \hat{\eta}\), respectively. By the definition of \(U_r\) and Lemma 3.6,
\[
\sum_{x \in [d]} (U_r(x, \eta) - U_r(x, \hat{\eta}))(\eta_x - \hat{\eta}_x) = \sum_{x \in [d]} (u^r(0, x) - \hat{u}^r(0, x))(\eta_x - \hat{\eta}_x) \geq 0.
\]

8 Proof of Theorem 2.1

8.1 Proof of (i)

Let \(U_r\) be the solution to \((\text{ME}_r)\) and let \((\bar{u}^r, \bar{\mu}^r)\) be the stationary solution to the discounted MFG system \((2.5)\). By the definition of \(U_r\) from \((7.21)\) and Proposition 2.1, there exist \(C, r_0 > 0\) such that for all \(r \in (0, r_0)\), and \(x \in [d]\), \(|\Delta_x U^r(\cdot, \bar{\mu}^r)| = |\Delta_x \bar{u}^r| \leq C\sqrt{r} + |\Delta \bar{u}|\) where \(\bar{u}\) comes from \((\text{MFG}_0)\). Since \(D_\eta^0 U_r\) is Lipschitz uniformly in \(r \in (0, r_0)\), we can say the same for \(U_r\). Combining this with Proposition 2.3 (iii), we may update \(C > 0\) such that for any \(\eta \in \mathcal{P}([d])\), \(x \in [d]\), and any \(r \in (0, r_0)\),
\[
|U_r(x, \eta) - U_r(1, \bar{\mu}^r)| \leq |U_r(x, \eta) - U_r(x, \bar{\mu}^r)| + |U_r(x, \bar{\mu}^r) - U_r(1, \bar{\mu}^r)|
\]
\[
\leq C|\eta - \bar{\mu}^r| + |U_r(x, \bar{\mu}^r) - U_r(1, \bar{\mu}^r)|
\]
\[
\leq 2C + C\sqrt{r_0} + |\Delta \bar{u}|.
\]

Then by passing the suprema,
\[
\sup_{r \in (0, r_0)} \sup_{\eta \in \mathcal{P}([d])} |U_r(x, \eta) - U_r(1, \bar{\mu}^r)| \leq 2C + C\sqrt{r_0} + |\Delta \bar{u}|.
\]

By the second part of Proposition 2.3 (iii), we have for all \(x \in [d]\):
\[
\sup_{r \in (0, r_0)} \left( \sup_{\eta \in \mathcal{P}([d])} |D^0_\eta U_r(x, \eta)| + \sup_{\eta_1 \neq \eta_2} \frac{|D^0_\eta U_r(x, \eta_1) - D^0_\eta U_r(x, \eta_2)|}{|\eta_1 - \eta_2|} \right) \leq C_2.
\]

Therefore, for any \(x \in [d]\), \(|U_r(x, \cdot) - U_r(1, \bar{\mu}^r)|c_{\text{Lip}}(\mathcal{P}([d]))_{r \in (0, r_0)}\) is bounded, where for any differentiable \(g : \mathcal{P}([d]) \to \mathbb{R}\), we define:
\[
\|g(\cdot)\|_{c_{\text{Lip}}(\mathcal{P}([d]))} := \sup_{\eta \in \mathcal{P}([d])} |g(\eta)| + \sup_{\eta \in \mathcal{P}([d])} |D^0_\eta g(\eta)| + \sup_{\eta_1 \neq \eta_2} \frac{|D^0_\eta g(\eta_1) - D^0_\eta g(\eta_2)|}{|\eta_1 - \eta_2|}.
\]
Now, we make use of the fact that the bound is uniform in $r$ and employ the vanishing discount approach. By compactness, for any sequence of vanishing discounts $(r_n)_n \to 0$, there exists a subsequence, which by abuse of notation we also refer to as $(r_n)_n$, for which there exists $U_0(x, \cdot) \in C^1(\mathcal{P}([d]))$ with $\|U_0(x, \cdot)\|_{C^1(\mathcal{P}([d]))} \leq C$ and where:

$$U_{r_n}(x, \cdot) - U_{r_n}(1, \bar{\mu}^{r_n}) \to U_0(x, \cdot) \quad \text{and} \quad D^\eta U_{r_n}(x, \cdot) \to D^\eta U_0(x, \cdot),$$

with convergence in the uniform sense. Again by passing to a further subsequence, the real-valued sequence $\{r_n U_{r_n}(1, \bar{\mu}^{r_n})\}_{n \in \mathbb{N}}$ has a limit, which we denote by $\varrho_1$. In view of the master equation (ME$_r$), using the Lipschitz continuity of $H$ and $\gamma^*$, and the vanishing discount:

$$\varrho_1 = \lim_{n \to \infty} [r_n U_{r_n}(1, \bar{\mu}^{r_n}) + r_n(U_{r_n}(x, \eta) - U_{r_n}(1, \bar{\mu}^{r_n}))]$$

$$= \lim_{n \to \infty} r_n U_{r_n}(x, \eta)$$

$$= \lim_{n \to \infty} \left[ H(x, \Delta x U_{r_n}(\cdot, \eta)) + \sum_{y, z \in [d]} D^0_{yz} U_{r_n}(x, \eta)\gamma^*_z(y, \Delta y U_{r_n}(\cdot, \eta)) + F(x, \eta) \right]$$

$$= H(x, \Delta x U_0(\cdot, \eta)) + \sum_{y, z \in [d]} D^0_{yz} U_0(x, \eta)\gamma^*_z(y, \Delta y U_0(\cdot, \eta)) + F(x, \eta).$$

### 8.2 Proof of (ii)

This follows from the uniform constant used in the vanishing discount.

### 8.3 Proof of (iii)

From Proposition 2.3, $U_r$ is monotone and so for any $\eta, \hat{\eta} \in \mathcal{P}([d])$:

$$0 \leq \sum_{x \in [d]} (\eta_x - \hat{\eta}_x)(U_r(x, \eta) - U_r(x, \hat{\eta}))$$

$$= \sum_{x \in [d]} (\eta_x - \hat{\eta}_x)(U_r(x, \eta) - U_r(1, \bar{\mu}^r) + U_r(1, \bar{\mu}^r) - U_r(x, \hat{\eta})).$$

Taking the limit along the subsequence as in the vanishing discount we obtain

$$0 \leq \sum_{x \in [d]} (\eta_x - \hat{\eta}_x)(U_0(x, \eta) - U_0(x, \hat{\eta})).$$

### 8.4 Proof of (iv)

From the definition of $\varrho_1$ above, the definition of $U_r(x, \bar{\mu}^r)$ (see (7.21), and Proposition 2.1,

$$\varrho_1 = \lim_{n \to \infty} r_n U_{r_n}(1, \bar{\mu}^{r_n}) = \lim_{n \to \infty} r_n \bar{\varrho}_1^{r_n} = \bar{\varrho}. \quad (8.1)$$
In this way, we eliminate the dependence on the choice of state 1 for \( \varrho \), the constant in (ME). Moreover, since \( U_{\varrho} (x, \mu^\varrho) = \tilde{u}_{\varrho}^x \) and by (2.5), the vanishing discount yields:

\[
\sum_{y, z \in [d]} D_y^0 U_0 (x, \mu) \mu_{\gamma} \gamma^*_x (y, \Delta x U_0 (\cdot, \mu)) = \lim_{n \to \infty} \left[ \sum_{y, z \in [d]} D_y^n U_{r^n} (x, \mu^{r^n}) \mu_{\gamma} \gamma^*_x (y, \Delta x U_{r^n} (\cdot, \mu^{r^n})) \right] = 0.
\]

So for \( \eta = \tilde{\mu} \) we have

\[
\varrho = H (x, \Delta x U_0 (\cdot, \mu)) + F (x, \tilde{\mu}).
\]

Since \( \varrho = \tilde{\varrho} \), we see that \((\varrho, U_0 (\cdot, \mu), \tilde{\mu})\) solves the ergodic MFG (MFG0) and hence \( U_0 (\cdot, \mu) = \tilde{u} \) up to a constant.

**Uniqueness up to a constant:** On one hand, we note that for any solution \((\varrho, U)\) to (ME), we can obtain another solution \((\varrho, U + c \mathbf{1})\) where \( \mathbf{1} \in \mathbb{R}^d \) is the \( d \)-vector of all ones. This follows from the fact that the shift by \( c \mathbf{1} \) does not change the derivatives \( D_y^0 U (x, \eta) \) and since \( \Delta x (U + c \mathbf{1}) (\cdot, \eta) = \Delta x U (\cdot, \eta) \).

We now turn to prove the other direction. Let \((\varrho, U_0^i)\), \( i = 1, 2 \), be two solutions to the ergodic master equation (ME). Define \( \mu^i : \mathbb{R}_+ \to \mathcal{P} ([d]) \) as the unique solution to:

\[
\frac{d}{dt} \mu^i_x (t) = \sum_{y \in [d]} \mu^i_y (t) \gamma^*_x (y, \Delta x U^i_0 (\cdot, \mu^i (t))),
\]

with \( \mu^i (0) = \mu_0 \). By the chain rule,

\[
\frac{d}{dt} U^i_0 (x, \mu^i (t)) = \sum_{y \in [d]} \mu^i_y (t) \gamma^*_x (y, \Delta x U^i_0 (\cdot, \mu^i (t))) \cdot D_y^0 U_0^i (x, \mu^i (t)).
\]

Since \( U_0^i \) satisfies (ME), and setting \( u^i_x (t) := U^i_0 (x, \mu^i (t)) \), we find that \((u^i, \mu^i)\) satisfies the following system:

\[
\begin{align*}
- \frac{d}{dt} u^i_x (t) + \tilde{\varrho} &= H (x, \Delta x u^i (t)) + F (x, \mu^i (t)), \\
\frac{d}{dt} \mu^i_x (t) &= \sum_{y \in [d]} \mu^i_y (t) \gamma^*_x (y, \Delta x u^i (t)), \\
\mu^i (0) &= \mu_0, \quad t \in \mathbb{R}_+.
\end{align*}
\]

Uniqueness for this system follows by the same arguments given earlier in the paper.

A similar computation to Lemma 3.6, along with the fact that \( \mu^1 (0) = \mu^2 (0) = \mu_0 \) implies that for any \( T > 0 \),

\[
\int_0^T \sum_{x \in [d]} |\Delta x (u^1 (t) - u^2 (t))|^2 (\mu^1_x (t) + \mu^2_x (t)) dt \leq C |\Delta (u^1 - u^2) (T) | (\mu^1 (T) - \mu^2 (T)).
\]
From [25, Theorem 3], we have that $\mu^1(t), \mu^2(t) \to \bar{\mu}$ as $t \to \infty$, where $(\varrho, \bar{\mu}, \bar{\mu})$ is the unique solution to (MFG$_0$). Therefore,

$$\lim_{T \to \infty} \int_0^T \sum_{x \in [d]} |\Delta_x(u^1 - u^2)(t)|^2 \mu_x^1(t) + \mu_x^2(t)) \, dt \leq 0.$$ 

Note that if $\mu_x^i(0) = 0$, then

$$\frac{d}{dt} \mu_x^i(0) = \sum_{y, y \neq x} \mu_y^i(0) \gamma_x^i(y, \Delta_x u^i(0)) > a_i > 0.$$ 

So, for any given $\varepsilon > 0$, on $[\varepsilon, T]$, the process $\mu^1 + \mu^2$ is bounded away from zero and hence $\Delta_x u^1(t) = \Delta_x u^2(t)$ for $t \in [\varepsilon, T]$ and for all $x \in [d]$. Taking $\varepsilon \to 0+$, $\Delta_x u^1(t) = \Delta_x u^2(t)$ for all $t \in [0, T]$ and $x \in [d]$. Using uniqueness of the Kolmogorov’s equation from (8.2), we obtain that $\mu^1 = \mu^2$. Combining these results implies that $(d/dt)u^1_x(t) = (d/dt)u^2_x(t)$, and so, there exists a constant $c \in \mathbb{R}$ (that may depend on $\mu_0$), such that for any $(t, x) \in \mathbb{R}_+ \times [d]$, $u^1(t, x) = u^2(t, x) + c$. As a result, $U^1_0(x, \mu(t)) = U^2_0(x, \mu(t)) + c$ for all $(t, x) \in \mathbb{R}_+ \times [d]$.

Now, we are going to show that actually $c$ is independent of $\mu_0$. Take $\mu_0 = \bar{\mu}$, which in turn implies $\mu^1(t) = \mu^2(t) = \bar{\mu}$ and denote the corresponding constant $c$ that arises from the same computation as we had previously as $\bar{c} \in \mathbb{R}$. Using the Lipschitz continuity of $U^i_0$,

$$|c - \bar{c}| = \lim_{t \to \infty} |U^1_0(x, \mu^1(t)) - U^2_0(x, \mu^2(t)) - U^1_0(x, \bar{\mu}) + U^2_0(x, \bar{\mu})|$$

$$\leq \lim_{t \to \infty} \left\{ |U^1_0(x, \mu^1(t)) - U^1_0(x, \bar{\mu})| + |U^2_0(x, \mu^2(t)) - U^2_0(x, \bar{\mu})| \right\}$$

$$\leq C \lim_{t \to \infty} \max_{i=1,2} |\mu^i(t) - \bar{\mu}|$$

$$= 0.$$ 

So, $c = \bar{c}$ and the constant is independent of the choice of $\mu_0$. Consequently, $U^1_0(x, \mu_0) = U^2_0(x, \mu_0) + \bar{c}$ for all $(x, \mu_0) \in [d] \times \mathcal{P}([d])$.
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3 It is worth mentioning that this theorem from [25] relies on the additional contraction assumptions of that work. However, their proof only uses the contractive assumptions to bound their potential functions $u(t)$ in a sub-additive (non-norm) function $\| \cdot \|_2$; here, $\| u(t) \|_2$ measures the maximum difference between potentials of any two states from $[d]$ at time $t \in \mathbb{R}_+$ and so is equivalent to $|\Delta u(t)|$ in our case. Namely, for any measurable function $b : \mathbb{R}_+ \to \mathbb{R}_+$, the quantity $\| b(t) \|_2$ is bounded for all $t \in \mathbb{R}_+$ if and only if $|\Delta b(t)|$ is bounded for all $t \in \mathbb{R}_+$. Recall that we found that $\Delta_x u^i(t) = \Delta_x U^i_0(\cdot, u^i(t))$ and because $U^i_0$ is Lipschitz, $|\Delta_x U^i_0(\cdot, u^i(t))| \leq C(|\Delta_x \bar{\mu}| + |\mu^i(t) - \bar{\mu}|)$. So, we obtain boundedness independently of the contractive assumptions and may otherwise reuse the proof from [25, Theorem 3].
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