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How would the world appear to us if its ontology was that of classical mechanics but every agent faced a restriction on how much they could come to know about the classical state? We show that in most respects, it would appear to us as quantum. The statistical theory of classical mechanics, which specifies how probability distributions over phase space evolve under Hamiltonian evolution and under measurements, is typically called Liouville mechanics, so the theory we explore here is Liouville mechanics with an epistemic restriction. The particular epistemic restriction we posit as our foundational postulate specifies two constraints. The first constraint is a classical analogue of Heisenberg’s uncertainty principle – the second-order moments of position and momentum defined by the phase-space distribution that characterizes an agent’s knowledge are required to satisfy the same constraints as are satisfied by the moments of position and momentum observables for a quantum state. The second constraint is that the distribution should have maximal entropy for the given moments. Starting from this postulate, we derive the allowed preparations, measurements and transformations and demonstrate that they are isomorphic to those allowed in Gaussian quantum mechanics and generate the same experimental statistics. We argue that this reconstruction of Gaussian quantum mechanics constitutes additional evidence in favour of a research program wherein quantum states are interpreted as states of incomplete knowledge, and that the phenomena that do not arise in Gaussian quantum mechanics provide the best clues for how one might reconstruct the full quantum theory.

I. INTRODUCTION

What is innovative about quantum mechanics from the perspective of classical physics? The thesis we shall defend in this article is that a large part of quantum mechanics can be understood as arising from a single innovation relative to classical theories: there is a restriction on how much any agent can know about the physical state of a classical system. To be a bit more precise, the claim is that if one begins with the statistical classical theory, which is to say the one that quantitatively describes an agent’s knowledge of a classical system and therefore specifies how probability distributions over the classical state space evolve over time and how they are updated in the course of measurements, and if one then assumes as a new fundamental postulate that agents are restricted in the sorts of knowledge they can have about the classical state (or equivalently, the form of the probability distributions they can prepare), then one can derive a large part of quantum mechanics in the sense of reproducing its operational predictions.

We shall consider classical particle mechanics here. The statistical theory in this case is known as Liouville mechanics. The restriction on knowledge that we adopt, and which we shall refer to as the epistemic restriction, is inspired by Heisenberg’s uncertainty principle together with a principle of entropy maximization. We derive which preparations, measurements and transformations are consistent with the epistemic restriction. The result is a theory that we refer to as epistemically-restricted Liouville mechanics, or ERL mechanics. We then demonstrate its equivalence to a subtheory of quantum mechanics which we call Gaussian quantum mechanics (about which we shall say more in a moment). Significantly, this implies that all phenomena arising in Gaussian quantum mechanics can be interpreted in terms of probability distributions over a classical phase space. ERL mechanics provides a noncontextual hidden variable model for Gaussian quantum mechanics.

Within this model, all quantum states are represented by probability distributions that cover a non-vanishing volume of the phase space. Consequently, they correspond to states of incomplete knowledge about the physical state of the system. Furthermore, non-orthogonal quantum states correspond to overlapping probability distributions. Consequently, many distinct quantum states are consistent with the system being at a particular point in phase space; a change in the quantum state need not imply a change in reality. Theories of this sort have been described as $\psi$-epistemic. ERL mechanics therefore provides a $\psi$-epistemic hidden variable model for Gaussian quantum mechanics. The success of this model in reproducing aspects of quantum theory provides additional evidence in favour of interpretations of quantum theory where quantum states describe states of incomplete knowledge rather than states of reality.

We define Gaussian quantum mechanics in terms of

1 The model is noncontextual in the generalized sense defined in [1].
the Wigner representation. Among pure states, it is well known that a wavefunction has a magnitude with Gaussian profile over configuration space if and only if the state admits of a Gaussian (hence non-negative) Wigner representation, and that these are the only pure states that have a non-negative Wigner representation \(^2\). We here consider a mixed state to be Gaussian only if it has a Gaussian Wigner representation\(^2\). For all Gaussian states, the Wigner representation can be interpreted as a probability distribution over phase space. The ability to interpret the Wigner representation of a state as a probability distribution over phase space is sometimes taken as a condition for classicality. However, as emphasized in Ref. \([6]\), this is not sufficient, because one needs to verify that the entire experiment, including the measurements and transformations, admits of a classical explanation. We take the Gaussian measurements to be those associated with positive operator valued measures (POVMs) all the elements of which have Gaussian (hence non-negative) Wigner representations. This ensures that they can be interpreted as indicator functions (sometimes called “response” functions), which specify the conditional probability of the associated outcome for every classical phase space point. Similarly, we take the Gaussian transformations to be those associated with completely positive maps (CP maps) that also have Gaussian (hence non-negative) Wigner representations, which ensures that they can be interpreted as transition probabilities over the phase space. To summarize, Gaussian quantum mechanics is defined as the subtheory of quantum mechanics\(^3\) including only those preparations, measurements and transformations that have Gaussian Wigner representations, and as we have just noted (and will explain more carefully in Sec. \([IVB]\)), all such procedures can be given a classical statistical interpretation. We prove that ERL mechanics is operationally equivalent to Gaussian quantum mechanics by demonstrating that it reproduces the Wigner representation of the latter.

For those familiar with the Wigner representation, the definition of Gaussian quantum mechanics we are adopting here will seem natural, and the possibility of a classical statistical interpretation of this subtheory of quantum mechanics will come as no surprise. What is not so obvious, and what it is the purpose of this article to demonstrate, is that it is possible to derive Gaussian quantum mechanics starting from Liouville mechanics and imposing a restriction on knowledge. This is a distinction worth emphasizing. Finding a subtheory of quantum mechanics admitting a non-negative Wigner representation is primarily an exercise in interpretation – one starts from the quantum formalism and proceeds to find a representation that admits of an interpretation in terms of noncontextual hidden variables. By contrast, showing that one can derive this subtheory of quantum mechanics starting from classical mechanics and imposing a restriction on knowledge is primarily an exercise in axiomatization\(^4\).

Of course, only part of quantum mechanics, the Gaussian part, has been derived. We have claimed above that this constitutes a “large part” of quantum mechanics, but a skeptic may rightfully ask what is meant by this. Insofar as Gaussian quantum mechanics admits only quadratic Hamiltonians, it might seem to be a very small (and some might say uninteresting) part of the theory. We argue that it does capture a large part of quantum mechanics in the sense that it captures a large number of the qualitative phenomena that are usually highlighted as nonclassical, i.e., those that are usually deemed to rule out a classical worldview. It is this sort of counting that we feel to be significant for the project of understanding what is innovative about quantum theory from a classical perspective\(^5\). And by these lights, the counting is very favorable. ERL mechanics succeeds at reproducing: (i) most basic quantum phenomena (including the “usual suspects” on the list of phenomena that seem to defy classical explanation), for instance, the existence of complementary measurements (i.e., that cannot be implemented jointly), the existence of noncommuting measurements (i.e., where the statistics depend on the order in which they are implemented), the collapse of the wavefunction, and the no-cloning theorem; (ii) most of the information-processing tasks that distinguish quantum theory from classical theories, such as teleportation, key distribution, quantum error correction, and improvements in metrology; (iii) a large part of entanglement theory, for instance, the monogamy of pure entanglement, distillation, deterministic and probabilistic single copy entanglement transformation, catalysis, etcetera; (iv) a large part of what might be termed the “statistical structure” of quantum theory, such as the isomorphism between operations on a system and states on a pair of systems (the Choi-Jamiołkowski isomorphism \([3]\)), the fact that every mixed state has multiple convex decompositions into pure states and multiple extensions to a pure state on a larger system (purifications), the fact that every unsharp measurement can be considered to be a sharp measurement on a larger system (the Naimark extension \([3]\)), the fact that every irreversible transformation can be obtained by a reversible transformation

\(^2\) Note that these are not the only mixed states that have non-negative Wigner representations – mixing Gaussian pure states with a non-Gaussian measure, for instance, can yield such a state \([5]\).

\(^3\) Note that, following Ref. \([7]\), the Gaussian subtheory of quantum mechanics can be obtained from full quantum mechanics by applying a constraint to motion (in the sense of Dirac \([5]\)).

\(^4\) Indeed, imposing an epistemic restriction on a statistical classical theory can be understood as a novel kind of quantization scheme, although, strictly speaking, it may not deserve the title given that it generally returns only a subtheory of quantum theory or an analogue thereof.

\(^5\) And likewise for the project of finding physical principles that have some hope of implying quantum theory; see below.
on a larger system (the Stinespring dilation \[9\]).

But what is the point of deriving only part of quantum theory? Why is a subtheory of quantum mechanics such as Gaussian quantum mechanics interesting? We are certainly not proposing this theory as an empirical competitor to quantum theory. It is straightforward to prepare Hamiltonians that are not quadratic in position and momentum and hence to demonstrate the existence of deterministic dynamics that is not part of Gaussian quantum mechanics. Indeed, there is a large range of quantum phenomena that have been predicted and observed in continuous-variable systems for which a description requires non-Gaussian operations, such as states with negative Wigner functions \[10–14\]. Rather, such theories are of interest as foils to quantum theory. They depict ways in which the world might have been. This is useful for identifying principles from which one can derive quantum theory because it is only by describing a broad landscape of possible theories that we can specify the sense in which quantum theory is special. Foil theories that reproduce many quantum phenomena (such as the one considered here) are particularly useful for ruling out possible axiom schemes. For instance, if one is contemplating a possible axiom scheme and all of the axioms hold true for Gaussian quantum mechanics, then one recognizes immediately that they are not sufficient for deriving the whole of quantum mechanics. One needs to look at the phenomena that Gaussian quantum mechanics does not reproduce in order to find an adequate set of axioms.

The most significant phenomena that are not included in Gaussian quantum mechanics are as follows. Bell inequality violations \[15\] are not included because epistemically-restricted Liouville mechanics provides a local hidden variable model for Gaussian quantum mechanics. Indeed, locality for bipartite continuous-variable EPR experiments was already established in Refs. \[16\] \[17\]. The Kochen-Specker theorem \[18\] is not included, nor are violations of operational noncontextuality inequalities, as defined in Ref. \[19\]. This follows from the fact that epistemically-restricted Liouville mechanics is a noncontextual hidden variable model, or equivalently because the Wigner representation is a nonnegative quasi-probability representation and any such representation is a noncontextual hidden variable model \[20\]. Exponential speed-up for computation is not included (assuming it exists) \[21\]. This follows from the existence of an efficient classical simulation of Gaussian quantum mechanics \[22\]. Quantum interference phenomena and quantization of quantities such as angular momentum and energy are also absent from the theory. Another example is the phenomenon described in the recent article by Pusey, Barrett and Rudolph \[23\], which can be understood as a violation of a notion of noncontextuality for preparations \[1\]. There is little doubt that a direct test of the predictions of Gaussian quantum mechanics versus the predictions of the full quantum theory on any of these fronts would rule in favour of the full quantum theory. Proposals for experimental tests of the Bell inequalities for continuous variable systems have been made in Refs. \[23\] \[25\].

An even more informative distinction is between phenomena that can occur in some classical statistical theory with an epistemic restriction (not necessarily classical particle mechanics), and those that cannot. For instance, for phenomena that are characteristic of finite-dimensional quantum systems, the relevant question is whether they arise in statistical theories of discrete classical systems, such as the theory considered in Ref. \[2\]. As another example, interference and quantization phenomena may yet be incorporated under the umbrella of epistemically-restricted statistical theories wherein the ontology is fields rather than particles. The phenomena of nonlocality, contextuality and quantum exponential speed-up are distinguished in the list insofar as they are clearly insensitive to the degree of freedom one is considering.

This categorization of phenomena – into those which arise in classical statistical theories with an epistemic restriction and those which do not – is a useful application of our results. From the perspective of the $\psi$-epistemic research program, there are two tiers of nonclassicality: the first tier contains the phenomena that can be explained merely by postulating an epistemic restriction but maintaining the notion of an underlying classical ontology, while the second tier contains the rest. For the purposes of moving the research program forward, it is the second tier that is the most interesting, for it is by studying these phenomena that one can hope to deduce additional principles that might supplement the epistemic restriction and allow a derivation of the full quantum theory. Consequently, it is useful to categorize as many phenomena as possible in order to extend the list of second tier phenomena.

Nonetheless, we feel that the diversity and foundational importance of the quantum phenomena that can be reproduced in classical epistemically-restricted theories suggests that there is something right about this research program. In particular, its success suggests to us that there may be an axiomatization of quantum theory of the following sort. The first axiom states that there is a fundamental restriction on how much observers can know about systems. The second embodies some novel principle about reality (rather than our knowledge thereof). Ultimately, the first axiom ought to be derivable from the second because what one physical system can know about another ought to be a consequence of the nature of the dynamical laws.

A. Previous work that is relevant to this article

The idea that quantum states are states of incomplete knowledge (i.e., epistemic states) rather than states of reality (i.e., ontic states) is an old one. In Ref. \[3\], it is argued that Einstein was an early advocate of $\psi$-epistemic hidden variable models.

... I incline to the opinion that the wave fun-
tion does not (completely) describe what is real, but only a (to us) empirically accessible maximal knowledge regarding that which really exists [...] This is what I mean when I advance the view that quantum mechanics gives an incomplete description of the real state of affairs.

–A. Einstein [29]

E. T. Jaynes, famous for his information-theoretic derivation of many results of classical thermodynamics [30], also argued that many results in quantum theory could be understood in this manner, but that a prerequisite for doing so is to properly distinguish between ontic and epistemic concepts in quantum theory.

...present quantum theory not only does not use – it does not even dare to mention – the notion of a “real physical situation.” Defenders of the theory say that this notion is philosophically naive, a throwback to outmoded ways of thinking, and that recognition of this constitutes deep new wisdom about the nature of human knowledge. I say that it constitutes a violent irrationality, that somewhere in this theory the distinction between reality and our knowledge of reality has become lost, and the result has more the character of medieval necromancy than of science.

–E.T. Jaynes [31]

But our present QM formalism is not purely epistemological; it is a peculiar mixture describing in part realities of Nature, in part incomplete human information about Nature — all scrambled up by Heisenberg and Bohr into an omelette that nobody has seen how to unscramble. Yet we think that the unscrambling is a prerequisite for any further advance in basic physical theory. For, if we cannot separate the subjective and objective aspects of the formalism, we cannot know what we are talking about; it is just that simple.

–E.T. Jaynes [32]

Ballentine has argued in favour of the thesis that quantum states describe the statistical properties of a virtual ensemble of systems, which is equivalent to saying that it describes one’s limited information about a single system drawn from the ensemble [33, 34]. More recent work that we take to be indicative of the explanatory power of ψ-epistemic hidden variable models for quantum theory are Refs. [2, 35–37].

There is also much interest in the notion that quantum states are states of knowledge outside the context of hidden variable approaches. Given that pure quantum states are the ones with maximum information content (i.e., the most predictability), if one accepts that even these are epistemic, one is accepting that maximal information is not complete information. This is a notion that has been popular of late as a principle from which quantum theory might be derived. For instance, it is central to the quantum Bayesian or “Q-bist” research program of Fuchs and his collaborators [38–42]. The work of Leifer and developments thereof [43, 44] are also along this vein. The idea also appears in the context of operational reconstructions of quantum theory, for instance, in Refs. [45–47].

It should be noted that researchers who may agree that quantum states are states of incomplete knowledge may still not agree on what this knowledge is knowledge about. For instance, in quantum Bayesianism, it is about the “outcomes of future interventions” on the system rather than about some pre-existing reality. Because of Bell’s theorem and the Kochen-Specker theorem, it is clear that if quantum states are states of incomplete knowledge, this knowledge cannot be about local and noncontextual hidden variables. But local and noncontextual hidden variables do not necessarily exhaust the possibilities for something to meet the description of a pre-existing reality and consequently there may still be room for an interpretation among these lines. Indeed, this is the idea of the speculative axiomatization described above.

The previous work that is most relevant to this article is Ref. [2], where an epistemic restriction is applied in the context of a classical theory of systems with discrete state spaces to obtain a “toy theory” that is very close – but not equivalent – to a subset of quantum theory, namely, the stabilizer formalism for qubits. The present work can be seen as an application to continuous variable systems of the idea proposed there.

B. Structure of the paper

We review the key features of quantum mechanics and Liouville mechanics in Sec. [I] focusing on the properties that are important for our discussion. We introduce ERL mechanics in Sec. [II] first with a formulation of the epistemic constraint (Sec. [IIA]), as well as a pedagogical discussion of the basic features of this theory (Sec. [IIB]) along with an analysis of some of the quantum phenomena that it reproduces (Sec. [IIC]). Our main result is presented in Sec. [IV] where we prove the operational equivalence of ERL mechanics and Gaussian quantum mechanics.

II. PRELIMINARIES

The restriction we adopt is motivated by Heisenberg’s uncertainty principle in quantum theory, so we begin with a review of the latter in Sec. [IIA] focussing on the particular elements that will be important for ERL mechanics. Next, in Sec. [IIB] we review the formulation of Liouville mechanics.
A. Quantum Mechanics

For a system with a configuration described by \( n \) degrees of freedom (e.g., 1 particle in \( n \) dimensions, \( n/3 \) particles in 3 dimensions, \( n \) particles in 1 dimension, etcetera), the \( 2n \) canonical operators for the positions \( \{q_i, i = 1, \ldots, n\} \) and corresponding momenta \( \{\dot{p}_i, i = 1, \ldots, n\} \) satisfy

\[
[\dot{q}_i, \dot{p}_j] = i\hbar \delta_{ij}, \quad \text{with} \quad \delta_{ij} \text{ the identity operator.}
\]

We express the \( 2n \) canonical operators in the form of phase space coordinates, defining \( \hat{z}_{2i-1} = q_i \) and \( \hat{z}_{2i} = p_i \) for \( i = 1, \ldots, n \). These operators satisfy

\[
[\hat{z}_i, \hat{z}_j] = i\hbar \Sigma_{ij}, \quad \text{with} \quad \Sigma \text{ the skew-symmetric } 2n \times 2n \text{ matrix}
\]

\[
\Sigma = \begin{pmatrix}
0 & -1 & 0 & \ldots \\
1 & 0 & 0 & \\
0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 \\
\vdots & & \ddots
\end{pmatrix}
\]

The state of a quantum system is described by a density operator \( \rho \). For a state \( \rho \), the means of the canonical operators are defined to be

\[
d_i(\rho) = \text{Tr}(\rho \hat{z}_i),
\]

and the covariance matrix is defined as

\[
\gamma_{ij}(\rho) = \text{Tr}(\rho(\hat{z}_i - d_i)(\hat{z}_j - d_j)) - i\hbar \Sigma_{ij}
\]

\[
= 2\text{Re Tr}(\rho(\dot{\hat{z}}_i - d_i)(\dot{\hat{z}}_j - d_j)),
\]

where the operator ordering in this definition is chosen such that \( \gamma_{ij} \) is Hermitian. In terms of the covariance matrix, a general form of the quantum uncertainty principle can be expressed as

\[
\gamma(\rho) + i\hbar \Sigma \geq 0.
\]

This can be derived from the canonical commutation relations of the operators [35].

For illustration, we now show that this inequality reduces to the usual uncertainty relation for a single system in 1 dimension (single \( \hat{q} \) and \( \hat{p} \)). We have

\[
\gamma(\rho) = \begin{pmatrix}
2(\Delta \hat{q})^2 & \langle \hat{q}\hat{p} \rangle - 2\langle \hat{q} \rangle \langle \hat{p} \rangle \\
\langle \hat{q}\hat{p} \rangle - 2\langle \hat{q} \rangle \langle \hat{p} \rangle & 2(\Delta \hat{p})^2
\end{pmatrix},
\]

where \( (\Delta \hat{q})^2 = \langle (\hat{q} - \langle \hat{q} \rangle)^2 \rangle \) and similarly for \( (\Delta \hat{p})^2 \). The condition \( \gamma(\rho) + i\hbar \Sigma \geq 0 \) for a \( 2 \times 2 \) matrix is equivalent to \( \text{det}(\gamma(\rho) + i\hbar \Sigma) \geq 0 \).

Thus,

\[
4(\Delta \hat{q})^2(\Delta \hat{p})^2 \geq (\langle \hat{q}\hat{p} \rangle - 2\langle \hat{q} \rangle \langle \hat{p} \rangle)^2 + \hbar^2,
\]

which implies the standard form of the quantum uncertainty principle

\[
\Delta \hat{q}\Delta \hat{p} \geq \hbar/2.
\]

Because all unitary transformations preserve the commutation relations, they also preserve the general form of the uncertainty relation, Eq. (6). In this article, what will be relevant are those unitary transformations that act linearly on the canonical operators. These are the \textit{linear symplectic transformations}. Each such transformation can be represented by a \( 2n \times 2n \) real matrix \( A \) satisfying

\[
A^\dagger \Sigma A = \Sigma,
\]

that acts on the canonical operators as

\[
\hat{z} \to A^\dagger \hat{z},
\]

where \( \hat{z} = (\hat{z}_i) \) is the vector of canonical operators. It follows that the action of such a symplectic transformation on the vector of means can be inferred from Eq. (2) to be simply

\[
d \to A^\dagger d,
\]

and it then follows from Eq. (3) that the action on the covariance matrix is

\[
\gamma \to A^\dagger \gamma A.
\]

Because \( A^\dagger \Sigma A = \Sigma \), the transformed covariance matrix \( A^\dagger \gamma A \) also satisfies Eq. (4).

B. Liouville mechanics

Liouville mechanics is the dynamical theory for states of knowledge about a classical system. A classical system is described by a \textit{phase space}, and the real state of affairs of a classical system, i.e., its \textit{ontic state}, corresponds to a point in phase space. Recall that a phase space is an even-dimensional differentiable manifold \( \mathcal{M} \) with a symplectic structure, meaning that it locally admits coordinates \( \{q_i, p_i; i = 1, \ldots, n\} \) with a Poisson bracket \( \{q_i, p_j\} = \delta_{ij} \). We express these \( 2n \) canonical coordinates in the form \( \dot{z}_{2i-1} = q_i \) and \( \dot{z}_i = p_i \) for \( i = 1, \ldots, n \), and the Poisson bracket in these coordinates is \( \{z_i, z_j\} = \Sigma_{ij} \), with \( \Sigma \) defined as above. We use \( \mathbf{z} \) to denote the vector of coordinates, defining a point in the phase space \( \mathcal{M} \), i.e., \( \mathbf{z} \in \mathcal{M} \). Systems can be combined into composite systems, with a phase space given by the Cartesian product of the phase spaces of the components, \( \mathcal{M}_{AB} = \mathcal{M}_A \times \mathcal{M}_B \).

Let \( L(\mathcal{M}) \) be the space of real-valued functions on the phase space \( \mathcal{M} \), that is, \( L(\mathcal{M}) = \{ f : \mathcal{M} \to \mathbb{R} \} \). The space of functions on a composite system’s phase space is the \textit{tensor product} of the space of functions over the component phase spaces, \( L(M_{AB}) = L(M_A) \otimes L(M_B) \), that is, the closure of the Cartesian product \( L(M_A) \times L(M_B) \) under linear combinations. A function is non-negative, \( f \geq 0 \), if \( \int_{\mathcal{M}} f(z) \, dz \geq 0 \) for all \( z \in \mathcal{M} \). We can define a norm on the set of functions by

\[
|f| = \int_{\mathcal{M}} |f(z)| \, dz, \quad f \in L(\mathcal{M}).
\]
In a classical theory, any probability distribution on phase space, sometimes called a Liouville distribution, represents a possible description of an observer’s knowledge of that system. That is, any Liouville distribution is a valid epistemic state for the system. The probability distributions on $\mathcal{M}$ are the functions $\mu$ that are non-negative with norm 1. We define this set to be $L_+(\mathcal{M})$, i.e.,

$$L_+(\mathcal{M}) = \{ \mu \in L(\mathcal{M}) \text{ s.t. } \mu \geq 0, |\mu| = 1 \}. \quad (13)$$

A Liouville distribution $\mu \in L_+(\mathcal{M})$ is a probability distribution (strictly speaking, a probability density), with which one can define expectation values of functionals of the Liouville distribution, sometimes called a Liouville distribution in phase space, i.e., $L = \{ \mu \mid \int_\mathcal{M} f(z)\mu(\mathcal{z})d\mathcal{z} \}$. Thus, to every Liouville distribution $\mu$ we assign a set of means $d_i(\mu) = \langle z_i \rangle_\mu$ and a covariance matrix

$$\gamma_{ij}(\mu) = 2\langle (z_i - d_i(\mu))(z_j - d_j(\mu)) \rangle_\mu = 2\langle z_iz_j \rangle_\mu - 2\langle z_i \rangle_\mu \langle z_j \rangle_\mu, \quad (14)$$

to the canonical coordinates $\{ z_i; i = 1, \ldots, 2n \}$. For any Liouville distribution, the covariance matrix is positive semidefinite

$$\gamma(\mu) \geq 0. \quad (15)$$

In the case of a single system in 1 dimension, we have

$$\gamma(\mu) = \begin{pmatrix} 2\langle \Delta q \rangle^2 & 2\langle (qp - \langle q \rangle \langle p \rangle) \rangle_\mu \\ 2\langle (qp - \langle q \rangle \langle p \rangle) \rangle_\mu & 2\langle \Delta p \rangle^2 \end{pmatrix}. \quad (16)$$

Eq. (15) yields no restriction on the product of variances of position and momentum except for the trivial one,

$$\Delta q\Delta p \geq 0. \quad (17)$$

It is the $i\hbar \Sigma$ term that appears in Eq. (4) and that is absent from Eq. (15), which accounts for the existence of a restriction on the product of the variances in position and momentum in quantum theory and the absence of any such restriction in Liouville mechanics.

III. EPISTEMICALLY-RESTRICTED LIOUVILLE MECHANICS

A. The epistemic restriction

What we shall consider in this paper is a theory that can be obtained from Liouville mechanics by adding a foundational postulate, a restriction on the allowed epistemic states (phase-space distributions) within the theory.

Epistemic Restriction. A distribution over phase space, $\mu \in L_+(\mathcal{M})$, can describe an observer’s knowledge of the ontic state of a physical system if and only if it satisfies both of the following constraints:

(a) The classical uncertainty principle (CUP).

The covariance matrix of the distribution, $\gamma(\mu)$, must satisfy the inequality

$$\gamma(\mu) + i\lambda \Sigma \geq 0, \quad (18)$$

where $\lambda > 0$ is a free parameter of the theory (with units of action).

(b) The maximum entropy principle (max-ent).

The distribution $\mu$ must have maximum entropy over the phase space,

$$S(\mu) = -\int_\mathcal{M} \mu(\mathcal{z})\log\mu(\mathcal{z}) d\mathcal{z}, \quad (19)$$

among all possible phase-space distributions with the same covariance matrix.

If a distribution $\mu \in L_+(\mathcal{M})$ satisfies both the CUP and the max-ent condition, we say that it is a valid epistemic state, i.e., $\mu \in L_{\text{valid}}(\mathcal{M})$ where $L_{\text{valid}}(\mathcal{M}) \subset L_+(\mathcal{M})$. The CUP is obviously chosen to parallel the quantum uncertainty principle, Eq. (6), with $\lambda$ playing the role of Planck’s constant. For a single system in 1 dimension, the CUP implies

$$4\langle \Delta q \rangle^2 \langle \Delta p \rangle^2 \geq (\langle \hat{q}\hat{p} + \hat{p}\hat{q} \rangle - 2\langle \hat{q}\rangle \langle \hat{p} \rangle)^2 + \lambda^2, \quad (20)$$

which in turn implies

$$\Delta q \Delta p \geq \lambda/2, \quad (21)$$

where variances and expectation values are relative to the classical distribution over phase space. So we see that the free parameter $\lambda$ fixes the minimum product of variances of position and momentum in our theory. Note that the presence of the imaginary number $i$ in the CUP does not imply that we have made some kind of transition from probability distributions to complex amplitudes; the inequality (18) represents a set of inequalities on the real eigenvalues of the Hermitian matrix $\gamma(\mu) + i\lambda \Sigma$ and is therefore simply a compact way of expressing a set of constraints on the variances and cross-correlations. There are many distributions $\mu$ that have a given set of mean values of the canonical coordinates, $d_i$, and covariance matrix $\gamma$. The max-ent part of our epistemic restriction specifies that among these, the only distribution that an agent can assign to a system is the one that maximizes the entropy of the distribution over the

---

6 Exceptions to this rule arise if the evidence upon which the observer’s knowledge is conditioned is related to the physical system in a non-standard way, for instance, from a pair of measurements on the system, one in the past and the other in the future (pre- and post-selection) [50]. We discuss this caveat at the end of this section.
phase space for this set of mean values and covariance matrix. According to Jaynes’ max-ent principle [30], this assumption ensures that an agent should have the maximum uncertainty about the physical state of the system consistent with knowing the means and the covariance matrix. The max-ent constraint is ultimately justified a posteriori — we assume it because the theory that one derives without it is less analogous to quantum theory. In particular, while more distributions would be allowed in a theory that did not assume the max-ent condition, they have no counterpart in quantum theory. Moreover, these additional distributions come at a cost, namely, that the set of allowed measurements is highly proscribed relative to the theory that does assume the max-ent condition. See Appendix A for more details.

It can be shown that the set of distributions that satisfy both the CUP and the max-ent condition are multivariate Gaussians, given by

\[
\mu(z) = \frac{1}{(2\pi)^n \det \gamma^{1/2}} \exp \left( -\frac{1}{2} (z - d)^T \gamma^{-1} (z - d) \right),
\]

where \( \gamma \) is the covariance matrix and \( d \) is the vector of mean values of the coordinates. (The analogy with the Wigner function will be explored in Sec. IV B 1) Note that if \( \gamma(\mu) \) is not strictly positive-definite, one is required to use a pseudoinverse \( \gamma^{-1} \) in this expression.

The theory of ERL mechanics describes a world that is classical in its ontology but wherein there is a fundamental restriction on experimental operations, that is, a restriction on what sorts of preparations, measurements and transformations are possible such that an observer’s knowledge of a system must always be given by a probability distribution \( \mu \) that satisfies the epistemic restriction. Whereas it is often argued that one cannot interpret the quantum uncertainty principle, Eq. (7), as expressing a constraint on what one knows about well-defined and pre-existing values of the position and momentum\(^7\), this is precisely the physical content of the classical uncertainty principle, Eq. (18).

Finally, we emphasize that the epistemic constraint has implications both for predictions as well as retrodictions within ERL mechanics, and it is worth taking note of a subtlety in this regard. In quantum theory, the Heisenberg uncertainty principle applies for pure predictions and pure retrodictions, and not for inferences based on pre- and post-selection. In other words, the epistemic restriction, like the uncertainty principle in quantum theory, applies only for predictions and pure retrodictions, and not for inferences based on pre and post-selection.

### B. Basic features of ERL mechanics

In this section, we will describe some of the basic features of ERL mechanics, with an emphasis on the qualitative rather than formal descriptions. In Sec. IV C we illustrate in detail how several paradigmatic quantum phenomena are reproduced.

#### 1. Reversible transformations

Every transformation between epistemic states must be the result of a transformation of the ontic states. The reason is that we are contemplating a world that obeys classical dynamics, so that by assumption dynamics corresponds to a mapping of the ontic state space to itself. If an agent lacks knowledge of this dynamics, then they might describe what they know by a stochastic map, determining a probability distribution over final ontic states for every initial ontic state. However, if the agent can reverse the transformation, then it follows that this map must be a bijective function over the ontic state space. The set of reversible transformations on canonical coordinates that are allowed in classical mechanics are the symplectic transformations [49]. These are precisely the transformations generated by time evolution under an arbitrary Hamiltonian (that is, one which is an arbitrary function of the canonical coordinates). Liouville’s Theorem [49] tells us that phase space volumes are preserved under such symplectic transformations. Thus, in that any covariance matrix can be viewed as defining a volume of phase space via an ellipsoid with axes given by the eigenvectors of the covariance matrix, satisfaction of the CUP is preserved by all symplectic transformations. That is, if the CUP is satisfied and a symplectic transformation is applied to the system, then it continues to be satisfied.

In contrast to the CUP, the max-ent condition is only preserved by a subset of the symplectic transformations, namely, the linear symplectic transformations. These are defined as the symplectic transformations that act

---

\(^7\) For this reason, the term indeterminacy relation is sometimes argued to be preferable to uncertainty relation in the quantum context.
linearly on the canonical coordinates. Each such transformation can be represented by a $2n \times 2n$ real matrix $A$ satisfying $A^\dagger \Sigma A = \Sigma$, where $\Sigma$ is defined in Eq. (1), and that acts on the symplectic vector space $\mathcal{M}$ as
\begin{equation}
  z \rightarrow A^\dagger z .
\end{equation}

The linear symplectic transformations are those that can be generated by time evolution under a Hamiltonian at most quadratic in the canonical coordinates. These are the only symplectic transformations that preserve the max-ent condition because these are the only ones that map all Gaussian functions to Gaussian functions. Such transformations correspond to phase-space displacements, rotations and squeezing. We noted that any symplectic transformation preserves the CUP, so linear symplectic transformations must as well. Nonetheless, it is illustrative to see a direct proof of this fact. It suffices to note that a linear symplectic transformation $A$ induces a transformation of the covariant matrix of the form $\gamma \rightarrow A^\gamma A^\dagger$, so that if $\gamma + i\hbar \Sigma$ is a positive matrix, then so is $A(\gamma + i\hbar \Sigma)A^\dagger$, and this in turn implies that $A^\gamma A^\dagger + i\hbar \Sigma$ is positive. Fig. 1 illustrates a transformation on a valid Liouville distribution that is not allowed within ERL mechanics.

2. Perfect knowledge of quadrature variables

For a single degree of freedom, the classical uncertainty principle states that there is a trade-off between the degree of certainty an agent can have about each of two variables in a canonically conjugate pair. One form of this trade-off is to have perfect knowledge of one of the variables and no knowledge of the other. Such states of knowledge form an interesting subset of the valid epistemic states which correspond in quantum theory to eigenstates of quadrature operators, which are linear combinations of the position and momentum operator (strictly speaking, these eigenstates are not normalized vectors in the Hilbert space, but we will not concern ourselves with these mathematical subtleties). Here, we show how such states of knowledge can be described and shown to be consistent with the epistemic constraint.

Consider a Gaussian distribution $\mu$ on a phase space $\mathcal{M}$ for a single degree of freedom, with mean position $a$, mean momentum $b$ and covariance matrix
\begin{equation}
  \gamma_s = \begin{pmatrix}
    2s^2 & 0 \\
    0 & 2\lambda^2 s^{-2}
  \end{pmatrix},
\end{equation}

where $s$ is a real parameter. This covariance matrix clearly saturates the CUP for all $s$, and being Gaussian the distribution is therefore in $\mathcal{L}^{\text{valid}}(\mathcal{M})$. The corresponding epistemic state of the form (22) factorizes into a Gaussian distribution over $q$ and a Gaussian distribution over $p$, i.e.,
\begin{equation}
  \mu(q, p) = G_{a,s}(q) G_{b,\lambda s^{-1}}(p),
\end{equation}

where $G_{a,s}$ is a single-variable Gaussian with mean $a$ and standard deviation $s$, i.e.,
\begin{align}
  G_{a,s}(q) &= \frac{1}{2\sqrt{\pi s}} \exp\left(-\frac{(q-a)^2}{4s^2}\right), \\
  G_{b,\lambda s^{-1}}(p) &= \frac{1}{2\sqrt{\pi \lambda s^{-1}}} \exp\left(-\frac{(p-b)^2}{4\lambda^2 s^{-2}}\right).
\end{align}

Now consider the limit $s \rightarrow 0$. This is the limit where uncertainty about position vanishes and uncertainty about momentum diverges. Given that decreasing $s$ corresponds to squeezing the epistemic state along the position axis, we can also consider the limit $s \rightarrow 0$ to be the limit of infinite squeezing. In this limit, the position distribution $G_{a,s}(q)$ becomes a Dirac delta function $\delta(q-a)$ centred at $a$,
\begin{equation}
  G_{a,s}(q) \rightarrow \delta(q-a) \equiv \lim_{s \rightarrow 0} \frac{1}{2\sqrt{\pi s}} \exp\left(-\frac{(q-a)^2}{4s^2}\right),
\end{equation}

and the momentum distribution $G_{b,\lambda s^{-1}}$ approaches a uniform distribution. Thus, the epistemic state corresponding to infinite squeezing along position (with mean position $q = a$) is the limit $s \rightarrow 0$ of Eq. (25).
\begin{equation}
  \mu_{q=a}(q, p) = \lim_{s \rightarrow 0} G_{a,s}(q) G_{b,\lambda s^{-1}}(p) \propto \delta(q-a).
\end{equation}

It is the analogue within ERL mechanics of the eigenstate of the position operator $\hat{q}$ with eigenvalue $a$.

By applying a rotation to the phase space, which is a linear symplectic transformation, we can obtain related distributions of the form
\begin{equation}
  \mu_{q=b}(q, p) \propto \delta(q-b - a \theta),
\end{equation}

for any positive $a \theta$ where $q_{\theta} = \cos(\theta) q + \sin(\theta) p$ is an arbitrary quadrature (the quadrature variables are the linear combinations of position and momentum). This distribution corresponds to having perfect knowledge of the quadrature $q_{\theta}$ and no knowledge of the canonically conjugate quadrature $q_{\theta+\pi}$. Because every linear symplectic transformation takes a valid epistemic state to
another valid epistemic state, it follows that all these distributions are valid. They are the analogues within ERL mechanics of the eigenstates of the quadrature operators \( \hat{q}_B = \cos(\theta)\hat{q} + \sin(\theta)\hat{p} \). See Fig. 2 for an illustration.

For a composite system of \( n \) canonical degrees of freedom, an argument paralleling the one above shows that one can have perfect knowledge of all of the canonical positions and no knowledge of any of the canonical momenta, corresponding to the distribution

\[
\mu_{\mathbf{q}=\mathbf{a}}(\mathbf{z}) = \prod_{i=1}^{n} \mu_{\mathbf{q}_i=\mathbf{a}_i}(\mathbf{q}_i,\mathbf{p}_i),
\]

where \( \mathbf{z} \in M \). Because one can implement a linear symplectic transformation on each component, it is clear that one can prepare any product of valid epistemic states for the components. That is, one can have perfect knowledge of some arbitrary quadrature for each component. But one can also have correlated epistemic states, as we now demonstrate.

3. Correlated epistemic states

Given that linear symplectic transformations can mix the canonical variables of different systems, this allows states of perfect knowledge of relational and collective variables. For instance, for a pair of systems \( A \) and \( B \) each with a single degree of freedom, the following linear map is easily shown to be symplectic:

\[
q_A \to q_A - q_B, \quad p_A \to p_A - p_B, \\
q_B \to q_A + q_B, \quad p_B \to p_A + p_B.
\]

Therefore, by starting with a valid epistemic state for which one has perfect knowledge of \( q_A \) and \( p_B \), we can map to a valid epistemic state with perfect knowledge of the relative position \( q_A - q_B \) and the total momentum \( p_A + p_B \) while having no knowledge of the canonically conjugate variables \( q_A + q_B \) and \( p_A - p_B \).

The particular epistemic state for which the relative position and total momentum are both known to vanish, \( q_A - q_B = 0 \) and \( p_A + p_B = 0 \), corresponds to the quantum state described by Einstein, Podolsky and Rosen (EPR) [51], which exhibits maximal entanglement between the pair of systems. We define a valid epistemic state with these properties explicitly as the limit of Gaussians that are squeezed along \( q_A - q_B \) and \( p_A + p_B \),

\[
\mu_{AB}(q_A, p_A; q_B, p_B) = \lim_{\delta \to 0} G_{0,\delta}(q_A - q_B)(p_A - p_B) \\
\times G_{0,\delta}(q_A + q_B)(p_A + p_B). \quad (33)
\]

Clearly, this distribution corresponds to knowing that \( q_A - q_B = 0 \) and \( p_A + p_B = 0 \),

\[
\mu_{AB}(q_A, p_A; q_B, p_B) \propto \delta(q_A - q_B)\delta(p_A + p_B). \quad (34)
\]

So we see that maximal bipartite entanglement in ERL mechanics is modelled by an epistemic state that describes perfect correlations between the pair of systems.

Such an epistemic state is easily generalized to the case of two copies of any system. If the system has a 2\( n \)-dimensional phase space, and the coordinates of each subsystem are paired into a set \( \{ q_{A,i}, p_{A,i}, q_{B,i}, p_{B,i} ; i = 1, \ldots, n \} \), then the analogue of the EPR state is

\[
\mu_{AB}(z_A, z_B) = \prod_{i=1}^{n} \mu_{AB}(q_{A,i}, p_{A,i}; q_{B,i}, p_{B,i}). \quad (35)
\]

This epistemic state will be useful in our development of the formalism of ERL mechanics in Section IV A.

4. Variables whose values can be jointly known

Given that linear symplectic transformations keep us within the space of valid epistemic states, one can have perfect knowledge of any set of variables that are the image of the set of canonical positions under a linear symplectic transformation. To characterize these, recall that the Poisson bracket between two functions \( f \) and \( g \) of the canonical coordinates is

\[
\{ f, g \}_{PB} = \sum_i \left( \frac{\partial f}{\partial q_i} \frac{\partial g}{\partial p_i} - \frac{\partial f}{\partial p_i} \frac{\partial g}{\partial q_i} \right). \quad (36)
\]

The set of canonical positions clearly all commute relative to the Poisson bracket, and no canonical momentum can be added to this set while maintaining commutativity. Furthermore, the Poisson bracket is preserved by symplectic transformations and therefore the sets of variables for which one can have perfect knowledge in ERL mechanics are precisely the sets of quadrature variables that commute relative to the Poisson bracket. This is the analogue in ERL mechanics of the fact that in quantum theory one can jointly measure a set of observables if and only if they are commuting relative to the matrix commutator.

Whereas in quantum mechanics, commutation relative to the matrix commutator is a criterion for two observables to be jointly measurable, in ERL mechanics, commutation relative to the Poisson bracket is a criterion for two variables to be jointly known.
5. The impossibility of concentrating uncertainty in a subsystem

Consider the case of a composite system. Although the epistemic restriction constrains what can be known about the ontic state of the whole system, it is not immediately obvious whether it also constrains what can be known about the ontic state of each subsystem. For instance, given that it is possible to decrease one’s uncertainty about one canonical variable by increasing it for its canonically conjugate partner, might it also be possible to decrease one’s uncertainty about a pair of canonically conjugate variables by increasing it for a different pair of canonically conjugate variables? As it turns out, this is not possible, as we now show.

Consider a system consisting of two subsystems $A$ and $B$. Let $\mu_{AB}$ be an epistemic state for the joint system that satisfies the epistemic restriction. It is then straightforward to prove that the marginals of $\mu_{AB}$ on system $A$ and $B$, denoted $\mu_A$ and $\mu_B$ respectively, will also satisfy the epistemic restriction. First, note that if $\gamma_{AB}, \gamma_A$ and $\gamma_B$ denote the covariance matrices of $\mu_{AB}, \mu_A$ and $\mu_B$ respectively, then

$$\gamma_{AB} = \begin{pmatrix} \gamma_A & X \\ X^\dagger & \gamma_B \end{pmatrix},$$

for some matrix $X$. Note also that $\Sigma_{AB}$ has the form

$$\Sigma_{AB} = \begin{pmatrix} \Sigma_A & 0 \\ 0 & \Sigma_B \end{pmatrix},$$

where $\Sigma_{AB}, \Sigma_A$ and $\Sigma_B$ are defined as in Eq. (1) for the phase spaces of the composite $AB$, the subsystem $A$ and the subsystem $B$ respectively.

From the fact that $\gamma_{AB} + i\Sigma_{AB} \geq 0$, we can infer that $\gamma_A + i\Sigma_A \geq 0$ and $\gamma_B + i\Sigma_B \geq 0$ using the following well-known result from linear algebra ([52], p. 472): for real matrices $a, b, c$ and $d$,

$$\begin{pmatrix} a & b \\ b^T & c \end{pmatrix} > 0 \quad \text{iff} \quad a > 0 \text{ and } c > b^T a^{-1} b.$$

(This result will be used on many occasions in this article. Note that the conditions of positive definiteness can be replaced by conditions of positive semi-definiteness by continuity for the covariance matrices of Gaussian states that we consider here.)

Finally, because the marginal of a Gaussian distribution is also a Gaussian, if $\mu_{AB}$ satisfies the max-ent condition, then $\mu_A$ and $\mu_B$ do as well.

This result can easily be generalized to any partition of the symplectic vector space of the whole system into symplectic subspaces, and therefore applies to the marginals on virtual as well as physical subsystems. For instance, one cannot achieve certainty about the canonically conjugate pair of variables $\{q_A - q_B, p_A - p_B\}$ by concentrating one’s uncertainty into the canonically conjugate pair $\{q_A + q_B, p_A + p_B\}$. Note that this result is a special case, applicable only to symplectic vector spaces, of a general result due to Gromov [53]. For an analysis of the consequences of Gromov’s theorem for uncertainty in Liouville mechanics, see Refs. [48, 54, 55].

To summarize, Liouville’s theorem only predicts that one’s uncertainty about an isolated system cannot be reduced by a symplectic transformation. Therefore, it leaves open the possibility that this uncertainty can be partitioned amongst interacting subsystems in such a way that one is left with no uncertainty about one of them. However, this possibility is precluded by the result just described, which may be considered as a strengthening of Liouville’s theorem. If an observer had access to even a single system with a phase-space distribution that violated the CUP, for instance a Gaussian state that saturates the CUP for a value $\chi' < \chi$, then other systems which initially satisfied the CUP could be made to violate it by transferring the certainty from the special system to the system of interest. However, whatever is the minimum uncertainty for any subsystem initially, $\chi'$ in our example, becomes a lower bound on the uncertainty for any subsystem finally. Uncertainty can never be “squeezed out” of one subsystem and into another; see Figure 3. This result is quite reminiscent of Bohr’s defense of the consistency of the uncertainty principle [56], wherein he appealed to the unavoidable uncertainty in the initial position and momentum of the apparatus to show that one could not reduce one’s uncertainty about the position and momentum of the system.

---

8 Bohr presented this defense of the uncertainty principle as part of his reply to the paper by Einstein, Podolsky and Rosen [51]. As we’ll show in Sec. III, ERL mechanics can reproduce the correlations in the original EPR thought experiment and indeed delivers the sort of interpretation of the correlations that EPR favoured, namely, one wherein position and momentum are
6. Measurements of canonical variables

We now consider what the epistemic restriction says about which measurements can be performed. In particular, we consider what sorts of canonical variables can be jointly measured.\(^9\)

At first glance, it might seem that the epistemic restriction could constrain the variables that can be jointly measured because the latter specify how the epistemic state of the system ought to be updated as a result of the measurement. However, specifying which variable is measured only specifies what one can retrodict about the ontic state of the system prior to the measurement, and says nothing about what one can predict about the ontic state of the system after the measurement. This is analogous to how, in quantum theory, the observable that is measured specifies what one can retrodict about the system prior to the measurement and says nothing about how the system updates. The fact that physicists have focussed upon the von Neumann-Lüders rule (i.e., the projection postulate) might generate the mistaken impression that the observable being measured does fix how the quantum state updates. However, there are many other update rules consistent with a given observable. For instance, a “measure-and-reprepare” update rule is one wherein regardless of the observable being measured and regardless of the measurement’s outcome, some fixed quantum state is prepared after the measurement. Similarly, in the case of Liouville mechanics, there are many possible rules for updating the epistemic state for any given set of variables being measured, in particular, a rule that prepares a fixed epistemic state after the measurement. But this would correspond to having an epistemic state on \(B\) that violates the epistemic restriction, so a joint measurement of position and momentum must be ruled out.

More generally, measuring the values of a set of canonical variables on \(A\) implies learning the values of the same variables (modulo an inversion of the momenta) on \(B\). We have already seen that the only set of canonical variables that can be jointly known according to the epistemic restriction are those that commute relative to the Poisson bracket. It is also clear that if a set of variables on \(B\) is obtained by taking the momentum inversion of a set of variables on \(A\), then the first set commutes relative to the Poisson bracket if and only if the second does. We therefore conclude that the only set of canonical variables that can be jointly measured according to the epistemic restriction are those that commute relative to the Poisson bracket.

We have here considered only measurements of canonical variables. No other variables (for instance, nonlinear combinations of canonical variables) can be measured in ERL mechanics, a claim that we will justify in Sec. IV A. Furthermore, we have here only considered measurements wherein the outcomes are determined uniquely by the phase-space point. The latter are the analogues of projective measurements in quantum theory. The more general kind of measurement, for which the outcome is only determined probabilistically by the phase-space point, is the analogue of a positive operator-valued measure in quantum theory. We also leave the characterization of these to Sec. IV A.

7. Transformations induced by measurements of canonical variables

Finally, we must consider what the epistemic restriction says about how the epistemic state associated with a system is updated when that system is subjected to

\(^9\) Our development follows Ref. [57].
a measurement. More precisely, given the information that the measurement has revealed some outcome, and given the epistemic state describing one’s knowledge of what the ontic state of the system was at time \( t \), prior to the measurement, what is the epistemic state describing one’s knowledge of what the ontic state of the system is at time \( t' \), after the measurement?\(^{10}\)

Consider the case of a quadrature measurement that is perfectly reproducible, in the sense that if the measurement is repeated in a sequence, with vanishing time between the measurements (and hence trivial evolution), the same outcome is always found. Such measurements are perfectly consistent with the epistemic restriction, and thus are allowed in ERL mechanics. What we will show now is that a measurement of one quadrature necessarily induces a completely unknown shift in the canonically conjugate quadrature. That is, we will show the necessity of a disturbance on the system as a result of measurement.

For simplicity, let this reproducible measurement be a measurement of position on a single system. Suppose that one has perfect knowledge of the momentum of the system at time \( t \), prior to the measurement. We start by showing that if there were no disturbance to the momentum of the system as a result of the measurement of position, then after the measurement was complete, one would know both the position and the momentum of the system. Note first that because the measurement is assumed to be reproducible, the distribution over position at time \( t' \), after the measurement, must be a delta-function centered at the position revealed by the measurement. Otherwise, there would be some probability of finding a different position upon repeating the measurement, contrary to the hypothesis of reproducibility. Consequently, the final (i.e., post-measurement) position of the system is known based on the outcome of the reproducible measurement. But note also that under the hypothesis that the momentum is not disturbed by the position measurement, one would also know the final momentum of the system based on one’s knowledge of its initial momentum and the knowledge that it hasn’t changed. Thus, no disturbance would imply the possibility of simultaneous knowledge of position and momentum and given that such knowledge is forbidden by the epistemic constraint it follows that if a measurement of position is to be possible, it cannot leave the momentum undisturbed.

Indeed, because the final position is perfectly known, the epistemic constraint dictates that the final momentum must be completely unknown. But given the assumption that the initial momentum is perfectly known, it follows that the position measurement must lead to a shift in momentum that is drawn uniformly at random from among all possible shifts. The same argument could be run for the measurement of any quadrature, and so we have reached our desired conclusion: the only way to maintain the epistemic constraint is if a measurement of one quadrature necessarily induces a completely unknown shift in the value of the canonically conjugate quadrature\(^{11}\).

We have shown that if a measurement of a quadrature variable \( q_\theta \) is performed in a reproducible manner, then the final epistemic state is the one wherein one has perfect knowledge of \( q_\theta \) and no knowledge of \( q_{\theta + \pi} \). This is analogous to how, in quantum theory, if a measurement of the quadrature operator \( q_\theta \) is performed in a reproducible manner (i.e., the state updates according to the projection postulate), then the final quantum state is an eigenstate of \( q_\theta \). ERL mechanics provides a simple picture of the projection postulate applied to quadrature observables. In this view, the collapse describes the change in an agent’s knowledge of a system. This change is not merely a Bayesian updating based on acquiring knowledge of the value of a quadrature, but a combination of such a Bayesian updating followed by a uniform probabilistic mixture of shifts in the canonically conjugate quadrature.

This unknown disturbance also explains how ERL mechanics reproduces the noncommutativity of measurements of canonically conjugate quadratures, that is, the fact that the statistics of outcomes of consecutive reproducible measurements of position and momentum depends on the order of the measurements. Consider the quantum case first. Suppose the initial state is a position eigenstate. If the position measurement comes first, it has a deterministic outcome, while if it comes second, then it has a probabilistic outcome because the intervening momentum measurement collapses the quantum state to a momentum eigenstate. Analogously, in ERL mechanics if the initial epistemic state is one wherein position is known perfectly, then if a position measurement comes first, it has a deterministic outcome, while if it comes second, then it has a probabilistic outcome because the intervening momentum measurement randomizes the position of the system.

8. **Modeling measurements with deterministic dynamics: the motility of the cut**

The existence of an unknown disturbance might suggest that ERL mechanics presumes an underlying dynamics that is objectively stochastic. This is not the case. To see that the unknown disturbance is consistent

---

\(^{10}\) We have been careful in our description of the problem so as not to confuse two times in the problem: the time at which the agent assigns a given epistemic state and the time to which the agent’s knowledge pertains.

\(^{11}\) This feature of ERL mechanics is reminiscent of the language of “uncontrollable disturbances” used by Heisenberg and Bohr in their descriptions of quantum measurements.
with deterministic dynamics, it is sufficient to consider the measurement not as an external intervention but as a dynamical process (as was done for quantum mechanics by von Neumann \[59\]). To do so, we imagine that the measurement couples the system to a probe through an interaction Hamiltonian \( H = \chi q A p B \), where \( q A \) is the position of the system and \( p B \) is the momentum of the probe and \( \chi \) is the interaction strength. We imagine that the free Hamiltonian is negligible compared to the interaction Hamiltonian for the duration of the measurement. Recalling that momentum is the generator of translations, it follows that this interaction Hamiltonian causes the probe particle to be shifted by an amount that is proportional to the initial position of the system. Thus, by measuring the shift in the position of the probe, one can infer the position of the system. However, in order to be able to infer the exact value of the shift in position of the probe, it is necessary to consider the initial position of the probe be perfectly known. Consequently, for the apparatus to achieve a measurement of position, it is necessary that the epistemic state describing the initial ontic state of the probe particle be one wherein there is perfect knowledge of position and complete uncertainty about momentum.

Now note that because position is the generator of shifts in momentum, the interaction Hamiltonian \( H = \chi q A p B \) also causes the system to have its momentum shifted by an amount that is proportional to the initial momentum of the probe. Effectively, while the probe acquires information about the position of the system, the system acquires information about the momentum of the probe. This is an instance of the action-reaction principle of classical mechanics. Given that the initial momentum of the probe is completely unknown (as highlighted above), it follows that the system suffers a shift in its momentum which is also completely unknown.

We conclude that the momentum disturbance in a position measurement is not a result of underlying objective stochasticity. Rather, the final momentum of the system is uniquely determined by the initial momentum of the probe, but by virtue of the complete uncertainty about the latter, we are left with complete uncertainty about the former. Effectively, under deterministic dynamics, our knowledge of the system’s momentum is infected by our uncertainty about the probe’s.

The other fact that is highlighted by this analysis is that the predictions of ERL mechanics are insensitive to the position of the ‘cut’ between what is treated internally to the theory and what is treated externally. This is the analogue of von Neumann’s demonstration of the ‘motility of the cut’ in quantum theory \[59\].

C. Some quantum phenomena reproduced in ERL mechanics

We have seen how to understand some basic quantum phenomena by the lights of ERL mechanics, for instance, the collapse of the wavefunction and noncommutativity of conjugate measurements. We proceed to consider a few more examples. Note that when we say that we have reproduced a quantum phenomena, we are not claiming that we are necessarily reproducing all quantitative predictions of quantum theory related to that phenomenon. Rather, we are claiming that we are reproducing precisely those aspects of the phenomenon that have been hitherto considered to rule out any explanation of the phenomenon in terms of a classical worldview.

1. The EPR thought experiment

Consider the thought experiment proposed by Einstein, Podolsky and Rosen \[51\]. A pair of particles, denoted \( A \) and \( B \), are prepared in a quantum state such that they are correlated in their position along some axis \( \hat{x} \). The correlation is described by the EPR entangled state \(|\psi_{\text{corr}}\rangle = \int dq_A dq_B \delta(q_A - q_B) |q_A\rangle |q_B\rangle \). The pair of particles are distributed to two points that are spatially separated (along an axis orthogonal to \( \hat{x} \)). If a measurement of position is implemented on \( A \), then the quantum formalism states that one can immediately predict with certainty what would be the outcome of a measurement of position on particle \( B \). Similarly, if a measurement of momentum is implemented on particle \( A \), then one can predict with certainty what would be the outcome of a measurement of momentum on particle \( B \).

EPR point out that if the wavefunction is taken to be a complete description of reality, then a free choice made in one region of space will instantaneously effect the ontic state in another distant region of space. Specifically, the free choice of measurement at particle \( A \) determines whether the wavefunction of particle \( B \) becomes an eigenstate of position or an eigenstate of momentum, and given that these describe different ontic states under the assumption that the wavefunction is a complete description of reality, it follows that the free choice effects the distant reality. EPR took this to be in conflict with the principle of relativity. On the other hand, EPR argued, if the wavefunction merely described one’s knowledge of an underlying reality, then the experiment needn’t be in conflict with relativity. As an observer learns the outcome of the measurement on particle \( A \), they merely update their knowledge of the ontic state of particle \( B \). ERL mechanics is precisely the sort of hidden variable model that allows the EPR experiment to be explained in this sort of way, as we now demonstrate.

ERL mechanics models the EPR entangled state by a distribution over the two-particle phase space of the form \( \mu_{\text{corr}}^{AB}(q_A, p_A, q_B, p_B) \propto \delta(q_A - q_B) \delta(p_A + p_B) \), describing perfect correlation of the particles’ positions and perfect anti-correlation of the particles’ momenta. This epistemic state was highlighted in Sec. \[III.B.3\].

The marginal on the phase space of either particle is the completely uniform distribution. Consequently, prior to learning the outcome of the measurement on particle \( A \), an observer knows nothing of the position or the momentum of parti-
cle $B$. If she measures the position of particle $A$, then by virtue of knowing that the positions of the two particles are initially perfectly correlated, she can infer the position of particle $B$. On the other hand, if she measures the momentum of particle $A$, then by virtue of knowing that the momenta of the two particles are initially perfectly anti-correlated, she can infer the momentum of particle $B$. In both cases, particle $B$ has some definite position and momentum all along that does not change in any way as a consequence of her measurement on particle $A$. All that changes as a result of this measurement is how the observer refines her knowledge of the ontic state of particle $B$. She either refines her knowledge of its position or she refines her knowledge of its momentum. No “spooky action at a distance” is required to understand the EPR experiment if one adopts the interpretation offered by ERL mechanics.

We emphasize that we are not arguing that a $\psi$-epistemic local hidden variable model could explain all quantum correlations, only that the particular correlations described in the EPR experiment can be so explained (in precisely the way that EPR suggested they should). This is not at odds with Bell’s theorem because the correlations in the EPR experiment do not violate a Bell inequality. Of course, because it is locally causal by construction, ERL mechanics cannot hope to reproduce Bell-inequality violations. Such violations are one of the quantum phenomena that ERL mechanics emphatically cannot reproduce, not even qualitatively. The fact that quantum phenomena that ERL mechanics emphatically cannot reproduce, not even qualitatively. The fact that quantum phenomena that ERL mechanics emphatically cannot reproduce, not even qualitatively.

Thus, the magnitude of the inner product is preserved only if $\langle \psi_1 | \psi_2 \rangle = 0$ or 1, which implies that the two states are orthogonal or collinear. Irreversible quantum operations will not help because they necessarily lead to an increase in the quantum fidelity, while a cloning process requires a decrease in this fidelity.

If one takes an ontic view of quantum states, then given that classically the ontic state of a system can always be measured and then copied, it would appear that no-cloning is a nonclassical phenomenon. By contrast, if one adopts an epistemic view of quantum states, then the cloning process is properly understood as a process which clones the applicability of a given state of knowledge and it is seen to occur even classically. We present the analogue of the no-cloning of two non-orthogonal quantum states. Suppose that we are told that a system has been prepared by sampling its ontic state $z$ from the distribution $\mu_1(z)$ or from the distribution $\mu_2(z)$. Suppose that $\mu_1(z)$ and $\mu_2(z)$ are nondisjoint, that is, they overlap in some part of the phase space, $\mu_1(z) \mu_2(z) \neq 0$ for some $z$. A cloning process is one which adjoins to the system an ancilla (with the same ontic state space as the system) prepared in a fiducial epistemic state $\nu(z')$ and transforms the ontic state in such a way that the following map over epistemic states is induced:

$$\mu_k(z) \nu(z') \rightarrow \mu_k(z) \mu_k(z')$$ for $k \in \{1, 2\}$. (43)

To see that this cloning process is impossible, we first define the classical fidelity between distributions $\mu_1(z)$ and $\mu_2(z)$ as $\int dz \sqrt{\mu_1(z) \mu_2(z)}$: it is 0 if the distributions are disjoint and 1 if they are identical (the analogy to the magnitude of the inner product between quantum states should be clear). It then suffices to note that a pair of distributions can encode a bit of information and that the classical fidelity between the distributions is a measure of their indistinguishability. Given that the amount of information in an encoding cannot be increased by processing (this is the content of the data processing inequality), it should not be possible to increase their distinguishability, i.e. it should not be possible to decrease the fidelity by any processing. At best, one can preserve it. Let us consider what this constraint implies. The classical fidelity between the two possible initial states is

$$\int dz \int dz' \sqrt{\mu_1(z) \nu(z') \mu_2(z')} = \int dz \sqrt{\mu_1(z) \mu_2(z)}$$ (44)

where we have used the fact that $\int dz' \nu(z') = 1$, whereas
between the two possible final epistemic states it is

\[ \int dz \, dz' \sqrt{\mu_1(z)\mu_1(z')} \sqrt{\mu_2(z)\mu_2(z')} = \left( \int dz \, \sqrt{\mu_1(z)/\mu_2(z)} \right)^2. \] (45)

For the classical fidelity to be preserved, we require

\[ \int dz \, \sqrt{\mu_1(z)\mu_2(z)} = \left( \int dz \, \sqrt{\mu_1(z)/\mu_2(z)} \right)^2, \] (46)

which implies that \( \int dz \, \sqrt{\mu_1(z)/\mu_2(z)} = 0 \) or 1, or equivalently, that \( \mu_1(z)\mu_2(z) = 0 \) or \( \mu_1(z) = \mu_2(z) \).

Thus, a pair of epistemic states can be cloned if and only if they are disjoint or identical.

Note that the proof proceeds in direct analogy with the quantum proof, where the role of orthogonality and Hilbert space inner product are played by disjointness and classical fidelity respectively. That is there is a no-cloning theorem for non-disjoint probability distributions has also been noted in Refs. [2, 37, 38, 61].

We have yet to specify in which sense the epistemic restriction is necessary to properly model the quantum no-cloning theorem. We have seen that by simply defining cloning in terms of epistemic states rather than ontic states, one finds that certain pairs of epistemic states — nondisjoint ones — cannot be cloned. However, in Liouville mechanics (without the epistemic restriction) only mixed (epistemic) states are nondisjoint; the pure epistemic states are point distributions over the phase space and can be cloned.

On the other hand, in ERL mechanics, the pure epistemic states (defined as those that are extremal in the convex set of epistemic states) are themselves states of incomplete knowledge and can be nondisjoint. It follows that only in ERL mechanics does one have an analogue of no-cloning for sets of pure quantum states.

There is one other sense in which the epistemic restriction is important for emulating all the limitations on cloning that are seen in quantum theory. Although in quantum theory it is impossible to have pure states as marginals without the state of the composite being a product state, one might wonder whether, in the context of ERL mechanics we could achieve a joint distribution over the composite system that has \( \mu_k(z) \) as the marginal distribution for both subsystems but with the possibility of correlations between the systems. We did not consider this possibility above, where we required the final distribution to be a product distribution. Such a process would be a classical broadcasting map. As it turns out, the data processing inequality does not exclude this possibility. Indeed, if it were not for the epistemic restriction, such a map could be realized. One could measure the ontic state \( z \) of the system, prepare the target in the same ontic state, then forget the outcome of the measurement. But such a measurement would violate the epistemic restriction, so this strategy will not work. Alternatively, one could simply implement the deterministic dynamics \( (z, z') \rightarrow (z, z) \) on the pair of systems. This would achieve broadcasting regardless of the value of \( z' \), but it is not allowed because it does not preserve the Poisson bracket and hence is not Hamiltonian. Finally, there are Hamiltonian maps that can implement broadcasting for one particular value of \( z' \), but given the epistemic restriction, one cannot have such knowledge of \( z' \).

3. Teleportation

We begin by providing the quantum description of teleportation for continuous variable systems. The scenario is similar to that of the EPR experiment. A pair of particles are prepared in the EPR entangled state \( |\psi^{\text{corr}}\rangle = \int dq_A dq_B \delta(q_A - q_B)|q_A\rangle|q_B\rangle \), that is, correlated in their position along the \( \hat{x} \)-axis, and distributed to Alice and Bob, who are presumed to be spatially separated (along an axis orthogonal to \( \hat{x} \)). We assume trivial dynamics so that we can neglect dispersion over time. A third party, Victor, prepares another particle, denoted \( V \), in the quantum state \( |\psi\rangle \), again, describing the position of the particle along the \( \hat{x} \)-axis and passes it to Alice. The identity of particle \( V \)’s quantum state is unknown to Alice and Bob. Their task is to implement a protocol that leaves particle \( B \) in the quantum state \( |\psi\rangle \). The initial quantum state of the triple of particles is \( |\psi\rangle|\psi^{\text{corr}}\rangle \). This initial state can be rewritten (preserving the order of the Hilbert spaces) as

\[ \frac{1}{2\pi\hbar} \int da \, db \, (D_{a,b} \otimes I)|\psi^{\text{corr}}\rangle D_{a,b}^\dagger |\psi\rangle, \] (47)

where \( D_{a,b} = \exp(-\frac{i}{\hbar}(a\hat{p}_b - b\hat{p}_a)) \) is the unitary operator that corresponds to a displacement in phase space by the vector \( (a, b) \).

Note that the state of particles \( V \) and \( A \) appearing in the \( a, b \) term in this decomposition is simply the joint eigenstate of the commuting pair of operators \( \hat{q}_V - \hat{q}_A \) and \( \hat{p}_V + \hat{p}_A \) associated with eigenvalues \( a \) and \( b \). Consequently, if Alice measures \( \hat{q}_V - \hat{q}_A \) and \( \hat{p}_V + \hat{p}_A \) on the pair of particles in her possession, and obtains outcomes \( a \) and \( b \) respectively, then (assuming the projection postulate as the collapse rule) the total quantum state is updated to

\[ 12 \] A similar point can be made about the phenomenon of quantum chaos. Many researchers have been puzzled by the apparent differences between the classical and quantum signatures of chaos. While classical states of an isolated system can exponentially diverge under Hamiltonian chaotic evolution, quantum states of an isolated system cannot because the inner product between two quantum states is invariant under unitary evolution. However, the analogy between quantum states and Liouville distributions suggests that the quantum inner product should not be compared with the distance in phase space but rather with the overlap of the Liouville densities. One can then reconcile the signatures of classical and quantum chaos [34, 35, 62].
just one of the terms in the integrand. Alice’s two particles have been left in a maximally entangled state (a local phase space displacement of the EPR state), and Bob’s particle has been left in the state $D_{a,b}\ket{\psi}$. Therefore, to complete the protocol, Alice need only communicate $a,b$ to Bob, who then applies the unitary $D_{a,b}$ to his particle and leaves it in the state $\ket{\psi}$, as required. The protocol succeeds regardless of the identity of $\ket{\psi}$, so Alice and Bob need not know its identity. Finally, note that if particle $V$ is entangled with another particle, say particle $C$, then the quantum state of the composite of particles $V$ and $C$ is transferred to the composite of particles $B$ and $C$, a phenomenon known as entanglement swapping.

What is surprising about continuous variable teleportation, if one takes the view that quantum states are ontic, is that while it takes an infinite number of complex parameters to completely specify the quantum state, this state can be transferred from Alice to Bob by communicating only two real numbers. Even if we restrict the unknown quantum state to be a Gaussian state, we still require five parameters to describe it (specifically, two for specifying the mean position and mean momentum and three for specifying the covariance matrix) but only two to transfer it. On the other hand, if one takes the view that quantum states are epistemic, then teleportation is a protocol wherein someone’s knowledge about a system becomes applicable to another system and, as we shall see, such a transfer can be achieved with only two real parameters.

If Alice could jointly measure the position and momentum of particle $V$, she could simply communicate this information to Bob who could then prepare particle $B$ with that precise position and momentum (this is essentially how teleportation is imagined to occur on Star Trek). In this way, whatever Victor knew about particle $V$ would now pertain to particle $B$. However, the epistemic constraint forbids such a joint measurement. The magic of the teleportation protocol, by the lights of ERL mechanics, is that it provides a way of transferring the applicability of Victor’s knowledge in spite of the epistemic constraint.

Teleportation of Gaussian states can be modeled in ERL mechanics as follows\textsuperscript{15}. The pair of particles shared by Alice and Bob are prepared in the epistemic state

\[
\rho_{AB}^{corr}(q_A,p_A,q_B,p_B) \propto \delta(q_A-q_B)\delta(p_A+p_B) \quad (\text{the model of the EPR state}),
\]

which corresponds to knowing the relative position of the two particles to be $q_B - q_A = 0$ and the total momentum to be $p_B + p_A = 0$, which is to say that they are known to have the same position and opposite momenta. Alice makes a measurement on particles $V$ and $A$, both in her possession. Specifically, she measures the relative position, $q_V - q_A$, and the sum of their momenta, $p_V + p_A$. (This is allowed by the epistemic restriction because these variables have commuting Poisson bracket). Combining this new data with her previous knowledge, Alice can infer what the relative position $q_V - q_B$ and relative momentum $p_V - p_B$ of particles $V$ and $B$ were prior to the measurement (because this is an inference based on pre and post selection of the triple of particles, the epistemic constraint need not apply, as discussed in Sec.\textsuperscript{[11A]}. Specifically, if Alice finds through her measurement that $q_V - q_A = a$ and $p_V + p_A = b$, then she infers that $q_V - q_B = (q_V - q_A) - (q_A - q_B) = a$ and that $p_V - p_B = (p_V + p_A) - (p_A + p_B) = b$. Given that the measurement is implemented on particles $V$ and $A$, it will not disturb the ontic state of particle $B$, so that the ontic state of particle $B$ after the measurement is precisely what it was prior to the measurement, namely, $q_B = q_V - a$ and $p_B = p_V - b$. So Alice simply tells Bob to shift the position of particle $B$ by $a$ and its momentum by $b$, so that it will come to have the same position and momentum as particle $V$ had before the measurement. In this way, whatever Victor knew about the ontic state of particle $V$ prior to the measurement now pertains to the ontic state of particle $B$ after the measurement. Meanwhile, because particles $V$ and $A$ have undergone a measurement, there is an unknown disturbance to these, and consequently Victor’s knowledge is no longer applicable to particle $V$ (which is why teleportation is not in conflict with no-cloning). Had Victor initially known particle $V$ to have a particular correlation with particle $C$, then at the end of the protocol, he would judge particle $B$ to have this correlation with particle $C$, and so we also have a model of entanglement swapping for Gaussian states. A formalized presentation of this entanglement swapping relation is given as Lemma\textsuperscript{4} in Sec.\textsuperscript{IV.A}

\textsuperscript{15} The discussion provided here closely parallels the one provided in Ref.\textsuperscript{2}; see also [63].
IV. OPERATIONAL EQUIVALENCE OF ERL MECHANICS AND GAUSSIAN QUANTUM MECHANICS

Having described some of the basic features of ERL mechanics, we will proceed to provide a complete operational formulation of the theory in Sec. [IV.A]. We will then provide an operational formulation of a subtheory of quantum mechanics which we call Gaussian quantum mechanics in Sec. [IV.B]. Finally, in Sec. [IV.C] we prove the main result of this article:

**Theorem 1 (Equivalence)** Gaussian quantum mechanics is operationally equivalent to ERL mechanics with \( \lambda = \hbar \).

A few definitions are required to make sense of this result. An operational formulation of a theory is one which only specifies what are the possible preparations, transformations and measurements according to the theory, as well as a rule for computing the probability of the outcome of every measurement when performed on a given preparation followed by a given transformation. An operational formulation of a theory needn’t make any reference to ontological structure. Two theories that are formulated operationally are said to be operationally equivalent if there is a one-to-one mapping between the preparations, measurements and transformations that are allowed in the first theory and those that are allowed in the second, and if the statistics predicted for every possible experiment in the first theory are precisely the same as those predicted for the corresponding experiment in the second theory. Finally, a subtheory of an operational theory is what one obtains by allowing only a subset of the preparations, measurements and transformations that are allowed in the parent theory. Gaussian quantum mechanics is the subtheory of quantum mechanics wherein the allowed preparations, measurements and transformations are those for which the associated Wigner representations are Gaussian functions.

A. Operational formulation of ERL mechanics

The most general preparation in ERL mechanics is represented by a phase-space distribution. We have already specified, in Sec. [III] which distributions satisfy the epistemic restriction. They are denoted \( \mu \in L_{\text{valid}}(\mathcal{M}) \) on a phase space \( \mathcal{M} \). Consequently, we have already specified the set of possible preparation procedures. It therefore suffices to characterize the set of possible transformations and measurements.

1. General measurements

In Sec. [III.B] we described which canonical variables could be measured jointly on a system. However, Liouville mechanics admits a more general form of measurement wherein the ontic state does not determine the outcome deterministically but only fixes the relative probabilities of various outcomes. This occurs whenever the outcome of the measurement depends on other degrees of freedom besides the system of interest and the states of these are not completely known. For example, consider a system consisting of a single canonical degree of freedom. If it interacts with several ancillas via a quadratic Hamiltonian and measurements of quadrature variables are implemented upon the ancillas, the resulting measurement on the system will not in general yield full information about a single quadrature, but rather will yield partial information about each of a pair of canonically conjugate quadratures. As another example, if the system interacts with an auxiliary system that is subsequently ignored, the effective measurement on the system is not maximally informative (these sorts of measurements are in fact generic, because the ability to avoid all such noise is always an idealization within classical mechanics).

The most general sort of measurement, which incorporates both the deterministic and probabilistic varieties, is associated with a set of indicator functions on the phase space \( \mathcal{M} \), that is, a set \( \{ \xi_y(z) \} \) where \( \xi_y(z)dy \) is the probability of obtaining a measurement outcome within \( dy \) of \( y \) given that the ontic state of the system is \( z \). The variable \( y \) labels elements of the outcome space of the measurement. For instance, a measurement of position is associated with a set of indicator functions labeled by a position variable \( q_0 \), specifically, \( \{ \xi_q(z) \propto \delta(q-q_0) \} \). For general measurements, the outcome space may be higher-dimensional. Because \( \xi_y(z) \) is a probability density, we have \( \int dy \xi_y(z) \geq 0 \), and because some outcome is certain to occur, we have \( \int dy \xi_y(z) = 1 \) for all \( z \). Clearly, if the system is described by the epistemic state \( \mu \) and a measurement described by the set of indicator functions \( \{ \xi_y \} \) is performed, the probability density for outcome \( y \) is

\[
p(y) = \int dz \xi_y(z)\mu(z).
\]

We now consider what constraints on the indicator functions follow from the epistemic restriction.

As discussed in Sec. [III.B] the way to infer these constraints is by imagining the measurement to be performed on a system \( A \) that is correlated with another system \( B \), and applying the epistemic restriction to the final distribution assigned to \( B \). Specifically, we require that a valid indicator function acting on a system \( \mathcal{M}_A \) must always result in a valid epistemic state on \( \mathcal{M}_B \) when applied to any (possibly correlated) epistemic state on \( \mathcal{M}_A \times \mathcal{M}_B \). This implies the following constraint.

**Proposition 2 (Valid indicator functions)** An indicator function on \( \mathcal{M} \) is valid if and only if, when normalized, it satisfies the epistemic constraint, that is,

\[
\xi \text{ is valid iff } \frac{\xi}{\| \xi \|} \in L_{\text{valid}}(\mathcal{M}).
\]
Proof. First we prove necessity. If \( A \) and \( B \) are prepared in the perfectly-correlated state \( \mu^\text{corr}_{AB} \) and a measurement on \( A \) yields the outcome associated with the indicator function \( \xi_A \), then by Bayes’ theorem, one updates the description of \( AB \) to \( \mu'_{AB} \propto \xi_A \mu^\text{corr}_{AB} \). Given that \( \mu^\text{corr}_{AB} \) describes perfect correlation for position and anti-correlation for momentum (see Eq. (34)), it follows that the marginal on \( B \) is \( \mu'_B(z) \propto \xi_A(\lambda z) \), where \( \lambda \) indicates momentum inversion, \( \lambda \equiv \text{diag}(1, -1, 1, -1, \ldots) \) (or equivalently, time inversion). Thus, \( \xi_A(z) \) is a valid indicator function only if \( \xi_A(\Gamma z)/|\xi_A(\Gamma z)| \) is a valid state. If a distribution is positive and satisfies the CUP, then so does its momentum inversion, consequently, it suffices to require that \( \xi_A(z)/|\xi_A(z)| \) is a valid state.

To prove sufficiency, we show that any Gaussian indicator function acting on system \( A \) of any bipartite state \( \mu_{AB} \in L_{\text{valid}}(\mathcal{M}_A \times \mathcal{M}_B) \) yields a valid updated state on \( B \). We follow a similar proof to that found in Ref. [64]. Consider a measurement described by a Gaussian indicator function on \( A \) with covariance matrix \( \gamma_A \), on a bipartite Gaussian state \( \mu_{AB} \in L_{\text{valid}}(\mathcal{M}_A \times \mathcal{M}_B) \) with covariance matrix \( \gamma_{AB} \). For clarity, we will assume these covariance matrices are both strictly positive-definite. (A general proof for positive semi-definite matrices follows by appropriately using a pseudo-inverse.) It is convenient to partition the matrix \( \gamma_{AB} \) as

\[
\gamma_{AB} = \begin{pmatrix} \gamma_A & X \\ X^T & \gamma_B \end{pmatrix}
\]

so as to respect the division of the joint state into subsystems \( A \) and \( B \).

The post measurement state \( \mu'_B \) on system \( B \) is found from the the probability distribution \( \mu_{AB} \) by conditionalizing on \( \xi_A \) having been found on \( A \) and marginalization on \( A \) in the standard manner. We make use of the fact that Gaussian integrals performed over a subset of the variables concerned yields a Gaussian in terms of the remaining variables. For our case, the relevant Gaussian distribution over \( B \) has a covariance matrix given by the Schur complement [64]

\[
\gamma'_B = \gamma_B - X^T (\gamma'_A + \gamma_A)^{-1} X.
\]

We now need to confirm that \( \gamma'_B \) satisfies the classical uncertainty relation. Given that \( \gamma_{AB} \) and \( \gamma_A \) satisfy the CUP, we have the relations

\[
\gamma_{AB} + i\lambda \Sigma_{AB} \geq 0, \quad (52)
\]

\[
\gamma'_A - i\lambda \Sigma_A \geq 0, \quad (53)
\]

where in the second expression we have taken the complex conjugation of the usual expression. Adding these two equations yields

\[
\begin{pmatrix} \gamma_A + \gamma'_A \\ X^T \end{pmatrix} \begin{pmatrix} \gamma_B + i\lambda \Sigma_B \\ \gamma'_A \end{pmatrix} \geq 0. \quad (54)
\]

Applying the result from linear algebra described in Eq. (39) and making use of Eq. (51), we find

\[
\gamma'_B + i\lambda \Sigma_B \geq 0. \quad (55)
\]

We note that, as a result of this theorem, the indicator function

\[
\xi^\text{corr} \propto \mu^\text{corr}, \quad (56)
\]

is a valid indicator function on \( \mathcal{M} \times \mathcal{M} \).

The valid sets of indicator functions \( \{\xi_y(z)\} \) are simply those consisting entirely of valid indicator functions such that \( \int \xi_y(z) = 1 \) for all \( z \). For example, if we take any valid indicator function with means at the origin of the phase space and consider the set obtained by acting all phase-space displacements on the latter, we obtain a valid set of indicator functions where the outcome of the measurement is labeled by a point in phase space. We will denote elements of a general outcome space by \( y \).

2. General transformations

In Sec. [III B 2], we demonstrated that the valid reversible transformations within ERL mechanics were the linear symplectic transformations. However, a general operational theory includes non-reversible transformations as well. These can include dissipation due to coupling to another system (and subsequently marginalizing over that system), transformations due to a measurement being performed on the system, and irreversibility due to an agent lacking knowledge of which reversible transformation was implemented. We now consider how such general transformations are described within ERL mechanics, and what constraints are forced upon these transformations by the epistemic restriction.

Recall that, by assumption, the dynamics is classical, but an observer might lack knowledge of the nature of the dynamics (for instance, if the environment with which the system is interacting is in an unknown physical state). In this case, they assign a probability distribution over the possibilities for the dynamics. Such ignorance can always be characterized by a probability distribution over the final ontic states for every initial ontic state, that is, by a set of transition probabilities \( \eta(z'_A|z_A) \) describing the probability that the system will evolve to \( z'_A \) given that it started in state \( z_A \). Clearly, we require \( \eta(z'_A|z_A) \geq 0 \) for all \( z_A, z'_A \), and \( \int dz'_A \eta(z'_A|z_A) = 1 \) for all \( z_A \). If an agent’s knowledge of the dynamics is described by \( \eta(z'_A|z_A) \), and their knowledge of the initial state is described by the epistemic state \( \mu(z_A) \), then their knowledge of the final state will be described by the epistemic state

\[
\mu'(z'_A) = \int dz_A \eta(z'_A|z_A) \mu(z_A). \quad (57)
\]

We can also represent the transformation of the agent’s knowledge by a transfer functional, that is, a linear map over functions on phase space \( \Gamma_A : L(\mathcal{M}_A) \rightarrow L(\mathcal{M}_A) \), specifically,

\[
\Gamma_A[f](z'_A) = \int dz_A \eta(z'_A|z_A) f(z_A). \quad (58)
\]
This map is norm-preserving, that is, it satisfies $|\Gamma_A[f]| = |f|$, for all functions $f \in L(M_A)$. It is also positivity-preserving, which is to say that if $f \in L_+(M_A)$ then $\Gamma_A[f] \in L_+(M_A')$.

The question is: which transition probabilities, or equivalently, which transfer functionals are valid within ERL mechanics?

A necessary condition on the set of valid transformations on a system is that, viewed as transfer functionals, they must take valid epistemic states on the system to valid epistemic states, that is, they must be validity-preserving. But it is also necessary that when acting on part of a larger system, they also take valid epistemic states on that larger system to valid epistemic states; we say that they are completely positivity-preserving or CVP (in analogy with the property of maps in quantum theory of being completely positivity-preserving). Thus, we require that if

$$\mu_{AB}(z_A, z_B) \in L_{\text{valid}}(M_A \times M_B),$$

then

$$\int dz_A \eta'(z_A | z_0) \mu_{AB}(z_A, z_B) \in L_{\text{valid}}(M_A \times M_B).$$

Defining the identity transfer functional $\text{id} : M \to M$ by $\text{id}[f] = f$, we can express the condition of a transfer functional $\Gamma_A$ being CVP compactly as

$$(\Gamma_A \otimes \text{id}_B)[\mu_{AB}] \in L_{\text{valid}}(M_A' \times M_B).$$

The other condition that a transformation must satisfy in order to be considered valid is that it must supervene on valid ontic dynamics – either the transformation corresponds to linear symplectic evolution on the system’s phase space (the reversible case) or it must correspond to adjoining to the system an ancillary system prepared according to a valid epistemic state, coupling the pair via a linear symplectic evolution on the joint phase space, and then marginalizing over the ancillary system. If this condition holds, we say that the transformation satisfies ontic supervenience.

To see why this condition is important, it suffices to note that a transformation may be validity-preserving but not satisfy the ontic supervenience property. Momentum reversal (or equivalently, time reversal) is such a transformation. It is defined by the conditional $\eta'(z_A | z_0) = \delta q_A q_A' \delta p_A p_A'$, which corresponds to the deterministic map $q_A' = q_A$ and $p_A' = -p_A$. This cannot arise as a symplectic transformation on the system because the Poisson bracket is not preserved. Furthermore, although one could conceive of implementing this map by measuring both the position and the momentum and then re-preparing the system with an inverted momentum, such a measurement is forbidden in the theory. So, while momentum reversal takes every valid epistemic state to a valid epistemic state, it does not satisfy ontic supervenience.\(^\text{14}\)

Nonetheless, we will show that every transformation that is completely validity-preserving satisfies the ontic supervenience property and so is a valid transformation. We will also show that one can characterize the set of valid transformations by their action on the perfectly correlated state.

**Proposition 3 (Valid transformations)** A transformation on a system is valid if and only if the bipartite epistemic state one obtains by acting it on half of a perfectly correlated state of a pair of such systems is valid. In other words, if $\Gamma_A$ denotes the transfer functional on $L(M_A)$, $\mu^{\text{corr}}_{AB}$ denotes the perfectly correlated state on a pair of identical systems $M_A \times M_B$, and

$$\mu_{AB}^\Gamma \equiv (\Gamma_A \otimes \text{id}_B)[\mu^{\text{corr}}_{AB}],$$

then $\Gamma_A$ is valid if and only if $\mu_{AB}^\Gamma \in L_{\text{valid}}(M_A \times M_B)$.

Note that $\mu_{AB}^\Gamma$ has the same marginal on $B$ as $\mu_{AB}^{\text{corr}}$, that is, a uniform marginal. Therefore, the valid transfer functionals on $A$ are in one-to-one correspondence with the valid epistemic states on a pair of copies of $A$ that have a uniform marginal on one of the copies. We shall say simply that the valid transformations are isomorphic to valid bipartite states. This isomorphism is the analogy within ERL mechanics of the Choi isomorphism in quantum theory.

The rest of the section will seek to prove these results. The strategy of the proof is to demonstrate (i) that a transfer functional is completely validity-preserving if and only if it is isomorphic to a valid bipartite state, and (ii) that a transfer functional satisfies the ontic supervenience property if and only if it is isomorphic to a valid bipartite state. Together, these two facts imply that every transformation that is completely validity-preserving satisfies the ontic supervenience property. Therefore, the condition of being completely validity-preserving is not only necessary for a transformation to be valid but sufficient as well (unlike the condition of being validity-preserving, which is not sufficient). Given this characterization of the valid transformations, proposition 3 then follows from (i).

We begin by establishing the connection between the CVP property and the isomorphism property. To do so, it is useful to note a general analogue of quantum teleportation (and entanglement swapping) within ERL mechanics (formalizing the discussion in Sec. III C 3). We

\(^{14}\) In the context of the Spekkens toy theory, the “universal state inverter” transformation, which takes every epistemic state of a single elementary system to the epistemic state that has disjoint support with it, is an example of a transformation that is validity-preserving but does not supervene on the ontic dynamics, as discussed in Sec. III C of Ref. [2]. If one tries to supplement the toy theory with such transformations, as is considered in Ref. [65], one is left with a theory that no longer admits of a straightforward realist interpretation.
begin by defining a functional that represents marginalizing over \(M_A\), namely, \(\Tr_A : M_A \rightarrow \mathbb{R}\) defined by \(\Tr_A[f] = \int dz_A f(z_A) = \langle f \rangle\) (the notation is chosen to be suggestive of the analogous quantum trace operation).

**Lemma 4 (Teleportation)** Any epistemic state \(\mu_{AB}\) on \(M_A \times M_B\) satisfies the relation

\[
\mu_{AB} \propto \Tr_{C[D} [\xi_{CD}^{\text{corr}} \rho_{AC} \mu_{DB}^{\text{corr}}],
\]

where \(C,D\) are ancillary systems identical to \(A\), and \(\xi_{CD}^{\text{corr}} \propto \rho_{AC}^{\text{corr}}\) is the indicator function associated with the maximally-correlated state.

**Proof.** We make use of the explicit expression for \(\rho_{AC}^{\text{corr}}\) given in Eqs. \([63, 55]\), and the proportionality \(\xi_{CD}^{\text{corr}} \propto \mu_{AB}\), to obtain

\[
\Tr_{C[D} [\xi_{CD}^{\text{corr}} \rho_{AC} \mu_{DB}^{\text{corr}}] \\
\propto \int_i \int d\theta_C d\phi_C d\theta_D d\phi_D \xi_{CD}^{\text{corr}} \\
\times \delta(q_C - q_D) \delta(p_C + p_D) \delta(q_A - q_C) \\
\times \delta(p_A + p_D) \mu_{DB}(z_D, z_B) \\
\propto \mu_{AB}(z_A, z_B),
\]

Next, we need to establish that a transformation satisfies the ontic supervenience property if and only if it is isomorphic to a valid bipartite state. We begin by characterizing what the ontic supervenience property implies about how the transformation acts on the covariance matrix.

**Lemma 6** A transformation on \(A\) satisfies the ontic supervenience property (i.e. it can be realized by coupling to an environment via a joint linear symplectic transformation followed by marginalization) if and only if the covariance matrix on \(A\) transforms as

\[
\gamma_A \mapsto X^T \gamma_A X + Y,
\]

for real matrices \(X,Y\) that satisfy

\[
Y \geq i\Sigma_A - iX^T \Sigma_A X.
\]

This result follows in a straightforward manner from previous work on unitary dilations of Gaussian quantum channels [66]. Nonetheless, for clarity, we repeat some of the details of the proof here.

**Proof:** Consider necessity first. We begin by describing how transformations that satisfy the ontic supervenience property act on the covariance matrix. Consider a system \(A\), and a valid epistemic state \(\mu_A\) with covariance matrix \(\gamma_A\), initially uncorrelated with an environment \(E\), described by a valid epistemic state \(\mu_E\) and covariance matrix \(\gamma_E\). Because they are initially uncorrelated, the covariance matrix of the joint system \(AE\) is \(\gamma_{AE} = \text{diag}(\gamma_A, \gamma_E)\). The pair of systems is then acted upon by a linear symplectic transformation \(S\) on the joint phase space \(AE\), describing a general reversible transformation. This matrix can be expressed in block form as

\[
S = \begin{pmatrix}
S_{AA} & S_{AE} \\
S_{EA} & S_{EE}
\end{pmatrix},
\]

and satisfies \(S^T \Sigma_{AE} S = \Sigma_{AE}\). The covariance matrix \(\gamma_{AE}\) for the joint system after this transformation is given by \(\gamma'_{AE} = S^T \gamma_{AE} S\). Considering only the resulting marginal distribution \(\mu'_{AE}\) on the system after the transformation (marginalizing over the environment), the resulting covariance matrix \(\gamma'_{A}\) of \(\mu'_{A}\) is

\[
\gamma'_A = S^T_{AA} \gamma_A S_{AA} + S^T_{EA} \gamma_E S_{EA}.
\]

Note that, because \(\mu_A\) and \(\mu_E\) are both valid epistemic states, and we applied valid operations (a reversible linear symplectic transformation, and a marginalization), then the final marginal \(\mu'_{A}\) will be valid, i.e., \(\gamma'_{A} + i\Sigma_{A} \geq 0\).

Eq. \([70]\) shows that the covariance matrix transforms as Eq. \([67]\) prescribes, with \(X = S_{AA}\) and \(Y = S_{EA}^T \gamma_E S_{EA}\). These are both real matrices, but it remains to show that they satisfy Eq. \([69]\).

Because \(\gamma_E + i\Sigma_E \geq 0\) it follows that

\[
S^T_{EA} (\gamma_E + i\Sigma_E) S_{EA} \geq 0.
\]
Using the fact that $S\Sigma S^T = \Sigma$, where $\Sigma = \text{diag}(\Sigma_A, \Sigma_E)$, we infer that $ST, \Sigma_A S_{AA} + S_{EA} \Sigma_E S_{EA} = \Sigma$. Substituting this into Eq. 71, we have

$$S^T_E \gamma_E S_{EA} + i(\Sigma - S^T_A \Sigma_A S_{AA}) \geq 0.$$ 

In other words,

$$Y \geq -i\Sigma_A + iX^T \Sigma_A X,$$

from which Eq. (68) can be obtained by taking the complex conjugate.

To prove sufficiency, one must show that it is possible to find a symplectic matrix $S$ and a covariance matrix $\gamma_E$ leading to any $X$ and $Y$ that satisfy $Y \geq i\Sigma_A - iX^T \Sigma_A X$. The construction is somewhat involved, so we do not repeat it here, but simply refer the reader to [66].

Having characterized the transformations that satisfy the ontic supervenience property by how they act on the covariance matrix, we now demonstrate that all such transformations are isomorphic to a valid bipartite state.

**Lemma 7** A transformation acts on covariance matrices in the manner described in lemma 6 if and only if the bipartite epistemic state one obtains by acting it on half of the perfectly correlated state for a pair of such systems is valid.

**Proof.** Necessity is trivial to prove. By lemma 6, the transformation of interest corresponds to coupling to an ancilla in a valid state by a linear symplectic transformation and marginalizing over the ancilla. Given that the perfectly correlated state is a valid state, and that every part of this transformation clearly keeps one within the set of valid states, the final bipartite epistemic state will be valid.

It remains to prove sufficiency. We assume that the transfer functional $\Gamma_A$ satisfies the isomorphism property, that is, that the bipartite epistemic state resulting from the transformation acting on half of the perfectly correlated state, denoted $\mu^T_{AB}$ and having a uniform marginal on $B$, is valid. The latter is described by its means $d_A$ on $A$ (the means on $B$ are not well-defined because the distribution is uniform on $B$) and by its covariance matrix

$$\gamma_{AB} = \begin{pmatrix} \gamma_A & C \\ C^T & \gamma_B \end{pmatrix}.$$  

(72)

The assumption that $\mu^T_{AB}$ is a valid epistemic state places no restriction on $d_A$, but it does restrict $\gamma_{AB}$ to satisfy the CUP condition, $\gamma_{AB} + i\Delta \gamma_{AB} \geq 0$. Making use of the result from linear algebra described in Eq. (39), we infer that the CUP condition on $\gamma_{AB}$ is equivalent to the condition

$$\gamma_A + i\Delta \gamma_A \geq C\gamma_B^{-\text{uniform}} + i\Delta \gamma_B^{-1} C^T.$$  

(73)

This alternative form will be useful in what follows.

We need to show that $\mu^T_{AB}$ being a valid epistemic state implies that $\Gamma_A$ acts in the manner described in Lemma 6.

It suffices to show that every valid epistemic state on $AB$ can be obtained from the perfectly correlated epistemic state by some transfer functional of this form.

First, we consider the covariance matrix of the perfectly correlated state $\mu^\text{cor}_{AB}$. This state is only defined as the limit of a squeezed Gaussian state, as in Eq. (53), and so in the following argument we consider finite squeezing throughout, and only take the limit in the final stages of our argument. It is convenient to change our squeezing parameter $s$, for which $s \to 0$ is the desired limit, to be reparametrised as $s = \exp(-r)$, and thus $r \to \infty$ is the desired limit.

With this substitution, it is straightforward to show that the covariance matrix $\gamma_{AB}^{\text{cor}}$ of the perfectly correlated state $\mu_{AB}^{\text{cor}}$ is the $r \to \infty$ limit of

$$\gamma_{AB}^{\text{cor}}(r) = \begin{pmatrix} D_+(r) & D_-(r) \\ D_-(r) & D_+(r) \end{pmatrix},$$

(74)

where $D_\pm(r)$ are diagonal real matrices defined by

$$D_+(r) = \cosh(2r) \text{diag}(1, \lambda^2, 1, \lambda^2, \ldots),$$

(75)

$$D_-(r) = \sinh(2r) \text{diag}(1, -\lambda^2, 1, -\lambda^2, \ldots).$$

(76)

We note that the marginals on $A$ and $B$ have covariance matrix $D_+(r)$ which, as $r \to \infty$, is the uniform distribution (as a limit of a Gaussian).

By acting on system $A$ of the pair of systems $AB$, initially described by the perfectly correlated state $\mu_{AB}^{\text{cor}}$, with a general transformation of the form described in Lemma 6, the resulting state $\mu_{AB}$ has covariance matrix

$$\gamma_{AB}(r) = \begin{pmatrix} X^T D_+(r) X + Y & X^T D_-(r) \\ X^T D_-(r) & D_+ \end{pmatrix}.$$  

(77)

where the matrices $X$ and $Y$ must satisfy Eq. (68). We then wish to show that $X$ and $Y$ can be chosen such as to produce any state of the form of Eq. (72) satisfying Eq. (73). We want $X$ and $Y$ such that

$$C = X^T D_-(r),$$

(78)

$$\gamma_A = X^T D_+(r) X + Y.$$  

(79)

As $D_-(r)$ is invertible, we can choose

$$X = D_-(r)^{-1} C^T,$$

(80)

$$Y = \gamma_A - C D_-(r)^{-1} D_+(r) D_-(r)^{-1} C^T.$$  

(81)

It remains to be shown whether $X$ and $Y$ can be chosen as such, because they are constrained to satisfy the condition given by Eq. (68). We now show that they can, by demonstrating that the condition given by Eq. (68) is equivalent to the condition given by Eq. (73).

Recall that $\gamma_B^{\text{uniform}} = \lim_{t \to \infty} D_+(r)$. We will substitute $D_+(r)$ for $\gamma_B^{\text{uniform}}$ in Eq. (73), and take the $r \to \infty$ limit at the final step. With the substitutions given by Eqs. (78, 79), the condition of Eq. (73) is expressed as

$$X^T D_+(r) X + Y + i\Delta \gamma_A \geq X^T D_-(r) [D_+(r) + i\Delta \gamma_B]^{-1} D_-(r) X.$$  

(82)
Rearranging gives

$$Y \geq -i\lambda \Sigma_A$$

$$-X^T (D_+(r) - D_-(r) [D_+(r) + i\lambda \Sigma_B]^{-1} D_-(r)) X.$$

We then make use of the following identity, which holds for all $r$:

$$D_+(r) - D_-(r) [D_+(r) + i\lambda \Sigma_B]^{-1} D_-(r)$$

$$= -i\lambda \Sigma_A.$$  \hspace{1cm} (84)

We thereby obtain

$$Y \geq -i\lambda \Sigma_A + i\lambda X^T \Sigma_A X.$$  \hspace{1cm} (85)

By taking the complex conjugate of this equation, we recover Eq. (88). Therefore, in the limit $r \to \infty$, where $D_+(r)$ becomes the uniform distribution $\gamma^\text{uniform}_B$, we have proved the equivalence of the conditions of Eqs. (73) and (88). \hfill \Box

As a final comment on transformations, note that we do not need to separately specify how the epistemic state of a system updates as the result of a measurement in ERL mechanics; this follows from cases we have already considered. By the assumption that ERL mechanics is just classical mechanics with an epistemic restriction, every measurement must be understandable as adjoining some degrees of freedom of an apparatus to the system, coupling these by a linear symplectic transformation, followed by acquiring information about the apparatus. For any valid set of indicator functions on the system, one can achieve a measurement associated with this set by such a procedure. The argument follows a similar logic to the ERL-mechanical analogue of von Neumann’s dynamical analysis of measurement, presented in Sec. III B 3. The update needn’t always be analogous to the projection postulate however. The manner in which the epistemic state of the system updates depends on the particular manner in which the measurement is implemented. (This is analogous to how, in quantum theory, there are many state update rules associated with a given POVM; even for projective measurements the projection postulate is just one of the possibilities.) We do not need to consider this situation afresh because both components of the process have been considered already: how the bipartite epistemic state of a pair of systems transforms under a linear symplectic transformation, and how the epistemic state of a system updates as a result of a measurement on another system with which it is correlated.

B. Operational formulation of Gaussian quantum mechanics

We review the Wigner representation, and then proceed to define Gaussian quantum mechanics. For further reading on these topics, see Ref. [67, 68].

1. The Wigner representation

In the Wigner representation [67, 69], quantum states are represented as real-valued functions over phase-space that integrate to unity. Specifically, for a system of $n$ canonical degrees of freedom and following the notation of Sec. 1A, the Wigner representation for a quantum state $\rho$ is

$$W_\rho(z) = \text{Tr}(\rho A_z),$$  \hspace{1cm} (86)

where

$$A_z = \bigotimes_{i=1}^n A_{z_i},$$  \hspace{1cm} (87)

and

$$A_{z_i} = \frac{1}{\pi \hbar} \int dz \langle q_i + \frac{y}{2\hbar} | q_i - \frac{y}{2\hbar} \rangle,$$  \hspace{1cm} (88)

and $|q_i\rangle$ is the position eigenstate. We note that these operators satisfy $\text{Tr}(A_{z_i}) = \frac{1}{\pi \hbar}$.

The operators $A_{z_i}$ satisfy the identity

$$\text{Tr}(AB) = (\pi \hbar)^n \int d\mathbf{z} \text{Tr}(AA_{z_i}) \text{Tr}(BA_{z_i}).$$  \hspace{1cm} (89)

This identity follows from the fact that the $A_{z_i}$, considered as vectors in the Hilbert-Schmidt operator space, form a resolution of unity. Denoting $\text{Tr}(AB)$ as an inner product on the Hilbert-Schmidt operator space, $\langle A | B \rangle$, we have simply used the fact that $\langle A | \left( \int d\mathbf{z} | A_{z_i} \rangle \langle A_{z_i} | B \right) = \langle A | B \rangle$.

The Wigner representation of a Hermitian operator $O$ is the real-valued function $W_O(z) = \text{Tr}(O A_z)$, and the expectation value of $O$ in state $\rho$ is recovered by the Euclidean inner product of the Wigner representations of $O$ and $\rho$,

$$(\pi \hbar)^n \int d\mathbf{z} W_\rho(z) W_O(z) = (\pi \hbar)^n \int d\mathbf{z} \text{Tr}(\rho A_z) \text{Tr}(O A_z)$$

$$= \text{Tr}(\rho O),$$  \hspace{1cm} (90)

where we have used the identity [89].

The most general measurement allowed by quantum theory, associated with a POVM $\{E_y\}$, also admits a Wigner representation as a set of real-valued functions over phase space that sum to the uniform measure over the phase space. Specifically, we have

$$W_{E_y}(z) = (\pi \hbar)^n \text{Tr}(E_y A_z),$$  \hspace{1cm} (91)

which, given that $\int dE_y = 1$, implies that

$$\int dE_y W_{E_y}(z) = (\pi \hbar)^n \text{Tr}(A_z) = 1.$$  \hspace{1cm} (92)

The general form of the Born rule, which asserts that given a preparation associated with quantum state $\rho$, and
a measurement associated with POVM \( \{ E_y \} \) the probability density for outcome \( y \), \( \text{Tr}(\rho E_y) \), is recovered in the Wigner representation as the Euclidean inner product of the Wigner representation of the quantum state with that of the POVM element associated with \( y \),

\[
\int \text{d}z \ W_\rho(z)W_{E_y}(z) = \text{Tr}(\rho E_y), \tag{93}
\]

where we have again used Eq. (89).

For certain unitary operations, such as displacement and squeezing operations, it is well-known how to determine their effect within the Wigner representation. However, we must consider how the most general transformation, associated with a completely-positive trace-nonincreasing linear map \( E \), is represented in the Wigner representation. (To our knowledge, this result has not previously been made explicit in the literature on the Wigner representation). Such a transformation can be represented by a real-valued function over two copies of the phase space, denoted \( W_E(z|z') \), which satisfies

\[
W_E(z|z') = \int \text{d}z' W_\rho(z')W_E(z|z'), \tag{94}
\]

and has the form

\[
W_E(z|z') = (\pi h)^n \text{Tr}(A_z E(A_{z'})). \tag{95}
\]

This result can be proved as follows. Using the identity of Eq. (89) and the definition of the Hermitian adjoint \( E^\dagger \) of \( E \), namely, \( \text{Tr}(E(A)B) = \text{Tr}(A E^\dagger(B)) \), we can infer that

\[
W_{E}(z) = \text{Tr}(E(\rho) A_z) = \text{Tr}(\rho E^\dagger(A_z)) = (\pi h)^n \int \text{d}z \text{Tr}(\rho A_{z'}) \text{Tr}(E^\dagger(A_z) A_{z'}) \tag{96}
\]

\[
= (\pi h)^n \int \text{d}z' \text{Tr}(\rho A_{z'}) \text{Tr}(A_z E(A_{z'})) \tag{97}
\]

\[
= (\pi h)^n \int \text{d}z' W_\rho(z') \text{Tr}(A_z E(A_{z'})). \tag{98}
\]

Eq. (94) then follows.

2. Gaussian quantum mechanics

We define Gaussian states, measurements and transformations in terms of their Wigner representations. The Gaussian states are the \( \rho \) for which

\[
W_\rho(z) = W_\rho(0)e^{-\frac{1}{2}(z-d)^T \gamma^{-1}(z-d)}, \tag{100}
\]

where \( \gamma \) is the covariance matrix of \( \rho \) and \( d \) is the vector of its means.\(^\text{15} \) Gaussian states have Wigner functions that are positive everywhere; note that the only pure quantum states with positive Wigner functions are the Gaussian pure states\(^\text{[3]} \). Next, we can define the Gaussian measurements as those which, implemented on one half of a system in a Gaussian state, necessarily leave the other half in a Gaussian state as well. We can also define the Gaussian transformations as those which implemented on a system or part of a system in a Gaussian state, take the system to another Gaussian state. Doing so, one finds that the Gaussian measurements and transformations are those whose Wigner representations are Gaussian. Specifically, the Gaussian measurements are the POVMs \( \{ E_y \} \) for which we have

\[
W_{E_y}(z) = W_{E_y}(0) e^{-\frac{1}{2}(z-d_y)^T \gamma_y^{-1}(z-d_y)} \quad \forall y, \tag{101}
\]

where \( \gamma_y \) is the covariance matrix of \( E_y \) and \( d_y \) is the vector of its means, and for which \( \int \text{d}y W_{E_y}(z) = 1 \) for all \( z \). The Gaussian transformations are the CP maps \( E \) for which we have

\[
W_E(z|z') = W_E(0|0) e^{-\frac{1}{2}(z-z'+d_z d_z'^T + d_z'^T d_z)} \tag{102}
\]

where \( z' \equiv (z, z') \).

C. Proof of Equivalence

We can now provide the proof of theorem\(^\text{[1]} \). Note first that the Wigner representation of a Gaussian state can be interpreted as a probability distribution on phase-space. This is because it is both positive, by virtue of the fact that a Gaussian distribution is positive, and normalized to unity, which one verifies by noting that \( \int \text{d}z W_\rho(z) = \text{Tr}(\rho \int \text{d}z A_z) = \text{Tr}(\rho I) = 1 \).

Note further that the Wigner representation \( \{ W_{E_y}(z) \} \) of a POVM \( \{ E_y \} \) can be interpreted as a set of conditional probabilities for the outcome to lie within \( dy \) of \( y \) given that the ontic state is \( z \). Again, positivity follows from Gaussianity. The fact that the \( W_{E_y}(z) \) form a probability density over \( y \) for all \( z \) becomes evident when one notes that \( \int \text{d}y W_{E_y}(z) = (\pi h)^n \int \text{d}y \text{Tr}(A_z E_y) = (\pi h)^n \text{Tr}(A_z I) = 1 \) for all \( z \).

Furthermore, it follows from Eq. (94) that one can interpret the probability density of obtaining outcome \( y \) in a measurement associated with a Gaussian POVM \( \{ E_y \} \) upon a Gaussian state \( \rho \) as the probability density of obtaining outcome \( y \) given \( z \) weighted by the probability density of \( z \). In other words, the preparation procedure associated with a Gaussian state \( \rho \) can be understood as the preparation of a system at some unknown point \( z \) in phase space, with probability distribution \( W_\rho(z) \), and the measurement procedure associated with a Gaussian POVM \( \{ E_y \} \) can be understood as revealing information about \( z \) by the fact that different \( z \) may vary in the probability densities they assign to the different outcomes.

Finally, we can interpret the Wigner representation \( W_E(z|z') \) of a Gaussian trace-preserving CP map \( E \) as a conditional probability of \( z \) given \( z' \) (thereby justifying

\[\text{--------}\]

\[\text{15} \] It is more common to define the Gaussian quantum states as those for which the Wigner-characteristic function is Gaussian, but because the latter is the Fourier transform of the Wigner representation of the state, the two definitions are equivalent.
the choice of notation). Positivity of \( W_E(z, z') \) follows from its Gaussianity, and the fact that \( \int dz W_E(z, z') = 1 \) for all \( z' \) is verified by noting that \( \int dz \text{Tr} (A_E \delta(z')) = \text{Tr} (\delta(A_E)) = \text{Tr} (\delta(z')) = 1 \) where the second identity is due to the assumption that \( \delta \) is trace-preserving. Thus, Eq. (4) can be interpreted as follows. If the initial distribution over phase space is \( W_\rho(z') \), and the probability of \( z' \) being mapped to \( z \) is \( W_E(z, z') \), then the final distribution over phase space is \( \int dz' W_E(z, z') W_\rho(z') \).

We have seen, therefore, that the Wigner representation of Gaussian quantum mechanics yields the same sorts of descriptions of preparations, measurements and transformations that one finds in Liouville mechanics. But are they precisely the subset picked out by our epistemic constraint? Yes. To demonstrate this, we need only show that the Wigner representations satisfy the conditions of the classical uncertainty principle (with \( \hbar \) replaced with \( \hbar \)). With this, we have proved Theorem 1.

**Proof.** All moments of the Wigner function are given by the expectation values of symmetrically-ordered products of the canonical operators. See, for example, Ref. [67] for a proof; here, we reproduce this result in detail for the first two moments. Recall the definition of the covariance matrix of \( \rho \), Eq. (3). We wish to rewrite this in the Wigner representation. First, note that

\[
\gamma(\rho) = 2 \text{Re} \text{Tr} (\rho (\hat{z}_i - \xi_i) (\hat{z}_j - \xi_j)) = \text{Tr} (\rho [(\hat{z}_i - \xi_i)(\hat{z}_j - \xi_j) + (\hat{z}_j - \xi_j)(\hat{z}_i - \xi_i)]) \tag{103}
\]

The Wigner representations of quadratic observables are

\[
W_{\hat{z}_i}(z) = z_i, \tag{104}
\]

\[
W_{\hat{z}_i \hat{z}_j + \hat{z}_j \hat{z}_i}(z) = 2 z_i z_j. \tag{105}
\]

This follows from direct evaluation of the Gaussian integrals in Eq. (50). Thus, first-order moments of \( \rho \) coincide with those of \( W_\rho(z) \),

\[
\xi_i = \langle \hat{z}_i \rangle_\rho = \int dz z_i W_\rho(z) = \langle \hat{z}_i \rangle_{W_\rho(z)} \tag{106}
\]

and the covariance matrix of the quantum state \( \rho \) coincides with that of the phase-space function \( W_\rho(z) \),

\[
\gamma(\rho) = 2 \int dz (z_i - \xi_i)(z_j - \xi_j) W_\rho(z) = \gamma(W_\rho). \tag{107}
\]

Therefore, the Wigner representations of Gaussian states satisfy the classical uncertainty principle, with \( \hbar = \hbar \). All that remains is to show that the Wigner representations of Gaussian measurements and transformations coincide with the phase-space representations of measurements and transformations in ERL mechanics.

Any POVM element \( E \), when normalized, can be viewed as a density operator. Thus, the covariance matrix of a normalized POVM element, \( \gamma(E/\text{Tr}(E)) \), satisfies the Heisenberg uncertainty relation, \( \gamma(E/\text{Tr}(E)) + i\hbar \Sigma \geq 0 \). This implies that the normalized Wigner function \( W_E(z)/|W_E(z)| \) where \( |W_E(z)| = \int dz' W_E(z) \) satisfies the classical uncertainty relation, and thus \( W_E(z) \) is a valid indicator function.

\[
W_{\Psi_{\text{corr}}} (z_A, z_B) \propto \prod_i \delta(q_{iA} - q_{iB}) \delta(p_{iA} + p_{iB}), \tag{108}
\]

corresponds to a Gaussian state \( |\Psi_{\text{corr}}\rangle/|\Psi_{\text{corr}}\rangle \). Necessity follows from the Choi-Jamiolkowski isomorphism in Gaussian quantum mechanics, which ensures that transformations \( E \) that lead to a Gaussian bipartite state when acting on the perfectly correlated state in \( \mathcal{M} \times \mathcal{M} \),

\[
\rho = (E \otimes I)|\Psi_{\text{corr}}\rangle/|\Psi_{\text{corr}}\rangle, \tag{109}
\]

are necessarily Gaussian transformations.

With this, we have proved Theorem 1.

V. CONCLUSIONS

In the introduction, we emphasized that ERL mechanics can reproduce a large number of quantum phenomena. We have explained at length how it does so for several important examples. These phenomena can therefore be understood intuitively in terms of a simple story about uncertainty in a classical world. Given that ERL mechanics is operationally equivalent to Gaussian quantum mechanics, if a phenomena exists in Gaussian quantum mechanics, then we are assured that it exists within ERL mechanics and that such a story can be provided, even if we do not bother to extract it from the formalism. Therefore, to know the explanatory scope of ERL mechanics, it suffices to determine which quantum phenomena are found within Gaussian quantum mechanics. Fortunately, much work has already been done in determining what aspects of quantum theory, in particular, what aspects of quantum information theory, are present in Gaussian quantum mechanics, and so we simply refer to...
the reader to this work. The list includes: basic phenomena of quantum theory such as the no-cloning theorem [70], the Einstein-Podolsky-Rosen effect [69] and quantum teleportation [71]; information-processing tasks such as dense coding [72], quantum key distribution [73], and quantum error correction [74]; and many aspects of entanglement theory [75, 76]. For a review of the subject of information theory using continuous-variable systems and Gaussian quantum mechanics, see Ref. [68, 77].

The classical theory that we have used as our starting point has been particle mechanics. However, we could have equally well considered any degrees of freedom described by canonical coordinates on a symplectic vector space. In particular, we could have considered fields. Indeed, the most significant application of Gaussian quantum mechanics is to quantum optics. One can interpret the theory proposed here as a classical statistical theory of optics with an epistemic restriction which is operationally equivalent to the subtheory of quantum optics which consists of Gaussian states, measurements and transformations. The set of Gaussian states is the set of all coherent states (including the vacuum state), all squeezed states (including quadrature eigenstates) and all multimode versions of these. The Gaussian transformations are those that can be achieved using the standard toolkit of optical elements – beam splitters, phase shifters and squeezers – as well as linear attenuation and amplification. The Gaussian measurements can all be constructed from a homodyne detection preceded by one of the above transformations16. All experiments in quantum optics that make use of only these elements can therefore be furnished with an intuitive explanation in terms of statistical optics with an epistemic restriction; for instance, such a description of the quantum teleportation experiment of Ref. [78] is provided in Ref. [63].

The explanatory scope of ERL mechanics adds further credibility to the research program wherein the quantum state is taken to be a representation of an agent’s incomplete knowledge of reality rather than a representation of reality itself. A skeptic might challenge the notion that our results constitute interpretational progress on the grounds that the mystery of quantum theory has just been shifted to the question: why the epistemic restriction? We have several responses to this charge. First, any progress in reconstructing quantum theory from simple principles holds interpretational lessons, even if further elucidation and justification of the principles is required. Second, and more importantly, we feel that the interpretation of Gaussian quantum mechanics in terms of ERL mechanics is more compelling than most competing interpretations, for instance, Everett’s [29] or the one of de Broglie and Bohm [30], because the latter interpretations are mathematically inspired – they start from the mathematical formalism of quantum theory and attempt to tell an ontological story that does justice to this formalism, while the reconstruction provided here is conceptually inspired – we start with a classical ontology that is conceptually unproblematic, add the conceptual innovation of an epistemic restriction, and derive the mathematical formalism of Gaussian quantum mechanics. Third, we feel that the approach described here succeeds at un-scrambling Jaynes’ omelette of ontological and epistemological notions in a more satisfying fashion than other approaches.

Of course, although the length of the list of quantum phenomena that are reproduced by ERL mechanics is long, it is not complete. Neither ERL mechanics, nor any classical statistical theory with an epistemic restriction, can do justice to Bell’s theorem or the Kochen-Specker theorem. We must grow the list of such outstanding phenomena and focus upon them for it is these that will dictate what other conceptual innovations are required to reproduce the full quantum theory within this program.

The relation between Gaussian quantum mechanics and ERL mechanics is strongly analogous to the relation that exists between the stabilizer theory for qubits [81] and a classical statistical theory of trits with an epistemic restriction (trits are three-level classical systems and qutrits are three-level quantum systems). The latter sort of theory, which makes use of a classical phase space over a discrete field, has been developed in Refs. [57, 82]. The proof that it is operationally equivalent to the stabilizer theory for qutrits proceeds by showing that it reproduces the discrete Wigner representation for odd-dimensional systems that was proposed by Gross [83] (which is positive on stabilizer states). Just as it is well-known in quantum information circles that stabilizer states are the natural discrete analogues of Gaussian states, the classical statistical theory of trits with an epistemic restriction of Ref. [57] is the natural discrete analogue of ERL mechanics.

One is naturally led to ask whether one can find a similar relation between the stabilizer theory for qubits and a classical statistical theory of bits with an epistemic restriction. The latter sort of theory has been developed by Ref. [2] and is commonly known as the “Spekkens Toy Theory”. One finds that in this case the two theories in question are not operationally equivalent. Such inequivalence is inevitable because a classical theory with an epistemic restriction is by construction a local noncontextual hidden variable theory and it is known that one can prove Bell’s theorem and the Kochen-Specker theorem within the stabilizer theory of qubits (for instance, by using the GHZ version of Bell’s theorem [51]). For the case of Gaussian quantum mechanics and the stabilizer theory of qutrits, the fact that one can reconstruct these from a restriction upon a classical statistical theory shows that one cannot prove Bell’s theorem or the Kochen-Specker theorem within these subtheories.

Another question that arises naturally is whether we might be able to find another epistemic restriction that yields a theory which is more comprehensive than ERL.

16 Note, however, that this does not include direct photodetection.
mechanics, that is, one that is operationally equivalent to a subtheory of quantum mechanics that has a larger scope than Gaussian quantum mechanics. As it turns out, if one demands that this larger subtheory includes Gaussian quantum mechanics, then the question has a negative answer. The reason is that there is no subtheory of quantum mechanics that is “between” Gaussian quantum mechanics and the full theory, so there is nothing to shoot for in such a reconstruction. To be precise, it has been shown \cite{PhysRevLett.91.197901,PhysRevLett.95.090402} that if one adds to the set of unitaries allowed in Gaussian quantum mechanics (those generated by quadratic Hamiltonians) even a single unitary from outside this set and then closes under composition, one obtains all unitaries. An analogous result is widely believed to hold (but to our knowledge has not been rigorously proven) for the stabilizer theory of qudits: if one adds any additional unitary to those allowed within the stabilizer theory, commonly known as the Clifford group, and closes under composition, one obtains all unitaries over the qudits. (This question can be rephrased in the language of quantum computation as a question about the universality of a gate set \cite{PhysRevLett.95.090402}.) In other words, “next stop: quantum theory”.
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Appendix A: Motivation for the max-ent condition

In Sec. IIIA we noted that one of the reasons for incorporating the max-ent condition into the epistemic constraint is that without it, one obtains a much smaller set of valid measurements\textsuperscript{17}. We are now in a position to see why this is the case. Imagine a distribution over a single system of the form

\[
\mu_{\text{test}}(q_A, p_A) \propto \frac{1}{2} G_{-q_0, \delta q}(q_A) + \frac{1}{2} G_{q_0, \delta q}(q_A)
\]

\[
\times \frac{1}{2} G_{-p_0, \delta p}(p_A) + \frac{1}{2} G_{p_0, \delta p}(p_A)
\]

where \(q_0 \gg \delta q \gg \lambda/p_0\), and \(p_0 \gg \delta p \gg \lambda/q_0\). This satisfies the CUP because the variances are \(\Delta q_A \approx q_0\) and \(\Delta p_A \approx p_0\), such that \(\Delta q_A \Delta p_A \approx \lambda\) (there are no cross-correlations). However, because \(\mu_{\text{test}}\) is not a multivariate Gaussian it violates the max-ent condition. We will be interested in the limiting case where \(\delta q, \delta p \to 0\) and \(q_0, p_0 \to \infty\).

If there is no max-ent condition, then for a pair of systems we would also have to allow a distribution of the form

\[
\mu'_{\text{test}}(q_A, p_A, q_B, p_B) \propto \mu_{\text{test}}(q_A, p_A) G_{0, \delta q}(q_A - q_B) G_{0, \delta p}(p_A + p_B)
\]

Note that \(q_A\) and \(q_B\) are strongly correlated (positively) if \(\delta q\) is small and \(p_A\) and \(p_B\) are strongly correlated (negatively) if \(\delta p\) is small. The correlation is perfect in the limit that \(\delta q, \delta p \to 0\). The distribution \(\mu'_{\text{test}}\) also satisfies the CUP but not the max-ent condition.

Now imagine a Gaussian indicator function on \(A\) that has variances \(\Delta q_A \approx \delta^q\) and \(\Delta p_A \approx \delta^p\) where \(q_0 \gg \delta^q \gg \delta q\) and \(p_0 \gg \delta^p \gg \delta p\). Because we can take the limiting case of \(\delta q, \delta p \to 0\) and \(q_0, p_0 \to \infty\), these inequalities place no constraint on \(\delta^q, \delta^p\), so we can consider an arbitrary Gaussian indicator function on \(A\) that satisfies Eq. (49). It is not too difficult to see that if distributions of the form of \(\mu'_{\text{test}}\) were allowed, then every such indicator function will be ruled out.

The argument is by contradiction. We show that if an indicator function satisfying Eq. (49) were allowed, then it would imply a violation of the CUP. We assume that the initial state of \(AB\) is \(\mu'_{\text{test}}\) where \(\delta q, \delta p \to 0\) and \(q_0, p_0 \to \infty\). First, note that for such a state, \(q_A\) prior to the measurement is arbitrarily close in value to either \(q_0\) or \(-q_0\). Furthermore, given that we have chosen \(q_0 \gg \delta^q \gg \delta q\), a measurement of an indicator function with \(\Delta q_A \approx \delta^q\) can reveal which value \(q_A\) takes with arbitrarily high accuracy. By virtue of the arbitrarily strong correlation between \(q_A\) and \(q_B\) in \(\mu'_{\text{test}}\) and the lack of any influence from \(A\) to \(B\), one would thereby learn with arbitrarily high accuracy what the value of \(q_B\) was after the measurement (whether it is close in value to \(q_0\) or to \(-q_0\)). Meanwhile, such a measurement could also distinguish with arbitrarily high accuracy whether \(p_A\) had a value close to \(-p_0\) or to \(p_0\) prior to the measurement and again by virtue of the arbitrarily strong correlation between \(p_A\) and \(p_B\) and the lack of any influence from \(A\) to \(B\), one would thereby learn with arbitrarily high certainty what the value of \(p_B\) was after the measurement (whether it is close in value to \(p_0\) or

\textsuperscript{17} We thank Robin Blume-Kohout for pointing this out to us. The demonstration we provide is a modification of one that he suggested.
to \(-p_0\). Consequently, if such a measurement were allowed, one would be able to infer both the values of \(q\) and \(p_0\) after the measurement to arbitrary accuracy. Because this would violate the CUP part of the epistemic constraint, such a measurement would have to be ruled out. Therefore, if we relaxed the max-ent condition, then the resulting theory would include none of the indicator functions that are included in ERL mechanics.
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