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Abstract
Efficient textual data distributions (TDD) alignment and generation are open research problems in textual analytics and NLP. It is presently difficult to parsimoniously and methodologically confirm that two or more natural language datasets belong to similar distributions, and to identify the extent to which textual data possess alignment. This study focuses on addressing a segment of the broader problem described above by applying multiple supervised and unsupervised machine learning (ML) methods to explore the behaviour of TDD by (i) topical alignment, and (ii) by sentiment alignment. Furthermore we use multiple text generation methods including fine-tuned GPT-2, to generate text by topic and by sentiment. Finally we develop a unique process driven variation of Kullback-Leibler divergence (KLD) application to TDD, named “KL Textual Distributions Contrasts” (KL-TDC) to identify the alignment of machine generated textual corpora with naturally occurring textual corpora. This study thus identifies a unique approach for generating and validating TDD by topic and sentiment, which can be used to help address sparse data problems and other research, practice and classroom situations in need of artificially generated topic or sentiment aligned textual data.
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1 Introduction
Recent developments in natural language processing (NLP) have shown that the state of the art in many common tasks is highly dependent on models with a larger number of parameters trained on colossal amounts of data (Devlin et al., 2018; Radford et al., 2019; Brown et al., 2019). While the advances in computing power and technologies allow researchers and developers to increase the number of parameters in their models, attempts to increase the size of datasets reveal many challenges that are hard to overcome. There is a need to develop capabilities to align and generate textual data distributions (TDD) by topic and by other parameters such as sentiment. Just as the use of quantitative distributions have enabled much scientific progress across disciplines, and so also TDD generation capabilities would be immensely useful for the advancement of research in textual analytics and NLP. Such machine generated TDD can be extremely useful in the development and testing of new methods and technologies, and can also be a valuable tool in classrooms - it can be used widely in curricula and for workforce training purposes. These capabilities could be used in a wide range of applications as well, such as for augmenting behavioral finance by generating text aligned with the distribution of “seed” posts on social media which could be used to identify current and impending target group behavior.

Additionally, there are a number of languages that are not as representative on the internet as English is, because they are not spoken by as many people or because of the lack of economic power of linguistic groups. This highlights the importance of having efficient textual distributions generation methods which can be extended to other languages as well. Finally, even for the English language, in textual data-rich domains, restrictions concerning the source of the data may reduce the availability of samples in areas such as medicine, for instance. A number of techniques have been proposed to increase the amount of textual data, from simple heuristics to complex neural networks. However, a fundamental problem re-
mains understudied: how do we test and ensure that the distributions of the artificially generated data are aligned with those of the real world data of interest? In this paper, we use topic classification and sentiment analysis on Twitter datasets, generate textual data, and identify metrics to test TDD.

In this study, we employ tweets from ‘Vaccine’ and ‘Market’ keywords filtered Twitter data, and use the preprocessed tweets text data as input. We have three levels of outputs: first, we test supervised machine learning (ML) methods with and without keywords, and review classification accuracy, second we test unsupervised ML methods and third we generate text using three different ML methods to test for alignment of distributions using an adapted form of the Kullback Leibler Divergence (KLD) test (Kullback and Leibler, 1951).

We use a priori knowledge of the topics, the sentiment and the distributions. Our conceptual measure of success will therefore be the degree to which algorithms are able to learn and generate text with similar distributions, based on classified data and known distributions from our preprocessed and organized original data sets. To the best of our knowledge, there is no widely accepted method to test whether two or more data sets of language data, natural and machine-generated are aligned with respect to their distributions and topic or sentiment coverage. There are some useful but weakly related studies in recent publications which we have mentioned in our literature review below. However, we were not able to find a general approach or solution to this problem, which could be straightforwardly adopted and applied. Therefore, our overarching purpose is to propose and test such an approach for generating and testing alignment of textual distributions.

2 Literature Review

Given our interest in topic classification and sentiment analysis based on TDD and text generation using multiple machine learning methods, our literature review falls broadly into a few key categories: a) Past research that addresses textual analytics and topic identification, b) machine learning methods for textual data and NLP, c) statistical methods for TDD and d) text generation and data augmentation. Illustratively, a recent work on logical natural language generation (NLG) provides us with interesting input on logic in natural language understanding (Chen et al., 2020). They identify the weaknesses in current NLP and NLG strategies which primarily depend on “surface-level” pairing and links between words and phrases, which is useful for some NLP tasks, such as association mining. However, such surface level methods are unable to go into the depth of the text to make sense of the textual artifacts and draw logical inferences, which maybe could point towards an approach for TDD and topic alignment. This remains an open problem in NLP and NLG, and the clear articulation of the problem, as well as the strategy highlighted by Chen et al. to address these issues is insightful (Chen et al., 2020).

2.1 Overview of Methods for NLP tasks and text-to-number approaches

One of the major and early stage decisions for textual analytics and NLP projects involves the selection of suitable quantitative representations for text corpora. A broad range of strategies and methods exist, depending on the purpose, the context and the nature of text corpora. Madureira and Schlangen provide a valuable summary of state of the art textual states representation, with a focus on reinforcement learning, covering extant methods across a range of machine learning, deep learning and neural network approaches (Madureira and Schlangen, 2020). They highlight the absence of agreement, in spite of reasonable common ground, for the textual states representation problem and we see this as arising out of the need for a dominant generic solution, which could universally cater to multiple NLP goals. Szymański compares text representation methods contextualized to “knowledge representation” for “for documents categorization” (Szymański, 2014). The study defines “Explicit Semantic Analysis” (ESA) as a hybrid method combining multiple methods that use “content and referential approaches” (Gabrilovich et al., 2007): with the content approach, the representation of text corpora can be driven by a combination of bag of words (BOW) and N-grams which look at intrinsic substance within a textual corpus; with the referential approach, identification of concepts within a textual corpus is attempted by using similarity measures against a referential set of concepts. The referential set could consist of a very large cluster of concepts such as all Wikipedia articles, or could consist of a relatively narrowed set using heuristics or logical deduction. The study
compares the effectiveness of common representation methods: cosine kernel, n-grams (letters), n-grams (words), Explicit Semantic Analysis (ESA), links, higher order references (HOR) and compression. The cosine kernel refers to the use of cosine measures “between article vectors created using TF-IDF (term frequency - inverse document frequency) weighting”. N-grams identify letters and words sequences by frequency of usage within the text corpus. The compression method for testing for similarity uses a ratio of the size of algorithmically compressed combined textual corpora to the sum of the size of algorithmically compressed individual textual corpora. Links refer to text corpora with direct association, and HOR is “higher order references” – which extend the associations, usually with a reduced weight.

Neural learning methods have been widely used to address NLP challenges successfully. A conceptual basis is provided for the relative success of neural methods against non-neural methods, credited to the observation that “Non-neural NLP methods usually heavily rely on the discrete handcrafted features” (Qiu et al., 2020). In their survey of the usage of pre-trained language models for NLP purposes, Qiu et al. (2020) also posit that the success of neural methods is often driven by their use of “low-dimensional and dense vectors” to better reflect or “represent the syntactic or semantic features” of textual corpora. However, such neural representations are subject to “specific NLP tasks” and therefore may subscribe to potential overfitting. They also highlighted the effectiveness of BERT (Bidirectional Encoder Representations from Transformers, one of the largest pretrained language models) for sentiment analysis (associating human sentiment score or class to textual corpora) and named entity recognition (NER, disambiguates sentences into entity classes of words). BERT’s effectiveness in addressing general NLP tasks with common textual corpora, as compared to traditional machine learning methods for classification, is well supported (González-Carvajal and Garrido-Merchán, 2020). Other surveys and extant research have reviewed NLP tools and industry applications (Kalyanathaya et al., 2019), NLP attention mechanisms (Hu, 2019), NLP for opinion classification (Othman et al., 2015), and deep learning contributions to NLP applications, tasks and objectives (Torfi et al., 2020).

Generative Pre-trained Transformer (GPT) models are deep learning based pretrained autoregressive language models that generate human-like text, and can be fine tuned to adapt to localized contexts. Neural text generation methods have rapidly grown over the past few years, and have yielded rich results, being broadly classified into “transfer learning” (such as “Embeddings from Language Models” - ELMo and BERT), and “deep contextual language modeling” (such as GPT, GPT-2 and GPT-3) (Ji et al., 2020). This study uses a locally fine-tuned model based on GPT-2 to generate text by topics: Vaccine and Market.

### 2.2 Data Augmentation & Distributions

Most studies on Data Augmentation test only the improvements in accuracy of the classifiers (in general neural learning methods) on some supervised learning task with and without data augmentation (see, for instance, (Hou et al., 2018; Wei and Zou, 2019; Guo et al., 2019) and many others). However, testing the distributions is not a common practice in the literature on textual data generation. Notably, there are two recent papers that go beyond testing accuracy of a neural learning method: “Text data augmentation made simple by leveraging nlp cloud APIs” (Coulombe, 2018) and “Quantifying the Evaluation of Heuristic Methods for Textual Data Augmentation” (Kashefi and Hwa, 2020). Coulombe’s paper summarizes data augmentation techniques for textual data and attempts to evaluate them. The evaluation is formalized in some constraints: “Rule of respect the statistical distribution”, “Golden Rule of Plausibility”, “Semantic invariance rule” and “Telephone Game Rule of Thumb”. However, the test focuses on accuracy of classifying movie reviews into some categories. No further test on the distributions was carried out, even if they are sketched as an important criterion (Coulombe, 2018). In the “Quantifying the evaluation of Heuristic Methods for Textual Data Augmentation” paper, the main proposal is to use an evaluation approach to multiple heuristics and augmented datasets for classification tasks (Kashefi and Hwa, 2020). The augmented datasets were evaluated in terms of accuracy (whether Recurrent neural networks (RNNs) and Convolutional neural networks (CNNs) were classifying the texts in the right class in a supervised learning task) and in a metric called “hard
to distinguish”. This metric was calculated as the Kullback & Leiber divergence (KLD) (Kullback and Leibler, 1951). KLD is used to calculate how much a probability distribution diverges from another as a measure of information gain if samples of the later were used instead of the former. The smaller this score is, the harder it is to distinguish the two distributions.

### 2.3 Topic, Sentiment: Similarity modeling

Similarity modeling is another interesting concept which has significant implications for a wide usage in NLP, and has strong relevance to our interest in topical distributions of textual data. Janusz et al. (2012) develop a similarity model, the primary purpose of which is stated as being for “semantic information retrieval task or semantic clustering”. They discuss and rely on Tversky’s Similarity Model which works well in the context of judgements made by human intelligence (Tversky, 1977). They propose “bireducts” algorithms “which correspond to different contexts or points of view for evaluation of document resemblance”, and combine this algorithmic approach with Tversky’s equation to posit a novel approach to similarity modeling. In fact, clustering is a promising approach for topic modelling as well as for other NLP tasks. Even though Selosse et al. (2020) focus on data summarization, they propose a unique co-clustering approach, which may be useful for topic alignment. Their method leads to the identification of “homogeneous co-clusters”, which is also accomplished by a range of alternative algorithms, but the study also adds value by contrasting “noisy co-clusters” with “significant co-clusters, which is particularly useful for sparse document-term matrices”.

Garg et al. (2021) study related concepts of “Semantic Similarity, Textual Entailment, Expression Diversity and Fluency” to address the challenges of providing satisfactory heterogeneity of communicative interactions for artificial agents responding to human inquiries. They measure the performance effectiveness of their Reinforcement Learning approach by referencing “the automated metric as the reward function”, which is somewhat of a concern as it appears to pose a self-referential challenge. The automated metric itself is a measure of the “quality of contextual paraphrases”. It is not clear if the authors had a rationale to address this weakness, nevertheless, the study provides interesting domain insights.

### 2.4 Comments on contrast

It is worth highlighting that most of the literature on artificial textual data generation (mainly data augmentation) uses neural learning methods, which are de facto based on low-dimensional and dense vectors. However, as mentioned in section 2.1, we have found only one paper that explicitly tests the distributions of the data, which is based on KLD generated from word embeddings. As all other papers focus on improvements in accuracy of a set of supervised-learning tasks using neural networks, we took a different approach looking at both supervised learning and unsupervised learning tasks. Namely, beyond using neural learning methods for topic classification, we are also interested in testing an unsupervised learning algorithm: clustering. We expect that unsupervised learning methods will be a less costly way of testing data distributions and topic alignment, which may also be incorporated in other methods.

### 3 Propositions & Methods

This section outlines the propositions (quasi-hypotheses) and methods for our study: the conceptual intent and expectations, description of data utilized in the study, theoretical basis and metrics used to build and evaluate the models respectively. We initiate our process by applying supervised classification methods for topic and sentiment classification, followed by unsupervised text clustering, and text generation with three methods. We select GPT2 fine tuned models for generating the final texts, and use a unique distribution construction process for applying KLD tests to gauge similarity of distributions between the original and generated texts.

#### 3.1 Intent and Expectations: Propositions

Our research is anchored upon:

- **1: Conceptual distinctions of TDD on the basis of**
  - a) topic (such as named entity or keyword), specifically the topics of vaccine and market are used in this study.
  - b) sentiment (such as positive or negative classes or scores, as generated using popular NLP sentiment dictionaries).
We focus on the study of data distributions qualified by 1a and 1b (topic and sentiment) in the current study.

• 2: Methodological comparison based on the applications of
  – a) Supervised ML classification: Logistic regression, Support Vector Machines (SVM), and Naïve Bayes.
  – b) Unsupervised ML classification: a) Hierarchical Agglomerative Clustering (HAC) and b) K-Means Clustering (KMC).
  – c) Three ML text generation methods: Direct probabilistic, Recurrent Neural Networks (RNN) and Long-Short-Term-Memory (LSTM), and fine tuned GPT2.

The final step is to validate alignment of generated TDD with naturally occurring TDD using adapted KLD as described in the sections below.

3.1.1 Propositions: TDD by Topic & Sentiment

Based on the above, we worked on addressing key research interests listed below. We developed processes to explore original textual distributions, machine-generate text and evaluate whether generated and original textual datasets are aligned by distribution. We did this based on:
(i) text trained by topic category and
(ii) text trained by sentiment class.
The “trained by” is applicable where at least one of the datasets is machine generated, and “based on” refers to comparison of naturally occurring textual data. Based on our conceptualization thus far, we hypothesize two propositions, the first being that:
• P1: TDD categorized by topic and sentiment can be contrasted using supervised and unsupervised learning methods.

Additionally, based on our study of distribution identification and alignment methods posited above, we hope to be able to improve the quality of textual data generation by comparing and selecting from a) a direct probabilistic distribution based text generation, b) RNN - LSTM approach, and c) text-generation with fine tuned GPT2 models.

Direct-probabilistic and RNN-LSTM methods generate textual data with a fair degree of alignment with the input data. However, their vocabulary is limited to the scope of the textual input, and therefore we also use fine tuned GPT2 models to generate data. We generate data from topic and sentiment classification labels assigned natural data and explore improving models for generating higher quality data which will be better aligned with topic or sentiment based seed input.

Based on our conceptualization, the second proposition is that:
• P2: It is possible to obtain satisfactory alignment of artificially generated TDD with naturally occurring TDD, by topic and sentiment classifications.

We discuss the measure of success and improvements in the Theory and Metrics sections below.

Presently, as a sub-goal, we intend to heuristically evaluate the semantic quality of generated text by human judgement, supported by textual analytics and data visualization of generated text. We will analyze term and phrase (N-gram) frequencies, alignment with desired topic, and also explore comparisons with commonly known generative pre-trained models. We will also compare and evaluate the results by applying our findings to additional new small random samples from our main data. We mention this as a sub-goal because even if the generated text were in garbled sequences of words and did not make semantic sense, yet it could still serve the overarching purpose of algorithmic textual data distribution alignment.

3.2 Data

We acquired Twitter data on multiple topics, downloaded from Twitter with a developer account API using a broad range of keywords. The present research stream initially focuses on tweets associated with two different topics - “vaccine” and “stock market” for this study. We initiated our process with two small random samples of two hundred tweets from the each of the two main tweets datasets (Over one million Tweets). The downloaded data have about ninety variables and we extract only the “Text” variable for our analyses and modeling.

3.2.1 Data subsets

The main data were filtered to create a subset of data based on the account location by country as
United States, for each of the topics. Tweets containing urls were deleted to exclude spam, and separately, abusive words were algorithmically replaced with “abusv123987” (a unique enough string with an extremely low likelihood of natural occurrence in Tweets). A random sample generation process, without replacement, was applied to subset 200 randomly selected representative tweets for each topic along with a corresponding label (M for market and V for vaccine). The two datasets were then joined and randomized in order to create our pilot data of 400 topic-labelled tweets.

3.2.2 Data preparation for trial
The sample data were cleaned and processed using standard NLP preprocessing tools in R and Python. The Text variable was extracted, stripped of special characters and cleaned. The Text variable was deliberately not stemmed or lemmatized because of our interest in both words and phrases, and in the semantic structure of tweets. In addition to the topic labels (M for market and V for vaccine) in the 400 tweets dataset, we also created an additional sentiment label. The tweets were assigned a sentiment score using the SentimentR package, and the default Jockers dictionary. All tweets with scores greater than 0, were classified as positive tweets and all tweets with scores less than 0 were classified as negative tweets. Neutral tweets with a sentiment score of 0 were excluded, to create a positive - negative labeled dataset of 342 tweets.

We used around 400 tweets for the pilot modeling phase to test our experimental classification concepts, models and code, and about 10,000 tweets for our hierarchical models and code, and then repeated the process, as described above and minus creating data subsets, for the final reported classification analysis with complete datasets.

3.3 Theory and Metrics
As mentioned before, our project aims at studying TDD, and improve textual data generation associated with topic and sentiment alignment. Our starting point are baseline supervised and unsupervised models. One of the goals of our approach is to study and develop metric/s to evaluate the fitness of the generated data to improve performance in other tasks. The following metrics will be used to evaluate our models:

a. accuracy, including precision, recall and F1-score on the test set in supervised learning tasks before and after addition of generated data;

b. overall accuracy, including precision, recall and F1-score in the unsupervised tasks before and after addition of generated data;

c. Customized variation of Kullback and Leiber (1951)’s divergence application to evaluate how much two data sets are draw out of the same distribution or not.

We evaluate machine generated text against our originally collected naturally occurring data, using a random sample generated as a baseline for evaluation.

3.4 Text Classification Methods
After the initial pre-processing steps described in section 3.2, we used simple feature extraction procedures to test our models. For the supervised models, we used a bag-of-words approach for feature extraction using Count Vector (occurrences of tokens in each tweet) from scikit-learn to transform words into numerical features. The topics (vaccine and stock market) were also converted into numbers by dummy coding. For the unsupervised models, we used TF-IDF to transform words into numerical features. Additional feature engineering steps were used to improve performance of the algorithms. Our results indicate that our algorithms perform reasonably both in supervised and unsupervised learning, but further improvements are needed. We will use data augmentation to try to improve the performance our models.

3.4.1 Motivation for using ML
Our motivation for using supervised and unsupervised learning to classify the topics and sentiments textual distributions was not the popular goal of improving classification accuracy. We achieved strong results for our baseline supervised classification models, as anticipated. Our interest in using these methods was to study the behavior of TDD under conditions such as classification with and without keywords (top frequency Unigram) and with and without balanced (more items from one class than the other) sentiment datasets. We observed that the removal of one high frequency keyword from the TDD significantly decreased the performance of all the models, indicating the high sensitivity of such models to the top high frequency words, especially if they are unique to each class, as shown in tables 1 and 2.
Table 1: Confusion Matrices of Supervised Learning Based Classifiers for Topic Classification.

| Model         | With Keyword | Without Keyword |
|---------------|--------------|-----------------|
|               | Precision    | Recall          | F1-Score | Precision    | Recall          | F1-Score |
| SVM           | 0.98         | 0.98            | 0.98     | 0.74         | 0.70            | 0.72     |
| Naïve Bayes (Bernoulli) | 0.98 | 1.00            | 0.99     | 0.66         | 0.85            | 0.74     |
| Logistic Regression | 0.99 | 0.98            | 0.99     | 0.75         | 0.70            | 0.72     |

Table 2: Performance of Supervised Learning Based Classifiers for Topic Classification.

| Model         | Class       | With Keyword | Precision | Recall | F1-Score | Without Keyword | Precision | Recall | F1-Score |
|---------------|-------------|--------------|-----------|--------|----------|-----------------|-----------|--------|----------|
| SVM           | StM         | 0.99         | 0.99      | 0.99   | 0.91     | Vac             | 0.99      | 0.93   | 0.92     |
| Naïve Bayes (Bernoulli) | StM      | 0.98         | 1.00      | 0.99   | 0.95     | Vac             | 1.00      | 0.87   | 0.91     |
| Logistic Regression | StM        | 0.99         | 0.98      | 0.98   | 0.91     | Vac             | 0.99      | 0.93   | 0.92     |

Table 3: Confusion Matrices of Supervised Learning Based Classifiers for Sentiment Classification.

| Model         | Class       | Unbalanced Dataset | Balanced Dataset |
|---------------|-------------|--------------------|------------------|
|               | Precision   | Recall             | F1-Score         | Precision   | Recall             | F1-Score         |
| SVM           | Neg         | 0.60               | 0.56             | 0.58        | 0.55               | 0.52             | 0.53             |
|               | Pos         | 0.72               | 0.75             | 0.74        | 0.71               | 0.74             | 0.72             |
| Naïve Bayes (Bernoulli) | Neg      | 0.51               | 0.81             | 0.62        | 0.51               | 0.74             | 0.60             |
|               | Pos         | 0.79               | 0.48             | 0.60        | 0.78               | 0.56             | 0.65             |
| Logistic Regression | Neg        | 0.59               | 0.56             | 0.58        | 0.55               | 0.52             | 0.53             |
|               | Pos         | 0.72               | 0.75             | 0.73        | 0.71               | 0.73             | 0.72             |

Table 4: Performance of Supervised Learning Based Classifiers for Sentiment Classification.
3.4.2 Supervised Learning

Raw Text data cannot be fed directly to the algorithms themselves as most of the models expect numerical feature vectors with a fixed size rather than the raw text documents with variable length. In order to address this, we used a bag-of-words approach for feature extraction using Count Vector (occurrences of tokens in each tweet) from scikit-learn to extract the features. Once the features are extracted, we feed it to the models we experimented: Logistic Regression, SVM and Naïve Bayes models.

Labels for market and vaccine texts: Once the data were cleaned and processed using standard NLP preprocessing methods, the Text variable was extracted and cleaned, and topic labels (M for 2,897 market tweets and V for 9,036 vaccine tweets) were added. The labelled text variables from the market-tweets and vaccine-tweets were then combined and their order was randomized. This constituted the main dataset with nearly 12000 tweets for supervised learning. Given our interest in understanding the behaviour of TDD, we found it interesting to repeat the process with a reduced dataset, where we removed the word “vaccine” from the vaccine dataset and the word “market” from the market dataset and repeated the process above. We used a 80:20 split to use 9546 tweets for training and tested on 2387 tweets. We used three supervised classification methods, SVM, Naive Bayes (Bernoulli) and Logistic Regression, for each of the above and the resulting confusion matrix and evaluation metrics are provided in Tables 1 and 2 respectively.

Sentiment classification process: We also added sentiment labels for positive and negative tweets. The tweets were assigned a sentiment score using the SentimentR package, and the default Jockers dictionary. All tweets with scores greater than 0, were classified as positive tweets and all tweets with scores less than 0 were classified as negative tweets. Neutral tweets with a sentiment score of 0 were ignored, to create a positive - negative labeled primary dataset of 9846 labelled tweets, with 5876 positive and 3970 negative tweets. Since we are interested in studying, understanding and aligning TDD, we found it necessary to repeat the process with a balanced dataset, where we first took an equal number of tweets from each of the datasets (2897 each, from market and vaccine datasets), and then we repeated the process above to exclude neutral tweets leading to a balanced sentiment class dataset of 4849 tweets (by deletion of odd number of neutral tweets). We used a 80:20 split to use 3879 tweets for training and tested on 970 tweets. We used three supervised classification methods, SVM, Naive Bayes (Bernoulli) and Logistic Regression, for each of the above and the resulting confusion matrix and evaluation metrics are provided in Tables 3 and 4 respectively.

Examples of misclassified tweets:

Vaccine tweets misclassified as market tweets:
- my arm sore from my covid vaccine
- friends who have recovered from covid and gotten the vaccine
- what were your postshot symptoms

Misclassified sentiment tweets - negative tweets classified as positive:
- the stock market is bleeding i am bleeding lol
- northkhalea little things like walks to the local shop or market is something i definitely overlooked the importance of precovid but i m glad to hear you re carving out your own little corner

SVM: This model maps training examples to points in a high-dimensional feature space, in order to maximize the width of the distance between the categories. A hyperplane is built, so that new samples (e.g. the test set) can be classified. The performance achieved with this classifier is reasonable, since we used a very simple linear classification to perform the task as a baseline. It wrongly classified the sentiment for the two examples listed, but also misclassified the topic classes for the examples provided. It is probably too close to the vaccine topic, because of words as “bleeding” and “precovid”.

Naïve Bayes (Bernoulli): This model is a simple probabilistic classifier built upon Bayes’ theorem and the assumption that features are independent. The performance of our model was surprisingly the best in the Topic Classification task, which can be due to the fact that we used linear classifiers in SVM and Logistic Regression and that our feature extractor was based on word frequencies. In the Sentiment Classification task, the
performance was better in the negative class, but worse in the positive class. While it also misclassified the sentiment class of the examples, it did correctly classify a tweet in which the words "stock" and "market" are present. That illustrates the better performance achieved by the Naive Bayes, since these words increase the probability that it belonged to the class Market.

**Logistic Regression:** As with the SVM model, the logistic regression is also a simple linear classifier. The predictor is a linear equation that is mapped into a binary classification by a logistic link function. As expected, the performance of our logistic regression was very similar to that of the SVM. The two examples listed were misclassified by our logistic regression model too. They show that probably the model is associating the word “vaccine” with a positive sentiment, but it is not giving the proper weights to negative words, such as “sore”, or to sequences, such as “postshot symptoms”.

### 3.4.3 Unsupervised Learning

For textual classification based on unsupervised learning, we decided to explore two clustering methods: (i) Hierarchical Agglomerative Clustering (HAC) and (ii) K-Means Clustering (KMC). After a first round of evaluation, we tried to combine the most successful method with Independent Component Analysis (ICA). We present both of them and explore the initial results we obtained running them against our labeled data.

**Hierarchical Agglomerative Clustering** – This unsupervised method groups together observations whose features are similar. For the sake of illustration, we show how 100 occurrences of our data would be hierarchically clustered in Figure ??.

After recursively and hierarchically merging pairs of clusters increasing the linkage distance as less as possible, clusters are naturally formed. We chose 2 clusters, since we are interested in getting as close as possible to the annotated topics. After training on 9546 tweets, the algorithm indicated two unbalanced classes, overlapping in 73% with our manually annotated classes.

**K-Means Clustering** – This unsupervised method also groups together observations whose features are similar, but the procedure does not rely on recursively merging pairs, but rather creating a mean prototype (cluster center or centroid) and clustering the others according to the distance to the centroid. For our test case, we set up two clusters aimed at overlapping with the two topics that we had manually annotated. The results are summarized in Table 6.

**Independent Component Analysis** – This unsupervised method is a generative model to reveal hidden factors that underlie a set of features. Often some subcomponents of the features are statistically independent from each other. The goal is to raise components that are maximally independent. We used this method in combination with the HAC to try to get an improvement in the performance of our algorithm. As summarized in Table 7, the accuracy improved by almost 1% only adding ICA and holding everything else constant.

### 4 Text generation

Text generation has been addressed since the early 1950’s and has since evolved into a science with an array of sophisticated methods to address a broad range of NLP challenges (Klein et al., 1963). State of the art transformer driven models today include BERT, GPT, XLNet and ELMo (Topal et al., 2021; Ethayarajh, 2019). There is strong and growing interest in the field of text generation and natural language generation at multiple levels,
and many innovative approaches including adversarial strategies are being attempted to improve different dimensions of text generation (Zhang et al., 2017). We use three methods to generate text for testing the alignment of resulting distributions. We provide a brief description of each method, along with preliminary illustrative output are provided below. Though we use direct probabilistic and RNN-LSTM as the first two methods to generate text, extant research identifies problems with previous methods such as RNN-LSTM and posits the advantages of using GPT. However GPT, BERT, ELMo, GloVe (Global Vectors for Word Representation) and FastText each have their own strengths in text generation (Ethayarajh, 2019). Based on our research goals, we found it most relevant to use fine tuned GPT-2 models as our third method for text generation.

### 4.0.1 Direct Probabilistic Text Generation

In the first method, we extracted the text variable (TextMV) and fed it into a Jupyter notebook environment with NLTK and Pandas. TextMV was then pre-processed and cleaned using NLTK, and the words in TextMV were tokenized, and converted to a dataframe with 2991 unique tokens. Probabilities were then calculated based on the relative position of each token, and text was generated based on seed words, which needed to be any of the 2991 tokens. Illustrative output showing the text generated using this method and keyword “vaccine” is posted below, the length of each output was limited to 40 words:

```plaintext
covid vaccine powers will need to let me take some extra doses separate issues and getting my sleeves we are quite fatigued and puppet government might be ordered to a vaccine centers not about other than we go to do we
```

4.0.2 LSTM Text Generation

With the second method, we extracted the text variable(TextMV) and fed it into a Jupyter notebook environment with TensorFlow, Scikit-Learn and Numpy. TextMV was then pre-processed and cleaned to create a raw text file, and then we built a LSTM model with 30 epochs, and repeated the exercise with 7 epochs. The output displayed below is based the model generated with 7 epochs, initiated by four seed entries, and limited to under 80 words:

```plaintext
had nothing to do with developing the covid vaccine i suppose next will be credited had inventing the wheel vaccine hunting is likeambibo hunting so after collecting ring was supposed to continue pricing tomato thy market proposal funny diessssss supposed i had my st vaccination shot today but am not sure if it actually happened because didn't watch the news puncture up to get amp until single thing vaccine u f molau cute f due to texas weather uncertainty floriol will boom i even faster now better weather no state taxes too fl housing market shortage will be to see to able to apply get a vaccine passport to travel and a lot of our lot of apply vaccine amp above just just like of the vaccine amp yeah the market is going to make a copy market i am to do you will have a lot of it s market and not the just just just just like of the vaccine thats its my arm vaccine and i m just just like
```

4.0.3 GPT-2 Text Generation

With the third method, we used Azure to fine-tune GPT2 nuermous times. Initially we used the text variable(TextMV) and generated text with fine-tuned GPT-2. Based on the relatively greater superiority of readability and coherence of text-generate
erated with GPT-2 as compared to the first two methods, we chose to generate the final textual datasets to test for distributional alignment using GPT-2 on Azure. We fine tuned GPT-2 models by topic, Vaccine and Market, and by sentiment, positive and negative, by fine-tuning GPT-2 repeatedly with Vaccine, Market, Positive sentiment and negative sentiment tweets, respectively. The output from GPT-2 for these categories is displayed below.

**GPT-2 text generation for Vaccine topic**  These generated texts were mostly on topic, with a few stray items. Some items were creatively structured by the finetuned model:

I'm getting my COVID vaccine today, so check back for my review on that too. I had some tough decisions to make along the way, and having those decisions be that I'm not going to do it is very difficult.

Greenwich was pretty and the vaccine passport was just a way for the government to collect and sell your information, basically. @FelixMileY Imagine I got my second dose of the vaccine today and I feel like my arm is about to fall off. I haven't put any weight on my right arm.

A recent study shows that not only has the COVID vaccine made women infertile, it doesn't work for the original, wild strain of the virus. The vaccine works in the lab, with wild, wild.

I got the first dose of the Pfizer vaccine today and I'm feeling the side effects pretty badly. I've been doing a lot of reading online about the long term effects of the vaccine and how to mitigate it.

Founded in 1859, Milledie's Ice Cream parlors are the best topic, Vaccine and Market, and by sentiment, positive sentiment tweets, respectively. The output from GPT-2 for these categories is displayed below.

**GPT-2 text generation for Market topic**  It is interesting as to how the model makes an effort to mimic tweets even at the character level, however, it does appear to miss some context:

Okay, the “let the market sort it out” option seems to be the better one. Buyers should be able to settle for substandard products knowing that even if they hammer out an insane price, it’ll be far lessening than if the product had been offered at that price.

Maybe it’s the $Brown saying “trust but verify” when selling high. If Gordon Hayward goes MRK, this could be a nice driver to help you score. If not, it’s trade chips.

@FirstPassengers Yeah, I guess that’s why they put the stock in the market! Makes sense to me.

As 2020 likely bookends a distinct era which we cannot predict with precision however a reasonable 5% error margin.

@SalariesAreStolen Again... Affirmative action pays less than their rate per hour... wait a minute... what?

Basketball, Boston Celtics: A trip to the Eastern Conference Finals would be a must. Unfortunately, I think Chaide is off the market now.

*TheBromance* @BurnerThan198 But the stock market and all those options are where we are now with regards to credit cards and other types of products. I’m not sure if there’s a readymade plan for those. But I sure as 7abuvs

**GPT-2 text generation for positive sentiment**  Most of the text items generated positive sentiment, but there were a high amount of matched phrases between the generated and seed text:

I help two older Americans get vaccine appointments today which is almost as impressive as helping someone acquire the new Xbox.

I laugh when I tell people I’m not taking the Vaccine and they say but your already vaccinated yes because I was a child and I did what my mother told me to do. I don’t get the vaccine but I think its important.

If you’ve got a vaccine passport you get happy to be there, so we’re happy to be there with them. It’s rewarding to be able to calm someone who is.

Liking films: The vaccine isn’t perfect but it is much safer than when I was a kid hoping that vaccine with the vaccine will protect me and others as well.

TimMelteen ChachaCostaHD I’ve been enjoying a normal life since the beginning of this working traveling celebrating Christmas Thanksgiving with multiple households in multiple cities going out to eat shopping:

@ProctolaxFox AZ seems like a particularly lower-quality vaccine compared to even technically-similar J&J, but yes we of course need to watch that.

In sands rosemary and I just spent literally 24 hours on the couch streaming movies and recovering from vaccine 2 feeling great now very much to the delight of our dog Chewie U0001F64D

**GPT-2 text generation for negative sentiment**  Most of the items generated contained negative words, but some of them did not have negative meanings in spite of the use of negative words:

@SenSanders Bernie. If my car has a defect & injures me I can sue the maker. If my vaccine shot injures me, I can’t sue the maker.

Imagine cities going out to eat shopping, Christmas Thanksgiving with multiple households in multiple cities going out to eat shopping:

I should have known that this vaccination roll out would be a disaster. Grandma 2nd vaccine in due today and nobody has contacted us about the 2nd shot and the Escondido location she got.

I should have known that this vaccination roll out would be a disaster. Grandma 2nd vaccine in due today and nobody has contacted us about the 2nd shot and the Escondido location she got.

Howdyhaylee It’s insanity Unfortunately there’s no vaccine for that line of thinking

Suddenly all the antivax conspiracy theorists are blaming the vaccine for everything from acne to acne- the ravages of time. No matter. I grew up in a house without a vaccine.

5 Development of KL Textual Distributions Contrasts

Consider our original distribution of interest $V_0$ whose nature we are interested in replicating as a machine generated distribution $V_g$. Having gener-
ated \( Vg \) through the process described above, we
are now interested in applying KL-Divergence to
study the alignment of the machine generated dis-
tribution \( Vg \) with the original distribution \( Vo \):

\[
KL(Vo||Vg) = \int_{-\infty}^{\infty} Vo(x) \log \frac{Vo(x)}{Vg(x)} dx
\]

(1)

Which in our case, for discrete word count
based distributions, leads to:

\[
KL(Vo||Vg) = \sum_{x \in X} Vo(x) \log \frac{Vo(x)}{Vg(x)}
\]

(2)

We are interested in the relative entropy of the
generated TDD compared to the original TDD,
and therefore we do not attempt to apply the sym-
metric form of KLD.

The TDD alignment validation process begins
with a unique approach to generating TDD aligned
by topic and by sentiment, which is very efficient
for short texts such as tweets, and can be applied
to longer corpora with minimal adjustments. Con-
sider the original text of the vaccine tweets and
market tweets, \( TwVOriginal \) and \( TwMOriginal \), re-
spectively, which are processed into words \( W \)
indexed in token style as \( j \) and decreasingly sorted
as unigrams with frequencies \( \alpha \):

\[
TwVOriginal \rightarrow W_{ja}VOriginal
\]

(3)

\[
TwMOriginal \rightarrow W_{ja}MOriginal
\]

(4)

A similar process applied to the generated topical
distribution texts will lead us to:

\[
TwVGenerated \rightarrow W_{j'a}VGenerated
\]

(5)

\[
TwMGenerated \rightarrow W_{j'a}MGenerated
\]

(6)

However, when assigning indices for words from
the generated textual distribution, the gener-
ated word indices are matched to the original
word indices: for example, a word “price” in
\( TwTopicGenerated \) will have same index \( j' \) value
assignment as the index \( j \) value assignment in
\( TwTopicOriginal \). Furthermore, it is important
to account for unique words in \( TwTopicOriginal \),
the index values of which are included for \( j' \)
in \( TwTopicGenerated \) with \( \alpha = 0 \). Then the
number of unique words in \( TwTopicGenerated \)
are then appended to index \( j \) in \( TwTopicOriginal \)
with \( \alpha = 0 \), such that the final index \( (j + i) \)
of \( TwTopicOriginal \) will be a perfect match with

\( j' \) of \( TwTopicGenerated \). It is possible that in
some cases such \( i = 0 \), implying that there
are no words in \( TwTopicGenerated \) which are not
already included in \( TwTopicOriginal \). Some
data scientists prefer to use \( (j - i_o - i_g) \), im-
plying a reduction of unique words from both
\( TwTopicOriginal = i_o \) and \( TwTopicGenerated = i_g \), to identify and subset words common to both
data. We chose to start with the \( (j + i) \) approach,
and then retain the option to select a predeter-
mined number of common words with highest fre-
quencies at the point of calculating the KLD val-
ues. Therefore, after applying the algorithmic in-
dex matching process between \( TwTopicOriginal \)
and \( TwTopicGenerated \), the generalization of the
equations above are rewritten as:

\[
TwTopicOriginal \rightarrow W_{(j+i)O}TwTopicOriginal
\]

(7)

\[
TwTopicGenerated \rightarrow W_{(j+i)G}TwTopicGenerated
\]

(8)

leading to:

\[
TwVOriginal \rightarrow W_{(j+i)O}VOriginal
\]

(9)

\[
TwMOriginal \rightarrow W_{(j+i)O}MOriginal
\]

(10)

A similar process applied to the generated topical
distribution texts will lead us to:

\[
TwVGenerated \rightarrow W_{(j+i)G}VGenerated
\]

(11)

\[
TwMGenerated \rightarrow W_{(j+i)G}MGenerated
\]

(12)

So also, we classify TDD alignment based on
sentiment, wherein the original text of the vaccine
tweets and market tweets are combined and clas-
sified as being positive or negative (neutral tweets
are ignored), \( TwPosOriginal \) and \( TwNegOriginal \),
respectively, which are processed into words \( W \)
indexed in token-style as \( j \) and decreasingly sorted
as unigrams with frequencies \( \alpha \). We start with the
generalization for sentiment:

\[
TwSentiOriginal \rightarrow W_{(j+i)O}SentiOriginal
\]

(13)

\[
TwSentiGenerated \rightarrow W_{(j+i)G}SentiGenerated
\]

(14)

Leading to:

\[
TwPosOriginal \rightarrow W_{(j+i)O}PosOriginal
\]

(15)

\[
TwNegOriginal \rightarrow W_{(j+i)O}NegOriginal
\]

(16)
A similar process applied to the generated sentiment distribution texts will lead us to

\[ \text{TwPos}_{\text{Generated}} \rightarrow W_{(j+i)\alpha} \text{Pos}_{\text{Generated}} \]  
\[ \text{TwNeg}_{\text{Generated}} \rightarrow W_{(j+i)\alpha} \text{Neg}_{\text{Generated}} \]  

The frequencies “α” are then normalized using a Softmax function within \( \text{TwTopic}_{\text{Original}} \) & \( \text{TwTopic}_{\text{Generated}} \) each

and within \( \text{TwSenti}_{\text{Original}} \) & \( \text{TwSenti}_{\text{Generated}} \) each.

The general multi-class Softmax function for a single label classification is given by

\[ \sigma(z_i) = \frac{e^{z_i}}{\sum_{j=1}^{K} e^{z_j}} \text{ for } i = 1, 2, \ldots, K \]  

For our purposes, this is simplified to:

\[ \sigma(\alpha_{[j+i]}) = \frac{e^{\alpha_{[j+i]}}}{\sum_{h=1}^{L} e^{\alpha_h}} \text{ for } h = 1, 2, \ldots, L \]  

Applying the Softmax to the \( \alpha \) (frequency) vector of each of the distributions allows us to use KLD meaningfully to test the alignment of textual distributions because it enables an index matched and proportionate contrast, i.e. an index matched distance summary, and the use of the Softmax function ensures that the size of the generated textual corpora does not matter, subject to a heuristic function ensuring that the size of the generated textual summaries is comparable to the size of the data.

KL-TDC thus obtained is a contextual measure: the metric obtained by applying KL-TDC will need to be compared to another “baseline” KL-TDC metric. Such a baseline metric can be obtained in a number of ways, subject to the objectives, nature of the TDD scenario and the availability of additional naturally occurring Text\( _{\text{Original}} \) data that can be compared to the Text\( _{\text{Original}} \) data. If such additional naturally occurring Text\( _{\text{Original}} \) data are not available, then a random sampling process can be used to draw samples from Text\( _{\text{Original}} \) data, and then used for comparison. The method logical process aspects are elaborated under the Experimental Results section below.

Applying the KL-TDC equation 22 to our scenario for comparing original (\( T_\alpha = W_{(j+i)\alpha} \text{TwTopic}_{\text{Original}} \)) and generated (\( T_g = W_{(j+i)\alpha} \text{TwTopic}_{\text{Generated}} \)) topic distributions we have:

\[ KL(T_\alpha || T_g) = \sum_{x \in X} T_\alpha(x) [\log \frac{T_\alpha(x)}{T_g(x)}] \]  

So also, we extend the KL-TDC equation 22 to our scenario for comparing original sentiment (\( S_\alpha = W_{(j+i)\alpha} \text{Sentiment}_{\text{Original}} \)) and generated sentiment (\( S_g = W_{(j+i)\alpha} \text{Sentiment}_{\text{Generated}} \)) textual distributions we have:

\[ KL(S_\alpha || S_g) = \sum_{x \in X} S_\alpha(x) [\log \frac{S_\alpha(x)}{S_g(x)}] \]  

5.1 Applied KL Textual Distributions Contrasts (KL-TDC)

We applied the KL-TDC metric to the scenarios listed below and identified the measure to which different TDD were aligned with each other. These five scenarios represent the completion of the TDD generation process, and then we present KL-TDC metrics for these scenarios under the experimental results section following the description of the scenarios.

5.1.1 Vaccine

We finetuned GPT-2 on Azure with 9,036 TwV\( _{\text{Vac}} \text{Original} \) vaccine tweets, and generated text TwV\( _{\text{Vac}} \text{Generated} \) with the vaccine-finetuned GPT-2 model. TwV\( _{\text{Vac}} \text{Generated} \) was then fed into our Unigram algorithm, and the frequencies, \( \alpha \) values,
were then normalized with the Softmax function adapted to a simple count scenario. A similar process was repeated with $TwV_{acOriginal}$ and the two resulting probability vectors based on the 100 top unigrams from $TwV_{acOriginal}$ were fed into KL–TDC to obtain the TDD alignment score.

5.1.2 Market

We finetuned GPT-2 on Azure with 2,897 $TwMkt_{Original}$ market tweets, and generated text $TwMkt_{Generated}$ with the market-finetuned GPT-2 model. $TwMkt_{Generated}$ was then fed into our Unigram algorithm, and the frequencies, $\alpha$ values, were then normalized with the Softmax function adapted to a simple count scenario. A similar process was repeated with $TwMkt_{Original}$ and the two resulting probability vectors based on the 100 top unigrams from $TwMkt_{Original}$ were fed into KL–TDC to obtain the TDD alignment score.

5.1.3 Positive

In this scenario, we moved from topic parameters to sentiment parameters: We finetuned GPT-2 with positive sentiment tweets and generated a positive sentiment based textual data distribution. Given the challenges associated with neutral and near-neutral sentiment tweets, we excluded all tweets with a SentimentScore $< 0.4$ in our positive tweets corpus $TwPos_{Original}$. We finetuned GPT-2 on Azure with 883 $TwPos_{Original}$ positive tweets, and generated text $TwPos_{Generated}$ with the positive-sentiment-finetuned GPT-2 model. $TwPos_{Generated}$ was then fed into our Unigram algorithm, and the frequencies, $\alpha$ values, were then normalized with the Softmax function adapted to a simple count scenario. A similar process was repeated with $TwPos_{Original}$ and KL–TDC was applied to the two resulting probability vectors based on the 100 top Unigrams from $TwPos_{Original}$, to obtain the positive sentiment TDD alignment score.

5.1.4 Negative

For this scenario, we repeat the process used for generating $TwPos_{Generated}$ above: We finetuned GPT-2 with negative sentiment tweets and generated a negative sentiment based textual data distribution. Applying the same principle as for $TwPos_{Generated}$ above, we excluded all tweets with a SentimentScore $> -0.4$ in our negative tweets corpus $TwNeg_{Original}$. We finetuned GPT-2 on Azure with 521 $TwNeg_{Original}$ negative tweets, and generated text $TwNeg_{Generated}$ with the negative-sentiment-finetuned GPT-2 model. $TwNeg_{Generated}$ was then fed into our Unigram algorithm, and the frequencies, $\alpha$ values, were then normalized with the Softmax function, as in above scenarios. A similar process was repeated with $TwNeg_{Original}$ and KL–TDC was applied to the two resulting probability vectors based on the 100 top Unigrams from $TwNeg_{Original}$, to obtain the negative sentiment TDD alignment score.

5.2 Experimental Results

In our experimental analysis of the scenarios described above, we identified potential baseline scores to make relative sense of the KL–TDC metric, since is a KL–TDC contextual measure that needs to be compared to a baseline KL–TDC metric for each scenario. The baselines KL–TDC scores were computed by drawing a random sample of approximately 10% of the total tweets in each distribution. Table 8 below summarizes the results of the experiments. Overall the generated TDD performed well and did not stray too far away from the original TDD or the baseline distributions. A well aligned distribution will have a low KL–TDC score below 1, for example the KL–TDC, where the two distributions are exactly identical $P(o) == P(g)$, is given by $KL – TDC(P(o)||P(g)) = 0$.

| TDD               | Generated | Baseline | B/G |
|-------------------|-----------|----------|-----|
| Vaccine           | 0.079     | 0.016    | 0.195 |
| Market            | 0.082     | 0.047    | 0.58 |
| Positive          | 0.058     | 0.089    | 1.55 |
| Negative          | 0.077     | 0.072    | 0.94 |

Table 8: Experimental KL–TDC results

The baseline Vaccine distribution turned out to be extremely well aligned with the original distribution, while all generated distributions performed well with $KL–TDC < 0.1$. The $B : G$ ratio is a quick summary of how well the generated distribution compares to the baseline, and value greater than 1, indicates that the generated distribution is better than the baseline reference distribution. For example, the positive generated distribution in particular possessed not only a good intrinsic alignment with the original distribution, but also outperformed the baseline distribution ($B : G = 1.55$).
6 Discussion

Developing artificially generated TDD is a broad arena, and poses numerous challenges - we qualify our problem on the basis of prior knowledge of topic and a priori generated sentiment, both categories of which constitute our “original” textual distributions. We applied supervised and unsupervised machine learning algorithms on variations of data to develop a deeper understanding of TDD, by repeating topical classification machine learning with a keyword removal based reduced distribution. So also we studied the behavior of sentiment classes with balanced and imbalanced datasets. Our objective was not the intrinsic improvement of ML classification algorithms but an exploration of the behavior of TDD by topic and by sentiment.

We used Twitter data for this study because of the increasing interest in tweets analytics - Twitter data and other short text chat data have been used for a wide range of purposes including the study of COVID-19, public policy, vaccinations and human opinion across disciplines (Ali et al., 2021; Samuel et al., 2020a; Rahman et al., 2021; Samuel et al., 2020b; Pelaez et al., 2021). KL-TDC can be directly applied to a broad range of short-text cases, including texts from chats, customer reviews and social media posts. Additional investigation would be required to study the operational nuances associated with applying the KL-TDC measure to longer texts, though we do not see any conceptual problems with an extension of the KL-TDC logic to longer texts.

In the present study, one of the crucial issues was to develop an effective, parsimonious and extensible method to compare TDD, and we believe that we have made significant progress with the current conceptual and mathematical articulation of KL-TDC. Furthermore, we wanted to implement the entire TDD life-cycle of acquisition, preparation, classification, parameter specified (topic / sentiment) textual data generation and evaluation of the alignment of such machine generated data with stated generation intent using KL-TDC. We believe that we have achieved a fair degree of success in completing this TDD life-cycle and measured the similarity of original: artificially generated data sets.

6.1 Implications

Our study presents interesting implications for practitioners and academics: The KL-TDC measure can serve as a locally objective quantitative measure to evaluate whether the artificially generated data is drawn out of the intended or same (input) distribution or not. Therefore KL-TDC can serve as a suitable measure for comparison, to be used to test artificially generated data with natural data, synthetic (mixed) data and other artificially generated data distributions. Practitioners can use this method to ensure: (i) machine generated data possess alignment sufficiency, and (ii) substitute expensive data acquisition or generation methods with more cost effective methods based on a minimum necessary KL-TDC measure for data used.

Academics can use this method and the KL-TDC to generate texts efficiently for classroom and research purposes, and for evaluation of textual data, respectively. Both the methods and the measures used described in this study can be used to extend information facets and behavioral research, for example in behavioral finance (Samuel, 2017). With additional development and extension, we hope that insights from the KL-TDC life-cycle process and measure will mitigate at least partially, the NLP and NLG domain dependence on models with a larger number of parameters trained on a colossal amount of data, such as GPT-3 with 175 billion parameters! (Devlin et al., 2018; Radford et al., 2019; Brown et al., 2019; Topal et al., 2021).

6.1.1 Limitations and Weaknesses

We have identified a few limitations and weaknesses of this study: First, our data is limited by size and scope, and by restricted topical and sentiment contexts. This limitation can be mitigated by expanding the study in the future with a broader array of datasets and empirical studies. Second, even though we have used GPT-2 for our final data generation and validation process, we may eventually need to test with several other suitable external text augmentation models such as BERT, GloVe, ELMo, and XLNet for our artificially generated TDD. Not using external augmentation may overfit the artificially generated textual data to the original data based on topic or sentiment or other textual parameter. Third, we have not exhaustively studied existing options for textual data generation and it remains possible that...
We have accomplished all of our goals, and have successfully demonstrated the merit of our propositions. While it remains possible in the future, that these propositions may be further refined as we improve our conceptual understanding and develop associated metrics and models, it is evident that the ground work for successfully accomplishing this has been laid out. We believe that having demonstrated the entire TDD life-cycle of acquisition, preparation, classification, parameter specified (topic / sentiment) textual data generation and evaluation of the alignment of such machine generated data with stated generation intent using KL-TDC, future research can now extend this valuable stream of research to improve both the efficiency of distributional text generation, as well the effectiveness with which the qualitative parameters of such machine generated text can be controlled, including the use of alternative methods, for example, to generate tweets with high popularity potential for going viral (Garvey et al., 2021). Given the current trajectory of this research, we anticipate sustainable and useful contributions to the NLP and NLG through the use and further development of KL-TDC.

7 Future Research and Conclusion

This study opens a stream of possibilities for TDD generation by conceptual parameters such as topic and sentiment. Other parameters that we intend to investigate in the future include style, temporal (for example: news) alignment and meaning. We also plan to test our models on additional topics, and explore alternative measures for TDD alignment or similarity. Large language models need to rely on high performance computing (HPC) and this is becoming increasingly viable with efforts to expand access to super-computing and HPC democratization initiatives (Samuel et al., 2021). However, HPC hours are expensive and comes with their own operational challenges, along with sustainability issues. Therefore, it is important to develop methods and processes which support TDD generation on personal computers, with sufficient levels of quality - this will be of immense help to practitioners, researchers and for classroom use.

Our goals for this study, which represents phase-2 of our research stream on applied textual analytics, TDD, NLG and meanings in NL, were to: (i) Explore the behavior of textual classification models with supervised and unsupervised machine learning methods, (ii) Develop a process that supports the alignment of generation of textual distributions by topic and by sentiment, (iii) Generate three levels of text - random intrinsic topic aligned textual data generation with direct probabilistic models, topic aligned semi-structured data generation with RNNs and and LSTM and structured textual data generation with external textual data augmentation, by topics and by sentiment, with GPT2, and most importantly, what all of the above is leading to, (iv) Development of the KL Textual Distributions Contrasts (KL-TDC) process and metric. We have accomplished all of our goals, and have made a notable contribution to the domain of efficient TDD alignment, generation and validation.

In doing so, we have successfully demonstrated the merit of our propositions. While it remains possible in the future, that these propositions may be further refined as we improve our conceptual understanding and develop associated metrics and models, it is evident that the ground work for successfully accomplishing this has been laid out. We believe that having demonstrated the entire TDD life-cycle of acquisition, preparation, classification, parameter specified (topic / sentiment) textual data generation and evaluation of the alignment of such machine generated data with stated generation intent using KL-TDC, future research can now extend this valuable stream of research to improve both the efficiency of distributional text generation, as well the effectiveness with which the qualitative parameters of such machine generated text can be controlled, including the use of alternative methods, for example, to generate tweets with high popularity potential for going viral (Garvey et al., 2021).

References

GG Ali, Md Mokhlesur Rahman, Amjad Hossain, Shahinoor Rahman, Kamal Chandra Paul, Jean-Claude Thill, Jim Samuel, et al. 2021. Public perceptions about covid-19 vaccines: Policy implications from us spatiotemporal sentiment analytics. Available at SSRN 3849138.

Susan Windisch Brown, Julia Bonn, James Gung, Annie Zaken, James Pustejovsky, and Martha Palmer. 2019. Verbnnet representations subevent semantics for transfer verbs. In Proceedings of the First International Workshop on Designing Meaning Representations, pages 154–163.

Wenhu Chen, Jianshu Chen, Yu Su, Zhiyu Chen, and William Yang Wang. 2020. Logical natural language generation from open-domain tables. arXiv preprint arXiv:2004.10404.

Claude Coulombe. 2018. Text data augmentation made simple by leveraging nlp cloud apis. arXiv preprint arXiv:1812.04718.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2018. Bert pre-training of deep bidirectional
transformers for language understanding. *arXiv preprint arXiv:1810.04805*.

Kawin Ethayarajh. 2019. How contextual are contextualized word representations? comparing the geometry of bert, elmo, and gpt-2 embeddings. *arXiv preprint arXiv:1909.00512*.

Evgeniy Gabrilovich, Shaul Markovitch, et al. 2007. Computing semantic relatedness using wikipedia-based explicit semantic analysis. In *IjcI*, volume 7, pages 1606–1611.

Sonal Garg, Sumanth Prabhu, Hemant Misra, and G Srinivasaraghavan. 2021. Unsupervised contextual paraphrase generation using lexical control and reinforcement learning. *arXiv preprint arXiv:2103.12777*.

Myles D Garvey, Jim Samuel, and Alexander Pelacz. 2021. Would you please like my tweet?! an artificially intelligent, generative probabilistic, and econometric based system design for popularity-driven tweet content generation. *Decision Support Systems*, 144:113497.

Santiago González-Carvajal and Eduardo C Garrido-Merchán. 2020. Comparing bert against traditional machine learning text classification. *arXiv preprint arXiv:2005.13012*.

Hongyu Guo, Yongyi Mao, and Richong Zhang. 2019. Augmenting data with mixup for sentence classification: An empirical study. *arXiv preprint arXiv:1905.08941*.

Yutai Hou, Yijia Liu, Wanxiang Che, and Ting Liu. 2018. Sequence-to-sequence data augmentation for dialogue language understanding. *arXiv preprint arXiv:1807.01554*.

Dichao Hu. 2019. An introductory survey on attention mechanisms in nlp problems. In *Proceedings of SAI Intelligent Systems Conference*, pages 432–448. Springer.

Andrzej Janusz, Dominik Slezak, and Hung Son Nguyen. 2012. Unsupervised similarity learning from textual data. *Fundamenta Informaticae*, 119(3-4):319–336.

Yangfeng Ji, Antoine Bosselut, Thomas Wolf, and Asli Celikyilmaz. 2020. The amazing world of neural language generation. In *Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts*, pages 37–42.

Krishna Prakash Kalyanathaya, D Akila, and P Rajesh. 2019. Advances in natural language processing—a survey of current research trends, development tools and industry applications. *International Journal of Recent Technology and Engineering*.

Omid Kashefi and Rebecca Hwa. 2020. Quantifying the evaluation of heuristic methods for textual data augmentation. In *Proceedings of the Sixth Workshop on Noisy User-generated Text (W-NUT 2020)*, pages 200–208.

Sheldon Klein, Robert F Simmons, et al. 1963. Syntactic dependence and the computer generation of coherent discourse. *Mech. Transl. Comput. Linguistics*, 7(2):50–61.

Solomon Kullback and Richard A Leibler. 1951. On information and sufficiency. *The annals of mathematical statistics*, 22(1):79–86.

Brielen Madureira and David Schlangen. 2020. An overview of natural language state representation for reinforcement learning. *arXiv preprint arXiv:2007.09774*.

Mahmoud Othman, Hesham Hassan, Ramadan Moawad, and Amira M Idrees. 2015. Using nlp approach for opinion types classifier.

Alexander Pelacz, Elaine R Winston, and Jim Samuel. 2021. David and goliah revisited: How small investors are changing the landscape of financial markets. *Northeast Decision Sciences Institute (NEDSI)*, 2021:50–287–292.

Xipeng Qiu, Tianxiang Sun, Yige Xu, Yunfan Shao, Ning Dai, and Xuanjing Huang. 2020. Pre-trained models for natural language processing: A survey. *Science China Technological Sciences*, pages 1–26.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei, and Ilya Sutskever. 2019. Language models are unsupervised multilask learners. *OpenAI Blog*, 1(8):9.

Md Mokhlesur Rahman, GG Md Nawaz Ali, Yue Jun Li, Jim Samuel, Kamal Chandra Paul, Peter HJ Chong, and Michael Yakubov. 2021. Socioeconomic factors analysis for covid-19 us reopening sentiment with twitter and census data. *Helixyon*, 7(2):e06200.

Jim Samuel. 2017. Information token driven machine learning for electronic markets: Performance effects in behavioral financial big data analytics. *JISTEM-Journal of Information Systems and Technology Management*, 14(3):371–383.

Jim Samuel, GG Ali, Md Rahman, Ek Esawi, Yana Samuel, et al. 2020a. Covid-19 public sentiment insights and machine learning for tweets classification. *Information*, 11(6):314.

Jim Samuel, Margaret Brennan-Tonetta, Yana Samuel, Pradeep Subedi, and Jack Smith. 2021. Strategies for democratization of supercomputing: Availability, accessibility and usability of high performance computing for education and practice of big data analytics. *Accessibility and Usability of High Performance Computing for Education and Practice of Big Data Analytics*.

Jim Samuel, Md Mokhlesur Rahman, GG Md Nawaz Ali, Yana Samuel, Alexander Pelacz, Peter Han Joo Chong, and Michael Yakubov. 2020b. Feeling positive about reopening? new normal scenarios from covid-19 us reopen sentiment analytics. *IEEE Access*, 8:142173–142190.

Margot Selosse, Julien Jacques, and Christophe Biemacki. 2020. Textual data summarization using the self-organized co-clustering model. *Pattern Recognition*, 103:107315.

Julian Szymański. 2014. Comparative analysis of text representation methods using classification. *Cybernetics and Systems*, 45(2):180–199.

M Onat Topal, Anil Bas, and Imke van Heerden. 2021. Exploring transformers in natural language generation: Gpt, bert, and xlnet. *arXiv preprint arXiv:2102.08036*.

Amirsina Torfi, Rouzbeh A Shirvani, Yaser Keneshloo, Nader Tavaf, and Edward A Fox. 2020. Natural language processing advancements by deep learning: A survey. *arXiv preprint arXiv:2003.01200*. 
Amos Tversky. 1977. Features of similarity. *Psychological Review*, 84(4):327.

Jason Wei and Kai Zou. 2019. Eda: Easy data augmentation techniques for boosting performance on text classification tasks. *arXiv preprint arXiv:1901.11196*.

Yizhe Zhang, Zhe Gan, Kai Fan, Zhi Chen, Ricardo Henao, Dinghan Shen, and Lawrence Carin. 2017. Adversarial feature matching for text generation. In *International Conference on Machine Learning*, pages 4006–4015. PMLR.
This figure "HAC.png" is available in "png" format from:

http://arxiv.org/ps/2107.02025v1