Machine learning search for variable stars
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ABSTRACT
Photometric variability detection is often considered as a hypothesis testing problem: an object is variable if the null-hypothesis that its brightness is constant can be ruled out given the measurements and their uncertainties. The practical applicability of this approach is limited by uncorrected systematic errors. We propose a new variability detection technique sensitive to a wide range of variability types while being robust to outliers and underestimated measurement uncertainties. We consider variability detection as a classification problem that can be approached with machine learning. Logistic Regression (LR), Support Vector Machines (SVM), k Nearest Neighbors (kNN) Neural Nets (NN), Random Forests (RF) and Stochastic Gradient Boosting classifier (SGB) are applied to 18 features (variability indices) quantifying scatter and/or correlation between points in a light curve. We use a subset of OGLE-II Large Magellanic Cloud (LMC) photometry (30265 light curves) that was searched for variability using traditional methods (168 known variable objects) as the training set and then apply the NN to a new test set of 31798 OGLE-II LMC light curves. Among 205 candidates selected in the test set, 178 are real variables, while 13 low-amplitude variables are new discoveries. The machine learning classifiers considered are found to be more efficient (select more variables and fewer false candidates) compared to traditional techniques using individual variability indices or their linear combination. The NN, SGB, SVM and RF show a higher efficiency compared to LR and kNN.
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1 INTRODUCTION
A variety of astrophysical phenomena manifest themselves with optical variability. The incomplete list includes accretion, ejection, explosions, gravitational lensing, stellar magnetic activity, pulsations and eclipses. Historically, variable objects were mostly identified by comparing their brightness recorded on a pair of images (Hoffmeister, Richter & Wenzel 1990). The photographic images were compared with a blink-comparator or by placing a positive image of a photographic plate taken at one epoch on top of the negative plate taken at a different epoch. Difference image analysis (DIA; Alard & Lupton 1998, Bramich et al. 2016) can be thought of as a modern software implementation of this idea. The pairwise image comparison has the obvious drawback that it can detect only high-amplitude variability: the object’s brightness difference between the two images must be a few times larger than measurement errors associated with individual images. To detect low-amplitude variability one needs to construct and analyze a light curve containing multiple measurements in order to effectively average-out individual measurement errors. The multiple measurements may be performed using DIA, point spread function (PSF) fitting, or aperture photometry. The effect of considering multiple measurements altogether instead of pairs is illustrated by the large number of high-amplitude θ Scuti/SX Phoenicis stars (HADS) found using digitized photographic plates by Kolesnikova et al. (2010). These plates were earlier searched for variability by comparing pairs of images, but this search failed to identify the majority of HADS variables despite having a comparable accuracy of individual measurements.

Detection of variability in a light curve may be considered a hypothesis testing problem (Ever 2005, Huber, Everett & Howell 2006, de Diego 2010, Piquard et al. 2001): an object is variable if the null-hypothesis that its brightness is constant can be ruled out. Uncorrected systematic errors and corrupted measurements limit the practical applicability of this approach to well-behaved data sets. Tests that take into account not only the measurements themselves, but also the order (Tamuz, Mazeh & Nord 2006, Figuera Jaime et al. 2013, Ferreira Lopes & Cross 2016) and times (Stetson 1996, Zhang et al. 2003) at which the measurements were taken were also proposed. The variability detection
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threshold for these tests often has to be determined empirically for a given data set. Sokolovsky et al. (2017) investigated 24 “variability indices” (also referred to as “light curve features”) – statistical characteristics quantifying scatter and correlation between points in a light curve. The ability of these indices used individually or in a linear combination to discriminate variable objects from non-variable ones was compared using multiple real and simulated data sets.

In this paper we explore a new variable star selection technique that outperforms all the individual (or linearly combined) indices considered by Sokolovsky et al. (2017). This is achieved by finding useful non-linear combinations of these indices. We consider variability detection not as a hypothesis testing problem, but as a binary classification problem (variable vs. non-variable objects) and apply machine learning techniques to solve it. The proposed technique does not critically depend on accurate photometric error estimates and is not sensitive to individual outlier measurements. It can be applied to any large set of light curves given a representative subset of these light curves has been manually classified as variable or non-variable. This subset is used to train a machine learning (ML) classifier that will process the rest of the data.

While preparing this paper we learned that the General Variability Detection module of the Gaia Variability Analysis pipeline (Ever et al. 2017) is using a Random Forest classifier trained on multiple variability indices computed for variables identified in the OGLE-IV Gaia south ecliptic pole field by Sokolovsky et al. (2012). Earlier, Shin, Sekora & Byun (2009), Shin et al. (2012) proposed to use multiple variability indices together combining them with an infinite Gaussian mixture model. The method of Pawlak et al. (2016), while focusing solely on eclipsing binaries, is similar in spirit to the method proposed here. The authors use a set of features computed by the BLS period-finding algorithm (Kovács, Zucker & Mazeh 2002) as an input for the Random Forest classifier trained on OGLE-III eclipsing binaries (Graczyk et al. 2011) in one of the OGLE-IV (Udalski, Szymański & Szymańska 2015) fields. Florrieta et al. (2016) used machine learning to identify RRab stars in the VVV survey data (Minniti et al. 2010). Pérez-Ortiz et al. (2017) propose a set of light curve features robust to individual outlier measurements and use them to compare multiple machine learning algorithms on classified OGLE-III light curves. Zinn et al. (2017) consider an original set of features suitable for characterizing non-periodic and quasi-periodic light curves: parameters of the damped random walk and quasi-periodic oscillation models.

Taking into account the experience of authors listed above, we suggest the following points that we try to justify in this work:

- Machine learning can be used for variability detection in general, not only for extracting variable objects of specific types, one type at a time.

1 We use light curve features (MAD, IQR, 1/η; Table 2) that are by design not sensitive to outliers (Sokolovsky et al. 2017) and do not depend on the estimated photometric errors. While this is not the case for other features (σ, χ2/2,...) these features will end up having less predictive power compared to the robust features if the sensitivity to outliers or the incorrectly estimated errors constitute a problem in the given data set. ML techniques described in Section 2.2 include procedures (bagging, dropout, appropriate choice of loss function) designed to minimize dependency on individual objects with outlier lightcurve feature values (that may result from corrupted photometry). The OGLE-II and TF1 data we use for tests are plagued with outlier measurements which do not end up having a critical impact on our ability to identify variable objects (Sections 4.1 and 4.3).

- This general variability detection problem is tractable for many different supervised learning algorithms.
- Systematic search for optimal hyperparameters of a learning algorithm is needed to achieve its best performance.
- Variability search with machine learning is effective even with a modest training sample size containing hundreds of known variables. The sample may be highly imbalanced (few variables and many constant stars).

The paper is structured as follows: Section 2 describes the test data, Section 3 describes the proposed variable object selection technique, Section 4 discusses the results of its application to the test data, while Section 5 summarizes our findings.

2 INPUT DATA

The primary input for variability search is a set of time-series brightness measurements collected for a number of sources – a set of light curves. The light curves may be quite diverse even within one data set. They may have different number of measurements as not all sources are detected and successfully measured in each image. Measurements of different sources may be influenced to a different extent by systematic effects that depend on source color or the source position on an image. Some measurements get corrupted by random events such as cosmic ray hits or the object’s image falling on a bad pixel. Light curves of variable sources may show a variety of patterns depending on the variability type and period (or typical timescale for non-periodic variables). To characterize such diverse light curves in a uniform way, we extract a set of light curve features (or “variability indices”). We use the VAST code (Sokolovsky & Lebedev 2017) to extract the features. Other feature extraction codes are also publicly available (Nun et al. 2015, Kim & Bailer-Jones 2016, Christ, Kempa-Liehr & Feindl 2016). The features computed by VAST are meant to be used for variability detection while the other codes are mainly concerned with features useful for classification of detected variables, but there is a great deal of overlap between the features useful for these two tasks. In Section 2.1 we describe the photometric data set used for our tests and discuss its inherent biases in Section 2.2. In Section 2.3 we present the utilized set of light curve features.

2.1 Light curves

We use a small subset of publicly available Optical Gravitational Lensing Experiment phase two (OGLE-II) PSF fitting I-band photometry of the field LMC_SC20 towards the Large Magellanic Cloud (LMC; Szymański 2005). OGLE-II observations are conducted with the 1.3 m Warsaw telescope at the Las Campanas Observatory, Chile (Udalski, Kubiak & Szymański 1997). Public OGLE-II photometry was used earlier to test new variability detection techniques by Shin & Byun (2007). OGLE-II LMC data were searched for various specific types of variable objects including microlensing events (Wyrzykowski et al. 2009), variable red giants (Soszynski et al. 2004, Kiss & Bedding 2003, Soszynski et al. 2005), RR Lyrae stars (Soszynski et al. 2003), eclipsing binaries (Wyrzykowski et al. 2003), cataclysmic variables (Czesla et al. 2003), quasars (Evans 2003), Cepheids (Udalski et al. 1999), Zebrun et al. (2001) constructed a comprehensive catalog of candidate variables (of all types) detected with DIA. The field was also covered by later phases of the OGLE project (Udalski et al. .)
The SC20 data set was manually searched for variable objects by Sokolovsky et al. (2017). The authors identified 20 new variable stars hinting that variability detectable in OGLE-II data is still not fully explored. These findings also highlight the fact that in practice, one cannot expect to have a complete sample of variable stars by just searching catalogs of known variables, even in such a well-studied region of the as the LMC.

Table I presents the distribution of variability types available in the training (LMC_SC20) data set and that recovered from the blind test data set (LMC_SC19, Section 4.3). We adopted a published classification of variable objects whenever possible: eclipsing binaries (Wisniewski et al. 2004, Graczyk et al. 2011, Kim et al. 2014), red giant variables from Soszynski et al. (2005), RR Lyrae-type variables (Fraser, Hawley & Cook 2008, Soszynski et al. 2009a), RR Lyrae variables from Soszynski et al. (2003), Cepheids from Udalski et al. (1999), candidate B stars from Sabogal et al. (2005), QSO candidates from Eyer (2002), Kim et al. (2012), Kozlowski et al. (2013), δ Scuti stars from Poleski et al. (2010). Soszynski et al. (2004) classified 1546 periodic red giants in the LMC as candidate ellipsoidal variables following the suggestion by Wood et al. (1999, Wood 2000) that one of the five period-luminosity sequences observed in LMC red giants may represent binary systems rather than a mode of pulsations. Considering that (i) physical interpretation of this sequence as binary systems is not unambiguous; (ii) light curve shapes of these objects are indistinguishable from light curves of some semiregular variables; (iii) eclipsing variables with periods $> 10 d$ showing strong ellipsoidal variations often have blue colors than the candidate ellipsoidal variables with no eclipses; for the purpose of this work we group the candidate ellipsoidal variables with other variable red giants in Table I. The list of candidate Be stars of Sabogal et al. (2005) and QSO candidates of Eyer (2002) have 99 common objects 11 of which are among the variable objects in our data sets. In Table I we combine them under the label “blue irregular variables”.

While the discussion below is based on the OGLE-II data, we also performed a similar analysis of two other data sets investigated by Sokolovsky et al. (2017) that were collected with different telescopes and processed using different source extraction and photometry software: $Kr$ (Lapukhin, Veselkov & Zubareva 2013, 2016) and $TF1$ (Burdanov et al. 2016, Popov et al. 2013, Burdanov, Krushinsky & Popov 2014). The results obtained with $Kr$ and $TF1$ are consistent with the ones presented in Sections 4 and 5. The main focus of our investigation was the OGLE-II LMC_SC20 data set as many other OGLE-II light curves are readily available for variability search with the technique described here.

### Table I. Types of variable objects in the blind test (LMC_SC19) and training (LMC_SC20) data sets.

| Type                  | LMC_SC19 | LMC_SC20 |
|-----------------------|----------|----------|
| eclipsing binaries    | 36       | 54       |
| variable red giants (LM/SM/ELL) | 54 | 52 |
| RR Lyrae-type variables | 56 | 26 |
| Cepheids (classical and Type II) | 17 | 20 |
| blue irregular variables (GCAS/BE/QSO) | 22 | 13 |
| δ Scuti stars          | 1        | 3        |
| total                  | 186      | 168      |

2.2 Sources of bias in the training sample

The training sample may be biased as the list of known variables in the LMC_SC20 data set may not be exhaustive (and therefore some variable objects may be incorrectly labeled as non-variable). We try to minimize this by conducting our own variability search (used also in our previous work, Sokolovsky et al. 2017) based on visual inspection of light curves instead of relying on published lists of variables (Sec. 4.3), however this is still likely an approximation to the complete list of (detectable) variables in the selected set of light curves.

Another source of bias is the limited size of our training sample (Table I) that does not nearly represent all variability types and all possible variations in amplitude and period or variability time scale within each type. This translates in a non-trivial way to an incomplete coverage of the variability feature (introduced in Sec. 2.3) parameter space occupied by variable objects (see the discussion of learning curves in Sec. 4.2.1). The severity of this problem is hard to quantify a priori. Positive results of variability search in the unseen data described in Sec. 4.3 indicate that this is not a critical issue. This may partly be attributed to the fact that (while relying on the assumption that variable objects are rare) the section of the variability feature parameter space occupied by non-variable objects should be sampled well with $\sim 30000$ non-variable sources in the training set.

2.3 Variability features

We initially considered 24 features listed in Table II (a detailed discussion of these features is presented by Sokolovsky et al. 2017). Many of them are highly correlated (see Figure II.1 in fact some represent the same quantity computed using different weighting
or clipping schemes ($\sigma$, $\sigma_{\text{clip}}$, Stetson’s $K$-kurtosis, $J$-$J_{\text{time}}$-$J_{\text{clip}}$, $L$-$L_{\text{time}}$-$L_{\text{clip}}$; see Section A). We dropped the features $\sigma_{\text{clip}}$, $L$, $L_{\text{clip}}$, $J_{\text{clip}}$, MAD, $L_{\text{time}}$ which are highly correlated to other corresponding features with $r > 0.995$ (Figure 1). The choice of which feature to keep among a few highly correlated ones was done in a quasi-random fashion. When processing a really large set of light curves, it would be wise to consider computational costs of features and keep the one that requires less time to calculate. We checked that the number of remaining features is reasonable using Principal Component Analysis (PCA; Pearson 1901). Most (95%) of the variance in features can be explained by 10 PCA-components (Figure 2). This suggests that at least 10 original features are needed to describe most of the variance in the data. We also dropped the features CSSD and $l_1$ which in the implementation of Sokolovsky et al. (2017) appeared to be less-informative for variability search. We tried to log-transform positive features (such as $\sigma$ or IQR) to make their distribution closer to the normal but it did not resulted in higher performance for any of the tested algorithms. Ensemble tree methods used in our work, Random Forests (RF; Section 3.2.4) and Stochastic Gradient Boosting (SGB; Section 3.2.5), are invariant to one-to-one transformations of the input feature data. Our pre-processing procedure includes scaling features by centering and standardization for all methods except RF and SGB. We note that to prevent overestimation of the classification performance, the data pre-processing and the feature selection should be done in a way that prevents any information leakage from the sample used to
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**Figure 1.** Correlation between the light curve features. Color and orientation of each ellipse represent the sign (red and rotated 45 degrees clockwise from vertical - positive while blue and rotated counterclockwise - negative) and eccentricity with color depth code the value of the Pearson correlation coefficient between the corresponding features (see the color bar). A nearly circular shape and white color indicate close to zero correlation between a pair of features while a narrow red (blue) ellipse indicates high positive (negative) correlation between features.
We tackle the problem of variable star identification as a classification problem. Classification is a supervised learning problem where one has a set of objects $X$, a set of responses $Y$ and some unknown dependence $f : X \mapsto Y$ (target function, e.g. [Hastie, Tibshirani & Friedman 2001; Noronhtson 2013]). The problem is to find (learn) an algorithm (decision function) $f^*$ that approximates the target function $f$ for all $X$ given only the subsample of all objects $X_{\text{train},i}$ with known responses $Y_{\text{train},i}$ (called the training sample). After being trained on $(X_{\text{train},i}, Y_{\text{train},i})$ the algorithm $f^*$ can be used to predict the values of $Y$ for the new data: $X_{\text{new},i} \subseteq X$ and $Y_{\text{new},i} \not\subseteq X_{\text{train},i}$. Depending on the nature of $Y$, the problem can be formulated as regression ($Y = \mathbb{R}$), binary ($Y = \{0, 1\}$) or $K$-class classification ($Y = \{0, 1, \ldots, K\}$). The objects are characterized by a set of features $\phi_i : X \mapsto D_i$ where $D_i$ could be $\{0, 1\}$ (binary feature), $|D_i| < \infty$ (nominal or ordinal feature if finite $D_i$ could be ordered) or $D_i = \mathbb{R}$ (qualitative feature). The choice of features that capture properties related to the object’s class is crucial for a reliable classification. The chosen set of features determines the maximum classification performance that could be achieved for a given problem.

When building a classifier $f^*$ that provides high quality predictions on new unclassified data, given a set of features (that describe the data and constrain the maximum achievable quality of classification) one has to decide what family of algorithms $f^*(\theta)$, parameterized by some parameter vector $\theta$, to use. If the chosen algorithm is not sufficiently flexible to approximate $f$, when presented with new data it will not be able to approach the highest classification performance allowed by the used set of features, no matter how large the training sample is. In this case, the algorithm prediction has high bias and it is said that the algorithm is underfitting. If the algorithm is too complex ($f^*$ has many unconstrained parameters $\theta$) it can spend some of its degrees of freedom on learning noisy patterns specific to a given finite training sample. Thus algorithm’s predictions on new data will be unstable, sensitive to small changes in the training data. In that case, the predictions have high dispersion and it is said that the algorithm is overfitting. In both cases the algorithm’s ability to generalize (that is to provide good quality classification of new data) decreases. This trade-off governed by the algorithm’s complexity is called the Bias-Variance trade-off [Hastie, Tibshirani & Friedman 2001].

One can constrain the complexity of $f^*$ or tune some other high-level algorithm property (e.g. algorithm behavior during training) to reduce the dependence of its predictions on the finite training sample used (i.e. algorithm dispersion). To see how much the algorithm is overfitting one has to apply it to some classified data that are not part of the training sample. Parameters that determine the algorithm performance on new data but cannot be learned using training data alone are called hyperparameters (HP).

In summary, each algorithm has a set of conventional parameters $\theta$ (e.g. coefficients of features in regression, Section 3.2.2) and weights of neurons in NN, Section 3.2.6) that are learned from the training sample and hyperparameters that have to be set before evaluation performance to the one used to build the classifier (e.g. Smialowski, Frishman & Kramer 2010).

3 VARIABLE STAR IDENTIFICATION AS A CLASSIFICATION PROBLEM

Figure 2. Fractional variance explained by each of the PCA-components. Also known as scree plot [Cattell 1966]. Most of the variance can be explained by 10 PCA components confirming that many light curve features listed in Table 2 are correlated (see also Figure 1 and Section 1.2).

Table 2. Light curve features (variability indices). Features correlated with other features with $r > 0.995$ for the LMCSC20 data set (and excluded from the final analysis) are marked in italics

| Index | Reference |
|-------|-----------|
| weighted standard deviation – $\sigma$ | Kolessnikova et al. (2008) |
| clipped $\sigma$ – $\sigma_{\text{clip}}$ | Section A1 |
| median abs. deviation – MAD | Zhang et al. (2016) |
| interquartile range – IQR | Sokolovsky et al. (2017) |
| reduced $\chi^2$ statistic – $\chi^2_{\text{red}}$ | de Diego (2010) |
| robust median statistic – RoMS | Rose & Hintz (2007) |
| norm. excess variance – $\sigma^2_{\text{excess}}$ | Nandra et al. (1997) |
| norm. peak-to-peak amp. – $v$ | Sokolovsky et al. (2009) |
| autocorrelation – $l_i$ | Kim et al. (2011) |
| inv. von Neumann ratio – $1/\eta$ | Shin, Sekora & Byun (2009) |
| Welch-Stetson index – $h_{\text{WS}}$ | Welch & Stetson (1993) |
| flux-independent index – $h_i$ | Ferreira Lopes et al. (2015) |
| Stetson’s $J$ index | Stetson (1996) |
| time-weighted Stetson’s $J_{\text{time}}$ | Fruth et al. (2012) |
| clipped Stetson’s $L_{\text{clip}}$ | Section A2 |
| Stetson’s $L$ index | Stetson (1996) |
| time-weighted Stetson’s $L_{\text{time}}$ | Fruth et al. (2012) |
| clipped Stetson’s $L_{\text{clip}}$ | Section A2 |
| consec. same-sigma dev. – CSSD | Shin, Sekora & Byun (2009) |
| $S_p$ statistic | Figuera Jaimes et al. (2013) |
| excursions – $E_i$ | Parks et al. (2014) |
| excess Abbe value – $\delta_{\text{Abbe}}$ | Mowlavi (2014) |
| Stetson’s $K$ index | Stetson (1996) |
| kurtosis | Friedrich, Koenig & Wicenec (1997) |
| skewness | Friedrich, Koenig & Wicenec (1997) |
fore training (e.g. number of trees in RF, Sec. 3.2.4 or number of hidden layers or number of neurons in each hidden layer in NN, Section 3.2.0). The hyperparameters include not only the complexity parameters (capacity to learn determined by the depth of a decision tree, number of hidden layers and neurons in each layer in a neural network, number of basis learners in an ensemble, value of regularization that penalizes models that are too complex), but also parameters that control the process of algorithm training, e.g. speed of learning (the learning rate in gradient descent methods of learning neural networks). The optimal set of hyperparameters for a given algorithm largely depends on the data set and might differ even between training samples of different sizes.

3.1 Performance metric

To decide which variability detection technique works best, we need to define what exactly do we mean by “best”, in other words – adopt an appropriate performance metric. As we deal with a highly imbalanced data set (non-variable stars outnumber variable ones by a factor of \(\sim 100\), Section 2.1), accuracy, defined as the ratio of correct predictions to the total number of cases evaluated, despite being the most intuitive performance metric is not a proper measure of classification algorithm performance. A high accuracy score could be obtained by just labeling all target objects with the majority class (Kononenko & Bratkovic [1991], Valverde-Albacete & Peláez-Moreno [2014]). To avoid this, one considers Precision, \(P = TP/(TP + FP)\) and Recall, \(R = TP/(TP + FN)\), as well as their harmonic mean known as F1-score

\[
F_1 = 2PR/(P + R),
\]

where TP is the number of true positives (i.e. true variables classified as variables), FP is the number of false positives (non-variables classified as variables) and FN is the number of false negatives (true variables classified as non-variables) [Rijstenberghi [1974]]).

Suppose we test a classifier using it to select candidate variables from a set of light curves for which we already know the right answer: which light curve shows variability and which does not. Then \(P\) is the probability that a randomly chosen object from the list of candidates is a true variable, while \(R\) is the probability that a randomly chosen true variable is in the list of candidates. There is a trade-off between high values of \(R\) and \(P\), i.e. recovery of all positive objects (true variables) and contamination by false positives (objects that algorithm wrongly classifies as variables). \(F_1\) is a useful compromise: it has a high value when both \(R\) and \(P\) are high, that is when the classifier does not miss many true variables and the majority of objects classified as variables are actual variables.

Most classification algorithms instead of class labels (e.g. variable/non-variable) return probabilities \(p_i\) of the \(i\)-th object representing a certain class. To assign class membership to objects being classified, one has to choose a threshold value \(P_{\text{threshold}}\) such that objects with probability \(p_i\) of belonging to the class \(i\) are assigned to that class if \(p_i > P_{\text{threshold}}\). \(P, R\) and \(F_1\) depend on the adopted threshold value. This can be utilized if the “cost” of false positives and false negatives is different. For example, if when visually inspecting a list of candidate variables we are willing to look at ten false candidates for every true variable, then for us the cost of false positives is ten times lower than the cost of false negatives. If the cost of false positives is high (e.g. if we want to obtain a list of candidates with the majority of the objects representing true variability) then \(P\) is a suitable performance metric, if the cost of false negatives is high (if we want to recover as many true variables as possible) then \(R\) can be used. Alternatively, one may use a score that attaches \(\beta\) times as much importance to \(R\) as \(P\) [Rijstenberghi [1974]]. In the case of equal costs \(F_1\) works best.

To characterize the model’s performance over all possible thresholds (i.e. under different values of FP/FN cost ratios), the Area Under ROC Curve (AUC [Fawcett 2006]) may be used as a performance metric. ROC-curve is a plot of \(R\) against False Positive Rate \(FPR = FP/(FP + TN)\), where \(TN\) is the number of true negatives (true non-variable stars correctly classified as non-variables). For binary classification, AUC is the probability that given one positive and one negative example at random, the classifier ranks the positive example above the negative one.

As shown by Saito & Rehmsmeier [2015], in the case of highly imbalanced data AUC weakly depends on the algorithm performance (mainly because it considers the number of TN) and other metrics (such as Area Under Precision-Recall Curve - AUPRC) should be used instead. To compare methods in a similar to Sokolovskiy et al. [2017] manner we decided to search hyperparameters that maximize the \(F_1\)-score using the default threshold value of 0.5.

3.2 Classifiers

We test the following classifiers: Logistic Regression (LR), Support Vector Machines with Radial Basis Functions (SVM), \(k\) Nearest Neighbors (kNN), Neural Nets (NN), Random Forests (RF) and Stochastic Gradient Boosting classifier (SGB). These algorithms make different assumptions about classes and the target function and use different heuristics and methods to tackle the problem of classification. We use scikit-learn Python package (Pedregosa et al. [2011]) implementation of SVM, RF, kNN, XGBoost (Chen & Guestrin [2016]) implementation of SGB and Keras library for NN-classification. In this subsection, we briefly describe these classifiers and their hyperparameters. More information may be found in the official documentation of scikit-learn, XGBoost and Keras.

3.2.1 \(k\) Nearest Neighbors (kNN)

The \(k\)NN method is based on the hypothesis that similar objects usually share the same class. The notion of “similarity” is defined in terms of a distance between objects in feature space. The object class predicted by \(k\)NN is the class chosen by the majority of \(k\) closest neighbors of that object. The method differs from the other tested classification algorithms as no model is built during its training phase. Learning (i.e. approximation of the decision function, Section 3) occurs only when new data are presented to the classifier. Despite being quite simple, this method is very effective, especially in the situation where the hypothesis holds and the number of samples is relatively high. The algorithm is nonparametric, i.e. its decision surface (boundary between classes in feature space) can

---

6. Actually they return some proxy of probability. To derive actual probabilities one has to calibrate [Zadrozny & Elkan [2002]] the classifier by comparing predicted and true frequency of classes for some independent data set.

7. https://xgboost.readthedocs.io/en/latest/

8. https://keras.io/
be arbitrary complex and approximate any underlying dependence \( f \) (Section[5] given enough training data. The optimized hyperparameters are the number of neighbors \( k \) and \( weights \) - the type of weighting being used. We tried uniform weights and weights inversely proportional to the euclidean distance of a neighbor.\[8\]

3.2.2 Logistic Regression (LR)

LR is a generalized regression model used in cases of binary (or categorical, i.e. belonging to one of a limited number of classes) response variable. It differs from the standard linear regression with continuous response by the use of the link function that transforms linear combinations of features to a binary response variable. LR models the logit \( p = \log[p/(1-p)] \) of posterior class probability membership \( p \) as a linear combination of features. Setting a threshold value of \( p \) allows one to make the response binary. We optimized two hyperparameters:

- \( C \) that defines the level of regularization used (i.e. the default L2-regularization, which penalizes complexity by adding a term to the objective function being minimized that consists of the sum of squares of feature coefficients) and
- relative weights of classes.

3.2.3 Support Vector Machine (SVM)

Linear SVM is searching for the optimal separating hyperplane in the feature space that separates classes best in terms of maximum distance from closest objects of both classes to the hyperplane (Vapnik[9] thus maximizing the margin between classes. This hyperplane is defined by a (usually) small number of objects in feature space that are close to the decision surface (support vectors) and that are the hardest to classify. For classification problems with classes that cannot be separated using a linear surface, the use of special kernels reduces the problem to finding the optimal separating hyperplane in an enlarged (even infinite-dimensional for some kernels) transformed feature space without explicitly transforming features (Boser, Guyon \& Vapnik[1992]). We optimized:

- the kernel type - linear (\textit{linear}), polynomial (\textit{poly}) and Radial Basis Function kernel (\textit{rbf}),
- degree of polynomial kernel for kernel \textit{poly},
- \( C \) - “soft margin” regularization penalty parameter (it determines the relative influence of wrongly classified points - points on the “wrong” side of the optimal hyperplane),
- \( \gamma \) - kernel coefficient,
- the relative weights of the classes.

3.2.4 Random Forest (RF)

RF is an ensemble method. The ensemble methods use predictions of several weak learner\[10\] and combine them all at once or sequentially to make more efficient predictions than would be possible with individual learners. RF uses bagging (bootstrap aggregation;[11] which combines many weak learners with high variance trained on bootstrap samples\[11\] of training data to reduce the variance of the final estimator. It usually uses a deep decision tree (tree with many branches) as a weak learner. An example decision tree classifier is presented in Figure[4] We use a shallow tree with an easy-to-visualize structure. Hyperparameters of this tree were optimized for maximum performance as measured by \( F_1 = 0.69 \) (see 3.3 for details on measuring \( F_1 \)). RF relies on the idea of random subspace selection \([H\text{a}][1998]\), also known as attribute or feature bagging. The procedure is similar to bagging but instead of subsampling training objects it consists of using random subsets of features for creating and growing individual decision trees. This prevents RF from being focused on a small number of highly informative features that may loose their predictive power on unseen data. The optimized RF hyperparameters are:

- \( n_{estimators} \) - the number of decision trees to use in the ensemble,
- \( max\_features \) - the number of features to use in search of best split of the node,
- \( max\_depth \) - the maximum depth of the individual trees,
- \( min\_samples\_split \) - the minimum number of samples in the node of the decision tree required to make a split,
- \( min\_samples\_leaf \) - the minimum number of samples required to be in the leaf (that is terminal) node of each tree and
- the relative weights of classes.

3.2.5 Stochastic Gradient Boosting (SGB)

The idea of boosting \([Schapire][1990]\) is to incrementally build a classifier by re-weighting training examples giving more weight to misclassified objects. Boosting sequentially combines multiple weak learners with high bias to reduce bias of the final estimator. Individual weak learners are not flexible/complex enough to approximate the underlying relation themselves (i.e. underfitting). We use shallow decision trees as the weak learners. Gradient boosting treats boosting as an optimization algorithm and generalizes the boosting method to arbitrary differentiable objective functions \([F\text{riedman}][2001], [M\text{ason et al.}][1999]\). Boosting can be combined

\[9\] We also experimented with some non-euclidean metrics supported by scikit-learn including chebyshev and manhattan distances, but their use resulted in a degraded performance.

\[10\] Weak learner is an algorithm performing not much better than random guessing.

\[11\] Bootstrap sample is a sample of the same size as the original one drawn with replacement from it.
with bagging and random subset selection (stochastic gradient boosting) to prevent overfitting. This is achieved by using only a subsample of training data on each iteration (Friedman 2002) and a subset of features to decide which data and features should be used for splitting a tree node or creating another tree. We optimize the following hyperparameters:

- learning_rate - the scale value for the prediction of each tree (shrinkage);
- model complexity parameters: max_depth - the maximum depth of the individual trees, gamma - the minimum objective function reduction required to make a further partition on a leaf node of the tree, min_child_weight - the minimum sum of weights of all examples in a child of a split required to make further splits, max_delta_step - the maximum delta step allowed for each tree's weight estimation to be;
- parameters that make predictions to be more robust to noise: subsample - subsample ratio of the training instances, that is the fraction of the training data set drawn at random without replacement at each iteration, colsample_bytree - the subsample ratio of columns (features) when constructing each tree, colsample_bylevel - subsample ratio of columns (features) for each split, in each level, scale_pos_weight - relative weights of classes,
- parameter that controls the model complexity through regularization: reg_lambda - L2-regularization term on weights. The parameter n_estimators - number of decision trees in model - was determined as the iteration after which the performance measure (F1; see Section 3.3) have not improved in the following 30 iterations (early stopping rule).

### 3.2.6 Neural Net (NN)

We used a fully connected neural network topology and checked one and two hidden layers. Though we did not expect complex decision surface geometry for our problem, we decided to try two hidden layers, but include regularization by means of constrains on neuron weights and the dropout technique to prevent overfitting. The input and the hidden layer(s) both had rectified linear units (Nair & Hinton 2010) activation functions (Haykin 1999) and the output layer had a sigmoid activation function for probabilistic predictions. The neuron weights were initialized using the normal distribution. The weight updates used the Stochastic Gradient Decent (SGD) method on subsets (minibatches) of training data (Ruder 2016). We optimized the following hyperparameters:

- network architecture parameters – the number of hidden layers and neurons in each hidden layer (size of the input layer was determined by the number of features);
- regularization parameters – the value of the dropout at each layer (except output) and the maximum sum of weights for each layer;
- parameters of SGD (not specific to NN) – the initial learning rate lr, the decay rate decay, rate of decreasing learning rate (learning rate schedule), momentum - parameter that determines the “inertia” of neuron weight updates with SGD, batch_size - the number of data points to use for calculating updates of neuron weights;
- class_weight - the relative weights of classes. nb_epochs - number of epochs, that is the number of times all training data were used for updating network weights - was determined by early stopping rule.

### Table 3. Variability selection algorithms and their hyperparameter values that maximize the $F_1^{CV}$ for the test data set LMC_SC20.

| Algorithm | Section | Hyperparameter | Value | $F_1^{CV}$ |
|-----------|---------|----------------|-------|------------|
| Machine learning algorithms |
| kNN | 3.2.1 | n_neighbors | 6 | 0.68 |
| LR | 3.2.2 | C | 50.78 | 0.68 |
| SVM | 3.2.3 | kernel | rbf | 0.80 |
| RF | 3.2.4 | max_features | 5 | |
| SGB | 3.2.5 | learning_rate | 0.085 | 0.79 |
| NN | 3.2.6 | num. neurons in hidden layer | 1 | 0.81 |

**Traditional methods**

| Algorithm | Section | Hyperparameter | Value | $F_1^{CV}$ |
|-----------|---------|----------------|-------|------------|
| J_{w}^{lin} | | selection threshold | 5.3σ | 0.59 |
| J_{L}^{2} | | selection threshold | 6.5σ | 0.53 |
| PCA_{j} | | selection threshold | 7.4σ | 0.49 |
| median | | | | 0.43 |

| Algorithm | Section | Hyperparameter | Value | $F_1^{CV}$ |
|-----------|---------|----------------|-------|------------|
| Admixture coefficient of the first PCA component used as a composite variability index (Table 2) with the highest $F_1$-score for LMC_SC20, but some short-period variables cannot be recovered with this index. | | | |
| The last line in the table presents the median $F_1$-score of all variability indices compared by Sokolovsky et al. (2017). | | | |

---

1 Dropout is a regularization method for NN where a randomly selected fraction of neurons do not participate in updating weights. That helps to avoid overfitting as shown by Srivastava et al. (2014).
3.3 Hyperparameter tuning

Each algorithm’s hyperparameters (listed in Table 3 were tuned using the Tree of Parzen Estimators (TPE) algorithm (Bergstra et al. 2011) implemented in hyperopt.14 TPE is a Bayesian approach to optimization, which models conditional probability \( p(\lambda | \epsilon) \), where \( \lambda \) represents the values of hyperparameters and \( \epsilon \) is some loss function (criterion one desires to minimize) by two Gaussian Mixture Models.14 One model, \( l(\lambda) \), is fitted to the hyperparameter values associated with the smallest (best) values of the loss function and the other, \( g(\lambda) \), is fitted to the hyperparameter values for all other values of the loss function. The suggested new set of hyperparameters, \( \lambda \), at each TPE iteration is the one resulting in the lowest value of \( g(\lambda) / l(\lambda) \).

As noted in Section 2, hyperparameters should not be learned from training data. We use 4-fold Cross-Validation (CV; Hastie, Tibshirani & Friedman 2001) during the hyperparameter search to prevent overfitting. For each trial with the values of hyperparameters proposed by TPE the data were split into 4 non-overlapping parts (usually called folds). The split was made by preserving the proportion of classes in folds (“stratified” split). Three of the four folds were combined into a training sample where the classifier with trial hyperparameters values was fitted and one fold became the evaluation sample that was used to evaluate the \( F_1 \)-score. This combination of folds in training/evaluation samples was done 4 times in such a way that each of the 4 folds was used as the evaluation sample once. We use the following procedure to combine individual \( F_1 \)-scores of the 4 splits into one value. TP and FP obtained for each split are summed and these summed TP and FP numbers are used to calculate the \( F_1 \)-score. Unlike direct averaging of \( F_1 \)-scores of each split, this procedure is nearly free of bias due to highly imbalanced data sets (Forman & Scholz 2010). The cross-validation estimate of the \( F_1 \)-score, \( F_1^{CV} \), is an estimate of the algorithm’s prediction performance on an unseen data set. \( F_1^{CV} \) is the quantity that was subject to maximization using the TPE algorithm.

We performed a few thousand iterations of TPE on classifiers that have many hyperparameters and several hundred on the classifiers with few hyperparameters. It takes a couple of days of computing time on a Core i5 desktop to find the best hyperparameters for RF, SGB and NN. The computing time was less for the other algorithms. For NN and SGB we first fixed the learning rate to some default values (0.2 and 0.1) and searched for the best hyperparameters. We then searched for the best learning rate keeping other hyperparameters fixed. For hyperparameters that were set and not fitted, we tried a few other choices manually. We tried \( kNN \) with different distance metrics and \( NN \) with more than two hidden layers. We also tried L1-regularization for LR (with poor performance that could be attributed to correlation of the features).

\[ \text{http://hyperopt.github.io/hyperopt/} \]

\[ \text{Gaussian Mixture Model is a probabilistic model that assumes data are generated from a mixture of a finite number of Gaussian distributions with unknown parameters (Hastie, Tibshirani & Friedman 2001). It is used for probability density estimation, classification and unsupervised learning e.g. clustering, anomaly/outliers detection.} \]

Figure 4. Precision-Recall curves for 6 algorithms with 12 different splits of data set into folds during CV. Nearly identical performance is apparent for the four best algorithms.

4 RESULTS AND DISCUSSION

4.1 Comparison of algorithm performance

The best values of \( F_1^{CV} \) (Section 3.3) obtained for each algorithm along with the corresponding values of tuned hyperparameters are presented in Table 3. As expected for a small training data set, the performance of classifiers depends on the way the data are split into folds during CV. Figure 5 shows the Precision-Recall curves for each of the 6 algorithms. The hyperparameters used are the best for one (common to all algorithms) of the CV splits, that was the result of the fixed random seed used. The different curves of the same color show the effect of different CV splits on the performance of each algorithm. SVM, RF, GB and NN show nearly equal performance.

\( LR \) showed the worst performance as indicated by its Precision-Recall curve in Figure 5 and the low value of \( F_1^{CV} \). Note however, that the algorithm’s \( F_1 \)-score (as measured by \( F_1^{\text{CV}} \)) is still above the values reached by the traditional selection based on individual variability indices (Table 5). Low performance can be understood as the \( LR \) is a linear model that separates classes with a linear decision surface that could result in high bias in case of classes that are not linearly separable (when nonlinear feature combinations better predict the data).

\( kNN \) also showed lower performance compared to the four best classifiers. This may result from the presence of class outliers (training objects surrounded by objects of a different class in feature space), which is especially pronounced in the case of highly imbalanced data sets. Moreover, the large number of features promote the curse of dimensionality (Hughes 1968) - a phenomenon that in high dimensional volume most of the points lie close to its boundary. Thus all vectors become remote from a given vector equally far and one needs exponentially more training data to represent density in a highly dimensional space (Bever et al. 1999). One has to mention that the classes of variable and non-variable stars are very inhomogeneous. The class of “variables” includes objects of various types (eclipsing binaries, pulsating variables) changing their brightness with different amplitudes and on various timescales (see Section 2.2). The class of “non-variables” includes non-variable objects with properly measured brightness, as well as the few objects with corrupted measurements that have high values of variability indexes (features) but do not pass visual inspec-
the dependence of classifier performance (measured by the $F_1$-score) on the amount of training data used (Figure 5). For all the classifiers considered except for LR, the learning curves show that the $F_1$-score on the training data set is higher than the one obtained on the independent validation data set and the latter still increases at the maximum training sample size. This indicates that using a larger training set should further increase performance of these algorithms. On the other hand, LR shows comparable, relatively low $F_1$ values on training and validation sets. These two characteristic types of learning curves correspond, respectively, to high-variance (in our case – $kNN$, SVM, RF, SGB, NN) and high-bias (LR) algorithms (see Section 3) for the used data set.

To improve the performance of LR we tried to reduce its bias by accounting for non-linear feature interactions. First, in addition to the highly correlated ($r > 0.995$, Section 2.3) features we excluded the ones that show low $F_1$ max in the original paper by Sokolovsky et al. (2017) – $\sigma_{SXS}$ and $\nu$ (Table 2). We also excluded features with the lowest rank (as measured by feature coefficients in regression), which were lowering the maximum achievable CV estimate of $F_1$-score using Recursive Feature Elimination method (kurtosis and $\sigma_{SXS}$ again). Then, instead of raw features, we used their second order polynomial combinations and several first PCA-components of raw features (the number was determined by the TPE search optimizing $F_1^{CV}$). This resulted in a performance ($F_1^{CV} = 0.78$) comparable to that of the other classifiers. We conclude that LR may work as well as the other considered algorithms, but requires a special preparation of the input data.

### 4.2.2 Exclude uninformative features

We tried to exclude two features (kurtosis and skewness), which have the least relation to variability class (as reported by ANOVA $F$-value between label/feature) from the input of the best classifier, NN, to check if the removal of these most noisy features increases the performance of the NN classifier. After excluding the features, we repeated the TPE search for optimal hyperparameters. The resulting $NN$ has marginally ($\Delta F_1^{CV} \approx 0.005$) degraded performance and simpler architecture (11 instead of 13 neurons on the hidden layer, stronger regularization via dropouts and weight constrains). Excluding kurtosis and skewness from the input of the third-best SGB classifier also results in a slightly decreased performance ($\Delta F_1^{CV} \approx 0.01$). This suggests that even the least-important of the considered features contain some useful information that can be taken into account by the best classifiers $NN$ and SGB.

To test how many features are necessary to obtain high $F_1$-scores we used the SGB method as it is pretty straightforward to get the importance of features using this algorithm (Hastie, Tibshirani & Friedman 2001). Although we used hyperparameters tuned for 18 features after successively excluding the least important features, we found that with 9 features ($J$, $J_{\text{true}}$, $I$, $\text{Magnitude}$, IQR, $1/\eta$, kurtosis, skewness, $I_{\text{gau}}$) we can still obtain $F_1$ as high as 0.77 and using only 3 ($J$, kurtosis, $I$) results in $F_1^{CV} \approx 0.62$.

We also tried to use several PCA-components (Figure 2) as features instead of the original features listed in Table 2. The expectation was that by using several first PCA-components we may reduce the noise introduced by a number of (nearly) uninformative

---

15 Perfect classification of training data by $kNN$ is the result of weighted distance metric used. Thus for prediction of training data it is equivalent to $kNN$ with $k=1$. 

---

**Figure 5.** Learning curves for the LMC\_SC20 data set. Solid lines denote $F_1$-score on training sample, dot-dashed - cross-validation estimate of $F_1$-score on unseen data. Shaded regions show uncertainty estimated using 40 different splits of data set in training and validation sample. Two typical learning curve shapes are evident. LR reveals comparable relatively low $F_1$ values on both training and validation sets that remain constant with growing training sample size. This is the sign of a bias of the classifier. The learning curves of the other classifiers show $F_1$ on the training data set higher than $F_1$ obtained on the independent validation data set (i.e. classifiers are overfitting) that is increasing with training sample size (that implies absence of a bias).
features. For this test we used RF classifier and added the number of used PCA-components to the list of optimized hyperparameters (see Table 3). We allowed \( \text{max features} \) to vary from 3 to 5 and the number of PCA-components from 5 to 18. The best value of \( F_1^{CV} \) was 0.75 with 18 PCA-components and \( \text{max features} = 4 \). Thus the classifier performs best when using essentially all features. The degraded performance could be attributed to PCA keeping only linear combinations of features.

4.2.3 Ensemble combining multiple classifiers

We have tried to combine individual algorithm predictions using ensembling. To approximate the case of classifying unseen data we used different random seeds when splitting the sample into training/test splits during cross-validation estimation of the \( F_1 \)-score. This resulted in a slightly worse estimated performance of the algorithms that used HP optimized with different CV-splits.

First we used Hard Voting of individual algorithms: the class that obtains the majority of votes of individual classifiers is chosen. We tried using all algorithms with weights equal to their \( F_1^{CV} \) during HP optimization. We also tried to use only the four algorithms with the highest performance (NN, SVM, SGB and RF). The voting resulted in \( F_1^{CV} \) estimates slightly higher than the best values for individual algorithms. The corresponding gains in \( F_1^{CV} \) were 0.007 and 0.004 for all and the four best algorithms, respectively.

As the predictions of individual algorithms are uncalibrated we tried rank averaging of the probability outputs of individual learners. Predictions of individual models were turned into ranks, averaged and the result was normalized. Using all classifiers resulted in degraded performance (-0.018) relative to the best individual classifier. Averaging ranks of predictions of the four best-performing algorithms gives the same \( F_1^{CV} \) (0.0006). At the same time using two of the worst performance algorithms in averaging brings some improvement relative to their individual score (0.032).

We also combined class and probabilistic predictions of individual algorithms using higher-level (meta) algorithm — LR using the Stacking Generalization or stacking method (Wolpert 1992) both alone and with original (lower-level) features. The largest improvement (0.007) was obtained when using only the class predictions of the four best classifiers. This could be the result of uncalibrated probabilistic outputs of the base algorithms.

We attribute insignificant improvements of these ensembling methods to the high correlation between predictions of individual algorithms (see Figure 6 Sollich & Krogh 1996). This is because all classifiers HP were tuned to have the highest \( F_1^{CV} \) using the same CV splits of the training data. Using different CV splits during HP optimization for each algorithm or a larger training sample (that will allow calibration of the algorithms’ probabilistic outputs) will make the ensembling methods more effective Ting & Witten 1999, Sigletos et al 2005.

4.2.4 Possible future improvements

As can be seen from the learning curves presented in Figure 5 all high-performance classifiers would benefit from increasing the amount of training data. A larger sample of variables will also allow one to calibrate classifiers and combine probabilistic output of multiple classifiers using stacking (Section 4.2.3). Finally, as discussed in Section 4.3, a larger sample size will help to avoid overfitting due to small-sized training samples, which could be unrepresentative of the general population.

A promising way to achieve a larger training set size could be the artificial enlargement of training data (data augmentation; see e.g. Holyle et al 2015) by introducing possible variations to known constant/variable star light curves (e.g. changing variability amplitude, noise level, addition of instrumental trends – see Section 4.3 etc.). According to Section 3 another promising way for improvement is engineering new features that quantify the object’s image shape, profile and position on a CCD chip, proximity to other detected objects, correlation of magnitude measurements with external parameters such as seeing and airmass, periodicity in light variations, shape of the period-folded light curve, etc.

4.3 Blind test on the new data set

The actual performance on new (unseen) data is hard to estimate. As our data sample is quite small, we did not reserve some part of it for testing classifiers on the new data (Hastie, Tibshirani & Friedman 2001). Performance on new data should be slightly lower than the estimations obtained using CV on the original data set (Table 3). We estimate the effect of this by considering distributions of \( F_1^{CV} \) values obtained by classifiers with best HP from Table 3 for 30 different splits of LMC_SC20 data in train/evaluation subsamples (not including the one used for HP tuning; Figure 7). That is data set is splitted in 4 parts (for using in 4-fold CV, Section 4.2.3) 30 times. Thus each of the training/test samples used in 30 repeating runs of the 4-fold CV procedure contains some different (but overlapping) data. As each of the 30 splits of the data sample in 4 folds was different from the one used for HP tuning (Table 3), the obtained \( F_1^{CV} \) values are lower than the best \( F_1^{CV} \) values presented in Table 3. The difference is 0.05 for SVM, while they are nearly the same for LR (-0.01) and kNN. The typical error estimated using the variance of \( F_1^{CV} \) between the different splits is 0.01.

On the other hand, the CV estimate of prediction performance is pessimistic because only some portion of data is used to fit the
model (e.g. 75% in our case of 4-fold CV). Thus $F_1$ on the new data set with the size of LMC_SC20 will be higher for high-variance algorithms (all except LR). The value of this bias can be estimated using learning curves (Figure 5) [Hastie, Tibshirani & Friedman 2001]. It is interesting that SVM which demonstrated the highest drop of performance on the new CV splits, should gain the most in performance from enlarging the training sample according to its learning curve (Fig. 5).

Finally, if LMC_SC20 is not representative of the overall variable star population, then we expect a degraded performance of classifiers on new data sampled from that population (i.e. overfitting, see the discussion in Section 2.2). This could be reduced with a larger sample size.

We have tested the $NN$ classifier with the best hyperparameters (derived in Section 3.3) on the new data set, which consist of 31798 light curves (field LMC_SC19, Section 2). $NN$ was fitted on the whole training data set (LMC_SC20) with the derived best hyperparameters and its predictions were evaluated. We used the default threshold (0.5) as this was the value used for hyperparameter optimization. The predicted variables were checked in existing catalogues (Section 2.1) and by visual inspection. Among the 205 candidates classified as variable stars, 178 occurred to be real variables (TP), 27 were considered FP.

The separation of true variables from false candidates division may not be perfect, it involves the following assumptions:

- If a candidate variable is matched with a catalog, it is considered a TP. We ignore the possibility that an object may have no detectable variations in OGLE-II data while being detected as variable by another survey.
- We consider as TP candidate objects that are not matched to the catalogs of known variables, but upon visual inspection are identified as variable stars of a known type (Figure 8).
- We consider as FP all candidates showing a continuous brightness increase or decline if they are not matched with known variables from the catalogs (lower right panel of Figure 10). This is done to exclude possible long term instrumental trends and apparent variations caused by proper motion [Eyer & Wozniak 2001]. It is possible that some true variables showing long-term brightness changes may be misattributed to instrumental trends and mislabeled as FP.

- We consider as FP candidates showing an increased scatter in their light curves (compared to other objects of similar brightness), while showing no detectable periodicity in these variations (Figure 10). Specifically, we consider as FP those objects showing non-periodic dimming or brightening on a timescale shorter than the typical observing cadence. Young stellar objects and flare stars may show this type of behaviour. Hot/cold pixels underneath the star image may also produce light curves of these shapes. The inspection of images associated with individual measurements (that are not available to us) is necessary to judge if the measurements of a given object are reliable. We choose to exclude candidates showing this type of behaviour from the list of confirmed variables.

Among the 178 confirmed variable objects in LMC_SC19, 12 have never been reported as variable before. Table 4 presents the list of newly identified variables, their colors from Udalski et al. (2000) and the suggested classification according to the GCVS scheme (Samus' et al. 2017). Table 4 also lists one new variable, LMC_SC19_184609, which was not selected as a candidate variable by the final run of the $NN$ classifier. This variable was identified by us during a test run with hyperparameters of the $NN$ classifier differing from the ones listed in Table 4 (but some other variables were missed in this run). In order to obtain a more exhaustive list of variables one needs to lower the classifier’s threshold or optimize its hyperparameters using a different performance metric (as discussed in Section 3.1). This will come at the price of an increased number of false candidates, which have to be rejected during visual inspection. The need to find an optimal trade-off between the rate of false candidates and completeness is common to all variability detection techniques. Machine learning techniques considered here provide a more favorable ratio of true variables to false detections compared to the traditional methods (Table 3).

The light curves of the new variables are presented in Figure 8. The period search was performed using the Deeming (1975) discrete Fourier transform method implemented in an online period search tool [18]. These newly identified variables give an idea of what kind of variables are missed by previous variability searches in the LMC (Section 2.1): they have low amplitudes $\Delta I \lesssim 0.25$ and many are periodic with long periods $\gtrsim 30^d$.

Eleven variable sources discovered with DIA by Zebrun et al. (2001) had no classification suggested in the literature. In order to account for these variables in Table 1 we classify them (Table 5) based on their light curves (Figure 9) and colors measured by Udalski et al. (2000).

Figures 8 and 9 present light curves of some of the variables correctly identified by the $NN$ classifier (TP). Figure 10 illustrates light curves of objects that we believe were incorrectly selected by the $NN$ classifier as candidate variables (FP). Eight known variables were not detected by the $NN$ classifier (FN: Figure 12), three of them are eclipsing binaries identified by Wrzykowski et al. (2003), Graczyk et al. (2011) and the rest are RR Lyrae stars (Soszyński et al. 2003, Soszyński et al. 2009b). Figure 11 presents...
example light curves that were correctly identified by the classifier as non-variable (TN) while these objects have high values of some variability features and therefore would appear as false candidates in a variability search based on individual features (rather than their ML-based combination used here). As the light curves of FP and TN show high scatter of brightness measurements while showing no periodicity, it is most likely that the measurements are corrupted and do not reflect true brightness variations of these objects. Additional information, such as visual inspection of the images is required to identify the effects corrupting the measurements of these objects.

4.4 Applicability to other photometric data sets

The suggested approach to variability detection should be applicable to any large set of light curves given that:

(i) a subset of these light curves is a priori classified into variable and non-variable ones,

(ii) both classes include hundreds of examples or more,

(iii) the examples are representative of variability types and measurement artifacts found in the studied set of light curves.

These requirements are easily satisfied for surveys covering a large fraction of the sky as they include many previously known variable stars of various types listed in the GCVS and the AAVSO International Variable Star Index (VSX). The photometric data suitable for the ML-based variability search are collected by a number of surveys including ASAS (Pojmanski 2002) and ASAS-SN (Shappee et al. 2014, Kochanek et al. 2017), CRTS (Drake et al. 2009), DES (Abbott et al. 2016), Gaia (Eyer et al. 2017), HATNet (Bakos et al. 2004), KELT (Pepper et al. 2007), MASCARA (Talens et al. 2017), NMMW (Sokolovsky, Korotkiy, and Lebedev 2014), NSVS (Wozniak et al. 2002), Pan-STARRS (Kaiser et al. 2010, Chambers et al. 2016), PTF (Law et al. 2009), SuperWASP (Butters et al. 2010), TrES (Alonso et al. 2007), VVV (Minniti et al. 2010) with even

19 https://www.aavso.org/vsx/
Figure 8. Light curves of the newly identified variable stars listed in Table 4. These are examples of true positives (TP): candidate variables identified by the NN classifier that passed visual inspection. Light curves of periodic variables are phase folded with the indicated light elements. For non-periodic variables the light curves are plotted as a function of time.

Figure 9. Light curves of variable stars with no previous reported classification (Table 5). Variability of these stars was discovered with DIA. The light curves are phased with the indicated light elements for LMC_SC20_13936 and LMC_SC20_134793 and plotted as a function of time for the remaining stars.

more ambitious surveys being developed, among them LSST (Ivezic et al., 2008), NGTS (Wheatley et al., 2017), PLATO (Rauer et al., 2014), TESS (Ricker et al., 2014), ZTF (Laher et al., 2017). The survey parameters such as photometric accuracy, observing cadence, single or multi-color observations, number of measurements per object in a single filter and magnitude range have an impact on the ability to discover various types of variable objects. The suggested ML-based variability detection approach is ap-
Space photometry surveys such as Kepler (Borucki et al. 2010) and CoRoT (Auvergne et al. 2009) are capable of detecting brightness variations caused by magnetic activity (faculae, star spots; e.g. Shapiro et al. 2016) in Sun-like stars (Basri, Walkowicz & Reiners 2013) blurring the boundary between “variable” and “non-variable” stars. The question “is there any detectable variability” may still be relevant for the fainter stars observed in these surveys. One may be interested in identifying stars more variable than the Sun (McQuillan, Aigrain & Roberts 2012) or the ones showing periodic variability (Debosscher et al. 2009, 2011) – these problems require a different set of light curve features than the ones considered here. The variability detection approach presented here will likely not be useful for space astroseismology missions like MOST (Walker et al. 2008), BRITE (Weiss et al. 2014, Pablo et al. 2016, Popowicz et al. 2017) and the upcoming transit photometry mission CHEOPS (Broeg et al. 2013) as they observe (with superior accuracy) only one or few stars at a time.

When applying the ML-based variability detection to new data sets, some light curve features listed in Table 2 may lose their predictive power while some that are found to be the least informative for the OGLE-II data set could become useful. When designing a variability detection procedure for a new set of photometric observations, it is desirable to go through the full process (Section 5) of feature selection/filtering, choosing multiple ML-algorithms, tuning their HP, checking for possible over/underfitting using learning curves before choosing the best algorithm and its HP values. The resulting classification performance will be different from the one reported in Table 3 and could be either better or worse depending on the sample size, light curve quality and the exact set of features used for classification.

5 CONCLUSIONS

We explore a novel approach for selecting variable objects from a set of light curves. The basic idea is to treat variability detection as a two-class classification problem (variable vs. non-variable objects) despite the intrinsic inhomogeneity of these classes and solve it with machine learning. The procedure may be summarized as follows:

(i) Search a representative subset of all light curves for variability using traditional methods, e.g. by visually inspecting the light
curves of all outliers in variability feature – magnitude plots (Figure B1). It is important to get reasonable confidence that the variability search in the subset is exhaustive. This will be our training subset.

(ii) For each light curve compute a set of features (Table 2) that highlight some or all types of variability while hiding unimportant differences between the light curves (like the difference in the number of measurements).

(iii) Choose a machine learning algorithm and tune its hyperparameters on the training subset using cross-validation as described in Section 3.3. Table 3 presents an example of optimal hyperparameter values. One may control the trade-off between the completeness of the variability search and the rate of false detections by selecting performance metrics (e.g. $F_\beta$ instead of $F_1$, Section 3.1) maximized during the search for optimal hyperparameters.

(iv) Train the algorithm with the optimized hyperparameters on the whole training subset.

(v) Apply the algorithm to the full set of light curves and inspect the ones classified as variable. One may control the false detection rate at this stage by changing the classifier threshold.

This procedure works even with a highly imbalanced training sub-sample of a modest size: 168 variables among 30265 OGLE-II light curves (Section 2.1; see also the cross-validation scores in Figure B1). Application to an independent set of 31798 OGLE-II light curves resulted in the selection of 205 candidate variables, 27 of which turned out to be false detections and 178 real variables (12 of them new, Table 4, Figure B3). To directly compare traditional variability search methods to the machine learning algorithms considered here, we restricted ourselves to the data sets used by Sokolovsky et al. (2017) who compared the effectiveness of various variability indices (features). In terms of the $F_1$-score (Table 3), all machine learning algorithms tested here outperform each individual variability index as well as their linear combination. The $NN$, $SYM$, $SGB$ and $RF$ algorithms show the best performance (Figure B4). In addition to the OGLE-II data discussed in detail here, these conclusions are confirmed with two other data sets from Sokolovsky et al. (2017), which were collected with different telescopes and processed using different source extraction and photometry software (Section 4.4). To improve the variable object selection results even further, one needs to use a larger training sample and engineer additional features that would quantify the object’s image shape, its proximity to other detected objects and periodicity in light variations. The suggested ML-based variability detection technique should be applicable to any large ($\gtrsim 10^5$) set of light curves given that a representative sub-sample of these light curves is a priori classified as “constant” or “variable” by other means (Section 4.4).
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APPENDIX A: CLIPPED LIGHT CURVE FEATURES

Corrupted photometric measurements result in outlier points in a light curve (Sec. 2) see for example LMC SC19_2867 in Fig. 2 and LMC SC20_134793 in Fig 3 that may alter the light curve feature values while having no relation to the object’s variability. One way to minimize this problem is to apply clipping to the light curve before computing the feature values. Kim & Bailer-Jones (2016) perform σ-clipping before computing all the light curve features used for classification of periodic variable stars. As we are concerned with detection of non-periodic stars (as well as periodic ones) that may show variability only occasionally, we do not apply σ-clipping. Instead, for a few features that are most sensitive to outlier points we compute the unclipped and clipped versions (Table B) as outlined below.

A1 VAST-style clipped \( \sigma - \sigma_{\text{clip}} \)

This clipped statistic was used for variability detection in the early versions of the VAST code. From each light curve we drop 5 per cent of brightest and 5 per cent of faintest points, but not more than 5 points from each side and compute the unweighted standard deviation

\[
\sigma_{\text{clip}} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (m_i - \bar{m})^2}
\]

where \( N \) is the number of points in the clipped light curve, \( \bar{m} \) is the mean magnitude of the set \( m_i \) of magnitude measurements remaining after clipping. In many data sets \( \sigma_{\text{clip}} \) proved to be a more useful variability indicator than \( \sigma \) computed over the non-clipped light curve. It is also more sensitive than MAD and IQR (Table 2) to rare variability events (flares, eclipses). Similar clipping schemes based on removing a predefined percentage or number of the brightest and faintest points were applied by Palaversa et al. (2013), Tang et al. (2014).

A2 Clipped Stetson’s indices \( J_{\text{clip}} \) and \( L_{\text{clip}} \)

Stetson (1996) suggested variability detection statistics \( J \) and \( L \) that rely on observations taken close in time being grouped into pairs. If both observations in a pair deviate in the same direction from the mean brightness, this indicates the light curve is smooth (as expected for an object varying on a timescale longer than the time difference between the observations in the pair). Sokolovsky et al. (2017) suggested a modified version of these variability indices, \( J_{\text{clip}} \) and \( L_{\text{clip}} \), which does not form a pair if the magnitude difference between the two observations is larger than a predefined limit (indicating that one of the observations in the pair might be corrupted). The clipping in these indices is done on the magnitude difference in pairs, not on the original light curve. This modification however did not result in a considerable performance improvement compared to the original \( J \) and \( L \) when tested on real data (Sokolovsky et al. 2017).

Stetson (1994) advocates for iterative re-weighting as an alternative to clipping. This avoids having a sharp boundary between the observations that are “in” or “out”. In the original \( J \) and \( L \) definitions, iterative re-weighting is applied only to the mean magnitude calculation, but not to the observations that form pairs.

APPENDIX B: VARIABILITY FEATURE – MAGNITUDE PLOTS

Figure 31 presents plots of selected individual variability features (Table 2) as a function of OGLE \( J \) magnitude. Such plots are typically used to identify variable objects by selecting a magnitude-dependent cut-off for an individual feature (usually referred to in this context as “variability index”) and visually inspecting light curves of all objects above the cut-off (e.g. Sokolovsky et al. 2017).
Figure B1. Variability feature vs. I magnitude plots showing all objects in grey and highlighting candidate variables selected by the NN classifier and confirmed by visual inspection (see example light curves in Figures 8 and 9), rejected after visual inspection (Figure 10) as well as the known variable stars missed by the NN classifier (Figure 12). The IQR is scaled to $\sigma$ of the Gaussian distribution so the numerical values of the two upper plots may be compared directly.