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Abstract

We compute exterior Green functions for equipotential, grounded hyperspheres in $N$-dimensional electrostatics by squashing Riemannian wormholes, where an image charge is placed in the branch of the wormhole opposite the branch containing the source charge, thereby providing a vivid geometrical approach to a method first suggested in 1897 by Sommerfeld. We compare and contrast the strength and location of the image charge in the wormhole approach with that of the conventional Euclidean solution where an image charge of reduced magnitude is located inside the hypersphere. While the two approaches give mathematically equivalent Green functions, we believe they provide strikingly different physics perspectives.

In tribute to Richard Feynman (1918-1988) and Arnold Sommerfeld (1868-1951)

1 Introduction

\textsuperscript{\textit{Feynman}} constantly emphasized that insight could be gained by approaching a problem from a different point of view \textsuperscript{[13]}. We follow that philosophy here to construct a Green function, $G_\circ$, for the $N$-dimensional electrostatics of an equipotential, grounded hypersphere — i.e. a “conducting” hypersphere. We stress the geometrical aspects of a method first employed in the late 19th century by Sommerfeld \textsuperscript{[6]}, albeit not for this specific problem. Although the method was introduced some 120 years ago \textsuperscript{[15]}, we believe it suggests insights that are not widely appreciated. While Sommerfeld’s method has been employed during the intervening century to solve a handful of otherwise difficult electrostatic and heat conduction problems \textsuperscript{[10, 16, 3, 4, 5]}, we believe that a stronger emphasis on its geometrical aspects is worthwhile and justifies applying the method to a broader class of problems, even those which are not difficult to solve by other means. To that end we reconsider grounded hyperspheres in $N$ spatial dimensions.

Although the Green function with homogeneous Dirichlet boundary conditions is known for the grounded hypersphere and can be obtained using well-known techniques, here we compute $G_\circ$ by a novel method that uses “wormholes” \textsuperscript{[14, 11]} in an $N$-dimensional Riemannian space. We build appropriate Green functions for the invariant Laplacian, $\nabla^2$, acting on various wormhole geometries, initially by imposing boundary conditions only asymptotically, to obtain $G$, and finally by requiring that the Green function also vanish at the narrowest part of the wormhole’s “throat” to obtain $G_\circ$.

To be more specific, we consider $N$-dimensional versions of the isotropic Ellis wormhole \textsuperscript{[8]}, whose equatorial slices have radii given by $r(w) = \sqrt{R^2 + w^2}$ where $R$ is a constant and $-\infty \leq w \leq +\infty$. We construct these manifolds so that the region near $w = 0$ is a curved bridge \textsuperscript{[7]} that connects two distinct branches of the manifold, with those branches approaching two separate copies of $N$-dimensional Euclidean space, $\mathbb{E}_N$, asymptotically as $w \to \pm \infty$ (please see the Figures). We build appropriate Green functions for $\nabla^2$ acting on these specific geometries, once again by first imposing boundary conditions only as $w \to \pm\infty$, to obtain $G$, and then by requiring that the Green function also vanish at $w = 0$, i.e. at radius $R$, to obtain $G_\circ$.
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The “grounded” Green function $G_o$ is constructed by placing a source and its negative image at exactly the same radius and in precisely the same direction on the manifold, but on opposite branches — somewhat striking but nevertheless very natural positions in this context.

Next we introduce deformations of the Ellis wormhole whose radii are given by the $p$-norm $r(w) = (R^p + |w|^p)^{1/p}$. We compute Green functions $G$ and $G_o$ for this family of manifolds as well. Finally, we consider the $p \to 1$ limit of this family of manifolds and Green functions.

In the $p \to 1$ limit, where $r(w) = R + |w|$ is the so-called Manhattan norm, both branches of the manifold are completely “squashed flat”. That is to say, the manifold degenerates into two distinct Euclidean spaces joined together along a hyperspherical “doorway” of radius $R$. (For equatorial slices of the manifolds as $p$ approaches 1, please see the Figures.) However, the interior of the hypersphere is excluded from either branch. Moreover, in this limit it is clear that by restricting $G_o$ to have source and field points on just one of the distinct branches, a Green function for the grounded equipotential hypersphere is obtained. Minor rearrangements of the terms shows that $G_o$ is in exact agreement with the usual symmetrized Green function for the grounded hypersphere, as obtained by considering a single copy of $E_N$ with an image charge placed inside the hypersphere.

2 Electrostatics in $N$ Euclidean dimensions

The point-particle electric potential in an $N$-dimensional Euclidean space, $E_N$, is well-known to vary inversely with distance as the $(N - 2)$-th power. For a unit point charge located at the origin,

$$\Phi_{E_N}(\vec{r}) = k_N \frac{r_{N-2}}{r}, \quad \nabla^2 \Phi_{E_N}(\vec{r}) = -\delta^N(\vec{r}), \quad k_N \equiv \frac{1}{(N-2)\Omega_N}$$

(1)

The total hyper-angle $\Omega_N$ (i.e. the area of the unit radius sphere, $S_{N-1}$, embedded in $N$ dimensions) is given by

$$\Omega_N = \int_{S_{N-1}} d\Omega = \frac{2\pi^{N/2}}{\Gamma(N/2)}$$

(2)

where $d\Omega$ is the standard measure on $S_{N-1}$. For example, $\Omega_1 = 2$, $\Omega_2 = 2\pi$, $\Omega_3 = 4\pi$, $\Omega_4 = 2\pi^2$, etc. The case $N = 2$ is handled as a limit, to obtain

$$\Phi_{E_2}(\vec{r}) = -\frac{1}{2\pi} \ln(r/R), \quad \nabla^2 \Phi_{E_2}(\vec{r}) = -\delta^2(\vec{r})$$

(3)

up to a constant $R$ that sets the distance scale. For more details in this particular case, see [2].

Consequently, a Green function for $E_N$ is

$$G_{E_N}(\vec{r}_1; \vec{r}_2) = \frac{k_N}{|\vec{r}_1 - \vec{r}_2|^{N-2}}, \quad \nabla^2 G_{E_N}(\vec{r}_1; \vec{r}_2) = -\delta^N(\vec{r}_1 - \vec{r}_2)$$

(4)

This result is translationally invariant, that is to say, $G_{E_2}(\vec{r}_1; \vec{r}_2)$ depends only on the difference $\vec{r}_1 - \vec{r}_2$. Moreover, this choice for the Green function incorporates boundary conditions at spatial infinity that mimic the behavior in (1). So any sufficiently localized charge distribution $\rho(\vec{r})$ gives rise to the usual linear superposition,

$$\Phi(\vec{r}) = \int_{E_N} G_{E_N}(\vec{r}_1; \vec{r}_2) \rho(\vec{r}_2) \, d^N\vec{r}_2$$

(5)

where we assume the integral is well-defined and finite. For a localized charge distribution, $\Phi(\vec{r}) \sim \frac{k_N Q}{r_1} + O\left(\frac{1}{r_1^2}\right)$ where $Q = \int \rho(\vec{r}_2) \, d^2\vec{r}_2$ is the total charge. Finally, we note that the Green function (4) in $N$ dimensions can be expanded in terms of Gegenbauer polynomials $C_i^{(\alpha)}(\cos \theta)$, namely,

$$\frac{1}{|\vec{r}_1 - \vec{r}_2|^{N-2}} = \sum_{l=0}^{\infty} \frac{(r_<)^l}{(r_>)^{l+N-2}} C_i^{(\frac{N-2}{2})}(\vec{r}_1 \cdot \vec{r}_2)$$

(6)

where $\vec{r}_1 \cdot \vec{r}_2 \equiv \cos \theta$ and $r_>$ or $r_<$ is the max or min of $r_1$ and $r_2$, respectively. This is a straightforward generalization of the well-known $N = 3$ case that involves the Legendre polynomials $P_l(\cos \theta)$.
3 Electrostatics in $N$ curved dimensions

On a Riemannian manifold, described by a metric $g_{\mu\nu}$, distance increments are given by $ds$ where

$$(ds)^2 = g_{\mu\nu} \, dx^\mu dx^\nu$$

(7)

Summation over integer $\mu$ and $\nu$ is implicitly understood, with $1 \leq \mu, \nu \leq N$ for an $N$-dimensional manifold. The invariant Laplacian on such a manifold is given by

$$\nabla^2 = \frac{1}{\sqrt{g}} \partial_\mu (\sqrt{g} \, g^{\mu\nu} \partial_\nu)$$

(8)

where $g \equiv \text{det} g_{\mu\nu}$ and $g^{\mu\nu}$ is the matrix inverse of $g_{\mu\nu}$.

Consider now an infinite isotropic manifold with

$$(ds)^2 = (dw)^2 + r^2 (w) \,(d\hat{r})^2$$

(9)

The variable $w$ takes on values $-\infty \leq w \leq +\infty$, the unit vectors $\hat{r}$ represent the points on $S_{N-1}$ in terms of the standard angular parameterization, and $r(w)$ is assumed to be a positive, non-vanishing “radius” function that has a minimum at $w = 0$ and becomes infinite as $w \rightarrow \pm \infty$. For fixed angles, radial displacements on the manifold are determined just by $ds = \pm dw$. We refer to $w > 0$ and $w < 0$ as the “upper” and “lower” branches of the manifold, respectively, and following Einstein and Rosen \[7\], we call the region near $w = 0$ the “bridge” between the two branches. For visualization purposes, please see the examples shown in the Figures.

The metric, its inverse, and the determinant $g$ have well-known, standard expressions for this manifold. In any case, the form of the metric leads to the invariant Laplacian

$$\nabla^2 = \frac{1}{r(w)^{N-1}} \partial_w \left( r(w)^{N-1} \partial_w \right) - \frac{1}{r(w)^2} L^2,$$

(10)

where all the $N-1$ angular derivatives are contained in $L_{jk} = -i \,(x_j \partial_k - x_k \partial_j)$ with $L^2 \equiv \sum_{1 \leq j < k \leq N} L_{jk} L_{jk}$.

The eigenfunctions of $L^2$ form a complete set on $S_{N-1}$, the hyperspherical harmonics $Y_{lm_1m_2\cdots m_{N-2}}$, analogous to the familiar spherical harmonics $Y_l^m$ on $S_2$. The $Y_{lm_1m_2\cdots m_{N-2}}$ depend on the $N-1$ angles parameterizing all points on the hypersphere, but do not depend on $w$. Thus, with unit vectors $\hat{r}_1$ and $\hat{r}_2$ representing two points on $S_{N-1},$

$$\sum_{l,m_1,m_2,\cdots,m_{N-2}} Y_{lm_1m_2\cdots m_{N-2}} (\hat{r}_1) \, Y_{lm_1m_2\cdots m_{N-2}}^* (\hat{r}_2) = \delta^{N-1} (\hat{r}_1 - \hat{r}_2), \quad \int \delta^{N-1} (\hat{r}_1 - \hat{r}_2) \, d\Omega (\hat{r}_1) = 1$$

(11)

More details about hyperspherical harmonics may be found in various books, although notation and conventions may differ from those used here. Acting on $Y_{lm_1m_2\cdots m_{N-2}}$ the $L^2$ eigenvalues are given by

$$L^2 Y_{lm_1m_2\cdots m_{N-2}} = l \,(l + N - 2) \, Y_{lm_1m_2\cdots m_{N-2}}$$

(12)

for $l = 0, 1, 2, \cdots$, generalizing the well-known $N = 3$ case. As a further generalization of $N = 3$ results, there is an addition formula for hyperspherical harmonics resulting in a Gegenbauer polynomial. For fixed $l$ in $N$ dimensions,

$$\frac{2l + N - 2}{N - 2} C_l^\frac{N - 2}{2} (\hat{r}_1 \cdot \hat{r}_2) = \Omega_N \sum_{m_1,m_2,\cdots,m_{N-2}} Y_{lm_1m_2\cdots m_{N-2}} (\hat{r}_1) \, Y_{lm_1m_2\cdots m_{N-2}}^* (\hat{r}_2)$$

(13)

where our orthonormalization convention is

$$\int Y_{lm_1\cdots m_{N-2}} (\hat{r}) \, Y_{lm_1'\cdots m_{N-2}'}^* (\hat{r}) \, d\Omega = \delta_{l'l} \delta_{m_1m_1'} \cdots \delta_{m_{N-2}m_{N-2}'}$$

(14)
Elementary harmonic functions on the manifold have the form

\[ h_{l_{m_1}m_2\ldots m_{N-2}} = h_l(w) Y_{l_{m_1}m_2\ldots m_{N-2}}(\vec{r}) \]  

where the radial functions satisfy the equation

\[ \frac{l(l+N-2)}{r(w)^2} h_l(w) = \frac{1}{r(w)^{N-1}} \frac{d}{dw} \left( r(w)^{N-1} \frac{d}{dw} h_l(w) \right) \]

(16)

\[ = \frac{1}{r(w)} \frac{d}{dw} \left( r(w) \frac{d}{dw} h_l(w) \right) + (N - 2) \frac{r'(w)}{r(w)} \frac{d}{dw} h_l(w) \]

(17)

Suppose \( h_l^{(1)} \) and \( h_l^{(2)} \) are two solutions of this second-order differential equation. Then by Abel’s identity their Wronskian is

\[ W \left[ h_l^{(1)}(w), h_l^{(2)}(w) \right] \equiv h_l^{(1)}(w) \frac{d}{dw} h_l^{(2)}(w) = \frac{c_l}{r^{N-1}(w)} \]

(18)

where \( c_l = r^{N-1}(0) W \left[ h_l^{(1)}(0), h_l^{(2)}(0) \right] \) is a constant. For the cases of interest, \( r(w) \) is monotonic in \( |w| \) as well as symmetric under \( w \to -w \), and therefore if \( h_l(w) \) is a solution to (16), so is \( h_l(-w) \).

For the rest of the discussion, we assume both \( r(w) = r(-w) \) and \( r(w) \to \infty \) as \( |w| \), in which case the asymptotic behavior of the two radial functions is familiar since to leading order (16) reduces to

\[ \frac{1}{|w|^{N-1}} \frac{d}{dw} \left( |w|^{N-1} \frac{d}{dw} h_l(w) \right) \sim \frac{l(l+N-2)}{|w|^2} h_l(w) \]

(19)

with simple power law solutions

\[ h_l(w) \sim |w|^l \quad \text{or} \quad \frac{1}{|w|^{l+N-2}} \]

(20)

For \( N > 2 \) we identify the exact solution that falls off when \( w \to +\infty \) but does not fall off when \( w \to -\infty \) as \( h_l^{(+)} \). Thus, with a normalization chosen for convenience,

\[ h_l^{(+)}(w) \sim w^{+} \frac{1}{|w|^{l+N-2}}, \quad h_l^{(+)}(w) \sim b_l |w|^l \]

(21)

where \( b_l \) is another constant. For the cases of interest, for which \( r(w) = r(-w) \), it follows that \( h_l^{(-)}(w) \equiv h_l^{(+)}(-w) \) is an independent exact solution that has the asymptotic behavior

\[ h_l^{(-)}(w) \sim \frac{1}{|w|^{l+N-2}}, \quad h_l^{(-)}(w) \sim b_l |w|^l \]

(22)

Independence follows from the Wronskian

\[ W \left[ h_l^{(-)}(w), h_l^{(+)}(w) \right] \equiv h_l^{(-)}(w) \frac{d}{dw} h_l^{(+)}(w) \sim b_l \left( w^{l} \frac{(-l-N+2)}{w^{l+N-1}} - \frac{1}{w^{l+N-2}} w^{l-1} \right) \]

(23)

as expected from the asymptotic form of (18) with \( c_l = (2 - N - 2l) b_l \). For \( N > 2 \), a Green function that vanishes as \( |w| \to \infty \) has the form

\[ G(w_1, \vec{r}_1; w_2, \vec{r}_2) = \sum_{l,m_1,m_2,\ldots,m_{N-2}} \frac{1}{c_l} h_l^{(+)}(w_>) h_l^{(-)}(w_<) Y_{l,m_1,m_2,\ldots,m_{N-2}}(\vec{r}_1) Y_{l,m_1,m_2,\ldots,m_{N-2}}^{*}(\vec{r}_2) \]

\[ = \frac{1}{(2-N) \Omega_N} \sum_{l=0}^{\infty} \frac{1}{b_l} h_l^{(+)}(w_>) h_l^{(-)}(w_<) C_1^{(N-2)} \cos \theta \]

(24)

\[ \text{Compare (19) to the usual radial equation and its solutions on } \mathbb{E}_N, \text{ namely, } \frac{1}{r^{N-1}} \frac{d}{dr} \left( r^{N-1} \frac{d}{dr} h_l(r) \right) = \frac{l(l+N-2)}{r^2} h_l(r), \]

which is solved by \( h_l(r) = C_1 r^l + C_2 r^{2l-2+N-1} \).
where \( w_\geq \) or \( w_\leq \) is the max or min of \( w_1 \) and \( w_2 \), respectively. When \( r(w) = r(-w) \) it follows that

\[
G(w_1, \hat{r}_1; w_2, \hat{r}_2) = G(w_2, \hat{r}_2; w_1, \hat{r}_1)
\]

(25)

and, due to the isotropy of the manifold, the sum over the various \( m_k \) labeling the hyperspherical harmonics always reduces to a function of just a single angle \( \theta \), namely, \( C_i (\frac{\partial \theta}{\partial w}) \) with \( \cos \theta \equiv \hat{r}_1 \cdot \hat{r}_2 \).

Completeness of the \( Y_{lm}^{m_2 \cdots m_{N-2}} \) on the hypersphere \( S_{N-1} \) and the radial discontinuity given by

\[
\lim_{\varepsilon \to 0} \frac{d}{dw_1} \left( r(w_1)^{N-1} h_i^{(+)}(w_1) \right) h_i^{(-)}(w_2) \bigg|_{w_1 = w_2 + \varepsilon} - \lim_{\varepsilon \to 0} h_i^{(+)}(w_2) \frac{d}{dw_1} \left( r(w_1)^{N-1} h_i^{(-)}(w_1) \right) \bigg|_{w_1 = w_2 - \varepsilon} = -c_i
\]

produces the expected invariant Dirac delta in the equation obeyed by \( G \), namely,

\[
\nabla^2 G(w_1, \hat{r}_1; w_2, \hat{r}_2) = -\frac{1}{r(w)^{N-1}} \delta(w_1 - w_2) \delta^{N-1}(\hat{r}_1 - \hat{r}_2)
\]

(26)

If either \( w_\geq \to +\infty \) or \( w_\leq \to -\infty \), the individual terms vanish in the sum (24), so that the Green function satisfies the homogeneous boundary condition \( G = 0 \), assuming convergence of the sum. However, when \( w_2 = 0 \) the value of \( G \) is not so obvious. Nevertheless, a simple linear combination can be selected to construct a Green function that vanishes at \( w_2 = 0 \), namely,

\[
G_o(w_1, \hat{r}_1; w_2, \hat{r}_2) = G(w_1, \hat{r}_1; w_2, \hat{r}_2) - G(w_1, \hat{r}_1; -w_2, \hat{r}_2)
\]

(28)

Note that \( G_o \) is manifestly an odd function of \( w_2 \) and is also an odd function of \( w_1 \) as a consequence of (25).

This \( G_o \) has a simple interpretation as the potential at \((w_1, \hat{r}_1)\) due to a point charge source at \((w_2, \hat{r}_2)\) and a negative image charge of that point source at \((-w_2, \hat{r}_2)\). The source and image charges are therefore of equal magnitude but opposite sign, and are positioned symmetrically but on opposite branches of the manifold. So, if both \( w_1 \) and \( w_2 \) are restricted to one branch of the manifold, (27) will still hold on that branch, since the image will produce an additional Dirac delta only on the other branch. Therefore \( G_o \) is an appropriate Green function to solve \( \nabla^2 \Phi = -\rho \) on the upper branch of the manifold with the condition \( \Phi = 0 \) on the inner boundary of that branch, i.e. on the hypersphere at \( w = 0 \).

The radial equation (16) is perhaps more transparent after changing variable to

\[
u = \int_0^w \frac{d\nu}{r(\nu)}
\]

(29)

with implicit inverse \( w(u) \). Note that \( \sgn u = \sgn w \), and if \( r(w) \sim |w| \) then \( u \to \pm \infty \). With this variable change, the radial parts of harmonic functions satisfy the equation

\[
\frac{d^2}{du^2} h_l + (N - 2) r'(w(u)) \frac{d}{du} h_l = l(l + N - 2) h_l
\]

(30)

This may be cast into \text{Sturm-Liouville} form on the interval \(-1 \leq t \leq +1\) upon changing variables to \( t = \tanh u \), and multiplying by the integrating factor

\[
\mu(t) = \exp \left( \int_0^t \frac{(N - 2) r'(w(\text{arctanh } \tau))}{(1 - \tau^2)} d\tau \right)
\]

(31)

The result is

\[
\frac{d}{dt} \left( \mu(t) (1 - t^2) \frac{d}{dt} h_l \right) = \frac{l(l + N - 2)}{1 - t^2} \mu(t) h_l
\]

(32)

So written, the reader can easily find in the mathematical literature several detailed discussions of Green functions for this equation.
4 The Ellis wormhole in \( N \) dimensions

The so-called Ellis wormhole \([8]\) is defined by (9) with

\[ r (w) = \sqrt{R^2 + w^2} \]

or \( w = \pm \sqrt{R^2 - R^2} \) on the upper and lower branches of the wormhole, respectively. In this case

\[ u (w) = \int_0^w \frac{dv}{\sqrt{R^2 + v^2}} = \text{arsinh} \left( \frac{w}{R} \right) = \ln \left( \frac{w}{R} + \sqrt{1 + \frac{w^2}{R^2}} \right) \]



or\( w = \pm \sqrt{R^2 - R^2} \) on the upper and lower branches of the wormhole, respectively. In this case

\begin{align*}
u (w) &= R \sinh u \, , \quad r (w (u)) = R \cosh u \, , \quad r' (w (u)) = \frac{w (u)}{\sqrt{R^2 + w^2 (u)}} = \tanh u \\
\text{and therefore} &\\
\frac{d^2}{du^2} h_t + (N - 2) (\tanh u) \frac{d}{du} h_t &= l (l + N - 2) h_t \end{align*}

This has exact solutions

\begin{align*}
h^{(1)}_t (u) &= \frac{(1 + \tanh u)^\frac{1}{2} (N + l - 2)}{(1 - \tanh u)^\frac{1}{2}} \, 2F_1 \left( 2 - \frac{1}{2} N, 1; 2 - \frac{1}{2} N - l; \frac{1 - \tanh u}{2} \right) \\
h^{(2)}_t (u) &= \frac{(1 - \tanh u)^\frac{1}{2} (N - l + 2)}{(1 + \tanh u)^\frac{1}{2}} \, 2F_1 \left( 2 - \frac{1}{2} N, 1; 2 - \frac{1}{2} N + l; \frac{1 - \tanh u}{2} \right)
\end{align*}

when written in terms of Gauss hypergeometric functions,

\[ 2F_1 (a, b; c; z) = \sum_{k=0}^{\infty} \frac{(a)_k (b)_k}{(c)_k} \frac{z^k}{k!} \]

where \((a)_k = \Gamma (a + k) / \Gamma (a)\), etc. It follows that \( h^{(1)}_t \) is well-behaved as \( u \to -\infty \) for all even \( N > 2 \), but not for odd \( N \), where it is necessary to take a linear combination of \( h^{(1)}_t \) and \( h^{(2)}_t \) to find good behavior. On the other hand, \( h^{(2)}_t \) is well-behaved as \( u \to +\infty \) for all \( N > 2 \). (For \( N = 2 \), see [2].)

Evidently the simplest case beyond two dimensions is \( N = 4 \), for which the general solution of (36) is given by

\[ h_t (u) = \frac{1}{\cosh u} (c_1 \exp [(l + 1) u] + c_2 \exp [-(l + 1) u]) \]

for any constants \( c_1 \) and \( c_2 \). That is to say,

\begin{align*}
h^{(1,2)}_t (u) &= \frac{1}{\cosh u} \exp [\pm (l + 1) u] \, , \quad h^{(1)}_t (-\infty) = 0 \, , \quad h^{(2)}_t (+\infty) = 0 \\
W \left[ h^{(1)}_t (u), h^{(2)}_t (u) \right] &= h^{(1)}_t (u) \frac{d}{du} h^{(2)}_t (u) = -\frac{2 (l + 1)}{\cosh u}
\end{align*}

Or, in terms of the variable \( t = \tanh u = \frac{w}{\sqrt{R^2 + w^2}} \), for \( N = 4 \) the two independent solutions (37) and (38) become

\begin{align*}
h^{(1,2)}_t (t) &= \frac{(1 \pm t)^{l+1}}{(1 - t^2)^{l/2}} \, , \quad h^{(1)}_t (-1) = 0 \, , \quad h^{(2)}_t (+1) = 0 \\
W \left[ h^{(1)}_t (t), h^{(2)}_t (t) \right] &= h^{(1)}_t (t) \frac{d}{dt} h^{(2)}_t (t) = -2 (l + 1)
\end{align*}
In terms of these harmonic functions for \( N = 4 \), the Green function (24) is

\[
G (w_1, \hat{r}_1; w_2, \hat{r}_2) = \frac{1}{4\pi^2 \sqrt{(R^2 + w_1^2)(R^2 + w_2^2)}} \sum_{l=0}^{\infty} \left( \frac{w_+ + \sqrt{R^2 + w_1^2}}{w_+ + \sqrt{R^2 + w_2^2}} \right)^{l+1} \frac{C_l^{(1)}(\hat{r}_1 \cdot \hat{r}_2)}{C_l^{(1)}(\hat{r}_1 \cdot \hat{r}_2)}
\]

or

\[
G (w_1, \hat{r}_1; w_2, \hat{r}_2) = \frac{1}{4\pi^2 r_1 r_2} \left( \sqrt{\frac{r_1 + w_1}{r_2 + w_2}} \right) \left( \frac{r_1 + w_1}{r_2 + w_2} \right) + O \left( \frac{R}{r_1^2} \right)
\]

where \( r_1 \equiv \sqrt{R^2 + w_1^2} \) and \( r_2 \equiv \sqrt{R^2 + w_2^2} \). Note that \( G (w_1, \hat{r}_1; w_2, \hat{r}_2) = G (w_2, \hat{r}_2; w_1, \hat{r}_1) \). The \( N = 4 \) Green function for the grounded wormhole is then defined as in (28), so that \( G_o (w_1, \hat{r}_1; w_2, \hat{r}_2) = -G_o (-w_1, \hat{r}_1; w_2, \hat{r}_2) \).

Asymptotically, with both points on the upper branch of the manifold,

\[
G (w_1, \hat{r}_1; w_2, \hat{r}_2) \sim \frac{1}{4\pi^2 |\hat{r}_1 - \hat{r}_2|^2} + O \left( \frac{R}{r_1^2} \right)
\]

As should be expected, the leading term here is in agreement with [1] for \( N = 4 \).

A contour plot of \( G \) versus \( w_1 \) and \( \theta \equiv \arccos (\hat{r}_1 \cdot \hat{r}_2) \) is shown for the \( N = 4 \) Ellis wormhole in Figure 10, with \( R = 1 \) and unit source at \((w_2, \hat{r}_2) = (1, \hat{r}_2)\). A similar plot of \( G_o \) versus \( w_1 \) and \( \theta \) is shown in Figure 11. In addition to the unit source at \((w_2, \hat{r}_2) = (1, \hat{r}_2)\), \( G_o \) incorporates a negative image of that source at \((w_2, \hat{r}_2) = (-1, \hat{r}_2)\).

5 The \( p \)-norm wormholes

Consider next a continuous deformation of the Ellis wormhole. Define a class of “\( p \)-norm radial functions” with \( R \) a constant radius, \( p \geq 1 \) a real number, and

\[
r (w) = (R^p + |w|^p)^{1/p}
\]

Note that indeed \( r (w) \sim |w| \) as \( |w| \to R \), so the asymptotic behavior of harmonic functions on these manifolds falls within the scope of the discussion following [19]. Also note the case \( p = 2 \) is the Ellis wormhole. Equatorial slices of the manifolds defined by (19) and (10) for various values of \( p \) are shown in the Figures as 3D embeddings of 2D surfaces, to obtain curved surfaces of revolution about the \( z \)-axis.

As \( p \to 1 \), or else as \( p \to \infty \), this class of manifolds continuously interpolates between the Ellis wormhole, with its smoothly curved bridge, and two flattened copies of \( \mathbb{E}_N \) each of which is missing an \( N \)-ball \( \mathbb{B}_N \) of radius \( R \). That is to say, varying \( p \) away from \( p = 2 \) interpolates between the Ellis wormhole and a pair of \( \mathbb{E}_N - \mathbb{B}_N (R) \) manifolds, either as \( p \to 1 \) or else as \( p \to \infty \). Nonetheless, the two copies of \( \mathbb{E}_N - \mathbb{B}_N (R) \) are joined together, either by a single \( S_{N-1} \) of radius \( R \), as \( p \to 1 \), or by a tube composed of such \( S_{N-18} \), as \( p \to \infty \). For the first of these limits, we say the two copies of \( \mathbb{E}_N - \mathbb{B}_N (R) \) are “creased” together on a
single hypersphere of radius $R$, that hypersphere providing an open “doorway” to go from one copy of $\mathbb{E}_N - \mathbb{B}_N (R)$ to the other.

For $G$ and $G_\sigma$, in this short section on generic $p$-norm manifolds we are content to refer to the previous general discussion of the Green functions. To supplement that discussion, we only point out that the variable $w$ defined in (29) is explicitly given for the $p$-norm radial functions by Gauss hypergeometric functions, namely,

$$ u(w) = \int_0^w \frac{1}{(R^p + (w^2)^{p/2})^{1/p}} \, dw = \frac{w}{R^2} F_1 \left( \frac{1}{p}; \frac{1}{p}; 1 + \frac{1}{p}; \left( \frac{w^2}{R^2} \right)^p \right) $$

(50)

6 The squashed wormhole and its Green functions

Flattening the two branches of the wormhole, to obtain two independent copies of $\mathbb{E}_N - \mathbb{B}_N (R)$ joined together on a common hypersphere, is achieved by taking the $p = 1$ Manhattan norm $^2$

$$ r(w) = R + |w| $$

(51)

Then so long as $w \neq 0$ (16) is solved by familiar parameters,

$$ h_t(w) = r(w)^l \quad \text{or} \quad r(w)^{2-N-l} $$

(52)

It suffices to consider two situations for the source and field point locations, either with $w_1$ and $w_2$ on the same branch of the manifold, or with $w_1$ and $w_2$ on opposite branches.

Suppose $w_>$ is always on the upper branch, say. Then (24) will have different forms for the two possible source and field point locations.

$$ G(w_1, \hat{r}_1; w_2, \hat{r}_2) = k_N \sum_{l=0}^{\infty} \frac{(r(w_>)^l)}{(r(w<))^l} C_1^l \left( \frac{2+2}{2} \right) (\hat{r}_1 \cdot \hat{r}_2) $$

if both $w_> > 0 \& w_<< 0$ (53)

$$ = k_N \sum_{l=0}^{\infty} \frac{(R)^{2l+N-2}}{(r(w<))^l} C_1^l \left( \frac{2+2}{2} \right) (\hat{r}_1 \cdot \hat{r}_2) $$

if $w_> > 0 \& w_<< 0$ (54)

The two forms are chosen so that $G \to 0$ as $w_> \to +\infty$ or as $w_<> -\infty$, and so that $G$ is continuous as $w_< \to 0$, i.e. at $r(w_<) = R$.

For the first situation with $w_1 > 0$ and $w_2 > 0$, in light of (51) the sum in (53) gives

$$ G(w_1, \hat{r}_1; w_2, \hat{r}_2)|_{w_1 > 0 \& w_2 > 0} = \frac{k_N}{(r^2(w_1) + r^2(w_2) - 2r(w_1) r(w_2) \hat{r}_1 \cdot \hat{r}_2)^{N+2}} $$

(55)

and

$$ = \frac{k_N}{|\hat{r}_1^2 - \hat{r}_2^2|^{N-2}} $$

(56)

where in the last expression we have identified $\hat{r}_1 = (R + |w_1|) \hat{r}_1$ and $\hat{r}_2 = (R + |w_2|) \hat{r}_2$ to obtain a symmetrical form that can also be used if both $w_1 < 0$ and $w_2 < 0$.

For the second situation with $w_1 > 0$ and $w_2 < 0$, the sum in (54) gives

$$ G(w_1, \hat{r}_1; w_2, \hat{r}_2)|_{w_1 > 0 \& w_2 < 0} = \frac{R^{N-2}k_N}{(r^2(w_1))^2 + r^4 - 2R^2r(w_1) r(w_2) \hat{r}_1 \cdot \hat{r}_2)^{N+2}} $$

(57)

$$ = \frac{R^{N-2}k_N}{|r^2 + R^4 - 2R^2r_1 \cdot \hat{r}_2|^{N-2}} $$

(58)

where in the last expression we have again identified $\hat{r}_1 = (R + |w_1|) \hat{r}_1$ and $\hat{r}_2 = (R + |w_2|) \hat{r}_2$ to obtain a symmetrical form that can also be used if $w_1 < 0$ and $w_2 > 0$.

\footnote{In the opposite extreme, when $p \to \infty$ an equatorial slice of the $p$-norm wormhole becomes the right-circular cylindrical tube of [11], p 488, Eqn (9).}
So, as might have been anticipated, $G(w_1, \hat{r}_1; w_2, \hat{r}_2) = G(w_2, \hat{r}_2; w_1, \hat{r}_1)$ in all situations. Taken together, (59) and (77) give $G$ as a solution to (27) for any field and source point locations on the squashed manifold. A contour plot of $G$ versus $w_1$ and $\theta = \arccos(\hat{r}_1 \cdot \hat{r}_2)$ is shown for the squashed wormhole in Figure 12, with $N = 4$, $R = 1$, and unit source at $(w_2, \hat{r}_2) = (1, \hat{r}_2)$.

Once again a simple linear combination can be taken to construct a Green function that vanishes at $w_2 = 0$, as in (28). Given that $r(w) = r(-w)$, when both $w_1 > 0$ and $w_2 > 0$ this grounded Green function for the squashed wormhole is explicitly

$$G_o(w_1, \hat{r}_1; w_2, \hat{r}_2)_{|w_1 > 0, w_2 > 0} = \frac{k_N}{|\hat{r}_1^2 - \hat{r}_2^2|^{N-2}} - \frac{R^{N-2}k_N}{(\hat{r}_1^2 + 2R^2\hat{r}_1 \cdot \hat{r}_2)^{\frac{N-2}{2}}}$$  \hfill (59)$$

Recall that $G_o$ is not only manifestly an odd function of $w_2$ but is also an odd function of $w_1$ as a consequence of (28) and the symmetry $G(w_1, \hat{r}_1; w_2, \hat{r}_2) = G(w_2, \hat{r}_2; w_1, \hat{r}_1)$. Therefore, when the field point is on the lower branch of the squashed wormhole with the source on the upper branch,

$$G_o(w_1, \hat{r}_1; w_2, \hat{r}_2)_{|w_1 < 0, w_2 > 0} = -\frac{k_N}{|\hat{r}_1^2 - \hat{r}_2^2|^{N-2}} + \frac{R^{N-2}k_N}{(\hat{r}_1^2 + 2R^2\hat{r}_1 \cdot \hat{r}_2)^{\frac{N-2}{2}}}$$  \hfill (60)$$

Again, for emphasis, this $G_o$ has the interpretation as the potential at $(w_1, \hat{r}_1)$ due to a point charge source at $(w_2, \hat{r}_2)$ and a negative image charge of that point source at $(-w_2, \hat{r}_2)$. The source and image charges are therefore of equal magnitude but opposite sign, and are positioned in an natural way on opposite branches of the manifold.

At the risk of being repetitive, if both $w_1$ and $w_2$ are restricted to one branch of the manifold, (27) will still hold on that branch, since the image will produce an additional Dirac delta only on the other branch. Therefore $G_o$ is an appropriate Green function to solve $\nabla^2 \Phi = -\rho$ on the upper branch of the manifold with the condition $\Phi = 0$ on the inner boundary of that branch, i.e. on the hypersphere at $w = 0$.

When both field and source points are on the upper branch of the wormhole, this result for $G_o$ is exactly the usual result for the Green function in the region exterior to a grounded hypersphere, as obtained by considering only one copy of $\mathbb{E}_N$ and putting a unit source at $\tilde{r}_2^2$ outside the hypersphere along with a negative image source of reduced strength $-(R/r_2)^{N-2}$ at an “inversion point” $\tilde{r}_{\text{image}}^2 = \frac{R^2}{r_2^2}$ that lies inside the hypersphere, namely,

$$G_o(\tilde{r}^1_1; \tilde{r}^2_2) = \frac{k_N}{|\tilde{r}^1_1 - \tilde{r}^2_2|^{N-2}} - \frac{R^{N-2}k_N}{|\tilde{r}^1_1 - R^2\tilde{r}^2_2|^N} = G_o(\tilde{r}^2_2; \tilde{r}^1_1)$$  \hfill (61)$$

Thus, either image procedure gives the same $G_o$ Green function when restricted to this single copy of $\mathbb{E}_N - \mathbb{B}_N(R)$. In particular, for $N = 4$, on the upper branch of the wormhole,

$$G_o(\tilde{r}^1_1, \tilde{r}^2_2) = \frac{1}{4\pi^2|\tilde{r}^1_1 - \tilde{r}^2_2|^2} - \frac{R^2}{4\pi^2|\tilde{r}^1_1 - R^2\tilde{r}^2_2|^2} = \frac{1}{4\pi^2(\tilde{r}^1_1^2 + \tilde{r}^2_2^2 - 2\tilde{r}^1_1 \cdot \tilde{r}^2_2)} - \frac{R^2}{4\pi^2(\tilde{r}^1_1^2 + R^4 - 2R^2\tilde{r}^1_1 \cdot \tilde{r}^2_2)}$$  \hfill (62)$$

A contour plot of $G_o$ for the $N = 4$ squashed wormhole is shown in Figure 13, for $\tilde{r}^1_1$ on both upper and lower branches, with a unit source on the upper branch at $(w_2, \theta_2) = (1, 0)$ and its negative image on the lower branch at $(-w_2, \theta_2) = (-1, 0)$.

7 Relating image charge distributions by inversion

Coordinate inversion for a single copy of $\mathbb{E}_N$ maps the interior of the hypersphere to the exterior, and vice versa, and therefore inversion should be expected to relate the standard image method, where the so-called Kelvin image is placed inside the hypersphere, to the Sommerfeld method for the squashed wormhole. Indeed, inversion of the source position is the technique that is normally invoked to locate Kelvin images for grounded hypersphere Green functions on $\mathbb{E}_N$. 

The inversion mapping is defined by
\[ \tilde{r} = \frac{R^2}{r^2} \tilde{r} \] (63)
Radial distances change under the inversion, \( r = R^2/r \), but angles do not, \( \tilde{\hat{r}} = \tilde{\hat{r}} \). Under an inversion the Laplacian does \textit{not} transform into a geometric factor multiplying just the Laplacian, \textit{except when} \( N = 2 \). In other dimensions, the Laplacian mixes with the scale operator under an inversion, as follows.
\[
\nabla_r^2 = \left( \frac{r^2}{R^2} \right)^2 \left( \nabla_{\tilde{r}}^2 + \frac{2 (2 - N)}{r^2} D_{\tilde{r}} \right) , \quad D_{\tilde{r}} = \tilde{\nabla} \cdot \tilde{\nabla}_{\tilde{r}} \] (64)
This statement may be understood by considering harmonic functions, upon noting that under inversions \( r \) effectively becomes \( 1/r \), and only when \( N = 2 \) do both \( r^l \) and \( r^{-l} \) appear as factors in harmonic functions. For other \( N \) the factors are \( r^l \) and \( r^{2-N-l} \).

Moreover, \( G \) itself is \textit{not} invariant under the inversion, \textit{except when} \( N = 2 \). This is obvious on dimensional grounds, since \( G(\tilde{\hat{r}}, 0) \propto 1/r^{N-2} \rightarrow r^{-2} / R^{2N-4} \propto (r^{2N-4} / R^{2N-4}) G(\tilde{\hat{r}}, 0) \). More precisely, in \( N \) spatial dimensions,
\[
G(\tilde{r}_1; \tilde{r}_2) \rightarrow_{\text{inversion}} \frac{r_1^{N-2} r_2^{N-2}}{R^{2N-4}} G(\tilde{r}_1; \tilde{r}_2) \] (65)

Note the symmetry under \( \tilde{r}_1 \leftrightarrow \tilde{r}_2 \) is maintained under \( \hat{\tilde{r}}_1 \leftrightarrow \hat{\tilde{r}}_2 \). The complete transformation of the differential equation for the Green function in \( N \) dimensions is
\[
\nabla_{\tilde{r}_1}^2 G(\tilde{r}_1; \tilde{r}_2) = -\frac{1}{\sqrt{g}} \delta^N(\tilde{r}_1 - \tilde{r}_2) \rightarrow_{\text{inversion}} \left( \frac{r_1^2}{R^2} \right)^2 \left( \nabla_{\tilde{r}_1}^2 + \frac{2 (2 - N)}{r_1^2} D_{\tilde{r}_1} \right) \left( \frac{r_1^{N-2} r_2^{N-2}}{R^{2N-4}} G(\tilde{r}_1; \tilde{r}_2) \right) = -\frac{r_1^{N+1} r_2^{-N}}{R^{2N}} \delta(t_1 - t_2) \delta^{N-1}(\tilde{r}_1 - \tilde{r}_2) \] (66)
Again the \( N = 2 \) case is especially simple. For \( N = 2 \), up to a common factor, the equation is unchanged in form by the inversion.

In view of these results, it is not difficult to map only the lower branch of the squashed wormhole into the interior of the hypersphere while leaving the upper branch unchanged, thereby obtaining a single copy of \( \mathbb{E}_N \) that includes both the exterior and the interior of the hypersphere. In the course of this inversion, the image charge is moved to its more conventional position within the hypersphere. We leave the details as an exercise for the reader.

8 On the grounded conducting disk in 3D

Hobson used Sommerfeld’s method and a clever coordinate choice to find the Green function for an equipotential circular disk in three Euclidean dimensions [10]. In this approach, the disk serves as a doorway between two copies of \( \mathbb{E}_3 \), with the unit source and field point located in one copy of \( \mathbb{E}_3 \), and an equal strength, negative image of the source obviously placed in the same position as the source except in the second copy of \( \mathbb{E}_3 \). Nearly forty years later, Waldmann (a student of Sommerfeld) offered another solution to this problem [10] by mapping the half-plane to a finite radius disk and then transforming Sommerfeld’s 1897 result for the grounded half-plane Green function. Another thirty-four years after that, Davis and Reitz independently solved the same problem, again using Sommerfeld’s method but with an emphasis on the use of complex analysis to construct directly the Green function on the two copies of \( \mathbb{E}_3 \) [3]. In this regard, their approach is more in line with Sommerfeld’s original analysis, wherein complex variables also play a central role.

Neither of these treatments invoke Riemannian geometry as we have done here for hyperspheres. However it is possible in principle to consider the conducting disk in \( \mathbb{E}_3 \) as a squashed oblate spheroid, and thereby obtain the Green function for the disk by taking a limit of Green functions on branched manifolds connected by spheroidal generalizations of the Ellis wormhole, analogous to the \( p \)-norm wormholes used above. This more geometrical treatment will be discussed elsewhere [1].
9 Conclusions

We have obtained the Green function for grounded hyperspheres in $N$ spatial dimensions by first constructing Green functions on Riemannian manifolds (rather unfortunately, in our opinion, but commonly known as “wormholes”) and then by squashing these manifolds to produce two copies of flat Euclidean space creased together along a hypersphere of radius $R$. The distribution of source and image charges on the final squashed manifold illustrates Sommerfeld’s generalization of Thomson’s method.

Sommerfeld knew that his generalized method could be used to solve a large variety of problems [15], writing to Klein in the spring of 1897 (see [6] page 80):

“The number of boundary value problems solvable by means of my elaborated Thomson’s method of images is very great.”

But he does not seem to have pursued this during the next half-century, perhaps because more interesting mathematics and physics questions captured his attention.

In our opinion, the most prescient aspect of Sommerfeld’s nineteenth century work lies in its suggestion that physical problems in electromagnetic theory may be simplified and perhaps more easily understood through the study of Riemannian geometries, a view that developed much later in general relativity. However, like Riemann before him, in 1897 Sommerfeld had no reason to include time along with the spatial dimensions of his envisioned manifolds, thus making his work premature.

Nevertheless, considering its application of Riemann’s ideas from geometry and complex analysis to higher dimensional branched manifolds, we believe Sommerfeld’s work should be recognized as a legitimate precursor to the wormhole studies that appeared a few decades later [7, 8] and continue to the present day [14, 11, 12]. We hope our paper encourages readers to share this opinion.
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The first nine Figures show equatorial surface slices of various $p$-norm wormholes, as embeddings in three dimensions, where

$$ (ds)^2 = (dw)^2 + r^2 (w) (d\theta)^2 = (dx)^2 + (dy)^2 + (dz)^2 \quad (F1) $$

$$ x (w, \theta) = r (w) \cos \theta , \quad y (w, \theta) = r (w) \sin \theta , \quad r (w) = \left( R^p + (w^2)^{p/2} \right)^{1/p} \quad (F2) $$

$$ z (w) = \int_0^w \sqrt{1 - (w^2)^p - 1} \left( R^p + (w^2)^{p/2} \right)^{2 - 2/p} \, d\varpi \quad (F3) $$

For example, for $p = 2$,

$$ z (w) = R \ln \left( \frac{w + \sqrt{R^2 + w^2}}{R} \right) = R \arcsinh \left( \frac{w}{R} \right) \quad (F4) $$

For generic $p$, it is easiest to obtain $z (w)$ by numerical solution of

$$ \frac{dz (w)}{dw} = \sqrt{1 - (w^2)^{p-1} \left( R^p + (w^2)^{p/2} \right)^{2 - 2/p}} \quad (F5) $$

with initial condition $z (0) = 0$.  

For example, for $p = 2$,
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For generic $p$, it is easiest to obtain $z (w)$ by numerical solution of

$$ \frac{dz (w)}{dw} = \sqrt{1 - (w^2)^{p-1} \left( R^p + (w^2)^{p/2} \right)^{2 - 2/p}} \quad (F5) $$
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12
Figures 1-9: Embedded $p$-norm wormhole equatorial surfaces for $p$ as shown. All plots are for $R = 1$, with $0 \leq \theta \leq 2\pi$ and $-2 \leq w \leq 2$. Upper and lower branches of the surfaces are in orange and green, respectively.

Figure 1: $p = 17$

Figure 2: $p = 9$

Figure 3: $p = 5$

Figure 4: $p = 3$

Figure 5: $p = 2$

Figure 6: $p = 3/2$

Figure 7: $p = 17/16$

Figure 8: $p = 65/64$

Figure 9: $p = 257/256$
The next four Figures show contour plots of various Green functions with $N = 4$ and $R = 1$, for $-\pi \leq \theta \leq \pi$ along the vertical axes, where $\theta \equiv \arccos (\hat{r}_1 \cdot \hat{r}_2)$, and for $-2.5 \leq w_1 \leq 2.5$ along the horizontal axes. The contours show $|G$ or $G_o| \leq 0.25$.

Figure 10: Plot of (47) versus $w_1$ and $\theta$ with source at $(w_2, \hat{r}_2) = (1, \hat{r}_2)$.

Figure 11: Plot of (28) using (47) with source at $(w_2, \hat{r}_2) = (1, \hat{r}_2)$ & image at $(-w_2, \hat{r}_2) = (-1, \hat{r}_2)$.

Figure 12: Plot of (55) and (57) for $N = 4$ versus $w_1$ and $\theta$ with source at $(w_2, \hat{r}_2) = (1, \hat{r}_2)$.

Figure 13: Plot of (59) and (60) for $N = 4$, with source at $(w_2, \hat{r}_2) = (1, \hat{r}_2)$ & image at $(-w_2, \hat{r}_2) = (-1, \hat{r}_2)$. 

Figure 10: Contour plot of $G$ for the Ellis wormhole in 4D.

Figure 11: Contour plot of $G_o$ for the Ellis wormhole in 4D.

Figure 12: Contour plot of $G$ for the squashed wormhole in 4D.

Figure 13: Contour plot of $G_o$ for the squashed wormhole in 4D.