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Abstract. We use our hands to interact with and to manipulate objects. Articulated objects are especially interesting since they often require the full dexterity of human hands to manipulate them. To understand, model, and synthesize such interactions, automatic and robust methods that reconstruct hands and articulated objects in 3D from a color image are needed. Existing methods for estimating 3D hand and object pose from images focus on rigid objects. In part, because such methods rely on training data and no dataset of articulated object manipulation exists. Consequently, we introduce ARCTIC – the first dataset of free-form interactions of hands and articulated objects. ARCTIC has 1.2M images paired with accurate 3D meshes for both hands and for objects that move and deform over time. The dataset also provides hand-object contact information. To show the value of our dataset, we perform two novel tasks on ARCTIC: (1) 3D reconstruction of two hands and an articulated object in interaction; (2) an estimation of dense hand-object relative distances, which we call interaction field estimation. For the first task, we present ArcticNet, a baseline method for the task of jointly reconstructing two hands and an articulated object from an RGB image. For interaction field estimation, we predict the relative distances from each hand vertex to the object surface, and vice versa. We introduce InterField, the first method that estimates such distances from a single RGB image. We provide qualitative and quantitative experiments for both tasks, and provide detailed analysis on the data. Code and data will be available at https://arctic.is.tue.mpg.de.

1 Introduction

Articulated objects are ubiquitous in our daily lives: We open and close our laptops’ lid many times a day, we open and close doors as we move through buildings, we cut paper with scissors – countless other mechanisms exist and are essential to our daily life because of the dexterity of our hands. To understand the rich interactions that humans carry out with such objects, computers need an automatic method to reconstruct hands and articulated objects in 3D from images. To develop such a method, we need training data consisting of images paired with 3D annotations of hands and articulated objects. To reason about fine-grained interactions additional annotations such as contact and 3D surface information are needed. Such a dataset must have accurate ground-truth meshes together with realistic images and sufficient variation in object shapes and hand poses, making the acquisition non-trivial. Existing datasets, focus on grasping of rigid objects [8, 21, 23, 33] or on articulated objects but without human actors [40, 79].
Fig. 1. We present ARCTIC, the first dataset with images and 3D meshes of hands interacting with articulated objects. ARCTIC contains sequences of 9 people that dynamically and freely interact with 10 articulated objects. We train ArcticNet on this data, a model that infers 3D meshes for hands (MANO) and articulated objects from an image. We also provide contact annotations and show that the distance between hands and objects can be estimated from images alone.

Bridging these two strands of research, we collect a novel dataset, called ARCTIC (ARticulated objeCTs in InteracTion), featuring two hands that interact with articulated objects in a fluid and unconstrained manner. ARCTIC consists of sequences of multi-view RGB frames, and each frame is paired with accurate 3D meshes for hands and articulated objects. Additionally, it contains detailed hand-object contact labels. ARCTIC contains data stemming from 9 people interacting with 10 articulated objects, resulting in a total of 1.2M RGB images. Images are captured from multiple synchronized and calibrated views, including 8 static allocentric views and 1 moving egocentric view. To reconstruct accurate meshes for each frame, we draw inspiration from GRAB [67] and sync our color cameras with a Vicon MoCap setup. We use 54 high-resolution Vantage 16 cameras [76], ensuring that small MoCap markers on the subjects and objects are accurately reconstructed despite strong occlusions and the distance to the cameras. We then fit pre-captured human and object meshes to the observed markers [39, 67]. The objects in ARCTIC consist of two rigid parts that rotate about a shared axis. For example, the flip phone in Fig. 1 consists of the main body and a cover that rotates about a hinge. Figure 6 illustrates objects in the ARCTIC dataset. ARCTIC can be used for a variety of hand related tasks. To formalize the study of articulated hand-object interaction, we define two novel tasks: (1) joint 3D reconstruction of two hands and an articulated object from an RGB image; (2) an estimation of dense relative vertex distances of hands and objects from an RGB image — we call this interaction field estimation.

For 3D reconstruction, given an RGB image, the task is to estimate the 3D meshes of two hands and an articulated object in the camera coordinate. This is a non-trivial step beyond estimation of hands only or hands grasping a rigid object. Regressing two hands interacting with articulated objects is inherently a much more challenging problem. We identify three key reasons for this: (1) The former involves significantly more degrees of freedom and images contain much stronger occlusions. (2) We go beyond
static grasps [8, 21] as subjects are instructed to freely and dynamically interact with objects, including in-hand manipulation. This causes a much higher variance in hand poses than existing datasets; see Fig. 2. (3) During interaction with articulated objects, small parts, e.g., lids are often severely occluded and thus hard to observe; see Fig. 1.

As an initial step towards addressing these challenges and to provide a baseline for future work, we introduce ArcticNet to jointly reconstruct two hands with an articulated object in free-form interaction. ArcticNet uses an encoder-decoder architecture to estimate parameters of the MANO hand model for the two hands, and our articulated object model. We experiment with two variations of decoders for ArcticNet: a one-shot decoder and an iterative decoder. We provide different experimental protocols for evaluation, and evaluate ArcticNet both qualitatively and quantitatively.

When interacting with objects, contact is clearly important. Some classical approaches [52, 56] explore the task of binary contact estimation from RGB images with either synthetic data or on limited real data. We go beyond binary contact estimation and propose a new task of interaction field estimation from a single RGB image, in which for each hand vertex, we want to estimate the shortest distance to the object mesh and vice-versa for the object. Note that when the estimated distance is close to zero, the problem formulation is equivalent to binary contact estimation. To provide a baseline, we introduce InterField, the first method that estimates interaction fields from an RGB image. As input InterField takes the RGB image and 3D meshes of hands and an articulated object, both in a canonical pose. For each hand it produces the distances of each hand vertex to the object, and the distances of the object to the hand. See Fig. 10 for examples of prediction and ground-truth. We provide both qualitative and quantitative evaluation of InterField in Sec. 8.

To summarize: (1) We collect ARCTIC, the first large-scale dataset of two hands that freely interact with articulated objects, with multi-view RGB images paired with accurate 3D meshes. (2) We introduce a novel task of monocular RGB reconstruction for two hands and an articulated object in interaction. We establish a baseline ArcticNet for this task for future comparison. (3) We propose the task of interaction field estimation, namely estimating the dense relative distances between the two hands and the object. We also provide a baseline for this task. Our dataset (ARCTIC), models (ArcticNet and InterField) and code will be available at https://arctic.is.tue.mpg.de.

2 Related Work

Estimating 3D hands from an RGB image: Estimating 3D hand pose and shape from images has seen much research attention [66, 81]. Existing methods can be categorized into optimization-based approaches [25, 26, 34, 37, 48, 50], search-based approaches [1, 9, 57], and data-driven approaches to infer single-hand skeletons or meshes from images [4, 23, 27, 42, 45, 61, 63, 64, 84, 85]. More recent methods focus on inferring both hands sometimes with an emphasis on interacting hands. [2, 14, 24, 43, 46, 49, 59, 62, 73, 77, 82]. For example, Moon et al. [43] propose InterHand2.6M, a large-scale multi-view dataset of interacting hands, and use this to train InterNet, a deep net for estimating the 3D pose of two hands. Zhang et al. [82] extract features for each hand separately with a pose-aware attention module and a cascaded refinement stage, while
Rong et al. [59] first predict rough MANO [58] meshes with a CNN, and gradually resolve collisions via a factorized refinement module. The above methods, however, focus on hands alone and not on hand-object interaction. Here we focus on such related works, which introduce additional challenges.

**Estimating 3D hands and objects from an RGB image:** Recently, focus has shifted from optimization [2, 18, 19, 20, 48, 49, 52, 65, 72, 74, 75, 78] and classification [54, 55, 56, 57] based methods towards data-driven ones [10, 11, 22, 23, 36, 69, 80]. Doosti et al. [11] use two graph convolutional neural nets, one for detecting 2D hand joints and object corners, and one for lifting these to 3D. Tekin et al. [68] infer 3D control points for both the hand and the object in videos, using a temporal model to propagate information across time. Several works leverage MANO [58] to go beyond keypoints and model interactions more precisely. Hasson et al. [23] render synthetic images and train a neural network to regress a static grasp of a 3D hand and a rigid object, using full supervision together with contact losses. Later, Hasson et al. [22] use a dataset with sparse ground-truth annotations for hand-object interaction, and “propagate” annotations across frames via photometric consistency. Corona et al. [10] estimate MANO grasps for objects from an image, by first inferring the object shape and a rough hand pose, which is refined via contact constraints and an adversarial prior. Liu et al. [36] use a transformer-based contextual-reasoning module that encodes the synergy between hand and object features, and has higher responses at contact regions. Yang et al. [80] infer rough hand-object poses that are refined with a contact potential field with a “spring-mass” formulation. None of the above methods, however, deal with articulated objects, which result in more complex hand-object interactions.

**Hand-object datasets:** Several datasets [2, 7, 65, 75] contain images of hand-object interaction, but here we focus on the large-scale data [17, 21, 23, 86] that facilitates machine learning. Some datasets contain synthetic images [23] while others capture real images [17, 21, 86]. Garcia-Hernando et al. [17] instrument hands and rigid objects with magnetic sensors to recover pseudo ground-truth pose, and also capture monocular RGB-D images. Zimmermann et al. [86] use a multi-view RGB system and recover ground-truth hand shape and pose by frame-level fitting of MANO to multi-view images. Hampali et al. [21] use a multi-kinect system and fit both MANO and YCB object meshes with sequence-level fitting and contact constraints. Chao et al. [8] use a similar multi-RGB-D system and fit MANO and YCB object meshes using a multi-view setup, human annotations, and frame-level fitting. All of the above datasets capture interactions with one hand. However, recently focus has shifted to two-hands interacting with an object. Kwon et al. [33] target egocentric action recognition, and capture interactions with multiple kinect cameras, one of which is placed on the subject’s head. Brahmbhatt et al. [6] use MoCap and multiple RGB-D cameras to capture hand-object interactions paired with contact heatmaps [5]. However, the grasps in [6] are mostly static and yield relatively little hand pose changes over time. Taheri et al. [67] use MoCap to capture full-body interactions with objects, with dynamic fingers, but capture no images.

**Estimating 3D articulated objects:** Michel et al. [40] capture a dataset of 4 objects with prismatic or revolute joints; object articulation is fixed for each sequence. They then recover the configuration of a known kinematic chain from an RGB-D image through 3D-3D correspondences. Li et al. [35] use a deep net for inferring category-
level pose from a depth image, by predicting an articulation-aware normalized coordinate space hierarchy. Mu et al. [44] regress an articulated signed-distance function from depth images, disentangling shape and articulation encoding. Tseng et al. [71] regress a category-level articulated neural radiance field from a few RGB views of an object.

**Contact detection:** Contact has been shown important for: pose taxonomies [3, 16, 28], pose estimation [18, 21, 23, 65, 72, 75, 80], in-hand scanning [74, 83], grasp synthesis [18, 31, 67, 80]. Many methods [18, 21, 65, 72, 75] use the proximity between the 3D hand and object meshes to estimate contacts and regularize pose estimation based on these. Three main categories for contact estimation exist: 1) directly from meshes; 2) on the image pixel space from RGB images; 3) binary contact in 3D space from RGB images. Grady et al. [18] use off-the-shelf regressors to estimate grasping hand and object meshes. They use these meshes to predict contacts on the objects provided by [6], and use contacts to refine the grasp. Narasimhaswamy et al. [47] infer bounding boxes for all depicted hands in contact on the input RGB image. Fang et al. [15] take an RGB video and infer interaction heatmaps on a separate image of the object. Rogez et al. [56] learn to infer contacts from the image using synthetic data, while Pham et al. [52] use real contact data captured with instrumented objects. Unlike others, [52, 56] estimate 3D binary contact from RGB images but the former suffers from generalizing to real images and the latter uses a classical approach due to the limited amount of data. In contrast, our task in interaction field estimation goes beyond binary contact by using a CNN-based approach and learning from our large dataset. In fact, we consider a richer and harder task: the estimation of dense relative distances between hands and objects.

## 3 ARCTIC Dataset

Since there is no existing dataset featuring two hands and articulated objects with accurate 3D annotations, we construct ARCTIC to enable the task of 3D reconstruction for hands and articulated objects in free-form interaction. ARCTIC contains 242 sequences of free-form manipulation of 10 articulated objects by 9 subjects (4 males and 5 females). It consists of 133k multi-view frames for a total of 1.2M RGB images from 8 static views and 1 egocentric view, paired with accurate 3D MANO and object meshes.

**Comparison to existing datasets:** Table 1 shows a comparison with existing datasets of hand-object interaction and of articulated object pose estimation methods. In particular, ARCTIC is the only dataset containing articulated objects with interacting hands. Further, most datasets [6, 8, 21, 23] study largely static grasps of objects, while subjects in ARCTIC freely interact with objects and perform in-hand manipulation. To minimize ambiguities due to occlusion, we capture our dataset using an accurate Vicon MoCap setup with 54 high-end infrared Vantage 16 cameras [76], whereas HO-3D and DexYCB are captured with 5 – 8 commodity RGB-D cameras. GRAB has a similar MoCap setup as ours, but contains only rigid objects and does not contain images. Michel et al. [40] describe the only articulated object dataset with real RGB images, but it only contains 7K images, too little data to train deep learning models. Another commonly used articulated-object dataset is the PartNet Mobility dataset [41], which consists of 3D models of articulated objects which does not contain images. In com-
### Table 1. Comparison of our ARCTIC dataset with existing datasets.

| Dataset          | Real images | # number of: | Ego-centric image resol. | Articulated objects | Both hands | Freeform interaction | Annot. type |
|------------------|-------------|--------------|--------------------------|---------------------|------------|----------------------|-------------|
| FreiHand [86]    | ✓           | 37k          | 8 35 27                 | ✓                   | ✓          | ✓                   | semi-auto   |
| ObMan [23]       | ✓           | 154k         | 1 20 2.7K               | ✓                   | ✓          | ✓                   | synthetic   |
| FHPA [17]        | ✓           | 105k         | 1 6 4                   | ✓                   | ✓          | ✓                   | magnetic    |
| HO3D [21]        | ✓           | 78k          | 1-5 10 10               | ✓                   | ✓          | ✓                   | multi-kinect|
| ContactPose [6]  | ✓           | 2.9M         | 3 50 25                 | ✓                   | ✓          | ✓                   | multi-kinect|
| GRAB [67]        | -           | -            | 10 51                   | -                   | ✓          | ✓                   | mocap       |
| DexYCB [8]       | ✓           | 582k         | 8 10 20                 | ✓                   | ✓          | ✓                   | manual      |
| H2O [33]         | ✓           | 571k         | 5 4 8                   | ✓                   | ✓          | ✓                   | multi-kinect|
| Michel et al. [40]| ✓           | 7k           | 1 0 4                   | ✓                   | ✓          | ✓                   | -           |
| PartNet-Mobility [79]| -     | -            | -                       | -                   | ✓          | ✓                   | -           |
| ARCTIC (Ours)    | ✓           | 1.2M         | 9 9 10                  | ✓                   | ✓          | ✓                   | mocap       |

### Free-form interaction vs. static grasps:
Existing datasets [8, 21, 23, 67] are mostly limited to stable grasps, which lead to quasi-static hand poses when in contact with the object, whereas our dataset contains free-form interaction in which the subject dexterously and dynamically manipulates the object (see video on project website). Figure 2 compares DexYCB [8], HO-3D [21] and ARCTIC in terms of hand pose variations. Figure 2a quantifies hand pose variation by showing a T-SNE clustering [38] of hand poses in axis-angle representation, revealing that our dataset (shown with red color) has a significantly larger hand pose diversity than DexYCB (shown with green color) and HO-3D (shown with blue color). Figure 2b shows how the object manipulation in ARCTIC produces diverse poses (joint angles are obtained from MANO [58]) throughout interaction sequences. Specifically, we align each sequence of each dataset such that the frames with the first moment of contact (dashed red line) coincide. We use the final frame of each sequence as a reference frame and compute the absolute difference between each frame and the reference in joint angles. We plot the mean of the joint angle distances and their standard deviation. The plot shows that DexYCB (shown with blue color) has very similar hand poses to the final frame hand pose after the first moment of contact. In contrast, our dataset (shown in orange) has much more dynamic hand poses and does not converge as fast to the final pose after the first moment of contact. Our subjects freely interact with objects, including in-hand manipulation. Sequences in DexYCB are a lot shorter than ours.

### Hand-object contact:
Figure 3 shows frequently contacted regions on hands and objects in our ARCTIC dataset. We generate the contact heatmaps following GRAB’s [67] approach, by integrating per-frame binary contact labels for vertices over all sequences. “Hotter” regions denote a higher chance of being in contact while “cooler” regions denote lower chance of contact. Similarly to HO-3D [21] and GRAB [67], finger tips in our dataset are most likely to be in contact with objects. However, thanks to the free-form interactions it contains, ARCTIC has higher contact likelihood in the palm region than the other datasets; note that for ARCTIC the heatmaps appear more “spread out”. For regular-sized everyday objects, such as the ketchup bottle, the contact regions
Fig. 2. **Hand pose and motion variation.** (a): T-SNE clustering of hand poses in different datasets. ARCTIC contains a significantly larger range of poses. (b): Differences in hand pose joint angles in comparison to last frame in time. Compared to other datasets, ARCTIC’s hand poses are more dynamic after the moment contact is established, due to object manipulation.

Fig. 3. **Contact heatmaps for hands and objects.** (Left): Frequently contacted regions for hands in HO-3D [21] and GRAB [67], for the right hand only. (Right): Contacted regions for both hands (right and left) and for objects in our ARCTIC dataset. ARCTIC has higher contact diversity, as seen with the broader heatmap spread on the hands.

“agree” with our usual interaction with them; one hand firmly grasps the bottle’s body by its mid points, while the other one grasps the lid and opens it. For toy objects of (unusually) smaller size, such as the waffle iron, subjects are more likely to pick up the object and support it with one hand, leading to “hot” regions at the bottom of the object.

### 4 Capture Setup

Here we detail our motion capture (MoCap) setup to acquire 3D surfaces of strongly interacting hands and articulated objects, outlined in Fig. 4. We synchronize a MoCap system with a multi-view RGB system, shown in Fig. 5. With the latter we capture synchronized and calibrated RGB images from 8 static allocentric views and 1 moving egocentric view at 30 FPS. The data capture pipeline consists of five steps: (1) obtaining personalized geometry of the subjects and objects in a canonical pose, (2) estimating the rotation axis for each of our single-hinged articulated objects, shown in Appendix, (3) capturing human-object interaction using infrared optical MoCap, (4) solving for the poses of the body, hands, and objects from the observed MoCap markers using MoSh++ [39], following [67], and (5) computing hand-object contact based on geometric proximity, shown in Appendix.
Fig. 4. Markers for motion capture (MoCap). We put 1.5mm radius markers on objects, hands and the egocentric camera. For the body, we use 4.5mm radius markers. The markers are shown here to scale. Best viewed in color and zoomed-in.

Fig. 5. ARCTIC camera views. We use 8 static allocentric views and 1 moving egocentric view. Cameras are synchronized, calibrated, and high resolution. Best viewed in color and zoomed-in.

Obtaining canonical geometry: We obtain the ground-truth hand and body shape of each subject in a canonical T-Pose using 3D scans from a 3dMD [70] scanner. In particular, we register SMPL-X [51] to 3D scans at different time steps in varying poses for the coverage of hands and body shapes and construct a personalized template for each subject. See Appendix for details of the template creation. To obtain object geometries, we scan each object using an Artec 3D hand-held scanner in a pre-defined pose. We cut each scanned object mesh into two parts in Blender and fill mesh holes to ensure each rigid part is watertight. Figure 6 shows all 10 articulated objects in our dataset.

Capturing human-object interaction: Hand-object interaction exhibits severe occlusion, especially when considering dexterous manipulation of articulated objects. To ensure high accuracy, we perform full-body, hand and object tracking using a Vicon MoCap system with 54 infrared Vantage 16 cameras [76] to minimize the issues with occlusion. To capture usable RGB images alongside the MoCap data, we balance the trade-off between accuracy and marker intrusiveness by using minimal-sized hemispherical markers with 1.5mm in radius for hands and objects (see Fig. 4). The markers are placed on the dorsal side of the hand to not encumber participants during natural hand-object interaction, similarly to GRAB [67]. While we focus on hands here, full-body pose estimates provide more reliable global rotations and translations for each
hand. Furthermore, in contrast to MANO which has a rigid wrist, we fit SMPL-X [51] to the observed MoCap markers and thus attain more realistic wrist articulations.

**Obtaining surfaces from MoCap:** To associate MoCap marker positions with their corresponding subject/object vertices in the geometries obtained in canonical spaces (the personalized SMPL-X templates and the scanned object meshes), following [39, 67], we first pick initial guesses of marker-to-vertex correspondence on the subject/object meshes and use MoSh++ [39] to refine the correspondence. To obtain the full body and hand surface that explain the MoCap data, we optimize SMPL-X pose using each subject’s SMPL-X template to minimize the distance between the markers and their correspondences in the SMPL-X mesh. The articulated object surface is parameterized by the 6D pose of each object’s base part and an 1D articulation relative to a canonical pose, for a total of seven degrees of freedom. We obtain the 6D pose of the object base for each MoCap frame by solving the rigid transformation between the MoCap markers for the object base at that frame, and the object vertices corresponding to the markers in the object canonical space. The 1D articulation is computed according to the estimated rotation axis (see Appendix) and a pre-defined rest pose.

5 Method: 3D Hand-Object Reconstruction

The ARCTIC dataset supports the training and evaluation of ArcticNet, the first data-driven method that reconstructs 3D meshes for two hands and the articulated object they interact with from a single RGB image.

**Parametric models:** To simplify our notation, we use $l$, $r$, and $o$ to denote the left hand, the right hand and the object respectively. For hands, we use MANO [58] to represent the hand pose and shape by $\Theta = \{\theta, \beta\}$, which consists of parameters for the pose $\theta \in \mathbb{R}^{48}$ and the shape $\beta \in \mathbb{R}^{10}$. The MANO model maps $\Theta$ to a shaped and posed 3D mesh $H(\theta, \beta) \in \mathbb{R}^{778 \times 3}$ in a differentiable way. The 3D joint locations $J_{3D} = WH \in \mathbb{R}^{7 \times 3}$ are obtained using a pre-trained linear regressor $W$, where $H$ is in canonical pose. For each object, we construct a 3D model $O(\cdot)$ using the scanned object mesh, the estimated rotation axis, and the marker-vertex correspondences estimated in Sec. 4. The function takes as inputs the articulated object pose, $\Omega$, and outputs a posed 3D mesh, $O(\omega, R_o, T_o) \in \mathbb{R}^{V \times 3}$, where $V$ denotes the object’s number of vertices. The object pose, $\Omega \in \mathbb{R}^{7}$, consists of the 1D rotation (radians) for articulation, $\omega \in \mathbb{R}$, and the 6D object rigid pose, i.e., its rotation, $R_o \in \mathbb{R}^{3}$, and translation, $T_o \in \mathbb{R}^{3}$.

**Model architecture:** Figure 7 shows our framework for reconstructing two hands and articulated objects from a single RGB image. Inspired by Hasson et al. [22, 23], we use an encoder-decoder architecture. In particular, the CNN encoder takes in the input image and produces image features $x$. The image features are used by the hand decoders...
The CNN encoder takes a single image as input and produces an image feature vector $x$. The hand decoders predict MANO parameters $\Theta_l, \Theta_r$ and their translation $T_l, T_r$. The object decoder estimates the articulated object pose $\Omega$. Using parametric models for hands $\mathcal{H}(\Theta)$ and for articulated objects $\mathcal{O}(\Omega)$, we obtain posed 3D meshes for the two hands and the articulated object corresponding to the image. For more details see Appendix.

to estimate the parameters for the left and right hands, $\Theta_l$ and $\Theta_r$, as well as the translations for the two hands, $T_l$ and $T_r$. Similarly, the object decoder predicts the articulated object pose, $\Omega$. We use axis-angle as the rotation representation. More details of the network can be found in Appendix. To estimate the translation for hands and objects $(T_l, T_r, T_o)$, we predict weak-perspective camera parameters $(s, t_x, t_y)$ consisting of the scale $s \in \mathbb{R}$ and translation $(t_x, t_y) \in \mathbb{R}^2$ in pixel space. Using a fixed focal length $f$ and image patch width $w$, we then convert the weak-perspective camera to a perspective camera to reconstruct the translation via:

$$T = (t_x, t_y, \frac{2f}{ws}) \in \mathbb{R}^3,$$

We do this for each $(T_l, T_r, T_o)$, following previous work on body and hand surface reconstruction [4, 29, 32, 60, 84].

**Training losses:** Our loss $\mathcal{L}$ is defined as a summation of the left hand, right hand and object losses: $\mathcal{L} = \mathcal{L}_l + \mathcal{L}_r + \mathcal{L}_o$. In particular, the hand losses are defined as

$$\mathcal{L}_h = \lambda^{h}_{3D}\mathcal{L}_3^{h} + \lambda^{h}_{2D}\mathcal{L}_2^{h} + \lambda^{\theta}_{\Theta}\mathcal{L}_\Theta^{h} + \lambda^{\beta}_{\beta}\mathcal{L}_\beta^{h} + \lambda^h_{T}\mathcal{L}_T^{h},$$

where $h = \{l, r\}$ denotes the handedness. We fully supervise the 3D joints (after subtracting the roots), the 2D re-projection of the predicted 3D joints, the MANO pose and shape parameters and the weak-perspective camera parameters. Similarly, we pre-define 3D landmarks for objects using farthest point sampling [12, 13] on the object mesh. Using these pre-defined landmarks, we formulate the object losses as

$$\mathcal{L}_o = \lambda^{o}_{3D}\mathcal{L}_3^{o} + \lambda^{o}_{2D}\mathcal{L}_2^{o} + \lambda_{\omega}\mathcal{L}_\omega^{o} + \lambda_{R}\mathcal{L}_R^{o} + \lambda^o_{T}\mathcal{L}_T^{o},$$

where $\mathcal{L}_\omega, \mathcal{L}_R$ and $\mathcal{L}_T^{o}$ supervise the articulation angle in radians, the global orientation and the weak perspective camera parameters. All $\lambda$ variables are steering weights for each respective loss and are set empirically. All losses above use the MSE criterion.

## 6 Experiment: 3D Hand-Object Reconstruction

**Metrics:** We use four metrics to measure hand-object reconstruction. First, we use the “mean per joint position error” (MPJPE) in millimeter to measure hand pose estimation performance. The error is defined as the L2 distance between the 21 predicted and
ground-truth joints for each hand after subtracting its root. Second, we use the “average articulation error” (AAE) in degrees to measure the performance of articulation estimation for the objects. We compute the average absolute error between the predicted degree of articulation and the ground-truth. Third, to measure the overall object reconstruction, we use the root-relative “vertex-to-vertex” (V2V) distance error in millimeter by computing the average L2 distance between the predicted object vertices and the ground-truth ones. We consider the center of the object bottom part as its root. Lastly, following Moon et al. [43], we use the “mean relative-root position error” (MRRPE) metric to measure the root translation of $a$ relative to $b$, defined as:

$$MRRPE_{a\rightarrow b} = \sqrt{(J_a^0 - J_b^0) - (\hat{J}_a^0 - \hat{J}_b^0)}^2,$$  

where $a \in \{l, r, o\}$ and $b \in \{l, r, o\}$, $J^0 \in \mathbb{R}^3$ is the ground-truth root joint location and $\hat{J}^0$ the predicted one. We report MRRPE$_{l\rightarrow r}$ and MRRPE$_{o\rightarrow r}$ in experiments.

**Evaluation protocols:** Our dataset consists of 8 static allocentric views and 1 egocentric view, and 9 subjects. We recommend the following splits for evaluation:

- **P1 (static):** For reconstruction from allocentric views, all subjects and allocentric views partake in training and evaluation. We withhold separate sequences for each object for the validation and test sets and use the remaining sequences for training.
- **P2 (egocentric):** For reconstruction from the egocentric view, we consider only the egocentric view for training and evaluation for this split, and we withhold separate sequences for each object for the validation and the test sets.
- **P3 (unseen subjects):** We use 6 subjects for training, 1 hold-out subject for validation and 2 hold-out subjects for testing. Only static views are used in this setting. Training, validation and test sets do not share sequences in the splits above.

**Quantitative results:** Table 2 shows evaluation results of ArcticNet on the test set in each split. For validation results, please refer to Appendix. We provide experiments from two variation of ArcticNet: ArcticNet-MLP and ArcticNet-iterative. The former method uses one-shot decoders to estimate hand and object parameters (similar to Has-son et al. [22]). The latter method uses decoders with refinement layers for the parameters (similar to HMR [29]). We observe that the two models have similar hand pose estimation performance for the left hand and the right hand in different splits (shown on the left and the right side of the slash). However, the relative translation prediction between the left and the right hand MRRPE$_{l\rightarrow r}$ has a lower error for ArcticNet-iterative in most protocols. Similar observation for relative translation between the object and the right hand. We hypothesize that ArcticNet-iterative provides better camera parameter estimates due to its refinement procedure. We also notice that MPJPE and MRRPE are lower in the egocentric view setting (P2) than in the allocentric view (P1), as hands are more visible in egocentric views. Object errors are lower in P1 than P2 because P1 has eight times more images. Lastly, as expected, unseen subjects in allocentric views (P3) are harder to estimate in comparison to seen subjects (P1).

**Qualitative results:** Figure 8 shows the prediction of ArcticNet-iterative on our test set. This indicates that ArcticNet performs reasonably well and the reconstruction results resemble the ground-truth even for small objects like the phone. Further, the results show that the our dataset makes it possible to estimate accurate and reasonable articulation of the objects (e.g., the laptop and the microwave) from images.
Fig. 8. Qualitative results of ArcticNet with iterative refinement. Best viewed in color and zoomed in. For qualitative results of ArcticNet with the one-shot decoder, see Appendix.

Table 2. Comparison of methods on the test set. We show MPJPE for left/right hands, MRRPE for between left-right hands and object-right hand (i.e., MRRPE\(l\rightarrow r\)/MRRPE\(o\rightarrow r\)), AAE for the object articulation in degrees, and V2V for top/bottom part of the object. All Euclidean metrics are in millimeter. ArcticNet-MLP uses a one-shot decoder for hands and object parameters where ArcticNet-iterative does an iterative refinement on the parameters. See Appendix for more details.

| Splits | Methods            | MPJPE [mm] | MRRPE [mm] | AAE [°] | V2V [mm] |
|--------|--------------------|------------|------------|---------|----------|
| P1     | ArcticNet-MLP      | 22.41/21.44| 53.85/47.40| 7.25    | 30.08/18.81 |
|        | ArcticNet-iterative| 22.76/21.87| 51.68/43.85| 7.46    | 31.23/19.28 |
| P2     | ArcticNet-MLP      | 19.93/18.62| 32.46/42.10| 8.43    | 40.71/28.31 |
|        | ArcticNet-iterative| 19.81/18.52| 30.79/41.71| 8.48    | 39.70/27.35 |
| P3     | ArcticNet-MLP      | 27.07/25.19| 61.47/49.38| 8.55    | 28.93/17.47 |
|        | ArcticNet-iterative| 28.70/25.90| 61.50/47.23| 8.80    | 29.62/17.51 |

7 Method: Hand-object Interaction Estimation

Classical approaches estimate binary contact from RGB images with synthetic data or limited real data [52, 56]. In two-handed free-form interactions, hands can be near the object surface, but not necessarily in contact. Thus, we need a richer understanding of the hand-object interaction that goes beyond binary contacts. We do so by modeling interaction fields that measure closest distances from the hand to the object and vice-versa. We show how ARCTIC enables estimation of interaction fields from RGB images.

Problem Formulation: We define an interaction field \(F_{a \rightarrow b} \in \mathbb{R}^{V_a}\) as the distance to the closest vertex on the mesh \(M_b\) for all vertices in mesh \(M_a\) where \(V_a\) (or \(V_b\)) is the number of vertices in mesh \(M_a\) (or \(M_b\)). Formally,

\[
F_{i \rightarrow b} = \min_{1 \leq j \leq V_b} ||v_i^a - v_j^b||_2, \quad 1 \leq i \leq V_a
\]

where \(v_k^m \in \mathbb{R}^3\) represents the \(k\)-th vertex of mesh \(M_m\). We define our task to estimate the interaction fields \(F^{l \rightarrow o}, F^{r \rightarrow o}, F^{o \rightarrow l}, \) and \(F^{o \rightarrow r}\) given an RGB image. I.e., for each vertex of each hand we aim to infer the closest distance to the object and vice-versa.

Estimating Interaction Fields: Figure 9 outlines how we estimate interaction fields from an RGB image. Suppose that we estimate the field \(\hat{F}^{l \rightarrow o}\). We first extract image features \(x \in \mathbb{R}^D\) via a CNN backbone. Next, we concatenate \(x\) to each vertex of the
Articulated Objects in Free-form Hand Interaction

**Fig. 9.** Estimating interaction fields. We concatenate image features $x$ to each vertex of the left hand, right hand, and the object in canonical pose. The concatenated vectors are passed through a PointNet and then regressed to distance values. The interaction field is visualized as a heatmap for each entity (dark: closest vertex is far, bright: closest vertex is near).

**Fig. 10.** Qualitative results of estimating interaction fields from a single RGB image. “Left Pred.” means that we show the predicted fields $\hat{F}_{l \rightarrow o}$ (overlaid on the hand) and $\hat{F}_{o \rightarrow l}$ (overlaid on the object). “Left GT” shows the respective ground-truth. Each field is visualized as a heatmap over the meshes (dark: closest vertex is far, bright: closest vertex is near). Ground-truth meshes are only used for visualization.

For tractability, we threshold the interaction field distances at 10cm for training and evaluation in our experiments. For implementation details, please refer to Appendix.

Qualitative Results: Figure 10 shows qualitative samples of the predicted and the ground-truth interaction fields. Their values are visualized as heatmaps over the meshes of the respective hands or objects. A “hotter” region denotes closer distances. Note that the ground-truth meshes are only used for visualization purposes (not network inputs). We see that the predicted fields correlate well with the ground-truth data.

8 Experiment: Hand-object Interaction Estimation

For tractability, we threshold the interaction field distances at 10cm for training and evaluation in our experiments. For implementation details, please refer to Appendix.

Qualitative Results: Figure 10 shows qualitative samples of the predicted and the ground-truth interaction fields. Their values are visualized as heatmaps over the meshes of the respective hands or objects. A “hotter” region denotes closer distances. Note that the ground-truth meshes are only used for visualization purposes (not network inputs). We see that the predicted fields correlate well with the ground-truth data.
Quantitative Results: To evaluate our results quantitatively, we introduce the Percentage of Correct Distances (PCD) metric. For a given threshold level $\alpha$ and interaction field $F_{a\rightarrow b}$ in millimeter, we compute the percentage of absolute errors that are less than $\alpha$, i.e., $|\hat{d}_i - d_i| < \alpha$ for $1 \leq i \leq V_a$. We plot the resulting PCD curves for all four interaction fields with varying $\alpha$ in Fig. 11. Shown are curves for left hand-interactions and right hand-interactions (dashed lines). The plots are computed under the P1 evaluation protocol (cf. Sec. 6).

9 Discussion and Conclusions

We introduce ARCTIC, the first dataset for hands interacting with articulated objects and baseline methods for the task of hand and object reconstruction and for interaction field estimation. Being a first step, our work is not without limitations. One limitation of our method is that it assumes that the object model is known. We view articulated 3D shape estimation of unknown objects as an orthogonal problem on which the field is making progress. Now that we have demonstrated the feasibility of inferring hand-object interaction for such objects, future work should bring together our method with 3D articulated object inference. This is challenging and we believe it is critical to make progress on sub-problems, for which ARCTIC can be leveraged.

Furthermore, our dataset only considers objects with a single revolute joint whereas articulated objects may have multiple joints of different types. Additionally, some of our objects are toys, which are not to scale and lack some of the visual complexity of real objects. Our work is the first step towards hand interaction with articulated objects from RGB images. Future work should expand the number and complexity of objects to further study the problems of depth ambiguity and hand-object occlusion in this setting. Another limitation is that we use optical marker-based capture to provide accurate hand and object poses, thus potentially introducing label noise. However, our hand markers are 1.5mm in radius, which are minimally intrusive and barely visible when the images are resized for network input.

In conclusion, ARCTIC includes high-quality 3D ground-truth for hands, and objects with a total of 1.2M RGB images from 8 static views and 1 egocentric view of 9 subjects interacting with 10 articulated objects. We introduce two novel tasks on ARCTIC: 1) 3D reconstruction of hands and articulated object; 2) interaction field estimation. We introduce ArcticNet, the first method that jointly reconstructs strongly interacting hands and articulated objects from an RGB image, and InterField, the first method that estimates interaction fields from an RGB image. ARCTIC potentially enables more tasks. For example, there is significant work on generating grasps of novel objects [30, 31, 67]. Currently these works focus on static, single-handed grasps and rigid objects. ARCTIC can support extending such work to multiple hands and articulated objects. Our code, data, and models will be available for research purposes.
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