Watching the seeds of dynamical phase transitions: the complex-time survival amplitude
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Dynamical phase transitions are defined through non-analyticities of the survival probability of an out-of-equilibrium time-evolving state at certain critical times. They ensue from zeros of the corresponding survival amplitude. By extending the time variable onto the complex domain, we formulate the complex-time survival amplitude. The complex zeros of this quantity near the time axis correspond, in the infinite-size limit, to non-analytical points where the survival probability abruptly vanishes. Our results are numerically exemplified in the fully-connected transverse-field Ising model, which displays a symmetry-broken phase delimited by an excited-state quantum phase transition. A detailed study of the behavior of the complex-time survival amplitude when the characteristics of the out-of-equilibrium protocol changes is presented. The influence of the excited-state quantum phase transition is also put into context.

I. INTRODUCTION

Phase transitions represent qualitative changes in properties of physical systems induced by varying control parameters. These changes become non-analytic in the infinite-size limit, which warrants their description as critical phenomena. Historically, phase transitions were introduced in the framework of classical thermodynamics, but quantum physics created novel types of criticality driven by non-thermal parameters. Within the framework of recent quantum technologies, phase transitions and critical phenomena play an important role in the discovery of new, exotic effects [1–5].

Phase transitions are commonly revealed by the response of a physical system to changes of some parameters. In the limit of infinite system size, some special values of parameters defining so-called critical points may exhibit sudden changes in the response. In the case of systems coupled to a bath at constant temperature, a thermal phase transition (TPT) may occur at a critical temperature, when the partition function, and consequently many relevant thermodynamic quantities such as the free energy, do not behave smoothly. Quantum systems at zero temperature may display signatures of a phase transition at some critical values of Hamiltonian control parameters, such as external fields or interaction strengths, giving rise to the zero-temperature quantum phase transition (QPT) that affect solely the ground-state properties of the system [6]. It was later discovered that phase transitions need not be restricted to the ground state; rather, signatures of criticality may be found also in highly excited parts of the energy spectrum. This phenomenon, originally observed in a class of quantum many-body systems with infinite-range interactions, was dubbed excited-state quantum phase transition (ESQPT) [7–12]. The ESQPTs are defined as singularities of quantal spectra (in particular, non-analyticities of the level density and flow) on certain critical surfaces in the space composed of the Hamiltonian control parameters and the excitation energy. For a system with fixed control parameters, the existence of an ESQPT critical energy may cause a phase separation in the energy spectrum, the dynamical and thermodynamic properties of each phase differing significantly [13–15]. Over the years, our understanding of this generalization of the QPT concept has improved tremendously, and an active community has been formed around this phenomenon. For systems with a moderate number of degrees of freedom [16], ESQPTs have a strong impact on the energy level dynamics [17] and, consequently, entail a variety of relevant dynamical effects, including but not limited to anomalously enhanced decoherence [18, 19], singular behavior in quench dynamics [20–24], eigenstate localization [25, 26], anomalous thermalization [27, 28], the induction of Schrödinger-like cat states [29], certain dynamical instabilities [30] or irreversibility without energy dissipation [31, 32]. ESQPTs are essentially a powerful quantum manifestation of the semiclassical limit of the system [33], since they are caused by critical points of the classical Hamiltonian flow [16]. Their consequences have been analyzed in a great variety of systems ranging from nuclear, molecular and atomic physics to quantum optics and, in general, condensed matter physics [34–48]. Extensions of ESQPTs to resonant states in the continuum [49, 50] and to open systems weakly coupled to an environment [51] have been proposed.

Although QPTs and ESQPTs entail dynamical consequences, they are really equilibrium, static phenomena, caused by some sort of singularity in the energy spectrum. Recently, the term dynamical phase transition (DPT) has been devised to refer to two new kinds of non-analytic effects. On the one hand, DPTs of the first type (DPT-I) [52] denote some form of abrupt change in the long-time average of physically relevant observables, such as the total magnetization, after taking an initial state out of equilibrium by means of a quantum quench. These asymptotic values are somehow connected with prethermalization and define dynamical order parameters of the phase transition [53–61]. On the other hand, DPTs of the sec-
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ond type (DPT-II) [62, 63] refer instead to non-analytic times in the return probability of the time evolved wavefunction to its initial state; this is therefore an inherently dynamical effect, taking place before the system has reached equilibration at all. There is no order parameter in the conventional sense linked to this kind of DPT, and the creation of different phases is not immediately apparent from the nature of the effect. In the seminal paper [64], DPTs-II were originally proposed using the nearest-neighbor transverse-field Ising model, which may be solved exactly, by establishing a formal connection between the survival amplitude of an out-of-equilibrium state and the equilibrium, boundary partition function at complex inverse temperature \( \beta = \imath t \). A somewhat different quantity diagnosing DPTs-II in systems with \( Z_2 \) symmetry-broken phases was also proposed [65]. Some systems are known to exhibit both kinds of DPTs [66–68], although the strict connection between them is still an open question [31, 66, 67, 69–75]. Inspired by the physics of fully-connected systems and the phases demarcated by an ESQPT, in [31, 75] DPTs-I and DPTs-II were argued to be triggered by the behavior of an operator which is constant only in some of the ESQPT phases. In this paper, we will be concerned with DPTs-II only, which we henceforth simply denote DPTs.

All kinds of phase transitions are only strictly realized in the infinite-size limit of the system under consideration. Nevertheless, precursors of such infinite-size abrupt changes can be found already for moderate system sizes. For the purposes of this work, we would like to recall the mechanism whereby phase transitions of real systems can be seen to arise from certain behaviors found by complexifying a control parameter, see, e.g., [43]. For example, ground-state QPTs can be seen to arise from the crossing of the two lowest energy eigenvalues. These crossings are actually avoided at finite system-size, but with a vanishing gap as the size increases. QPTs may be viewed through the prism of eigenvalue degeneracies in a complex-extended plane of a control parameter \( \Lambda \). After the complexification \( \Lambda \in \mathbb{C} \rightarrow (\text{Re}\, \Lambda + \imath \text{Im}\, \Lambda) \equiv \Lambda \in \mathbb{C} \), the complex eigenvalues of the non-Hermitian Hamiltonian may exhibit so-called exceptional points [76], i.e., complex degeneracies, at certain values of \( \Lambda \). Naturally, this complex-valued control parameter is not always physically relevant; however, if an exceptional point occurs near the real axis, \( \text{Im}\, \Lambda \approx 0 \), an avoided crossing is induced in the real spectrum at \( \text{Re}\, \Lambda \) [77–79]. Similarly, a thermal phase transition can be seen to ensue from the zeros of the complex-extended partition function, where it is the temperature \( \beta \) which becomes complex. This is the Yang-Lee approach to thermal phase transitions [80–87]. Based on these ideas, in this work we propose a related generalization of the survival amplitude, whose zeros in the complex plane define DPTs. We analyze the usefulness of this approach, related to the previously explained conception of the boundary partition function as a survival amplitude at complex temperature [64].

This paper is organized as follows. In Sec. II we present the complex-time survival amplitude, which is the main mathematical object of our work. The model that we employ to exemplify our results and the quench procedure used is introduced in Sec. III. The main results follow in Sec. IV, where we focus on the identification of zeros of the complex-time survival amplitude, we analyze the scaling of number of zeros with system size as well as the dependence on the initial condition and energy of the quenched state. The influence of ESQPTs is considered at the end of this section. We finally conclude in Sec. V.

II. COMPLEX-TIME SURVIVAL AMPLITUDE

Let us consider a bound quantum system with Hamiltonian \( \hat{H}(\Lambda^\mu) \) depending on a set \( \{\Lambda^\mu\}_{\mu = 0, 1, 2\ldots} \) of some control parameters. We will describe the dynamics of this system after a quantum quench, i.e., after a sudden parameter change \( \Lambda^\mu_i \rightarrow \Lambda^\mu_f \). The initial state \( |\Psi_0(\Lambda^\mu_i)\rangle \) at time \( t = 0 \) is chosen as a stationary state of the initial Hamiltonian \( \hat{H}(\Lambda^\mu_i) \), that is, as one of its discrete eigenstates or as a superposition of several degenerate eigenstates. After the quench, the system is no more stationary. Its wavefunction evolves according to the time-independent Schrödinger equation, at time \( t \geq 0 \) being expressed as

\[
|\Psi_t(\Lambda^\mu_f)\rangle = e^{-i\hat{H}(\Lambda^\mu_f)t} |\Psi_0(\Lambda^\mu_i)\rangle = \sum_n c_n e^{-iE_n(\Lambda^\mu_f)t} |E_n(\Lambda^\mu_f)\rangle,
\]

where \( |E_n(\Lambda^\mu_f)\rangle \) and \( |E_n(\Lambda^\mu_i)\rangle \), respectively, represent discrete eigenvalues and eigenvectors of the final Hamiltonian \( \hat{H}(\Lambda^\mu_f) \) and \( c_n \equiv \langle E_n(\Lambda^\mu_f) |\Psi_0(\Lambda^\mu_i)\rangle \) are normalized expansion coefficients of the initial state in the final Hamiltonian eigenbasis.

The survival amplitude of the initial state in the evolving state (1) reads

\[
A(t) = \langle \Psi_0(\Lambda^\mu_i) |\Psi_t(\Lambda^\mu_f)\rangle = \sum_n |c_n|^2 e^{-itE_n(\Lambda^\mu_f)}.
\]

It is completely determined by the final Hamiltonian eigenvalues \( E_n(\Lambda^\mu_f) \) and the corresponding population probabilities \( |c_n|^2 \). The survival probability of the initial state after time \( t \) is trivially given by \( P(t) = |A(t)|^2 \). The notion of dynamical phase transitions was initiated in its DPT-II incarnation, namely as zeros of the survival probability and amplitude at some time instants \( t = t_* \) [64, 65]. The condition \( P(t_*) = 0 = A(t_*) \) corresponds to exact orthogonality (zero overlap) of the evolving wavefunction to its initial form and can be seen as a momentary loss of the system’s memory. This kind of dynamical criticality is in our focus below.

The reason why the above zeros of the survival amplitude are considered as a kind of quantum critical effect results from the striking similarity to zeros of the partition functions, which constitute a well established description of the TPTs. Recall that thermal properties of general systems in canonical thermodynamics are derived from the partition function \( Z(\beta) = \sum_n g_n e^{-\beta E_n} \), where \( \beta = 1/T \) is the inverse temperature and \( g_n \in \mathbb{N} \) is a degeneracy factor associated with the \( n \)th energy level. By definition, \( Z(\beta) \) in any finite system cannot be zero at any real \( \beta \), but it can take values very close to
zero, which then implies singular behavior of thermodynamic observables. The TPTs can be understood through true zeros of a complexified partition function

\[ Z(z) = \sum_n g_n e^{-zE_n}, \quad \text{(3)} \]

where the inverse temperature is extended to the complex plane: \( z = \text{Re}(z) + i\text{Im}(z) \in \mathbb{C} \). If \( Z(z_0) = 0 \) at a point \( z_0 \in \mathbb{C} \) whose imaginary part \( \text{Im}(z_0) \) drops to zero with increasing size of the system, the real partition function \( Z(\beta) \) in the infinite-size limit generates a TPT at \( \beta = \text{Re}(z_0) \). The advantage of this approach, which was introduced in Ref. [80, 81] and further elaborated, e.g., in Refs. [82–87], is the possibility to trace precursors of the critical behavior in strictly finite systems.

The survival amplitude (2) formally resembles the partition function (3) at \( z = -it \) and can be treated in a completely analogous way. Hiding the dependence of energies on \( \Lambda^\mu \), we define

\[ Z(z) = \sum_n |c_n|^2 e^{-zE_n} = \sum_n |c_n|^2 e^{-\beta E_n} e^{-itE_n}, \quad \text{(4)} \]

where \( z = \beta + it \in \mathbb{C} \). There are two ways how to look at this quantity. First, it can be interpreted as a partition function of a fictitious system with \( g_n \propto |c_n|^2 \) in complexified inverse temperature. More precisely, if \( d \) denotes the total number of states (we assume that our system has a finite spectrum), then \( Z(z) \) is a partition function divided by \( d \) of a system with non-integer degeneracy factors \( g_n = |c_n|^2 d \) satisfying \( \sum_n g_n = d \). Zeros of \( Z(z) \) near the \( \beta \) axis (real axis of \( z \)) would imply precursors of a TPT in that system.

The second interpretation of function (4) is in terms of the survival amplitude \( A(t) \) from Eq. (2) in a complexified time. Zeros of this function near the \( t \) axis (imaginary axis of \( z \)) generate precursors of critical behavior in the time domain. In particular, if \( Z(z_0) = 0 \) at a point \( z_0 \in \mathbb{C} \) whose real part \( \text{Re}(z_0) \) drops to zero with increasing size of the system, the real survival amplitude \( A(t) \) in the infinite-size limit generates a DPT at time \( t = \text{Im}(z_0) \approx 0 \).

The quantity (4) with any value of \( \beta \) is proportional to the survival amplitude of a system with modified population coefficients. Indeed, defining normalized population probabilities \( \hat{\rho}_n(\beta) \equiv |c_n|^2 e^{-\beta E_n} / \sum_k |c_k|^2 e^{-\beta E_k} \), we see that the survival amplitude of the corresponding state is given by

\[ A(\beta, t) = \sum_n \hat{\rho}_n(\beta) e^{-itE_n} = \frac{Z(\beta + it)}{Z(\beta + i0)}. \quad \text{(5)} \]

This formula for \( \beta = 0 \) represents the original survival amplitude (2), while the cases with \( \beta \neq 0 \) yield survival amplitudes of quantum states with enhanced populations of low-energy \( (\beta > 0) \) or high-energy \( (\beta < 0) \) parts of the spectrum. Therefore, the zero of \( Z(z) \) at any \( z_0 = \beta_0 + it_0 \) represents an actual time singularity at \( t = t_0 \) of a system with occupation probabilities \( \hat{\rho}_n(\beta_0) \).

Since zeros of \( Z(z) \) are determined by two independent conditions on the vanishing real and imaginary parts, they form isolated points in the complex plane of variable \( z \). The number of these points is in general infinite. The function (4) is differentiable in both real variables \( \beta \) and \( t \), and allows for regular Taylor expansion in a vicinity of points \( Z(z_0) = 0 \). A direct way to locate these points makes use of the nodal lines of \( Z(z) \), that is, the contour lines obtained by imposing separately the conditions \( \text{Re} Z(z) = 0 \) and \( \text{Im} Z(z) = 0 \). Zeros of \( Z(z) \) appear at intersections of these lines. Numerous examples will be shown below.

### III. MODEL

#### A. Hamiltonian

Although the main ideas of this paper are general, for our numerical calculations we will choose the paradigmatic fully-connected transverse-field Ising model [6]. The system is described by the Hamiltonian

\[ \hat{H} = -\frac{\lambda}{4N} \sum_{i,j=1}^N \hat{\sigma}_i^x \hat{\sigma}_j^x + \frac{h}{2} \sum_{i=1}^N \hat{\sigma}_i^z, \quad \text{(6)} \]

with control parameters \( \{\Lambda^\mu\} = \{h, \lambda\} \), where \( h \) is a transverse magnetic field and \( \lambda \) is the interaction strength, \( N \) is the number of sites, and \( \hat{\sigma}_i^{x,y,z} \) are the Pauli matrices of the spin-1/2 particle at site \( i \). Instead of first-neighbor or otherwise finite-range interactions, we allow for collective (infinite-range) interactions, whereby each spin in the chain interacts with all other spins. As a consequence, \( \hat{H} \) describes a fully-connected system. Thus, the Jordan-Schwinger representation for the collective spin operators \( \hat{J}_{x,y,z} \) may be used to cast Eq. (6) in the simpler form

\[ \hat{H} = -\frac{\lambda}{N} \hat{J}_z^2 + h \hat{J}_z. \quad \text{(7)} \]

This Hamiltonian is a special case of the famous Lipkin-Meshkov-Glick (LMG) model [88], originally formulated in the fermionic language as a schematic example of the nuclear shell model. Far from remaining within the field of nuclear physics, the LMG model has been revealed as a powerful testbed for a range of different physical phenomena, including quantum phase transitions [18, 43, 69, 72, 79, 89, 90], and it has been experimentally realized with cold atoms [5].

It is clear from Eq. (7) that the total spin operator \( \hat{J}^2 \) is a conserved quantity, \( [\hat{H}, \hat{J}^2] = 0 \). Therefore, we may separate the full Hamiltonian matrix according to its eigenvalues, \( j(j+1), j = 0, 1, \ldots, N/2, \) in \( j \)-symmetry sectors, with dimension \( 2j + 1 \) each, implying a huge Hilbert space dimension reduction, from exponential to linear. Individual \( j \)-sectors have generally a large number of replicas differing by qubit permutation symmetry, but we choose the unique fully symmetric sector with the maximal \( j = N/2 \), which includes the ground-state of the system. The operator \( \hat{\Pi} \equiv e^{i\pi(j+J_z)} \), called parity, is yet another symmetry of Eq. (7), with a discrete spectrum, \( \text{Spec} (\hat{\Pi}) = \{-1, +1\} \), providing discrete quantum numbers.
according to $|\Omega| [E_{n,\pm}] = \pm |E_{n,\pm}\rangle$, where $\{E_{n,\pm}\}$ are the positive/negative parity eigenvectors of Eq. (7). Precisely due to the collective nature of the LMG Hamiltonian [7], the infinite-size limit, $N \to \infty$, can be shown to correspond exactly with the semiclassical limit, $j \to \infty$, which does not hold true in case that Eq. (6) is restricted to any finite-range interaction.

The mean-field solution may be obtained, e.g., by use of the Bloch coherent states

$$|\omega\rangle = \left(\frac{1}{1 + |\omega|^2}\right)^{j} e^{i\omega J_+ |j, -j\rangle},$$

where $|j, m\rangle$ is the $\hat{J}_z$ eigenbasis, $\hat{J}_z |j, m\rangle = m |j, m\rangle$, and $\omega = (Q + iP)/\sqrt{4 - P^2 - Q^2}$, with $Q$ and $P$ real, are canonical variables constrained as $0 \leq Q^2 + P^2 \leq 4$, implying compactness of the classical phase space. A semiclassical representation of the quantum Hamiltonian Eq. (7) is therefore given by the following intensive ($j$-independent) function:

$$H(Q, P) \equiv \frac{\langle \omega | \hat{H} | \omega \rangle}{j} = -\hbar + \frac{\hbar}{2}(Q^2 + P^2) - \frac{\lambda}{8} Q^2(4 - P^2 - Q^2).$$

The classical system described by $H(P, Q)$ has a single degree of freedom, and therefore it is integrable. Its energy scale is given by the intensive quantity $\epsilon = E/j$, where $E$ denotes the actual, $j$-dependent eigenvalues of the quantum model. Here, we briefly summarize the main semiclassical features for completeness.

The model exhibits a second-order ground-state quantum phase transition (QPT) at the critical coupling strength $\lambda_c = \hbar$, inducing a structural change from single-well to double-well in the classical potential, as observed in Fig. 1. The energy minimum in the infinite-size limit, calculated from (9), is

$$\epsilon_{\text{min}} = \begin{cases} -\hbar & \lambda < \lambda_c = \hbar, \\ -\frac{\hbar}{2} \left(\lambda + \frac{\hbar^2}{\lambda}\right) & \lambda > \lambda_c = \hbar. \end{cases}$$

For $\lambda > \lambda_c$, the system also undergoes an ESQPT [7, 9, 10] at the critical energy $\epsilon_c = -\hbar$ [19, 34, 35], where, in systems with a single degree of freedom, the tight avoided crossing of eigenvalues translates into a logarithmic divergence of the density of states. For $\epsilon < \epsilon_c$, eigenvalues of different parity are degenerate in the infinite-size limit, $\epsilon_{n, +} = \epsilon_{n, -}$, while such degeneracy is lifted for $\epsilon > \epsilon_c$; in other words, eigenstates below the ESQPT are symmetry-broken. At the classical level, such degeneracies can be seen to arise from the double-well potential, which allows for symmetric, disconnected wells below $\epsilon_c$. It is clearly observed in the classical portrait of Fig. 1 (middle, right) that all trajectories $(Q(t), P(t))$ with energy $H(Q(t), P(t)) < \epsilon_c$ conserve the sign of the canonical position, sign $Q(t) = \pm 1$, since they are bound to either the left or right well. Trajectories with energy $H(Q(t), P(t)) > \epsilon_c$ do not satisfy this condition, and thus sign $Q(t)$ is no longer conserved.

It was proposed in [13] that the previous classical ideas may be carried over to the quantum realm by establishing a quantum-classical correspondence of constant classical dynamical functions and quantum operators. Since classically $j(x)(Q, P) = \langle \omega | \hat{J}_x | \omega \rangle / j = Q \sqrt{4 - P^2 - Q^2}/2 \propto Q$, the sign of $Q(t)$ and the sign of $j_x(t)$ coincide. Thus, the quantum operator

$$\hat{C} = \text{sign}(\hat{J}_x)$$

defines a discrete $\mathbb{Z}_2$ symmetry with eigenvalues $\text{Spec}(\hat{C}) = \{\pm 1\}$. This operator is constant only below $\epsilon_c$, so it is an instance of so-called partial symmetries [91]. Given an arbitrary quantum state $|\psi(t)\rangle$, the expectation value $\langle \phi(t) | \hat{C} | \psi(t) \rangle \in [-1, 1]$ indicates the region of the classical phase space occupied by such quantum state: completely within the right (+1) or left (−1) wells, or a superposition of both (between −1 and +1). For details on this operator, see [13, 29, 31, 48].
in particular we have different parity form for the symmetry of the ground state to be a superposition of the nearly degenerate eigenstates of the system in these domains. The final Hamiltonian, which induces the subsequent nontrivial change in the system that was previously prepared in a stationary state as a sudden jump of Hamiltonian parameters performed at the initial parameter value, the jump generates a dispersed population of excited eigenstates of the Hamiltonian, which produces the subsequent non-trivial evolution. Such a non-thermal excitation can be—at least to a certain extent—purposely localized in selected excitation domains and may therefore be used to probe dynamical response of the system in these domains.

In the present model, the initial state $|\Psi_0(\lambda_i)\rangle$ (if not stated otherwise, the other Hamiltonian parameter is fixed at the value $h = 1$ and not explicitly mentioned in the formulas) is chosen to be a superposition of the nearly degenerate eigenstates of different parity that form the symmetry-broken ground state of Hamiltonian (7) at a certain initial coupling strength $\lambda_i > \lambda_c$. In particular, we have

$$|\Psi_0(\lambda_i)\rangle = \sqrt{\alpha} |E_{0,+}(\lambda_i)\rangle + e^{i\phi} \sqrt{1-\alpha} |E_{0,-}(\lambda_i)\rangle. \quad (12)$$

In this formula, $\alpha \in [0, 1]$ determines population probabilities for both parity eigenstates and $\phi \in [0, 2\pi)$ represents a relative phase. In the classical phase space, such an initial state is located according to

$$\langle \Psi_0(\lambda_i) | \hat{C} | \Psi_0(\lambda_i) \rangle = 2\sqrt{\alpha(1-\alpha)} \cos \phi. \quad (13)$$

Strictly speaking, the state (12) is stationary with respect to the initial Hamiltonian only in the infinite-size limit, when the degeneracy of the parity doublet becomes exact.

The quenches in the parameter space of Hamiltonian (7) will be performed mostly in $\lambda$, but at last also in $h$. Returning to the general Hamiltonian expression $\hat{H}(\Lambda^\mu)$ with a set of real parameters $\Lambda^\mu$ ($\mu = 0, 1, 2, \ldots$), we can make an identification $(h, \lambda) \equiv (\Lambda^0, \Lambda^1)$. Our LMG Hamiltonian is obviously linear in both these parameters. To elucidate some common properties of quenches in such linear systems, let us consider a general Hamiltonian

$$\hat{H}(\Lambda^\mu) = \Lambda^0 \hat{G}_0 + \Lambda^1 \hat{G}_1 + \cdots \equiv \Lambda^\mu \hat{G}_\mu \quad (14)$$

with parameters $\Lambda^\mu$ weighting some generally non-commuting Hamiltonian components $\hat{G}_\mu$. Any jump in the parameter space of such a system can be expressed as $\hat{H}_f = \hat{H}_i + \Delta^\mu \hat{G}_\mu$, where $\hat{H}_i \equiv \hat{H}(\Lambda_i^\mu)$ and $\hat{H}_f \equiv \hat{H}(\Lambda_f^\mu)$ are the initial and final Hamiltonians, respectively, and $\Delta^\mu = \Lambda_f^\mu - \Lambda_i^\mu$ is the parameter change (summation convention is used for Greek indices). We denote an average value of a general operator $\hat{A}$ in the initial state as $\langle \Psi_0(\Lambda_i^\mu) | \hat{A} | \Psi_0(\Lambda_i^\mu) \rangle \equiv \langle \hat{A} \rangle_i$ and the corresponding variance as $\langle \hat{A}^2 \rangle_i - \langle \hat{A} \rangle_i^2 \equiv \langle \hat{A}^2 \rangle_i$. The energy average of the system after the quench is then given by

$$\langle \hat{H}_f \rangle_i = \langle \hat{H}_i \rangle_i + \Delta^\mu \langle \hat{G}_\mu \rangle_i, \quad (15)$$

while the energy variance reads

$$\langle \hat{H}_f^2 \rangle_i = \langle \hat{H}_i^2 \rangle_i + 2 \Delta^\mu \text{Re} \langle \hat{H}_i \hat{G}_\mu \rangle_i - \langle \hat{H}_i \rangle_i \langle \hat{G}_\mu \rangle_i + \Delta^\mu \Delta^\nu \langle \langle \hat{G}_\mu \hat{G}_\nu \rangle_i - \langle \hat{G}_\mu \rangle_i \langle \hat{G}_\nu \rangle_i \rangle. \quad (16)$$

Formula (15) determines the center of mass of the initial-state energy distribution in the final Hamiltonian eigenbasis. This distribution, determined by energies $E_n(\Lambda_f^\mu)$ and the corresponding population probabilities $|c_n|^2$, is called the local density of states (LDOS). The knowledge of the final energy average is important for the design of quenches that excite the system to the desired energy domain (e.g., to a vicinity of an ESQPT). Formula (16) measures the squared width of the energy distribution. This sets an ‘energy resolution’ of the quench-based excitation procedure and determines the characteristic time of the initial decay of the survival probability, which is inversely proportional to the width.
In the case of our LMG Hamiltonian, the energy average (15) after an arbitrary quench \((h_1, \lambda_1) \rightarrow (h_f, \lambda_f)\) from the initial state (12) can be calculated exactly in the \(j \to \infty\) limit. From the Helmann-Feynman formula, \(\langle \hat{H}_j \rangle_j = \partial E_j / \partial \lambda_j |_{\lambda_j = \lambda_j^0}\), we see that the average energy at the final parameter point lies on the common tangent of both degenerate ground-state parity levels in the initial point. Using Eq. (10) we obtain
\[
\langle e_j \rangle \equiv \frac{\langle \hat{H}_j \rangle_j}{j} = \frac{1}{2} \left[ \frac{h_i}{\lambda_i} (h_i\lambda_j - 2h_f\lambda_i) - \lambda_j \right]. \quad (17)
\]
This formula can be used as an approximation for the final energy average for a sufficiently large size of the system. It allows us to estimate whether the dominant fraction of excitation at the final parameter values is located in the parity-broken phase, parity-restored phase, or in the transitional region around the ESQPT critical energy \(\epsilon_c = -h\). The approximate degeneracy of the initial ground-state parity doublet (12) further implies that the first and second terms in Eq. (16) can be neglected, so the energy variance increases roughly quadratically with the length of the quench (the width of the final energy distribution grows linearly). However, since the classical limit of the energy variance vanishes, any quantitative estimate of the width requires to account for finite-\(j\) quantum effects.

IV. RESULTS

A. Identification of zeros

First, let us focus on the quenches that do not cross the ESQPT critical line at \(\epsilon_c = -h\). In Fig. 2 we present a backward quench \(\lambda_1 = 7 \to \lambda_f = 1.5\) with equally weighted symmetry-broken eigenstates \(\alpha = 1/2\) and \(\phi = 0\). The probability associated to the resulting complexified partition function, \(|Z(\beta + it)|^2\), is represented in the \(\beta \times t\) plane (left, middle); in particular, we represent the contours for several fixed values of such probability, i.e., the set of points \((\beta, t)\) such that \(|Z(\beta + it)|^2\) equals to a given constant. A pattern of zeros of \(Z(z)\) is clearly observed. The complexification of the time variable means that only zeros close to \(\beta = 0\) have a sensible impact on the survival probability, trademark of dynamical phase transitions. Yet, the curvature of the contours close to \(\beta = 0\) suggest that the survival probability is affected even if no zero falls exactly on the \(\beta = 0\) line. Therefore, these portraits provide insightful information on the behavior of the survival probability which, as we will argue later on, may be harder to identify merely by looking at the corresponding rate function. In the rightmost panel of Fig. 2 we represent the nodal lines of Eq. (4). Red and blue curves represent the null contour lines of the real and imaginary part of \(Z(\beta + it)\), respectively. The zeros observed in the middle panel neatly correspond to crossing points of such nodal lines, where both real and imaginary parts of \(Z(\beta + it)\) vanish. Note that the contour lines of Re \(Z(\beta, t)\) and Im \(Z(\beta, t)\) always cross at the right angle, as can be analytically proven from the form of Eq. (4).

B. Scaling with system size

In Fig. 3 we study the zeros of the complex \(Z(\beta + it)\) after a relatively short backward quench with both \(\lambda_1\) and \(\lambda_f\) situated in the interacting phase \(\lambda > \lambda_c\). Instead of analyzing the survival probability, \(P(t)\), itself, it is customary [64, 65] to analyze the rate function \(r_j(t) = -\log_{10} P(t)/j\). We find a very good correspondence between the times when the rate function exhibits a kink and the times where a zero is close to the \(\beta = 0\) line in the complex-time partition function, namely, around \(t \approx 8\) and \(t \approx 14\). The first maximum of the rate function, around \(t \approx 2\), does not correspond to a DPT because there is no zero around \(\beta = 0\) at \(t \approx 2\) in \(Z(\beta + it)\); therefore, this maximum is of a different nature and will be discussed in more detail in Sec. IV C.

It is interesting to observe that the zeros of \(Z(\beta + it)\) appear to form ordered structures similar to lines, and as the system size increases, so does the number of zeros within each structure, so as to form a continuum in the infinite-size limit. To corroborate this impression, we perform a finite-size scaling of the number of zeros of \(Z(\beta + it)\) within a fixed region of the \(\beta \times t\) plane, and to count such number of zeros, \(N_0 = N_0(j)\), we proceed as described in what follows. The idea is to use the residue theorem of complex analysis, which teaches us that the integral of a complex function \(f(z)\) around a closed path \(\gamma\) is given by the sum of the residues of \(f(z)\) at its poles. In a neighborhood of its zeros, \(z_0\), the complexified partition function \(Z(\beta + it)\) may be expanded as
\[
Z(z) \approx a_1(z - z_0) + a_2(z - z_0)^2 + O((z - z_0)^3),
\]
while its derivative behaves as
\[
\frac{dZ(z)}{dz} \approx a_1 + 2a_2(z - z_0) + O((z - z_0)^2),
\]
with some \(a_k \in \mathbb{C}\). Consider the following function:
\[
f(z) = \frac{d}{dz} \ln Z(z).
\]
It may be shown that the zeros of \(Z(z)\) transform into poles of \(f(z)\). Indeed, if \(a_1 \neq 0\), then, close to a zero of \(Z(z)\),
\[
f(z) \approx \frac{a_1'}{z - z_0} + a_0' + a_1'(z - z_0) + O((z - z_0)^2),
\]
for some \(a_k' \in \mathbb{C}\), in general \(a_k' \neq a_k\). Importantly, \(a_{-1}' = 1\), which means that the residue of \(f(z)\) at the pole is exactly unity, \(\text{Res}_{z=z_0} f(z) = 1\). If the root at \(z = z_0\) happens to be of a higher order, i.e., if \(a_1 = a_2 = \cdots = a_{k-1} = 0, a_k \neq 0\), then the first \(k\) terms in (19) vanish and the pole in \(f(z)\) has \(\text{Res}_{z=z_0} f(z) = k\), reflecting exactly the multiplicity of the root. This enables us to use the residue theorem for straightforward calculation of the number \(N_0\) of roots of \(Z(z)\) for a fixed system size \(j\),
\[
\oint_{\gamma} f(z) dz = 2\pi i N_0.
\]
We have calculated \(N_0\) for several system sizes \(j\) in a small rectangular region of the complex plane containing the \(\beta = 0\)
line, similar to the region depicted in the top, rightmost panel of Fig. 3. The result is shown in Fig. 4, which reveals a strongly linear behavior $N_0 \sim j$. This suggests that in the infinite-size limit, the density of zeros in the chains crossing the $t$ axis becomes infinite and the survival probability $P(t)$ vanishes there.

C. Dependence on the initial condition

It is easy to show that DPTs do not depend on the relative phase $\phi$ in a symmetry-broken initial state (12). For quantum systems with a parity symmetry, the complexified survival amplitude separates completely into its positive and negative parity contributions,

$$Z(z) = \alpha \sum_n |c_{n,+}|^2 e^{-zE_{n,+} (\lambda_f)} + (1 - \alpha) \sum_n |c_{n,-}|^2 e^{-zE_{n,-} (\lambda_f)}$$

(23)

where we have defined $c_{n,\pm} \equiv \langle E_{n,\pm} (\lambda_f) | E_{0,\pm} (\lambda_i) \rangle$ for simplicity. As a consequence, the survival probability, whose non-analytical points are used to define DPTs, do not depend on $\phi$ either. $P(t) = |Z(it)|^2$. Note, though, that the classical position of such initial state does depend on $\phi$ through Eq. (13). The behavior of the survival probability, and thus that of the non-analytical times defining DPTs, in general depends on $\alpha$.

If the quench only populates the eigenstates of the final Hamiltonian below the ESQPT critical line, then it was shown in [31, 75] that the populations of positive and negative states coincide up to a phase, that is, $|c_{n,+}| = |c_{n,-}| \equiv |c_n|$ in the infinite-size limit. This is a consequence of the exponentially vanishing gap between eigenlevels below the ESQPT, $E_{n,+} = E_{n,-} \equiv E_n$ if $E_{n,\pm} \leq E_c$, and also of the constancy of $\hat{C}$ [13]. Therefore, in the infinite-size limit, it follows from Eq. (23) that $Z(z)$ is also independent of $\alpha$ as these con-
behave as a constant in the infinite-size limit, $|c_{n,+}| \neq |c_{n,-}|$, the previous argument does not hold true and the dependence of $Z(z)$ on $\alpha$ remains even in the large-$\beta$ limit. Since the negative-parity eigenlevels are systematically larger than the positive-parity ones, $E_{n,-} > E_{n,+}$ (c.f. Fig. 1), the positive and negative parity contributions to Eq. (23) are not on the same footing, and therefore $Z(z)$ is not symmetric under $\alpha \to 1 - \alpha$. This can be observed in Fig. 5, where $|Z(z)|^2$ is represented for a quench departing from two initial states with $\alpha = 0.1$ or $\alpha = 0.9$. The exact position of zeros is different in each case, as expected: nevertheless, the zeros at the $\beta = 0$ line occur more or less at equivalent times, meaning that the kinks in the corresponding rate functions are very close for both initial states. This is clearly illustrated in the bottom panel of Fig. 5. Although the rate functions for $\alpha = 0.1$ and $\alpha = 0.9$ are not the same, they are influenced by the zeros of $Z(\beta + it)$ at similar times.

To end this section, we will highlight an interesting effect taking place when the initial state is built with an even proportion of positive and negative parity eigenstates, $\alpha = 0.5$, which is the initial state commonly prepared in experiments [5]. If $\phi = 0$, this state has $\langle \hat{C} \rangle = 1$. Therefore, it is fully localized in one of the two wells, see Fig. 1, and converges to a classical state in the infinite-size limit. Any other initial state with $\alpha \neq 0.5$ is a superposition of left and right classical wells, with $\langle \hat{C} \rangle \in [0, 1)$. In Fig. 6 we have represented contour plots of $|Z(\beta + it)|^2$ for a quench $\lambda_i = 10 \to \lambda_f = 1.6$ from the initial states (12) with $\phi = 0$ and varying values $\alpha \in [0.4, 0.5]$ in order to study the dynamics of the zeros as $\alpha = 0.5$ is slowly approached. It is clearly observed that as $\alpha$ increases, the upper lines of zeros seem to collapse in pairs, revealing a zipper-like structure which gradually closes from higher to lower values of $\beta$ with increasing $\alpha$. At $\alpha = 0.5$, the previously separated four chains of zeros present for lower values of $\alpha$ have completely merged into two separate lines. This shows that the distribution of non-analytical points in the survival probability explicitly depends on $\alpha$, i.e., on the fine details of the initial state, not just on its energy or the initial value of the control parameter.

The two chains of zeros starting from the bottom at $\alpha = 0.4$ display an even more peculiar behavior. They also eventually merge into a single one at $\alpha = 0.5$, but instead of doing so in the zipper-structure way, the first chain of zeros bends backwards and gradually recedes towards the lower values of $\beta$. Importantly, there is some value of $\alpha$ below which the first non-analytical point in the survival probability, near $t = 2$, completely disappears as the structure of zeros moves to the left of $\beta = 0$, leaving no trace in $\mathcal{P}(t) = |Z(0 + it)|^2$. This induces structural changes in the positions of the kinks in the rate functions. The terms regular and anomalous dynamical phase transitions have been used to refer to the time when the first non-analytical point occurs in the survival probability; it is called regular if $\mathcal{P}(t)$ shows its first nonanalyticity at the first revival, and anomalous otherwise [90]. In our system, the case $\alpha = 0.4$ corresponds to a regular DPT, while $\alpha = 0.5$ results in an anomalous DPT instead.

The critical value of $\alpha$ separating both scenarios depends on system size, $\alpha_c(j)$, and increases with it. To analyze the

![Fig. 5. Contour plot of $\log_{10}|Z(\beta + it)|^2$ in the $(\beta, t)$ plane. Vertical red dashed lines signal the $t$-axis ($\beta = 0$). The quench $\lambda_i = 10 \to \lambda_f = 1.6, \langle \epsilon_f \rangle = -0.89 > \epsilon_c$ has been performed. The parameters in the initial state Eq. (12) are $\phi = 0$, and $\alpha = 0.1$ (top), $\alpha = 0.9$ (middle). System size is $j = 50$. Rate functions of the survival probability $\mathcal{P}(t)$ for the same quenches (bottom). Orange line corresponds to $\alpha = 0.1$ and purple line to $\alpha = 0.9$ ($j = 100$).](image-url)
finite-size precursor $\alpha_c(j)$ at which the bottom line of zeros has crossed the $\beta = 0$ line to the left, we employ a bisection algorithm. The procedure is as follows: in the first iteration, we start from $\alpha_L = 0.48$ and $\alpha_R = 0.5$, and calculate the middle point $\alpha_M = (\alpha_L + \alpha_R)/2 = 0.49$. We choose the two values of $\alpha$ between which there is a change in the position of the zeros, from being to the left of $\beta = 0$ to crossing the $\beta = 0$ line, and these values of $\alpha$ are used to iterate the process. We have followed this procedure for several values of the size parameter $j$, applying twenty iterations of the described algorithm. The results are shown in the bottom panel of Fig. 6. We obtain the scaling behavior $\Delta \alpha(j) \sim 10^{\alpha_j}$ with $\alpha \approx -0.059$, where $\Delta \alpha(j) \equiv |\alpha_c(j) - \alpha_c(\infty)|$ is the difference of the finite-size precursor $\alpha_c(j)$ and its value in the $j \to \infty$ limit, $\alpha_c(\infty)$. Choosing $\alpha_c(\infty) = 0.5$, denoting a perfectly evenly symmetry-broken initial state, yields clear results of an exponentially diminishing size of the anomalous DPT region.

The results of this section illustrate the ways in which the initial state influences the appearance of DPTs in the survival probability. We saw, in particular, that these structures depend on whether the quenched state ends in a symmetry-broken or symmetry-restored phase, and also on the particular form of the parity-broken initial state.

D. Dependence on the energy of the quenched state

The complex-time survival amplitude (4) contains dynamical information directly related to the quench performed. For quench protocols $\lambda_i \to \lambda_f$, the population of the eigenstates of the final Hamiltonian is non-universal and strongly sensitive to the specific choice of quench parameters, as revealed by the LDOS (see Sec. III B). For the infinite-range transverse-field Ising model, the parity symmetry means that the full LDOS, $P(E)$, separates into two parts,

$$P(E) = P_+(E) + P_-(E)$$

$$= \sum_n |c_{n, \pm}|^2 \delta(E - E_{n, \pm}) + \sum_n |c_{n, -}|^2 \delta(E - E_{n, -}),$$

where $c_{n, \pm} \equiv \langle E_{n, \pm}(\lambda_f) | \Psi_0(\lambda_i) \rangle$, with $P_{\pm}(E)$ denoting the population of positive/negative final eigenstates. The initial state $|\Psi_0(\lambda_i)\rangle$ is generally not an eigenstate of the final Hamiltonian and its average energy is given by Eq. (15). It is well-known that the critical times and the shape of the survival probability depend on to which part of the energy spectrum the initial state is led by the quench [23, 31]. In the context of dynamical phase transitions, phase diagrams have been determined on the basis of such changes. Here we study the effect that the driving of the final average energy of the quench has on the complex-time survival amplitude.

In Fig. 7 we focus on three quenches $\lambda_i \to \lambda_f = 1.6$ where an initial state of the form Eq. (12) changes only due to the variation of $\lambda_i$, with $\alpha = 0.5$ fixed. The shape and location of the LDOS is clearly different for $\lambda_i = 2.3, 4, 20$: the longer the quench, the higher the average energy (17). For $\lambda_i = 2.3$ as $\Delta \lambda = |\lambda_i - \lambda_f|$ is small, the after-quench average energy is $\langle \epsilon_f \rangle = -1.08 < \epsilon_c$ according to (17) and the quench only populates energy eigenstates close to the ground-state. For $\lambda_i = 4$, $\langle \epsilon_f \rangle = -1 = \epsilon_c$, eigenstates are populated on both sides of the ESQPT at $\epsilon_c$; as a consequence, $P_+(E)$ and $P_-(E)$ very approximately coincide only for eigenstates below $\epsilon_c$, and the ESQPT is signaled by a dip in the LDOS close to $\epsilon_c$ [20, 21, 25, 31]. Finally, for $\lambda_i = 20$, $\langle \epsilon_f \rangle = -0.85$ and the
A contour plot of $|Z(\beta + it)|^2$ in the $(\beta, t)$ plane (top). Vertical red dashed lines signal the $t$-axis ($\beta = 0$). The corresponding local density of states (bottom). Red circles correspond to the population coefficients of positive-parity states in the final Hamiltonian, $|c_{n, +}|^2$, while blue squares denote the same for negative-parity states, $|c_{n, -}|^2$. Three quenches $\lambda_i \to \lambda_f = 1.6$ have been performed: under the ESQPT with with $\lambda_i = 2.3$ (left column), onto the ESQPT with $\lambda_i = 4$ (middle column), and above the ESQPT with $\lambda_i = 20$ (right column). The parameters in the initial state (12) are $\alpha = 1/2$ and $\phi = 0$. System size is $j = 50$.

The after-quench energy distribution has an impact on the location of the zeros of $Z(\beta + it)$, and in particular it affects which chain of zeros intersects the $\beta = 0$ line and at what times. As the final energy average increases, the overall pattern of zeros shifts towards higher $\beta$ values as visible in the contour plots of $|Z(\beta + it)|^2$. The times when the survival probability rate function shows sharp peaks and whether or not these peaks occur in a quasiperiodic fashion is thus tightly connected with the LDOS.

E. Relation to ESQPTs

ESQPTs manifest themselves as non-analyticities in the high-energy excitation spectrum of a many-body quantum system. This is a static effect with important dynamical consequences, some of which have been thoroughly studied [21, 23, 25, 29, 33, 92]. For systems with a single classical degree of freedom, the divergence of the density of states at the critical energy is transferred directly to the expectation values of certain observables in the energy eigenbasis [7, 41]. In the context of the survival probability, the ESQPT is expected to have some relevant impact, as can be inferred both from the quantum level flow diagram and, at the semiclassical level, from the phase space portrait (c.f. Fig. 1). Indeed, it has been shown that quenching the initial state so that the final state significantly overlaps the ESQPT spectral region induces a variety of stabilizing or destabilizing effects. In particular, the survival probability ceases to show the characteristic succession of revivals until it saturates to an asymptotic value [18, 20, 23, 92].

In Fig. 8 we have drawn contour plots of $|Z(\beta + it)|^2$ together with the corresponding rate function for the same quench presented in previous Fig. 7 (middle column), albeit for a larger system size. The quench leads the initial state to the ESQPT. The destabilized behavior of the rate function is clearly observed, and its overall pattern is qualitatively different from that obtained when quenching the initial state away from the ESQPT (compare, for example, with Fig. 3). From the viewpoint of the complex-time survival probability, we find that an extensive number of zeros cluster together around the $\beta = 0$ line in a disorganized way. This behavior is again quite different from that in Fig. 3, where the zeros close to the $\beta = 0$ line occur in a quasiperiodic way. It is noticeable that the zeros appearing on the far left and right of the $\beta = 0$ line do show this seemingly organized pattern, so quenching the initial state sufficiently away from the ESQPT, as was described in the previous subsection, produces the standard behavior of the rate function previously observed in fully connected models [31, 68, 69, 75, 90]. The presence of ESQPTs is evidently imprinted in the distribution of the zeros in the complex-time survival probability.

It was shown in [31, 75] that dynamical phase transitions of the first type, DPTs-I, can be directly attributed to the non-analytical change of shape of the classical version of the model and, therefore, to the ESQPT. The ESQPT thus separates two
distinct dynamical phases characterized by some dynamical order parameters, which differ from the traditional order parameters of equilibrium phase transitions \cite{6}. With respect to the focus of the present work, DPTs-II, it was shown that there is a mathematical restriction on the non-analytical points of the parity-projected return probability originally proposed in \cite{63} for systems with symmetry-broken phases. For initial states of the form \eqref{12}, it can be written \cite{31,75} as

\begin{equation}
\mathcal{L}(t) = \mathcal{L}_+(t) + \mathcal{L}_-(t) \equiv \alpha |f_+(t)|^2 + (1 - \alpha) |f_-(t)|^2,
\end{equation}

where $f_{\pm}(t) = \sum_{\pm} |c_{n,\pm}|^2 e^{-iE_{n,\pm}(\lambda_f)t}$. The survival probability in the same terms reads as

\begin{equation}
\mathcal{P}(t) = |\alpha f_+(t) + (1 - \alpha) f_-(t)|^2.
\end{equation}

It is clear that $\mathcal{P}(t)$ keeps track of the interference between positive and negative parity sectors, while $\mathcal{L}(t)$ does not, as each of these contribute separately.

The non-analytical points in $\mathcal{L}(t)$ have been argued \cite{65} to result from crossing points of the functions $\Omega_{\pm}(t)$ that appear in $\mathcal{L}_{\pm}(t) = e^{-\mathcal{N}t}(\lambda_f)$ \cite{93}. It has been shown \cite{31,75} that in the symmetry-broken phase (in our model, below the ESQPT line), eigenlevel degeneracies and the constancy of $\mathcal{C}$ imply that $f_+(t) = f_-(t)$. This means that (i) no crossings of the $\Omega_{\pm}(t)$ functions occur in the symmetry-broken phase and, therefore, this mechanism \cite{65} does not properly explain the appearance of kinks in its rate function in this spectral region; (ii) in the symmetry-broken phase, both return probabilities coincide in the infinite-size limit, $\mathcal{L}(t) = \mathcal{P}(t)$, while in the symmetry-restored phase (here, above the ESQPT critical line), these functions differ, $\mathcal{L}(t) \neq \mathcal{P}(t)$. In the symmetry-broken phase, the non-analytical kinks in $\mathcal{L}(t)$ are a consequence of the zeros of $\mathcal{P}(t)$, which, as we have seen (see e.g. Fig. 7), can very well occur near the $\beta = 0$ line when the system is quenched to the symmetry-broken phase. These kinks, however, are completely unrelated to the mechanism of crossings in $\Omega_{\pm}(t)$, which can only happen in the symmetry-restored phase \cite{31,75}. In this phase, the origin of non-analytical times in $\mathcal{L}(t)$ and $\mathcal{P}(t)$ is different, but the manifestations can be somewhat similar depending on the quench protocol chosen.

On top of that, it has been proposed that the crossing of the ESQPT \cite{31} is related to the appearance either regular or anomalous \cite{90} DPTs. A phase diagram has been proposed where in the symmetry-broken phase anomalous DPTs should be found, while in the symmetry-restored phase regular DPTs
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\includegraphics[width=\textwidth]{fig8}
\caption{Contour plot of $\log_{10} |Z(\beta + it)|^2$ in the $(\beta, t)$ plane (top); system size is $j = 200$. Vertical red dashed line signals the $t$-axis ($\beta = 0$). The resulting rate function of the survival probability (bottom). The quench to the ESQPT $\lambda_i = 4 \rightarrow \lambda_f = 1.6$ with $h = 1$ has been performed. The parameters in the initial state \eqref{12} are $\alpha = 1/2$ and $\phi = 0$.}
\end{figure}
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\includegraphics[width=\textwidth]{fig9}
\caption{Contour plot of $\log_{10} |Z(\beta + it)|^2$ in the $(\beta, t)$ plane (top); system size is $j = 50$. Vertical red dashed line signals the $t$-axis ($\beta = 0$). The resulting rate function of the survival probability (bottom), for $j = 400$. A quench $h_i = 0.8 \rightarrow h_f = 0$ with $\lambda = 1$ kept fixed has been performed. The parameters in the initial state \eqref{12} are $\alpha = 1/2$ and $\phi = 0$.}
\end{figure}
are obtained. By taking an extreme example, here we show that this is however not necessarily the case. In Fig. 9 we have represented the complex-time survival amplitude and the rate function of the survival probability for a quench not in \( \lambda \), but in the magnetic field, \( h_i = 0.8 \rightarrow h_f = 0 \) with \( \lambda = 1 \) fixed. The average energy after the quench is \( \langle \epsilon_f \rangle = -0.18 < \epsilon_c \). The spectrum of the final Hamiltonian is completely degenerate in parity doublets because the ESQPT at \( \epsilon_c = -h \) coincides with the upper boundary of the spectrum \( \epsilon_{\text{max}} = h \) at \( h_f = 0 \). This is clearly shown in Fig. 1 (bottom) for a finite-size system, \( j = 50 \). In Fig. 9, three lines of zeros of \( Z(\beta + it) \) cross the \( \beta = 0 \) line around \( t \approx 1, 6, 16 \), with the corresponding peaks showing up in the rate function. The first peak at \( t \approx 1 \) occurs even before the second revival of \( \mathcal{P}(t) \), which means that this is a regular DPT, even though no ESQPT has ever been crossed in the process. The flatness of the rate function in the interval \( 1 \leq t \leq 6 \) can be understood from \( Z(z) \), which shows very weakly varying contour lines in this time interval. Similar shapes have been previously observed [69].

The results of this section highlight that the ESQPT plays an important role in certain aspects of DPTs, for example establishing boundaries on the regions where certain mechanisms are allowed [31, 75], while other structural aspects of them, such as the classification in regular and anomalous DPTs, seem to escape this interpretation.

V. CONCLUSIONS

Traditional thermal and ground-state quantum phase transitions can be understood via complexification of some relevant system parameters, such as the temperature or the value of an interaction strength. The ensuing non-analyticities, fully realized strictly in the infinite-size limit, show their traces, at finite size, in a complex parameter space. Based on this well-established notion, we have defined the complex-time survival amplitude, where the time variable is extended onto the complex domain. We have shown that dynamical phase transitions, understood as instants where an initial state is orthogonal to its time-evolved counterpart, are signaled through the zeros of the complex-time survival amplitude close to the real \( t \)-axis (imaginary \( z \)-axis). Such zeros are readily identified even for quite small system sizes, when precursors of criticality in the behavior of the survival probability itself can be ambiguous.

We illustrate these general ideas on the fully connected transverse-field Ising model excited in different ways far from its equilibrium state. We observe rich collections of zeros in the landscapes of the initial-state survival amplitude in the complex time domain. Transformations of these landscapes and the corresponding variations in the patterns of zeros allow us to easily identify and interpret qualitative changes in the system dynamics when certain parameters of the out-of-equilibrium protocol, such as details of the initial state or the average energy of excitation, are modified. The complex-time extension allows us to watch the origin and gradual development of dynamical critical structures in the evolution of the real survival amplitude.

We have also analyzed the influence of the excited-state quantum phase transition, which in the present and many other models separate a \( \mathbb{Z}_2 \) symmetry-broken phase and the corresponding symmetry-restored phase. Quenching a state initially prepared in the broken-symmetry phase to the excitation region below or above the critical energy line produces different patterns of zeros in the complex-time survival amplitude near the time axis and therefore leads to different sequences of dynamical phase transitions. Various mechanisms generating dynamical non-analyticities play role on both sides of the critical line. Quenching the broken-parity initial state onto the critical line produces a disorganized pattern of zeros near the time axis; as a result, the survival probability behaves erratically, most likely hiding the eventual signatures of dynamical phase transitions.
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