Performance Prediction of InP/GaAsSb Double Heterojunction Bipolar Transistors for THz applications
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Abstract—The intrinsic performance of “type-II” InP/GaAsSb double heterojunction bipolar transistors (DHBTs) towards and beyond THz is predicted and analyzed based on a multi-scale technology computer aided design (TCAD) modeling platform calibrated against experimental measurements. Two-dimensional hydrodynamic simulations are combined with 1-D full-band, atomistic quantum transport calculations to shed light on future DHBT generations whose dimensions are decreased step-by-step, starting from the current device configuration. Simulations predict that a peak transit frequency fT,peak of around 1.6 THz could be reached in aggressively scaled type-II DHBTs with a total thickness of 256 nm and an emitter width Wc of 37.5 nm. The corresponding breakdown voltage BVCEO is estimated to be 2.2 V. The investigations are put in perspective with two DHBT performance limiting factors, self-heating and breakdown characteristics.

I. INTRODUCTION

The InP double heterojunction bipolar transistor (DHBT) technology has become a promising candidate to develop terahertz (THz) circuits and systems for both industrial and research applications. By providing impressive “cut-off frequency times breakdown voltage” (ft × BVCEO) products and high power handling capabilities at room temperature, the InP DHBT platform has established itself as a very competitive, attractive as they do not exhibit any energy barrier at the base-collector heterojunction, contrary to type-I InP/InGaAs components. This feature allows for a simplified base-collector design and a higher breakdown voltage at a given cut-off frequency [2]. Recently, type-II InP/GaInAsSb DHBTs with a quaternary base have been fabricated, achieving better transient performance than their ternary counterparts because of the larger Γ-L valley separation of GaInAsSb [4].

TCAD-based roadmaps towards THz applications have already been developed for different heterojunction bipolar transistor (HBT) technologies [5, 6]. The electrical characteristics in these studies were evaluated based on classical drift-diffusion (DD) or hydrodynamic (HD) models calibrated with a full-band Boltzmann Transport Equation solver [7] indirectly accounting for tunneling currents. As experimental research efforts progress towards THz frequencies, the quantum mechanical effects play an increasingly critical role due to the reduction of the device dimensions along all directions and the combination of always more complex materials. A fully quantum mechanical approach allows to naturally and automatically integrate all related effects. In this work, the transport characteristics of type-II InP/GaAsSb DHBTs are studied theoretically based on the scaling prescriptions of Ref. [8], including electron-phonon interactions and breakdown effects.

To calculate the electronic transport properties of the considered devices, a multi-scale TCAD environment relying on a 2-D hydrodynamic (HD) simulator and a ballistic 1-D full-band, atomistic quantum transport (QT) solver has been employed [9]. Such an approach offers a good compromise between accuracy (bandstructure and quantum mechanical effects are included) and computational efficiency (the electrostatics come from the classical calculations). Despite these attractive features, the proposed methodology suffers from the absence of electron-phonon interactions and possibly self-heating effects. This has so far limited our investigations to the low-injection regime up to the peak of fT. Furthermore, without this dissipative scattering source the transit times through the DHBT might be severely underestimated over the entire injection range. Consequently, we go beyond ballistic investigations of the original and proposed down-scaled transistors and present simulation results accounting for electron-phonon interactions via the non-equilibrium Green’s function (NEGF) formalism. The importance of these effects will be discussed for each DHBT generation. This addition is expected to provide a more accurate description of the DHBT behavior. Moreover, two models have been developed to account for self-heating, one where the phonon population is driven out of equilibrium [10], and one where the dissipated power is used as source term in the classical Fourier equation [11].

The epitaxial structure of an experimentally fabricated type-II InP/GaAsSb DHBT with an emitter area $A_E = 0.3 \times 7.5 \mu m^2$ serves as starting point for our analysis. The geometries of three subsequent device generations have then been derived from this.
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initial structure by scaling down its dimensions both vertically and laterally according to the prescriptions of [8], while adjusting the doping concentrations. The intrinsic transport characteristics of these four device generations have then been simulated with and without electron-phonon scattering and compared to each other. It has been found that a $f_{T,\text{peak}}$ of around 1.6 THz, with a breakdown voltage $BV_{CEO}$ of 2.2 V could be reached for aggressively scaled type-II DHBTs. Due to the excellent transport properties of III-V semiconductors, it has been observed that turning on electron-phonon scattering only leads to a reduction of the electronic current by 10%, as compared to the ballistic case, which does not significantly increase the lattice temperature at the center of the device ($\Delta T < 10$ K). It should be noted that the inclusion of the two lateral dimensions, the collector current crowding effect, and of the parasitic elements might raise the lattice temperature. Due to the high computational burden associated with such effects, they could not be taken into account here. To compensate for the potentially underestimated lattice temperature, device simulations at 400 K have been performed as well, with little influence observed on the cut-off frequencies.

The paper is organized as follows: in Sec. II, the electronic transport properties of the four proposed device generations are simulated utilizing the calibrated multi-scale TCAD framework of Ref. [9]. In Sec. III, the influence of electron-phonon scattering and self-heating is investigated through two different QT approaches allowing for the extraction of an effective lattice temperature. In Sec. IV, the breakdown characteristics of the vertically scaled structures are analyzed using the ballistic simulation workflow presented in Sec. II. The ballistic assumption is justified by the fact that the introduction of phonon does not significantly affect the electrostatics, which is responsible for the onset of the breakdown mechanism.

II. BALLISTIC TRANSPORT SIMULATIONS

The calibrated TCAD model described in [9] is applied to study the THz properties of DHBTs as their dimensions are scaled down. In this approach, 2-D DC device simulations based on the hydrodynamic model of Sentaurus-Device [12] are coupled to 1-D ballistic electronic transport calculations performed in the NEGF formalism. The latter calculations rely on an empirical tight-binding (TB) basis set parameterized for InP/GaAsSb heterojunctions [13]. It has been shown in [9] that the proposed modeling framework is capable of providing good qualitative and reasonable quantitative agreements with experimental measurements of both type-I (InGaAs/InP) and type-II (GaAsSb/InP) DHBT technologies.

In this work, the epistaxial structure of the type-II DHBT described in [9] defines our initial device structure labeled G0. This choice is based on the fact that G0 represents one of the most advanced high-speed transistors to date [2, 14, 15]: it is indeed capable of simultaneously delivering high $f_T$ and $f_{MAX}$. Starting from there the scaling prescriptions of [8] are adopted. The basic principle consists of increasing the bandwidth of a given transistor by a factor $\gamma$ through a decrease of its emitter ($T_E$) and base ($T_B$) thicknesses by a factor slightly higher than $\gamma^{1/2}$ and a simultaneous reduction of the collector thickness $T_C$ by $\gamma$. At the same time, the emitter area $A_E$ must be scaled down by $\gamma^2$ for an optimally balanced design between the cut-off frequency ($f_T$), maximum frequency ($f_{MAX}$), and thermal budget [8].

Based on the measured transient characteristics of G0 ($f_{T,\text{peak}} = 0.46$ THz) and our objective of an ultimate DHBT delivering a peak cut-off frequency $f_{T,\text{peak}}$ above 1 THz, a roadmap containing three generations of transistors, G1 to G3, has been defined. For each of them, an increase of about 30% in terms of the peak cut-off frequency is set as target. To realize that, the vertical dimensions of the emitter and the base ($T_E$ and $T_B$) are shrunk by 15% and the thickness of the collector ($T_C$) by 30%. Besides, the emitter and collector widths of the device ($W_E$ and $W_C$) are decreased by 50%. At the same time, the doping concentrations in the emitter and collector regions are increased accordingly, whereas the graded base doping with an average value of $8.5 \times 10^{19}$ cm$^{-3}$ is kept unchanged to ensure a suitable electrostatics. Abrupt doping profile variations from one layer to the other is assumed, i.e. no diffusion of dopants has been taken into account. We do not expect this approximation to play a critical role as the experimental data for G0 could be reproduced in this doping condition. The definition of two intermediate generations between G0 and G3 is justified by the fact that technology developments will be needed at each step to process the device geometries and reach the desired doping concentrations.

The constructed DHBT structures are then fed into our calibrated TCAD framework to derive the corresponding DC and AC characteristics. During this procedure, the material parameters that have been calibrated for G0 are kept unchanged. All simulations are done at room temperature ($T = 300$ K) and in the ballistic limit of transport for the quantum mechanical part. Orthorhombic unit cells of size of $L_x = L_y = L_z = 5.868$ Å that are repeated along the transport direction ($x$) are used in this case. A homogeneous energy grid with a spacing of 2 meV between adjacent points is utilized in all QT simulations.

The conduction band edge and the corresponding doping profile at $V_{CE} = 1$ V, $V_{BE} = 0.94$ V, and a collector density $J_C = 49.4$ mA/μm$^2$ are plotted in Fig. 1 for the final structure G3. The base thickness $T_B$, after aggressive vertical scaling, measures 12.3 nm only, with a collector thickness $T_C$ of 43.8 nm. The conduction band offset at the emitter-base interface is equal to $\Delta E_C = 139$ meV, with a collector value as a reference. The increased doping concentrations in the emitter and collector layers lead to a larger bandgap narrowing (BGN) than at G0,

![FIG. 1: Conduction band diagram (as obtained from S-Device, left y-axis) and the corresponding doping concentration (right y-axis) of the type-II InP/GaAsSb DHBT G3 structure at applied biases $V_{CE} = 1$ V and $V_{BE} = 0.94$ V, with a collector current density $J_C = 49.4$ mA/μm$^2$. The variable $x$ is the distance from the emitter contact.](image-url)
FIG. 2: Simulated DC and AC characteristics of all InP/GaAsSb DHBT generations. (a) 2-D HD simulated collector current density $J_C$ versus base-emitter voltage $V_{BE}$ at $V_{BC} = 0$ V plotted on a logarithmic (left axis) and linear (right axis) scale. (b) Cut-off frequency $f_T$ as a function of $J_C$ at $V_{CE} = 1$ V computed from 1-D QT calculations. The solid line without symbols represents the experimental measurements for G0 [4].

FIG. 3: Accumulated intrinsic transit times extracted from 1-D QT simulations along the emitter-collector axis corresponding to the peak cut-off frequencies $f_{T,peak}$ at $V_{CE} = 1$ V for all InP/GaAsSb DHBT generations. The variable $x$ is the distance from the top of the active emitter region. The vertical dashed lines indicate the end of the active collector regions of each device generation, respectively, thus resulting in larger conduction band discontinuities at the E-B and B-C interfaces. The differences between the Γ and L valleys are $\Delta E_{T\Gamma} = 196$ meV in the base [16] and 590 meV in the InP regions. These values remain the same for all device generations.

The emitter-collector transit time is obtained from the following equation:

$$\tau(x) = q \int_0^x \frac{\Delta n}{\partial V_{BE}} \, dx \tag{1}$$

where the derivative of the electron concentration $n$ with respect to the collector current density $J_C$ are integrated along a 1-D line across the active E-B-C junction [17]. The variations of $n$ and $J_C$ are computed from two QT simulations with slightly different $V_{BE}$ ($\Delta V_{BE} = 1$ meV in our studies). The transit time in the quasi-neutral region of the emitter is multiplied by an additional factor of 2/3 to compensate for the injected minority charges that are not reclaimable through this junction, i.e. those that are lost, for example through recombination processes [18].

The 1-D QT simulated transit frequency $f_T$ is then calculated from a simple expression

$$f_T = \frac{1}{2\pi \tau} \tag{2}$$

where $\tau$ can be computed from Eq. (1) in the intrinsic region of the transistor. Note that the contributions from parasitic elements are not taken into account in Eq. (2). Figure 2(a) summarizes the collector current densities $J_C$ versus $V_{BE}$ for each generation, when $V_{BC} = 0$ V. From G0 to G3, the decreased device area and the increased electric field lead to enhanced $J_C$ values. Because of the growing collector doping concentrations, the onset of the Kirk effect shifts to slightly higher $V_{BE}$ values when one moves from G0 to G3. The “$f_T$ vs. $J_C$” curves at $V_{CE} = 1$ V, as calculated from the ballistic QT simulations, are presented in Fig. 2(b), together with the experimental results for G0 as a reference. In terms of the experimental results, iterative de-embedding method was used after measuring the S-parameters of the transistors to subtract the parasitics associated with the device probing pads [19]. The simulated $f_T$ is overestimated by about 20% in the middle- to high-injection regimes due to the absence of non-idealities, i.e., electron-phonon interactions, lateral extensions of the transistor, and parasitic elements. All these factors could lead to further $f_T$ reductions as compared to 1-D ballistic simulations. In addition, the observed larger discrepancy of around 35% in the low-injection regime ($J_C < 3$ mA/μm$^2$) can be attributed to the possible underestimation of the conduction band offset at the E-B interface. More specifically, during the calibration process of G0, it was observed that an increase in the conduction band offset at the E-B interface leads to a more significant reduction of the simulated $f_T$ in the low-injection regime than in the middle- and high-injection ones. However, since we are more interested in the middle- to high-injection regions in this study and considering the fact that the obtained qualitative and quantitative agreements are already satisfying, no further fine tuning was carried out.

As expected, $f_{T,peak}$ increases by about 30% between two consecutive generations, with a final value of 1.9 THz in G3. It should however be noted that the collector current densities at $f_{T,peak}$ increase with scaling, which is expected to favor self-heating effects. At very high current injection levels, it is believed that $f_T$ diminishes due to the formation of local hot spots that reduces the carrier mobility [9]. Accounting for such phenomena requires the inclusion of electron-phonon interactions in the QT simulations, as discussed in Sec. III.

The contributions to the intrinsic transit times from the emitter, base, and collector regions at $f_{T,peak}$ are presented in Fig. 3 for all considered device geometries. Typically, the $f_T$ improvements can be attributed to the vertical scaling of the devices. The observed sharp increase of the transit time in the E-B depletion region of the G0 DHBT (at around $x \sim 20$ nm) becomes less important in the next generations G1-G3. This rapid increase is caused by the E-B conduction band offset and is partly compensated by the scaled dimensions in G1 to G3.

III. DISSIPATIVE TRANSPORT SIMULATIONS

With continuous scaling of device dimensions, management of thermal budget in DHBTs is critical, especially in InP components [20], [21]. As the $f_{T,peak}$ values around which modern bipolar transistors operate are pushed toward higher current densities, self-heating effects become increasingly important. Consequently, to refine our analysis, dissipative transport simulations have been implemented utilizing two different models. In the first one (model 1), the electron and phonon populations are self-consistently coupled to each other via scattering self-energies within the NEGF formalism, as explained in [10] and Appendix A. Both current and energy conservations are ensured. However, the limitation of model 1 comes from the fact that it does not include polar-optical phonon (POP) scattering, which is essential in III-V
semiconductors [22]. As an alternative, a second model (model 2) has been implemented, where POP is taken into account, but the temperature is treated classically through Fourier’s equation [11], as described in Appendix B. In both cases, the same HD electrostatic potentials as in the ballistic case are used. Once self-consistency between the Green’s Functions and scattering self-energies is achieved, the transit times and the cut-off frequencies are calculated as in Sec. II.

The electron-phonon coupling strength of model 1 and 2 was calibrated at $T = 300$ K against experimental AC measurements for G0 and was kept constant in all simulations. This assumption is justified by the fact that the electron-phonon scattering strength mostly depends on the material systems and the device lateral dimensions. As the same combination of materials will be used from G0 to G3 and because phonon confinement has a limited influence in structures laterally extending over tens of nanometers, constant electron-phonon interactions appear as a reasonable choice. Figure 4 compares the simulated $f_T$ with and without electron-phonon scattering with measured data. Due to the 1-D nature of the QT simulation domain, parasitic elements are not accounted for. Hence, the experimental $f_T$ is corrected to eliminate these effects and becomes $f_{T,int}$:

$$f_{T,\text{int}} = \frac{1}{f_T},$$

where $R_{\text{CX}}$ represents the extrinsic collector resistance, $R_E$ the emitter resistance, and $C_{\text{BC}}$ the junction capacitance of the B-C region. In G0, they are equal to 3 Ω, 1.7 Ω, and 5 fF, respectively. These values were extracted from the experimental measurements. The “$f_T$ vs. $J_C$” curves computed with model 1 and 2 agree well with the experimental data over the entire injection range. The slight overestimation in the low-injection regime might be due to the underestimate of the conduction band offset at the E-B interface, which leads to higher current densities.

As compared to the ballistic case, dissipative transport induces a reduction of the collector current density and of the associated cut-off frequency for G0, as illustrated in Fig. 5. Generally, the reductions in current density and cut-off frequency are more important at higher collector current densities. This can be explained by the fact that when $J_C$ increases, higher energy states become populated by electrons. These electrons can emit phonons more easily, which enhances the backscattering probability. The ratio between the dissipative and ballistic cut-off frequencies, $f_{T}/f_{Tb}$, then reaches a minimum of around 50% at $J_{\text{Cb}} = 20$ mA/μm². Similarly, the reduction in current density caused by electron-phonon scattering is shown in Fig. 5(b) as a function of $V_{\text{BE}}$. It does not surpass 10%, even in the high-injection regime. This value is much lower than in Si [23].

In ballistic simulations, the $f_T$ reduction after reaching its peak value can be mainly attributed to the well-known Kirk effect, which is included in our simulations by reading the electrostatic potential from the 2-D HD model. The other important factors that lead to the experimentally observed $f_T$ decrease in the high-injection regime should be accounted for as well, which include self-heating and the formation of hot spots that locally decrease the electron mobility [9]. To quantify the influence of self-heating, the effective lattice temperature of the G0 DHB T, as extracted with model 1 and 2, is plotted in Fig. 6. Both models deliver temperatures that are very close to the temperature is treated classically through Fourier’s equation [23]. Initially, based on the results of model 1 only, we believed that the moderate temperature increase was due to the absence of polar optical phonon scattering (see Appendix A). However, model 2, which accounts for this effect in a simplified way, essentially leads to the same results (see Fig. 6(b)), suggesting that something else influences the temperature behavior.
To shed light on this issue, we extracted the amount of electrical power dissipated inside the simulation domain, $P_{\text{diss,in}}$. This quantity can be obtained from the energy current (I_{CE}, unit: W/m^2), as defined in Appendix B, by considering the difference between the emitter and collector values. Normally, it should be equal to $P_{\text{diss,tot}} = V_{CE}I_{C}$. However, in our simulations of the G0 DHBT, $P_{\text{diss,in}}$ does not exceed 12% of $P_{\text{diss,tot}}$ at $I_C = 45$ mA, despite the length of the 1-D domain (700 nm). This means that at $V_{CE} = 1$ V, electrons lose less than 0.12 eV of their energy, instead of 1 eV. Such a loss corresponds to the emission of roughly four optical phonons, according to the parameters listed in Appendix B. From the distribution of I_{CE}, it appears that the power dissipation mainly occurs in the collector and sub-collector regions, which measure about 500 nm in total. It follows that the electron mean free path for scattering, L_{mf}, in the G0 DHBT, can be estimated to be ~125 nm. In SiGe, L_{mf} is much shorter, thus leading to higher temperatures [24].

Since the power dissipation $P_{\text{diss,in}}$ inside the simulation domain of the G0 DHBT does not exceed 12% of the total dissipation calculated as $V_{CE}I_{C}$, the total length of the collector and sub-collector region L_{cot} needs to be about 1/0.12=8.3 times longer than the dimension of the simulated structure (L_{cot} = 0.5 μm) to completely dissipate the electrical power and convert it to heat. Therefore, a L_{cot} of 0.5×8.3 ≈ 4.2 μm is required. On one hand, such dimensions are greater than what can be actually simulated. On the other hand, they are also larger than the actual experimental device. Hence, it can be expected that part of the power dissipation happens in the metallic contact of the emitter and may not contribute to the self-heating of the active device area. It is assumed that the amount of heat dissipated in the contacts does not contribute to an increase of the device temperature and is therefore omitted from the 1-D QT simulations.

The fact that our simulation results agree well with experiments in Fig. 4 tends to indicate that self-heating might not play a detrimental role in type-II DHBTs. The inclusion of neglected contributing factors, e.g., the lateral device extensions and current crowding effects could change the situation and push up the temperature increase, ΔT. For example, slightly higher values are proposed in [25], and much higher ones are reported in [26] and [27].

To go one step further, we estimated the thermal resistance $R_{th}$ of a structure similar to G0 based on the temperature-dependent measurements of the collector current I_{C} and following the procedure of Ref. [28]. This data revealed a $R_{th}$ of 4000 K/W at $I_C = 22.5$ mA and $V_{CE} = 1$ V. If the entire electrical power is assumed to be dissipated within the active DHBT region, the determined $R_{th}$ leads to a temperature increase ΔT = $R_{th}×P_{\text{diss,tot}} = 90$ K at $I_C = 22.5$ mA and $V_{CE} = 1$ V. To take this ΔT into account, we calculated $f_{\text{peak}}$ for each DHBT generation at two different internal temperatures, 300 and 400 K, with electron-phonon interactions, as implemented in model 1 and 2. Results can be found in Fig. 7.

It can be seen there that $f_{\text{peak}}$ increases by roughly 30% at each generation, reaching 1.66 (1.57-1.62) THz at G3, if the lattice temperature of the active region is equal to 300 (400) K. Compared to the ballistic case, the inclusion of electron-phonon interactions leads to a reduction in I_{C} for all device generations. This reduction decreases from 6.4 to 3.7% at 300 K with model 1, as the transistor evolves from G0 to G3. The diminishing difference between the ballistic and dissipative results can be explained by the fact that the impact induced by the down-scaled device dimensions outperforms that by the increasing collector current densities. Overall, a ΔT of 100 K only marginally affects $f_{\text{peak}}$ regardless of the DHBT generation, but the general trend remains exactly the same in both cases. For G0, the simulated $f_{\text{peak}}$ with electron-phonon scattering from model 1 decreases by 47 GHz when T is increased from 300 to 400 K. As a reference, the experimental peak $f_T$ reported in [4] reduces by ~40 GHz when the temperature is increased from 200 to 300 K. Besides, the measured reduction in $f_{\text{peak}}$ is around 60 GHz when the temperature is increased from 300 to 400 K at $V_{CE} = 1$ V for a device with similar epilayer structure [29]. Therefore, the simulated variation in $f_{\text{peak}}$ with increased...
temperature stays in a meaningful range. It can be concluded from these results that increasing the temperature of the active DHBT region does not significantly deteriorate its AC characteristics. However, it cannot be excluded that temperature-induced damages might take place at the semiconductor-contact interface, if a large portion of the electrical power is dissipated in this area or in the sub-collector region. The missing 2-D effect induced by the lateral extension of the transistors could possibly reduce the simulated $f_{T,\text{peak}}$. The omission of these mechanisms could lead to an underestimation of the dependence of $f_{T}$ on the temperature, especially for the future device generations G1-G3 with higher $J_{C}$.

If, instead of assuming $\Delta T = 100 \text{ K}$, we explicitly compute this quantity with model 1 or 2, we find that the simulated temperature rise $\Delta T$ induced by self-heating does not exceed 5-10 K, even for G3, where the current density is the highest. In fact, two competing effects compensate each other as the dimension of the device is scaled down. On one side, higher current densities enhance the generation of phonons and boost the backscattering probability, as mentioned earlier. On the other side, shorter base and emitter lengths tend to reduce the phonon emission rate, which is beneficial to the current and cutoff frequency.

The relatively limited impact of electron-phonon scattering is best visible in Fig. 8, where the spectral current distribution at the beginning of the emitter, at the end of the sub-collector, and throughout the device is depicted for the G0 and G3 DHBTs at $T = 400 \text{ K}$, $V_{\text{CE}} = 1 \text{ V}$, and $f_{T,\text{peak}}$. From the G0 data, it appears that the electron population loses part of its energy between the emitter and the collector, but that loss remains below 15%. When the total length of collector and sub-collector is reduced from 495 nm in G0 to 172 nm in G3, the energy loss becomes almost negligible, because the distance over which electrons can emit phonons is in the same order of magnitude as that of the mean free path for scattering. Therefore, the spectral current distribution does not vary much between the emitter and collector. Again, it is worth stressing out that the inclusion of lateral dimensions, especially in the G3 device, would probably lift the temperature to higher values by confining the electrons and phonons within an ultra-scaled lateral area [26].

Finally, the accumulated transit times of G3 at $f_{T,\text{peak}}$ with and without electron-phonon interactions, at 300 K and 400 K, are presented in Fig. 9. The inclusion of electron-phonon interactions mainly affects the base-collector region, where the slope of the curve slightly increases. Going from 300 to 400 K strengthens the electron-phonon interactions, which has a direct influence on the transit time through the base. Note that the build-up of the transit time from emitter to collector, as described above, exhibits a similar behavior in all DHBT generations. This is why only the results for G3 are presented in Fig. 9.

**IV. BREAKDOWN CHARACTERISTICS**

Another essential parameter that must be taken into account when designing future DHBT technologies is their breakdown voltage $V_{\text{CEO}}$. All $V_{\text{CEO}}$ simulations presented here have been carried out in the ballistic limit of transport since the factors that matter are the electrostatic potential (calculated with the HD model) and the band-to-band tunneling (BTBT) current (provided by the QT solver). None of them is strongly impacted by the introduction of electron-phonon interaction in
direct-gap semiconductors.

To be able to compute the ballistic BTBT current from the valence band of the base into the conduction band of the collector, the emitter must be cut away so that electrons can be directly injected from the left electrode, as depicted in Fig. 10. The potential profiles are extracted from the 2-D HD model with the base open (\(I_B = 0\)). By doing so, electrons exhibit a bulk-like energy distribution in the base region instead of being characterized by discrete (quantized) state distribution caused by the short base length. This approximation does not have a strong impact on the results, as demonstrated in Fig. 11, where the \(BV_{CEO}\) of all DHBT generations are displayed, together with \(G0\) measurements. Theoretically, the breakdown behavior could be induced by two factors: the tunneling breakdown due to BTBT and the avalanche breakdown due to impact ionization [30]. However, since the tight-binding theory implemented in the proposed TCAD framework is essentially a single-electron model, it is not capable of capturing the latter effect induced by many-body electron-electron interactions [31]. As a result, only the contribution coming from BTBT is taken into account. Considering the fact that the calibrated HD+QT approach very accurately reproduces the experimental \(G0\) behavior, where a \(BV_{CEO}\) value of 4.4 V can be deduced, when extracted at \(I_C = 1\) kA/cm\(^2\). We could expect that BTBT current occurring at high \(V_{CE}\) is the dominating factor in this phenomenon for the type-II DHBTs due to the relatively elevated electric field. This assumption is further justified by the measured temperature dependence of \(I_C\) presented in [32]: a positive temperature coefficient is reported, which indicates that the breakdown is governed by band-to-band tunneling currents [33]. Consequently, the same approach is applied to G1-G3.

It can be further seen in Fig. 11 that, as the device dimensions are scaled down, \(BV_{CEO}\) shifts towards lower voltages because of the increasing electric field, which favors band-to-band tunneling [34]. In G0, G1, and G2, BTBT remains manageable as \(BV_{CEO}\) does not shrink below 3 V. However, in G3, the BTBT current drastically increases, lowering \(BV_{CEO}\) to 2.2 V. The early turn-on of the BTBT in G3 is highlighted in Fig. 10 by comparing the spectral currents at \(V_{CE} = 0.7\) and 2 V. The ultimately scaled device dimensions combined with higher doping concentrations allow BTBT to manifest itself at low \(V_{CE}\) and to cause a breakdown already at \(V_{CE} = 2.2\) V.

TABLE I. Simulated performance-related parameters of the type-II InP/GaAsSb DHBTs of generations G0 to G3.

| Parameter | G0 | G1 | G2 | G3 |
|-----------|----|----|----|----|
| \(f_T\) (300 K, model 1) (THz) | 0.46 | 0.76 | 1.14 | 1.66 |
| \(f_T\) (400 K, model 1) (THz) | 0.42 | 0.71 | 1.11 | 1.62 |
| \(f_T\) (400 K, model 2) (THz) | 0.36 | 0.75 | 1.09 | 1.57 |
| \(J_C\) (300 K, model 1) (@\(f_T\) peak) (mA/\(\mu m^2\)) | 8.1 | 9.9 | 29.6 | 49.5 |
| \(J_C\) (400 K, model 1) (@\(f_T\) peak) (mA/\(\mu m^2\)) | 7.7 | 9.5 | 28.7 | 48.2 |
| \(J_C\) (400 K, model 2) (@\(f_T\) peak) (mA/\(\mu m^2\)) | 7.8 | 9.7 | 28.6 | 46.7 |
| \(BV_{CEO}\) (V) | 4.4 | 3.9 | 3.4 | 2.2 |

V. CONCLUSION

The intrinsic performance of aggressively scaled type-II InP/GaAsSb DHBTs towards and beyond 1 THz has been simulated using a calibrated multi-scale TCAD framework.

Starting from an existing epitaxial structure, its vertical and lateral dimensions have been reduced according to the scaling prescriptions of [8], producing three generations of transistors. By combining 2-D HD and 1-D QT simulations, the DC and AC characteristics of these devices have been investigated, in the ballistic limit of transport and in the presence of electron-phonon interactions, using two different scattering models. Reductions in both collector current densities and transit frequencies are observed when the electron-phonon interaction is turned on. At the same time, a noticeable, but moderate increase of the lattice temperature (< 10 K) across the center of the structures is found for all device generations. Finally, the breakdown characteristics of the transistors have been analyzed.

Table I summarizes the relevant AC and DC figures-of-merit of all simulated type-II InP/GaAsSb DHBT generations. Simulations predict that a peak \(f_T\) higher than 1 THz could be possibly reached for both G2 and G3, even if electron-phonon interactions are taken into account. For each generation, several technology challenges have to be addressed, from the scaling of the device dimensions (layer thicknesses and lateral extensions), to the increase of the doping concentrations and the reduction of the parasitic elements, in particular the junction capacitances. Considering the time that is necessary to overcome the possible fabrication bottlenecks, it can be estimated that the G1 device generation can be realized in about 6 months, since process for fabricating 150-nm wide emitter already exists. The additional work that is required is the wet etching calibrations for new thickness of the layers. However, since the tight-etching calibrations for new thickness of the layers. However, since the tight-etching calibrations for new thickness of the layers. However, since the tight-etching calibrations for new thickness of the layers. However, since the tight-etching calibrations for new thickness of the layers. However, since the tight-etching calibrations for new thickness of the layers. However, since the tight-etching calibrations for new thickness of the layers. However, since the tight-etching calibrations for new thickness of the layers.
THz at 400 K), its breakdown voltage of 2.2 V appears to be too low for practical applications, as it limits the dynamic range of operation of the DHBT [35, 36]. G2 might therefore be a more suitable target. Ultimately, compromises will be needed between ultra-scaled dimensions and breakdown voltages.

In terms of modeling, this work presented an accurate and reliable simulation framework to shed light on the intrinsic performance of type-II DHBTs with complex epitaxial structures. It captures their bandstructure, quantum mechanical, and transient effects, both in the ballistic limit of transport and with electron-phonon scattering. As a future step, the influence of parasitic elements should be studied as a function of the reduced device dimensions. Such investigations will require going beyond 1-D QT simulations.
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APPENDIX A: MODEL 1

To investigate the increase of lattice temperature in model 1, electron and phonon transport are coupled to each other through scattering self-energies within the NEGF formalism. As compared to pure electronic transport, the dynamical matrix of the G0 to G3 structures must be created to model the displacement of phonons. To minimize the computational burden, the simulation domain is restricted to a 1-D line, as for electrons [9].

The valence-force-field (VFF) method, which is the pendant of tight-binding for phonons, is used to construct all dynamical matrices. As a first approximation, the phonon properties are assumed to be the same throughout the device because the phonon bandstructures of the involved III-V semiconductors do not vary much from one compound to the other. The VFF model and parameters of [37] are employed, without longitudinal-transverse optical phonon splitting.

The scattering self-energies coupling the electron and phonon populations have the following form [10]:

\[
\Sigma^\xi(E, k) = i\sum_q \int \frac{d^3 q}{(2\pi)^3} \mathbf{v} \cdot \nabla \left( G^\xi(E - i\hbar\omega_q, k - q) \right) \cdot \nabla H \cdot G^\xi(i\omega_q), \quad (A1)
\]

\[
\Pi^\xi(i\omega_q) = -i\sum_k \int \frac{d^3 k}{(2\pi)^3} \mathbf{v} \cdot \nabla \left( G^\xi(E + i\hbar\omega_q, k + q) \right) \cdot \nabla H \cdot G^\xi(E, k). \quad (A2)
\]

In these equations, \( \Sigma^\xi \) is the lesser (\(<\)) or greater (\(>\)) electron-phonon scattering self-energy, \( \Pi^\xi \) its phonon-electron counterpart, \( G^\xi \) the lesser/greater electron Green’s function, while \( D^\xi \) is the lesser/greater phonon Green’s function. All these quantities depend on the electron energy (momentum) \( E \) (k) or phonon frequency (momentum) \( \omega \) (q). Key ingredients of Eqs. (A1) and (A2) are the \( \nabla \mathbf{H} \) blocks, which represent the derivative of the Hamiltonian matrix along the bonds connecting two nearest-neighbor atoms. Those elements are calculated from the selected tight-binding parameters, where strain is added according to the model of [38].

The scattering self-energies are computed self-consistently with the electron and phonon Green’s Functions within the so-called Born approximation, which ensures current and energy conservation. In order to reproduce the \( f_1 \) vs. \( I_c \) characteristics of G0 in Fig. 4, both \( \Sigma^\xi(E, k) \) and \( \Pi^\xi(i\omega_q) \) are scaled by the same factor \( \lambda \), which remains the same for the entire range of injected currents and for all DHBT generations. This scaling is justified by the fact that the electron-phonon scattering self-energy matrices are assumed to be diagonal and the phonon-electron ones only account for the coupling with nearest-neighbor atoms [10]. By scaling these scattering self-energies, the missing inter-atomic interactions can be partly compensated [39]. It should be noted that the influence of any other mechanism leading to a current reduction, e.g. additional scattering sources or unidentified parasitic elements, might be unwillingly cast into the \( \lambda \) scaling factor during the fitting procedure. We do not expect this mixture of multiple effects to significantly affect our results.

Finally, we would like to draw the reader’s attention on the fact that the electron-phonon interactions in Eqs. (A1) and (A2) rely on the deformation potential theory. Using these expressions, polar optical phonons (POP), which are dominant in III-V semiconductors [40], cannot be taken into account. For example, the widely used approach based on the Fröhlich coupling element indirectly includes the phonon Green’s function \( D^\xi \), thus preventing a self-consistent coupling between the electron and phonon populations.

APPENDIX B: MODEL 2

To incorporate POP-like interactions in our simulations, we have developed an alternative electron-phonon scattering approach, model 2, that uses the following, relatively simple equation for the \( \Sigma^\xi \) self-energy

\[
\Sigma^\xi(E, k) = D^\xi_{e-ph} \left( n_\omega G^\xi(E + \hbar\omega, k) + (n_\omega + 1) G^\xi(E - \hbar\omega, k) \right). \quad (B1)
\]

Here, \( D_{e-ph} \) is the electron-phonon scattering strength and \( n_\omega = 1/(\exp(\hbar\omega/k_B T) - 1) \) the Bose-Einstein distribution function for phonons with frequency \( \omega \), at temperature \( T \). To compute \( T \), it is assumed that phonons are at local equilibrium within each atomic unit cell of the simulation domain, i.e. they obey Bose-Einstein distribution functions with local temperature values. The 1-D classical Fourier heat equation can then be recalled to obtain

\[
\frac{d}{dx} \kappa_{th}(x) \frac{d}{dx} T(x) = -Q(x), \quad (B2)
\]

where \( \kappa_{th}(x) \) is the thermal conductivity at \( x \), while \( Q(x) \) is the amount of dissipated power per volume (unit: W/m³) at the same location. It can be calculated from the electrical energy current \( J_{el} \) (unit: W/m³) that flows through the DHBT structure

\[
J_{el}(x) = \frac{d}{dx} \left( \frac{d^2}{dx^2} (E - E_F) \right) \delta x(t) \right) \frac{d}{dx} T(x) \right), \quad (B3)
\]

\[
Q(x) = -\frac{d \ln \rho(x)}{dx} \left| \frac{d x}{d t} \right| \approx -\frac{\ln \rho(x)}{\lambda (x)} \left| \frac{d x}{d t} \right| \quad (B4)
\]

In these equations, the \( \lambda_I \)’s are the dimensions of the atomic unit cells along all Cartesian coordinates \( I \in \{x, y, z\} \), \( E \) is the electron energy, and \( E_F \) the Fermi level of the emitter. The \( H_{ij+1} \) Hamiltonian matrix blocks connect a unit cell situated at \( x = x_i \) to another one at \( x = x_{i+1} \).

Each simulation begins with the self-consistent solution of Eq. (B1) and the electron Green’s Functions under the
assumption that the temperature is constant over the entire device structure. Next, \( J_{TE}(x) \) and \( Q(x) \) are evaluated for each unit cell and plugged into eq. (B2) to produce the temperature profile \( T(x) \). As boundary conditions, we set \( T(x_1) \) and \( T(x_N) \) to predefined values, generally the temperature of the environment. Finally, \( T(x) \) is inserted into the Bose-Einstein distribution function, \( n_\omega \), which becomes position-dependent. The procedure starts again from the \( G - \Sigma \) loop, but with \( n_\omega (T(x)) \), and continues until the temperature does not vary any more between two consecutive iterations.

All parameters used in this work are summarized in Table II. The scattering intensity, \( D_{ph} \), was adjusted to best reproduce the measured \( f_T \) of GaO over the whole range of current injection levels (see Fig. 4). The thermal conductivities of InGaAs and GaAsSb are chosen to be small (5 W/mK) because phonons are extremely sensitive to (alloy) disorder. The \( K_{th} \) of InP is slightly decreased (50 W/mK) as compared to its bulk value (68 W/mK) to account for surface effects. Note that the same phonon energy (30 meV) is considered along the entire device structure, regardless of the material (InP, InGaAs, GaAsSb). The inclusion of InGaAs is justified by the fact that part of the emitter contact of the DHBT is made of this material, as described in [9].

| \( D_{ph} \) (meV) | \( h\omega \) (meV) | \( K_{th,InP} \) (W/mK) | \( K_{th,InGaAs} \) (W/mK) | \( K_{th,GaAsSb} \) (W/mK) |
|------------------|------------------|--------------------------|--------------------------|--------------------------|
| 50               | 30               | 50                       | 5                        | 5                        |
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