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Abstract
China communicates strategic narratives about artificial intelligence (AI) in digital media productions to create a shared meaning about its actions and its image in the global race to develop AI. Building upon the literature in emotions and strategic narratives, this study seeks to clarify which emotions are discursively used in China’s international AI narratives, and their function and significance. Specifically, the study investigates emotion discourses in AI-focused videos disseminated on China’s international broadcasting (CGTN YouTube channel). The analysis reveals that pride, hope and fear discourses have multiple functions in China’s international AI narratives on CGTN. Hope is used to represent China as a key competitor in the global AI race, who is catching up to the US. China uses pride to showcase its advances in AI applications, to highlight its transformation of traditional industries, and to identity itself as equal to the US. Fear is used to frame US’s perception of China’s AI developments, to suggest their crisis of confidence, but also to refute the “China threat”. Additionally, the fear discourse is used to deliberate anticipated risks, particularly on job loss and data privacy. These emotion discourses forge China’s identity as a future global AI power. The paper then discusses how these findings contribute to key debates about Chinese discourse and media strategy.
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1 Introduction

Several governments around the world seek to lead the Artificial Intelligence (AI) innovation wave, including China, the UK, and the US (Executive Office of the President National Science and Technology Council 2016; House of Lords 2018; Savage 2020). AI originally refers to the “ability of machines to understand, think, and learn in a similar way to human beings, indicating the possibility of using computers to simulate human intelligence” (Pan 2016, 410). AI competition has heightened due to the many anticipated gains, including in social and economic development, as well as in national security. This study examines China’s AI agenda. China’s AI development plan from 2017 notes that AI “is thought to be the strategic technology leading the future, and [the] world’s major developed countries regard the development of artificial intelligence as the major strategy to increase national competitiveness and enhance national security” (The State Council of China 2017, 2). Cave and ÓhÉigeartaigh identify an emerging frame synthesized as the “race for technological superiority” in AI which has potential dangers for inclusive deliberation and maximizing benefits for society (Cave and ÓhÉigeartaigh 2018, 36). Therefore, this international competition in AI causes the perception of opportunities and threats. With AI being a key technology in future human development, we need to know how nation–states are communicating about it.

In general, we see how with each stage of AI, society identifies opportunities and threats because of underuse, overuse, or misuse of AI (Cowls and Floridi 2018). Perceived threats are associated with government control over AI systems, companies’ privileged position to develop AI, and when AI technologies become autonomous and conscious. Too much government control over AI systems creates concerns about data management and privacy issues. Internationally, there are concerns about states’ use of AI for military purposes which offers new ways of conducting wars but also new risks (Jensen et al. 2020). At the same
time, there are also quite reasonable beliefs that AI can help build peace (Masood and Waehlisch 2019). The profit-focus of a few dominant companies possibly jeopardize a long-term humane approach of AI (Montes and Goertzel 2019). Alternatively, a concentration of AI development in a small number of groups could facilitate global collective action (de Neufville and Baum 2021). Autonomous and conscious AI systems are associated with dystopian futures, including robot uprisings. On the other hand, AI is also considered an opportunity to deal with twenty-first century social problems, including in areas of work, environment, and building homes. There are global discussions on how AI can help advance the Sustainable Development Goals and how it can improve the livelihood of people (SDG Knowledge Hug 2018; International Telecommunication Union 2018; Johnson and Verdicchio 2017).

Therefore, there are both utopian and dystopian futures of AI that circulate among societies (Cave et al. 2018). These ideas can hold back an AI agenda of a nation-state both in their internal and external affairs. To overcome concerns and misunderstandings, and gain support for AI-specific policies, states communicate “strategic narratives” to inform and persuade target audiences about AI (Miskimmon et al. 2013). For instance, states can communicate AI narratives to mobilize popular support for public policy that aids the research and development of AI technologies and enterprise. Internationally, state media is employed to help forge an identity as a responsible and or powerful AI leader. AI narratives can also be used to construct power hierarchies by highlighting technological innovators and followers.

Two core emotions that are associated with AI are hope and fear (Cave and Dihal 2019; Fast and Horvitz 2016; Adams 2020). Hope is related to a sense of agency, for instance when AI is associated with immortality, ease of work, and free time (Cave and Dihal 2019). Fear has to do with a loss of control, specifically in areas such as work and in relation to privacy (personal data) (Lobera et al. 2020). These competing emotions are a result of the many uncertainties, confusion, and misunderstandings about the uses and consequences as well as the autonomy of AI (Johnson and Verdicchio 2017; Cave et al. 2019). Public perceptions of AI differ among cultures and societies (Cave et al. 2018). Whether publics are hopeful or fearful of AI, depends, in part, on the narratives that are circulated in political communication.

Building upon the literature in emotions and strategic narratives, this study seeks to clarify which emotions are discursively used in China’s international AI narratives on China Global Television Network (CGTN), and their function and significance. Following a hermeneutic process, this paper investigates emotion discourses in AI-specific videos disseminated in China’s international broadcasting. This study shows that in addition to the core emotions of hope and fear, pride also plays a role in China’s international AI narratives on CGTN. Hope is used to represent China as a key competitor in the global AI race, who is catching up to the US. China uses pride to showcase its advances in AI applications, to highlight its transformation of traditional industries, and to identity itself as equal to the US. Fear is used to frame US’s perception of AI developments in China, to suggest their crisis of confidence, but also to refute “the China threat”. Additionally, the fear discourse is used to deliberate anticipated risks, particularly on job loss and data privacy. Together, the three emotions, pride, hope and fear, forge China’s identity as a future global AI power.

This paper first contextualizes China’s AI development plans. The second part introduces the theoretical framework, by setting out the literature on emotions and strategic narratives. The third part explains the methodology used to assess which emotion discourses are mediated in China’s AI narratives, as well as their function and significance. The fourth part presents the findings of the research. The last part summarizes the key arguments, discusses the findings, and suggests further avenues of research.

2 Context: China’s AI development plans

In 2017, the State Council of China issued an initiative to become the global AI power in 2030. This plan elevated existing developments in AI (science and technology) and public support/funding to a new level (Ding 2018). The AI sector became a national priority with estimations that the “total output value of artificial intelligence industries should surpass 1 trillion yuan ($147.80 billion)” (The State Council of China 2017a). In a press release, the State Council explains that “AI in China should be used to promote the country’s technology, economy, social welfare, maintain national security, and contribute to the world” (The State Council of China 2017a). Thus, engagement in the international competition of AI serves multiple purposes, including economic development, addressing social issues, such as population aging and resource environment restraints, as well as national security (The State Council of China 2017b, 2). The guideline indicates various challenges that could potentially affect the development of AI, but notes that the “organic combination between the accelerating accumulation of technical capacity, massive data resources, huge application requirements and open market environment forms China’s unique advantages of artificial intelligence development” (The State Council of China 2017b, 3). Other important strategy papers include the “Three-year Action Plan for Promoting Development of a New Generation Artificial Intelligence Industry” (2018–2020) and the “White Paper on Artificial Intelligence Standardization”.
As per the guideline, the government will invest in AI, set up a development fund for AI, and encourage private capital investment. The allocation of public funding in AI is aimed to make China more competitive overall. AI development is market oriented, but the guideline acknowledges that China will “make the best of governments’ role in planning guidance, policy support, security, market regulation, environmental construction, ethical regulations and other aspects” (The State Council of China 2017b, 4). Since the release of this AI policy, China has continued its coordination and implementation of AI plans. In 2019, China’s Ministry of Science and Technology released a document stating governance principles for responsible AI, using familiar Chinese rhetoric: “Harmony and friendliness,” “Fairness and justice,” and “Inclusivity and sharing” (translated in New America 2019).

China devotes considerable resources to circulate its own narratives in international broadcasting. In terms of the organization and implementation of the AI strategy, the 2017 plan noted the following vis-à-vis the guiding of public opinion: “Make full use of the variety of traditional media and new media, timely publicity of new progress in AI, new results, to inform the public of healthy developments in AI” (The State Council of China 2017b,28). As a result, Zeng observed how: “Chinese state media have often highlighted positive AI stories, such as how advanced AI technology has helped thousands of families to find lost children or helped the police to catch criminals with unprecedented speed,” (Zeng 2020, 1452) and that China’s communications have been met with positive evaluations in China (Zeng et al. 2020).

Next, the paper reviews the literature on emotions and strategic narratives before it introduces the methodology.

3 Theoretical framework

3.1 Emotions

The study of emotions in the discipline of International Relations is steadily growing—some call it the “emotional turn” (Clément and Sangar 2018). According to Crawford, emotions are “first of all subjective experiences that also have physiological, intersubjective, and cultural components” (Crawford 2000, 125). Following a constructivist view, emotions are experienced individually, in relation with others (intersubjectivity), they are embedded in specific social, cultural and political contexts, and they can be institutionalized (Crawford 2014; Fattah and Fierke 2009; Ahmed 2004). Emotions ranging from pride, empathy, love, and compassion, to fear, shame, humiliation, resentment, pessimism, suffering, and hatred play a role in world politics (Stevens and Michelsen 2019; Hutchison 2019; Saurette 2006; Löwenheim and Heimann 2008). Of particular importance to this study is the sharing of feelings on the collective level. Hutchison and Bleiker suggest that “Even though we experience emotion emerging from our bodies, feelings are formed and structured within particular social and cultural environments” (Hutchison and Bleiker 2014, 504). This then emphasizes the role of institutions to project collective social emotions (Fattah and Fierke 2009). Following the recognition of emotions in international relations, researchers have theorized how emotions are influenced by history and culture, how they can be studied, and what their effects are.

History and context shape the perception of emotion discourse. In reference to other studies, Bleiker and Hutchison explain that “emotions have a history and that this history is essential to how collective identities—including those of states—are constituted” (Bleiker and Hutchison 2008, 122; Crawford 2000). In addition, emotions are cultural products because culture dictates emotional norms and attitudes (Fierke 2014). Emotions are subject to intercultural contestation, which is made visible through intercultural ‘clashes’ (Fierke 2014, 566; Fattah and Fierke 2009). Overall, historicizing and contextualizing emotion discourse would highlight why certain emotions have more traction among audiences than others (see also Ty in Koschut et al. 2017). It also explains why certain emotions are used over others.

It is through representations that we can observe emotions, and that we can explore the processes in which emotions become collective and political (Hutchison and Bleiker 2014, 506). Emotions are either directly or indirectly invoked in such representations. These representations are disseminated in formal settings, such as press releases and news media, as well as in popular culture and esthetic sources (Åhäll 2009). This study assesses representations of AI in China’s digital media productions. The production of power is at the heart of this dynamics because actors with power have more leverage to express emotions, determine which emotions are more legitimate, and circulate these emotions. Specifically, China’s state media circulate narratives and emotions as desired by the state.

Having explained what emotions are, that emotion discourse is shaped by history and culture, and that it is through representations that we can observe emotions, the next section explores the international political communication of emotion discourse using the theoretical concept of strategic narratives.

3.2 Strategic narratives

The international political communication of emotion discourse is explained by drawing on “strategic narrative” literature because it explains well the communication cycle (formation, projection, reception), and the communication’s instrumental value (Miskimmon et al. 2013).
Strategic narratives are defined as a “means for political actors to construct a shared meaning of the past, present, and future of international politics to shape the behavior of domestic and international actors” (Miskimmon et al. 2013, 2). The communication of strategic narratives plays an ever-greater role in the dynamic forces of international relations because of the potential power of communication to influence behaviors and perception of others. Scholarship has particularly dedicated attention to the communication of strategic narratives in areas such as war and security to bolster domestic and international support (Dimitriu and De Graaf 2016; Swimelar 2018; Coticchia and De Simone 2016; Roselle 2017). Strategic narratives are also deployed to give meaning to more peaceful objectives such as infrastructure cooperation (van Noort 2020). There is ample strategic narrative research on China, with reference to its communication on the Belt and Road Initiative, BRICS, and global governance (Lams 2018; Yang 2020; van Noort 2017, 2020; van Noort 2019a, b; Zeng 2019). Strategic narratives are communicated by a range of actors in the international system, from traditional nation–states, international organizations, to civil society (Miskimmon et al. 2013; Bevan et al. 2020; Barthwal-Datta 2015). In this case study, we examine the strategic narratives projected by China’s media organization CGTN (China Global Television Network).

The significance of a state’s strategic narratives depends on the existence of competing (counter) narratives, narratives’ reception, as well as the general context in which the narrative struggle unfolds. Hagström and Gustafsson explain that “Whether advances in narrative battles are understood as ‘public diplomacy’, ‘soft power’, ‘propaganda’ or ‘information warfare’ largely depends on how well different narratives resonate with the hearts and minds of audiences around the world” (Hagström and Gustafsson 2019, 390). When governments create strategic narratives, they communicate emotion discourses that they seem fit for their political objectives. As Crawford noted early on:

Political leaders, policymakers, and activists are aware, at least naively, of the effects of emotion on information processing, risk assessment, and receptivity to arguments, and they use emotion in their discourse to influence those processes and motivate their audiences (Crawford 2000, 149).

These emotion discourses interact with existing collective emotions in a social and cultural context through intertextuality. It is due to productive power (Barnett and Duvall 2005) that these emotions become more dominantly associated with strategic narratives about the state (that is in this study China) and the issue at hand (AI). Despite a state’s careful formation of strategic narratives, the representations of emotions herein are subject to criticism, subversion, and resistance (Beattie et al. 2019). Also, emotional content is only one of the aspects why strategic narratives are contested (Miskimmon et al. 2013, 111–112). While states may wish to convey certain emotions—or to provoke certain emotions, that does not mean the audience will feel them on reception, or that they will be consequential.

Taken together, nation–states such as China communicate strategic narratives to influence the behavior and perceptions of others and emotion discourse is deployed to further this cause.

4 Methodology

Stories about AI matter because they shape our perceptions and expectations (Cave et al. 2020; Leverhelme Centre for the Future of Intelligence 2020). Public understandings and misunderstandings are in part exacerbated by fictional AI narratives (such as science fiction), as well as fairytales, myths, and religion (Hermann 2020; Giuliano 2020). This study examines non-fictional AI narratives communicated in Chinese international broadcasting. Governments such as China do not only respond to narratives (that convey emotions) that are circulating domestically and internationally, but they are also engaged in their social construction (Bareis and Katzenbach 2021).

Various studies have examined the role of the media in developing AI discourse. Here are some general observations from these studies. Public perceptions of AI are shaped by the perspectives and topics that journalists choose to report (Vergeer 2020), and the depth of information provided on AI (for instance, on the ethical issues of AI) (Ouchchy et al. 2020). The type of newspaper affects AI reporting. Research shows that in the Netherlands, popular newspapers are more negative about AI, while national newspapers publish more on AI than regional or religious newspapers do (Vergeer 2020). News coverage on AI is in some countries affected by right-leaning (focus on economics and geopolitics) or left-leaning political agendas of newspapers (ethics and discrimination) (Brennen et al. 2018). The choice of voices (industrial representatives, state officials, experts, etc.) affects AI news coverage, with the UK showing most sources from the industry (Brennen et al. 2018). The type of media consumption (e.g., newspaper, television or social media) can also affect public perceptions of AI, with social media and television creating more positive perceptions than newspapers do in China (Cui and Wu 2021). In this case study, we witness how China’s ownership and control of mass media aids the social construction of international AI narratives. While China’s state apparatuses cannot control the perception of international AI narratives, it does have complete control on the projection of desirable emotions and strategic narratives (see positive framing of AI in Chinese media in Cui and Wu 2021).
An interpretive approach is used to study emotions in AI narratives (Bleiker and Hutchison 2008). Bleiker and Hutchison suggest that “visual depictions of emotions and the manner in which they shape political perceptions and dynamics” matter (Bleiker and Hutchison 2008, 118; see also Adler-Nissen et al. 2020; Schlag 2018). Similarly, textual and verbal utterances are suitable places to observe the representation of emotions because it changes the focus from their “internal phenomenological perception” to “their representational and intersubjective articulation and communication within social spheres” (Koschut et al. 2017, 485). Moreover, a study of emotion discourse should analyze how they constitute dominant norms and values, and how the dynamic of emotions plays a role in global politics (Saurette 2006).

By adopting a micro-level approach, this study reveals which emotions are embedded in China’s AI narratives and the emotion’s function and significance. Hutchison and Bleiker explain how “Micro approaches focus less on establishing generalizable principles and more on analyzing the unique ways and mechanisms through which emotions exist and, in turn, become socially and politically significant” (Hutchison and Bleiker 2014, 498). A macro approach would mean the identification of “commonalities about how people and political phenomenon are linked to emotions across time and space” without taking notice of how emotions are affected by cultural contexts. Thus, while hope and fear are two core emotions linked to AI discussions in the public sphere, it does not explain how these and other emotions function in specific circumstances. In comparison, a micro-approach would explore the unique ways that China communicates about AI, for instance in its speeches, press releases, public relations videos, social media engagement. This study specifically focuses on videos disseminated online on the CGTN YouTube channel in the English language.

CGTN (China Global Television Network) is an international media organization that is supported by significant resources from the Chinese authorities (Shambaugh 2015). To reach more international audiences, CGTN has a dedicated web-based presence that includes channel accounts on YouTube, Facebook, and Twitter (Hu et al. 2017). Content on CGTN’s YouTube channel is similar to the other accounts.

To understand which emotions are used in China’s AI narratives and their function and significance, a data sample of 50 YouTube videos was selected on March 11, 2021 from a public computer and a new email account. Criteria for selecting the videos were as follows: (1) videos that are disseminated on official CGTN YouTube channel; (2) videos that were listed under the keyword ‘Artificial Intelligence’; and the (3) first 50 entries. The top 50 videos listed were chosen based on their relevance to the search key words. It is a sample of how China wants audiences to perceive AI developments in its country. The selected videos were posted between 2016 and March 2021. The data sample presents sufficient range of media productions to assess the significance of emotion discourse, with videos ranging from short clips to lengthy talk shows. Moreover, a clear pattern of emotions was deducible after the first 30 videos; the subsequent 20 videos confirmed the identification and function of three important emotions.

For the purpose of analysis, each video was assessed for the representation of emotions (visual, textual, and or verbal) (Rose 2016), and the emotion’s “nature, function, and significance” (Hutchison and Bleiker 2014, 498). The analysis thus identified the emotions’ essential characteristics (how they are constituted by “particular cultural and political environments”) (Hutchison and Bleiker 2014, 498), their function—meaning how the emotions are associated with the Chinese state (identity narratives) and with AI (issue narratives), and how these emotions become socially and politically significant.

5 Projection of emotions in China’s international AI narratives

Following this broad overview of China’s AI agenda, the theoretical framework comprising emotions and strategic narratives literatures, and the methodology, this section presents the results of the study. The research showed that pride, hope, and fear are important emotion discourses employed in China’s international AI narratives on CGTN. Pride is conceptualized as a “feeling of deep pleasure or satisfaction derived from one’s own achievements, the achievements of those with whom one is closely associated, or from qualities or possessions that are widely admired” (Lexico 2021c). Hope is a “feeling of expectation and desire for a particular thing to happen” (Lexico 2021b). Pride is different from hope in that it is based on achievements in the past, while hope is future-oriented. Fear means a “unpleasant emotion caused by the threat of danger, pain, or harm” (Lexico 2021a).

5.1 Hope

Hope is used to represent China as a key competitor in the global AI race, who is catching up to the US.

It is with hope that China communicates about its AI plans and progress. One video explains that “In 2017, China State Council issued the Next Generation AI development plan setting a goal for China to become a global AI innovation center by 2030” (CGTN 2018g). The AI agenda is part of China’s plan to become a world power house in scientific and technological innovation in 2050 (CGTN 2018h). Chinese leader Xi Jinping stresses the importance of AI for the
country’s technological and industrial development (CGTN 2018j). The goal of China is “for the value of core AI companies to surpass 24 billion U.S. dollars by 2020” (CGTN 2018c). According to one scientist from Tencent Youtu Lab, “After we get the industry very established then I believe the economy will have a new fuel to move on and to boost” (CGTN 2018g; for the entire episode, see CGTN 2018h). As of 2018, according to one video, China’s AI market is 1.76 billion US Dollar, and its forecast for 2023 is 11.90 billion US Dollar (CGTN 2019j). Therefore, the hope discourse is used to create China’s identity narrative as a future global AI power.

With hope, China presents itself as a key competitor in the global race to develop AI. A presenter in a video comments that “In the coming years AI is set to transform our lives in a big way and China is eager to join the race to become the world’s leading AI power. But does it have what it takes to win that competition?” (CGTN 2018i). Noticeably, China frames itself as a key competitor and not the leading competitor, and that it is ‘joining the race’, implying late arrival. Chinese media productions do not suggest win–lose scenarios in terms of this race. Instead, as one Chinese academic in a video explains: “No country can ever monopolize AI development, and no country can cover all technologies needed for different sets of scenarios” (CGTN 2018g). Thus, the race for technological superiority still has a common prosperity in sight, according to China’s AI narratives.

With the US being China’s main competitor, AI developments in China are often compared with the US. This comparison is in part to familiarize audiences with local developments. For instance, Chinese company JD.com is described as “China’s Amazon equivalent” (CGTN 2017d). But more often, the US functions as a reference point to track progress in areas of research and enterprise. The way that questions are framed in the talk shows prompt US-China comparisons. In one video the presenter asks: “How do you compare the ecosystems in the two different countries and the competitiveness of different countries?” (CGTN 2020e). The hostess in another CGTN video asks: “Does China have the potential to surpass the US and become the world leader in AI?” (CGTN 2018h) and “Does it mean that China has already assumed the leadership in this particular field?” (CGTN 2018e). With hope, the videos convey the message that China is “catching up” to the US, demonstrated with its many startups and mega companies, AI applications and favorable policies (CGTN 2018h).

5.2 Pride

China uses pride to showcase achievements in AI, and to highlight how some traditional industries have transformed (and continue to do so). Additionally, pride is also used in a nationalistic sense to compare China with the US.

Videos on CGTN tie the emotion discourse of pride to China’s leadership in applied AI technologies in a wide variety of areas. While the emotions used in these videos could be described as ‘pleased’ or ‘excited’, the listing of the many successful AI companies and AI applications suggests a sense of pride on China’s part. According to these videos, AI has entered in all areas of human life, including in business, digitalization of cities, and entertainment (CGTN 2018f, 2020b, 2021a). Videos celebrate AI applications in the medicine, storage, car manufacturing (CGTN 2016c), services (smart trash cans) (CGTN 2018h, 2020i), bullet trains (CGTN 2019j), riderless bikes, speech recognition and transcription (CGTN 2018h, 2020d, i), smart airports (CGTN 2021a), and pandemic control (CGTN 2020l). Humanoid robots for all ages, from babies to the elderly are introduced in the videos (CGTN 2019d). AI is applied in the creative sector, including video editing (CGTN 2019i), music and arts (CGTN 2018d). AI technology is also rolled out to improve customer experiences in hotels (CGTN 2018b). Other applications are in urban wastewater treatment (UN’s Sustainable Development Goals, goal 6: clean water and sanitation, see CGTN 2019k). Aside of these uses of AI, AI technologies also help the preservation of local languages that are disappearing (CGTN 2020c). The media productions represent AI as the next best thing that will further boost China’s economy.

It is also with pride that China communicates about the encouraging environment to develop AI technologies. According to one CEO: “China has abundant capital and the government released favorable policies. The current situation of industries is also favorable. Many of our traditional industries are relatively backward. […] There are great market demands here. The third dimension is human resources. China actually has its own advantages in talents” (CGTN 2017d; see also CGTN 2017a). Various videos praise the favorable policies in China, including the drafting of a national AI strategy and available funds for startups in the AI field (CGTN 2020a). Moreover, the encouraging political climate in China benefits frog leap progress. A Chinese researcher explains how “There are interest groups in the US that influence politics. So, they may be more cautious about new technologies. China is much less constrained in adopting technologies. What concerns China is whether the technology can boost development. If it does, China will take it on board” (CGTN 2018i, 2020e). Last but certainly not least, in China there is the large available data sets that Chinese citizens have provided (CGTN 2020c). Noticeably, China seems perfectly welcoming to the international AI community, as the many videos covering AI expo’s, fairs, conferences (e.g., World Artificial Intelligence Conference), and non-Chinese companies demonstrate (CGTN 2017b, 2018a, 2019a, 2020j, 2021a, g, k, k).
Pride is used to narrate that industrial development in China is driven by AI technologies. This emotion is visually communicated through the representation of modern workspaces, and young men and women at work in these high-tech environments. In addition to the successful Chinese giants Huawei, Alibaba, Baidu, and Tencent, the videos celebrate the many startups in China. Many of the voices that are used in the videos to verify these promising developments are CEOs of Chinese AI companies, as well as AI developers and engineers (CGTN 2017d, 2018i, 2020g). These voices indirectly legitimize China’s AI narratives—that China is an important AI power.

With pride, China presents itself as an equal to the US and as an AI leader (in addition to China framing itself as catching up to the US, as the section on hope indicated). For instance, a CEO of a Chinese company noted: “I think our research is at the same level of US research, but I think the focus is a bit different” (CGTN 2018f). Co-founder of a Chinese robots company stated that “I think that the business environment is different in the US and China, and I think in China there is a lot of opportunities for AI” (CGTN 2016d). Pride is also used to represent China as the number one AI power. One video titled “China is leading the AI technology in the world” explains that according to a US think tank report: “In terms of data and commercial application, AI is applied in 32 percent of Chinese businesses, whereas, in the U.S. and EU it’s 22 percent and 18 percent, respectively” (CGTN 2020f; see also CGTN 2019j). Another video emphasizes the competitiveness of China, by having 37% of the distribution of patent applications for global AI technology in 2018 (CGTN 2020a). In comparison, the US has a 25% share according to this video. All these examples boost China’s identity as an AI power.

5.3 Fear

CGTN videos suggest that the US is fearful of China’s emerging AI agenda and that the US is experiencing a crisis of confidence. At the same down, they refute the “China threat”. Additionally, the fear discourse is used to deliberate anticipated risks, particularly on job loss and data privacy.

The US is fearful of China’s emerging AI agenda according to the videos. The US executive order to ensure the country’s leadership in AI is fueled by fears of China according to the CGTN video: “The US with its technological superiority is still considered a leader in the AI field, but the US government fears that China is catching up fast and that propelled Trump’s announcement” (CGTN 2019b). In a video titled “The Point: Why is U.S. anxious about China’s rise in AI?” (CGTN 2019g), the host’s line of questioning indicates how emotion discourses are used to position China in relation to the US. For instance:

It sounds on the part of the United States that the US is really scared. Feeling insecure about the possible catchup of China. As I said, China only started to develop you know 10, 20 years ago. So, Mr. Smith, is the US suddenly losing confidence in itself? So, scared of what China can do in terms of AI? (CGTN 2019g)

The videos represent the US as fearful of China’s competitiveness in AI.

CGTN videos seek to debunk the idea that China is a threat to the US. This sentiment is especially tied to accusations of IP theft. Some videos emphasize that the Chinese companies own the intellectual property rights that they use: “We would not copy or steal from others” (CGTN 2021a). Presenters’ line of questioning is used to discredit this fear. For instance: “Is the kind of ‘China threat’ [quotations made by presenter by hands] in the field of AI being blown up, out of proportion in the mind of some people? Is this kind of artificial threat preventing China and the United States to cooperate potentially?” (CGTN 2019g) This example demonstrates how fear is discursively used to downplay the China threat.

Aside of the US framing, fear is linked to anticipated risks including job loss and data privacy. There are also ethical concerns in future of AI and robotics (CGTN 2018i; see also CGTN 2019f). Suggested risks result from the dual use of AI technologies can have (military and civilian) (CGTN 2018i, 2019b). There is fear of the future of AI due to its many unknowns (CGTN 2018c). In talk shows, guests are asked to comment on the opportunities and challenges of AI. For instance, one video elicits responses from the guests by referring to Stephen Hawking’s prediction that the rise of powerful AI will be either the best or the worst thing ever to happen to humanity (CGTN 2018e; see also Hern 2016). A guest on one of the recorded shows predicts the polarization of society, those that benefit from AI and those that do not (CGTN 2017e). A presenter wonders whether the 4th industrial revolution will cause harm to low-income families, by asking “Who will be the winners and who will be the losers?” (CGTN 2018e). All these discussions are mediated with the fear discourse.

Various videos engage with the fear that AI will replace humans in the workplace (CGTN 2017e, 2020i). They are both optimistic and pessimistic assessments about the future of AI and its impact on job security. This is exemplified with a remark by an AI entrepreneur that:

There are some people that think it will usher in a whole new era of everything being wonderful. And there are others who believe that AI will get out of control. Because every time when a new technology has come along the belief is that it would destroy all the jobs. And what ended up happening is that people just moved on to new types of jobs. (CGTN 2019j)
The same arguments are mediated in a debate between Alibaba founder Jack Ma and Tesla Inc. co-founder Elon Musk. Jack Ma noted: “About jobs, don’t worry about it. We will have jobs.” Elon Musk subsequently replied: “Over time, AI will make jobs pointless. Probably the last job that will remain will be writing AI software—and then eventually AI will write its own software” (CGTN 2019c). These views are supported by hope and fear discourses, which are the core emotions associated with AI.

When we look more closely, the fear of job loss is debated from various angles. A CGTN video titled “The Big Picture: Will Artificial Intelligence replace humans?” reassures that Chinese company JD “still relies heavily on human workers” visualized with workers who are loading the trucks with goods (CGTN 2017h). But at the same time, in this and other videos, China communicates how various industries are reformed for the better. For instance, an AI developer explained that a barista’s job will be redefined with robots taking over the repetitive tasks, thus allowing for more time and creativity for information-sharing and creating better flavors (CGTN 2020h). Other videos present a more pessimistic image that certain jobs will be lost, including in sectors such as accountancy and legal services (CGTN 2019f). At the same time, the videos explain that there is a labor shortage of top talents for high-end industries (about a million talents missing), which China is seeking to narrow in the next decade (CGTN 2019j; see also CGTN 2018h).

AI is also linked to fear about data privacy. CGTN’s videos recognize these concerns but highlight the benefits of AI for national stability and security. Videos explain how face recognition can be used to find missing persons (CGTN 2018h), and to help catch criminals in public spaces (CGTN 2018f). Other videos address the issue of balancing data privacy and national security. An academic argues that AI is making society saver, but that negative impacts of the AI technology in application should be addressed (CGTN 2018h). For instance, fear of deep fakes is an example when AI is misused (CGTN 2020I). In various videos it is suggested that both companies and governments should guarantee the safe development of AI. Business entrepreneurs are asked in interviews how they intend to solve parts of the problem (CGTN 2020g, 2021a). An AI entrepreneur mentions that: “AI application will cause some data risks. […] It will bring problems as well as opportunities. Such as new companies to guarantee the safety. Governments should also issue related policies and regulations” (CGTN 2017d). Another CEO explains how its technology abides by international standards (CGTN 2021a). Thus, as China’s international AI narratives suggest, both governments and business should address fears that result from data privacy concerns.

Taking the analysis of pride, hope and fear together, it is found that hope is used to present China as becoming a technological leader and that it is only a matter of time that they are catching up to the US. Pride is used to normalize China’s identity as an AI power, by listing achievements in their AI sector. Pride is also used to represent China as an equal to the US. Fear is used to frame US’s perception of China’s AI agenda, but also to refute this perceived threat. Additionally, fear is used to deliberate the social–economic disruptions that these new technologies will generate. Noticeably, the emotion discourses are not entirely separable, they relate to each other. China’s hope to become a global AI power builds on a successful AI sector that they are visually proud of. At the same time, the country’s catch-up to the US brings hope and pride to China, but causes, according to some of the videos, US’s fear.

6 Discussion

The present study was designed to determine which emotion discourses are employed in China’s strategic narratives on AI, and their function and significance. The results of this study indicate that in addition to hope and fear, pride is also an important emotion used in China’s international AI narratives on CGTN. These emotions are either directly or indirectly invoked in the representations. This section discusses how these findings contribute to key debates about Chinese discourse and media strategy.

All three emotions discursively contribute to forging China’s identity narrative as a future global AI power. Hope is used to represent China as a key competitor in the global AI race, that has a specific aim to catch up to the US. This corresponds with the 2017 strategy that stated that by 2030 China hopes “to be the major artificial intelligence innovation center of the world” (The State Council of China 2017b, 6). Self-inflation which shapes the experience of pride (van Osch et al. 2018), also contributes to China’s identity formation as a global AI power (Sullivan 2014). China is eager to show off their achievements, but at the same time, try to routinize these technological developments to normalize their image as a technological power. China discursively highlights US’s fear of China and suggests that there is no China threat. In addition, fear is used to frame China as a responsible AI power, committed to a balanced discussion about AI opportunities and challenges, and focused on developing suitable public policy.

While hope and fear are more common emotions associated with AI, pride is less obvious. However, considering the cutting-edge technology that AI represents and China’s unprecedented advances in this field, pride is a probable emotion in this situation. This is both true for the AI sector being a top–down approach or a bottom–up development, as Zeng noted (Zeng 2021). Nevertheless, using pride in communication can also come across as arrogance or superiority. While technical superiority is a clear goal of China.
as shown in their strategy plans (“Made in China 2025”), Beijing professes at the same time a message that it aims to build a “human community of shared destiny” which is based on win–win relations (Office of the Leading Group 2017, 5). Clearly, a narrative tied to superiority might complicate China’s intentions. Nevertheless, omitting the pride discourse for only hope might be difficult due to international prejudices held against China. Not all countries will feel “hopeful” for China’s advances in the AI field due to the technology’s potential military applications and subsequent consequences of other countries’ national security. Therefore, China is caught between wanting to lead, but without wanting to looking superior or antagonistic.

There are some narrative inconsistencies with regards to who China is within the AI story. Depending on the video, China is presented as catching up to the US in terms of AI research and enterprise, as an equal to the US, and as the leading AI power. All three emotions, hope, pride, and fear are used to situate China vis-à-vis the US. Hope is used to express China’s desire to catch up to the US. Pride functions by referring to the self, the relationship with the other, and the other (van Osch et al. 2018). This means that using the US as a reference point helps inflate the image of China’s progress and leadership in AI applications. The mediation of fear is to suggest US’ crisis of confidence. China’s media productions do not specify why the US is supposedly fearful of China’s AI plans and bustling enterprise. This is not unsurprising, given that vagueness and ambiguity surrounding threats is a common feature of fear discourse (Ventsel and Madisson 2022; Ventsel et al. 2021). The China–US comparisons suggest that there are some uncertainties as to how China wants to present itself in respect to its key competitor. Considering that the choice of emotions are influenced by history and culture, China’s communications about the US are shaped by ongoing antagonisms between the two countries.

While the projection of emotions matters, it is the perception thereof that will indicate the communication’s success. How China’s communications are understood depends on how the AI narratives resonate with target audiences. The AI narratives can be perceived as part of China’s soft power strategy corresponding with Xi Jinping declaration in 2014 that “We should increase China’s soft power, give a good Chinese narrative, and better communicate China’s message to the world” (Xi 2014). Alternatively, audiences can understand China’s communication process as “positive propaganda” (Brady 2015, 57) or misinformation. Regardless, China’s international AI narratives on CGTN are examples of mediated public diplomacy, which “involves shorter term and more targeted efforts using mass communication (including the Internet) to increase support of a country’s specific foreign policies among audiences beyond that country’s borders” (Entman 2008, 88). That means that the sum of videos disseminated by CGTN reveals China’s discourse and media strategy. Each one of them contributes to China’s long-term goal to being recognized as a global AI power and by extension a global technological power.

As observed, the fear discourse is used to deliberate anticipated risks, particularly on job loss and data privacy. To some extent, China presents a balanced account on AI considering their communication about AI developments, predictions, and uncertainties. Various CGTN videos discuss whether AI is either a positive or negative development and historicize AI progress (CGTN 2016a, b; CGTN 2018m). For instance, one video titled “Rise of Artificial Intelligence: friend or foe?” draws attention to public concerns over AI (CGTN 2016d). Other examples include whether AI is a blessing or a curse (CGTN 2018e), and whether AI makes life better or more stressful (CGTN 2021b). While most of these questions are not explicitly answered, the videos present the existence and spread of AI technologies and applications as inevitable. By communicating this debate on AI so openly on CGTN, China recognizes the prevailing misunderstandings and concerns in society. Also, AI applications in other countries are mediated by CGTN (CGTN 2017c, 2019e, f). This communication process suggests reflection on China’s part to develop the technology responsibly.

At the same time, the videos celebrate “frog leap” development in AI in China. The persuasiveness of this communication is tentative two-fold. First, while the availability of large data sets allows for frog leap development in AI to take place in China, the socio-political conditions that generate these data sets are not discussed in China’s communication. Whereas the videos communicate about an active role by both business and government to regulate AI development, government’s access to citizens’ data is not scrutinized as in other liberal democracies (Zeng 2020). Second, while international views are welcomed in the talk shows, the interviewees either self-censor or the video clips are edited to provide a sanctioned message. This is not surprising taken into consideration China’s restricted media environment and censorship practices, but it fails to live up to journalism practices expected by audiences in liberal democracies.

Noticeably, talk shows do not shy away from talking about public policy. For instance, a presenter asks: “Do you think the government has the power to regulate this technology?” (CGTN 2020). However, discussions about AI regulation remain generic in a sense that they mention that policies fail to keep up with new technology developments, and that businesses aspire policies that provide an even playing field so that all Chinese companies can prosper (CGTN 2017a). There are suggestions about improving access to funds for small and medium-sized businesses, and a change of allocation funding from project-based to research institutions with clear mission statements (CGTN 2021a). Differences in terms of policies between nation-states are not discussed...
despite the inclusion of international guests on CGTN’s talk shows. There is therefore not the critical reflection on the role of the government and the CCP to advance or curb AI development.

Question remains whether liberal democracies are the key audiences of these videos. Certainly, both language and media channel suggest that citizens in Europe and the US belong to the target audiences. At the same time, the CGTN videos might also be directed to overseas Chinese in the US. Several videos emphasize how CEOs of technology and AI-specific companies have returned to China for a promising career after being educated in the US and having had significant work experience there (CGTN 2021a). This suggests that highly educated overseas Chinese are also an important target audience of these media productions considering that China is missing sufficient talents to develop AI.

Overall, the present study suggests that pride, hope, and fear emotions are communicated in China’s international AI narratives on CGTN. In forging a coherent identity narrative as a leading AI power, China seeks to shape the views of international audiences. Despite this careful projection of emotion discourses, the representations of emotions herein are nevertheless subject to criticism, subversion, and resistance.

7 Conclusion

Closer attention to the projected content in the digital sphere reveals how China tries to create strategic narratives about AI using pride, hope, and fear emotions. These emotions help forge China’s identity as a future global AI power. No longer is Deng Xiaoping’s slogan “bide your time” of relevance to China’s media communications. Instead, under the leadership of Xi Jinping, China’s AI agenda is broadcasted to the world with assertiveness. The media productions suggest that China is hopeful to be catching up with the US and making frog leap development in new generation technologies.

Audience analysis is needed to examine the persuasiveness of China’s communications. A natural progression of this work is to analyze how these international AI narratives on CGTN and choice of emotion discourses compare to the communications of China’s main competitor, the US.
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