A random subspace ensemble classification model for discrimination of power quality events in solar PV microgrid power network
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Abstract

This study proposes SVM based Random Subspace (RS) ensemble classifier to discriminate different Power Quality Events (PQEs) in a photovoltaic (PV) connected Microgrid (MG) model. The MG model is developed and simulated with the presence of different PQEs (voltage and harmonic related signals and distinctive transients) in both on-grid and off-grid modes of MG network, respectively. In the pre-stage of classification, the features are extracted from numerous PQE signals by Discrete Wavelet Transform (DWT) analysis, and the extracted features are used to learn the classifiers at the final stage. In this study, first three Kernel types of SVM classifiers (Linear, Quadratic, and Cubic) are used to predict the different PQEs. Among the results that Cubic kernel SVM classifier offers higher accuracy and better performance than other kernel types (Linear and Quadratic). Further, to enhance the accuracy of SVM classifiers, a SVM based RS ensemble model is proposed and its effectiveness is verified with the results of kernel based SVM classifiers under the standard test condition (STC) and varying solar irradiance of PV in real time. From the final results, it can be concluded that the proposed method is more robust and offers superior performance with higher accuracy of classification than kernel based SVM classifiers.

1. Introduction

Microgrid (MG) generally provides reliable, economic, and secured energy supply to the critical loads and remote areas of communities, with following additional features: promotes demand side management; low carbon emission of energy supply; accommodates multiple generating options from different types of Distributed Generation (DG) sources, and so on [1]. It is a major challenge to maintain the quality of energy supply in the MG network while
penetration of nonlinear and unbalanced loads, renewable energy (RE) sources, and switching of heavy loads, capacitor banks, and network faults, etc. The PQEs (voltage sag, swell, harmonics, transients, interruptions, unbalanced voltage and current, etc.) can influence the overall performance of MG operation and shorten the life time of power devices integrated into the MG system [2, 3]. Therefore, to achieve improved PQ with safe and reliable operation of the MG power system, the source of PQEs must be detected and classified by means of applying advanced classification techniques [3, 4]. In view of this, many researchers have applied different signal processing techniques (SPT) in the pre-processing stage along with several classifiers during the classification phase of PQ analysis. The extracted features from the PQE signals during pre-processing analysis can be used to learn and verify the advanced classifiers to get class values of predictions at the final decision phase [3–5].

In the pre-processing stage, several signal analysing methods were used by the researchers for extraction of features from PQEs. Authors [6] applied the spectral analysis of the Fast Fourier Transform (FFT) and Discrete Fourier Transform (DFT) analysis techniques for discriminating of numerous PQEs in power systems. The Short Time Fourier Transform (STFT) in [5] applied for analysis of nonlinear nature of PQEs in power system. These methods are incapable of analysing the nonlinear nature of PQEs [7]. To nullify the issues of these transforms, Wavelet Transform (WT) analysis was widely used by the researchers in PQ study. Because, WT is more flexible in analysing PQEs in both time and frequency domains concurrently [8]. On the other hand, computational burden and being less immune to the noise effect are the biggest issues in the WT approach. In the view of PQEs and fault study applications, the Discrete Wavelet Transform (DWT) of WT series is extensively used [9]. Nevertheless, the choice of mother wavelet for a particular application can be considered as a main challenge in DWT analysis [4]. The researchers extensively used a well-known mother wavelet, namely Daubechies-4 (db4), to analyse PQEs in the majority of the research works [10]. In comparison to the existing SPT, the discrete method of wavelet analysis is broadly utilized since it takes minimum processing time and offers higher accuracy while extracting features in fast manner from the PQE signals [11]. Therefore, in this research work, the application of the DWT technique has been considered for the extraction of features from various PQEs.

Numerous machine learning algorithms were used by the research experts in the classification phase of the PQ studies. The most common techniques include decision trees (DT) [12], Fuzzy logic (FL) based classifiers [13], artificial neural networks (ANN) [14], neural networks with probabilistic function (PNN) [15], Naive Bayes method (NB) [16], K-nearest neighbour (KNN) [14], and SVM [17, 18] have been utilized to classify the PQEs. Among all these classifiers, SVM is one of the most powerful and effective for classifying linear and non-linear data [19]. Additionally, it has superior generalisation performance and is capable of handling an expansive, dimensional input vector proficiently in comparison with other conventional classifiers [5]. Typically, the SVM is useful to avoid over-fitting problem (as encountered in neural networks) and offers the highest accuracy of classification results, especially in high dimensional data sets [20]. Thus, considering the advantages of the SVM classifier, many researchers have applied SVM technique to classify complex PQEs in large power networks as well in MG power systems. Authors [21] used a learning framework which was developed with WT and SVM methods to classify complex PQEs. For the identification of different PQEs in the PV integrated power network, authors [22] applied the SVM learning method with multi-class features. Ray et al. [23] proposed SVM with Independent Component Analysis (ICA) to distinguish between different PQEs in the MG power network. Wang Y et al. [24] applied SVM with Multi Resolution Analysis of DWT to categorise different PQEs. Cortes Robles et al. [25] proposed multi-scale recurrence quantification decomposition (MSRQD) method along with SVM classifier for classification of complex PQEs in grid connected MG system. Furthermore,
SVM with different kinds of kernel functions can be used to enhance the classifier performance while solving the non-linear nature of classification problems in PQ study [26]. The kernel function can transform the inseparable data from a small dimensional area to a large dimensional area where the information can be separated more accurately. The different types of kernel functions of SVM include linear kernel, polynomial kernel, and Gaussian kernel (Radial Basis Function), etc. [27]. Biswal et al. [28] proposed a multiclass SVM using linear kernel function with a combination of disturbances versus normal (DVN) approach of feature extraction for classifying complex PQEs in power systems. Radial Basis Function (RBF) and polynomial kernel-based SVM were introduced by the authors of [29] in a hybrid DG environment of a power system network. Similarly, the authors in [30] utilised SVM with RBF based kernel to detect the disturbance patterns in the three-phase simulated signals. Most of the intelligent classifiers, like ANN, PNN, NB, KNN, SVM, and different kernels of SVM, are stated in literature to have their own strengths and weaknesses. For enhancing the precision and generalisation ability of individual weak learners, several ensemble classifiers are used by the researchers. Ensemble classifiers are mainly used to improve the overall performance and stability of weak classifiers through computing their output predictions in different ways [31]. From several research studies, it can be proven that the ensemble approach to classification offers promising results of accuracy compared to individual weak classifiers.

Several ensemble classifiers have been used by researchers to discriminate between different PQEs in conventional and RE integrated power system networks. The Bagging ensemble classifier with the flexible analytic wavelet transform (FAWT) method in [32] is applied to discriminate multiple PQEs in RE connected power networks with promising results compared to individual weak classifiers. The S-Transform extraction method with Adaboost ensemble approach [33] and Hilbert Huang Transform feature extraction with adaptive NFS [34] have been used for PQ analysis with achievement of higher accuracy and better performance than single classifiers. Furthermore, DWT analysis with voting approach in [35] and stacking ensemble approach in [36] have shown better effectiveness in predicting various PQEs in the PV integrated power network. Similarly, to improve the classification accuracy and robustness of individual weak classifiers, the authors in [37] used Random Forest classifier for discrimination of multiple PQ signals in RE connected power network. Thus, it is clear from the literature of the ensemble approach that ensemble models can significantly improve the overall accuracy and generalisation ability of weak classifiers. Hence, in this study, SVM based Random Subspace (RS) ensemble classifier is proposed to discriminate against different PQEs in the MG network. The structure of classifiers used in the RS ensemble method is constructed with different subsets of features which are sampled randomly from the main data set [38]. Because of using randomly selected subset features, the RS method can provide low bias risk with enhancement of prediction performance for the weak classifiers. The RS method also offers superior performance when the training data set has redundant features [39–41].

In most of the research works [2, 4, 23, 24, 42, 43], the PQ analysis in the MG network was carried out either in the on-grid or off-grid (islanded) mode of MG operation. However, to ensure reliable operation and improved PQ of MG network, it is necessary to discriminate between the PQEs in both the on-grid and off-grid modes of MG operation. Also, limited research work was observed with the analysis of PQEs in MG network using an ensemble approach of classification in MG network under the weather intermittence condition of RE sources. Hence, in this study, discrimination of different PQEs is considered in both modes (on-grid and off-grid) of the PV connected MG network under variation of solar PV irradiance with real time condition. From the final results of classification analysis, it is inferred that the proposed SVM based RS ensemble classification model outperforms different types of
kernel based SVM classifiers (Linear, Quadratic, and Cubic) in terms of classification accuracy and performance level. The important objectives of this research study are listed below:

- For analysing the causes of different PQEs and evaluating the effectiveness of kernel based SVM learners and the proposed SVM based RS ensemble classifier, a simulation network of the PV connected MG model is formulated with introduction of different PQEs.

- The classification framework is proposed with a combination of DWT technique along with different types of kernel based SVM and RS ensemble classifiers to identify and categorize the various types of PQEs in both the mode of MG network under STC and real time varying solar irradiance of PV conditions.

- The effectiveness of the proposed RS ensemble model has been verified through a comprehensive evaluation of Performance Factors (Kappa Statistics (KS), Recall, Precision, ROC, and F-Measure) results with the kernel based SVM classifiers.

This article is structured as follows: Section 2 explains the definition of MG simulation model with addition of various PQEs, Section 3 describes the concept of the classification framework model, Section 4 presents the detail of data acquisition and signal processing method, Section 5 describes the SVM classifier concept with various kinds of kernel functions (Linear, Quadratic, and Cubic) and the proposed RS ensemble classification model, Section 6 discusses the results analysis based on the classification and performance analysis of the proposed RS ensemble classification model and kernel-based SVM classifiers, Section 7 describes the comparative analysis, and the outcomes with future scope of this study are concluded in section 8.

2. Overview of MG model

The Matlab-Simulink software tool is used to develop a PV integrated MG simulation model. The MG model is simulated with the introduction of different PQE's (normal, voltage sag & swell, harmonic distortions, and transients (due to switching of capacitor bank, PV inverter, and LG fault) for analysis. The configurations on-grid and off-grid MG models are portrayed in Fig 1A and 1B, respectively. The MG model includes different types of Distribution Generation (DG) sources (Solar Photovoltaic (PV) and diesel powered genset)) and loads (linear and non-linear). Also, the MG model includes with 25 kV feeder lines with a length of 2 km (each). Details of the power ratings of all elements used in the MG network are shown in Table 1.

2.1 Description of different PQEs

During PQ analysis, it is considered to follow the threshold limits (as per IEEE 1159 standard [44]) of different PQEs in the MG network. Normal and the three most common voltage-related PQEs (sag, swell, and harmonic distortions) are generated by switching heavy (sag/swell) and non-linear (harmonics) loads in the MG network’s off-grid mode. Furthermore, three PQ transients have been generated by switching of capacitor bank (transients-1), PV inverter (transients-2), and ground fault-LG (transients-3) for both modes (on-grid and off-grid) of the MG network. The PQEs with corresponding switching actions are listed in Table 2.

3. Methodology of classification

Fig 2 demonstrates the basic methodology for identification and discrimination of various PQEs within the MG network. The main steps in the process of classification are explained below:
Data Collection (Step-1): During the simulation of the PV integrated MG model, signal data from different PQEs are collected.

Feature Extraction (Step-2): During this step, with the help of the DWT technique, features are extracted from disturbance signal of different PQEs.

Prediction (Step-3): To train the kernel based SVM learners and RS ensemble classifier that extracted features are used to get final predictions for further evaluation.

Final decision (Step-4): Based on the final predictions, each classifier gives output class labels (K1 to K10) in the final stage.

4. DWT method of feature extraction

The Wavelet transform analysis method is one of the most effective methods for decomposing a fast varying signal into numerous sub-components in time and frequency domains [45]. The WT variants are often available in the form of continuous and discrete variants. Continuous wavelet transform (CWT) can be used to address the resolution constraint in STFT, but in the case of real-time applications, it is less beneficial and has low repetition. The discrete method of

| Table 1. Detail of MG components. |
|-----------------------------------|
| Utility Grid                      | Grid Source—G | 100 MVA, 25 kV |
| PV System                         | PV unit—DG-1  | 250 kWp, 500V dc |
|                                  | PV Inverter—VSC | 250 kVA, 260 V AC |
|                                  | DG-1 Transformer—T1 | 300 kVA, 0.26 kV/25 kV |
| Diesel Generator                  | Synchronous Generator—DG-2 | 3250 kVA, 2.4 kV |
|                                  | DG-2 Transformer—T2 | 2.4 kVA/25 kV, 6000 kVA |
| Loads                             | Linear Load 1 –L1 | 2400 kW |
|                                  | Linear Load 2 (switching)—L1A | 500 kW |
|                                  | Heavy Load (Switching)—HL1 | 500 kW |
|                                  | Non-linear Load—NL | Diode Rectifier |
| Capacitor                         | C1 | 500 kvar, 25 kV |
| Feeders                           | Feeder lines 1 & 2 (Z1& Z2) (2 km) | (I<sub>s</sub>) 2.08 mH, (R<sub>s</sub>) 0.0592 Ω |

https://doi.org/10.1371/journal.pone.0262570.t001
wavelet transform (DWT) can be used to nullify the drawbacks of CWT and mathematically can be defined as [46, 47],

$$DWT(m, k) = \left[ \frac{1}{\sqrt{a_m}} \sum_n X(n) f\left( \frac{k - nb_m}{a_m} \right) \right]$$

(1)

where $a_m$ is the scaling factor, $nb_m$ is the translation factor, $m$ and $n$ are the representation of integers, $X(n)$ is the time signal, and $f$ is the function of the mother wavelet.

Multi Resolution Analysis (MRA) is typically used for the DWT process to get wavelet transform coefficients (detail and approximate) through decomposing of the input signal. MRA is more appropriate for decomposing the PQE signals, because it has the characteristics of using less memory and simple implementation. In this process, a series of filter banks are used at each point of decomposition to decompose the signals at different resolutions. Fig 3 indicates the decomposition of the test signal up to the second stage. The input signal $V(n)$ is passed through a collection of high-pass ($g_1$) and low-pass ($h_1$) filters to obtain the detailed ($D_1, D_2$) and approximate coefficients ($A_1, A_2$). In addition, the signal is downscaled by a factor of two at each step and the approximation of coefficient is used for further decomposition. This decomposition process is carried on till the specified decomposition level is reached [46, 47].
From the below given Eqs (2) and (3), that detail (Di) and approximation (Ai) coefficients can be evaluated:

\[
D_i(k) = \sum_n g_1(n) A_{i+1} (2k+n)
\]

\[
A_i(k) = \sum_n h_1(n) A_{i+1} (2k+n)
\]

where \(D_i\) and \(A_i\) are the coefficients of detail and approximation, respectively at the \(i\)th level. 

where \(D_i\) and \(A_i\) denote the detail and approximation coefficients, respectively, at the level of \(i\)th. High-pass and low-pass filters are associated with the wavelet \(\omega(t)\) and scaling \(\beta(t)\) functions and can be expressed as,

\[
\omega(t) = \sqrt{2} \sum_n g_1(n) \omega(2t-n)
\]

\[
\beta(t) = \sqrt{2} \sum_n h_1(n) \beta(2t-n)
\]

The mother wavelet of Daubechies-4 (db4) is commonly used in PQ analysis to detect fast transient signals in the power system, according to the literature [48, 49]. Therefore, in this research work, mother wavelet of db4 is considered for analysis of PQE signals.

### 4.1 Evaluation of energy value

The feature extraction is useful in such a way as to provide reduced dimension of the input vector matrix with useful information for the classifiers. Using the Eq (6) [49], the energy value (EV) can be estimated from the detail coefficients of DWT analysis.

\[
\text{Energy Value (EV)} = \frac{1}{K} \sum_{j=1}^{l} \left[ D_j \right]^2
\]

let mean \(\mu_j = \frac{1}{K} \sum_{i=n-1}^{n} D_{ij}, j = 1,2,3, \ldots l\) (decomposition level), K is the number of samples for each decomposed signal.
5. Materials and classification methods

In this research, the software tool WEKA is utilised to discriminate between different PQEs in the MG network using extracted features. The WEKA is an effective tool with inclusion of several classification algorithms and the option of providing base and ensemble classification, clustering, and visualization facilities [10]. In this study, different types of kernel based SVM classifiers such as SVM linear kernel, SVM polynomial (quadratic and cubic), and SVM based RS ensemble classification approach have been considered to classify various PQEs like normal, sag, swell, and distortion of harmonics with consideration of class labels such as K1, K2, K3, and K4, respectively, in off-grid mode of the MG network. In addition, other PQEs like three numbers of PQ transients (due to switching of capacitor bank and PV inverter, and LG fault) have been classified in both modes (off-grid and on-grid) of the MG network with consideration of the following class labels: K5, (transient 1) K6 (transient 2), K7 (transient 3) in off-grid and K8 (transient 1), K9 (transient 2), K10 (transient 3) in on grid, respectively.

The estimated energy values from the extracted features of various PQE signals have been utilised to learn the kernel based SVM learners during the first phase of classification. While learning the classifiers, a k-fold cross validation method is applied with the input data set to nullify the issue of over-fitting. The prediction capability of classifiers can be assessed with the help of the cross validation method [50]. The training data (X) is separated into equal sized chunks with a bunch of k disjoint subsets (X1, X2, . . . , Xk). From available k-subsets, one subset is utilised for testing, and the remaining subsets (k-1/k) are utilised for classifier training [50]. In this work, cross validation with 10 folds is considered while learning the classifiers. This section describes the kernel based SVM classifiers (linear, polynomial (quadratic and cubic)), and the proposed RS ensemble classifier in more detail.

5.1 SVM classifier

SVM is a more flexible machine learning algorithm for the applications of pattern recognition and classification [4]. The SVM rule algorithm was developed by Vapnik [51] and operates on the basis of supervised learning theory. SVM seeks to separate the hyperplane in an optimum way by maximising the margin data set and hyperplanes [52]. It offers good generalisation accuracy on unknown data and supports the intensive optimization methods that enable SVM to learn from a large scale of data [53]. An example of the SVM concept is shown in Fig 4.

For a given training data set, \(\{x_i, y_i\}_{i=1}^{K}\), where \(x_i \in \mathbb{R}^n\) is the vectors of input data, \(y_i \in \{+1, -1\}\) denotes different classes, and K is the number of samples. The given training data set can be separated linearly by the hyperplane \(f(x)\), as represented by Eq (7) [52–54]

\[
f(x) = w.x + b = \sum_{N=1}^{K} (w_N.x_N + b)
\]

where \(w\) and \(b\) represent the terms for weights and bias used to optimise the position of the hyperplane separation. The constraints as given in Eq (8) should be satisfied to separate the hyperplane.

\[
yf(x_i) = y_i(w.x_i + b) \geq 1, \quad (i = 1, 2, 3, \ldots, K)
\]

It is possible to estimate the distance between margin and vectors \(x_i\) that lies on the incorrect side of the margin is generally outlined by the positive slack variable \(\varepsilon_i\). For separating given data, optimal hyperplane is determined by solving the optimization problem which is expressed in Eq (9):

\[
\text{To Minimise,} \quad \frac{1}{2} ||w||^2 + C \sum_{i=1}^{K} \varepsilon_i, \quad i = 1, 2, 3, \ldots, K
\]
Prone to $y_i(w \cdot x_i + b) \geq 1 - E_i$ and $E_i \geq 0$, let $C$ denote the penalty for error, and by using Lagrangian multipliers $\alpha_i$, the problem of optimization (Eq (9)) will be transformed into a problem of dual quadratic optimization, as expressed in Eq (10) [54]:

To Maximise, $L(x) = \sum_{i=1}^{K} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{K} \alpha_i \alpha_j y_i y_j (x_i, x_j)$  \hspace{1cm} (10)

Subject to $\sum_{i=1}^{K} \alpha_i y_i = 0$, and $x_i \geq 0$, The problem of dual optimization is possible to solve by using linear decision function, expressed in the Eq (11):

$$f(x) = \text{Sign} \left( \sum_{i=1}^{K} \alpha_i y_i (x_i, x_j) + b \right)$$  \hspace{1cm} (11)

The kernel functions of SVM are useful for solving nonlinear classification problems. By using a nonlinear function ($\phi$), the kernel functions of SVM can be used to transform inseparable data from low-dimensional space to a higher-dimensional space where the data is separated linearly [52]. The function of non-linear decision with kernel (K) inclusive can be defined as follows:

$$f(x) = \text{Sign} \left( \sum_{i=1}^{M} \alpha_i y_i k(x_i, x_j) + b \right)$$  \hspace{1cm} (12)

where $k(x_i, x_j)$ is the kernel function that can be written as $\phi(x_i)$ and $\phi(x_j)$, respectively. In this study, SVM classifiers with different kernel functions like linear, polynomial (quadratic and cubic), and RBF (Gaussian) have been used to categorise various PQEs in the MG model of power network. Furthermore, for classification of multi class PQEs in MG network that kernel based SVM classifiers have been used with adoption of the One Against One (OAO) multiclass method [55]. The classification of various PQEs in the MG network using kernel based SVM classifiers is shown in Fig 5. A 10 folds cross validation method is applied with a given input data set (400 instances (40 instances per PQE) and three features) while learning kernel based SVM classifiers (linear kernel, and polynomial kernel (Quadratic & Cubic)). In the final decision phase, predictions of class values are obtained from each classifier.

5.1.1 SVM linear kernel. The linear kernel is a simple and easy to interpret kernel function. It is a fast data mining algorithm for solving multiclass classification problems. It can be
used for a number of features in a large data set. The linear kernel function can be expressed as 
\[ k(x_i, x_j) = x_i^T x_j + C \]  
where \( k(x_i, x_j) \) is the kernel function, \( x_i \) and \( x_j \) are feature space vectors, and 'C' is the box constraint or regularization parameter. The value of regularization parameter (C) is greatly influences over the trade off between the maximisation of classification margin and minimisation of error [57]. In this study, for the linear kernel of SVM, the value of 'C' is considered as 9 on the basis of achieved higher accuracy and minimum error level. The steps of classification process with linear kernel of SVM classifier are illustrated in Table 3.

5.1.2 SVM polynomial kernel. It is a global kernel with good generalization ability. It is useful for learning high dimensional data with nonlinear boundaries, and its kernel parameters have a substantial effect on the decision boundary. This kernel is capable of solving multi class problems

Table 3. Process steps of classification: SVM linear kernel.

| Input: Training Data (D) = Input energy values; response class names
| Input features (X): ['Energy -A', 'Energy -B', 'Energy -C']; Response class (Y): ['K1', 'K2', ..., 'KN']; N = 10
| Output: Predictions and accuracy (%) from SVM linear kernel
| Perform cross-validation (10-fold)
| Step 1: Randomly divide data set X into k subsets of equal size: X = (X1, X2, X3, ..., XK); (K = 10);
| Step 2: For k = 1 to 10:
| Train the classifier SVM linear kernel, from D or DK
| Step 3: Apply Kernel Function', 'linear', (Eq (13))
| Set 'Polynomial Order', [0],
| Assign 'Box Constraint', for Linear [9],
| 'Standardize', true,
| Multi-class approach', One Against One (OAO);
| End for
| Create the result structure with predict function
| Step 4: Validate predictions = class names ('K1', 'K2', ..., 'K10');
| Step 5: verify accuracy = Classification Accuracy (%);
| End for

https://doi.org/10.1371/journal.pone.0262570.t003
with allowable margin [58]. The definition of a polynomial kernel can be expressed as [56],

\[ k(x_i, x_j) = (x_i^T x_j + C)^d \]  

(14)

where ‘C’ is the regularisation or box constraint parameter; \( k(x_i, x_j) \) is the kernel function; \( x_i \) and \( x_j \) denotes feature space vectors; and ’d’ states the degree of polynomial function. The Quadratic and Cubic kernels are the sub types of polynomial kernel functions of SVM. The quadratic kernel is a 2nd order polynomial kernel function that can be stated as [59],

\[ k(x_i, x_j) = (x_i^T x_j + C)^2 \]  

(15)

The cubic kernel is a third order polynomial kernel function and it can be defined as [59, 60],

\[ k(x_i, x_j) = (x_i^T x_j + C)^3 \]  

(16)

For polynomial kernel based SVM classifiers (quadratic and cubic), two parameters like regularisation parameters ‘C’ and ‘d’ degree of polynomial function are greatly influenced by their performance level [57]. In this work, according to the observation of higher accuracy and minimum level of mean absolute error of classification, the value of ‘C’ is considered as 12 for both quadratic and cubic kernel based SVM classifiers, and the value of ‘d’ is considered as 2 for quadratic and 3 for cubic kernel based SVM classifiers, respectively. The steps of classification process with the polynomial kernel of SVM classifier are illustrated in Table 4.

### 5.2 Random subspace (RS) ensemble classifier

The RS ensemble classifier can achieve the benefits by applying a random subset of features over the combined set of base classifiers. Fig 6 depicts the basic configuration of RS ensemble model. Randomly selected subset features (between \( D_1 \) and \( D_M \)) from the complete space data set (D) are utilised to learn the set of N number of base classifiers in the model of the RS ensemble approach [53]. A majority voting rule is implemented over the output predictions of weak classifiers to obtain target class labels at final stage of classification [38]. The performance and accuracy precision of weak classifiers are improved by the ensemble approach of RS technique to effectively exploit their outcome predictions. Furthermore, because the classifiers are easily trained using smaller subspaces with the RS technique, the features to instance ratio can be significantly improved [38].

### Table 4. Process steps of classification: SVM polynomial kernel.

| Input: Training Data (D) = Input energy values; response class Names |
|------------------------|--------------------------|
| Input features (\( X_i \)) = [‘Energy-A’, ‘Energy-B’, ‘Energy-C’]; Response class (\( Y_i \)) = [‘K1’,”K2”,”…”,’KN’]; N = 10 | |
| Output: Predictions and accuracy (%) from SVM linear kernel |
| Perform cross-validation (10-fold) |
| Step 1: Random splitting of data set X into k times with equal size of subsets: X = \( X_1, X_2, X_3, \ldots, X_K \); (K = 10); |
| Step 2: For k = 1 to 10; |
| Train the classifier SVM polynomial kernel, from D or DK |
| Step 3: Apply Kernel Function’, ‘Quadratic’, (Eq (15)) / ‘Cubic’, (Eq (16)), |
| Set ‘Polynomial Order’, for Quadratic [2.0] / for Cubic [3.0], |
| Assign ‘Box Constraint’, for Quadratic [18] / for Cubic [18], |
| ‘Standardize’, for Quadratic true / for Cubic true, |
| Set ‘Multi-class approach’, One Against One (OAO); |
| End for |
| Create the result structure with predict function |
| Step 4: Validate predictions = class names (’K1’, ’K2’,”…”,’K10’); |
| Step 5: validate accuracy = Classification Accuracy (%); |
| End for |

https://doi.org/10.1371/journal.pone.0262570.t004
For this RS ensemble model, the $p^*$ dimension feature subset ($p^* < p$) is randomly chosen from a given $p$-dimensional data set for PQ analysis. Following that, the suitable weak classifier is learned using the subspace feature vectors. This approach is repeated $M$ times in order to train $M$ classifiers with a new subset of feature vectors each time. Finally, majority voting is used to evaluate the predictions of $N$ classifiers. The RS method process steps are explained in further level in Table 5 [39, 40].

In general, the output classification performance of the RS ensemble technique is determined by the two main factors, such as size of the feature subset (subspace) and the number of weak classifiers (ensemble size). For this research work, SVM based (cubic kernel) RS ensemble classification model is proposed to discriminate different PQEs in PV connected MG network with both modes of operation (on-grid and off-grid mode) of MG network. To get better performance, the sub space size of 0.5 and 10 number of weak classifiers (SVM cubic kernel) are assigned for the proposed RS ensemble model.

5.3 Description of performance factors

The definitions of important PF which are used to evaluate the effectiveness of classifiers are given below:
Kappa Statistics (KS):

KS can be used to estimate the consistency between the actual and targeted PQEs. According to the estimated KS value, the range of performance can be decided as excellent (KS value 1), good (KS value 0.4 to 0.75), and poor (KS < 0.4), respectively. The expression of KS term is defined as \[36\],

\[
KS = \frac{Actual\ PQEs - Targeted\ PQEs}{1 - Targeted\ PQEs}
\]

Precision (P):

It is a ratio between of correctly predicted observations (true positives) and the sum of total predicted observations (true positives + false positives), and it can be expressed as below [36]:

\[
P = \frac{T_P}{T_P + F_P}
\]

where \(T_P\) denotes the true positive and \(F_P\) denotes the false positive

Recall (R):

It is a ratio between correctly predicted observations (true positives) and sum of all observations including true positives and false negatives and it can be defined as [36],

\[
R = \frac{T_P}{T_P + F_N}
\]

F-measure:

The weighted average of precision and recall is called as F-measure and the expression of F-measure can be defined as [36],

\[
F - measure = \frac{(2 \times \text{Precision} \times \text{Recall})}{\text{Precision} + \text{Recall}}
\]
• **Receiver Operating Characteristic (ROC):** The performance of a classifier can be determined on the basis of the area under the curve of ROC. If the area under the curve reaches 1 or nearer, then the performance of classifier is the best and most accurate [36].

### 6. Results and discussion of PQ analysis

In this section, the results of PQ analysis that includes extraction of features with the DWT method and classification of various PQEs in the MG network are discussed in detail. The simulation was carried out for the proposed MG model with creation of various PQEs in both the off-grid and on-grid modes of MG network under STC and variation of solar PV irradiance with real time conditions. During simulation analysis, the simulation time of 1 sec was considered for each case of PQEs studied. The switch conditions for the creation of various PQEs along with details of time span for the occurrence of each PQE in both modes of MG network are illustrated in Table 2 of Section 2.1. From the disturbance signals (three phase voltage and current) of various PQEs, features of energy values were extracted with the help of DWT method. As an example, the single phase (phase-A) voltage and current signals during the case of each PQE (in the grid connected and islanded MG network) are shown in Figs 7–9, respectively. The results of DWT analysis and the results of the proposed RS ensemble and kernel based SVM classifiers are discussed in detail as follows.

#### 6.1 Results and discussion of DWT analysis

From the DWT analysis, extracted features of energy values of various PQEs in the MG network were used to learn the proposed RS ensemble and kernel based SVM classifiers like

![DWT Analysis](https://doi.org/10.1371/journal.pone.0262570.g007)

*Fig 7. Three phase voltage signals in off-grid mode of MG network (a) Normal; (b) Sag; (c) Swell; (d) Distortion of Harmonics.*
linear, polynomial (quadratic, and cubic). The main factors such as mother wavelet (db4), decomposition level (5th), and sampling frequency (24 Hz) were considered during the analysis of PQE signals with the DWT method. From the analysis of all PQE signals, wavelet coefficients of detail (d1 to d5) and approximation (a5) were obtained for further analysis. As an example, Figure 8 shows voltage and current signals in the off-grid mode of MG network: (a) Voltage Transients-1 (switching of capacitor); (b) Current Transients-2 (switching of PV Inverter); (c) Current Transients-3 (LG Fault).

https://doi.org/10.1371/journal.pone.0262570.g008

Fig 8. Voltage and Current signals in off-grid mode of MG network (a) Voltage Transients-1 (switching of capacitor); (b) Current Transients-2 (switching of PV Inverter); (c) Current Transients-3 (LG Fault).

Fig 9. Voltage and Current signals in on-grid mode of MG network (a) Voltage Transients-1 (Switching of capacitor); (b) Current Transients-2 (Switching of PV Inverter); (c) Current Transients-3 (LG Fault).

https://doi.org/10.1371/journal.pone.0262570.g009
example, captured 5th level decomposition of voltage signals of PQEs (normal and sag in phase A) in the off-grid mode of MG network are shown in Figs 10 and 11, respectively. Similarly, in the on-grid mode of MG network, that captured decomposition of voltage transients 1 signal (switching of capacitor) in phase C is shown in Fig 12.

From the results of DWT analysis, it can be concluded that the value of wavelet transform coefficient (d5) has a small magnitude for normal signal and its level of magnitude varies abruptly during the period of voltage sag and transient conditions. Similarly, the decomposition analysis was also carried out for other PQEs and transient signals in all three phases of the MG network. Finally, the extracted coefficients from the voltage and current signal of different PQEs were utilised to evaluate the energy values, using Eq (6).

6.2 Results of classification analysis
The extracted energy values of the input data set (400 samples) with adoption of 10-fold validation method were applied to learn the kernel based SVM learners (linear kernel, polynomial

Fig 10. DWT analysis in off-grid MG: Normal voltage signal.
https://doi.org/10.1371/journal.pone.0262570.g010

Fig 11. DWT analysis in off-grid MG: Voltage sag signal.
https://doi.org/10.1371/journal.pone.0262570.g011
kernels (quadratic and cubic) and SVM based RS ensemble classifier. In this study, the common PQEs (normal, sag, swell, and distortion of harmonics) in off-grid mode of MG network and PQ transients (Transient 1, transient 2, and transients 3) in both off-grid and on-grid mode of MG network were classified by kernel based SVM learners and RS ensemble model under STC and variation of solar irradiance of PV with real time condition. During this analysis, around 400 numbers of instances (40 instances per PQE) were considered to learn the classifiers. In general, the classification accuracy (CA) of classifiers as given in Eq (26) is defined as the ratio between correctly predicted PQEs and the total number of PQEs studied. From the classification analysis, the effectiveness of the proposed RS ensemble classifier is verified (in terms of CA) with the results of individual kernel based SVM classifiers.

\[
CA = \frac{\text{Correctly predicted PQEs}}{\text{Total PQEs}} \times 100\%
\]  

(26)

6.2.1 Results of classification with kernel based SVM classifiers. In order to achieve effective performance of kernel based SVM classifiers, it is very important to select the appropriate value of penalty or regularisation parameter “C” while classification. Changing of value “C” can influence the performance accuracy, classification error, and margin of hyperplane in SVM. In this study, the penalty factor “C” was tuned manually on the account of getting minimum classification error and maximum accuracy of kernel classifiers. For the linear kernel SVM classifier, the tuning range of “C” value was considered between 1 and 12 (with steps of 1). The tuning of “C” value for the linear SVM classifier with respect to the classification error and accuracy is shown in Fig 13. From the results of tuning (Fig 13), it can be noticed that maximum classification accuracy (87%) and minimum error (0.158) were achieved at the “C” value of 9. Similarly, the tuning range of “C” value was considered between 1 to 14 (with steps of 1) for the polynomial kernels (Quadratic and Cubic) of SVM classifiers. From the tuning results of “C”, as shown in Figs 14 and 15, maximum accuracy (91% and 94%) and minimum error (0.154 and 0.152) were achieved at the “C” value of 12 with Quadratic SVM and Cubic SVM classifiers, respectively.

(a) SVM classifiers: Classification results under STC of solar PV. In this case, the PQEs in both the on-grid and off-grid mode of the MG network were classified with kernel based SVM
classifiers under STC (PV cell temperature of 25°C, irradiance (1000 watts/m²), and air mass of 1.5 M). For analysis, around 400 numbers of instances of all PQEs (40 instances per PQE) were considered for analysis. The results of the confusion matrix for all the kernel based SVM classifiers (Linear, Quadratic, and Cubic) are given in Table 6. The correctly and incorrectly classified instances of each PQE in the confusion matrix are represented as diagonal and off diagonal elements, respectively. Furthermore, the details of all the classified instances for all the PQEs in the MG network are given in Table 7.

From the prediction results of kernel based SVM classifiers (Tables 6 and 7), it is clear that the misclassification rate was higher with the linear kernel classifier for the PQEs (Swell, PQ transients 1 and 2 in islanded and transients 1 in grid connected network) than Quadratic and Cubic SVM classifiers. For the Quadratic type, the misclassification rate was moderate between Linear and Cubic type classifiers. Most of the instances of PQEs (except Transients 1) were fully classified correctly with the Cubic type of classifier. Because of reduced misclassification
rate with the Cubic type classifier, the classification accuracy (94%) was significantly improved as compared to the Quadratic (91.3%) and Linear (87%) type of SVM classifiers. Thus, this study proves that the cubic kernel SVM classifier offers better performance with more suitability for classification of various PQEs in the MG model of power network than other types (Quadratic and Linear).

(b) SVM classifiers: Classification results under real time varying solar. In this analysis, the real time varying solar data for the PV source was considered as used in [37], while the analysis of all PQEs in both the on-grid and off-grid modes of the MG network. The real time solar data for the period of 1 s (with 10 slots of 0.1 s intervals) is shown in Fig 16.

Based on the Confusion Matrix results (like STC case analysis,) the classification results of Kernel based SVM classifiers were obtained, as given in Table 8. Likewise, the results of STC analysis showed that the misclassification rate was higher with the Linear kernel SVM classifier than with Quadratic and Cubic type classifiers. Also, the misclassification rate was moderate with Quadratic and significantly reduced with the Cubic type SVM classifier under this case condition. However, the results of classification accuracy were slightly lower for all the classifiers than the results obtained with STC case analysis. In comparison to the Cubic type SVM classifier, the misclassification rate of analysed PQEs was high with the Linear and Quadratic types. Thus, the cubic kernel SVM classifier provides higher classification accuracy (91.1%) than the accuracy levels of the Quadratic (88%) and Linear (83.3%) kernel SVM classifiers. This analysis clearly shows that the Cubic kernel SVM classifier provides more promising results (more than 91%) than other types, even when the PV source’s solar irradiance varies.

Among the results of accuracy, as summarized in Table 9, it can be concluded that the classification accuracy was lower with the SVM linear kernel compared to the SVM quadratic and SVM cubic kernel classifiers. Since the SVM linear mostly provides better solutions for multi-class linear problems than non-linear, the misclassification rate was high with the non-linear nature of PQ transients, whereas the polynomial SVM kernel (quadratic and cubic) provides better solutions for non-linear PQ transients with a reduced misclassification rate. Moreover, the order of polynomial functions has a significant impact on the performance of polynomial kernel classifiers. As a result, the cubic kernel SVM classifier has a higher order of polynomial function and provides higher classification accuracy under STC and varying solar conditions than the quadratic type.
Furthermore, in order to improve the generalisation ability and overall accuracy of SVM classifiers, it is proposed SVM-based RS ensemble classifier for analysis. The results of classification analysis with the RS ensemble method are discussed in detail in the following section.

### 6.2.2 Results of classification with proposed RS ensemble classifier.

In the RS ensemble method, randomly picked subsets of features (n) from the full space of the input data set (D) are used to train the N number of base classifiers, and the predictions of the base classifiers are computed by using the majority voting rule. The size of the feature subset (subspace size) and the size of the ensemble (number of base classifiers) have a significant influence over the expected converge and performance of the RS ensemble classifier [61]. Hence, it is necessary to select the appropriate value of subspace feature size and number of base classifiers (ensemble size) in the RS ensemble model. As a rule of thumb, selecting the size of the feature subset,

| Table 6. Results of confusion matrix: Kernel based SVM classifiers. |
|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Class | K1 | K2 | K3 | K4 | K5 | K6 | K7 | K8 | K9 | K10 | MG Mode |
| SVM Linear Kernel |
| K1 | ✓ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| K2 | 0 | ✓ | X | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| K3 | 0 | X | ✓ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| K4 | 0 | 0 | 0 | ✓ | 0 | 0 | 0 | 0 | 0 | 0 | Off-Grid |
| K5 | 0 | X | X | 0 | ✓ | 0 | 0 | 0 | 0 | 0 |
| K6 | 0 | X | X | 0 | ✓ | 0 | 0 | 0 | 0 | 0 |
| K7 | 0 | 0 | 0 | 0 | 0 | ✓ | 0 | 0 | 0 | 0 |
| K8 | 0 | 0 | 0 | 0 | 0 | ✓ | 0 | 0 | 0 | 0 |
| K9 | 0 | 0 | 0 | 0 | 0 | 0 | ✓ | 0 | 0 | 0 |
| K10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | ✓ | 0 | 0 |

| SVM Quadratic Kernel |
|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|--------------------------|
| Class | K1 | K2 | K3 | K4 | K5 | K6 | K7 | K8 | K9 | K10 | MG Mode |
| SVM Cubic Kernel |
| Class | K1 | K2 | K3 | K4 | K5 | K6 | K7 | K8 | K9 | K10 | MG Mode |

[https://doi.org/10.1371/journal.pone.0262570.t006](https://doi.org/10.1371/journal.pone.0262570.t006)
as \( n = D/2 \) features, can yield promising results with the RS ensemble classifier [62, 63]. Therefore, in this work, feature subset size 0.5 was considered, and the optimum value of ensemble size was obtained through manual tuning. The tuning results of ensemble size with the proposed RS model, as shown in Fig 17, clearly indicates that maximum classification accuracy (99.3%) and minimum error (0.144) were achieved with ensemble size of 10 (among 1 to 12 analyses). As from the analysis results of kernel based SVM classifiers, the Cubic kernel SVM classifier was more effective and attained higher classification accuracy (94%) than other kernel types. As a result, the effective Cubic kernel SVM classifier was considered as the base classifier in the proposed RS ensemble model to achieve further improvement in its classification performance.

(a) RS ensemble classifier: Classification results under STC of solar PV. In this analysis, the classification analysis was carried out with the proposed RS ensemble model to discriminate between different PQEs in the MG network under STC of solar PV. The confusion matrix results and details of classified instances for all the PQEs in the MG network are illustrated in

![Table 7. Classification results of kernel based SVM classifiers (under STC of solar).](https://doi.org/10.1371/journal.pone.0262570.t007)

| Class  | PQEs       | SVM Linear | SVM Quadratic | SVM Cubic |
|--------|------------|------------|---------------|-----------|
|        | Classified Instances | Classified Instances | Classified Instances |
|        | Correct (✓) | Incorrect (X) | Correct (✓) | Incorrect (X) | Correct (✓) | Incorrect (X) |
| K1     | Normal     | 40          | 0             | 40         | 0           | 40          | 0             |
| K2     | Sag        | 36          | 4             | 40         | 0           | 40          | 0             |
| K3     | Swell      | 28          | 12            | 37         | 3           | 40          | 0             |
| K4     | Harmonics  | 40          | 0             | 40         | 0           | 40          | 0             |
| K5     | Transient-1| 24          | 16            | 24         | 16          | 24          | 16            |
| K6     | Transient-2| 32          | 8             | 32         | 8           | 40          | 0             |
| K7     | Transient-3| 40          | 0             | 40         | 0           | 40          | 0             |
| K8     | trans-1    | 28          | 12            | 32         | 8           | 32          | 8             |
| K9     | Transient-2| 40          | 0             | 40         | 0           | 40          | 0             |
| K10    | Transient-3| 40          | 0             | 40         | 0           | 40          | 0             |
| Overall CA | 87% | % | 94% |

https://doi.org/10.1371/journal.pone.0262570.g016

![Fig 16. Real time varying solar data.](https://doi.org/10.1371/journal.pone.0262570.g016)
Tables 10 and 11, respectively. From the prediction results of the RS ensemble classifier (Tables 10 and 11), it can be noticed that all the instances of most of the PQEs (Normal, Sag, harmonics, Transients 2 and 3 with islanded, and all the transients in grid connected MG) were fully classified correctly (100%) and only one instance with PQE of Voltage Swell and two instances with Transients 1 of the islanded MG network were misclassified. Because of this higher successive classification rate, the classification accuracy (99.3%) of the RS ensemble classifier was significantly improved as compared to the Cubic kernel SVM (94%) and other kernel types (Quadratic (91.3%) and Linear (87%)). Thus, the proposed RS ensemble model is more suitable to discriminate all the PQEs in the MG network with a substantial improvement in classification accuracy compared to individual kernel based SVM classifiers.

(b) RS ensemble classifier: Classification results under real time varying solar. In this case of analysis, the classification analysis was carried out with the SVM based RS ensemble classifier to discriminate different PQEs in the MG network under the variation of solar PV irradiance in real time. According to the results of the confusion matrix, details of classified instances for all the PQEs in the MG network and evaluated overall classification accuracy for the proposed RS ensemble classifier are illustrated in Table 12. Likewise, the classification results obtained under STC case analysis showed that the instances of most of the PQEs were fully classified correctly (100%) and only 2 instances of Swell, 6 instances of Transients 1 of an islanded network, and 4 instances of Transients 1 of a grid connected network were misclassified, respectively. As compared to the results of kernel based SVM classifiers (under both case analysis of STC and real time solar variation), the proposed ensemble classifier still provides promising results of higher classification accuracy (97%) than kernel based SVM classifiers (Cubic (94% with STC and 91.3% with varying solar)), (Quadratic (91.3% with STC and 88% with varying solar)), and (Linear (87% with STC and 83.3% with varying solar)). As compared to the classification results of the RS ensemble classifier under STC case analysis, the classification

Table 8. Classification results of kernel based SVM classifiers (under varying solar at real time).

| Class | PQEs   | SVM Linear Classified Instances |  | SVM Quadratic Classified Instances |  | SVM Cubic Classified Instances |  |
|-------|--------|---------------------------------|---|-----------------------------------|---|---------------------------------|---|
|       |        | Correct (✓) | Incorrect (X) | Correct (✓) | Incorrect (X) | Correct (✓) | Incorrect (X) |
| K1    | Normal | 40 | 0 | 40 | 0 | 40 | 0 |
| K2    | Sag    | 40 | 0 | 40 | 0 | 40 | 0 |
| K3    | Swell  | 16 | 24 | 24 | 16 | 36 | 4 |
| K4    | Harmonics | 40 | 0 | 40 | 0 | 40 | 0 |
| K5    | Transient-1 | 24 | 16 | 24 | 16 | 24 | 16 |
| K6    | Transient-2 | 25 | 15 | 32 | 8 | 32 | 8 |
| K7    | Transient-3 | 40 | 0 | 40 | 0 | 40 | 0 |
| K8    | Transient-1 | 28 | 12 | 32 | 8 | 33 | 7 |
| K9    | Transient-2 | 40 | 0 | 40 | 0 | 40 | 0 |
| K10   | Transient-3 | 40 | 0 | 40 | 0 | 40 | 0 |
| Overall CA | 83.3% | 88.0% | 91.3% |

Table 9. Overall classification accuracy of SVM kernel classifiers under all conditions.

| SVM kernel types | Accuracy (%) under STC of PV | Accuracy (%) under varying solar |
|------------------|------------------------------|---------------------------------|
| SVM linear       | 87                           | 83.3                            |
| SVM quadratic    | 91.3                         | 88                              |
| SVM cubic        | 94                           | 91.3                            |
accuracy was slightly reduced under real time varying irradiance of solar PV. However, the proposed RS ensemble classifier still provides promising results with higher classification accuracy than individual kernel based SVM classifiers, even under uncertain conditions solar PV.

From the summary of classification accuracy, as illustrated in Table 13, a significant improvement in accuracy was achieved with the RS ensemble method under STC and uncertain conditions of solar power. Thus, the RS ensemble classifier gains the advantages by utilizing randomly selected subset features with the adoption of an ensemble strategy for the assigned set of SVM classifiers, which can reflect the classification of PQEs with higher classification accuracy and lower bias risk.

6.3 Performance analysis

In performance analysis, the Performance factors (PF) such as KS, Precision, Recall, F-Measure, and ROC of classifiers (proposed RS ensemble and kernel based SVM classifiers) were evaluated to verify the effectiveness of classifiers in further levels under STC and varying solar irradiance of PV with real time conditions.

Table 10. Results of confusion matrix: RS ensemble classifier.

| Class | K1 | K2 | K3 | K4 | K5 | K6 | K7 | K8 | K9 | K10 | MG Mode |
|-------|----|----|----|----|----|----|----|----|----|-----|---------|
| K1    | ✓  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | Off-Grid |
| K2    | 0  | ✓  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   | Off-Grid |
| K3    | 0  | 0  | ✓  | X | 0  | 0  | 0  | 0  | 0  | 0   | Off-Grid |
| K4    | 0  | 0  | 0  | ✓  | 0  | 0  | 0  | 0  | 0  | 0   | Off-Grid |
| K5    | 0  | 0  | X | ✓  | 0  | 0  | 0  | 0  | 0  | 0   | Off-Grid |
| K6    | 0  | 0  | 0  | 0  | ✓  | 0  | 0  | 0  | 0  | 0   | Off-Grid |
| K7    | 0  | 0  | 0  | 0  | 0  | ✓  | 0  | 0  | 0  | 0   | Off-Grid |
| K8    | 0  | 0  | 0  | 0  | 0  | 0  | ✓  | 0  | 0  | 0   | Off-Grid |
| K9    | 0  | 0  | 0  | 0  | 0  | 0  | 0  | ✓  | 0  | 0   | Off-Grid |
| K10   | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | ✓  | 0   | On Grid |

https://doi.org/10.1371/journal.pone.0262570.t010

Fig 17. Tuning results of ensemble size with RS ensemble classifier.

https://doi.org/10.1371/journal.pone.0262570.g017
6.3.1 Results of PF under STC of PV.

From the results of PF as shown in Fig 18A, it is clear that values of KS (0.989), Precision (0.991), and Recall (0.990) were significantly improved with the proposed RS ensemble classifier than the values of PF (KS, Precision, and Recall) for the kernel based SVM classifiers (Linear (0.856, 0.908, and 0.870), Quadratic (0.911, 0.938, and 0.920), and Cubic (0.933, 0.950, and 0.940)). Similarly, the results as shown in Fig 18B clearly indicate that the RS ensemble classifier offers excellent performance in terms of evaluating other PF such as F-Measure (0.975) and ROC (1.0) than the results of kernel based SVM classifiers (linear, quadratic, and Cubic). Thus, from the performance analysis, it can be concluded that the proffered RS ensemble classifier is more superior and outperforms individual kernel based SVM classifiers (linear, quadratic, and Cubic) under this condition.

6.3.2 Results of PF under varying solar irradiance.

Under the uncertain condition of solar PV, the results of PF obtained for all the classifiers are given in Table 14. As from the results, it can be noticed that the KS value (0.967) was high and substantially improved with the RS ensemble classifier than with kernel based SVM classifiers. Furthermore, a significant improvement in Precision (0.973), Recall (0.970), and F-Measure (0.969) results were observed.

Table 11. Classification results of RS ensemble classifier (under STC of solar).

| Class | PQEs  | RS Ensemble Classified Instances |
|-------|-------|----------------------------------|
|       |       | Correct (✓) | Incorrect (X) |
| K1    | Normal | 40          | 0             |
| K2    | Sag    | 40          | 0             |
| K3    | Swell  | 39          | 1             |
| K4    | Harmonics | 40    | 0             |
| K5    | Transient-1 | 38 | 2             |
| K6    | Transient-2 | 40 | 0             |
| K7    | Transient-3 | 40 | 0             |
| K8    | Transient-1 | 40 | 0             |
| K9    | Transient-2 | 40 | 0             |
| K10   | Transient-3 | 40 | 0             |
|       | Overall CA | 99.3% |

Table 12. Classification results of RS ensemble classifiers (under varying solar at real time).

| Class | PQEs  | RS Ensemble Classified Instances |
|-------|-------|----------------------------------|
|       |       | Correct (✓) | Incorrect (X) |
| K1    | Normal | 40          | 0             |
| K2    | Sag    | 40          | 0             |
| K3    | Swell  | 38          | 2             |
| K4    | Harmonics | 40    | 0             |
| K5    | Transient-1 | 34 | 6             |
| K6    | Transient-2 | 40 | 0             |
| K7    | Transient-3 | 40 | 0             |
| K8    | Transient-1 | 36 | 4             |
| K9    | Transient-2 | 40 | 0             |
| K10   | Transient-3 | 40 | 0             |
|       | Overall CA | 97.9% |

https://doi.org/10.1371/journal.pone.0262570.t011

https://doi.org/10.1371/journal.pone.0262570.t012
Table 13. Overall classification accuracy of SVM kernels and RS ensemble classifiers under all conditions.

| SVM kernel types | Accuracy (%) under STC of PV | Accuracy (%) under varying solar |
|------------------|------------------------------|----------------------------------|
| SVM linear       | 87                           | 83.3                             |
| SVM quadratic    | 91.3                         | 88                               |
| SVM cubic        | 94                           | 91.3                             |
| RS ensemble      | 99.3                         | 97                               |

with the proffered RS ensemble classifier rather than individual kernel based SVM classifiers. Likewise, the range of ROC values (from 0.961 to 0.976) with kernel based SVM classifiers was improved significantly (0.997) with the proffered RS ensemble classifier. As compared to the results of STC case analysis, the PF results were slightly reduced for all the classifiers under varying solar of PV. However, the proffered RS ensemble classifier still provides more

![Diagram of classification accuracy](https://doi.org/10.1371/journal.pone.0262570.t013)

![PF Results](https://doi.org/10.1371/journal.pone.0262570.g018)
promising results in PF than other kernel based SVM classifiers, even under uncertain conditions of solar PV.

The proposed RS ensemble classifier can benefit (higher accuracy with superior performance) from the use of random subspaces and the application of the ensemble strategy over the predictions of assigned Cubic kernel SVM models. Thus, the results of this study prove that the proffered RS ensemble model is more effective and robust for discriminating between different PQEs in both modes of MG network under STC and uncertain conditions of solar PV.

7. Comparative analysis with exiting literature works and non-linear classifiers

This section describes a comparative analysis of PQEs classification between the proposed RS ensemble method and other literature works. From the results of comparison, as illustrated in the Table 15, it is evident that the classification accuracy of different classifiers varies from the ranges of 95.30% to 100%. According to the Table 13, the research works in [14, 33] were considered to study different PQEs in simple power networks without integration of RE sources, whereas the research works in [32, 35, 64] were discriminated different PQEs in RE integrated MG networks but failed to analyse under uncertain RE source conditions. However, in this study, different PQEs and transients due to switching and LG fault events were considered to be categorised with the proposed RS ensemble method in the PV integrated MG network under real-time varying solar irradiance of the PV system. As compared to other works, the proposed RS ensemble method is more robust in discriminating PQEs with an accuracy of 97% even under uncertain conditions of the RE source. Furthermore, comparison of accuracy between the proposed RS ensemble method and other non-linear classifiers is illustrated in

Table 14. Results of PF under varying solar irradiance of PV.

| Performance Factors | Performance under real time variation of Solar |
|---------------------|-----------------------------------------------|
|                     | SVM Linear | SVM Quadratic | SVM Cubic | RS Ensemble |
| KS                  | 0.811      | 0.867         | 0.900    | 0.967       |
| Precision           | 0.900      | 0.922         | 0.932    | 0.973       |
| Recall              | 0.830      | 0.880         | 0.910    | 0.970       |
| F-Measure           | 0.833      | 0.883         | 0.909    | 0.969       |
| ROC Area            | 0.961      | 0.972         | 0.976    | 0.997       |

Table 15. Comparison of proposed method with other works.

| S. NO | References | Classification techniques | Description                                                                 | Accuracy (%) |
|-------|------------|---------------------------|-----------------------------------------------------------------------------|--------------|
| 1     | [32]       | Ensemble Bagging          | Considered to analyse different PQEs in RE integrated MG network, but fails to study the effect of ensemble classifier under uncertain conditions of RE sources with real time, | 95.3         |
| 2     | [14]       | ANN + DT                  | Analysed PQEs in simple power network without integration of renewable energy sources | 99.9         |
| 3     | [33]       | Adaboost                  | Considered to analyse various PQEs in power distribution system without consideration of any RE sources | 99.37        |
| 4     | [64]       | Ensemble Bagging          | Considered to analyse multiple PQEs in PV integrated MG system, but fails to study with presence of PV under uncertain conditions | 98           |
| 5     | [35]       | Ensemble voting           | Analysed various PQEs in both modes of PV integrated MG network, but fails to analyse uncertain condition of PV power due to varying solar irradiance in real time condition | 100          |
| 6     | Proposed method | SVM based RS ensemble | Analysed various PQEs, transients due to switching events and LG fault in PV integrated MG network under real time varying solar irradiance of PV system | 97           |
Table 16. Comparison of proposed method with non-linear classifiers.

| S.NO | Classification techniques          | Accuracy (%) under STC of PV | Accuracy (%) under varying solar |
|------|-----------------------------------|------------------------------|---------------------------------|
| 1    | Multi-layer perceptron             | 70                           | 67.98                           |
| 2    | Logistic Regression                | 85.76                        | 81.43                           |
| 3    | J48 Decision tree                 | 81.10                        | 78.62                           |
| 4    | Proposed RS ensemble              | 99.3                         | 97                              |

https://doi.org/10.1371/journal.pone.0262570.t016

8. Conclusions

In this study, SVM based RS ensemble classification model is proposed to detect and discriminate the most common PQEs like sag, swell, distortion of harmonics in off-grid, and different PQ transients in both the on-grid and off-grid modes of the PV integrated MG network under the following conditions: 1) STC of solar PV; and 2) varying solar irradiance of PV with real-time conditions. The effectiveness of the proffered RS ensemble model is verified with the results of kernel based individual SVM classifiers (linear, polynomial (Quadratic and Cubic)). The Matlab-Simulink software tool is used to develop and simulate the PV integrated MG network for analysis. In the pre-stage of classification, the features of energy values from the disturbance signals of various PQEs are extracted by the DWT technique. Further, the input features are used to train the RS ensemble classifier and individual kernel based SVM classifiers (Linear, Quadratic, and Cubic) to obtain targeted class labels at the final stage of classification. From the classification results, it is inferred that the proffered RS ensemble classifier offers higher accuracy of classification under STC (99.3%) and varying solar condition (97%) of PV than individual kernel based SVM classifiers (Linear (87% with STC and 83.3% with solar variation), Quadratic (91.3% with STC and 88% with solar variation), and Cubic (94% with STC and 91.3% with solar variation)). Furthermore, the effectiveness of the RS ensemble classifier is verified at a further level with performance analysis. The PF results clearly show that the proffered RS ensemble model provides more promising results in PF than individual kernel based SVM classifiers. Thus, from this study, it can be concluded that the proffered SVM based RS ensemble model is more robust and offers excellent performance for classification of different PQEs in PV connected MG network under STC and uncertain conditions of solar PV. Furthermore, classification of complex PQEs using hybrid signal processing method with advanced intelligent classifiers in the MG power network is the future scope of this work.

Supporting information

S1 File.
(DECX)

Acknowledgments

The authors gratefully acknowledge the Advanced Lightning, Power and Energy Research (ALPER), Universiti Putra Malaysia and New Horizon College of Engineering, Bangalore, India for providing facilities to carry out the research.
Author Contributions

Conceptualization: Arangarajan Vinayagam, Mohammad Lutfi Othman.

Data curation: Veerapandiyan Veerasamy, Suganthi Saravan Balaji, Padmavathi Radhakrishnan.

Formal analysis: Veerapandiyan Veerasamy, Kalaivani Ramaiyan, Mohan Das Raman.

Investigation: Mohammad Lutfi Othman, Veerapandiyan Veerasamy.

Methodology: Arangarajan Vinayagam, Kalaivani Ramaiyan, Padmavathi Radhakrishnan, Mohan Das Raman.

Project administration: Suganthi Saravan Balaji.

Resources: Mohammad Lutfi Othman.

Software: Suganthi Saravan Balaji.

Supervision: Mohammad Lutfi Othman.

Validation: Arangarajan Vinayagam, Noor Izzri Abdul Wahab.

Visualization: Veerapandiyan Veerasamy, Mohan Das Raman, Noor Izzri Abdul Wahab.

Writing – original draft: Arangarajan Vinayagam.

Writing – review & editing: Veerapandiyan Veerasamy, Kalaivani Ramaiyan, Padmavathi Radhakrishnan.

References

1. Hatziargyriou N., Microgrids: architectures and control. 2014: John Wiley & Sons.
2. Chakravorti T., et al., A new robust kernel ridge regression classifier for islanding and power quality disturbances in a multi distributed generation based microgrid. Renewable Energy Focus, 2019. 28: p. 78–99.
3. Cai Kewei, et al. “Classifying power quality disturbances based on phase space reconstruction and a convolutional neural network.” Applied Sciences 9.18 (2019): 3681.
4. Singh O.J., et al., Robust detection of real-time power quality disturbances under noisy condition using FTDD. Automatika, 2019. 60(1): p. 11–18.
5. Mishra M., Power quality disturbance detection and classification using signal processing and soft computing techniques: A comprehensive review. International Transactions on Electrical Energy Systems, 2019. 29(8): p. e12008.
6. Szmajda, M., K. Górecki, and J. Mroczka. DFT algorithm analysis in low-cost power quality measurement systems based on a DSP processor. in 2007 9th International Conference on Electrical Power Quality and Utilisation. 2007. IEEE.
7. Santos S., et al., Characterization of distribution power quality events with Fourier and wavelet transforms. IEEE Transactions on Power Delivery, 2000. 15(1): p. 247–254.
8. Lopez-Fernandez X.M., et al., Classification of power quality disturbances using wavelet packet energy and multiclass support vector machine. COMPEL-The international journal for computation and mathematics in electrical and electronic engineering, 2012.
9. Dekhandji, F.Z. Detection of power quality disturbances using discrete wavelet transform. in 2017 5th International Conference on Electrical Engineering-Boumerdes (ICEE-B). 2017. IEEE.
10. Hutter F., Kotthoff L., and Vanschoren J., Automated machine learning: methods, systems, challenges. 2018: Springer Nature.
11. Silva L., et al., Comparative assessment of feature selection and classification techniques for visual inspection of pot plant seedlings. Computers and electronics in agriculture, 2013. 97: p. 47–55.
12. Ngo Minh Khoa, and Dai Le Van. “Detection and Classification of Power Quality Disturbances in Power System Using Modified-Combination between the Stockwell Transform and Decision Tree Methods.” Energies 13.14 (2020): 3623.
13. Kanirajan P. and Kumar V.S., Wavelet-based power quality disturbances detection and classification using RBFNN and fuzzy logic. International Journal of Fuzzy Systems, 2015. 17(4): p. 623–634.

14. Kumar R., et al., Recognition of power-quality disturbances using S-transform-based ANN classifier and rule-based decision tree. IEEE Transactions on Industry Applications, 2014. 51(2): p. 1249–1258.

15. Manimala K. and Selvi K., Power disturbances classification using S-transform based GA–PNN. Journal of The Institution of Engineers (India): Series B, 2015. 96(3): p. 283–295.

16. Zhou L., Guan C., and Lu W., Application of multilabel classification method to categorization of multiple power quality disturbances. Proc. CSEE, 2011. 31(4): p. 45–50.

17. Li J., et al., Detection and classification of power quality disturbances using double resolution S-transform and DAG-SVMs, IEEE Transactions on Instrumentation and Measurement, 2016. 65(10): p. 2302–2312.

18. Liu Z., Cui Y., and Li W., A classification method for complex power quality disturbances using EEMD and rank wavelet SVM. IEEE Transactions on Smart Grid, 2015. 6(4): p. 1678–1685.

19. Cheng Reynolds, Fang Yixiang, and Renz Matthias. "Data Classification: Algorithms and Applications." (2014).

20. Zien A., et al., Engineering support vector machine kernels that recognize translation initiation sites. Bioinformatics, 2000. 16(9): p. 799–807. https://doi.org/10.1093/bioinformatics/16.9.799 PMCID: 11108702

21. Erişti H. and Demir Y., A new algorithm for automatic classification of power quality events based on wavelet transform and SVM. Expert systems with applications, 2010. 37(6): p. 4094–4102.

22. Prakash S., Purwar S., and Mohanty S.R., Adaptive Detection of Islanding and Power Quality Disturbances in a Grid-Integrated Photovoltaic System. Arabian Journal for Science and Engineering, 2020: p. 1–14.

23. Ray P.K., Mohanty A., and Panigrahi T., Power quality analysis in solar PV integrated microgrid using independent component analysis and support vector machine. Optik, 2019. 180: p. 691–698.

24. Wang Y., et al., Detection and classification of disturbances in the islanded micro-grid by using wavelet transformation and feature extraction algorithm. The Journal of Engineering, 2019. 2019 (18): p. 5284–5286.

25. Cortes-Robles O., et al., A qualitative-quantitative hybrid approach for power quality disturbance monitoring on microgrid systems. Measurement, 2020. 154: p. 107453.

26. Bravo-Rodríguez J.C., Torres F.J., and Borrás M.D., Hybrid Machine Learning Models for Classifying Power Quality Disturbances: A Comparative Study. Energies, 2020. 13(11): p. 2761.

27. Zhao L. and Gai M., Power Quality Disturbances Identification Method Based on Novel Hybrid Kernel Function. Journal of Information Processing Systems, 2019. 15(2).

28. Biswal B., et al., Power quality event characterization using support vector machine and optimization using advanced immune algorithm. Neurocomputing, 2013. 103: p. 75–86.

29. Decanini J.G., et al., Detection and classification of voltage disturbances using a fuzzy-ARTMAP-wavelet network. Electric Power Systems Research, 2011. 81(12): p. 2057–2065.

30. Janik P. and Lobos T., Automated classification of power-quality disturbances using SVM and RBF networks. IEEE Transactions on Power Delivery, 2006. 21(3): p. 1663–1669.

31. Rokach Lior. “Ensemble-based classifiers.” Artificial intelligence review 33.1 (2010): 1–39.

32. Bashawy A., Doaa A., and Abdulhamit Subasi. “Power quality event detection using EEMD and bagging ensemble classifier.” 2019 IEEE International Conference on Environment and Electrical Engineering and 2019 IEEE Industrial and Commercial Power Systems Europe (EEEIC/I&CPES Europe). IEEE, 2019.

33. Reddy Motakatla Venkateswara, and Sodhi Ranjana. “A rule-based S-Transform and AdaBoost based approach for power quality assessment.” Electric Power Systems Research 134 (2016): 66–79.

34. Kiruthiga B., Narmatha Banu R., and Devaraj D.. “Detection and classification of power quality disturbances or events by adaptive NFS classifier.” Soft Computing 24:14 (2020): 10351–10362.

35. Vinayagam Arangarajan, et al. “An ensemble approach of classification model for detection and classification of power quality disturbances in PV integrated microgrid network.” Applied Soft Computing 106 (2021): 107294.

36. Radhakrishnan Padmavathi, et al. “A stacking ensemble classification model for detection and classification of power quality disturbances in PV integrated power network.” Measurement 175 (2021): 109252.

37. Reddy Motakatla Venkateswara, Sodhi Ranjana, A modified S-transform and random forests-based power quality assessment framework, IEEE Trans. Instrum. Meas. 67 (1) (2017) 78–89.
38. Kuncheva Ludmila I., et al. "Random subspace ensembles for fMRI classification." IEEE transactions on medical imaging 29.2 (2010): 531–542. https://doi.org/10.1109/TMI.2009.2037756 PMID: 20129853

39. Skurichina Marina, and Duin Robert PW. “Bagging, boosting and the random subspace method for linear classifiers.” Pattern Analysis & Applications 5.2 (2002): 121–135.

40. Yang Liying, et al. “Random subspace aggregation for Cancer prediction with gene expression profiles.” BioMed research international 2016 (2016). https://doi.org/10.1155/2016/4596326 PMID: 27999797

41. Yaman Mehm et Akif, Subasi Abdulhamit, and Rattay Frank. “Comparison of random subspace and voting ensemble machine learning methods for face recognition.” Symmetry 10.11 (2018): 651.

42. Ranjbar S., Farsa A.R., and Jamali S., Voltage-based protection of microgrids using decision tree algorithms. International Transactions on Electrical Energy Systems, 2020. 30(4): p. e12274.

43. Nolasco D.H., et al., Wavelet-fuzzy power quality diagnosis system with inference method based on overlap functions: Case study in an AC microgrid. Engineering Applications of Artificial Intelligence, 2019. 85: p. 284–294.

44. Committee E., IEEE recommended practice for monitoring electric power quality. IEEE Std, 2009: p. c1–81.

45. Veerasamy V., et al., High-impedance fault detection in medium-voltage distribution network using computational intelligence-based classifiers. Neural Computing and Applications, 2019. 31(12): p. 9127–9143.

46. Wang Jidong, Xu Zhihlin, and Che Yanbo. “Power quality disturbance classification based on DWT and multilayer perceptron extreme learning machine.” Applied Sciences 9.11 (2019): 2315.

47. Dehghani H., et al., Power quality disturbance classification using a statistical and wavelet-based hidden Markov model with Dempster–Shafer algorithm. International Journal of Electrical Power & Energy Systems, 2013. 47: p. 368–377.

48. Wilkinson W.A. and Cox M., Discrete wavelet analysis of power system transients. IEEE Transactions on Power systems, 1996. 11(4): p. 2038–2044.

49. Veerasamy V., et al., A novel discrete wavelet transform-based graphical language classifier for identification of high-impedance fault in distribution power system. International Transactions on Electrical Energy Systems, 2020. 30(6): p. e12378.

50. Ngo T., Data mining: practical machine learning tools and technique, by ian h. written, eibe frank, mark a. hell. ACM SIGSOFT Software Engineering Notes, 2011. 36(5): p. 51–52.

51. Vapnik V., The nature of statistical learning theory. 2013: Springer science & business media.

52. Cortes C. and Vapnik V., Support-vector networks. Machine learning, 1995. 20(3): p. 273–297.

53. Sammut Claude, and Webb Geoffrey I., eds. Encyclopedia of machine learning. Springer Science & Business Media, 2011.

54. Babu N.R. and Mohan B.J., Fault classification in power systems using EMD and SVM. Ain Shams Engineering Journal, 2017. 8(2): p. 103–111.

55. Hsu C.-W. and Lin C.-J., A comparison of methods for multiclass support vector machines. IEEE transactions on Neural Networks, 2002. 13(2): p. 415–425. https://doi.org/10.1109/72.991427 PMID: 18244442

56. Thirumalai K., et al., A classification method for multiple power quality disturbances using EWT based adaptive filtering and multiclass SVM. Neurocomputing, 2019. 334: p. 265–274.

57. Thanwar Alaa. “Parameter investigation of support vector machine classifier with kernel functions.” Knowledge and Information Systems 61.3 (2019): 1269–1302.

58. Ben-Hur A., et al., Support vector machines and kernels for computational biology. PLoS Comput Biol, 2008. 4(10): p. e1000173. https://doi.org/10.1371/journal.pcbi.1000173 PMID: 18974822

59. Haider N.S., et al., Respiratory Sound Based Classification of Chronic Obstructive Pulmonary Disease: a Risk Stratification Approach in Machine Learning Paradigm. Journal of medical systems, 2019. 43(8): p. 255. https://doi.org/10.1007/s10916-019-1388-0 PMID: 31254141

60. Zhao Chihang H., et al., “Recognition of driving postures by combined features and random subspace ensemble of multilayer perceptron classifiers.” Neural Computing and Applications 22.1 (2013): 175–184.

61. Kuncheva Ludmila I., and Plumpton Catrin O.. "Choosing parameters for random subspace ensembles for fMRI classification." International Workshop on Multiple Classifier Systems. Springer, Berlin, Heidelberg, 2010.

62. Daho Mostafa El Habib, and Chikh Mohammed Amine. “Combining bootstrapping samples, random subspaces and random forests to build classifiers.” Journal of Medical Imaging and Health Informatics 5.3 (2015): 539–544.
63. Qu Na, et al. “Fault detection on insulated overhead conductors based on DWT-LSTM and partial discharge.” IEEE Access 8 (2020): 87060–87070.

64. Tun, Thet Paing, and Gobind Pillai. “Power Quality Event Classification in Distribution Grids Using Machine Learning.” 2021 56th International Universities Power Engineering Conference (UPEC). IEEE, 2021.