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Abstract. Language technology is already largely adopted by most Language Service Providers (LSPs) and integrated into their traditional translation processes. In this context, there are many different approaches to applying Post-Editing (PE) of a machine translated text, involving different workflow processes and steps that can be more or less effective and favorable. In the present paper, we propose a 3-step Post-Editing Workflow (PEW). Drawing from industry insight, this paper aims to provide a basic framework for LSPs and Post-Editors on how to streamline Post-Editing workflows in order to improve quality, achieve higher profitability and better return on investment and standardize and facilitate internal processes in terms of management and linguist effort when it comes to PE services. We argue that a comprehensive PEW consists in three essential tasks: Pre-Editing, Post-Editing and Annotation/Machine Translation (MT) evaluation processes (Guerrero, 2018) supported by three essential roles: Pre-Editor, Post-Editor and Annotator (Gene, 2020). Furthermore, the present paper demonstrates the training challenges arising from this PEW, supported by empirical research results, as reflected in a digital survey among language industry professionals (Gene, 2020), which was conducted in the context of a Post-Editing Webinar. Its sample comprised 51 representatives of LSPs and 12 representatives of SLVs (Single Language Vendors) representatives.
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1 Introduction

The role of the post-editor was first mentioned almost thirty years ago. However, the skills, competences, tasks and processes related to this role need to be revised in light of the rising significance of MT (Rico, 2017) and the translation workflow needs to be human-centered to offer advantages for all stakeholders (Guerrero, 2018).

The use of Translation Memories (TMs) and MT in the localization workflow paved the way for the exploration of new methods of producing higher-volume translations at lower costs while maintaining quality. This resulted in new translation workflows including pre-editing and PE of raw output and the creation of new guidelines to support the work in this environment and the training of translators (Guerberof, 2017).

According to Guerberof (2017), even if the pre-editing and post-editing of raw output have been implemented in some organizations since the 1980s, it is only in the last ten years that Machine Translation Post-Editing (MTPE) has been introduced as a
part of the standard translation workflow in most localization agencies worldwide (Lommel & DePalma 2016a). As a result, the need of training in the ways that technology affects the standard translation workflow and the agents involved in the process becomes a priority.

2 The Post-Editing Workflow

In a digital survey among language industry professionals (Gene, 2020), which was conducted in the context of a Post-Editing Webinar, one of the questions was about the workflow in use by LSPs for Post-Editing. The results hereby presented reflect the answers of 51 LSPs (see Fig. 1):
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The responses to this question reveal the training challenges related to the PEW. They indicate that TM and MT technology are now well established in the workflows of LSPs, although LSPs and all other stakeholders (Post-Editors, Academia and Clients) either lack the training and budget needed or the training and adequate volumes/relevant nature of projects to be able to implement or make the most of a post-editing workflow.

In this paper, we argue that a comprehensive PEW consists in three human-centered tasks (see Fig. 3): Pre-Editing, Post-Editing and Quality Checks/Annotation/MT evaluation processes (Gene, 2020).
It should be noted that not all translation projects are good candidates for a comprehensive 3-step PEW (O’Brien, 2003), as this depends on the language combination, specialization field, use-case scenario, nature, volume, budget, deadline and a collaborative post-editing protocol established between the LSP and the Client. This section provides the definitions of the three aforementioned human-centered tasks from an industrial as well as from an academic point of view as the starting point for research in the language industry.

2.1 Pre-editing

Pre-editing is performed using a set of terminological and stylistic guidelines or rules for the pre-processing of the source text before any translation automation in the scope of improving the raw output quality, therefore reducing the effort required on the part of the linguists to post-edit said output and increasing their productivity (Sanchez-Martinez, 2012). Besides, errors in the source text may prevent the translation system from finding the best matches for each segment (Guerrero, 2018).

According to O’Brien (2003), pre-editing is intended for very specific domains and companies. When combined with controlled language rules which aim to simplify and polish the source text, pre-editing ensures that the material to be processed is in the optimal condition to allow for the optimal quality of MT output production and minimal effort in the PE phase, providing lexical clarity and simplification of complex grammatical structures (Sanchez-Martinez, 2012). The goal is, in other words, to end up with a source that will be well “understood” by both the reader and the MT engine.

**Fig. 1. The Post-Editing Workflow**
In this aspect, we may consider “controlled language” as a way of expression that is more compatible with the MT engine’s own “language”.

For optimal results, these methods should be combined with other technology tools: Computer-Assisted Translation (CAT) tools should be integrated in the post-editing workflow in a way that complements machine-generated results and ensures a superior level of accuracy and consistency in terms of terminology and domain-specific jargon.

After the aforementioned pre-editing steps are completed, the untranslated text is connected to an existing Translation Memory (TM) to leverage matches from previously translated content. This process results in a text partially translated only by TM-retrieved segments. At this point, MT comes into play, with lowest scoring untranslated strings (0-50% matches) going through the engine to be translated.

The final product is an entirely translated text, which, however, contains MT errors that are going to be processed during the actual Post-Editing stage of the workflow. This hybrid text, combining matches retrieved from human-generated TM and (preferably customized) machine-translated output, is what should ideally reach the Post-Editor, in order to ensure minimal editing effort and superior linguistic quality.

2.2 Post-editing

Post-editing is to edit, modify and/or correct pre-translated text that has been processed by an MT system from a source language into (a) target language(s) (Allen, 2003). In the comprehensive PEW described here (see Fig. 2), Post-Editing follows the pre-editing step.

The focus here is on the linguist’s tasks. These involve being able to quickly evaluate the text’s elements (whether deriving from TM suggestions or MT output) and correct or eliminate errors, add any missing elements or remove redundant ones, while paying attention to terminology and to the text’s overall fluency and style. This requires a rather clear understanding of the way the specific type of MT engine at hand functions and which kinds of errors it is most likely to generate. It is worth noting that in recent times, the focus of linguists and post-editing experts (and, on a broader level, the focus of Post-Editing training) is practically on NMT systems, which are all the more widely used and have replaced SMT or rule-based systems almost entirely (Blagodarna, 2018).

To summarize the points made so far, the key to this stage of the PEW is in the way MT errors are handled by the linguists. The goal is to adopt a balanced approach when selecting between available MT and TM suggestions and identifying the cases where translating from scratch would be required. Every option should be weighed against not only the quality of the final product but also the amount of effort required to process or generate it in order to increase productivity and to accelerate the translation process (Guerberof, 2018).
2.3 Quality Checks - MT Evaluation – Error Annotation

A comprehensive PEW is finalized by performing QA checks for the project in order to determine whether the desired quality level has been attained, followed by MT-evaluation processes and error annotation. Some industry professionals choose to add an additional human revision step to their workflow, which makes the result equal to Translation, Editing and Proofreading (TEP), instead of comparable.

MT evaluation aims at providing quality data for the MT system used, identifying edit patterns and determining whether the engine at hand is appropriate for a specific type of content. This process involves assessing meaning preservation, fluency and PE effort based on some pre-established industry methods, known as automated evaluation models. These models provide highly valuable information to LSPs and MT researchers alike, allowing them to monitor the engine’s performance and improve their systems over time, but also constitute a reliable point of reference for linguists themselves, in order to set up appropriate pricing models.

These human-executed processes constitute the final stage of the optimal PE workflow, known as annotation. Annotation consists in the classification and analysis of errors identified by a linguist in the machine translated text in order to not only provide quality data for the specific task and additional information on the MT system’s functionality in general but also to keep track of the changes and corrections applied. This usually involves tagging errors according to an industry-standard typology and providing information related to the nature of the edits applied by post-editors depending on the type and frequency of the errors.

There are many ways to collect feedback from the post-editors about any given system. It can be gathered using exhaustive reporting systems and tools\(^1\). However, feedback may also be collected in a plain Excel file, an email or even a call. What is important is that we allow the post-editors who have worked using the system to give their own opinion about the errors found and use this to improve it (Guerrero, 2018).

3 The Training Challenges of the PEW

We may envision the translators at the very center of the post-editing process, using the computer and deciding how to best combine the materials they have on hand at each part of the process, either glossaries, translation memories or machine translation engines (Rico, 2017). The Training Challenges of the PEW, including Pre-Editing, Post-Editing and Error Annotation, are examined in relation to three Groups: Post-Editors, LSPs and Universities based on a digital survey among language industry professionals (Gene, 2020).

---

1 DQF4, which allow for severity and error classification of the output, measurement of MT productivity, ranking of MT engines, evaluation of adequacy and fluency (Sanchez-Martinez, 2018). Recently, a new metric for error typology has been developed based on the harmonization of the MQM and DQF frameworks, and available through an open TAUS DQF API. This harmonization allows errors to be classified, firstly, according to a broader DQF error typology and, subsequently, by the subcategories as defined in MQM.
3.1 The Training Challenges of the PEW for the LSPs

For LSPs, it seems that all of the challenges mentioned in Fig. 3 are equally important, which reflects the work that needs to be done and the investment in time, effort, communication, research and training on the LSPs’ end.

Training challenges affect all departments of LSPs, from the recruiters and vendor managers who draft the job descriptions and post-editors’ profile(s) to the production manager who integrates the post-editing workflow, measures the productivity and applies the post-editor compensation strategy, and the quality manager who is responsible for setting a quality evaluation procedure to measure the quality results.

Fig. 1. What are the PE management challenges on a scale from 1 to 5? (Gene, 2020)

In a survey conducted as part of the EAMT 2018 21st Annual Conference (Pérez-Macías, Rico and Forcada, 2018), 52% of the translators were willing to accept post-editing jobs and 79% considered that translators contribute to MT development:

Fig. 1. Degree of conformity with several statements about MT

However, it is particularly worrying that, when answering the question ‘How often the translators’ needs about MT are heard’, a total of 40% answered ‘never’ or ‘almost never’. As part of this question the translators added their suggestions on ways to contribute to the MT process:
Based on the above, one of the main challenges for LSPs is mutual collaboration. According to Guerrero (2018) if all parties involved in machine translation processes acknowledge that mutual collaboration is not only possible but also desirable, then the challenge for LSPs and machine translation buyers is to take up the torch from academic research and establish new relationships with post-editors, moving towards a more translator-centered process.

3.2 The Training Challenges of the PEW for the Post-Editors

Even if productivity increases while quality is maintained, actual experience shows that PE is a tiring task for translators (Guerberof, 2018), which pushes boundaries and has no clear boundaries as a service.

In the context of Gene’s survey (2020), SLVs responses (see Fig. 4) validate the feedback of LSPs (see Fig. 3) prioritizing the lack of training, the lack of post-editing skills with most important the ambiguity of post-editing tasks guidelines, which highlights the importance of mutual collaboration between LSPs and SLVs in terms of training.

3.3 The Training Challenges of the PEW for Academia

Machine translation and post-editing are little by little finding their place as independent subjects in translation graduate and post-graduate programmes (Guerrero, 2018)².

---

² Regarding MT and PE training for translators, the skills needed have been described by O’Brien (2002), Rico and Torrejón (2012) and Pym (2013), while syllabi have been de-
Based on Gene’s survey (2020), LSPs and Universities seem to be isolated with no strong connection link between them. In their majority, SLVs find that the syllabus offered by Universities is not adapted to the translation industry needs, while 30% of them believe that it does meet the industry needs.

The main challenge for Academia right now is the lack of trainers. As MTPE-related courses have only recently been added to the curricula of some Universities, time will be needed for new students to evolve into future MTPE Trainers who will inspire the translation industry and bridge the training gap between LSPs and Post-Editors, balancing the demand and the offer respectively and meeting the quality standards needed.

4 Conclusions

As we have attempted to highlight throughout this paper, Post-Editing is actually but one step in the optimal workflow. Industry experience shows that, in practice, Language Service Providers rarely stick to this 3-step comprehensive workflow, with pre-editing and annotation steps often skipped, and consequently fail to profit from a real return on investment. However, unless pre-editing and annotation procedures are applied we could argue that the whole process is at best ineffective or even futile; without these a Post-Editing project is merely a one-off that simply saves the linguist and client some time through the use of MT technology, but bears no real value for the company supporting it. For this reason, LSPs should revise their standard practices and establish a workflow that is both profitable and sustainable in the long term by making the most of available technologies.

To sum up, on the one hand, LSPs should bear in mind that Post-Editing is best suited to larger volumes (over 100k TUs). On the other hand, they should not forget that human processes such as pre-editing and annotation are the keys to achieving a better return on investment in the long term. Workflows limited to MT and post-editing processes do not constitute an effective strategy with long-term profitable results, but only temporary discounts. In order to enjoy the real benefits of integrating post-editing to their list of offered services, an investment should be made in the complete, optimal post-editing workflow.

Regarding the training challenges arising as a result of the PEW, the suggestion is to abandon the current machine-centered paradigm and work with all stakeholders towards a translator-centered process, in which the post-editor is transformed in a translation expert applying critical thinking, problem-solving and decision-making skills not only being involved to correct the errors stubbornly produced by the MT system signed, and courses explained and described, by Doherty et al. (2012), Doherty and Moorkens (2013), Doherty and Kenny (2014), Koponen (2015) and Mellinger (2017). The training suggestions made by Guerberof (2018) include teaching basic MT technology concepts, MT evaluation techniques, Statistical MT (SMT) training, pre-editing and controlled language, monolingual PE, understanding various levels of PE (light and full), creating guidelines, MT evaluation, output error identification, when to discard unusable segments and continuous PE practice.
but having a vital role in each and every step of the workflow (Guerrero, 2018). The derived data on training challenges among the stakeholder will serve for further analysis and speculations for future problem-solving and more specific training pathways. The closer interaction between the Academia and the LSPs during the traineeships with a common training model agreed between them would be interesting to be examined along with the evaluations of LSPs and the queries of Post-Editors, which could feed the PE teaching models of the Universities.

Bridging the distance between the different stakeholders (LSPs, Post-Editors and Academia) through training is the key to the enlargement of the translation industry. Translators should be encouraged to embrace MT processes and companies to integrate post-editors into their processes, investing in the linguist-focused and not the machine-centered processes for higher quality and productivity.
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