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Abstract
This paper introduces SMP-PHAT, which performs direction of arrival (DoA) of sound estimation with a microphone array by merging pairs of microphones that are parallel in space. This approach reduces the number of pairwise cross-correlation computations, and brings down the number of flops and memory lookups when searching for DoA. Experiments on low-cost hardware with commonly used microphone arrays show that the proposed method provides the same accuracy as the former SRP-PHAT approach, while reducing the computational load by 39% in some cases.
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1. Introduction
Most speech driven intelligent devices (e.g. smart speakers, tablets, cell phones) use multiple microphones to enhance distant speech prior to speech recognition tasks [1][2]. While some advanced recognition tasks can be performed on the cloud, multi-channel enhancing steps are usually done locally on the devices. Speech enhancement methods can benefit from sound source localization (SSL), which aims at estimating the direction of arrival (DoA) of the target sound source. DoA can help to solve the permutation ambiguity by providing additional parameters for deep clustering [3][4], and guide time-frequency mask generation for beamforming [5][6][7]. DoA estimation can rely on beamforming approaches, subspace decomposition methods or deep learning-based techniques.

Steered-Response Power beamforming with Phase Transform (SRP-PHAT) consists in pointing a beamformer at each potential direction of arrival (DoA) of sound and compute the corresponding power [8]. The direction with the most power is considered as the most likely DoA for the sound source. SRP-PHAT is often performed using Time Difference of Arrival (TDoA) between each pair of microphones using the Generalized Cross-Correlation with Phase Transform (GCC-PHAT) method [9][10]. GCC-PHAT is an appealing method, as it is robust to reverberation, and exploits the efficient Inverse Fast Fourier Transform (IFFT) algorithm [11]. The Phase Transform however remains sensitive to additive noise, and time-frequency masking to using signal processing [12][13][14] or deep-learning [15][16] based methods can improve DoA estimation robustness for a given class of sound signals (e.g. speech). SSL with beamforming is well-suited for low-cost hardware, but the complexity increases significantly as the number of microphones increases and the number of potential DoAs gets large [17][18][19].

Estimation of signal parameters via rotational invariance technique (ESPRIT) [20] and Multiple Signal Classification (MUSIC) [21] exploit the signal and noise subspaces, respectively. MUSIC was formerly used with narrow-band signals, and then adapted to broadband signals such as speech, and rely on Standard Eigenvalue Decomposition (SEVD-MUSIC) [22]. Generalized Eigenvalue Decomposition with MUSIC (GEVD-MUSIC) is also proposed to deal with target speech in negative signal-to-noise ratio (SNR) scenarios [23][24][25]. It was also shown that using Generalized Singular Value Decomposition with MUSIC (GSVD-MUSIC) improves accuracy as it ensures orthogonality of the noise subspace bases [26]. These subspace decomposition methods however rely on eigenvalue or singular value decompositions, which involve a significant amount of computations, and make real-time processing on low-cost hardware challenging.

Machine learning can also be used to estimate the DoA for a given microphone array geometry. For instance, Convolutional Neural Network (CNN) can be applied to phase maps trained using noise signals to estimate the DoA of a sound source for a linear microphone array [27][28]. It is also possible to exploit Convolutional Recurrent Neural Networks (CRNN) to estimate simultaneously the DoA and associated class of signal for a 4-microphone array [29][30]. Another strategy aims at breaking down the problem to estimate TDoAs for each pair of microphones using a CRNN, and then combining the results to estimate the DoA to adapt to different microphone array geometries [31]. A neural network can also be trained on a generic geometry and adapted to new array structures using small amount of data [32]. While machine learning-based SSL provides accurate results, it also requires multi-channel training data and involves a significant amount of parameters, which can be challenging when performing inference on low-cost hardware.

As SRP-PHAT remains appealing with low-cost hardware, this paper proposes a improved version, called SMP-PHAT, for Steered response power by Merging Pairs with PHAse Transform. This method aims to reduce the number of computations involved in SRP-PHAT when dealing with numerous microphones and scanning space in 3-D. The proposed approach is particularly well-suited for commercial microphone arrays with small aperture (a few centimeters) and symmetrical geometries. Section 2 describes the SRP-PHAT original algorithm, and then section 3 introduces the proposed SMP-PHAT method. Section 4 present the results, which demonstrate that SMP-PHAT can reduce the number of computations by 40% in some cases, and speed benchmarks are provided for the Raspberry Pi 4 [33] and Zero [34] low-cost devices. Section 5 concludes with final remarks and future work.

2. SRP-PHAT
An array consists of $M \in \mathbb{N}$ microphones, where each microphone $m \in \{1, 2, \ldots, M\}$ is at position $x_m \in \mathbb{R}^3$. Each pair is indexed by $p \in \{1, 2, \ldots, P\}$, where $P = M(M - 1)/2$.
is the number of pairs. The Short-Time Fourier Transform with a frame size of $N \in \mathbb{N}$ samples is usually performed on each microphone $m$ to obtain the time-frequency representation, denoted as $X_m[t,f] \in \mathbb{C}$, where $t \in \mathbb{N}$ stands for the frame index, and $f \in \{0,1,\ldots,N/2\}$ stands for the frequency bin indexes. The cross-correlation in the frequency domain between microphones $u$ and $v \in \{1,2,\ldots,M\}$ that correspond to pair $p$ is usually computed over a window of frames as follows:

$$C_p[f] = \sum_i X_u[t,f]X_v[t,f]^*,$$

(1)

where $(\ldots)^*$ stands for the complex conjugate. The cross-correlation can be normalized using the Phase Transform as follows:

$$R_p[f] = \frac{C_p[f]}{|C_p[f]|}$$

(2)

For each pair of microphone, the cross-correlation in the time domain is computed using the Generalized Cross-Correlation with Phase Transform (GCC-PHAT):

$$r_p[\tau] = \sum_{f=0}^{N/2} R_p[f]e^{2\pi i \tau f/N}$$

(3)

where the expression $j$ stands for the imaginary number $\sqrt{-1}$. When the TDoA $\tau$ is an integer, the expression in (3) can be computed using an Inverse Fast Fourier Transform (IFFT), which speeds up computation significantly. To cope with TDoA rounding introduced by the IFFT, the frame size can be increased with interpolation by a factor of $k \in \{1,2,4,\ldots\}$. Given the exact microphone array geometry is known, the expression $d_p = x_u - x_v$ stands for the difference between the positions $x_u \in \mathbb{R}^3$ and $x_v \in \mathbb{R}^3$ of the microphones $(u,v)$ in pair $p$. For each potential direction of arrival (DoA) and pair of microphones, a time difference of arrival (TDoA) can be estimated offline:

$$\tau_p[i] = \frac{1}{k} \left( \frac{f_s}{c} \right) d_p \cdot u_i$$

(4)

where $f_s \in \mathbb{N}$ stands for the sample rate in samples/sec and $c \in \mathbb{R}^+$ for the speed of sound in m/sec. The unit vector $u_i$ stands for the DoA, where $i \in \{1,2,\ldots,I\}$ for a total of $I$ DoAs. The symbol $(\cdot)$ stands for the dot product and the operator $[\ldots]$ rounds to the closest integer.

Algorithm 1 shows the steps performed to find the most likely DoA. The cross-correlation is computed for each pair of microphones, and the power is computed for each DoA, for a total of $I$ directions. The predicted DoA is stored in the expression $u^*$. This approach involves $P$ IFFTs, $PI$ lookups and $PI$ additions. This can become challenging for real-time processing, especially for a large number of potential DoAs and when the number of microphones increases (the complexity corresponds to $O(M^2)$, as $P = M(M - 1)/2$).

For instance, Figure 1 shows a microphone array with four microphones at each corner of a square shape and fifth one in the center. In this configuration, there are 10 pairs of microphones, and the DoAs correspond to the points on a half-sphere over the array with unit norm (generated from an icosahedron as in [2] with a resolution of approximately $1^\circ$), for a total of $I = 1321$ directions. In this example, 10 cross-correlations are computed using 10 IFFTs, and then each DoA is associated to the 10 lookups and addition, for a total of 13210 lookups and 13210 additions.

![Algorithm 1 Online SR-PHAT](image)

### 3. SMP-PHAT

The proposed method, named SMP-PHAT for Steered response power by Merging Pairs with PHAs Transform, aims to reduce the number of computations when there is a large number of microphones and there is some symmetry in the shape of the array. In the former example in Figure 1, it is possible to define by inspection the sets $B_1 = \{1,3\}$, $B_2 = \{2,4\}$, $B_3 = \{5,7\}$, $B_4 = \{6,8\}$, $B_5 = \{9\}$ and $B_6 = \{10\}$, where each set holds the index of one or many pairs that are equidistant and parallel. Algorithm 2 proposes a more formal way to perform merging of pairs with identical orientation and distance. The algorithm starts with the first pair, and combines the other pairs that can be merged. For two pairs to be merged, the magnitude of their dot product and the norm of one of the pair must be equal (or the absolute value of their difference should be below a small threshold $\epsilon = 10^{-4}$ to account for floating point errors). These pairs are then removed from the initial set, and this is repeated until all pairs are assigned to a new set. At the end, there are $Q \leq P$ sets, each one denoted as $B_q$, where $q \in \{1,2,\ldots,Q\}$ stands for the index. This task can easily be performed offline and the results stored in memory. Note that this approach relies on the farfield assumption, which is suitable here for microphone arrays with small aperture (a few centimeters) and a sound source a few meters away.

To make notation simplier, we define a reference pair in each set $B_q$ that corresponds to the pair with the lowest index:

$$q = \min\{B_q\}.$$  

(5)
When two pairs are in the same set \((p, p') \in B_q\), the magnitude of their TDoAs for every potential DoA \(u\) are identical, such that \(|\tau_p[u]| = |\tau_{p'}[u]|\). When two pairs are parallel but in opposite direction, the magnitude is the same but the sign is different. If we denote \(\bar{r}\) as the time reversed signal \(r (\bar{r}[\tau] = r[\tau - \tau])\), we can define a new signal that sums all the cross-correlation in each set:

\[
s_q[\tau] = \sum_{p \in B_q} \begin{cases} \bar{r}_p[\tau] & \text{if } sgn\{d_p \cdot d_q\} = +1 \\ r_p[\tau] & \text{if } sgn\{d_p \cdot d_q\} = -1 \end{cases},
\]

where \(sgn\{\ldots\}\) is the signum function. Time reversal can be expressed as the complex conjugate of the signal in the frequency domain, such that:

\[
\tilde{R}_p[f] = (R_p[f])^*,
\]

and therefore (6) becomes:

\[
S_q[f] = \sum_{p \in B_q} \begin{cases} \bar{R}_p[f] & \text{if } sgn\{d_p \cdot d_q\} = +1 \\ R_p[f] & \text{if } sgn\{d_p \cdot d_q\} = -1 \end{cases},
\]

which involves adding \(N/2 + 1\) complex numbers, and corresponds to \(N + 2\) real additions. It is therefore possible to compute \(S_q[f]\) in the frequency domain, and perform a unique IFFT to obtain \(s_q[\tau]\):

\[
s_q[\tau] = \sum_{f=0}^{N/2} S_q[f] e^{j2\pi f \tau / N}.
\]

Algorithm 3 exploits these useful properties. In this approach, the number of IFFTs reduces to \(Q\), the number of lookups to \(QI\) and the number of additions to \(QI + (N + 2)(P - Q)\). Note that the extra \((N + 2)(P - Q)\) additions come from computing the expression \(S_q[f]\) for each \(q\). The reduction in the number of computation thus equals \((P - Q)/P\) for the IFFT and lookups, and corresponds to \(PI/(QI + (N + 2)(P - Q))\) for the additions. Table 1 summarizes the number of computations with the SRP-PHAT and SMP-PHAT.

For example, using the configuration in Figure 1, we set \(Q = 6\), such that the number of IFFTs drops to 6 (reduction by 40%), and the number of lookups to 7926 (reduction by 40%). Assuming a frame size of \(N = 512\), the number of additions goes down to 9982 (reduction by 24%).

### 4. Results

We validate the proposed method with multiple commercial microphone arrays configurations: 1) ReSpeaker USB (\(M = 4\)) (USB) [35], 2) Respeaker Core (\(M = 6\) (Core), 3) MiniDSP UMA (\(M = 7\) (UMA) [36], and 4) Matrix Creator (\(M = 8\) (MC) [37]. Their respective geometry is shown in Figure 2 and the exact positions of each microphone are listed in Table 2.

To validate that the proposed SMP-PHAT is as accurate as the SRP-PHAT algorithm, we simulate multiple acoustic conditions using the image method. The microphone array is positioned randomly at a height of 1m and the white noise sound source at a height of 2m in a 10m × 10m × 3m rectangular room. The reverberation time (RT60) varies from 0.2 sec to 0.5 sec, the speed of sound corresponds to 343 m/sec, and the sample rate is set to \(f_s = 16000\) samples/sec. For each microphone array, there are \(L = 1000\) simulations, indexed by \(l \in \{1, 2, \ldots, L\}\), where we compare the predicted DoA using SRP-PHAT and SMP-PHAT (denoted as \(u^{(1)}\)) with the theoretical DoA (denoted by the unit vector \(u^{(0)}\)), and compute the mean average error (MAE) as follows:

\[
MAE = \frac{1}{L} \sum_{l=1}^{L} \arccos \{u^{(0)} \cdot u^{(1)}\}
\]

The number of computations (IFFTs, lookups and additions) are obtained using the equations introduced in Table 1, once the parameter \(Q\) is found using Algorithm 2. The computing time is also obtained by running the SRP-PHAT and SMP-PHAT algorithms on Raspberry Pi 4 (RP4) and Raspberry Pi Zero (RPZ) devices. The algorithms are written in the C language[1] and compiled with the GNU Compiler Collection [38].

---

1. [github.com/francoisgrondin/smpphat](https://github.com/francoisgrondin/smpphat)
Table 2: Microphone positions for microphone arrays (in m)

| Coordinates      | m    | x     | y     | z     |
|------------------|------|-------|-------|-------|
| ReSpeaker USB    | 1    | -0.0320 | +0.0000 | +0.0000 |
|                  | 2    | +0.0000 | -0.0320 | +0.0000 |
|                  | 3    | +0.0320 | +0.0000 | +0.0000 |
|                  | 4    | +0.0000 | +0.0320 | +0.0000 |
| ReSpeaker Core   | 1    | -0.0232 | +0.0401 | +0.0000 |
|                  | 2    | -0.0463 | +0.0000 | +0.0000 |
|                  | 3    | -0.0323 | -0.0401 | +0.0000 |
|                  | 4    | +0.0323 | -0.0401 | +0.0000 |
|                  | 5    | +0.0463 | +0.0000 | +0.0000 |
|                  | 6    | +0.0232 | +0.0401 | +0.0000 |
| MiniDSP UMA      | 1    | +0.0000 | +0.0000 | +0.0000 |
|                  | 2    | +0.0000 | +0.0430 | +0.0000 |
|                  | 3    | +0.0370 | +0.0210 | +0.0000 |
|                  | 4    | +0.0370 | -0.0210 | +0.0000 |
|                  | 5    | +0.0000 | -0.0430 | +0.0000 |
|                  | 6    | -0.0370 | -0.0210 | +0.0000 |
|                  | 7    | -0.0370 | +0.0430 | +0.0000 |
|                  | 8    | +0.0370 | -0.0210 | +0.0000 |
| Matrix Creator   | 1    | +0.0201 | -0.0485 | +0.0000 |
|                  | 2    | -0.0201 | -0.0485 | +0.0000 |
|                  | 3    | -0.0485 | -0.0201 | +0.0000 |
|                  | 4    | -0.0485 | +0.0201 | +0.0000 |
|                  | 5    | -0.0201 | +0.0485 | +0.0000 |
|                  | 6    | +0.0201 | +0.0485 | +0.0000 |
|                  | 7    | +0.0485 | +0.0201 | +0.0000 |
|                  | 8    | +0.0485 | -0.0201 | +0.0000 |

and the FFTW library [39] is used to perform the IFFT operation. These results are summarized in Table 3. Results demonstrate that the proposed SMP-PHAT is as accurate as SRP-PHAT, yet the number of computations is reduced by a factor between −20% and −39%, depending on the array geometry. This is directly observed while running on low-cost hardware, as the execution time goes down by a factor between −28% and −39%, and −23% and −34%, for the RP4 and RPZ, respectively. This clearly confirms the improved efficiency of the proposed SMP-PHAT over the traditional SRP-PHAT method.

5. Conclusion

This paper introduces the SMP-PHAT method, which is an efficient method to perform DoA estimation for small microphone arrays with symmetrical geometries. Results show that the proposed approach is as accurate as SRP-PHAT, yet reduces the computational load by a factor of down to −30% and −34% when it runs on low-cost hardware like Raspberry Pi 4 and Raspberry Pi Zero, respectively. This makes SMP-PHAT well-suited for embedded processing on portable devices with limited computing resources. In future work, the method could be adapted for multiple sound source localization, and combine with sound source tracking algorithms. Time-frequency masking could also be introduced to filter undesirable sound sources and focus on sources of interest, such as speech.
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