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Abstract

We propose an embarrassingly simple point annotation scheme to collect weak supervision for instance segmentation. In addition to bounding boxes, we collect binary labels for a set of points uniformly sampled inside each bounding box. We show that the existing instance segmentation models developed for full mask supervision can be seamlessly trained with point-based supervision collected via our scheme. Remarkably, Mask R-CNN trained on COCO, PASCAL VOC, Cityscapes, and LVIS with only 10 annotated random points per object achieves 94\%--98\% of its fully-supervised performance, setting a strong baseline for weakly-supervised instance segmentation. The new point annotation scheme is approximately 5 times faster than annotating full object masks, making high-quality instance segmentation more accessible in practice.

Inspired by the point-based annotation form, we propose a modification to PointRend instance segmentation module. For each object, the new architecture, called Implicit PointRend, generates parameters for a function that makes the final point-level mask prediction. Implicit PointRend is more straightforward and uses a single point-level mask loss. Our experiments show that the new module is more suitable for the point-based supervision.

1. Introduction

The task of instance segmentation requires an algorithm to locate objects and delineate them with pixel-level binary masks. Manual annotation of object masks for training is significantly more complex and time-consuming than other forms of image annotation like image-level categories [1, 9, 13, 15, 34, 60, 61] or per-object bounding boxes [2, 21, 23, 52]. For example, it takes on average 79.2 seconds per instance to create a polygon-based object mask in COCO [33], whereas a bounding box for an object can be annotated \( \sim 11 \) times faster in only 7 seconds [41].

Weakly-supervised methods, that use easier to acquire ground truth annotation forms, make instance segmentation more accessible for new categories or scene types, as the efforts required to collect the data are lower. Such models showed a great progress on smaller datasets under a fixed annotation time budget [4, 28], however, they are still far behind fully-supervised methods for large-scale datasets like COCO. The recent BoxInst model [52] outperforms previous weakly-supervised approaches with box supervision but achieves only 85\% of its fully-supervised counterpart performance on COCO. A natural question emerges: Is object mask training data necessary to get closer to the fully-supervised performance? And is there an easier to collect annotation form for the instance segmentation task?

Beyond bounding boxes and image-level categories, point clicks and squiggles are the other time-efficient annotation forms most commonly used in interactive segmentation scenarios [5, 29, 30, 35, 58]. Several semantic and instance segmentation methods directly use them for training [4, 31]. In our paper, we present a new instance segmentation annotation scheme that collects both bounding boxes and point-based annotation (see Figure 1). Unlike previous works where points are clicked by annotators, we follow a different process where points are sampled randomly inside an object bounding box and an annotator is asked to classify each point as the object or background. This point-based annotation scheme is simple and we empirically find such annotation to perform well on large-scale datasets.
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With randomly sampled points, the annotation process can be easily simulated with existing instance segmentation ground truth. This property allows us to test the new annotation scheme and show its efficacy on multiple large-scale datasets without a major annotation effort that is usually a prerequisite for other annotation schemes [4, 31].

The key advantage of the point-based annotation produced by our scheme is in its ability to seamlessly supervise instance segmentation models that directly predict object masks with no changes to their architectures or training pipelines. In our experiments, we train Mask R-CNN [19], PointRend [25], and CondInst [51] with this point-based supervision. For each object, the standard mask loss is computed for ground truth points by interpolating mask predictions at these points. We show that the point-based annotation obtained via our scheme is applicable across different categories and scene types by simulating it on COCO [32], PASCAL VOC [12], LVIS [17], and Cityscapes [11] datasets. Mask R-CNN trained with only 10 annotated points per object achieve 94%–98% of its fully-supervised performance on these datasets. In addition, we propose a simple point-based data augmentation strategy and explore self-training paradigm for point-based supervision to show that the gap to the full supervision can be further reduced. Finally, we show that point-based pre-training is matching mask-based in a transfer learning setup.

To analyze the performance/annotation time trade-off of the new annotation scheme, we created a simple labeling tool and measured that a trained human annotator classifies a point in 0.9 seconds on average. This means, together with a bounding box annotation that can be done in 7 seconds via extreme point clicking [41], the total annotation time for 10 points per object is 16 seconds (7 + 10 · 0.9). This is 5 times faster than polygon-based mask annotation in COCO. For a new dataset, the point-based annotation from our scheme allows the standard models to achieve performance close to full supervision at a fraction of the full data collection time.

In our experiments, we observe that PointRend [25] supervised with point-based annotations performs on par with Mask R-CNN [19] supervised in the same way, whereas with the standard full mask supervision it performs better. Inspired by this finding, we propose Implicit PointRend. Instead of a coarse mask prediction used in PointRend to provide region-level context to distinguish objects, for each object Implicit PointRend generates different parameters for a function that makes the final point-wise mask prediction. The new model is simpler than PointRend: (1) it does not require an importance point sampling during training and (2) it uses a single point-level mask loss instead of two mask losses. Implicit PointRend can be trained directly with point supervision without any intermediate prediction interpolation steps. Our experiments demonstrate that the new module outperforms PointRend with point supervision.

2. Related Works

Fully-supervised instance segmentation models that currently dominate popular COCO benchmark [33] predict object masks directly. Mask R-CNN-based methods [19] make such predictions on a region level from features that correspond to detected bounding boxes, whereas methods like YOLACT++ [6] or CondInst [51] make instance-level mask predictions. In both cases ground truth masks are directly used for supervision. Alternatively, bottom-up segmentation methods output masks indirectly, forming them from a set of predicted cues such as instance boundaries [24], energy levels [3], and offset vectors to center points [8]. We show that methods that use direct mask supervision can be trained with point-based annotation from our annotation scheme without significant modifications.

Weakly-supervised instance segmentation methods usually use image-level category labels or bounding boxes. With image-level labels, such methods rely on segmentation proposals [43, 53] either re-ranking them [60] or generating pseudo-ground truth [1, 2, 61]. These methods show promising results on smaller datasets, but no competitive results have been shown on a large-scale dataset like COCO [33]. With bounding box supervision, SDI [23] proposes a multi-stage training procedure that generates pseudo-ground truth with GrabCut [48]. BBTP [21] trains Mask R-CNN [19] using a bounding box tightness prior. Recently proposed BoxInst [52] supervises the mask branch of CondInst [51] with a projection loss that forces horizontal/vertical lines inside bounding boxes to predict at least one foreground pixel and an affinity loss that forces pixels with similar colors to have the same label. BoxInst outperforms previous approaches, achieving an impressive 85% of fully-supervised performance on COCO [33]. In our work, we show that additional point-based supervision allows us to get much closer to the quality of fully-supervised models. In addition, our experiments suggest that our point-based annotation scheme has a better performance/annotation time trade-off for a wide variety of annotation efforts.

Point-based supervision has been studied in a variety of tasks, including action localization [37, 38], object detection [42, 46], object counting [27], and semantic segmentation [4, 44]. For instance segmentation, point clicks are often used in interactive pipelines [5, 29, 30, 35, 58]. While very powerful, such systems are more complex than our scheme, as they are trained with full supervision and require to repeatedly run an inference model during annotation. Laradji et al. [28] present a proposal-based instance segmentation method that uses a single point per instance supervision. In contrast, we use multiple points and a bounding box annotation together. Furthermore, instead of collecting clicks, we randomly generate point locations and ask annotators to classify points as object or background.
3. Pointly-Supervised Instance Segmentation

3.1. Annotation format and collection

The format of point-based annotation collected via the new scheme is conceptually simple. In addition to the standard bounding box annotation, we assume \( N \) points within each object bounding box to be labeled as the object vs. background (Figure 1). We refer to this annotation as \( \mathcal{P}_N \).

**Random points instead of clicks.** Previous point-based annotation schemes collected annotators clicks [4, 27, 28, 38, 42, 44]. Such strategy, however, can lead to data with low variability as human clicks are often correlated [10, 14]. Bearman et al. [4] confirm this by showing that training with randomly located ground truth points is superior for their semantic segmentation model than training with clicks. Following these findings we randomly sample point locations within each object bounding box and an annotator is asked to classify each point as the object or background.

**Collection and simulation.** The annotation scheme for collecting \( \mathcal{P}_N \) is straightforward. First, bounding boxes for objects are collected using any off-the-shelf solution [18, 26, 41]. Next, for each object, \( N \) random point locations within its bounding box are sequentially presented to an annotator for a binary object/background classification given the bounding box and object category label.

Unlike click-based schemes where human is involved in the point selection process, the new annotation scheme can be seamlessly simulated for datasets that have full instance segmentation ground truth by generating a bounding box for each instance mask and classifying randomly sampled points/pixels inside the box based on the corresponding positions in the ground truth mask. By simulating the annotation from our scheme, we are able to ablate its design and verify our results on a diverse set of large-scale datasets without time consuming data collection efforts.

**Annotation time.** To measure the annotation time, we build a simple tool for our point-based annotation scheme (see the supplement for details). With this tool we annotated 100 objects from the COCO [33] and LVISv1.0 [17] datasets, by an annotating contractor company with human annotators similar to Amazon Mechanical Turk (AMT), and found that it takes 0.9 seconds on average to classify a point. Note, that a bounding box can be annotated in 7 seconds using extreme points method [41]. Thus, the total annotation time of \( \mathcal{P}_N \) per object is \( 7 \) (bounding box) + \( 0.9 \cdot N \) (binary classification for \( N \) points) seconds.

In our experiments we found that \( \mathcal{P}_{10} \) provides a good trade-off between annotation time (16 seconds per object) and performance (94%-98% of fully-supervised performance). Such annotation is \( \sim 5 \) times faster to label than a polygon-based instance mask in COCO that takes on average 79.2 seconds for a spotted object [33].

**Annotation quality.** Collected point labels have 90% agreement with COCO ground truth masks. In most cases, the misclassification occurs very close to object boundaries or in regions where the ground truth polygons are imprecise. The agreement is around 95% when more accurate LVIS ground truth masks are used. Our experiments show no significant drop in performance if point labels are simulated with 95% accuracy. In real world scenarios, such errors are usually fixed with a verification step [17, 26, 33].

3.2. Training with points

The key advantage of such point-based annotation is its ability to seamlessly supervise off-the-shelf instance segmentation models that make mask predictions on a regular grid (e.g., a \( 28 \times 28 \) RoI prediction of Mask R-CNN [19] or an image-level per-pixel prediction of CondInst [51]). In a fully-supervised setting, these models are trained by extracting a matching regular grid of labels from ground truth masks. In contrast, with point supervision, we approximate predictions in the locations of ground truth points from the prediction on the grid using bilinear interpolation (see Figure 2). Once we have predictions and ground truth labels at the same points, a loss can be applied in the same way as with full supervision and its gradients will be propagated through bilinear interpolation. Note, that such supervision does not require any changes to the architecture. In our experiments we use cross-entropy loss on points, however other losses like dice loss [39] can be used as well.

For region-based models, some ground truth points may lay outside of predicted boxes and we choose to ignore such points during training. Contrarily, for models that yield image-level masks, additional background points can be sampled from the outside of ground truth boxes. However, in this paper we study the most basic setup where only \( N \) annotated ground truth points are used to train all models.
Data augmentation during training is a crucial component of modern segmentation models. The point-based annotation is compatible with all common augmentations like scale jitter, crop, or horizontal flip of an input image. In our experiments, we observe that the gap in performance between point and full mask supervision is larger for longer training (3× schedule [55]) and models with higher-capacity backbones (e.g., ResNeXt-101 [57]). We hypothesize that this is caused by a reduced variability of training data when only a few points are available and propose an extremely simple point-based data augmentation strategy: instead of using all available ground truth points for a box at each iteration, we subsample half of all available points at every training iteration (5 points for \( P_{10} \) ground truth). In the next section we show that our augmentation strategy improves performance for higher-capacity models.

3.3. Experiments with point supervision

In this section we first ablate the design of the new annotation scheme on the COCO dataset [33] using Mask R-CNN [19]. Then, we demonstrate the effectiveness of the point-based supervision across 4 different datasets and show that it is applicable to a diverse set of instance segmentation models. Finally, we explore the annotation time and performance trade-off of the new annotation scheme.

Implementation details. We use Mask R-CNN [19] with a ResNet-50-FPN [20, 32] backbone and the default training schedules and parameters from Detectron2 [55] for each dataset (3× schedule is used for COCO [33]). Apart from the mask branch loss, there are no other differences between full mask and the point-based supervision in our experiments. Unless stated otherwise, we do not use point-based data augmentations described in section 3.2.

Datasets. The main dataset in our experiments is COCO [33] which has 118k training and 5k validation images with 80 common categories. We also conduct experiments using: PASCAL VOC dataset [12] which is smaller than COCO with ~10k images and 20 categories; Cityscapes [11] ego-centric street-scene dataset that has 2975 train and 500 validation high-resolution images with high-quality instance-level annotations for 9 categories; LVISv1.0 [17] that uses the same set of images as COCO but has more than 1000 categories annotated in a federated fashion. We use the standard evaluation metrics: AP50 [12] for PASCAL VOC and AP [33] for all other datasets.

For all datasets in our experiments, we simulate point-based ground truth by randomly sampling pixels inside each ground truth bounding box and selecting their labels based on the corresponding ground truth mask.

3.3.1 Ablation of the annotation design

Number of points. In Figure 3 we demonstrate the performance of a Mask R-CNN trained with a varying number of labeled points per instance. The performance rapidly improves with the number of annotated points going up to tens with diminishing returns thereafter. While 20 points \( (P_{20}) \) is approximately 0.3 AP better than 10 point supervision \( (P_{10}) \), it takes twice as long to annotate. In what follows, we use the 10 points supervision which is ~5 times faster than polygon-based mask annotation. Two baselines in Figure 3 are: (1) BoxInst [52], the best current model that uses box supervision \( (B) \) only, and (2) Mask R-CNN trained with pseudo ground truth generated by an interactive segmentation method DEXTR [35] that uses extreme clicks as its input.

Sensitivity to point locations. We generate 5 different simulated versions of \( P_{10} \) ground truth annotation for the COCO train2017 set using different random seeds for the uniform point sampling procedure. Training the same Mask R-CNN [19] model with these dataset versions, we observe very low 0.1 AP variation on the COCO val2017 set. This result suggests that the point-based annotation from our annotation scheme is very robust with respect to the locations of sampled points. In what follows we conduct experiments with a single set of sampled points per dataset.

Sensitivity to the annotation quality. We study the sensitivity to the quality of point-based annotation by changing correct object/background labels for random 5% of points in a simulated ground truth \( P_{10} \) point annotation for COCO. The performance of a Mask R-CNN model trained on the tampered data is only 0.2 AP worse than the model trained on the clean data (35.9 AP vs. 36.1 AP). In a more chal-
Figure 4. Mask R-CNN trained with 10 points per object ($P_{10}$) on COCO. The model uses a ResNet-50-FPN [19, 32] backbone and is trained with 3× schedule [55] (36.1 AP). We show predictions with confidence scores greater than 0.5.

Table 1. Mask R-CNN with full mask ($M$) vs. new point supervision ($P_{10}$). For each object only 10 labeled points are used. For all four datasets with different properties, pointly-supervised models are within 2 AP (94% – 97%) from their fully-supervised counterparts.

| supervision | AP  | AP50 |
|-------------|-----|------|
| $M$         | 37.2| 66.3 |
| $P_{10}$    | 36.1 (97%)| 64.2 (97%) |

(a) COCO val2017 [33]. (b) PASCAL VOC val [12]. (c) Cityscapes val [11]. (d) LVISv1.0 val [17].

Table 2. Mask R-CNN with higher-capacity backbones and point-based augmentation on COCO. We use ResNet-50 (R50), ResNet-101 (R101), and ResNeXt101-32×8 (X101) backbones [20, 32] with FPN [32]. The simple point-based data augmentation (point aug.) proposed in section 3.2 improves performance (+0.4 AP) for the higher-capacity X101 model.

| supervision | AP  | AP50 |
|-------------|-----|------|
| $M$         | 37.5| 38.3 |
| $P_{10}$    | 35.7 (94%)| 35.7 (93%) |

(a) Mask R-CNN [19]. (b) CondInst [51]. (c) PointRend [25].

Table 3. Different models trained with point supervision on COCO. All models use a ResNet-50-FPN backbone [20, 32]. “∗”: We train CondInst and PointRend models with point-based augmentation which improves their performance. While all three models achieve similar performance with point supervision, we observe that the gap between mask and point supervision is the largest for PointRend. We explore PointRend performance and propose an improved version of the module in the next section.

| supervision | AP  | AP50 |
|-------------|-----|------|
| $M$         | 37.2| 37.5 |
| $P_{10}$    | 36.1 (97%)| 35.7 (93%) |

As described in section 3.2, for CondInst [51] we use per-point cross entropy for given ground truth points without interpolation and do not su-
makes point-level prediction to iteratively achieve a high resolution. We use the same ResNet-50-FPN [20, 32] backbone for all models and report results on COCO. Unlike Mask R-CNN, both CondInst and PointRend benefit from point-based augmentation even with a smaller backbone; thus, we report their results using the augmentation. In Table 3 we observe that all three models achieve similar performance with point supervision. However, the gap between mask and point supervision for PointRend is significantly larger. The coarse mask head in PointRend makes prediction with low $7 \times 7$ resolution making direct point-based training inaccurate. Inspired by this observation, in section 4 we present a new streamlined version of PointRend module with a single mask loss which can be trained with either mask or point supervision.

Self-training with points. The gap between point and full mask supervision can be further decreased using self-training paradigm [7, 47, 49, 56, 59, 62]. After training a ResNet-50-FPN based Mask R-CNN with 10 points supervision on COCO (36.1 AP), we collect pseudo-ground truth masks by running inference on COCO train data with ground truth boxes. Mask R-CNN trained on these pseudo-ground truth masks without any changes in the training recipe, achieves 36.7 AP (+0.6 AP) or 98% of fully-supervised Mask R-CNN trained with 6× schedule that matches the training time of our self-training setup.

Transfer learning with points. Pre-training on a large-scale dataset (e.g., COCO) followed by fine-tuning is a widely used paradigm to improve performance on a smaller dataset (e.g., PASCAL VOC). We study point-based annotation under two realistic scenarios: (1) if we have access to mask annotation in the large-scale dataset, Table 4a shows mask pre-training closes the gap between point-based supervision and full supervision on downstream dataset; (2) our point-based annotation scheme is enough to collect a larger dataset for pre-training purpose, as Table 4b suggests that point pre-training is as effective as mask pre-training.

Table 4. Pre-training with different supervision and fine-tuning on PASCAL VOC. All models use a ResNet-50-FPN backbone ([20, 32]). (a) Pre-training on datasets with mask annotation (e.g., COCO-\textit{M}) closes the gap between point-based supervision and full supervision on downstream dataset. (b) Point pre-training (COCO-\textit{P\textsubscript{10}}) is as effective as mask pre-training (COCO-\textit{M}).

![Figure 5. AP vs. annotation time for different supervision types on COCO val2017. To match annotation times between different supervision forms, we train a Mask R-CNN model using from 10\% to 100\% of COCO train2017. Observe that Mask R-CNN trained with the new point-based scheme significantly outperforms models trained with both full mask supervision and weak bounding box supervision under the same computation budget.]

3.3.3 Annotation time and performance trade-off.

We compare the new point-based annotation scheme with other annotation collection processes for instance segmentation under the same annotation budget which we measure as the time required to label training data. For this comparison we use identical Mask R-CNN [19] models for full mask and point supervision. Whereas, for bounding box supervision we use BoxtInst [52], a recently proposed instance segmentation model that shows the best performance on COCO among existing weakly-supervised methods with bounding box supervision. Note, that BoxtInst is based on CondInst [51] which performs on par or better than Mask R-CNN with full mask and point supervision. For all models we use the standard ResNet-50-FPN backbone [20, 32].

COCO annotation timings. An annotation collection for instance segmentation is a multi-stage process. For example, in the COCO annotation pipeline [33], annotators first spot and categorize objects by pointing at them, and then the spotted objects are annotated with polygon-based masks. As discussed in section 3.1, for a spotted object in COCO, it takes on average 7 seconds to annotate its bounding box [41], 16 seconds to annotate the box and 10 points inside, and 79.2 seconds for polygon-based mask annotation [33]. For each annotation form we approximate the total time to label COCO as the time required for the categorization and spotting stages (reported by COCO creators [32], see the supplement) plus the time required to annotate all spotted objects with the corresponding annotation form. In Figure 5 we match the annotation times between different supervision forms by training a Mask R-CNN model using from 10\% to 100\% of COCO train2017 data. Our analysis shows that under the same annotation budget, Mask R-CNN trained with points significantly outperforms models trained with the other supervision forms.
4. Implicit PointRend Model

Intuitively, point-based annotation from the new scheme should suite well to the PointRend module [25] that yields a mask for a detected object using point-wise predictions. However, as we observed in Table 3, the gap between full mask and point supervision is larger for PointRend than for the other studied methods. While PointRend-based model trained with full mask supervision outperforms Mask R-CNN [19], it performs worse than the baseline with point supervision. We hypothesize that the gap in performance is due to the coarse mask head of the standard PointRend module that outputs a $7 \times 7$ mask prediction and has its own mask loss. With such low resolution if two ground truth points are close to each other but have different labels, then this head does not get a reliable training signal.

Inspired by this observation, we propose a simplified version of the PointRend module which we name Implicit PointRend. For each detected object, instead of a coarse mask prediction, the new architecture predicts parameters for a point head function that can make a point-wise object mask prediction for any point given its position and corresponding image features. The new module has a single point-level mask loss which simplifies its implementation in comparison with PointRend. In what follows we describe the new design in detail and compare it with PointRend using both full mask and point supervision.

4.1. Point-wise representation and point head

PointRend [25] constructs feature representation for a point concatenating two feature types: (1) a fine-grained point representation extracted from an image-level feature map (e.g. an FPN [32] level feature map) in the exact position of the point via bilinear interpolation and (2) a coarse mask prediction for the point which provides region-specific information. The coarse mask prediction is made by a separate head that takes in RoI features and return a low resolution ($7 \times 7$) mask prediction. Given this point representation, a small MLP network, called point head, makes mask prediction for the exact point location. Note, that in the PointRend model, the parameters of the point head are shared across all points and detected instances.

Implicit PointRend uses the point head to make point-wise mask predictions as well. However, instead of relying on coarse mask predictions to distinguish different instances, the new model generates different parameters of the point head for each instance similarly to the dynamic head approach of CondInst [51]. The parameters of the point head implicitly represent the mask of an objects and resembles implicit functions used by 3D community [16, 22, 36]. To make a mask prediction the point head takes in the coordinate of the point relative to the bounding box it belongs to. In addition, we use the same fine-grained point features as in the original PointRend design. Note, that the new Implicit PointRend module does not require a coarse mask prediction and, therefore, can be trained with a single mask loss applied to the output of the point head. We compare overall design of the new module with PointRend in Figure 6.

4.2. Point selection for inference and training

Inference. Implicit PointRend follows the same point selection strategy as PointRend during inference, i.e. adaptive subdivision [54]. We start from predictions generated by our point head using a $28 \times 28$ uniform grid of points. Then, we gradually upsample it by a factor of 2 to $224 \times 224$ resolution. In each subdivision step, we select $N$ most uncertain points after interpolation and replace them with the predictions from the point head at these locations. Following the original PointRend implementation, we set $N$ to $28^2$.

Mask supervision ($M$) training. During training, PointRend selects more points from the uncertain regions of the coarse mask prediction via an importance sampling strategy. In our experiments we find that the Implicit PointRend model performs on par with PointRend while using a much simpler uniform point sampling strategy.

Point supervision ($P_{10}$) training. Implicit PointRend is naturally suited for point supervision, where we simply select points with ground truth annotation. Similarly to Mask R-CNN, we ignore points outside predicted boxes.
4.3. Implementation details

We set all hyper-parameters following the original PointRend setup [25]. The point head is an MLP with 3 hidden layers of 256 channels, ReLU activations [40] in hidden layers and the sigmoid activation applied to its output. To make a fair comparison, the head that generates parameters for the point head has the same architecture as the coarse mask head of PointRend [25]. We observe however that Implicit PointRend performs as well with a smaller parameter head such as the standard box head architecture [45]. We expect that a better design can bring further improvement.

As the input for the point head we use fine-grained features extracted from p2 level of FPN [32] that has 256 channel dimension. We use the random Fourier positional encoding [50] to represent the point \((x, y)\) location relative to the center of the bounding box. We found that the model that uses positional encoding performs better than the one that uses \((x, y)\) coordinates directly. Please see the supplement for more detail and ablation experiments.

Implicit PointRend uses a single per-point mask loss (binary cross entropy) applied to the outputs of the point head. In addition, following the common setup for implicit function models [50], we add \(l_2\) loss on predicted parameters of the point head to avoid predicted parameters become unbounded. This loss plays the role of weight decay which is otherwise absent for the dynamic parameters. In our experiments, we set the \(l_2\) loss weight to \(1e^{-5}\).

4.4. Experimental evaluation

To evaluate Implicit PointRend, we use COCO [33] and \(3\times\) schedule [55] to avoid underfitting. All hyper-parameters for the Implicit PointRend module are the same as in PointRend [25]. In all experiments we attach the modules as a mask head to Faster R-CNN [45]. Unless specified, we use a ResNet-50-FPN [20, 32] backbone.

In our experiments, we observe that Implicit PointRend performance significantly increases even for smaller models if the point sub-sampling augmentation described in section 3.2 is used (see the supplement for an ablation). We did not observe the same behavior with the standard PointRend module and hypothesize, that the implicit representation of an object mask is more prone to overfitting than the coarse mask-based representation due to its higher capacity. To make a fair comparison, in this section we use the point-based augmentation for all models supervised with points.

**Main results.** We compare the new Implicit PointRend and PointRend in Table 5 with both full mask and point supervision. Unlike PointRend, our new module does not use any importance point sampling strategy and has only one mask loss. The more straightforward Implicit PointRend module performs on par with PointRend trained with full mask supervision (AP \((\mathcal{M})\)). Moreover, the new module significantly outperforms the baseline in case of point supervision (AP \((\mathcal{T}_{10})\)). This observation underscores unique challenges of the point supervision and suggests that new model designs may be needed to fully uncover the potential of the point-based annotation form.

Similar to the other methods studied in section 3.3, Implicit PointRend-based model supervised with points achieves \(96\%\) of its full mask supervision performance. In Table 6 we compare Implicit PointRend trained with points and the standard Mask R-CNN using the backbones of different capacities. As expected from a stronger method, Implicit PointRend significantly outperforms the standard Mask R-CNN when both trained with points. Moreover, we find that Implicit PointRend trained with only 10 labeled points per objects achieves the performance of the fully-supervised Mask R-CNN. Given that Mask R-CNN is still actively used in many real-world applications, this result suggests broad applicability of the new annotation form in scenarios with a constrained annotation budget.

In addition, in the supplement we report Implicit PointRend performance on COCO with mask supervision.

### Table 5. **PointRend vs. Implicit PointRend** with mask \((\mathcal{M})\) and our point supervision \((\mathcal{T}_{10})\) on COCO val2017. A ResNet-50-FPN [20, 32] backbone is used for both models. While Implicit PointRend performs on par with the standard PointRend with the full mask supervision (AP \((\mathcal{M})\)), it significantly outperforms the baseline in case of the point supervision (AP \((\mathcal{T}_{10})\)).

| method               | \(\mathcal{M}\) AP | \(\mathcal{T}_{10}\) AP |
|----------------------|---------------------|-------------------------|
| PointRend [25]       | 38.3                | 35.7                     |
| Implicit PointRend   | \textbf{38.5} \((+0.2)\) | \textbf{36.9} \((+1.2)\) |

### Table 6. Implicit PointRend performance with 10 points supervision achieves the performance of the standard Mask R-CNN model with full mask supervision on COCO train2017. We use R50, R101, and X101 backbones [20, 57] with FPN [32].

| method               | supervision | R50 AP | R101 AP | X101 AP |
|----------------------|-------------|--------|---------|---------|
| Mask R-CNN \(\mathcal{M}\) |             | 37.2   | 38.6    | 39.5    |
| Mask R-CNN \(\mathcal{T}_{10}\) | 36.0 \((-1.2)\) | 37.8 \((-0.8)\) | 38.5 \((-1.0)\) |
| Implicit PointRend \(\mathcal{T}_{10}\) | 36.9 \((-0.3)\) | 38.5 \((-0.1)\) | \textbf{39.7} \((+0.2)\) |

5. Conclusion

We present the new point annotation scheme for instance segmentation which labels only a bounding box and several random points annotated per instance. Unlike many other weak annotation forms, the resulting point-based supervision can be seamlessly applied to existing instance segmentation models without any modification to their architecture or training algorithm. The new annotation scheme provides the best trade-off between annotation time and accuracy among other schemes for instance segmentation. We further propose a simple but effective module named Implicit PointRend which tackles the unique challenges of point supervision with implicit mask representation.
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