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Summary

We investigate a mathematical model in crop pest controlling, considering plant biomass, pest, and the effect of farming awareness. The pest population is divided into two compartments: susceptible pests and infected pests. We assume that the growth rate of self-aware people is proportional to the density of susceptible pests existing in the crop arena. Impacts of awareness are modeled through the usual mass action term and a saturated term. It is further assumed that self-aware people will adopt chemical and biological control methods, namely integrated pest management. Bio-pesticides are costly and require a long-term process, expensive to impose. However, if chemical pesticides are introduced in the farming system along with bio-pesticides, the process will be faster as well as cost-effective. Also, farming knowledge is equally important. In this article, a mathematical model is derived for controlling crop pests through an awareness-based integrated approach. In order to reduce the negative effects of pesticides, we apply optimal control theory.
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1 | INTRODUCTION

Problems connected with pests have become evident around the world as cultivation began. World’s food supply is being wasted due to the cause of pests in agriculture. On the other hand, major side-effects of synthetic pesticides on the environment, human health, and biodiversity, are generating widespread concerns. Thus, farmers’ awareness of the risk of synthetic pesticides uses is one of the important factors to consider. The use of biological contents to protect crops against pests needs indigenous knowledge to implement such contents in pest management\textsuperscript{5}. There are several good modeling studies on pest control. For example, Chowdhury et al.\textsuperscript{3,4} have proposed and analyzed mathematical models for biological pest control using the virus as a controlling agent. In fact, all eco-epidemic models with susceptible prey, infected prey, and predators, can be used to discuss the nature of the susceptible pest, infected pest, and their predators. Zhang et al.\textsuperscript{6} used a delayed stage-structured epidemic model for pest management strategy. Wang and Song\textsuperscript{7} used mathematical models to control a pest population by infected pests. However, they did not use the influence of the predator populations on their works.

Many researchers utilize mathematical models for pest control in order to study different aspects of pest management policies with probable outcomes for improved applications, using system’s analysis within the mathematical paradigm. Most of them suggest using chemical pesticides.\textsuperscript{8,9} However, it is recorded that chemical pesticides have resulted in pest resurgence, acute and chronic health problems, and environmental pollution.\textsuperscript{10} Thus, to resolve this type of problem, the concept of IPM is becoming more popular among researchers with increasing application in the field by marginal farmers.
In this paper, we formulate a mathematical model, incorporating the farming awareness based integrated approach. The main focus is to compare the basic advantage of favoring the biological and combined strategy to minimize the pest problem and predict new insights on the pest management, in general. In order to reduce the negative effects of pesticides, we apply an optimal control approach. The dynamic of the system, without application of control, is analyzed through stability and bifurcation theory. Then, we formulate a three control parameter optimal control problem and solve it by applying PMP to find out the optimal level of both pesticide and the advertisement cost for cost effectiveness and minimizing the negative effect due to pesticides. Numerical simulations illustrate the analytical results. Finally, we discuss the outcomes with a conclusion.

2 DESCRIPTION AND MODEL FORMULATION

We consider four populations into our mathematical model, namely plants biomass $X(t)$, susceptible pest $S(t)$, infected pest $I(t)$, and level of awareness $A(t)$. The following assumptions are made to formulate the mathematical model:

- Under influence of bio-pesticides, healthy pest population becomes infected. Infected pest can attack the plant but the rate is very lesser than susceptible pest. We assume that infected pest can consume the plant biomass following a Holling type II response, whereas susceptible pest consume following a Holling type I response function.

- Due to the finite size of crop field, we assume logistic growth for the density of crop biomass, with net growth rate $r$ and carrying capacity $K$.

- Susceptible attacks the crop, thereby causing considerable crop reduction. If we infect the susceptible pest by pesticides, then the attack by pest can be controlled. Here we assume that aware farmers will adopt biological pesticides for the control of the crop pest, as it has less side effects and is also environment friendly. Biopesticides are used to infect the healthy pest. Infected pest has an additional mortality due to infection.

- Let $\alpha$ be the consumption rate of pests. There is a pest infection rate, $\lambda$, because of aware human interactions and activity such as use of biopesticides (e.g., NPV), modeled via the usual mass action term $\lambda AS$. We denote by $d$ the natural mortality rate of pest and by $\delta$ the additional mortality rate of infected pest due to aware people activity.

- It is assumed that the level of awareness will increase at a rate $\omega$, proportional to the number of pests per plant noticed in the farming system. There could be fading of interest in this exploitation. We let $\eta$ be the rate of fading of interest of aware people.

- To speed up the pest control process, chemical synthetic pesticides are introduced. It causes additional death to both susceptible and infected pest populations. Following[3], we model the situation by the terms $\gamma S/A$ and $\gamma I/A$, respectively.

Based on the above assumptions, we have the following mathematical model:

\[
\begin{align*}
\frac{dX}{dt} &= rX \left( 1 - \frac{X}{K} \right) - \alpha XS - \frac{\phi \alpha XI}{a + X}, \\
\frac{dS}{dt} &= m_1 \alpha XS - \lambda AS - dS - \frac{\gamma SA}{1 + A}, \\
\frac{dI}{dt} &= m_2 \alpha SI + \lambda AI - (d + \delta)I - \frac{\gamma IA}{1 + A}, \\
\frac{dA}{dt} &= \omega + \sigma(S + I) - \eta A,
\end{align*}
\]

subject to the initial conditions

\[X(0) \geq 0, \quad S(0) \geq 0, \quad I(0) \geq 0, \quad A(0) \geq 0.\]

Here $\alpha$ is the attack rate of pests on crop. Infected pests can also attack the crop but with a lower rate, $\phi \alpha$, with $\phi < 1$; $a$ is the half saturation constant, $m_1$ and $m_2$ are the “conversion efficiency” of susceptible and infected pests, respectively, i.e., they measure how efficiently can the pests utilize plant resource. Since pesticide affected pests have lowered efficiency, $m_1 > m_2$, and $\gamma$ denotes the increase of level from global advertisement by radio, TV, etc. It is natural to assume that all the parameters of model[1] are positive.

3 POSITIVITY OF SOLUTIONS AND THE INVARIANT REGION

Existence and positivity of the solutions are the main properties that system[4] must satisfy for the model to be well-posed. Such properties are proved in this section. They describe the range in which the solution of the equations is biologically important.
The feasible region is given by
\[ \Omega = \{(X, S, I, A) \in \mathbb{R}_+^4 : X \geq 0, S \geq 0, I \geq 0, A \geq 0\}. \]

To show that the first two equations of the system \([1]\) are positive, we use the following lemma.

**Lemma 1.** Any solution of the differential equation \(\frac{dX}{dt} = X\psi(X, Y)\) is always positive.

**Proof.** A differential equation of the form \(\frac{dX}{dt} = X\psi(X, Y)\) can be written as \(\frac{dX}{X} = \psi(X, Y)dt\). Integrating, we can write that \(\ln X = C_0 + \int \psi(X, Y)dt\), i.e., we have \(X = C_1 e^{\int \psi(X, Y)dt}\) for \(C_1 > 0\).

**Theorem 1** (non-negativeness of the solutions). The solutions of system \([1]\) subject to given non-negative initial conditions \([2]\) remain non-negative for all \(t > 0\).

**Proof.** Let \((X(t), S(t), I(t), A(t))\) be a solution of system \([1]\) with its initial conditions \([2]\). We use Lemma \([1]\) to prove the positivity of the equations in the system. Let us consider \(X(t)\) for \(t \in [0, T]\). We obtain, from the first equation of system \([1]\), that
\[ \frac{dX}{dt} = X \left[ r \left(1 - \frac{X}{R}\right) - \alpha S - \frac{\phi \alpha I}{a + X}\right] dt. \]

Hence,
\[ \ln X = D_0 + \int_0^t \left[ r \left(1 - \frac{X}{R}\right) - \alpha S - \frac{\phi \alpha I}{a + X}\right] du, \]

so that
\[ X(t) = D_1 e^{\int_0^t \left[ r \left(1 - \frac{X}{R}\right) - \alpha S - \frac{\phi \alpha I}{a + X}\right] du} > 0 \] (\(D_1 = e^{D_0}\)).

From the second equation of system \([1]\), we have
\[ \frac{dS}{dt} = S \left[m_1 \alpha X - \lambda A - d - \frac{\gamma A}{1 + A}\right] = \frac{dS}{S} = \left[m_1 \alpha X - \lambda A - d - \frac{\gamma A}{1 + A}\right] dt. \]

Hence,
\[ \ln S = K_0 + \int_0^t \left(m_1 \alpha X - \lambda A - d - \frac{\gamma A}{1 + A}\right) du, \]

so that
\[ S(t) = K_1 e^{\int_0^t \left(m_1 \alpha X - \lambda A - d - \frac{\gamma A}{1 + A}\right) du} > 0. \]

To show that \(I\) and \(A\) are non-negative, consider the following sub-system of \([1]\):
\[ \begin{align*}
\frac{dl}{dt} &= \frac{m_2 \phi \alpha XI}{a + X} + \lambda AS - (d + \delta) I - \frac{\gamma IA}{1 + A}, \\
\frac{dA}{dt} &= \omega + \sigma(S + I) - \eta A. 
\end{align*} \]

To show the positivity of \(I(t)\), we do the proof by contradiction. Suppose there exists \(t_0 \in (0, T)\) such that \(I(t_0) = 0\), \(l'(t_0) \leq 0\), and \(l(t) > 0\) for \(t \in [0, t_0]\). Then, \(A_0 > 0\) for \(t \in [0, t_0]\). If this is not to be the case, then there exists \(t_1 \in [0, t_0]\) such that \(A(t_1) = 0\), \(A'(t_1) \leq 0\) and \(A(t) > 0\) for \(t \in [0, t_0]\). Integrating the third equation of the system \([1]\) gives
\[ \begin{align*}
I(t) &= I(0) \exp\left(\int_0^t \left(\frac{m_2 \phi \alpha X(\tau)}{a + X(\tau)} - \frac{\gamma A(\tau)}{1 + A(\tau)}\right) d\tau - (d + \delta) t\right) \\
&\quad + \exp\left(\int_0^t \left(\frac{m_2 \phi \alpha X(\tau)}{a + X(\tau)} - \frac{\gamma A(\tau)}{1 + A(\tau)}\right) d\tau - (d + \delta) t\right) \\
&\quad \times \int_0^t \lambda A(\tau)S(\tau)d\tau \exp\left(\int_0^t \left(\frac{m_2 \phi \alpha X(\tau)}{a + X(\tau)} - \frac{\gamma A(\tau)}{1 + A(\tau)}\right) d\tau - (d + \delta) t\right) > 0, \text{ for } t \in [0, t_1].
\end{align*} \]

Then, \(A'(t_1) = \gamma + \sigma(S(t_1) + I(t_1)) > 0\). This is a contradiction. Hence, \(I(t) > 0\) for all \(t \in [0, t_0]\). Finally, from the second equation of subsystem \([3]\), we have
\[ \frac{dA}{dt} = \omega + \sigma(S + I) - \eta A. \]

Integration gives
\[ A(t) = A(0) e^{\eta t} + e^{\eta t} \int_0^t (\omega + \sigma(S(\tau) + I(\tau))) e^{-\eta t} dt > 0, \]
that is, \(A(t) > 0\) for all \(t \in (0, T)\).
Theorem 2 (boundedness of solutions). Every solution of system $\text{[1]}$ that start in $\mathbb{R}_+^4$ is uniformly bounded in the region $\mathcal{V}$ defined by

$$
\mathcal{V} = \{(X, S, I, A) \in \mathbb{R}_+^4 : 0 < X + S + I \leq \frac{L}{d}, 0 < A \leq \frac{\omega d + \sigma L}{\eta d} \}
$$

with $L = \frac{K(r + d)^2}{4r}$.

Proof. We choose $m = \max \{m_1, m_2\} = m_1$, because in our assumptions we assume that $m_1 > m_2$. Now, at any time $t$, let $W = X + \frac{1}{m_1}S + \frac{1}{m_1}I$. Then, we have from the above that $V = \frac{1}{m}V = \frac{1}{m_1}V = \frac{1}{m_1}W$.

Then the time derivative of $W$ along the solution of system $\text{[1]}$ is given by

$$
\frac{dW(t)}{dt} = rX \left(1 - \frac{X}{K}\right) - \frac{\phi \alpha XI}{a + X} - \frac{\phi \alpha XI}{a + X} + \frac{m_2 \phi \alpha XI}{m_1 (a + X)} + \frac{d}{m_1} S \left(\frac{d + \delta}{m_1}\right) I - \frac{\gamma A}{m_1} + \frac{\lambda \alpha S}{1 + A}
$$

$$
= \frac{rX}{(1 - \frac{X}{K})} \left(\frac{m_1 - m_2}{m_1}\right) - \frac{d}{m_1} S \left(\frac{d + \delta}{m_1}\right) I - \frac{\gamma A}{m_1} + \frac{\lambda \alpha S}{1 + A}
$$

$$
\leq rX \left(1 - \frac{X}{K}\right) - \frac{d}{m_1} S \left(\frac{d + \delta}{m_1}\right) I - \frac{\gamma A}{m_1} + \frac{\lambda \alpha S}{1 + A}
$$

Then, we have from the above that

$$
\frac{dW}{dt} \leq rX \left(1 - \frac{X}{K}\right) - dW + dX,
$$

that is,

$$
\frac{dW}{dt} + dW \leq rX \left(1 - \frac{X}{K}\right) + dX = (r + d)X - \frac{rX^2}{K} = \Phi(X).
$$

Now, $\Phi(X)$ is a concave parabola for which its maximum value is attained at the vertex whose abscissa is $X_0 = \frac{K(r + d)}{2d}$. Therefore, it follows

$$
\Phi(X) \leq \Phi(X_0) = \frac{1}{4r}K(r + d)^2 = \Phi^*.
$$

Thus, we have a constant $L = \frac{K(r + d)^2}{4r}$ such that

$$
\frac{dW}{dt} + dW \leq L.
$$

To solve this, we apply the differential inequality

$$
e^{dt} \left(\frac{dW}{dt} + dW\right) \leq e^{dt}L \Rightarrow \frac{d}{dt} \left(We^{dt}\right) \leq e^{dt}L
$$

$$
\Rightarrow We^{dt} \leq \int (Le^{dt})dt + C
$$

$$
\Rightarrow W(X, S, I) \leq e^{-dt} \left[\int Le^{dt}\right] + Ce^{-dt}
$$

$$
\Rightarrow W(X(0), S(0), I(0)) \leq \frac{L}{d} + C
$$

$$
\therefore W(X, S, I) \leq \frac{L}{d} \left(1 - e^{-dt}\right) + W(X(0), S(0), I(0))e^{-dt}.
$$

Hence, we get

$$
0 < W(X, S, I) \leq \frac{L}{d} \left(1 - e^{-dt}\right) + W(X(0), S(0), I(0))e^{-dt}
$$

and, for $t \to \infty$, we have

$$
0 < X + S + I \leq \frac{L}{d}.
$$

From the fourth equation of system $\text{[1]}$, we have

$$
\frac{dA}{dt} = \omega + \sigma(S + I) - \eta A
$$

$$
\leq \omega + \sigma \left(\frac{m_1}{d}\right) - \eta A
$$

$$
= \frac{d\omega + \sigma L}{d} - \eta A
$$

$$
\Rightarrow \frac{dA}{dt} + \eta A \leq \frac{d\omega + \sigma L}{d}.
$$
Again, applying the method of differential inequality, we have
\[ e^{\eta t} \left( \frac{dA}{dt} + \eta A \right) \leq e^{\eta t} \left( \frac{dA}{dt} + \sigma L A \right) \Rightarrow \frac{d}{dt} \left( A e^{\eta t} \right) \leq e^{\eta t} \left( \frac{dA}{dt} + \sigma L A \right) \]
\[ \Rightarrow \frac{dA}{dt} \leq \int \left( \frac{dA}{dt} + \sigma L A \right) e^{\eta t} dt + C \]
\[ \Rightarrow A(t) \leq \left( \frac{dA}{dt} + \sigma L A \right) e^{\eta t} + Ce^{-\eta t} \]
\[ \Rightarrow A(0) \leq \frac{\omega d + L \sigma}{\eta d} + C. \]

This results in
\[ 0 < A \leq \frac{\omega d + \sigma L}{\eta d} + Ce^{-\eta t}. \]
Thus, for \( t \to \infty \), we obtain that
\[ 0 < A \leq \frac{\omega d + \sigma L}{\eta d}. \]

Hence, all solutions of system [1] originating in \( \mathbb{R}^4_+ \) are confined to the region
\[ V = \{ (X, S, I, A) \in \mathbb{R}^4_+: 0 < X + S \leq \frac{L}{d} + \epsilon, 0 < A \leq \frac{\omega d + \sigma L}{\eta d} \} \]
for any \( \epsilon > 0 \) and for \( t \to \infty \). Thus, the system [1] is always uniformly bounded.

\[ \square \]

4 | EQUILIBRIA ASSESSMENT

To get the fixed points of our system, we put the right hand sides of system [1] equal to zero:
\[
\begin{align*}
0 &= rX \left( 1 - \frac{X}{K} \right) - \alpha XS - \frac{\phi_0 A \bar{X}}{a + \bar{X}} = 0, \\
0 &= m_1 \alpha XS - \lambda AS - \Delta - \frac{\phi_0 A \bar{X}}{a + \bar{X}} = 0, \\
0 &= m_2 \phi_0 X \bar{X} - \lambda AS - (d + \delta)I - \frac{\gamma A \bar{X}}{a + \bar{X}} = 0, \\
0 &= \omega + \sigma (S + I) - \eta A = 0.
\end{align*}
\]

(4)

We conclude that system [1] has five possible equilibrium points, denoted by \( E_i, i = 0, 1, 2, 3, \) and \( E^* \):

(i) The axial equilibrium point \( E_0 = \left( \frac{0}{K}, 0, 0, \frac{X}{\sigma} \right) \), which always exists.

(ii) The pest free equilibrium point \( E_1 = \left( K, 0, 0, \frac{X}{\sigma} \right) \), which, again, always exists.

(iii) The boundary equilibrium point \( E_2 = (0, S_1, I_1, A_1) \), where
\[
S_1 = \frac{((d + \delta + \gamma) + (d + \delta) (\eta A - \omega))}{(A^2 \lambda + (d + \delta + \gamma + \lambda) A + d + \delta) \sigma},
\]
\[
I_1 = \frac{(A \eta - \omega) \lambda A (1 + A)}{(A^2 \lambda + (d + \delta + \gamma + \lambda) A + d + \delta) \sigma},
\]
and \( A_1 \) is the positive root of the equation \( \lambda A^2 + (\gamma + d + \lambda) A + d = 0 \). Unfortunately, this quadratic equation has no positive roots and, hence, such an equilibrium does not occur.

(iv) The healthy pest free equilibrium point \( E_3 = (\bar{X}, 0, \bar{I}, \bar{A}) \), where \( \bar{X}, \bar{I} \) and \( \bar{A} \) are computed as follows. If we set \( S = 0 \) in system [1], then
\[
\begin{align*}
0 &= rX \left( 1 - \frac{X}{K} \right) - \frac{\phi_0 \bar{X}}{a + \bar{X}} = 0, \\
0 &= m_2 \phi_0 X \bar{X} - (d + \delta)\bar{I} - \frac{\gamma \bar{A} \bar{X}}{a + \bar{X}} = 0, \\
0 &= \omega + \sigma \bar{I} - \eta \bar{A} = 0.
\end{align*}
\]

(5)

From the first equation of the nonlinear system [5], we have
\[
\phi_0 \bar{I} = \frac{r(a + \bar{X})(K - \bar{X})}{K} \Rightarrow \bar{I} = \frac{r(a + \bar{X})(K - \bar{X})}{\phi_0 K}
\]
and, from the third equation of system [5], we get
\[
\omega + \sigma \bar{I} - \eta \bar{A} = 0 \Rightarrow \eta \bar{A} = \omega + \sigma \bar{I} \Rightarrow \bar{A} = \frac{\omega + \sigma \bar{I}}{\eta} = \frac{r(a + \bar{X})(K - \bar{X})}{K} \sigma + \omega K \phi \frac{K}{K}.
\]
Finally, solving for $X$ from the second equation of system (5), we see that $\bar{X}$ is the positive root of equation

$$X^3 + a_1X^2 + a_2X + a_3 = 0,$$

where

$$a_1 = \frac{(\alpha \phi m_2 - d - \delta - \gamma) K - a (\alpha \phi m_2 - 2d - 2\delta - 2\gamma)}{-\alpha \phi m_2 + d + \delta + \gamma},$$

$$a_2 = \frac{((\alpha \phi m_2 - 2d - 2\delta - 2\gamma) K + a (d + \delta + \gamma)) \omega + \eta (\alpha \phi m_2 + d + \delta)}{\alpha \phi m_2 + d + \delta + \gamma},$$

$$a_3 = \frac{K a^2 r (d + \delta + \gamma) \sigma + K \phi a (d + \delta + \gamma) \omega + \eta (d + \delta)}{r \sigma (-\alpha \phi m_2 + d + \delta + \gamma)}.$$

The model system (1) has an equilibrium point in the presence of pest, $X(t) \geq 0$, $S(t) \geq 0$, $I(t) \geq 0$, $A(t) \geq 0$, which is denoted by $E = (X^*, S^*, I^*, A^*)$. Note that $E^*$ is the steady state solution where pest persist in the crop biomass population. It is obtained by setting each equation of system (1) equal to zero, that is,

$$\frac{dX}{dt} = \frac{dS}{dt} = \frac{dI}{dt} = \frac{dA}{dt} = 0.$$

From the second equation of system (4), we get

$$m_1 \alpha X - \lambda A - d - \frac{\gamma A}{1 + A} = 0,$$

that is, $m_1 \alpha X - \lambda A - d - \frac{\gamma A}{1 + A} = 0$, from which we obtain

$$X^* = \frac{\lambda A^2 + (d + \lambda + \gamma) A + d}{m_1 \alpha (1 + A)}.$$

From the first equation of system (4), we have

$$r \left(1 - \frac{X}{K}\right) - \alpha S - \frac{\phi a I}{a + X} = 0 \Rightarrow \alpha S + \frac{\phi a I}{a + X} = r \left(1 - \frac{X}{K}\right) = \frac{r(K - X)}{K},$$

$$\Rightarrow \alpha S + \frac{\phi a I}{a + X} = \frac{r(K - X)}{K},$$

$$\Rightarrow \alpha (a + X) S + \phi a I = \frac{r(K - X)(a + X)}{K}.$$

Solving equations (7) and (8) simultaneously, one obtains

$$S^* = \frac{r(a + X) (K - X) \sigma - K \phi a (\eta A - \omega)}{K \sigma (X + a - \phi)},$$

$$I^* = \frac{(a + X) (AK \alpha \eta - K \phi a (\eta A - \omega) + \sigma r X)}{K \sigma (X + a - \phi)}.$$

Therefore, $E^* = (X^*, S^*, I^*, A^*)$ is the coexistence steady state with

$$X^* = \frac{\lambda A^2 + (d + \lambda + \gamma) A + d}{m_1 \alpha (1 + A)},$$

$$S^* = \frac{r(a + X)(K - X) \sigma - K \phi a (\eta A - \omega)}{K \sigma (X + a - \phi)},$$

$$I^* = \frac{(a + X)((\eta A - \omega) \sigma - \sigma) K + \sigma r X)}{K \sigma (X + a - \phi)}.$$

and $A^*$ a positive root of equation

$$f(A) = A^6 + a_1 A^5 + a_2 A^4 + a_3 A^3 + a_4 A^2 + a_5 A + a_6 = 0,$$

whose coefficients are given by

$$a_1 = \frac{3 \lambda^2 r \sigma - \sigma \lambda^2 r (\eta A - \omega + 3 d + \delta - 3 \gamma)}{\lambda^2 r (\eta A - \omega + 3 d + \delta - 3 \gamma)},$$

$$a_2 = \frac{3 \sigma \lambda^2 r - \lambda^2 r (\eta A - \omega + 3 d + \delta - 3 \gamma)}{\sigma \lambda^2 r (\eta A - \omega + 3 d + \delta - 3 \gamma)},$$

$$a_3 = \frac{K (\eta A - \omega + 3 d + \delta - 3 \gamma) + \sigma r (m_1 a - m_2 \phi) \alpha^2}{\sigma \lambda^2 r (\eta A - \omega + 3 d + \delta - 3 \gamma)},$$

$$a_4 = \frac{K (\eta A - \omega + 3 d + \delta - 3 \gamma) + \sigma r (m_1 a - m_2 \phi) \alpha^2}{\sigma \lambda^2 r (\eta A - \omega + 3 d + \delta - 3 \gamma)}.$$
The coexistence equilibrium point $E^*$ exists only if the characteristic equation \[ \lambda^3 + a_3\lambda^2 + a_4\lambda + a_5 = 0 \] has a positive root in $A$ with $A > \frac{\alpha \omega + \sigma \gamma}{\alpha \eta}$. 

5 | STABILITY OF THE EQUILIBRIA

The stability analysis is done by linearization of the non-linear system \[ \frac{dX}{dt} = \frac{r(1 - \frac{X}{K}) - \alpha S - \frac{\phi \alpha x}{(x+X)^2} - \alpha X - \frac{\phi \alpha x}{x+X} - \sigma X}{\lambda^3}, \]
\[ \frac{dS}{dt} = m_1\sigma S - \lambda A - d - \frac{\gamma A}{1 + A^2} \]
\[ \frac{dI}{dt} = m_2\alpha I + \frac{m_2\alpha x}{x+X} - d - \frac{\gamma I}{1 + X^2} \]
\[ \frac{dA}{dt} = m_3\alpha A - d - \frac{\gamma A}{1 + X^2} \]

The Jacobian matrix for system \[ J(X, S, I, A) = \begin{bmatrix} r \left(1 - \frac{X}{K}\right) - \alpha S - \frac{\phi \alpha x}{(x+X)^2} - \alpha X - \frac{\phi \alpha x}{x+X} - \sigma X & m_1\sigma S - \lambda A - d - \frac{\gamma A}{1 + A^2} & m_2\alpha I + \frac{m_2\alpha x}{x+X} - d - \frac{\gamma I}{1 + X^2} & m_3\alpha A - d - \frac{\gamma A}{1 + X^2} \end{bmatrix} \]

Theorem 3 (stability of the crop-pest free equilibrium). The system is always unstable around the crop-pest free equilibrium point $E_0$.

Proof. The Jacobian matrix \[ J(0, 0, 0, \frac{\omega}{\eta}) = \begin{bmatrix} r & 0 & 0 & 0 \\ 0 & -\frac{\alpha \omega}{\eta} - d - \frac{\gamma \omega}{\eta^2} & 0 & 0 \\ \frac{\omega}{\eta} & -d - \frac{\gamma \omega}{\eta^2} & 0 & 0 \\ 0 & \sigma & \sigma & -\eta \end{bmatrix} \]

is given by
whose characteristic equation is

$$|\rho - J(E_0)| = \begin{vmatrix} \rho - r & 0 & 0 & 0 \\ 0 & \rho + \left(\frac{\lambda \omega}{\eta} + d + \frac{\gamma \omega}{\eta + \omega}\right) & 0 & 0 \\ 0 & -\frac{\Delta \omega}{\eta} & \rho + \left(d + \delta + \frac{\gamma \omega}{\eta + \omega}\right) & 0 \\ 0 & -\sigma & -\sigma & \rho + \eta \end{vmatrix} = 0,$$

that is,

$$(\rho - r) \left(\rho + \frac{\lambda \omega}{\eta} + d + \frac{\gamma \omega}{\eta + \omega}\right) \left(\rho + d + \delta + \frac{\gamma \omega}{\eta + \omega}\right)(\rho + \eta) = 0.$$

The corresponding eigenvalues are:

$$\rho_1 = r > 0, \quad \rho_2 = -\eta < 0, \quad \rho_3 = -\left(\frac{\lambda \omega}{\eta} + d + \frac{\gamma \omega}{\eta + \omega}\right) < 0, \quad \rho_4 = -\left(d + \delta + \frac{\gamma \omega}{\eta + \omega}\right) < 0.$$

Since one eigenvalue is positive, $\rho_1 = r > 0$, the axial equilibrium $E_0$ is always unstable.

**Theorem 4** (stability of the pest free equilibrium). The pest free steady state $E_1$ is locally asymptotically stable if the two critical parameters $R_0$ and $R_1$ satisfy

$$R_0 = \frac{m_1 \alpha K \eta (\eta + \omega)}{\lambda \omega (\eta + \omega) + \eta \gamma \omega + d \eta (\eta + \omega)},$$

$$R_1 = \frac{m_2 \alpha K \eta (\eta + \omega)}{(a + K) \left(d + \delta\right) (\eta + \omega) + (a + K) \gamma \omega},$$

satisfy $R_0 < 1$ and $R_1 < 1$. Otherwise, $E_1$ is unstable.

**Proof.** The Jacobian matrix $J(E_1)$, at the pest free equilibrium point $E_1 = \left(K, 0, 0, \frac{\omega}{\eta}\right)$, is given by

$$J \left(K, 0, 0, \frac{\omega}{\eta}\right) = \begin{bmatrix} -r & -K \alpha & \frac{\phi \alpha K}{a + K} & 0 \\ 0 & m_1 \alpha K - \frac{\lambda \omega}{\eta} - d - \frac{\gamma \omega}{\eta + \omega} & 0 & 0 \\ 0 & \frac{\lambda \omega}{\eta} & \frac{m_2 \alpha K}{a + K} - d - \delta - \frac{\gamma \omega}{\eta + \omega} & 0 \\ 0 & \sigma & -\sigma & -\eta \end{bmatrix}.$$

The characteristic equation in $\rho$ at $E_1$ is

$$|\rho I - J(E_1)| = \begin{vmatrix} \rho + r & -K \alpha & \frac{\phi \alpha K}{a + K} & 0 \\ 0 & \rho - m_1 \alpha K + \frac{\lambda \omega}{\eta} + d + \frac{\gamma \omega}{\eta + \omega} & 0 & 0 \\ 0 & -\frac{\lambda \omega}{\eta} & \rho - \frac{m_2 \alpha K}{a + K} + d + \delta + \frac{\gamma \omega}{\eta + \omega} & 0 \\ 0 & -\sigma & -\sigma & \rho + \eta \end{vmatrix} = 0,$$

which gives

$$(\rho + r) \left(\rho - m_1 \alpha K + \frac{\lambda \omega}{\eta} + d + \frac{\gamma \omega}{\eta + \omega}\right) \left(\rho - \frac{m_2 \alpha K}{a + K} + d + \delta + \frac{\gamma \omega}{\eta + \omega}\right)(\rho + \eta) = 0.$$

Thus, the eigenvalues are $\lambda_1 = -r$, $\lambda_2 = m_1 \alpha K - \frac{\lambda \omega}{\eta} - d - \frac{\gamma \omega}{\eta + \omega}$, $\lambda_3 = \frac{m_2 \alpha K}{a + K} - d - \delta - \frac{\gamma \omega}{\eta + \omega}$, and $\lambda_4 = -\eta$. We have that $(E_1)$ is locally asymptotically stable if all the four eigenvalues $\lambda_1, \lambda_2, \lambda_3$ and $\lambda_4$ are negative. It is clearly seen that $\lambda_1 = -r < 0$, $\lambda_4 = -\eta < 0$, since $r > 0$ and $\eta > 0$. So, for the stability existence of $E_1$, we should have $\lambda_2 < 0$ and $\lambda_3 < 0$, that is,

$$m_1 \alpha K - \frac{\lambda \omega}{\eta} - d - \frac{\gamma \omega}{\eta + \omega} < 0 \quad \text{and} \quad \frac{m_2 \alpha K}{a + K} - d - \delta - \frac{\gamma \omega}{\eta + \omega} < 0.$$

Furthermore, we have

$$\rho_0 \leq 1 \quad \text{and} \quad \rho_1 \leq 1 \quad \text{with} \quad \rho_0 \leq 1 \quad \text{and} \quad \rho_1 \leq 1.$$
Theorem 5 (stability of the healthy pest free equilibrium). The healthy pest free equilibrium $E_3 = (X, 0, I, \bar{A})$ is locally asymptotically stable if, and only if,
\begin{align*}
(i) \quad &\bar{X} < \frac{\lambda \bar{A}^2 + (\lambda + d + \gamma) \bar{A} + d}{m_1 \alpha (1 + A)} , \\
(ii) \quad &C_i > 0, i = 1, 3, \\
(iii) \quad &C_1 C_2 - C_3 > 0,
\end{align*}
where
\begin{align*}
C_4 &= -F_{11} - F_{33} + \eta, \\
C_2 &= (F_{11} - \eta)F_{33} - F_{12}\eta + \frac{\left(\gamma \sigma (X^3 + 3 \bar{X}^2 a + 3 a) + m_2 \phi \alpha^2 (1 + \bar{A})^2\right)}{(\bar{X}^3 + a) (1 + \bar{A})^2}, \\
C_3 &= \eta F_{11} F_{33} + \frac{\bar{X} a \sigma^2 \phi^2 m_2 (1 + \bar{A})^2 - \sigma \gamma (a + \bar{X})^3 F_{11}}{(\bar{X}^3 + a) (1 + \bar{A})^2}, \\
\text{Proof.} \quad &\text{At the healthy pest free fixed point } E_3 = (X, 0, I, \bar{A}), \text{ the Jacobian matrix is given by}
\begin{align*}
J(E_3) &= \begin{bmatrix}
F_{11} & -\alpha \bar{X} - \frac{\phi \alpha \bar{A}}{a + \bar{X}} & 0 \\
0 & F_{22} & 0 \\
\frac{m_2 \phi \alpha a \bar{I}}{(a + \bar{X})^2} & \lambda \bar{A} & F_{33} - \frac{\gamma \bar{I}}{(1 + \bar{A})^2} \\
0 & \sigma & \sigma & -\eta
\end{bmatrix}
\end{align*}
\end{align*}
with $F_{ii}, i = 1, 2, 3,$ as in [13]. The characteristic equation in $\rho$ is then given by
\begin{align*}
(\rho - F_{22}) \left[ \rho^3 + C_1 \rho^2 + C_2 \rho + C_3 \right] = 0,
\end{align*}
where the $C_i, i = 1, 2, 3,$ are defined by [12]. The equilibrium $E_3$ is locally asymptotically stable if and only if all roots of the polynomial [14] have negative real parts. Equation [14] has one root $\rho = F_{22}$ and the other three roots are solution of
\begin{align*}
\rho^3 + C_1 \rho^2 + C_2 \rho + C_3 = 0.
\end{align*}
To conclude about the stability behavior of $E_3$, we analyze the (three) roots of the cubic polynomial [15]. The Routh–Hurwitz criteria applied to the third degree polynomial [15] tell us that a necessary and sufficient condition for the local stability of the system is that all eigenvalues must have negative real part, that is, $C_1 > 0, C_2 > 0, C_3 > 0,$ and $C_1 C_2 - C_3 > 0$ must hold. Hence, $E_3$ is locally asymptotically stable if, and only if, the following conditions hold:
\begin{align*}
(i) \quad &F_{22} = m_1 \alpha \bar{X} - \lambda \bar{A} - d - \frac{\gamma A}{1 + \bar{A}} < 0 \Rightarrow \bar{X} < \frac{\lambda \bar{A}^2 + (\lambda + d + \gamma) \bar{A} + d}{m_1 \alpha (1 + \bar{A})}; \\
(ii) \quad &C_1 > 0, C_3 > 0; \\
(iii) \quad &C_1 C_2 - C_3 > 0.
\end{align*}
The proof is complete.

Theorem 6 (stability of the interior equilibrium point). System [1] at the interior equilibrium point $E^* = (X^*, S^*, I^*, A^*)$ is locally asymptotically stable if, and only if,
\begin{align*}
y_4 > 0, \\
y_1 y_2 - y_3 > 0, \\
y_1 y_2 y_3 - y_3^2 - y_1^2 y_4 > 0.
\end{align*}
where
\[ y_1 = -(F_{11} + F_{22} + F_{33}) + \eta, \]
\[ y_2 = (F_{22} + F_{33} - \eta)F_{11} + (F_{33} - \eta)F_{22} - \eta F_{33} + S^*X^* \alpha^2 m_1 - \frac{\gamma (I^* + S^*) \sigma}{(1 + A^*)^2 (X^* + a)} - \frac{m_2 \phi \alpha^2 a l^* X^*}{(X^* + a)^3}, \]
\[ y_3 = \left( \frac{(S^* + \gamma)}{(1 + A^*)^2} \right) F_{11} + \left( \frac{\eta F_{33} + \left( -\lambda S^* + \frac{\gamma l^*}{(1 + A^*)^2} \right) \sigma + \frac{m_2 \phi \alpha^2 a l^* X^*}{(X^* + a)^3} \right) F_{22} + \frac{\left( S^* - \frac{\gamma l^*}{(1 + A^*)^2} \right) \sigma - \eta F_{33}}{(1 + A^*)^2 (X^* + a)^3} - \frac{S^* X^* \alpha^2 \eta m_1 F_{33} - (S^* + a - \phi) m_2 \phi \alpha^2 \left( \lambda (1 + A^*)^2 + \gamma \right) \phi X^* S}{(1 + A^*)^2 (X^* + a)^3}. \]
\[ y_4 = \left( \frac{(S^* + a - \phi)}{(1 + A^*)^2} \sigma + \eta F_{33} \right) F_{22} - \sigma \left( \frac{\gamma S^*}{(1 + A^*)^2} \right) F_{33} + A^* \left( \frac{\gamma S^*}{(1 + A^*)^2} \right) \sigma \lambda F_{11} + \frac{(S^* + a - \phi) (S^* + \gamma)}{(1 + A^*)^2 (X^* + a)^3}. \]

with
\[ F_{11} = \frac{1}{X^* - K} \left( 1 - \frac{2X^*}{K} \right), \]
\[ F_{22} = m_1 \alpha X^* - \lambda A^* - d - \frac{\lambda A^*}{1 + A^*}, \]
\[ F_{33} = m_2 \phi \alpha X^* - d - \lambda \gamma A^* - \frac{\gamma A^*}{1 + A^*}. \]

**Proof.** The Jacobian matrix at the coexistence equilibrium point \( E^* \) is given by
\[
J(E^*) = \begin{bmatrix}
F_{11} & -\alpha X^* & -\frac{\phi \alpha a l^*}{(a + X^*)^2} \\
m_1 \alpha S^* & F_{22} & 0 - \lambda S^* - \frac{\gamma S^*}{(1 + A^*)^2} \\
m_2 \phi \alpha a l^* & \lambda A^* & F_{33} - \lambda S^* - \frac{\gamma S^*}{(1 + A^*)^2} \\
0 & \sigma & -\eta 
\end{bmatrix},
\]
where \( F_{ji}, i = 1, 2, 3, \) are given by [18]. The characteristic equation in \( \rho \) for the Jacobian matrix \( J(E^*) \) is given by
\[
|\rho I - J(E^*)| = \begin{vmatrix}
\rho - F_{11} & \alpha X^* & \frac{\phi \alpha a l^*}{(a + X^*)^2} & 0 \\
-m_1 \alpha S^* & \rho - F_{22} & 0 - \lambda S^* - \frac{\gamma S^*}{(1 + A^*)^2} \\
-m_2 \phi \alpha a l^* & -\lambda A^* & \rho - F_{33} - \lambda S^* - \frac{\gamma S^*}{(1 + A^*)^2} \\
0 & -\sigma & -\eta & \rho + \eta 
\end{vmatrix} = 0,
\]
which gives
\[
\rho^4 + y_1 \rho^3 + y_2 \rho^2 + y_3 \rho + y_4 = 0 \tag{19}
\]
with \( y_i, i = 1, \ldots, 4, \) defined by [17]. Then, noting that \( y_1 > 0, \) it follows from the Routh–Hurwitz criterion that the interior equilibrium \( E^* \) is locally asymptotically stable if [16] hold and unstable otherwise.

Next, we shall find out conditions for which the system enters into Hopf bifurcation around the interior equilibrium \( E^* \). We focus on the pest consumption rate \( \alpha \), which is considered as the most biologically significant parameter.

### 6.1 Hopf-Bifurcation

Let us define the continuously differentiable function \( \Psi : (0, \infty) \to \mathbb{R} \) of \( \alpha \) as follows:
\[
\Psi(\alpha) := y_1(\alpha) y_2(\alpha) y_3(\alpha) - y_3^2(\alpha) - y_4(\alpha)y_1^2(\alpha), \tag{20}
\]
where we look to expressions [17] as functions of \( \alpha \). The conditions for occurrence of a Hopf-bifurcation tell us that the spectrum \( \sigma(\alpha) \) of the characteristic equation should satisfy the following conditions:
(i) there exists $\alpha^* \in (0, \infty)$ at which a pair of complex eigenvalues $\rho(\alpha^*), \bar{\rho}(\alpha^*) \in \sigma(\alpha)$ are such that

$$\Re\rho(\alpha^*) = 0, \quad Im\rho(\alpha^*) = \omega_0 > 0$$

with transversality condition

$$\left. \frac{d\Re[\rho(\alpha)]}{d\alpha} \right|_{\alpha=\alpha^*} \neq 0;$$

(ii) all other elements of $\sigma(\alpha)$ have negative real parts.

We obtain the following result.

**Theorem 7** (Hopf bifurcation around the interior equilibrium with respect to the pest consumption rate $\alpha$). Let $\Psi(\alpha)$ be given as in (20) and let $\alpha^* \in (0, \infty)$ be such that $\Psi(\alpha^*) = 0$. System (13) enters into a Hopf bifurcation around the coexistence equilibrium $E^*$ at $\alpha^*$ if and only if $A(\alpha^*)C(\alpha^*) + B(\alpha^*)D(\alpha^*) \neq 0$, where

$$
\begin{align*}
A(\alpha) &= 4\beta_1^3 - 12\beta_1\beta_2^2 + 3y_1(\beta_1^2 - \beta_2^2) + 2y_2\beta_1 + y_3, \\
B(\alpha) &= 12\beta_1^2\beta_2 + 6y_1\beta_1\beta_2 - 4\beta_2^3 + 2y_2\beta_1, \\
C(\alpha) &= (\beta_1^3 - 3\beta_1\beta_2^2) y_1' + (\beta_1^2 - \beta_2^2) y_2' + y_1 y_3', \\
D(\alpha) &= (3\beta_1^2\beta_2 - \beta_2^3) y_1' + 2\beta_1\beta_2 y_2' + \beta_2 y_3',
\end{align*}
$$

with $\rho_1 = \beta_1 + i\beta_2$ and $\rho_2 = \beta_1 - i\beta_2$ the pair of conjugate complex eigenvalues, solutions of the characteristic equation (19), with $\rho_i(\alpha)$ purely imaginary at $\alpha = \alpha^*, i = 1, 2$, and where the other eigenvalues $\rho_3$ and $\rho_4$, solutions of (19), have negative real parts.

**Proof.** The critical value $\alpha^*$ is obtained from the equation $\Psi(\alpha) = 0$. For $\alpha = \alpha^*$, we have

$$
\Psi(\alpha) = 0 \Rightarrow y_1(\alpha) y_2(\alpha) y_3(\alpha) - y_3^2(\alpha) - y_4(\alpha) y_1^2(\alpha) = 0
$$

$$
\Rightarrow y_1(\alpha) y_2(\alpha) y_3(\alpha) = y_1^2(\alpha) + y_4(\alpha) y_1^2(\alpha) = 0
$$

$$
\Rightarrow y_1 y_2 y_3 = y_3^2 + y_4 y_1^2,
$$

from which we get

$$y_2 = \frac{y_3}{y_1} + \frac{y_4 y_1}{y_3}.$$

Then, the characteristic equation (19) becomes

$$\rho^4 + y_1 \rho^3 + \left(\frac{y_3}{y_1} + \frac{y_4 y_1}{y_3}\right) \rho^2 + y_3 \rho + y_4 = 0 \Rightarrow \rho^2 + \frac{y_1 y_4}{y_3} \rho^2 + \frac{y_3}{y_1} \rho^2 + y_3 \rho + y_4 = 0
$$

$$\Rightarrow \rho^2 \left(\rho^2 + y_1 \rho + \frac{y_1 y_4}{y_3}\right) + \frac{y_3}{y_1} \left(\rho^2 + y_1 \rho + \frac{y_1 y_4}{y_3}\right) = 0,$$

that is,

$$
\left(\rho^2 + \frac{y_3}{y_1}\right) \left(\rho^2 + y_1 \rho + \frac{y_1 y_4}{y_3}\right) = 0.
$$

We suppose equation (22) has four roots $\rho_i, i = 1, 2, 3, 4$, with the pair of purely imaginary roots $\rho_1$ and $\rho_2$ at $\alpha = \alpha^*$; $\rho_1 = \rho_2$. We get

$$\rho_3 + \rho_4 = -\gamma_1,$$

$$\omega_0^2 + \rho_3 \rho_4 = \gamma_2,$$

$$\omega_0^2 (\rho_3 + \rho_4) = -\gamma_3,$$

$$\omega_0^2 \rho_3 \rho_4 = \gamma_4,$$

where $\omega_0 = \text{Im}\rho_2(\alpha^*)$. From these relations, we obtain that $\omega_0^2 = \frac{\gamma_4}{\gamma_1}$. Now, if $\rho_3$ and $\rho_4$ are complex conjugate, then from the first part of (23), it follows that $2 \Re\rho_3 = -\gamma_1$. If they are real roots, then by the first and last parts of (23), $\rho_3 < 0$ and $\rho_4 < 0$. Further, as $\psi(\alpha^*)$ is a continuous function of all its roots, there exists an open interval $\alpha \in (\alpha^* - \epsilon, \alpha^* + \epsilon)$ such that $\rho_1$ and $\rho_2$ are complex conjugate for $\alpha$. Suppose their general forms in this neighborhood are

$$\rho_1(\alpha) = \beta_1(\alpha) + i\beta_2(\alpha),$$

$$\rho_2(\alpha) = \beta_1(\alpha) - i\beta_2(\alpha).$$

Now, we verify the transversality condition

$$\left. \frac{d\Re[\rho_j(\alpha)]}{d\alpha} \right|_{\alpha=\alpha^*} \neq 0, \quad j = 1, 2.$$

Substituting $\rho_j(\alpha) = \beta_1(\alpha) \pm i\beta_2(\alpha)$ into (19), we get the following equation:

$$\left(\beta_1(\alpha) + i\beta_2(\alpha)\right)^4 + y_1 (\beta_1(\alpha) + i\beta_2(\alpha))^3 + y_2 (\beta_1(\alpha) + i\beta_2(\alpha))^2 + y_3 (\beta_1(\alpha) + i\beta_2(\alpha)) + y_4 = 0.$$
Differentiating with respect to $\alpha$, we have

$$
4(\beta_1(\alpha) + i \beta_2(\alpha))^3 (\beta_1'(\alpha) + i \beta_2'(\alpha)) + y_1'(\beta_2(\alpha) + i \beta_2(\alpha))^3 + 3y_1 (\beta_1(\alpha) + i \beta_2(\alpha))^2 (\beta_1'(\alpha) + i \beta_2'(\alpha)) \\
+ y_2'(\beta_1(\alpha) + i \beta_2(\alpha))^2 + 2y_2 (\beta_1(\alpha) + i \beta_2(\alpha))(\beta_1'(\alpha) + i \beta_2'(\alpha)) + y_3'(\beta_1(\alpha) + i \beta_2(\alpha)) + y_3(\beta_1'(\alpha) + i \beta_2'(\alpha)) + y_4' = 0.
$$

that is,

$$
\frac{4 i \beta_1^3 \beta_2' + 12 i \beta_1^2 \beta_2 \beta_1' + 3 i \beta_1^2 \beta_2 y_1' + 3 i \beta_1 \beta_2^2 \beta_2 y_1 - 12 i \beta_1 \beta_2^2 \beta_2 y_2 + 6 i \beta_1 \beta_2^2 \beta_2 y_1}{-4 i \beta_2^3 \beta_2' - i \beta_2^3 \beta_2 y_1' - 3 i \beta_2^3 \beta_2 y_2 - 2 i \beta_1 \beta_2^2 y_2 + 2 i \beta_1 \beta_2^2 y_2 + 2 i \beta_2^3 \beta_2 y_2} \\
+ \frac{4 \beta_2^3 \beta_2 y_1 + 4 \beta_2^3 \beta_2 y_1 - 12 \beta_1^2 \beta_2 y_2 + 3 \beta_1^2 \beta_2 y_1 - 12 \beta_1 \beta_2^2 y_2 - 3 \beta_1 \beta_2^2 y_1 - 6 \beta_1 \beta_2^2 y_1 + 4 \beta_2^3 \beta_2}{-3 \beta_2^2 \beta_1 y_1 + i \beta_2 y_2 + i \beta_2 y_3 + \beta_1 y_2 + 2 \beta_1 \beta_2 y_2 - \beta_2^2 y_2 - 2 \beta_2 \beta_2 y_2 + \beta_1 y_3 + \beta_1 y_3 + y_4' = 0}.
$$

Comparing the real and imaginary parts, we get

$$
(4 \beta_1^3 - 12 \beta_1 \beta_2^2 + 3 y_1 (\beta_1^2 - \beta_2^2) + 2 \beta_1 y_2 + y_3) \beta_2' + (-12 \beta_1 \beta_2 - 6 \beta_1 \beta_2 y_1 + 4 \beta_2^3 - 2 \beta_2 y_2) \beta_2 y_1' + (\beta_1^3 - 3 \beta_1 \beta_2^2) y_1' + (\beta_1^2 - \beta_2^2) y_2' + \beta_1 y_4' + y_4' = 0 \quad (25)
$$

and

$$
(12 \beta_1 \beta_2 + 6 \beta_1 \beta_2 y_1 - 4 \beta_2^3 + 2 \beta_2 y_2) \beta_2' + (4 \beta_2^3 - 12 \beta_1 \beta_2^2 + 3 y_1 (\beta_1^2 - \beta_2^2) + 2 \beta_1 y_2 + y_3) \beta_2 y_1' + (3 \beta_1^2 \beta_2 - \beta_2^3) y_1' + 2 \beta_1 \beta_2 y_2' + \beta_2 y_3' = 0. \quad (26)
$$

Equivalently, we can write (25) and (26) in a compact form, as

$$
A(\alpha) \beta_2'(\alpha) - B(\alpha) \beta_2(\alpha) + C(\alpha) = 0, \quad \beta_2' = \frac{d\Re[\beta_2(\alpha)]}{d\alpha} \bigg|_{\alpha = \alpha^*} = -A(\alpha)^* C(\alpha)^* + B(\alpha)^* D(\alpha)^* \neq 0.
$$

Thus, the transversality conditions hold if and only if $A(\alpha)^* C(\alpha)^* + B(\alpha)^* D(\alpha)^* \neq 0$, in which case a Hopf bifurcation occurs at $\alpha = \alpha^*$.

We have restricted ourselves here to study the Hopf bifurcation around the interior equilibrium point with respect to the pest consumption rate $\alpha$, because it is the most biologically significant parameter. However, by replacing $\alpha$ by other model parameters, such as $\lambda$, $\gamma$ or $\sigma$, one can also study the Hopf bifurcation around the interior equilibrium point with respect to different model parameters.

7 | THE OPTIMAL CONTROL PROBLEM

In this section, we introduce an optimal control problem that consists to minimize the negative effects of chemical pesticides and to minimize the cost of pest management. We extend the model system (1) by incorporating three time-dependent controls: $u_1(t)$, $u_2(t)$ and $u_3(t)$, where the first control $u_1$ is for controlling the use of chemical pesticides, the second control $u_2$ is for bio-pesticides, and the third control $u_3$ is for advertisement. The objective is to reduce the price of announcement for farming awareness via radio, TV, telephony and other social media, while taking into account the price regarding the control measures. Our target is to find optimal functions $u_1^*(t)$, $u_2^*(t)$ and $u_3^*(t)$ using the PMR(23). In agreement, our system (1) is modified into the induced nonlinear dynamic control system given by

$$
\begin{align*}
\frac{dx}{dt} &= rX \left(1 - \frac{x}{k}\right) - \alpha XS - \frac{\phi_0 X}{\delta + X} , \\
\frac{dy}{dt} &= m_1 \alpha XS - u_2 \lambda SA - dS - \frac{\phi_1 X}{\delta + S} , \\
\frac{dz}{dt} &= m_2 \phi_0 X + u_3 \lambda AS - (d + \delta) I - \frac{\phi_2 S}{\delta + X} , \\
\frac{dd}{dt} &= u_3 S + \sigma (S + I) - \eta A .
\end{align*}
$$

with given initial conditions

$$
X(0) = X_0, \quad S(0) = S_0, \quad I(0) = I_0 \quad \text{and} \quad A(0) = A_0.
$$
We need to reduce the number of pests and also the price of pest administration by reducing the cost of pesticides and exploiting the stage of awareness. The objective cost functional for the minimization problem is denoted by $J(u_1, u_2, u_3)$ and defined as follows:

$$
J(u_1(\cdot), u_2(\cdot), u_3(\cdot)) = \int_0^T g(t, \Phi(t), u(t)) dt = \int_0^T \left[ \frac{P_1 u_1^2(t)}{2} + \frac{P_2 u_2^2(t)}{2} + \frac{P_3 u_3^2(t)}{2} + Q S^2(t) - R A^2(t) \right] dt,
$$

where $\Phi(t) = (X(t), S(t), I(t), A(t))$ is the solution to the induced control system $[28] - [29]$, $t \in [0, t_f]$, for the specific control $u(t) = (u_1(t), u_2(t), u_3(t))$; the amounts $P_1$, $P_2$, and $P_3$ are the positive weight constants on the benefit of the cost; and the terms $Q$ and $R$ are the penalty multipliers. We prefer a quadratic cost functional on the controls, as an approximation for the nonlinear function depending on the assumption that the cost takes a nonlinear form, and also to prevent the bang-bang or singular optimal control cases. The control set is defined on $[t_0, t_f]$ subject to the conditions $0 \leq u_i(t) \leq 1$, $i = 1, 2, 3$, where $t_0$ and $t_f$ are the starting and final times of the optimal control problem, respectively. The aim is to find the optimal profile of $u_1(t)$, $u_2(t)$ and $u_3(t)$, denoted by $u_i^*(t)$, $i = 1, 2, 3$, so that the cost functional $J$ has a minimum value, that is,

$$
J(u_1^*, u_2^*, u_3^*) = \min_J (u_1, u_2, u_3) : (u_1, u_2, u_3) \in \mathcal{U})
$$

subject to $[28] - [29]$, where

$$
\mathcal{U} = \{ u = (u_1, u_2, u_3) \in L^1 \mid 0 \leq u_1(t) \leq 1, 0 \leq u_2(t) \leq 1, 0 \leq u_3(t) \leq 1, t \in [0, t_f] \}
$$

is the admissible control set with $L^1$ the class of Lebesgue measurable functions. The PMP is used to find the optimal control triplet $u^* = (u_1^*, u_2^*, u_3^*)$. For that the Hamiltonian function is defined as

$$
\mathcal{H} = \frac{P_1 u_1^2}{2} + \frac{P_2 u_2^2}{2} + \frac{P_3 u_3^2}{2} + Q S^2 - R A^2 + \sum_{i=1}^{4} \lambda_i f_i(X, S, I, A),
$$

where $\lambda_i$, $i = 1, 2, \ldots, 4$, are the adjoint variables and $f_i$, $i = 1, 2, 3, 4$, are the right-hand sides of system $[28]$ at the $i$th state. Before trying to find the solution of the optimal control problem through the PMP, one first needs to prove that the problem has a solution.

### 7.1 Existence of solution

The existence of an optimal control triple can be guaranteed by using well-known results. Since all the state variables involved in the model are continuously differentiable, existence of solution is guaranteed under the following conditions:

- (i) The set of trajectories to system $[28] - [29]$ on the admissible class of controls $[32]$ is non-empty.
- (ii) The set where the controls take values is convex and closed.
- (iii) Each right-hand side of the state system $[28]$ is continuous, is bounded above by a sum of the bounded control and the state, and can be written as a linear function of $u$ with coefficients depending on time and the state variables.
- (iv) The integrand $g(t, \Phi, u)$ of the objective functional $[30]$ is convex with respect to the control variables.
- (v) There exist positive numbers $\ell_1, \ell_2, \ell_3, \ell_4$ and a constant $\ell > 1$ such that

$$
g(t, \Phi, u) \geq -\ell_1 + \ell_2 |u_1|^{\ell} + \ell_3 |u_2|^{\ell} + \ell_4 |u_3|^{\ell}.
$$

We obtain the following existence result.

**Theorem 8.** Consider the optimal control problem defined by: the objective functional $[30]$ on $[32]$, the control system $[28]$ and nonnegative initial conditions $[29]$. Then there exists an optimal control triple $u^* = (u_1^*, u_2^*, u_3^*)$ and corresponding state trajectory $\Phi^* = (X^*, S^*, I^*, A^*)$ such that

$$
J(u_1^*, u_2^*, u_3^*) = \min_J (u_1, u_2, u_3) \text{ subject to } [28] - [29].
$$

**Proof.** The proof is done verifying each of the five items (i)–(v) stated above.

- (i) Since $\mathcal{U}$ is a nonempty set of real valued measurable functions on the finite time interval $0 \leq t \leq t_f$, the system $[28]$ has bounded coefficients and hence any solutions are bounded on $[0, t_f]$ (see Theorem 2). It follows that the corresponding solutions for system $[28] - [29]$ exist.
- (ii) In our case, the set $\Omega$ where the admissible controls take values is $\Omega = \{ u \in \mathbb{R}^3 : ||u|| \leq 1 \}$, which is clearly a convex and closed set.
- (iii) The right-hand sides of equations of system $[28]$ are continuous. All variables $X, S, I, A$ and $u$ are bounded on $[0, t_f]$ and can be written as a linear function of $u_1, u_2$, and $u_3$ with coefficients depending on time and state variables.
(iv) The integrand $g(t, \Phi, u)$ of (30) is quadratic with respect to the control variables, so it is trivially convex.

(v) Finally, it remains to show that there exists a constant $\ell^* > 1$ and positive constants $\ell_1, \ell_2, \ell_3$ and $\ell_4$ such that

$$\frac{P_1 u_1^2}{2} + \frac{P_2 u_2^2}{2} + \frac{P_3 u_3^2}{2} + Q S^2 - R A^2 \geq -\ell_1 + \ell_2 |u_1| + \ell_3 |u_2| + \ell_4 |u_3|.$$

In Section 2, we already showed that the state variables are bounded. Let $\ell_1 = \sup (Q S^2 - R A^2)$, $\ell_2 = P_1$, $\ell_3 = P_2$, $\ell_4 = P_3$ and $\ell = 2$. It follows that

$$\frac{P_1 u_1^2}{2} + \frac{P_2 u_2^2}{2} + \frac{P_3 u_3^2}{2} + Q S^2 - R A^2 \geq -\ell_1 + \ell_2 |u_1| + \ell_3 |u_2| + \ell_4 |u_3|.$$

We conclude that there exists an optimal control triple.$^\Box$

7.2 Characterization of the solution

Since we know that there exists an optimal control triple for minimizing the functional

$$J(u_1, u_2, u_3) = \int_0^T \left( \frac{P_1 u_1^2}{2} + \frac{P_2 u_2^2}{2} + \frac{P_3 u_3^2}{2} + Q S^2 - R A^2 \right) dt$$

subject to the controlled system $^\diamond$ and initial conditions $^\diamond$, we now derive, using the PMP, necessary conditions to characterize and find the optimal control triple.$^\diamond$ The necessary conditions include: the minimality condition, the adjoint system, and the transversality conditions, which come from the PMP.$^\diamond$ Roughly speaking, the PMP reduces the optimal control problem, a dynamic optimization problem, into a static optimization problem that consists of minimizing point-wise the Hamiltonian function $H$. The Hamiltonian associated to our problem is explicitly given by

$$H(t, \Phi, u, \lambda) = \frac{P_1 u_1^2}{2} + \frac{P_2 u_2^2}{2} + \frac{P_3 u_3^2}{2} + Q S^2 - R A^2$$

$$+ \lambda_1 \left( r X \left( 1 - \frac{X}{R} \right) - \alpha X S - \frac{\phi_a X I}{a + X} \right)$$

$$+ \lambda_2 \left( m_1 \alpha X S - u_2 \lambda A S - d S - \frac{u_1 \gamma S A}{1 + A} \right)$$

$$+ \lambda_3 \left( \frac{m_2 \phi_a X I}{a + X} + u_2 \lambda A S - (d + \delta) I - \frac{u_1 \gamma A}{1 + A} \right)$$

$$+ \lambda_4 \left( u_3 \omega + \sigma (S + I) - \eta A \right).$$

The PMP asserts that if the control $u^* = (u_1^*, u_2^*, u_3^*)$ and the corresponding state $\Phi^* = (X^*, S^*, I^*, A^*)$ form an optimal couple, then, necessarily, there exists a non-trivial adjoint vector $\lambda = (\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ satisfying the following Hamiltonian system$^\diamond$

$$\frac{d\Phi}{dt} = \frac{\partial H(t, \Phi, u, \lambda)}{\partial t},$$

$$\frac{d\lambda}{dt} = -\frac{\partial H(t, \Phi, u, \lambda)}{\partial \Phi},$$

subject to initial conditions$^\diamond$ and transversality conditions $\lambda(t_f) = 0$. Moreover, at each point of time $t$, the optimal controls are characterized by

$$u_1^* = 1, \quad \text{if} \quad \frac{\partial H}{\partial u_1} < 0,$$

$$u_1^* = 0, \quad \text{if} \quad \frac{\partial H}{\partial u_1} > 0.$$

Equation (34)

Theorem 9. If the controls $(u_1^*, u_2^*, u_3^*)$ and the corresponding trajectories $(H^*, S^*, I^*, A^*)$ are optimal, then there exist adjoint variables $\lambda_1, \lambda_2, \lambda_3$ and $\lambda_4$ satisfying the system of equations

$$\begin{align*}
\frac{d\lambda_1}{dt} &= \lambda_1 \left( \alpha S + \frac{\phi_a \phi_a X I}{a + X} \right) - \lambda_2 m_1 \alpha S - \lambda_3 \frac{m_2 \phi_a X I}{a + X}, \\
\frac{d\lambda_2}{dt} &= -2 Q S + \lambda_2 \alpha X + \lambda_3 \left( \frac{u_1 \gamma A}{1 + A} + u_2 \lambda A + d - m_1 \alpha X \right) - \lambda_3 u_2 \lambda A - \lambda_4 \sigma, \\
\frac{d\lambda_3}{dt} &= \lambda_1 \frac{\phi_a X I}{a + X} + \lambda_3 \left( \frac{u_1 \gamma A}{1 + A} + d - \frac{m_2 \phi_a X I}{a + X} \right) - \lambda_4 \sigma, \\
\frac{d\lambda_4}{dt} &= -2 R A + \lambda_2 \left( \frac{u_1 \gamma S}{1 + A} + u_2 \lambda S \right) + \lambda_3 \left( \frac{u_1 \gamma A}{1 + A} - u_2 \lambda S \right) + \lambda_4 \eta,
\end{align*}$$

with transversality conditions

$$\lambda_i(t_f) = 0, \quad i = 1, 2, 3, 4.$$
Furthermore, for \( t \in [0, t_f] \), the optimal controls \( u_1^*, u_2^* \) and \( u_3^* \) are characterized by

\[
\begin{align*}
    u_1^*(t) &= \max \left\{ 0, \min \left\{ 1, \frac{\lambda_2(t) S(t) + \lambda_3(t) f(t)}{P_1(1 + A(t))} \right\} \right\}, \\
    u_2^*(t) &= \max \left\{ 0, \min \left\{ 1, \frac{\lambda_2(t) - \lambda_3(t) \lambda A(t) S(t)}{P_2} \right\} \right\}, \\
    u_3^*(t) &= \max \left\{ 0, \min \left\{ 1, -\frac{\lambda_3(t) \omega}{P_3} \right\} \right\}.
\end{align*}
\]

(37)

Proof. The result is a direct consequence of the PMP. \( \square \)

In order to confirm the nature of the Pontryagin extremals given by Theorem\( ^7 \) we check the Hessian matrix of the Hamiltonian \( H \). Because the Hessian matrix of \( H \) with respect to the control variables is given by

\[
\frac{\partial^2 H}{\partial u^2} = \begin{bmatrix}
    \frac{\partial^2 H}{\partial u_1^2} & \frac{\partial^2 H}{\partial u_1 \partial u_2} & \frac{\partial^2 H}{\partial u_1 \partial u_3} \\
    \frac{\partial^2 H}{\partial u_1 \partial u_2} & \frac{\partial^2 H}{\partial u_2^2} & \frac{\partial^2 H}{\partial u_2 \partial u_3} \\
    \frac{\partial^2 H}{\partial u_1 \partial u_3} & \frac{\partial^2 H}{\partial u_2 \partial u_3} & \frac{\partial^2 H}{\partial u_3^2}
\end{bmatrix} = \begin{bmatrix}
    P_1 & 0 & 0 \\
    0 & P_2 & 0 \\
    0 & 0 & P_3
\end{bmatrix},
\]

which is a positive definite matrix as a consequence of the positive weights \( P_1, P_2, P_3 \), the Hamiltonian \( H \) is convex with respect to the control variables and, as a result, the Pontryagin extremals will be minimizers and not maximizers.

7.3 The method to solve the optimal control problem

The optimal controls and the corresponding state functions are found by solving a system of dynamics called the optimality system, and consisting of

(i) the state system \( ^{28} \) together with their initial conditions \( ^{29} \);

(ii) the adjoint system \( ^{35} \);

(iii) the terminal conditions \( ^{36} \);

(iv) and the characterization of the optimal controls \( ^{37} \).

In combination, the method consists to solve the system

\[
\begin{align*}
    \frac{dX}{dt} &= r X \left( 1 - \frac{X}{R} \right) - \alpha XS - \frac{\phi_0 X I}{\delta + X}, \\
    \frac{dS}{dt} &= m_1 \alpha XS - u_2 \lambda AS - dS - \frac{u_1 \gamma A}{1 + A}, \\
    \frac{dI}{dt} &= \frac{m_2 \phi_0 X I}{\delta + X} + u_2 \lambda AS - (d + \delta) I - \frac{u_1 \gamma I}{1 + A}, \\
    \frac{dA}{dt} &= u_3 \omega + \sigma (S + I) - \eta A, \\
    X(0) &= X_0 \geq 0, \quad S(0) = S_0 \geq 0, \quad I(0) = I_0 \geq 0, \quad A(0) = A_0 \geq 0, \\
    \frac{d\lambda_1}{dt} &= \lambda_1 \left( \alpha S + \frac{\phi_0 \alpha I}{\delta + X} - r \left( 1 - \frac{X}{R} \right) \right) - \lambda_2 m_1 \alpha S - \lambda_3 \frac{m_2 \phi_0 I}{\delta + X} - \lambda_4 \sigma, \\
    \frac{d\lambda_2}{dt} &= -2 Q S + \lambda_1 \alpha X + \lambda_2 \left( \frac{u_1 \gamma A}{1 + A} + u_2 \lambda A + d - m_1 \alpha X \right) - \lambda_3 u_2 \lambda A - \lambda_4 \sigma, \\
    \frac{d\lambda_3}{dt} &= \lambda_1 \frac{\phi_0 X}{\delta + X} + \lambda_3 \left( \frac{u_1 \gamma A}{1 + A} + d + \delta - \frac{m_2 \phi_0 X}{\delta + X} \right) - \lambda_4 \sigma, \\
    \frac{d\lambda_4}{dt} &= 2Q A + \lambda_2 \left( \frac{u_1 \gamma S}{1 + A} + u_2 \lambda S \right) + \lambda_3 \left( \frac{u_1 \gamma I}{1 + A} - u_2 \lambda S \right) + \lambda_4 \eta, \\
    \lambda_1(t_f) &= \lambda_2(t_f) = \lambda_3(t_f) = \lambda_4(t_f) = 0.
\end{align*}
\]

(38)

where \( u_1, u_2 \) and \( u_3 \) are given as in \( ^{37} \). It is important to note that the adjoint system \( ^{35} \) is also linear in \( \lambda_i \) for \( i = 1, 2, 3, 4 \) with bounded coefficients. Thus, there exists a positive real number \( M \) such that \( |\lambda_i| \leq M \) on \( t \in [0, t_f] \). Hence, for a sufficiently small time \( t_f \), the solution to the optimality system \( ^{38} \) is unique. The need for a small time interval in order to guarantee uniqueness of solution is due to the opposite time direction/orientations of the optimality system: the state system has initial values while the adjoint system has terminal values. Solving \( ^{38} \) analytically is not possible. Consequently, we use a numerical method to find the approximate optimal solutions \( \phi^* \) and \( u^* \).

In Section\( ^8 \) we solve the optimal control problem numerically and observe the behavior of some solutions as time varies.
8 | NUMERICAL SIMULATIONS

Since the analytical solution of system \(1\) is not practical to analyze, the numerical results play a great role in characterizing the dynamics. Our numerical simulations show how realistic our results are and illustrate well the predicted analytical behavior. We begin by analyzing system \(1\) without controls, then our control system \(28\) subject to the optimal controls, as characterized by the PMP. Our numerical simulations are acquired with a set of parameter values as given in Table 1.

For our numerical experiments of the uncontrolled system, we take \(t_f = 600\) days; while for the numerical simulations of the optimal control problem we fix \(t_f = 60\) days. The values of the weight function are taken as \(P_1 = 0.8, P_2 = 0.5, P_3 = 0.5, Q = 10, R = 10\), and the initial state variables as \(X(0) = 0.2, S(0) = 0.07, I(0) = 0.05, A(0) = 0.5\). In Figures 1 and 2 the time series solution of model system \(1\) are sketched with different values of the parameters \(\alpha\) and \(\gamma\). It is observed that our model variables \(X(t), S(t), I(t)\) and \(A(t)\) become oscillating as the values of the rates \(\text{i.e., } \alpha\) and \(\gamma\) get larger and finally become stable. Also, the steady state value of both pest population (when they exist) are decreased as \(\alpha\) and \(\gamma\) rise. A bifurcation illustration is shown in Figure 3, taking \(\alpha\) as the main parameter.

Critical values depend on many parameters, such as the conversion rates \(m_1\) and \(m_2\), the rate of the awareness program \(\sigma\), the recruitment rate of global awareness \(\omega\), the chemical pesticide control \(u_1\), etc. We examine the impact of optimal control profiles by implementing a Runge–Kutta fourth-order scheme on the optimality system \(38\). The dynamical behavior of the model, in relation to the controls, is presented. The optimal policy is achieved by finding a solution to the state system \(1\) and costate system \(28\). To find the optimal controls and respective states, we use the Runge–Kutta numerical method and the technical computing program MATLAB. As already discussed, one needs to solve four-state equations and four adjoint equations. For that, first we solve system \(28\) with an initial guess for the controls forward in time and then, using the transversality conditions as initial values, the adjoint system \(35\) is solved backwards in time using the current iteration solution of the state system. The controls are updated by using a convex combination of the previous controls and the values from \(37\). The process continues until the solution of the state equations at the present is very close to the previous iteration values. Precisely, in our numerical computations we use Algorithm 1. This algorithm.

### Algorithm 1 Forward-Backward Sweep Method

1. Make an initial guess for \(u\) over the time interval (we took \(u \equiv 0\)).
2. Using the initial condition \(\Phi_1 = \Phi(0)\) and the values for \(u\), solve \(\Phi\) forward in time in compliance with its differential equation in the optimality system (we used RK4).
3. Using the transversality condition \(\lambda_{N+1} = \lambda(t_f)\) and the values for \(u\) and \(\lambda\), solve \(\lambda\) backward in time according to its differential equation in the optimality system (we used RK4).
4. Update \(u\) using the new values for \(\Phi\) and \(\lambda\) into the characterization of the optimal control.
5. Check convergence: if the variables are sufficiently close to the corresponding ones in the previous iteration, then output the current values as solutions; else return to Step 2.

| Parameters | Description | Value       | Source |
|------------|-------------|-------------|--------|
| \(r\)     | Growth rate of crop biomass | 0.05 per day | 17     |
| \(K\)     | Maximum density of crop biomass | 1 m\(^{-2}\) | 1      |
| \(\lambda\) | Aware people activity rate | 0.025 per day | 5      |
| \(d\)     | Natural mortality of pest | 0.01 day\(^{-1}\) | 1      |
| \(m_1\)   | Conversion efficacy of susceptible pests | 0.8 | 5      |
| \(m_2\)   | Conversion efficacy of infected pest | 0.6 | 5      |
| \(\delta\) | Disease related mortality rate | 0.1 per day | 1      |
| \(a\)     | Half saturation constant | 0.2 | 11     |
| \(\alpha\) | Attack rate of pest | 0.025 pest\(^{-1}\) per day | 5      |
| \(\sigma\) | Local rate of increase of awareness | 0.015 per day | 5      |
| \(\gamma\) | The increase of level from global advertisement | 0.025 | 5      |
| \(\eta\)  | Fading of memory of aware people | 0.015 day\(^{-1}\) | 11     |
| \(\omega\) | Rate of global awareness (via TV, radio) | 0.003 day\(^{-1}\) | Assumed |

TABLE 1 Parameter values used in our numerical simulations.
FIGURE 1 Numerical solution of system for different values of the rate $\alpha$ of pest: $\alpha = 0.12$ (blue line), $\alpha = 0.16$ (red line), $\alpha = 0.18$ (black line). Other parameter values as in Table 1.

FIGURE 2 Numerical solution of system for different values of the rate $\gamma$ of pest: $\gamma = 0.01$ (blue line), $\gamma = 0.04$ (red line), $\gamma = 0.07$ (black line). Other parameter values as in Table 1.
FIGURE 3 Bifurcation diagram of the coexisting equilibrium $E^*$ (when exists) of system (1) with respect to the attack rate $\alpha$ of pest. Solid line indicates stable endemic equilibrium.

solves a two point boundary-value problem, with divided boundary conditions at $t_0 = 0$ and $t = t_f$. The numerical solution of the optimal control problem is given in Figure 4 showing the impact of optimal control theory. We apply the control through chemical pesticide effects, bio-pesticides,
and cost of advertisements for a time period of 60 days. In Figure 4, we note that, due to the effort of optimal controls $u_1^*, u_2^*, u_3^*$, crop biomass population obtains its maximum value in 60 days, susceptible pest minimizes and infected pest is also minimized and reduced to 0 in the first 20 days. The population of pest is reduced radically with an influence of the best frameworks of universal awareness (i.e., $u_2^*\gamma$) and chemical pesticides control movement, $u_1^*\gamma$. It is also seen that the susceptible pest population goes to devastation inside the earliest 50 days, due to the effort of the extremal controls, which are shown in Figure 5. Thus, the optimal control policy, by means of chemical pesticides, biological control, and global farming awareness, has a great influence in making the system free of pest and maintaining the stable nature in the remaining time period. Figure 5 shows that optimal chemical pesticides and biological control are needed to control the environmental crop biomass and to minimize the cost of cultivation with optimal awareness through global media.

9 | CONCLUSIONS

In this article, a mathematical model, described by a system of ordinary differential equations, has been developed and analyzed to plan the control of pests in a farming environment. Our model contains four concentrations, specifically, concentration of crop-biomass, density of susceptible pests, infected pests, and population awareness. The model under consideration exhibits four feasible steady state points: the crop-pest free equilibrium point, which is unstable for all parameter values; the pest free equilibrium point; the susceptible pest free equilibrium point, which may exist when the carrying capacity $K$ is greater than the crop biomass $X$; and the interior equilibrium point. Local stability of the positive interior equilibrium point $E^*$ and local Hopf-bifurcation around it have been studied. We have shown how the dynamics changes with the parameter value $\alpha$ (the consumption rate of pest to crops). The dynamical behavior of the system was investigated using stability theory, optimal control theory, and numerical simulations. We assumed that responsive groups take on bio-control, such as the included pest managing, as it is eco-friendly and is fewer injurious to individual health and surroundings. Neighboring awareness movements may be full as comparative to the concentration of susceptible pest available in the crop biomass. We expect that the international issues, disseminated by radio, TV, telephone, internet, etc., enlarge the stage of consciousness. Moreover, we have used optimal control theory to provide the price effective outline of bio-pesticides, chemical pesticide costs and a universal alertness movement. We observed the dynamical behavior of the controlled system and the effects of the three controls. This work can be extended in several ways, for example by introducing time delays in the awareness level of farmers attitude towards observation of fields.
and in becoming aware of their farm after campaigns made. Consideration of the crop population as infected and uninfected cases is also another possible extension to the present paper, in order to enrich the proposed mathematical model for pest control.
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