Crystal structure prediction using age-fitness multi-objective genetic algorithm and coordination number constraints
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Crystal structure prediction (CSP) has emerged as one of the most important approaches for discovering new materials. CSP algorithms based on evolutionary algorithms and particle swarm optimization have discovered a great number of new materials. However, these algorithms based on ab initio calculation of free energy are inefficient. Moreover, they have severe limitations in terms of scalability. We recently proposed a promising crystal structure prediction method based on atomic contact maps, using global optimization algorithms to search for the Wyckoff positions by maximizing the match between the contact map of the predicted structure and the contact map of the true crystal structure. However, our previous contact map based CSP algorithms have two major limitations: (1) the loss of search capability due to getting trapped in local optima; (2) it only uses the connection of atoms in the unit cell to predict the crystal structure, ignoring the chemical environment outside the unit cell, which may lead to unreasonable coordination environments. Herein we propose a novel multi-objective genetic algorithms for contact map-based crystal structure prediction by optimizing three objectives, including contact map match accuracy, the individual age, and the coordination number match. Furthermore, we assign the age values to all the individuals of the GA and try to minimize the age aiming to avoid the premature convergence problem. Our experimental results show that compared to our previous CMCrystal algorithm, our multi-objective crystal structure prediction algorithm (CMCrystalMOO) can reconstruct the crystal structure with higher quality and alleviate the problem of premature convergence.

I. Introduction

The discovery and development of new materials are fundamental to the progress of technology. There are several promising approaches for exploring new materials including crystal structure predictions [1–3], generative machine learning models [4–8], inverse materials design [9], and first-principles calculation based structural tinkering. Materials Genome Initiative attempts to use data-driven methods [10–12] to help discover new material science research paradigms and accelerate the design and exploration of new materials. Since the structure of a material determines its many physical and chemical properties, crystal structure prediction is thus an important process for finding new materials. Global optimization and data mining are currently the two main crystal structure prediction methods [13]. Data mining methods usually have higher requirements for crystal structure data and faster speed. However, because some data may not be complete and effective, it is easy to make mistakes. Evolutionary algorithms instead have become an important method for predicting crystal structures due to their excellent global optimization performance [14]. The crystal structure prediction algorithms based on an evolutionary algorithm and particle swarm optimization have discovered many new materials [15–17]. However, these global optimization algorithms are usually based on ab initio calculations of free energies, which rely on expensive DFT calculations. This makes them inefficient and has many limitations in terms of scalability [18–21].

Compared to the vast chemical space of crystal materials, the known crystal structures (200,000) as deposited in the ICSD and Materials Project database are quite limited. Recently, we proposed a generative machine
learning model CubicGAN [22] for automated generation of cubic crystal structures, allowing us to discover hundreds of new prototype cubic materials. However, that approach is currently only limited to generate cubic structures with special coordinates. Another strategy to generate hypothetical crystal structures is to first generate the compositions, using our composition generative machine learning model (MatGAN) [9], which can generate hypothetical crystal material compositions by learning implicit chemical composition rules. Our model can be used to generate millions of new hypothetical materials compositions, with the potential to significantly expand the chemical design space for inorganic material design and large-scale computational screening [2, 24]. It is of great significance to analyze their physical and chemical properties, which depend on the availability of their structures. However, predicting the crystal structure of the given chemical composition is a major difficulty that has merits decades of research [21]. We previously proposed a contact map-based crystal structure prediction method AlphaCrystal [24], which predicts the contact map [29], space group, and lattice constants of the material through deep learning methods, and then uses global optimization algorithms such as GA and PSO to maximize the match between the contact map of the predicted structure and the predicted contact map by searching for the Wyckoff positions. Our experiments proved that the geometric constraints [20, 28] in the crystal structure help the crystal structure reconstruction. Compared with the crystal structure prediction method based on global free energy optimization [15, 29], our method uses a large number of hidden geometric constraints, composition, and atomic configuration rules in known crystal structures, thus improving the sampling efficiency, which makes it suitable for large-scale crystal structure prediction. However, our previous crystal structure prediction method based on contact maps still has two major limitations in terms of its search capability. First, it only used the connections of atoms in the unit cell to predict the crystal structure, ignoring the chemical environment outside the unit cell, which may form an unreasonable coordination environment. As a result, some predicted crystal structures are very different from the target structures. Here we take the approach of physics informed machine learning, which incorporates physical principles into machine learning (ML) models [7, 8, 30]. We find that the polyhedral formed by cations and nearby anions can serve as an important optimization target to the machine learning framework of crystal materials [31]. Therefore, we added the coordination number of the cation as an additional optimization objective to the previous contact map-based CSP algorithm, the CMCrystal.

In addition, during our usage of the crystal structure prediction method based on evolutionary algorithms such as CALYPSO [32], and CrySPY [33], we find both algorithms are easy to converge prematurely and fall into local optima. However, studies have shown that dividing the evolving population into different age groups can significantly improve the ability to obtain globally optimal solutions and avoid falling into local optimal solutions [34, 35]. Therefore, in order to improve the performance of the evolutionary algorithm to reconstruct the crystal structure, we take ages of the individuals as an explicit optimization target in addition to the contact map match and the coordination number accuracy, leading to a multi-objective GA for CSP, the CMCrystalMOO algorithm [36]. This method evolves a population of non-dominated candidate solutions in the Pareto front considering the time (age) of the individuals in the population and their performance (fitness regarding contact map and coordination number prediction accuracy). In the end, we constituted a multi-objective genetic algorithm with contact map, coordination number of the cation and ages of the individuals for crystal structure prediction.

Our contributions can be summarized as follows:

- Compared to our previous contact map-based crystal structure prediction algorithm CMCrystal, we propose an additional optimization target, the coordination number of the cation, to comprehensively consider the chemical environment inside and outside the unit cell. The connection of atoms in the unit cell and the coordination number of the cation outside the unit cell need to be optimized. The reconstructed crystal structures tend to resemble the real crystal structure with this additional physics-informed optimization target.

- To address the common premature convergence issue of evolutionary algorithms in challenging optimization tasks, we introduced the ages of the individuals as one additional optimization objective in our optimization algorithm, which naturally leads to a multiobjective GA that takes the contact map accuracy, and the coordination number accuracy of the cation, and the age as the optimization objectives, which alleviates the problem of the genetic algorithm falling into local optima, and improves the global search ability of the genetic algorithm.

- We evaluated our multi-objective genetic algorithm CMCrystalMOO on a set of crystal structures with extensive experiments to prove the effectiveness of our algorithm for reconstructing the structures from the contact map and coordination number of the cation.

II. Methods

A. Coordination number as optimization target for atomic coordinate reconstruction

In a crystal structure, the coordination number of a central atom or ion is the number of atoms or ions directly adjacent to it. It forms a coordination polyhedron when the neighboring atoms/ions are connected to a central
atom/ion. In many cases, the radius ratio of the atom pair determines the coordination number of the cation in ionic crystals. The contact map records the connection relationship between all atoms in the unit cell and captures the interaction between atoms.

Figure 1 shows the crystal structure of $V_4S_4$ with 20 atoms, 24 bonds, 4 polyhedra. There are 8 of 20 atoms in the unit cell, while the remaining atoms are the equivalent atoms of the S atoms in the neighbor unit cells due to the structure periodicity. Our previous contact map-based crystal structure prediction method only considers the connections of the 8 atoms within the unit cell, ignoring the coordination environment outside the unit cell, as shown in Figure 1b. So, we added the optimization goal of the coordination number of the cation to the previous method of crystal structure prediction based on contact map.

B. Age-fitness based multi-objective genetic algorithm for crystal structure prediction

In our previous work [4], the crystal structure prediction problem can be mapped to two related problems: 1) prediction of the contact map of atoms; 2) the atomic coordinate reconstruction from the contact map using global optimization algorithms. We have applied both genetic algorithms and differential evolution algorithms [37] for the coordinate reconstruction. However, we find that in both algorithms, the evolving population can easily get trapped in local optima due to the premature convergence, when the diversity of the population decreases dramatically after a few generations, which leads to the loss of search capability. It is thus important to introduce prevention techniques to avoid or ameliorate the premature convergence issue.

There are several techniques that address the premature convergence issue, including the well known fitness sharing or niching techniques [38], which aims to maintain population diversity. Additional research [34] shows that a pipeline of new genetic materials is needed to maintain sustainable evolutionary search. Based on this idea, hierarchical fair competition algorithms [34], age-layered population search algorithm, multi-objective evolutionary algorithms [36] have been proposed which have demonstrated much stronger evolutionary search capability for challenging global optimization problems. Here we choose the age-fitness multi-objective EA framework (AFMOEA) for building a more powerful genetic algorithm for atomic coordinate reconstruction from contact map and the coordination number of the cation. By optimizing the fitness function and minimizing the ages of the individuals, the age-fitness multi-objective algorithm implicitly maintains the population diversity and a genetic pipeline for sustainable evolutionary search.

Here we propose a multi-objective crystal structure prediction algorithm based on contact map, coordination number of the cation and ages of individuals as shown in Figure 2. First, we use the PyXtal library [39] to generate 50 random crystal structures based on the given formula and the space group. We then select five suitable random crystal structures, and use the multi-objective crystal structure prediction algorithm to search the Wyckoff positions coordinates by approximating the target contact map, the coordination number of the cation and minimizing the ages of individuals. The goal is to make the contact map of the optimized structure and the coordination number of the cation match as much as possible with the contact map of the real structure and the coordination number of the cation. We use the contact map accuracy, the coordination number error of the cation, the root mean square distance (RMSD) and the mean absolute error (MAE) between the predicted Wyckoff positions of the crystal structure and the Wyckoff positions of the target structure to evaluate the reconstructed crystal structure.

C. 3D crystal structure reconstruction algorithm

We use NSGA-II: Non-dominated Sorting Genetic Algorithm in the pymoo framework [40] to search for the Wyckoff positions guided by the contact map, the coordination number of the cations and the ages of the individuals to realize the prediction of the crystal structure. Compared with traditional genetic algorithms, NSGA-II has improved mating and survival selection. In NSGA-II, first, individuals are selected frontwise. Because not all individuals are allowed to survive, individuals on the front lines need to be divided and only representative individuals will be selected for next generation. In this split front, the candidate solutions are selected based on the crowding distance (the Manhattan Distance in the target space). In addition, NSGA-II uses binary tournament mating selection. Each individual first compares the rank and then the crowded distance.

In order to alleviate the premature convergence issue of NSGA-II, we added an additional optimization objective, the ages of individuals. The specific process is as follows: the age of an individual is based on generations. All randomly initialized individuals start with a age of one. Since then, the age of the individual will increase by one for each surviving generation. In the process of crossover and mutation, age is inherited as the maximum age of parents. In addition, we added 5% of random individuals to the population of next generation to ensure the diversity of the population. The population of candidate solutions can be mapped to the two-dimensional plane of age and fitness. The goal of the multi-objective optimization is to find the non-dominated Pareto frontier of a given problem domain. Here, our target is to identify candidate structures with the smallest age and the greatest fitness, which leads to selection pressure to let old medioc...
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FIG. 1: Different views of the crystal structure of V$_4$S$_4$

FIG. 2: Prediction framework of multi-objective genetic algorithm.

As shown in Figure 3, at the beginning, the performance of the multi-objective genetic algorithm with age and without age is close. With the increase of generation, the performance of multi-objective genetic algorithm with age is higher than the one without age, and there will be a gradual improvement in performance later. Experimental results show that our multi-objective genetic algorithm with age can effectively alleviate the premature convergence problem and improve the algorithm’s global search ability. For all the NSGA-II based experiments, we set the population size to 100, the number of generations to 1000 and the crossover probability to 0.9.

D. Evaluation metrics

If the distance between the two atoms in the unit cell is within the range of [Min.length, Max.length], it means there is a bond between them and the corresponding contact map position is set to 1, else it is set to 0. The contact map fitness function of the NSGA-II is as follows:

$$\text{fitness}_{\text{opt}} = \frac{2|A \cap B|}{|A| + |B|} \approx \frac{2 \times A \bullet B}{\text{Sum}(A) + \text{Sum}(B)} \quad (1)$$
where $A$ is the predicted contact map and $B$ is the target contact map, both only contain 1/0 entries. $A \cap B$ represents the common elements between $A$ and $B$, $|g|$ denotes the number of elements in a contact map, Sum($g$) denotes the sum of all contact map elements.

In our problem, the coordination number of the cation is the coordination number in the unit cell and outside the unit cell of the cation. Since the contact map has recorded the atomic connection in the unit cell, it is equivalent to include the coordination number in the unit cell of the cation. Therefore, we focus on analyzing the coordination number outside the unit cell of the cation. The coordination number error of the cation (to be precise, the coordination number outside the unit cell error of the cation) is defined as follows,

$$\text{coordi-number-error-of-cation} = \text{Sum}(|A - B|) \tag{2}$$

Where $A$ is the predicted coordination number outside the unit cell of all cations, and $B$ is the actual coordination number outside the unit cell of all cations. The value of $A$ can be calculated as follows: in the process of searching Wyckoff positions in the optimization algorithm, first find out the equivalent positions outside the unit cell of the cation through symmetric operations, and then determine the cation and the anion outside the unit cell according to the atomic distance threshold in the Vesta software whether to pair or not.

To evaluate the reconstruction performance of NSGA-II, we use the contact map accuracy and coordination number error of the cation as evaluation criteria. Moreover, we define the root mean square distance (RMSD) and mean absolute error (MAE) of two structures as below:

$$\text{RMSD} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} ||v_i - w_i||^2}$$

$$= \frac{1}{n} \sum_{i=1}^{n} (v_{ix} - w_{ix})^2 + (v_{iy} - w_{iy})^2 + (v_{iz} - w_{iz})^2 \tag{3}$$

$$\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} ||v_i - w_i||$$

$$= \frac{1}{n} \sum_{i=1}^{n} (||v_{ix} - w_{ix}|| + ||v_{iy} - w_{iy}|| + ||v_{iz} - w_{iz}||) \tag{4}$$

where $n$ is the number of Wyckoff positions in the real crystal structure. $v_i$ and $w_i$ are the corresponding atoms in the predicted crystal structure and the real crystal structure.

III. Experimental Results

A. Generating and screening random crystal structures with a given symmetry

PyXtal is a Python software package that can generate random structures for a given symmetry and stoichiometry and do structural optimization [22]. To predict the crystal structure from multi-objective genetic algorithm, we need a seed structure as starting point to optimize. Here we use PyXtal [39] to generate candidate template structures.

We use the following guidelines to select five suitable random crystal structures from the generated 50 random crystal structures as the template for Wyckoff atomic coordinate optimization:

- The number of Wyckoff positions is the least (that is, the multiplicity of each Wyckoff position is as large as possible)
- The multiplicity of the Wyckoff positions of each kind of atom is arranged in descending order
- The random crystal structures with the top 5 contact map accuracy are selected from the random structures that meet the above two conditions

The Wyckoff position combination of the random crystal structures screened by this method is likely to be consistent with the Wyckoff position combination of the true crystal structure.

In our algorithm, after successfully screening 5 crystal structures, we will try to search the Wyckoff positions to maximize the match of its contact map and the coordination number of the cation with the target contact map and the coordination number of the cation.

B. Prediction results of crystal structure based on multi-objective genetic algorithm

We selected a set of materials from the Materials Project database as test cases, and the space group numbers are between 9 and 176, as shown in Table I. For the NSGA-II algorithm, when optimizing the Wyckoff positions represented as fractional coordinates, we set the range of the variables to $[0, 1]$. For all the NSGA-II optimizations, the running time ranges from 600 seconds to 3000 seconds, depending on the complexity of the crystal structures. In order to verify the performance of our multi-objective genetic algorithm, we compare the multi-objective genetic algorithm with our previously proposed contact map based CSP algorithm, CMCrystal. The experimental results are shown in Table II.

As shown in Table II in the middle Multi-objective genetic algorithm columns, we show the crystal structure reconstruction performance of our multi-objective genetic algorithm. For all the test targets, the contact map
Accordingly, the coordination number errors of the cation which significantly demonstrates the effectiveness of multi-objective genetic algorithm. The all other remaining targets, the coordination number errors reduction of the cation are between 0 and 4, 3, 2, 1 reduction respectively, compared to CMCrystal’s experimental results, we find that for five targets(V\textsubscript{4}S\textsubscript{4}, Ni\textsubscript{8}O\textsubscript{12}, Cu\textsubscript{4}As\textsubscript{4}S\textsubscript{4} and Li\textsubscript{4}Fe\textsubscript{2}F\textsubscript{16}), the contact map accuracy predicted by the multi-objective genetic algorithm is higher than CMCrystal, others are equal to CMCrystal. This illustrates the excellent performance of our multi-objective genetic algorithm. Additionally, we find that for five targets(V\textsubscript{4}S\textsubscript{4}, Pd\textsubscript{4}I\textsubscript{8}, Cu\textsubscript{4}As\textsubscript{4}S\textsubscript{4} and Li\textsubscript{4}Fe\textsubscript{2}F\textsubscript{16}), we have decreased their coordination number errors of the cation to 0 with 0, 4, 3, 2, 12 reduction respectively, which significantly demonstrates the effectiveness of multi-objective genetic algorithm for crystal structure prediction. The all other remaining targets, the coordination number errors reduction of the cation are between 0 and 4. Moreover, except for the target materials V\textsubscript{6}S\textsubscript{8} and Ni\textsubscript{8}O\textsubscript{12}, the Wyckoff positions coordinates RMSD of other materials predicted by the multi-objective genetic algorithm is less than CMCrystal. In terms of MAE, except for the target materials V\textsubscript{6}S\textsubscript{8}, Ni\textsubscript{8}O\textsubscript{12} and Li\textsubscript{4}Fe\textsubscript{2}F\textsubscript{16}, the Wyckoff positions coordinates RMSD of other materials predicted by the multi-objective genetic algorithm is less than CMCrystal.

Figure 4 shows three sets of predicted and target crystal structures of Pd\textsubscript{4}I\textsubscript{8}, V\textsubscript{4}S\textsubscript{4}, and Cu\textsubscript{4}As\textsubscript{4}S\textsubscript{4}, the contact map accuracy all reach 100%, the coordination number errors of the cation are all 0 and the predicted structures are very close to the target structures.

Additionally, we relaxed the predicted structures using DFT based on the Vienna ab initio simulation package (VASP) [43,44]. The plane-wave cutoff energy of 400 eV was considered with the projected augmented wave (PAW) pseudopotentials [47,48]. The generalized gradient approximation (GGA)-based exchange-correlation functional was employed by using the Perdew-Burke-Ernzerhof (PBE) method [49,50]. The energy convergence criterion was 10\textsuperscript{-5} eV, while the force convergence criterion was 10\textsuperscript{-2} eV/Å. The Γ-centered Monkhorst-Pack k-meshes was used for the Brillouin zone integration.

After the DFT optimization, the formation energies

### TABLE I: Target crystal structures

| target       | mp_id    | space group | no.of WPs | coordination number of cations |
|--------------|----------|-------------|-----------|-------------------------------|
| V\textsubscript{4}S\textsubscript{4} | mp-1868  | 62          | 2         | 8                             |
| Zn\textsubscript{4}O\textsubscript{4} | mp-1093993 | 136         | 2         | 8                             |
| Pd\textsubscript{4}I\textsubscript{8} | mp-27747 | 14          | 3         | 12                            |
| V\textsubscript{6}S\textsubscript{8} | mp-799   | 176         | 3         | 14                            |
| Ni\textsubscript{8}O\textsubscript{12} | mp-1220143 | 9            | 5         | 20                            |
| As\textsubscript{8}O\textsubscript{12} | mp-1189365 | 86          | 3         | 20                            |
| Ce\textsubscript{2}As\textsubscript{2}O\textsubscript{6} | mp-1078398 | 11          | 4         | 10                            |
| Cu\textsubscript{4}As\textsubscript{4}S\textsubscript{4} | mp-5305  | 62          | 3         | 12                            |
| V\textsubscript{4}Si\textsubscript{4}N\textsubscript{8} | mp-1246004 | 33          | 4         | 16                            |
| Li\textsubscript{4}Fe\textsubscript{2}F\textsubscript{16} | mp-777678 | 14          | 6         | 24                            |

### TABLE II: Prediction performance comparison CMCrystal and Multi-objective genetic algorithm

| target       | CMCrystal | Multi-objective GA (CMCrystal MOO) |
|--------------|-----------|-----------------------------------|
|              | contact map accuracy | RMSD | MAE | contact map accuracy | RMSD | MAE | Coordination error reduction |
| V\textsubscript{4}S\textsubscript{4} | 1.0 | 0.243 | 0.167 | 1.0 | 0 | 0.222 | 0.153 | 0 |
| Zn\textsubscript{4}O\textsubscript{4} | 0.889 | 4 | 0.210 | 0.163 | 0.889 | 2 | 0.186 | 0.123 | 2 |
| Pd\textsubscript{4}I\textsubscript{8} | 1.0 | 4 | 0.185 | 0.162 | 1.0 | 0 | 0.136 | 0.110 | 4 |
| V\textsubscript{6}S\textsubscript{8} | 0.865 | 2 | 0.255 | 0.148 | 0.865 | 2 | 0.331 | 0.229 | 0 |
| Ni\textsubscript{8}O\textsubscript{12} | 0.933 | 5 | 0.167 | 0.126 | 1.0 | 1 | 0.209 | 0.161 | 4 |
| As\textsubscript{8}O\textsubscript{12} | 0.8 | 3 | 0.216 | 0.169 | 0.88 | 0 | 0.212 | 0.159 | 3 |
| Ce\textsubscript{2}As\textsubscript{2}O\textsubscript{6} | 0.833 | 3 | 0.298 | 0.216 | 0.9 | 2 | 0.227 | 0.184 | 1 |
| Cu\textsubscript{4}As\textsubscript{4}S\textsubscript{4} | 0.909 | 2 | 0.221 | 0.148 | 1.0 | 0 | 0.208 | 0.142 | 2 |
| V\textsubscript{4}Si\textsubscript{4}N\textsubscript{8} | 1.0 | 6 | 0.318 | 0.275 | 1.0 | 3 | 0.060 | 0.050 | 3 |
| Li\textsubscript{4}Fe\textsubscript{2}F\textsubscript{16} | 0.917 | 12 | 0.285 | 0.227 | 0.957 | 0 | 0.268 | 0.233 | 12 |
of predicted structures Pd$_4$I$_8$, V$_4$S$_4$ and Cu$_4$As$_4$S$_4$ are -0.018 eV, -0.885 eV, and -0.092 eV respectively.

IV. Discussion

Compared to our previous contact map based crystal structure prediction algorithm CMCrystal, our multi-objective genetic algorithm CMCrystalMOO takes the contact map, the coordination number of the cations and ages of individuals as the optimization targets, searches for Wyckoff positions, and achieves successful predictions of a set of crystals with high contact map accuracy, low coordination error and low RMSD and MAE errors between the predicted Wyckoff positions and the true Wyckoff positions. However, our evaluations on a large set of target structures show that our algorithm still faces difficulties in addition to the coordination numbers, other physical patterns such as the polyhedron motif and angle distributions can also be utilized in future work following the physics-informed machine learning paradigm.

In current experiments, we used the true contact maps, coordination numbers of the cations, space groups and others of the real crystal structures in our crystal structure reconstruction procedure. However, in real situations, the contact map, coordination number of the cation, space group and others are all predicted for a given composition or material formula, which themselves may contain some errors. This may affect the performance of our structure reconstruction algorithm. There are many factors that
determine the coordination number of cations, such as the number of period, electric charge, and etc. In many cases, the radius ratio plays an important role. At present, the space group and lattice constants of crystal structures can be predicted, and the contact map of a given composition can also be predicted by the deep learning method. With the development of machine learning algorithms, we expect that the various inputs required by our multi-objective genetic algorithm for crystal structure reconstruction can be predicted with high precision, so as to allow our CMCrystalMOO achieves high-quality crystal structure prediction with only a given composition.

V. Conclusion

Improving the scalability of crystal structure prediction algorithms remains one of the major unsolved problems to make these methods applicable to more complex structures such as ternary materials. We previously proposed CMCrystal, a contact map based crystal structure prediction method, which uses global optimization algorithms such as GA and PSO to search for the Wyckoff positions by maximizing the match between the contact map of the candidate structure and the contact map of the true crystal structure. Our results proved that the geometric constraints in the crystal structure greatly facilitate the reconstruction of the crystal structure. However, our CMCrystal algorithm only uses the connections of the atoms in the unit cell to predict the crystal structure, ignoring the chemical environment outside the unit cell, which may form unreasonable coordination environments. To address this issue and the premature convergence/local optima issue of genetic algorithm, we propose a multi-objective genetic algorithm for contact map base crystal structure reconstruction. We added the optimization goal of the coordination numbers of the cations to CMCrystal algorithm. In order to improve the performance of the optimization process of GA, we take the ages of the individuals in the genetic algorithm as an explicit optimization target. Together, we built a multi-objective crystal structure prediction algorithm based on contact map, coordination number of the cation and ages of the individuals.

We use the contact map accuracy, the coordination number error of the cations, the root mean square distance (RMSD) and the mean absolute error (MAE) between the predicted Wyckoff positions of the crystal structure and those of the real structure to evaluate the quality of the reconstructed crystal structures by our CMCrystalMOO algorithm. Experimental results show that compared to CMCrystal, our multi-objective crystal structure prediction algorithm can reconstruct the crystal structure with higher quality and can alleviate the problem of premature convergence.

VI. Availability of data

The data that support the findings of this study are openly available in Materials Project database at http://www.materialsproject.org

VII. Contribution

Conceptualization, J.H.; methodology, J.H., W.Y.; software, W.Y., J.H.; validation, W.Y., E.S., J.H.; investigation, J.H., W.Y. E.S.; resources, J.H.; data curation, J.H., and W.Y.; writing–original draft preparation, W.Y. and J.H.; writing–review and editing, J.H., W.Y., E.S.; visualization, W.Y.; supervision, J.H.; funding acquisition, J.H.

Acknowledgments

Research reported in this work was supported in part by NSF under grants 1940099 and 1905775. The views, perspective, and content do not necessarily represent the official views of NSF.

[1] C. W. Glass, A. R. Oganov, and N. Hansen, UspeX—evolutionary crystal structure prediction, Computer physics communications 175, 713 (2006).
[2] A. G. Kvashnin, Z. Allahyari, and A. R. Oganov, Computational discovery of hard and superhard materials, Journal of Applied Physics 126, 040901 (2019).
[3] K. Ryan, J. Lengyel, and M. Shatruk, Crystal structure prediction via deep learning, Journal of the American Chemical Society 140, 10158 (2018).
[4] J. Hu, W. Yang, R. Dong, Y. Li, X. Li, S. Li, and E. M. Siriwandane, Contact map based crystal structure prediction using global optimization, CrystEngComm 23, 1765 (2021).
[5] B. Kim, S. Lee, and J. Kim, Inverse design of porous materials using artificial neural networks, Science advances 6, eaaz9324 (2020).
[6] Y. Dan, Y. Zhao, X. Li, S. Li, M. Hu, and J. Hu, Generative adversarial networks (gan) based efficient sampling of chemical composition space for inverse design of inorganic materials, npj Computational Materials 6, 1 (2020).
[7] J. Bradshaw, B. Paige, M. J. Kusner, M. Segler, and J. M. Hernández-Lobato, A model to search for synthesizable molecules, in Advances in Neural Information Processing Systems (2019) pp. 7937–7949.
[8] Z. Ren, J. Noh, S. Tian, F. Oviedo, G. Xing, Q. Liang, A. Aberle, Y. Liu, Q. Li, S. Jayavelu, et al., Inverse design of crystals using generalized invertible crystallographic
representation, arXiv preprint arXiv:2005.07609 (2020).

[9] A. Zunger, Inverse design in search of materials with target functionalities, Nature Reviews Chemistry 2, 1 (2018).

[10] F. Curtis, X. Li, T. Rose, A. Vazquez-Mayagoitia, S. Bhattacharya, L. M. Ghiringhelli, and N. Marom, Gator: a first-principles genetic algorithm for molecular crystal structure prediction, Journal of chemical theory and computation 14, 2246 (2018).

[11] S. M. Woodley and R. Catlow, Crystal structure prediction from first principles, Nature materials 7, 937 (2008).

[12] J. Maddox, Crystals from first principles, Nature 335, 201 (1988).

[13] R. Gómez-Bombarelli, J. N. Wei, D. Duvenaud, J. M. Hoffmann, L. Maestrati, Y. Sawada, J. Tang, J. M. Sellier, and Y. Bengio, Data-driven approach to encoding and decoding 3-d crystal structures, arXiv preprint arXiv:1909.00949 (2019).

[14] K. M. Jablonka, D. Ongari, S. M. Moosavi, and B. Smit, Big-data science in porous materials: Materials genomics and machine learning, Chemical Reviews (2020).

[15] J. Hoffmann, L. Maestrati, Y. Sawada, J. Tang, J. M. Sellier, and Y. Bengio, Data-driven approach to encoding and decoding 3-d crystal structures, arXiv preprint arXiv:1909.00949 (2019).

[16] B. Peba, D. Vabc, and D. Aroab, Topology-based crystal structure generator - sciendirect, Computer Physics Communications 236, 1 (2019).

[17] P. Avery, C. Toher, S. Curtarolo, and E. Zurek, Xtalopt version r12: An open-source evolutionary algorithm for crystal structure prediction., Comput. Phys. Commun. 237, 274 (2019).

[18] A. R. Oganov, A. O. Lyakhov, and M. Valle, How evolutionary crystal structure prediction works and why, Accounts of chemical research 44, 227 (2011).

[19] Y. Wang, J. Lv, Q. Li, H. Wang, and Y. Ma, Calypso method for structure prediction and its applications to materials discovery, Handbook of Materials Modeling: Applications: Current and Emerging Materials , 2729 (2020).

[20] L. Zhang, Y. Wang, J. Lv, and Y. Ma, Materials discovery at high pressures, Nature Reviews Materials 2, 1 (2017).

[21] A. R. Oganov, C. J. Pickard, Q. Zhu, and R. J. Needs, Structure prediction drives materials discovery, Nature Reviews Materials 4, 331 (2019).

[22] Y. Zhao, M. Al-Fahdi, M. Hu, E. Sirivardane, Y. Song, A. Nasiri, and J. Hu, High-throughput discovery of novel cubic crystal materials using deep generative neural networks, arXiv preprint arXiv:2102.01880 (2021).

[23] J. He, Z. Yao, V. I. Hegde, S. S. Naghavi, J. Shen, K. M. Bushick, and C. Wolverton, Computational discovery of stable heteroanionic oxychalcogenides abxo (a, b= metals; x= s, se, and te) and their potential applications, Chemistry of Materials 32, 8229 (2020).

[24] J. Hu, Y. Zhao, W. Yang, Y. Song, E. Sirivardane, Y. Li, and R. Dong, Alphacrystal: Contact map based crystal structure prediction using deep learning, arXiv preprint arXiv:2102.01620 (2021).

[25] J. Hu, W. Yang, R. Dong, Y. Li, X. Li, S. Li, and E. Sirivardane, Contact map based crystal structure prediction using global optimization, CrystEngComm.

[26] G.-W. Wei, Protein structure prediction beyond alphafold, Nature Machine Intelligence 1, 336 (2019).

[27] Z. Zhu, P. Wu, S. Wu, L. Xu, Y. Xu, X. Zhao, C.-Z. Wang, and K.-M. Ho, An efficient scheme for crystal structure prediction based on structural motifs, The Journal of Physical Chemistry C 121, 11891 (2017).

[28] B. Kuhlman and P. Bradley, Advances in protein structure prediction and design, Nature Reviews Molecular Cell Biology 20, 681 (2019).

[29] A. O. Lyakhov, A. R. Oganov, H. T. Stokes, and Q. Zhu, New developments in evolutionary structure prediction algorithm uspeX, Computer Physics Communications 184, 1172 (2013).

[30] J. Noh, J. Kim, H. S. Stein, B. Sanchez-Lengeling, J. M. Gregoire, A. Aspuru-Guzik, and Y. Jung, Inverse design of solid-state materials via a continuous representation, Matter 1, 1370 (2019).

[31] H. R. Banjade, S. Hauri, S. Zhang, F. Ricci, W. Gong, G. Hautier, S. Vucetic, and Q. Yan, Structure motif-centric learning framework for inorganic crystalline systems, Science Advances 7, eabf1754 (2021) arXiv:2007.04145 [cond-mat.mtrl-sci].

[32] Y. Wang, J. Lv, L. Zhi, S. Lu, K. Yin, Q. Li, H. Wang, L. Zang, and Y. Ma, Materials discovery via calypso methodology, Journal of Physics: Condensed Matter 27, 203203 (2015).

[33] T. Yamashita, N. Sato, H. Kino, T. Miyake, K. Tsuda, and T. Oguchi, Crystal structure prediction accelerated by bayesian optimization, Physical Review Materials 2, 013803 (2018).

[34] J. Hu, E. Goodman, K. Seo, Z. Fan, and R. Rosenberg, The hierarchical fair competition (hfc) framework for sustainable evolutionary algorithms, Evolutionary Computation 13, 241 (2005).

[35] G. S. Hornby, Alps: the age-layered population structure for reducing the problem of premature convergence, in Proceedings of the 8th annual conference on Genetic and evolutionary computation (2006) pp. 815–822.

[36] M. Schmidt and H. Lipson, Age-fitness pareto optimization, in Genetic programming theory and practice VIII (Springer, 2011) pp. 129–146.

[37] Y. Li, R. Dong, W. Yang, and J. Hu, Composition based crystal materials symmetry prediction using machine learning with enhanced descriptors, arXiv preprint arXiv:2105.07303 (2021).

[38] B. Sareni and L. Krahenbuhl, Fitness sharing and niching methods revisited, IEEE transactions on Evolutionary Computation 2, 97 (1998).

[39] S. Fredericks, K. Parrish, D. Sayre, and Q. Zhu, Pyxtal: A python library for crystal structure generation and symmetry analysis, Computer Physics Communications 261, 107810 (2021).

[40] J. Blank and K. Deb, Pymoo: Multi-objective optimization in python, IEEE Access 8, 89497 (2020).

[41] A. P. Guerreiro, C. M. Fonseca, and L. Paquete, The hypervolume indicator: Problems and algorithms, arXiv preprint arXiv:2005.00515 (2020).

[42] W. Yang, E. M. Dilanga Siriwardane, R. Dong, Y. Li, and J. Hu, Crystal structure prediction of materials with high symmetry using differential evolution, arXiv e-prints , arXiv:2104.09764 (2021). arXiv:2104.09764 [cond-mat.mtrl-sci].

[43] G. Kresse and J. Hafner, ab initio, Phys. Rev. B 47, 558 (1993).

[44] G. Kresse and J. Hafner, ab initio, Phys. Rev. B 49, 14251 (1994).
[45] J. F. G. Kresse, Efficiency of ab initio total energy calculations for metals and semiconductors using a plane-wave basis set, Comput. Mater. Sci. 6, 15 (1996).
[46] G. Kresse and J. Furthmüller, Efficient iterative schemes for ab initio total-energy calculations using a plane-wave basis set, Phys. Rev. B 54, 11169 (1996).
[47] P. E. Blöchl, Projector augmented-wave method, Phys. Rev. B 50, 17953 (1994).
[48] G. Kresse and D. Joubert, From ultrasoft pseudopotentials to the projector augmented-wave method, Phys. Rev. B 59, 1758 (1999).
[49] J. P. Perdew, K. Burke, and M. Ernzerhof, Generalized gradient approximation made simple, Phys. Rev. Lett. 77, 3865 (1996).
[50] J. P. Perdew, K. Burke, and M. Ernzerhof, Generalized gradient approximation made simple [phys. rev. lett. 77, 3865 (1996)], Phys. Rev. Lett. 78, 1396 (1997).
[51] Y. Zhao, Y. Cui, Z. Xiong, J. Jin, Z. Liu, R. Dong, and J. Hu, Machine learning-based prediction of crystal systems and space groups from inorganic materials compositions, ACS omega 5, 3596 (2020).
[52] A. C. Cabeza, E. Pidcock, G. M. Day, W. Motherwell, and W. Jones, Space group selection for crystal structure prediction of solvates, CrystEngComm 9, 556 (2007).
[53] M. Nait Amar, M. A. Ghriga, M. E. A. Ben Seghier, and H. Ouaer, Prediction of lattice constant of a2xy6 cubic crystals using gene expression programming, The Journal of Physical Chemistry B 124, 6037 (2020).
[54] Y. Li, W. Yang, R. Dong, and J. Hu, Mlatticeabc: generic lattice constant prediction of crystal materials using machine learning, arXiv preprint arXiv:2010.16099 (2020).