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Abstract— The objective of this study is to propose a test case minimization method performed on UML statechart to produce test cases that are optimal while considering higher coverage criteria. Current test case generation techniques consume a large amount of time and cost with less testing coverage, while generating large number or test cases, what results in difficulties in detecting the faults and errors in the tested systems. Many approaches on test case minimization use genetic algorithms, model checking, or graph search algorithms to reduce the number of generated test cases, also the using of UML diagrams to test the system requirements and design before implementing it in the coding phase. However, these studies lack concentration in achieving higher coverage criteria and minimization in the generated test cases in the same time. The proposed test case minimization method has the following steps: provide weight to the paths, calculate path coverage for each path, transform an immediate graph into an adjacency matrix, which later is used to apply firefly algorithm and generate optimal test cases. A review on of the previous similar research in this domain has been presented and analysed to identify the issues and gaps in this domain. The steps use to perform the test case minimization have been presented together with some example and formula used. Findings from this study shows that this test case minimization has successful covered more types of test coverage which are all state, all transition, all transition pairs and all-one-loop paths. At the same time, it is capable of minimizing the number of test cases.
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I. INTRODUCTION

Testing consumes a substantial amount of development time. Thus, developing an automatic test case generation algorithm for Model-Based Testing (MBT), which supports the commencement of the software testing process immediately after the design phase of the system lifecycle or as soon as the modelled requirements becomes available, is imperative [1]. Software testing is considered a critical part of the software development lifecycle [2] because software testing is performed during software development through a sequence of instructions of test inputs followed by expected outputs [3]. The quality of the system is evaluated by executing the test cases. To measure the quality of the generated test cases that contain both important and unimportant test cases, which need to be reduced by using some systematic procedure. Test case generations need to be effective in terms of both time and resources [3]. In the generated test cases, the possibility of redundant test cases needs to be reduced and eliminated, which leads to the process of test case minimization.

The purpose of test case minimization is to reduce the number of the test cases using method and technique, while maintaining the coverage criteria [3]. Minimization procedure is applied to maximize coverage, decrease computational complexity, increase fault detection rate, and minimize running time [3]. Studies were conducted to generate a minimized number of test cases with the same coverage criteria as the original generated test cases[4]–[6].

Coverage criteria is usually a rule or requirement that test cases need to satisfy [7]. According to [8], many types of coverage criteria can be used with the UML state chart diagram, such as all-states coverage, all-configurations coverage, all-transitions coverage, all-transition-pairs coverage, all-loop-free-paths coverage, all-one-loop-paths coverage, all-round-trips coverage, and all-paths coverage. Therefore, there are advantages in developing such mechanism that increases the coverage and diversity of test cases, while minimize and prioritize the generated test cases [9]. MBT is used to validate requirements, check the requirement’s consistencies, and generate test cases that are focused on the behavioural aspects of the software (Society, 2014). State chart diagrams, activity diagrams, and sequence diagrams, are the most commonly used UML structures to generate test cases [10]. The UML state chart diagram is a better option than other UML diagrams in test case generation because its lifecycle and the changes that it endures upon the delivery of an event are shown. This diagram can also reveal unit-level faults [11].

The firefly algorithm, is a new nature-inspired algorithm, it is widely used to solve minimization problems, also results
in efficient prioritization of the generated test cases [12–14]. According to [15], the firefly algorithm performed really well in optimizing the results.

Current test case generation techniques consume a large amount of time and cost with less testing coverage [16]. Many approaches, such as genetic algorithms, model checking, or graph search algorithms are used to perform test case minimization and at the same time measure the coverage criteria for UML diagrams [17]. As in [18–19], they applied only one coverage criteria, which is the transaction coverage, and generated a large number of test cases that were not minimized. Moreover, they did not minimize their generated test cases. Therefore, a test generation method that generates minimized test cases with more comprehensive test coverage criteria is highly required.

The objective of this study is to propose a test case minimization method performed on UML state chart to produce test cases that are optimal while considering higher coverage criteria. In this paper the discussion will me more concentrated on minimization and less on prioritization due to limited number of pages. This paper is organized as follows. Section II covers background concept and related work on test cases minimization and their techniques. Section III covers on the steps involve in the proposed test case minimization method, together with example. Finally, section IV concludes the results and provides further research directions.

Generating optimal test sequences and prioritizing the test sequences are still challenging tasks [14]. According to [20], no complete method is able to find optimal test cases up to the present. However, many researchers used a number of methods to reach optimal possible test cases. The most commonly used methods used by researchers to minimize the number of test cases include ant colony optimization, bee colony optimization, genetic algorithm, and firefly algorithm [2, 9, 19–21]. These methods try to generate test data in an automated manner to facilitate the task of software testing [24]. Therefore, numerous studies have been conducted to minimize the test sequences or test cases [27]. These methods are also used in test case prioritization techniques in software product lines [25] and also in other fields such as in monitoring water status of plants [26].

As shown in Table 1, the genetic algorithm is commonly used to minimize the number of test cases. However, the genetic algorithm includes no memorization, delayed convergence, risk of suboptimal solution, and nonlinear optimization [28], [29]. Therefore, a global optimal solution using genetic algorithm has no guarantee of success even when it is reached [30]. In addition, generating optimized test cases requires more time compared to other methods [31]. Bee colony optimization for test case minimization seemed to work effectively for programs with small sizes. However, as the size of software increases, finding paths and test data becomes more difficult [32] because the bee colony optimization method may be trapped in local search space and the number of iterations is quite high [24].

The firefly algorithm, is a new nature-inspired algorithm, it is widely used to solve minimization problems, also results in efficient prioritization of the generated test cases [12–14]. In study conducted by [23], they found that the test cases processed by firefly algorithm in compared with particle swarm optimization (PSO), bat, harmony search, and cuckoo search, reveals optimal result with efficiently in very less time and with more accuracy. Furthermore, compared to the genetic algorithm and PSO techniques, the firefly algorithm reduces the overall computational effort by 86% and 74%, respectively [31–32]. In addition, according to a survey by [35], the Meta heuristic approach firefly algorithm has proven to be successful minimization test case generation method. Their results covers each and every vertex of the graph of problem under test. Therefore, this study uses a firefly algorithm to minimize and prioritize test cases.

### Table 1

| Author(s) | Methods | Objective |
|-----------|---------|-----------|
| [31]      | Genetic algorithm | Generation of minimal all-pair test cases |
| [30]      | Bee colony optimization | Non-pheromone-based test case optimization |
| [36]      | Bee colony optimization | Automatic generation of structural software tests |
| [29]      | Hybrid genetic algorithm | Test case optimization during the solution generation process by improving the quality of test cases |
| [37]      | Genetic algorithms and bee colony optimization | Regression test case reduction |
| [6]       | Ant colony optimization | Optimal test path identification |
| [14]      | Firefly algorithm | Prioritization of test sequence generation |
| [38]      | Firefly algorithm | Prioritization of generated test paths |
| [9]       | Ant colony optimization | Test case optimization for automated testing |
| [23]      | Firefly algorithm | Test sequence generating and optimize the generate test sequence |

In this section, a review of the techniques listed in Table 1 used for an automatic test case generation with test case minimization and/or prioritization is presented.

As in [30], they proposed a technique that used ant colony optimization for path prioritization; the researchers used the directed graph to show the system and presented different paths of the model during the execution. Their method automatically selects the best path sequence that covers the maximum coverage by calculating the strength of each path.

A firefly-optimization-based approach for test sequence generation and prioritization using a composite state in the UML state machine diagram were proposed by [14]. Using the proposed algorithm, a group of fireflies can effectively explore the UML state machine diagram and automatically generate test sequences to achieve the test adequacy requirement. Redundant exploration of the state diagrams and the iteration over the state loops are avoided through the construction of the feasible control flow graph. The use of the firefly algorithm resulted in the efficient prioritization of...
the generated test sequences. However, they did not generate the test cases or consider about coverage criterion.

As in [38], they proposed a UML-model-based test paths generated from UML activity diagram using the firefly algorithm. Their approach is based on the complexity of different constructs of the UML activity diagram. They used cyclomatic complexity and information flow metric to prioritize generated test paths. Cyclomatic complexity and information flow metric can be calculated from the adjacency metric of the flow graph of the UML activity graph.

An optimized test case system for the automated testing using ant colony optimization [9]. To improve the performance of the testing process, they used data mining techniques to reduce the size of the test cases. In their study, a technique called parallel early-binding recursive ant colony optimization system was presented with automated testing to provide an efficient way of software testing.

Firefly algorithm to generate test sequence using test data and then optimize the generated test sequence [23]. Test data values are selected based on the fitness function. Their work described how the test sequence are generated using the firefly algorithm and how they are useful in finding the optimal solution to maximize the problem. In their study, they found that the firefly algorithm is more accurate than other methods and the algorithm is able to generate automated test cases with test data efficiently.

The previous studies [9, 14, 23, 24, 36] focused on minimization and prioritization for the test sequence, where they only generate the paths and didn’t generate the test cases. They used many types of methods and techniques to achieve their objectives. However, these studies provide preliminary data on the test cases as test sequence; also, the coverage criteria of the generated sequences were not taken into consideration. The conclusion from these studies describe that the use of firefly algorithm is the optimal selection for minimization and prioritization of the present study generated test cases.

II. MATERIAL AND METHOD

In this section, the step, equation and the example used to present the proposed test case minimization is presented. After generating the test case paths from UML statechart diagram is conducted, test case minimization was conducted to reduce the generation of the test cases paths numbers while maximizing test coverage and generate an effective size of generated test cases.

Test case minimization starts by assuming each visited or amount of visited edge \( E_i \), in a specific path as 1 and 0 for unvisited edge. The generated path was converted to path weight as shown in Table 2. The weight of a path is the summation of the weights of the path traversed [39]. Therefore, this study proposed Equation 1 to calculate weight values to determine each path weight of transactions in the system, as shown in Table 2.

\[
W_i = \frac{\sum_{j=0}^{n} E_i}{\sum_{j=0}^{n} f_i}
\]

where \( R \) represents the total number of edges and in this example is equal to 12. \( f_i \) = 1, where \( n \) is the number of states.

Table 2 shows the value of \( W_i \) for each single path. As an example, the first path \( E_1 \) summation is equal to 6 because it visits six edges, and \( f_i \) summation equals to 7 because it contains seven different vertices. Therefore, \( W_i = 6/7 = 0.85 \).

| TP | S | 1 | 2 | 3 | 4 | 5 | 6 |
|----|---|---|---|---|---|---|---|
| 1  | 1 | 1 | 0 | 1 | 0 | 0 | 0 |
| 2  | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| 3  | 1 | 1 | 0 | 0 | 0 | 0 | 0 |
| 4  | 1 | 1 | 0 | 1 | 0 | 0 | 0 |
| 5  | 1 | 1 | 0 | 0 | 0 | 1 | 0 |
| 6  | 1 | 1 | 0 | 0 | 0 | 0 | 1 |
| 7  | 1 | 1 | 0 | 0 | 0 | 0 | 1 |

After generating the path weight, the next step starts by calculating the path coverage for each single path, as shown in Table 3. Let the test cases \( TP \) be a set of test paths, \( TP = \{ T_1, T_2, T_3, \ldots, T_n \} \). If one of the TP achieves full coverage, then this test case will be selected. If more than one test path achieves full coverage, the path with lower \( W_i \) will be selected. When no test case achieves full coverage, selecting an effective set of test cases that will achieve full coverage by its combination is necessary. Now, this step is presented through an algorithm.

In most cases, one testing path cannot achieve full coverage, as there may be many paths from several decision vertices, as shown in Table 3, where the sixth path achieves all-state and all-one-loop-path coverage, but not achieving all-transition and all-transition-pair coverage. An approach has been proposed in this study to select more than one testing path to increase the testing coverage using the firefly algorithm. Then, the selection continues until it reaches full coverage. The selection method for the next best testing path depends on the firefly algorithm in the edges contained in the best testing path. In other words, the next best testing path should contain various edges as possible compared with the best testing path [40] with the lowest weight possible. The testing paths, which are eliminated, have the largest similarity degree.

| TP No. | All state | All transition | All-transition pairs | All-one-loop paths |
|--------|-----------|---------------|----------------------|--------------------|
| 1      | 100%      | 54%           | 44%                  | 0%                 |
| 2      | 57%       | 63%           | 11%                  | 0%                 |
| 3      | 71%       | 27%           | 22%                  | 0%                 |
| 4      | 57%       | 63%           | 22%                  | 0%                 |
| 5      | 85%       | 45%           | 33%                  | 0%                 |
| 6      | 100%      | 63%           | 55%                  | 100%               |
| 7      | 100%      | 63%           | 55%                  | 100%               |

The path weight (as shown in Table 2) and coverage criteria for each path are generated first (as shown in Table 3). The proposed intermediate graph is converted to an adjacency matrix and then used to generate a guidance
matrix for the graph. Adjacency matrix is a two-dimensional matrix that indicates the relationship between vertices and edges [24].

Next, the value of each element of the adjacency matrix is specified. If connectivity between nodes \( i \) and \( j \) is detected, then the elements \( a_{ij} = 1 \) and \( a_{ij} = 0 \) otherwise, [41], as shown in Table 4. The following are the steps in creating an adjacency matrix [41]:

Step 1: Construct an \( n \times n \) null matrix (let it be \( Adj(i,j) \)).

Step 2: Check whether an edge exists for all vertices.

Step 3: If \( E(V_i, V_j) == 1 \)

\( Adj(i,j) = 1; \)

Step 4: Repeat step 3 for all values of \( i \).

The adjacency matrix in Table 4 was created best on the graph in Fig. 1 as an example. However, vertices 2 and 2' were combined.

**Fig. 1 State Relationship Graph**

**TABLE IV Adjacency Matrix**

| States | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
|--------|---|---|---|---|---|---|---|
| 0      | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 1      | 0 | 0 | 1 | 0 | 0 | 1 | 0 |
| 2      | 0 | 0 | 0 | 1 | 0 | 1 | 1 |
| 3      | 0 | 0 | 0 | 0 | 1 | 1 | 0 |
| 4      | 0 | 0 | 0 | 1 | 0 | 1 | 0 |
| 5      | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 6      | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Then, the created adjacency matrix is used to generate a guidance matrix. A guidance matrix holds guidance factors to probe the fireflies in making decisions at predicate vertices in choosing the path [24]. The out degree of a vertex is the total number of edges that move out from a vertex, and a vertex with an out degree greater than 1 is defined as a predicate vertex [24]. It is used for the decision matrix for a given graph. For a firefly at a predicate vertex, the decision to choose a path or not is carried out by referring to the guidance factor in the guidance matrix. It blocks the global view of the domain or graph. The guidance factor \( GF \) can be defined as follows [24]:

\[
GF = 10(CC_i(V - i) - 0.1) 
\]  

(2)

The guidance value for the final state is usually set to 1,000 or any high value. The cyclomatic complexity \( (CC_i) \) of the given vertex \( i \) can be calculated by the following formula [42]:

\[
CC = E - V + 2 
\]  

(3)

where \( E \) is the number of edges of the graph and \( V \) is the number of vertices of the graph.

Fireflies at a predicate vertex use the guidance factor as discussed above to traverse the vertex. Therefore, the brightness can be defined as follows:

\[
Brightness\_function = \frac{1}{\text{guidance\_factor}} 
\]  

(4)

Thus, a firefly at a predicate vertex follows the guidance factor with a lower value.

In the example in Fig. 2, the number of vertices is 7, and the number of edges is 11; therefore, the Cyclomatic Complexity equal to 6. However, the Cyclomatic Complexity for each vertex should be obtained (using Equation 3) to calculate the guidance value. For example, for the third state, \( CC_3=4-3+2=3 \), and for the same state, \( GF_3 = 10(3((7-4)-0.1)) = 117 \), as shown in Table 5.

**Fig. 2 UML State chart Diagram of ATM System**
TABLE V
GUIDANCE VALUE

| States | Cyclomatic Complexity (CC) | Guidance value (GF) |
|--------|---------------------------|---------------------|
| 0      | 6                         | 414                 |
| 1      | 6                         | 354                 |
| 2      | 5                         | 245                 |
| 3      | 3                         | 117                 |
| 4      | 2                         | 58                  |
| 5      | 1                         | 19                  |
| 6      | 1,000 [END vertex infinity] | 1,000 [final state] |

The guidance matrix (Table 6) is only a look-up/decision table of the adjacency matrix with each guidance factor corresponding to every edge. Table 6 was created based on Table 4 by multiplying each state value by the guidance value from the same state in Table 5.

TABLE VI
GUIDANCE MATRIX

| States | 0   | 1   | 2   | 3   | 4   | 5   | 6   |
|--------|-----|-----|-----|-----|-----|-----|-----|
| 0      | 0   | 354 | 0   | 0   | 0   | 0   | 0   |
| 1      | 0   | 0   | 245 | 0   | 0   | 19  | 0   |
| 2      | 0   | 0   | 0   | 117 | 0   | 19  | 1000|
| 3      | 0   | 0   | 0   | 0   | 58  | 19  | 0   |
| 4      | 0   | 0   | 0   | 0   | 117 | 0   | 19  |
| 5      | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 6      | 0   | 0   | 0   | 0   | 0   | 0   | 0   |

Then, the algorithm will generate the first path = [0, 1, 5, 6] by starting from state 0 and searching the lowest value in the row, and in this case, it is 354 which represents state 1. Therefore, the first sequence (0, 1) is created. Then, from state 1, proceed to the next state with the lowest value. In this case, it is 19. Thereafter, create (1, 5). State 5 will end to state 6 to create (5, 6). Then, all the visited states in Table 4.7 [(0, 1), (1, 5), (5, 6)] will be replaced with zero as in Table 7. The next execution will generate the rest of the paths until all the states are equal to zero. The paths are Path 2 = [1, 2, 5], Path 3 = [2, 3, 5], Path 4 = [2, 6], Path 5 = [3, 4, 5] and Path 6 = [4, 3]. The fifth path starts with 3, and the sixth path ends with 3. Therefore, they will be combined as [4, 3, 4, 5].

TABLE VII
GUIDANCE MATRIX AFTER FIRST PATH

| States | 0   | 1   | 2   | 3   | 4   | 5   | 6   |
|--------|-----|-----|-----|-----|-----|-----|-----|
| 0      | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 1      | 0   | 0   | 245 | 0   | 0   | 0   | 0   |
| 2      | 0   | 0   | 0   | 117 | 0   | 19  | 1000|
| 3      | 0   | 0   | 0   | 0   | 58  | 19  | 0   |
| 4      | 0   | 0   | 0   | 117 | 0   | 19  | 0   |
| 5      | 0   | 0   | 0   | 0   | 0   | 0   | 0   |
| 6      | 0   | 0   | 0   | 0   | 0   | 0   | 0   |

The algorithm will match each optimal path sequence with the test paths in Fig. 3 to optimize the test cases, and the matched path is chosen. When more than one matched path is present, choose the lowest path weight $w_v$ from Table 8 between the selected match paths.
Fig. 5 shows the test case minimization from 10 UML state chart diagram examples where the total minimization achieved from the total number is 31%. With reduction in the total number of test cases, this approach also managed to achieve high coverage in four type of coverage as shown in Table 8. As mentioned earlier in Section I, similar to this work which are [18-19], they only apply transition coverage and are not focusing on minimizing the number of test cases. In this study, the state chart examples used are having different complexities such as from ATM system, university library, online shop, airline check-in, and retail point of sale.

IV. CONCLUSIONS

In this paper, methods used for test case minimization in general or the one applied on UML state chart have been analyzed. In particular, the highlight is more on identifying what algorithm were used and how the test case minimization was conducted. The proposed algorithm has been presented by providing the steps taken and the equation used together with some sample data. To summarize the finding, the proposed minimization approach has successfully covered more types of test coverage and at the same time able to minimize the number of test cases.

The work presented in this paper, is a subset of a larger research, which was to produce a framework for test case generation for UML state chart. The procedure on how to convert a state chart diagram to test paths, test prioritization and automatic test case generation are not included in this paper. For future work, a comparison with similar test case generation and minimization methods with be explored and compare them in terms of their test coverage and minimization level.
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