Calculation of Potential Evapotranspiration and Calibration of the Hargreaves Equation Using Geostatistical Methods over the Last 10 Years in Central Italy
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Abstract: Potential evapotranspiration (ET0) is an indicator of great interest for water budget analysis and the agricultural sector. Therefore, the purpose of this study was to make the calculation reliable even if only the temperature data were present. In this research, the ET0 was initially calculated for a limited number of weather stations (12) using the Penman–Monteith method. In some cases, the simplified Penman–Monteith formula was adopted, while in others, as in the case of mountain weather stations, the complete formula was employed to consider the differences in vegetation, deduced from satellite surveys. Subsequently, the ET0 was calculated with the Hargreaves–Samani (HS) formula, calibrating the Hargreaves coefficient, through the spatialization of ET0, by the geostatistical method. The results showed a high reliability of the HS method in comparison with simplified PM (PM) method, and complete Penman–Monteith (cPM) method, with a minimum calibration of the empirical Hargreaves coefficient. In particular, a very good correlation between the results obtained in the mountain environment with the uncalibrated HS method and the cPM method was also observed in this area, while PM showed discordant and much higher results than ET0 compared with the other methods. It follows that this procedure allowed a more accurate estimate of potential evapotranspiration with a view to territory management, both in terms of water resources and the irrigation needs of the vegetation.
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1. Introduction

Aim of the Study and State of the Art

Evapotranspiration, as it is known, is the sum of evaporation and transpiration processes and is dependent by many weather parameters, vegetation factors, and environmental conditions [1]. This process is an indispensable part of the water cycle which inevitably affects every organism on planet Earth and has a great impact on a wide range of scientific sectors, from hydrology, to agriculture, to forestry, up to human life. Evapotranspiration is a very important parameter for agriculture, because it is linked to the well-being of crops. Very often specific analyses are carried out to assess evapotranspiration in relation to the crop requirements using crop coefficients (Kc) that are different for each crop and allow the evaluation of crop evapotranspiration (ETc) [1]. Many of these studies have been carried out to assess the optimal conditions for the growth of vines [2,3], as well as through the use of remote sensing [4], tomatoes [5], potatoes [6], quinoa [7], olive tree [8], etc. Likewise, a correct estimate of water loss by evapotranspiration is fundamental to other fields of research such as the development of hydrologic–hydraulic numerical models [9,10] and, in
general, for a precise evaluation of water budgets in many fields of study also in relation to the ongoing climate change both in the world [11–15] and in Central Italy [16–18]. All these aspects are currently essential for our society, and it follows that evapotranspiration estimates must be as accurate as possible, since they are very sensitive to the climatic parameters of the study area and to the calculation method used. It is precisely the evidence of climate change that has led to the decision to analyze, in this study, a period of 10 years; although the World Meteorological Organization (WMO) prescriptions are used to obtain meaningful analyses, which would lead to 30 years of observations (WMO, 2008), but this would lead to underestimation of ET0 due to the ongoing climate change [19]. In this context, to allow uniformity and reliability in the calculation of evapotranspiration, FAO [1] has identified a method considered by the international scientific community as one of the most reliable. The method chosen by FAO, for calculation of the ET0, developed by Allen’s work in 1998, can be defined as a simplification through a parametrization of the Penman–Monteith (PM) equation [20,21]. The complete PM formula was developed, however, through successive steps, since the original version formulated in 1948 [22] and completed in 1965 [23]. The Penman–Monteith equation, although very reliable, requires for its estimation several meteorological parameters that are not always available. Subsequently, the need for further simplification led many researchers to find new equations to estimate the ET0 that could reduce the required meteorological parameters, also through the use of empirical coefficients. These methods include the Priestley–Taylor’s [24], Blaney Criddle’s [25], and Hargreaves–Samani’s [26], which allow good results to be obtained in relation to the few parameters required. Furthermore, there have been other attempts to obtain other formulas that would make it possible to use a few climatic parameters to obtain results comparable to the Penman–Monteith method, which have obtained good results such as that of Tegos et al. [27,28]. However, in this research, the Hargreaves–Samani (HS) method was chosen because it gives good performance and requires only the temperature parameter [29,30]. Numerous examples of calibration of the HS method with the PM are available for each specific territory [31,32]. The calibration is usually obtained modifying the HS equation by adjusting the empirical Hargreaves coefficient (HC) at a yearly or monthly scale [33,34]. In this context, however, research to date has been carried out in order to calibrate the method on individual weather stations, the same weather stations that have the parameters to calculate ET0 using the PM method. The innovativeness of this study consists precisely in this aspect, in fact it aims to calibrate the HC, on the single weather stations and to interpolate this coefficient on the whole territory of the study area by means of geostatistical methods. The spatial interpolation performed on a monthly and annual basis has the purpose of defining a specific HC for the weather stations added later, those having only the temperature parameter, in order to obtain a much more accurate and wider estimate of the ET0, based on the modified equation of HS [11]. Moreover, in order to make the estimate even more reliable, this study proposed evaluating the possible relations of ET0 with the morphology of the territory, in order to take them into account in interpolation. At the same time, the estimate of ET0 in mountain peaks, well sampled in this research, was performed in order to assess whether there is an overestimation of HS method in this environment, since it is a topic that is currently being debated [35]. Finally, it was important to evaluate, as always on mountain weather stations, the correctness of the simplified PM equation (with standard coefficients) in relation to the vegetation present, an aspect of great interest, not fully clarified by the scientific literature.

2. Materials and Methods

Daily data from weather stations, for the time span 2010–2020, were collected through the databases of two institutions, the “Experimental Geophysical Observatory of Macerata” (OGSM) and the “Multiple-Risk Functional Centre of the Civil Protection of the Marche Region”. In this context, only some weather stations allowed the preliminary calculation of ET0 according to the PM method, which required the sampling of variables at 2 m height such as: solar radiation (MJ m⁻² day⁻¹), relative humidity (%), mean wind speed
(m/s), and mean, maximum, and minimum temperatures (°C). These variables have been collected from 12 automatic weather stations throughout the study area (Figure 1; Table 1).
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**Figure 1.** Geographical map of the study area; the weather stations that have all the parameters for the calculation of the ET0 with the PM method are highlighted with a red circle: Ancona (W1), Camerino (W2), Colle di Montecarotto (W3), Macerata (W4), Monte Bove (W5), Monte Prata (W6), Pintura di Bolognola (W7), Porto Sant’Elpidio (W8), San Benedetto del Tronto (W9), Tolentino (W10) 228 m.a.s.l., Urbino (W11), Villa Fastiggi (W12), while the others that are calculated with the HS method are shown in blue.

The data were organized to obtain daily values and an accurate quality control has been set up for each individual variable. Three levels of daily data analysis have been established [36,37]:

1. Gross error checking;
2. Temporal consistency;
3. Spatial consistency.

Furthermore, the homogeneity of the data was evaluated for all the variables investigated, since the sensors are very sensitive and a lack of calibration could produce relevant errors, solved by the homogeneity analysis. In some cases, it was also necessary to reconstruct the data.
Table 1. Weather stations for the calculation of ET0 using the PM method.

| Code | Weather Station         | Elevation (m.a.s.l.) |
|------|-------------------------|----------------------|
| W1   | Ancona                  | 91                   |
| W2   | Camerino                | 581                  |
| W3   | Colle di Montecarotto   | 350                  |
| W4   | Macerata                | 303                  |
| W5   | Monte Bove              | 1917                 |
| W6   | Monte Prata             | 1813                 |
| W7   | Pintura di Bolognola    | 1352                 |
| W8   | Porto Sant’Elpidio      | 9                    |
| W9   | San Benedetto del Tronto| 6                    |
| W10  | Tolentino               | 228                  |
| W11  | Urbino                  | 471                  |
| W12  | Villa Fastiggi          | 22                   |

2.1. Study Area

This study was carried out in the Adriatic side of Central Italy, specifically in the Marche region. This territory is not homogeneous, with a mountainous part (Appennine chain) to the west with peaks over 2000 m; moving eastwards, after a wide hilly belt, it comes to the Adriatic coast. This area is a transition point between the Mediterranean climate (Csa), typical of the southern part of Italy, and the humid subtropical (Cfa) or temperate oceanic climate (Cfb) or high-altitude climate (H) [36] one, widespread in most parts of the territory. The study area shows average temperatures of almost 14 °C, with a significant increase of 0.5 °C in the last 30 years on average, due to climate change. This has allowed the coastal areas and nearby territories of the region to reach, and in some cases exceed, 16 °C of average annual temperature [38]. In the same way, a certain historical trend towards a decrease in rainfall in the area has been highlighted, especially in the summer months; this change is determining an extension of the Mediterranean climate in the area [39]. In order to estimate the ET0 in the area, 12 weather stations with the necessary requirements for the calculation using the PM method and 58 for the calculation using the HS method after the calibration have been selected (Figure 1).

2.2. Quality Control, Homogenization and Reconstruction of Climate Data

The gross error checking test allowed us to remove all values outside the range of existence, including both values that are physically impossible and those that are impossible for the reference climate zone. The values identified at this stage are not flagged, but immediately removed. For the variables investigated the values chosen were the following:

- RH (Relative Humidity), from 1% to 100%;
- Ws (Wind speed), from 0.1 to 75 m/s [40];
- Rs (Global solar radiation), 0.03H0 < H < H0 [41,42];
- Tm (Mean temperature), from −40 to +50 [36,43].

The time consistency check analyzes the data of a historical time series, evaluating the maximum possible variability for a given parameter for continuous days or the minimum possible variability between continuous days (persistence) [44]. Thus, the time consistency check or temporal consistency check can be divided into two different controls:

1. Persistence check;
2. Maximum variability check.

All climate parameters were tested temporally in order to identify the persistence. A value that was repeated at least 3 times was considered a persistence [41].

After the persistence check, the maximum variability test was performed only for mean, maximum, and minimum temperatures. The reason is related to a poor relationship between contiguous days for humidity, solar radiation, and wind, which can have large variations that are difficult to identify as errors or correct values, as well as a spatial relationship that is not linear as in the case of temperature. The maximum variability
test was performed on the basis of the relationship established by Zahumenský et al. [45] adapted for the daily period.

The spatial consistency check allowed possible malfunctions or systematic errors of the weather station under investigation (candidate) to be identified, according to some control weather stations located near the candidate one. In this case, linear regression was used as a method of evaluating spatial consistency, because of the speed of execution, as well as the precision of a method based on the mutual correlation of weather stations in respect to proximity relationships not always verified for variables such as relative humidity or wind [46]. For each candidate weather station, the five most correlated were chosen on the basis of the Pearson correlation coefficient. Subsequently, a linear regression was made taking into account the five weather stations acting as an independent variable, in order to reach the expected value for the dependent one. The predicted value of the dependent variable was compared with the real value by evaluating the residuals for each single daily value and evaluating it based on the arbitrarily chosen confidence interval with a level of significance of 99%. Only for solar radiation in addition to this method, due to some uncertainties in absolute measurements, the spatial consistency evaluated by comparing the measured values with PVGIS (photovoltaic Geographic Information System)–SARAH (https://ec.europa.eu/jrc/en/PVGIS/downloads/SARAH (accessed on 12 February 2021)). The HELIOSAT-SARAH satellite is managed by the intergovernmental organization EUMETSAT and allows for the measurement of several parameters such as solar surface irradiance, surface direct irradiance (direct horizontal and direct normalized), sunshine duration, spectral information, and effective cloud albedo derived from satellite-observations of the visible channels of the MVIRI and the SEVIRI instruments, placed onboard the geostationary Meteosat satellites. Satellite data are available from 1983 to 2017 and monitor a range from $\pm 65^\circ$ north latitude to $\pm 65^\circ$ south latitude, with a resolution of $0.05^\circ \times 0.05^\circ$. In this study, data from 2010 to 2017 (last year of data availability) were compared and weather stations showing values exceeding 10% (significantly affecting the estimation of ET0) compared to SARAH model data were homogenized based on their historical ratios. A difference of more than 1 MJ/m$^2$ was considered too discordant and the values were modified by homogenizing them basing on their historical relationship with the SARAH data.

Annual calibrations of sensors should be usually performed, but sometimes this procedure is neglected and when the calibration is performed it may be necessary to homogenize most of the data collected. The homogeneity assessment was carried out not only for solar radiation, for which satellite data were used for homogenization, but also for the other variables which were homogenized by taking into account the ratios within the time series. The homogeneity analysis was performed with different tests: Pettitt, SNHT (Standard Normal Homogeneity Test), Buishand, and Von Neumann. At the end of the analysis, the Pettitt’s test was chosen because it is very versatile, accurate in identifying breakpoints, and because it does not require assumptions about data distribution as does a non-parametric test [47–49].

In order to solve any inhomogeneity, a reference time series was created to correct the candidate series based on their historical ratios. The reference series was calculated through a simple IDW (inverse distance weighted) interpolation [50].

Subsequently, the same ratio of the homogeneous period between the candidate time series and the reference one was applied to the inhomogeneous period of the candidate one, allowing the reconstruction. Concerning the “Ws” parameter, it required homogenization to ensure that all data were measured as required by the PM method at the height of 2 m above the ground level. In order to homogenize these data, the following formula was used [1,51]:

$$u_2 = u_h \left[ 4.87 / \ln \left( 67.8h + 5.42 \right) \right]$$  \hspace{1cm} (1)

$u_2 = $ wind speed 2 m above the ground m/s$^{-1}$;
$u_h = $ measured wind speed h m above the ground m/s$^{-1}$;
$h = $ height of the measurement above the ground.
All the parameters investigated highlighted some missing data, besides these “holes” increased after their validation. Therefore, it was necessary to reconstruct daily data using the same procedure adopted for the spatial consistency analysis, i.e., the multiple linear regression. This statistical technique has been used because in the case of parameters such as wind speed, solar radiation, and humidity the correlation is not strictly dependent on proximity. Therefore, through multiple linear regression, the reference weather stations most correlated with the candidate one were chosen for the reconstruction. As far as temperature was concerned, spatial relations were influenced due to the proximity with other weather stations and in relation to altitude, as observed in previous studies. These specific cases were satisfactorily reconstructed using the co-kriging method.

2.3. Methods for ET0 Calculation

There were some essential intermediate procedures and formulas required to solve the equation chosen to calculate ET0 based on the PM method [26,52–59]. Below is PM simplified (PM) equation presented in FAO-56 [1]:

\[
ET_0 = 0.408 \Delta (R_n - G) + \gamma \frac{C_n}{1 + C_d u_2} (e_s - e_a) / \Delta + \gamma (1 + C_d u_2)
\]  

(2)

\(C_n\) = the numerator constant for the reference crop type and time step;  
\(C_d\) = the denominator constant for the reference crop type and time step;  
\(R_n\) = net radiation;  
\(u_2\) = wind speed 2 m above the ground (m/s);  
\(\Delta\) = slope of saturation vapor pressure curve at mean temperature (KPa °C−1);  
\(\gamma\) = theoretical psychrometric constant;  
\(e_s\) = mean saturation vapour pressure at the air temperature T(KPa);  
\(e_a\) = actual vapour pressure derived from RH mean;  
\(G\) = soil heat flux (MJ m−2 day−1).

In addition, a standardized ET0 equation was performed [60] in order to obtain standardized values for low crops (0.12 m, such as grass in cold weather). Finally, standardized values were established for \(C_n\) and \(C_d\):

\[
ET_{0s} = 0.408 \Delta (R_n - G) + \gamma \frac{900}{1 + 0.34 u_2} (e_s - e_a) / \Delta + \gamma (1 + 0.34 u_2)
\]  

(3)

The original equation cPM was used in the case of mountain weather stations since remote sensing analyses showed an absence of vegetation for both Monte Bove (W5) and Monte Prata (W6); while in the case of Pintura di Bolognola (W8), the lack of vegetation was detected for the non-vegetable growing season. For this reason, the use of the standardized values for \(C_n\) and \(C_d\), valid only for the presence of a 12 cm grass cover, would not have been correct. In order to also obtain a reliable ET0 calculation for mountain stations, the following equation was used [61–65]:

\[
ET_0 = \frac{\Delta (R_n - G) + \rho c_p (e_s - e_a) / r_a}{\Delta + \gamma (1 + c / r_a)}
\]  

(4)

where:

\[
\rho = \frac{1000 \ast P}{T_{kv} \ast R}
\]  

(5)

\(\rho\) = atmospheric density (Kg/m³);  
\(P\) = atmospheric pressure at elevation z (KPa);  
\(R\) = specific gas constant 287 (J Kg⁻¹ K⁻¹);  
\(T_{kv}\) = virtual temperature (K).
\[ T_{kv} = T_k \left(1 - 0.378 \frac{e_a}{P}\right) \]  
\( T_k = \) absolute temperature (K) \(273 + T_{mean} \) (°C);  
\( P = \) atmospheric pressure at elevation \( z \) (KPa).

\[ r_c = \frac{R_l}{0.5 \text{ LAI}} \]  
\( R_l = \) average daily (24 h) stomata resistance of a single leaf (s \( m^{-1} \));  
\( \text{LAI} = \) leaf area index.

\[ \text{LAI} = 24h_c \]  
\( h_c = \) crop height (m) = 0.5–0.15.

\[ r_a = \frac{\ln \left( \frac{z_{m-d}}{z_{m}} \right) \ast \ln \left( \frac{z_{h-d}}{z_{oh}} \right)}{k^2 U_z} \]  
\( r_a = \) aerodynamic resistance (s \( m^{-1} \));  
\( z_m = \) height measurement (m);  
\( z_h = \) height temperature and humidity measurements (m);  
\( k = \) Von Karman constant (0.41);  
\( U_z = \) wind speed measurements at height \( z_m \) (m \( s^{-1} \));  
\( d = \) zero plane displacement of wind profile (m).

\[ d = \frac{2}{5} h_c \]  
zom = roughness parameter for momentum (m).

\[ z_{om} = 0.123 \ast h_c \]  
\( z_{oh} = \) roughness parameter for heat and water vapor (m).

\[ z_{oh} = 0.0123 \ast h_c \]  

Parallel to this calculation performed with the PM equation, the ET0 was also calculated through the HS equation, in order to calibrate the HS with the PM:

\[ ET0 = 0.0023 \ast 0.408 \ast R_a \ast \left(T_{mean \ daily} + 17.8\right) \ast \left(T_{Max \ daily} - T_{daily}\right)^{0.5} \]  
\( 0.0023 = \) empirical Hargreaves coefficient (HC);  
\( 17.8 = \) empirical temperature Hargreaves constant (TH);  
\( 0.5 = \) empirical Hargreaves exponent.

2.4. Data Analysis and Interpolations

Initially, an analysis was performed on the data to assess the differences between the HS and PM methods. The 12 weather stations analyzed were compared by calculating the ET0 with both the HS and PM methods and evaluating the differences, in particular the difference in percentage over the decade 2010–2020. It was also calculated the annual confidence interval of each weather station, in order to assess the uncertainty in the inter-annual relationship between the two methods. Thus, for each year the differences in percentage were calculated and from these values a 95% confidence interval was obtained using the analysis of the standard deviation from the mean, in order to obtain an average difference value between the two methods, at least among the weather stations investigated.
However, one of the most important steps of this study is that of the interpolation, which allows us to spatialize the data even where direct measurements are absent. Interpolation was performed to assess the distribution of both HC and ET0 after calibration; therefore, geostatistical methods were used to assess the error in estimating values. It follows that compared to deterministic methods there was a greater awareness and significant improvement in the efficiency of the model [66–68]. In this context, due to the excellent performance experienced over the years in many fields of application, the kriging method was chosen.

All spatial interpolations were performed via GIS software, comparing iteratively three different methods for HC: ordinary kriging (OK), empirical Bayesian kriging (EBK), and ordinary cokriging (OCK) [69]. Instead, for the calculation of ET0 the methods were: simple kriging (SK), empirical Bayesian kriging (EBK), and simple cokriging (SCK). As the independent variable for SCK and OCK, altitude was chosen, while the simple method was preferred to ordinary when the number of samples was greater. The simple kriging is based on the assumption which considers the mean known over the whole area of study. It is also necessary to specify that the data were declustered by dividing the study area into square cells with a 17-km side. The results of the performance of the different predictive models were evaluated using cross-validation through some statistical indicators that allowed us to evaluate the correctness of the interpolation, with the procedure of leave-one-out: root mean square error (RMSE), mean standardized error (MSE), root mean square standardized error (RMSSE), and average standard error (ASE) [66]. In order to accurately assess the best performing methods, standardized indicators were taken into account: MSE represents the average of standardized errors and should be close to 0, in addition to RMSSE, which indicates how far the expected values deviate from the real value, the value 1 representing the perfect match between predicted and measured. The value with the lowest residual was considered the most reliable for interpolation purposes.

3. Results

3.1. Quality Control

Quality control prior to ET0 analysis allowed the removal of numerous incorrect data for each individual variable. In this case, a table with all the parameters investigated and all the weather station considered was reported (Table 2).

| Check | Weather Stations |
|-------|------------------|
|       | C. Par. | % | W1 | W2 | W3 | W4 | W5 | W6 | W7 | W8 | W9 | W10 | W11 | W12 |
| TMax  | G.      | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| TMax  | T.      | 0.1 | 0.0 | 0.1 | 0.1 | 0.0 | 0.2 | 0.1 | 0.1 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| TMax  | S.      | 0.5 | 1.9 | 0.6 | 0.4 | 1.8 | 0.4 | 0.6 | 1.0 | 0.5 | 0.8 | 1.1 | 1.1 | 1.1 |
| TMax  | R.      | 7.0 | 5.7 | 3.4 | 3.2 | 10.9 | 9.8 | 10.0 | 9.8 | 9.3 | 3.7 | 9.9 | 9.9 | 9.9 |
| Tmean | G.      | 0.0 | 0.0 | 0.1 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Tmean | T.      | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Tmean | S.      | 1.8 | 1.8 | 1.1 | 0.4 | 1.8 | 0.6 | 0.4 | 1.0 | 1.0 | 0.8 | 0.4 | 1.0 | 1.0 |
| Tmean | R.      | 7.0 | 5.7 | 3.4 | 3.2 | 10.9 | 9.8 | 10.8 | 9.8 | 9.3 | 3.7 | 3.3 | 3.3 | 9.9 |
| Tmin  | G.      | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Tmin  | T.      | 0.2 | 0.1 | 0.0 | 0.1 | 0.0 | 0.2 | 0.1 | 0.0 | 0.0 | 0.0 | 0.2 | 0.2 | 0.0 |
| Tmin  | S.      | 0.5 | 1.9 | 0.6 | 0.4 | 1.8 | 0.4 | 0.6 | 1.0 | 0.5 | 0.8 | 0.4 | 1.1 | 1.1 |
| Tmin  | R.      | 7.0 | 5.7 | 3.4 | 3.2 | 10.9 | 9.8 | 10.0 | 9.8 | 9.3 | 3.7 | 3.3 | 9.9 | 9.9 |
| RH    | G.      | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| RH    | T.      | 0.0 | 0.2 | 0.0 | 0.0 | 1.1 | 0.4 | 0.8 | 1.4 | 0.4 | 0.0 | 0.0 | 0.0 | 0.0 |
| RH    | S.      | 0.8 | 0.7 | 0.4 | 0.7 | 1.1 | 3.4 | 1.4 | 1.1 | 0.5 | 2.0 | 0.8 | 1.2 | 1.2 |
| RH    | R.      | 1.3 | 1.6 | 1.5 | 2.0 | 5.7 | 6.2 | 7.3 | 5.2 | 5.2 | 3.1 | 1.3 | 3.2 | 3.2 |
Table 2. Cont.

| Check | W1 | W2 | W3 | W4 | W5 | W6 | W7 | W8 | W9 | W10 | W11 | W12 |
|-------|----|----|----|----|----|----|----|----|----|-----|-----|-----|
| Rs G. | 1.5 | 0.6 | 0.9 | 1.7 | 9.6 | 0.1 | 0.5 | 1.7 | 0.2 | 0.1  | 0.2  | 1.1 |
| Rs T. | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0  | 0.0  | 0.0 |
| Rs S. | 1.1 | 1.6 | 1.3 | 1.8 | 2.5 | 1.2 | 1.9 | 7.4 | 1.8 | 1.2  | 1.0  | 1.4 |
| Rs R. | 3.7 | 3.5 | 3.4 | 15.2 | 15.1 | 3.7 | 2.8 | 12.8 | 7.7 | 2.5  | 1.9  | 5.2 |
| Ws G. | 0.4 | 0.2 | 0.0 | 4.2 | 3.4 | 2.9 | 2.2 | 0.1 | 0.0 | 0.0  | 0.0  | 0.0 |
| Ws T. | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0  | 0.0  | 0.0 |
| Ws S. | 0.9 | 0.7 | 0.7 | 1.1 | 2.0 | 1.9 | 1.4 | 0.5 | 0.7 | 1.4  | 0.9  | 0.5 |
| Ws R. | 1.9 | 2.1 | 1.8 | 4.1 | 8.8 | 9.2 | 7.2 | 3.5 | 5.7 | 5.9  | 1.5  | 3.3 |

In the case of wind speed, a measurement discrepancy was detected in only one weather station, because the sensor was located 10 m above the ground surface, while the PM’s formula required a 2-m height. Thus, the W4 has been adjusted following the Equation (4) [50]. In addition, despite the quality controls, in some cases very important systematic errors were detected in the time series (Rs, Ws). This fact led to some important changes in the data in order to obtain a more reliable value of ET0. In particular, a great underestimation was found for the parameter Ws and for the weather station W10, which was then solved by collecting data from a nearby weather station not included in the analysis. A lack of homogeneity in the values for W10, perhaps due to a small displacement of the sensor, was homogenized with a reference weather station created through an IDW among the neighboring ones (Figure 2).

Finally, other systematic errors were detected for some weather stations with regard to solar radiation, after the comparison with the climate data records of SARAH satellite (Table 3).
Table 3. Differences in the annual average from 2010 to 2017 of the solar radiation values measured by pyranometers (Rs-measured W. Station) and those measured by the satellite HELIOTSAT-SARAH (Rs-measured SARAH).

| Daily Average Weather Stations | MJ/m² | W1 | W2 | W3 | W4 | W5 | W6 | W7 | W8 | W9 | W10 | W11 | W12 |
|-------------------------------|-------|----|----|----|----|----|----|----|----|----|-----|-----|-----|
| Rs-measured SARAH             | 14.8  | 14.1| 14.3| 14.6| 12.4| 13.2| 12.6| 15.0| 15.2| 15.4 | 14.2 | 14.6 |
| Rs-measured W. Station        | 14.5  | 14.1| 14.1| 14.1| 15.2| 15.8| 14.7| 15.3| 15.3| 14.1 | 15.1 | 12.9 |

Overestimations of solar radiation were detected for all the mountain weather stations (W5, W6, W7) and for the ones at San Benedetto (W10) and Villa Fastiggi (W12). The present study focused heavily on the reliability of climate data through a long and detailed validation procedure, which led to the elimination of about 1% of Tmax, Tmin, Tmean, and RH data, 3.5% for Rs, and 2.4% for Ws. In addition, some data that had some very relevant holes in the historical time series were reconstructed, in particular about 7% of the data for Tmax, Tmin, Tmean, and Rs, 3.6% for RH, and 4.6% for Ws.

3.2. Comparison between Penmann Monteith’s and Hargreaves ET0 Calculation Methods

The daily ET0 was calculated for both PM and HS methods in order to evaluate the differences and subsequently correct the coefficient of the method that required fewer parameters (HS). First, annual and monthly averages in the range 2010–2020 for each weather station were calculated for both methods (Table 4).

Table 4. Average annual and monthly ET0 over the period 2010–2020 calculated using the Penman–Monteith (PM) and the Hargreaves (HS) method; W5, W6, and W7 are calculated with the complete Penman–Monteith (cPM).

| ET0 P | W1 | W2 | W3 | W4 | W5 | W6 | W7 | W8 | W9 | W10 | W11 | W12 |
|-------|----|----|----|----|----|----|----|----|----|-----|-----|-----|
| PM Jan| 23.9| 21.4| 24.8| 25.5| 8.5 | 8.9 | 18.8| 20.8| 20.2| 25.1 | 21.8 | 18.5 |
| PM Feb| 31.0| 26.8| 32.0| 32.5| 13.4| 13.6| 21.7| 28.9| 29.4| 31.2 | 28.4 | 26.8 |
| PM Mar| 60.0| 53.4| 62.6| 62.6| 29.4| 30.5| 39.9| 57.4| 55.8| 60.6 | 57.4 | 58.2 |
| PM Apr| 84.5| 75.2| 84.5| 84.0| 50.0| 53.5| 59.9| 81.1| 79.2| 81.1 | 79.8 | 81.4 |
| PM May| 113.4| 95.6| 107.3| 106.9| 68.4| 72.1| 73.9| 107.6| 108.3| 105.9| 102.7 | 110.8 |
| PM Jun| 149.3| 131.2| 150.2| 147.5| 96.8| 99.5| 107.9| 140.9| 140.7| 148.1| 142.3 | 149.0 |
| PM Jul| 166.1| 149.7| 172.6| 171.6| 106.2| 110.3| 126.2| 159.5| 158.9| 173.5| 159.7 | 164.1 |
| PM Aug| 145.9| 130.7| 153.9| 155.2| 92.0| 95.2| 113.5| 140.9| 141.1| 153.9| 139.3 | 141.2 |
| PM Sep| 90.2| 75.8| 88.1| 91.7| 53.9| 55.2| 66.4| 86.6| 87.0| 88.7| 81.1 | 83.0 |
| PM Oct| 50.5| 41.5| 46.9| 48.8| 27.5| 28.7| 39.0| 46.3| 47.1| 47.1| 43.0 | 42.8 |
| PM Nov| 29.4| 24.1| 26.5| 29.0| 11.0| 12.0| 20.3| 23.5| 23.8| 26.5| 24.3 | 21.9 |
| PM Dec| 22.5| 20.3| 22.1| 25.7| 6.3 | 6.8 | 18.7| 17.6| 17.6| 24.1| 19.5 | 16.9 |
| PM Ann| 967| 846| 971| 981| 563| 586| 706| 911| 909| 966| 899 | 915 |
| HS Jan| 21.1| 19.6| 21.0| 24.1| 12.8| 13.2| 15.9| 24.1| 25.4| 23.3| 18.6 | 23.2 |
| HS Feb| 28.6| 26.7| 28.4| 33.4| 16.5| 17.7| 20.7| 32.1| 33.5| 32.0| 24.6 | 32.2 |
| HS Mar| 54.0| 52.3| 56.1| 64.3| 30.5| 31.9| 37.2| 60.0| 61.4| 63.4| 48.8 | 63.9 |
| HS Apr| 77.0| 81.1| 85.4| 95.8| 46.4| 50.0| 56.8| 86.6| 86.2| 96.2| 75.9 | 94.1 |
| HS May| 103.6| 108.3| 116.6| 127.8| 65.1| 67.7| 76.5| 116.6| 114.7| 128.4| 103.0 | 125.6 |
| HS Jun| 124.6| 137.8| 146.3| 156.7| 83.4| 85.8| 97.9| 141.6| 139.2| 162.5| 129.0 | 154.7 |
| HS Jul| 132.2| 151.6| 158.7| 168.9| 96.6| 98.3| 109.5| 152.6| 150.6| 179.8| 139.8 | 162.8 |
| HS Aug| 115.8| 136.7| 139.4| 153.2| 87.7| 89.0| 97.6| 135.8| 134.6| 157.6| 122.6 | 143.2 |
| HS Sep| 78.9| 84.8| 87.9| 98.3| 53.1| 54.6| 60.2| 91.7| 91.4| 98.9| 76.2 | 93.5 |
| HS Oct| 47.8| 50.8| 50.8| 58.0| 33.4| 33.9| 37.8| 55.5| 56.2| 57.7| 44.2 | 56.3 |
| HS Nov| 27.1| 26.4| 27.0| 31.0| 17.6| 18.3| 20.9| 32.0| 33.1| 30.5| 23.4 | 30.7 |
| HS Dec| 19.9| 19.6| 20.5| 23.9| 13.3| 13.3| 15.8| 23.7| 24.9| 22.7| 18.1 | 22.2 |
| HS Ann| 830| 895| 938| 1035| 556| 574| 647| 952| 951| 1053| 824 | 1003 |

This first analysis (Table 4) showed that the ET0 calculated with HS was very similar to the values obtained with the cPM equation at mountain weather stations, with values that only differed by a few mm annually. Other weather stations, on the other hand,
were subject to fluctuations that could be significant and not very well correlated with the morphology of the area (Figure 3; Table 5). In addition, the Pearson correlation coefficient between the annual values obtained with the HS and PM methods was calculated to be 0.92. Although it showed good agreement, there was the possibility of observing appreciable differences.

![Average percentage difference from 2010 to 2020 between HS - PM](image)

**Figure 3.** Average percentage difference from 2010 to 2020 between the two methods of calculation (HS-PM) of ET0 for each weather station (dif. 2010–2020).

**Table 5.** Average percentage difference from 2010 to 2020 between the two methods of calculation (HS-PM) of ET0 for each weather station (dif. 2010–2020); 95% confidence interval between years for each weather station (95% conf. int.).

| W. Station | W1  | W2  | W3  | W4  | W5  | W6  | W7  | W8  | W9  | W10 | W11 | W12 |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| dif. 2010–2020 | −16.4 | 5.6 | −3.5 | 5.3 | −1.2 | −2.2 | −9.2 | 4.3 | 4.4 | 8.3 | −9.1 | 8.8 |
| 95% conf. int. | ±5.0 | ±3.0 | ±4.7 | ±4.5 | ±2.9 | ±1.8 | ±2.4 | ±2.4 | ±2.6 | ±3.7 | ±3.1 | ±2.3 |

The monthly difference between the two methods was also assessed. The graph in Figure 3 shows how the different weather stations followed a common pattern, indicating the monthly correlation, but also a systematic error between the methods. There was evidence of underestimation of evapotranspiration by the HS method in the summer months (June, July, August) and overestimation in spring (April, May) and autumn (October, November).

In this context, in order to minimize the differences between the PM and the HS methods, the coefficient HC was iteratively modified reaching the minimum RMSE value comparing the PM with the HS modified (Table 6).
Table 6. Empirical coefficient of Hargreaves HC for each interval (Jan, Feb, Mar, etc.) multiplied by $10^{-3}$, adapted to the investigated weather stations (W1, W2, . . . ) in order to minimize the difference between the HS ET0 equation and that of PM.

| W.S. | W1  | W2  | W3  | W4  | W5  | W6  | W7  | W8  | W9  | W10 | W11 | W12 |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Jan HC | 2.6 | 2.5 | 2.7 | 2.4 | 1.6 | 1.6 | 2.7 | 2.0 | 1.8 | 2.5 | 2.7 | 1.8 |
| Feb HC | 2.5 | 2.3 | 2.6 | 2.2 | 1.9 | 1.8 | 2.4 | 2.1 | 2.0 | 2.2 | 2.7 | 1.9 |
| Mar HC | 2.6 | 2.3 | 2.6 | 2.2 | 2.2 | 2.5 | 2.5 | 2.2 | 2.1 | 2.2 | 2.7 | 2.1 |
| Apr HC | 2.5 | 2.1 | 2.3 | 2.0 | 2.5 | 2.5 | 2.4 | 2.2 | 2.1 | 1.9 | 2.4 | 2.0 |
| May HC | 2.5 | 2.0 | 2.1 | 1.9 | 2.4 | 2.4 | 2.2 | 2.1 | 2.2 | 1.9 | 2.3 | 2.0 |
| Jun HC | 2.8 | 2.2 | 2.4 | 2.2 | 2.7 | 2.7 | 2.5 | 2.3 | 2.1 | 2.1 | 2.5 | 2.2 |
| Jul HC | 2.9 | 2.3 | 2.5 | 2.3 | 2.5 | 2.6 | 2.6 | 2.4 | 2.4 | 2.2 | 2.6 | 2.3 |
| Aug HC | 2.9 | 2.2 | 2.5 | 2.3 | 2.4 | 2.7 | 2.4 | 2.4 | 2.2 | 2.6 | 2.3 | 2.3 |
| Sep HC | 2.6 | 2.1 | 2.3 | 2.1 | 2.3 | 2.3 | 2.5 | 2.2 | 2.2 | 2.1 | 2.5 | 2.0 |
| Oct HC | 2.5 | 1.9 | 2.2 | 2.0 | 2.0 | 2.0 | 2.3 | 2.0 | 2.0 | 1.9 | 2.3 | 1.8 |
| Nov HC | 2.5 | 2.2 | 2.4 | 2.2 | 1.6 | 1.6 | 2.2 | 1.7 | 1.7 | 2.1 | 2.5 | 1.7 |
| Dec HC | 2.7 | 2.3 | 2.4 | 2.4 | 1.3 | 1.3 | 2.6 | 1.8 | 1.7 | 2.4 | 2.5 | 1.8 |
| Ann HC | 2.7 | 2.1 | 2.4 | 2.2 | 2.3 | 2.3 | 2.5 | 2.2 | 2.2 | 2.1 | 2.5 | 2.1 |

This procedure was preparatory to obtain a map of the distribution of the HC in the study area, in order to use all weather stations with the detection of Tmax, Tmean, and Tmin, for ET0 calculation.

3.3. Interpolation of the Hargreaves Coefficient HC

The interpolation to obtain the HC was assessed for each month and annually with the three methods: OK, EBK, and OCK. The independent variable for OCK was altitude which showed the best correlation performance between other geographical variables investigated (latitude, exposure, slope, distance from the watershed line, etc.).

The table (Table 7) shows that OK was the best way to interpolate the HC coefficient values on a monthly and annual scale. The success of the OK highlighted the failure, due to the lack of correlation with the independent variable, of the OCK that is usually (in the presence of correlation with the dependent variable) very accurate. These interpolations were functional for knowing the HC for each month and annually (Figure 4) for each point in the surface of the study area.

Table 7. Empirical coefficient of Hargreaves HC for each interval (Jan, Feb, Mar, etc.) multiplied by $10^{-3}$, adapted to the investigated weather stations (W1, W2, . . . ) in order to minimize the difference between the HS ET0 equation and that of PM. The best interpolation for each time interval is highlighted in red.

|         | RMSE | MSE  | RMSSE | ASE  | RMSE | MSE  | RMSSE | ASE  |
|---------|------|------|-------|------|------|------|-------|------|
| OK Jan  | 0.00042 | −0.02058 | 0.99948 | 0.00048 | OK Feb | 0.00029 | −0.01014 | 1.00919 | 0.00027 |
| OCK Jan | 0.00042 | 0.05025 | 0.97203 | 0.00045 | OK Feb | 0.00030 | 0.01955 | 1.04040 | 0.00028 |
| EBK Jan | 0.00043 | 0.01265 | 0.91740 | 0.00047 | EBK Feb | 0.00031 | 0.00523 | 0.94670 | 0.00031 |
| OK Mar  | 0.00022 | −0.01469 | 0.99964 | 0.00021 | OK Apr | 0.00023 | −0.00270 | 1.01601 | 0.00022 |
| OCK Mar | 0.00024 | 0.01448 | 1.18229 | 0.00019 | OCK Apr | 0.00019 | 0.00270 | 0.87131 | 0.00019 |
| EBK Mar | 0.00023 | 0.02283 | 0.99274 | 0.00022 | EBK Apr | 0.00022 | −0.00105 | 0.93277 | 0.00021 |
| OK May  | 0.00018 | −0.03791 | 0.99523 | 0.00016 | OK Jun | 0.00023 | −0.00484 | 1.00051 | 0.00023 |
| OCK May | 0.00018 | −0.00693 | 0.90759 | 0.00018 | OCK Jun | 0.00019 | 0.02802 | 0.82823 | 0.00020 |
| EBK May | 0.00021 | −0.01225 | 0.95158 | 0.00019 | EBK Jun | 0.00023 | 0.00661 | 0.91972 | 0.00021 |
| OK Jul  | 0.00020 | −0.01011 | 1.00730 | 0.00019 | OK Aug | 0.00022 | −0.02360 | 0.99735 | 0.00022 |
| OCK Jul | 0.00020 | −0.04213 | 1.15612 | 0.00017 | OCK Aug | 0.00022 | −0.04539 | 0.97564 | 0.00023 |
| EBK Jul | 0.00021 | 0.02720 | 1.01468 | 0.00020 | EBK Aug | 0.00022 | 0.02864 | 1.01629 | 0.00022 |
| OK Sep  | 0.00021 | 0.00201 | 1.06929 | 0.00019 | OK Oct | 0.00025 | −0.03778 | 1.00047 | 0.00024 |
| OCK Sep | 0.00021 | −0.00863 | 1.06453 | 0.00019 | OCK Oct | 0.00023 | 0.00923 | 1.10969 | 0.00020 |
| EBK Sep | 0.00021 | 0.06140 | 1.02250 | 0.00020 | EBK Oct | 0.00023 | 0.06093 | 0.99900 | 0.00022 |
Table 7. Cont.

|       | RMSE   | MSE   | RMSSE  | ASE   | RMSE   | MSE   | RMSSE  | ASE   |
|-------|--------|-------|--------|-------|--------|-------|--------|-------|
| OK Nov| 0.00034| −0.00022| 0.98974| 0.00033| OK Dec| 0.00041| −0.000885| 0.99847| 0.00046|
| OCK Nov| 0.00033| 0.03827| 0.96585| 0.00033| OCK Dec| 0.00045| 0.05236| 0.91954| 0.00051|
| EBK Nov| 0.00035| −0.01738| 0.97694| 0.00034| EBK Dec| 0.00047| 0.01078| 0.91282| 0.00052|
| OK Year| 0.00021| 0.00349| 1.07832| 0.00019| OK Year| 0.00022| 0.00506| 1.10586| 0.00019|
| OCK Year| 0.00022| 0.00506| 1.10586| 0.00019| OCK Year| 0.00022| 0.00506| 1.10586| 0.00019|
| EBK Year| 0.00021| −0.03607| 1.11018| 0.00021| EBK Year| 0.00021| −0.03607| 1.11018| 0.00021|

Figure 4. Monthly ET0 difference between HS and PM for all weather stations.

As a result, the 58 additional weather stations chosen to calculate the ET0 with the HS method were assumed in the HS equation the value HC generated by the interpolation. This consequently resulted in a calibration of the HS method with the PM method for all weather stations and the cPM method in the case of mountain weather stations.

3.4. Calculation of ET0

The adjustment of the HC allowed the definition of ET0 in the study area with many more measurement points, allowing a more accurate calculation. As in the case of HC interpolation, the best interpolation method for ET0 was iteratively evaluated. Table 8 shows the results of the 3 methods analyzed SK, SCK, EBK.

Table 8 shows that the most accurate method was SCK, the result of a good correlation between ET0 and altitude. The EBK method also performed very well, and was easy to use due to the iterativity of the method, which was delegated to the software. This interpolation led to the production of 12 monthly maps and one annual one originating from the average of ET0 from 2010 to 2020. Two of the most significant maps are reported in Figure 5.
Table 8. Cross validation results for each time interval and for each geostatistical method used; the best method for each interval is highlighted in red.

| Method | RMSE  | MSE    | RMSSE  | ASE   | RMSE  | MSE    | RMSSE  | ASE   |
|--------|-------|--------|--------|-------|-------|--------|--------|-------|
| SK Jan | 3.61  | −0.03116 | 0.689  | 5.57  | SK Feb | 4.54  | −0.03681 | 0.902  | 5.30  |
| SCK Jan | 3.91  | −0.00706 | 1.008  | 3.88  | SCK Feb | 4.79  | −0.00116 | 0.993  | 4.82  |
| EBK Jan | 3.82  | −0.01709 | 0.992  | 3.89  | EBK Feb | 4.75  | −0.03228 | 0.987  | 4.86  |
| SK Mar | 8.49  | −0.02914 | 0.839  | 10.63 | SK Apr | 11.35 | −0.02982 | 0.854  | 13.83 |
| SCK Mar | 9.06  | −0.00116 | 0.999  | 9.07  | SCK Apr | 11.85 | −0.00483 | 0.985  | 12.02 |
| EBK Mar | 8.94  | −0.03335 | 0.980  | 9.24  | EBK Apr | 11.80 | −0.03532 | 0.978  | 12.20 |
| SK May | 14.62 | −0.1844  | 0.837  | 17.74 | SK Jun | 19.79 | −0.03099 | 0.866  | 23.58 |
| SCK May | 15.17 | −0.01990 | 0.992  | 15.27 | SCK Jun | 20.69 | −0.00257 | 0.99494 | 20.77 |
| EBK May | 14.96 | −0.04320 | 0.984  | 15.35 | EBK Jun | 20.47 | −0.03529 | 0.97856 | 21.11 |
| SK Jul | 22.11 | −0.03417 | 0.849  | 27.02 | SK Aug | 19.65 | −0.03368 | 0.871  | 24.15 |
| SCK Jul | 23.40 | −0.00517 | 0.994  | 23.51 | SCK Aug | 20.49 | −0.00556 | 0.991  | 20.67 |
| EBK Jul | 22.98 | −0.03168 | 0.990  | 23.44 | EBK Aug | 20.15 | −0.03273 | 0.986  | 20.65 |
| SK Sep | 11.64 | −0.03121 | 0.862  | 14.46 | SK Oct | 6.98  | −0.06199 | 0.929  | 7.73  |
| SCK Sep | 11.69 | −0.04715 | 1.003  | 11.70 | SCK Oct | 6.87  | −0.03277 | 1.000  | 6.83  |
| EBK Sep | 11.99 | −0.03929 | 0.992  | 12.22 | EBK Oct | 7.12  | −0.04362 | 0.987  | 7.28  |
| SK Nov | 3.95  | −0.04198 | 0.912  | 4.87  | SK Dec | 3.32  | −0.05343 | 0.884  | 4.05  |
| SCK Nov | 3.93  | −0.00271 | 0.998  | 4.02  | SCK Dec | 3.20  | −0.03497 | 0.998  | 3.23  |
| EBK Nov | 4.11  | −0.03503 | 0.987  | 4.23  | EBK Dec | 3.33  | −0.01604 | 0.984  | 3.43  |
| SK Year | 127.47 | −0.30266 | 0.858  | 155.53 | SK Year | 130.30 | −0.46667 | 1.000  | 130.00 |
| SCK Year | 130.30 | −0.04667 | 1.000  | 130.00 | SCK Year | 132.41 | −0.03607 | 0.984  | 136.02 |

Table 8 shows that the most accurate method was SCK, the result of a good correlation between ET0 and altitude. The EBK method also performed very well, and was easy to use due to the iterativity of the method, which was delegated to the software. This interpolation led to the production of 12 monthly maps and one annual one originating from the average of ET0 from 2010 to 2020. Two of the most significant maps are reported in Figure 5.

**Figure 5.** Interpolation of the HC from 2010 to 2020, in the study area for the year (a) and for November (b).
By observing the figures, it is possible to observe the great heterogeneity of the study area (Figure 6), where the ET0 range went from 450 mm to up to 1250 mm per year. The lowest values were reached in the south-western mountain area, while the highest were widely obtained in the north and in the coastal sector to the east.

4. Discussion

Data quality control is a very important part of a climate analysis and is the strength of this research, as it is the basis for all other approximations in the equations. The correctness of the climate data determines, as demonstrated by other studies [70,71], the accuracy of the ET0 estimation using the PM and cPM method, which otherwise cannot be considered reliable. The temperatures, also due to more effective preliminary validations, allowed us to have less erroneous data; in any case the same quality control procedure was performed for all other weather stations [37] involved in the calculation of ET0 with HS. The HS method, in a temperate climate on the border of the Mediterranean climate, at average latitudes, showed surprising results compared with previous studies [72,73]. In particular, only one weather station averaged over 10 years showed percentage differences between HS and PM greater than 10% (but less than 20%). This result highlighted substantial differences both with similar research carried out in other environments [72] and with research carried out in climatically related territories [73]. No systematic over- or underestimations of HS compared to PM were found in this research in contrast to what is often observed in the literature [74,75]. Besides, very interesting particularities were observed in the case of weather stations above 1200 m a.s.l., where HS was shown to be more accurate than the PM method and in great agreement with the cPM method. The cPM allowed for the accurate evaluation of mountain weather stations, where the vegetation was almost absent and consequently determined lower values of ET0. In this context, the value of HC was
found to be variable from zone to zone, but certainly correlated with the various weather stations that have shown some agreement when close, with similar environmental and climate parameters. Furthermore, it was significant to note that the annual estimates of the two methods (cPM and HS without calibration) were very close in the case of the weather stations with the highest altitude, above 1800 m (−1.2- and −2.2-point percentage of difference). This observation clearly disagrees with much of the literature, which reports a significant weakness in the case of mountain weather stations [35,76]. The concordance between the two methods in this territory leads to evaluate the reasons that could be dictated by the climatic-environmental peculiarities that characterize it. The study area is in a transitional zone between temperate and Mediterranean climate. Furthermore, there is also a very unusual conformation of the territory, characterized by great environmental and altitudinal variations even at short distances with a moderate mitigating influence of the Adriatic Sea, due to its small size. In order to obtain a perfect calibration of the HS method from the PM, the HC was modified on a monthly and annual basis. From an annual point of view, it was possible to observe a non-substantial calibration, with maximum values of variation with respect to the standard coefficient [77] equal to ±0.0004. Some studies agree with this evidence [72], while others disagree and need greater calibrations [11]. The HC was interpolated over the entire study area, with GIS software, so that the added weather stations could enjoy the coefficients established in the calibration. HC interpolation compared various kriging methods (Table 7), which very often turned out to be among the best statistical methods of interpolation [78], allowed a good spatialization as it was possible to analyze from the cross validation (Table 7). The HC coefficient interpolated with OK was then attributed both on a monthly and annual scale to each weather station, making the calculation of ET0 with HS more accurate and more similar to PM and cPM results. Finally, the variable ET0 was spatialized through a SCK with altitude as independent variable, which proved to be the most accurate geostatistical method among those investigated (Table 8). The good relationship between ET0 and altitude has already been verified in the past, even in territories very different from the study area [79]. Some limitations of this research must be taken into account when critically analyzing the results. The first limit, unsurpassable at the moment, was the presence of only 12 weather stations for the analysis of the entire study area, using the PM and cPM method. Despite the appropriate data declustering being performed, there were some under-sampled areas that may have shown slightly different results, both as HC and consequently as ET0. Furthermore, it would be appropriate to compare the results obtained by theoretical calculations, with experimental measurements by lysimeters, especially in mountain weather stations, where the ET0 was calculated using the cPM method instead of the simplified one. It follows that the limitations of this study were mainly technical.

5. Conclusions

Potential evapotranspiration is fundamental for accurately assessing water supply and crop needs and, mostly, for estimating the water budget of a given area. Very often different methods are observed to give different results even of hundreds of mm of ET0 for the same location. The resolution of the uncertainty in the estimation of ET0 by calculating the HC over the whole study area allows results to be obtained that are much more similar to the more refined PM and cPM method. Furthermore, a certain reliability of the HS method was observed, probably due to careful quality control operations on the original data. Of great interest was the excellent correlation detected between the uncalibrated HS method and the cPM in the case of mountain weather stations. Finally, a good correlation was observed regarding the ET0 parameter with the change in altitude, which led to better interpolation and could also be exploited in other areas in the future to improve the analysis. This research is intended to be the starting point for further analysis, which can use the correct ET0 calculation, even with low parameters, for various purposes. The calculation of potential evapotranspiration is indispensable for water resource management, giving a
priority to any interventions and for agricultural planning of the territory, and obtaining a reliable value of the water needs of crops, which can discriminate the cultivation choices.
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