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Interleaver module is an important part of modern mobile communication system. It plays an important role in reducing bit error rate and improving transmission efficiency over fading channels. In 5G NR (5th Generation New Radio) standards, LDPC (low-density parity-check) and polar channel codes are employed for data channels and control channels, respectively. If multiple interleavers are implemented separately for them, the cost increases significantly. To address this issue, a hardware multiplexing scheme for channel interleavers based on LDPC and polar codes is proposed in this paper. Firstly, the formulas for the processes of the control channel interleaving and data channel interleaving are derived with respect to 5G NR standard. Subsequently, hardware reuse is proposed by sharing the similar or identical parts between the two hardware structures. Simulation results verify the correctness of our proposed scheme and demonstrate that it can realize the hardware sharing of the two kinds of channel interleavers to reduce the cost of silicon.

1. Introduction

In the modern mobile communication, some important technologies are used, such as interleaving [1], offloading [2], spectrum sensing [3, 4], partitioning [5], hardware reusing, and resource sharing and allocation [6, 7]. Specifically, channel interleaving technology has been widely used. Channel interleaving aims to distribute transmitted bits in time to achieve desirable bit error distribution to counter the effects of fading channels. The interleaver can change the permutation of the signal bit stream to the utmost without changing the information content. Therefore, interleaver can maximize the dispersion of continuous error bits generated by bursts in the process of transmission. In this way, the error correction and error detection capabilities of the receiver can be improved. In the traditional LUT (lookup table) based interleaving and deinterleaving scheme, a large amount of silicon is used with high cost. Therefore, it is important to reuse the hardware for different types of interleavers to reduce the cost of silicon.

At present, the hardware equipment based on multimode and fast-switching has been studied for channel interleavers in WLAN (wireless local area network, which includes IEEE 802.11a/b/g and IEEE 802.11n standards), WiMAX (Worldwide Interoperability for Microwave Access, which includes IEEE 802.16e standard), 3GPP-WCDMA (3rd Generation Partnership Project-Wideband Code-Division Multiple Access), 3GPP-LTE (3GPP-long-term evolution), and DVB-T/H (Digital Video Broadcasting-Terrestrial/Handheld) standards [1]; multistandard hardware interleaver structure was proposed for HSPA (High Speed Packet Access) evolution, 3GPP-LTE, WLAN, and DVB-T/H in [8]. A parallel architecture for decoding reconfigurable interleavers was proposed to support HSPA evolution, DVB-SH (DVB-Satellite Services to Handhelds), 3GPP-LTE, and WiMAX standards [9]. The issues of address conflicts for hardware sharing were analyzed and resolved in [10]. Among these multistandard interleaver implementations, it is common to simplify and improve the interleaver algorithm of various standards such that the hardware implementation structure becomes simple and easy to reuse [11]. Then, the identical hardware structure is reused by careful comparison to reduce the cost of silicon for multistandards [12]. Although these works cover 2G, 3G, and even 4G standards [13], the latest 5G standard has not
been studied in them. Therefore, with respect to the 5G NR standard 3GPP TS 38.212 [14], this paper proposes a scheme of hardware reuse and cost-savings for polar-encoded channel interleaver [15] and LDPC-encoded channel interleaver [16]. We first derive the formulas for the interleaving schemes of data channel and control channel in 5G NR standard. Then, we design the corresponding hardware structure for them. Next, by comparative analysis, we obtain a multiplexing structure with a reused module to achieve the hardware sharing of two-channel interleavers.

The contributions of this paper are as follows:

1. The interleaving schemes of data channel and control channel in 5G NR standard are formulized, and the corresponding hardware structures are given.

2. The hardware structure diagrams of two kinds of channel interleaver are compared, and the hardware sharing structure is given to realize low-cost implementation.

The structure of the remaining parts of this paper is as follows: in Section 2, we introduce the interleaver schemes for LDPC and polar codes channel. In Section 3, we derive the interleaving formulas of two kinds of channels to facilitate the subsequent interleaver reuse. In addition, we give the hardware structure designs of two interleavers. Then, according to the derived formulas, we also give the hardware structure after hardware sharing. Subsequently, the feasibility verification of the final design is given. Finally, Section 4 summarizes the work of this paper.

2. Brief Introduction of Channel Interleavers in 5G NR Standard

In this paper, our work is mainly carried out in accordance with the final standard of 3GPP R15, which is the first version of the 5G standard and meets the part of IMT-2020 (International Mobile Telecommunications-2020) requirements of ITU (International Telecommunication Union). The interleaving method used in the 5G standard is the optimal conclusion after repeated discussion and demonstration [14, 17].

Channel interleaving mainly includes two modes: control channel interleaving and data channel interleaving. This paper focuses on the hardware sharing of these two interleaving methods in 5G NR uplink and downlink. The position of our work in the 5G NR standard is highlighted in Figure 1.

2.1. Interleaver for Data Channel. LDPC code is a new type of error correction code. Its performance in mobile channel is improved compared with turbo code. Even without interleaver, the error correction ability of irregular LDPC code is better than turbo code. Therefore, the LDPC code is listed as one of the candidate schemes in 5G communications. In addition, the simulation results show that LDPC has good performance in all block lengths and code rates, and the complexity is relatively low [18]. In the latest 5G standard, the construction, coding, and interleaving scheme of parity matrix \( H \) of LDPC code is specified. In 5G standard, QC-LDPC (quasi-cyclic-LDPC) code is adopted. QC-LDPC code belongs to a structured irregular LDPC code [19], which is composed of basic matrix \( H_b \) and lifting factor \( Z \). In 5G standard, two basic matrices (i.e., BG1 and BG2) are determined. Two basic matrices have eight basic matrices, respectively, and they have different dimensions. The corresponding basic matrix [20] is selected according to the size and code rate of transmission block [21]. After the basic matrix is determined, the lifting factor is selected, and then, the basic matrix is modified according to the lifting factor to get the modified parity matrix \( H \). Finally, according to the check matrix \( H \), the encoded code word is directly obtained.

In essence, interleaver is a device which can change the information distribution structure without changing the information content. It is employed to make the burst errors generated in the process of channel transmission decentralized. The LDPC code interleaving scheme adopted in 5G standard is bit interleaving with block interleaver [22]. As shown in Figure 2, the interleaving method is to read the input sequence into a matrix by rows and then read out by columns. The process of deinterleaving is the opposite operation, i.e., read the interleaved sequence into the matrix by columns and then read it out by rows. The matrix is determined by the length and interleaving depth of the input sequence. The number of rows in the matrix is the interleaving depth, and the number of columns is the length of the input sequence divided by the interleaving depth. The interleaving depth is related to the modulation order. There are five modulation schemes specified in 5G NR standard, i.e., BPSK (binary phase shift keying), QPSK (quadrature phase shift keying), 16QAM (quadrature amplitude modulation), 64QAM, and 256QAM. The corresponding modulation orders are 1, 2, 4, 6, and 8, respectively. For example, if 16QAM modulation is used and the input sequence length is 8000 symbols, then the matrix size is \( 4 \times 2000 \). After adding the interleaving function, the coding performance has a corresponding improvement, as shown in Figure 3.

2.2. Interleaver for Control Channel. Due to its low complexity of encoding and decoding, the polar code has become a research hotspot of error correction code. The core of polar code construction is related to the channel polarization. In the process of coding, each subchannel is made to show a different reliability due to its slow complexity [23, 24]. When the length of information code to be transmitted continues to increase, some channels tend to the perfect channel with capacity close to 1 (error-free code), and the other channels tend to the pure noise channel with capacity close to 0. On this basis, we can select those channels whose capacity is close to 1 to transmit information directly to approximate the channel capacity. In addition, the polar code is the only coding scheme that can be strictly proved to achieve the Shannon limit.

The construction of polar code is composed of error detection, code matrix generation, sequence, rate matching [25], and interleaving. In the interleaving part, we can also divide it into two steps, interleaving before coding and interleaving after coding. Interleaving before coding is applicable to 5G-NR DCI (downlink control information), and there is no upstream interleaving; the interleaving after coding is applicable to 5G-NR UCI (uplink control information), and there is no downstream interleaving. This paper discussed interleaving of UCI.
In Introduction, we have briefly introduced that the interleaving is to disrupt the information structure without changing the information content and reduce the relevance between information bits to improve the resistance to burst interference. In the interleaving of UCI, the right triangle interleaving method is specified [26], as shown in Figure 4. In this method, we assume that the storage unit is an isosceles right triangle with a right angle side length of P, and the side length P is clearly defined in 3GPP, that is,

\[ P \times P \leq 8192. \]  

(1)

In 3GPP, the interleaver has a maximum of 8192 bits [27]. In this case, M is set as the number of bits after rate matching. At this time, it requires

\[ P \times \frac{P + 1}{2} \geq M. \]  

(2)

When the equation takes the equal sign, we write the information into the interleaver line by line and then read it out in the order of columns. When the equation takes the greater than sign, there is still some unused space after all the information is loaded into the interleaver. At this time, we load dummy elements (nulls) into the interleaver and discard the dummy elements when reading out by columns. From the above process, we can see that this is similar to the interleaving process of block interleaver [28], but the rules of interleaving are not unitary because the number of rows in each column or the number of columns in each row is different. We can find that, after the right triangle interleaving, the spacing between each adjacent information data becomes \( P, P-1, \) and \( P-2, \) and they are not equidistant. With the right triangle interleaving theory, we use Matlab to simulate. We set up comparison groups; that is, one group contains isosceles right triangle interleaving method, while the other group does not. As shown in Figure 5, we can find that the performance for reducing the bit error rate is improved after using the interleaver. Among them, the red dotted line does not use the interleaving function, while the blue line uses the interleaving function.

### 3. Multiplexing of Two Interleavers in 5G NR Standards

#### 3.1. Formula Representation of Standardized Interleavers

**3.1.1. Formula Representation of LDPC-Coded Data Channel Interleaver.** The channel interleaving process based on LDPC encoding in 5G is given in Table 1.
the realization of interleave is to find the corresponding relationship between \( f(n) \) and \( x(n) \), that is, the interleaving address. Since the interleaving process can be equivalent to that in a matrix, the parameter \( i \) in the interleaving process can be equivalent to a row parameter, \( j \) can be equivalent to a column parameter, and the row and column correspond to the row and column in the matrix, respectively, where the range of \( i \) is \([0, Q_m - 1]\), and the range of \( j \) is \([0, E/Q_m - 1]\). Then, set the interleaving result as \( f_{i,j} \), which is

\[
f_{i+jQ_m} = e_{i,j},
\]

where \( j \) is the outer loop and its value increases from 0 to \( E/Q_m - 1 \) and \( i \) is the inner loop whose value increases from 0 to \( Q_m - 1 \). Thus, we can get the value of \( i + j \times Q_m \) is 0, 1, 2, 3, ..., \( E - 1 \). That is, with the increase in \( i \) and \( j \), the value of \( f_{i,j} \) is the position of the elements in the output sequence corresponding to the sequence before interleaving. For example, the calculated value of \( f_{i,j} \) is written as \([1–4] \) in order. If the input sequence is \( e \), then the output sequence is \([e(4), e(3), e(2), e(1)] \). In the original process,

\[
J_{i,j} = \frac{i \cdot E}{Q_m + j}
\]

However, because the formula is not convenient for subsequent hardware reuse, this paper adopts a new method to achieve the result.

Let us first assume that the value of input sequence \( e \) is 0, 1, 2, 3, ..., 19. In other words, the value of the element in the input sequence is equal to its position in the input sequence, i.e., \( J_{i,j} \). It is convenient for the later observation. \( Q_m = 4 \) denotes 16QAM modulation, and the rectangle after the data in the modulation process is shown in Figure 6. When the value of \( j \) is 0, the data in the first column are readout. \( J_{i,j} \) corresponds to the next data, and it is always 5 more than that of the previous data. For example, the first element in the first row corresponding \( J_{1,0} \) is 0, the next element corresponding \( J_{1,1} \) is 5, and the next element corresponds to 10.

The law of the following columns is the same as that of the first column. Therefore, when the row parameter \( i \) is not equal to 0, the value of \( J_{i,j} \) is the value of the last read-out data \( f_{i,j} \) (can be set as \( f_{i-1,j} \)) and plus \( E/Q_m \). Then, when \( i \) is equal to 0, it can be observed that \( J_{0,j} \) is the value of the column parameter \( j \), so the formula of \( J_{i,j} \) can be derived as

\[
J_{i,j} = \begin{cases} 0 & i = 0, \\ J_{i-1,j} + \frac{E}{Q_m} & i \neq 0, \end{cases}
\]

where the value of \( E/Q_m \) (i.e., the number of columns of the rectangle) can be given in the precalculation stage.

\[\text{Average BER, AWGN channel}\]

![Table 1: The process of data channel interleaver.](image)

| BER | SNR/db |
|-----|--------|
| 1   | 4      |
| 0.9 | 4.1    |
| 0.8 | 4.2    |
| 0.7 | 4.3    |
| 0.6 | 4.4    |
| 0.5 | 4.5    |
| 0.4 | 4.6    |
| 0.3 | 4.7    |
| 0.2 | 4.8    |
| 0.1 | 4.9    |

**Figure 4: Right triangle interleaving process.**

**Figure 5: Comparison of BER before and after interleaving.**

**3.1.2. Formula Representation of Polar-Coded Control Channel Interleaver.** In the above part, we give a brief overview of the whole interleaving system. Here, we will refine the formula and implement the hardware diagram according to the interleaving process. First of all, we need to make it clear that the data entered the isosceles right triangle interleaver according to the order of rows but readout according to the order of columns. Therefore, we can think that the data are read in line order, and then, a transpose of rows and columns is carried out in the interleaver. Then, we read in line order, which is more convenient for us to derive the formula. Then, we introduce two variables, \( i \) and \( j \), as row and column counter, respectively. Here, we make the following provisions for \( i \) and \( j \).
(i ≤ P − 1, j ≤ P − 1), where P is the size of the right-angle side of an isosceles right triangle. Meanwhile, when i increases from 0 to P − 1, j adds 1; j increases from 0 to P − 1, then i adds 1. When the information data enter the interleaver and are transposed, it is easy to find the order of elements $a_{ij}$ of row j and column i in the sequence after reading them out by row. We can obtain the formula as

$$a_{ij} = \begin{cases} \ i, & \text{j = 0,} \\ \ (C_1 + C_j) \times (j + 1) \times \frac{1}{2} - \lfloor C_j - (i + 1) \rfloor, & \text{j ≠ 0.} \end{cases}$$

(6)

After deducing the interleaved address without dummy elements, we now address a more realistic situation, namely,

$$P \times \frac{P + 1}{2} > M. \tag{10}$$

In this case, the isosceles right triangle interleaver is filled with information elements and many dummy elements. When the dummy elements are taken into account, formula (6) no longer holds. However, we can still use the above numbers to calculate the interleaving address of a certain information unit including several dummy elements, and then, we can calculate the dummy element number C before this information unit and then make a subtraction, and we can obtain the interleaved address of this information unit.

Let us explain in detail how to calculate the number of dummy elements, which needs to be discussed in several cases. Before that, we first define several variables: $i_d$ denotes the number of columns of the information unit to be calculated, $j_d$ denotes the number of rows of the information unit to be calculated, $C_d$ is the length of the first line of the right triangle interleaver, which is $P$. $C_j$ is defined by

$$C_j = \begin{cases} \ P, & \text{j = 0,} \\ \ C_{j-1} - 1, & \text{j ≠ 0,} \end{cases}$$

(7)

where $C_j$ is the number of columns in the (j+1)th row. Through the above two formulas, we have known the relationship between $a_{ij}$ and the sequence after interleaving after the internal transposition of interleaver. However, we still do not know the corresponding relationship between $a_{ij}$ after transposition and the information $a_k$ before entering the interleaver. Through the observation of the internal data of the interleaver after transposition, it is found that when we read the data in the order of columns, it is exactly the order in which the data are stored in the interleaver. Therefore, we can get a corresponding relationship as

$$a_k = \begin{cases} \ j, & \text{i = 0,} \\ \ (C_1 + C_j) \times (i + 1) \times \frac{1}{2} - \lfloor C_j - (j + 1) \rfloor, & \text{i ≠ 0,} \end{cases}$$

(8)

where $C_i$ is the number of rows in each column. The definition is similar to the above $C_j$. In the deinterleaving, we should subtract the number of dummy elements, and equation (6) becomes (9) for such a purpose:

$$a_{ij} = \begin{cases} \ i, & \text{j = 0,} \\ \ (C_1 + C_j) \times (j + 1) \times \frac{1}{2} - \lfloor C_j - (i + 1) \rfloor - C_d, & \text{j ≠ 0.} \end{cases}$$

(9)

It should be noted that the above formula does not consider the existence of dummy elements, so it only describes the case when the information sequence completely fills the interleaver. In equation (6), $C_i$ is the length of the first line of the right triangle interleaver, which is $P$. $C_d$ is defined by

It should be noted that the above formula does not consider the existence of dummy elements, so it only describes the case when the information sequence completely fills the interleaver. In equation (6), $C_i$ is the length of the first line of the right triangle interleaver, which is $P$. $C_d$ is defined by

$$C_d = \begin{cases} \ P, & \text{j = 0,} \\ \ C_{d-1} - 1, & \text{j ≠ 0,} \end{cases}$$

(7)

where $C_d$ is the number of columns of the (j+1)th row. Through the above two formulas, we have known the relationship between $a_{ij}$ and the sequence after interleaving after the internal transposition of interleaver. However, we still do not know the corresponding relationship between $a_{ij}$ after transposition and the information $a_k$ before entering the interleaver. Through the observation of the internal data of the interleaver after transposition, it is found that when we read the data in the order of columns, it is exactly the order in which the data are stored in the interleaver. Therefore, we can get a corresponding relationship as

$$a_k = \begin{cases} \ j, & \text{i = 0,} \\ \ (C_1 + C_j) \times (i + 1) \times \frac{1}{2} - \lfloor C_j - (j + 1) \rfloor, & \text{i ≠ 0,} \end{cases}$$

(8)

where $C_i$ is the number of rows in each column. The definition is similar to the above $C_j$. In the deinterleaving, we should subtract the number of dummy elements, and equation (6) becomes (9) for such a purpose:

$$a_{ij} = \begin{cases} \ i, & \text{j = 0,} \\ \ (C_1 + C_j) \times (j + 1) \times \frac{1}{2} - \lfloor C_j - (i + 1) \rfloor - C_d, & \text{j ≠ 0.} \end{cases}$$

(9)
included in the \((i_d+1)\)th column and the \((j_d-1)\)th row to be requested are subtracted. That is,

\[
[P - (i_d + 1) + C_{j_d-1} - (i_d + 1)] \times j_d \times \frac{1}{2} \quad (13)
\]

The second case: \(i_d < i_o\) can be divided into the following three scenarios:

(a) \(j_d > j_o\). We first calculate the total number of the \(i_d\)th column and the \((j_d-1)\)th row to be calculated and then subtract the number of information units in this range. That is,

\[
[P - i_d + C_{j_d-1} - i_d] \times j_d \times \frac{1}{2} - j_o \quad (14)
\]

(b) \(j_d < j_o\). At this time, the number of dummy elements in the \(i_d\)-th column and the \(j_d\)-th row are calculated. That is,

\[
[P - (i_d + 1) + C_{j_d-1} - (i_d + 1)] \times j_d \times \frac{1}{2} \quad (15)
\]

(c) \(j_d = j_o\). This case is the same as scenario (b).

After we analyzed all the required formulas, we start to design the hardware implement scheme. The first is the implementation of \(C_p\) and here, we can use a loop with a judgment to achieve it. According to the formula, we can design a hardware structure with the subtraction gate as the main structure. On this basis, we add a judgment on the position of the output. When \(j = 0\), the output is 4. If this condition is not satisfied, we set a delay through the register and then make a subtraction with 1 in turn. On this basis, we implement the hardware structure step by step according to the formula. We add a judgment to the final output to meet the requirements of the formula.

For the implementation of dummy computing hardware, the formulas can be divided into three categories. Among them, case 1 and case 2 belong to one category, and the hardware implementation of equation (11) can be reused; then, a logical judgment is added, and if the second case is satisfied, one is subtracted. The case one of (3) and (b) can be reused, while (a) cannot be reused because they do not have the same structure.

Note: when the number of dummy rows to be considered is only 1, if \(j_o = 0\) at this time, we only need to consider the number of \(P - i_d\). When \(j_o\) is not equal to 0, we only need to consider the number of \(P - i_d - 1\). If the information unit to be calculated is on the first line, there is no need to subtract the number of dummy elements.

3.2. Verification of Formula for Interleaved Addresses

3.2.1. Verification of Interleaved Address Formula for Data Channel

We use Matlab to simulate the LDPC interleaving formula. First assume that the input sequence is \([0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]\) and the modulation order is 4. The corresponding figure of this sequence is shown in Figure 7.

Using equation (5), \(J_{i,j}\) is obtained. The corresponding position element is taken out from the input sequence according to the value of \(J_{i,j}\), which is the value in the output sequence, as shown in Figure 8.

After verification, the interleaved sequence can be deinterleaved back to the original sequence. The formula is the same as the interleaving formula. We only need to exchange the ranges of \(i\) and \(j\) with each other and change the \(E/Q_m\) in the formula to \(Q_m\). That is,

\[
J_{i,j} = \begin{cases} 
  j, & i = 0, \\
  J_{i-1,j} + Q_m, & i \neq 0. 
\end{cases} \quad (16)
\]

Then, the interleaved sequence is deinterleaved in the same way as the interleaving process, and the deinterleaved sequence (i.e., the original input sequence) is obtained. The result of the deinterleaved sequence is shown in Figure 9.
3.2.2. Verification of Interleaved Address Formula for Control Channel. In order to verify the formula, we define an isosceles right-angled triangle with \( P = 6 \) and load the data \( a_1 \) to \( a_{21} \) into the triangle interleaver in the order of the rows. The interleaving process is equivalent to the data in this triangle matrix. After transposing, we take them out in rows, so we make \( a_{i,j} \) into \( a_{j,i} \). First, we verify the correctness of formula (8). For the number of the first column in the interleaver, we can get it as shown in Figure 10.

For the second column number in the interleaver, the corresponding \( C_1 \) is 5 at this time, and then, the function formula we determined becomes

\[
a_k = (6 + 5) \times 2 \times \frac{1}{2} - [5 - (j + 1)].
\]

Among them, the corresponding values of \( j \) are 0, 1, 2, 3, and 4, which can be obtained through Matlab. The result is shown in Figure 11.

For the third column number in the interleaver, the corresponding \( C_3 \) is 4 at this time, and then, the function formula becomes

\[
a_k = (6 + 4) \times 3 \times \frac{1}{2} - [4 - (j + 1)],
\]

where the corresponding values of \( j \) are 0, 1, 2, and 3. The result is shown in Figure 12.

After comparison, we find out that this corresponds to the actual serial number of the information after it is loaded into the interleaver and after transpose. Hence, the formula is theoretically feasible.

Next, we verify the formula of the interleaved address information given in equation (6). For \( j = 0 \), the first row of elements according to (6) is obtained and shown in Figure 13.

For \( j = 1 \), the second row of elements is obtained. According to equation (6), we get

\[
a_{j,i} = (6 + 5) \times 2 \times \frac{1}{2} - [5 - (i + 1)].
\]

The simulation result is shown in Figure 14.

For \( j = 2 \), the third row of elements is obtained. According to equation (6), we get

\[
a_{j,i} = (6 + 4) \times 3 \times \frac{1}{2} - [4 - (i + 1)].
\]

And the simulation result is shown in Figure 15.

After comparison, we find that this is consistent with the sequence corresponding to the actual information loaded into the interleaver and read out row by row after a transpose. From these, we conclude that the formula is theoretically feasible. In the following, we verify the corresponding C value for different situations, that is, the number of dummy elements to be subtracted.

For the first case, that is, \( j_{\text{max}} < j_d \) to be calculated, the number of dummy elements must be considered in calculating the address of the information at this time. This case corresponds to equation (11). Suppose we now find \( a_6 \), and we let the head of \( i_s \) in equation (11) be 1 and 2 to verify the correctness of the expression.

When \( i_s = 1 \), the corresponding \( j_{\text{max}} = 4 \), and the value of \( j_s \) is in the range \( [0, 1, 2, 3, 4] \), that is, from \( a_6 \), \( a_7 \), \( a_8 \) to \( a_{11} \), respectively, as the first dummy element. The parameters \( i_s \) and \( j_{\text{max}} \) are substituted into equation (11), and the result can be obtained and shown in Figure 16.

When \( i_s = 2 \), corresponding to \( j_{\text{max}} = 3 \), the range of \( j_s \) is \([0, 1, 2]\), that is, from \( a_{12} \), \( a_{13} \), \( a_{14} \) to \( a_{15} \), respectively, as the first dummy element. The parameters \( i_s \) and \( j_{\text{max}} \) are substituted into equation (11), and the result can be obtained and shown in Figure 17.

After comparison, we verified the correctness of the formula. For the above second case, \( j_{\text{max}} = j_d \) is to be
calculated; that is, the information unit to be obtained is on the same line as the dummy with the largest number of rows. At this time, the number we need to consider is the total number of dummies minus 1 (only considering the number of dummy elements before this information unit). In view of this situation, we can subtract 1 if equation (11) is correct.

For the case 3, that is, \( j_{\text{max}} > j_d \) to be decided, first, we discuss \( i_d = i_j \); that is, the information unit to be decided and the first dummy element are in the same column. At this time, we need to consider the number of all units contained in the \((i + 1)\text{th}\) column and the \((j - 1)\text{th}\) row based on the information unit. This case corresponds to equation (13). In equation (13), we choose \( i_s = 1 \) and \( i_t = 2 \) for verification. When the \( i_s \) is 1, \( j_d \) can be 2 and 3. When \( i_s \) is 2, the \( j_d \) can be 2 and 3 as well.

When \( j_d = 2 \), according to equation (13), for different \( i_t \), the simulation result can be obtained in Figure 18.

When \( j_d = 3 \), according to equation (13), for different \( i_t \), the simulation result is shown in Figure 19.

After verification, it is the same as the theoretical value. When \( i_d < i_s \), first discuss \( j_d > j_j \); that is, the number of rows of the information unit to be decided is greater than the first dummy element. At this time, the formula for calculating \( C \) differs from the above formula only in that we are considering the \( i_s \) column starts. Meanwhile, we can subtract the number of information units in the \( i_s \) row. When the first dummy element starts from 8 and 12, respectively, we use (14) to solve the address after \( a_3 \), interleaving. Because the corresponding \( j_d \) and \( t_s \) are different, the verification results are more general.

For the case where the first dummy starts at 8, the formula is

\[
C = (6 - 1 + 5 - 1) \times 2 \times \frac{1}{2} - 1. \tag{21}
\]

The calculated result is 8, which is the correct result.

For the case where the first dummy starts at 12, the formula is
\[ C = (6 - 2 + 5 - 2) \times 2 \times \frac{1}{2} - 0. \]  

(22)

The calculated result is 7, which is the correct result.

When \(j_d \leq j_i\), the number of dummy elements we need to calculate at this time is all the numbers in \(i + 1, j_d - 1\). The calculation formula is equation (15).

3.3. Hardware Design and Reuse of Two Coding Interleavers

3.3.1. Interleaver Hardware Design for LDPC-Coded Data Channel. From the formula of \(J_{i,j}\), it can be concluded that the hardware required for its implementation is an adder, a selector, and an address register, which can realize the interleaver of the data channel. It is shown in Figure 20.

3.3.2. Interleaver Hardware Design for Polar-Coded Control Channel. The interleaver hardware design for polar-coded control channel is shown in Figure 21. In the first part of the figure, we can get \(C_i\) and then pass through a few adders and subtractors. Before entering the second part, the output of the subtraction gate is

\[ (C_i + C_1) \times (i + 1) \times \frac{1}{2} - [C_i - (i + 1)]. \]  

(23)

When judged by a logic gate, if \(j = 0\) (that is, the one in the first row after replacement), the output is \(i\). If \(j = 0\) is not satisfied, the output is equation (23).

3.3.3. Hardware Multiplexing of Two Interleavers. By observing and comparing the hardware implementation diagrams of two interleavers, we can find that the hardware structure of LDPC-coded data channel interleaver has also appeared in the polar-coded control channel interleaver. Thus, the hardware structure of the data channel interleaver can be set to a new module \(M\), and its structure diagram is shown in Figure 22. It has a total of three input terminals \((a, b, c)\) and one output terminal \(y\). The input and output parameters can be determined according to the selection of the interleaving scheme. If it is selected for the data channel interleaving, the input parameters \(a, b, c\) are \(E/Q_m, j\), and \(i\); the output is the interleaved address \(J_{i,j}\). If it is selected for the control channel interleaving, the input parameters are 1, 4, and \(j\), respectively. The output is \(C_j\). Therefore, the final design of the multiplexing structure can be obtained as shown in Figure 23.

3.3.4. Flow Charts of Precalculation Stage and Execution Stage. The flow charts of precalculation stages and execution stages are shown in Figures 24 and 25, respectively.
Figure 18: Verification 1 for formula (13).

Figure 19: Verification 2 for formula (13).

Figure 20: Hardware diagram of data channel interleaver.
Figure 21: Hardware diagram of control channel interleaver.

Figure 22: Multiplexing module $M$.

Figure 23: Hardware sharing structure after reuse.
4. Conclusions and Future Work

This paper presents an interleaver multiplexing scheme for the LDPC and polar encoding channel which are specified in 5G NR standards. First, we analyze the two interleaving methods and then refine and improve the formulas according to the interleaving process to achieve the hardware reuse. Then, according to the formulas, the hardware realization of interleaving address is derived. Finally, the hardware implementation of the two-channel interleavers is reused as much as possible to achieve the purpose of reducing the hardware cost. However, there are still some issues to be improved in our research work. For example, the formula for generating interleaving address extracted is complicated; especially the formulas for refining interleaving process of control channel need to be further simplified. In the future work, we will also consider the parallelization processing under a variety of channel encoding standards in combination with rate matching.
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