In the past decade, the possibility of using magnetic degrees of freedom in electronic devices has attracted the attention of the semiconductor industry. There are numerous proposals to incorporate spin degrees of freedom into electronics creating spin-electronic or spintronic devices [1]. These devices require a thorough understanding of the magnetization dynamics on the submicron scale. Magnetic resonance force microscopy (MRFM) has proven itself to be a three dimensional nondestructive imaging technique that can be applied to electron [2, 3], [4] and nuclear [5] resonance experiments. In MRFM a micromagnet (tip magnet) is placed on a compliant cantilever. The time variation of the amplitude of the precessing spins will produce a force on the cantilever via the gradient field of the tip magnet. In addition the tip magnet produces a perturbation in the magnetic field in the sample producing a small bowl shaped region in which the spins are at resonance, the resonance slice. This resonance slice can be highly localized (on the order of the size of the tip magnet) thus allowing subsurface detection of spins with submicron resolution. A recent experiment reported the detection of a single spin in resonance [6].

Ferromagnetic Resonance Force Microscopy (FMRFM) [7, 8, 9] is a variation of MRFM that enables the three dimensional, high sensitivity and high resolution qualities of MRFM to be applied in the characterization of the dynamic magnetic properties of ferromagnetic thin films and multilayers at the micron scale. The tip field penetrates magnetic and nonmagnetic materials allowing one to investigate buried structures and interfaces. Recent publications have shown the ability of FMRFM to determine the nature and magnitude of terms contributing to the internal field [6], dispersion relations of magnetostatic modes [6, 8, 9] and relaxation processes in micron size samples [10]. Ferromagnetically coupled systems pose unique challenges for magnetic resonance imaging due to the strong coupling between the spins. The resulting magnetostatic/exchange resonance modes involve spins occupying the entire sample not just those within the resonance slice [6]. Therefore, local imaging capability of MRFM is lost in the case of ferromagnetic samples.

In this Letter we report the first direct observation of the variation of the magnetostatic mode amplitudes due to the local perturbation of the internal field. The localized field is produced by the sharp magnetic tip when it is scanned across the surface of Yttrium Iron Garnet (YIG) samples. The experimental results are in excellent agreement with theoretical predictions. In addition, based on our theoretical model, we propose that it is possible to generate a highly localized mode and recover, in part, the advantages of local imaging capabilities of MRFM. These localized magnetic modes will provide an exciting opportunity to investigate static and dynamic magnetic properties of micron-size defects (imperfections) embedded in ferromagnetic samples without the interference of edge effects.

The experiments were performed using an ambient FMRFM system in the perpendicular geometry [3]. The sample is attached to a microstrip resonator having a resonance frequency of 7.4 GHz. The silicon cantilever’s resonance frequency, the spring constants, and the ambient Q-factor are 17.8 kHz, 0.4 N/m, and 90, respectively. The cantilever displacement is monitored by 850 nm fiber optic interferometer. The cantilever tip was coated with a 250 nm CoPt film ($M_s = 800$ emu/cm$^3$) and annealed in an external magnetic field of 80 kOe oriented along the tip axis of the cantilever. This resulted in a coercive field of 10 kOe [11]. The magnetic tip generates a localized tip field, $h_{tip}$, which can be aligned either parallel ($h_{tip} > 0$) or antiparallel ($h_{tip} < 0$) to the external dc field, $H_{ext}$. Based on a model of the magnetic tip, the strength of the tip field and the tip field gradient at the tip-sample separation $z = 1 \mu$m were estimated to be 80 G and 50 G/\mu$m for $h_{tip} > 0$.

In the following section we present experimental data that confirm the importance of local probe-induced phenomena. Typical measured spectra obtained on the
20 × 80 µm² YIG sample are shown in Fig. 1. The magnetostatic modes are labelled by \((n_x, n_y)\), where \(n_x\) and \(n_y\) represent the number of half wavelengths along the sample width and length, respectively. In the presence of a uniform bias field and a homogeneous driving rf field only modes with odd values of \(n_x\) and \(n_y\) have a net dipole moment that will couple to the rf field [12]. However, if the symmetry of the magnetic field is broken by the presence of the localized tip field, the magnetostatic modes having \(n_x\) and/or \(n_y\) even can have a net dipole moment and be excited. We now discuss the cases of parallel and antiparallel tip orientations.

\(h_{\text{tip}} > 0\): To investigate the effects of this perturbation quantitatively, we first discuss the case when the magnetic field of the tip magnet adds to the bias magnetic field. For a weak tip field \((h_{\text{tip}} \approx 0)\) applied at the center of the sample the mode amplitudes are observed to decrease monotonically with increasing \(n_x\) and \(n_y\). Such a spectrum is shown by the dashed line in Fig. 1, for \(z = 10 \mu m\). At that distance the magnetic field generated by the tip magnet is on the order of 2 G. As the tip approaches the sample surface, the magnetic tip field increases. This results in a dramatic change of the measured spectra as illustrated by the solid line in Fig. 1.

There are two main features to be noted: (i) the spectrum is shifted to a lower resonance field by \((8 \pm 1)\) G and (ii) the amplitude of modes \((1,5)\) and \((1,9)\) are enhanced relative to modes \((1,3)\), \((1,7)\), and \((1,11)\). The resonance field shift is due to the spatially-averaged tip field which adds to the external field. Notice, that the principal mode \((n_x = n_y = 1)\) is also split. We attribute the mode on the high field side to be a localized surface mode [13].

To demonstrate the subtle details of the effect of the increasing tip field, the force intensity for modes \((1,3)\) and \((1,5)\) is plotted in Fig. 2 as a function of the tip-sample separation. As the tip field gradient increases with decreasing distance the FMRFM signal increases. However, the intensity of the \((1,3)\) mode decreases dramatically for \(z < 3 \mu m\) and at \(z = 2.5 \mu m\) its intensity becomes even lower than the intensity of the \((1,5)\) mode. For \(z < 2 \mu m\) the intensity of the \((1,5)\) mode decreases as well. These effects can be explained by the model proposed below, see Fig. 2b.

\(h_{\text{tip}} < 0\): By reversing the orientation of the applied magnetic field without reversing \(h_{\text{tip}}\), the magnetic field of the tip subtracts from the homogeneous bias field. For a tip-sample separation below 2 µm, the modes \((1,3)\), \((1,7)\), and \((1,11)\) are now stronger compared to modes \((1,5)\) and \((1,9)\), see Fig. 1b. This is exactly opposite to what is observed for \(h_{\text{tip}} > 0\). Table I summarizes the intensity ratios of the subsequent resonant modes when the tip field is weak and the magnetostatic modes are practically unperturbed, \(h_{\text{tip}} \approx 0\) line and for strong tip fields, \(h_{\text{tip}} > 0\) and \(h_{\text{tip}} < 0\). There are two notable features: (i) the values in the first row are lower/higher/lower than values for \(h_{\text{tip}} \approx 0\) while the values in the third row are higher/lower/higher than the values for \(h_{\text{tip}} \approx 0\). This reinforces the conclusions made earlier that for \(h_{\text{tip}} > 0\), the modes \((1,5)\) and \((1,9)\) are enhanced, while for \(h_{\text{tip}} < 0\) the modes \((1,3)\) and \((1,7)\) are enhanced. (ii) The first and third columns are ascending while the second column is descending.

| \(I(1,3)/I(1,5)\) | \(I(1,5)/I(1,7)\) | \(I(1,7)/I(1,9)\) |
|------------------|------------------|------------------|
| \(h_{\text{tip}} > 0\) | 0.6 ± 0.1 | 2.9 ± 0.1 | 1.0 ± 0.2 |
| \(h_{\text{tip}} \approx 0\) | 1.6 ± 0.1 | 1.9 ± 0.1 | 1.5 ± 0.2 |
| \(h_{\text{tip}} < 0\) | 2.4 ± 0.2 | 1.1 ± 0.3 | 1.9 ± 0.4 |

TABLE I: The intensity ratios for modes \((1,3)\), \((1,5)\), \((1,7)\), and \((1,9)\) in the presence of a strong positive tip field \((h_{\text{tip}} > 0)\), a weak tip field \((h_{\text{tip}} \approx 0)\), and a negative tip field \((h_{\text{tip}} < 0)\). Corresponding spectra are plotted in Fig. 1.
FIG. 3: The mode intensity for the (1,2), (1,3), and (1,5) modes as the tip is scanned along the long axis of the sample at $m$ is strongly suppressed while at the position of the next maxima in the magnetostatic mode at $y = \pm 26 \mu m$ the intensity is enhanced. (iii) Mode (1,5) shows very little variation as a function of position of the tip. Therefore, the lateral resolution can be estimated to be approximately 20 μm. This is in good agreement with the theoretical predictions (Fig. 2).

These unusual characteristics are understood within a theoretical model which is based on a linearized Landau-Lifshitz-Gilbert (LLG) equation of motion that include a spatially dependent tip field and Maxwell’s equations. The external dc field is parallel to the sample normal and the driving rf field, $h_{rf}$, lies in the plane of the sample and is considered to be homogeneous over the entire sample. The cantilever tip field, $h_{tip}(r)$, is considered to be either parallel, $h_{tip} > 0$, or antiparallel, $h_{tip} < 0$, to the external field $H_{ex}$.

The linearized LLG equation of motion and Maxwell’s equations neglecting displacement currents can be written as (in cgs units)

$$\frac{\partial M}{\partial t} = -\gamma [M \times H_{eff}] + \frac{\alpha}{M_s} \left[ M \times \frac{\partial M}{\partial t} \right], \quad (1)$$

$$\nabla \times H = 0, \quad \nabla \cdot (H + 4\pi M) = 0, \quad (2)$$

where $\gamma = 1.84 \times 10^5 \text{ Oe}^{-1}\text{s}^{-1}$ is the absolute value of gyromagnetic ratio, $M_s = 140 \text{ erg/cm}^3$ is the saturation magnetization, and $\alpha = 0.0045$ is the dimensionless Gilbert damping parameter. The internal effective field, $H_{eff}$, is given by

$$H_{eff} = (h_x + h_{rf}, h_y, H_{ext} - 4\pi M_s + h_{tip}(r)). \quad (3)$$

Eq. (1) is solved in a small angle approximation; $|m| \ll M_s$, where $m$ represents the transverse rf component of the magnetization vector. The boundary conditions are assumed to be

$$m|_{x=\pm L_x/2} = m|_{y=\pm L_y/2} = 0. \quad (4)$$

The unique feature in the model is treating the tip field as a non-local perturbation and determining its effect on the magnetostatic modes. Using Eq. (2) the rf magnetic field $h$ is expressed in terms of the magnetization $m(r)$ as a linear functional $h[m(r)]$ resulting in the non-local relationship

$$\dot{K}m(r) + h_0(r)m(r) = \Delta \Omega m(r) + h_{rf}, \quad (5)$$

$$\Delta \Omega = \frac{1}{4\pi M_s} \left( \frac{\omega}{\gamma} - H_{ext} + 4\pi M_s \right), \quad (6)$$

$$h_0(r) = \frac{h_{tip}(r)}{4\pi M_s}. \quad (7)$$

The operator $\dot{K}$ represents a linear integral transformation defined by

$$\dot{K}f_k(r) = \omega_k f_k(r), \quad (8)$$

where $f_k$ represents the unperturbed magnetostatic modes given by

$$f_k(x, y) = \sin \{k_x (x + L_x/2)\} \sin \{k_y (y + L_y/2)\}, \quad (9)$$

and $\omega_k$ is their dispersion relation given by the Damon-Eshbach theory [14]. The wave-vectors $k$ are chosen to satisfy the “pinned” boundary conditions, Eq. (4). The new basis of the magnetostatic modes $m_n(r)$ can be found by solving the homogeneous equations

$$\left[ \dot{K} + h_0(r) \right] m_n(r) = \Delta \Omega_n m_n(r). \quad (10)$$

The FMRFM signal is proportional to the force acting on the cantilever which can be written as

$$F_{FMRFM} \approx d \int_A M_z(z) \cdot \nabla z h_{tip}(r) \, dx \, dy, \quad (11)$$

where $M_z(r) = M_s - \frac{|m|^2}{2M_s}$ is the longitudinal component of magnetization, $d$ is the thickness of the film and $A$ represents the area of the sample. A detailed discussion of the theory will be presented elsewhere [15].

Eq. (11) offers an interesting interpretation; It is similar to the time-independent Schrödinger equation with
When the tip magnet is scanned across the sample, the transverse component of the magnetization \( \mathbf{m} \) changes sign at the next lobe position: At \( y = 0 \) \( \mu \text{m} \), the transverse component of \( \mathbf{m} \) for the (1,3) mode is negative and therefore the intensity of this mode is strongly suppressed. On the other hand, at \( y = \pm 26 \) \( \mu \text{m} \), \( \mathbf{m} \) is positive and, as observed in Fig. 4 this mode is strongly enhanced.

\( h_{\text{tip}} < 0 \): In the case of the potential well the results are exactly the opposite to those for a potential barrier (\( h_{\text{tip}} > 0 \)). If \( \mathbf{m} \) is negative in the region of the tip magnet as is the case for mode (1,3), the wavelength of the wave in the region of the perturbing tip field is decreased and the coupling of the mode to the rf field is increased. Consequently the FMRFM intensity of the mode is enhanced. On the other hand, if \( \mathbf{m} \) is positive in the region of the tip field as for mode (1,5), the net dipole moment will be decreased and therefore the FMRFM signal for that mode is suppressed.

Extending the Schrödinger equation analogy to the case of a deep narrow potential well, a highly localized magnetic mode can be excited [15]. The properties of this localized mode would be independent of the sample size and therefore of any edge imperfections that might be introduced in the sample preparation. Scanning the local mode about the sample would allow one to extract variations in the local magnetic properties of the ferromagnetic samples. This makes FMRFM a unique experimental method allowing the investigation of local magnetic properties of the ferromagnetic samples independent on the sample dimensions, shape and/or defects at the sample edge. Incorporation of advanced nanomagnetic probe tips should enable next-generation FMRFM systems capable of imaging local magnetic properties with sub-micron lateral resolution.

In conclusion, it has been demonstrated that the magnetic field of the tip magnet introduces a local inhomogeneity in the internal field of a 20 \( \times \) 80 \( \mu \text{m}^2 \) YIG film. This influences the shape of the samples magnetostatic modes, thereby measurably perturbing the strength of the force coupling to the cantilever. Using a hard magnetic coating on the tip, we are able to investigate the magnetostatic modes when the tip field is parallel (\( h_{\text{tip}} > 0 \)) and antiparallel (\( h_{\text{tip}} < 0 \)) to the external dc field. The condition \( h_{\text{tip}} > 0 \) can be visualized as a potential barrier in the Schrödinger-like equation analogy, and modes (1,5) and (1,9) are enhanced while modes (1,3) and (1,7) were suppressed. In contrast with this is the case for \( h_{\text{tip}} < 0 \) corresponding to a potential well in the Schrödinger-like equation analogy. Here the observed effect is exactly the opposite to the case for \( h_{\text{tip}} > 0 \). These results are in excellent agreement with the proposed theory indicating, that an inhomogeneity in the internal field can also be successfully included into FMRFM experiments. Furthermore, highly localized magnetostatic modes are predicted which are
suitable for **local imaging** of ferromagnetic samples.
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