Automatic contouring of normal tissues with deep learning for preclinical radiation studies
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Abstract

Objective. Delineation of relevant normal tissues is a bottleneck in image-guided precision radiotherapy workflows for small animals. A deep learning (DL) model for automatic contouring using standardized 3D micro cone-beam CT (μCBCT) volumes as input is proposed, to provide a fully automatic, generalizable method for normal tissue contouring in preclinical studies. Approach. A 3D U-net was trained to contour organs in the head (whole brain, left/right brain hemisphere, left/right eye) and thorax (complete lungs, left/right lung, heart, spinal cord, thorax bone) regions. As an important preprocessing step, Hounsfield units (HUs) were converted to mass density (MD) values, to remove the energy dependency of the μCBCT scanner and improve generalizability of the DL model. Model performance was evaluated quantitatively by Dice similarity coefficient (DSC), mean surface distance (MSD), 95th percentile Hausdorff distance (HD95p), and center of mass displacement (ΔCoM). For qualitative assessment, DL-generated contours (for 40 and 80 kV images) were scored (0: unacceptable, manual re-contouring needed - 5: no adjustments needed). An uncertainty analysis using Monte Carlo dropout uncertainty was performed for delineation of the heart. Main results. The proposed DL model and accompanying preprocessing method provide high quality contours, with in general median DSC > 0.85, MSD < 0.25 mm, HD95p < 1 mm and ΔCoM < 0.5 mm. The qualitative assessment showed only few contours needed manual adaptations (40 kV: 20/155 contours, 80 kV: 3/155 contours). The uncertainty of the DL model is small (within 2%). Significance. A DL-based model dedicated to preclinical studies has been developed for multi-organ segmentation in two body sites. For the first time, a method independent of image acquisition parameters has been quantitatively evaluated, resulting in sub-millimeter performance, while qualitative assessment demonstrated the high quality of the DL-generated contours. The uncertainty analysis additionally showed that inherent model variability is low.

1. Introduction

Preclinical radiation studies are of great benefit for clinical radiation therapy (RT), as they allow for large scale evaluation of radiation effects on a shorter time scale compared to clinical studies (Schlaak et al 2020). Over the years, image-guided precision radiotherapy for preclinical rodent models has become possible as a result of developments in both hardware, e.g. image-guided radiation platforms, and software, e.g. advanced treatment planning systems (Verhaegen et al 2011, van Hoof et al 2013, Tillner et al 2014, Verhaegen et al 2018).
The preclinical image-guided precision radiotherapy workflow closely mimics the clinical radiotherapy workflow (Schlaak et al. 2020). It starts with the animal set-up, followed by imaging, for which in most cases high precision X-ray micro cone-beam CT (μCBCT) is used. The next step is treatment planning, which consists of a repetitive process including tissue contouring, beam configuration planning and dose calculation. The aim is to achieve an optimal dose to be used during subsequent irradiation. In preclinical radiotherapy, these various steps are usually performed in one session while the animal is under anesthesia. Lately, there is a need to align with the Refine, Reduce, Replace (3-R) principle for animal experimentation, with the goal of minimizing animal burden.

A bottleneck in this image-guided precision radiotherapy workflow for small animals is the delineation of the relevant organs. Delineation of these structures can be useful for various applications. For instance, for longitudinal assessment of organ response to the received radiation dose. In case of tumor irradiation, organ-at-risk (OAR) delineation is needed to evaluate and minimize the radiation dose to normal tissues, while ensuring optimal target coverage. However, manual contouring is a time-consuming and laborious task requiring expertise from animal technicians, which limits workflow efficiency. It involves precise delineation of relevant tissue volumes using 2D polygons adjacent to the borders of these tissues, until the whole tissue is covered, introducing variances dependent on several factors. Furthermore, inter-observer variability can introduce bias into the treatment plan because of anatomical complexities and lack of guidelines for murine organ delineations (Schoppe et al. 2020, Lappas et al. 2022).

With automatic segmentation methods, the time needed to contour normal tissues can be decreased substantially, increasing workflow efficiency, and decreasing the time animals need to be anesthetized. Several (semi-)automatic contouring methods have been proposed in clinical radiotherapy, which can be divided into two main categories: methods that do or do not use prior knowledge. The latter category includes methods such as adaptive thresholding, edge detection, graph cuts and active contours (Boykov and Jolly 2000), while the former includes atlas-based, statistical, machine learning and hybrid methods (Yang et al. 2012, Liu et al. 2018, Yuzhen and Barrett 2019).

Although significant advances have been made, most of these methods suffer from limited flexibility and versatility (e.g. they are organ shape and size specific) making them prone to topological errors and only applicable to specific tasks. Furthermore, the high computational complexity and the need for manual pre- and/ or postprocessing (e.g. pre-alignment on expert contours) hamper their application in preclinical radiotherapy. Literature on automatic contouring in preclinical studies using the aforementioned methods is limited and mostly use magnetic resonance (MR) or fan-beam μCT images as input (Scheenstra et al. 2009, Baiker et al. 2010, Lancelot et al. 2014, Yan et al. 2017). Multi-atlas based automatic segmentation for μCBCT is a relatively new development (van der Heyden et al. 2019).

Recently, deep learning (DL) has been employed for automatic segmentation. DL is a novel approach that has the advantage of aggregating structural features such as intensities and gradient changes by training convolutional kernels in neural networks. This approach has been shown to be powerful for segmentation in clinical radiotherapy (Lustberg et al. 2018, Elguindi et al. 2019, Zeleznik et al. 2021), and has been recently introduced in preclinical studies as well (Schoppe et al. 2020, van der Heyden et al. 2020). While DL-based automatic contouring is becoming well established in the clinical field, this is not yet the case for the preclinical field, where fast calculation is essential to obtain contours while the animal is sedated.

In this work, a 3D DL model for fast automatic contouring for preclinical studies in mice and rats is proposed. The goal is to use standardized 3D μCBCT volumes as input, and as such provide a fully automatic, generalizable method for normal tissue contouring in preclinical studies. Additionally, a method for assessing the uncertainty of the proposed DL model is shown, as a first step towards quantifying the overall uncertainty of the automated DL-based contouring workflow.

### 2. Methods

#### 2.1. Datasets

For training the DL model, two datasets which were retrospectively obtained from two larger rodent radiation studies (Granton et al. 2014, Mowday et al. 2020) were used. The first is a thorax dataset, consisting of 115 sets of 3D μCBCT images with corresponding manual contours of 6 organs of 95 mice. The second is a head dataset, consisting of 50 sets of contrast-enhanced 3D μCBCT images with corresponding manual contours of 5 organs of 30 rats. The μCBCT images were acquired with an image-guided precision irradiator (X-RAD 225Cx, Precision X-Ray Inc., North Branford, CT, USA). Detailed information about these datasets is provided in table 1.

A third dataset was generated for final external testing of the DL model for the head organs. This contained similar cases as the head training dataset, but without ground truth segmentations. Details of this dataset are also
While the training data only contained μCBCT images taken at an energy of 80 kV, this validation dataset also contained μCBCT images taken at 40 kV. Due to the lower imaging energy, slightly more artefacts were present in the 40 kV images compared to the 80 kV images. The DL model generated 3D contours for these cases, and the automatically generated contours were scored by two experienced animal technicians on a scale from 0 to 5. A score of 0 means that the generated contour is unacceptable and would need to be re-delineated from scratch manually, whereas a score of 5 means that the generated contour does not need any manual adjustments. The scoring scale is further explained in table 2.

### Table 1. Specifications of the datasets used in this work. μCBCT = micro cone-beam CT.

| Body site | Thorax | Head | Head validation |
|-----------|--------|------|-----------------|
| Study     | Granton et al (2014) | Mowday et al (2020) | — |
| Imaging modality | μCBCT | Contrast enhanced μCBCT | Contrast enhanced μCBCT |
| Energy (kV) | 80 | 80 | 40 and 80 kV |
| Spatial resolution (mm) | 0.1 | 0.1 | 0.1 |
| Rodent strain | C57BL/6 mice | F344/IcoCrl rats | F344/IcoCrl rats |
| Age/sex | 12 weeks/male | 8–12 weeks/female | 11–13 weeks/female |
| Organs | Left and right lung, complete lungs, heart, spinal cord, thorax bone | Left and right brain hemisphere, whole brain, left and right eye | Left and right brain hemisphere, whole brain, left and right eye |
| Number of animals | 95 | 30 | 31 |
| Number of CT images | 95 | 30 | 62 |
| Number of manual contour sets | 115 | 50 | — |
| Tumor presence | No | Not visible/early stage of tumor growth | Not visible/early stage of tumor growth |

As a subset of the head and thorax datasets (20 cases of each) was used for an inter-observer variability study (Lappas et al 2022), manual contours from both animal technicians were available for the cases in this subset. For the cases not in this subset, only one set of manual contours was available. Having manual contours from different observers in the training data set was shown to positively influence DL-based automatic contouring performance (Schoppe et al 2020). Therefore, all available manual contour sets were used during model training.

### Table 2. Ranking used for expert evaluation of DL generated contours on the head validation dataset.

| Score | Description |
|-------|-------------|
| 0     | The contour is unacceptable and needs to be re-delineated from scratch |
| 1     | Very major manual changes to the contour are needed |
| 2     | Major manual changes to the contour are needed |
| 3     | Minor manual changes to the contour are needed |
| 4     | Very minor manual changes to the contour are needed |
| 5     | No changes to the contour are needed, it can be used as generated |

displayed in table 1 (Head validation). While the training data only contained μCBCT images taken at an energy of 80 kV, this validation dataset also contained μCBCT images taken at 40 kV. Due to the lower imaging energy, slightly more artefacts were present in the 40 kV images compared to the 80 kV images. The DL model generated 3D contours for these cases, and the automatically generated contours were scored by two experienced animal technicians on a scale from 0 to 5. A score of 0 means that the generated contour is unacceptable and would need to be re-done from scratch manually, whereas a score of 5 means that the generated contour does not need any manual adjustments. The scoring scale is further explained in table 2.

#### 2.2. Manual organ segmentation

Manual contouring of the relevant organs was performed by two experienced animal technicians using the SmART-ATP software (Precision X-ray Inc., North Branford, CT, USA & SmART Scientific Solutions BV, Maastricht, the Netherlands) (van Hoof et al 2013). Due to the different anatomical complexities of the various organs, different delineation planes, techniques and drawing tools were applied for each organ. The lungs, spinal cord, thorax bone and brain hemispheres were contoured semi-automatically, while the other organs were delineated fully manually. Further details of the delineation techniques used are provided by Lappas et al (2022).

As a subset of the head and thorax datasets (20 cases of each) was used for an inter-observer variability study (Lappas et al 2022), manual contours from both animal technicians were available for the cases in this subset. For the cases not in this subset, only one set of manual contours was available. Having manual contours from different observers in the training data set was shown to positively influence DL-based automatic contouring performance (Schoppe et al 2020). Therefore, all available manual contour sets were used during model training.

#### 2.3. Image standardization

To standardize the data before using it as input into the DL model, several preprocessing steps were performed (figure 1). First, the μCBCT volumes and the corresponding ground truth segmentations were resized using linear and nearest-neighbor interpolation, respectively, to obtain the same μCBCT volume size (i.e. slice thickness, pixel spacing and image dimensions) for the whole dataset. Next, the resized volumes were converted from Hounsfield units (HUs) to mass density (MD) values, to remove the energy dependency of the μCBCT imager. This allows for application of the DL model to μCBCT images acquired with different acquisition...
parameters (e.g. 40 kV versus 80 kV images), making the model robust to variations in these parameters and generalizable to institutions using different imaging protocols. This step involves conversion from the reconstructed \( \mu \text{CBCT} \) voxel values to 3D mass density \( \rho \) matrices \((g \text{ cm}^{-3})\) using the appropriate HU-\( \rho \) calibration curve for the specific photon energy. To obtain this calibration curve per dataset, a cylindrical 30 mm diameter phantom, dedicated for preclinical research (SmART Scientific Solutions BV, Maastricht, the Netherlands), was scanned (figure 1, bottom left). The phantom consists of a solid water bulk with 10 tissue-mimicking inserts including three different types of cortical bone and 2 air holes paired with verified mass density values (e.g. \( \rho_{\text{solid water}} = 1.02 \text{ g cm}^{-3}, \rho_{\text{adipose}} = 0.95 \text{ g cm}^{-3}, \rho_{\text{cortical bone}} = 1.33–1.82 \text{ g cm}^{-3} \)). As a last preprocessing step, the MD volumes were resized to 128\(^3\) voxels to fit the hardware limitations, normalized such that the voxel values were in the range [0,1] and finally used as input to the model.

2.4. Deep learning model

The DL model was adapted from a publicly available 3D U-net architecture (https://github.com/xf4j/aapm_thoracic_challenge), which was originally designed for the 2017 AAPM Thoracic Auto-Segmentation Challenge in humans (Yang et al. 2018). In this study, initially the 3D U-net was applied to both the rodent head and thorax data in 2 steps: the first to obtain a bounding box around the organ of interest, and the second to segment the organ. However, considering practical issues, such as training time and computational complexity, in the present work the model is applied in only one step to segment the organs directly. This decreases the number of network parameters which minimizes hardware needs. This was determined by analyzing the network’s behavior for the two steps separately. Increasing the training iterations for the 1st step already resulted in the network precisely segmenting the borders of the organ of interest, thereby avoiding having to maintain the feature map for the 2nd step and consequently handling less parameters. The differences in performance between the 2-step and the simplified 1-step 3D U-net were small (supplementary material A (available online at stacks.iop.org/PMB/67/044001/mmedia)).

The 3D U-net architecture (figure 2) consists of 3 encoding and 3 decoding layers. The encoding layers extract features from the \( \mu \text{CBCT} \) data, while the decoding layers perform the organ segmentation. Each encoding layer takes 3D volumes as input and then applies a block of 3D convolutions followed by batch normalization, rectified linear (ReLU) activation and a downsampling step (max pooling) halving the spatial resolution at each layer. The decoding layers perform the same block of processes as the encoding layers, but instead of downsampling for feature detection, there is an upsampling step (bilinear interpolation) to expand the feature maps back to the original resolution of the volumes. Skip connections are used to combine the features extracted in the encoding path with the upsampled output of the decoding layers for a higher precision prediction.

The DL model was trained per organ on a 24 GB Quadro P6000 GPU (NVIDIA, Santa Clara, CA, USA). For each organ, \( k \)-fold cross validation with \( k = 5 \) was performed, i.e. 80% of the data was used for training, and 20% for internal testing, and this process was repeated \( k = 5 \) times, rotating the cases in the 20% test split such that each case was included for testing only once. Throughout this process, a fixed set of hyperparameters was used, which are summarized in table 3. These are based on the findings of Çiçek et al. (2016) and van der Heyden et al. (2020), relative to the task complexity and the hardware limitations. During training, 2/3rd of the input
volumes were used to train the network weights, while the remaining 1/3rd was used for evaluation of those weights on unseen data and to monitor potential overfitting. In addition, on-the-fly data augmentation was applied, consisting of a combination of random translations between $-8$ and $+8$ voxels in the vertical and lateral directions, rotations between $-5$° and $+5$° around the longitudinal axis and scaling between 0.9 and 1 for the vertical and lateral axes of the input volumes (Ronneberger et al 2015, Çiçek et al 2016, Yang et al 2018).

2.5. Evaluation metrics

To evaluate the performance of the DL autocontouring model versus manual delineations, four evaluation metrics are used: the Dice similarity coefficient (DSC), mean surface distance (MSD), the 95th percentile of the Hausdorff distance ($HD_{95\text{p}}$), and the displacement of the center of mass ($\Delta \text{CoM}$). The DSC is a measure of how similar two segmented areas are, and is computed by calculating the overlapping area of two delineations. Its values range from 0 (no overlap) to 1 (perfect overlap). For the MSD, the average Euclidean distance between two contours is calculated, while for the HD the maximum distance between a point in contour A and the nearest point in contour B is computed. The 95th percentile of the HD is calculated to avoid the impact of outliers. The ΔCoM represents the distance between the centers of mass (in 3D space) between two segmented volumes. The MSD, $HD_{95\text{p}}$, and $\Delta \text{CoM}$ values are expressed in millimeters (mm). All evaluation metrics are calculated on the original \(\mu\)CBCT image size, i.e. the preprocessing steps are reverted before calculation of the evaluation metrics.

2.6. Model uncertainty

There are various sources of uncertainty in a DL-based automatic contouring workflow that can influence the quality of the generated segmentations. On the one hand, uncertainty can arise in the input, e.g. in the form of

**Table 3.** Hyperparameters used for training the 3D U-net.

| Hyperparameter           | Value/method               |
|-------------------------|----------------------------|
| Layers                  | 3 encoding, 3 decoding     |
| # Epochs                | 500                        |
| # Convolutional filters in the first layer | 24                        |
| Convolutional kernel size | 3                         |
| Max pooling kernel size  | 3                         |
| Stride kernel size       | 2                         |
| Weight initialization    | He et al (2015)            |
| Optimizer               | Adam (Kingma and Ba 2015) with default parameters |
| Learning rate           | $1 \times 10^{-3}$        |
| Loss function           | Weighted cross entropy     |
| Batch size              | 1                         |
| Dropout                 | 0.5                       |

Figure 2. Schematic overview of the 3D U-net architecture used in this work. Conv3D: 3D convolution; BN: batch normalization; ReLu: rectified linear unit activation; Deconv3D: 3D deconvolution.
inter-observer variability, potentially resulting in disagreement regions as shown by Schoppe et al. (2020), or from the use of different image acquisition parameters (Huang et al. 2021). The influence of Gaussian noise in μCBCT images on the DL segmentation quality is provided in Supplementary Material B. In short, DL model performance is only influenced when Gaussian noise with standard deviation $\geq 500$ HU is present in the images. On the other hand, due to the various sources of randomness in DL models, there is an uncertainty associated with the DL model itself (Gal and Ghahramani 2016, van Rooij et al. 2021). The uncertainty in the input data is addressed in this work by using segmentations from multiple observers as gold standard and by standardizing the input volumes. As a first example of quantifying the uncertainty of the proposed DL model, the latter is investigated for one organ, namely the heart, which is one of the more difficult organs to segment.

The uncertainty of the DL model was assessed by applying Monte Carlo dropout (MCD) (Gal and Ghahramani 2016). When using dropout in a DL model, it is commonly only applied in the training phase, and switched off when applying the trained model to the test dataset (the inference phase). The idea of MCD is to leave dropout on, also during inference. Inference can then be repeated a number of times, and due to the random nature of dropout, the output of the model will be slightly different every time. In this work, inference with dropout on was performed for delineation of the heart, 100 times for all cases (115) in the dataset, resulting in 11,500 heart segmentations.

To assess the effect of applying MCD, these 11,500 DL-generated segmented volumes were compared to the manual segmentations, and differences between the values of the evaluation metrics with and without dropout were calculated. Additionally, the 100 model predictions for each case were summed. As the model predictions are bitmasks, this resulted in summed volumes that can be considered probability masks, where a voxel-value of 0 meant that none of the predictions included that voxel in the heart segmentation, whereas a voxel-value of 100 meant that all of the predictions included that voxel in the heart segmentation. Isolines of these summed volumes at the values 10, 50, 80 and 95 were assessed qualitatively.

3. Results

Figure 3 shows examples of μCBCT slices with DL generated contours, compared to their manual ground truth contours. For four organs, the best, average and worst case are displayed. For the best cases, the manual and DL contours overlap almost perfectly, while in the worst cases there are regions of disagreement. For the spinal cord, it is clear that this disagreement is mostly in the longitudinal direction, meaning that the number of slices taken into account in the contour differs between manual and DL contours. Slice-wise animations for an average case of the organs shown in figure 3 are available in supplementary material C.

The boxplots in figure 4 display the results of the quantitative comparison between manual and DL generated segmentations for all five test folds from the 5-fold cross validation and all four evaluation metrics. Overall performance is high for both thorax and head organs. For most organs, the median DSC is higher than 0.85. Spinal cord (0.79) and thorax bone (0.74) showed slightly lower median DSC values with a higher variance. Higher variance in the DSC was also visible for the left lung. For the two distance metrics (MSD and HD95p), generally, sub-millimeter median performance was achieved. The whole brain and thorax bone showed larger differences and more variance compared to the other organs, although with a median MSD and HD95p smaller than 0.25 mm and 1.4 mm, respectively, the DL model performance can still be considered good. The ΔCoM also resulted in sub-millimeter performance, with a median value less than 0.5 mm for almost all organs. Again, the highest values relative to the other organs were reached for spinal cord and thorax bone, although only thorax bone had a median ΔCoM larger than 0.5 mm.

Moreover, figure 4 also indicates the median and interquartile range inter-observer variability (IOV) for manual contouring that was previously calculated by Lappas et al. (2022). Generally, for the brain (whole as well as the hemispheres separately) and spinal cord, the median DL model performance is within the range of the IOV. An exception to this is the HD95p for the whole brain, which has a higher median and a larger spread for the DL model than the IOV. For the eyes, lungs and thorax bone, the median DL performance is generally worse than the IOV range, although the differences are small ($<0.1$ mm for the distance metrics and $<0.05$ for the DSC). For the heart, the DL model scores better (higher DSC, lower MSD, HD95p, and ΔCoM) than the median IOV.

The average and standard deviation per test fold of the 5-fold cross validation is provided in supplementary material D. In general, the results were stable across all five folds, meaning that the model is robust to changes in the training data. Moreover, these results confirm those of figure 4, revealing the highest degree of variance for the spinal cord and thorax bone for the DSC and ΔCoM, and for whole brain and thorax bone for the MSD and HD95p.

The results of the expert evaluation of the DL generated contours for the head validation dataset are shown in figure 5, both for the 40 kV and the 80 kV μCBCT images. Overall, these results show the high quality of the DL generated contours. For the brain (whole, left and right), only one case needed minimal changes, while for all other cases, regardless of the imaging energy, the contours would be usable without the need for manual
adaptations. For the eyes, there are slightly more contours that would need manual adaptations, although most cases only need minor changes. The same holds when comparing between the different imaging energies: when using 40 kV, more contours need manual adaptation (40 kV: 20/155 contours, 80 kV: 3/155 contours), but very few major adaptations (40 kV: 1/155, 80 kV: 2/155) are required.

Figure 6 displays the results of the MCD uncertainty analysis for the heart as an example of this method. From the quantitative comparison in figure 6(a), it can be derived that the differences in evaluation metrics with and without dropout are very small (<0.01 mm for the distance metrics, <0.001 for the DSC). Expressing these differences as percentages, the uncertainty is generally within 2%. The qualitative analysis of the isolines of the summed predictions confirms these results. In an average case, shown in figure 6(b), the isolines are mostly almost on top of each other, indicating little disagreement. Only small areas, indicated by the blue circles, show larger disagreement. Similarly, the largest observed difference (figure 6(c)) is isolated in a single area and still small compared to the organ’s total size.

4. Discussion

Overall, the proposed DL model and accompanying preprocessing method provide high quality contours for normal tissues in preclinical studies, that are generated fully automatically after training on manual expert
segmentations. For most of the organs evaluated in this work, sub-millimeter performance was achieved, which was within the range of the previously studied IOV (Lappas et al 2022). Relative to the organ’s sizes and the voxel resolution, the sub-millimeter differences between manual and DL generated contours can be considered small. The decrease in performance for the thorax bone is due to insufficient semi-automatic segmentation of the ribs in the manual ground truth contours. As the ribs are not always completely included in the manual contours, but are segmented by the DL algorithm, higher differences in the evaluation metrics can be observed. Similarly, due to variability in the number of slices included in the manual delineation of the spinal cord by the two annotators, higher variances in the evaluation metrics are seen when comparing DL-generated contours and manual contours. A possible solution for this might be to limit the DL-contouring to certain number of slices. For the left lung, larger disagreements were seen at the lower border or close to the heart; areas that are considered ambiguous for the expert annotators as well. Additionally, for the brain hemispheres, voxels belonging to the fissure between them, as well as additional boundary regions segmented only by the DL method.
resulted in higher variance in the distance metrics. However, examining the voxel intensity in those regions showed that the DL method reached higher precision due to the convolutional filters revealing features that were inconspicuous to the bare eye. As there are no guidelines for organ contouring in preclinical studies, the apparently ‘worse’ performance of the DL model for these organs is mainly the result of inter-observer variability in the ground truth.

For the HD95p of the whole brain, a larger discrepancy between the DL model results and the IOV can be observed. There are two main explanations for this discrepancy. First, there are cases where the annotators agree (i.e. IOV is low), but the DL model segmentation does not (i.e. high HD95p for manual segmentation versus DL model). This occurs mostly close to the edges of the brain, i.e. regions where there is generally more variability between cases and observers. An example of this is visualized in Supplementary Material E. Likely, upsampling of the DL model prediction to the original image resolution also has an influence on the higher HD95p, which is not an issue in the IOV calculation. Second, manual segmentations from two expert annotators were available only for a subset of the total dataset. Therefore, not all cases with high HD95p are part of the IOV evaluation.

The expert evaluation of the contours generated by the DL model for the external head validation dataset demonstrates that these contours need few manual adaptations and are therefore highly usable in preclinical studies. This evaluation also shows that the conversion from HUs to MD values works well, as high-quality contours can be generated for both 40 and 80 kV µCBCT images. The slightly lower scores for the 40 kV images compared to the 80 kV images is likely due to some artefacts in the 40 kV images. As DL models are often limited to a very specific input, the ability to process images with different acquisition parameters is a vast improvement.

Figure 6. Results of the uncertainty analysis of the DL model for the heart. (a) Quantitative comparison of the difference in evaluation metrics with and without dropout. Each datapoint represents one DL model prediction (out of 100) for one case (out of 115), resulting in a total of 11,500 datapoints per evaluation metric. DSC: Dice similarity coefficient; MSD: mean surface distance; HD95p: 95th percentile of the Hausdorff distance; ΔCoM: displacement of center of mass. (b) Visualization of the DL model uncertainty for an average case. (c) Visualization of the DL model uncertainty for the worst case. Red, orange, yellow and green lines represent the 10, 50, 80 and 95 isolines of the summed model predictions, respectively. Blue circles indicate areas of disagreement.
towards generalization and inter-institutional usage. This HU-MD conversion is already performed routinely for accurate dose calculations for KV X-rays, and using it for automatic contouring therefore does not add additional workload. Moreover, if a measured curve for a specific imaging energy is not available, one can be calculated from the knowledge of the X-ray spectrum (which can be derived from the imaging energy and filtration used (Poludniowski et al 2009, van der Heyden et al 2018)) and the material characteristics of the phantom. Although a measured calibration curve is more accurate, a calculated curve may be sufficient for the purpose of automatic contouring.

The results from this preclinical study agree with previous findings in this field, indicating the advantage of DL-based models compared to (multi-)atlas and conventional approaches (Baiker et al 2010, van der Heyden et al 2019, Wang et al 2019, Schoppe et al 2020, van der Heyden et al 2020). To the best of the authors knowledge, only Schoppe et al (2020) recently published a DL-based automated contouring method dedicated to normal tissue contouring for preclinical studies. Even though their dataset was larger (220 rodents, 2 annotators), model performance in terms of median DSC for heart and complete lungs segmentation is similar as presented here (0.92 and 0.93, respectively). Additionally, this work shows that DL is also valuable for segmentation of smaller organs, such as the brain and the eyes. These were not taken into account by Schoppe et al (2020). Furthermore, the DL architecture used by Schoppe et al (2020) was a U-net employing 2D convolutions. This limits the capabilities of their network regarding feature extraction in adjacent voxels in the longitudinal axis (i.e. slices). The 3D U-net with 3D convolutions that was trained in this work overcomes this issue.

Whereas manual contouring in preclinical studies can take up to 10 minutes per organ, and therefore up to an hour per animal, generating contours with the DL model proposed in this work only takes approximately 5 seconds per organ. DL-based automatic contouring can thus vastly reduce the time needed for contouring. This will clearly increase the efficiency of the image-guided precision radiotherapy workflow and the effective use of animals, without compromising the accuracy of the extracted information. Animal discomfort will also be kept at a minimum this way. This ensures that preclinical radiation studies adhere to the 3-R principle.

The MCD uncertainty analysis for the prediction of heart contours showed that the DL model is very robust, with differences smaller than 0.01 mm, or 2%. This shows that the DL model does not rely on certain connections between neurons in the model, i.e. it is not overfitted. For organs with more complex shapes, such as the thorax bone, the uncertainty may be slightly higher. The analysis in this work only considered MCD, however, in future work, other methods for assessing DL model uncertainty, such as slightly changing the model weights as proposed by van Rooij et al (2021), should be included as well. Combining this with further quantification of uncertainty in the model’s input can ultimately provide spatial confidence estimates for the generated contours, allowing users to quickly determine the quality and usability of these contours, as well as identify potential problematic areas and their relevance. Evaluating the uncertainty of DL models has only recently gained attention in clinical radiotherapy, but is of equal importance for preclinical studies.

In future work, dose calculations should be performed to assess if there are differences in normal tissue doses when using manual versus DL-based automatic contours. However, due to the small quantitative contour differences combined with relatively large margins and limited beam modulation possibilities in preclinical radiotherapy, dose differences are expected to be small. Vaassen et al (2021) recently showed that dose differences due to automatic contour variations in clinical radiotherapy are indeed small, although they increase when an organ is closer to the target volume. Moreover, not all preclinical studies that employ imaging and contouring of normal tissues are radiation studies. Hence, geometric accuracy of the DL-generated contours is equally important as dosimetric accuracy.

5. Conclusion

In this work, a DL-based model dedicated to preclinical studies has been developed for multi-organ segmentation in two body sites (head and thorax). For the first time, a method independent of image acquisition parameters has been quantitatively evaluated, resulting in DSC scores over 0.85 and sub-millimeter performance for the MSD, HD_{95p} and ∆CoM. Furthermore, the model was qualitatively assessed on an external head dataset by two experienced animal technicians. This demonstrated the high quality of DL-generated contours. The uncertainty analysis additionally showed that the inherent model variability is low. This approach can vastly decrease the time needed to contour normal tissues in preclinical studies, moving towards further standardization, automation and higher efficiency of the workflow and adherence to the 3-R principle.
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