GRADIENT ESTIMATES FOR STOKES SYSTEMS WITH DINI MEAN OSCILLATION COEFFICIENTS

JONGKEUN CHOI AND HONGJIE DONG

ABSTRACT. We study the stationary Stokes system in divergence form. The coefficients are assumed to be merely measurable in one direction and have Dini mean oscillations in the other directions. We prove that if \((u, p)\) is a weak solution of the system, then \((Du, p)\) is bounded and its certain linear combinations are continuous. We also prove a weak type-\((1, 1)\) estimate for \((Du, p)\) under a stronger assumption on the \(L^1\)-mean oscillation of the coefficients. The corresponding results up to the boundary on a half ball are also established. These results are new even for elliptic equations and systems.

1. Introduction

We consider the stationary Stokes system with variable coefficients
\[
\begin{cases}
Lu + \nabla p = D_\alpha f_\alpha & \text{in } B_6, \\
\text{div } u = g & \text{in } B_6,
\end{cases}
\]
where \(B_6 = B_6(0)\) is the Euclidean ball in \(\mathbb{R}^d\) of radius 6 centered at the origin. The elliptic operator \(L\) is in divergence form acting on column vector-valued functions \(u = (u^1, \ldots, u^d)\top\) as follows:
\[
Lu = D_\alpha (A^\alpha \beta D_\beta u),
\]
where we use the Einstein summation convention on repeated indices. Recently, \(L^q\) theory of the Stokes system \((1.1)\) was studied in \([8, 9, 4]\). A consequence of those papers is that every weak solutions \((u, p)\) of the system \((1.1)\) satisfy \((u, p) \in W^{1, q}(B_1)^d \times L^q(B_1)\) provided that the coefficients \(A^\alpha \beta\) are merely measurable in one direction and have small mean oscillations in the other directions (the partially BMO condition), and that the data \(f_\alpha\) and \(g\) are in \(L^q(B_6)\). We note that the above \(L^q\)-regularity result holds when \(q \in (1, \infty)\). In this paper, we investigate minimal regularity assumption of the coefficients, which guarantees \(L^\infty\)-regularity for \(Du\) and \(p\). We are also interested in \(C^1\), weak type-\((1, 1)\), and partial Schauder estimates for the Stokes system.

Throughout the paper, the coefficients \(A^\alpha \beta = A^\alpha \beta(x)\) are \(d \times d\) matrix-valued functions on \(\mathbb{R}^d\) satisfying the strong ellipticity condition; see \(2.1\). We assume
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that \( A^{\alpha\beta} \) are merely measurable in \( x_1 \)-direction and the \( L^1 \)-mean oscillation of \( A^{\alpha\beta} \) with respect to \( x' = (x_2, \ldots, x_d) \) satisfies the Dini condition
\[
\int_0^1 \frac{\omega(r)}{r} \, dr < \infty. \tag{1.2}
\]
In this case, \( A^{\alpha\beta} \) is called of partially Dini mean oscillation; see Definition 2.1 for more precise definition. As mentioned in [8], such type of coefficients with no regularity assumption in one direction can be used to describe the motion of two or multiple fluids with interfacial boundaries.

This paper has two parts. In Part 1, we are concerned with the interior regularity of weak solutions to the Stokes system. We prove that if the coefficients and data are of partially Dini mean oscillation, then any weak solution to the Stokes system (1.1) satisfies
\[
(u,p) \in W^{1,\infty}(B_1) \times L^\infty(B_1). \tag{1.3}
\]
In particular, we show that certain linear combinations satisfy
\[
\hat{U}, D_\alpha u \in C(B_1) \quad \alpha \in \{2, \ldots, d\}, \tag{1.4}
\]
where \( \hat{U} = A^{1\beta} D_\beta u + p e_1 - f_1 \) and \( e_1 \) is the first unit vector in \( \mathbb{R}^d \). These linear combinations are Hölder continuous if we further assume that the coefficients and data are partially Hölder continuous; see Theorem 2.2. An immediate consequence of the results is that any weak solution to the Stokes system satisfies
\[
(u,p) \in C^1(\overline{B_1}) \times C(\overline{B_1}) \quad \text{resp. } (u,p) \in C^{1,\gamma_0}(\overline{B_1}) \times C^{\gamma_0}(\overline{B_1})
\]
provided that the coefficients and data are of Dini mean oscillation (resp. Hölder continuous) in all directions; see Theorem 2.3. We note that our regularity results hold for \( W^{1,1} \)-weak solutions; see Theorem 2.5 and Remark 2.6. With regard to previous results on \( C^{1,\gamma_0} \)-regularity for \( W^{1,2} \)-weak solutions to linear or nonlinear Stokes systems, see [16]. We also prove a weak type-(1,1) estimate for \( (Du,p) \) under the assumption that \( \omega(r) \sim (\ln r)^{-2} \) for any small \( r \), where \( \omega \) is the \( L^1 \)-mean oscillation of \( A^{\alpha\beta} \) with respect to \( x' \); see Theorem 2.7.

In Part 2, we consider the corresponding boundary regularity results on the half ball \( B_6^+ = B_6 \cap \mathbb{R}_d^+ \), where \( \mathbb{R}_d^+ = \{ x = (x_1, x') \in \mathbb{R}^d : x_1 > 0, x' \in \mathbb{R}^{d-1} \} \). The main result is that if \( (u,p) \) is a weak solution of
\[
\begin{aligned}
L u + \nabla p &= D_\alpha f_\alpha \quad \text{in } B_6^+, \\
\text{div } u &= g \quad \text{in } B_6^+, \\
u &= 0 \quad \text{on } B_6 \cap \partial \mathbb{R}_d^+, 
\end{aligned}
\]
where the coefficients and data are of partially Dini mean oscillation, then we have
\[
(u,p) \in W^{1,\infty}(B_1^+)^d \times L^\infty(B_1^+),
\]
\[
\hat{U}, D_\alpha u \in C(B_1^+)^d, \quad \alpha \in \{2, \ldots, d\}. \tag{1.5}
\]
As consequences of this result, we get \( C^1 \) and weak type-(1,1) estimates for the solution. For more precise statements of the boundary regularity results, see Section 5 in Part 2.

For the elliptic equation in divergence form
\[
D_i(a^{ij}D_j u) = 0,
\]
it is well known that any weak solution $u$ is continuously differentiable provided that the coefficients $a^{ij} = a^{ij}(x)$ satisfy the $\alpha$-increasing Dini continuity condition for some $\alpha \in (0, 1]$; see, for instance, [3, 19]. In [18], Li proved that weak solutions of the elliptic equation (or system) are continuously differentiable when the modulus of continuity of coefficients in the $L^\infty$ sense satisfies the Dini condition [12]. This regularity result was extended by Dong-Kim [12] to the case of

$$D_i(a^{ij}D_ju) = \text{div } f,$$

where the coefficients and data are of Dini mean oscillation. They also established weak type-(1, 1) estimates for derivatives of solutions under a stronger assumption on the mean oscillation, and the corresponding results for nondivergence form equations. Later, Dong-Escauriza-Kim [7] extended the results in [12] up to the boundary for the solutions satisfying the Dirichlet boundary condition. We also refer the reader to [6, 13], where the authors considered parabolic and elliptic systems with partially Dini or Hölder continuous coefficients. We note that partial Schauder estimates for elliptic equations were studied long time ago by Fife [14]. See also [20, 10, 17, 11] and the references therein for some recent work in this direction.

Our arguments in establishing (1.3) and (1.4) are based on techniques, called Campanato’s approach, used in [6, 12]. The main step of Campanato’s approach is to show that, for example, in the case of elliptic equations in divergence form, the mean oscillations of $Du$ in balls vanish in certain order as the radii of balls go to zero. For this, in [12], the authors utilized weak type-(1, 1) estimates for elliptic equations with constant coefficients. However, we are not able to follow this approach in the same way to control the mean oscillation of $Du$ because we only impose the assumption on the $L^1$-mean oscillation of the coefficients and data with respect to $x'$. This assumption causes the lack of regularity of $Du$ and $p$ in the $x_1$-direction. To overcome this difficulty, we exploit an idea in [6] to refine the argument in [12] in the setting of the Stokes system with coefficients measurable in $x_1$-direction, and then apply the weak type estimate to control the $L^q$-mean oscillations of $\hat{U} = A^{1/2}D_3u + pe_1 - f_1$ and $D_{x_1}u$ for $q \in (0, 1)$. This allows us to get the desired results (1.3) and (1.4). We point out that based on our argument, one can investigate divergence form elliptic equations and systems with coefficients having partially Dini mean oscillation.

For the boundary regularity (1.5), we adapt the aforementioned arguments and the techniques used in [7], where the authors proved boundary $C^1$-estimates for elliptic equations with coefficients having Dini mean oscillation. We note that in [7], they established the boundary estimates in a half ball as well as in a domain $\Omega$ with $C^{1,\text{Dini}}$ boundary, i.e., $\partial \Omega$ is locally the graph of a $C^1$ function whose derivatives are uniformly Dini continuous. In fact, in this case, the estimate in $\Omega$ is an easy consequence of that in the half ball because the mapping of flattening boundary preserves the regularity assumptions on the coefficients and data.

In a subsequent paper, we will study the boundary regularity of weak solutions to the Stokes system with coefficients having Dini mean oscillation (in all directions) in a domain with $C^{1,\text{Dini}}$ boundary. It turns out that in this case, the proof is more involved than in the case of elliptic equations because of the pressure term and the divergence equation in the Stokes system.

The $L^\infty$ and $C^\alpha$ estimates for Stokes systems play an important role in the study of Green functions. In [5], the authors constructed the Green function of the Stokes
system for a representation formula of the flow velocity $u$ by using the $C^\alpha$-estimate for the system. Based on our results regarding the $L^\infty$-estimate for the pressure $p$, we will discuss the Green function of the Stokes system for a representation formula of the pressure $p$ in a forthcoming paper.

The remainder of this paper is divided into two parts and organized as follows. The first part is devoted to the interior regularity. In Section 2, we state our main results. In Section 3, we provide some preliminary lemmas, and in Section 4, we prove the main results on the interior regularity. The second part is devoted to the boundary regularity. In Section 5, we state the main results. We prove some preliminary lemmas in Section 6. The proofs of main theorems regarding the boundary regularity are given in Section 7. In Appendix, we provide the proofs of some technical lemmas.

**Part 1. Interior estimates**

This part of the paper is devoted to the interior estimates for Stokes systems.

2. Main results

We first fix some notation used throughout the paper. We use $x = (x_1, x')$ to denote a point in $\mathbb{R}^d$, where $d \geq 2$. We also write $y = (y_1, y')$ and $x_0 = (x_{01}, x_0')$, etc. Set

$$B_r(x) = \{ y \in \mathbb{R}^d : |x - y| < r \}, \quad B'_r(x') = \{ y' \in \mathbb{R}^{d-1} : |x' - y'| < r \}.$$  

We use the abbreviations $B_r = B_r(0)$ where $0 \in \mathbb{R}^d$, and $B'_r = B'_r(0')$ where $0' \in \mathbb{R}^{d-1}$. For $k \in \{1, \ldots, d\}$, we denote by $e_k$ the $k$-th unit vector in $\mathbb{R}^d$.

For $0 < q \leq \infty$, let $L^q(\Omega)$ be the space consisting of measurable functions on $\Omega$ that are $q$-th integrable. We recall that

$$\|f + g\|_{L^q(\Omega)} \leq C_q (\|f\|_{L^q(\Omega)} + \|g\|_{L^q(\Omega)}),$$

where $C_q = 2^{(1-q)/q}$ if $0 < q < 1$ and $C_q = 1$ if $1 \leq q \leq \infty$. When $|\Omega| < \infty$, we define

$$\tilde{L}^q(\Omega) = \{ f \in L^q(\Omega) : (f)_{\Omega} = 0 \},$$

where $(f)_{\Omega}$ is the average of $f$ over $\Omega$, i.e.,

$$(f)_{\Omega} = \frac{1}{|\Omega|} \int_\Omega f \, dx.$$

For $1 \leq q \leq \infty$, we denote by $W^{1,q}(\Omega)$ the usual Sobolev space and by $W^{1,q}_0(\Omega)$ the completion of $C_0^\infty(\Omega)$ in $W^{1,q}(\Omega)$.

For $0 < \gamma < 1$, the Hölder semi-norm is defined by

$$[f]_{C^\gamma(\Omega)} := \sup_{x,y \in \Omega \atop x \neq y} \frac{|f(x) - f(y)|}{|x - y|^\gamma},$$

and the partial Hölder semi-norm with respect to $x'$ is defined by

$$[f]_{C^\gamma(\Omega)} := \sup_{x,y \in \Omega \atop x_1 = y_1, x' \neq y'} \frac{|f(x) - f(y)|}{|x' - y'|^{\gamma'}},$$

where $\gamma'$ is the Hölder exponent such that $\gamma' > 0$.

Let $L$ be a strongly elliptic operator of the form

$$Lu = D_\alpha(A^{\alpha\beta}D_\beta u),$$

where $\alpha, \beta$ are multi-indices.
where the coefficients $A^{\alpha \beta} = A^{\alpha \beta}(x)$ are $d \times d$ matrix-valued functions on $\mathbb{R}^d$ with entries $A^{\alpha \beta}_{ij}$ satisfying the strong ellipticity condition, i.e., there is a constant $\lambda \in (0, 1]$ such that for any $x \in \mathbb{R}^d$ and $\xi_\alpha \in \mathbb{R}^d$, $\alpha \in \{1, \ldots, d\}$, we have
\[
|A^{\alpha \beta}(x)| \leq \lambda^{-1}, \quad \sum_{\alpha, \beta = 1}^d A^{\alpha \beta}(x) \xi_\beta \cdot \xi_\alpha \geq \lambda \sum_{\alpha = 1}^d |\xi_\alpha|^2.
\] (2.1)

For $f_\alpha \in L^q(\Omega)^d$ with $q \geq 1$, we say that $(u, p) \in W^{1,q}(\Omega)^d \times L^q(\Omega)$ is a weak solution of
\[
\mathcal{L}u + \nabla p = D_\alpha f_\alpha \quad \text{in} \quad \Omega,
\]
if
\[
\int_\Omega A^{\alpha \beta} D_\beta u \cdot D_\alpha \phi \, dx + \int_\Omega p \, \text{div} \phi \, dx = \int_\Omega f_\alpha \cdot D_\alpha \phi \, dx
\]
holds for $\phi \in C^\infty_0(\Omega)^d$.

**Definition 2.1.** Let $f \in L^1(B_6)$.

(i) We say that $f$ is of Dini mean oscillation in $B_4$ if the function $\omega_f : (0, 1] \to [0, \infty)$ defined by
\[
\omega_f(r) := \sup_{x \in B_4} \int_{B_r(x)} |f(y) - \int_{B_r(x)} f(z) \, dz| \, dy
\]
satisfies
\[
\int_0^1 \frac{\omega_f(r)}{r} \, dr < \infty.
\]

(ii) We say that $f$ is of partially Dini mean oscillation with respect to $x'$ in $B_4$ if the function $\omega_{f,x'} : (0, 1] \to [0, \infty)$ defined by
\[
\omega_{f,x'}(r) := \sup_{x \in B_4} \int_{B_r(x)} |f(y) - \int_{B_{r'}(x')} f(y_1, z') \, dz'| \, dy
\]
satisfies
\[
\int_0^1 \frac{\omega_{f,x'}(r)}{r} \, dr < \infty.
\]

The main results of the first part of the paper read as follows.

**Theorem 2.2.** Let $q_0 \in (1, \infty)$. Assume that $(u, p) \in W^{1,q_0}(B_6)^d \times L^{q_0}(B_6)$ is a weak solution of
\[
\begin{cases}
\mathcal{L}u + \nabla p = D_\alpha f_\alpha & \text{in} \quad B_6, \\
\text{div} u = g & \text{in} \quad B_6,
\end{cases}
\]
where $f_1 \in L^\infty(B_6)^d$, $f_\alpha \in L^{q_0}(B_6)^d$, $\alpha \in \{2, \ldots, d\}$, and $g \in L^\infty(B_6)$. Set
\[
\hat{U} := A^{1 \beta} D_\beta u + p e_1 - f_1.
\]

(a) If $A^{\alpha \beta}$, $f_\alpha$, and $g$ are of partially Dini mean oscillation with respect to $x'$ in $B_4$, then we have
\[
(u, p) \in W^{1,\infty}(B_1)^d \times L^\infty(B_1)
\]
and
\[
\hat{U}, D_\alpha u \in C(B_1)^d, \quad \alpha \in \{2, \ldots, d\}.
\]
(b) If it holds that \([A^{\alpha\beta}]C_{\gamma_0}(B_d) + [f_\alpha]C_{\gamma_0}(B_d) + [g]C_{\gamma_0}(B_d) < \infty\) for some \(\gamma_0 \in (0, 1)\), then we have (2.2) and
\[
\hat{U}, \hat{D}_\alpha u \in C^{\gamma_0(B_1)^d}, \quad \alpha \in \{2, \ldots, d\}.
\]

**Theorem 2.3.** Let \(q_0 \in (1, \infty)\). Assume that \((u, p) \in W^{1,q_0}(B_0)^d \times L^{q_0}(B_0)\) is a weak solution of (2.2), where \(f_\alpha \in L^{q_0}(B_0)^d\) and \(g \in L^{q_0}(B_0)\).

(a) If \(A^{\alpha\beta}, f_\alpha,\) and \(g\) are of Dini mean oscillation in \(B_1\), then we have
\[
(u, p) \in C^1(B_1)^d \times C(B_1).
\]

(b) If it holds that \([A^{\alpha\beta}]C_{\gamma_0}(B_d) + [f_\alpha]C_{\gamma_0}(B_d) + [g]C_{\gamma_0}(B_d) < \infty\) for some \(\gamma_0 \in (0, 1)\), then we have
\[
(u, p) \in C^{1,\gamma_0(B_1)^d \times C^{\gamma_0(B_1)^d}}.
\]

Theorem 2.3 is a special case of Theorem 2.2 because any function that is of Dini mean oscillation (resp. Hölder continuous) is of partially Dini mean oscillation (resp. partially Hölder continuous) with respect to any \((d - 1)\)-directions. However, we provide in Section 4.2 the major steps of the proof of Theorem 2.3 showing that the estimates do not involve the \(L^\infty\)-norms of data. On the other hand, the estimates in the proof of Theorem 2.2 include the \(L^\infty\)-norms of \(f_1\) and \(g\).

**Remark 2.4.** One can easily extend the results in Theorems 2.2 and 2.3 to a solution \((u, p)\) of the system
\[
\begin{aligned}
\mathcal{L}u + \nabla p &= f + D_\alpha f_\alpha \quad \text{in } B_0, \\
\text{div } u &= g \quad \text{in } B_0,
\end{aligned}
\]
where \(f \in L^q(B_0)^d\) with \(q > d\). Indeed, by [3] Lemma 3.1, there exist \(\hat{f}_\alpha \in W^{1,q}(B_0)^d, \alpha \in \{1, \ldots, d\}\), such that \(D_\alpha \hat{f}_\alpha = f\), which implies that \((u, p)\) is a weak solution of (2.2) with \(\hat{f}_\alpha + f_\alpha\) in place of \(f_\alpha\). Moreover, by the Morrey-Sobolev inequality, we have that \(f_\alpha \in C^{\gamma_0(B_0)^d}\) with \(\gamma_0 = 1 - \frac{d}{q} > 0\), and thus \(\hat{f}_\alpha\) are of Dini mean oscillation.

Based on a duality argument and Theorem 2.2 (a), we obtain the following \(L^{q_0}\)-estimate for \(W^{1,1}\)-weak solutions.

**Theorem 2.5.** Let \(q_0 \in (1, \infty)\). Assume that \((u, p) \in W^{1,1}(B_0)^d \times L^1(B_0)\) is a weak solution of (2.2), where \(f_\alpha \in L^{q_0}(B_0)^d\) and \(g \in L^{q_0}(B_0)\). If \(A^{\alpha\beta}\) are of partially Dini mean oscillation with respect to \(x'\) in \(B_4\), then we have \((u, p) \in W^{1,\gamma_0}(B_1)^d \times L^{\gamma_0}(B_1)\) with the estimate
\[
\|u\|_{W^{1,q_0}(B_1)} + \|p\|_{L^{q_0}(B_1)} \\
\leq C(\|u\|_{W^{1,1}(B_0)} + \|p\|_{L^1(B_0)} + \|f_\alpha\|_{L^{q_0}(B_0)} + \|g\|_{L^{q_0}(B_0)}),
\]
where the constant \(C\) depends only on \(d, \lambda, \omega_{A^{\alpha\beta}, x'},\) and \(q_0\).

**Remark 2.6.** By Theorem 2.5 and a covering argument, we can see that the results in Theorems 2.2 and 2.3 still hold under the assumption that \((u, p) \in W^{1,1}(B_0)^d \times L^1(B_0)\).

We also prove the following local weak type-(1,1) estimate.

**Theorem 2.7.** Define a bounded linear operator \(T_0\) on \(L^2(B_0)^{d \times d} \times L^2(B_0)\) by
\[
T_0(f_1, \ldots, f_d, g) = (D_1 u, \ldots, D_d u, p),
\]
where \((u, p) \in W^{1,2}_0(B_6)^d \times \tilde{L}^2(B_6)\) is a unique weak solution of
\[
\begin{cases}
L u + \nabla p = D_\alpha f_\alpha & \text{in } B_6, \\
\text{div } u = g - (g)_{B_6} & \text{in } B_6.
\end{cases}
\tag{2.4}
\]

If \(A^{\alpha\beta}\) are of partially Dini mean oscillation with respect to \(x'\) in \(B_4\) and
\[
\omega_{A^{\alpha\beta}, x'}(r) \leq C_0 \left( \frac{\ln r}{r} \right)^{-2}, \quad \forall r \in (0, 1],
\]
then the operator \(T_0\) can be extended on
\[
\{(f_1, \ldots, f_d, g) \in L^1(B_6)^{d \times d} \times L^1(B_6) : \text{supp}(f_1, \ldots, f_d, g) \subset B_1\}
\]
such that for any \(t > 0\), we have
\[
\left| \{x \in B_1 : |T_0(f_1, \ldots, f_d, g)| > t\} \right| \leq C t \int_{B_1} (|f_\alpha| + |g|) \, dx,
\]
where the constant \(C\) depends only on \(d, \lambda, \omega_{A^{\alpha\beta}, x'},\) and \(C_0\).

3. Preliminary lemmas

In this section, we prove some preliminary results which will be used in the proofs of the main theorems in the next section. Throughout this section, we set
\[
L_0 u = D_\alpha (\bar{A}^{\alpha\beta} D_\beta u),
\]
where \(\bar{A}^{\alpha\beta} = \bar{A}^{\alpha\beta}(x_1)\) satisfy (2.1). Hereafter in the paper, we shall use the following notation.

Notation 3.1. For nonnegative (variable) quantities \(A\) and \(B\), we denote \(A \lesssim B\) if there exists a generic positive constant \(C\) such that \(A \leq CB\). We add subscript letters like \(A \lesssim a, b B\) to indicate the dependence of the implicit constant \(C\) on the parameters \(a\) and \(b\).

The following lemma is regarding Lipschitz estimates of \(u\) and linear combinations of \(Du\) and \(p\).

Lemma 3.1. Let \(0 < r < R\) and \(\ell\) be a constant. Assume that \((u, p) \in W^{1,2}(B_R)^d \times L^2(B_R)\) satisfies
\[
\begin{cases}
L_0 u + \nabla p = 0 & \text{in } B_R, \\
\text{div } u = \ell & \text{in } B_R.
\end{cases}
\tag{3.1}
\]
Then we have
\[
\|Du\|_{L^\infty(B_r)} \lesssim d, \lambda \ (R - r)^{-d/2} \|Du\|_{L^2(B_R)},
\tag{3.2}
\]
\[
[U]_{C^{0,1}(B_r)} + [D_x u]_{C^{0,1}(B_r)} \lesssim d, \lambda \ (R - r)^{-d/2 - 1} \|Du\|_{L^2(B_R)},
\tag{3.3}
\]
where \(U := \bar{A}^{\alpha\beta} D_\beta u + pe_1\). Here, we denote the \(C^{0,1}\) semi-norm by
\[
[f]_{C^{0,1}(B_r)} = \sup_{\substack{x, y \in B_r \atop x \neq y}} \frac{|f(x) - f(y)|}{|x - y|}.
\tag{3.4}
\]
Proof. By Lemma 4.1 (i), we have (3.2) and
\[ \|p\|_{L^\infty(B_r)} \lesssim_{d,\lambda} (R - r)^{-d/2} \left( \|Du\|_{L^2(B_r)} + \|p\|_{L^2(B_r)} \right). \] (3.5)
We also have from Lemmas 4.1 and 4.2 that
\[ (Du, Dp) \in W^{1,2}(B_{(R+r)/2})^d \times L^2(B_{(R+r)/2}), \quad i \in \{2, \ldots, d\}, \]
and
\[ \|D(D_x'u)\|_{L^2(B_{(R+r)/2})} + \|D_x'p\|_{L^2(B_{(R+r)/2})} \lesssim_{d,\lambda} (R - r)^{-1} \|Du\|_{L^2(B_r)}. \]
Since \((D_x'u, D_x'p)\) satisfies (3.1) with \(\ell = 0\) in \(B_{(R+r)/2}\), by applying (3.2), (3.5), and the above inequality, we obtain
\[ \|D_x'u\|_{L^\infty(B_r)} \lesssim (R - r)^{-d/2 - 1} \|Du\|_{L^2(B_r)}. \] (3.6)
This yields that
\[ \|D_x'U\|_{L^\infty(B_r)} \lesssim (R - r)^{-d/2 - 1} \|Du\|_{L^2(B_r)}. \]
Moreover, since we have that (using \(L_0u + \nabla p = 0\))\n\[ D_1U = \sum_{\alpha=2}^d (\bar{A}^{\alpha\beta}D_{\alpha\beta}u + D_{\alpha}p_{e\alpha}), \]
the estimate (3.6) implies
\[ \|D_1U\|_{L^\infty(B_r)} \lesssim (R - r)^{-d/2 - 1} \|Du\|_{L^2(B_r)}. \]
Combining the above inequalities, we have
\[ \|DU\|_{L^\infty(B_r)} + \|D(D_x'u)\|_{L^\infty(B_r)} \lesssim (R - r)^{-d/2 - 1} \|Du\|_{L^2(B_r)}, \]
which gives (3.3). The lemma is proved. \(\square\)

In the next lemma, we obtain \(L^q\)-mean oscillation estimates of linear combinations of \(Du\) and \(p\) for \(q \in (0, 1)\).

Lemma 3.2. Let \(0 < r \leq R/2\) and \(\ell\) be a constant. Assume that \((u, p) \in W^{1,2}(B_R)^d \times L^2(B_R)\) satisfies (3.1). Then for any \(q \in (0, 1)\), we have
\[ \left( \int_{B_r} |U - (U)_{B_r}|^q + |D_x'u - (D_x'u)_{B_r}|^q \right)^{1/q} \lesssim_{d,\lambda,q} \frac{r}{R} \inf_{\theta \in \mathbb{R}^{d \times (d-1)}} \left( \int_{B_R} |U - \theta|^q + |D_x'u - \Theta|^q \right)^{1/q}, \] (3.7)
where \(U := \bar{A}^{\alpha\beta}D_{\alpha\beta}u + p_{e1}\). If \(L_0\) has constant coefficients, then we have
\[ \left( \int_{B_r} |Du - (Du)_{B_r}|^q + |p - (p)_{B_r}|^q \right)^{1/q} \lesssim_{d,\lambda,q} \frac{r}{R} \inf_{\Theta \in \mathbb{R}^{d \times d}} \left( \int_{B_R} |Du - \Theta|^q \right)^{1/q}. \] (3.8)
Hence we have

\[ L \]

This together with (3.10) gives (3.9).

Suppose that \((u, p) \in W^{1,2}(B_R)^d \times L^2(B_R)\) satisfies (3.1) with \(\ell = 0\). By (3.2) and a standard iteration argument (see, for instance, [15, pp. 80–82]), we obtain for \(0 < \rho < R\) that

\[ \|Du\|_{L^\infty(B_\rho)} \lesssim d, \lambda, q (R - \rho)^{-d/q}\|Du\|_{L^q(B_R)}. \]

Set \(\rho = \frac{\rho}{2}\). From (3.3) and the above inequality, it follows that

\[ [U]_{C^{0,1}(B_\rho)} + |Dx'u|_{C^{0,1}(B_\rho)} \lesssim (\rho - r)^{-d/2 - 1}\|Du\|_{L^2(B_\rho)} \]

\[ \lesssim (\rho - r)^{-d/2 - 1}\|Du\|_{L^\infty(B_\rho)}^{(2 - q)/2}\|Du\|_{L^q(B_\rho)}^{q/2} \]

\[ \lesssim (R - r)^{-d/q - 1}\|Du\|_{L^q(B_R)}. \]

Hence we have

\[ \left( \int_{B_\rho} |U - (U)_{B_\rho}|^q + |Dx'u - (Dx'u)_{B_\rho}|^q \, dx \right)^{1/q} \lesssim \frac{r}{R} \left( \int_{B_R} |Du|^q \, dx \right)^{1/q}. \]  

(3.10)

Notice from the definition of \(U\) that

\[ \sum_{i,j=2}^{d} \bar{A}_{ij}^1 D_1 u^j = U^1 - \sum_{j=2}^{d} \sum_{\beta=2}^{d} \bar{A}_{ij}^\beta w^j - \bar{A}_{i1}^1 D_1 u^1, \quad i \in \{2, \ldots, d\}. \]

By the ellipticity condition on \(\bar{A}^{\alpha\beta}\), \(\bar{A}_{ij}^d\) is nondegenerate. Thus using the fact that \(D_1 u^1 = -\sum_{j=2}^{d} D_j w^j\), we have

\[ |Du| \leq |D_1 u^1| + \sum_{j=2}^{d} |D_1 w^j| + |Dx'u| \lesssim |U| + |Dx'u|. \]

This together with (3.10) gives (3.9).

Now we are ready to prove that (3.7) holds. Suppose that \((u, p) \in W^{1,2}(B_R)^d \times L^2(B_R)\) satisfies (3.1). For given \(\theta_i \in \mathbb{R}^d, i \in \{1, \ldots, d\}\), find functions \(u_0 = (u_0^1(x_1), \ldots, u_0^d(x_1))^T\) and \(p_0 = p_0(x_1)\) such that

\[ u_0^1 = -\sum_{i=2}^{d} \theta_i + \ell, \quad \bar{A}_{11} u_0 + p_0 e_1 = \theta_1 - \sum_{\beta=2}^{d} \bar{A}_{1\beta} \theta_\beta. \]

A direct calculation shows that the pair \((u_\varepsilon, p_\varepsilon)\) given by

\[ u_\varepsilon = u - \int_{-R}^{x_1} u_0 \, dy_1 - \sum_{i=2}^{d} x_i \theta_i \quad \text{and} \quad p_\varepsilon = p - p_0 \]
satisfies (3.1) with \( \ell = 0 \). Therefore, by applying (3.3) and using the fact that
\[
A^{1/2}D_S u_e + p_e e_1 = U - \theta_1,
\]
\[
D_i u_e = D_i u - \theta_i, \quad i \in \{2, \ldots, d\},
\]
we have
\[
\left( \int_{B_r} |U - (U)_{B_r}|^q + |D_{x'} u - (D_{x'} u)_{B_r}|^q \, dx \right)^{1/q} \leq \frac{r}{R} \left( \int_{B_R} |U - \theta_1|^q + \sum_{i=2}^d |D_i u - \theta_i|^q \, dx \right)^{1/q}.
\]

Since the above inequality holds for arbitrary \( \theta_i \in \mathbb{R}^d \), we get the estimate (3.7).

Next we turn to the proof of (3.8). Assume that \( (u, p) \in W^{1,2}(B_R)^d \times L^2(B_R) \) satisfies (3.1), where \( L_0 \) has constant coefficients. Then by using (3.3) and relabeling the coordinates axes, we have for \( 0 < r < R \) that
\[
|Du|_{C^{0,1}(B_r)} + |p|_{C^{0,1}(B_r)} \lesssim (R - r)^{-d/2 - 1} \|Du\|_{L^2(B_R)}.
\]

Thus by following the same argument used in deriving (3.10), we see that
\[
\left( \int_{B_r} |Du - (Du)_{B_r}|^q + |p - (p)_{B_r}|^q \, dx \right)^{1/q} \lesssim \frac{r}{R} \left( \int_{B_R} |Du|^q \, dx \right)^{1/q} \quad (3.11)
\]
for all \( 0 < r \leq R/2 \). Let \( \theta_1, \ldots, \theta_d \in \mathbb{R}^d \), and set \( u_e = u - \sum_{i=1}^d \theta_i x_i \). Then \( (u_e, p) \) satisfies
\[
\begin{cases}
L_0 u_e + \nabla p = 0 & \text{in } B_R, \\
div u_e = \ell - \sum_{i=1}^d \theta_i & \text{in } B_R.
\end{cases}
\]

Therefore, by (3.11) with \( (u_e, p) \) in place of \( (u, p) \), we have
\[
\left( \int_{B_r} |Du - (Du)_{B_r}|^q + |p - (p)_{B_r}|^q \, dx \right)^{1/q} \lesssim \frac{r}{R} \left( \int_{B_R} \sum_{i=1}^d |D_i u - \theta_i|^q \, dx \right)^{1/q},
\]
where we used the fact that \( D_i u_e = D_i u - \theta_i \). Since the above inequality holds for arbitrary \( \theta_i \in \mathbb{R}^d \), we get (3.8). The lemma is proved.

**Lemma 3.3.** Let \( T \) be a bounded linear operator from \( L^2(B_{R_0})^k \) to \( L^2(B_{R_0})^k \), where \( R_0 \geq 4 \) and \( k \in \{1, 2, \ldots\} \). Let \( \mu < 1 \), \( c > 1 \), and \( C > 0 \) be constants. Suppose that for any \( x_0 \in B_1 \), \( 0 < r < \mu \), and
\[
g \in L^2(B_{R_0})^k \text{ with } \text{supp } g \subset B_r(x_0) \cap B_1,
\]
we have
\[
\int_{B_1 \setminus B_r(x_0)} |T g| \, dx \leq C \int_{B_r(x_0) \cap B_1} |g| \, dx. \quad (3.12)
\]

Then the operator \( T \) can be extended on
\[
\{ f \in L^1(B_{R_0})^k : \text{supp } f \subset B_1 \}
\]
such that for any \( t > 0 \), we have
\[
|\{ x \in B_1 : |T f(x)| > t \}| \lesssim_{d,k,\mu,c} \frac{1}{t} \int_{B_1} |f| \, dx.
\]
Proof. Let \( x_0 \in B_1 \) and \( 0 < r < \mu \), and set
\[
M = \{ g \in \tilde{L}^1(B_{R_0})^k : \text{supp } g \subset B_r(x_0) \cap B_1 \}.
\]
Then by the hypothesis of the lemma, the operator \( T \) can be extended as a bounded linear operator from \( M \) to \( L^1(B_1 \setminus B_{cr}(x_0))^k \). Indeed, for a given \( g \in M \), one can find a sequence \( \{g_n\} \subset \tilde{L}^2(B_{R_0})^k \) such that
\[
\text{supp } g_n \subset B_r(x_0) \cap B_1, \quad \|g_n - g\|_{L^1(B_{R_0})} \to 0 \text{ as } n \to \infty.
\]
Thus by \((3.12)\), \( \{Tg_n\} \) is a Cauchy sequence in \( L^1(B_1 \setminus B_{cr}(x_0))^k \) and its limit, denoted by \( Tg \), satisfies \((3.12)\).

By using the above extension of \( T \) and following the proof of \([\text{[1]} \text{ Lemma 4.1]}\) with \( \Omega = B_1 \), one can easily prove the lemma. We omit the details here. \( \square \)

We finish this section by establishing a weak type-(1, 1) estimate.

**Lemma 3.4.** Let \((u, p) \in W_0^{1, 2}(B_4)^d \times \tilde{L}^2(B_4)\) be the weak solution of
\[
\begin{aligned}
&L_0u + \nabla p = D_\alpha f_\alpha \quad \text{in } B_4, \\
&\text{div } u = g - (g)_{B_4} \quad \text{in } B_4,
\end{aligned}
\]
(3.13)
where \( f_\alpha \in L^2(B_4)^d \) and \( g \in L^2(B_4) \) are supported in \( B_1 \). Then for any \( t > 0 \), we have
\[
\left| \{ x \in B_1 : |Du(x)| + |p(x)| > t \} \right| \lesssim d, \lambda \frac{1}{t} \int_{B_1} (|f_\alpha| + |g|) \, dx.
\]

**Proof.** Denote \( A = (\bar{A}^{11})^{-1} \). Consider a linear map \( F \) on \((L^1 \cap L^2)(B_4)^{d \times d} \times (L^1 \cap L^2)(B_4)\) given by \( F(f_1, \ldots, f_d, \tilde{g}) = (\tilde{f}_1, \ldots, \tilde{f}_d, \tilde{g}) \), where
\[
\tilde{g} = \frac{1}{A_{11}} (Af_1 \cdot e_1 - g), \quad \tilde{f}_1 = A(f_1 - \tilde{g} e_1), \quad \tilde{f}_\alpha = f_\alpha - \bar{A}^\alpha_{11} \tilde{f}_1, \quad \alpha \in \{2, \ldots, d\}.
\]
Then the map \( F \) is bounded and invertible on \( L^1(B_4)^{d \times d} \times L^1(B_4) \) and also on \( L^2(B_4)^{d \times d} \times L^2(B_4) \). Indeed, for given \((\tilde{f}_1, \ldots, \tilde{f}_d, \tilde{g}) \) \in \( L^1(B_4)^{d \times d} \times L^1(B_4) \) (or \( L^2(B_4)^{d \times d} \times L^2(B_4) \)), there exist uniquely determined functions
\[
g = \tilde{f}_1, \quad f_1 = \bar{A}^{11} \tilde{f}_1 + g e_1, \quad f_\alpha = \bar{A}^\alpha_{11} \tilde{f}_1 + \tilde{f}_\alpha, \quad \alpha \in \{2, \ldots, d\},
\]
such that \( F(f_1, \ldots, f_d, g) = (\tilde{f}_1, \ldots, \tilde{f}_d, \tilde{g}) \). This implies that \( F \) is bijective, and thus, \( F \) is invertible.

Define a bounded linear operator \( T \) on \( L^2(B_4)^{d \times d} \times L^2(B_4) \) by
\[
T(\tilde{f}_1, \ldots, \tilde{f}_d, \tilde{g}) = (D_1 u, \ldots, D_d u, p),
\]
where \((u, p) \in W_0^{1, 2}(B_4)^d \times \tilde{L}^2(B_4)\) is the weak solution of \((3.13)\) with
\[
(f_1, \ldots, f_d, g) = F^{-1}(\tilde{f}_1, \ldots, \tilde{f}_d, \tilde{g}).
\]
To prove the lemma, it suffices to show that \( T \) satisfies the hypothesis of Lemma 3.3 with \( \mu = 1/2 \) and \( c = 1/2 \).

Fix \( x_0 \in B_1 \) and \( 0 < r < 1/2 \), and let \( \tilde{f}_\alpha \in L^2(B_4)^d \) and \( \tilde{g} \in L^2(B_4) \) be supported in \( B_r(x_0) \). Let \((u, p) \in W_0^{1, 2}(B_4)^d \times \tilde{L}^2(B_4)\) be the weak solution of \((3.13)\) with \((f_1, \ldots, f_d, g) = F^{-1}(\tilde{f}_1, \ldots, \tilde{f}_d, \tilde{g})\). Then we have that
\[
\text{div } u = \tilde{f}_1 \quad \text{in } B_4
\]
Hence, it follows from (3.3) and (3.16) that 
\[
V_B \phi
\]
for any \( \varphi \in W^{1,2}_0(B_4)^d \). Let \( R \in [2r, 2) \) so that \( B_1 \setminus B_R(x_0) \neq \emptyset \), and let \( \mathcal{L}_0^* \) be the adjoint operator of \( \mathcal{L}_0 \), i.e., 
\[
\mathcal{L}_0^* = (\mathcal{A}_\alpha^\beta)^\top.
\]
Then by [5, Lemma 3.2], for given 
\[
\phi_\alpha \in C_0^\infty((B_{2R}(x_0) \setminus B_R(x_0)) \cap B_1)^d \quad \text{and} \quad \psi \in C_0^\infty((B_{2R}(x_0) \setminus B_R(x_0)) \cap B_1),
\]
there exists a unique \((v, \pi) \in W^{1,2}_0(B_4)^d \times \tilde{L}^2(B_4)\) satisfying
\[
\left\{
\begin{array}{l}
\mathcal{L}_0^* v + \nabla \pi = D_\alpha \phi_\alpha \quad \text{in} \ B_4, \\
\text{div} \ v = \psi - (\psi)_B_4 \quad \text{in} \ B_4,
\end{array}
\right.
\]
and 
\[
\|Dv\|_{L^2(B_4)} \lesssim_{d, \lambda} \|\phi_\alpha\| + \|\psi\|_{L^2((B_{2R}(x_0) \setminus B_R(x_0)) \cap B_1)}. \tag{3.16}
\]
By setting \( \varphi = v \) in (3.14) and applying \( u \) as a test function to (3.15), we have 
\[
\int_{B_4} (D_\alpha u \cdot \phi_\alpha + p \psi) \, dx = \sum_{\alpha=2}^d \int_{B_4} \tilde{f}_\alpha \cdot D_\alpha v \, dx + \int_{B_4} \tilde{f}_1 \cdot V \, dx + \int_{B_4} \tilde{g} D_1 v^1 \, dx,
\]
where \( V = A_\alpha^\beta D_\beta v + \pi e_1 \). Since \( \tilde{f}_\alpha \in \tilde{L}^2(B_4)^d \) and \( \tilde{g} \in \tilde{L}^2(B_4) \) are supported in \( B_r(x_0) \), we get 
\[
\int_{B_4} (D_\alpha u \cdot \phi_\alpha + p \psi) \, dx = \sum_{\alpha=2}^d \int_{B_r(x_0)} \tilde{f}_\alpha \cdot (D_\alpha v - (D_\alpha v)_{B_r(x_0)}) \, dx \\
+ \int_{B_r(x_0)} \tilde{f}_1 \cdot (V - (V)_{B_r(x_0)}) \, dx + \int_{B_r(x_0)} \tilde{g} (D_1 v^1 - (D_1 v^1)_{B_r(x_0)}) \, dx. \tag{3.17}
\]
Observe that
\[
\left\{
\begin{array}{l}
\mathcal{L}_0^* v + \nabla \pi = 0 \quad \text{in} \ B_R(x_0), \\
\text{div} \ v = - (\psi)_B_4 \quad \text{in} \ B_R(x_0).
\end{array}
\right.
\]
Since 
\[
D_1 v^1 = - \sum_{\alpha=2}^d D_\alpha v^\alpha - (\psi)_B_4,
\]
we have 
\[
[D_1 v^1]_{C^{0,1}(B_r(x_0))} \lesssim_d [D_x v]_{C^{0,1}(B_r(x_0))}.
\]
Hence, it follows from (3.3) and (3.10) that 
\[
[V]_{C^{0,1}(B_r(x_0))} + [D_x v]_{C^{0,1}(B_r(x_0))} + [D_1 v^1]_{C^{0,1}(B_r(x_0))} \\
\lesssim R^{-d/2-1} \|Dv\|_{L^2(B_R(x_0))} \\
\lesssim R^{-d/2-1} \|\phi_\alpha\| + \|\psi\|_{L^2((B_{2R}(x_0) \setminus B_R(x_0)) \cap B_1)}. 
\]
This together with (3.17) yields that
\[
\left| \int_{(B_{2R}(x_0) \setminus B_R(x_0)) \cap B_1} (D_\alpha u \cdot \phi_\alpha + p\psi) \, dx \right| 
\lesssim R^{-d/2 - 1} M \| \phi_\alpha \| + \| \psi \| L^2((B_{2R}(x_0) \setminus B_R(x_0)) \cap B_1),
\]
where
\[
M := \int_{B_1(x_0)} (|\hat{f}_\alpha| + |\hat{g}|) \, dx.
\]
By the duality and Hölder’s inequality, we obtain
\[
\int_{(B_{2R}(x_0) \setminus B_R(x_0)) \cap B_1} (|Du| + |p|) \, dx \lesssim \frac{r}{R} M.
\]
Let \( N \) be the smallest positive integer such that \( B_1 \subset B_{2^N r}(x_0) \). By taking \( R = 2^i r \), \( i \in \{1, 2, \ldots, N - 1\} \), we have
\[
\int_{B_1 \setminus B_{2^i r}(x_0)} (|Du| + |p|) \, dx \lesssim 2^{-k} M \lesssim M,
\]
which implies that the map \( T \) satisfies the hypothesis of Lemma 3.3. The lemma is proved. \( \square \)

4. Proof of Theorems 2.2, 2.3, 2.5, and 2.7

4.1. Proof of Theorem 2.2. We adapt the arguments in the proof of [12] Theorem 1.5. We shall derive a priori estimates for \((u, p)\) under the assumption that \( A^{\alpha\beta}, f_\alpha, \) and \( g \) are sufficiently smooth, so that \((u, p) \in C^1(\overline{\Omega}_T) \times C(\overline{\Omega}_T)\). The general case follows from a standard approximation argument (see [5], pp. 134–135) and the \( W_0^{1,q_0}\)-solvability of the Stokes system (see [3], Corollary 5.3).

Throughout the proof, we set \( q = 1/2 \) and
\[
\Phi(x_0, r) := \inf_{\theta \in \mathbb{R}^{2^d-1}} \left( \int_{B_r(x_0)} |\hat{U} - \theta|^q + |D_x' u - \Theta|^q \, dx \right)^{1/q},
\]
where \( \hat{U} = A^{1\beta} D_\beta u + p e_1 - f_1 \). For \( \gamma \in (0, 1) \), \( \kappa \in (0, 1/2] \), \( m \in \{3, 4\} \), and \( f \in L^1(\Omega_0) \), we denote
\[
\omega_{f, x', B_m}(r) := \sup_{z \in B_m} \left| \int_{B_r(x)} f(y) - \int_{B_{r'}(x')} f(y_1, z') \, dy \right| \, dy \quad \text{and} \quad \hat{\omega}_{f, x', B_m}(r) := \sum_{i=1}^\infty \kappa^{\gamma i} (\omega_{f, x', B_m}(\kappa^{-i} r), \kappa^{-i} r < 1) + \omega_{f, x', B_m}(1)[\kappa^{-i} r \geq 1],
\]
where we used Iverson bracket notation, i.e., \([P] = 1\) if \( P \) is true and \([P] = 0\) otherwise.

Lemma 4.1. Let \( \gamma \in (0, 1) \). Under the same hypothesis of Theorem 2.2 (a), there exists a constant \( \kappa \in (0, 1/2] \) depending only on \( d, \lambda, \) and \( \gamma \), such that the following hold.
Define an elliptic operator $L$.

Fix $x_0 \in B_3$ and $0 < r \leq 1/4$, we have

$$\sum_{j=0}^{\infty} \Phi(x_0, \kappa^j r) \lesssim_{d, \lambda, \gamma} \Phi(x_0, r) + \|Du\|_{L^\infty(B_r(x_0))} \int_0^r \frac{\tilde{\omega}_{A^{\alpha\beta}, x', B_3}(t)}{t} \, dt + \int_0^r \frac{\tilde{\omega}_{f_{\alpha}, x', B_3}(t) + \tilde{\omega}_{g, x', B_3}(t)}{t} \, dt,$$  \hspace{1cm} (4.2)

where each integration is finite; see Lemma 8.1 (a).

(ii) For any $x_0 \in B_3$ and $0 < \rho \leq r \leq 1/4$, we have

$$\Phi(x_0, \rho) \lesssim_{d, \lambda, \gamma} \left( \frac{\rho}{r} \right)^4 \Phi(x_0, r) + \|Du\|_{L^\infty(B_r(x_0))} \tilde{\omega}_{A^{\alpha\beta}, x', B_3}(\rho) + \tilde{\omega}_{f_{\alpha}, x', B_3}(\rho) + \tilde{\omega}_{g, x', B_3}(\rho).$$  \hspace{1cm} (4.3)

Proof. Fix $x_0 = (x_0, x'_0) \in B_3$ and $0 < r \leq 1/4$. For a given function $f$, we denote

$$\tilde{f}(x_1) := \int_{B_r(x_0)} f(x_1, y') \, dy'.$$

Define an elliptic operator $L_0$ by

$$L_0 u = D_\alpha (\tilde{A}^{\alpha\beta}(x_1) D_\beta u).$$

Let $u_0 = (u^1_0(x_1), \ldots, u^n_0(x_1))^T$ and $p_0 = p_0(x_1)$ be functions satisfying

$$u^0_0 = \tilde{g}, \quad \tilde{A}^{11} u_0 + p_0 e_1 = \tilde{f}.$$  \hspace{1cm} (4.4)

Then the pair $(u_e, p_e)$ given by

$$u_e = u - \int_{-6}^1 u_0 \, dy_1 \quad \text{and} \quad p_e = p - p_0$$

satisfies

$$\left\{ \begin{array}{l} L_0 u_e + \nabla p_e = D_\alpha F_\alpha \quad \text{in} \quad B_6, \\ \text{div} \, u_e = G \quad \text{in} \quad B_6, \end{array} \right.$$  \hspace{1cm} (4.5)

where $F_\alpha = (\tilde{A}^{\alpha\beta} - A^{\alpha\beta}) D_\beta u + f_\alpha - \tilde{f}_\alpha$ and $G = g - \tilde{g}$. We decompose

$$(u_e, p_e) = (w, p_1) + (v, p_2),$$  \hspace{1cm} (4.6)

where $(w, p_1) \in W^{1,2}_0(B_{4r}(x_0))^d \times L^2(B_{4r}(x_0))$ is the weak solution of the problem

$$\left\{ \begin{array}{l} L_0 w + \nabla p_1 = D_\alpha \left( I_{B_r(x_0)} F_\alpha \right) \quad \text{in} \quad B_{4r}(x_0), \\ \text{div} \, w = I_{B_r(x_0)} G - \left( I_{B_r(x_0)} G \right)_{B_{4r}(x_0)} \quad \text{in} \quad B_{4r}(x_0). \end{array} \right.$$  \hspace{1cm} (4.7)

Here, $I_{B_r(x_0)}$ is the characteristic function. By Lemma 3.3 with scaling, we have for $t > 0$ that

$$\left| \{ x \in B_r(x_0) : |Dw(x)| + |p_1(x)| > t \} \right| \lesssim_{d, \lambda} \frac{1}{t} \int_{B_r(x_0)} |F_\alpha| + |G| \, dx.$$  \hspace{1cm} (4.8)

Then we obtain for $\tau > 0$ that

$$\int_{B_r(x_0)} (|Dw| + |p_1|)^q \, dx$$

$$= \left( \int_0^\tau + \int_\tau^\infty \right) q t^{q-1} \left| \{ x \in B_r(x_0) : |Dw(x)| + |p_1(x)| > t \} \right| \, dt$$

$$\lesssim |B_r|^q + \left( \int_{B_r(x_0)} |F_\alpha| + |G| \, dx \right) t^{q-1}. $$  \hspace{1cm} (4.9)
By optimizing over \( \tau \) and taking the \( q \)-th root, we have
\[
\left( \int_{B_r(x_0)} (|Dw| + |p_1|)^q \, dx \right)^{1/q} \leq \int_{B_r(x_0)} |F_\alpha| + |G| \, dx. \tag{4.5}
\]
Observe that \( (v, p_2) = (u_e, p_e) - (w, p_1) \) satisfies
\[
\begin{align*}
\mathcal{L}_0 v + \nabla p_2 &= 0 \quad \text{in } B_r(x_0),
\text{div } v &= (I_{B_r(x_0)} G)_{B_r(x_0)} \quad \text{in } B_r(x_0).
\end{align*}
\]
Then by (3.7), we obtain for \( \kappa \) that
\[
\left( \int_{B_{\kappa r}(x_0)} |V - (V)_{B_{\kappa r}(x_0)}|^q + |Dx^e \cdot v - (Dx^e \cdot v)_{B_{\kappa r}(x_0)}|^q \, dx \right)^{1/q}
\leq \inf_{\theta \in \mathbb{R}^d} \left( \int_{B_{\kappa r}(x_0)} |V - \theta|^q + |Dx^e \cdot v - \theta|^q \, dx \right)^{1/q}, \tag{4.6}
\]
where \( V = \tilde{A}^{1, \beta} D^e \beta + p_2 e_1 \). Notice from the decomposition (4.4) that
\[
\left( \int_{B_{\kappa r}(x_0)} |U_e - (V)_{B_{\kappa r}(x_0)}|^q + |Dx^e u_e - (Dx^e u_e)_{B_{\kappa r}(x_0)}|^q \, dx \right)^{1/q}
\leq \inf_{\theta \in \mathbb{R}^d} \left( \int_{B_{\kappa r}(x_0)} |U_e - \theta|^q + |Dx^e u_e - \theta|^q \, dx \right)^{1/q}
\]
\[
+ \kappa^{-d/q} \int_{B_r(x_0)} |F_\alpha| + |G| \, dx.
\]
Therefore, from the fact that
\[
Dx^e u_e = Dx^e u, \quad |\bar{U} - U_e| \leq |\tilde{A}^{1, \beta} - \tilde{A}^{1, \beta}| |D^e \beta| + |f_1 - \bar{f}_1|,
\]
we get
\[
\Phi(x_0, \kappa r) \leq C_0 \kappa \Phi(x_0, r) + C_0 \kappa^{-d/q} \|Du\|_{L^\infty(B_r(x_0))} \omega_{A^{\alpha, \beta}, B_\gamma(r)}
\]
\[
+ C_0 \kappa^{-d/3} \left( \omega_{3, B_\gamma(r)} + \omega_{g, x', B_\gamma(r)} \right),
\]
where \( C_0 = C_0(d, \lambda) > 0 \). Taking \( \kappa = \kappa(d, \lambda, \gamma) \in (0, 1/2] \) so that \( C_0 \kappa^{1-\gamma} \leq 1 \), we have
\[
\Phi(x_0, \kappa r) \leq \kappa \Phi(x_0, r) + C \|Du\|_{L^\infty(B_r(x_0))} \omega_{A^{\alpha, \beta}, B_\gamma(r)}
\]
\[
+ C \left( \omega_{f, x', B_\gamma(r)} + \omega_{g, x', B_\gamma(r)} \right), \tag{4.7}
\]
where \( C = C(d, \lambda, \gamma) \). By iterating, we see that
\[
\Phi(x_0, \kappa^j r) \leq \kappa^j \Phi(x_0, r) + C\|Du\|_{L^\infty(B_r(x_0))} \tilde{\omega}_{A^{\alpha, \beta}, B_3}(\kappa^j r) \\
+ C(\tilde{\omega}_{f_0, x'}, B_3(\kappa^j r) + \tilde{\omega}_{g, x'}, B_3(\kappa^j r)),
\]
(4.8)
where we used the fact that
\[
\sum_{i=1}^{j} \kappa^{\gamma(i-1)} \omega_{*, x'}, B_3(\kappa^{j-i} r) \leq \kappa^{-\gamma} \tilde{\omega}_{*, x'}, B_3(\kappa^j r).
\]
Taking the summations of both sides of (4.8) with respect to \( j = 0, 1, 2, \ldots \), and using Lemma 8.1 (a), we get (4.2).

For any \( \rho \in (0, r] \), we take an integer \( j \) such that
\[
\kappa^{j+1} < \frac{\rho}{r} \leq \kappa^j.
\]
If \( j = 0 \), then obviously we have
\[
\Phi(x_0, \rho) \lesssim_{d, \kappa} \Phi(x_0, r) \lesssim_{d, \kappa, \gamma} \left( \frac{\rho}{r} \right)^\gamma \Phi(x_0, r),
\]
which implies (4.3). On the other hand, if \( j \geq 1 \), then by using (4.8) with \( \rho \) in place of \( \kappa^j r \), we obtain
\[
\Phi(x_0, \rho) \lesssim \left( \frac{\rho}{r} \right)^\gamma \Phi(x_0, r) + \|Du\|_{L^\infty(B_r(x_0))} \tilde{\omega}_{A^{\alpha, \beta}, B_3}(\rho) \\
+ \tilde{\omega}_{f_0, x'}, B_3(\rho) + \tilde{\omega}_{g, x'}, B_3(\rho).
\]
This gives (4.3). The lemma is proved. \( \square \)

Now we are ready to prove the assertion (a) in the theorem.

**Proof of Theorem 2.2 (a).** In this proof, we fix \( \gamma \in (0, 1) \), and let \( \kappa = \kappa(d, \lambda, \gamma) \) be the constant from Lemma 4.1. We denote
\[
U = |\hat{U}| + |D_{x'} u|, \quad \tilde{\omega}_{*, x'} = \tilde{\omega}_{*, x'}, B_4, \quad \mathcal{F}(r) = \int_0^r \tilde{\omega}_{f_0, x'}(t) + \tilde{\omega}_{g, x'}(t) \frac{dt}{t}.
\]

We first derive \( L^\infty \)-estimates for \( Du \) and \( p \). Let \( x_0 \in B_3 \) and \( 0 < r \leq 1/4 \). We take \( \theta_{x_0, r} \in \mathbb{R}^d \) and \( \Theta_{x_0, r} \in \mathbb{R}^{d \times (d-1)} \) to be such that
\[
\Phi(x_0, r) = \left( \frac{\int_{B_r(x_0)} |\hat{U} - \theta_{x_0, r}|^q + |D_{x'} u - \Theta_{x_0, r}|^q dx}{r} \right)^{1/q}.
\]
Similarly, we find \( \theta_{x_0, \kappa r} \in \mathbb{R}^d \) and \( \Theta_{x_0, \kappa r} \in \mathbb{R}^{d \times (d-1)} \) for \( i \in \{1, 2, \ldots \} \). Recall the assumption that \( A^{\alpha, \beta} \) and \( f_\alpha \) are sufficiently smooth, so that \( (u, p) \in C^1(\overline{\{x\}}) \times C(\overline{\{x\}}) \). Thus, since the right-hand side of (4.8) goes to zero as \( j \to \infty \), we see that
\[
\lim_{i \to \infty} \theta_{x_0, \kappa^i r} = \hat{U}(x_0), \quad \lim_{i \to \infty} \Theta_{x_0, \kappa^i r} = D_{x'} u(x_0).
\]
(4.9)
By averaging the inequality
\[
|\theta_{x_0, r} - \theta_{x_0, \kappa r}|^q \leq |\hat{U} - \theta_{x_0, \kappa r}|^q + |\hat{U} - \theta_{x_0, r}|^q
\]
on \( B_{\kappa r}(x_0) \) and taking the \( q \)-th root, we have
\[
|\theta_{x_0, \kappa r} - \theta_{x_0, r}| \lesssim \Phi(x_0, \kappa r) + \Phi(x_0, r).
\]
We apply the above inequality iteratively and use (4.10) to get
\[
|\hat{U}(x_0) - \theta_{x_0,r}| \lesssim \sum_{j=0}^{\infty} \Phi(x_0, \kappa^j r).
\]  
(4.10)

Averaging the inequality
\[
|\theta_{x_0,r}| \leq |\hat{U} - \theta_{x_0,r}| + |\hat{U}|
\]
on $B_r(x_0)$ and taking the $q$-th root, we obtain that
\[
|\theta_{x_0,r}| \lesssim \Phi(x_0, r) + r^{-d} ||\hat{U}||_{L^1(B_r(x_0))} \lesssim r^{-d} ||U||_{L^1(B_r(x_0))}.
\]
By Lemma 4.1 (i), (4.10), and the above inequality, we have
\[
|\hat{U}(x_0)| \lesssim r^{-d} ||U||_{L^1(B_r(x_0))} + ||Du||_{L^\infty(B_r(x_0))} \int_0^r \frac{\hat{\omega}_{A_{\alpha\beta},x'}(t)}{t} dt + \mathcal{F}(r).
\]
Since the same inequality holds for $|D_{x'}u(x_0)|$, we have
\[
\mathcal{U}(x_0) \lesssim r^{-d} ||U||_{L^1(B_r(x_0))} + ||Du||_{L^\infty(B_r(x_0))} \int_0^r \frac{\hat{\omega}_{A_{\alpha\beta},x'}(t)}{t} dt + \mathcal{F}(r).
\]  
(4.11)

Notice from the definition of $\hat{U}$ that
\[
\sum_{j=2}^{d} A_{ij}^0 D_1 u^j = \hat{U} - \sum_{j=1}^{d} \sum_{\beta=1}^{d} A_{ij}^{\beta} D_{\beta} u^j - A_{ij}^1 D_1 u^1 + f_i, \quad i \in \{2, \ldots, d\}.
\]
By the ellipticity condition on $A_{\alpha\beta}$, $[A_{ij}^1]_{i,j=2}^d$ is nondegenerate. This together with
\[
D_1 u^1 = g - \sum_{i=2}^{d} D_i u^i
\]  
(4.12)
gives
\[
|Du| \leq |D_1 u^1| + \sum_{j=2}^{d} |D_j u^j| + |D_{x'} u| \lesssim \mathcal{U} + |f_1| + |g|.
\]
Therefore, we obtain by (4.11) that
\[
\mathcal{U}(x_0) \leq C_1 r^{-d} ||U||_{L^1(B_r(x_0))} + C_1 ||U||_{L^\infty(B_r(x_0))} \int_0^r \frac{\hat{\omega}_{A_{\alpha\beta},x'}(t)}{t} dt
\]
\[
+ C_1 ||f_1| + |g||_{L^\infty(B_r(x_0))} \int_0^r \frac{\hat{\omega}_{A_{\alpha\beta},x'}(t)}{t} dt + C_1 \mathcal{F}(r),
\]  
(4.13)
where $C_1 = C_1(d, \lambda, \gamma)$. Taking $r_0 \in (0, 1/4)$ so that
\[
C_1 \int_0^{r_0} \frac{\hat{\omega}_{A_{\alpha\beta},x'}(t)}{t} dt \leq \frac{1}{3d},
\]
(4.14)
we have for $x_0 \in B_3$ and $0 < r \leq r_0$ that
\[
\mathcal{U}(x_0) \leq C_1 r^{-d} ||U||_{L^1(B_r(x_0))} + 3^{-d} ||U||_{L^\infty(B_r(x_0))}
\]
\[
+ 3^{-d} ||f_1| + |g||_{L^\infty(B_r(x_0))} + C_1 \mathcal{F}(r).
\]  
(4.15)
Here, the constant $r_0$ depends only on $d, \lambda, \gamma$, and $\omega_{A_{\alpha\beta},x'}$. 
For $k \in \{1, 2, \ldots \}$, we denote $r_k = 3 - 2^{1-k}$. Since $r_{k+1} - r_k = 2^{-k}$, we have $B_r(x_0) \subset B_{r_{k+1}}$ for any $x_0 \in B_{r_k}$ and $r = 2^{-k}$. We take $k_0$ sufficiently large such that $2^{-k_0} \leq r_0$. Then by (4.15) with $r = 2^{-k}$, we have for $k \geq k_0$ that
\[
\|U\|_{L^\infty(B_{r_k})} \leq C_1 2^{dk} \|U\|_{L^1(B_{r_k})} + 3^{-d} \|U\|_{L^\infty(B_{r_{k+1}})} + 3^{-d} \|f_1\| + \|g\|_{L^\infty(B_{r_k})} + C_1 \mathcal{F}(1).
\]
By multiplying both sides of the above inequality by $3^{-dk}$ and summing the terms with respect to $k = k_0, k_0 + 1, \ldots$, we see that
\[
\sum_{k=k_0}^{\infty} 3^{-dk} \|U\|_{L^\infty(B_{r_k})} \leq C \|U\|_{L^1(B_0)} + \sum_{k=k_0+1}^{\infty} 3^{-dk} \|U\|_{L^\infty(B_{r_k})} + C \|f_1\| + \|g\|_{L^\infty(B_0)} + \mathcal{F}(1),
\]
where each summation is finite and $C = C(d, \lambda, \gamma)$. By subtracting
\[
\sum_{k=k_0+1}^{\infty} 3^{-dk} \|U\|_{L^\infty(B_{r_k})}
\]
from both sides of the above inequality, we have
\[
\|U\|_{L^\infty(B_0)} \lesssim |d\lambda, \gamma, \omega_{A^{\alpha, \beta}}| \|U\|_{L^1(B_0)} + \|f_1\| + \|g\|_{L^\infty(B_0)} + \mathcal{F}(1).
\]
Therefore, using (4.12) and the fact that
\[
|p| \lesssim |U| + |Du| + |f_1|,
\]
we get the following $L^\infty$-estimate for $Du$ and $p$:
\[
\|Du\|_{L^\infty(B_0)} + \|p\|_{L^\infty(B_0)} \leq C (\|Du\|_{L^1(B_0)} + \|p\|_{L^1(B_0)} + \|f_1\|_{L^\infty(B_0)} + \|g\|_{L^\infty(B_0)} + \mathcal{F}(1)),
\]
where $C = C(d, \lambda, \gamma, \omega_{A^{\alpha, \beta}})$.

**Remark 4.2.** With regard to the dependency of the constant $C$ in (4.10), the parameter $\omega_{A^{\alpha, \beta}}$ can be replaced by a function $\omega_0 : (0, 1] \to [0, \infty)$ such that
\[
\int_0^1 \frac{\omega_0(\tilde{r} \cdot t)}{t} \, dt \leq \int_0^r \omega(t) \, dt < \infty \quad \text{for all } r \in (0, 1].
\]
Indeed, this can be verified by taking $r_0 \in (0, 1/4]$ so that
\[
C_1 \int_0^{r_0} \frac{\omega_0(t)}{t} \, dt \leq \frac{1}{3d}
\]
in (4.14).

Next, we shall derive estimates of the modulus of continuity of $\hat{U}$ and $D_{x'} u$. By Lemma 1.1 (iii), we have for $x_0 \in B_1$ and $0 < \rho \leq 1/4$ that
\[
\Phi(x_0, \rho) \lesssim \rho^\gamma \|U\|_{L^1(B_0)} + \|Du\|_{L^\infty(B_2)} \int_0^\rho \frac{\tilde{\omega}_{A^{\alpha, \beta}}(t)}{t} \, dt + \mathcal{F}(\rho),
\]
where we used the fact that
\[
\Phi(x_0, 1/4) \lesssim \|U\|_{L^1(B_0)}, \quad \tilde{\omega}_{x', B_3}(\rho) \lesssim \int_0^\rho \frac{\tilde{\omega}(t)}{t} \, dt.
\]
From this together with Lemma \(1.1\) (i), we get
\[
\sum_{j=0}^{\infty} \Phi(x_0, \kappa^j \rho) \lesssim \rho^\gamma \|U\|_{L^1(B_0)} + \|Du\|_{L^\infty(B_2)} \int_0^t \frac{\tilde{\omega}_{A^{\alpha \beta}, x'}(t)}{t} dt + F(\rho). \tag{4.17}
\]
Let \(x, y \in B_1\) with \(\rho := |x - y| \leq 1/4\). Then for any \(z \in B_{\rho}(x) \cap B_{\rho}(y)\), we have
\[
|\tilde{U}(x) - \tilde{U}(y)| \leq |\tilde{U}(x) - \tilde{U}(y)| \leq \frac{1}{2} |\tilde{U}(x) - \tilde{U}(y)| + |\tilde{U}(x) - \tilde{U}(y)| \leq 2 \sup_{x_0 \in B_1} |\tilde{U}(x_0) - \tilde{U}(y)| + |\tilde{U}(z) - \tilde{U}(y)| + |\tilde{U}(z) - \tilde{U}(x)|.
\]
By taking average over \(z \in B_{\rho}(x) \cap B_{\rho}(y)\) and taking the \(q\)-th root, we see that
\[
|\tilde{U}(x) - \tilde{U}(y)| \leq \frac{1}{2} \sup_{x_0 \in B_1} \left( \sum_{j=0}^{\infty} \Phi(x_0, \kappa^j \rho) + \Phi(0, \rho) \right) \lesssim \sup_{x_0 \in B_1} \sum_{j=0}^{\infty} \Phi(x_0, \kappa^j \rho),
\]
where we used (4.10) in the second inequality. Hence we get from (4.17) that
\[
|\tilde{U}(x) - \tilde{U}(y)| \lesssim |x - y|^\gamma \|U\|_{L^1(B_0)} + \|Du\|_{L^\infty(B_2)} \int_0^{|x-y|} \frac{\tilde{\omega}_{A^{\alpha \beta}, x'}(t)}{t} dt + F(|x - y|).
\]
Similarly, we have the same estimate for \(D_{x'}u\). Thus using (4.16), we conclude that
\[
|\tilde{U}(x) - \tilde{U}(y)| + |D_{x'}u(x) - D_{x'}u(y)|
\leq C|x - y|^\gamma (\|Du\|_{L^1(B_0)} + \|p\|_{L^1(B_0)} + \|f_1\|_{L^1(B_0)})
+ C(\|Du\|_{L^\infty(B_0)} + \|p\|_{L^\infty(B_0)}) \int_0^{|x-y|} \frac{\tilde{\omega}_{A^{\alpha \beta}, x'}(t)}{t} dt
+ C(\|f_1\|_{L^\infty(B_0)} + \|g\|_{L^\infty(B_0)}) \int_0^{|x-y|} \frac{\tilde{\omega}_{A^{\alpha \beta}, x'}(t)}{t} dt
+ CF(1) \int_0^{|x-y|} \frac{\tilde{\omega}_{A^{\alpha \beta}, x'}(t)}{t} dt + CF(|x - y|)
\tag{4.18}
\]
for any \(x, y \in B_1\) with \(|x - y| \leq 1/4\), where \(C > 0\) is a constant depending only on \(d, \lambda, \gamma\), and \(\omega_{A^{\alpha \beta}, x'}\). We note that if \(x, y \in B_1\) with \(|x - y| > 1/4\), then by (4.16), we have
\[
|\tilde{U}(x) - \tilde{U}(y)| + |D_{x'}u(x) - D_{x'}u(y)|
\leq C\|Du\|_{L^\infty(B_1)} + \|p\|_{L^\infty(B_1)} + \|f_1\|_{L^\infty(B_1)}
\leq C|x - y|^\gamma (\|Du\|_{L^1(B_0)} + \|p\|_{L^1(B_0)} + \|f_1\|_{L^\infty(B_0)} + \|g\|_{L^\infty(B_0)} + F(1)). \tag{4.19}
\]
The assertion (a) in Theorem \(2.2\) is proved. \(\square\)

We now turn to the proof of the assertion (b) in the theorem.

Proof Theorem \(2.2\) (b). In this proof, we set \(\gamma = \frac{1+\nu}{2} \in (0, 1)\). Let \(\kappa = \kappa(d, \lambda, \gamma)\) be the constant from Lemma \(4.1\) and recall the notation
\[
\tilde{\omega}_{A^{\alpha \beta}, x'}(r) = \sum_{i=1}^{\infty} \kappa_i \omega_{A^{\alpha \beta}, x'}(B_4(\kappa^{-i} r)) \left( [\kappa^{-i} r < 1] + \omega_{x', B_4}(1) [\kappa^{-i} r \geq 1] \right).
\]
Notice from Lemma \[8.1\] (b) that for any function \( f \) satisfying \( |f|_{C^\gamma(B_0)} < \infty \), we have
\[
\tilde{\omega}_{f,x',B_4}(r) + \int_0^r \frac{\tilde{\omega}_{f,x',B_4}(t)}{t} dt \lesssim |f|_{C^\gamma(B_0)} r^{\gamma_0}.
\]
Therefore, by \[4.16\] together with Remark \[4.2\] we have the following \( L^\infty \)-estimate for \( Du \) and \( p \):
\[
\|Du\|_{L^\infty(B_2)} + \|p\|_{L^\infty(B_2)} \lesssim d,\lambda,\gamma_0,|A^\alpha\beta|_{C^\gamma(B_0)} \|Du\|_{L^1(B_6)} + \|p\|_{L^1(B_6)}
+ \|f_1\|_{L^\infty(B_6)} + \|g\|_{L^\infty(B_6)} + [f_0]_{C^\gamma(B_0)} + [g]_{C^\gamma(B_0)}.
\]
Moreover, by \[4.18\] and \[4.19\], we have the following \( C^\gamma \)-estimate for \( \hat{U} \) and \( D_{x'}u \):
\[
[\hat{U}]_{C^\gamma(B_1)} + [D_{x'}u]_{C^\gamma(B_1)} \lesssim d,\lambda,\gamma_0,|A^\alpha\beta|_{C^\gamma(B_0)} \|Du\|_{L^1(B_6)} + \|p\|_{L^1(B_6)}
+ \|f_1\|_{L^\infty(B_6)} + \|g\|_{L^\infty(B_6)} + [f_0]_{C^\gamma(B_0)} + [g]_{C^\gamma(B_0)}.
\]
This completes the proof of the assertion (b) in Theorem \[2.2\] and that of Theorem \[2.2\].

**4.2. Proof of Theorem \[2.3\]** We shall derive a priori estimates for \((u, p)\) by assuming \((u, p) \in C^1(\overline{B_1})^d \times C(\overline{B_1})\). We again set \( q = 1/2 \) and
\[
\Phi(x_0, r) := \inf_{\theta \in \mathbb{R}^d} \left( \int_{B_r(x_0)} \|Du - \theta\|^q + |p - \theta|^q \, dx \right)^{1/q}.
\]
For \( \gamma \in (0, 1) \), \( \kappa \in (0, 1/2) \), \( m \in \{3, 4\} \), and \( f \in L^1(B_6) \), we denote
\[
\omega_{f,B_m}(r) := \sup_{x \in B_m} \int_{B_r(x)} |f(y) - (f)_{B_r(x)}| \, dy,
\]
\[
\tilde{\omega}_{f,B_m}(r) := \sum_{i=1}^\infty \kappa^{-i} \left( \omega_{f,B_m}(\kappa^{-i} r) \, \kappa^{-i} r < 1 \right) + \omega_{f,B_m}(1) \left( \kappa^{-i} r \geq 1 \right).
\]

**Lemma 4.3.** Let \( \gamma \in (0, 1) \). Under the same hypothesis of Theorem \[2.3\] (a), there exists a constant \( \kappa \in (0, 1/2) \) depending only on \( d \), \( \lambda \), and \( \gamma \), such that the following hold.

(i) For any \( x_0 \in B_3 \) and \( 0 < r \leq 1/4 \), we have
\[
\sum_{j=0}^\infty \Phi(x_0, \kappa^j r) \lesssim d,\lambda,\gamma \Phi(x_0, r)
+ \|Du\|_{L^\infty(B_r(x_0))} \int_0^r \frac{\tilde{\omega}_{A^\alpha\beta B_4}(t)}{t} dt + \int_0^r \frac{\tilde{\omega}_{f_0, B_4}(t)}{t} dt.
\]

(ii) For any \( x_0 \in B_3 \), \( 0 < \rho \leq r \leq 1/4 \), we have
\[
\Phi(x_0, \rho) \lesssim d,\lambda,\gamma \left( \frac{\rho}{r} \right)^\gamma \Phi(x_0, r)
+ \|Du\|_{L^\infty(B_r(x_0))} \tilde{\omega}_{A^\alpha\beta B_4}(\rho) + \tilde{\omega}_{f_0, B_4}(\rho) + \tilde{\omega}_{g, B_4}(\rho).
\]

**Proof.** The proof is similar to that of Lemma \[4.1\] Let \( x_0 \in B_3 \) and \( 0 < r \leq 1/4 \). For a function \( f \), we denote \( \bar{f} = (f)_{B_r(x_0)} \). Define an elliptic operator \( L_0 \) by
\[
L_0 u = D_\alpha (\bar{A}^\alpha \beta D_\beta u),
\]
and observe that \((u, p)\) satisfies
\[
\begin{cases}
\mathcal{L}_0 u + \nabla p = D_\alpha F_\alpha & \text{in } B_6, \\
\text{div } u = G + \tilde{g} & \text{in } B_6,
\end{cases}
\]
where \(F_\alpha = (\bar{A}^{\alpha\beta} - A^{\alpha\beta}) D_\beta u + f_\alpha - \bar{f}_\alpha\) and \(G = g - \bar{g}\). We decompose
\[
(u, p) = (w, p_1) + (v, p_2),
\]
where \((w, p_1) \in W_0^{1, 2}(B_{4r}(x_0))^{\alpha} \times \tilde{L}^2(B_{4r}(x_0))\) is the weak solution of the problem
\[
\begin{cases}
\mathcal{L}_0 w + \nabla p_1 = D_\alpha (I_{B_r(x_0)} F_\alpha) & \text{in } B_{4r}(x_0), \\
\text{div } w = I_{B_r(x_0)} G - (I_{B_r(x_0)} G)_{B_{4r}(x_0)} & \text{in } B_{4r}(x_0).
\end{cases}
\]
Then similar to (4.5), we get
\[
\text{to that of Lemma 4.1 and omitted.} \quad \square
\]
where \((w, p_1) \in W_0^{1, 2}(B_{4r}(x_0))^{\alpha} \times \tilde{L}^2(B_{4r}(x_0))\) is the weak solution of the problem
\[
\begin{cases}
\mathcal{L}_0 w + \nabla p_1 = D_\alpha (I_{B_r(x_0)} F_\alpha) & \text{in } B_{4r}(x_0), \\
\text{div } w = I_{B_r(x_0)} G - (I_{B_r(x_0)} G)_{B_{4r}(x_0)} & \text{in } B_{4r}(x_0).
\end{cases}
\]
Then similar to (4.5), we get
\[
\left( \int_{B_r(x_0)} |Du| + |p_1|]'^q \, dx \right)^{1/q} \lesssim \int_{B_r(x_0)} |F_\alpha| + |G| \, dx. \tag{4.21}
\]
Observe that \((v, p_2) = (u, p) - (w, p_1)\) satisfies
\[
\begin{cases}
\mathcal{L}_0 v + \nabla p_2 = 0 & \text{in } B_r(x_0), \\
\text{div } v = (I_{B_r(x_0)} G)_{B_{4r}(x_0)} + \bar{g} & \text{in } B_r(x_0).
\end{cases}
\]
Then by (3.8), we obtain for \(\kappa \in (0, 1/2]\) that
\[
\left( \int_{B_{4r}(x_0)} |Dv - (Dv)_{B_{4r}(x_0)}|^q + |p_2 - (p_2)_{B_{4r}(x_0)}|^q \, dx \right)^{1/q} \]
\[
\lesssim_{d, \lambda} (\kappa) \inf_{\Theta \in \mathbb{R}^{d \times d}} \left( \int_{B_r(x_0)} |Dv - \Theta|^q \, dx \right)^{1/q}. \tag{4.22}
\]
Observe that
\[
\Phi(x_0, \kappa r) \leq \left( \int_{B_{4r}(x_0)} |Du - (Dv)_{B_{4r}(x_0)}|^q + |p - (p_2)_{B_{4r}(x_0)}|^q \, dx \right)^{1/q}
\]
\[
\lesssim \left( \int_{B_{4r}(x_0)} |Dv - (Dv)_{B_{4r}(x_0)}|^q + |p_2 - (p_2)_{B_{4r}(x_0)}|^q \, dx \right)^{1/q}
\]
\[
+ \left( \int_{B_{4r}(x_0)} |Du|^q + |p_1|^q \, dx \right)^{1/q}.
\]
Using this together with (4.21) and (4.22), we get
\[
\Phi(x_0, \kappa r) \leq C_0 \kappa \Phi(x_0, r) + C_0 \kappa^{-d/q} \|Du\|_{L^\infty(B_6(x_0))} \|\omega_{A^{\alpha\beta}, B_5}(r)
\]
\[
+ C_0 \kappa^{-d/q} (\omega_{f_\alpha, B_5}(r) + \omega_{g, B_5}(r)),
\]
where \(C_0 = C_0(d, \lambda) > 0\). We take \(\kappa = \kappa(d, \lambda, \gamma) \in (0, 1/2]\) so that \(C_0 \kappa^{1-\gamma} \leq 1\). Then we have
\[
\Phi(x_0, \kappa r) \leq \kappa^\gamma \Phi(x_0, r) + C\|Du\|_{L^\infty(B_6(x_0))} \|\omega_{A^{\alpha\beta}, B_5}(r)
\]
\[
+ C (\omega_{f_\alpha, B_5}(r) + \omega_{g, B_5}(r)),
\]
where \(C = C(d, \lambda, \gamma)\), which corresponds to (4.7). The rest of the proof is identical to that of Lemma 4.1 and omitted. \quad \square

Now we are ready to prove the theorem.
The proof is an adaptation of that of Theorem 2.2. To show the assertion (a) in the theorem, we fix $\gamma \in (0, 1)$, and let $\kappa = \kappa(d, \lambda, \gamma)$ be the constant from Lemma 4.3. Denote
\[
\tilde{\omega}_x = \tilde{\omega}_{x, B_4}, \quad F(r) = \int_0^r \frac{\tilde{\omega}_{f_n}(t) + \tilde{\omega}_p(t)}{t} dt.
\]
Similar to (4.10), we have for $x_0 \in B_3$ and $0 < r \leq 1/4$ that
\[
|Du(x_0) - \Theta_{x_0, r}| + |p(x_0) - \theta_{x_0, r}| \lesssim \sum_{j=0}^{\infty} \Phi(x_0, \kappa^j r),
\]
where $\Theta_{x_0, r} \in \mathbb{R}^{d \times d}$ and $\theta_{x_0, r} \in \mathbb{R}$ satisfy
\[
\Phi(x_0, r) = \left( \int_{B_r(x_0)} |Du - \Theta_{x_0, r}|^q + |p - \theta_{x_0, r}|^q \right)^{1/q}.
\]
From this together with Lemma 4.3 (i), it follows that
\[
|Du(x_0) - \Theta_{x_0, r}| + |p(x_0) - \theta_{x_0, r}|
\lesssim_d, \lambda, \gamma \Phi(x_0, r) + \|Du\|_{L^\infty(B_r(x_0))} \int_0^r \frac{\tilde{\omega}_{A^\alpha\beta}(t)}{t} dt + F(r).
\]
This implies that
\[
|Du(x_0)| + |p(x_0)| \lesssim r^{-d} \left( \|Du\|_{L^1(B_r(x_0))} + \|p\|_{L^1(B_r(x_0))} \right)
+ \|Du\|_{L^\infty(B_r(x_0))} \int_0^r \frac{\tilde{\omega}_{A^\alpha\beta}(t)}{t} dt + F(r),
\]
which corresponds to (4.13). Using this and following the same arguments in the proof of (4.16), we have the following $L^\infty$-estimate for $Du$ and $p$:
\[
\|Du\|_{L^\infty(B_2)} + \|p\|_{L^\infty(B_2)} \lesssim_d, \lambda, \gamma, \omega_{A^\alpha\beta} \|Du\|_{L^1(B_0)} + \|p\|_{L^1(B_0)} + F(1).
\]

Similarly, by Lemma 4.3, we obtain for $x_0 \in B_1$ and $0 < \rho \leq 1/4$ that
\[
\sum_{j=0}^{\infty} \Phi(x_0, \kappa^j \rho) \lesssim_d, \lambda, \gamma \rho^\gamma \left( \|Du\|_{L^1(B_0)} + \|p\|_{L^1(B_0)} \right)
+ \|Du\|_{L^\infty(B_2)} \int_0^\rho \frac{\tilde{\omega}_{A^\alpha\beta}(t)}{t} dt + F(\rho).
\]

Using this and (4.23), and following the proof of (4.18), we have for any $x, y \in B_1$ with $|x - y| \leq 1/4$ that
\[
|Du(x) - Du(y)| + |p(x) - p(y)|
\lesssim_d, \lambda, \gamma, \omega_{A^\alpha\beta} \left( \|Du\|_{L^1(B_0)} + \|p\|_{L^1(B_0)} \right) \left( |x - y|^\gamma + \int_0^{|x-y|} \frac{\tilde{\omega}_{A^\alpha\beta}(t)}{t} dt \right)
+ F(1) \int_0^{|x-y|} \frac{\tilde{\omega}_{A^\alpha\beta}(t)}{t} dt + F(|x-y|).
\]

This completes the proof of the assertion (a).
To prove the assertion \((b)\) in the theorem, we set \(\gamma = \frac{1 + \gamma_0}{2}\). Let \(\kappa = \kappa(d, \lambda, \gamma)\) be the constant from Lemma 4.3 and recall the notation

\[
\tilde{\omega}_{B_4}(r) = \sum_{i=1}^{\infty} \kappa^{-i} \tilde{\omega}_{B_4}(\kappa^{-i}r)[\kappa^{-i}r < 1] + \omega_{B_4}(1)[\kappa^{-i}r \geq 1].
\]

Since it holds that (see Lemma 8.1)

\[
\tilde{\omega}_{f,B_4}(r) + \int_0^r \frac{\tilde{\omega}_{f,B_4}(t)}{t} \, dt \lesssim [f]_{C^{\gamma_0}(B_6)} r^{\gamma_0},
\]

by (4.23) and (4.24), we get

\[
\|Du\|_{C^{\gamma_0}(B_1)} + \|p\|_{C^{\gamma_0}(B_1)} \lesssim d, \lambda, \|A^{\alpha \beta}\|_{\gamma_0(B_6)} \|Du\|_{L^1(B_6)} + \|p\|_{L^1(B_6)} + [f_0]_{C^{\gamma_0}(B_6)} + [g]_{C^{\gamma_0}(B_6)}.
\]

The theorem is proved.

### 4.3. Proof of Theorem 2.5

We use the idea in Brezis [2] (see also [1, Appendix]). The author proved the \(W^{1,q_0}\)-regularity for \(W^{1,1}\)-weak solutions to divergence form elliptic equations with Dini continuous coefficients by using duality and bootstrap arguments combined with regularity theories. In this proof, we utilize our regularity result in Theorem 2.2 together with the \(W^{1,q}\)-solvability result in [9, Theorem 2.4].

Let \(\eta\) be a smooth function on \(\mathbb{R}^d\) satisfying

\[
0 \leq \eta \leq 1, \quad \eta \equiv 1 \text{ on } B_{5/2}, \quad \text{supp} \eta \subset B_3, \quad |\nabla \eta| \lesssim d.
\]

Set \(\mathcal{L}\) be an operator of the form

\[
\mathcal{L}u = D_\alpha (\tilde{A}^{\alpha \beta} D_\beta u),
\]

where \(\tilde{A}^{\alpha \beta} = \eta A^{\alpha \beta} + \lambda (1 - \eta) \delta_\alpha \delta_\beta\). Here, \(\lambda\) is the constant from (2.1) and \(\delta_{ij}\) is the Kronecker delta symbol. Obviously, the coefficients \(\tilde{A}^{\alpha \beta}\) satisfy the strong ellipticity condition (2.1). Moreover, since \(A^{\alpha \beta}\) are of partially Dini mean oscillation satisfying Definition 2.1(ii), \(\tilde{A}^{\alpha \beta}\) are also of partially Dini mean oscillation with

\[
\omega_{\tilde{A}^{\alpha \beta},x}(r) := \sup_{x \in B_4} \int_{B_4(x)} \left| \tilde{A}^{\alpha \beta}(y) - \int_{B_4'(z')} \tilde{A}^{\alpha \beta}(y_1, z') \, dz' \right| \, dy \lesssim d, \lambda \, \omega_{A^{\alpha \beta},x}(r) + r.
\]

Observe that (using Lemma 8.1(c))

(a) \(\Omega = B_6\) satisfies [9, Assumption 2.1] with for some \(R_0 \in (0, 1)\).

(b) For any \(\rho > 0\), there exists \(R_1 \in (0, R_0]\), depending only on \(d, \lambda, \omega_{A^{\alpha \beta},x}, \) and \(\rho\), such that \(\tilde{A}^{\alpha \beta}\) and \(\Omega = B_6\) satisfy [9, Assumption 2.2(\(\rho\))].

Therefore, the \(W^{1,q}\)-solvability in [9, Theorem 2.4] is available for \(\mathcal{L}\) and \(\mathcal{L}^*\) on \(\Omega = B_6\), where \(\mathcal{L}^*\) is the adjoint operator of \(\mathcal{L}\), i.e.,

\[
\mathcal{L}^* v = D_\alpha (\tilde{A}^{\alpha \beta} D_\beta v), \quad \tilde{A}^{\alpha \beta} = (\tilde{A}^{\beta \alpha})^\top.
\]

Now let \((u, p) \in W^{1,1}(B_6)^d \times L^1(B_6)\) be a weak solution of

\[
\begin{cases}
\mathcal{L}u + \nabla p = D_\alpha f_\alpha \quad \text{in } B_6, \\
\text{div } u = g \quad \text{in } B_6,
\end{cases}
\]
We consider the following two cases: 

1. \( 1 < q_0 < \frac{d}{d-1} \), \( \frac{d}{d-1} \leq q_0 < \infty \).

i. \( 1 < q_0 < \frac{d}{d-1} \): Set \( q_0' = \frac{q_0}{q_0-1} > d \). For \( \phi_\alpha \in C^\infty_0(B_2)^d \) and \( \psi \in C^\infty_0(B_2) \), by the \( W^{1,\infty} \)-solvability in [22, Theorem 2.4], there exists a unique \((v,\pi) \in W^{1,q}_0(B_6)^d \times L^{q_0}(B_6)\) satisfying

\[
\begin{align*}
\tilde{\mathcal{L}}^* v + \nabla \pi &= D_\alpha \phi_\alpha \quad \text{in } B_6, \\
\text{div } v &= \psi - (\psi)_{B_6} \quad \text{in } B_6
\end{align*}
\]

and

\[
\|Dv\|_{L^{q_0}(B_6)} + \|\pi\|_{L^{q_0}(B_6)} \leq C \left( \|\phi_\alpha\|_{L^{q_0}(B_2)} + \|\psi\|_{L^{q_0}(B_2)} \right),
\]

where \( C = C(d,\lambda,\omega_{A^{\alpha\beta},q},q_0) \). Since \( \tilde{A}^{\alpha\beta}_u \) are of partially Dini mean oscillation, by Theorem 2.2(a) with scaling and covering argument, we see that \( Dv \) and \( \pi \) are bounded in \( B_3 \). Hence, as a test function to (4.26), we can use \( \zeta u \in W^{1,1}(B_{5/2})^d \), where \( \zeta \) is a smooth function satisfying

\[
0 \leq \zeta \leq 1, \quad \zeta \equiv 1 \text{ on } B_2, \quad \text{supp } \zeta \subset B_{5/2}, \quad |\nabla \zeta | \lesssim 1.
\]

By testing (4.26) with \( \zeta u \) and setting \( \phi = \zeta v \) in (4.25), we have

\[
\begin{align*}
\int_{B_6} D_\alpha (\zeta u) \cdot \phi_\alpha + (\zeta) \psi \, dx &= \int_{B_{5/2}} \tilde{\mathcal{A}}^{\alpha\beta}_u (D_\beta \zeta u \cdot D_\alpha v - D_\beta u \cdot D_\alpha \zeta v) \, dx \\
&\quad + \int_{B_{5/2}} \pi \text{div } (\zeta u) \, dx + \int_{B_{5/2}} f_\alpha \cdot D_\alpha (\zeta v) \, dx + \int_{B_{5/2}} p(\zeta(\psi)_{B_6} - \nabla \zeta \cdot v) \, dx.
\end{align*}
\]

Since \( \phi_\alpha \) and \( \psi \) are supported in \( B_2 \), the left-hand side of the above inequality is equal to

\[
\int_{B_2} D_\alpha u \cdot \phi_\alpha + p \psi \, dx.
\]

Hence, by using Hölder’s inequality, the Sobolev inequality, and (4.27), we obtain that

\[
\left| \int_{B_2} D_\alpha u \cdot \phi_\alpha + p \psi \, dx \right| \leq CM \left( \|\phi_\alpha\|_{L^{q_0}(B_2)} + \|\psi\|_{L^{q_0}(B_2)} \right),
\]

where we set

\[
M := \|u\|_{W^{1,1}(B_{5/2})} + \|p\|_{L^1(B_{5/2})} + \|f_\alpha\|_{L^{q_0}(B_{5/2})} + \|g\|_{L^{q_0}(B_{5/2})}.
\]

Therefore, by duality and the Sobolev inequality, we get

\[
\|u\|_{W^{1,q_0}(B_2)} + \|p\|_{L^{q_0}(B_2)} \lesssim M.
\]
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ii. \( \frac{d}{1-c} \leq q_0 < \infty \): Following the same argument used in deriving (4.28), we see that for \( 1 \leq r < R \leq 2 \) and \( \frac{d}{d+q} \leq q < \infty \), we have

\[
\|u\|_{W^{1,q}(B_r)} + \|p\|_{L^q(B_r)} \\
\leq C(\|u\|_{W^{1,q^*}(B_R)} + \|p\|_{L^{q^*}(B_R)} + \|f_\alpha\|_{L^q(B_R)} + \|g\|_{L^q(B_R)}),
\]

where \( C = C(d, \lambda, \omega, A_q, q, r, R) \) provided that \((u, p) \in W^{1,q^*}(B_R)^d \times L^{q^*}(B_R)\) .

Here, \( q^* \) is any number in \((1, q)\) if \( q = \frac{d}{d+q} \) and \( q^* = \frac{dq}{d+q} \) if \( q > \frac{d}{d-1} \).

Let \( k \) be the smallest positive integer such that

\[ k > \frac{dq_0 - q_0}{q_0}. \]

We set

\[ q_i = \frac{aq_0}{d+q_0^i}, \quad r_i = 1 + \frac{i}{k}, \quad i \in \{0, 1, \ldots\}. \]

By applying (4.29) iteratively, we have

\[
\|u\|_{W^{1,q_0}(B_{r_1})} + \|p\|_{L^{q_0}(B_{r_1})} \\
\leq \|u\|_{W^{1,q_0}(B_{r_2})} + \|p\|_{L^{q_0}(B_{r_2})} + \|f_\alpha\|_{L^{q_0}(B_{r_2})} + \|g\|_{L^{q_0}(B_{r_2})}. \]

Note that \( q_k < \frac{d}{d-1} \). Therefore, using (4.28) with \( q_0 = q_k \), we get the desired estimate.

The theorem is proved. \( \square \)

4.4. Proof of Theorem 2.7. We modify the proof of Lemma 3.4. Let \( F \) be a bounded linear operator on \( L^1(B_0)^d \times L^1(B_0) \) and also on \( L^2(B_0)^d \times L^2(B_0) \),

and \( T \) be a bounded linear operator on \( L^2(B_0)^d \times L^2(B_0) \), respectively, given as in the proof of Lemma 3.4. Then we have

\[ T_0 = T \circ F, \]

where \( T_0 \) is the operator mentioned in the statement of the theorem.

It suffices to show that \( T \) satisfies the hypothesis of Lemma 3.3 with \( R_0 = 6 \),

\( \mu = 1/3 \), and \( c = 6 \). Fix \( x_0 \in B_1 \) and \( 0 < r < 1/3 \). Let \( f_\alpha \in \tilde{L}^2(B_0)^d \) and \( \tilde{g} \in \tilde{L}^2(B_0) \) be supported in \( B_r(x_0) \).

Assume that \((u, p) \in W^{1,2}(B_0)^d \times \tilde{L}^2(B_0)\) is the weak solution of (2.7) with \((f_1, \ldots, f_d, g) = F^{-1}(\tilde{f}_1, \ldots, \tilde{f}_d, \tilde{g})\).

Let \( R \in (6r, 2) \) so that \( B_1 \setminus B_R(x_0) \neq \emptyset \), and let \( L^\ast \) be the adjoint operator of \( L \), i.e.,

\[
L^\ast v = D_\alpha (A^\alpha D_\beta v), \quad A^\alpha = (A^\alpha )^\top.
\]

Then by [5] Lemma 3.2], for given \( \phi_\alpha \in C_0^\infty((B_2R(x_0) \setminus B_R(x_0)) \cap B_1)^d \) and \( \psi \in C_0^\infty((B_2R(x_0) \setminus B_R(x_0)) \cap B_1) \),

there exists a unique \((v, \pi) \in W^{1,2}_0(B_0)^d \times \tilde{L}^2(B_0)\) satisfying

\[
\begin{cases} \quad L^\ast v + \nabla \pi = D_\alpha \phi_\alpha \quad \text{in } B_6, \\ \div v = -\psi \quad \text{in } B_6, \end{cases}
\]

and

\[
\|Dv\|_{L^2(B_0)} \lesssim d, \lambda \|\phi_\alpha\| + \|\psi\|_{L^2((B_2R(x_0) \setminus B_R(x_0)) \cap B_1)}. \quad (4.30)
\]

Set \( V := A^\beta D_\beta v + \pi e_1 \), and observe that \((v, \pi)\) satisfies

\[
\begin{cases} \quad L^\ast v + \nabla \pi = 0 \quad \text{in } B_R(x_0), \\ \div v = -(\psi)B_6 \quad \text{in } B_R(x_0). \end{cases}
\]
By a similar argument that led to (3.18) and (4.19), we obtain that
\[ |V(x) - V(y)| + |D_x v(x) - D_x v(y)| \]
\[ \lesssim R^{-d/2}||Dv||_{L^2(B_R(x))} + ||\pi||_{L^2(B_R,\omega)} \left( \left\| \frac{|x-y|}{R} \right\|^\gamma + \int_0^{1} \frac{\tilde{\omega}_{A^n_\alpha \alpha'}(t)}{t} dt \right) \]
\[ + |(\psi)_{B_R}| \left( \left\| \frac{|x-y|}{R} \right\|^\gamma + \int_0^{1} \frac{\tilde{\omega}_{A^n_\alpha \alpha'}(t)}{t} dt \right) \]
for any \( x, y \in B_r(x_0) \subset B_{R/\epsilon}(x_0) \). Note that (see [12, Lemma 3.4])
\[ \int_0^{2} \frac{\tilde{\omega}_{A^n_\alpha \alpha'}(t)}{t} dt \lesssim_{d, \lambda, C_0} \left( \ln \frac{1}{r} \right)^{-1}. \]
Therefore, by (4.31) and the fact that
\[ D_1 v^1 = - \sum_{i=2}^{d} D_i v^i - (\psi)_{B_R}, \]
we have
\[ \|V - (V)(B_r(x_0))\|_{L^\infty(B_r(x_0))} + \|D_x v - (D_x v)_{B_r(x_0)}\|_{L^\infty(B_r(x_0))} \]
\[ + \|D_1 v^1 - (D_1 v^1)_{B_r(x_0)}\|_{L^\infty(B_r(x_0))} \lesssim |(\psi)_{B_R}| \left( \left\| \frac{r}{R} \right\|^\gamma + \left( \ln \frac{1}{r} \right)^{-1} \right) \]
\[ \lesssim \left( \left\| \frac{r}{R} \right\|^\gamma + \left( \ln \frac{1}{r} \right)^{-1} \right) R^{-d/2} M \| \phi_\alpha \| + |\psi|_{L^2((B_{2R}(x_0)) \setminus B_1)} \]
\[ \|\phi_\alpha\| + \|\psi\|_{L^2((B_{2R}(x_0)) \setminus B_1)} \]
where
\[ M = \int_{B_1} (|\tilde{\alpha}| + |\tilde{\beta}|) dx. \]
Thus by duality and Hölder’s inequality, we have
\[ \int_{B_{2R}(x_0) \setminus B_1} (|Du| + |p|) dx \lesssim \left( \left\| \frac{r}{R} \right\|^\gamma + \left( \ln \frac{1}{r} \right)^{-1} \right) M. \]
Let \( N \) be the smallest positive integer such that \( B_1 \subset B_{2N+3}(x_0) \). By taking \( R = 2^i \cdot 3 \cdot r, \) \( i \in \{1, 2, \ldots, N-1\} \), and using the fact that \( N - 1 \lesssim \ln(1/r) \), we obtain by the above inequality that
\[ \int_{B_1 \setminus B_{2r}(x_0)} (|Du| + |p|) dx \lesssim \sum_{k=1}^{N-1} \left( 2^{-k} \gamma + (\ln(1/r))^{-1} \right) M \lesssim M, \]
which implies that the map \( T \) satisfies the hypothesis of Lemma 3.3. The theorem is proved. \( \square \)
Part 2. Boundary estimates

This part of the paper is devoted to the boundary estimates on a half ball.

5. Main results

We denote $B^+_r(x) = B_r(x) \cap \mathbb{R}^d_+$, where
\[ \mathbb{R}^d_+ = \{ x = (x_1, x') \in \mathbb{R}^d : x_1 > 0, x' \in \mathbb{R}^{d-1} \} . \]
We use the abbreviation $B^+_r = B^+_r(0)$.

Definition 5.1. Let $f \in L^1(B^+_r)$.

(i) We say that $f$ is of Dini mean oscillation in $B^+_r$ if the function $\omega_f : (0, 1] \rightarrow [0, \infty)$ defined by
\[ \omega_f(r) := \sup_{x \in B^+_r} \left| \frac{1}{r} \int_{B^+_r(x)} f(y) - \int_{B^+_r(x)} f(z) \, dz \right| \, dy \]
satisfies
\[ \int_0^1 \frac{\omega_f(r)}{r} \, dr < \infty. \]

(ii) We say that $f$ is of partially Dini mean oscillation with respect to $x'$ in $B^+_r$ if the function $\omega_{f,x'} : (0, 1] \rightarrow [0, \infty)$ defined by
\[ \omega_{f,x'}(r) := \sup_{x \in B^+_r} \left| \frac{1}{r} \int_{B^+_r(x)} f(y) - \int_{B^+_r(x')} f(y_1, z') \, dz' \right| \, dy \]
satisfies
\[ \int_0^1 \frac{\omega_{f,x'}(r)}{r} \, dr < \infty. \]

Now we state the main results of the second part of the paper.

Theorem 5.2. Let $q_0 \in (1, \infty)$. Assume that $(u, p) \in W^{1,q_0}(B^+_6)^d \times L^{q_0}(B^+_6)$ is a weak solution of
\begin{equation}
\begin{cases}
Lu + \nabla p = D_\alpha f_\alpha & \text{in } B^+_6, \\
\text{div } u = g & \text{in } B^+_6, \\
u = 0 & \text{on } B_6 \cap \partial \mathbb{R}^d_+, 
\end{cases}
\end{equation}
where $f_1 \in L^{\infty}(B^+_6)^d$, $f_\alpha \in L^{q_0}(B^+_6)^d$, $\alpha \in \{2, \ldots, d\}$, and $g \in L^{\infty}(B^+_6)$. Set
\[ \hat{U} := A^{12} D_\beta u + p e_1 - f_1. \]

(a) If $A^{\alpha \beta}$, $f_\alpha$, and $g$ are of partially Dini mean oscillation with respect to $x'$ in $B^+_4$, then we have
\[ (u, p) \in W^{1,\infty}(B^+_1)^d \times L^{\infty}(B^+_1) \] (5.2)
and
\[ \hat{U}, D_\alpha u \in C(B^+_1)^d, \quad \alpha \in \{2, \ldots, d\}. \]

(b) If it holds that $[A^{\alpha \beta}]^{C^{\gamma_0}(B^+_6)} + [f_\alpha]^{C^{\gamma_0}(B^+_6)} + [g]^{C^{\gamma_0}(B^+_6)} < \infty$ for some $\gamma_0 \in (0, 1)$, then we have \[ \hat{U}, D_\alpha u \in C^{\gamma_0}(B^+_1)^d, \quad \alpha \in \{2, \ldots, d\}. \]
Theorem 5.3. Let \( q_0 \in (1, \infty) \). Assume that \((u, p) \in W^{1,q_0}(B^+_6)^d \times L^{q_0}(B^+_6)\) is a weak solution of \((5.1)\), where \( f_\alpha \in L^{q_0}(B^+_6)^d \) and \( g \in L^{q_0}(B^+_6) \).

(a) If \( A^{\alpha \beta} \), \( f_\alpha \), and \( g \) are of Dini mean oscillation in \( B^+_1 \), then we have
\[
(u, p) \in C^1((B^+_1)^d) \times C(B^+_1).
\]

(b) If it holds that \([A^{\alpha \beta}]_{C^{\gamma_0}(B^+_1)} + |f_\alpha|_{C^{\gamma_0}(B^+_1)} + |g|_{C^{\gamma_0}(B^+_1)} < \infty\) for some \( \gamma_0 \in (0, 1) \), then we have
\[
(u, p) \in C^{1, \gamma_0}(B^+_1)^d \times C^{\gamma_0}(B^+_1).
\]

We also obtain the following \( L^{q_0}\)-estimate for \( W^{1,1}\)-weak solutions. See Section 7.3 for the proof.

Theorem 5.4. Let \( q_0 \in (1, \infty) \). Assume that \((u, p) \in W^{1,1}(B^+_6)^d \times L^1(B^+_6)\) is a weak solution of \((5.1)\), where \( f_\alpha \in L^{q_0}(B^+_6)^d \) and \( g \in L^{\infty}(B^+_6) \). If \( A^{\alpha \beta} \) are of partially Dini mean oscillation with respect to \( x' \) in \( B^+_1 \), then we have \((u, p) \in W^{1,q_0}(B^+_1)^d \times L^{q_0}(B^+_1)\) with the estimate
\[
||u||_{W^{1,q_0}(B^+_1)} + ||p||_{L^{q_0}(B^+_1)} \leq C(||u||_{W^{1,1}(B^+_6)^d} + ||p||_{L^1(B^+_6)} + ||f_\alpha||_{L^{q_0}(B^+_6)} + ||g||_{L^{\infty}(B^+_6)}),
\]
where the constant \( C \) depends only on \( d, \lambda, \omega_{A^{\alpha \beta}, x'}, \) and \( q_0 \).

Remark 5.5. By the same reasoning as in Remarks 2.4 and 2.6, we can easily extend the results in Theorems 5.2 and 5.3 to a solution \((u, p) \in W^{1,q_0}(B^+_1)^d \times L^{q_0}(B^+_1)\) of the problem
\[
\begin{align*}
\mathcal{L}u + \nabla p &= f + D_\alpha f_\alpha \quad \text{in} \quad B^+_6, \\
\text{div} u &= g - (g)_{B^+_6} \quad \text{in} \quad B^+_6, \\
u &= 0 \quad \text{on} \quad B^+_6 \cap \partial \mathbb{R}^d,
\end{align*}
\]
where \( f \in L^q(B^+_6)^d \) with \( q > d \).

Finally, we prove the following weak type-(1, 1) estimate. See Section 7.4 for the proof.

Theorem 5.6. Define a bounded linear operator \( T_0 \) on \( L^2(B^+_6)^d \times d \times d \) by
\[
T_0(f_1, \ldots, f_d, g) = (D_1 u_1, \ldots, D_d u, p),
\]
where \((u, p) \in W^{1,2}(B^+_6)^d \times L^2(B^+_6)\) is a unique weak solution of
\[
\begin{align*}
\mathcal{L}u + \nabla p &= f_\alpha \quad \text{in} \quad B^+_6, \\
\text{div} u &= g - (g)_{B^+_6} \quad \text{in} \quad B^+_6,
\end{align*}
\]
(5.3)

If \( A^{\alpha \beta} \) are of partially Dini mean oscillation with respect to \( x' \) in \( B^+_1 \) and
\[
\omega_{A^{\alpha \beta}, x'}(r) \leq C_0 \left( \ln \frac{p}{4} \right)^{-2}, \quad \forall r \in (0, 1),
\]
(5.4)
then the operator \( T_0 \) can be extended on
\[
\{(f_1, \ldots, f_d, g) \in L^1(B^+_6)^d \times L^1(B^+_6) : \text{supp}(f_1, \ldots, f_d, g) \subset B^+_1\}
\]
such that for any \( t > 0 \), we have
\[
||\{x \in B^+_1 : |T_0(f_1, \ldots, f_d, g)| > t\}|| \leq \frac{C}{t} \int_{B^+_1} (|f_\alpha| + |g|) \, dx,
\]
where the constant \( C \) depends only on \( d, \lambda, \omega_{A^{\alpha \beta}, x'}, \) and \( C_0 \).
6. Preliminary lemmas

In this section, we prove some preliminary results which will be used in the proofs of the main theorems in Section 5.1. Throughout this section, we set
\[ \mathcal{L}_0 u = D_\alpha (\bar{A}^{\alpha \beta} D_\beta u), \]
where \( \bar{A}^{\alpha \beta} = \bar{A}^{\alpha \beta} (x_1) \).

The following lemma is an analog of Lemma 5.1.

**Lemma 6.1.** Let \( 0 < r < R \) and \( \ell \) be a constant. Let \( (u, p) \in W^{1,2}(B_R^+) \times L^2(B_R^+) \) satisfy
\[
\begin{align*}
\mathcal{L}_0 u + \nabla p &= 0 \quad \text{in } B_R^+, \\
\text{div } u &= \ell \quad \text{in } B_R^+, \\
u &= 0 \quad \text{on } B_R \cap \partial \mathbb{R}^d.
\end{align*}
\]
(6.1)

Then we have
\[
\|Du\|_{L^\infty(B_R^+)} \lesssim d,\lambda (R - r)^{-d/2} \|Du\|_{L^2(B_R^+)},
\]
(6.2)
\[
[U]_{C^{0,1}(B_r^+)} + [D_x u]_{C^{0,1}(B_r^+)} \lesssim d,\lambda (R - r)^{-d/2-1} \|Du\|_{L^2(B_R^+)},
\]
(6.3)
where \( U := \bar{A}^{\alpha \beta} D_\beta u + p e_1 \) and the \( C^{0,1} \) semi-norm is defined as in (3.4). If \( \mathcal{L}_0 \) has constant coefficients, then we have
\[
[Du]_{C^{0,1}(B_r^+)} + [p]_{C^{0,1}(B_r^+)} \lesssim d,\lambda (R - r)^{-d/2-1} \|Du\|_{L^2(B_R^+)},
\]
(6.4)

**Proof.** The proofs of (6.2) and (6.3) are nearly the same as that of Lemma 5.1 by using [9, Lemma 4.1 (ii)] instead of [9, Lemma 4.1 (i)].

To show (6.4), we note that \( D_1 u^1 = \ell - \sum_{i=2}^d D_i u^i \). Using this together with (6.3), we have
\[
[D_1 u^1]_{C^{0,1}(B_r^+)} \lesssim (R - r)^{-d/2-1} \|Du\|_{L^2(B_R^+)},
\]
(6.5)

Since \( \bar{A}^{\alpha \beta} \) are constant and
\[
\sum_{j=2}^d \bar{A}^{1j}_{ij} D_j u^i = U^i - \sum_{j=1}^d \sum_{\beta=2}^d \bar{A}^{1\beta}_{ij} D_\beta u^j - \bar{A}^{11}_{ii} D_1 u^1, \quad i \in \{2, \ldots, d\},
\]
by (6.3) and (6.5), we obtain that
\[
[Du]_{C^{0,1}(B_r^+)} \lesssim (R - r)^{-d/2-1} \|Du\|_{L^2(B_R^+)},
\]
Therefore, we get (6.4) from the relation \( pe_1 = U - \bar{A}^{1\beta} D_\beta u \). \( \square \)

Combining Lemmas 6.1 and 6.2, we get the following estimates on the intersection of \( \mathbb{R}^d_+ \) and any ball centered at \( z \in \mathbb{R}^d_+ \).

**Lemma 6.2.** Let \( z \in \mathbb{R}^d_+ \), \( 0 < r < R \), and \( \ell \) be a constant. Let \( (u, p) \in W^{1,2}(B_R^+(z))^d \times L^2(B_R^+(z))^d \) satisfy (5.1) with \( B_R^+(z) \) and \( B_R(z) \) in place of \( B_R^+ \) and \( B_R \), respectively. Then we have
\[
\|Du\|_{L^\infty(B_r^+(z))} \lesssim d,\lambda (R - r)^{-d/2} \|Du\|_{L^2(B_R^+(z))},
\]
(6.6)
\[
[U]_{C^{0,1}(B_r^+(z))} + [D_x u]_{C^{0,1}(B_r^+(z))} \lesssim d,\lambda (R - r)^{-d/2-1} \|Du\|_{L^2(B_R^+(z))},
\]
(6.7)
where \( U := \bar{A}^{\alpha \beta} D_\beta u + p e_1 \) if \( \mathcal{L}_0 \) has constant coefficients, then we have
\[
[Du]_{C^{0,1}(B_r^+(z))} + [p]_{C^{0,1}(B_r^+(z))} \lesssim d,\lambda (R - r)^{-d/2-1} \|Du\|_{L^2(B_R^+(z))},
\]
(6.8)
Thus by (6.2) with translating the coordinates, we have
□

Let
Lemma 6.3.

On the other hand, if \( B_{2\rho}(x_0) \cap \partial \mathbb{R}^d_+ \neq \emptyset \), we set \( \hat{x}_0 := (0, x'_0) \). Then we have
\[
B^+_{\rho}(x_0) \subset B^+_{3\rho}(\hat{x}_0) \subset B^+_{4\rho}(\hat{x}_0) \subset B^+_r(\hat{x}_0).
\]

Thus by (6.2) with translating the coordinates, we have
\[
\|Du\|_{L^\infty(B_{\rho}(x_0))} \lesssim \rho^{-d/2} \|Du\|_{L^2(B_{2\rho}(x_0))} \lesssim (R-r)^{-d/2} \|Du\|_{L^2(B^+_r(\hat{x}_0))}.
\]

Combining the above two inequalities, we get (6.6).

□

Similar to Lemma 3.2, we have \( L^2 \)-mean oscillation estimates on a half ball.

**Lemma 6.3.** Let \( 0 < r \leq R/2 \) and \( t \) be a constant. Let \( (u, p) \in W^{1,2}(B^+_R)^d \times L^2(B^+_R) \) satisfy (6.1). Then for any \( q \in (0, 1) \), we have
\[
\left( \int_{B^+_R} |U - (U)_{B^+_R}|^q + |D_x u|^q \, dx \right)^{1/q} \lesssim_{d,\lambda,q} \frac{r}{R} \inf_{\theta \in \mathbb{R}^d} \left( \int_{B^+_R} |U - \theta|^q + |D_x u|^q \, dx \right)^{1/q},
\]
where \( U := A^{1\beta} D_\beta u + pe_1 \). If \( \mathcal{L}_0 \) has constant coefficients, then we have
\[
\left( \int_{B^+_R} |D_1 u - (D_1 u)_{B^+_R}|^q + |D_x u|^q + |p - (p)_{B^+_R}|^q \, dx \right)^{1/q} \lesssim_{d,\lambda,q} \frac{r}{R} \inf_{\theta \in \mathbb{R}^d} \left( \int_{B^+_R} |D_1 u - \theta|^q + |D_x u|^q \, dx \right)^{1/q}.
\]

**Proof.** Since \( u \equiv 0 \) on \( B_R \cap \partial \mathbb{R}^d_+ \), we have \( D_x u(0) = 0 \). Using this and Lemma 3.2 and following the proof of Lemma 3.2, one can check that the estimates in the lemma hold. We omit the details.

□

**Lemma 6.4.** Let \( T \) be a bounded linear operator from \( L^2(B^+_R)^k \) to \( L^2(B^+_R)^k \), where \( R_0 \geq 4 \) and \( k \in \{1, 2, \ldots \} \). Let \( \mu < 1 \), \( c > 1 \), and \( C > 0 \) be constants. Suppose that for any \( x_0 \in B^+_1 \), \( 0 < r < \mu \), and
\[
g \in \tilde{L}^2(B^+_R)^k \text{ with } \text{supp } g \subset B^+_{r}(x_0) \cap B^+_1,
\]
we have
\[
\int_{B^+_1 \setminus B^+_{r}(x_0)} |Tg| \, dx \leq C \int_{B^+_{r}(x_0) \cap B^+_1} |g| \, dx.
\]
Then the operator \( T \) can be extended on
\[
\{ f \in L^1(B^+_R)^k : \text{supp } f \subset B^+_1 \}
\]
such that for any \( t > 0 \), we have
\[
\left| \{ x \in B^+_1 : |Tf(x)| > t \} \right| \lesssim_{d,k,\mu,c,C} \frac{1}{t} \int_{B^+_1} |f| \, dx.
\]

**Proof.** See the proof of Lemma 3.3.

□
Lemma 6.5. Let \( (u,p) \in W^{1,2}_0(B_4^+) \times L^2(B_4^+) \) be the weak solution of
\[
\begin{aligned}
\mathcal{L} u + \nabla p &= D_\alpha f, \quad \text{in } B_4^+, \\
\text{div } u &= g - (g)_{B_4^+}, \quad \text{in } B_4^+,
\end{aligned}
\]
where \( f, \alpha \in L^2(B_4^+) \) and \( g \in L^2(B_4^+) \) are supported in \( B_1^+ \). Then for any \( t > 0 \), we have
\[
|\{ x \in B_1^+ : |Du(x)| + |p(x)| > t \}| \lesssim_d, \lambda \frac{1}{t} \int_{B_1^+} |f| + |g| dx.
\]

Proof. The proof of the lemma is nearly the same as that of Lemma 3.4 by using \( (6.7) \) and Lemma 6.4 instead of \( (3.3) \) and Lemma 3.3. We omit the details. \( \square \)

7. Proof of Theorems 5.2, 5.3, 5.4, and 5.6

7.1. Proof of Theorem 5.2. We shall derive a priori estimates for \( (u,p) \) under the assumption that \( A^{\alpha\beta} \), \( f, \), and \( g \) are sufficiently smooth, so that \( (u,p) \in C^1(B_4^+) \times C(B_4^+) \).

Throughout this proof, we set \( q = 1/2 \),
\[
\Phi(x_0,r) := \inf_{\theta \in \mathbb{R}^d} \left( \int_{B_r^+(x_0)} |\hat{U} - \theta|^q + |D\gamma u - \Theta|^q dx \right)^{1/q},
\]
and
\[
\Psi(x_0,r) := \inf_{\theta \in \mathbb{R}^d} \left( \int_{B_r^+(x_0)} |\hat{U} - \theta|^q + |D\gamma u| dx \right)^{1/q},
\]
where \( \hat{U} = A^{\alpha\beta} D_{\beta\gamma} u + p e_1 - f_1 \). For \( \gamma \in (0,1) \), \( \kappa \in (0,1/2) \), \( m \in \{3,4\} \), and \( f \in L^1(B_6^+) \), we denote
\[
\omega_{f,x',B_m^+}(r) := \sup_{x \in B_m^+} \int_{B_r^+(x)} \left| f(y) - \int_{B_r^+(x)} f(y_1,z') dz' \right| dy,
\]
\[
\bar{\omega}_{f,x',B_m^+}(r) := \sum_{i=1}^\infty \kappa_i^{\gamma_1} \left( \omega_{f,x',B_m^+(\kappa^{-i}r)}(\kappa^{-i}r < 1) + \omega_{f,x',B_m^+}(\kappa^{-i}r \geq 1) \right),
\]
\[
\omega_{f,x',B_3^+}(r) := \sup_{r \leq R \leq 1} \left( \frac{R}{r} \right)^\gamma \bar{\omega}_{f,x',B_3^+}(R).
\]

The following lemma is analogous to Lemma 3.1

Lemma 7.1. Let \( \gamma \in (0,1) \). Under the same hypothesis of Theorem 5.2 (a), there exists a constant \( \kappa \in (0,1/2) \) depending only on \( d, \lambda, \gamma \), such that the following hold.

(i) For any \( x_0 \in B_3 \cap \partial \mathbb{R}^d_4 \) and \( 0 < r \leq 1/4 \), we have
\[
\sum_{j=0}^\infty \Psi(x_0,\kappa^j r) \lesssim_d, \lambda, \gamma \Psi(x_0, r) + \| Du \|_{L^\infty(B_r^+(x_0))} \int_0^r \frac{\bar{\omega}_{f,x',B_3^+}(t)}{t} dt + \int_0^r \frac{\omega_{f,x',B_3^+}(t)}{t} dt.
\]
For any \(x_0 \in B_3 \cap \partial \mathbb{R}^d_+\) and \(0 < \rho \leq 1/4\), we have

\[
\Psi(x_0, \rho) \lesssim d, \lambda, \gamma \left( \frac{\rho}{r} \right)^\gamma \Psi(x_0, r) + \|Du\|_{L^\infty(B^+_1(x_0))} \tilde{\omega}_{A^{\alpha,\gamma}, x', B^+_3}(\rho) + \omega_{f, x', B^+_3}(\rho) + \omega_{g, x', B^+_3}(\rho).
\]

(iii) For any \(x_0 \in B^+_3\) and \(0 < r \leq 1/8\), we have

\[
\sum_{j=0}^\infty \Phi(x_0, \kappa^j r) \lesssim d, \lambda, \gamma \left( \frac{\rho}{r} \right)^\gamma r^{-d} \left( \|\tilde{U}\|_{L^1(B^+_1(x_0))} + \|D_{x'} u\|_{L^1(B^+_1(x_0))} \right)
+ \|Du\|_{L^\infty(B^+_1(x_0))} \int_0^r \frac{\omega_{A^{\alpha,\gamma}, x', B^+_3}(t)}{t} dt + \int_0^r \frac{\omega_{f, x', B^+_3}(t) + \omega_{g, x', B^+_3}(t)}{t} dt.
\]

(iv) For any \(x_0 \in B^+_3\) and \(0 < \rho \leq 1/8\), we have

\[
\Phi(x_0, \rho) \lesssim d, \lambda, \gamma \left( \frac{\rho}{r} \right)^\gamma r^{-d} \left( \|\tilde{U}\|_{L^1(B^+_1(x_0))} + \|D_{x'} u\|_{L^1(B^+_1(x_0))} \right)
+ \|Du\|_{L^\infty(B^+_1(x_0))} \omega_{A^{\alpha,\gamma}, x', B^+_3}(\rho) + \omega_{f, x', B^+_3}(\rho) + \omega_{g, x', B^+_3}(\rho).
\]

In the above, each integration is finite; see Lemma 8.2.

Proof. Using Lemmas 8.3 and 8.4 and following the proof of Lemma 4.1, one can easily check that the estimates in (i) and (ii) hold. The assertion (iii) is an easy consequence of the assertion (iv). Indeed, for \(j \in \{0, 1, 2, \ldots\}\), by taking \(\rho = \kappa^j r\) in (7.2), we have

\[
\Phi(\kappa^j r) \lesssim \kappa^{jd} r^{-d} \left( \|\tilde{U}\|_{L^1(B^+_1(x_0))} + \|D_{x'} u\|_{L^1(B^+_1(x_0))} \right)
+ \|Du\|_{L^\infty(B^+_1(x_0))} \omega_{A^{\alpha,\gamma}, x', B^+_3}(\kappa^j r) + \omega_{f, x', B^+_3}(\kappa^j r) + \omega_{g, x', B^+_3}(\kappa^j r).
\]

Taking the summations of both sides of the above inequality with respect to \(j = 0, 1, 2, \ldots\), and using Lemma 8.2 (c), we see that the estimate in (iii) holds. It remains to show that the assertion (iv) holds. We choose \(\kappa = \kappa(d, \lambda, \gamma) \in (0, 1/2)\) a sufficiently small, such that Lemma 4.1 and the assertions (i) and (ii) in the lemma are available. If \(r/6 < \rho \leq r\), then (7.2) follows from the definition of \(\Phi\). If \(0 < \rho \leq r/6\), then we consider the following three cases:

1. \(r \leq x_0\): Set \(R = r/4\). Since \(B_{4R}(x_0) \subset B^+_6\), by following the proof of (4.3), we have

\[
\Phi(x_0, \rho) \lesssim \left( \frac{\rho}{R} \right)^\gamma \Phi(x_0, R) + \|Du\|_{L^\infty(B^+_R(x_0))} \tilde{\omega}_{A^{\alpha,\gamma}, x', B^+_3}(\rho) + \omega_{f, x', B^+_3}(\rho) + \omega_{g, x', B^+_3}(\rho).
\]

Thus using the fact that

\[
\tilde{\omega}_{\ast, x', B^+_3} \leq \omega_{\ast, x', B^+_3}, \quad \Phi(x_0, R) \lesssim R^{-d} \left( \|\tilde{U}\|_{L^1(B^+_R(x_0))} + \|D_{x'} u\|_{L^1(B^+_R(x_0))} \right),
\]

we get (7.2).
ii. \( x_{01} \leq 4\rho \): Set \( \bar{x}_0 = (0, x'_0) \in B_3 \cap \mathbb{R}^d_+ \). Since \( B^+_\rho(x_0) \subset B^+_\rho(\bar{x}_0) \), we have
\[
\Phi(x_0, \rho) \leq \Psi(\bar{x}_0, 5\rho) \\
\lesssim \left( \frac{\rho}{r} \right)^{\gamma} \Psi(\bar{x}_0, r) + \| Du \|_{L^\infty(B^+_\rho(\bar{x}_0))} \omega_{A^{o, x', B^+_3}(5\rho)} \\
+ \omega_{f_{s,x',B^+_3}}(5\rho) + \omega_{g,x',B^+_3}(5\rho),
\]
where we used the assertion (ii) of the lemma in the second inequality. Since it holds that
\[ B^+_\rho(\bar{x}_0) \subset B^+_{2r}(x_0), \quad \omega_{\bullet,x',B^+_3}(5\rho) \lesssim \omega_{\bullet,x',B^+_3}(\rho), \]
we get \( \Psi(\bar{x}_0, r) \lesssim r^{-d} \left( \| \hat{U} \|_{L^1(\hat{B}^+_{2r}(\bar{x}_0))} + \| D_{x'}u \|_{L^1(\hat{B}^+_{2r}(\bar{x}_0))} \right) \), we get \( 7.2 \) from \( 7.3 \).

iii. \( 4\rho \leq x_{01} \leq r \): Set \( R = x_{01}/4 \), and observe that
\[ 5R \leq 5r/4 \leq 1/4. \]
Since \( B_{4R}(x_0) \subset B^+_3 \), by following the proof of \( 7.3 \), we have
\[
\Phi(x_0, \rho) \lesssim \left( \frac{\rho}{R} \right)^{\gamma} \Phi(x_0, R) + \| Du \|_{L^\infty(B^+_{R}(x_0))} \omega_{A^{o, x', B^+_3}(\rho)} \\
+ \omega_{f_{s,x',B^+_3}}(\rho) + \omega_{g,x',B^+_3}(\rho). \]
Set \( \bar{x}_0 = (0, x'_0) \in B_3 \cap \mathbb{R}^d_+ \). Then similar to \( 7.3 \), we have
\[
\Phi(x_0, R) \lesssim \Psi(\bar{x}_0, 5R) \\
\lesssim \left( \frac{R}{r} \right)^{\gamma} \Psi(\bar{x}_0, 5r/4) + \| Du \|_{L^\infty(B^+_{5r/4}(\bar{x}_0))} \omega_{A^{o, x', B^+_3}(5R)} \\
+ \omega_{f_{s,x',B^+_3}}(5R) + \omega_{g,x',B^+_3}(5R). \]
Combining \( 7.4 \) and \( 7.5 \), and using the fact that
\[ B^+_{5r/4}(\bar{x}_0) \subset B^+_{3r}(x_0), \quad \left( \frac{\rho}{R} \right)^{\gamma} \omega_{\bullet,x',B^+_3}(5R) \lesssim \omega_{\bullet,x',B^+_3}(\rho), \]
we get \( 7.2 \).

The lemma is proved. \( \square \)

Now we are ready to prove the assertion (a) in the theorem.

Proof of Theorem \( 5.3 \) (a). In this proof, we fix \( \gamma \in (0, 1) \), and let \( \kappa = \kappa(d, \lambda, \gamma) \) be the constant from Lemma \( 7.4 \). We denote
\[
\omega_{\bullet,x'} = \omega_{\bullet,x', B^+_3}, \quad \omega_{\bullet,x'} = \omega_{\bullet,x', B^+_3}, \quad \omega_{\bullet,x'} = \omega_{\bullet,x', B^+_3}, \quad \mathcal{U} = |\hat{U}| + |D_{x'}u|,
\]
\[
\mathcal{F}(r) = \int_0^r \omega_{f_{s,x',B^+_3}}(t) + \omega_{g,x',B^+_3}(t) \, dt, \quad \mathcal{G}(r) = \int_0^r \omega_{f_{s,x',B^+_3}}(t) + \omega_{g,x',B^+_3}(t) \, dt.
\]
By using Lemma \( 7.4 \) (iii) and following the same steps as in the proof of \( 4.16 \), we get the \( L^\infty \)-estimate for \( Du \) and \( p \):
\[
\| Du \|_{L^\infty(B^+_3)} + \| p \|_{L^\infty(B^+_3)} \\
\leq C \left( \| Du \|_{L^1(B^+_3)} + \| p \|_{L^1(B^+_3)} + \| f_1 \|_{L^\infty(B^+_3)} + \| g \|_{L^\infty(B^+_3)} + \mathcal{G}(1) \right),
\]
where $C = C(d, \lambda, \gamma, \omega_{A^\alpha \beta \cdot x})$. Similar to Remark 1.2, the parameter $\omega_{A^\alpha \beta \cdot x}$ in the dependency of the constant $C$ in (7.6) can be replaced by a function $\omega_0 : (0, 1] \to [0, \infty)$ such that

$$
\int_0^r \frac{\omega_{A^\alpha \beta \cdot x}^\gamma(t)}{t} \, dt \leq \int_0^r \frac{\omega_0(t)}{t} \, dt < \infty \quad \text{for all } r \in (0, 1].
$$

To derive the estimates of the modulus of continuity of $\hat{\psi}$ and $D_x u$, we claim that for any $x_0 \in B^+_6$ and $0 < \rho \leq 1/20$,

$$
\sum_{j=0}^\infty \Phi(x_0, \kappa^j \rho) \lesssim \|u\|_{L^1(B^+_6)} \int_0^{\rho^5} \frac{\hat{\omega}_{A^\alpha \beta \cdot x}^\gamma(t) + \omega_{A^\alpha \beta \cdot x}^\gamma(t)}{t} \, dt + \mathcal{F}(\rho) + \mathcal{G}(\rho).
$$

(7.7)

We consider the following two cases:

i. $4\rho \leq x_0$: Since $B_{4\rho}(x_0) \subset B^+_6$, by following the proof of (11.2), we have

$$
\sum_{j=0}^\infty \Phi(x_0, \kappa^j \rho) \lesssim \Phi(x_0, \rho) + \|D u\|_{L^\infty(B_\rho(x_0))} \int_0^{\rho^5} \frac{\hat{\omega}_{A^\alpha \beta \cdot x}^\gamma(t) + \omega_{A^\alpha \beta \cdot x}^\gamma(t)}{t} \, dt + \mathcal{F}(\rho).
$$

Thus, applying Lemma 7.1 (iv) with $r = 1/8$ and Lemma 8.2 (c), we get

$$
\sum_{j=0}^\infty \Phi(x_0, \kappa^j \rho) \lesssim \rho^\gamma \|u\|_{L^1(B^+_6)} \int_0^{\rho^5} \frac{\hat{\omega}_{A^\alpha \beta \cdot x}^\gamma(t) + \omega_{A^\alpha \beta \cdot x}^\gamma(t)}{t} \, dt + \mathcal{F}(\rho) + \mathcal{G}(\rho),
$$

(7.8)

which gives (7.7).

ii. $4\rho > x_0$: Let $i_0$ be the integer such that $4\kappa^{i_0+1} \rho \leq x_0 < 4\kappa^{i_0} \rho$. Since $B_{4\kappa^{i_0+1}}(x_0) \subset B^+_6$, similar to (7.8), we have

$$
\sum_{j=i_0}^\infty \Phi(x_0, \kappa^j \rho) = \sum_{j=i_0}^\infty \Phi(x_0, \kappa^{j+i_0+1} \rho) \lesssim (\kappa^{i_0} \rho)^\gamma \|u\|_{L^1(B^+_6)} + \|D u\|_{L^\infty(B^+_6)} \int_0^{\kappa^{i_0} \rho} \frac{\hat{\omega}_{A^\alpha \beta \cdot x}^\gamma(t) + \omega_{A^\alpha \beta \cdot x}^\gamma(t)}{t} \, dt + \mathcal{F}(\kappa^{i_0} \rho) + \mathcal{G}(\kappa^{i_0} \rho).
$$

Thus we get (using $\kappa^{i_0} \rho \leq \rho$)

$$
\sum_{j=i_0+1}^\infty \Phi(x_0, \kappa^j \rho) \lesssim \rho^\gamma \|u\|_{L^1(B^+_6)} + \|D u\|_{L^\infty(B^+_6)} \int_0^{\rho} \frac{\hat{\omega}_{A^\alpha \beta \cdot x}^\gamma(t) + \omega_{A^\alpha \beta \cdot x}^\gamma(t)}{t} \, dt + \mathcal{F}(\rho) + \mathcal{G}(\rho).
$$

(7.9)
STOKES SYSTEM
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Set \( \bar{x}_0 = (0, x'_0) \in B_1 \cap \partial \mathbb{R}^d_+ \). Since \( B_{\rho}(x_0) \subset B_{5\rho}(\bar{x}_0) \) for \( j \in \{0,1, \ldots, i_0\} \), we have

\[
\sum_{j=0}^{i_0} \Phi(x_0, \kappa_j \rho) \lesssim \sum_{j=0}^{i_0} \Psi(\bar{x}_0, \kappa_j \rho)
\]

\[
\lesssim \Psi(\bar{x}_0, 5\rho) + \|Du\|_{L^\infty(B^+_{6\rho})} \int_0^{5\rho} \frac{\tilde{\omega}_{A^\alpha, r'}(t)}{t} dt + \mathcal{F}(5\rho),
\]

where we used (7.10) in the second inequality. Hence we get from (7.7) that

\[
\text{Now we are ready to obtain the estimates of the modulus of continuity of } \tilde{U} \text{ and } D_{x'} u. \text{ For } x_0 \in B^+_{2\rho} \text{ and } 0 < \rho \leq 1/20, \text{ we denote } \theta_{x_0, \rho} \in \mathbb{R}^d \text{ and } \Theta_{x_0, \rho} \in \mathbb{R}^{d \times (d-1)} \text{ to be such that}
\]

\[
\Phi(x_0, \rho) = \left( \frac{\int_{B^+_{\rho}(x_0)} |\tilde{U} - \theta_{x_0, \rho}|^q + |D_{x'} u - \Theta_{x_0, \rho}|^q dx}{\rho^q} \right)^{1/q}.
\]

Then similar to (4.10), we have

\[
|\tilde{U}(x_0) - \theta_{x_0, \rho}| + |D_{x'} u(x_0) - \Theta_{x_0, \rho}| \lesssim \sum_{j=0}^{i_0} \Phi(x_0, \kappa_j \rho). \tag{7.10}
\]

Let \( x, y \in B^+_{\rho^1}(x) \cap B^+_{\rho^1}(y) \), we have

\[
|\tilde{U}(x) - \tilde{U}(y)|^q \lesssim |\tilde{U}(x) - \theta_{x, \rho}|^q + |\theta_{x, \rho} - \theta_{y, \rho}|^q + |\tilde{U}(y) - \theta_{y, \rho}|^q
\]

\[
\lesssim 2 \sup_{x_0 \in B^+_{\rho^1}} |\tilde{U}(x_0) - \theta_{x_0, \rho}|^q + |\tilde{U}(z) - \theta_{x_0, \rho}|^q + |\tilde{U}(z) - \theta_{y, \rho}|^q.
\]

By taking average over \( z \in B^+_{\rho^1}(x) \cap B^+_{\rho^1}(y) \) and taking the \( q \)-th root, we see that

\[
|\tilde{U}(x) - \tilde{U}(y)| \lesssim \sup_{x_0 \in B^+_{\rho^1}} |\tilde{U}(x_0) - \theta_{x_0, \rho}|^q + \Phi(x, \rho) + \Phi(y, \rho)
\]

\[
\lesssim \sup_{x_0 \in B^+_{\rho^1}} \left( \sum_{j=0}^{i_0} \Phi(x_0, \kappa_j \rho) + \Phi(x_0, \rho) \right) \lesssim \sum_{j=0}^{i_0} \sum_{j=0}^{i_0} \Phi(x_0, \kappa_j \rho),
\]

where we used (7.10) in the second inequality. Hence we get from (7.7) that

\[
|\tilde{U}(x) - \tilde{U}(y)| \lesssim \rho^q |\tilde{U}|_{L^1(B^+_{\rho^1})}
\]

\[
+ \|Du\|_{L^\infty(B^+_{\rho^1})} \int_0^{5\rho} \frac{\tilde{\omega}_{A^\alpha, r'}(t)}{t} dt + \mathcal{F}(5\rho) + \mathcal{G}(\rho).
\]
Similarly, we get the same estimate for \( D_{x'} u \), and thus, using (7.6), we conclude that
\[
|\tilde{U}(x) - \tilde{U}(y)| + |D_{x'} u(x) - D_{x'} u(y)|
\leq C|x - y|^\gamma \left( \| Du \|_{L^1(B^+_1)} + \| p \|_{L^1(B^+_1)} + \| f_1 \|_{L^1(B^+_1)} \right)
+ C \left( \| Du \|_{L^1(B^+_1)} + \| p \|_{L^1(B^+_1)} \right) \int_0^{5|x-y|} \frac{\tilde{\omega}_{\alpha_0 \beta, x}(t) + \omega_{\alpha \beta, x}^+(t)}{t} dt
+ C \left( \| f_1 \|_{L^\infty(B^+_1)} + \| g \|_{L^\infty(B^+_1)} \right) \int_0^{5|x-y|} \frac{\tilde{\omega}_{\alpha_0 \beta, x}(t) + \omega_{\alpha \beta, x}^+(t)}{t} dt
+ C G(1) \int_0^{5|x-y|} \frac{\tilde{\omega}_{\alpha_0 \beta, x}(t) + \omega_{\alpha \beta, x}^+(t)}{t} dt + C F(5|x-y|) + C G(|x-y|)
\]
(7.11)
for any \( x, y \in B^+_1 \) with \( |x - y| \leq 1/20 \), where \( C > 0 \) is a constant depending only on \( d, \lambda, \gamma \), and \( \omega_{\alpha \beta, x'} \). We note that if \( x, y \in B^+_1 \) with \( |x - y| > 1/20 \), then by (7.10), we have
\[
|\tilde{U}(x) - \tilde{U}(y)| + |D_{x'} u(x) - D_{x'} u(y)|
\leq C|x - y|^\gamma \left( \| Du \|_{L^1(B^+_1)} + \| p \|_{L^1(B^+_1)} + \| f_1 \|_{L^\infty(B^+_1)} + \| g \|_{L^\infty(B^+_1)} + G(1) \right).
\]
(7.12)
The assertion (a) in Theorem 5.2 is proved.

\[
\square
\]
We now turn to the proof of the assertion (b) in the theorem.

**Proof of Theorem 5.2 (b).** In this proof, we set \( \gamma = \frac{1 + \alpha_0}{2} \in (0, 1) \). Let \( \kappa = \kappa(d, \lambda, \gamma) \) be the constant from Lemma 7.1 and recall the notation
\[
\tilde{\omega}_{\alpha \beta, x, B^+_1}(r) = \sum_{i=1}^{\infty} \kappa^{\gamma_i} \left( \tilde{\omega}_{\alpha \beta, x, B^+_1}(\kappa^{-i} r) \left[ \kappa^{-i} r < 1 \right] + \omega_{\alpha \beta, x, B^+_1}(1) \left[ \kappa^{-i} r \geq 1 \right] \right),
\]
\[
\omega_{\alpha \beta, x, B^+_1}(r) = \sup_{r \leq R \leq 1} \left( \frac{r}{R} \right)^\gamma \tilde{\omega}_{\alpha \beta, x, B^+_1}(R).
\]
Notice from Lemma 8.2 (b) that for any function \( f \) satisfying \( |f|_{C^\gamma_0(B^+_1)} < \infty \), we have
\[
\tilde{\omega}_{\alpha \beta, x, B^+_1}(r) + \int_r^1 \frac{\tilde{\omega}_{\alpha \beta, x, B^+_1}(t) + \omega_{\alpha \beta, x, B^+_1}(t)}{t} dt \lesssim |f|_{C^\gamma_0(B^+_1)} r^\gamma.
\]
Therefore, by (7.10), we get the following \( L^\infty \)-estimate for \( Du \) and \( p \):
\[
\| Du \|_{L^\infty(B^+_1)} + \| p \|_{L^\infty(B^+_1)} \lesssim d, \lambda, \gamma_0, |A^{\alpha_0}|, |C^\gamma_0(B^+_1)|, \| Du \|_{L^1(B^+_1)} + \| p \|_{L^1(B^+_1)} + \| f_1 \|_{L^1(B^+_1)} + \| g \|_{L^1(B^+_1)}
+ \| f_1 \|_{L^\infty(B^+_1)} + \| g \|_{L^\infty(B^+_1)} + |f_\alpha|_{C^\gamma_0(B^+_1)} + |g|_{C^\gamma_0(B^+_1)}.
\]
Moreover, by (7.11) and (7.12), we obtain the following \( C^\gamma_0 \)-estimate for \( \tilde{U} \) and \( D_{x'} u \):
\[
|\tilde{U}|_{C^\gamma_0(B^+_1)} + |D_{x'} u|_{C^\gamma_0(B^+_1)} \lesssim d, \lambda, \gamma_0, |A^{\alpha_0}|, |C^\gamma_0(B^+_1)|, \| Du \|_{L^1(B^+_1)} + \| p \|_{L^1(B^+_1)}
+ \| f_1 \|_{L^\infty(B^+_1)} + \| g \|_{L^\infty(B^+_1)} + |f_\alpha|_{C^\gamma_0(B^+_1)} + |g|_{C^\gamma_0(B^+_1)}.
\]
This completes the proof of the assertion (b) in Theorem 5.2 and that of Theorem 5.2. \( \square \)
7.2. Proof of Theorem 5.3. We shall derive a priori estimates for \((u, p)\) by assuming \((u, p) \in C^1(B^+_3) \times C(B^+_3)\). We set \(q = 1/2\),

\[
\Phi(x_0, r) := \inf_{\theta \in \mathbb{R}^d} \left( \int_{B^+_r(x_0)} |Du - \Theta|^q + |p - \theta|^q \, dx \right)^{1/q},
\]

\[
\Psi(x_0, r) := \inf_{\theta \in \mathbb{R}^d} \left( \int_{B^+_r(x_0)} |D_1 u - \Theta|^q + |D_{x_i} u|^q + |p - \theta|^q \, dx \right)^{1/q}.
\]

For \(\gamma \in (0, 1)\), \(\kappa \in (0, 1/2)\), \(m \in \{3, 4\}\), and \(f \in L^1(B^+_0)\), we denote

\[
\omega_{f,B^+_m}(r) := \sup_{x \in B^+_m} \int_{B^+_r(x)} |f(y) - (f)_{B^+_r(x)}| \, dy,
\]

\[
\omega_{\tilde{f},B^+_m}(r) := \sum_{i=1}^{\kappa}|\omega_{f,B^+_m}(\kappa^{-i}r)[\kappa^{-i}r < 1] + \omega_{f,B^+_m}(1)[\kappa^{-i}r \geq 1]|,
\]

\[
(7.13)
\]

\[
\omega^f_{B^+_m}(r) := \sup_{r \leq R \leq 1} \left( \frac{r}{R} \right)^{\gamma} \omega_{f,B^+_m}(R).
\]

**Lemma 7.2.** Let \(\gamma \in (0, 1)\). Under the same hypothesis of Theorem 5.3 (a), there exists a constant \(\kappa \in (0, 1/2)\) depending only on \(d\), \(\lambda\), and \(\gamma\), such that the following hold.

(i) For any \(x_0 \in B_3 \cap \partial \mathbb{R}^d_+\) and \(0 < r \leq 1/4\), we have

\[
\sum_{j=0}^{\infty} \Psi(x_0, \kappa^j r) \lesssim d, \lambda, \gamma \left( \frac{\partial}{\partial r} \right)^{\gamma} \Psi(x_0, r) + \|Du\|_{L^\infty(B^+_r(x_0))} \int_0^r \frac{\omega^f_{A^a,B^+_3}(t)}{t} \, dt + \int_0^r \frac{\omega_{f,B^+_3}(t) + \omega_{g,B^+_3}(t)}{t} \, dt.
\]

(ii) For any \(x_0 \in B_3 \cap \partial \mathbb{R}^d_+\) and \(0 < \rho \leq r \leq 1/4\), we have

\[
\Psi(x_0, \rho) \lesssim d, \lambda, \gamma \left( \frac{\partial}{\partial r} \right)^{\gamma} \Psi(x_0, r) + \|Du\|_{L^\infty(B^+_r(x_0))} \omega^f_{A^a,B^+_3}(\rho) + \omega_{f,B^+_3}(\rho) + \omega_{g,B^+_3}(\rho).
\]

(iii) For any \(x_0 \in B^+_3\) and \(0 < r \leq 1/8\), we have

\[
\sum_{j=0}^{\infty} \Phi(x_0, \kappa^j r) \lesssim d, \lambda, \gamma r^{-d} \left( \|Du\|_{L^1(B^+_r(x_0))} + \|p\|_{L^1(B^+_r(x_0))} \right) + \|Du\|_{L^\infty(B^+_3(x_0))} \int_0^r \frac{\omega^f_{A^a,B^+_3}(t)}{t} \, dt + \int_0^r \frac{\omega_{f,B^+_3}(t) + \omega_{g,B^+_3}(t)}{t} \, dt.
\]

(iv) For any \(x_0 \in B^+_3\) and \(0 < \rho \leq r \leq 1/8\), we have

\[
\Phi(x_0, \rho) \lesssim d, \lambda, \gamma r^{-d} \left( \|\tilde{U}\|_{L^1(B^+_r(x_0))} + \|D_{x_i} u\|_{L^1(B^+_r(x_0))} \right) + \|Du\|_{L^\infty(B^+_3(x_0))} \omega^f_{A^a,B^+_3}(\rho) + \omega_{f,B^+_3}(\rho) + \omega_{g,B^+_3}(\rho).
\]

In the above, each integration is finite; see Lemma 8.3.
Proof. Using Lemmas 5.3 and 5.5 and following the proof of Lemma 4.3 one can easily check that the estimates in (i) and (ii) hold. For the estimates in (iii) and (iv), see the proofs of Lemma 5.4 (iii) and (iv) with obvious modifications. □

Now we are ready to prove the theorem.

Proof of Theorem 5.3. To prove the assertion (a) in the theorem, we fix $\gamma \in (0, 1)$, and let $\kappa = \kappa(d, \lambda, \gamma)$ be the constant from Lemma 7.2. We denote

$$\omega_0 = \omega_{\gamma, B_1^+}, \quad \tilde{\omega}_0 = \tilde{\omega}_{\gamma, B_1^+},$$
$$\omega_{\gamma, B_1^+} = \omega_{\gamma, B_1^+},$$

$$\mathcal{F}(r) = \int_0^r \tilde{\omega}_{f,(t)} + \tilde{\omega}_{\theta}(t) \, dt, \quad \mathcal{G}(r) = \int_0^r \omega_{f,(t)} + \omega_{\theta}(t) \, dt.$$ 

By using Lemma 7.2 (iv) and following the same steps as in the proof of (7.11), we get the $L^\infty$-estimate for $Du$ and $p$:

$$\|Du\|_{L^\infty(B_1^+)} + \|p\|_{L^\infty(B_1^+)} \lesssim d, \lambda, \gamma \omega_{A^{\alpha, \beta}} + \|Du\|_{L^1(B_1^+)} + \|p\|_{L^1(B_1^+)} + \mathcal{G}(1). \quad (7.14)$$

To derive the estimates of the modulus of continuity of $Du$ and $p$, we observe that by using Lemma 7.2 and following the proof of (7.7), we have for any $x_0 \in B_1^+$ and $0 < \rho \leq 1/20$ that

$$\sum_{j=0}^{\infty} \Phi(x_0, \kappa^j \rho) \lesssim d, \lambda, \gamma \rho^\gamma \left(\|Du\|_{L^1(B_1^+)} + \|p\|_{L^1(B_1^+)}\right)$$
$$+ \|Du\|_{L^\infty(B_1^+)} \int_0^{5\rho} \frac{\omega_{A^{\alpha, \beta}}(t) + \omega_{\gamma, B_1^+}(t)}{t} \, dt + \mathcal{F}(5\rho) + \mathcal{G}(\rho).$$

Using this and following the same steps as in the proof of (7.11), we have for $x, y \in B_1^+$ with $|x - y| \leq 1/20$ that

$$|Du(x) - Du(y)| + |p(x) - p(y)|$$
$$\leq C \left(\|Du\|_{L^1(B_1^+)} + \|p\|_{L^1(B_1^+)}\right) \left(|x - y|^{\gamma} + \int_0^{5|x - y|} \frac{\omega_{A^{\alpha, \beta}}(t) + \omega_{\gamma, B_1^+}(t)}{t} \, dt \right)$$
$$+ CG(1) \int_0^{5|x - y|} \frac{\omega_{A^{\alpha, \beta}}(t) + \omega_{\gamma, B_1^+}(t)}{t} \, dt + C\mathcal{F}(5|x - y|) + \mathcal{G}(|x - y|), \quad (7.15)$$

where $C > 0$ is a constant depending only on $d, \lambda, \gamma$, and $\omega_{A^{\alpha, \beta}}$. This completes the proof of the assertion (a) in the theorem.

To prove the assertion (b), we set $\gamma = \frac{1 - \lambda}{3\lambda}$. Let $\kappa = \kappa(d, \lambda, \gamma)$ be the constant from Lemma 8.2. Since it holds that (see Lemma 8.2)

$$\tilde{\omega}_{f,B_1^+}(r) + \int_0^r \frac{\tilde{\omega}_{f,B_1^+}(t) + \omega_{f,B_1^+}(t)}{t} \, dt \lesssim [f]_{C^{\gamma_0}(B_1^+)} r^{\gamma_0},$$

by (7.11) and (7.13), we have

$$\|Du\|_{C^{\gamma_0}(B_1^+)} + \|p\|_{C^{\gamma_0}(B_1^+)} \lesssim d, \lambda, \gamma_0 \gamma_0 \omega_{A^{\alpha, \beta}} + \|Du\|_{L^1(B_1^+)} + \|p\|_{L^1(B_1^+)} + [f_{\alpha}]_{C^{\gamma_0}(B_1^+)} + [g]_{C^{\gamma_0}(B_1^+)}.$$ 

The theorem is proved. □
7.3. Proof of Theorem 5.4. The proof of the theorem is similar to that of Theorem 2.5. Let \( \eta \) be a smooth function on \( \mathbb{R}^d \) satisfying

\[
0 \leq \eta \leq 1, \quad \eta \equiv 1 \text{ on } B_{5/2}, \quad \text{supp } \eta \subset B_3, \quad |\nabla \eta| \leq 1.
\]

Set \( \tilde{\mathcal{L}} u = D_\alpha (A^{\alpha \beta} \mathcal{D}_\beta u) \), where \( A^{\alpha \beta}_{ij} = \eta A^0_{ij} + \lambda (1 - \eta) \delta_{\alpha \beta} b_{ij} \). Then \( A^{\alpha \beta} \) are of partially Dini mean oscillation in \( B_1^+ \) with

\[
\omega_{\tilde{A}^{\alpha \beta}, x'}(r) := \sup_{x \in B_1^+} \left| \tilde{A}^{\alpha \beta}(y) - \int_{B_1^+(x')} \tilde{A}^{\alpha \beta}(y_1, z') \, dz' \right| dy \lesssim_{d, \lambda} \omega_{A^{\alpha \beta}, x'}(r) + r.
\]

Moreover, by the same reasoning as in Lemma 8.1, we see that for any \( \rho > 0 \), there exists \( k_0 = k_0(d, \omega_{A^{\alpha \beta}, x'}, \rho) \in (0, 1) \) such that

\[
\sup_{r \in (0, k_0)} \omega_{\tilde{A}^{\alpha \beta}, x'}(r) < \rho. \tag{7.16}
\]

We fix a domain \( \Omega \) with a smooth boundary such that

\[ B_1^+ \subset \Omega \subset B_6^+ \].

Then by (7.16), we see that

(a) \( \Omega \) satisfies [9] Assumption 2.1] with for some \( R_0 = R_0(d) \in (0, 1) \).

(b) For any \( \rho > 0 \), there exists \( R_1 \in (0, R_0) \), depending only on \( d, \lambda, \omega_{A^{\alpha \beta}, x'}, \rho \), such that \( \tilde{A}^{\alpha \beta} \) and \( \Omega \) satisfy [9] Assumption 2.2 \( (\rho) \).

Therefore, the \( W^{1, \alpha} \)-solvability in [9] Theorem 2.4] is available for \( \tilde{\mathcal{L}} \) and \( \tilde{\mathcal{L}}^* \) on \( \Omega \), where \( \tilde{\mathcal{L}}^* \) is the adjoint operator of \( \tilde{\mathcal{L}} \). Using this together with Theorem 6.2 and following the proof of Theorem 2.5 with obvious modifications, we prove Theorem 5.4. We omit the details. \( \square \)

7.4. Proof of Theorem 5.6. Let \( F \) be a bounded operator on \( L^1(B_6^+) \times L^1(B_6^+) \) and also on \( L^2(B_6^+) \times L^2(B_6^+) \), and \( T \) be a bounded linear operator on \( L^2(B_6^+) \times L^2(B_6^+) \), respectively, given as in the proof of Lemma 3.3. Then we have

\[ T_0 = T \circ F, \]

where \( T_0 \) is the operator mentioned in the statement of the theorem.

It suffices to show that \( T \) satisfies the hypothesis of Lemma 6.3 with \( R_0 = 6, \mu = 1/48, \) and \( c = 96 \). Fix \( x_0 \in B_1^+ \) and \( 0 < r < 1/48 \). Let \( f_\alpha \in L^2(B_6^+) \) and \( \bar{g} \in \tilde{L}^2(B_6^+) \) be supported in \( B_1^+(x_0) \). Assume that \( (u, p) \in W^{1, 2}_0(B_6^+) \times \tilde{L}^2(B_6^+) \) is the weak solution of (6.3) with \( (f_1, \ldots, f_d, g) = F^{-1}(f_1, \ldots, f_d, \bar{g}) \). Let \( R \in [96c, 2] \) so that \( B_1^+ \setminus B_R(x_0) \neq \emptyset \), and let \( \mathcal{L}^* \) be the adjoint operator, i.e.,

\[ \mathcal{L}^* v = D_\alpha (A^{\alpha \beta} D_\beta v), \quad A^{\alpha \beta}_* = (A_\beta^{\beta \alpha})^T. \]

Then by [5] Lemma 3.2], for given

\[ \phi_\alpha \in C_\infty((B_{2R}(x_0) \setminus B_R(x_0)) \cap B_1^+) \quad \text{and} \quad \psi \in C_\infty((B_{2R}(x_0) \setminus B_R(x_0)) \cap B_1^+), \]

there exists a unique \( (v, \pi) \in W^{1, 2}_0(B_6^+) \times \tilde{L}^2(B_6^+) \) satisfying

\[
\begin{cases}
\mathcal{L}^* v + \nabla \pi = D_\alpha \phi_\alpha & \text{in } B_6^+, \\
\text{div } v = \psi & \text{in } B_6^+.
\end{cases}
\]
Set $V := A^{1 \beta} D_\beta v + \pi e_1$, and observe that $(v, \pi)$ satisfies

$$
\begin{cases}
L^* v + \nabla \pi = 0 & \text{in } B^+_R(x_0), \\
\text{div } v = -(\psi)_{B^+_R} & \text{in } B^+_R(x_0).
\end{cases}
$$

Now we claim that

$$
\begin{align*}
&\left\| V - (V)_{B^+_R(x_0)} \right\|_{L^\infty(B^+_R(x_0))} + \left\| D_{x'} v - (D_{x'} v)_{B^+_R(x_0)} \right\|_{L^\infty(B^+_R(x_0))} \\
&+ \left\| D_1 v^1 - (D_1 v^1)_{B^+_R(x_0)} \right\|_{L^\infty(B^+_R(x_0))} \lesssim \left\| (\psi)_{B^+_R} \right\| \left( \frac{r}{R} \right)^\gamma + \left( \ln \frac{1}{r} \right)^{-1} \tag{7.17}
\end{align*}
$$

We consider the following two cases:

1. $x_0 \geq R/16$, $x_0 < R/16$. In this case, we have $B_{R/16}(x_0) \subset \mathbb{R}^d_+$. Then $(v, \pi)$ satisfies

$$
\begin{cases}
L^* v + \nabla \pi = 0 & \text{in } B_{R/16}(x_0), \\
\text{div } v = -(\psi)_{B^+_R} & \text{in } B_{R/16}(x_0).
\end{cases}
$$

Therefore, by the same reasoning as in (4.32), we get (7.17).

2. $x_0 < R/16$: Set $\bar{x}_0 = (0, x_0^1) \in B_1 \cap \partial \mathbb{R}^d_+$, and observe that

$$B^+_R(x_0) \subset B^+_{R/12}(\bar{x}_0) \subset B^+_{R/2}(\bar{x}_0) \subset B^+_R(x_0).$$

Since $(v, \pi)$ satisfies

$$
\begin{cases}
L^* v + \nabla \pi = 0 & \text{in } B^+_{R/2}(\bar{x}_0), \\
\text{div } v = -(\psi)_{B^+_R} & \text{in } B^+_{R/2}(\bar{x}_0),
\end{cases}
$$

by a similar argument that led to (7.11) and (7.12), we obtain that

$$
\begin{align*}
&\| V(x) - V(y) \| + |D_{x'} v(x) - D_{x'} v(y)| \\
&\lesssim R^{-d/2} \| Dv \| + |\pi| \|_{L^2(B^+_R(\bar{x}_0))} \\
&\times \left( \left( \frac{|x - y|}{R} \right)^\gamma + \int_0^{5|x - y|} \frac{\tilde{\omega}_{A^{1 \alpha}, x'}(t) + \omega_{A^{1 \alpha}, x'}(t)}{t} dt \right) \tag{7.18}
\end{align*}
$$

for any $x, y \in B^+_R(x_0)$. Note that by (5.4) and [12 Eq. (3.5)], we have

$$
\tilde{\omega}_{A^{1 \alpha}, x'}(t) \lesssim_{d, \lambda, C_0} \left( \ln \frac{t}{3} \right)^{-2}, \quad \forall t \in (0, 1].
$$

Using this, it is routine to check that

$$
\int_0^{10r} \frac{\tilde{\omega}_{A^{1 \alpha}, x'}(t) + \omega_{A^{1 \alpha}, x'}(t)}{t} dt \lesssim \left( \ln \frac{1}{r} \right)^{-1}. \tag{7.19}
$$
Combining (7.18) and (7.19), and utilizing the fact that
\[ D_1 v^1 = -\sum_{i=2}^{d} D_i v^i - (\psi)_{B_0^c}, \]
we get (7.17).

The estimate (7.17) corresponds to (4.32). The rest of the proof is identical to that of Theorem 2.7 and omitted. \(\square\)

8. Appendix

In Appendix, we provide the proofs of some technical lemmas used in the previous sections.

**Lemma 8.1.** Let \( f \in L^1(B_0) \), and recall the notation (4.1). Assume that
\[ \int_0^1 \frac{\omega_{f,x',B_4}(t)}{t} \, dt < \infty. \]

(a) For any \( 0 < r \leq 1 \), we have
\[ \sum_{j=0}^{\infty} \tilde{\omega}_{f,x',B_3}(\kappa^j r) \lesssim_{d,\gamma,\kappa} \int_0^r \frac{\tilde{\omega}_{f,x',B_4}(t)}{t} \, dt < \infty. \] \(\text{(8.1)}\)

(b) Let \( 0 < \gamma_0 < \gamma \) and \( [f]_{C_\gamma^{-\gamma_0}(B_0)} < \infty \). Then for any \( 0 < r \leq 1 \), we have
\[ \tilde{\omega}_{f,x',B_4}(r) \lesssim_{\gamma_0,\gamma,\kappa} [f]_{C_\gamma^{-\gamma_0}(B_0)} r^{\gamma_0}. \]

(c) For any \( \rho > 0 \), there exists \( k_0 \in (0,1) \), depending only on \( d,\omega_{f,x',B_4} \), and \( \rho \), such that
\[ \sup_{r \in (0,k_0)} \omega_{f,x',B_4}(r) < \rho. \]
The same results hold if the notation (4.1) and \([f]_{C_\gamma^{-\gamma_0}(B_0)}\) are replaced by the notation (4.20) and \([f]_{C_\gamma^{-\gamma_0}(B_0)}\).

**Proof.** To prove the assertion (a), we observe that (see [6, Lemma 1])
\[ \int_0^1 \frac{\tilde{\omega}_{f,x',B_4}(t)}{t} \, dt < \infty. \]
Hence it suffices to show that the first inequality in (8.1) holds. For this, we claim that for any \( 0 < r \leq 1 \), we have
\[ \omega_{f,x',B_4}(r) \lesssim_{d,\kappa} \inf_{\rho \in [kr,r]} \omega_{f,x',B_4}(\rho). \] \(\text{(8.2)}\)

Let \( x = (x_1,x') \in B_3 \) and \( 0 < r \leq 1 \). Choose numbers \( a_1,\ldots,a_m \), where \( m = m(\kappa) \), in the open interval \( (x_1 - r, x_1 + r) \) such that
\[ (x_1 - r, x_1 + r) \subset \bigcup_{i=1}^{m} \left( a_i - \frac{kr}{4}, a_i + \frac{kr}{4} \right). \]
We also choose points \( x'_1,\ldots,x'_n \), where \( n = n(d,\kappa) \), in \( B'_r(x') \) satisfying
\[ B'_r(x') \subset \bigcup_{i=1}^{n} B_{kr/4}(x'_i). \]
Then for any $\rho \in [kr, r]$, we have
\[
\int_{B_r(x)} \left| f(y) - \int_{B_r(x')} f(y, z') \, dz' \right| \, dy \\
\lesssim_{d, \kappa} \sum_{i=1}^{m} \sum_{j=1}^{n} f_{\alpha_i, \rho/4} \int_{B_{\rho/4}(x_j')} f(y, y') - \int_{B_{\rho/4}(x'_j)} f(y, z') \, dz' \, dy' \, dy_1 \\
\lesssim_{\rho/4} \sum_{i=1}^{m} \sum_{j=1}^{n} f_{\alpha_i, \rho/4} \int_{B_{\rho/4}(x_j')} f(y, y') - \int_{B_{\rho/4}(x'_j)} f(y, z') \, dz' \, dy' \, dy_1 \\
+ \sum_{i=1}^{m} \sum_{j=1}^{n} f_{\alpha_i, \rho/4} \int_{B_{\rho/4}(x'_j)} f(y, z') \, dz' - \int_{B_{\rho/4}(x'_j)} f(y, z') \, dz' \, dy_1 \\
=: I_1 + I_2. \tag{8.3}
\]
Observe that $I_1 \lesssim \omega_{f, x', B_4}(\rho)$ and
\[
I_2 \lesssim \sum_{i=1}^{m} \sum_{j=1}^{n} f_{\alpha_i, \rho/4} \int_{B_{\rho/4}(x_j')} f(y, y') - \int_{B_{\rho/4}(x'_j)} f(y, z') \, dz' \, dy' \, dy_1.
\]
For given $j$ and $k$, we find \( \{z'_i = x'_i, z'_2, \ldots, z'_{jk} = x'_k\} \subset \{x'_1, \ldots, x'_n\} \) such that \( B_{\rho/4}(z'_i) \cap B_{\rho/4}(z'_{i+1}) \neq \emptyset \). Then we have
\[
\int_{B_{\rho/4}(x'_k)} f(y, y') - \int_{B_{\rho/4}(x'_j)} f(y, z') \, dz' \, dy' \\
\lesssim \sum_{i=1}^{l_{jk}} f_{B_{\rho/4}(z')} f(y, y') - \int_{B_{\rho/4}(z')} f(y, z') \, dz' \, dy',
\]
and thus, we get
\[
I_2 \lesssim \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{l_{jk}} f_{\alpha_i, \rho/4} \int_{B_{\rho/4}(z')} f(y) - \int_{B_{\rho/4}(z')} f(y, z') \, dz' \, dy \\
\lesssim \omega_{f, x', B_4}(\rho).
\]
From (8.3) and the estimates of $I_1$ and $I_2$, the claim (8.2) follows.

Now we are ready to prove the first inequality in (8.1). We set
\[
\tilde{\omega}_{f, x', B_m}(r) = \begin{cases} 
\omega_{f, x', B_m}(r) & \text{if } r < 1, \\
\omega_{f, x', B_m}(1) & \text{if } r \geq 1,
\end{cases}
\]
and observe that
\[
\tilde{\omega}_{f, x', B_m}(r) = \sum_{i=1}^{\infty} \kappa^{-i} \tilde{\omega}_{f, x', B_m}(\kappa^{-i} r).
\]
By (8.2), we have for $0 < r \leq 1$ that
\[
\tilde{\omega}_{f, x', B_3}(r) \lesssim_{d, \gamma, \kappa} \inf_{\rho \in [kr, r]} \tilde{\omega}_{f, x', B_4}(\rho). \tag{8.4}
\]
Indeed, for any $\rho \in [kr, r]$ and $i \in \{1, 2, \ldots\}$, we have
\[
\tilde{\omega}_{f, x', B_3}(\kappa^{-i} r) = \omega_{f, x', B_3}(\kappa^{-i} r) \lesssim \omega_{f, x', B_4}(\kappa^{-i} \rho) = \tilde{\omega}_{f, x', B_4}(\kappa^{-i} \rho), \quad \kappa^{-i} r < 1,
\]
and
\[ \hat{\omega}_{f,x',B_3}(\kappa^{-i}r) = \omega_{f,x',B_3}(1) \leq \omega_{f,x',B_4}(1) = \hat{\omega}_{f,x',B_4}(\kappa^{-(i+1)}\rho), \quad \kappa^{-i}r \geq 1. \]
Thus, we get
\[ \hat{\omega}_{f,x',B_3}(r) = \sum_{\kappa^{-i}r < 1} \kappa^{\gamma_i} \hat{\omega}_{f,x',B_3}(\kappa^{-i}r) + \sum_{\kappa^{-i}r \geq 1} \kappa^{\gamma_i} \hat{\omega}_{f,x',B_3}(\kappa^{-i}r) \]
\[ \approx \sum_{i=1}^{\infty} \kappa^{\gamma_i} \hat{\omega}_{f,x',B_4}(\kappa^{-i}\rho) + \sum_{i=1}^{\infty} \kappa^{\gamma(i+1)} \hat{\omega}_{f,x',B_4}(\kappa^{-(i+1)}\rho) \]
\[ \approx \hat{\omega}_{f,x',B_4}(\rho), \]
which gives (8.4). Therefore, we obtain by (8.4) that
\[ \hat{\omega}_{f,x',B_3}(r) \lesssim \int_{\kappa^{-i+1}r}^{\kappa^j r} \frac{\hat{\omega}_{f,x',B_4}(t)}{t} dt, \quad j \in \{0, 1, 2, \ldots \}. \]
Taking the summations of both sides of the above inequality to \( j = 0, 1, 2, \ldots \), we see that the first inequality in (8.1) holds.
To prove the assertion (b), we observe that
\[ \hat{\omega}_{f,x',B_3}(r) = \sum_{\kappa^{-i}r < 1} \kappa^{\gamma_i} \hat{\omega}_{f,x',B_4}(\kappa^{-i}r) + \sum_{\kappa^{-i}r \geq 1} \kappa^{\gamma_i} \omega_{f,x',B_4}(1). \]
Using the fact that \( \omega_{f,x',B_4}(r) \leq [f]_{C_r^\gamma(B_6)} r^{\gamma_0} \) for \( 0 < r \leq 1 \), we have
\[ \hat{\omega}_{f,x',B_3}(r) \lesssim [f]_{C_r^\gamma(B_6)} r^{\gamma_0} \sum_{i=1}^{\infty} (\kappa^{\gamma_0})^i + [f]_{C_r^\gamma(B_6)} \sum_{i \geq \ln r / \ln \kappa} (\kappa^\gamma)^i \]
\[ \lesssim [f]_{C_r^\gamma(B_6)} r^{\gamma_0}. \]
Now we turn to the proof of the assertion (c). Observe that
\[ \omega_{f,x',B_4}(r) \leq C_0 \inf_{t \in [r, 2r]} \omega_{f,x',B_4}(t) \leq C_0 \int_0^{2r} \frac{\omega_{f,x',B_4}(t)}{t} dt < \infty \]
for any \( 0 < r \leq 1/2 \), where \( C_0 = C_0(d) \). Thus, for given \( \rho > 0 \), by taking \( k_0 \in (0, 1/2) \) such that
\[ \int_0^{2k_0} \frac{\omega_{f,x',B_4}(t)}{t} dt < \frac{\rho}{C_0}, \]
we get the desired inequality in the assertion (c). The lemma is proved. \( \square \)

**Lemma 8.2.** Let \( f \in L^1(B_0^+), \) and recall the notation (7.1). Assume that
\[ \int_0^1 \frac{\omega_{f,x',B_3^+}(t)}{t} dt < \infty. \]
(a) For any \( 0 < r \leq 1 \), we have
\[ \sum_{j=0}^{\infty} \hat{\omega}_{f,x',B_3^+}(\kappa^j r) \lesssim_{\gamma, \kappa} \int_0^r \frac{\hat{\omega}_{f,x',B_3^+}(t)}{t} dt < \infty. \]
(b) Let \( 0 < \gamma_0 < \gamma \) and \( [f]_{C_r^\gamma(B_6^+)} < \infty \). Then for any \( 0 < r \leq 1 \), we have
\[ \hat{\omega}_{f,x',B_3^+}(r) \lesssim_{\gamma_0, \gamma, \kappa} [f]_{C_r^\gamma(B_6^+)} r^{\gamma_0}. \]
For any $0 < r \leq 1$, we have
\[ \sum_{j=0}^{\infty} \omega_{f,x',B_3^+}(\kappa^j r) \lesssim_{\gamma,\kappa} \int_0^r \frac{\omega_{f,x',B_3^+}(t)}{t} \, dt < \infty. \]

The same results hold if the notation (7.1) and $[f]_{C_{\gamma_0}^\gamma(B_3^+)}$ are replaced by the notation (7.13) and $[f]_{C_{\gamma_0}^\gamma(B_3^+)}$.

Proof. We prove only the assertion (c) because the proofs of the assertions (a) and (b) are nearly the same as those of Lemma 8.1 (a) and (b). Similar to (8.4), we have for $0 < r \leq 1$ that
\[ \tilde{\omega}_{f,x',B_3^+}(r) \lesssim_{d,\gamma,\kappa} \sup_{\rho \in [\kappa r, r]} \tilde{\omega}_{f,x',B_4^+}(\rho). \quad (8.5) \]

For any $R \in [r, 1]$, we choose an integer $i$ such that $\kappa^{-i} r \leq R < \kappa^{-i-1} r$. Then by (8.5), we have
\[ \left( \frac{r}{R} \right)^\gamma \tilde{\omega}_{f,x',B_3^+}(R) \lesssim_{d,\gamma,\kappa} \kappa^{\gamma i} \tilde{\omega}_{f,x',B_4^+}(\kappa^{-i} r), \]
which implies that
\[ \omega_{f,x',B_3^+}(r) \lesssim_{i=0}^{\infty} \kappa^{\gamma i} \left( \tilde{\omega}_{f,x',B_4^+}(\kappa^{-i} r) [\kappa^{-i} r < 1] + \tilde{\omega}_{f,x',B_4^+}(1) [\kappa^{-i} r \geq 1] \right). \]

Thus using the fact that
\[ \int_0^1 \frac{\tilde{\omega}_{f,x',B_3^+}(t)}{t} \, dt < \infty, \]
we get (see [6] Lemma 1)
\[ \int_0^1 \frac{\omega_{f,x',B_3^+}(t)}{t} \, dt < \infty. \]

By the definition of $\omega_{f,x',B_3^+}$, we have
\[ \omega_{f,x',B_3^+}(r) \lesssim_{\gamma,\kappa} \inf_{\rho \in [\kappa r, r]} \omega_{f,x',B_3^+}(\rho), \quad \forall r \in (0, 1]. \]

Using the above two inequalities, we obtain that
\[ \sum_{j=0}^{\infty} \omega_{f,x',B_3^+}(\kappa^j r) \lesssim \int_0^r \frac{\omega_{f,x',B_3^+}(t)}{t} \, dt < \infty. \]

This completes the proof of the assertion (c). \qed
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