Hilbert space shattering and dynamical freezing in the quantum Ising model
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We discuss quantum dynamics in the transverse field Ising model in two spatial dimensions. We show that, up to a prethermal timescale, which we quantify, the Hilbert space ‘shatters’ into dynamically disconnected subsectors. We identify this shattering as originating from the interplay of a U(1) conservation law and a one-form $\mathbb{Z}_2$ constraint. We show that the number of dynamically disconnected sectors is exponential in system volume, and includes a subspace exponential in system volume within which the dynamics is exactly localized, even in the absence of quenched disorder. Depending on the emergent sector in which we work, the shattering can be weak (such that typical initial conditions thermalize with respect to their emergent symmetry sector), or strong (such that typical initial conditions exhibit localized dynamics). We present analytical and numerical evidence that a first order-like ‘freezing transition’ between weak and strong shattering occurs as a function of the symmetry sector, in a non-standard thermodynamic limit. We further numerically show that on the ‘weak’ (melted) side of the transition domain wall dynamics follows ordinary diffusion.

1. INTRODUCTION

Motivated by recent advances in experimental capability \[1–7\], the far-from-equilibrium dynamics of quantum many-body systems has emerged as one of the central problems for contemporary physics. A key question relates to whether an isolated quantum system will thermalize under its own dynamics, and continues to produce surprising answers. Starting from generic initial conditions, an isolated system may robustly fail to reach local equilibrium through the mechanism of “many-body localization” (MBL) in the presence of sufficiently strong quenched disorder \[8–12\]. The origin of this ergodicity breaking in MBL systems is the existence of an extensive set of emergent, local integrals of motion \[13–15\]. While the MBL phase is predicated on the existence of quenched disorder, a number of new avenues for avoiding thermalization in systems possessing translational invariance have recently come to light. These include quantum many-body “scarring” \[16–20\], where a small number of area-law entangled, athermal states are embedded in an otherwise thermalizing spectrum, disorder-free localization \[21–29\], where local symmetries emulate the effects of disorder in typical symmetry sectors, and Hilbert space shattering \[30, 31\]. In models that exhibit Hilbert space shattering, a finite list of additional constraints on the mobility of excitations – typically arising in ‘fractonic’ systems \[32–40\] – lead to an exponential number of dynamically disconnected Krylov sectors \[20, 30, 31, 41–47\].

The typical size of these dynamically disconnected sectors relative to their corresponding global symmetry sectors gives rise to two distinct flavors of shattering: ‘weak’ and ‘strong’ \[30, 31\]. For weak shattering, a state selected at random from a typical symmetry sector will, with probability one, belong to the largest Krylov sector therein. Atypical, area-law entangled states are therefore measure zero in the thermodynamic limit, and the system will almost surely reach a local equilibrium state. In contrast, in systems exhibiting strong shattering, the largest Krylov sector does not include almost all of the corresponding global symmetry sector, and the system can then exhibit localized dynamics from typical low-entanglement initial conditions, failing to explore an appreciable fraction of states with the same quantum numbers, thereby evading thermalization. It is also possible for different symmetry sectors to exhibit disparate shattering properties. For instance, one-dimensional spin-1 lattice models that conserve both charge and dipole moment with strictly local dynamics exhibit weak shattering at half-filling, at least for $k$-local gates (or Hamiltonians) with $k \geq 4$ \[30, 31, 42\]. However, as the charge density is altered from its infinite temperature value, a critical density is reached, beyond which the system freezes: For sufficiently high and sufficiently low charge densities, the system suffers a breakdown of connectivity between its various states, and the corresponding symmetry sectors exhibit strong shattering \[42\].

In this manuscript we analyze the shattering properties and the putative freezing transition in the two-dimensional transverse field Ising model (TFIM) deep within its ferromagnetic phase. In a similar manner to the tilted Fermi-Hubbard model, where a large tilt imposes strong kinetic constraints that give rise to emergent charge and dipole conservation \[30, 31, 44, 48, 49\], Ref. \[50\] showed that a strong ferromagnetic Ising coupling imposes restrictions on domain wall motion in the TFIM in spatial dimensions $d \geq 2$ (illustrated for $d = 2$ in Fig. 1). We argue that it is the combination of (i) domain wall number conservation, (ii) a local $\mathbb{Z}_2$ constraint on domain wall configurations (which may alternatively be phrased as a

\* oliver.hart-1@colorado.edu
$Z_2$ one-form constraint), and (iii) strict locality, which are ultimately responsible for the shattering of Hilbert space. This is notably in contrast to other instances of shattering, which typically rely on the presence of two mutually commuting global $U(1)$ symmetries (e.g., charge and dipole moment [30, 31], two species of fermion [41], or domain wall number and the commuting component of total magnetization [51, 52]). At half-filling for domain walls, we show using exact enumeration of states that the system exhibits weak shattering, in spite of an exponential (in volume) number of fully frozen states. Since shattering occurs in a tensor product basis, the restrictions on domain wall motion are essentially classical in nature [45], and can be phrased as kinetic constraints [53, 54]. This allows us to efficiently simulate the system numerically using stochastic cellular automaton circuits [55, 56], using which we show that transport of domain walls is diffusive in the weak shattering regime. It also allows us to view the ‘freezing’ transition as an irreducibility transition of the corresponding classical Markov process [53].

In contrast to Ref. [42] we show that the 2D TFIM exhibits no freezing transition for any nonzero density of domain walls in the strict thermodynamic limit, i.e., where the number of domain walls scales with system volume, $N_{DW} \propto L^2$. However, we provide analytical and numerical evidence in favor of a genuine transition between weak and strong shattering that occurs in a nonstandard thermodynamic limit. Specifically, there exists a sharp freezing transition when domain wall number scales in a subextensive manner with system size as $N_{DW} \propto L^{2}/\ln L$. We argue that the origin of the slow, logarithmic decay of the critical domain wall density is a consequence of so-called ‘large void instabilities’, known to occur, for instance, in bootstrap percolation [57, 58] and other models with kinetic constraints [53]. This propensity for weak shattering is further confirmed by a strong even-odd effect in the presence of periodic boundary conditions. For antiferromagnetic coupling, the system exhibits ring frustration on the square lattice, which guarantees a subextensive number of defects in the classical ground state. This is another context in which a subextensive number of defects, here $N_{DW} \propto L$, is sufficient to prevent the system from being frozen. By the same token, we additionally show that no freezing transition occurs for geometrically frustrated lattices (e.g., the triangular lattice) with antiferromagnetic coupling, since the system always possesses a nonzero density of defects in its classical ground states. We work throughout on the lattice, avoiding the complications inherent with analyses of quantum dynamics in the continuum [59–61].

The manuscript is structured as follows. We begin by introducing the model in Sec. 2. We discuss the limit of strong Ising coupling and the corresponding effective Hamiltonian that can be obtained in this limit by means of a Schrieffer-Wolff transformation. When the Schrieffer-Wolff transformation is truncated at first order in the transverse field, we discuss the kinetic constraints on domain wall motion, the resulting frozen states, and the relevant timescales for melting and for thermalization. In Sec. 3 we perform an exact enumeration of the system’s Krylov sectors. When the enumeration is resolved by symmetry sector, we show that a finite size freezing transition occurs for a sufficiently low density of domain walls. Section 4 is concerned with quantifying “sufficiently low”. First, we benchmark the automaton circuits by showing that domain wall density diffuses when the system is weakly shattered, and then move on to characterizing the freezing transition numerically. In Sec. 5, we provide analytical evidence that the (un)frozen transition observed numerically in Sec. 4 is a consequence of ‘large void instabilities’. Finally, we discuss our results and their experimental implications in Sec. 6.

2. MODEL

We consider the transverse field Ising model (TFIM), deep in the ferromagnetic phase,

$$\hat{H} = -J \sum_{(ij)} \hat{\sigma}^z_i \hat{\sigma}^z_j - h \sum_i \hat{\sigma}^x_i. \quad (1)$$

In this manuscript, the spin-1/2 degrees of freedom $\hat{\sigma}_i$ live on the sites of either a square or a triangular lattice in $d = 2$ spatial dimensions, as canonical examples of bipartite and nonbipartite lattices, respectively. In contrast to $d = 1$, where the Hamiltonian can be mapped to free fermions [62, 63], the model is interacting in $d \geq 2$. Unless otherwise specified, we will impose periodic boundary conditions on the spins throughout. Absent the transverse field, i.e., $h = 0$, the Hamiltonian (1) is diagonalized by $\hat{\sigma}^z_i$ product states $|\{\sigma^z_i\}\rangle$ (colloquially, the ‘computational basis’). The eigenstates $|\{\sigma^z_i\}\rangle$ have a definite number of domain walls. It is therefore convenient to define charges $Q_{ij}$ living on the links $(ij)$, defined by $Q_{ij} = \frac{1}{2} (1 - \hat{\sigma}^z_i \hat{\sigma}^z_j)$, such that a link hosting a ferromagnetic (antiferromagnetic) arrangement of neighboring spins satisfies $Q_{ij} = 0$ ($Q_{ij} = 1$) [operators (eigenvalues) are distinguished by the presence (absence) of a ‘hat’]. Equivalently, the idempotent operator $\hat{Q}_{ij}$ counts the number of (bare) domain walls living on the link $(ij)$. For sufficiently weak magnetic fields, $h \ll J$, we may apply a Schrieffer-Wolff transformation that is chosen in such a way that the number of (dressed) domain walls is conserved.

The transverse field contribution can be written in terms of operators $\hat{T}_n$ that increment the number of domain walls by $n$ [64–66]. Up to a trivial energy shift,

$$\hat{H} = 2J\hat{Q} - h \sum_{n \in \mathcal{N}} \hat{T}_n, \quad (2)$$

where $\mathcal{N}$ is the set of permitted changes in the domain wall number (e.g., for the square lattice, $\mathcal{N} = \{0, \pm 2, \pm 4\}$), the total number of domain walls is denoted $\hat{Q} = \sum_{(ij)} \hat{Q}_{ij}$, and the operators $\hat{T}_n$ satisfy $[\hat{Q}, \hat{T}_n] = n\hat{T}_n$. As described
where the local projector $\hat{\Pi}_n(i)$ projects out spin configurations that violate the constraint $\sigma_i^z \sum_{j:(ij)} \sigma_j^z = n$, where $j : (ij)$ denotes the nearest neighbors of the $i$th spin. For a $d$-dimensional hypercubic lattice, the projector $\hat{\Pi}_0(i)$ can be written explicitly as \[ \hat{\Pi}_0(i) = \prod_{m=1}^{d} \frac{1}{(2m)^2} \left[ (2m)^2 - \left( \sum_{j:(ij)} \sigma_j^z \right)^2 \right]. \]

The generalization of (5) to the triangular lattice is straightforward: Spin configurations satisfying $\sum_{j:(ij)} \sigma_j^z = n$ with $n \in \mathbb{N} \setminus \{0\}$ must be projected out. First, we keep only the leading order term $\propto \hat{T}_0$ [note that since the effective Hamiltonian $\hat{H}'$ conserves $\hat{Q}$, the first term in (3) is trivial and can be dropped without consequence, at least for states with a definite number of quasi-domain walls]. We are therefore left with the effective Hamiltonian \[ \hat{H}_1 = 2J\hat{Q} - h\hat{T}_0. \]

We will work throughout the manuscript with the effective Hamiltonian $\hat{H}_1$, truncated at first order in the magnetic field, which may be considered as a two-dimensional generalization of the domain wall conserving model in Ref. [69]. Much of the phenomenology that we will discuss hinges on the strictly finite support of the local operators in (4).

We now comment on timescales. The Schrieffer-Wolff transformation procedure is valid up to an order $n_*$ set by $n_* \sim J/h$, up to logarithmic corrections, which determines a prethermal timescale that is exponentially large in $n_*$, i.e., $\tau \sim e^{Tn_*}$ for some $\Upsilon > 0$, as shown in Ref. [70]. For times beyond $\tau$, the conservation of quasi-domain wall number breaks down and the system is able to thermalize. However, the truncation of the Schrieffer-Wolff transformation to leading order in magnetic fields is only valid up to a timescale $\tau' \sim J/h^2$. Nevertheless, we expect some of our results to remain applicable up to the true (exponentially long) prethermal timescale $\tau$, and we will discuss the relevant timescales as we present our results.

The dynamics implied by an application of the term $\hat{T}_0$ on a computational basis state $|\{\sigma_j^z\}\rangle$ on the square lattice is depicted in Fig. 1. A given spin is flippable if and only if its neighboring spins sum to zero. If this constraint is satisfied, there are two possibilities: (i) spins of opposite sign are diametrically opposite one another with respect to the central spin, or (ii) the spins of opposite sign neighbour one another. For case (i) [Fig. 1(a)] the domain walls move ‘diagonally’ across the central spin (giving rise to propagation of domain wall ‘kinks’), and the update to the domain wall configuration therefore preserves \[ \sum_{\langle ij \rangle_x : y = \text{const.}} Q_{ij} \quad \text{and} \quad \sum_{\langle ij \rangle_y : x = \text{const.}} Q_{ij}, \]

where, e.g., $\langle ij \rangle_x$ denotes an $x$-oriented bond. The con-
servation laws (7) therefore correspond to a subsystem symmetry, which commonly appear in the context of fractonic systems [32–39]. For case (ii) [Fig. 1(h)] the domain walls exhibit a dimlerike [71] flipping motion across a plaquette, and the update preserves the number of domain walls emanating from each dual lattice site. When (i) and (ii) are combined, however, they conserve only the parity of domain walls intersecting any closed loop $\gamma$ on the direct lattice, although this follows directly from the definition of domain walls in terms of the underlying spins: $\prod_{(ij)\in\gamma} \hat{\sigma}_i^z \hat{\sigma}_j^z = \prod_{i\in\gamma} \hat{\sigma}_i^z = 1$. Since we are able to write $\prod_{(ij)\in\gamma} \sigma_i^+ \sigma_j^- = \exp(i \pi \sum_{(ij)\in\gamma} q_{ij})$, the constraint can be rephrased as $\sum_{(ij)\in\gamma} q_{ij} = 0 \mod 2$, and can therefore be thought of as a one-form $Z_2$ constraint on the Hilbert space of domain wall configurations. Additional discrete global symmetries possessed by the Ising model, such as the $Z_2$ Ising symmetry $\prod_i \hat{\sigma}_i^z$, and various mirror symmetries (see, e.g., Ref. [72]) do not affect the shattering properties, and as a result we will not discuss them further.

An alternative way to view this constraint makes use of the duality between the two-dimensional transverse field Ising model and $Z_2$ lattice gauge theory [73, 74]. If we introduce gauge spins $\tilde{\tau}^{ij}$ living on the links $\langle ij \rangle$ of the lattice, satisfying $\hat{\sigma}_i^z = \prod_{j: \langle ij \rangle} \tilde{\tau}^{ij}_x$, and $\tilde{\tau}^{ij}_z = \delta_i^z \delta_j^z$, then the Hamiltonian (1) becomes

$$\hat{H} = -h \sum_i \prod_{j: \langle ij \rangle} \tilde{\tau}^{ij}_x - J \sum_{\ell} \tilde{\tau}^\ell_x. \tag{8}$$

The Hamiltonian exhibits a $Z_2$ gauge symmetry, $[\hat{H}, \hat{B}_p] = 0$, where $\hat{B}_p = \prod_{(ij)\in p} \tilde{\tau}^{ij}_x$, for each plaquette $p$ of the lattice. The Hamiltonian is therefore supplemented by the Gauss law constraint $\hat{B}_p |\Psi\rangle = |\Psi\rangle$, which restricts the Hilbert space to gauge-invariant states (equivalently, states of the gauge spins that correspond to configurations of the local degrees of freedom, $\hat{\sigma}_i^z$). Since we consider the ferromagnetic phase of the Ising model, $J \gg h$, this maps to the confining phase of the $Z_2$ lattice gauge theory [75]. Indeed, we will show that it is the combination of nonzero line tension (the defining feature of the confining phase) and strict locality that are responsible for the ‘shattering’ of Hilbert space.

The dynamics depicted in Fig. 1 differs fundamentally from the behaviour of pointlike quasiparticles. This may be illustrated by the behaviour of (1) in the paramagnetic phase, $h \gg J$, or, alternatively, by (8) in its deconfined phase, where the toric code [76] emerges perturbatively. In this opposite limit, the quasiparticles are not domain walls but isolated flipped spins relative to the state $|\{f_i\}\rangle$ aligned with the magnetic field. Repeating the Schrieffer-Wolff transformation in this limit, we obtain a simple two-dimensional tight-binding model, which by construction conserves the number of quasiparticles (the Ising interaction $\propto \hat{\sigma}_i^z \hat{\sigma}_j^z$ hops the flipped spin to a neighboring site along the bond $\langle ij \rangle$). An isolated flipped spin can therefore propagate freely throughout the lattice, since particle number conservation alone imposes no restrictions on the mobility of quasiparticles. In contrast, in the ferromagnetic regime, an isolated domain of minority spins can only grow to be as large as its perimeter allows, under dynamics generated by the effective Hamiltonian $\hat{H}_1$, since the number of domain walls must remain fixed. This phenomenon is illustrated in Fig. 2. Infinite line tension, which fixes univocally the length of domain walls, leads to ‘frozen states’, which exhibit no dynamics under $\hat{H}_1$, as we will shortly show.

2.1. Frozen states

A state $|\sigma_i\rangle$ is fully frozen if it is not dynamically connected to any other states, i.e., $\langle \sigma' | \hat{H}_1 | \sigma_i \rangle = 0$, $\forall \sigma' \neq \sigma_i$ [30, 31]. If the state $|\sigma_i\rangle$ satisfies this condition, it is an eigenstate of $\hat{H}_1$, and it belongs to its own one-dimensional Krylov sector [44]. If the system is initialized in such a state, it will retain the same spin configuration for all times thereafter, under time dynamics generated by the effective Hamiltonian $\hat{H}_1$. One may immediately observe that ferromagnetic spin configurations, with all spins pointing along $\pm \hat{z}$, correspond to completely frozen states of the Hamiltonian (6), since $\sigma_i^z \sum_{j: \langle ij \rangle} \sigma_j^z = z > 0$ (the coordination number of the lattice). For the square lattice, fully antiferromagnetic configurations of spins are also fully frozen, since $\sum_{j: \langle ij \rangle} \sigma_j^z = \pm 4$, where the sign depends on the sublattice to which the central spin belongs. No such antiferromagnetic configuration is possible for the trian-
regular lattice, a consequence of geometric frustration [77]. Such translationally invariant spin configurations do not however exhaust the list of fully frozen states. Alternative stripes of ‘all up’ and ‘all down’ ferromagnetic domains, with perfectly straight domain boundaries, will also be frozen, yielding a number of frozen states exponential in linear system size, as anticipated in Ref. [50]. Other possibilities are shown in the top row of Fig. 3: a ‘snaking’ pattern of domain walls along the boundary of a compact closed region of the lattice also leads to fully frozen states of \( H_1 \) in (6). Since such compact regions can tile the lattice, e.g., Fig. 3 can be regarded as a unit cell that tiles the lattice periodically, the number of frozen states that such a configuration can give rise to is \( \sim 2^{N/N_u} \), where \( N_u \) is the number of spins per frozen lattice animal, since each animal can be either present or absent in every location. Hence, the number of frozen states, \( N_f \), scales exponentially with the volume of the system, although at a slower rate than the total dimension of the Hilbert space, i.e., \( N_f \propto \exp(\alpha N) \), up to polynomial corrections, with \( 0 < \alpha < \ln 2 \). This phenomenology is quite similar to the ‘shattering by charge and dipole conservation’ discussed in Refs. [30, 31], but generated by the combination of a global \( \mathbb{U}(1) \) conservation law (on domain wall number) and a \( \mathbb{Z}_2 \) one-form constraint, instead of two global \( \mathbb{U}(1) \) conservation laws as in the dipole conserving case. Since the shattering occurs in a product state basis, it is “classical” in nature in the sense of Ref. [45], a feature that we will exploit to efficiently simulate the model in Sec. 4.

As in other models that exhibit Hilbert space shattering [51], the number of frozen states depends on the order at which the Schrieffer-Wolff transformation is truncated. Spin configurations that are frozen at a particular order in the Schrieffer-Wolff transformation may become active in the presence of higher order terms that act on larger regions of the lattice, e.g., an isolated flipped spin surrounded by four domain walls becomes mobile at second order in the magnetic field. In contrast, a ‘stripelike’ pattern, with perfectly straight domain walls at least a distance \( \ell \gg 1 \) apart, will only become mobile at order \( \sim \ell \). Generically, if a spin configuration becomes mobile at order \( n \) in the Schrieffer-Wolff transformation, then this movement will manifest at times \( \hbar t \sim (J/\hbar)^{n-1} \). If \( n > n_u \sim J/\hbar \) then the timescale will be set by the prethermal timescale associated with the breakdown of the Schrieffer-Wolff procedure, \( \tau \sim \exp(\Upsilon n_u) \).

Even if the state of the system is not fully frozen, there may be distinct frozen and active regions. A simple example is a minority spin cluster embedded in an otherwise ferromagnetically ordered system, as shown in Fig. 2: All flipped spins in the right panel are ‘active’ (flammable), and the remainder are frozen (unflammable). Since each symmetry sector (i.e., the set of states with fixed domain wall number) contains many disconnected Krylov sectors, the Hamiltonian (6) exhibits Hilbert space shattering [30] (also known as fragmentation [31]). We may quantify the extent to which the system is ‘shattered’ by inspecting the distribution of Krylov sector sizes within each symmetry sector. In all that follows, we will be working with the effective Hamiltonian in Eq. (6).

### 3. Exact Enumeration

To quantify the extent to which the Hilbert space shatters, we begin with exact enumeration: For sufficiently small systems, it is possible to explicitly construct all Krylov sectors within each symmetry sector. We denote the size of the symmetry sector defined by a domain wall density \( n \) by \( D_n \), and the individual Krylov sectors that live within this symmetry sector by \( D_n^{(j)} \), labelled by the index \( j \). When defined in this way, the dimensions satisfy \( \sum_j D_n^{(j)} = D_n \). Technically, this is carried out by performing a breadth first search of the system’s adjacency matrix graph (i.e., the system’s Hamiltonian represented in the basis of \( \{|\sigma_i^z\rangle\} \) tensor product states) to find all connected sub-graphs of \( H_1 \).

If the Hamiltonian exhibits strong shattering, then \( \max_j D_n^{(j)}/D_n \) vanishes for typical values of \( n \) as system size is increased, \( L \to \infty \) [30, 31]. That is, the largest Krylov sector comprises a vanishingly small fraction of its corresponding symmetry sector, and a typical initial state will be unable to efficiently explore an appreciable fraction of the symmetry sector (correspondingly, the time-evolved state will exhibit an anomalously high overlap with the initial state). This scenario is illustrated in the top left panel of Fig. 5, where all states in the symmetry sector are dynamically disconnected. If, conversely, the system exhibits weak shattering then \( \max_j D_n^{(j)}/D_n \to 1 \) as \( L \to \infty \) [30, 31] for typical \( n \). Now, a state selected at random from a typical symmetry sector will, with proba-
bility one, belong to the largest Krylov sector, and – given sufficient time – will explore the states belonging to the symmetry sector densely. This scenario is demonstrated in the top right panel of Fig. 5. Note that the number of states that do not belong to the largest Krylov sector can still be exponentially large in the volume of the system, as long as they still correspond to a vanishingly small fraction of total states in the thermodynamic limit: \( \sum_{j \neq j_m} D_n^{(j)} / D_n^{(j_m)} \to 0 \) as \( L \to \infty \), where \( j_m \) denotes the index of the largest Krylov sector.

The results obtained by performing an exact enumeration of sectors for systems of size up to and including \( N = 30 \) are shown in Fig. 4. Since we work directly with the system’s Hamiltonian, which is sparse, rather than with its eigenstates, we are able to reach significantly larger system sizes than those accessible to exact diagonalisation (as in, e.g., Ref. [50]). Further details pertaining to the numerical simulations are presented in Appendix B. We note in passing that Ref. [42] presented analogous results on a spin-1 chain with \( N = 18 \), which corresponds to a similar Hilbert space size to \( N = 30 \) with spin-1/2 degrees of freedom.

We observe that there is no appreciable variation in the ratio \( \max_j [D_n^{(j)}] / D_n \) with system size, at least for a fixed aspect ratio. Note that while we plot the results for the largest Krylov sector, where the maximum is taken over all symmetry sectors, the obtained ratio is not atypical; analogous results are found by averaging over symmetry sectors at infinite temperature\(^1\) (see the middle panel of Fig. 5 in the vicinity of \( n = 1/2 \), the infinite temperature value).

We can gain further insight into the behaviour of the system by looking at the ratio \( \max_j [D_n^{(j)}] / D_n \) resolved by symmetry sector, parameterized by \( n \). As explained in Sec. 2.1, in the limit of low domain wall density, in which domain walls form small, isolated clusters, we expect that the states should be predominantly frozen and therefore the corresponding symmetry sectors should exhibit strong shattering. This intuition is borne out in the middle panel of Fig. 5. Note however that the ratio assumes the value \( 1/2 \) at zero domain wall density: The two ferromagnetic spin configurations both belong to the \( n = 0 \) sector and are dynamically disconnected from one another. We additionally plot the average density of active sites, the complement of the frozen site density. A site is frozen if it is not dynamical, i.e., a given spin is frozen in the context of a Krylov sector if all states belonging to the Krylov sector share the same spin direction. A site that is not frozen is active; once all states within the Krylov sector have been explored, the spin will have flipped. The average is over all Krylov sectors, with each Krylov sector weighted by the number of states that it hosts. In both plots we observe a crossover from strong shattering (where a vanishing density of spins are active) at low domain wall density to weak shattering (where a given spin is active with probability one) at high densities. However, the system sizes accessible to exact enumeration are rather limited, and the existence of a putative weak–strong transition versus a smooth crossover cannot be established from the data in Fig. 5 alone. That the crossover appears to drift towards smaller values of domain wall density \( n \) with increasing system size is worthy of note, and will be explained in detail in Sec. 5.

\[^1\] Here, by infinite temperature average we mean that the probability of picking a given symmetry sector is proportional to the number of states that it contains.
existence of a finite size freezing transition, however, ring
frustration plays an important role. With both \( L_x, L_y \)
odd, the state that maximizes the number of domain walls has two straight winding loops of ferromagnetic
bonds that intersect at a point. It is possible to show that
the linear number of defective bonds in this state are
sufficient to make all sites active, as is observed in Fig. 5.
Consequently, there is no freezing transition as \( n \to 1 \)
for both \( L_x, L_y \) odd. If exactly one of \( L_x, L_y \) is odd,
then the state that maximizes the domain wall density
now has a single winding ferromagnetic loop. Since an
intersection point is no longer present, the single winding
loop remains frozen, and a finite size freezing transition
can again occur in the vicinity of both \( n \to 0 \) and \( n \to 1 \).\(^2\)

The triangular lattice does not support antiferromag-
netic Néel order, irrespective of the parity of its linear
dimensions; geometric frustration gives rise to a nonzero
density of ferromagnetic bonds in the classical antiferro-
magnetic ground states. This results in behaviour analogous
to that shown in Fig. 5, whereby no freezing transition
occurs for the largest attainable values of domain
wall density (\( n = 2/3 \)). No such obstruction exists as
\( n \to 0 \), however, and a finite size freezing transition can
occur, which will be explored in further detail in the next
section.

4. AUTOMATON NUMERICS

To analyze the putative weak–strong shattering transition
that occurs at low domain wall density, we make use
of classical cellular automaton circuits, following Ref. [55].
This allows us to access significantly larger system sizes
than those accessible to the exact enumeration performed
in Sec. 3. While finite size no longer represents an insur-
mountable barrier, the automaton numerics are instead
limited principally by finite \textit{time} – while the automaton
circuits will sample a representative selection of states,
the Hilbert space dimensions \( (2^N ) \) are so large that not
\textit{all} states will be sampled.

Cellular automaton dynamics is a class of discrete, uni-
tary time evolution in which entanglement does not grow
in a particular, privileged basis. In this manuscript, the
privileged basis corresponds to the ‘computational’ ba-
sis \( \{| \sigma^z_i \rangle \} \). An automaton gate \( \hat{U} \) acts as a permutation
operator when acting on states belonging to the privi-
leged basis, returning another state belonging to the
same basis, up to a phase: \( \hat{U} \{| \sigma^z_i \rangle \} = e^{i \theta } \{| \sigma^z_i \rangle \} \). In this
manuscript we make use of stochastic automata, in which
the permutations are chosen stochastically.

\(^2\) While the classical ground states with antiferromagnetic coupling
are frozen when exactly one of \( L_x \) and \( L_y \) is odd, the fraction of
frozen sites is still not symmetric under \( n \to 1 - n \) due to the
presence of a macroscopic number of ferromagnetic bonds in the
ground states, equal to \( \min(L_x, L_y) \).
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**FIG. 6. Diffusion of conserved charge.** Autocorrelation
function for the bond variables \( \hat{\tau}_{ij}^z \equiv \hat{\sigma}_i^z \hat{\sigma}_j^z \) (blue),
which are locally conserved by the dynamics, and for the spins \( \hat{\sigma}_i^z \)
(red). The bond variables exhibit a diffusive \( \propto 1/t \) decay
(dashed line), while the nonconserved \( \hat{\sigma}_i^z \) correlator decays
exponentially in time, as shown in the inset. The dynamics
makes use of the gate \( G_3 \) in a system of size \( L_x = L_y = 256 \).

The simplest dynamics that one can implement is ‘sin-
gle spin flip’ (SSF). In SSF dynamics, a candidate spin is
chosen at random, and it is flipped only if its neighbor-
ning spins sum to zero: This corresponds to a stochastic
automaton with five-site gates (for the square lattice).
On the triangular lattice, the \( z = 6 \) neighboring spins
determine whether the central spin can be flipped. To
help ameliorate the finite time limitation, we work with
gates of larger size. On the square lattice, we can con-
sider gates of size \( G_n = n^2 + 4n \), i.e., \( n^2 \) flippable spins,
and \( 4n \) boundary spins that determine which of the ‘bulk’
spins are flippable (SSF dynamics then corresponds to the
choice \( n = 1 \)). For each state of the \( 4n \) boundary spins,
we find \textit{all} spin states that can, in principle, be accessed
by applying the fundamental SSF gates. More precisely,
we find the Krylov sectors of the subregion of size \( G_n \) that
can be accessed by flipping the \( n^2 \) ‘bulk’ spins, subject
to the domain-wall-conserving constraints in Fig. 1. The
dynamics then proceeds by picking with uniform prob-
ability a random state from the configurations that are
dynamically accessible. This procedure is equivalent to
performing infinite temperature Monte Carlo on the gate
subregion for infinite time, and then selecting the output:
each state – if it is dynamically connected to the initial
state – is selected with equal probability, including the
initial state. In this way, the dynamics satisfies detailed
balance.

4.1. Autocorrelation functions

In Fig. 6 we plot the autocorrelation functions for the
spins \( \hat{\sigma}_i^z \), and for the locally conserved operators
\( \hat{\tau}_{ij}^z \equiv \hat{\sigma}_i^z \hat{\sigma}_j^z - \mathbb{I} \), related to the local density of
the conserved charge \( \hat{Q} \). Before presenting our results,
we place some bounds on what could happen. In the
absence of a one-form constraint, we would expect the locally conserved operators to relax via diffusion. With a subsystem U(1) conservation law in addition to the global U(1) conservation law, we would expect \( k^4 \) subdiffusion à la ‘fracton hydrodynamics’ [55, 78]. A global U(1) conservation law plus a subsystem \( Z_2 \) constraint should presumably produce relaxation no faster than diffusion and no slower than \( k^4 \) subdiffusion.

We now determine numerically what obtains. We use the operators \( \hat{\tau}_{ij} \) in place of the charges \( \hat{Q}_{ij} \) since the average \( \langle \hat{\tau}_{ij} \rangle \) vanishes at infinite temperature. Since the autocorrelation function can be interpreted as a return probability, normalization of the domain wall density distribution gives rise to the asymptotic behaviour \( \langle \hat{\tau}_{ij}(t) \hat{\tau}_{ij}(0) \rangle \sim 1/t^{d/2} = 1/t \) if domain wall density spreads diffusively, as is observed in Fig. 6. The numerics therefore shows that the weak one-form \( Z_2 \) constraint on the Hilbert space of domain wall configurations, \( \prod_{(ij) \in \gamma} \hat{\tau}_{ij} = 1 \) for all closed loops \( \gamma \), has no measurable impact on the decay of the autocorrelation function, which follows ordinary diffusion. This result is to be contrasted with the behaviour of the autocorrelation function of the local magnetization, \( \langle \hat{\sigma}_i^z(t) \hat{\sigma}_i^z(0) \rangle \): Since \( \hat{\sigma}_i^z \) is not locally conserved, its associated autocorrelation function instead (asymptotically) decays exponentially in time, as shown in the inset of Fig. 6.

4.2. Frozen sites

4.2.1. Definition of frozen site density

To study in further detail the crossover from weak to strong shattering as domain wall density is reduced from \( n = 1/2 \), as observed in Fig. 5, we must introduce a finite time generalization of the frozen site density. We make use of the definition proposed in Ref. [42]. At time \( t = 0 \), all sites are classified as frozen. At a later time, a site is classified as frozen if it has flipped in any of the prior configurations that the system has passed through:

\[
\rho_F(t) = \frac{1}{N} \left| \left\{ \sigma_i^z \mid \sigma_i^z(t) = \sigma_i^z(t-1) = \cdots = \sigma_i^z(0) \right\} \right|. \tag{9}
\]

Correspondingly, the number of active sites is given by the complement: \( \rho_A(t) \equiv 1 - \rho_F(t) \). When defined in this way, a frozen site can become active, but the converse is not true: an active site can never become frozen. If it were possible to run the automatons circuits for infinite time, the the definition (9) would agree exactly with the definition used previously in Sec. 3. Note also that\( \lim_{t \to \infty} \rho_F(t) \) does not depend on the size of the gate \( G_n \) chosen to evolve the system. In practice, we run the automaton circuits until \( \rho_F(t) \) has plateaued. This does not, however, rule out the existence of states with a significantly higher density of active sites, although such states would need to be atypical. To mitigate the possibility of a diverging timescale – invisible to large automaton simulations – after which the behaviour of \( \rho_F(t) \) changes drastically, we start with system sizes that can be accessed using exact enumeration, and show that there exists a unique plateau (i.e., no metastable behaviour) in \( \rho_F(t) \), whose value coincides with the exact result obtained using the enumeration results from Sec. 3. While this procedure does not rigorously rule out the existence of a diverging timescale that only manifests in larger system sizes, it makes it plausible that the plateaux observed in our simulations do indeed coincide with the true asymptotic behaviour of the frozen site density \( \rho_F(t) \).

4.2.2. Initial state distribution

To access states with domain wall density \( n < 1/2 \), i.e., away from infinite temperature, we must specify a distribution of initial states with unequal weighting. We choose to work with uncorrelated states in the computational basis with nonvanishing magnetization density. That is, each spin is drawn from a biased, bimodal probability distribution \( P(\sigma_i^z) = \frac{1}{2} (1 + \sigma_i^z m) \), such that each spin individually satisfies \( \langle \sigma_i^z \rangle = m \) in the initial state. Since the distribution of domain walls is symmetric under \( m \to -m \), we work without loss of generality with initial states satisfying \( m > 0 \). An alternative choice would be to work with eigenstates of \( \hat{H}_Q = 2JQ \), weighted according to the Boltzmann distribution \( \propto \exp(-\beta \hat{H}_Q) \), where the temperature \( T = \beta^{-1} \) controls the density of domain walls. However, at low temperatures, \( T \ll J \), where the correlation length is \( O(1) \), the two distributions should agree quantitatively with one another.
4.2.3. Automaton results

The asymptotic frozen site density obtained using the automaton circuit is shown in Fig. 7. It is clear from Fig. 7 that the crossover from strong to weak shattering (i) becomes sharper with increasing system size, and (ii) drifts towards larger values of the magnetization density $m$ (smaller values of the domain wall density). These two features are verified quantitatively in the scaling collapse shown in the inset of Fig. 7, which establishes that $F_m = F [ (\delta_m - \delta_c(L) ) L^z ]$, where $\delta_m$ parametrizes the number of domain walls via $m = 1 - 2 \delta_m$, $\sigma = 1.0(1)$, and $\delta_c(L) = \lambda / \ln L$, with $\lambda = 0.22(2)$. This scaling of the critical domain wall density will be justified analytically in Sec. 5. We therefore conclude that there is no phase transition at nonzero excitation density in the standard thermodynamic limit, i.e., $\lim_{L \to \infty} \rho_F(m, L) = 0$ for all $m < 1$ (i.e., $\delta > 0$). While there exists no transition in the standard thermodynamic limit, two comments are in order. First, the slow decay of $\delta_c(L)$ with system size $L$ implies that finite size effects are extremely important; even macroscopically large systems will exhibit a finite size transition due to the slow (logarithmic) dependence of $\delta_c$ on $L$. Second, the transition becomes sharp as a function of the rescaled density $\delta \ln L$. Although the critical density of domain walls vanishes in the strict thermodynamic limit, the system requires a macroscopic number of defects relative to the ferromagnetic spin configurations to lead to melting. One may therefore view the behaviour in Fig. 7 as a freezing transition in a nonstandard thermodynamic limit.

Equivalent results for the triangular lattice are shown in Fig. 8, which also exhibits a finite size freezing transition as $m \to 1$. We observe that the data again exhibit a high quality collapse upon rescaling the magnetization density $m \to (m - m_c(L)) L^z$, with $\sigma \approx 0.9(1)$ and a system-size-dependent $\delta_c(L) = (1 - m_c) / 2 = \lambda / \ln L$, with $\lambda = 0.34(2)$. While $\lambda$ differs substantially between the square and triangular lattices, the values for $\sigma$ are consistent with one another.

4.2.4. Analyzing the transition

To gain further information about the weak–strong transition, we perform an analysis of the system’s spin clusters once $\rho_F$ has reached equilibrium. We will show that the freezing transition coincides with a percolation threshold for minority spin clusters. A cluster is defined as a contiguous region of spins with the same sign, separated from spins of the opposite sign by domain walls. The system is percolating if it contains a so-called wrapping cluster of minority spins (the analogue of spanning clusters in the context of open boundary conditions). A wrapping cluster is defined as a spin cluster that contacts itself around the periodic boundary conditions in either direction, i.e., it has a nontrivial winding number. The number of non-wrapping clusters of size $s$ per site is given by $n_s(m)$, which implies that the probability that a given spin belongs to a non-wrapping cluster of size $s$ is given by

$$ w_s(m) = \frac{n_s(m)}{\sum_s n_s(m)} . \quad (10) $$

This probability distribution can then be used to define the mean cluster size via $S(m) = \sum_s s w_s(m)$. Note that while we parametrize the cluster properties by the initial state magnetization $m$, the measurements are made in the plateau of $\rho_F$ where the magnetization of the system is related nontrivially to $m$. Finally, we introduce the percolation probability $\Pi(m)$ defined by the fraction of histories that contain (at least) one wrapping cluster. Since the mapping between spins and domain walls is not one-to-one (i.e., there are two spin configurations $\{|\sigma_i^z\}$ and $\{|i\}$ for each configuration of domain walls, $\{|i\}$, related by the Ising symmetry, $\{|\sigma_i^z\} = \prod_j \sigma_j^z \{|i\}$), the spin species that is initially in the minority may, if the system is only weakly fragmented, become the majority spin species. If the minority species is able to percolate, we therefore expect the percolation probability $\Pi \approx 1/2$. That is, if $\rho_F \ll 1$, we expect that the system will be able to explore states with magnetization $\approx m$ and $\approx 1 - m$. If the system spends roughly equal amounts of time in each configuration, then the probability that the spin species that was initially in the minority has become the majority species – at a particular point in time – is roughly $1/2$.

The percolation probability $\Pi$ as a function of initial state magnetization $m$ for various system sizes is shown in Fig. 9. The data exhibit a high quality collapse using parameters that are consistent with those used to collapse the frozen site density in Fig. 7. Figure 9 there-
fore suggests that the unfreezing transition as domain wall number is increased can alternatively be viewed as a percolation transition for the minority spin clusters. For a density of excitations less than the critical value, \( n_c \sim \lambda / \ln L \), isolated minority clusters remain disconnected, with a finite mean size \( S(m) \), and are unable to make the system active. While the disconnected clusters may exhibit dynamics, any active spins represent a vanishing fraction of the total system volume. Conversely, above \( n_c \), the initially disconnected clusters are able to grow under the domain-wall-conserving dynamics, maintaining a constant perimeter, and are able to coalesce to form a percolating cluster of spins that covers a macroscopic fraction of the system, making it active in the process. In the next section we will propose a mechanism by which this growth process is able to occur.

5. LARGE VOID INSTABILITIES

In the limit of low domain wall density, \( \delta \equiv (1 - m)/2 \ll 1 \), the average separation between flipped spins is large, \( \sim \delta^{-1/d} \gg 1 \). However, in sufficiently large systems, there will exist rare regions where the local density of flipped spins significantly exceeds \( \delta \). We will argue that such rare regions, which must be present in an infinite system, provide a mechanism through which the entire system can melt (i.e., become active). Equivalently, for a fixed system size \( L \), there will exist a domain wall density \( \delta_c(L) \) above which there exists an appreciable probability of such a rare region, allowing the system to melt.

Suppose that there exists a square of minority spins of size \( \ell \times \ell \) somewhere in the system. If the square is surrounded by boundary layer of the majority spin species of width two, then the square is unable to grow. Conversely, if there exists a single flipped spin on one of its edges, creating a neighboring kink and antikink,

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{kink.png}
\end{array}
\]

both the kink and the antikink can be propagated outward, away from the arbitrary initial position of the flipped spin, increasing the width or height of the \( \ell \times \ell \) square by one unit:

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{kink-propagation.png}
\end{array}
\]

If there is one flipped spin on each of the four edges [and there are no spins in outer rows to obstruct the growth process shown in (12)], then the square can be grown from size \( \ell \times \ell \rightarrow (\ell + 2) \times (\ell + 2) \) using the moves in (12).

5.1. One spin per edge

Having shown that a single flipped spin on each edge of the square is able to enlarge the width and height of a square region by two units, we now show that flipped spins in outer rows – required for further growth – do not significantly impede this growth process. We will begin by showing constructively that exactly one spin per row allows the system to melt. The pathways that we provide are certainly not unique; there are other ways in which the minority spin cluster can grow for a given initial condition of i.i.d. spins. Also note that we are not concerned with the timescale over which this growth occurs, i.e., we characterize whether the system’s dynamics is irreducible (two states selected at random will be connected by the dynamics) as opposed to ergodic (two states selected at random will be connected in finite time by the dynamics)\(^3\). First, we consider the interaction of the kink structure in (11) with spins in outer rows. Making use of reflection symmetry of an edge and the ability to translate the isolated flipped spin, there are just two situations that we need to consider (up to corner cases considered in the supplemental material [SM] [79]). First, consider the special case that the flipped spins in adjacent rows are nearest neighbors. In this case, the baseline can immediately be increased by one unit using only the permitted local rearrangements of domain walls:

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{kink-propagation-special-case.png}
\end{array}
\]

\[^3\text{A nonzero frozen fraction is a sufficient condition for reducibility and the breaking of ergodicity, but it is not necessary. E.g., the one magnon sector of the XY model is reducible, but } \rho_F = 0.\]

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{kink-propagation-special-case.png}
\end{array}
\]

\[
\begin{array}{c}
\includegraphics[width=0.2\textwidth]{kink-propagation-special-case.png}
\end{array}
\]
The spins have been flipped in the order 1, 2, 3, denoted by the integers next to the spins on the right-hand side. The state of the system has therefore been reduced that of state (11), and requires no further classification. If the spins are not nearest neighbors, then the bump can (almost) always be translated such that the red spins are arranged with the following relative positions (special cases, in which the spin in the top row hangs over the corner of the square, are dealt with separately in the SM [79]):

\[
\begin{array}{c}
\begin{array}{ccc}
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11
\end{array}
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{ccc}
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11
\end{array}
\end{array}
\end{array}.
\]

(14)

In the above, the isolated flipped spin that is separated from the cluster is attached by flipping the intervening spin. The baseline is subsequently increased by one unit to produce a new type of kink structure. We must therefore classify how the new structure in (14) interacts with flipped spins in adjacent rows. Note that, in the absence of spins in outer rows, the structure on the right-hand side of (14) can be freely translated perpendicular to the surface normal. First, we consider the case where the flipped spin appears to the left of the kink structure

\[
\begin{array}{c}
\begin{array}{ccc}
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11
\end{array}
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{ccc}
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11
\end{array}
\end{array}
\end{array}.
\]

(15)

The isolated spin is incorporated into the cluster by first flipping the spin underneath, and the baseline can then be increased by propagating kinks outwards, as in (12). The configuration is therefore reduced to that found in (11). While the void that is left behind in the spin cluster may appear frozen in (15), note that, for instance, the kink structure could have been translated to the right prior to incorporating the isolated spin. If the isolated spin instead appears to the right of the kink structure, a more intricate rearrangement of domain walls is required

\[
\begin{array}{c}
\begin{array}{ccc}
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11
\end{array}
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{ccc}
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11
\end{array}
\end{array}
\end{array}.
\]

(16)

The first step corresponds to bringing in a kink from the right corner\(^4\). The ‘tower’ of minority spins can then be disconnected from the main cluster and subsequently reconnected in a different location to allow the baseline to be increased by one unit:

\[
\begin{array}{c}
\begin{array}{ccc}
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11
\end{array}
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{ccc}
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11
\end{array}
\end{array}
\end{array}.
\]

(17)

reducing the configuration to (11) with a void. As above, the spin in the void is not frozen, since the kink structure can be translated to the left prior to incorporating the spin. The final situation to consider corresponds to the case where the the spin in the top row of either (15) or (16) is a nearest neighbor of the spin in the row below. In this case, spins in rows above must facilitate the inclusion of the ‘tower’ of spins into the cluster. It is possible to use an analogous sequence of moves to those presented in (15)–(17) to absorb a tower of arbitrary height into the cluster. This sequence of moves is presented explicitly in the SM [79], along with a number of special cases that occur at the corners of the square. While it may appear that the condition of exactly one spin per row is overly restrictive, and could instead be relaxed to the condition that no two adjacent rows are empty, there exist edge cases that do not permit growth in the manner described in this section. If there exist pathways that allow such edge cases to be melted, then the prefactor in (23) below will be modified, but the scaling with system size will remain unchanged.

\[4\] Bringing in a kink from the right corner can alternatively be thought of as undoing the moves 2, 3 in (14) that were used to propagate the kink away.

\[5.2.\] Scaling of the critical magnetization

Given that exactly one flipped spin per edge is sufficient to melt the system, we now bound the probability of melting by assuming that additional flipped spins will help to facilitate growth of the cluster, rather than impede it. This statement is certainly true on average, since the frozen fraction \(\rho_F(\delta)\) is a monotonic decreasing function of domain wall density, parametrized by \(\delta\), for all system sizes. It is therefore plausible that at least one defect per side is required in order for the square of size \(\ell \times \ell\) to be able to grow to become infinitely large in the thermodynamic limit \(L \to \infty\). If this assumption is satisfied, then the probability that a region of size \(\ell \times \ell\) is able to grow to size \((\ell + 2) \times (\ell + 2)\) is therefore

\[
P_{ \ell \to \ell+2} = [1 - (1 - \delta)^{\ell+2}]^4.
\]

(18)

Analogous expressions for the growth probability arise in the context of, e.g., self-diffusion [80], bootstrap percolation [58], and other kinetically constrained models [53]. The probability for the this process to be able to continue indefinitely is given by iterating the above expression, implying that

\[
P_{ \ell \to \infty} = \prod_{k=0}^{\infty} P_{ \ell+2k \to \ell+2k+2}, \text{ or, using (18),}
\]

\[
P_{ \ell \to \infty} = \exp \left\{ 4 \sum_{k=0}^{\infty} \log [1 - (1 - \delta)^{\ell+2k}] \right\}.
\]

(19)
This expression should represent a lower bound on the probability for the entire system to become active, since growth can proceed via alternate, e.g., rectangular, pathways. For sufficiently large $\ell$, $(1 - \delta)\ell \ll 1$, allowing the logarithm to be expanded. This allows the summation to be performed exactly, and leads to the approximate expression

$$P_{t \to \infty} \simeq \exp \left( -4 \frac{(1 - \delta)\ell}{2\delta - \delta^2} \right). \tag{20}$$

As explained in, e.g., Ref. [53], for $\ell \gtrsim \ell_*$ the probability that the $\ell \times \ell$ minority cluster grows to envelop the whole system saturates to unity; an “unstable void”. From Eq. (20), we identify $L_* = \ln[(2\delta - \delta^2)/4]/\ln(1 - \delta) \simeq -\log(\delta/2)/\delta$. The probability that such an unstable cluster is present in the system’s initial condition is exponentially small in $\ell_*^2 \gg 1$. Instead, it is more likely that a small cluster grows to become unstable by reaching a size $\ell_* \times \ell_*$, after which its ability to grow is guaranteed. The summation appearing in (19), for growth beginning from a single site, $P_{1 \to \infty}$, can be bounded from below by turning the summation into an integral [53, 81]

$$\sum_{k=0}^{\infty} \ln[1 - (1 - \delta)^{1+2k}] \geq \frac{-1}{2\ln(1 - \delta)} \int_0^\infty dx g(x) \tag{21}$$

where $g(x) = \ln[1 - e^{-x}]$. The integral can be evaluated exactly to give $\int_0^\infty dx g(x) = \text{Li}_2(1) = \pi^2/6$, with $\text{Li}_2(z)$ the polylogarithm function. Combining the above results, the probability that a single minority spin can grow to cover the entire system is bounded by

$$P_{1 \to \infty} \geq \exp \left\{ -\frac{\pi^2}{3} \frac{1}{\ln(1 - \delta)} \right\} > 0. \tag{22}$$

The probability $P_{1 \to \infty}$ vanishes as $P_{1 \to \infty} \sim \exp\{-\text{const.}/\delta\}$ as $\delta \to 0^+$. Nevertheless, it is still nonzero, and for sufficiently large systems, there will exist such a nucleation site. The probability that the system contains a minority spin that is able to grow and melt the system is set by $\delta \sim L^2 P_{1 \to \infty}$ [53] (alternatively, the probability can be bounded more rigorously by subdividing the system into $L$ independent $\sqrt{L} \times \sqrt{L}$ regions [81, 82]), and the critical value of $\delta$ is found by solving $\delta \sim \exp(-\pi^2/(36\delta)) = c = O(1)$ (valid for $\delta \ll 1$), leading to a critical value of $\delta$ that vanishes with increasing system size logistically

$$\delta_c(L) = \frac{\pi^2}{3W(\frac{\ell x^2}{3e})} \sim \frac{\pi^2}{6\ln L}, \tag{23}$$

where $W(x)$ is the product-log function. In the context of bootstrap percolation, the prefactor $\pi^2/6$ appearing in Eq. (23) is in fact provably asymptotically exact for $d = 2$ [83]. However, the subleading corrections as $\delta \to 0^+$ can lead to sizable corrections to the asymptotic behavior in system sizes that are accessible numerically [58, 84].

![FIG. 10. Melting from nucleation site.](image)

The configuration in (a) has a $2 \times 2$ square surrounded by one spin per row, while (b) is a typical uncorrelated random state with the same magnetization (on average). In (c) we plot the frozen fraction $\rho_F(t)$ as a function of time for the configuration (a) (solid line) and averaged over typical uncorrelated states with $m \approx 0.83$ (dashed line). The initial state (a) saturates to $\rho_F = 0$, while the average over random configurations has a nonzero asymptotic frozen fraction. Both curves are computed for a system of linear size $L = 24$, and are averaged over 500 circuit realizations.

The above provides a justification of the slow $(\ln L)^{-1}$ scaling of $\delta_c(L)$ observed in Figs. 7 and 9. Intriguingly, the more constrained triangular lattice appears to exhibit similar logarithmic decay. To provide further numerical evidence that the above mechanism is responsible for the melting transition, we plot in Fig. 10 the frozen fraction as a function of time for a system that (a) contains a nucleation site, and (b) has uncorrelated initial states with the same magnetization as (a). We observe that the nucleation site permits all sites to become active for times $t \gtrsim 10^4$ (importantly, this time is system size dependent), while the uncorrelated initial states lead to a substantial fraction of asymptotically frozen sites. This figure confirms that nucleation sites, if present, have the ability to melt the entire system.

6. DISCUSSION

We have shown that the transverse field Ising model in two space dimensions, deep within its ferromagnetic phase, exhibits a rich and hitherto largely unappreciated structure to its quantum dynamics. In particular, up to a prethermal timescale, the Hilbert space shatters into a number of disconnected Krylov subsectors exponentially large in system volume. The precise timescale on which the Krylov subsectors reconnect depends on the particular patterns that are being tiled to make the subsectors, but could be as small as $J/h^2$, and large as $\sim \exp(T J/h)$, where $\Upsilon > 0$ is some undetermined numerical constant. An easy to visualize example of a pattern for which the timescale saturates the prethermal upper bound is a stripelike pattern with locally ferromagnetic stripes of width greater than $J/h$. 
We have explored in detail the dynamics with the Hamiltonian obtained by truncating at leading non-trivial order in Schrieffer-Wolff perturbation theory, and have provided numerical evidence that the resulting Hamiltonian exhibits at least one weak–strong shattering ‘freezing’ transition as a function of symmetry sector in a non-standard thermodynamic limit. We have also provided analytical and numerical evidence that this transition is linked to an instability of sufficiently large minority spin clusters. It is also important to emphasize that the freezing transition occurs for the effective Hamiltonian in Eq. (6). Whether the transition survives the inclusion of corrections at higher order in the Schrieffer-Wolff procedure, or whether the ‘strongly shattered’ phase disappears upon inclusion of higher order terms (and the transition with it), remains to be resolved.

This paper has concentrated on Ising models in two space dimensions. Our construction of exponentially many (in system volume) Krylov subsectors by tiling compact motifs should extend to arbitrary higher spatial dimensions as well, such that we do expect that the transverse field Ising model in higher spatial dimensions will also display an exponential in volume shattering of Hilbert space. Whether a strong–weak freezing transition exists in higher dimensions, and whether it can also be described by the growth of unstable minority spin clusters, remains to be explored.

It is interesting to wonder if the observations contained herein could be probed in solid state experiments. Effective Ising models are, of course, ubiquitous in solid state systems. However, solid state systems also generically have phonons, which open up ‘thermal’ relaxation pathways. As one lowers the temperature and moves deeper into the ferromagnetic regime, however, one would generically expect the ‘thermal’ relaxation channels to become subleading to the intrinsically quantum relaxation channels that we have discussed. Experimental probes of the dynamics deep in the ferromagnetic phase may therefore be able to see signatures of the Hilbert space shattering discussed herein. This would be an interesting problem for experimental exploration.

Finally, it would be interesting to explore whether the ‘freezing transition’ discussed herein could be obtained in realistic models in a standard thermodynamic limit. Given that the combination of a U(1) conservation law and a one-form $\mathbb{Z}_2$ constraint does not seem to be enough, it is tempting to attempt to upgrade to a U(1) conservation law and a one-form U(1) constraint, which lattice gauge theories could in principle provide [74]. The mapping of the Ising model to the Ising gauge theory suggests that such a transition, if it exists, would exist in the confining phase of the gauge theory. Whether U(1) lattice gauge theories in the confining phase do indeed support a freezing transition in a conventional thermodynamic limit would be another fruitful problem to explore in future work.
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A. SCHRIEFFER-WOLFF TRANSFORMATION

The operators $\hat{T}_n$ can be expressed explicitly, if desired, in terms of the orthogonal projectors $\Pi_{ij}^1 = \hat{Q}_{ij} (\Pi_{ij}^0 = 1 - \hat{Q}_{ij})$, which project onto states whose bond hosts (doesn’t host) a charge. In 2D, we will adopt the notation that $\hat{Q}_{11}$, $\hat{Q}_{12}$, $\hat{Q}_{13}$, $\hat{Q}_{14}$ label the charges on the bonds surrounding the site $i$ on the square lattice in a clockwise direction, starting from the top. Then

\begin{align}
\hat{T}_1 &= \sum_i \hat{\sigma}_i^z \Pi_{11}^0 \Pi_{12}^0 \Pi_{13}^0 \Pi_{14}^0, \\
\hat{T}_2 &= \sum_i \hat{\sigma}_i^z \Pi_{11}^1 \Pi_{12}^1 \Pi_{13}^0 \Pi_{14}^0 + 3 \text{ permutations}, \\
\hat{T}_0 &= \sum_i \hat{\sigma}_i^z \Pi_{11}^1 \Pi_{12}^1 \Pi_{13}^0 \Pi_{14}^0 + 5 \text{ permutations},
\end{align}

where the permutations are over the superscript indices. The operators $\hat{T}_{-4}$ and $\hat{T}_{-2}$ are obtained from Eqs. (24a) and (24b), respectively, by interchanging the projectors $\Pi_{ij}^1 \leftrightarrow \Pi_{ij}^0$. The generalization to other spatial dimensions and other lattices is transparent. The property $\hat{\sigma}_i^z \hat{Q}_{ij} = (1 - \hat{Q}_{ij}) \hat{\sigma}_i^z$ implies that the operators in (24) satisfy $\hat{T}_n = \hat{T}_{-n}$. To construct an effective Hamiltonian that conserves quasi-domain wall number, we perform a Schrieffer-Wolff transformation parametrized by the Hermitian operator $\hat{S} = \hat{S}^\dagger$. That is,

\[ \hat{H}' = e^{i\hat{S}} \hat{H} e^{-i\hat{S}} = \hat{H} + [i\hat{S}, \hat{H}] + \frac{1}{2!} [i\hat{S}, [i\hat{S}, \hat{H}]] + \ldots \]

The eigenstates of the effective Hamiltonian $\hat{H}'$ are then dressed by the operator $e^{-i\hat{S}}$ to obtain the eigenstates of the original Hamiltonian $\hat{H}$. The operator $\hat{S}$ is chosen such that $\hat{H}'$ conserves the number of domain walls up to a particular order in $h/J$. Specifically, we write $\hat{S} = \sum_n \hat{S}^{(k)}$ where $\hat{S}^{(k)}$ is chosen such that $\hat{H}'$ conserves domain walls up to order $(h/J)^k$. At leading order, we find that

\[ i\hat{S} \approx i\hat{S}^{(1)} = -\frac{h}{4J} (\hat{T}_2 - \hat{T}_{-2}) - \frac{h}{8J} (\hat{T}_4 - \hat{T}_{-4}). \]

Note that this expression does not derive from the specific form of the operators $\hat{T}_n$, only from their mutual commutation relations and $[\hat{Q}, \hat{T}_n] = n\hat{T}_n$. The property

\[ \hat{S}^{(1)} = \ldots \]

\[ = \ldots \]
\( \hat{T}_n = \hat{T}_{-n} \) ensures that the operator \( i\hat{S} \) is anti-Hermitian. The first order term in \( \hat{S} \) gives us access to the second order effective Hamiltonian (since the second order term in \( \hat{S} \) is chosen in such a way as to remove the terms generated at second order in \( \hbar \) that do not conserve domain wall number, leaving only the number-conserving terms that are generated by the first order \( \hat{S} \)). We are therefore left with the result

\[
\hat{H}' = 2J\hat{Q} - \hbar \hat{T}_0 + \frac{\hbar^2}{4J} [\hat{T}_2, \hat{T}_{-2}] + \frac{\hbar^2}{8J} [\hat{T}_4, \hat{T}_{-4}] + \ldots . \tag{27}
\]

An isolated flipped spin, which is frozen at first order in the field, becomes mobile at second order as a result of the reversal of the original isolated spin.

### B. NUMERICAL DETAILS

Here we provide some additional details relating to the exact enumeration presented in Sec. 3 of the main text. To identify the disconnected sub-graphs of the Hamiltonian, we make use of a breadth first search of the system’s adjacency matrix. Since the adjacency matrix is sparse, we only need to store \( O(L^2) \) connections. Furthermore, the kinetic constraints often forbid a substantial fraction of the \( L \) possible states from being connected (e.g., for the \( 5 \times 5 \) square lattice, the average number of connections per state is \( \approx 9 \) of the possible 25).

To perform the classification of sectors, we keep track of whether each state has been visited. In a loop over all states, if the state has not yet been visited, then it acts as the root node for a breadth first search. All neighbors of the root node are added to a queue. For all states in the queue, their neighbors are added to the queue if they have not yet been visited, and the state is subsequently dequeued. This procedure is repeated until the queue is empty, at which point all states that can be reached from the root node have been classified and added to a Krylov sector. The loop over all states ensures that all states are classified as belonging to a unique Krylov sector.
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1. INCORPORATING TOWERS

In Sec. 5 of the main text, we described how to incorporate ‘towers’ of height one into the growing cluster. Here, we describe how the sequence of moves is generalized to incorporate towers of height \( h > 1 \).

The spin is absorbed by the cluster by first propagating a kink down the ‘tower’ of spins (the moves 1, 2 in the above), producing a void in the cluster. The baseline can then be increased by two units (moves 3–8 [9–14] propagate a kink to the left [right] corner). The same procedure allows towers of arbitrary height to be integrated into the cluster. If the spin in the top row instead appears to the right of the tower, then the kink should be propagated down the right-hand side of the tower. The tower may then be incorporated using the moves described in (17) in the main text.

2. CORNER CASES

Sec. 5 of the main text was concerned with how kinks interact with spins in adjacent rows. We assumed for simplicity of presentation that is was always possible to translate the kinks relative to the spin in the outer row. However, this needn’t be the case at one of the corners of the square. Here, we show that these special corner cases still permit the spins in outer rows to be incorporated into the growing cluster.

We begin by considering the special cases that were missed by assuming that the kink structure could be translated into the configuration (14) in the main text. The sequence of moves described thereafter cannot take place if the isolated spin in the next row hangs over the edge of the square, thereby preventing it from being connected directly to the cluster:

\[
\text{(S1)}
\]

In the above we have assumed that the right edge can act as a source of kinks, allowing the square to first grow to the right. If this is possible then the configuration is reduced to that of (14) in the main text. We now consider the situation in which bringing in a kink is not possible. To prevent a proliferation of edge cases, we consider only configurations containing towers of spins of height \( h = 1 \). This can be enforced by preventing spins in neighboring rows from being nearest neighbors in the initial condition. It should be noted that this restriction is merely for convenience, since it allows us to enumerate all possible interactions between various kink structures at the corner; if the restriction is instead relaxed, then there exist new edge cases that should be examined (in all such cases that we have checked, it is still possible to incorporate the spins into the cluster). Having made this simplifying assumption, there are just three cases to consider. The first corresponds to two copies of (S1) at the corner

\[
\text{(S2)}
\]

which is therefore reduced to two copies of (14) in the main text. The next interaction to consider is between (S1) and (16) at the corner:

\[
\text{(S3)}
\]

which is reduced to two copies of (11) in the main text. The isolated pair of spins is first combined, and the resulting cluster is connected to the main growing cluster by flipping the intervening spins. The final configuration to consider consists of the interaction between (S1) and the configuration (15) in the main text

\[
\text{(S4)}
\]

which leads to the configurations (14) and (11) on the top and right edges, respectively.

Next, we scrutinize the corner cases associated with the configuration in (15) in the main text (more precisely,
its mirror image). First, we consider the sequence of moves requires to incorporate the isolated spin if the kink structure is prevented from being translated any further to the right due to the presence of the corner

\[
\begin{array}{c}
\text{original} \\
\text{configuration}
\end{array} \rightarrow \begin{array}{c}
\text{configuration (S1)}
\end{array}
\]

reducing the configuration to that of (11) in the main text. If the isolated spin in the top row is positioned one lattice spacing further to the right, a situation analogous to (S1) arises. Specifically, if the right edge is able to act as a source of kinks, then this permits us to translate the kink structure right by one unit

\[
\begin{array}{c}
\text{original} \\
\text{configuration}
\end{array} \rightarrow \begin{array}{c}
\text{configuration (S2)}
\end{array}
\]

allowing us to proceed via the sequence of moves shown in (S4). We now look at the cases where the right-hand edge cannot act as a source of kinks. One possibility has already been considered in (S3). The remaining special cases are the interaction between two copies of (S5):

\[
\begin{array}{c}
\text{original} \\
\text{configuration}
\end{array} \rightarrow \begin{array}{c}
\text{configuration (S6)}
\end{array}
\]

leading to two copies of (11) in the main text. In a similar manner to (S2) and (S3), the isolated spins are incorporated by first combining them, and then connecting the resulting three-spin cluster to the main growing cluster by flipping the intervening spins. The final configuration, corresponding to the interaction between (S5) and (16) in the main text, can also be amalgamated using a similar sequence of moves

\[
\begin{array}{c}
\text{original} \\
\text{configuration}
\end{array} \rightarrow \begin{array}{c}
\text{configuration (S7)}
\end{array}
\]

leading to two copies of (11) in the main text.

The only interaction that remains to be considered is between two copies of (16) in the main text, which can be combined using sequences of spin flips similar to (S2), (S3), (S6), and (S7)

\[
\begin{array}{c}
\text{original} \\
\text{configuration}
\end{array} \rightarrow \begin{array}{c}
\text{configuration (S8)}
\end{array}
\]

reducing the configuration to two copies of (11) in the main text with a void. We have therefore shown that all corner cases involving spin towers of height one can be reduced to kink structures already considered.