ITERATION PROBLEM FOR DISTRIBUTIONAL CHAOS

JANA HANTÁKOVÁ

Abstract. We disprove the conjecture that distributional chaos of type 3 (briefly, DC3) is iteration invariant and show that a slightly strengthened definition, denoted by DC2², is preserved under iteration, i.e. \( f^n \) is DC2² if and only if \( f \) is too. Unlike DC3, DC2² is also conjugacy invariant and implies Li-Yorke chaos. The definition of DC2² is the following: a pair \((x, y)\) is DC2² iff \( \Phi(\delta) < \Phi^*(\delta) \), where \( \Phi(\delta) \) (resp. \( \Phi^*(\delta) \)) is lower (resp. upper) density of times \( k \) when \( d(f^k(x), f^k(y)) < \delta \) and both densities are defined at 0 as limits of their values for \( \delta \to 0^+ \). Hence DC2² shares similar properties with DC1 and DC2 but unlike them, strict DC2² systems must have zero topological entropy.
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1. Introduction

The study of chaotic pairs in dynamics started with Li and Yorke [8], who studied pairs of points with the property that their orbits are neither asymptotic nor separated by any positive fixed constant. Schweizer and Šmítal [1] introduced the related concept of a distributionally chaotic pair as two points for which the statistical distribution of distances between the orbits does not converge. The existence of a single distributionally chaotic pair is equivalent to the positivity topological entropy (and some other notions of chaos) when restricted to the compact interval case. Later, distributional chaos was divided into three types, DC1, DC2, and DC3, see [2]. Relations between them and the relation between distributional chaos and Li-Yorke chaos are investigated by many authors, see e.g. [2, 6]. One can easily see from the definitions that DC1 implies DC2 and DC2 implies DC3. On the other hand, there are examples which show that DC1 is stronger than DC2 and DC2 is stronger than DC3. It is also obvious that either DC1 or DC2 implies Li-Yorke chaos. While it is proved in [5, 7, 12] that DC1 and DC2 are well-defined properties of a dynamical system, DC3 appears to be very weak and unstable. Hence we propose to replace DC3 by a slightly strengthened definition, denoted by DC2².

Recently, Li in [5] and Wang et al. in [7] proved that DC1 and DC2 are iteration invariants and posed an open question whether DC3 is also preserved under iteration. Dvořáková proved in [4] one implication - if a function \( f \) is DC3, then \( f^n \) is DC3, for every \( n \in \mathbb{N} \), and conjectured that the opposite implication also holds. We disprove this conjecture by finding a dynamical system which has a DC3 pair with respect to \( f^2 \) but no DC3 pairs with respect to \( f \).

It is proved in [2] that DC3 does not imply chaos in the sense of Li and Yorke and it is not invariant with respect to topological conjugacy. Hence the definition of DC3 was strengthened in such a way that it is preserved under conjugacy and implies Li-Yorke chaos, but is still weaker than DC2 – the new definition was denoted by DC2² (see [11]). The only difference between DC2² and DC3 is the following: a pair \((x, y)\) is DC3 iff \( \Phi(\delta) < \Phi^*(\delta) \), for every \( \delta \) in some interval \( I \). We say that a pair \((x, y)\) is DC2² iff \( \Phi(0) < \Phi^*(0) \), where the distribution functions at 0 are defined as limits of their values for \( \delta \to 0^+ \). This change in definition ensures that DC2² is conjugacy invariant, implies Li-Yorke chaos and we will show in this paper that it is (like DC1 and DC2) iteration invariant.

We call a DCi system strict if it possesses no distributionally chaotic pairs of types smaller than \( i \). By results of [10], positive topological entropy implies existence of DC2 pairs, therefore strict DC2² systems must have zero topological entropy. Another strengthened distributional chaos, denoted by DC1², was
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proposed by authors in [10]. DC1$^{1/2}$ chaos is stronger than DC2 and is implied by positive topological entropy.

However, it should be noticed that the distributional chaos in cited [5, 7, 4] was defined as the existence of a single distributionally scrambled pair, but nowadays it is generally assumed that distributional chaos means the existence of an uncountable distributionally scrambled set. That arises a natural question - are results for the existence of uncountable chaotic sets for iterates of a function the same as for the existence of pairs? The answer to this question strongly depends on the type of distributional chaos.

The paper is organized as follows: first two sections are introductory. In the third we show that distributional chaos of type 3 is not iteration invariant by creating a counterexample. The fourth section investigates distributional chaos of type 2$^{1/2}$ and proves that it is iteration invariant. The fifth section discusses whether the existence of an infinite or an uncountable distributionally scrambled set is preserved under iteration.

2. TERMINOLOGY

Let $(X, d)$ be a non-empty compact metric space. A pair $(X, f)$, where $f$ is a continuous self-map acting on $X$, is called a topological dynamical system. We define the forward orbit of $x$, denoted by $\text{Orb}_f^n(x)$ as the set $\{f^n(x) : n \geq 0\}$. We say that pair $(x, y)$ is asymptotic if $\lim_{n \to \infty} d(f^n(x), f^n(y)) = 0$ or eventually equal if there is $j \in \mathbb{N}$ such that $f^j(x) = f^j(y)$.

**Definition 1.** For a pair $(x_1, x_2)$ of points in $X$, define the lower distribution function generated by $f$ as

$$
\Phi^{(x_1, x_2)}(\delta) = \liminf_{m \to \infty} \frac{1}{m} \# \{0 \leq k \leq m; d(f_k(x_1), f_k(x_2)) < \delta\},
$$

and the upper distribution function as

$$
\Phi^{\ast,(x_1, x_2)}(\delta) = \limsup_{m \to \infty} \frac{1}{m} \# \{0 \leq k \leq m; d(f_k(x_1), f_k(x_2)) < \delta\},
$$

where $\#A$ denotes the cardinality of the set $A$.

A pair $(x_1, x_2) \in X^2$ is called distributionally chaotic of type 1 (briefly DC1) if

$$
\Phi^{(x_1, x_2)}(\delta) = 1, \text{ for every } 0 < \delta \leq \text{diam } X
$$

and

$$
\Phi^{\ast,(x_1, x_2)}(\epsilon) = 0, \text{ for some } 0 < \epsilon \leq \text{diam } X,
$$
distributionally chaotic of type 2 (briefly DC2) if

$$
\Phi^{\ast,(x_1, x_2)}(\delta) = 1, \text{ for every } 0 < \delta \leq \text{diam } X
$$

and

$$
\Phi^{(x_1, x_2)}(\epsilon) < 1, \text{ for some } 0 < \epsilon \leq \text{diam } X,
$$
distributionally chaotic of type 2$^{1/2}$ (briefly DC2$^{1/2}$) if there exist numbers $c, q > 0$ such that

$$
\Phi^{(x_1, x_2)}(\delta) < c < \Phi^{\ast,(x_1, x_2)}(\delta), \text{ for every } 0 < \delta \leq q,
$$
distributionally chaotic of type 3 (briefly DC3) if

$$
\Phi^{(x_1, x_2)}(\delta) < \Phi^{\ast,(x_1, x_2)}(\delta), \text{ for every } \delta \in (a, b), \text{ where } 0 \leq a < b \leq \text{diam } X.
$$

The dynamical system $(X, f)$ is distributionally chaotic of type $i$ (DC$i$ for short), where $i = 1, 2, 2^{1/2}, 3$, if there is an uncountable set $S \subset X$ such that any pair of distinct points from $S$ is distributionally scrambled of type $i$.

We can define both distribution functions at 0 as the limit $\Phi^{(x_1, x_2)}(0) = \lim_{d \to 0^+} \Phi^{(x_1, x_2)}(\delta)$ and $\Phi^{\ast,(x_1, x_2)}(0) = \lim_{\delta \to 0^+} \Phi^{\ast,(x_1, x_2)}(\delta)$. Then $(x_1, x_2)$ being DC1 is equivalent to

$$
\Phi^{\ast,(x_1, x_2)}(0) = 1, \Phi^{(x_1, x_2)}(\epsilon) = 0, \text{ for some } 0 < \epsilon \leq \text{diam } X;
$$
DC2 is equivalent to

$$
\Phi^{\ast,(x_1, x_2)}(0) = 1, \Phi^{(x_1, x_2)}(\epsilon) = 0, \text{ for some } 0 < \epsilon \leq \text{diam } X;$$
\[ \Phi^*_{(x_1,x_2)}(0) = 1, \Phi_{(x_1,x_2)}(0) < 1; \]

DC21/2 is equivalent to

\[ \Phi_{(x_1,x_2)}(0) < \Phi^*_{(x_1,x_2)}(0). \]

3. Iteration Problem for DC3

**Theorem 1.** Distributional chaos of type 3 with respect to \( f^2 \) doesn’t imply distributional chaos of type 3 with respect to \( f \).

Proof of this theorem consists of finding a dynamical system which has a DC3 pair with respect to \( f^2 \) but no DC3 pairs with respect to \( f \). The main obstacle in creating such system is that by [5], a pair is DC2 with respect to \( f \) iff it is DC2 with respect to \( f^2 \), hence the desired system has to be without any DC2 pairs. There are only few such examples in the literature (see [2], [5], [6]). In this paper we will gradually modify a very simple dynamical system from Section 3.1 to get a DC3 system in Section 3.2 and then prove our theorem in Section 3.3.

3.1. Oscillator. Our first goal is to construct an oscillatoric dynamical system, where points regularly move from the right endpoint of some interval to the left endpoint (and back). Let \( I \) be the unit interval and \( g_m : I \to I \) be a mapping defined as

\[
g_m(x) = \begin{cases} 
0 & 0 \leq x < \frac{1}{m} \\
 x - \frac{1}{m} & \frac{1}{m} \leq x \leq 1 
\end{cases}
\]  

(1)

and \( \hat{g}_m : I \to I \) defined as

\[
\hat{g}_m(x) = \begin{cases} 
x + \frac{1}{m} & 0 \leq x < 1 - \frac{1}{m} \\
1 & 1 - \frac{1}{m} \leq x \leq 1. 
\end{cases}
\]  

(2)

Dynamical system \( O_1 \) consists of a compact metric space \( I \times (\{0\} \cup \{\frac{1}{k} : k \in \mathbb{N}\}) \) endowed with max-metric and a function \( F \) such that, for \( x \in I \),

\[
F([x,0]) = [x,0] \\
F([x,\frac{1}{k}]) = [f_k(x), \frac{1}{k+1}].
\]

with

\[
f_k = \begin{cases} 
g_m & s_m + 2im < k \leq s_m + 2im + m \\
\hat{g}_m & s_m + (2i+1)m < k \leq s_m + (2i+2)m 
\end{cases} \quad i \in \{0, 1, \ldots, n_m - 1\}, \]

(3)

where \( s_m = n_1 \cdot 2 \cdot 1 + n_2 \cdot 2 \cdot 2 + \ldots + n_{m-1} \cdot 2 \cdot (m-1) \) and \( \{n_m\}_{m=1}^{\infty} \) is an increasing sequence of integers which will be specified later. Notice that point \([1,1]\) moves from left to the right applying \( m \)-times \( g_m \) and then from left to right applying \( m \)-times \( \hat{g}_m \) and repeat this movement \( n_m \)-times in each time interval \( (s_m, s_{m+1}) \). Other points are fixed, lie on the orbit of \([1,1]\) or are eventually mapped on the orbit of \([1,1]\). We will show that \( O \) is not distributionally chaotic - since points on the orbit of \([1,1]\) are asymptotic to \([1,1]\), it is enough to show that \((x,y)\) is not DC3, where \( x = [1,1] \) and \( y = [z,0] \), where \( z \in I \). Because the second coordinate of \( x \) decreases with time to zero and we are considering max-metric, it is sufficient to prove

\[
\lim_{n \to \infty} \frac{1}{n} \#\{i \leq n : |f^i(1) - z| < \delta\}
\]

exists, where \( f^i = f_i \circ f_{i-1} \circ \ldots \circ f_2 \circ f_1 \).

Denote \( J_\delta = (y - \delta, y + \delta) \cap I \) and calculate, how many times point hits fixed subinterval \( J_\delta \) if it oscillates with velocity \( \frac{1}{m} \) for \( 2m \) times between right endpoint and left endpoint of \( I \). Denote the number of hitting times by \( P_m \). We estimate \( P_m \) by

\[
|J_\delta| \cdot 2m - 2 \leq P_m \leq |J_\delta| \cdot 2m + 2.
\]  

(4)

For every \( n \in \mathbb{N} \), there is \( m \in \mathbb{N} \) such that

\[
n = s_m + 2m\alpha + \beta,
\]

where \( 0 \leq \alpha < n_m \) and \( 0 \leq \beta < 2m \). Since

\[
\#\{i \leq n : |f^i(1) - z| < \delta\} = P_1n_1 + P_2n_2 + \ldots + P_{m-1}n_{m-1} + P_m\alpha + \gamma, \quad 0 \leq \gamma \leq \beta,
\]

with \( \gamma \) is an error which is negligible,
we can estimate the expression according to (5) from below by

\[(|J_\delta| \cdot 2 \cdot 1 - 2)n_1 + (|J_\delta| \cdot 2 \cdot 2 - 2)n_2 + \ldots + (|J_\delta| \cdot 2 \cdot m - 2)\alpha\]

and from above by

\[(|J_\delta| \cdot 2 \cdot 1 + 2)n_1 + (|J_\delta| \cdot 2 \cdot 2 + 2)n_2 + \ldots + (|J_\delta| \cdot 2 \cdot m + 2)\alpha + 2m.\]

We define the sequence \(\{m_i\}_{i=1}^\infty\) in such a way that \(\lim_{i\to\infty} \frac{m_i}{m} = 0\) to get

\[
\lim_{m\to\infty} \frac{1}{s_m + 2m\alpha + \beta} (|J_\delta| \cdot (s_m + 2m\alpha) - (2n_1 + 2n_2 + 2n_{m-1} \ldots + 2\alpha)) = \\
\lim_{m\to\infty} \frac{1}{s_m + 2m\alpha + \beta} (|J_\delta| \cdot (s_m + 2m\alpha) + (2n_1 + 2n_2 + \ldots + 2n_{m-1} + 2\alpha + 2m)) = |J_\delta|, \tag{5}
\]

implying \(\Phi(x,y)(\delta) = \Phi^*(x,y) = |J_\delta|\).

Remark 1. The same calculation holds without the assumption \(z \in I\), i.e. \(\Phi(x,y)(\delta) = \Phi^*(x,y) = |J_\delta|\) for any fixed point \(y = [z,0], \ z \in \mathbb{R}\), and \(x = [1,1]\).

3.2. Distributionally chaotic oscillators. We extend the dynamical system from previous section by adding one more oscillator with distance 1 to the right side of \(O_1\). Let \(K\) be the interval \([2,3]\) and \(h_m : K \to K\) be a mapping defined as

\[h_m(x) = \begin{cases} 
2 & 2 \leq x < 2 + \frac{1}{m} \\
2 + \frac{1}{m} \leq x \leq 3 
\end{cases} \tag{6}
\]

and \(\hat{h}_m : K \to K\) defined as

\[\hat{h}_m(x) = \begin{cases} 
x + \frac{1}{m} & 2 \leq x < 3 - \frac{1}{m} \\
3 - \frac{1}{m} \leq x \leq 3 
\end{cases} \tag{7}
\]

Dynamical system \(O_2\) consists of compact metric space \(K \times ((\frac{1}{k} : k \in \mathbb{N}) \cup \{0\})\) and a function \(\hat{F}\) defined by

\[
\hat{F}([x,0]) = [x,0] \quad x \in K \\
\hat{F}([x, \frac{1}{k}]) = [\hat{f}_k(x), \frac{1}{k}] \quad x \in K, k \in \mathbb{N}. \tag{8}
\]

The function \(\hat{f}_k\) is defined for \(k \in \{s_m, s_m + 1, \ldots, s_{m+1}\}\) differently for even and odd \(m\). For odd \(m\),

\[
\hat{f}_k = \begin{cases} 
Id & s_m < k \leq s_m + 2m \\
h_m & s_m + m < k \leq s_m + 2m \\
\hat{h}_m & s_m + 2im < k \leq s_m + 2im + m \\
h_m & s_m + (2i + 1)m < k \leq (s_m + (2i + 2)m) \quad i \in \{1, \ldots, n_m - 1\},
\end{cases} \tag{9}
\]

for even \(m\),

\[
\hat{f}_k = \begin{cases} 
Id & s_m < k \leq s_m + 2m \\
h_m & s_m + m < k \leq s_m + 2m \\
\hat{h}_m & s_m + 2im < k \leq s_m + 2im + m \\
h_m & s_m + (2i + 1)m < k \leq s_m + (2i + 2)m \quad i \in \{1, \ldots, n_m - 1\}.
\end{cases} \tag{10}
\]

\(O_2\) is made similarly as \(O_1\), we are just using \(\hat{f}_k\) instead of \(f_k\). For better understanding of formulas in definition of \(f_k\) see Figure [1]. Adding \(m\) identity mappings at the beginning of each time interval \((s_m, s_{m+1})\) causes change in the movement of \(y = [3,1]\) - for \(m\) odd, \(y\) starts to oscillate from the right endpoint but for \(m\) even, \(y\) starts to oscillate from the left endpoint. Nevertheless, these identities doesn’t affect the calculation of distribution functions of \(y\) and some fixed point in \(K\) - we get the same results as in (5). We conclude that DC3 pairs are neither in \(O_1\) nor in \(O_2\).

Consider the union of dynamical systems \(O_1 \cup O_2\) defined naturally as a space \((I \cup K) \times ((\frac{1}{k} : k \in \mathbb{N}) \cup \{0\})\) with a function \(G\) such that \(G\) restricted to \(I\) is \(F\) and \(G\) restricted to \(K \times ((\frac{1}{k} : k \in \mathbb{N}) \cup \{0\})\) is equal to \(\hat{F}\).

Now we investigate behavior of pairs in \(O_1 \cup O_2\). We have already seen that there are no DC3 pairs inside \(O_1\) or \(O_2\). By Remark 1, any fixed point in \(K\) (respectively in \(I\)) and \(y = [1,1]\) (respectively \(x = [3,1]\))
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all can’t be DC3. All other possible pairs consist of points asymptotic or eventually equal to \( x = [1, 1] \) or \( y = [3, 1] \), so it is sufficient to examine only \( \Phi(x, y) \) and \( \Phi^*(x, y) \).

In time interval \( (s_m + 2m, s_{m+1}) \), where \( m \) is even, are points \( x \) and \( y \) synchronous (see the dashed part of trajectory of \( y \) in Figure 1) - they maintain the same distance. If we denote the first coordinate of \( G^i(x) \) by \( x_i \) and the first coordinate of \( G^i(y) \) by \( y_i \), then

\[ y_i = 2 + x_i, \quad \text{for } s_m + 2m < i \leq s_m + 2mn_m, \quad m \text{ is even,} \]

therefore \( \#\{s_m + 2m < i \leq s_m + 2mn_m, d(F^i(x), F^i(y)) < \delta \} \) is either 0, for \( \delta \leq 2 \), or \( 2mn_m - 2m \), for \( \delta > 2 \).

Since the sequence \( \{n_i\}_{i=1}^{\infty} \) grows very quickly, i.e. \( \lim_{i \to \infty} \frac{n_i}{s_i} = 0 \),

\[ \Phi_e(x, y) = \lim_{m \to \infty} \frac{1}{s_m + 2mn_m} \{0 < i \leq s_m + 2mn_m, d(G^i(x), G^i(y)) < \delta \} = \begin{cases} 0 & \delta \leq 2 \\ 1 & \delta > 2 \end{cases}. \quad (11) \]

In time interval \( (s_m + 2m, s_{m+1}) \), where \( m \) is odd, are points \( x \) and \( y \) asynchronous (see solid parts of trajectory of \( y \) in Figure 1) - \( x \) is on the left endpoint of its interval if \( y \) is on the right endpoint of its interval (and vice versa), therefore

\[ y_i = 3 - x_i, \quad \text{for } s_m + 2m < i \leq s_m + 2mn_m, \quad m \text{ is odd.} \]

From the perspective of point \( x \), \( y \) is approaching to \( x \) to the distance 1 and then is leaving to the distance 3 with doubled speed \( \frac{2}{m} \). This type of movement (one point is fixed and one point is oscillating) was investigated in the previous section - see calculation between (4) - (5) and Remark 1, hence

\[ \Phi^o(x, y) = \lim_{m \to \infty} \frac{1}{s_m + 2mn_m} \{0 < i \leq s_m + 2mn_m, d(G^i(x), G^i(y)) < \delta \} = \begin{cases} 0 & \delta \leq 1 \\ 1 & 1 < \delta \leq 3 \\ \frac{1}{2} & \delta > 3 \end{cases}. \quad (12) \]

Finally we can conclude

\[ \Phi(x, y) = \min\{\Phi_e(x, y), \Phi^o(x, y)\}, \quad \Phi^*(x, y) = \max\{\Phi^o(x, y), \Phi_e(x, y)\}. \]
By (11) and (12), \( \Phi_{(x,y)}(\delta) < \Phi_{(x,y)}^*(\delta) \), for \( \delta \in (1,3) \), hence \((x,y)\) - and all pairs consisting of points asymptotic or eventually equal to \( x \) and \( y \) - is DC3.

3.3. Iteration problem. Dvořáková in [4] proved that if \((x,y)\) is DC3 pair with respect to \( G \) then there is \( j \in \{0,1\} \) such that \((G^j(x),G^j(y))\) is DC3 pair with respect to \( G^2 \). We keep the notation from previous sections and will define a new function \( H \) such that \( H^2(z) = G^2(z) \), for \( z \in \text{Orb}_G^k(x) \cup \text{Orb}_G^k(y) \). Hence \((G^j(x),G^j(y))\) remains DC3 pair with respect to \( H^2 \) but there will be no DC3 pairs with respect to \( H \) which completes the proof of Theorem 1.

We will add one more oscillator with distance 1 to the left side of \( O_1 \). Let \( I, K \) be intervals and \( f_k, \hat{f}_k \) be functions from previous sections. Let \( J \) be the interval \([-2,-1] \) and \( l_m : J \to J \) be a mapping defined as

\[
l_m(x) = \begin{cases} 
-2 & \text{if } -2 \leq x < -2 + \frac{1}{m} \\
-2 + \frac{1}{m} & \text{if } -2 + \frac{1}{m} \leq x \leq -1 \nend{cases}
\]

and \( \hat{l}_m : J \to J \) defined as

\[
\hat{l}_m(x) = \begin{cases} 
x + \frac{1}{m} & \text{if } -2 \leq x < -1 - \frac{1}{m} \\
-1 & \text{if } -1 - \frac{1}{m} \leq x \leq -1 \nend{cases}
\]

The definition of \( \hat{f}_k \) is symmetrical to \( f_k \), we use \( l_m \) (resp. \( \hat{l}_m \)) instead of \( h_m \) (resp. \( h_m \)). For odd \( m \),

\[
\hat{f}_k = \begin{cases} 
1 & \text{if } s_m < k \leq s_m + 2m \\
l_m & \text{if } s_m + m < k \leq s_m + 2m \\
l_m & \text{if } s_m + 2im < k < s_m + 2im + m \\
l_m & \text{if } s_m + (2i+1)m < k \leq s_m + (2i+2)m 
\end{cases} \quad i \in \{1, \ldots, n_m - 1\}
\]

for even \( m \),

\[
\hat{f}_k = \begin{cases} 
1 & \text{if } s_m < k \leq s_m + 2m \\
l_m & \text{if } s_m + m < k \leq s_m + 2m \\
l_m & \text{if } s_m + 2im < k < s_m + 2im + m \\
l_m & \text{if } s_m + (2i+1)m < k \leq s_m + (2i+2)m 
\end{cases} \quad i \in \{1, \ldots, n_m - 1\}
\]

The idea of dynamical system \( O \) is represented in Figure 2. By (17), the oscillator above \( K \) is mapped onto the oscillator above \( J \) and vice versa. Moreover, these oscillators and their movement are reflection of each other with the line of symmetry \( S = \frac{1}{2} \). It is easy to see that \( H^2(x) = G^2(x) \), for \( x \in K \times (\{\frac{1}{2} : k \in \mathbb{N}\} \cup \{0\}) \), therefore existence of a DC3 pair for \( G^2 \) implies the same for \( H^2 \).

There are two types of points in \( O \) - fixed in \( I \cup K \cup J \) and oscillating. Fixed points can't be part of any DC3 pair by arguments given in previous sections. Oscillating points are either \( x = [1,1], \ y = [3,1] \) and its mirror image \( z = [-2,1] \), or points which are asymptotic or eventually equal to them. Therefore it is sufficient to investigate distribution functions among \( x, y \) and \( z \).

Denote the upper and lower distribution functions with respect to \( H \) by \( \Psi \) and \( \Psi^* \). Pair \((y,z)\) is asynchronic for the whole time - distance between \( y \) and \( z \) ranges from 3 to 5. By the similar argument as in (13),

\[
\Psi^*_{(y,z)}(\delta) = \Psi_{(y,z)}(\delta) = \lim_{m \to \infty} \frac{1}{s_m} \int_0^{s_m} \{0 < t \leq s_m, d(H^t(x), H^t(y)) < \delta\} d\mu \leq \begin{cases} 
0 & \delta \leq 1 \\
\delta - 3 & 3 \leq \delta \leq 5 \\
\delta > 5.
\end{cases}
\]

We proceed with calculation of distribution function of \((x,y)\). In time interval \((s_m, s_{m+1}]\), where \( m \) is even, the point \( y \) is for half times above \( K \) and \((x,y)\) is asynchronic - see Figure 2. The other half times is \( y \) above \( J \), when \((x,y)\) is asynchronic. Therefore we can use \( \Phi_{(x,y)}^* \) (as a result of synchronic movement)
and $\Phi^\circ_{(x,y)}$ (as a result of asynchronous movement) from (11) and (12) to calculate the distribution function $\Psi^e_{(x,y)}$ as the arithmetic average

$$
\Psi^e_{(x,y)}(\delta) = \lim_{m \to \infty} \frac{1}{s_m + 2mn_m} \{0 < i \leq s_m + 2mn_m, d(H^i(x), H^i(y)) < \delta\} = \frac{\Phi^e_{(x,y)}(\delta) + \Phi^\circ_{(x,y)}(\delta)}{2}.
$$

Similarly, in time interval $(s_m + 2m, s_m + 1)$, where $m$ is odd, the point $y$ is for half times above $K$ and $(x, y)$ is asynchronous. The other half times is $y$ above $J$, when $(x, y)$ is synchronous. Hence

$$
\Psi^\circ_{(x,y)}(\delta) = \lim_{m \to \infty} \frac{1}{s_m + 2mn_m} \{0 < i \leq s_m + 2mn_m, d(H^i(x), H^i(y)) < \delta\} = \frac{\Phi^e_{(x,y)}(\delta) + \Phi^\circ_{(x,y)}(\delta)}{2},
$$

which shows $\Psi^e_{(x,y)} = \Psi^\circ_{(x,y)}$. We conclude that

$$
\Psi_{(x,y)} = \Psi^e_{(x,y)} = \frac{\Phi^e_{(x,y)} + \Phi^\circ_{(x,y)}}{2}.
$$

Since $z$ is a mirror image of $y$, $(x, z)$ has the same distribution functions,

$$
\Psi_{(x,z)} = \Psi^e_{(x,z)} = \frac{\Phi^e_{(x,y)} + \Phi^\circ_{(x,y)}}{2},
$$

therefore there are no DC3 pairs with respect to $H$. $\square$

4. Iteration problem for DC2$^3$

**Theorem 2.** For any integer $N > 1$, function $f^N$ is distributionally chaotic of type $2^3$ if and only if $f$ is too.

Theorem 2 follows by Lemmas 2 and 3 below. Lemma 1 is technical and follows by uniform continuity of $f$. Lemma 2 shows that if $(x, y)$ is DC2$^3$ with respect to $f^n$ then $(x, y)$ is DC2$^3$ with respect to $f$, while the opposite implication is proved by Lemma 3.
For a given function $f$, integer $N$ and two points $x, y$ in $X$, denote the distribution functions with respect to $f$ by $\Phi$

$$\Phi(\delta) = \lim \inf_{k \to \infty} \frac{1}{k} \#\{0 \leq i < k; d(f^i(x), f^i(y)) < \delta\},$$

$$\Phi^\ast(\delta) = \lim \inf_{k \to \infty} \frac{1}{k} \#\{0 \leq i < k; d(f^i(x), f^i(y)) < \delta\},$$

and with respect to $f^n$ by $\Psi$

$$\Psi(\delta) = \lim \inf_{k \to \infty} \frac{1}{k} \#\{0 \leq i < k; d(f^{iN}(x), f^{iN}(y)) < \delta\},$$

$$\Psi^\ast(\delta) = \lim \inf_{k \to \infty} \frac{1}{k} \#\{0 \leq i < k; d(f^{iN}(x), f^{iN}(y)) < \delta\}.$$  

**Lemma 1.** For every $s > 0$, there are numbers $t_1 > 0, t_2 > 0$ such that

(i) $\Psi^\ast(t_1) \leq \Phi^\ast(s)$,

(ii) $\Psi(t_1) \leq \Phi(s)$,

(iii) $\Phi^\ast(t_2) \leq \Psi^\ast(s)$.

**Proof.** Denote

$$\xi_n(f, s) = \#\{0 \leq i < n; d(f^i(x), f^i(y)) < s\}$$

and

$$\delta_n(f, s) = \#\{0 \leq i < n; d(f^i(x), f^i(y)) \geq s\}.$$

(i) By uniform continuity of $f$, for any $s > 0$ there is $t_1 > 0$ such that $d(x, y) < t_1$ implies $d(f^i(x), f^i(y)) < s$, for $i = 0, 1, 2, \ldots, N - 1$. Then

$$N \cdot \xi_n(f^N, t_1) \leq \xi_{N \cdot n}(f, s),$$

or equivalently

$$\frac{1}{n} \xi_n(f^N, t_1) \leq \frac{1}{N \cdot n} \xi_{N \cdot n}(f, s).$$

After taking the limit superior of both sides, we get $\Psi^\ast(t_1) \leq \Phi^\ast(s)$, since limit superior of the right side is less or equal to $\Phi^\ast(s)$ by the definition of upper distribution function.

(ii) Since $d(x, y) < t_1$ implies $d(f^i(x), f^i(y)) < s$, for $i = 0, 1, 2, \ldots, N - 1$,

$$N \cdot \xi_n(f^N, t_1) \leq \xi_n(f, s).$$

After dividing by $n$ and taking the limit inferior of both sides,

$$\lim \inf_{n \to \infty} \frac{1}{N} \xi_n(f^N, t_1) \leq \Phi(s),$$

where the left side is greater or equal to $\Psi(t_1)$ by the definition of the lower distribution function, which finishes the proof of the second claim.

(iii) Since $f$ is uniformly continuous, there exists $t_2 > 0$ such that $d(f^N(x), f^N(y)) \geq s$ implies $d(f^i(x), f^i(y)) \geq t_2$, for $i = 1, 2, \ldots, N$. Therefore

$$N \cdot \delta_n(f^N, s) - 1 \leq \delta_{N \cdot n}(f, t_2),$$

or equivalently

$$1 - \frac{1}{n} \delta_n(f^N, s) + \frac{1}{n} \geq 1 - \frac{1}{N \cdot n} \delta_{N \cdot n}(f, t_2).$$

Since $\frac{1}{n} \xi_n(f^N, s) + \frac{1}{n} \delta_n(f^N, s) = 1$, and similarly for $f$,

$$\frac{1}{n} \xi_n(f^N, s) + \frac{1}{n} \geq \frac{1}{N \cdot n} \xi_{N \cdot n}(f, t_2).$$

After taking the limit inferior of both sides, we get $\Psi(s) \geq \Phi(t_2)$, since limit inferior of the right side is greater or equal to $\Phi(t_2)$ by the definition of lower distribution function.

(iv) Since $d(f^N(x), f^N(y)) \geq s$ implies $d(f^i(x), f^i(y)) \geq t_2$, for $i = 1, 2, \ldots, N$,

$$N \cdot \delta_n(f^N, s) - 1 \leq \delta_n(f, t_2),$$

or equivalently

$$1 - \frac{1}{N} \delta_n(f^N, s) + \frac{1}{N} \geq 1 - \frac{1}{n} \delta_n(f, t_2).$$

(21)
Let set, hence the original chaotic set can split into chaotic pairs or into chaotic sets with smaller cardinality. Such that \((f, t)\) is the situation more complicated - if \((x, y)\) is chaotic set with respect to \(f\) then it is the same with respect to \(k\). Next we assign a color \(c\) to each number \(j\) in \(\{0, 1, \ldots, n-1\}\). We color the graph \(G\) with colors \(c_0, \ldots, c_{n-1}\) in such a way that edge between \(x\) and \(y\) has color \(c_j\) if \((f_j(x), f_j(y))\) is chaotic pair with respect to \(f^n\). By our previous results about DC2\(\frac{1}{2}\) pairs and by results about DC3 pairs in [4], there is always at least one such \(j\) (in case of multiple choices for \(j\) we pick one randomly). Hence graph \(G\) was colored by \(n\) colors and we can use Ramsey theory to find a complete monochromatic subgraph which will represent a chaotic set with respect to \(f^n\).

5. Chaotic sets for iterated function

Authors in [5] and [7] understood the distributional chaos as the existence of a chaotic pair and we assumed the same in previous sections. Nowadays chaos is usually defined as the existence of an uncountable chaotic set. That arises a natural question - are results for the existence of uncountable chaotic sets for iterated function the same as for the existence of pairs?

We discovered that in case of DC1, DC2 and DC2\(\frac{1}{2}\), the answer is easy - if \((x, y)\) is DC1 or DC2 with respect to \(f\) then it is the same with respect to \(f^n\). Therefore the existence of uncountable distributionally chaotic set with respect to \(f\) ensures the same with respect to \(f^n\). But for distributional chaos of type 3 is the situation more complicated - if \((x, y)\) is DC3 with respect to \(f\) then there is \(j\) in \(\{0, 1, \ldots, n-1\}\) such that \((f^j(x), f^j(y))\) is DC3 with respect to \(f^n\). This \(j\) can be different for different pairs in chaotic set, hence the original chaotic set can split into chaotic pairs or into chaotic sets with smaller cardinality.

Let \(S\) be a DC3 set with respect to \(f\). We can generate an undirected graph \(G\) in the following way - the set of vertices of \(G\) is labeled by all points in \(S\) and we add an edge between vertices \(x\) and \(y\) if \((x, y)\) is a chaotic pair. Then for a fixed \(x \in S\) there is exactly one edge leading to every \(y \in S \setminus \{x\}\) - hence \(G\) is a complete graph. Next we assign a color \(c_j\) to each number \(j\) in \(\{0, 1, \ldots, n-1\}\). We color the graph \(G\) with colors \(c_0, \ldots, c_{n-1}\) in such a way that edge between \(x\) and \(y\) has color \(c_j\) if \((f^j(x), f^j(y))\) is chaotic pair with respect to \(f^n\). By our previous results about DC2\(\frac{1}{2}\) pairs and by results about DC3 pairs in [4], there is always at least one such \(j\) (in case of multiple choices for \(j\) we pick one randomly). Hence graph \(G\) was colored by \(n\) colors and we can use Ramsey theory to find a complete monochromatic subgraph which will represent a chaotic set with respect to \(f^n\).

Let us recall a classic result from [3], reformulated for our purposes:

**Theorem 3.** Let \(G\) be a complete graph with infinite set of vertices and let each edge in this graph be colored by exactly one of colors \(c_0, \ldots, c_{n-1}\). Then \(G\) contains an infinite subgraph \(H\) such that edges between every two distinct vertices in \(H\) has the same color \(c_i\), for some \(i \in \{0, 1, \ldots, n-1\}\).

An immediate consequence of this Infinite Ramsey Theorem is the following Corollary:

**Corollary 1.** Let \(S\) be an infinite distributionally chaotic set of type 3 with respect to \(f\). Then there is an infinite subset \(R \subset S\) such that \(f^j(R)\) is distributionally chaotic set of type 3 with respect to \(f^n\), where \(j \in \{0, 1, \ldots, n-1\}\).
Unfortunately in case of infinite uncountable graphs is the existence of an uncountable monochromatic subgraph not ensured - Sierpinski coloring serves as an example in [9]. Thus we pose an open question:

**Question** Does the existence of an uncountable distributionally chaotic set of type 3 with respect to \( f \) imply the same with respect to \( f^n \)?
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