Non-Fermi liquid to Fermi liquid crossover inside a valley-polarized nematic state
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The interplay between strong correlations and non-trivial topology in twisted moiré systems can give rise to a rich landscape of ordered states that intertwine the spin, valley, and charge degrees of freedom. In this paper, we investigate the properties of a metal that undergoes a quantum phase transition to a valley-polarized nematic state. Besides breaking the threefold rotational symmetry of the triangular moiré superlattice, this type of order also breaks twofold rotational and time-reversal symmetries. At zero temperature, the ordered state displays a pseudo-Goldstone mode due to the existence of a dangerously irrelevant coupling $\lambda$ in the 6-state clock model that describes the valley-polarized nematic quantum critical point. Using a two-patch model, we compute the fermionic self-energy to show that down to very low energies, the Yukawa-like coupling between the pseudo-Goldstone mode and the electronic degrees of freedom promotes the emergence of non-Fermi liquid behavior. Below a crossover energy scale $\Omega^* \sim \lambda^{3/2}$, Fermi liquid behavior is recovered. We discuss possible experimental manifestations of this behavior, as well as the applicability of these results to other non-trivial nematic states, such as the spin-polarized nematic phase.

I. INTRODUCTION

The observation of electronic nematicity in the phase diagrams of twisted bilayer graphene [1–4] and twisted double-bilayer graphene [5, 6] provides a new setting to elucidate these electronic liquid crystalline states, which spontaneously break the rotational symmetry of the system. Shortly after nematicity was proposed to explain certain properties of high-temperature superconductors [7], it was recognized that the Goldstone mode of an ideal electronic nematic phase would have a profound impact on the electronic properties of a metal [8–10]. This is because, in contrast to other Goldstone modes such as phonons and magnons, which couple to the electronic density via a gradient term, the nematic Goldstone mode displays a direct Yukawa-like coupling to the electronic density [11]. As a result, it is expected to promote non-Fermi liquid (NFL) behavior, as manifested in the sub-linear frequency dependence of the imaginary part of the electronic self-energy [8, 12].

However, because the crystal lattice breaks the continuous rotational symmetry of the system, the electronic nematic order parameter realized in layered quantum materials has a discrete $Z_6$ symmetry, rather than the continuous XY (or O(2)) symmetry of its two-dimensional (2D) liquid crystal counterpart [13]. In the square lattice, the $Z_2$ (Ising-like) symmetry is associated with selecting one of the two orthogonal in-plane directions connecting either nearest-neighbor or next-nearest-neighbor sites [14]. In the triangular lattice, the $Z_3$ (3-state Potts/clock) symmetry refers to choosing one of the three bonds connecting nearest-neighbor sites [15, 16]. In both cases, the excitation spectrum in the ordered state is gapped, i.e. there is no nematic Goldstone mode. Consequently, NFL behavior is not expected to arise inside the nematic phase – although it can still emerge in the disordered state due to interactions mediated by possible quantum critical fluctuations [17–27].

In twisted moiré systems [28, 29], which usually display an emergent triangular moiré superlattice, another type of nematic order can arise due to the presence of the valley degrees of freedom: a valley-polarized nematic state [30]. Compared to the standard nematic state, valley-polarized nematic order breaks not only the threefold rotational symmetry of the lattice, but also “inversion” (more precisely, two-fold rotational) and time-reversal symmetries. Experimentally, while threefold rotational symmetry-breaking [1–4] and time-reversal symmetry-breaking [31–34] have been observed in different regions of the phase diagram of twisted bilayer graphene, it is not clear yet whether a valley-polarized nematic state is realized in this or any other twisted moiré system. Theoretically, the valley-polarized nematic order parameter has a $Z_6$ symmetry, which corresponds to the 6-state clock model [35]. Interestingly, it is known that the 6-state clock model transition belongs to the XY universality class in three spatial dimensions, with the sixfold anisotropy perturbation being irrelevant at the critical point [36–39].

Thus, at $T = 0$ and in a 2D triangular lattice, a valley-polarized nematic quantum critical point (QCP) should share the same universality class as a QCP associated with a hypothetical XY electronic nematic order parameter that is completely decoupled from the lattice degrees of freedom [40]. In other words, a 2D 6-state clock model exhibits a continuous phase transition at $T = 0$, that is described by a $(2+1)$D Ginzburg-Landau theory of an O(2) order parameter with a $Z_6$ anisotropic term – the latter is irrelevant in the renormalization group (RG) sense. In fact, the sixfold anisotropy term is dangerously irrelevant [36], as it becomes a relevant perturbation inside the ordered state [37, 41–45]. As
a result, the valley-polarized nematic phase displays a pseudo-Goldstone mode, i.e., a Goldstone mode with a small gap that satisfies certain scaling properties as the QCP is approached [46].

In this paper, we study the electronic properties of a metal inside the valley-polarized nematic phase at $T = 0$. First, we show that the phase fluctuations inside the valley-polarized phase couple directly to the electronic density. Then, using a two-patch model [19–22, 47, 48], we show that the electronic self-energy $\Sigma$ displays, along the hot regions of the Fermi surface and above a characteristic energy $\Omega^*$, the same NFL behavior as in the case of an “ideal” XY nematic order parameter $C_2$, i.e., $\Sigma(\nu_n) \sim i |\nu_n|^{2/3}$, where $\nu_n$ is the fermionic Matsubara frequency. Below $\Omega^*$, however, we find that $\Sigma(\nu_n) \sim i \nu_n$, and Fermi liquid (FL) behavior is restored. Moreover, the bosonic self-energy, describing the phase fluctuations, acquires an overdamped dynamics due to the coupling to the fermions.

Exploiting the scaling properties of the 6-state clock model, we argue that this NFL-to-FL crossover energy scale $\Omega^*$, which is directly related to the dangerously irrelevant variable $\lambda$ of the 6-state clock model via $\Omega^* \sim \lambda^{3/2}$, is expected to be much smaller than the other energy scales of the problem. As a result, we expect NFL behavior to be realized over an extended range of energies. We discuss possible experimental manifestations of this effect at finite temperatures, and the extension of this mechanism to the case of spin-polarized nematic order, which has been proposed to occur in moiré systems with higher-order van Hove singularities [49, 50].

The paper is organized as follows: Sec. II introduces the bosonic and fermionic actions that describe the system inside the valley-polarized nematic state. Sec. III introduces the patch method and presents the results for the electronic self-energy, focusing on the onset of NFL behavior. In Sec. IV, we discuss the implications of our results for the observation of NFL behavior in different types of systems.

II. EFFECTIVE ACTION IN THE VALLEY-POLARIZED NEMATIC STATE

As discussed in Ref. [30], which dubbed the valley-polarized nematic phase as “compass” order, the corresponding order parameter can be parametrized in terms of a two-component bosonic field $\Phi = \Phi_1 + i \Phi_2$. We consider here a triangular moiré superlattice, described by the point group $D_6$. While $(\Phi_1, \Phi_2)$ transforms in the same way as the standard nematic order parameter under threefold rotations $C_{3z}$, it is odd under time-reversal and under twofold rotations $C_{2z}$. Note that, in the $D_6$ group, inversion is not a symmetry operation. Since the valley degrees of freedom are exchanged by $C_{2z}$, this symmetry operation plays a similar role as inversion. As a result, $(\Phi_1, \Phi_2)$ transforms as the $E_1^-$ irreducible representation of $D_6$, with the “−” superscript denoting that it is odd under time-reversal. It is convenient to define the complex bosonic field $\Phi = \Phi_1 + i \Phi_2$. Writing the complex field as $\Phi = |\Phi| e^{-i\alpha}$, the leading-order term in the low-energy effective action that depends on the phase $\alpha$ is a sixth-order term. This is in contrast with the case for the standard nematic order parameter, which transforms as $E_2^+$, and hence a cubic term is allowed [16]. The explicit form for the action of the field $\Phi$ is [30]:

$$S = \frac{1}{2} \int d^2 x \int d\tau \left[ e^{-\frac{i\alpha}{\rho}} |\partial_\tau \Phi|^2 + |\partial_\tau \Phi|^2 + r |\Phi|^2 - u |\Phi|^4 - \lambda (\Phi^6 + \Phi^*6) \right].$$

(2.1)

Here, $x$ denotes the position vector, $\tau$ the imaginary time, and $c$ the bosonic velocity. The quadratic coefficient $r$ tunes the system towards a QCP at $r = r_c$, and the quartic coefficient $u > 0$. In the absence of the sixfold anisotropy term with coefficient $\lambda$, the action has an $O(2)$ symmetry, and describes a continuous phase transition belonging to the XY universality class.

The $\lambda$-term is the lowest-order term in $\Phi$ that lowers the symmetry from $O(2)$ to $Z_6$. As a result, the action corresponds to a 6-state clock model. Indeed, minimization of the action with respect to the phase $\alpha$ leads to six different minima, corresponding to $\alpha = \frac{\pi}{6} n$ for $\lambda > 0$; and $\alpha = \frac{\pi}{6} (n + \frac{1}{2})$ for $\lambda < 0$ (with $n = 0, \ldots, 5$). At finite temperatures, the 2D 6-state clock model undergoes two Kosterlitz-Thouless transitions: the first one signals quasi-long-range order of the phase $\alpha$, whereas the second one marks the onset of discrete symmetry-breaking and long-range order [35].

Since the focus of this paper is on the valley-polarized nematic QCP, hereafter we set $T = 0$, and consider some non-thermal tuning parameter $r$. At $T = 0$, the model in Eq. (2.1) maps onto the three-dimensional (3D) 6-state clock model [38, 46]. One of the peculiarities of this well-studied model is that the $\lambda$-term is a dangerously irrelevant perturbation [37, 41–45]. Indeed, the scaling dimension $y$ associated with the $\lambda$ coefficient is negative; while an $\epsilon$-expansion around the upper critical dimension $d_c = 4$ gives $y = -2 - \epsilon$ [37], recent Monte Carlo simulations report $y \approx -2.55$ for the classical 3D 6-state clock model [42, 45].

To understand what happens inside the ordered state, it is convenient to write $\Phi = |\Phi_0| e^{-i\alpha}$ with fixed $|\Phi_0|$, and consider the action for the phase variable $\alpha$ only, as shown below:

$$S_\alpha = \frac{1}{2} \int d^2 x \int d\tau \left[ \rho_r |\partial_\tau \alpha|^2 + \rho_x |\partial_\tau \alpha|^2 - 2 \lambda |\Phi_0|^6 \cos(6\alpha) \right].$$

(2.2)

Here, $\rho_x$ and $\rho_r$ are generalized stiffness coefficients. Expanding around one of the minima, $\alpha_0$, of the last term
where a constant term is dropped, and \( \tilde{\alpha} \equiv \alpha - \alpha_0 \). It is clear that the \( \lambda \)-term, regardless of its sign, introduces a mass for the phase variable. Thus, while the \( \lambda \)-term is irrelevant at the critical point, which is described by the XY fixed point, it is relevant inside the ordered phase, which is described by a \( Z_6 \) fixed point, rather than the Nambu-Goldstone fixed point (that characterizes the ordered phase of the 3D XY model) [37, 45, 46].

Importantly, due to the existence of this dangerously irrelevant perturbation, there are two correlation lengths in the ordered state [41–44, 46]: \( \xi \), associated with the usual amplitude fluctuations of \( \Phi \); and \( \xi' \), associated with the crossover from continuous to discrete symmetry-breaking of \( \alpha \). Although both diverge at the critical point, they do so with different exponents \( \nu \) and \( \nu' \). Because \( \nu' > \nu \), there is a wide range of length scales (and energies, in the \( T = 0 \) case) for which the ordered phase behaves as if it were an XY ordered phase. In Monte Carlo simulations, this is signaled by the emergence of a nearly-isotropic order parameter distribution [41]. More broadly, this property is expected to be manifested as a small gap in the spectrum of phase fluctuations, characteristic of a pseudo-Goldstone mode [51].

For simplicity of notation, in the remainder of the paper, we rescale \( (\tau, \mathbf{x}) \) to absorb the stiffness coefficients. Moreover, we set \( \lambda > 0 \) and choose \( \alpha_0 = 0 \), such that \( \tilde{\alpha} = \alpha \). Defining \( m^2 \equiv 36 |\tilde{\alpha}|^2 \), and taking the Fourier transform, the phase action becomes:

\[
S_\alpha = \frac{1}{2} \int d^2 x d\tau \left[ \rho_\tau |\partial_\tau \tilde{\alpha}|^2 + \rho_x |\partial_x \tilde{\alpha}|^2 + 36 |\tilde{\alpha}|^4 \right], \tag{2.3}
\]

\[
\text{where } k = (\nu_n, \mathbf{k}), \alpha \text{ is the valley index, } \varepsilon_\alpha(k) \text{ is the electronic dispersion, and } \nu_n \text{ is the fermionic Matsubara frequency. It is now straightforward to construct the fermionic bilinear that has the same transformation properties as the valley-polarized nematic order parameter, and thus couples linearly with } \Phi, \text{ as captured in the action } [30]
\]

\[
S_{bf} = \gamma_0 \int \frac{d^2 k}{(2\pi)^2} \sum_{q=1}^6 (1)^{q+1} \psi_\alpha^q(k + q) \psi_\alpha(k) \times \left[ \frac{\Phi(k) + \Phi^*(k)}{2} \cos(2\theta_k) - \frac{\Phi(k) - \Phi^*(k)}{2i} \sin(2\theta_k) \right]. \tag{2.6}
\]

Here, \( \gamma_0 \) is a coupling constant, and \( \tan \theta_k = k_y/k_x \). Writing \( \Phi = |\Phi_0| e^{-i\alpha} \), we obtain the coupling between the phase variable and the electronic operators inside the valley-polarized nematic state. As before, we set \( \alpha_0 = 0 \), and expand around the minimum, to obtain:

\[
S_{af} = \gamma \int d^2 k \sum_{q=1}^6 (1)^{q+1} \psi_\alpha^q(k + q) \psi_\alpha(k) \times \cos(2\theta_k) (2\pi)^3 \delta^3(k - q) + \alpha(q) \sin(2\theta_k), \tag{2.7}
\]

where \( \alpha \equiv \gamma_0 |\Phi_0| \). The first term in the last line shows that long-range order induces opposite nematic distortions in the Fermi surfaces with opposite valley quantum numbers. The second term shows that the phase mode couples to the charge density directly via a Yukawa-like coupling. As discussed in Ref. [11], this is an allowed coupling when the generator of the broken symmetry does not commute with the momentum operator.

III. ELECTRONIC SELF-ENERGY IN THE PATCH MODEL

Our goal is to derive the properties of the electronic degrees of freedom in the valley-polarized nematic ordered phase. To compute the electronic self-energy in a controlled manner, we employ the patch method discussed in Ref. [19–22, 47, 48]. This relies on the fact that fermions from different patches of a Fermi surface interact with a massless order parameter with largely disjoint sets of momenta, and that the inter-patch coupling is small in the low-energy limit, unless the tangent vectors at the patches are locally parallel or anti-parallel. Thus, the advantage of this emergent locality in momentum space is that we can now decompose the full theory into a sum of two-patch theories, where each two-patch theory describes electronic excitations near two antipodal points, interacting with the order parameter boson with momentum along the local tangent. This formalism has been successfully used in computing the universal properties and scalings for various non-Fermi liquid systems, such as the Ising-nematic QCP [19–23, 52], the FFLO QCP [47], and a critical Fermi surface interacting with
transverse gauge field(s) [48]. The only scenario that breaks this locality in momentum space is the presence of short-ranged four-fermion interactions in the pairing channel [24, 25].

For our case of the valley polarized nematic order parameter, we consider two patches of Fermi surface, with opposite Fermi velocities, coupled with the bosonic field [20–22, 47, 48]. Here, we choose a patch centred at $\theta_k = \theta_0$, and construct our coordinate system with its origin at $\theta_0$. As explained above, we must also include the fermions at the antipodal patch with $\theta_k = \pi + \theta_0$. We denote the fermions living in the two antipodal patches as $\psi_+$ and $\psi_-$, as illustrated in Fig. 1. We note that the coupling constant remains the same for the fermions in the two antipodal points.

Expanding the spectrum around the Fermi surface patches up to an effective parabolic dispersion, and using Eqs. (2.4), (2.5), and (2.7), we thus obtain the effective field theory in the patch construction as:

$$ S_f = \int k \sum_{j=\pm} \psi^\dagger_{a,j}(k) [i \nu_n + s k_1 + \frac{k_2^2}{2k_F} + (-1)^{a+1} \gamma \cos(2\theta_0)] \psi_{a,j}(k), $$

$$ S_\alpha = \frac{1}{2} \int q \alpha(-q) \left( \omega_n^2 + q_1^2 + q_2^2 + m^2 \right) \alpha(q), $$

$$ S_{\alpha f} = \gamma \int k,q \sum_{s=\pm} (-1)^{a+1} \alpha(q) \psi^\dagger_{a,s}(k + q) \psi_{a,s}(k). $$

(3.1)

Here, for simplicity, we have assumed that the Fermi surface is the same for both valley quantum numbers. Note that the fermionic momenta are expanded about the Fermi momentum $k_F$ at the origin of the coordinate system of that patch. In our notation, shown in Fig. 1, $k_1$ is directed along the local Fermi momentum, whereas $k_2$ is perpendicular to it (or tangential to the Fermi surface). Note that the local curvature of the Fermi surface is given by $\frac{1}{k_F^2}$. Furthermore, $\psi_{a,+}$ ($\psi_{a,-}$) is the right (left)-moving fermion with valley index $a$, whose Fermi velocity along the $k_1$ direction is positive (negative).

Following the patch approach used in Refs. [20–22, 47, 48], we rewrite the fermionic fields in terms of the two-component spinor $\Psi$, where

$$ \Psi^T(k) = \begin{pmatrix} \psi_{1,+}(k) & \psi_{2,+}(k) & \psi_{1,-}^\dagger(-k) & \psi_{2,-}^\dagger(-k) \end{pmatrix}, $$

$$ \bar{\Psi}(k) = \Psi^\dagger(k) \sigma_2 \otimes \tau_0. $$

(3.2)

Here, $\sigma_i$ (with $i = 1, 2, 3$) denotes the $i^{th}$ Pauli matrix acting on the patch space (consisting of the two antipodal patches), whereas $\tau_i$ is the $i^{th}$ Pauli matrix acting on valley space (not to be confused with imaginary time $\tau$, which has no subscript). We use the symbols $\sigma_0$ and $\tau_0$ to denote the corresponding $2 \times 2$ identity matrices. In this notation, the full patch action becomes:

$$ S_f = \int k \bar{\Psi}^\dagger(k) \left[ i (\sigma_2 \nu_n + \sigma_1 \delta_k) \otimes \tau_0 \right] \Psi(k), \quad S_\alpha = \frac{1}{2} \int q \left( \omega_n^2 + q_1^2 + q_2^2 + m^2 \right) \alpha(q), $$

$$ S_{\alpha f} = \gamma \int k,q \bar{\Psi}(k + q) \left[ (2\pi)^3 \delta^3(k - q) \cos(2\theta_0) \sigma_2 + i \sin(\theta_0) \alpha(q) \sigma_1 \right] \otimes \tau_3 \Psi(k), \quad \delta_k = k_1 + \frac{k_2^2}{2k_F}. $$

(3.3)

For convenience, we have included the valley-dependent Fermi-surface distortion $\gamma \cos(2\theta_0)$ in the interaction action. The form of $S_f$ shows as if the fermionic energy disperses only in one effective direction near the Fermi surface, such that, as usual in the patch model, the $(2 + 1)$-dimensional fermions can be viewed as if they were a $(1 + 1)$-dimensional “Dirac” fermion, with the momentum along the Fermi surface interpreted as a continuous flavor.

From Eq. (3.3), the bare fermionic propagator can be
readily obtained as:

\[ G_0(k) = -i \frac{\sigma_2 \nu_n + \sigma_1 \delta_k}{\nu_n^2 + \delta_k^2} \otimes \tau_0, \tag{3.4} \]

We note that the strength of the coupling constant between the bosons and the fermions, given by \( \gamma \sin(2\theta_0) \), depends on the value of \( \theta_0 \). For the patch centered at \( \theta_0 = \theta_0 \), the leading order term from the loop integrals can be well-estimated by assuming \( \theta = \theta_0 \) for the entire patch, as long as \( \sin(2\theta_0) \neq 0 \). However, for \( \sin(2\theta_0) = 0 \), we need to go beyond the leading order terms (which are zero), while performing the loop integrals. The patches centered around \( \theta_0 = \theta_0 \), with \( \sin(2\theta_0) \sim 0 \), are the so-called “cold spots”; we will refer to the other patches as belonging to the “hot regions” of the Fermi surface.

We first compute the one-loop bosonic self-energy \( \Pi_1 \), which takes the form:

\[ \Pi_1(q) = - (i \gamma)^2 \int \frac{d^3k}{(2\pi)^3} \left[ \sin^2(2\theta_0) + \frac{4k^2 \cos(4\theta_0)}{k_F^2} + \frac{2k_2 \sin(4\theta_0)}{k_F} \right] \text{Tr} \left[ \sigma_1 G_0(k + q) \sigma_1 G_0(k) \right] \]

This result is obtained by considering a patch centered around \( \theta_0 = \theta_0 \), and then expanding \( \sin^2(2\theta_0 + 2\tilde{k}_2/k_F) \) in inverse powers of \( k_F \). In the limits \( \omega_{q_2} \ll 1, k_F \gg |q|, \) and \( |q| \rightarrow 0 \), we have, to leading order:

\[ \Pi_1(q) \bigg|_{hs} = - \frac{|\omega_n| \gamma^2 \sin^2(2\theta_0) k_F}{|q_2|}, \tag{3.6} \]

as long as \( \sin(2\theta_0) \neq 0 \) (i.e., at the hot regions). For the cold spots, the leading-order term is given by

\[ \Pi_1(q) \bigg|_{cs} = - \frac{8 \gamma^2 \cos(4\theta_0) k_F |\omega_n^2|}{q_2^2}, \tag{3.7} \]

Here, the subscript hr (cs) denotes hot regions (cold spots). A similar result was previously obtained in Refs. [8, 10] using a different approach, and for the case of an XY nematic order parameter (see also [53]). We, therefore, conclude that the pseudo-Goldstone mode in the valley-polarized nematic phase is overdamped at the hot regions.

We can now define the dressed bosonic propagator, that includes the one-loop bosonic self-energy, as:

\[ D_1(q) = \frac{1}{q^2 + m^2 - \Pi_1(q)}. \tag{3.8} \]

The one-loop fermionic self-energy \( \Sigma_1(k) \) can then be expressed in terms of \( \tilde{\Sigma} \), defined as:

\[ \tilde{\Sigma}(k) \equiv \Sigma_1(k) - \gamma \cos(2\theta_0) \sigma_2 \otimes \tau_3 \]

\[ = - \gamma^2 \sin^2(2\theta_0) \int_q (\sigma_1 \otimes \tau_3) G_0(k + q) (\sigma_1 \otimes \tau_3) D_1(-q). \tag{3.9} \]

Here, \( q = (\omega_n, q) \). In order to be able to perform the integrals, we have neglected the \( q^2_2 \) and \( \omega_n^2 \) contributions in the bosonic propagator, which are anyway irrelevant in the RG sense [20, 21]. This is justified because the contributions to the integral are dominated by \( q_1 \sim \nu_n, \) \( \omega_n \sim \nu_n, \) and \( q_2 \sim |\nu_n|^{1/3} \), and we are interested in the small \( |\nu_n| \) limit (where \( \nu_n \) is the external fermionic Matsubara frequency). In the limit \( m \rightarrow 0 \), we can obtain analytical expressions for \( \tilde{\Sigma}(k) \) as follows:

\[ \tilde{\Sigma}(k) \bigg|_{hr,m \rightarrow 0} = - \gamma^2 \sin^2(2\theta_0) \int_q (\sigma_1 \otimes \tau_3) G_0(k + q) (\sigma_1 \otimes \tau_3) D_1(-q) \]

\[ = - \frac{i [\gamma \sin(2\theta_0)]^{4/3} \text{sgn}(\nu_n) |\nu_n|^{2/3}}{2 \sqrt{3} \pi^{2/3} k_F^{1/3}} \sigma_2 \otimes \tau_0, \tag{3.10} \]

\[ \tilde{\Sigma}(k) \bigg|_{cs,m \rightarrow 0} = - \frac{i \gamma^{3/2} \cos^4(4\theta_0) \text{sgn}(\nu_n) |\nu_n|^{1/2} k_F^2}{2^{1/4} \sqrt{\pi} k_F^{9/4}} \sigma_2 \otimes \tau_0. \tag{3.11} \]

The one-loop corrected self-energy is then given by:

\[ G^{-1}(k) = G_0^{-1}(k) - \Sigma_1(k). \]  

The frequency dependence of \( \tilde{\Sigma} \) at the hot regions, in the limit \( m \rightarrow 0 \), corresponds to an NFL behavior, since the fermionic lifetime has a sublinear dependence on frequency, implying the absence of well-defined quasiparticles. The same \( |\nu_n|^{2/3} \) dependence on the frequency was found in the case of an ideal XY nematic in Refs. [8, 12]. However, for the valley-polarized nematic state, \( m \) is not zero in the ordered state, as it is proportional to the dangerously irrelevant variable \( \lambda \) in the bosonic action. The limit of large \( m \) is straightforward to obtain, and gives an FL-correction to the electronic Green’s function, because

\[ \tilde{\Sigma}(k) \bigg|_{hr,m \gg} = \frac{3 \sqrt{\pi^2 k_F^3 m^2} (2\theta_0) |\nu_n|}{1/3} \]

\[ = \frac{(2 + 2^{2/3}) \gamma^2 \sin^2(2\theta_0)}{8 \pi m} i \nu_n \sigma_2 \otimes \tau_0. \tag{3.12} \]
From Eqs. (3.4), (3.8), and (3.9), we find that the crossover from NFL to FL behaviour occurs when \( m^2 > -\Pi_1(q) \), i.e., \( m^2 > |\omega_n| \gamma_k \pi \sin^2(2\theta_0) \), in the one-loop corrected bosonic propagator \( D_1(q) \) inside the integral. In that situation, the dominant contribution to the integral over \( q_2 \) comes from \( q_2 \sim m \). On the other hand, considering the fermionic propagator contribution to the integrand, the dominant contribution comes from \( \omega_n' \sim \nu_n \) for the \( \omega_n' \)-integral. Hence, the relevant crossover scale for the fermionic frequency \( \nu_n \) is approximately \( \Omega^* = \frac{m^3}{\pi k_F \sin^2(2\theta_0)} \). Because \( m^2 \sim \lambda \), it follows that \( \Omega^* \sim \lambda^{3/2} \).

It is therefore expected that, for finite \( m \), above the characteristic energy scale \( \Omega^* \), the self-energy displays NFL behavior, captured by \( \Sigma \sim i \, \text{sgn}(\nu_n) |\nu_n|^{2/3} \). For low enough energies, such that \( |\nu_n| \ll \Omega^* \), the regular FL behavior with \( \Sigma \sim i \nu_n \) should be recovered. The crucial point is that, because \( \Omega^* \) depends on the dangerously irrelevant coupling constant \( \lambda \), it is expected to be a small energy scale. This point will be discussed in more depth in the next section. To proceed, it is convenient to write the complete expression for \( \tilde{\Sigma} = \Sigma \times (\sigma_2 \otimes \tau_0) \) for the case of an arbitrary \( m \):

\[
\left. i \tilde{\Sigma}(k) \right|_{\text{hr}} = -\int d\omega_{n'} \frac{m^3}{4 \pi^2} \frac{\text{sgn}(\tilde{\nu}_n + \tilde{\omega}_{n'}) \zeta_j(\tilde{\omega}_{n'}) \ln(-\zeta_j(\tilde{\omega}_{n'}))}{m^2 + 3 \zeta_j^2(\tilde{\omega}_{n'})},
\]

where \( \tilde{\nu}_n \equiv \nu_n/\Omega^* \), \( \tilde{\omega}_{n'} \equiv \omega_{n'}/\Omega^* \), and \( \zeta_j \) is the \( j^{th} \) root of the cubic-in-\( q_2 \) polynomial \( \pi q_2 (q_2^2 + m^2) + m^3 k_F |\tilde{\omega}_{n'}| \).

To confirm that indeed \( \Omega^* \) is the energy scale associated with the crossover from NFL to FL behavior, we have solved the integral in Eq. (3.13) numerically to obtain the self-energy for arbitrary \( m \). As shown in Fig. 2, \( \Omega^* \) separates the two asymptotic behaviors for the self-energy \( \Sigma \): (1) NFL, given by Eq. (3.10), and present for \( \nu_n \gg \Omega^* \); (2) FL, given by Eq. (3.12), and present for \( \nu_n \ll \Omega^* \).

### IV. DISCUSSION AND CONCLUSIONS

Our calculations with the patch model show that the energy scale \( \Omega^* \), associated with the NFL-to-FL crossover, is directly related to the dangerously irrelevant coupling constant \( \lambda \) of the 6-state clock model, according to \( \Omega^* \sim \lambda^{3/2} \). This has important consequences for the energy range in which the NFL is expected to be observed in realistic settings. In the classical 3D \( Z_6 \) clock model, it is known that the dangerously irrelevant variable \( \lambda \) introduces a new length scale \( \xi' \) in the ordered phase [41–44]. It is only beyond this length scale that the discrete nature of the broken symmetry is manifested; below it, the system essentially behaves as if it were in the ordered state of the XY model. Like the standard correlation length \( \xi \), which is associated with fluctuations of the amplitude mode, \( \xi' \) also diverges upon approaching the QCP from the ordered state. However, its critical exponent \( \nu' \) is larger than the XY critical exponent \( \nu \), implying that \( \xi' \gg \xi \) as the QCP is approached. As a result, there is a wide range of length scales for which the ordered state is similar to that of the XY model.

Applying these results to our quantum model, we therefore expect a wide energy range for which the fermionic self-energy displays the same behavior as fermions coupled to a hypothetical XY nematic order parameter, i.e., the NFL behavior \( \Sigma \sim i \, \text{sgn}(\nu_n) |\nu_n|^{2/3} \).
Thus, the actual crossover energy scale $\Omega^*$ should be very small compared to other energy scales of the problem. This analysis suggests that the valley-polarized nematic state in a triangular lattice is a promising candidate to display the strange metallic behavior predicted originally for the “ideal” (i.e., hypothetically uncoupled from the lattice) XY nematic phase in the square lattice [8].

It is important to point out a caveat with this analysis. Although the aforementioned critical behavior of the $Z_6$ clock model has been verified by Monte Carlo simulations for both the 3D classical case and the 2D quantum case [46], the impact of the coupling to the fermions remains to be determined. The results of our patch model calculations for the bosonic self-energy show the emergence of Landau damping in the dynamics of the phase fluctuations, which is expected to change the universality class of the QCP – and the value of the crossover exponent $\nu$ – from 3D XY to Gaussian, due to the reduction of the upper critical dimension. The impact of Landau damping on the crossover exponent $\nu^*$ is a topic that deserves further investigation, particularly since even in the purely bosonic case, there are different proposals for the scaling expression for $\nu^*$ (see Ref. [46] and references therein).

We also emphasize the fact that our results have been derived for $T = 0$. Experimentally, NFL behavior is often probed by the temperature dependence of the resistivity. Leaving aside the important differences between quasiparticle inverse-lifetime and transport scattering rate [53–55], it is therefore important to determine whether the NFL behavior of the self-energy persists at a small nonzero temperature. At first sight, this may seem difficult, since in the classical 2D $Z_6$ clock model, the $\lambda$-term is a relevant perturbation. In fact, as discussed in Sec. II, the system in 2D displays two Kosterlitz-Thouless transitions, with crossover temperatures of $T_{KT,1}$ and $T_{KT,2}$, with $Z_6$ symmetry-breaking setting on below $T_{KT,2}$ [35]. However, a more in-depth analysis, as outlined in Ref. [44], indicates that as the QCP is approached, a new crossover temperature $T^* < T_{KT,2}$ emerges, below which the ordered state is governed by the QCP (rather than the thermal transition). Not surprisingly, the emergence of $T^*$ is rooted on the existence of the dangerously irrelevant perturbation along the $T = 0$ axis. Therefore, as long as $\Omega^* < T^*$, the NFL behavior is expected to be manifested in the temperature dependence of the transport and thermodynamic quantities.

An obvious candidate to display a valley-polarized nematic state is twisted bilayer graphene [32, 56–58] – and twisted moiré systems more broadly [28, 29]. In these devices, the existence of correlations, larger than the narrow bandwidth of the moiré bands [59, 60], enables the emergence of a wide range of possible ordered states involving the spin, valley, and sublattice degrees of freedom [30, 61–82]. Experimentally, a valley-polarized nematic state would be manifested not only by the breaking of the threefold rotational symmetry of the moiré superlattice, but also by the appearance of valley polarization. While $C_{3z}$ [1–4] and time-reversal symmetry-breakings have separately been experimentally detected in the phase diagram of twisted bilayer graphene, it remains to be seen whether a valley-polarized nematic phase emerges. The fact that both nematic order (described by the complex order parameter $\psi = \psi_1 + i \psi_2$) and valley polarization (described by the real order parameter $\eta$) are condensed in the valley-polarized nematic state, can be seen by noting that, in terms of the irreducible representations of the $D_6$ group, $(\Phi_1, \Phi_2)$ transforms as $E^+_3$, $(\psi_1, \psi_2)$ transforms as $E^+_3$, and $\eta$ as $B^-_2$. Consequently, the following third-order terms are allowed in the action, implying that a non-zero $\Phi$ triggers also a non-zero $\psi$ and a non-zero $\eta$ (see also Ref. [30]):

$$S_{\Phi \psi} \sim \Phi^2 \psi + (\Phi^*)^2 \psi^* ,$$

$$S_{\Phi \psi \eta} \sim i \eta (\Phi \psi^* - \Phi^* \psi) .$$

(4.1)

A somewhat related type of order, which has also been proposed to be realized in twisted bilayer graphene and other systems with higher-order van Hove singularities [49, 50], is the spin-polarized nematic order. It is described by an order parameter of the form $\vec{\varphi} = (\varphi_1, \varphi_2)$, where the indices denote the two d-wave components associated with the irreducible representation $E_2$ of the point group $D_6$. The arrows denote that these quantities transform as vectors in spin space. The main difference of $\vec{\varphi}$ with respect to the valley-polarized nematic state is that the spin-polarized nematic state does not break the $C_{2z}$ symmetry. It is therefore interesting to ask whether our results would also apply for this phase. The main issue is that $\vec{\varphi}$ is not described by a 6-state clock model, since an additional quartic term is present in the action (see Ref. [49]), which goes as:

$$S_{\vec{\varphi}} \sim (\varphi_1 \cdot \varphi_2^2) - |\varphi_1|^2 |\varphi_2|^2 .$$

(4.2)

However, if spin-orbit coupling is present in such a way that $\vec{\varphi}$ becomes polarized along the z-axis, this additional term vanishes. The resulting order parameter $\varphi^z = (\varphi^z_1, \varphi^z_2)$ transforms as the $E_2$ irreducible representation, and its corresponding action is the same as Eq. (2.1), i.e., a 6-state clock model. Moreover, the coupling to the fermions has the same form as in Eq. (2.6), with $a$ now denoting the spin projection, rather than the valley quantum number. Consequently, we also expect an NFL-to-FL crossover inside the Ising spin-polarized nematic state. Of course, in graphitic systems, the spin-orbit coupling is negligibly small. Nevertheless, in twisted bilayer graphene, there is evidence for Ising ferromagnetic order, which presumably arises not from spin, but from “orbital” magnetic degrees of freedom [31, 32, 34]. Analogous to the Ising spin-polarized nematic order, an orbital-magnetic polarized nematic state would therefor also display the NFL-to-FL crossover.

In summary, we showed that when a metallic system undergoes a quantum phase transition to a valley-polarized nematic state, the electronic self-energy at
provide an interesting route to realize NFL behavior in twisted moiré systems.
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