Codification Volume of an operator algebra and its irreversible growth through thermal processes.
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Given a many-body system, we define a quantity, the Codification Volume of an operator algebra, which measures the size of the subfactor of the full Hilbert space with whom a given algebra is correlated. We explicitly calculate it for some limit cases, including vacuum states of local Hamiltonians and random states taken from the Haar ensemble. We argue that this volume should grow irreversibly in a thermalization process, and we illustrate it numerically on a non-integrable quantum spin chain.
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I. INTRODUCTION

Thermalization in quantum mechanics has been investigated for a long time. Recently it has increasingly gained attention (1, 2 and references therein), and it is now a subject of central interest in different fields of physics, ranging from black holes (3, 4) to statistical mechanics (5, 6), quantum information (14) and many-body physics (15–24). Generalized Gibbs ensembles (25, 26) have also been studied for systems possessing a greater number of conserved charges.

As it is well known, this is a maximally entangled state (3) does not produce thermalization for every subsystem. A deeper analysis is needed.

To better explain the problem, let us consider the simple example of a singlet state in a two spin-1/2 system

$$\psi = \frac{1}{\sqrt{2}}(\uparrow\downarrow)_{1,2} - \downarrow\uparrow)_{1,2}, \quad (2)$$

where the numbers 1, · · · , n label the spins. The reduced density matrices of the first and second spins are the same as before, but it is clear that information about spin 1 has not been thermalized at all, considering that the spin 1 is only correlated with the spin 2.

As it is well known, this is a maximally entangled state and the reduced matrix of one of the two spins is maximally mixed $\rho_1 = \rho_2 = \frac{1}{2}I_{2\times2}$, with EE equal to $S_E = \log 2$. Although the state of the full system is different from the 2-spin maximally mixed (or thermal) density matrix, the reduced density matrix is a thermal state at infinite temperature. Now embed state (2) into a larger Hilbert space of n spins, and consider the state:

$$\psi = \frac{1}{\sqrt{2}}(|\uparrow\downarrow\rangle_{1,2} - |\downarrow\uparrow\rangle_{1,2}) \otimes |\varphi\rangle_3,\ldots,n, \quad (3)$$

where vacuum states are not expected to exhibit thermal behavior, extensivity of EE might be a misleading characterization of thermality for such special situations, as argued in (5). Notice that the same problem reoccurs in other cases, such as non-commutative quantum field theories (29).

To better explain the problem, let us consider the simple example of a singlet state in a two spin-1/2 system

$$\psi = \frac{1}{\sqrt{2}}(\uparrow\downarrow)_{1,2} - \downarrow\uparrow)_{1,2}. \quad (2)$$

As it is well known, this is a maximally entangled state and the reduced matrix of one of the two spins is maximally mixed $\rho_1 = \rho_2 = \frac{1}{2}I_{2\times2}$, with EE equal to $S_E = \log 2$. Although the state of the full system is different from the 2-spin maximally mixed (or thermal) density matrix, the reduced density matrix is a thermal state at infinite temperature. Now embed state (2) into a larger Hilbert space of n spins, and consider the state:

$$\psi = \frac{1}{\sqrt{2}}(|\uparrow\downarrow\rangle_{1,2} - |\downarrow\uparrow\rangle_{1,2}) \otimes |\varphi\rangle_3,\ldots,n, \quad (3)$$

where the numbers 1, · · · , n label the spins. The reduced density matrices of the first and second spins are the same as before, but it is clear that information about spin 1 has not been thermalized at all, considering that the spin 1 is only correlated with the spin 2.

In this case, any distance between the reduced density matrix of spin 1 and its associated thermal density matrix is exactly 0. Therefore, one needs to ask where the information about a subsystem has been located on the full quantum state in order to conclude that the state is fully thermalized. Certainly, in the previous case one could have simply measured the EE of the subsystem formed by spins 1 and 2, which is identically zero, to conclude that (3) does not produce thermalization for every subsystem. Nonetheless, there are more complex cases in which the EE of every subsystem scales extensively, even if the state is far from being thermal. A deeper analysis is needed.

The purpose of this article is to define a quantity able to monitor thermalization even in such special situations.
We term this quantity the *Codification Volume* of an operator algebra, $\Omega_A(\rho)$. Due to entanglement in many body quantum physics, information about a given subsystem, which will be defined in terms of its algebra $A$, is generically spread over another subsystem $B$, with associated algebra $B$. Roughly speaking, $\Omega_A(\rho)$ will be the dimension of the subsystem $B$ associated to $A$.

In Sec. II we define $\Omega_A(\rho)$ and analyze it in different cases, including ground states of local theories and its average over the full Hilbert space. In the first case, when the theory has a gap, we find $\Omega_A(\rho_{\text{vacuum}}) \simeq k$, where $k$ is the number of nearest neighbors of each single site. In the second case we find $[\Omega_A(\rho)]_{\text{average}} = \frac{2}{n}$ in the thermodynamic limit, where $n$ is the number of sites of the system. We conclude that this quantity shows a hierarchical jump from thermal to non-thermal states. This demonstrates why vacuum states of quantum systems defined on expander graphs, although satisfying extensivity of EE, are not expected to exhibit thermal behaviour. Information about a single site is stored locally, within its nearest neighbors, instead of globally within a number of sites scaling as the total number of degrees of freedom.

In Sec. III we argue that $\Omega_A(\rho)$ grows irreversibly during a thermalization process, from $O(1)$ to $O(n)$. We illustrate these aspects numerically in Sec. IV by numerical simulations of a non-integrable quantum spin chain.

Finally we conclude that the specific functional form of $\Omega_A(\rho(t))$ in non-equilibrium thermal processes is closely related to the structure of interactions of the theory, reflecting the ability of a system to hide information about small subsystems, by correlating it with bigger and bigger subsystems. This provides a different formulation of the so-called “Fast Scrambling Conjecture” parallel to the approach developed in [3]. In particular, $\Omega_A(\rho)$ mathematically formalizes the intuition obtained from thought experiments in black hole physics. In this field, a typical thought experiment consists in ‘throwing in’ a small subsystem $A$, which qualifies as a perturbation of the black hole state. The combined system is then left to relax in such a way that any information contained in the small initial subsystem is mixed throughout the large set of internal degrees of freedom of the black hole and radiation, so that this information becomes only accessible through fine-grained measurements of the final black hole state. We will show how this information mixing throughout the whole quantum state is followed by $\Omega_A(\rho)$.

II. THE CODIFICATION VOLUME OF AN OPERATOR ALGEBRA

In this section, we introduce the concept of Codification Volume, which stands as the core focus of the article.

Consider a many-body system with a Hilbert space having a tensor-product structure of $n$ single-particle Hilbert spaces

$$\mathcal{H} = \otimes_i \mathcal{H}_i \quad i = 1, \ldots, n.$$  \hspace{1cm} (4)

A $m$-body subsystem $A$ can be obtained by selecting only $m$ single-particle Hilbert spaces, giving a reduced Hilbert space for $A$ of the form:

$$\mathcal{H}_A = \otimes_i \mathcal{H}_i \quad \{l\} \subset \{i\} .$$  \hspace{1cm} (5)

If the single-particle Hilbert space has dimension $d$, then $\dim \mathcal{H} = d^n$ and $\dim \mathcal{H}_A = d^m$.

Equivalently, we can define a subsystem in terms of operator algebras. The operator algebra $A_A$ acting on $\mathcal{H}$ can be constructed as:

$$A_A = \otimes_i A_i \quad i = 1, \ldots, n ,$$  \hspace{1cm} (6)

where $A_i$ is the “single particle” operator algebra. In this terms, the operator algebra $A \in A_A$ characterizing the possible measurements performed in subsystem $A$ is of the form

$$A = \mathbb{I} \otimes \cdots \mathbb{I} \otimes A_1 \otimes \cdots \otimes A_l$$

$$\otimes \cdots \otimes \mathbb{I}.$$

If the dimension of the single particle operator algebra is $d$, the dimension of $A$ is $d^m$.

Defining a subsystem in terms of corresponding operator algebras is a more general procedure and can also be applied for systems without a Hilbert space of the form (4), a program explored in [30, 31]. In this article, the computations and definitions are restricted to these factorizable cases, but the quantity defined below might be extended to other type of operator algebras by using the framework of [30, 31].

We are interested in the question of whether the information associated to $A$, defining a subsystem $A$, can be “localized” in a different $B$, defining a subsystem $B$. Even if the subsystem $A$ is entangled with the rest, one might expect that in many cases most of its information is distributed in a certain subsystem $B$, associated to an algebra $B$. So, fixing an accuracy $\epsilon$, one can ask if it is possible to find a minimum size $B$ where all the information of $A$ is localized on. In order to formulate this question quantitatively, we introduce hereafter a quantity $\Omega_A^B(\rho)$, called the *Codification Volume* of an operator algebra $A$.

Consider two operator algebras $A$ and $B$, defining two subsystems $A$ and $B$. In this article, we will consider $A$ and $B$ with associated disjoint subsystems of a factorizable Hilbert space, where disjoint means that $A$ and $B$ are composed by different single particle factors of (4), as pictorially shown in Fig. 1. We want to measure the total correlation between the two of them. This translates into finding the distance of the associated reduced density matrix $\rho_{AB}$ to a factorized state $\rho_A \otimes \rho_B$ 1. For

1 We want to emphasize that the reduced density matrix of an operator algebra is perfectly defined, and indeed it works nicely for cases in which the operator algebra does not define a partition of the Hilbert space [32, 33].
this task we use the quantum relative entropy $S(\rho\|\sigma)$, defined by

$$ S(\rho\|\sigma) = \text{Tr}\rho(\log \rho - \log \sigma) , $$

because it is a higher bound of all other possibilities. In our case, in which $A$ and $B$ are disjoint the relative entropy coincides with the Mutual Information (MI) $I(A,B)$

$$ S(\rho_{AB}\|\rho_A \otimes \rho_B) = S(\rho_A) + S(\rho_B) - S(\rho_{AB}) = I(A,B) . $$

The MI gives the total amount of correlations between two systems and it is a measure of how much we can learn about $A$ by studying $B$ and viceversa.

Now we define the Codification Volume of an operator algebra $\Omega_A(\rho)$, for a given accuracy $\epsilon$, as

$$ \Omega_A(\rho) = \log[\text{Min}(\text{dim} \mathcal{H}_B)], $$

where the minimum over all algebras $B$ or, equivalently over all subsystems $B$ of $A$ with associated dimensionality $\text{dim} \mathcal{H}_B$, is taken such that the following relation holds:

$$ I(A,B) - I(A) \leq \epsilon , $$

where $\hat{A}$ is the algebra complementary to $A$. When condition holds, we say that, up to $\epsilon$, all the information shared by $A$ might be found by looking only at $B$.

### A. Examples: local theories and random states

To better illustrate the meaning of the Codification Volume, we will analyze it for some simple cases. The easiest example is the factorized state in the local basis. For operators algebras of the type one obtains trivially $\Omega_A(\rho) = 0$. To recover the information about $A$ we do not need to study any other $B$.

A second trivial example is given by the state. For the algebra of the first spin we have $\Omega_1(\rho_1) = 1$, where $\rho_1 = |\psi\rangle\langle\psi|$ and $|\psi\rangle$ given by. In other words, the MI between spin 1 and other spins is already maximized when considering spin 2, i.e $I(1,2) = I_{\text{max}} = 2S(1) = 2\log 2$, and adding more spins do not increase the MI, $I(1,23\cdots) = I(1,2) = I(1,1)$. As a third case, let us consider local discrete theories with finite correlation length $\xi$. The vacuum states of these models can be efficiently approximated by projected entangled pairs (PEPS), so that each degree of freedom is just entangled with its nearest neighbors. Considering $A$ as the algebra of one single site, we expect $\Omega_A(\text{vacuum}) = k$, $k$ being the number of nearest neighbors. More generically, we expect $\Omega_A(\text{vacuum}) = \mathcal{O}(1)$ in the thermodynamic limit to be a characteristic feature of local theories. Notice that quantum systems defined on expander graphs seem no different in this regard to other local theories. We will continue to study these cases in future works.

Notice that $\Omega_A(\text{vacuum})$ might be understood as a definition of a correlation length in quantum information terms. Therefore, it would be interesting to compute $\Omega_A(\text{vacuum})$ for critical theories, using the framework of

The last case we will consider is a random state over the Haar ensemble. We intend to compute the average value of $\Omega_A(\rho)$ over the full Hilbert space, with all states $\rho$ having equal weight. Let us consider the Hilbert space $\mathcal{H}$, given by (1) with $n$ two-dimensional systems (qubits), i.e with dim $\mathcal{H} = 2^n$. The average EE for a subsystem $A$ composed of $a$ qubits, with a reduced Hilbert space $\mathcal{H}_A$ and a dimension dim $\mathcal{H}_A = 2^a \leq 2^n/2$, associated to an algebra $A$, is given by

$$ S_{a,n} = \sum_{i=0}^{2^n} \frac{1}{i} - \frac{2^n - 1}{2^{n-a} + 1} , $$

with $i_0 = 2^{n-a} + 1$. Notice that here, contrary to the original reference, we prefer to work with the number of qubits $a$ and $n$, instead of the dimensions of the Hilbert spaces. The sum in (12) can be written as:

$$ \sum_{i=0}^{2^n} \frac{1}{i} = \sum_{i=1}^{2^n} \frac{1}{i} - \sum_{i=0}^{2^n-a-1} \frac{1}{i} = H_{2^n} - H_{2^n-a} , $$

where $H_p = \log p + \gamma + \frac{1}{2p}$ is the so-called Harmonic number, and $\gamma \simeq 0.577$ is the Euler-Mascheroni constant. As a result, using formula (12), we can compute the average MI over the Hilbert space. Considering $B$ with dim $\mathcal{H}_B = 2^b$, the structure of the average $I(A,B)$ over $\mathcal{H}$ is summarized in Fig (2).

Specifically, for $b < \frac{a}{2}$ and $a + b < \frac{n}{2}$ we have:

$$ I(A,B) \simeq \frac{2^{a+b} - 2^{a-b}}{2^{n-a-b+1}} . $$

It is interesting to note that when $b = \frac{a}{2} - a - c$, we have $I(a, \frac{a}{2} - a) \simeq 2^{-2c}(1 - 2^{-2a})$. This observation, together with the known bounds relating quantum relative entropy (the MI in this case) and the trace-1 norm of [52], [53], is conceptually similar to the result described in Ref [54], which deals with the factorization properties of quantum states after random unitary evolution.

In the region with $b < \frac{a}{2}$ and $a + b > \frac{n}{2}$, one has

$$ I(A,B) \simeq (2(a+b) - n) \log 2 - \frac{2^{2b+a} - 2^{2a-b}}{2^{n+a+b+1}} . $$

We conclude that in both previous regimes the MI is smaller than $I(A,B) = 2a \log 2$ and keeps growing substantially as we increase $b$. Finally, when $b > \frac{a}{2}$ we...
FIG. 2: The average Mutual Information between different subsets of the Hilbert space is exponentially suppressed until \( b + 2a = \frac{2}{3} \). From that point it grows linearly until saturating to its maximum value, given by \( I(A, B) = 2a \). The continuous line corresponds to \( a_1/n = 1/9 \), while the dotted line corresponds to \( a_2/n = 2/9 \).

obtain

\[
I(A, B) \approx 2a \log 2 + \frac{2^{2n-a-b} - 2^{2n-a-b}}{2^{2n-a-b}}.
\] (16)

To apply the definition (11), we compute the difference between \( I(A, \tilde{A}) \) (formula (16) with \( b = n - a \)) and \( I(A, B) \)

\[
I(A, \tilde{A}) - I(A, B) \approx g(a)(2^{-2b+n} - 2^{-n+a})
\] (17)

where \( g(a) = \frac{2^a - 2^{-a}}{2^{a+1}} \approx O(1) \). Setting (17) equal to a finite \( \epsilon \), we obtain the value of \( b = b_\epsilon \) corresponding to the CV

\[
b_\epsilon = [\Omega_A^\epsilon(\rho)]_{\text{average}} \xrightarrow{n \to \infty} \frac{\log(g(a))}{2\log 2} + \frac{n}{2} \approx \frac{n}{2}.
\] (18)

III. THE IRREVERSIBLE GROWTH OF THE CODIFICATION VOLUME DURING THERMALIZATION: THEORETICAL EXPECTATIONS

Consider a quantum spin-\( \frac{1}{2} \) system in an initial state \(|\psi_{\text{in}}\rangle\) susceptible of thermalization.\(^2\) We expect that after some time \( t_{\text{scrambling}} \), the evolved state \(|\psi(t_{\text{scrambling}})\rangle = U(t)|\psi_{\text{in}}\rangle\) will have properties similar to those described for the average over the Hilbert space. This characteristic time scale was termed the scrambling time in [6]. Using the results gained in the previous section we then expect an irreversible growth of \( \Omega_A \), from \( O(1) \) at times \( t \sim O(1) \) to \( O(n) \) at times \( t_{\text{scrambling}} \). The characteristic time scale for the stabilization of the growth provides an operative definition of \( t_{\text{scrambling}} \). From this perspective, a thermal process progresses by codifying any initially localized information in bigger and bigger subsystems.

Here we will consider the subsystem \( A \) that corresponds to the single spin on site 1 and study the evolution of \( \Omega_A(\rho(t)) \) when starting from two different initial states. The first initial state is:

\[
|\psi_{\text{ai}}\rangle = |\uparrow\rangle_1 \otimes |\downarrow\rangle_2 \otimes |\uparrow\rangle \otimes \cdots |\downarrow\rangle_n.
\] (19)

The second initial state is a factorized product of all spins aligned in the positive \( y \) direction, called \( |Y_+\rangle \) in [36]:

\[
|\psi_{Y+}\rangle = \prod_{j=1}^{n} \left( \frac{1}{\sqrt{2}} (|\downarrow\rangle_j + i|\uparrow\rangle_j) \right).
\] (20)

In the next section, we use a Hamiltonian which will drive the previous initial states to a stationary regime with a structure of MI akin to that of the random state, see Fig 2 and Fig 7.

The specific form of \( \Omega_1^A(|\psi(t)\rangle) \) as a function of \( t \) and \( n \) is directly related to the interaction structure of the theory. In particular, Lieb-Robinson’s causality bounds are expected to limit the allowed growth. Let us consider a Hilbert space of \( n \) quantum spins \( \mathcal{H} = \mathcal{H}_j \otimes \cdots \otimes \mathcal{H}_j \). To find \( \Omega_1^A(|\psi(t)\rangle) \), we will compute

\[
I(1, 2)(t), \quad I(1, 3)(t), \quad \cdots, \quad I(1, 23 \cdots n)(t),
\] (21)

where \( I(1, 23 \cdots k)(t) \) is the MI between the subsystem associated with spin 1 and the subsystem associated with spins \( i \cdots k \). Due to strong subadditivity, notice that:

\[
I(1, 23 \cdots n)(t) = I(1, 1) = 2S_1(t) \geq I(1, i \cdots k)(t).
\] (22)

In addition, Lieb-Robinson bounds force information to propagate inside an effective light cone, up to exponentially suppressed corrections. For a sufficiently short amount of time, the information associated to the first spin is expected to have reached only the second spin. Therefore, considering more spins should not increase the MI, a statement which is expressed by the following equation:

\[
I(1, 2)(t) \approx I(1, 23)(t) \approx \cdots \approx I(1, 1)(t) = 2S_1(t) \quad (23)
\]

At some \( t_{1,2} \) the information passes to the third spin. This moment \( t_{1,2} \) is signalled by the decrease of

\(^2\) It is clear that not all the states in the Hilbert space will thermalize in physical systems, such as the cases of vacuum states and low lying excitations. This was studied for example in [36], where several initial states were found to evolve into different density matrices.
$I(1, 2)(t)$. By now the information should be found inside $I(1, 23)(t)$, and adding more spins should not increase the MI, again due to Lieb-Robinson bounds. This in turn means that $\Omega_1^A(|\psi(t_{1,2})\rangle) = 2$. The next characteristic time scale is $t_{1,23}$, in which $I(1, 23)(t)$ starts to decrease. By this time $\Omega_1^A(|\psi(t_{1,23})\rangle) = 3$. This process continues until saturation, in which $\Omega_1^A(|\psi(t_{\text{scrambling}})\rangle) \sim O(n)$.

The set of characteristic time scales $t_{i,j,k}$ is clearly related to the ability of the evolution to hide the information in bigger and bigger subsystems, by means of the structure of interactions.

In the next section, we give a numerical example to validate this expected behavior.

**IV. NUMERICAL STUDY OF THE GROWTH OF THE CODIFICATION VOLUME**

In this section we numerically study the unitary evolution driven by the following Hamiltonian:

$$H = -J \sum_{i=1}^{n-1} \sigma_i^z \sigma_{i+1}^z + \frac{J}{2} \sum_{i=1}^{n} (3\sigma_i^x - \sigma_i^z).$$

(24)

The Hamiltonian couplings are chosen so as to be far from integrability regions \cite{26}, and the number of spins considered is $n = 10$. We study the evolution of the two different states \cite{19} and \cite{20}. Despite the reduced size of the system, we already observe a relaxation process and the thermalization effects described in the previous sections.

The evolution of the MIs between the first site and different blocks of spins is shown in Figs. \ref{fig3} and \ref{fig4}. The structure reflects the theoretical considerations developed in the previous section. Not only does the information propagate to the right of the chain, but it also gets codified in bigger and bigger subsystems. This can be checked by computing $I(1, B)(t)$, which approaches monotonically its static value close to zero. Notice that there are slight changes in the relaxation velocity when considering different initial states.

The growth of $\Omega_1^A(\rho)$ as a function of time is depicted in Figs. \ref{fig3} and \ref{fig4} for a precision $\epsilon = 0.0001$. The linear growth suggests ballistic propagation of information in the system. Although diffusion is expected for energy equilibration, information stored in entanglement correlations might travel faster through the system, possibly due to decoherence type effects. However, the number of spins is too small to draw such conclusions, and an analysis with larger chains may show a different functional form.

The average values of the MI at equilibrium, together with the theoretical expectation found in Sec. \ref{sec:conclusions} are plotted in Fig. \ref{fig5}. The structure is the same in the three cases and the quantitative discrepancy is expected. For the theoretical case we are averaging over the full Hilbert space. For the numerical cases energy conservation restricts the average over the full Hilbert space to a microcanonical average. It would be interesting to develop an analogue of Page’s formula (12) for cases with this type of constrains. Nevertheless, it is interesting to note that the structure at stationarity is very similar for the two non-equilibrium processes, although the intersection of their respective ensembles of states is $\emptyset$, since the initial expectation value of the Hamiltonian is different for each state.

**V. CONCLUSIONS**

We have defined a new quantity entitled the Codification Volume of an operator algebra $\Omega_A^C(\rho)$. This quantity measures the size of the smallest subsystem needed to recover a specified amount of information about $A$.

By computing the average of $\Omega_A^C(\rho)$ over the Hilbert space, we discussed the use of this quantity in studying thermal processes. To compute this average of $\Omega_A^C(\rho)$, we used results from \cite{2,3}, where the average entanglement entropy of a given subsystem was found. The result is $[\Omega_A^C(\rho)]_{\text{average}} = \frac{n}{2}$ in the thermodynamic limit, $n$ be-
and the stabilization of $\Omega^A_1(\rho)$ gives a precise notion of the scrambling time $\mathcal{O}(1)$.

We checked these claims in a non-integrable spin chain. The numerical simulations confirm the theoretical expectations, including propagation bounds. We also compared the time average of the MI in the non-equilibrium processes with the ensemble average found analytically in Sec. II A, see Fig. 7. The three cases are qualitatively the same, proving ergodicity of MI in these systems. The quantitative discrepancy was argued to be due to the different ensembles associated to each case.

As a final remark, notice that the Codification Volume seems to grow linearly for the case we studied, due to ballistic propagation of information. The process is expected to saturate after a time of $\mathcal{O}(n)$, providing the scrambling time for this type of systems. This ballistic propagation of information is then expected for tree like spin systems too. Concerning information transmission, trees are basically half lines/chains with a drift force in the direction of propagation $[8, 38]$. However, for tree like structures this would imply an exponential growth of $\Omega^A_1(\rho)$ as a function of time, due to the exponential growth of sites as we move radially in a tree like structure. Should this claim be correct, then quantum systems on trees or expander graphs would furnish specific examples of fast scramblers, providing the stationary value to $\Omega^A_1(\rho)$ of $\mathcal{O}(\log n)$ in a time of $\mathcal{O}(\log n)$. Address this question will be a possible perspective for the future.
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