Machine Learning in an Elderly Man with Heart Failure
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Abstract: Machine learning is a branch of artificial intelligence and can be used to predict important outcomes in a wide variety of medical conditions. With the widespread use of electronic medical records, the vast amount of data required for this process is now readily available. The following case demonstrates the application of machine learning to an elderly man with heart failure. The algorithms used, namely, decision tree and random forest, both correctly differentiated heart failure with preserved ejection fraction from heart failure with reduced ejection fraction. This has important treatment and prognostic ramifications and can be completed at the point of care while awaiting confirmation via echocardiogram. Viewing the machine learning process through a patient-centered lens, as in this case, highlights the key role we as physicians have in the implementation and supervision of machine learning.
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Introduction

Machine learning (ML) uses large data sets and algorithms to learn as well as predict outcomes without following explicit instructions. It is a branch of artificial intelligence (AI) and while mainstream now, it is not a new concept. The idea of AI was first introduced over 70 years ago by Alan Turing who envisioned making machines that could pass his so-called imitation test and be viewed as intelligent.\(^1\) The digitization of electronic health records (EHRs) has provided the tremendous amount of data required for AI to learn. Already, ML has been used to detect skin cancers and lung nodules as well as predict important outcomes such as opioid misuse and emergency department visits.\(^2\)\(^-\)\(^5\) Physicians are uniquely situated to strengthen the performance of AI tools as we not only collect and interpret data across anatomy but also delivery systems, such as mental and public health.\(^6\)

Heart failure (HF) is a complex syndrome with multiple variables as well as processes at play and therefore lends itself well to the machine learning process. It is a common condition encountered in primary care with a lifetime risk of around 20%.\(^7\) Diagnosis requires clinical suspicion based on an extensive list of varied signs and symptoms that may include dyspnea, orthopena, paroxysmal nocturnal dyspnea, fatigue, cough, dependent edema, elevated jugular venous pressure, rales, wheezing and a third heart sound (S3), to name a few.\(^8\) Ancillary testing often includes chest radiography, an electrocardiogram, lab work, and brain natriuretic peptides (BNP). The gold standard for confirming the diagnosis of HF is echocardiography, which can assess systolic and diastolic ventricular function, chamber sizes, wall thickness, pericardial disease as well as valvular function.\(^8\)
HF can be further subdivided into HF with preserved ejection fraction (HFrEF) and HF with reduced ejection fraction (HFpEF). The former is defined as an ejection fraction (EF) <40% with signs and symptoms of HF. The diagnostic criteria for HFpEF vary with no clear consensus or single guideline. It is typically defined as an EF >50% with signs and symptoms of HF as well as other criteria. The H2PFEF score can be used to estimate the probability of HFpEF versus noncardiac causes of symptoms. While there has been no independent external validation of this rule, it does provide some insight into the risk factors for HFpEF. Its variables are composed of heavy: body mass index >30 kg/m2 (2 points), hypertensive: hypertensive and treated with two or more antihypertensives (1 point), atrial fibrillation: paroxysmal or persistent (3 points), pulmonary hypertension: pulmonary artery systolic pressure >35 mmHg using Doppler echocardiography (1 point), elder: age >60 (1 point), and filling pressure: Doppler echocardiographic E/e’ >9 (1 point). The score is the sum of points with 0–1 signifying a low probability of HFpEF, ≥2 an intermediate probability, and 6–9 a high probability. A limitation of this score is the requirement for parameters measured by echocardiography.

The distinction between HFrEF and HFpEF is particularly relevant in the clinical setting as it has important prognostic as well as treatment ramifications. The baseline treatment for all patients with symptomatic HFrEF consists of triple therapy, which is comprised of a beta-blocker, an angiotensin converting enzyme (ACE) inhibitor, and a mineralocorticoid receptor antagonist (MRA). While these medications have proven benefit in the treatment of HFrEF, beta-blockers and ACE inhibitors are not recommended in HFpEF barring alternative indications and MRAs should be avoided due to concerns regarding adverse effects. Differentiating between HFrEF and HFpEF requires an echocardiogram, which is often not available at the time of diagnosis and treatment decisions may need to be made prior to obtaining this data. The following case exemplifies the application of ML, namely the decision tree and random forest algorithms, in an elderly man with chronic heart failure. The goal is to determine if it can discriminate between HFrEF and HFpEF based on risk factors and common laboratory tests to better guide treatment as well as discussion with the patient while awaiting confirmation via echocardiography.

Case Description
In early March 2020, an 85-year-old male presented to clinic for follow-up after being diagnosed with congestive heart failure in the emergency department one month prior. His presenting symptoms at that time were shortness of breath on exertion as well as orthopnea. Electrocardiogram demonstrated sinus rhythm with first degree AV block as well as a left bundle branch block (LBBB) that had been documented previously in 2017. The chest x-ray showed mild pulmonary edema as interpreted by the emergency room physician. BNP levels are not available in the region where this patient resides. Medications started in the emergency department included furosemide 20 mg daily as well as ramipril 2.5 mg daily. The patient stated he felt much better and only experienced mild dyspnea with prolonged exertion. Physical exam was unremarkable and vital signs were within normal limits. The patient has a history of benign prostatic hyperplasia and gastroesophageal reflux for which he takes dutasteride 0.5 mg daily, tamsulosin 0.8 mg daily, and rabeprazole 20 mg daily. There is no other past medical history, specifically no diabetes, hypertension, dyslipidemia, kidney disease, sleep apnea or anemia. He quit smoking over 50 years ago and his body mass index is normal. Laboratory investigations immediately prior to starting furosemide and ramipril showed a serum creatinine of 105 µmol/L, sodium of 139 mmol/L, potassium of 4.9 mmol/L, hemoglobin of 140 g/L, and platelets of 212 x 109/L. An echocardiogram had been arranged but would not be completed for several months, possibly longer due to the pandemic restrictions in place. The patient wondered whether he needed to continue the ACE inhibitor and questioned if there were any other medications that would be helpful for his condition.

As the patient had no other medical co-morbidities, determining whether this was HFpEF or HFrEF had important implications regarding whether the patient should remain on an ACE inhibitor or if a beta-blocker and MRA would be of benefit. While awaiting the results of the echocardiogram, ML was implemented in the hopes of determining this distinction at the point of care.

The algorithm returned a diagnosis of HFrEF. This result was not entirely unanticipated as a lean male without hypertension or atrial fibrillation is not a classical HFpEF patient. A LBBB is also associated with a decreased ejection fraction, often in the absence of obvious cardiovascular disease. While a certain degree of confidence could be placed on this result, it was decided...
further treatment would await the echocardiogram. He remained stable on these medications with no further exacerbations of his HF. The echocardiogram completed 3 months later demonstrated decreased systolic function with an ejection fraction of 26%. He was subsequently started on metoprolol as well as spironolactone and is currently awaiting cardiac catheterization.

Discussion
ML can primarily be categorized into two fields, supervised learning and unsupervised learning. In supervised learning, the data is first divided into a training and test dataset with the former being used to train the underlying algorithm. The test dataset is then fed into the trained algorithm with the goal of predicting an outcome. In contrast, the objective of unsupervised learning is not to make any predictions but to find patterns or groupings within a dataset. As the aim for this case is to predict an outcome, namely HFrEF or HFpEF, a supervised algorithm was chosen.

There are innumerable variations of supervised ML algorithms, all with certain advantages and disadvantages. Logistic regression is a well-known method based on ordinary regression but can only be used to predict the probability of an outcome and not the outcome itself. Neural networks are inspired by the human brain and consist of a predetermined number of interconnected nodes. These algorithms contain hidden layers and can grow to be complex making them difficult to follow as well as refine. The most common and straightforward of the supervised algorithms is decision trees. Decision tree learning builds trees top-down based on a set of hierarchical rules to make predictions for instances. The nature of decision trees makes them easy to understand as well as refine if necessary and was therefore the method used for this case. All algorithms were written and executed in Google Colab.

Before making predictions, the first step in the ML process is training the model. In this instance, it involved using a public dataset that is freely available at multiple online repositories and incorporated 299 heart failure patients whose ejection fractions were recorded. The included attributes were whether the patient smokes, has diabetes, hypertension and/or anemia, their age as well as serum platelets, sodium and creatinine. One attribute available in the dataset, namely creatinine kinase, was not included as the assays for measuring this variable differed. Fifteen percent of the data were then randomly chosen to be a test set and removed. The remaining data were used to train the model. The total computational time from data import to model training took 7.1 seconds. The test dataset was subsequently used to determine the accuracy of the model, which was calculated as 60%. It is important to note that this is the theoretical accuracy as it applies to the model’s ability to predict itself. The model required the patient’s corresponding information prior to making any predictions regarding his diagnosis. The algorithm was asked to make a prediction of whether the patient had HFpEF or HFrEF based on a cutoff of 40%, as this had the most important implications in terms of treatment. The ML process correctly identified the patient as having HFrEF. Total computational time for this prediction was 0.01 seconds.

The corresponding decision tree provides a visual representation of the ML process for this case (Figure 1). Each box is termed a leaf or node. The root node is the most superior leaf, which contains all the training data to grow the tree. The tree grows downward by dividing the data at each level until it ends at a terminal node. By default, the number of terminal nodes are typically determined by the algorithm. This usually results in a high number of terminal nodes and a complex tree that is difficult to follow. This may also result in overfitting of the data to the training set, rendering the model useless for real world predictions. For ease of illustration and to reduce complexity, ten terminal nodes were used. Increasing this number had no effect on the outcome or accuracy of the model. Unexpectedly, the decision tree used serum creatinine as the primary rule for differentiating HFrEF from HFpEF. Factors, such as smoking status, age, hypertension and anemia were not included. Physicians understand all too well the importance of these issues in the treatment as well as the prevention of HF. This may have been lost on a software programmer and further exemplifies the partnership we as health care providers need to have in the development and implementation of machine learning in medicine.

The result seemed suspect given the heavy reliance on creatinine and therefore required further testing to ensure accuracy. The random forest algorithm is a branch of decision tree ML that combines multiple decision trees using different attributes to predict an outcome. The default number of trees is one hundred but can be adjusted prior to algorithm implementation. For ease of illustration and to reduce complexity, ten trees were used in conjunction with ten terminal nodes so that each could be directly compared with the
decision tree ML approach. Increasing either of these numbers had no effect on the outcome or accuracy of the model. Each tree places a different amount of emphasis on specific features and can be visualized separately (Figure 2). In contrast to the decision tree ML approach, this particular tree utilized age as the primary rule for differentiating HFrEF from HfPEF and is applied in conjunction with other trees to make a final prediction. Accuracy for this

---

**Figure 1** Decision tree for an 85-year-old male with heart failure. Value corresponds to the number of samples in each node that belong to HFrEF and HfPEF, respectively. Gini is a measure of the impurity at each node and parallels the disparity of the values at each location. Diabetes is a Boolean value where 0 is false and 1 is true.

**Figure 2** Single arbitrarily chosen decision tree from the random forest approach for an 85-year-old male with heart failure. Value corresponds to the number of samples in each node that belong to HFrEF and HfPEF, respectively. Gini is a measure of the impurity at each node and parallels the disparity of the values at each location. Anemia and hypertension are Boolean values where 0 is false and 1 is true.
method using the same training and test datasets increased to 73% with a computational time of 0.21 seconds. This approach again correctly identified the diagnosis of HFrEF, albeit placing more emphasis on the factors left out in the decision tree process (Figure 3). Specifically, the random forest approach placed particular significance on age, which is relevant in this case. The agreement between these two methods increased confidence in the result, suggesting ML can correctly differentiate between HFrEF and HFpEF in a clinical setting.

Conclusion
ML can effectively be used at the point of care to further quantify and make treatment decisions in patients suspected of having HF. EMRs can offer the massive data required to apply ML to a wide range of medical conditions. Physicians provide patient centered care using an extensive as well as varied knowledge base and are uniquely positioned to be an integral part of the ML revolution in medicine.
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