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1. Introduction

Efficient estimation has been attracting significant attention in parametric quantile regression (QR) models for longitudinal data; see [9, 6, 19, 5, 11, 20, 14, 3]. However, this has not been investigated in semiparametric or nonparametric QR models. In response to this gap in literature, this paper thoroughly investigates estimation efficiency in the partially linear quantile regression model; for \( \tau \in (0, 1) \), the \( \tau \)th conditional quantile of the \( j \)th response from subject \( i \) measured at time \( t_{ij} \), denoted by \( Y_i(t_{ij}) \), is formulated as

\[
Q_\tau \{ Y_i(t_{ij}) \mid X_i(t_{ij}), Z_i(t_{ij}) \} = Z_i(t_{ij})^T \beta_\tau(t_{ij}) + X_i(t_{ij})^T \alpha_\tau \tag{1.1}
\]

for \( i = 1, \ldots, n \) and \( j = 1, \ldots, m_i \), where \( m_1, \ldots, m_n \) are the number of measurements taken from \( n \) subjects and \( Z_i(t_{ij}) = \{ Z_{i1}(t_{ij}), \ldots, Z_{iq}(t_{ij}) \}^T \) and \( X_i(t_{ij}) = \{ X_{i1}(t_{ij}), \ldots, X_{ip}(t_{ij}) \}^T \) are a \( q \)-dimensional and \( p \)-dimensional covariate vector, respectively. We remark that model (1.1) allows us to explore efficient estimation in various quantile regression frameworks, such as the parametric QR model including only \( X_i(t_{ij})^T \alpha_\tau \) and the time-varying coefficient QR model including only \( Z_i(t_{ij})^T \beta_\tau(t_{ij}) \). To fit the partially linear QR model for longitudinal data, [21] considers B-spline basis functions, yet it does not achieve estimation efficiency due to ignoring the within-subject correlation commonly existing in longitudinal studies.

This paper extends the empirical likelihood based weighted QR approach [19] to the partial linear QR framework. We develop a weighted marginal QR and a weighted local linear QR for estimation of time-varying parameters \( \beta_\tau(t) \) and time-invariant parameters \( \alpha_\tau \), respectively. Two types of weights are considered from the empirical likelihood: the global weight using correlations of all observations and the local weight using correlations of observations in the neighborhood of the time point of interest. For comparison purposes, we also consider the equal weight where the within-subject correlation is completely ignored in estimation. We have investigated the impact of the choice of weights and have obtained very interesting results that oppose to one’s intuition in accommodating the local weight and global weight for efficient estimation of \( \beta_\tau(t) \) and \( \alpha_\tau \), respectively. According to our theoretical results, the estimator of \( \alpha_\tau \) obtained based on the aforementioned intuition is not always more efficient than that obtained by completely ignoring the within-subject correlation.

The key finding in our asymptotic analyses is as follows. Asymptotic estimation efficiency of \( \alpha_\tau \) can be gained when the global weight is used in the weighted...
marginal QR for estimation of $\alpha_\tau$. On the other hand, estimation efficiency of $\beta_\tau(t)$ is not asymptotically affected by the choice of the weights in the sense that the limiting variances of the estimator of $\beta_\tau(t)$ are identical with the three weights considered. One may conclude from the foregoing result that the choice of weights in estimation of $\beta_\tau(t)$ is not crucial. However, it has a significant effect on the asymptotic estimation efficiency of $\alpha_\tau$, since a loss of estimation efficiency of $\alpha_\tau$ has been found from the discordance between the weights used for estimation of $\beta_\tau(t)$ and $\alpha_\tau$. In summary, the global weight should be used in both estimation of $\beta_\tau(t)$ and $\alpha_\tau$ to achieve estimation efficiency of $\alpha_\tau$; the amount of estimation efficiency for $\alpha_\tau$ gained from the proposed approach corresponds to that obtained in [19] under the parametric QR model.

For statistical inference on $\beta_\tau(t)$ and $\alpha_\tau$, we implement the random perturbation approach [8]. This does not require estimation of the complicated limiting variance of the estimators. Through extensive simulation studies, the proposed inference approach accomplishes good empirical coverage probabilities very close to the nominal level in all cases under consideration. In addition, the simulation results confirm that estimation efficiency of $\alpha_\tau$ can be achieved when the global weight is used for both estimation of $\beta_\tau(t)$ and $\alpha_\tau$.

This article is organized as follows. In Section 2, we introduce how to obtain empirical likelihood weights and propose the weighted QR approach in the partially linear QR model. In Section 3, we investigate asymptotic properties of the estimators of $\beta_\tau(t)$ and $\alpha_\tau$ under various combinations of weights and propose the best strategy that leads to estimation efficiency of $\alpha_\tau$ asymptotically. Section 4 presents a two-step procedure to implement the proposed approach and a cross-validation approach to choose the optimal bandwidth. In Section 5, we assess the finite sample performance of the proposed approach through simulation studies and apply this to the analysis of real-life data. Regularity conditions and proofs of theoretical results are provided in the Appendix.
procedure ignores the within-subject correlation and therefore can cause a loss of estimation efficiency.

In order to account for the within-subject correlation, [19] proposed a weighted QR with subject-specific weights obtained from the empirical likelihood in the parametric mean regression model. Since these weights contain auxiliary information with regards to the within-subject correlation, estimation efficiency of regression quantiles is improved. Here, we adopt auxiliary information from the partial linear mean regression model. This is the counterpart of (1.1), $Y_{ij} = Z_{ij}^T \delta(t_{ij}) + X_{ij}^T \gamma + \epsilon_{ij}$, where $\gamma$ is a $p$-dimensional vector of time-invariant parameters, $\delta(\cdot)$ is a $q$-dimensional vector of time-varying functions, and the error $\epsilon_{ij}$ satisfies the conditional variance $\sigma^2(U_{ij}) = E(\epsilon_{ij}^2|U_{ij})$ and the conditional mean $E(\epsilon_{ij}|U_{ij}) = 0$.

For efficient estimation of $\gamma$ and $\delta(t_{ij})$, [13] developed kernel estimating equations and profile estimating equations involving a working correlation matrix of the repeated measures, denoted by $R$. Following the matrix expansion idea of quadratic inference [17], i.e., $R^{-1} = \sum_{0}^{a} b_{\ell} B_{\ell}$ where $B_{i1}, \ldots, B_{is}$ are known basis matrices and $b_1, \ldots, b_s$ are unknown coefficients, we extend the $i$th component in kernel estimating equations as $g_i(\delta(t|\gamma)) = (g_{i1}(\delta(t|\gamma)), \ldots, g_{is}(\delta(t|\gamma)))^T$.

\[
\begin{pmatrix}
\frac{Z_i K_i(t)^{1/2} V_i^{-1/2} B_{i1} V_i^{-1/2} (Y_i'' - Z_i^T \delta(t|\gamma))}{(X_i + Z_i^T \frac{\partial \delta}{\partial \gamma} V_i^{-1/2} B_{i1} V_i^{-1/2} (Y_i'' - X_i^T \gamma))} \\
\vdots \\
\frac{Z_i K_i(t)^{1/2} V_i^{-1/2} B_{is} V_i^{-1/2} (Y_i'' - Z_i^T \delta(t|\gamma))}{(X_i + Z_i^T \frac{\partial \delta}{\partial \gamma} V_i^{-1/2} B_{is} V_i^{-1/2} (Y_i'' - X_i^T \gamma))}
\end{pmatrix}
\]  

(2.3)

and the $i$th one in profile estimating equations as

\[
h_i(\gamma) = 
\begin{pmatrix}
(X_i + Z_i^T \frac{\partial \delta}{\partial \gamma} V_i^{-1/2} B_{i1} V_i^{-1/2} (Y_i'' - X_i^T \gamma)) \\
\vdots \\
(X_i + Z_i^T \frac{\partial \delta}{\partial \gamma} V_i^{-1/2} B_{is} V_i^{-1/2} (Y_i'' - X_i^T \gamma))
\end{pmatrix} = 
\begin{pmatrix}
h_{i1}(\gamma) \\
\vdots \\
h_{is}(\gamma)
\end{pmatrix},
\]

(2.4)

where $Y_i'' = Y_i - X_i^T \gamma$, $Y_i'' = Y_i - Z_i^T \delta_i$, $Y_i = (Y_{i1}, \ldots, Y_{im_1})^T$, $Z_i = (Z_{i1}, \ldots, Z_{im_1})$, $X_i = (X_{i1}, \ldots, X_{im_1})$, $\delta_i = \{\delta(t_{i1}|\gamma), \ldots, \delta(t_{im_1}|\gamma)\}^T$, $K_i(t) = \text{diag}[K\{t_{i1} - t\}/h_1, \ldots, K\{t_{im_1} - t\}/h_1]$, and $V_i = \text{diag}[\sigma^2(U_{i1}), \ldots, \sigma^2(U_{im_1})]$. In what follows, we omit conditioning $\gamma$ in $\delta(t|\gamma)$, denoted by $\delta(t)$, if no confusion arises. See Remark 2.1 below for discussion about the choice of basis matrices.

To secure auxiliary information with regards to the within-subject correlation, two types of subject-specific weights can be provided as $L(\delta(t)) =
\max \left\{ \prod_{i=1}^{n} w_i(\delta(t)) \sum_{i=1}^{n} w_i(\delta(t)) g_i(\delta(t)) = 0, \sum_{i=1}^{n} w_i(\delta(t)) = 1, 0 \leq w_i(\delta(t)) \right\},
\]

(2.5)

and

\[
L(\gamma) = \max \left\{ \prod_{i=1}^{n} w_i(\gamma) \sum_{i=1}^{n} w_i(\gamma) h_i(\gamma) = 0, \sum_{i=1}^{n} w_i(\gamma) = 1, 0 \leq w_i(\gamma) \right\}.
\]

(2.6)
Since $L\{\delta(t)\}$ and $L(\gamma)$ consider observations in the neighborhood of the time point of interest and all observations, respectively, their corresponding weights, $w_i\{\delta(t)\}$ and $w_i(\gamma)$, are called the local weight and global weight. Following [16], the optimal local weight is given $w_i\{\hat{\delta}(t)\} = n^{-1}[1 + g_i\{\hat{\delta}(t)\}]^{T} \lambda_{\hat{\delta}(t)}^{-1}$, where $
abla\{\hat{\delta}(t)\} = \arg\max x_{\hat{\delta}(t)} L\{\delta(t)\}$ and $\lambda_{\hat{\delta}(t)}$ satisfies $n^{-1}\sum_{i=1}^{n} g_i\{\hat{\delta}(t)\}[1 + g_i\{\hat{\delta}(t)\}]^{T} \times \lambda_{\hat{\delta}(t)}^{-1} = 0$. Similarly, the optimal global weight is $w_i(\hat{\gamma}) = n^{-1}(1 + h_i(\hat{\gamma}))^{T} \lambda_{\hat{\gamma}}^{-1}$ with $\hat{\gamma} = \arg\max x_{\hat{\gamma}} L(\gamma)$ and $\lambda_{\hat{\gamma}}$ holding $n^{-1}\sum_{i=1}^{n} h_i(\hat{\gamma})[1 + h_i(\hat{\gamma})^{T} \lambda_{\hat{\gamma}}]^{-1} = 0$.

To incorporate the auxiliary information for estimation of regression quantiles in the partial linear QR model (1.1), we propose weighted quantile regressions for estimation of $\beta_r(t)$ and $\alpha_r$. With a given $\alpha_r$, the weighted local QR is formulated to estimate $\beta_r(t)$ as $\{\tilde{\beta}_r(t|\alpha_r), \hat{\beta}^*_r(t|\alpha_r)\} = \arg\min_{\beta, \hat{\beta}^*} \sum_{i=1}^{n} w_i^n \sum_{j=1}^{m_i} \rho_r[Y_{ij} - Z_{ij}^T \{\beta + \beta^*(t_{ij} - t)\}] K \left( \frac{t_{ij} - t}{h} \right)$,  

\begin{equation}
(2.7)
\end{equation}

where $Y_{ij}^* = Y_{ij} - X_{ij}^T \alpha_r$ and $w_i^n$ are weights used for time-varying coefficient estimation. Here, the superscript $n$ in $w_i^n$ stands for nonparametric estimation. Given $\hat{\beta}_r(t|\alpha_r)$ from (2.7), an estimator of $\alpha_r$ is obtained by minimizing the weighted marginal QR as

$$
\hat{\alpha}_r = \arg\min_{\alpha} \sum_{i=1}^{n} w_i^p \sum_{j=1}^{m_i} \rho_r \left( Y_{ij}^{\#} - X_{ij}^T \alpha \right),
$$

\begin{equation}
(2.8)
\end{equation}

where $Y_{ij}^{\#} = Y_{ij} - Z_{ij}^T \hat{\beta}_r(t_{ij})$, $w_i^p$ are weights used for time-invariant coefficient estimation, and the superscript $p$ in $w_i^p$ stands for parametric estimation.

The performance of our estimation method relies on the choice of two weights, $w_i^n$ and $w_i^p$, that plays an important role to achieve estimation efficiency. With the local weight $w_i\{\hat{\delta}(t)\}$ and global weight $w_i(\hat{\gamma})$, four combinations for $(w_i^n, w_i^p)$ can be considered as $(w_i(\hat{\gamma}), w_i(\hat{\gamma}))$, $(w_i\{\hat{\delta}(t)\}, w_i\{\hat{\delta}(t)\})$, $(w_i(\hat{\gamma}), w_i\{\hat{\delta}(t)\})$, and $(w_i\{\hat{\delta}(t)\}, w_i(\hat{\gamma}))$. Intuitively, the last one would be a natural choice because they are obtained from the empirical likelihood for their counterpart in the mean regression model. We note that $w_i^n = w_i^p = 1/n$ is the case, where the within-subject correlation is completely ignored, corresponding to (2.1) and (2.2).

**Remark 2.1.** Basis matrices $B_{i1}, \ldots, B_{is}$ are determined by the type of working correlation structure. For example, if $R_i$ is assumed a first-order autoregressive model denoted by AR(1), then $R_i^{-1}$ is decomposed as $R_i^{-1} = b_1 B_{i1} + b_2 B_{i2} + b_3 B_{i3}$, where $B_{i1}$ is the identity matrix, $B_{i2}$ is a symmetric matrix with 1 on the sub-diagonal entries and 0 elsewhere, and $B_{i3}$ is a symmetric matrix with 1 in elements (1, 1) and $(m_i, m_i)$ and 0 elsewhere. If $R_i$ corresponds to a compound symmetry structure, two basis matrices $B_{i1}$ and $B_{i2}$ are required, where $B_{i1}$ is an identity matrix and $B_{i2}$ is a symmetric matrix with 0 on the diagonal and 1 elsewhere. See [17] for more details.
3. Theoretical studies

In this section, we investigate the impact of auxiliary information on asymptotic properties of $\hat{\beta}_\tau(t|\alpha_\tau)$ and $\hat{\alpha}_\tau$ based on three weights: global weight $w_i(\hat{\tau})$, local weight $w_i\{\hat{\delta}(t)\}$, and equal weight across subjects $w_i^e = 1/n.

3.1. Asymptotic properties of $\hat{\beta}_\tau(t|\alpha_\tau)$

We assume that $U_i(t) = \{t, Z_i(t), X_i(t)\}$ are independent realizations of the process $U(t) = \{t, Z(t), X(t)\}$ and $t_{ij}$ are independent and identically distributed with a probability density function $p_T(\cdot)$. Let $\xi_{ij}(\tau) = Y_{ij} - Q_\tau(Y_{ij}|X_{ij}, Z_{ij})$ and denote $f_{\xi}(\cdot|U_{ij})$ and $F_{\xi}(\cdot|U_{ij})$ by the conditional density and distribution functions of $\xi_{ij}(\tau)$ given $U_{ij}$, respectively. For simplicity of theoretical derivation, we let $m_i = m$ for all subjects, yet the theorems derived in this paper can be proved with different $m_i < \infty$ in a straightforward manner. Accordingly, we let $N = nm$, simplify $R_i^{-1}$ as $R_i^{-1} = R^{-1} = \sum_{i=1}^n b_i B_i$, where $B_i = B_{M_i} = \cdots = B_{nM}$, and denote the $(i,j)$th component of the $\ell$th basis matrix $B_i$ by $b_{ij}^{(\ell)}$. We define $\Omega(t) = \{\Gamma^T(t)\Sigma^{-1}(t)\Gamma(t)\}^{-1}$, $\Sigma(t) = B_1 \otimes \Sigma_\tau(t)$, $\Gamma(t) = B_2 \otimes \Sigma_\tau(t)$, where $B_1$ is a $q$ by $q$ symmetric matrix with $\sum_{j=1}^m b_{ij}^e b_{jj}^e$ in the element $(i, \ell')$, $B_2$ is a $q$-dimensional vector with $\sum_{j=1}^m b_{ij}^e$ in the $\ell$th element, $\Sigma_\tau(t) = E[Z(t)Z(t)^T/\sigma^2\{U(t)\}]$, and $\otimes$ is the Kronecker product. We further define $M = \Sigma(t)^{-1}\{I - \Gamma(t)\Omega(t)\Gamma^T(t)\Sigma^{-1}(t)\}$ with the identity matrix $I$, and $L = \Psi^{-1}(\tau_0) \{I - \Upsilon(\tau_0)\Xi(\tau_0)\Upsilon^T(\tau_0)\Psi^{-1}(\tau_0)\}$ with $\Psi(\tau_0) = E[h(\tau_0)h(\tau_0)^T]$, $\Upsilon(\tau_0) = E\{\partial h(\tau_0)/\partial \gamma\}$, and $\Xi(\tau_0) = \{\Upsilon^T(\tau_0)\Psi^{-1}(\tau_0)\Upsilon(\tau_0)\}^{-1}$, where $\gamma_0$ is the true value of $\gamma$.

**Theorem 1.** Let $\Sigma_fZ(t) = E[Z(t)Z(t)^Tf_{\xi}(\cdot|U(t))]$, $\mu_K = \int_R u^2 K(u)du$, and $\varphi_K = \int_R K^2(u)du$. If $\hat{\alpha}_\tau$ is $\sqrt{n}$ consistent, under conditions (A1)–(A5) and (B1)–(B3) in the Appendix, for $\tau \in (0, 1)$ and any interior point $t$ in the support of $p_T(\cdot)$, we have

$$\sqrt{n}h\left\{\hat{\beta}_\tau(t|\alpha_\tau) - \beta_\tau(t) - \frac{\beta_\tau''(t)\mu_K}{2}\right\} \xrightarrow{d} N\left(0, \frac{\varphi_K}{p_T(t)}\Sigma_fZ(t)S(t)\Sigma_fZ(t)^T\right). \tag{3.1}\$$

1. If the equal weight $w_i^e$ is used in (2.7) for estimation of $\beta_\tau(t)$, i.e., $w_i^e = w_i^e$, we have

$$S(t) = \tau(1 - \tau)\Sigma_Z(t), \tag{3.2}\$$

where $\Sigma_Z(t) = E\{Z(t)Z(t)^T\}$.

2. If the local weight $w_i\{\hat{\delta}(t)\}$ is used in (2.7) for estimation of $\beta_\tau(t)$, i.e., $w_i^e = w_i\{\hat{\delta}(t)\}$, we have

$$S(t) = \left\{\tau(1 - \tau)\Sigma_Z(t) - \Lambda_\tau(t)M\Lambda_\tau(t)\right\} = \tau(1 - \tau)\Sigma_Z(t), \tag{3.3}\$$
3. If the global weight \( w_i(\hat{\gamma}) \) is used in (2.7) for estimation of \( \beta_\tau(t) \), i.e., \( w^n_i = w_i(\hat{\gamma}) \), we have

\[
S(t) = \tau(1 - \tau)\Sigma_Z(t) - \frac{m_{hp}(t)}{\varphi_k} G(t)^T G(t) \rightarrow \tau(1 - \tau)\Sigma_Z(t), \quad (3.4)
\]

where \( G(t)^T = \{G_1(t)^T, \ldots, G_s(t)^T\}^T \) with \( G_i^T(t) = E[Z(t)E\{\tau - 1_{\xi < 0}\} / \sigma^2(U(t)) \]

Theorem 1 states that the asymptotic theory of \( \hat{\beta}_\tau(t|\hat{\alpha}_\tau) \) does not depend on \( \hat{\alpha}_\tau \), if \( \hat{\alpha}_\tau \) is \( \sqrt{n} \) consistent. Thus, in what follows we omit conditioning \( \alpha_\tau \) in \( \hat{\beta}_\tau(t|\alpha_\tau) \). More importantly, the variances of \( \hat{\beta}_\tau(t) \) under three different weights are asymptotically equal. The results also suggest that the auxiliary information through the empirical likelihood does not improve asymptotic estimation efficiency in the time-varying coefficient QR model, which is a simple case of model (1.1). The phenomenon that the additional term \( \Lambda_\tau(t)^T \Lambda_\tau(t) \) in (3.3) is zero can be explained as follows: as bandwidth \( h \rightarrow 0 \), at most one measurement per subject is ultimately used in the estimation of \( \beta_\tau(t) \) and hence, the working correlation structure does not make an impact on the asymptotic result. The use of the global weight also fails to yield an asymptotically more efficient estimator of \( \beta_\tau(t) \) than the one assuming the independent correlation structure. This is because the convergence rate of the additional term generated by the global weight in (3.4) is faster than that of the variance of \( \hat{\beta}_\tau(t) \).

### 3.2. Asymptotic properties of \( \hat{\alpha}_\tau \)

According to the asymptotic result as in Theorem 1, the choice of weights among the three considered weights seems to be trivial for estimation of \( \beta_\tau(t) \). However, in the semiparametric regression, the asymptotic results of the time-invariant coefficient estimator is often influenced by those of the time-varying coefficient estimator. For example, the invariant coefficient estimator is often biased in the semiparametric regression unless undersmoothing is used [13, 1]. Therefore, the choice of weights for estimation of \( \beta_\tau(t) \) may play an important role in the asymptotic properties of \( \hat{\alpha}_\tau \). As shown in [19], the natural choice of weights \( \hat{w}_i^n \) in (2.8) for estimation of \( \alpha_\tau \) is the global weight \( w_i(\hat{\gamma}) \). Thus, we first investigate asymptotic properties of \( \hat{\alpha}_\tau \) with \( \hat{w}_i^n = w_i(\hat{\gamma}) \) and discuss the impact of using other weights for estimation of \( \alpha_\tau \) later.

To appreciate how the choice of weights \( \hat{w}_i^n \) in (2.7) for estimation of \( \beta_\tau(t) \) influences estimation efficiency of \( \hat{\alpha}_\tau \), its estimator is denoted by \( \hat{\alpha}_\tau(w_i^n) \) in this section. We define \( \mathcal{U} = E(X_iC_iX_i^T) \), where \( C_i = \{C_{i,j,k}\}^p_{j,k=1} \) is the conditional correlation matrix for \( C_{i,j,k} = E(\tau - 1_{\xi_i < 0}, \tau - 1_{\xi_k < 0}|X_i) \), \( H_{ij} = D(t_{ij}) \Sigma_{fZ}^{-1}(t_{ij})Z_{ij} \), \( D(t) = E[f_{\xi}(0|U(t))X(t)Z(t)^T], \Sigma_{fZ} = \sum_{j=1}^m E\{f_{\xi}(0|U_{ij})X_{ij}X_{ij}^T\}, \mathcal{A} = \{A_1, \ldots, A_\ell\}, A_\ell = \sum_{j=1}^m E[(X_{ij} - H_{ij})\text{Cov}\{\tau - 1_{\xi_i < 0}, \ldots, \tau - 1_{\xi_{ij} < 0}\}] \).
Theorem 2. Assume that conditions (A1)–(A5) and (B1)–(B3) in the Appendix hold and the global weight \( w_i(\tilde{\gamma}) \) in (2.8) for estimation of \( \alpha_\tau \), i.e., \( w_i^p = w_i(\tilde{\gamma}) \).

1. If the global weight \( w_i(\tilde{\gamma}) \) is used in (2.7) for estimation of \( \beta_\tau(t) \), an asymptotic distribution of \( \hat{\alpha}_\tau \{ w_i(\tilde{\gamma}) \} \) at \( \tau \in (0,1) \) is

\[
\sqrt{n} \left[ \hat{\alpha}_\tau \{ w_i(\tilde{\gamma}) \} - \alpha_\tau - \frac{h^2 \mu_k}{2} b_{\alpha_\tau} \right] \xrightarrow{d} N(0, \Sigma_{fX}^{-1} V \Sigma_{fX}^{-1}), \quad (3.5)
\]

where \( b_{\alpha_\tau} = \sum_{j=1}^{m} D(t_{ij}) \beta_\tau^p(t_{ij}) \), and \( V = \tau(1 - \tau) \mathcal{H} - \mathcal{A} \mathcal{L} \mathcal{A} \).

2. If the local weight \( w_i(\tilde{\delta}(t)) \) or the equal weight \( w_i^0 \) is used as \( w_i^0 \) in (2.7) to estimate \( \beta_\tau(t) \), then \( \hat{\alpha}_\tau \{ w_i(\tilde{\delta}(t)) \} \) and \( \hat{\alpha}_\tau (w_i^0) \) at \( \tau \in (0,1) \) satisfies

\[
\sqrt{n} \left[ \hat{\alpha}_\tau (w_i^0) - \alpha_\tau - \frac{h^2 \mu_k}{2} b_{\alpha_\tau} \right] \xrightarrow{d} N(0, \Sigma_{fX}^{-1} (V + BLB) \Sigma_{fX}^{-1}).
\]

Theorem 2 shows that the choice of weights for estimation of \( \beta_\tau(t) \) has a significant influence on the limiting variance of the estimator of \( \alpha_\tau \). An asymptotic variance of \( \hat{\alpha}_\tau \{ w_i(\tilde{\gamma}) \} \) cannot be larger than that of \( \hat{\alpha}_\tau \{ w_i(\tilde{\delta}(t)) \} \) and \( \hat{\alpha}_\tau (w_i^0) \), due to a nonnegative definite matrix \( \mathbf{L} \). In general, \( \mathbf{L} \) is most likely to be positive definite, since the number of estimating equations in (2.4) is larger than the dimensionality of \( \gamma \). It is important to note that use of the global weight in both estimation of \( \beta_\tau(t) \) and \( \alpha_\tau \) does not only improve estimation efficiency of \( \alpha_\tau \), but also prevents efficiency loss from the discordance between \( w_i^0 \) and \( w_i^p \).

If \( X(t) \) and \( Z(t) \) are uncorrelated across time \( t \) with \( E\{X(t)\} = 0 \) or \( E\{Z(t)\} = 0 \) and homogeneous errors \( \xi_{ij} \), then \( \{D(t)\} = 0 \) holds. Consequently, it follows from \( \mathcal{B} = \mathbf{0} \) and the bias term \( b_{\alpha_\tau} = 0 \) that \( \hat{\alpha}_\tau (w_i^0) \) satisfies a \( \sqrt{n} \)-consistency and its asymptotic variance is identical regardless of the choice of \( w_i^0 \) in estimation of \( \beta_\tau(t) \). However, the foregoing conditions are too strong to satisfy in practice, since longitudinal data often involve heteroscedasticity and the covariates from observational studies are more likely to be correlated. To remove the bias of \( \hat{\alpha}_\tau \) caused from nonparametric estimation, undersmoothing is typically needed [13, 1].

When the equal weight is used for estimation of \( \beta_\tau(t) \) and \( \alpha_\tau \), the limiting variance of \( \hat{\alpha}_\tau \) is \( \tau(1 - \tau) \Sigma_{fX}^{-1} \mathcal{H} \Sigma_{fX}^{-1} \), excluding \( \Sigma_{fX}^{-1} \mathcal{A} \mathcal{L} \mathcal{A} \Sigma_{fX}^{-1} \) from \( \Sigma_{fX}^{-1} V \Sigma_{fX}^{-1} \) in (3.5). This causes a loss of parametric estimation efficiency. In addition, use of the global weight, only for estimation of \( \alpha_\tau \), might lead to a less efficient estimator than the one obtained from completely ignoring within-subject dependence \( w_i^p = w_i^0 = w_i^0 \), since \( \mathcal{A} \mathcal{L} \mathcal{A} - \mathcal{B} \mathcal{L} \mathcal{B} \) is not always nonnegative definite. Therefore, it is essential to use the global weight for time-invariant coefficient estimation as well as time-varying coefficient estimation to obtain the desired efficient estimator for \( \alpha_\tau \).
3.3. Inference with a perturbation approach

The conventional statistical inference on $\beta_\tau(t)$ and $\alpha_\tau$ that plugs a consistent estimate of the limiting variance function into (3.1) and (3.5) can be very challenging in practice. A random perturbation approach provides a viable alternative [8]. We generate independent positive random variables $\{v_i\}_{i=1}^n$ from a distribution having both mean and variance 1, such as an exponential distribution with mean 1. Then we obtain $\hat{\beta}_{\tau,v}(t)$ and $\hat{\alpha}_{\tau,v}$ by minimizing two weighted objective functions iteratively,

$$\sum_{i=1}^n v_i w_i(\hat{\gamma}) \sum_{j=1}^m \rho_{\tau} [Y_{ij}^* - Z_{ij}^T \{\beta(t) + \beta^*(t_{ij} - t)\}] K\{(t_{ij} - t)/h\},$$

and

$$\sum_{i=1}^n v_i w_i(\hat{\gamma}) \sum_{j=1}^m \rho_{\tau} [Y_{ij}^* - X_{ij}^T \alpha].$$

**Theorem 3.** Assume that conditions (A1)–(A5) and (B1)–(B3) hold. Given the data $\{Y_{ij}, U_{ij}\}$, $\hat{\beta}_{\tau,v}(t)$ and $\hat{\alpha}_{\tau,v}$ satisfy that for $\tau \in (0, 1)$,

$$\sqrt{Nh} \left\{ \hat{\beta}_{\tau,v}(t) - \beta_{\tau}(t) - \frac{\beta''_\tau(t) h_k}{2} h^2 \right\} \overset{d}{\to} N\left(0, \frac{\tau(1-\tau) \phi_k(t) \Sigma_{fZ}(t) \Sigma_{fZ}(t)}{p_{\tau}(t)} \right),$$

and

$$\sqrt{n} \left\{ \hat{\alpha}_{\tau,v} - \alpha_{\tau} - \frac{h^2 \mu_k}{2} \right\} \overset{d}{\to} N\left(0, \Sigma^{-1}_{fx} \Sigma^{-1}_{fx}\right).$$

Theorem 3 ensures that the asymptotic distributions of $\hat{\beta}_{\tau,v}(t)$ and $\hat{\alpha}_{\tau,v}$ are same as those of $\hat{\beta}(t)$ and $\hat{\alpha}_\tau$ as shown in Theorem 2. This confirms that the empirical distributions of $\hat{\beta}(t)$ and $\hat{\alpha}_\tau$ can be approximated by those of repeated evaluations of $\hat{\beta}_{\tau,v}(t)$ and $\hat{\alpha}_{\tau,v}$. Specifically, for statistical inference about $\beta(t)$ and $\alpha_\tau$, the covariance matrix of $\hat{\beta}(t)$ and $\hat{\alpha}_\tau$ can be evaluated by the sample covariance matrix constructed from a large collection of $\hat{\beta}_{\tau,v}(t)$ and $\hat{\alpha}_{\tau,v}$.

4. Implementation

After presenting a procedure that finds the local weight $w_i \{\hat{\delta}(t)\}$ and the global weight $w_i(\hat{\gamma})$, we implement estimation of $\beta_\tau(t)$ and $\alpha_\tau$. In the first step, we obtain two weights, $w_i \{\hat{\delta}(t)\}$ and $w_i(\hat{\gamma})$, via the following iterative estimating procedure:

1. Set the time-invariant parameter $\gamma$ varies over time and fit a time-varying coefficient model, $Y_{ij} = X_{ij}^T \gamma(t_{ij}) + Z_{ij}^T \delta(t_{ij}) + \epsilon_{ij}$, using the local linear least squares to obtain an initial value of $\hat{\delta}(t)$.

2. Substitute $\hat{\delta}(t)$ into (2.4), estimate $\gamma$ by maximizing (2.6), and compute $w_i(\hat{\gamma})$. 


(1-3) Replace $\gamma$ in (2.3) with $\hat{\gamma}$ and obtain $\hat{\delta}(t)$ and $w_i\{\hat{\delta}(t)\}$ that maximizes (2.5).

(1-4) Iterate steps (1-2) and (1-3) until the convergence criterion is reached.

In the second step, we replace $w_i^n$ in (2.7) and $w_i^p$ in (2.8) with $w_i\{\hat{\gamma}\}$ and estimate $\hat{\beta}_r(t)$ and $\hat{\alpha}_r$ as follows:

(2-1) Set an initial value of $\hat{\beta}_r(t)$ through the time-varying coefficient QR model, $Q_r(Y_{ij}|X_{ij}, Z_{ij}) = X_{ij}^T \hat{\alpha}_r(t_{ij}) + Z_{ij}^T \hat{\beta}_r(t_{ij})$, using the weighted local linear QR in (2.7).

(2-2) Update $\hat{\beta}_r(t)$ in (2.8) and obtain $\hat{\alpha}_r$ that minimizes (2.8).

(2-3) Given $\hat{\alpha}_r$ from step (2-2), estimate $\hat{\beta}_r(t)$ by minimizing (2.7).

(2-4) Iterate steps (2-2) and (2-3) until the convergence criterion is met.

When we estimate $\delta(t)$ and $\gamma$ in the first step, both $g_i\{\delta(t)\}$ and $h_i\{\gamma\}$ contain the diagonal variance matrix $V_i$, which can be readily estimated using the method of moments [12]. Moreover, we need to construct a consistent estimator of $\partial \hat{\delta}(t|\gamma)/\partial \gamma$ in $h_i\{\gamma\}$. Following [16], we have

$$\hat{\delta}(t|\gamma) - \delta(t) = \frac{1}{Nh_p(t)} \Omega(t) \Gamma(t) \Sigma(t)^{-1} \sum_{i=1}^{n} g_i\{\delta(t)\} + o_p(1).$$

Then, we can easily show that

$$\frac{\partial \hat{\delta}(t|\gamma)}{\partial \gamma} = \frac{p}{\Sigma_\sigma(t)^{-1} E[Z(t)X(t)^T/\sigma^2\{U(t)\}]}.$$

Since $\Sigma_\sigma(t)$ and $E[Z(t)X(t)^T/\sigma^2\{U(t)\}]$ can be estimated by

$$(Nh_2)^{-1/2} \sum_{i=1}^{n} \sum_{j=1}^{m} Z_{ij} X_{ij}^T K\{(t_{ij} - t)/h_2\}/\hat{\sigma}^2(U_{ij})$$

and

$$(Nh_2)^{-1/2} \sum_{i=1}^{n} \sum_{j=1}^{m} Z_{ij} X_{ij}^T K\{(t_{ij} - t)/h_2\}/\hat{\sigma}^2(U_{ij}),$$

respectively, an estimator of $\partial \hat{\delta}(t|\gamma)/\partial \gamma$ is

$$- \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} Z_{ij} X_{ij}^T K\{(t_{ij} - t)/h_2\}}{\sum_{i=1}^{n} \sum_{j=1}^{m} Z_{ij} X_{ij}^T K\{(t_{ij} - t)/h_2\}}.$$

(4.1)

Estimation of $\beta_r(t)$ and $\alpha_r$ relies on the choice of bandwidths. We adopt a leave-one-subject-out cross-validation approach [18, 23]. Given fixed bandwidths $h_1$ in (2.3) and $h_2$ in (4.1), we fit a model to all observations except the $i$th subject and obtain $\hat{\delta}^{-i}(t)$ and $\hat{\gamma}^{-i}$ via the above first step. The cross validation is defined as

$$CV(h_1, h_2) = \sum_{i=1}^{n} \sum_{j=1}^{m} \left\{Y_{ij} - X_{ij}^T \hat{\delta}^{-i} - Z_{ij}^T \hat{\gamma}^{-i} t_{ij}\right\}^2.$$
We choose optimal bandwidths $h_1$ and $h_2$ that minimize $\text{CV}(h_1, h_2)$. To choose a bandwidth $h$ in (2.7), we first evaluate the bandwidth $h_{ls}$ through the local linear least squares as

$$h_{ls} = \arg\min_h \sum_{i=1}^{n} \sum_{j=1}^{m} \left\{ Y_{ij} - X_{ij}^T \hat{\gamma} - Z_{ij}^T \hat{\delta} - (t_{ij}) \right\}^2,$$

where $\hat{\gamma} = \arg\min_{\gamma} \sum_{k \neq i}^n w_k(\hat{\gamma}) \sum_{j=1}^m \left( Y_{kj}^n - X_{kj}^T \gamma \right)^2$, $Y_{kj} = Y_{kj} - Z_{kj}^T \hat{\delta} - (t_{kj})$, and $Y_{kj} = Y_{kj} - X_{kj}^T \hat{\gamma}$. Similar to the proposed iterative estimation procedure above, $\hat{\delta}$ and $\hat{\gamma}$ can be estimated. Following [25], the bandwidth $h$ is computed as $h = h_{ls} \left[ \tau (1 - \tau) / \phi^2 (\Phi^{-1}(\tau)) \right]^{1/5}$, where $\phi$ and $\Phi$ are standard normal density and distribution functions, respectively. To eliminate the bias terms in Theorem 1-3, at least theoretically, $\beta_2(t)$ should be undersmoothed, and thus the bandwidth is adjusted as $hn^{-2/15}$ [13].

5. Numerical studies

5.1. Simulation studies

We investigate the finite sample performance of the proposed approach ($w_k^n = w_i(\hat{\gamma})$) and its inference at $\tau = 0.5$, comparing it to procedures with other combinations of $w_k^n$ and $w_i^n$ with 500 simulation runs and a sample size of 100. We design the $ith$ subject’s measurement times as $t_{ij} = 0.5(j - 1) + U(0, 0.5)$ for $j = 1, \ldots , 5$. This leads to five unequally spaced time points between 0 and 2.5. Each data set is generated from the partial linear model

$Y_{ij} = \beta_0(t_{ij}) + \beta_1(t_{ij})Z_{1,ij} + \alpha_1X_{1,ij} + \alpha_2X_{2,ij} + \epsilon_{ij},$

where three covariates, $Z_{1,ij}$, $X_{1,ij}$, and $X_{2,ij}$, are generated from a $U(0,1)$ with $\text{cor}(Z_{1,ij}, X_{1,ij}) = \text{cor}(Z_{1,ij}, X_{2,ij}) = \text{cor}(X_{1,ij}, X_{2,ij}) = \rho_1$ being either 0 or 0.5, $\alpha_1 = \alpha_2 = 1$, and two time-varying coefficient curves were followed as $\beta_0(t) = (t - 2)^2 / 3$ and $\beta_1(t) = -\cos(t \pi / 2)$. Here, we consider three distributions for the random errors, $\epsilon_i = (\epsilon_{i1}, \ldots , \epsilon_{i5})^T$:

Case 1 (Homogeneous errors): $\epsilon_i \sim N(0, \Sigma)$, where $\Sigma$ is an AR(1) correlation structure with a correlation coefficient $\rho_0$ of either 0.3 or 0.7.

Case 2 (Covariates dependent heteroscedastic errors): $\epsilon_i = (0.7 + 0.2Z_{1,ij} + 0.3X_{1,ij}^2)\zeta_i$, where $\zeta_i \sim N(0, \Sigma)$ and $\Sigma$ is defined in Case 1.
Case 3 (Time dependent heteroscedastic errors): \( \epsilon_i = (0.8 + 0.1t_i)\zeta_i \), where \( \zeta_i \) is specified in Case 2.

We first obtain a global weight and a local weight using the empirical likelihood under the AR(1) working correlation structure. Next, we use the global weight in (2.8) for estimation of \( \alpha_{1,0.5} \) and \( \alpha_{2,0.5} \) at \( \tau = 0.5 \) and investigate how the choice of weights in (2.7) for estimation of \( \beta_{0,0.5}(t) \) and \( \beta_{1,0.5}(t) \) influences the time-invariant estimation based on three different weights of \( w_i^n \): the global weight, the local weight, and the equal weight. For comparison, the conventional quantile regression using the equal weight in both time-invariant and time-varying coefficient estimation is also investigated. The standard Gaussian kernel is used and the bandwidths are selected as shown in Section 4.

To evaluate the mean integrated squared error for time-varying coefficients, \( \text{MISE}(\hat{\alpha}) = \sum_{i=1}^{2} \sum_{j=1}^{500} (\hat{\alpha}_{i,j,0.5} - \alpha_i)^2 / 1000 \), and the mean integrated squared error for time-varying coefficients, \( \text{MISE}(\hat{\beta}(t)) = \sum_{i=1}^{2} \sum_{j=1}^{500} \sum_{k=1}^{16} (\hat{\beta}_{i,j,0.5}(t_k) - \beta_i(t_k))^2 / 16000 \), where \( \hat{\alpha}_{i,j,0.5} \) and \( \hat{\beta}_{i,j,0.5}(t) \) are estimates of \( \alpha_{i,0.5} \) and \( \beta_{i,0.5}(t) \) from the \( j \)th simulated data set and \( t_1, \ldots, t_{16} \) are evenly space time points on \([0.5, 2.0]\).

### Table 1

**Empirical relative efficiency (relative to the proposed estimator with \( (w_i(\cdot), w_i(\cdot)) \)) for Case 1-3.**

| Case | \( \rho_0 \) | \( w_i^n \) | \( w_i^e \) | \( \rho_1 = 0 \) | \( \rho_1 = 0.5 \) |
|------|---------------|----------|----------|----------------|----------------|
| 1    | 0.7           | \( w_i(\cdot) \) | \( w_i(\cdot) \) | 1.04 1.13 0.98 1.21 | 1.07 1.12 0.97 1.18 |
|      |               | \( w_i(\cdot) \) | \( w_i(\cdot) \) | 0.98 1.02 0.96 1.08 | 0.96 1.01 0.93 1.05 |
|      |               | \( w_i(\cdot) \) | \( w_i(\cdot) \) | 0.98 1.02 0.97 1.12 | 0.97 1.01 0.94 1.17 |
| 2    | 0.7           | \( w_i(\cdot) \) | \( w_i(\cdot) \) | 1.01 1.11 0.99 1.08 | 1.03 1.13 0.99 1.13 |
|      |               | \( w_i(\cdot) \) | \( w_i(\cdot) \) | 0.98 1.07 0.95 1.11 | 0.98 1.06 0.94 1.12 |
|      |               | \( w_i(\cdot) \) | \( w_i(\cdot) \) | 1.01 1.06 1.00 1.07 | 1.01 1.06 1.00 1.07 |
|      |               | \( w_i(\cdot) \) | \( w_i(\cdot) \) | 1.00 1.12 0.99 1.13 | 1.00 1.12 0.99 1.13 |
| 3    | 0.7           | \( w_i(\cdot) \) | \( w_i(\cdot) \) | 1.07 1.35 1.02 1.20 | 1.08 1.36 1.03 1.21 |
|      |               | \( w_i(\cdot) \) | \( w_i(\cdot) \) | 0.98 1.08 1.00 1.10 | 0.99 1.09 1.00 1.10 |
|      |               | \( w_i(\cdot) \) | \( w_i(\cdot) \) | 1.00 1.13 0.99 1.13 | 1.00 1.13 0.99 1.13 |

Table 1 reports a relative efficiency of the proposed estimator using \( (w_i^n, w_i^e) = (w_i(\cdot), w_i(\cdot)) \) to the one using either \( (w_i(\cdot), w_i(\cdot)), (w_i^e, w_i(\cdot)), \) or \( (w_i, w_i^e) \), defined by the ratio of the mean squared errors and the mean integrated squared errors. The larger the value of the relative efficiency, the more efficient the proposed estimator. When the correlation coefficient \( \rho_0 \) is 0.7, the approaches utilizing the global weight for time-invariant coefficient estimation outperform the
one ignoring the within-subject correlation in terms of smaller values of the mean squared errors. On the other hand, the relative efficiencies are closer to one as the within-subject correlation becomes weaker. This suggests that accommodating an informative correlation can improve the parametric estimation efficiency when the within-subject correlation is presented. When the results of the approaches using the global weight for time-invariant coefficient estimation are compared, the proposed approach using the global weight for time-varying coefficient estimation yields a more efficient estimator than the others, using either the local weight or the equal weight in all cases. This confirms that the additional parametric estimation efficiency gain can be achieved when the global weight is used for both time-invariant and time-varying coefficient estimation. On the other hand, the relative efficiencies of the estimated time-varying coefficients are all close to one, as expected from the asymptotic results of \( \hat{\beta}_r(t) \) in Section 3.

We further investigate the statistical inference based on the proposed random perturbation approach using the global weight on both estimations. We evaluate the empirical standard error with 200 repetitions based on an exponential distribution with mean 1 and compute coverage probabilities of pointwise confidence intervals at the nominal 95% level. Since the coverage probabilities of varying coefficients are measured at sixteen time points, we average them out and provide those in Table 2. The results support that the proposed approach is effective on the statistical inference in that the coverage probabilities are close to the nominal level in all cases under consideration.

| Case | \( \rho_0 \) | \( \beta_1(t) \) | \( \beta_2(t) \) | \( \alpha_1 \) | \( \alpha_2 \) | \( \rho_1 = 0 \) | \( \beta_1(t) \) | \( \beta_2(t) \) | \( \alpha_1 \) | \( \alpha_2 \) |
|------|-------------|----------------|----------------|--------------|--------------|----------------|----------------|----------------|--------------|--------------|
| 1    | 0.7         | 95.2           | 95.6           | 97.2         | 97.6         | 95.0           | 95.2           | 98.0           | 97.6         |
|      | 0.3         | 94.2           | 95.0           | 94.4         | 95.0         | 94.2           | 95.4           | 95.6           | 96.0         |
| 2    | 0.7         | 96.0           | 95.6           | 96.6         | 97.0         | 94.4           | 95.4           | 97.8           | 97.2         |
|      | 0.3         | 94.4           | 94.6           | 94.0         | 95.4         | 94.2           | 95.2           | 95.0           | 95.0         |
| 3    | 0.7         | 94.4           | 94.8           | 96.8         | 97.0         | 94.4           | 94.8           | 96.4           | 97.0         |
|      | 0.3         | 93.6           | 94.6           | 94.2         | 96.8         | 94.8           | 95.0           | 95.0           | 95.4         |

### 5.2. Application to real data

In this section, we apply the proposed approach to longitudinal data from the Multi-Center AIDS Cohort study and evaluate the effects of pre-HIV infection CD4 cell count, smoking, and age at HIV infection on CD4 cell count. In general, CD4 cell count is considered a biomarker indicating the health status of HIV infected patients. The objective of this study is to explore the dynamic change of covariate effects on CD4 cell count over time and determine the trend of CD4 cell count depletion after HIV infection at different quantiles. This dataset consists of 283 homosexual men who became infected by HIV between 1984 and 1991. Although each patient was supposed to be repeatedly measured every 6 months,
many patients missed some of their scheduled visits. Thus, unequal numbers of repeated measurements, which range from 1 to 14, are followed at different times. [10] illustrated the study design, methods, and medical implications in more detail.

[7, 4] confirmed that the baseline effect and the pre-infection CD4 cell count effect on the mean response may vary over time, yet neither smoking nor age has a significant impact on the mean response. Therefore, we postulate the quantile regression model with partially linear time-varying coefficients,

\[ Q_\tau (\{Y(t)\}) = \beta_{0,\tau}(t) + \alpha_{1,\tau}X_1 + \alpha_{2,\tau}X_2, \]

where \( Q_\tau (\{Y(t)\}) \) is the \( \tau \)th conditional quantile of CD4 cell count at year \( t \), \( Z_1 \) is the centered pre-infection CD4 cell count, \( X_1 \) is 1 if the subject smoked after infection and 0 otherwise, and \( X_2 \) is the individual’s centered age at infection. Here, the covariates \( Z_1 \) and \( X_2 \) are computed by subtracting the averages of CD4 cell counts and age at infection from the subject pre-infection CD4 cell count and age at infection, respectively. This allows us to facilitate the biological interpretations, since \( \beta_{0,\tau}(t) \) corresponds to the \( \tau \)th conditional quantile of CD4 cell count at year \( t \) for a nonsmoker with an average pre-infection CD4 cell count and an average age at infection.

We assume an AR(1) working correlation structure and assess the covariate effects on the post-infection CD4 cell count over time at \( \tau = 0.25, 0.5, \) and 0.75. We apply the proposed approach with the global weight to the estimation of both time-invariant and time-varying coefficients and use the cross validation approach in Section 4 for bandwidth selection under the standard Gaussian kernel. For statistical inference, the proposed perturbation approach with 200 repetitions and an exponential distribution with mean 1 is implemented to obtain the empirical distributions of the estimators of \( \alpha_\tau \) and \( \beta_\tau(t) \).

| \( \tau \) | \( \hat{\alpha}_1(\text{se}) \) | \( \hat{\alpha}_2(\text{se}) \) |
|---|---|---|
| 0.25 | -1.336(1.06) | -0.054(0.08) |
| 0.5 | 0.217(1.35) | -0.099(0.09) |
| 0.75 | -1.250(1.19) | -0.056(0.08) |

Table 3 reports estimates of \( \alpha_{1,\tau} \) and \( \alpha_{2,\tau} \) along with their standard errors at \( \tau = 0.25, 0.5, \) and 0.75. The results confirm that age at infection is negatively associated with the CD4 cell count regardless of quantiles, while the sign of smoking effect at \( \tau = 0.75 \) is different from that of the smoking effect at \( \tau = 0.25 \) and 0.5. However, both smoking and age effects are not statistically significant in all quantiles under consideration. Similar results are reported with the conditional mean model in [7, 4].

Figure 1 provides the estimated time-varying coefficient curves of the baseline and the pre-CD4 cell count and their pointwise confidence intervals at the nominal 95% level. This figure indicates that the baseline CD4 cell count deteriorates over time at all quantiles under consideration, yet the decreasing rate of CD4 cell count at \( \tau = 0.25 \) is higher than the one at \( \tau = 0.75 \). In addition, the effect of the pre-infection CD4 cell count is statistically significant with pos-
itive estimates overall at all quantiles. The pre-infection CD4 effect appears to be constant over time at $\tau = 0.75$, while this effect decreases as time goes on at $\tau = 0.25$ and $0.5$. This finding at the median is comparable with the ones illustrated by kernel smoothing methods [22, 23], an empirical likelihood [24], and a profile weighted least square [4] for the conditional mean regression.

![Figure 1](image)

**Fig 1.** Estimated varying-coefficient curves (solid) for the baseline and the pre-infection CD4 cell count along with the 95% confidence interval (dotted) at the 25th percentile (the first column), 50th percentile (the second column), and 75th percentile (the last column).

**Appendix: Proofs**

Write $x_n \asymp y_n$ if $x_n/y_n \to 1$, $x_n = O(y_n)$ if $\sup_n |x_n/y_n| < \infty$, and $x_n = o(y_n)$ if $x_n/y_n \to 0$. The bandwidths $h_1$ in (2.3) and $h$ in (2.7) are different. However, since $h_1 = O(h)$, for the ease of presentation we abuse notation $h = h_1$ in the proof. We also omit $\tau$ from $\xi_{ij}(\tau)$. The following conditions are needed for our asymptotic results.

(A1) $f_{\xi}(\cdot|U_{ij})$ is bounded, positive, and twice continuously differentiable on $\{v: 0 < F_{\xi}(v|U_{ij}) < 1\}$. $f_{\xi}(0|U(t))$ and $p_T(t)$ are continuously differentiable in a neighborhood of $t$.

(A2) $X(t)$ and $Z(t)$ are bounded. $\Sigma_Z(t) = E\{Z(t)Z(t)^T\}$ and $\Sigma_{fZ}(t) = E[f_{\xi}(0|U(t))Z(t)Z(t)^T]$ are positive definite and differentiable.

(A3) Let $m < \infty$, $nh \to \infty$ and $nh^3 < \infty$.

(A4) $K(\cdot)$ is symmetric with bounded support and bounded derivative.
(A5) \( \beta_r(\cdot) \) is twice continuously differentiable in a neighborhood of \( t \).

(A1)–(A5) are the standard regularity conditions in studying nonparametric quantile regression [2] and the following conditions are considered in the empirical likelihood [16].

(B1) \( \delta(\cdot) \) is twice continuously differentiable in a neighborhood of \( t \).

(B2) There exists \( \gamma_0 \) such that \( E[\gamma_t(\gamma_0)] = 0, I(\gamma_0) \) is positive definite, and \( \partial h_i(\gamma)/\partial \gamma \) is continuous in a neighborhood of \( \gamma_0 \) and is of full rank. There exists \( \delta(t) \) such that \( E[\gamma_t(\delta(t))] = 0 \) and \( \partial h_i(\delta)/\partial \delta \) is continuous in a neighborhood of \( \delta(t) \) and is of full rank.

(B3) \( \Sigma_\sigma(t) \) and \( \Lambda_\tau(t) \) are positive definite and differentiable. \( G_T^T(t) \) is differentiable.

(B2) and (B3) are not required for the quantile regression, yet these are quite standard for the marginal mean regression [12, 17], and thereby the proposed method is generally applicable for longitudinal data.

Without loss of generality, the inverse of the correlation matrix is decomposed as \( R^{-1} = a_0 I + C \), where \( a_0 \) is an unknown coefficient and \( C \) is the matrix containing off-diagonal elements in \( R^{-1} \). Accordingly, \( g_i(\delta(t)) \) in (2.3) is rewritten as

\[
\begin{pmatrix}
g_{i1}(\delta(t)) \\
g_{i2}(\delta(t))
\end{pmatrix} = \begin{pmatrix} Z_i K_i(t)^{1/2} V_i^{-1/2} K_i(t)^{1/2} (Y_i' - Z_i^T \delta(t)) \\ Z_i K_i(t)^{1/2} V_i^{-1/2} C V_i^{-1/2} K_i(t)^{1/2} (Y_i' - Z_i^T \delta(t)) \end{pmatrix},
\]

and use (5.1) to prove Lemma 1 and Theorem 1.

**Lemma 1.** Under conditions (B1)–(B3), we have

\[
\frac{1}{Nh} \sum_{i=1}^n g_i(\delta(t)) g_i(\delta(t))^T \xrightarrow{p} \varphi_K p_T(t) C_1 \otimes \Sigma_\sigma(t), \tag{5.2}
\]

\[
\frac{1}{Nh} \sum_{i=1}^n \frac{\partial g_i(\delta(t))}{\partial \delta(t)} \xrightarrow{p} -p_T(t) C_2 \otimes \Sigma_\sigma(t), \tag{5.3}
\]

where

\[
C_1 = \left( \begin{array}{cc} \frac{1}{n} \sum_{j=1}^m c_{jj} & \frac{1}{m} \sum_{j=1}^m c_{jj} \\ \frac{1}{m} \sum_{j=1}^m c_{jj} & \frac{1}{m} \sum_{j=1}^m c_{jj} \end{array} \right), \quad C_2 = \left( \begin{array}{c} \frac{1}{n} \sum_{j=1}^m c_{jj} \end{array} \right)
\]

and \( c_{jj} \) is the \( (i,j) \)th component of \( C \).

**Proof of Lemma 1.** Write \( e_i = Y_i' - Z_i^T \delta(t) \) and \( K_{ij} = K((t_{ij} - t)/h) \). Recall \( \sigma_i^2 = E(e_i^2 | U_{ij}) \), where \( \epsilon_{ij} = Y_{ij} - X_{ij}^T \gamma - Z_i^T \delta(t_{ij}) \). Simple linear algebra gives

\[
\begin{pmatrix} g_{i1}(\delta(t)) \\ g_{i2}(\delta(t)) \end{pmatrix} = \begin{pmatrix} \sum_{j=1}^m \sum_{j'=1}^m Z_{ij} K_{ij}^{1/2} K_{ij'}^{1/2} e_{ij'} / (\sigma_{ij} \sigma_{ij'}) \\ \sum_{j=1}^m \sum_{j'=1}^m Z_{ij} K_{ij}^{1/2} c_{jj'} K_{ij'}^{1/2} e_{ij'} / (\sigma_{ij} \sigma_{ij'}) \end{pmatrix}
\]

where \( e_{ij} \) is the \( j \)th element of \( \epsilon_i \). To prove (5.2) and (5.3), it is sufficient to show the convergence of block matrices of \( (Nh)^{-1} \sum_{i=1}^n g_i(\delta(t)) g_i(\delta(t))^T \) and
\((Nh)^{-1} \sum_{i=1}^{n} \partial g_i \{\delta(t)\}/\partial \delta(t)\) in probability. Here we show the convergence of the (2,2)th block matrix of \((Nh)^{-1} \sum_{i=1}^{n} g_i \{\delta(t)\} g_i \{\delta(t)\}^T\) and the 2nd block matrix of \((Nh)^{-1} \sum_{i=1}^{n} \partial g_i \{\delta(t)\}/\partial \delta(t)\) in probability. The convergence of other block matrices can be similarly shown.

Since the kernel function \(K\) has bounded support, it is sufficient to consider \(|t_{ij} - t| = O(h)|. By the boundedness of \(Z_{ij}\) and Taylor’s expansion \(\delta(t_{ij}) - \delta(t) = (t_{ij} - t)\delta'(t) + o(h) = O(h)|, we have

\[
E(Z_{ij} Z_{ij}^T e_{ij}^2/\sigma_{ij}^4 | t_{ij}) = E\{Z_{ij} Z_{ij}^T/\sigma_{ij}^4 E(e_{ij}^2 | U_{ij}) | t_{ij})
\]

\[
= E\{Z_{ij} Z_{ij}^T/\sigma_{ij}^4 E((\epsilon_{ij} + Z_{ij} \delta(t_{ij}) - \delta(t))^2 | U_{ij}) | t_{ij})
\]

\[
= E\{Z_{ij} Z_{ij}^T/\sigma_{ij}^4 | t_{ij}) + O(h)
\]

\[
\sim E(Z_{ij} Z_{ij}^T/\sigma_{ij}^2 | t_{ij}) = \Sigma_{\sigma}(t_{ij}). \tag{5.4}
\]

By the fact that \(m\) is bounded, \(E(K_{ij} K_{j'}) = O(h^2)\) for \(j \neq j'\), \(E(K_{ij} K_{j'}^{1/2}) = O(h^3)\) for \(j \neq j' \neq j''\) and \(E(K_{ij}^{1/2} K_{j'}^{1/2} K_{j''}^{1/2}) = O(h^4)\) for \(j \neq j' \neq j'' \neq j'''\), (5.4) and condition (B3), we can obtain

\[
\frac{1}{Nh} \sum_{i=1}^{n} E[g_{ij} \{\delta(t)\} g_{ij} \{\delta(t)\}^T]
\]

\[
= \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} Z_{ij} Z_{ij}^T K_{ij}^{1/2} K_{ij'}^{1/2} K_{ik}^{1/2} K_{ik'}^{1/2}
\]

\[
\times c_{j'j''} c_{kk'} c_{ij'j''}/(\sigma_{ij} \sigma_{ij'} \sigma_{ij} \sigma_{ik'})
\]

\[
= \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} E(Z_{ij} Z_{ij}^T K_{ij}^{1/2} c_{ij}^2/\sigma_{ij}^2) c_{jj} + o(1)
\]

\[
= \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} E(K_{ij}^2 E(Z_{ij} Z_{ij}^T c_{ij}^2/\sigma_{ij}^4) c_{jj} + o(1)
\]

\[
= \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} E(K_{ij}^2 \Sigma_{\sigma}(t_{ij})) c_{jj} + o(1)
\]

\[
\to \varphi_{K_{ij}}(t) \Sigma_{\sigma}(t) \frac{1}{m} \sum_{j=1}^{m} c_{jj}. \tag{5.5}
\]

and also

\[
\frac{1}{Nh} \sum_{i=1}^{n} \frac{\partial g_{ij} \{\delta(t)\}}{\partial \delta(t)}
\]

\[
= - \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{j'=1}^{m} E(Z_{ij} Z_{ij'}^T K_{ij}^{1/2} K_{j'j''}^{1/2} c_{jj''}/(\sigma_{ij} \sigma_{ij''}))
\]

\[
= - \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} E(K_{ij} Z_{ij} Z_{ij'}^T/\sigma_{ij}^2) c_{jj} + o(1)
\]

\[
\to -\varphi_{K_{ij}}(t) \Sigma_{\sigma}(t) \frac{1}{m} \sum_{j=1}^{m} c_{jj}. 
\]
Similarly, the variance of each component of $\sum_{i=1}^{n} g_i\{\delta(t)\} g_i\{\delta(t)\}^T$ and $\sum_{i=1}^{n} \partial g_i\{\delta(t)\}/\partial \delta(t)$ converges to 0. This implies the assertion of Lemma 1.

For convenience, we recall important results in [16]:

(C1) By a similar argument in the proof of Theorem 1 in [16] and Lemma 1, we have

$$\lambda_{\delta(t)} = \frac{1}{\varphi_{KPT}(t)} M \tilde{g}_n\{\delta(t)\} + o_p((Nh)^{-1/2}),$$

where $\tilde{g}_n\{\delta(t)\} = (Nh)^{-1} \sum_{i=1}^{n} g_i\{\delta(t)\}$ and $M$ are defined in Section 3.1, and

$$\lambda_{\gamma} = L \tilde{h}_n(\gamma_0) + o_p(n^{-1/2})$$

where $\tilde{h}_n(\gamma_0) = n^{-1} \sum_{i=1}^{n} h_i(\gamma_0)$ and $L$ are defined in Section 3.1.

(C2) $w_i\{\hat{\delta}(t)\} = n^{-1} \left[ 1 + g_i\{\hat{\delta}(t)\}^T \lambda_{\delta(t)} \right]^{-1} = n^{-1} \left[ 1 - g_i\{\hat{\delta}(t)\}^T \lambda_{\delta(t)} \{1 + o_p(1)\} \right]$ and $w_i\{\hat{\gamma}\} = n^{-1} \left[ 1 + h_i(\hat{\gamma})^T \lambda_{\gamma} \right]^{-1} = n^{-1} \left[ 1 - h_i(\hat{\gamma})^T \lambda_{\gamma} \{1 + o_p(1)\} \right]$ uniformly for $i$.

(C3) $\max_{1 \leq i \leq n} | g_i\{\hat{\delta}(t)\}^T \lambda_{\delta(t)} | = o_p(1)$ and $\max_{1 \leq i \leq n} | h_i(\hat{\gamma})^T \lambda_{\gamma} | = o_p(1)$.

Proof of Theorem 1. When $\hat{\alpha}_r$ is a $\sqrt{n}$ consistent estimator of $\alpha_r$, we have

$$\sqrt{N} \{ \hat{\beta}_r(t|\hat{\alpha}_r) - \beta_r(t) \} = \sqrt{N} \{ \hat{\beta}_r(t|\alpha_r) - \beta_r(t) \} + \sqrt{N} \{ \hat{\beta}_r(t|\alpha_r) - \hat{\beta}_r(t|\hat{\alpha}_r) \} \rightarrow N(0, \Sigma_{f}^{1/2})$$

where $\Sigma_{f}^{1/2} = \Sigma_{f}^{1/2} \{ \hat{\beta}_r(t|\alpha_r) - \beta_r(t) \}$ is the same as that of $\hat{\beta}_r(t|\alpha_r)$, and thus we assume that $\alpha_r$ is known. Let $\Theta = \sqrt{N} \{ \beta - \beta_r(t) \}^T, h\{ \beta^* - \beta_r(t) \}^T \beta_r(t|\alpha_r) - \beta_r(t) \}$ and $J_{ij} = \{ Z_{ij}^T, h^{-1}(t_{ij} - t)Z_{ij} \}^T$. Recall $K_{ij} = K\{ (t_{ij} - t)/h \}$, $Y_{ij}^* = Y_{ij} - X_{ij}^T \alpha_r$ and $\xi_{ij} = Y_{ij}^* - Z_{ij}^T \beta_r(t_{ij})$. Then we can write

$$Y_{ij}^* - Z_{ij}^T \{ \beta + \beta^*(t_{ij} - t) \} = d_{ij} + \xi_{ij} - J_{ij}^T \theta / \sqrt{Nh},$$

where $d_{ij} = Z_{ij}^T \{ \hat{\beta}_r(t_{ij}) - \beta_r(t_{ij} - t) \}$. Since $\{ \hat{\beta}_r(t)^T, \hat{\beta}_r(t)^T \}^T$ minimizes the criterion function in (2.7), by (5.6) $\Theta = \sqrt{Nh} \{ \hat{\beta}_r(t) - \beta_r(t) \}^T, h\{ \hat{\beta}_r(t) - \beta_r(t) \}^T \beta_r(t|\alpha_r) - \beta_r(t) \}$ minimizes the following re-parameterized function of $\Theta$:

$$L(\Theta) = \sum_{i=1}^{n} \sum_{j=1}^{m} \left\{ \rho_r \left( d_{ij} + \xi_{ij} - J_{ij}^T \theta / \sqrt{Nh} \right) - \rho_r \left( d_{ij} + \xi_{ij} \right) \right\} K_{ij}.$$
Recall $nI\text{=}nI_1-nI_{n2}\text{:=}\sum_{i=1}^{n}\sum_{j=1}^{m}K_{ij}\eta_{ij}-\sum_{i=1}^{n}\sum_{j=1}^{m}o_p(1)K_{ij}\eta_{ij},$

Consider $I_n$ first. By (C2) and (C3), we have

\[|\eta|_1|\leq|\theta|_1|1-|\rho|_1|d_{ij}+|\xi_{ij}|\leq|\theta|_1|1-|\rho|_1|c_1h^2, \quad \rho_n=\frac{1}{\sqrt{Nh}}+h^2,\]

and $E(K^2_{ij}\eta^2_{ij})=O(\rho_n/N).$ By the Cauchy-Schwarz inequality and condition (A3), we have \n
\[
\sum_{i=1}^{n}\text{var}\left(\sum_{j=1}^{m}K_{ij}\eta_{ij}\right)\leq\sum_{i=1}^{n}\left\{\sum_{j=1}^{m}E(K^2_{ij}\eta^2_{ij})\right\}=O\left(m^2\frac{n}{\rho_n}\right)\to 0.\tag{5.7}
\]

Because $d_{ij}=O(h^2),\text{ the Taylor's expansion yields}$

\[
E(\eta_{ij}|U_{ij})=\int_0^{\theta_{ij}}\left\{F_\xi(s-d_{ij}|U_{ij})-F_\xi(-d_{ij}|U_{ij})\right\}ds=\frac{\theta^2_{ij}}{2}f_\xi(0|U_{ij}), \tag{5.8}
\]

uniformly for all $(i,j).$ Then we have

\[
\sum_{i=1}^{n}\sum_{j=1}^{m}E\{K_{ij}\theta_{ij}^2f_\xi(0|U_{ij})\}\to p_T(t)\Theta^T\Theta W(t)\Theta, \tag{5.9}
\]

where $W(t)=\text{diag}\{\Sigma_{f_z(t)},\mu_K\Sigma_{f_z(t)}\}$ is a block diagonal matrix. By a similar argument with (5.7)–(5.9), it is easy to show that

\[
nI_{n2}=o_p(1)\sum_{i=1}^{n}\sum_{j=1}^{m}K_{ij}\eta_{ij}=o_p(1). \tag{5.10}
\]

Therefore, by (5.7)–(5.10), we have the convergence in probability:

\[
nI_n=E(nI_n)+o_p(1)=\sum_{i=1}^{n}\sum_{j=1}^{m}E\{K_{ij}E(\eta_{ij}|U_{ij})\}+o_p(1)\frac{p_T(t)}{2}\Theta^T\Theta W(t)\Theta.
\]
By the convexity lemma [15], \( \hat{\Theta} \) has the Bahadur representation:

\[
\hat{\Theta} = \arg\min_\Theta \left\{ -A_n \Theta + \frac{pr(t)}{2n} \Theta^T W(t) \Theta \right\} + o_p(1) = \frac{1}{pr(t)} W(t)^{-1} A_n^T + o_p(1).
\]

From the first component of \( \hat{\Theta} \), we have the asymptotic Bahadur representation:

\[
\frac{\sum_{ij}^{l}(t)}{nh} \sum_{i=1}^{n} w^n_i \sum_{j=1}^{m} \left( \tau - 1_{\xi_{ij} < 0} + \zeta_{ij} \right) K_{ij} Z_{ij} + o_p\left( (Nh)^{-1/2} \right),
\]

where \( \zeta_{ij} = 1_{\xi_{ij} < 0} - 1_{d_{ij} + \xi_{ij} < 0} \). Let \( R_n = (Nh)^{-1} \sum_{i=1}^{n} w^n_i \sum_{j=1}^{m} \zeta_{ij} K_{ij} Z_{ij} \).

Similar to \( n \xi_n \) above, the convergence of \( R_{n1} = (Nh)^{-1} \sum_{i=1}^{n} \sum_{j=1}^{m} \zeta_{ij} K_{ij} Z_{ij} \) in probability should be shown, since \( R_{n2} = (Nh)^{-1} \sum_{i=1}^{n} \sum_{j=1}^{m} \zeta_{ij} K_{ij} Z_{ij} \) is negligible by (C3). By the arguments in (5.7)–(5.8) and Taylor’s expansion

\[
d_{ij} = (t_{ij} - t)^2 Z_{ij}^T \beta''(t)/2 + o(h^2),
\]

\[
E(R_{n1}) = \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} E\left[ K_{ij} Z_{ij} E(\zeta_{ij}|U_{ij}) \right] = \frac{pr(t) \mu_K}{2} \Sigma F(t) \beta''(t) h^2 + o(h^2),
\]

and \( \text{var}(R_{n1}) = o((Nh)^{-1/2}) \). Thus, it follows from (5.11)–(5.12) that

\[
\sqrt{Nh} \left\{ \beta_{\tau}(t) \alpha_{\tau} - \beta_{\tau}(t) \alpha_{\tau} - \frac{\beta''_{\tau}(t) \mu_K}{2} h^2 \right\}
\]

\[
= \frac{\Sigma F(t)}{pr(t)} \frac{n}{\sqrt{Nh}} \sum_{i=1}^{n} w^n_i g_i + o_p(1)
\]

where \( g_i = \sum_{j=1}^{m} g_{ij} \) with \( g_{ij} = (\tau - 1_{\xi_{ij} < 0}) K_{ij} Z_{ij} \).

(i) Suppose that \( w^n_i = w^n_i = 1/n \) is used. Note that for \( j \neq j' \), \( E(g_{ij} g_{ij}'^T) = O(h^2) \).

Thus,

\[
\text{var} \left( \frac{1}{\sqrt{Nh}} \sum_{i=1}^{n} g_i \right) = \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} \text{var}\left[ (\tau - 1_{\xi_{ij} < 0}) K_{ij} Z_{ij} \right] + \frac{1}{Nh} \sum_{i=1}^{n} O(m^2 h^2)
\]

\[
\rightarrow \tau (1 - \tau) pr(t) \phi_K \Sigma Z(t).
\]

The desired result in (3.2) then easily follows from (5.13) and the independence of \( g_1, \ldots, g_n \).

(ii) Suppose that local weight \( w^n_i = w_i \{ \delta(t) \} \) is used. By (C2), we have

\[
\frac{n}{\sqrt{Nh}} \sum_{i=1}^{n} w_i \{ \delta(t) \} g_i = \frac{1}{\sqrt{Nh}} \sum_{i=1}^{n} \sum_{j=1}^{m} g_{ij} \left[ 1 - g_i \{ \delta(t) \}^T \lambda_{\delta(t)} \{ 1 + o_p(1) \} \right]
\]

Recall \( g_i(\cdot) \) in (5.1). Since \( K \) has bounded support and \( \hat{\delta}(t) - \delta(t) = O_p((Nh)^{-1/2}) \), by a similar argument with (5.5), we have
Theorem 1 in [19], we have

\[ E \left[ \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} \theta_{ij} g_{i1} \{ \delta(t) \}^T \right] \]

\[ = E \left[ \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} (\tau - 1\xi_{ij} < 0) K_{ij} Z_{ij} \sum_{j' = 1}^{m} Z_{ij'}^T K_{ij'}^{1/2} K_{ij'}^{1/2} \epsilon_{ij'} \epsilon_{ij''} / (\sigma_{ij'} \sigma_{ij''}) \right] + o(1) \]

\[ = \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} E \left\{ (\tau - 1\xi_{ij} < 0) \epsilon_{ij} K_{ij}^2 Z_{ij} Z_{ij}^T / \sigma_{ij}^2 \right\} + o(1) \]

\[ \rightarrow p_T(t) \varphi_K \Lambda_{\tau}(t) \frac{1}{m} \sum_{j=1}^{m} c_{jj} \]

and \( E \left[ (Nh)^{-1/2} \sum_{i=1}^{n} \sum_{j=1}^{m} \theta_{ij} g_{i1} \{ \delta(t) \}^T \right] \rightarrow p_T(t) \varphi_K \Lambda_{\tau}(t) \). By the law of large numbers,

\[ \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} \theta_{ij} g_{i1} \{ \delta(t) \}^T \rightarrow p_T(t) \varphi_K \Lambda_{\tau}(t)^T. \]  

(5.14)

By (5.14), (C1) and Lemma 1, using steps similar to those in the proof of Theorem 1 in [19], we have

\[ \text{var} \left[ \frac{1}{\sqrt{Nh}} \sum_{i=1}^{n} \sum_{j=1}^{m} \theta_{ij} g_{i1} \{ \delta(t) \}^T \lambda_{\delta(t)} \right] \]

\[ = \text{var} \left\{ \sqrt{Nh} p_T(t) \varphi_K \Lambda_{\tau}(t)^T \lambda_{\delta(t)} \right\} \{1 + o(1)\} \]

\[ = \text{var} \left\{ \sqrt{Nh} \Lambda_{\tau}(t)^T M\tilde{g}_n \{ \delta(t) \} \right\} \{1 + o(1)\} \]

\[ = \Lambda_{\tau}(t)^T ME \left[ \frac{1}{Nh} \sum_{i=1}^{n} g_{i1} \{ \delta(t) \} g_{i1} \{ \delta(t) \}^T \right] M\Lambda_{\tau}(t) \{1 + o(1)\} \]

\[ \rightarrow p_T(t) \varphi_K \Lambda_{\tau}(t)^T M\Lambda_{\tau}(t) + o(1) \]

(5.15)

Similarly, we can obtain

\[ \text{cov} \left( \frac{1}{\sqrt{Nh}} \sum_{i=1}^{n} \sum_{j=1}^{m} \theta_{ij} g_{i1} \{ \delta(t) \}^T \lambda_{\delta(t)}, \frac{1}{\sqrt{Nh}} \sum_{i=1}^{n} \sum_{j=1}^{m} \theta_{ij} \right) \]

\[ = \text{cov} \left( \Lambda_{\tau}(t)^T M\lambda_{\delta(t)}^T, \sum_{i=1}^{n} \sum_{j=1}^{m} \theta_{ij} \right) + o(1) \]

\[ \rightarrow p_T(t) \varphi_K \Lambda_{\tau}(t)^T M\Lambda_{\tau}(t). \]
Thus, we have

\[ \text{var} \left[ \frac{n}{\sqrt{Nh}} \sum_{i=1}^{n} w_i (\hat{\delta}(t)) q_i \right] \to p_T(t) \varphi_K \left\{ \tau(1 - \tau) \Sigma_Z(t) - A_\tau(t)^T M A_\tau(t) \right\}. \]

However, it is easy to show that \( A_\tau(t)^T M A_\tau(t) = 0 \) regardless of the dependence matrix \( C \) in (5.1) because \( C^2 C^{-1}_1 \{I - C_2 \{C^2 \bar{C}_1^{-1} C_2\}^{-1} C^2 \bar{C}_1^{-1}\} C_2 = 0 \). The desired result in (3.3) follows from (5.13) and the independence of \( \hat{\varrho}_1, \ldots, \hat{\varrho}_n \).

(iii) Suppose that global weight \( w_i^n = w_i(\hat{\gamma}) \) is used. By (C2), we have

\[ \frac{n}{\sqrt{Nh}} \sum_{i=1}^{n} w_i (\hat{\gamma}) q_i = \frac{1}{\sqrt{Nh}} \sum_{i=1}^{n} \sum_{j=1}^{m} q_{ij} \left( 1 - h_i(\hat{\gamma})^T \lambda_i \right) \{1 + o_p(1)\}. \]

Recall \( h_{i\ell}(\cdot) \) defined in (2.4).

We have

\[ E \left\{ \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} q_{ij} h_{i\ell}(\hat{\gamma})^T \right\} \]

\[ = E \left\{ \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij} Z_{ij} (\tau - 1_{\xi_{ij} < 0}) h_{i\ell}(\gamma_0)^T \right\} + o(1) \]

\[ = E \left\{ \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} K_{ij} Z_{ij} E\{(\tau - 1_{\xi_{ij} < 0}) h_{i\ell}(\gamma_0)^T | U_{ij}\} \right\} + o(1) \to p_T(t) G(t)^T. \]

By the law of large numbers, we have

\[ \frac{1}{Nh} \sum_{i=1}^{n} \sum_{j=1}^{m} q_{ij} h_{i\ell}(\hat{\gamma})^T \overset{p}{\to} p_T(t) G(t)^T. \quad (5.16) \]

By (5.16) and (C1) using steps similar to (5.15),

\[ \text{var} \left\{ \frac{1}{\sqrt{Nh}} \sum_{i=1}^{n} \sum_{j=1}^{m} q_{ij} h_i(\hat{\gamma})^T \lambda_i \right\} \]

\[ = \text{var} \left\{ \sqrt{Nh} p_T(t) G(t)^T \lambda_i \right\} \{1 + o(1)\} \]

\[ = \text{var} \left\{ \sqrt{Nh} p_T(t) G(t)^T L h_i(\gamma_0) \right\} \{1 + o(1)\} \]

\[ = m h p_T^2(t) G(t)^T \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} h_i(\gamma_0) h_i(\gamma_0)^T \right] L G(t) \{1 + o(1)\} \]

\[ = m h p_T^2(t) G(t)^T L G(t) + o(1) = o(1). \quad (5.17) \]

Similarly, we can obtain

\[ \text{cov} \left( \frac{1}{\sqrt{Nh}} \sum_{i=1}^{n} \sum_{j=1}^{m} q_{ij} h_i(\hat{\gamma})^T \lambda_i, \frac{1}{\sqrt{Nh}} \sum_{i=1}^{n} \sum_{j=1}^{m} q_{ij} \right) = o(1). \]
Thus, we have
\[ \text{var} \left\{ \frac{n}{\sqrt{n}h} \sum_{i=1}^{n} w_i(\hat{\gamma}) g_i \right\} \to \tau (1 - \tau) p_T(t) \varphi_K \Sigma_Z(t). \]

The desired result in (3.4) follows from (5.13) and the independence of \( g_1, \ldots, g_n \).

**Proof of Theorem 2.** Let \( \theta = \sqrt{n}(\alpha - \alpha_{\tau}) \). Then we can write
\[ Y_{ij}^\# - X_{ij}^T \alpha = Y_{ij} - Z_{ij}^T \hat{\beta}_\tau(t_{ij}\alpha) - X_{ij}^T \alpha = \xi_{ij} - X_{ij}^T \theta / \sqrt{n} - d_{ij}, \]
where \( d_{ij} = Z_{ij}^T \{ \hat{\beta}_\tau(t_{ij}\alpha) - \beta_\tau(t_{ij}\alpha) \} \). Similar to the proof of Theorem 1, we can find the asymptotic Bahadur representation:
\[ \sqrt{n}(\hat{\alpha}_{\tau} - \alpha_{\tau}) = \frac{n\Sigma_{fX}^{-1}}{\sqrt{n}} \sum_{i=1}^{n} w_i(\hat{\gamma}) \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0}) X_{ij} + o_p(1) \]
\[ = B_n - C_n + o_p(1) , \]
where
\[ B_n = \frac{n\Sigma_{fX}^{-1}}{\sqrt{n}} \sum_{i=1}^{n} w_i(\hat{\gamma}) \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0}) X_{ij} , \]
\[ C_n = \frac{n\Sigma_{fX}^{-1}}{\sqrt{n}} \sum_{i=1}^{n} w_i(\hat{\gamma}) \sum_{j=1}^{m} (1_{\xi_{ij} - d_{ij} < 0} - 1_{\xi_{ij} < 0}) X_{ij} . \]

By a similar argument in (5.8) and the result in (5.13), we have \( C_n = \)
\[ \frac{n\Sigma_{fX}^{-1}}{\sqrt{n}} \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{j'=1}^{m} \sum_{i'=1}^{m} \sum_{j''=1}^{m} \left\{ \left( \frac{n}{\sqrt{n}h} \sum_{i=1}^{n} w_i(\hat{\gamma}) \right) \right\} X_{ij} + o_p(1) \]
\[ = \frac{n\Sigma_{fX}^{-1}}{\sqrt{n}} \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{j'=1}^{m} \sum_{i'=1}^{m} \sum_{j''=1}^{m} \left\{ \left( \frac{n}{\sqrt{n}h} \sum_{i=1}^{n} w_i(\hat{\gamma}) \right) \right\} X_{ij} + o_p(1) \]
\[ = \frac{n\Sigma_{fX}^{-1}}{\sqrt{n}} \sum_{i=1}^{n} \sum_{j=1}^{m} \sum_{j'=1}^{m} \sum_{i'=1}^{m} \sum_{j''=1}^{m} \left\{ \left( \frac{n}{\sqrt{n}h} \sum_{i=1}^{n} w_i(\hat{\gamma}) \right) \right\} X_{ij} + o_p(1) \]
\[ + \frac{\sqrt{nh^2} \mu_k}{2} \Sigma_{fZ}^{-1} \left\{ \frac{n}{\sqrt{n}} \sum_{i=1}^{n} w_i(\hat{\gamma}) \sum_{j=1}^{m} f_k(0|U_{ij}) X_{ij} Z_{ij}^T \beta''_{\tau}(t_{ij}) \right\} + o_p(1) \]
Thus, \( (\hat{\gamma}_i) = -1 \sum_{i=1}^{n} w_i^n \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0}) H_{ij} + \frac{\sqrt{n} h^2 \mu_k}{2} \Sigma_{fX}^{-1} b_{\alpha_\tau} + o_p(1). \)

It follows that \( \sqrt{n}(\hat{\alpha}_r - \alpha_r) = \)

\[ \frac{n \Sigma_{fX}^{-1}}{\sqrt{n}} \left\{ \sum_{i=1}^{n} w_i(\hat{\gamma}) \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0})(X_{ij} - H_{ij}) - \frac{n}{\sqrt{n}} \sum_{i=1}^{n} (w_i^n - w_i(\hat{\gamma})) \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0}) H_{ij} \right\} + \frac{\sqrt{n} h^2 \mu_k}{2} \Sigma_{fX}^{-1} b_{\alpha_\tau} + o_p(1). \]

(i) Suppose that global weight \( w_i^n = w_i(\hat{\gamma}) \) is used. By Theorem 1 in [19],

\[ \sqrt{n} \left( \hat{\alpha}_r - \alpha_r - \frac{h^2 \mu_k}{2} b_{\alpha_\tau} \right) \xrightarrow{d} N(0, \Sigma_{fX}^{-1} V \Sigma_{fX}^{-1}). \]

(ii) Suppose that \( w_i^n = w_i^\xi = 1/n \) is used. Then by (C2), \( n\{w_i^n - w_i(\hat{\gamma})\} = h_i(\hat{\gamma})^T \lambda_\gamma + o_p(1) \). Let \( I_{i1} = \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0}) X_{ij} \) and \( I_{i2} = \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0}) H_{ij} \). We can write

\[ \frac{n}{\sqrt{n}} \sum_{i=1}^{n} w_i(\hat{\gamma}) \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0})(X_{ij} - H_{ij}) - \frac{n}{\sqrt{n}} \sum_{i=1}^{n} (w_i^n - w_i(\hat{\gamma})) \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0}) H_{ij} \]

\[ = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \{1 - h_i(\hat{\gamma})^T \lambda_\gamma\}(I_{i1} - I_{i2}) - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} h_i(\hat{\gamma})^T \lambda_\gamma I_{i2} + o_p(1). \]

Since \( \text{cov}\{n^{-1/2} \sum_{i=1}^{n} h_i(\hat{\gamma})^T \lambda_\gamma I_{ik}, n^{-1/2} \sum_{i=1}^{n} h_i(\hat{\gamma})^T \lambda_\gamma I_{ik'}\} = \text{cov}\{n^{-1/2} \sum_{i=1}^{n} I_{ik}, n^{-1/2} \sum_{i=1}^{n} h_i(\hat{\gamma})^T \lambda_\gamma I_{ik'}\} \) for \( k = 1, 2 \) and \( k' = 1, 2 \), we have \( \text{cov}\{n^{-1/2} \sum_{i=1}^{n} \{1 - h_i(\hat{\gamma})^T \lambda_\gamma\}(I_{i1} - I_{i2}), n^{-1/2} \sum_{i=1}^{n} h_i(\hat{\gamma})^T \lambda_\gamma I_{i2}\} = 0. \) Using a similar step to (5.15), we have

\[ \text{var}\left\{ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} h_i(\hat{\gamma})^T \lambda_\gamma I_{i2} \right\} = \text{BL}_S. \]

Thus,

\[ \sqrt{n} \left\{ \hat{\alpha}_r - \alpha_r - \frac{h^2 \mu_k}{2} b_{\alpha_\tau} \right\} \xrightarrow{d} N(0, \Sigma_{fX}^{-1} (V + \text{BL}_S) \Sigma_{fX}^{-1}). \]

(iii) Suppose that local weight \( w_i^n = w_i\{\hat{\delta}(t)\} \) is used. Then by (C2), \( n\{w_i^n - w_i(\hat{\gamma})\} = h_i(\hat{\gamma})^T \lambda_\gamma - g_i(\hat{\delta}(t))^T \lambda_\hat{\gamma}(t) + o_p(1) \). We can write
\[ \frac{n}{\sqrt{n}} \sum_{i=1}^{n} w_i(\hat{\gamma}) \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0})(X_{ij} - H_{ij}) \]

\[ - \frac{n}{\sqrt{n}} \sum_{i=1}^{n} \{w_i^n - w_i(\hat{\gamma})\} \sum_{j=1}^{m} (\tau - 1_{\xi_{ij} < 0}) H_{ij} \]

\[ = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \{1 - h_i(\hat{\gamma})^T \lambda_\gamma\} \{I_{i1} - I_{i2}\} \]

\[ - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} [h_i(\hat{\gamma})^T \lambda_\gamma - g_i(\hat{\delta}(t))^T \lambda_\delta(t)] I_{i2} + o_p(1). \]

Similar to (5.17), \( \operatorname{cov}[n^{-1/2} \sum_{i=1}^{n} I_{ik}, n^{-1/2} \sum_{i=1}^{n} g_i(\hat{\delta}(t))^T \lambda_\delta(t)] = O(h) \) and \( \operatorname{cov}[n^{-1/2} \sum_{i=1}^{n} h_i(\hat{\gamma})^T \lambda_\gamma I_{ik}, n^{-1/2} \sum_{i=1}^{n} g_i(\hat{\delta}(t))^T \lambda_\delta(t)] = O(h) \) for \( k = 1, 2 \) and \( \operatorname{var}[n^{-1/2} \sum_{i=1}^{n} g_i(\hat{\delta}(t))^T \lambda_\delta(t)] I_{i2} = O(h) \). Then the rest of the proof is the same as (ii) above.

**Proof of Theorem 3.** The proof of Theorem 3 follows from almost the same argument as given in [8, 19], and thus it is omitted here but available from the authors upon request.
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