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Abstract: With the development of wireless sensor network technology, the routing strategy has important significance in the Internet of Things. An efficient routing strategy is one of the fundamental technologies to ensure the correct and fast transmission of wireless sensor networks. In this paper, we study how to combine deep learning technology with routing technology to propose an efficient routing strategy to cope with network topology changes. First, we use the recurrent neural network combined with the deep deterministic policy gradient method to predict the network traffic distribution. Second, the multi-hop node state is considered as the input of a double deep Q network. Therefore, the nodes can make routing decisions according to the current state of the network. Multi-hop state-aware routing strategy based on traffic flow forecasting (MHSA-TFF) is proposed. Simulation results show that the MHSA-TFF can improve transmission delay, average routing length, and energy efficiency.
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1. Introduction

The Internet of Things (IoT) connects a range of physical devices through a variety of transmission technologies, e.g., WiFi, 5G, wireless sensing networks, etc. IoT has become an important network infrastructure in the world of the future [1–3]. The resilience, reliability, and efficiency of agriculture and smart city services can be effectively enhanced by IoT technologies [4]. Among these communication technologies applied in the IoT networks, wireless sensor networks (WSNs) play an important role [5]. The wireless sensor network is generally composed of sensor nodes equipped with wireless communications equipment. These nodes are autonomous and spatially distributed. These nodes in operation can realize real-time monitoring of the physical environment, provide massive data for back-end services to analyze, and build an intelligent model of the sensing layer. However, the typical features of these nodes generally are limited storage, power, and computing resources. Since the purpose of WSNs is to perceive and transmit information efficiently, how to design the appropriate routing strategy will directly affect the performance of the network. Therefore, the core goal of the WSN routing strategy is to reduce energy consumption, enhance network damage resistance, and prolong network life.

The routing strategy of WSNs has attracted the attention of many researchers and institutions. The Ad hoc On-Demand Distance Vector Routing (AODV) was designed for mobile ad-hoc networks [6]. The behavior of the AODV routing protocol in situations of link failures was investigated. The Destination Sequence Distance Vector Routing (DSDV) was designed to attempt to cope with the geographic mobility of network nodes [7]. The Dynamic Source Routing (DSR) was defined by [8]. The data sender can determine precisely the needed sequence of the nodes to propagate the packet. However, DSR has the
disadvantage of high signaling overheads. Besides, it has been found that these routing protocols have poor performance under changing network topologies, which is very common in WSNs due to factors such as node sleeping [9]. The flooding routing strategy [10] is designed primarily to deal with network scalability and energy efficiency. The time tag is used to combine signal and flooding routing, which can reduce the signaling overheads.

The above research results on routing strategies need to be further considered for the change of network topology. Since the scale of IoT applications and services is increasing day by day, the network topology is becoming more complex. The local topology is more complex and easy to change. As the wireless sensor nodes have limited computing and communications capabilities, the network will use an appropriate sleeping strategy to save node energy, which entails changing the network topology. In addition, both the sensor nodes and the entire sensor network are vulnerable to attacks. Therefore, resilient routing strategies are needed to handle the routing problem under changing network topology, whether caused by the sleeping scheme of the network or by an external attack. Inspired by this view, a failure-resilient routing strategy via IoT networks was proposed in [11]. The routing strategy in [11] can automatically explore and establish optimal local routes in the event that unpredictable failures cause the previous route to fail. In addition, the temporary rerouting will be abandoned when the failures have been repaired. A dynamic Attack-Resilient Routing (ARR) strategy was designed in [12] in software-defined networks. The ARR dynamically routes the data fragments through a set of reliable and lightly loaded paths to achieve multi-path diversity, thus improving the data availability of the destination in the presence of attacks. According to the above research results, multi-path routing in wireless sensor networks is one of the more effective methods to deal with network topology changes. However, the multi-path routing strategy generally requires the computing capacity of the node, and it will increase the signaling overhead, which needs further study.

Recently, deep learning has been garnering research attention in the network routing area [13]. The deep-learning-based intelligent routing strategies are discussed in [14–16]. It has been proved in these papers that deep learning methods can be used to design the routing strategy in WSNs. A Deep Reinforcement Learning (DRL)-based Quality-of-Services (QoS) routing strategy was proposed in [17] to handle the secure routing problem in a software-defined network. A deep-learning-based link prediction model was proposed in [18]. A resilient routing algorithm was presented to ensure the integrality of transmitted data and shorten the length of the transmission path selectively. A value matrix-based deep learning approach was proposed in [19]. In [19], the deep Convolutional Neural Network (CNN) and the Deep Belief Network (DBN) were used together to deal with the large-scale network problem. Through the above research, we find that the traffic between nodes has some regularity, which can help to improve the performance of the routing strategy.

In this paper, the traffic flow prediction strategy based on the Recurrent Neural Network (RNN) combined with the Deep Deterministic Policy Gradient (DDPG) method is proposed to predict the network traffic distribution. Furthermore, the node state of the WSNs is analyzed, which considers various situations such as free, busy, and congested. While the multi-hop node state is given, a Double-Deep Q Network (DDQN) is trained to achieve the optimal next hop. Therefore, a Multi-Hop State-Aware routing strategy based on Traffic Flow Forecasting (MHSA-TFF) is proposed. In the MHSA-TFF, the routing strategy is divided into two parts, the traffic flow prediction part and the next-hop selection part. Simulation results show that the MHSA-TFF can improve transmission delay, average routing length, and energy efficiency.

The remainder of this paper is organized as follows. In Section 2, the system model of WSNs is presented. The topology of the network and the multi-hop node state-aware model are described. In Section 3, the traffic flow prediction part based on the RNN combined with the DDPG method is presented. In addition, the optimal next hop decision routing strategy based on the Double Deep Q Network is discussed in detail. In Section 4,
the simulation results are discussed, including the packet delivery ratio and the end-to-end delay under the topological state changes. Finally, Section 5 draws the conclusion.

2. System Model

Due to the development of heterogeneous node types in MSNs, a wireless sensor network that consists of a large number of ordinary nodes and a few enhanced nodes is considered in this paper. The transmitting power, energy, and computing capacity of ordinary nodes are limited, while the enhanced nodes have sufficient energy and computing capacity. Therefore, these enhanced nodes can take responsibility for processing deep learning models and controlling the routing strategy of the whole network. These enhanced nodes will collect the historical traffic flow information of ordinary nodes, and based on this information, complete the prediction of future traffic. Next, these enhanced nodes are responsible for updating the node-wide multi-hop topology information and intelligently performing local routing optimization. Furthermore, these enhanced nodes will regularly exchange network topology information so that the entire network topology information will be periodically updated. These enhanced nodes send the routing results to the ordinary nodes so that the ordinary nodes can complete the next-hop node selection process of the forwarding packets. Indeed, the signaling interactions caused by the enhanced nodes will consume network resources and incur additional overhead. However, such overhead can be reduced by controlling the interaction frequency. The scale of these overheads will not be significant because the network topology does not change very quickly in a real scenario, such as the industrial IoTs, intelligent agriculture, etc. The node connectivity architecture of WSN is shown in Figure 1.

As it is shown in Figure 1, the enhanced node is represented by the square icon, and the ordinary node is represented by the circular icon. Ordinary nodes have at least one routing path, and some of the ordinary nodes connect directly with enhanced nodes. Enhanced nodes have connections to multiple ordinary nodes. Some enhanced nodes have communication links with each other, while others need to be routed through ordinary nodes. From this topology, it can be seen that each enhanced node is responsible for the ordinary node within multi-hop. The node connectivity architecture is modeled as a direct graph $G = (V, E)$. $V$ is the set of all enhanced nodes and ordinary nodes, which is represented as $\{v_1, v_2, ..., v_n\}$. $E$ represents the set of communication links between each node. Since there are two kinds of nodes in the wireless sensor system, we define the $V^E$ and $V^O$ as the set of all enhanced nodes and ordinary nodes, respectively. In addition, we use
the $E^E$, $E^O$, $E^{OO}$ as the communication links between two enhanced nodes, enhanced node and ordinary node, and two ordinary nodes, respectively. Therefore, through interactive link information among nodes, enhanced nodes can obtain the whole network topology information and calculate the hop number between any two nodes. Therefore, the $\Gamma_i(v)$ is defined as the set of $i$-hop neighbors of node $v$, where $i = \{1, 2, ..., k\}$. In this paper, the enhanced node only requires the collection of the neighbor node state within a two-hop range. The definition of the symbols used later is summarized in Table 1.

Table 1. Definition of the symbols.

| Symbol | Definition |
|--------|------------|
| $G$    | The direct graph of the WSN |
| $V$    | The set of nodes |
| $E$    | The set of links |
| $V^E$  | The set of enhanced nodes |
| $V^O$  | The set of ordinary nodes |
| $E^E$  | The communication link between two enhanced nodes |
| $E^{EO}$ | The communication link between enhanced node and ordinary node |
| $E^{OO}$ | The communication link between two ordinary nodes |
| $\Gamma_i(v)$ | The set of $i$-hop neighbors of node $v$ |

3. Multi-Hop State-Aware Routing Strategy Based on Traffic Flow Forecasting

Based on the system model proposed above, two problems are studied in this paper. The first problem is how to establish a traffic prediction model between two nodes and make routing decisions based on the results of the traffic prediction model. The second problem is how to make the enhanced nodes respond intelligently to the changing of network topology.

To the first problem, the traffic flow prediction strategy based on the RNN network combined with the Deep Deterministic Policy Gradient (DDPG) method is proposed to predict the network traffic distribution. To the second problem, the node state of the WSNs is analyzed, and a Double-Deep Q Network is trained to achieve the optimal next hop under the condition of topological changes.

3.1. Traffic Flow Prediction Strategy Based on RNN Combined with the DDPG Method

According to the research results in [20,21], it can be assumed that the size of traffic between two nodes is related to the geographical location between the two nodes. In this section, the traffic model between two nodes is proposed. It is assumed that each node can obtain its own average traffic after running for a period of time, which is defined as $j_i$ and belongs to node $v_i$. Therefore, the traffic between node $v_i$ and $v_j$ can be calculated as (1).

$$j_{ij} = j_i \times \frac{j_j / l_{ij}}{\sum_{k \in I_n} j_k / l_{ik}}$$

where $l_{ij}$ is the spatial distance between node $v_i$ and $v_j$. In addition, the network traffic of each node is composed of two components: the periodical flow and the random flow [22]. Therefore, traffic merits using neural networks in order to discover the periodic feature.

After the network has been running for some time, the enhancement node can obtain the topology of the network. Then, each enhanced node takes the ordinary nodes closest to them as a node-set and collects the position information and traffic information of the ordinary node. After the collection of enhanced nodes is completed, the spatiotemporal distribution of traffic can be calculated according to Equation (1). In this section, the traffic
The traffic flow prediction strategy based on RNN combined with the DDPG method is shown (Figure 2.)

![Diagram](image)

**Figure 2.** The traffic flow prediction strategy based on RNN combined with the DDPG method.

The interaction process between the environment and the agent is considered as a Markov Decision Process (MDP) by the reinforcement model. The element in MDP is defined as $M = (S, A, R, P, \lambda)$, where the space of state, action, reward is $S$, $A$, $R$, respectively. The transition probability function is $P$, and the discount factor is $\lambda$ ($\lambda \in [0,1]$). According to the policy, the agent will decide an action under a different state [22]. The Q value is used in this model to evaluate the performance of the policy. Therefore, the Q value under $(s_t, a_t)$ is

$$Q(s_t, a_t) = E[\sum_{n=0}^{\infty} \lambda^n R(s_{t+n}, a_{t+n})]$$  \hspace{1cm} (2)

In online network usage, the Q value is more commonly expressed as

$$Q(s_t, a_t) = E[R_t + \lambda Q(s_{t+1}, a_{t+1})]$$  \hspace{1cm} (3)

In the proposed model, the loss function in DDPG is used to process the back propagation, which can be expressed as

$$L(\phi) = E[(Q(s_t, a_t | \phi) - \psi_t)^2]$$  \hspace{1cm} (4)

where the $Q(s_t, a_t | \phi)$ represents the Q value expressed by a set of parameters $\phi$ in the neural network. $\psi_t$ is

$$\psi_t = R(s_t, a_t) + \lambda Q(s_{t+1}, \mu(s_{t+1}) | \phi)$$  \hspace{1cm} (5)

The policy gradient of DDPG can be computed as

$$\nabla_\phi J = E[\nabla_\phi Q(s, \mu(s | \phi^0) | \phi^0)]$$

$$= E[\nabla_\phi Q(s, a | \phi^0) \nabla_\phi \mu(s | \phi^0)]$$  \hspace{1cm} (6)

Algorithm 1 shows the detailed DDPG method used in this section.
Algorithm 1 DDPG algorithm

Randomly initialize $\phi^\theta$ and $\phi^\phi$
Create target network $Q'$ and $\mu'$ with $\phi'^\theta \leftarrow \phi^\theta$ and $\phi'^\phi \leftarrow \phi^\phi$
Initialize replay buffer $R$

for episode = 1 to $M$:
Initialize a random process $N$ for action exploration
Receive the initial state $s_i$

for iteration $t = 1$ to $T$
do
Execute action $a_t$ and observe $r_t$ and $s_{t+1}$
Store $(s_t, a_t, r_t, s_{t+1})$ in $R$
sample a minibatch of $(s_t, a_t, r_t, s_{t+1})$ from $R$
set $\psi_t = r_t + \lambda Q'(s_{t+1}, \mu'(s_{t+1} | \phi'^\phi))$
update $\phi^\theta$ with
$$L = \frac{1}{N} \sum_i (y_i - Q(s_i, a_i | \phi^\theta))^2$$
update $\phi^\phi$ with
$$\nabla_{\phi^\phi} J = \frac{1}{N} \sum_i [\nabla_s Q(s_i, a_i | \phi^\phi) \nabla_{\phi^\phi} \mu(s_i | \phi^\phi)]$$
update target network with
$$\phi'^\theta \leftarrow \lambda \phi'^\theta + (1-\lambda) \phi^\theta$$
$$\phi'^\phi \leftarrow \lambda \phi'^\phi + (1-\lambda) \phi^\phi$$
end for
end for

As the traffic between nodes shows the periodic feature, the RNN is used as the input neural network. Figure 3 shows the structure of RNN. The input data is the traffic snapshot of the traffic distribution. Therefore, the output data can be treated as one of the input data in the next time step. The traffic condition in the next time step is predicted according to the information of past traffic patterns. The hyperparameters of the RNN are similar to [23]. So far, the traffic prediction between nodes is finished, and the enhanced node will use this information to make further routing decisions.

![Figure 3. The structure of RNN.](image)

3.2. Setup and Update of Node State

In this section, we proposed a node state awareness mechanism, processed at the enhanced nodes. Each enhanced node takes the ordinary nodes closest to them as a node-
set and collects node states. In the proposed MHSA-TFF, each enhanced node keeps a Node State Table (NST). The node states are stored as the style in Table 2.

Table 2. Link state table.

| Node | State  | Energy  | Traffic Load | Timestamp |
|------|--------|---------|--------------|----------|
| v_i  | Online | Medium  | Free         | t        |
| v_j  | Online | High    | Congested    | t        |
| v_k  | Offline| Low     | Busy         | t        |

It can be seen from Table 2 that the energy and traffic load of ordinary nodes are collected. There are three levels of energy and traffic load, low/medium/high, free/busy/congested, respectively. The online/offline represents whether the ordinary node returns the ACK packet. The commonly used hello packet strategy is adopted to achieve the link state table [24]. The enhanced node sends hello packets to nodes belonging to its ordinary node-set and receives the reported packet. When the enhanced node receives the message from its ordinary node-set, it updates NST. Algorithm 2 shows the process of the multi-hop state-aware scheme.

Algorithm 2 Multi-hop State-Aware Scheme

State Updating:
while true do
    broadcast hello packets to its ordinary node set
    wait $t_{\text{hello}}$
end while
if receive ACK within $t_{\text{ack}}$ then
    if ($t$ is up to date) then
        NST$(v_i).\text{state} \leftarrow \text{Online}$
    else
        drop the ACK message
    end if
else
    NST$(v_i).\text{state} \leftarrow \text{Offline}$
end if

Energy and Traffic Load Updating:
Receive reported packet
if ($t$ is up to date) then
    continue
else
    drop the reported packet
end if
if (NST$(v_i).\text{energy is not equal to energy}) then
    NST$(v_i).\text{energy} \leftarrow \text{energy}$
else if (NST$(v_i).\text{traffic load is not equal to traffic load}) then
    NST$(v_i).\text{traffic load} \leftarrow \text{traffic load}$
else
    drop the packet
end if

Based on the above information, the enhanced node has the traffic flow and the state of the ordinary node within the multi-hop. This information will be used to make the routing decision.
3.3. Routing Strategy Based on DDQN

It is mentioned in Section 3.1 that an agent is modeled as \( \{S, A, P, R\} \) in deep reinforcement learning. As the WSN routing strategy is combined with the deep reinforcement learning, the model \( \{S, A, P, R\} \) is constructed as the Table 3.

| Parameters | Definition | Action | Possibility | Reward |
|------------|------------|--------|-------------|--------|
| S          | State([s, v, NST]) | \( v_{next} \) | \( P_{next} \) | \( r \) |

where the source node is \( s \), the destination node is \( v_d \), and the current NST at the enhanced node. \( v_{next} \) represents the next-hop decided by the enhanced node. For example, if a packet needs to be routed from \( s \) to \( v_d \), the reward \( r \) is expressed as

\[
r = \begin{cases} 
  r_{success} & \text{if } v_{next} = v_d \\
  -(\alpha \cdot r_{offline} + \beta \cdot r_{low} + \gamma \cdot r_{congested}) & \text{if } v_{next} = v_d \\
  -\text{diff}(v_{next}, v_d) & \text{if } Other 
\end{cases}
\]

where \( \text{diff}(v_{next}, v_d) = l_{next,d}^2 \) represents the distance between the next hop node and the destination node, \( r_{success} \) represents success routing and \( r_{offline}, r_{low}, r_{congested} \) are the punishments for next hop offline/energy low/traffic congested events, respectively. \( \alpha, \beta, \gamma \) are the weight coefficients of the three events. The training process of DDQN is referred to [21].

Since the state, energy, and traffic load are considered in DDQN as the input parameters, the proposed routing strategy can respond to the network topology changes. The workflow of MHSA-TFF is shown in Algorithm 3.

Algorithm 3 The Workflow of the MHSA-TFFDDPG algorithm

1: For each enhanced node, do the prediction of the traffic between nodes.
2: Evaluate node states and update the NST
3: if the NST changes then
   Interacts with other enhanced nodes to update the network topology
end if
4: Load DDQN at the enhanced node
5: If an ordinary node has the routing requirement, input the \([s, v, NST]\) to the corresponding enhanced node.
6: The enhanced node outputs the next-hop \( v_{next} \) and sends to the ordinary node
7: The ordinary node transmits the packet to \( v_{next} \)

MHSA-TFF takes the multi-hop node state information as the input to the routing decision process, which is partially updated. The extensive wireless sensor network is divided into several small pieces by the setting of enhanced nodes. Each enhancement node is responsible for gathering information within the multi-hop region and making routing decisions within this multi-hop region.

4. Simulation Results

The input part of MHSA-TFF was completed by Python, and the deep learning model was built by TensorFlow with the following experimental environment: AMD Ryzen R5 @ 3.5 GHz × 4, 16 G RAM, gtx1060 GPU, 6 G VRAM.

Table 4 presents the detailed simulation parameters and experimental environment of the wireless sensor network. A total of 120 ordinary nodes and 8 enhanced nodes are randomly deployed in the 150\( \text{m} \times 150\( \text{m}\) simulation area. The direct graph \( G = (V, E) \) is
generated based on the geographic location information. The communication radius of ordinary nodes and enhanced nodes are limited to 20 m and 50 m, respectively. When the scene is initialized, a probability value \( p \in [0,1] \) will be generated for the nodes within the communication range. If \( p \) is greater than 0.4, a two-way communication link will be established, and each node will be guaranteed to have at least one two-way communication link.

**Table 4. Simulation parameters and environment.**

| Parameters                        | Value       |
|----------------------------------|-------------|
| Number of Ordinary Nodes         | 120         |
| Number of Enhanced Nodes         | 8           |
| Simulation Area                  | 150 m × 150 m |
| Energy cost per TX               | 5 nJ/bit    |
| Energy cost per RX               | 5 nJ/bit    |
| Initial Energy of each Node      | 1 J         |
| Simulation Time Steps            | 1000        |

The AODV in [6] and the Flooding in [10] are chosen as the baseline methods. We compared the performance of the MHSA-TFF with that of AODV and flooding in four indicators, which are the transmission delay, the average routing length, the residual energy state, and the number of dead nodes. The average value of 150 independent replicates for each indicator was taken in our simulation to obtain a statistical average value. In the simulation, we assume that the network topology is basically unchanged under the first 400 step sizes, which means that there are no emergency events such as node damage or shutdown. In the following 600-step size, we assume that 5% of ordinary nodes are damaged at random every 200 steps (first happens at the 400 step mark), but we still guarantee that there is at least one communication link for the undamaged ordinary nodes. The above settings were used to simulate algorithm performance under network topology changes.

Figure 4 shows the comparison on the transmission delay. Due to the passive routing strategy of AODV, the broadcasting scheme is used in AODV to establish the routing path for data transmission. Therefore, this leads to an increasing in transmission delay when the network topology changes. The MHSA-TFF can automatically adapt to the changes in network topology. Thus, the transmission delay of MHSA-TFF increases with the occurrence of ordinary node corruption events but is better than that of AODV and flooding.
Figure 4. The comparison on the transmission delay.

Figure 5 shows the comparison on the average routing length. Before the change of network topology, it can be seen that the routing length values of the two strategies are similar. After the change of network topology, the average routing length of MHSA-TFF is smaller than that of AODV. This proves that the MHSA-TFF can resist the change of network topology to some extent through the application of global topology information and neural networks. Moreover, the results of the flooding routing strategy are not recorded and displayed. The reason is that if the flood routing strategy is adopted, the route length is always equal to the number of edges at each step in the network.

Figure 5. The comparison on the average routing length.

Figures 6 and 7 show the comparison on the total residual energy and the number of dead nodes, respectively. These two figures prove that the MHSA-TFF strategy has good energy utilization efficiency. This is because our routing strategy runs on enhanced nodes, while ordinary nodes only need to receive signaling and forward packets without making
routing decisions. In addition, the use of deep learning reduces the frequency of recalculated routes. This scenario can be used in the industrial internet, industrial IoT, and intelligent agriculture.

![Figure 6. The comparison on the total residual energy.](image)

![Figure 7. The comparison on the number of dead nodes.](image)

5. Conclusions

In this paper, a deep reinforcement learning-based multi-hop state aware routing strategy was proposed for wireless sensor networks. We used the DDPG strategy combined with the RNN network to estimate inter-node business traffic. Furthermore, we proposed a multi-hop node state awareness mechanism based on enhanced nodes. By reporting and collecting energy and traffic load information for ordinary nodes, enhanced nodes can train the DDQN network based on this information and make routing decisions based on the current multi-hop node state. The advantage of the proposed strategy is that it can cope with changes in the network topology state. The simulation results prove the feasibility of the strategy.
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