I. INTRODUCTION

67 years ago, Wannier [1] and Houtappel [2] realized that two-dimensional (2D) antiferromagnetic Ising model on the triangular lattice does not order down to temperature $T = 0$, in contrast to the naive expectation from the third law of thermodynamics, hence initiated the study of frustrated magnetic system. By now, the scope of this field has been greatly expanded, where not only the aforementioned frustrated Ising model, but also models with continuous spin symmetry such as the antiferromagnetic Heisenberg [3] or XXZ magnets on 2D kagome lattice [4–6] and three-dimensional (3D) pyrochlore lattice [7–9] are found to host exotic quantum disorder phases as their ground states, where novel phenomena such as topological orders [6,10–13], emergent gauge fields [9,14–16], and quantum phase transitions beyond the Landau-Ginzburg-Wilson (LGW) paradigm [5,8,17,18] prevail.

Among the interesting phenomena associated with frustrated magnetic systems, the emergent continuous symmetry at the quantum critical point (QCP) in the transverse-field frustrated Ising model (TFFIM) holds a special position. In the by now canonical papers [19,20], for the 2D TFFIM on the triangular lattice, as a function of magnetic field, the QCP between the magnetically ordered clock phase and the fully polarized phase is shown by both LGW renormalization group analysis and unbiased Monte Carlo (MC) simulations to be of the $(2 + 1)$D $O(2)$ universality class, despite the original Hamiltonian only contains discrete Ising symmetry. In a broader sense, emergent $O(n)$ symmetries have also been observed in the classical (finite-temperature) transition in 3D $q$-state Potts model [21], and in 2D, a QCP with an emergent $U(1)$ symmetry is the prominent feature of the famous deconfined quantum critical point [17,22], which separates antiferromagnetic Néel state and valence-bond solid [23–25].

The success of the theoretical prediction and numerical verification of the emergent $(2 + 1)$D $O(2)$ symmetry in the triangular lattice TFFIM [19,20] has bestowed confidence on people to find similar nontrivial QCPs in other models. However, one needs to be more cautious in generalizing the analysis to other systems. It is recently proposed that the TFFIM on the honeycomb lattice also hosts an emergent $(2 + 1)$D $O(3)$ continuous QCP [26]. However, this scenario can be destroyed by the cubic anisotropic perturbation, which may be a relevant perturbation at the $(2 + 1)$D $O(3)$ Wilson-Fisher fixed point [27] that renders this quantum phase transition (QPT) first order, as pointed out by the authors of Ref. [28], who studied a similar possible QCP with an emergent $O(3)$ symmetry in a different model.

Here, by means of large-scale Monte Carlo simulations, we show that the two models, the TFFIMs on the triangular and the honeycomb lattices, are in fact very different, that while the former indeed manifests an emergent QCP with $(2 + 1)$D $O(3)$ continuous QCP [26], however, this scenario can be destroyed by the cubic anisotropic perturbation, which may be a relevant perturbation at the $(2 + 1)$D $O(3)$ Wilson-Fisher fixed point [27] that renders this quantum phase transition (QPT) first order, as pointed out by the authors of Ref. [28], who studied a similar possible QCP with an emergent $O(3)$ symmetry in a different model.

The rest of the paper is organized as follows. In Sec. II the TFFIMs on the triangular and the honeycomb lattices (Sec. II A) and the Monte Carlo simulation techniques are introduced, with detailed accounts of the implementation of the efficient space-time cluster update scheme (Sec. II B) as well as the illustrative order-parameter histogram method we developed here (Sec. II C). In Sec. III, the numerical results of the TFFIM on the triangular lattice (Sec. III A) is first demonstrated, followed by those of the honeycomb lattice.
(Sec. III B). In the case of the triangular lattice, the emergent (2 + 1)D O(2) symmetry at the continuous QCP can be clearly seen from order-parameter histogram and the Binder cumulant of magnetic moments. As for the honeycomb lattice, the order-parameter histogram and the Binder cumulant analysis confirm the transition is of first order. In Sec. III C, we furthermore discover that the difference in the nature of the QPTs between the triangular and the honeycomb lattice models lies in the fact that the anisotropic term in the effective Lagrangian density is irrelevant (relevant) in the former (latter). Hence, for the honeycomb lattice TFFIM, the presence of the anisotropic terms in the effective LGW Hamiltonian indicates that the previous field theoretical analysis [26] does not apply to this particular model. Section IV summarizes our findings.

II. MODELS AND NUMERICAL METHOD

A. Models

In this paper we study the TFFIM on the 2D triangular and honeycomb lattices [19,20,26,29,30]. The Hamiltonian for the TFFIM on the triangular lattice is given by

$$H = J \sum_{\langle i,j \rangle} \sigma_i^x \sigma_j^x - h \sum_i \sigma_i^z,$$

where $J$ is the nearest-neighbor antiferromagnetic coupling and $h$ is the transverse field. The three-sublattice $(a, b, c)$ structure of the triangular lattice is given in Fig. 1(a), the spin orientation in Fig. 1(a) stands for the magnetically ordered clock phase [19,20,29] when $h < h_c$, where $h_c$ is the QCP above which the system is fully polarized to $\sigma^z$ direction.

The Hamiltonian for the TFFIM on the honeycomb lattice is given as

$$H = J_1 \sum_{\langle i,j \rangle} \sigma_i^x \sigma_j^x + J_2 \sum_{\langle \langle i,j \rangle \rangle} \sigma_i^x \sigma_j^x + J_3 \sum_{\langle (i,j) \rangle} \sigma_i^x \sigma_j^x - h \sum_i \sigma_i^z,$$

where $J_1$, $J_2$, and $J_3$ are the nearest-, next-nearest-, and third-nearest-neighbor antiferromagnetic couplings. The lattice structures and antiferromagnetic couplings for the honeycomb lattices are given in Fig. 1(b); the spin orientation in Fig. 1(b) stands for one of the sixfold-degenerate magnetically ordered phase at $J_1 = J_2 = J_3$ and small $h$ [26]. Throughout the paper, we set $J = J_1 = 1$ as the energy unit and have only performed the Monte Carlo simulation for $J_1 = J_2 = J_3$ case throughout the paper.

B. Monte Carlo simulation

In a path-integral formalism, the 2D quantum ($T = 0$) TFFIM can be mapped to a (2+1)D classical Ising model, where the Ising couplings in the time dimension are ferromagnetic while in the spatial dimensions are antiferromagnetic [19,20,31]. Taking Eq. (1) as an example, the partition function can be expressed as

$$Z = \text{Tr} e^{-\beta H} = \text{Tr} \exp \left\{ -\beta \left( J \sum_{\langle i,j \rangle} \sigma_i^x \sigma_j^x + h \sum_i \sigma_i^z \right) \right\},$$

where $\beta = \frac{1}{T}$. Within the Trotter-Suzuki formalism [31], one can discretize the imaginary-time axis into small pieces with footstep $\Delta \tau = \frac{\beta}{M}$ and $M \rightarrow \infty$, and the partition function is expressed as that of a (2 + 1)D classical system

$$Z = \sum_{\{\sigma_i\}} \exp(-\Delta \tau H)^M |\{\sigma_i\}|$$

$$= \prod_{l=1}^{M} \sum_{\{\sigma_i\}_l} \exp(-\Delta \tau H)|\{\sigma_i(l+1)\}|$$

$$= \prod_{l=1}^{M} \sum_{\{\sigma_i\}_l} \exp(-\Delta \tau J \sum_{\langle i,j \rangle} \sigma_i^x \sigma_j^x |\{\sigma_i(l+1)\}|$$

$$+ h \Delta \tau \delta^{(1)}_{\{\sigma_i\}_l,\{\sigma_i\}_{l+1}} + O((\Delta \tau^2 J h)),$$
Hamiltonian

\[ H = K \sum_{(i,j)} \sigma^z_i \sigma^z_j - K^t \sum_{i,l} \sigma^z_i \sigma^z_{j,l+1}, \tag{5} \]

where \( K = J \Delta \tau \) and the effective Ising coupling in the time dimension is \( K^t = -\frac{1}{2} \ln \tanh(\Delta \tau h) \). Such mapping becomes exact in the limit \( \Delta \tau \to 0 \) and \( K^t \to \infty \). Technically speaking, such a limit will generate strong anisotropy in the coupling ratio \( K^t/K \) and render the simulation very inefficient. Hence, to solve this problem, we design the combined MC update algorithm below.

To simulate the Hamiltonian in Eq. (5), we study the corresponding 3D classical Ising model using a Monte Carlo simulation. Although Metropolis local update scheme can be readily applied, in order to have effective simulations, we use a combined algorithm which includes local Metropolis update scheme, Wolff [32] cluster update scheme, and the geometric cluster [33,34] update scheme. In the cluster update schemes, we build cluster of sites in the 2 + 1 space-time configuration space. The reason of employing such combined update scheme is that here to capture the QCP properly, we not only need to overcome the geometric frustration in spatial dimensions, but also need to beat the highly anisotropic coupling ratio \( K^t/K \to \infty \) as \( \Delta \tau \to 0 \). Moreover, the typical critical slowing down of Monte Carlo dynamics close to the QCP is also prominent and gives rise to many local minima of the configuration space. Hence, only our combined space-time cluster scheme can overcome such threefold difficulties while address the QCP in frustrated transverse field Ising models.

Each Monte Carlo step consists of three update steps: we first go through the (2 + 1)D space-time configuration five times with local Metropolis updates, then we try to construct the Wolff cluster over the lattice five times, note that the Wolff cluster has a tree structure which means in the case of the triangular lattice, from each lattice site, one tree has eight branches (six of them are in spatial dimension and the other two are in time dimension); whereas in the honeycomb lattice case, due to the frustrated \( J_1, J_2, \) and \( J_3 \) interactions, one site has 12 spatial neighbors so one tree can have 14 branches (12 of them are in spatial dimension and the remaining 2 are in time dimension). All the spins associated with the space-time cluster are flipped. After the five Wolff cluster updates, we also perform five geometric cluster updates. The three consecutive updates make sure that our spin configurations are exact in the limit \( L \to \infty \), to capture the QCP properly, such an update scheme is here to capture the QCP properly, the corresponding LGW effective Hamiltonian is

\[ H_{\text{LGW}}^t = \sum_q (r + |q|^2) m^2 + u_4 m^4 + u_6 m^6 + v_6 m^6 \cos(6\theta). \tag{6} \]

The complex \( XY \) order parameter deduced from the above LGW effective Hamiltonian can be measured and constructed from the MC simulation in the following way:

\[ m e^{i\theta} \equiv (m_1 + m_2 e^{i(4\pi/3)}) + m_3 e^{-(4\pi/3)})/\sqrt{3}, \tag{7} \]

where \( m_i \), \( i = 1, 2, 3 \), are the sublattice magnetizations of the triangular lattice, as shown in Fig. 1(a).

To effectively illustrate the nature of the QCP in the triangular lattice TFFIM, i.e., whether there is emergent continuous O(2) symmetry at the QCP, we designed the following order-parameter histogram measurement: as shown in Fig. 2(a), the three axes of sublattice magnetization \( m_1, m_2, \) and \( m_3 \) are arranged into one chart, separated by an angle of \( \frac{2\pi}{3} \). For each Monte Carlo configuration, a corresponding point with coordinate \( (m_1,m_2,m_3) \) will be denoted in the chart. Over the Monte Carlo sampling process, a histogram of the distribution \( (m_1,m_2,m_3) \) will be obtained. And since the Monte Carlo sampling process is performed according to the configuration weight in the partition function in Eq. (4), such order-parameter histogram can directly provide us the configuration distribution of the effective low-energy Hamiltonian in Eq. (6). In other words, from the order-parameter histogram, we can directly observe which term would play the dominant role in the effective Hamiltonian in the vicinity of the QCP in the LGW Hamiltonian (6). As will be become clear in Sec. III, this order-parameter histogram turns out to be very powerful in revealing the nature of the QCP.

For the honeycomb lattice TFFIM, as discussed in Ref. [26], our choice of \( J_1 = J_2 = J_3 \) at \( h < h_c \) gives rise to a magnetically ordered ground state. The ordered wave vectors in the reciprocal space are located at the three inequivalent (with respect to reciprocal lattice vectors) points of the hexagonal BZ: \( \textbf{M}_1 = (\frac{\sqrt{3}}{2}, -\frac{\sqrt{3}}{2}) \), \( \textbf{M}_2 = (\frac{\sqrt{3}}{2}, \frac{\sqrt{3}}{2}) \), and \( \textbf{M}_3 = (0, \frac{\sqrt{3}}{2}) \).
which are related by rotational symmetry. As shown in Fig. 1(b), the ground-state magnetic patterns in the ordered phase break the hexagon-centered sixfold rotational symmetry, and therefore are sixfold degenerate, similar to the triangular lattice TFFIM. (The ground states also break site-centered threefold rotational symmetry, and the $\mathbb{Z}_2$ Ising symmetry.)

The LGW effective Hamiltonian of the transverse field honeycomb Ising model is given in Ref. [26]; it reads as

$$H_{\text{LGW}}^I = \sum_{\mathbf{q}} (r + |\mathbf{q}|^2) m^2 + u_{\text{dd}} m^4 + u_{\text{dd}} m^6 + v_4 (m_1^4 + m_2^4 + m_3^4) + v_6 (m_1 m_2 m_3)^2,$$

where

$$m = |\mathbf{m}| = \sqrt{m_1^2 + m_2^2 + m_3^2}$$

is the length of a three-component vector. As shown in Fig. 2(b), its components can be written in spherical coordinate as $m_i = m \sin \theta \cos \phi, m_2 = m \sin \theta \sin \phi, m_3 = m \cos \theta$. Different from the triangular lattice case, here $m_i$, $i = 1, 2, 3$, stands for the magnetization of the patterns according to the $C_3$ rotational symmetry, as denoted by the green dashed lines in Fig. 1(b). The order-parameter histogram of the honeycomb lattice can be performed as that of the triangular lattice aforementioned, with parameters in a 3D unit sphere instead of the 2D unit circle.

We would like to point out that the difference in the level of degeneracy for the magnetically ordered phase in TFFIM between the triangular lattice (at $K$ and $K'$ points) and the honeycomb lattice (at $M_1$, $M_2$, and $M_3$ points) led to the proposal that the emergent continuous symmetry in the former is $O(2)$ [19,20] and in the latter is $O(3)$ [26]. In the next section (Sec. III), we will delineate the MC simulation results which confirm the emergent $O(2)$ symmetry at the QCP in the triangular lattice TFFIM, but disprove the emergence of the $O(3)$ symmetry at the QPT in the honeycomb lattice TFFIM. Furthermore, we will explain the reason behind such difference, in that the anisotropic terms of the LGW effective Hamiltonian are irrelevant and vanishing in the former, but relevant and remain finite in the latter.

D. Binder cumulant

In the study of magnetic phase transitions, the Binder cumulant is also a widely used observable. The normalized Binder cumulant [35] for the triangular lattice is

$$U = 2 \left(1 - \frac{\langle m^4 \rangle}{2 \langle m^2 \rangle^2} \right),$$

and for the honeycomb case is

$$U = \frac{5}{2} \left(1 - \frac{3 \langle m^4 \rangle}{5 \langle m^2 \rangle^2} \right),$$

where $m$ is the amplitude of the complex order parameters defined in Eqs. (7) and (9). The Binder cumulant has a scaling dimension of zero. It thus has the advantage of not requiring fitting unknown leading exponents at the critical point and give unbiased information on position and nature of the QCP. The normalization factors are chosen in the way that when $L \rightarrow \infty$, the Binder cumulant has the following behavior: $U(L) \rightarrow 0$ at disorder phase, $U(L) \rightarrow 1$ at order phase, and at the critical point $U(L)$ is becoming a step function.

The Binder cumulant can also be used to identify the order of the phase transitions. As for a continuous phase transition, the Binder cumulant typically grows monotonically and stays bounded within $[0, 1]$, and it approaches a step function at $h_c$ in the thermodynamic limit [35]. But for a first-order phase transition, it instead shows a nonmonotonic behavior with the control parameter for large systems [36], developing a negative peak which approaches $h_c$ and grows narrower and diverges as $L^2$ when $L \rightarrow \infty$ in 2D system [37]. In the next section (Sec. III), we indeed observe such difference in the Binder cumulant of the phase transition in the triangular and the honeycomb Ising TFFIMs.

III. NUMERICAL RESULTS AND DISCUSSIONS

A. Triangular lattice

The emergent $O(2)$ symmetry at the critical point $h_c$ for the triangular lattice TFFIM has been investigated in several previous works [19,20,29,30]. The effective LGW Hamiltonian is given as Eq. (6). Figure 3 shows the order-parameter histograms for the transverse-field triangular lattice Ising model as defined in Eq. (7). The upper row is for smaller system with $L = 6$ and the lower row is for larger system with $L = 12$. At small transverse field ($h = 0.4$), where the system is still in the ordered clock phase, the order-parameter histogram is clearly inhomogeneous along the unit circle, as there are six bright arcs around $\theta = \frac{2n \pi}{3}$ with $n = 0, 1, 2, 3, 4, 5$. These six bright arcs correspond to the fact that deep in the clock phase, the anisotropic term in the LGW Hamiltonian, $v_6$, is finite and it dominates over the other terms, so the system is in a discrete symmetry-breaking phase.
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**FIG. 3.** Upper row: histograms of the order parameter for the triangular lattice TFFIM at $h = 0.4$ and 1.5, with $L = 6$. Lower row: histogram of the order parameter for the triangular lattice TFFIM with same set of $h$ for $L = 12$. According to the crossing of the Binder cumulant in Fig. 4, the quantum critical point is at $h_c = 1.64(1)$. Left panels show clearly sixfold rotational symmetry and the right panels show emergent $O(2)$ symmetry close to the QCP.
However, as $h$ increases, the fluctuation of the angle $\theta$ becomes larger, and the order-parameter histogram turns out to be a homogeneous ring (see the $h = 1.5$ results in the right panels), i.e., the configuration weight of the order parameter starts to show a continuous $U(1)$ [$O(2)$] symmetry along the unit circle.

The precise position of the QCP can be determined from the crossing point of the Binder cumulant in Fig. 4. With system size up to $L = 18$, we can determine $h_c = 1.64(1)$, with much higher accuracy than the previous determined values [20]. In the vicinity of the QCP, we expect $U = F[(h - h_c)L^{1/\nu}]$, where $F$ is the scaling function, $L$ is the linear system size, and $\nu$ is the correlation length exponent. We therefore perform the data collapse of the Binder cumulant results, as shown in the inset of Fig. 4. From the data collapse, the correlation length exponent of the transition is determined as $\nu = 0.67(2)$, which is indeed consistent with the three-dimensional O(2) nature of the phase transition [38]. The error bars are estimated from the stability of the collapse towards varying the parameters.

B. Honeycomb lattice

Figure 5 shows the order-parameter histogram of the honeycomb lattice TFFIM. Since the order parameter is a 3D vector, we depict the histogram in two 2D cuts: $(m_1, m_2, m_3) = 0$ and $(m_1 = 0, m_2, m_3)$. The upper row is the data for smaller system size $L = 6$ and the lower row is the data for larger system size $L = 8$. At transverse field $h = 2.45 < h_c$, the histogram shows discrete points, at the position of $m_1 = \pm \frac{m}{\sqrt{3}}$, $m_2 = \pm \frac{m}{\sqrt{3}}$, and $m_3 = \pm \frac{m}{\sqrt{3}}$, which means the system is inside the discrete symmetry-breaking phase with sixfold degeneracy. Actually, $h = 2.45$ is already very close to the QPT at $h_c = 2.48(1)$ (determined by the Binder cumulant in Fig. 6). For finite size system, even when we go slightly above the thermodynamic $h_c$, as shown in the right panel in Fig. 5 with $h = 2.5$, the discrete points in the histogram are still clearly presented, and the histogram counts in the center of the chart $(m_1 = m_2 = m_3 = 0)$ also start to increase. This means that the QPT at the honeycomb lattice TFFIM is different from the triangular lattice case, in that it does not develop an emergent continuous O(3) symmetry, as in the theoretical proposal of Ref. [26]. Instead, the discrete symmetry-breaking persists all the way to the QPT point. The coexistence of maximums in the histograms at both the discrete points and the point in the center is a hallmark of a first-order phase transition, it also hints (will be explained in Sec. III C) that in the QPT

![FIG. 5. Upper row: histograms of the order parameter for the honeycomb lattice TFFIM at $h = 2.45$ and 2.5 for $L = 6$. Lower row: histogram of the order parameter for the honeycomb lattice TFFIM with same set of $h$ for $L = 8$. There is no sign of emergent continuous O(3) symmetry. Note, according to the crossing of the Binder cumulant in Fig. 6, the quantum phase transition is at $h_c = 2.48(1)$. The histograms at $h = 2.5$ clearly contain the coexistence of the discrete symmetry breaking at $h < h_c$ and the zero magnetization at $h > h_c$.](image-url)
of the honeycomb lattice TFFIM, the anisotropic terms in the effective Hamiltonian [Eq. (8)] play an important role in understanding the nature of the phase transition.

Again, the precise position of the QPT in the honeycomb lattice TFFIM is determined by the Binder cumulant defined as Eq. (11). The results are shown in Fig. 6. Different systems also cross at a single point, and the position is the Binder cumulant defined by the term

\[
\langle \cos(6\theta) \rangle = \frac{1}{Z} \sum_{\sigma} \cos(6\theta)e^{-H_{\text{LGW}}} [1 - v_6 m^6 \cos(6\theta) + \cdots],
\]

where \(\langle \cos(6\theta) \rangle \) vanishes and \((m^6 \cos^4(6\theta))_0 = (m^6)/2\). Therefore, the equation above can be simplified to

\[
\langle \cos(6\theta) \rangle = -\frac{v_6}{2} (m^6) + \cdots.
\]

Hence, the anisotropy coefficient \(v_6\) can be determined from Monte Carlo simulations using

\[
v_6 = \frac{-2 \langle \cos(6\theta) \rangle}{(m^6)}.
\]

From the order-parameter histogram, for each configuration, we can read of the \(\theta\) angle according to Eq. (7), and readily obtain the \(\langle \cos(6\theta) \rangle\) via the MC configuration average. The sixth moment of \((m^6)\) can also be measured from the simulations. Hence, the \(v_6\) is obtained, as shown in Fig. 7.

Clearly, as \(\theta\) approaches \(\theta_c\), the anisotropic term systematically goes to zero, for all different system sizes studied. On the contrary, it is finite deep in the ordered phase for \(\theta < 1.2\), and the coefficient \(v_6\) grows with the system size. In Refs. [19,20], it is argued that the anisotropy term is irrelevant near the \(O(2)\) fixed point and, as a result, it is irrelevant at the critical point, which then has an emergent \(O(2)\) symmetry. Our numerical simulation demonstrates both its absence at the critical point and its relevance deep in the ordered phase.

The situation is very different for the TFFIM on the honeycomb lattice. First of all, the anisotropy parameters \(v_4\) and \(v_6\) in the effective model in Eq. (8) can also be determined from the Monte Carlo simulations. As discussed in Sec. II C, one can parametrize \(m_{1,2,3}\) using spherical coordinates \(m, \theta, \phi\): \(m_1 = m \cos \theta, m_2 = m \sin \theta \cos \phi, m_3 = m \sin \theta \sin \phi\).
and \( m_1 = m \sin \theta \sin \phi \). Next, we consider the averages of two spherical harmonics \( Y_4^0 \) and \( Y_6^0 \).

\[
Y_4^0 = \frac{3}{16\sqrt{\pi}} (3 - 30 \cos^2 \theta + 35 \cos^4 \theta),
\]

\[
Y_6^0 = \frac{\sqrt{13}}{32\sqrt{\pi}} (-5 + 105 \cos^2 \theta - 315 \cos^4 \theta + 231 \cos^6 \theta).
\]

Expanding the effective Hamiltonian in Eq. (8) to the leading order of \( v_4 \) and \( v_6 \), we get

\[
\langle Y_4^0 \rangle = \langle Y_4^0 \rangle_0 - v_4 \langle Y_4^0 (m_4^4 + m_2^4 + m_3^4) \rangle_0 - v_6 \langle Y_6^0 (m_1 m_2 m_3)^2 \rangle_0
\]

\[
= -\frac{1}{15\sqrt{\pi}} v_4 \langle m_4^4 \rangle_0 - \frac{1}{330\sqrt{\pi}} v_6 \langle m_6^6 \rangle_0,
\]

\[
\langle Y_6^0 \rangle = \langle Y_6^0 \rangle_0 - v_4 \langle Y_6^0 (m_4^4 + m_2^4 + m_3^4) \rangle_0 - v_6 \langle Y_6^0 (m_1 m_2 m_3)^2 \rangle_0
\]

\[
= -\frac{1}{231\sqrt{13\pi}} v_6 \langle m_6^6 \rangle_0.
\]

Using these results, we can determine \( v_4 \) and \( v_6 \) from Monte Carlo simulations as

\[
v_4 = -\frac{15\sqrt{\pi}}{(m_4^4)} \left( \frac{\langle Y_4^0 \rangle}{Y_4^0} - \frac{7\sqrt{13}}{10} \frac{\langle Y_6^0 \rangle}{Y_6^0} \right),
\]

\[
v_6 = -\frac{231\sqrt{13\pi}}{(m_6^6)} \langle Y_6^0 \rangle.
\]

For each configuration in the order-parameter histogram, we can determine the \( \theta \) angle and hence obtain the expectation values \( \langle Y_4^0 \rangle \) and \( \langle Y_6^0 \rangle \). Then, we arrive at \( v_4 \) and \( v_6 \) from Eqs. (16) and (17).

Our simulation results in Fig. 8 show that near the critical point (for \( 2.44 < h < 2.50 \)), both \( v_4 \) and \( v_6 \) are finite, and their values grow with the system size. These results imply that they are both relevant perturbations in the effective LGW theory. The presence of these anisotropic terms explains the lack of an emergent O(3) symmetry at the phase transition. Furthermore, we notice that the value of \( v_4 \) extracted is negative, and this is related to the fact that the QPT is first order. Along one particular radial direction in the parameter space \( (m_1, m_2, m_3) \), the angles \( \theta \) and \( \phi \) are fixed, and the LGW effective potential is a function of \( m \):

\[
H_{\text{LGW}} = [u_4 + v_4 f_4(\theta, \phi)]m^4 + [u_6 + v_6 f_6(\theta, \phi)]m^6 + \cdots,
\]

where the angular-dependent functions \( f_4(\theta, \phi) = \cos^4 \theta + \sin^4 \theta \cos^4 \phi + \sin^4 \theta \sin^4 \phi \) and \( f_6(\theta, \phi) = \cos^2 \theta \sin^4 \phi \sin^4 \phi \). It is well known that in a LGW effective potential, a negative quartic term results in a first-order phase transition, at which the effective potential has two minima, one of which is at \( m = 0 \). From Fig. 5, one can determine that at \( h = 2.50 \), the effective potential has two minima along the directions of \( m_1 = m_2 = 0 \), \( m_2 = m_3 = 0 \), and \( m_1 = m_3 = 0 \), but only one minimum along the diagonal directions. Hence, the quartic term is negative along the directions of \( m_1 = m_2 = m_3 \), and positive along the diagonal directions. This is consistent with our finding of \( v_4 \) being negative, which implies that the coefficient of the quartic term, \( u_4 + v_4 f_4(\theta, \phi) \), is smaller (more negative) along the directions of \( m_1 = m_2 = m_3 \), which in turn indicates that the QPT is first order.

References [26,28] had contradicting conclusions on whether a QPT described by the LGW effective potential in Eq. (8) can be second order, and the key issue behind that is whether the anisotropic term \( v_4 \), known as the cubic anisotropy since it respects the cubic symmetry in the parameter space, is relevant or irrelevant. Although early studies based on leading-order \( \epsilon \)-expansion calculations suggest its irrelevance [39-41], a later six-loop calculation [27] shows that it is indeed relevant. However, we notice that the obtained scaling dimension is very close to zero, and the estimated error is of the same order as the magnitude of the scaling dimension.

Our finding is consistent with Ref. [28], which argues that a negative cubic anisotropy is relevant and will make the QPT first order, and it is contrary to the assumption in Ref. [26], which suggests that the honeycomb lattice TFFIM realizes a continuous QCP where both \( v_4 \) and \( v_6 \) terms are irrelevant perturbations and, as a result, the QCP as an emergent O(3) symmetry. However, we note that our numerical simulation does not rule out the possibility that the scheme in Ref. [26] is still correct and just not realized in this particular model. The scaling dimension of the cubic anisotropic term at the \((2+1)D\) O(3) Wilson-Fisher fixed point can be studied by further numerical studies of the correlation function of such anisotropic terms at a QCP with the O(3) universal class.

We further notice that the derivations in this section rely on expansions with respect to the anisotropic coefficients \( v_4 \) and \( v_6 \), and the numbers obtained from Monte Carlo simulations are only quantitatively correct when the anisotropies are small.

FIG. 8. \( v_4 \) (a) and \( v_6 \) (b) as function of transverse field \( h \) for different system sizes on the honeycomb lattice TFFIM. As \( h \) is approaching the \( h_c \), \( v_4 \) and \( v_6 \) increase greatly, in obvious contrast to the anisotropic term in the triangular lattice case (see Fig. 7), and give rise to a first-order phase transition (see Figs. 5 and 6). The blue vertical dashed line highlights the position of \( h_c \).
However, the observed behaviors of large anisotropies in certain parameter ranges are still qualitatively correct.

IV. SUMMARY AND OUTLOOK

In this work, we study the QPTs in the triangular lattice and the honeycomb lattice TFFIM, using large-scale Monte Carlo simulations. In particular, we evaluate the anisotropic terms related to the proposed emergent continuous symmetry, in the low-energy effective models. Our simulation confirms that the QPT in the triangular lattice TFFIM is second order, and the anisotropic term is irrelevant at the QPT, resulting in an emergent O(2) symmetry. However, our simulation reveals that the QPT in the honeycomb lattice TFFIM is first order. Furthermore, the calculated anisotropic terms remain finite and hence behave as relevant perturbations at the QPT. This indicates that it is the irrelevant/relevant nature of the anisotropic terms in the effective Hamiltonian that gives rise to an emergent continuous symmetry QCP in the triangular TFFIM but a first-order QPT in the honeycomb TFFIM.

Our numerical study in this work set an example of careful and controlled investigation of the low-energy effective quantum field theory in frustrated magnetic systems. The method of order-parameter histogram developed in this work is a generic approach, and it can be applied to other models to compare numerical simulations to theoretical analysis of emergent symmetries and the relevance of perturbations based on LGW-type analysis of low-energy effective theories. Since such type of theoretical analyses are widely used in these days in analyzing and proposing novel properties of classical and quantum phase transitions, a more scrutinizing approach, such as the one employed in this work, can give more solid evidences.
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