Multi-resolution single-cell state characterization via joint archetypal/network analysis
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Abstract

Dissecting the cellular heterogeneity embedded in single-cell transcriptomic data is challenging. Although a large number of methods and approaches exist, robustly identifying underlying cell states and their associations is still a major challenge; given the nonexclusive and dynamic influence of multiple unknown sources of variability, the existence of state continuum at the time-scale of observation, and the inevitable snapshot nature of experiments. As a way to address some of these challenges, here we introduce ACTIONet, a comprehensive framework that combines archetypal analysis and network theory to provide a ready-to-use analytical approach for multiresolution single-cell state characterization. ACTIONet uses multilevel matrix decomposition and network reconstruction to simultaneously learn cell state patterns, quantify single-cell states, and reconstruct a reproducible structural representation of the transcriptional state space that is geometrically mapped to a color space. A color-enhanced quantitative view of cell states enables novel visualization, prediction, and annotation approaches. Using data from multiple tissues, organisms, and developmental conditions, we illustrate how ACTIONet facilitates the reconstruction and exploration of single-cell state landscapes.
Introduction

Single-cell genomic technologies are revolutionizing the way tissues and cell populations are experimentally interrogated. Single-cell approaches are rapidly replacing conventional tissue-level profiling techniques, generating massive datasets in the form of cell, tissue, or organismal atlases (Plass et al. 2018; Davie et al. 2018; Han et al. 2018; Polioudakis et al. 2019). Along with technological developments, single-cell biology brings new conceptual challenges. Foremost among the latter is the definition of cell identity itself, and in particular, our interpretations of a cell type and its associated dynamical states (Ye & Sarkar 2018; Trapnell 2015; Weinreb, Wolock, Tusi, et al. 2018). Technical and conceptual progress in such matters largely depends on the availability of flexible computational frameworks for efficient, meaningful, and interpretable large-scale data analysis.

In the context of single-cell transcriptomic analysis, and particularly within frameworks aiming at characterizing the structure of underlying cell states, matrix decomposition techniques are amongst the most popular approaches (Stein-O’Brien et al. 2018). Although there are multiple different techniques, in essence, these methods aim to decompose a transcriptional profile into a small number of components or patterns that are presumed to optimally represent the transcriptional variability within the dataset. As part of the decomposition, the relative contribution of these patterns to the transcriptome of each cell is estimated, along with the relative contribution of genes discriminating each pattern from the others. Principal component analysis (PCA), independent component analysis (ICA), and nonnegative matrix factorization (NMF) are among the most commonly used methods; both in general applications (Stein-O’Brien et al. 2018; Lee & Seung 1999) and for single-cell analysis (Wu et al. 2018; Kotliar et al. 2019; Saunders et al. 2018; Stein-O’Brien et al. 2019; Welch et al. 2019).

Archetypal analysis (AA) (Cutler & Breiman 1994a) is a decomposition technique that is much less frequently used, but that nonetheless offers several advantages. First and foremost, AA by design produces a more interpretable decomposition, as the underlying learned patterns are expressed as combinations of a parsimonious set of input data points (Mairal et al. 2014). In addition, AA is not constrained by certain properties of the input data, including positivity. To demonstrate the benefit of this approach for single-cell transcriptomic analysis, we recently developed the archetypal analysis for cell-type identification (ACTION) method (Mohammadi et al. 2018). ACTION extends AA by coupling it with separable NMF, a variant of NMF which is guaranteed to find the unique global optimum solution (Gillis & Vavasis 2014). This coupling not only ensures the reproducibility of AA solutions, but it also improves its convergence properties and efficiency. In the context of single-cell transcriptomics, ACTION learns interpretable cell states with superior performance relative to more conventional methods (Mohammadi et al. 2018).

Besides matrix decomposition techniques, network-based methods are commonly used in the single-cell analysis (Weinreb, Wolock & Klein 2018; Wolf et al. 2019; Barkas et al. 2019). In addition to a rich set of graph-based algorithms, networks bring to the realm of single-cell
analysis efficient and intuitive ways to explore and visualize large-scale data. Algorithms for low-dimensional embedding (Becht et al. 2018), community detection (Traag et al. 2019), and diffusion-based propagation (Brin & Page 1998) can be readily applied to visualize, group, and associate cells; provided a meaningful network-based structural representation of the cell space is available.

Aware of the complementary power of decomposition and network-based analysis frameworks, here we introduce a unique integrative way to analyze single-cell data by simultaneously learning cell state patterns, quantifying single-cell states, and reconstructing a reproducible structural representation of the underlying transcriptional state space that is geometrically mapped to a color space. By doing so, our framework allows efficient intuitive interpretation and mining of transcriptional heterogeneity at multiple consistent viewpoints: a single-cell space, a cell state space, and a gene space. Operationally, this is achieved by introducing a novel multilevel decomposition and a multiresolution cell state discovery approach that circumvents technical problems associated with transcriptomic decomposition, while accounting for a potential intrinsic biological property inherent to single-cell data: multiple meaningful levels of resolution that prohibit the specification of a single optimal number of clusters/components to partition the data. Using data from multiple tissues, organisms, and developmental conditions; we illustrate how ACTIONet can perform conventional and novel single-cell analysis tasks, including quantitative cell state and gene signature identification; cell-, state-, and gene-level visualization; gene and cell feature prediction; and automated single-cell and cell state coloring and annotation. ACTIONet and all associated downstream analysis tools are implemented in our computational environment: ACTIONet (http://compbio.mit.edu/ACTIONet).
Results

Overview of ACTIONet framework

The complete ACTIONet workflow consists of 5 main steps: (1) joint data transformation, dimensionality reduction, and matrix decomposition; (2) multilevel cell state representation; (3) metric space and cell similarity estimation; (4) adaptive k*nn network construction; and (5) 2/3D network embedding and de novo coloring estimation (Figure 1a).

Step (1) adapts archetypal analysis for interpretable matrix decomposition. Decomposition is performed over a reduced (low-rank approximation) form of the properly normalized and transformed input matrix, $f(S) \sim VS_r$, where $S \in \text{genes} \times \text{cells}$, $V \in \text{genes} \times D$, and $S_r \in D \times \text{cells}$ represent the original expression matrix, backward linear projection matrix to the gene space, and reduced form of the transformed transcriptional profile; and $D$ is the dimension of the reduced space (Figure 1b). Transformation function $f()$ ensures that the inner product of columns in $S_r$ approximates the original ACTION kernel, a cell similarity space (Mohammadi et al. 2018). Performing decomposition in a reduced space, carefully constructed to utilize the sparsity structure of $S$, ensures scalability of the algorithm (Methods). Each decomposition learns a specific number $k$ of latent cell state patterns (archetypes). The relative contribution of each pattern to the transcriptome of each cell defines a cell state encoding matrix $H$, while a cell influence matrix $C$ encodes the specific cells whose transcriptome jointly define each cell state pattern, here referred to as influential cells (Figure 1b). Matrices $C$ and $H$ are used to define, for each pattern, an expression and a signature profile matrix $W = SC$, and $\bar{W} = VS_rC$, respectively (Methods). Columns of $W$ contain aggregate expression profiles of influential cells, while columns of $\bar{W}$ quantify the discriminating power of each gene to distinguish each pattern from the others.

The decomposition step is performed multiple times, each time increasing by one the number of cell state patterns $k$ to be learned. Starting from $k = 2$, each increment determines the level of resolution at which patterns are defined. Matrix decomposition outputs are collected and reformatted in step (2), where joint, multilevel cell state encoding ($H^*$), cell influence ($C^*$), and profile ($W^* = SC^*$) matrices are reconstructed by concatenation (Figure 1c, Methods). Step (3) uses cell encodings in $H^*$ as quantitative, low-dimensional representation of cell states to define a (multilevel) metric cell space -- i.e., space where the distance between cells can be quantitatively measured (Figure 1c,d). In step (4) the metric space is used to build a structural representation of the cell state space in the form of a graph. An efficient k*nn-algorithm (Anava & Levy 2016) automatically defines size-adaptive cell neighborhoods based on the local distribution of cell distances and density (Figure 1f). Finally, in step (5) graph layout algorithms embed the state space onto 2 and 3D spaces for visualization. To aid the latter, the 3D embedding is mapped to a perceptually uniform color space to automatically assign a color to each cell (de novo coloring). The color of the state space intuitively reflects the quantitative, gradual variability of cell states, adding information to plain 2D plots.
In addition to the multiresolution cell similarity network, the complete output of ACTIONet includes: cell state patterns; gene expression profiles and signatures for each cell state pattern; a set of dominant and nonredundant multiresolution states (see below); and a compressed cell state network. ACTIONet provides a large collection of analysis tools that make use of these outputs to facilitate the exploration and characterization of the transcriptional states in single-cell profiles. In what follows we illustrate their rationale and use.

Level-dependent recovery of biological signals

The working principle of ACTIONet is that patterns at different resolutions are complementary, meaningful, and informative. To empirically explore the relationship between the level of resolution ($k$) and the recovery of meaningful information, we analyzed recently published data through decomposition at multiple levels of model complexity. We selected data capturing both cellular and temporal heterogeneity. We first used time-series data from mouse retinal development (n=100,831 cells) (Clark et al. 2019), considered $k$ values from 2 to 20, and analyzed the potential of the decomposition at each level to recover reported cell-type annotations (Supplementary Figure 1a) and known developmental stages (Supplementary Figure 1b). Scores of cell type and stage recovery are measured by the overrepresentation of labels in cells with high encoding on the patterns (Methods). We observed that the overall score ranking in which different cell types and developmental stages are recovered is highly variable across levels of resolution and that certain cell types/stages dominate specific but distinct decomposition levels. That is, the biological signal of different cell types and stages seems to be recovered optimally at different resolutions. We confirmed the qualitative reproducibility of these observations in multiple datasets, including Mouse Organogenesis Cell Atlas (n=100,000 cells) (Cao et al. 2019), Mouse brain atlas (n=68,233 cells) (Tian et al. 2019; Saunders et al. 2018), Mouse Gastrulation (n=139,331 cells) (Pijuan-Sala et al. 2019), Zebrafish embryogenesis, (n=38,731 cells) (Farrell et al. 2018), and human PBMC (n=7,128 cells) (10x genomics) (Supplementary Figures 1-2). In each case, we found that no single decomposition level ($k$ value) seems to optimally recover the different known cell group associations. This is observed in both developmental (time-varying) datasets and in complex adult organs, and thus does not specifically reflect potential cases of a transient cell-type specification. We also confirmed that these observations are not particular results of ACTIONet decomposition. We observed qualitatively similar behavior when using ICA (Supplementary Figure 3). Our results suggest that different decomposition levels are partially informative, and therefore meaningful dominant patterns may be recovered at different levels.

Recovered cell state patterns match cell-sorted profiles

Dominant transcriptional patterns might reflect patterns of variability other than cell type associations and time dependency. We evaluated whether cell state patterns learned through multilevel decomposition are able to recover cell-type-specific transcriptional profiles. In
addition, we used independent external data to verify the interpretability of the patterns. We matched a publicly available single-cell PBMC dataset with cell-sorted, bulk RNA-seq profiles, that considers a total of 29 cell types/states (Figure 2a) (Monaco et al. 2019). To compare cell state patterns with bulk profiles, we computed partial Pearson’s correlation between ACTIONet expression profiles \( \mathbf{W}^* \) with corresponding bulk average profiles, after adjustment for the baseline expression of genes in both profiles (Figure 2b). We found that learned dominant patterns recover transcriptional profiles consistent with expected cell-type-specific expression. We observe major correlation substructures corresponding to myeloid cells (monocytes/DCs), pDCs, B cells, T-cells, and NK cells. Among these groups, we observe the highest heterogeneity within the T-cells subgroup, which captures both its maturation state (naive/effector/memory), as well as lineage (CD4/CD8). We further verified the recovered signals using quantitative protein expression based on an available panel of antibodies against canonical markers for known PBMC subpopulations (Figure 2c). We found ACTIONet cell state pattern profiles, bulk-RNA seq, and surface marker proteins are consistency, with cell states matching B-cells (CD19), Monocytes (CD14), T-cells (CD3), and NK cells (CD56). The ratio of CD45RA/CD45RO antibodies additionally verified the recovery of the maturation state for Naive and Memory T cells. Among B-cells, ACTIONet patterns successfully separate B-cells from antibody-secreting plasmablasts. pDC states resemble both myeloid and B-cells, consistent with pDC phagocytic function and lymphoid lineage association, respectively. pDC, B cell, and Mono/DC cell states cluster together, consistent with their shared antigen-presenting cell (APC) functionality. Finally, we did not find an overlap between NK cell and mature CD8 T-cell states that can be attributed to their shared cytotoxic role.

Overall, (i) each identified pattern is highly associated with a cell type/cell state, with minimal intermixing; (ii) antibody combinations support cell annotations/association of patterns, and (iii) correlation of identified patterns with bulk, cell-sorted RNA-seq profiles allows accurate identification of both cell types and their underlying cell states.

**Structural representation of quantitative cell state space**

Multilevel profiles encoded in matrix \( \mathbf{H}^* \) (multilevel cell encoding) can be used as low-dimensional quantitative representations of the state of single cells. The set of encodings jointly defines an observable cell state space capturing the population’s transcriptional heterogeneity. To generate an operational cell state representation, ACTIONet defines a metric space based on multilevel cell encodings in \( \mathbf{H}^* \). To this end, columns of \( \mathbf{H}^* \) are first re-scaled, to ensure each column sums to one. Given the positive nature of matrix \( \mathbf{H}^* \), each column is treated as a distribution of cells within the cell state landscape, and the square root of Jensen-Shannon divergence is used as a metric within this subspace to measure the distance between cells (Osán et al. 2018) (Figure 1d,e).

To translate this metric space into a useful structural representation, we adapted a density-dependent nearest neighbor (k*-NN) algorithm (Anava & Levy 2016) to reconstruct a
cell network. Unlike commonly used k-NN networks, k*-NN automatically identifies an optimal number of nearest neighbors for each cell, considering, in addition to proximity in our metric space, the heterogeneity and density of the neighborhood (Methods) (Figure 1f). The resulting network provides a means to visualize a large-scale state space using efficient graph layout algorithms. To directly illustrate the quantitative nature of ACTIONet cell state characterization, we introduce an automatic coloring scheme based on the projection of a 3D embedding onto a perceptually uniform color space (CIELab*). This approach effectively adds information to commonly used 2D-plots by reflecting the third dimension using colors, while linking transcriptomic with color similarity (Figure 3a). As we show below, this development also enables visually matching corresponding cell neighborhoods, underlying cell states, and gene signatures by color.

Single-cell state space of the human cortex

To illustrate ACTIONet network exploratory capabilities, we first analyze the single-cell transcriptomic space of the human adult cortex. We used 35,140 cells isolated from the prefrontal cortex of 24 donors with no pathology reported previously in our recent study (Mathys et al. 2019). Along with multilevel factorization and network reconstruction, ACTIONet infers for each cell a distinctive color, which explicitly reflects its position in the 3D-embedded transcriptional state space. These colors are used to better capture cell relationships in a 2D representation (Figure 3b-c).

To explore whether cells marked by particular genes group together, ACTIONet includes diffusion-based network propagation functionality. The sparse expression values of key genes are propagated through the network, effectively inferring a smoothed expression activity profile per gene across cells (Methods). To explore how expression patterns relate to color gradients in the state space, gene activity profiles can be visualized in different ways. 1D gradient plots intuitively show how known markers partition the global state space (Figure 2d). In the human cortex space, the neuronal marker SYT1 clearly defines a neuronal space, which is further structured in inhibitory and excitatory neuronal subspaces marked respectively by exclusive GAD1 or NRGN activity. The projection of the corresponding gene activity to the 2D space (Figure 2d, right) confirms that the corresponding cells group and clearly define network neighborhoods. A similar pattern is observed for cells within the complementary glial subspace: astrocyte, oligodendrocyte, and oligodendrocyte progenitor (OPC) subspaces clearly emerge, marked respectively by AQP4, MBP, and VCAN. The 1D gradient plot representation also intuitively reflects patterns of transcriptional heterogeneity. For example, the diverse gradient of colors associated with cells showing SYT1 activity suggests that neuronal cells are the most heterogeneous, and therefore likely contain additional rich substructure. A sharp transition in color also shows that, within neurons, inhibitory and excitatory subpopulations are clearly distinct. However, relative to glial cells, the two neuronal subpopulations show increased internal color heterogeneity, a pattern likely reflecting the known abundant neuronal diversity (Lodato & Arlotta 2015).
**ACTIONet-based automatic single cell annotation**

Diffusion-based gene expression propagation can also be used to infer cell annotations. ACTIONet includes automatic cell annotation functionality that takes user-provided marker gene sets to score individual cells based on the joint activity and/or inactivity of marker genes (Figure 4a) (Methods). ACTIONet supports both positive and negative markers for cell annotation -- e.g, including genes not expected to be expressed in a given cell type. To illustrate the steps and levels of annotation enabled by ACTIONet, we use human PBMC data and consider both positive and negative markers reported recently (Ding et al. 2019).

The PBMC dataset does not include reference cell annotations; however, it is accompanied by a panel of antibodies against canonical markers for known PBMC subpopulations. Figure 4b illustrates the propagation of single-cell protein antibody measurements for key markers: CD3 (T-cells), CD56 (NK cells), CD19 (B-cells), CD14 (classical monocytes), and CD16 (nonclassic monocytes/NK cells). CD16 is an example of a marker that, combined with CD56-, accurately pinpoints the CD16 monocyte population. Within the population of T-cells, CD8a distinguishes CD4 versus CD8 T-cell subtypes. These expected patterns match ACTIONet cell neighborhoods. We next use combinations of these and additional markers to automatically score and annotate the cells based on collective expression levels. We use natural killer cells to illustrate how negative markers can be used to fine-tune inferred cell-type cell scores. NK cells and memory T CD8 cells share a cytotoxic functionality, which is manifested in the aggregate score of NK-associated positive marker genes (Figure 4c, left). However, using the same NK+ markers but negatively selecting for T-cell markers (CD3D-, CD3E-, and CD3G-), ACTIONet excludes associated T-cells, defining a purified NK cell subspace (Figure 4c, right). In addition to label assignments, the aggregate quantitative scores provided by ACTIONet can be used to analyze distribution across defined cell groups or to be projected back to the network to highlight potential cell type subspaces. Figure 4d shows that inferred cell-type scores clearly define cell subspaces for 8 major cell types. Finally, considering the profile of cell type scores computed for each cell, ACTIONet infers the most likely cell type assignment, defines a cell label, and computes an associated confidence score (Methods) (Figure 4e).

To demonstrate the generality of this approach, we independently annotated cells of the mouse (Saunders et al. 2018) and human (Mathys et al. 2019) cortex data using curated markers from two recent studies (Ding et al. 2019; Li et al. 2018) (Supplementary Figure 4a,b). We found strong agreement between automatic and reported annotations in both human and mouse, with mismatching observed only in cell types whose markers have been found to be transcriptionally promiscuous and/or which are prone to be experimentally mixed together (e.g., endothelial cells and pericytes) (Supplementary Figure 4c,d) (Vanlandewijck et al. 2018). When comparing group-level labels provided for mouse cells (Saunders et al. 2018), ACTIONet partitioned neurons into interneuron and excitatory subgroups and collapsed endothelial cells into a joint group (Supplementary Figure 4b).
Overall, the performance of diffusion-based cell annotation and the correspondence of annotations with well-characterized negative and positive marker gene and protein levels evidences the meaningful collective information embedded in the structure of ACTIONet.

**ACTIONet-based mislabel correction and prediction**

In addition to automatic annotation based on gene expression, ACTIONet’s structure can be used to transfer information that is only available for some cells. Using the network principle of guilt-by-association (Cornish & Markowetz 2014), we include in ACTIONet a network-based modeling approach that predicts the most likely property of a cell, given partially known properties of its neighborhood (Methods). For example, ACTIONet is able to correct mislabels and to infer missing information. We first demonstrate this functionality using cell line mixture scRNA-seq data (Tian et al. 2019). In this data, single cells from 5 human lung cancer cell lines were experimentally mixed to provide a ground truth for benchmarking single-cell analysis. We use this gold standard dataset to test the performance of ACTIONet in correcting an incremental percentage of mislabeled cells (Figure 5a). Notably, inferred (ACTIONet corrected) labels match almost perfectly the true labels \( \text{ARI} \sim 0.99 \) across levels of perturbation, even in the extreme case when the majority of labels (~90%) are randomly perturbed. Correct information in a fraction of cells as low as 10% percent of the total population can be successfully transferred to the whole population through collective patterns of cell network association.

Next, we analyzed whether a similar behavior occurs in real data, using developing mouse retina data (Clark et al. 2019) as an example (Figure 5b). In particular, we tested whether the known developmental stage of cells can be inferred from their network context. Notably, ACTIONet performs similarly in this complex dataset, with the only substantial drop in performance occurring when 95% of the labels are randomly perturbed. Even in this extreme case, due to the coherent network structure, the information in the remaining 5% is enough to correctly infer stages for most cells \( \text{ARI} = 0.7 \pm 0.02 \). These results are consistent when using normalized mutual information (NMI) instead of the adjusted rand index (ARI) as a performance metric (Supplementary Figure 5).

**Identification and annotation of nonredundant multiresolution cell states**

Although the full multilevel decomposition approach enhances the discovery of cell associations through network reconstruction, the independence of individual factorizations inevitably results in high redundancy: the most dominant patterns are recurrently recovered. To systematically reduce such redundancy, facilitate interpretation, and to move from a cell- to a state-level quantitative view of transcriptional heterogeneity, we utilized our cell metric space and designed an algorithm to prune multilevel patterns and identify a nonredundant, multiresolution set of cell state patterns (Methods). ACTIONet used this approach to group similar patterns across different levels into *equivalent classes* and, for each class, defines a representative pattern based on the lowest resolution \( \text{smallest } k_i \) in which a pattern of the class has been discovered. Within this framework, the size of each class provides an approximate measure of the pattern
dominance. This procedure commonly reduces a multilevel space of \( \sim 200 \) patterns (for \( k = 2 \cdots 20 \)) to a multiresolution space of approximately 30 states. Annotation of these dominant patterns enables a fast and intuitive way to interpret the underlying transcriptomic states.

The dominant patterns can be mapped back to the cell state space, providing a super-imposed cell state view. ACTIONet’s coherent color scheme and coordinate system enable mapping cells, cell states, and gene contributions to the same space for quick, side-by-side visualization and comparison. We use PBMC data to illustrate this functionality. ACTIONet includes a cell view (Figure 6a), a cell state view (Figure 6b), and a gene view (Figure 6c). Notably, for the later, ACTIONet effectively maps informative gene signatures into a coordinate system consistent with transcriptomic heterogeneity, without directly and uniquely assigning genes to cells or states.

In the state space of PBMC, the cell view clearly separates neighborhoods consistent with cell types. Sorting cells based on marker-based automatic annotations, we can easily interpret the color space in terms of cell types (Figure 6a). The same coloring scheme is inherited by the dominant state patterns, which are depicted as circles in the cell state view (Figure 6b). The diameter of the circles is proportional to the dominance of the pattern; the latter quantified by the size of the equivalence class of the dominant pattern -- i.e., the number of similar multilevel patterns. The dominance is proportional to the depth of the pattern -- i.e., the level of resolution in which the dominant patterns was first detected. Each of the identified cell state patterns have a specific gene expression and gene signature profile. ACTIONet uses the latter to define the gene space and view (Methods) (Figure 6c). The color of the most influential genes again facilitates the explorative interpretation of the cell view. For a systematic interpretation, ACTIONet also includes tools to automatically annotate the cell states directly, without requiring prior annotation of individual cells.

We showed above that cell state patterns can be interpreted by direct correlation with external expression data (Figure 2). However, it is rather common to only have prior information in the form of gene sets. Certain experimental designs also enable cell labeling, for example, based on presorting experiments (Monaco et al. 2019). To further facilitate interpretation, ACTIONet includes tools to quantify the association between cell state patterns and annotations based on these two sources of information (gene sets or cell labels). To quantify gene specificity, ACTIONet uses the values of the gene signature profiles encoded in ACTIONet’s signature matrix \( \hat{W} \). These values effectively measure the discriminating power of each gene to discriminate a cell state pattern from the others. To quantify the preferential association of cells to cell state patterns, ACTIONet uses values of encoding matrix \( H^* \). Using these quantities, efficient permutation-based enrichment analysis results in annotation matrices with enrichment scores for each cell state pattern and geneset or cell feature (Methods).

In Figure 6d we use the same set of markers previously used to automatically annotate cells (Figure 4) and this time annotate matching cell states. By colors for cell type labels, ACTIONet
again visually links the consistent cell-level automatic annotations (Figure 4e) and the cell state and gene views (Figure 6d).

Altogether, by combining de novo colors (Figure 7a), cell type cell-level annotations (Figure 7b), and gene set-based cell state enrichment scores (Figure 7c,d) ACTIONet can produce comprehensive annotations to aid cell state interpretation based on external prior information, including molecular pathways.

**Quantitative cell state space for developmental time-series analysis**

Finally, we illustrate how ACTIONet can aid the analysis and interpretation of more complex datasets, including large-scale developmental time-series. We use the state space of the mouse developing retina (Clark et al. 2019) as an example. By combining different views of the transcriptional state space and cell state annotations, ACTIONet can provide a systematic characterization of the data. Combining the cell view, color space, and gene view, we map in one step the predominant subregions of the state space and their corresponding genetic signatures (Figure 8a,b). For example, by simple visual inspection, we automatically detect major regulators of retinal progenitor cells (RPCs) (Sfrp2, Fgf15) of neurogenic cells (Neurod4 and Neurod1), and of more neuronal Amacrine cells (Sox4, Sox11, Pax6) (Clark et al. 2019).

To visually link these exploratory observations with the available developmental stage (age) and cell type annotations, we map label-specific colors to the cell view (Figure 8c,d). This analysis clearly shows that cells aggregate in ACTIONet’s state space recovering both temporal and cell-type patterns. Finally, to more systematically analyze these patterns, we annotate the dominant first annotate ACTIONet’s dominant cell state patterns using the cell labels and then map annotation to the cell state view (Figure 8e,f). This last analysis provides quantitative time and cell state associations to state space. Notably, the fact that ACTIONet automatically recovers a robust gradual pattern consistent with developmental time, suggests that developmental trajectories might be readily recovery through ACTIONet. And this trajectory algorithms could be directly applied to ACTIONet.
Discussion

Using a diverse range of datasets, including multiple species and experimental designs, we show that selection of a single “best” number of archetypes in AA, or factors in general decomposition frameworks, does not optimally captures all accessible cell type, developmental, or phenotypic biological signal. Motivated by this observation, we introduced a novel framework to systematically characterize, prune, and unify the result of matrix decompositions at different levels into a nonredundant, multi-resolution set of cell states that capture the complexity of the single-cell transcriptomic profiles. The end product provides a unique way to analyze single-cell states that both solves a technical problem fundamental to matrix decomposition techniques and that is connected to the intrinsic complex variability captured through single-cell profiling.

We implement this approach, along with a large set of associated downstream analysis tools, in an easy-to-use and freely-available computational environment: ACTIONet (http://compbio.mit.edu/ACTIONet). In order to make such an approach feasible for large-scale analysis and exploration, ACTIONet includes methodological innovations at multiple steps, each of which could be independently valuable for other applications. (1) It uses a novel ACTION-based implementation of archetypal analysis for sparse matrix representation, (2) an efficient randomized SVD-based low-rank approximation (reduction step) to enable scaling with input data size, (3) an archetypal-based metric cell space construction that enables measuring cell distances, (4) an adaptive nearest-neighbor algorithm to build a multi-resolution network with automatic neighbor size selection, (5) an adaptation of UMAP’s stochastic-gradient descent (SGD)-based algorithm to project a multiresolution network into 2 and 3D space, and (6) a network-based feature selection method to robustly identify a nonredundant subset of underlying cell-state patterns.

Our analyses of diverse datasets demonstrate that ACTIONet can aid the interpretation of datasets of different complexity by straightforward visualization, exploration, and statistical annotation. ACTIONet can contribute to the single-cell community both as an analysis framework to aid biological discovery, as well as a technical development to motivate novel methodologies.
Methods

Data sources

Cell line mixture scRNA-seq data with true labels were obtained from (Tian et al. 2019). The dataset contains a mixture of single cells from five human lung adenocarcinoma cell lines (HCC827, H2228, H1975, H838, and A549) for a total of 3,918 cells. Human cortex data was obtained from (Mathys et al. 2019) and includes 35,140 cells profiled from 24 aged pathology-free prefrontal cortex postmortem samples. Mouse cortex data was obtained from (Saunders et al. 2018) and includes 68,233 cells profiled from the prefrontal cortex. Human peripheral blood mononuclear cell (PBMC) was obtained from the 10X Genomics website (https://support.10xgenomics.com/single-cell-gene-expression/datasets/3.0.0/pbmc_10k_protein_v3). The dataset includes 7,128 PBMC cells profiled using Total-seq protocol to simultaneously measure gene as well as cell surface protein expression (10X Genomics). Four developmental time-series datasets were downloaded from original publications. Mouse retina development data was obtained from (Clark et al. 2019) and includes a total of 100,831 cells spanning 10 pre- and pos-natal developmental stages. Ouse organogenesis cell atlas (MOCA) was obtained from (Cao et al. 2019). Only a sub-sample of 100,000 cells was considered. Mouse gastrulation data was obtained from (Pijuan-Sala et al. 2019) and includes 139,331 cells collected from mouse embryos at nine sequential time points ranging from 6.5 to 8.5 days post-fertilization. Zebrafish developmental data were obtained from (Farrell et al. 2018) and includes 38,731 cells collected during early zebrafish embryogenesis at the high temporal resolution, spanning 12 stages from the onset of zygotic transcription through early organogenesis.

ACTION-based transcriptome decomposition

In ACTIONet we adapted, extended, and reimplemented a scalable version of the core decomposition tool of our ACTION framework (Mohammadi et al. 2018). Archetypal analysis (AA) decomposition (Cutler & Breiman 1994b) aims to identify a set of underlying transcriptional patterns (“archetypes”) whose relative contributions optimally represent the transcriptome of each cell. Archetypes, defined as a convex combination of cells, are inferred by solving the optimization problem:

\[
\min_{C,H} \| S - \sum_{j} c_{j} W_{j}^{(AA)} \|_{F}^{2}
\]

Subject to: \( \sum_{j} c_{j} = 1, \sum_{j} h_{ij}^{(AA)} = 1, 0 \leq c_{j}, h_{ij}^{(AA)} \)

in which matrix \( S \) is the input profile and matrices \( W \) and \( H \) are the archetype and cell encoding matrices, respectively. While highly interpretable, AA does not guarantee convergence to the global optimum solution and its performance is dependent on the proper initialization. To remedy this issue, we first notice that separable nonnegative matrix factorization (sepNMF) can be formulated as a special case of the AA (Mohammadi et al. 2018):
Having Multi-level decomposition and hierarchical cell similarity

decompose the transformed, row-centered matrix, achieving sparsity of matrix rapidly for genes.

Finally, we adjust each gene for its baseline expression by orthogonalization with respect to expression input: the prior.

Normalization and preprocessing

Prior to decomposition, ACTIONNet transforms raw count data by normalizing and correcting for the baseline expression of genes. We use z-score normalization to scale each column of the input count matrix (\(S\)), resulting in normalized matrix \(Z\). Then, we compute a baseline expression profile for each gene by averaging rows of \(Z\), resulting in a vector represented by \(\bar{z}\). Finally, we adjust each gene for its baseline expression by orthogonalization with respect to \(\bar{z}\),

\[
\tilde{z}_i = \frac{z_i^T z_i}{\bar{z}^T \bar{z}}
\]

where \(\tilde{z}_i\) is the adjusted profile of the \(i^{th}\) cell after correcting for the baseline expression of genes. We will represent this orthogonalization process in abstract form as \(\tilde{Z} = f(S)\). Given the rapidly growing size of single-cell datasets, computation and storage of full ACTION kernel matrix is usually infeasible. In ACTIONNet, we circumvent this problem by using a reduced form of the transformed profile. To further enhance scalability, we implemented a fast randomized implementation of the SVD algorithm that has been recently developed to take advantage of the sparsity structure of the input matrix (Feng et al. 2018). In our formulation, we use SVD to decompose the transformed, row-centered matrix, \(\tilde{Z}_{(c)}\), as:

\[
\tilde{Z}_{(c)}^T = U \sum_{s} V^T_{s}
\]

Multi-level decomposition and hierarchical cell similarity

Having to preselect and use only “an optimal” value of \(k\) for decomposition is a fundamental limitation of most common matrix decomposition techniques (including AA). Our observations of real single-cell data suggest that different values of \(k\) have different power and resolution to
identify coarse vs fine-grained patterns of variability. In ACTIONet we provide a practical solution to this problem. Our solution enables gathering information across different decomposition levels. We independently perform ACTION-based decompositions, while gradually increasing the number of $k$ archetypes. We then concatenate a posteriori all archetype profile matrices ($\mathbf{W}$) and all cell encoding matrices ($\mathbf{H}$) to define a multilevel cell state (archetypal) profile $\mathbf{W}^*$ and corresponding multilevel cell state encoding matrix $\mathbf{H}^*$. We then use these two structures to reconstruct and discover multi-resolution dominant patterns.

We use the multi-level profiles encoded in matrix $\mathbf{H}^*$ as low-dimensional quantitative representations of the state of single cells. The set of encodings thus jointly defines an observable cell state space. To make the theoretical construct of a cell state space of practical use, we devised a cell distance metric over cell encodings that defines an appropriate metric space. Importantly, this metric space must respect the geometric requirements of the triangle inequality. We first scale each column of $\mathbf{H}^*$ to have sum 1 and treat it as a distribution of cells in the state space of archetypes. Next, we aim to utilize normalized $\mathbf{H}^*$ to construct a metric space capturing complex relationships among cells. Let us denote with $h_i$ and $h_j$ two arbitrary columns of the normalized $\mathbf{H}^*$ matrix.

The Kullback-Leibler divergence between $h_i$ and $h_j$ is defined as:

$$\text{KL}(h_i \parallel h_j) = - \sum_x h_i(x) \log \left( \frac{h_j(x)}{h_i(x)} \right)$$

which is a positive but asymmetric measure of the difference between distributions $h_i$ and $h_j$. We then use KL divergence to define the symmetric Jensen-Shannon divergence as follows:

$$\text{JS}(h_i \parallel h_j) = \frac{1}{2} \{ \text{KL}(h_i \parallel m) + \text{KL}(h_j \parallel m) \}$$

in which $m = \frac{1}{2} (h_i + h_j)$. This measure is both symmetric and bounded between $[0, 1]$, given that base 2 is used for computing the logarithm (Lin 1991). Finally, we note that JS divergence is not a metric since it does not satisfy the triangle inequality. However, it has been shown that a mono-parametric family of metrics can derive from the JS divergence. In particular, the square root of JS divergence satisfies all requirements of a metric (Osán et al. 2018). Thus, we compute the pairwise distance between single-cell transcriptomes encodes in the corresponding columns of normalized $\mathbf{H}^*$, as follows:

$$\delta_{ij} = \sqrt{\text{JS}(h_i \parallel h_j)}$$
Fast density-dependent multi-level network reconstruction

The complete cell metric space defined above provides a comprehensive operational specification of the observable cell state space. However, it is usually infeasible to store and analyze the complete distance matrix. In ACTIONet we circumvent this problem by constructing a sparse structural representation matching the metric space in the form of a graph. Given the metric nature of $\delta_{ij}$, we use metric (vantage point) trees to efficiently construct a nearest-neighbor graph (Yianilos 1993). To avoid (over)underfitting for cell types with low/high transcriptional heterogeneity, we extend conventional nearest-neighbor algorithms by adopting an adaptive strategy. We adopted an algorithm ($k^*$-nearest neighbors) originally developed for network-based regression/classification tasks (Anava & Levy 2016) that chooses the optimal number of neighbors for each node based on the distribution of neighbors’ distances. This results in a density-dependent nearest-neighbor graph. Formally, for each vertex (cell) $i$, we identify the optimal number of the neighbors to choose using the following procedure:

$$\beta = \text{sort}(\kappa \times \delta_i)$$
$$\Sigma_\beta = \Sigma_\beta^2 = 0$$
$$\lambda_0 = \beta_1 + 1$$
for($n = 1 \cdots (N - 1)$)
  if($\lambda_n \leq \beta_{n+1}$)
    $n_{opt} = n$
    break
  $\Sigma_\beta = \Sigma_\beta + \beta_n$
  $\Sigma_\beta^2 = \Sigma_\beta^2 + \beta_n^2$
  $\lambda_n = \frac{1}{n}(\Sigma_\beta + \sqrt{n + (\Sigma_\beta)^2 - n\Sigma_\beta^2})$
return($n_{opt}$)

where $\kappa$ parameter adjusts the overall desired sparsity of the constructed network. Larger values of $\kappa$ result in more sparse representations, whereas smaller values of $\kappa$ result in more dense networks. In all our analyses, we use $\kappa = 1$, that is, we use the original distances without rescaling. Finally, we note that the exact nearest-neighbor search, even in metric space, can be time-consuming for large datasets. Thus, in ACTIONet we implemented a randomized variant of nearest-neighbor search with an option to adjust the boundary of acceptable error ($\epsilon$), in return for faster search (Merkwirth et al. 2000). When the boundary of error ($\epsilon$) is set to 0, the exact search is performed.
Multi-resolution cell state pattern identification

Multi-level decomposition provides a comprehensive list of archetypes, each of which acts as a proxy for a potential cell state. However, two issues remain to be addressed: (i) when resolution is low (small number of total archetypes), some of the identified cell states are “too generic,” for which they represent multiple distinct cell states that are well-represented and separate at higher resolution, and (ii) same cell states can be identified/resolved in multiple levels of resolution.

To address the former issue, we first stack all $H$ matrices from the multi-level decomposition, and construct the correlation matrix between rows of the stacked matrix; that is, the correlation of cell state assignments/encodings. We then construct a “backbone graph” by pruning negative correlation and using the rest of entries as edge weights linking archetypes/cell states together. In the resulting network, we then compute the weighted transitivity score (Barrat et al. 2004) for each vertex, which is a measure of connectivity within the ego-centric network of the cell state. Said differently, it indicates how often its neighbors (similar cell states) are also neighbors of each other. This will allow us to identify cell states in which are acting as “bridges” between independent cell states. To identify such cell states, we first z-score normalize the computed transitivity scores; then, we use a predefined z-score threshold to identify outlier cell states (one standard deviation below the mean is used in all experiments here).

The latter issue is more prominent in multi-level decomposition and is particularly challenging because it introduces multicollinearity in the resulting archetype matrix profile. It is also of significance as different cell types are best captured in different levels of resolution. To address this issue, we used two guiding principles: (i) each archetype/cell state is only influenced by a sparse, highly-selected number of cells. That is to say, each column of $C$ matrices will have a small number of nonzero elements, that is, to our experience, independent of dataset size. We call these the “influential cells” of each archetype. (ii) for any given pair of influential cells, we can use our constructed metric space to compute their distance. Based on these two observations, we developed the following procedure to remove redundant cell states from our datasets. First, we identify the influential cells of each archetype and construct a population of all influential cells. Then, we compute all pairwise distances between these influential cells. Starting with a set of cell states, each with its own set of influential cells, we first compute the distribution of intra-cell-state cell distances, as well as inter-cell-state cell distances for every pair of cell states. We then use the $t$-test to compare these two distributions for each pair of cell states and iteratively merge cell states that their intra-vs-inter cell distance distributions do not significantly deviate from each other. That is to say, for a pair of cell states that the distance of cells within each cell state compared to the distance of cells between cell states are not significantly different from each other. We iteratively merge cell states, starting from the closest pairs, and their corresponding influential cells till we reach a pair of cell states that are significantly different from each other, inferred from distances of their influential cells.
**ACTIONet data visualization**

ACTIONet provides a powerful computational tool amenable to well-established network analysis techniques. For efficient graph visualization, we implement low dimensional graph embedding in 2 and 3 dimensions, while preserving the underlying manifold structure. We partially adopted, slightly modified, and reimplemented the manifold learning technique *Uniform Manifold Approximation and Projection* (UMAP), which preserves both global and local topological features in the reduced space (Becht et al. 2018; McInnes & Healy 2018). We only adopted the embedding stage of the UMAP algorithm to layout the density-dependent multi-level ACTIONet graph.

Intuitively, UMAP efficiently approximates a force-directed layout algorithm. At its core, it aims to minimize the cross-entropy of two fuzzy sets (1-simplices), one of which captures relationships between cells in the original graph and the other within the lower dimensional Euclidean subspace. The cross-entropy objective can be written as the sum of an entropy term within the projected subspace, coupled with a KL divergence term that penalizes for the deviation of point distribution from the original edge weights. These components effectively define the repulsive and attractive forces of the layout algorithm. More formally, in ACTIONet we implemented the Stochastic Gradient Descent (SGD) algorithm of UMAP to efficiently optimize the following objective function:

$$
\sum_{i,j} w_{ij} \log \frac{w_{ij}}{f(d_{ij})} + (1 - w_{ij}) \log \frac{1 - w_{ij}}{f(1 - d_{ij})},
$$

where $w_{ij}$ is affinity scores corresponding to the edge weights of ACTIONet graph, $d_{ij}$ are the euclidean distances between embedded points, and the function $f(\cdot)$ is defined as:

$$
f(d_{ij}) = \frac{1}{1 + a d_{ij}^b}.
$$

In this formulation, parameters $a$ and $b$ are inferred through nonlinear least-squares fitting and can be used to control the compactness of the final embedding. By testing a wide range of values, we found that these parameters behave similarly in particular regimes. To simplify the interaction with the algorithm, we precomputed a set of $a$ and $b$ parameters and replaced them with a new “compactness” parameter, which takes values between 0-100 that provide a practically useful range of gradually increasing compact representations for single-cell datasets.

Finally, we observed that UMAP performance improves by using “smoothed” weights computed as follows:

$$
w_{ij}^{(smoothed)} = e^{-\frac{k_{ij} - r_i}{a_i}}
$$
where $\rho_i$ is the distance to the closest neighbor of node $i$, and $\sigma_i$ is set to be the value such that:

$$
\sum_{i=1}^{k} e^{-\frac{d_{ij} - \rho_i}{\sigma_i}} = \log_2(k)
$$

where $k$ is the number of the nearest-neighbors of node $i$. We use this latter procedure in ACTIONet to convert metric distances between cells into edge weights.

**De novo coloring** We observed that a three-dimensional embedded space usually provides a very good approximation to the apparent structure of the cell state space, a feature that is sometimes misleadingly lost in the more standard 2D visualization. To directly link the two representations, while highlighting the quantitative nature of the cell state characterization enabled by ACTIONet, we introduce an automatic (de novo) coloring scheme. We first construct both 2D and 3D embeddings and use properly scaled 3D coordinates to map each cell to a color space. We adopt the CIE L*a*b* (CIELAB) color space which, unlike RGB space, is perceptually uniform: i.e, it is designed such that points with similar distances are visually perceived as having similar color differences (Cheung 2015). This procedure allows us to intuitively map the three-dimensional embedding of the ACTIONet graph into a colorspace that recapitulates its overall topology. By using these colors in multiple visualizations, ACTIONet adds information about the quantitative state of cells while linking 1- and 2D cell, state, and gene views.

**ACTIONet automatic cell annotation**

Our cell annotation framework uses known marker genes, both positive and negative markers, to infer the most likely cell type for each cell, individually. First, it uses a network-based diffusion method, with the ACTIONet graph as input, to impute the expression of every marker gene. Then, it computes the signed average of the imputed expression vectors to compute a score for each cell type/cell pair. Finally, it assesses the significance of these cell type-association scores by permutation test; it samples the same number of imputed genes selected at random and constructs a null model for their corresponding weighted average statistics. Then, it uses this null model to assign a z-score to each cell-type/cell association.

**Network propagation-based mislabel correction**

We use a variant of label-propagation algorithm to update a given set of labels using the topology of the ACTIONet graph. In summary, we aggregate labels within the neighborhood of each cell and identify the most, neighborhood-inferred label for each cell, together with a confidence score. If the neighborhood-inferred label for a cell is different than its previous label, and if the ratio of confidence scores is above a threshold, we switch the old labels to the newly inferred label. We perform this operation synchronously for all cells and iterate for a fixed number of iterations or until it converges. As pointed out in previous work (Gaiteri et al. 2015), these naive approaches have the drawback of being influenced by the most dominant label in the network. To account for that, we have built a random model that assesses the total number of observed labels for each class within the neighborhood of cells, compared to their null
distribution across the whole graph, as well as edge weights connecting cells to their neighbors. We use these computed $p$-value bounds in our framework instead of raw/adjusted frequencies of labels.

**Automatic cell state annotation**
Given a continuous measurement at the cell level, we infer its enrichment at the cell state level using a permutation test. More specifically, we assess the co-concentration of cell measurements with the cell state encoding. For qualitative measurements, such as cell types, we construct its one-hot-encoding and similarly perform a permutation test.
Figure 1. ACTIONet framework overview. (a) Five main steps of the ACTIONet algorithm (b) Robust and reproducible cell state identification using ACTION-based decomposition for a fixed number of archetypes (c) Multi-level ACTION decomposition with increasing number of archetypes (d-e) Metric cell space defined based on the ensemble of multi-level decompositions (f) Construction of a sparse network representation of the cell space.

Figure 2. Interpretability of ACTIONet cell states. (a) Schematic of experimental design for single-cell versus bulk profile comparison (b) Antibody-based measurement of characteristic marker proteins (c) Correlation of cell state profiles with cell-sorted bulk RNA-seq profile.

Figure 3. Human cortex ACTIONet cell state space. (a) Schematic of de novo cell coloring method (b) 2D projection of cells color-coded with their associated de novo colors (c) 3D projection of cells showing the correspondence between de novo colors and 3D positioning of cells (d) Association of color-spectrum with the expression of known cell-type-specific markers.

Figure 4. Automated cell type annotation. (a) Schematic of cell-type annotation method (b) Projection of key surface protein expressions on the PBMC ACTIONet marking distinct cell groups (c) A combination of positive and negative markers versus only positive markers for cell-type identification (d) Projection of aggregated marker scores for each cell type on the PBMC ACTIONet. (e) Final annotation of PBMC cells.

Figure 5. ACTIONet-based mislabel correction and prediction. (a) Cell line mixture dataset, (b) Mouse retina development dataset.

Figure 6. Coupled ACTIONet views. (a-c) Cell, cell state, and gene view linked through ACTIONet’s de novo colors (d) Gene-based cell state annotation. Colors indicate the best enrichment of marker genes for corresponding cell-type.

Figure 7. Cell state annotation. (a) De novo colors (b) Dominant associated cell type (c) Cell type enrichment scores (d) Molecular pathway enrichment for dominant cell states.

Figure 8. ACTIONet time-series analysis: developing mouse retina. (a) Cell-view color-coded by de novo colors (b) Gene-view color-coded by de novo colors (c-d) Cell-view color-coded by developmental stage and cell types and corresponding cell-state annotations.
References

Anava, O. & Levy, K., 2016. k*-nearest neighbors: From global to local. In Advances in neural information processing systems. pp. 4916–4924.

Araújo, M.C.U. et al., 2001. The successive projections algorithm for variable selection in spectroscopic multicomponent analysis. Chemometrics and Intelligent Laboratory Systems, 57(2), pp.65–73.

Barkas, N. et al., 2019. Joint analysis of heterogeneous single-cell RNA-seq dataset collections. Nature methods, 16(8), pp.695–698.

Barrat, A. et al., 2004. The architecture of complex weighted networks. Proceedings of the National Academy of Sciences of the United States of America, 101(11), pp.3747–3752.

Becht, E. et al., 2018. Dimensionality reduction for visualizing single-cell data using UMAP. Nature biotechnology. Available at: http://dx.doi.org/10.1038/nbt.4314.

Brin, S. & Page, L., 1998. The anatomy of a large-scale hypertextual Web search engine. Computer Networks and ISDN Systems, 30(1-7), pp.107–117. Available at: http://dx.doi.org/10.1016/s0169-7552(98)00110-x.

Cao, J. et al., 2019. The single-cell transcriptional landscape of mammalian organogenesis. Nature, 566(7745), pp.496–502.

Cheung, V., 2015. Uniform Color Spaces. Handbook of Visual Display Technology, pp.1–9. Available at: http://dx.doi.org/10.1007/978-3-642-35947-7_14-2.

Clark, B.S. et al., 2019. Single-Cell RNA-Seq Analysis of Retinal Development Identifies NFI Factors as Regulating Mitotic Exit and Late-Born Cell Specification. Neuron, 102(6), pp.1111–1126.e5.

Cornish, A.J. & Markowetz, F., 2014. SANTA: quantifying the functional content of molecular networks. PLoS computational biology, 10(9), p.e1003808.

Cutler, A. & Breiman, L., 1994a. Archetypal Analysis. Technometrics, 36(4), p.338. Available at: http://dx.doi.org/10.2307/1269949.

Cutler, A. & Breiman, L., 1994b. Archetypal Analysis. Technometrics: a journal of statistics for the physical, chemical, and engineering sciences, 36(4), pp.338–347.

Davie, K. et al., 2018. A Single-Cell Transcriptome Atlas of the Aging Drosophila Brain. Cell, 174(4), pp.982–998.e20.

Ding, J. et al., 2019. Systematic comparative analysis of single cell RNA-sequencing methods. Genomics, p.439.

Farrell, J.A. et al., 2018. Single-cell reconstruction of developmental trajectories during zebrafish embryogenesis. Science, 360(6392). Available at: http://dx.doi.org/10.1126/science.aar3131.
Feng, X. et al., 2018. Fast Randomized PCA for Sparse Data. In J. Zhu & I. Takeuchi, eds. Proceedings of The 10th Asian Conference on Machine Learning. Proceedings of Machine Learning Research. PMLR, pp. 710–725.

Gaiteri, C. et al., 2015. Identifying robust communities and multi-community nodes by combining top-down and bottom-up approaches to clustering. Scientific reports, 5, p.16361.

Gillis, N. & Vavasis, S.A., 2014. Fast and Robust Recursive Algorithms for Separable Nonnegative Matrix Factorization. IEEE transactions on pattern analysis and machine intelligence, 36(4), pp.698–714.

Han, X. et al., 2018. Mapping the Mouse Cell Atlas by Microwell-Seq. Cell, 173(5), p.1307.

Kotliar, D. et al., 2019. Identifying gene expression programs of cell-type identity and cellular activity with single-cell RNA-Seq. eLife, 8. Available at: http://dx.doi.org/10.7554/eLife.43803.

Lee, D.D. & Seung, H.S., 1999. Learning the parts of objects by non-negative matrix factorization. Nature, 401(6755), pp.788–791.

Li, M. et al., 2018. Integrative functional genomic analysis of human brain development and neuropsychiatric risks. Science, 362(6420). Available at: http://dx.doi.org/10.1126/science.aat7615.

Lin, J., 1991. Divergence measures based on the Shannon entropy. IEEE transactions on information theory / Professional Technical Group on Information Theory, 37(1), pp.145–151.

Lodato, S. & Arlotta, P., 2015. Generating neuronal diversity in the mammalian cerebral cortex. Annual review of cell and developmental biology, 31, pp.699–720.

Mairal, J., Bach, F. & Ponce, J., 2014. Sparse Modeling for Image and Vision Processing, Now Publishers.

Mathys, H. et al., 2019. Single-cell transcriptomic analysis of Alzheimer’s disease. Nature, 570(7761), pp.332–337. Available at: http://dx.doi.org/10.1038/s41586-019-1195-2.

McInnes, L. & Healy, J., 2018. Umap: Uniform manifold approximation and projection for dimension reduction. arXiv preprint arXiv:1802.03426.

Merkwirth, C., Parlitz, U. & Lauterborn, W., 2000. Fast nearest-neighbor searching for nonlinear signal processing. Physical review. E, Statistical physics, plasmas, fluids, and related interdisciplinary topics, 62(2 Pt A), pp.2089–2097.

Mohammadi, S. et al., 2018. A geometric approach to characterize the functional identity of single cells. Nature communications, 9(1), p.1516.

Monaco, G. et al., 2019. RNA-Seq Signatures Normalized by mRNA Abundance Allow Absolute Deconvolution of Human Immune Cell Types. Cell reports, 26(6), pp.1627–1640.e7.

Osán, T.M., Bussandri, D.G. & Lamberti, P.W., 2018. Monoparametric family of metrics derived
from classical Jensen–Shannon divergence. Physica A: Statistical Mechanics and its Applications, 495, pp.336–344.

Pijuan-Sala, B. et al., 2019. A single-cell molecular map of mouse gastrulation and early organogenesis. Nature, 566(7745), pp.490–495.

Plass, M. et al., 2018. Cell type atlas and lineage tree of a whole complex animal by single-cell transcriptomics. Science, 360(6391), p.eaaq1723. Available at: http://dx.doi.org/10.1126/science.aaq1723.

Polioudakis, D. et al., 2019. A Single-Cell Transcriptomic Atlas of Human Neocortical Development during Mid-gestation. Neuron. Available at: http://dx.doi.org/10.1016/j.neuron.2019.06.011.

Saunders, A. et al., 2018. Molecular Diversity and Specializations among the Cells of the Adult Mouse Brain. Cell, 174(4), pp.1015–1030.e16.

Stein-O’Brien, G.L. et al., 2019. Decomposing Cell Identity for Transfer Learning across Cellular Measurements, Platforms, Tissues, and Species. Cell systems, 8(5), pp.395–411.e8.

Stein-O’Brien, G.L. et al., 2018. Enter the Matrix: Factorization Uncovers Knowledge from Omics. Trends in genetics: TIG, 34(10), pp.790–805.

Tian, L. et al., 2019. Benchmarking single cell RNA-sequencing analysis pipelines using mixture control experiments. Nature methods, 16(6), pp.479–487.

Traag, V.A., Waltman, L. & van Eck, N.J., 2019. From Louvain to Leiden: guaranteeing well-connected communities. Scientific reports, 9(1), p.5233.

Trapnell, C., 2015. Defining cell types and states with single-cell genomics. Genome research, 25(10), pp.1491–1498.

Vanlandewijck, M. et al., 2018. A molecular atlas of cell types and zonation in the brain vasculature. Nature, 554(7693), pp.475–480.

Weinreb, C., Wolock, S., Tusi, B.K., et al., 2018. Fundamental limits on dynamic inference from single-cell snapshots. Proceedings of the National Academy of Sciences of the United States of America, 115(10), pp.E2467–E2476.

Weinreb, C., Wolock, S. & Klein, A.M., 2018. SPRING: a kinetic interface for visualizing high dimensional single-cell expression data. Bioinformatics, 34(7), pp.1246–1248. Available at: http://dx.doi.org/10.1093/bioinformatics/btx792.

Welch, J.D. et al., 2019. Single-Cell Multi-omic Integration Compares and Contrasts Features of Brain Cell Identity. Cell, 177(7), pp.1873–1887.e17.

Wolf, F.A. et al., 2019. PAGA: graph abstraction reconciles clustering with trajectory inference through a topology preserving map of single cells. Genome biology, 20(1), p.59.

Wu, Y., Tamayo, P. & Zhang, K., 2018. Visualizing and Interpreting Single-Cell Gene Expression Datasets with Similarity Weighted Nonnegative Embedding. Cell systems, 7(6),
Ye, Z. & Sarkar, C.A., 2018. Towards a Quantitative Understanding of Cell Identity. *Trends in cell biology*, 28(12), pp.1030–1048.

Yianilos, P.N., 1993. Data structures and algorithms for nearest neighbor search in general metric spaces. In *Soda*. pp. 311–321.
a. **Biology**

- **input count matrix**
- **transformation**
  - + transcriptome reduction
  - + decomposition
- **multiresolution**
- **cell state representation**
- **metric space**
  - (cell similarity)
- **cell network**
  - (k*nn-graph)
- **2D/3D layout**
- **de novo coloring**
- **downstream toolbox**
  - visualization (cell, state, gene views)
  - automatic cell/state annotation
  - clustering ...

b. **Reduction-decomposition-reconstruction**

- **input data** (count matrix)
  - **decomposition**
    - **W**
    - **S**
    - **C**
    - **H**
  - **reduction**
    - **S_r**
  - **reconstruction**
    - **S_r**
    - **C_r**
    - **H_r**
- **cell state encoding**
- **cell contribution**

- **Multilevel decomposition**
- **cell-state patterns**
  - (archetypes)
- **W**
- **H**
- **W**
- **H**
- **cell contribution**

- **level (2, ..., k)**
- **cell-state patterns**

- **multilevel pattern collapse**

- **Metric cell space definition**
- **cell states**
- **Metric cell space**
- **cell states**
- **cells**

- **cell network reconstruction**:
  - density-dependent (adaptive)
  - k-nearest neighbor network

- **k-nearest neighbor network**
- **cell similarity measure**

- **Adaptive network construction**
- **clustering** ...

- **downstream toolbox**
  - visualization (cell, state, gene views)
  - automatic cell/state annotation
  - clustering ...

- **transformation**
  - + transcriptome reduction
  - + decomposition
- **multiresolution**
- **cell state representation**
- **metric space**
  - (cell similarity)
- **cell network**
  - (k*nn-graph)
- **2D/3D layout**
- **de novo coloring**
- **downstream toolbox**
  - visualization (cell, state, gene views)
  - automatic cell/state annotation
  - clustering ...

- **input data** (count matrix)
  - **decomposition**
    - **W**
    - **S**
    - **C**
    - **H**
  - **reduction**
    - **S_r**
  - **reconstruction**
    - **S_r**
    - **C_r**
    - **H_r**
- **cell state encoding**
- **cell contribution**

- **Multilevel decomposition**
- **cell-state patterns**
  - (archetypes)
- **W**
- **H**
- **W**
- **H**
- **cell contribution**

- **level (2, ..., k)**
- **cell-state patterns**

- **multilevel pattern collapse**

- **Metric cell space definition**
- **cell states**
- **Metric cell space**
- **cell states**
- **cells**

- **cell network reconstruction**:
  - density-dependent (adaptive)
  - k-nearest neighbor network

- **k-nearest neighbor network**
- **cell similarity measure**

- **Adaptive network construction**
- **clustering** ...
genes (n)
cells

input data

multilevel decomposition

metric space

k*nn-graph

UMAP*

mapping

color space

a

(Mathys et al. 2019)

b

c

d

neuronal space (SYT1)

interneuron space (GAD1)

excitatory neuron space (NRGN)

astrocyte space (AQP4)

oligodendrocyte space (MBP)

opc space (VCAN)

individual cells (n=30k)

gene expression propagation

individual cells (n=30k)
a

Representative protein measurements

b

Aggregated positive/negative marker scores

c

CD3
CD56
CD16

CD14
CD19

low

high

B cell
CD4+ T cell
Cytotoxic T cell
B cell
NK+
NK+ T-cell -

Dendritic cell
Natural killer cell
Plasmacytoid dendritic cell

CD14+ monocyte
CD4+ T cell
Natural killer cell
Dendritic cell

CD16+ monocyte
Cytotoxic T cell
B cell
Plasmacytoid dendritic cell

Automatic cell type labels
**a Benchmarking**

Cell line mixture scRNA-seq

Tian et al. 2019

**b Real data**

Mouse retinal development (Clarck et al. 2019)
