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Abstract

In recent years, deep learning has achieved remarkable achievements in many fields, including computer vision, natural language processing, speech recognition and others. Adequate training data is the key to ensure the effectiveness of the deep models. However, obtaining valid data requires a lot of time and labor resources. Data augmentation (DA) is an effective alternative approach, which can generate new labeled data based on existing data using label-preserving transformations. Although we can benefit a lot from DA, designing appropriate DA policies requires a lot of expert experience and time consumption, and the evaluation of searching the optimal policies is costly. So we raise a new question in this paper: how to achieve automated data augmentation at as low cost as possible? We propose a method named BO-Aug for automating the process by finding the optimal DA policies using the Bayesian optimization approach. Our method can find the optimal policies at a relatively low search cost, and the searched policies based on a specific dataset are transferable across different neural network architectures or even different datasets. We validate the BO-Aug on three widely used image classification datasets, including CIFAR-10, CIFAR-100 and SVHN. Experimental results show that the proposed method can achieve state-of-the-art or near advanced classification accuracy. Code to reproduce our experiments is available at https://github.com/zhangxiaozao/BO-Aug.

1. Introduction

Deep neural networks are powerful machine learning systems, which have been demonstrated in a variety of tasks including image classification [1,31], object detection [36,37], natural language processing [34,35] and speech recognition [32,33] among others. Generally, the more data, the better deep neural networks can do. Insufficient amount of data can lead to model overfitting, which will reduce the generalization performance of the model on the test set. In recent years, many techniques [2-5] have been proposed to help combatting overfitting such as dropout, batch normalization, L1/L2 regularization and layer normalization. Nonetheless, these techniques will also fall short when the data is limited, since the flexibility of the deep models is so high.

One way to acquire a larger labeled dataset is labeling training examples by humans — a difficult and time-consuming fashion. This way is usually a subjective task and prone to error. Another alternative way is data augmentation (DA), which refers to generate more labeled data based on the available samples using label-preserving transformations. DA allows us to train a
deeper neural network which may alleviate overfitting and thereby improve the generalization performance of the model [1]. As its advantage, DA has been widely used in many domains, including natural language processing [41-43], speech recognition [44,45], and especially computer visions applications [1,38,39].

Despite we can benefit a lot from DA, how to design the optimal DA policies is still a challenging task. Low quality augmented samples produced by inappropriate DA policies may have the negative effect on the performance and robustness of the model. However, high quality DA policies require a wealth of expert experience and plenty of time. Moreover, the evaluation of searching the policies is costly, and the policies found based on a specific model or dataset are usually not reusable, which will result in a need to re-search each time when DA policies are required, which further increases the cost of using DA. In order to design efficient DA policies, some works [6-12] have been proposed. Although the existing methods enable automated DA, the policies they generated are usually not reusable, or the approach itself requires a very high cost of policies search. Thus, we raise a new problem of how to automatically design DA policies at as low cost as possible.

Figure 1: Overview of the BO-Aug. Bayesian optimization can sample a promising DA policy in each iteration from policies search space. An image classification neural network feedback model, which used the sampled policy, is trained to convergence on a validation dataset acquiring classification error E. Classification error E is used to update the probabilistic surrogate model of BO.

For tackling the above challenges, in this paper, we propose an automated DA method named BO-Aug in the context of image classification, where the learned policies can be easily used by different end discriminative models. Specifically, the method consists of two main components, policies search space design and search algorithm design. The search space contains lots of DA policies and each of them consists of 3 sub-policies, and each sub-policy is composed of 2 consecutive image transformation operations (e.g., shear, translation or rotation) and corresponding parameters (i.e. the probability and magnitude of applying the operation). The search algorithm adopted here is Bayesian optimization (BO) [13], which is a very effective global optimization algorithm. On each dataset, BO-Aug can found the optimal policies at a relatively low cost, which only need 800 real evaluations, far less than the 15,000 real evaluations required by the current optimal automated DA algorithm [12]. And the searched optimal policies can achieve state-of-the-art or near advanced classification accuracy. The overview of the BO-Aug is shown in Figure 1. The main contributions of the proposed method can be summarized as:
• We propose an automated data augmentation method named BO-Aug which can automatically search the optimal DA policies on image classification tasks.
• BO-Aug can found the optimal DA policies at a relatively low evaluation cost, and the selected policies can achieve state-of-the-art or near advanced classification accuracy on several widely used image classification datasets, including CIFAR-10, CIFAR-100 and SVHN.
• The found DA policies based on a specific dataset can be well transferred across different neural network architectures or even different datasets.

The paper is specifically organized as follows. In Section 2, we review the related work on data augmentation and Bayesian optimization. In Section 3 we propose our approach. Sections 4 gives the detailed experimental setup and results. Section 5 concludes the paper and discusses the future work.

2. Background and Related Work

2.1 Data Augmentation

For image classification tasks, insufficient amount of training data will result in model overfitting, thereby the trained model may cannot generalize well on validation dataset or test dataset. Recent years, several regularization techniques have been proposed. Adding a weight decayed term (L2 regularization) [50] to the model loss function is the commonest and simplest method, which can make the learned model’s parameters smaller. Dropout [2-4] is another popular technique, which discards the neural units temporarily from the network with a certain probability during training process. Ioffe et.al [5] proposed a method called batch normalization (BN) to normalize the hidden layers input of the network to address the internal covariate shift problem. BN is commonly used in fully connected layers and convolutional layers so that it can make network parameters search easier and speed up network training process. In addition to the regularization techniques discussed above, transfer learning [40] is also an effective approach, in which we take the pre-trained model parameters trained on a universal dataset (e.g. the ImageNet dataset) and fine tune some particular parameters to get better results on a more specific task.

Data augmentation is another common technique that generates new data based on existing dataset by label-preserve transformations to enlarge the training dataset. When training the famous AlexNet model, Krizhevsky et.al [1] used a series of DA techniques including image translations, horizontal reflections, random crops and color illumination transformation to combat model overfitting and they claimed that this scheme reduced the top-1 error rate by over 1%. Since then, data augmentation has been an indispensable component of all recent large-scale image classification models.

Considering that manually designing DA transformations is time-consuming and labor-intensive, and inappropriate transformations may reduce the generalization performance of the model, some automated DA techniques have been proposed to alleviate this problem. The existing automated DA methods are mainly divided into two categories, the first is to generate new samples directly based on current training dataset [6-10], and the second is to generate serialized transformation operations or a transformation model [11,12]. For the first class of models, Tran et.al [6] utilized the Bayesian method to generate new annotated training samples depending on the distribution learned from the training set. Lemley et.al [7] proposed to create
a network which focuses on learning augmentations that take advantage of the mutual information within a class so that it can generate augmented data during the training process of a target network. Generative adversarial network (GAN) [8-10] is also a common method used for generating additional data.

The second class of models are capable of generating serialized DA operations or transformation model. Compared to the above approaches, the advantage of this kind of methods is mainly reflected in the reusable generated DA policies. Ratner et.al [11] first train a GAN to generate sequences that describe DA policies, so that the learned transformation model can be used to perform data augmentation for any end discriminative model. Cubuk et.al [12] proposed the AutoAugment which aims to generate DA policies automatically. Specifically, AutoAugment [12] used the reinforcement learning as the search algorithm to find the best policies in a designed policy search space so that the neural network yields the highest validation accuracy on a target dataset.

Despite AutoAugment [12] has achieved the most advanced results on several image classification datasets, the biggest problem with this method is that the cost of searching for the optimal policies is too high. The search algorithm needs to update its parameters with the classification error of the child model (an image classification neural network model) as feedback, and reinforcement learning require too much feedback data to achieve reasonable performance. For each dataset, the final policies given by AutoAugment [12] are obtained after 15,000 real evaluations. In addition to high computational cost, AutoAugment [12] treated the problem of finding the best DA policies as a discrete search task which may lead to sub-optimal solution. In order to break these two restrictions, this paper proposed to use BO as the search algorithm to solve the data augmentation problem. We expanded the search space and define the issue as a search problem in the contiguous search space, that is, for the probability and magnitude parameters of the transformation operations, our method can obtain any desirable value within the parameter range including high precision decimals. The experimental results show that only 800 real evaluations are needed to achieve similar or even better model classification accuracy with BO-Aug for each dataset.

2.2 Bayesian Optimization

Bayesian optimization (BO) [13] is a very effective global optimization algorithm which has been widely applied in designing problems. This method is quite suitable to solve complex optimization problems where the objective functions cannot be expressed, or are non-convex, multimodal and expensive to evaluate. By designing appropriate probabilistic surrogate model and acquisition function, the BO framework can obtain the near optimal solution with only a few times of real evaluations. As an effective means to optimize complex black box problems, BO has been applied in many fields [14], including game and material design [15,16], recommendation system [17,18], robotics, embedded systems and system design [46,47], automatic algorithm configuration [27-30] and so on.

BO is an iterative process consisting of three main steps: the first step is to select the next most potential evaluation point by maximizing the acquisition function; the second step is to evaluate the selected evaluation point using the objective function; in the third step, the newly obtained input-observation value pair will be added to the historical observation set, and the probabilistic surrogate model is updated to prepare for the next iteration. See section 3.2 for
more details.

3. BO-Aug: The proposed method

We model the problem of designing the optimal data augmentation policies as the search problem on continuous space. In our implementation, a policy is composed of 3 sub-policies and each sub-policy consists of 2 consecutive image transformation operations and corresponding parameters, the probability and magnitude of the applied operation. Our goal is to find the optimal DA policies at as low cost as possible. Essentially, what we want to optimize is a black box function that takes the data augmentation policy as input and the performance of the policy on the neural network classification model as output. This objective function is a multimodal function, so we aim to find those points that make the function values optimal with as few BO iterations (i.e. real policy evaluation number of times) as possible. The objective function expression is shown in Equation 1,

\[
p^* = \arg \min_{p \in P} f(m, u(p, d))
\]  

(1)

Here, \( p \) denotes the DA policy, \( P \) denotes the policies search space, \( m \) denotes an image classification model, \( d \) denotes an image classification dataset, \( u \) represents the process of applying a policy on a dataset to generate a new transformed dataset, and \( f \) represents the process of training an image classification feedback model on a dataset and obtaining the classification error.

3.1 Policies Search Space Design

The image transformation operations used in this paper come from Python Imaging Library (PIL)\(^1\), which is an image processing standard library that contains most of the basic image processing operations. Without loss of generality, we adopted all the 14 transformation functions in PIL. These functions accept an image and corresponding operation parameters as input, and output an transformed image. Unlike AutoAugment [12], we do not add Cutout and Sample Pairing operations additionally. The reason is that we have used Cutout as a basic pre-processing operation. On the other hand, AutoAugment’s final policies also do not contain these two operations. All the operations adopted here are shown in Table 1.

\(^1\) https://pillow.readthedocs.io/en/5.1.x/
Table 1: List of all image transformations that can be chosen during the search process. Additionally, the values of magnitude for each operation are shown in the third column. Some transformations do not use the magnitude information (e.g. Invert and Equalize).

For every operation, the execution probability is always between 0 and 1, and the range of operation magnitude depends on the specific operation type. For convenience, we set the value range of all operations’ magnitude between 1 and 10 during policies search process, and then converted it to the value within the real magnitude range when using policies. There are several operations which do not contain magnitude information such as AutoContrast, Invert and Equalize. Since we treat the problem of finding the optimal DA policies as a continuous optimization problem, the operation’s hyperparameters can take any value within the parameter range including high precision decimals. This may help us to find more accurate hyperparameter configuration that may beyond the handcrafted design. Figure 2 illustrates an optimal DA policy found by the proposed method on SVHN dataset[24].

Figure 2: One of the optimal policies found on SVHN [24]. The learned policy can be used to generate augmented samples given an original image during the training process of deep models.
The policy is composed of 3 sub-policies, and each sub-policy consists of 2 consecutive image transformation operations. For each operation, there are 2 corresponding parameters: the probability of applying the operation and the magnitude of the application. During every mini-batch training process, each image randomly selects a sub-policy from all available sub-policies with the same probability for data augmentation transformation. Note that one image can be transformed differently in different mini-batches even with the same sub-policy. In addition, the operation has an application probability so that it is not necessarily used even if an image have selected it. Both aspects have greatly increased the stochasticity of DA.

Considering that each sub-policy is composed of 2 consecutive operations, and there are 14 operation types in total, so we can represent the operations in one sub-policy by a number between 0 and 196. For each of the operation, there are two parameters associated with it. So a sub-policy can be represented by a 5-dimensional vector \( p_{\text{sub}} = [o_1 o_2, \text{pro}_1, m_1, \text{pro}_2, m_2] \). The first dimension of the vector \( o_1 o_2 \) represents the types of two operations of the sub-policy. The second dimension \( \text{pro}_1 \) and the third dimension \( m_1 \) respectively represent the probability and magnitude of the first applied operation \( o_1 \), and the fourth dimension \( \text{pro}_2 \) and the fifth dimension \( m_2 \) represent the second operation’s parameters jointly. Here is an example of using a 5-dimensional vector to represent a sub-policy(taken from a real sub-policy selected by BO): \([114.8650, 0.7610, 1.6081, 0.5414, 7.3520]\) represents that the sub-policy consists of the Color and TranslateX two operations, the probability of the two operations are 0.7610 and 0.5414 respectively, and 1.6081 and 7.3520 are the magnitude parameters. Since a DA policy consists of 3 sub-policies, the single policy can be represented as a 15-dimentional vector \( p = (p_{\text{sub-1}}, p_{\text{sub-2}}, p_{\text{sub-3}}) \). That is, policies search space is \( P \equiv \mathbb{R}^{15} \). Our goal, is to find 8 such policies totally in order to increase diversity.

### 3.2 Search Algorithm Design

The search algorithm we used here is Bayesian optimization (BO). It starts by considering a set of known observations of the evaluation function. In the data augmentation scenario, these observations are the returned values of the real evaluation model on one policy. BO fits a probabilistic surrogate model to those observations, and then selects a new point to evaluate by maximizing the acquisition function over the parameter space. The selected point will be evaluated by the evaluation function and added to the existing observations set. This process will be executed iteratively until the predefined number of iterations is reached or the termination condition set by person is met. The complete iterative process and details of the search algorithm are shown in Algorithm 1. BO has several key elements: the representation of the input, the real evaluation model, the choice of probabilistic surrogate model and acquisition function. Next, we will go through each of these components in detail.
## Algorithm 1: Searching for optimal DA policies

**Input:**
- **Policy:** \( p \), which is a 15-dimensional vector, consists of 3 sub-policies and each of which is a 5-dimensional vector expressed as \((o_0, o_2, \text{pro}_1, \text{m}, \text{pro}_3, \text{m})\)
- **Accuracy:** \( y \), classification error of the feedback model

**RandomInit:** a method for randomly initializing \( p \)

**InitNum:** the number of initial known observations, here we take the value 10

**IterNum:** the number of iterations of the algorithm, here we take the value 90

**Acquisition function:** expected improvement (EI)

**Probabilistic surrogate model:** Gaussian process (GP)

**Feedback model:** \( m \), here we take the WRN-40-2 neural network model

**Output:** \( P_{\text{opt}} \), the final optimal DA policies

**Notations:**
- \( d \): a specific dataset
- \( f \): training a feedback model \( m \) on dataset \( d \)
- \( u \): applying policy \( p \) on dataset \( d \) to generate a new dataset
- \( p_{\text{opt},t} \): the optimal policy found at the \( t \)th time running of BO

1: \( P_{\text{opt}} = \{ \} \)
2: for \( T = 1, 2, \ldots, 8 \) do
3: \( D_{\text{init}} = \{(p, y)|i=1, \ldots, \text{InitNum}\} \), where \( p_i = \text{RandomInit} \) and \( y_i = f(m, u(p, d)) \)
4: \( D_0 = D_{\text{init}} \)
5: for \( t = 1, 2, \ldots, \text{IterNum} \) do
6:      maximize EI to get the next evaluation point \( p_t \)
7:      \( y_t = f(m, u(p, d)) \)
8:      \( D_t = D_{t-1} \cup (p_t, y_t) \)
9:      update GP
10: end for
11: \( P_{\text{opt}} = P_{\text{opt}} \cup \{p_{\text{opt},t}\} \)
12: return \( P_{\text{opt}} \)

In our implementation, BO can select one policy on each run. As mentioned above, each policy consists of 3 sub-policies, so the input of BO is a 15-dimensional vector where every successive 5-dimentional vector represents a sub-policy.

In every iteration of BO, we need to execute a performance evaluation of the selected policy so that this feedback can be used to update the probabilistic surrogate model. Here we adopt the small WRN-40-2 (40 layers - widening factor of 2) [19] image classification model as the feedback model to evaluate that how good the selected policy is in improving the generalization of a model. The feedback model is trained with the augmented data generated by applying the selected policy on the training set. During the mini-batch training process, each image can randomly select one of the found sub-policies to apply with. After the training, the feedback model will be evaluated on the pre-reserved validation set to acquire the classification error as the feedback.

Probabilistic surrogate model is used to simulate unknown objective function, starting from hypothetical prior, by iteratively increasing the amount of information, correcting the prior, and thus obtaining a more accurate surrogate model. In this paper, we chose Gaussian process (GP) [20] as the surrogate model, a commonly used non-parametric model. Currently, GP has been widely used in regression, classification, and many other domains where inferred black box functions are needed. A GP consists of a mean function and a semi-positive definite kernel function(or called covariance function). The kernel function is a measure of the “similarity” between two points based on their locations in the parameter space of an objective function [21]. Here we used the Matérn kernel function [20] that has high flexibility. And the priori mean function is usually assumed to be 0 for simplicity. It is worth noting that we used the Markov
chain Monte Carlo (MCMC) method to estimate the hyperparameters of GP [20]. Specifically, at each iteration of BO, we used MCMC to sample each hyperparameter multiple times and then respectively apply to the surrogate models, and the mean of these models will be used as the final surrogate model. MCMC takes into account the overall distribution of hyperparameters and usually achieves better results. We used expected improvement (EI) as the acquisition function, and found the point that maximized the EI function [48] with the help of the auxiliary optimizer covariance matrix adaptation evolution strategies (CMA-ES) [22]. The EI function expression is shown in Equation 2.

\[
\alpha_t(x; D_{1:t}) = \begin{cases} 
  (v' - \mu_t(x))\phi \left( \frac{v' - \mu_t(x)}{\sigma_t(x)} \right) + \sigma_t(x) \phi \left( \frac{v' - \mu_t(x)}{\sigma_t(x)} \right), & \sigma(x) > 0 \\
  0, & \sigma(x) = 0
\end{cases}
\]

Here, \( v' \) is the current optimal function value, \( \Phi(\cdot) \) is the probability density function of standard normal distribution, \( \mu_t(x) \) represents the posterior mean and \( \sigma_t(x) \) represents the posterior standard deviation.

In our settings, BO can select one DA policy each time, and we run BO 8 times independently to find 24 sub-policies in total for the final training of the model on each dataset. We set the number of iterations for a single run of BO to 100, so we only need 800 real evaluations on each dataset, far less than 15,000 given by AutoAugment [12].

4. Experiments

In this section, we evaluate the BO-Aug on image classification tasks. We will answer the following 3 questions through the experiments:

1. What role does data augmentation play in image classification tasks?
2. Can the proposed method outperform the baseline methods or obtain comparable performance in image classification tasks at a relatively low DA policies search cost?
3. Can the selected DA policies based on a specific dataset transfer well across different deep neural network models or even different datasets?

4.1 Dataset

We validated our model performance based on three widely used image classification datasets which are CIFAR-10, CIFAR-100, SVHN respectively. The CIFAR-10 dataset [23] consists of 60,000 32x32 color images in 10 classes, with 6,000 images per class, and the training set contains 50,000 images and the remaining 10,000 images constitute the test set. The CIFAR-100 dataset [23] is similar to the CIFAR-10, except that it has 100 classes, each containing 600 images. The Street View House Numbers (SVHN) dataset [24] contains 99,289 images which are all of small cropped digits whose size is 32x32. There are 73,257 images for training and 26,032 images for testing, and 531,131 additional images often used as the complementary training data. Following AutoAugment [12], in addition to the above mentioned three dataset, we also tested our model based on two reduced dataset denoted as Reduced CIFAR-10 and Reduced SVHN. Table 2 presents summary statistics for each of these dataset.

In order to save search time, we created a small dataset called reduced dataset taken from the original dataset when experimenting on each dataset. For CIFAR-10, we randomly selected 4,000 images from the training set to form a Reduced CIFAR-10 dataset. The policies found on Reduced CIFAR-10 will be used on the CIFAR-10 and CIFAR-100 as well as on itself. For
SVHN, we randomly selected 1,000 images from the training set to form a Reduced SVHN dataset in a similar way to Reduced CIFAR-10, and the selected policies will be used on Reduced SVHN and SVHN.

| Dataset          | Training set size | Test set size | Classes |
|------------------|-------------------|---------------|---------|
| CIFAR-10         | 50,000            | 10,000        | 10      |
| CIFAR-100        | 50,000            | 10,000        | 100     |
| SVHN             | 604,388           | 26,032        | 10      |
| Reduced CIFAR-10 | 4,000             | 10,000        | 10      |
| Reduced SVHN     | 1,000             | 26,032        | 10      |

Table 2: Summary statistics of datasets.

4.2 Baseline Methods and Baseline Pre-process

We mainly considered Wide-ResNet [19] and Shake-Shake [25] these two types of image classification models as the baseline models, which are currently the most advanced and widely used models on image classification tasks. Specifically, we selected the WRN-28-10, Shake-Shake (26 2x32d), Shake-Shake (26 2x96d) and Shake-Shake (26 2x112d) as the baseline classification models. In addition, we also choose Cutout [49] and AutoAugment[12] as comparison methods. Specifically, Cutout refers to the baseline models adding Cutout preprocess operation during training. All the baseline methods are summarized in Table 9.

| Baseline Methods          | Descriptions                                |
|---------------------------|---------------------------------------------|
| Wide-ResNet-28-10 [19]    | Baseline image classification models without DA operations. |
| Shake-Shake (26 2x32d) [25]|                                             |
| Shake-Shake (26 2x96d) [25]|                                             |
| Shake-Shake (26 2x112d) [25]|                                           |
| Cutout [49]               | Baseline image classification models with Cutout data preprocess operation. |
| AutoAugment [12]          | Baseline image classification models with DA policies. |

Table 9: Summary of all the baseline methods

the baseline pre-process, we follow the procedure of state-of-the-art CIFAR-10 models: standardizing the data, zero-padding, random crops and using horizontal flips with 50% probability. In addition to Reduced SVHN, we also add the Cutout [49] with 16x16 pixels on the rest datasets. For a single image, we first standardized it, then applied the learned DA policies, and finally used the other pre-processing operations described above.

4.3 Experimental Environment and Hyperparameters configuration

Our experiments are based on Ubuntu16.04, a GeForce GTX 1080 Ti GPU, using TensorFlow (TF)² deep learning framework. In the experiment, we found the optimal learning rate and weight decay hyperparameters which gave the best validation set accuracy and the remaining hyperparameters are consistent with those reported in the papers introducing the models [19,25]. The specific parameter configurations are shown in Table 3.

² https://www.tensorflow.org/versions/r1.9/api_docs/python/tf
Table 3: All hyperparameter configuration in the experiments. The experiment is mainly divided into two stages: search optimal policies on the reduced datasets and verify the effectiveness of found policies on the complete (reduced) datasets. Due to our limited computing resources, we only spent a small amount of time to adjust the hyperparameters of the final image classification neural network, so the experimental results presented in this paper actually have room to further improvement.

4.4. Experimental Results

4.4.1 CIFAR-10 and CIFAR-100 Results

As mentioned above, for each dataset, we ran BO 8 times independently to find 24 sub-policies in total for the final models training. The policies found on Reduced CIFAR-10 are shown in Table 4, and they will be later used on CIFAR-10, CIFAR-100 and Reduced CIFAR-10.

| Dataset                  | State       | Model        | Learning rate | Weight decay |
|--------------------------|-------------|--------------|---------------|--------------|
| Reduced CIFAR-10         | search      | WRN-40-2     | 0.1           | 5e-4         |
| CIFAR-10                 | evaluate    | WRN-28-10    | 0.1           | 5e-4         |
| CIFAR-10                 | evaluate    | Shake-Shake (26x2x32d) | 0.01 | 1e-3         |
| CIFAR-10                 | evaluate    | Shake-Shake (26x2x96d) | 0.02 | 1e-3         |
| CIFAR-10                 | evaluate    | Shake-Shake (26x2x112d) | 0.01 | 1e-3         |
| CIFAR-100                | evaluate    | WRN-28-10    | 0.1           | 5e-4         |
| Reduced CIFAR-10         | evaluate    | Shake-Shake (26x2x96d) | 0.02 | 1e-3         |
| Reduced CIFAR-10         | evaluate    | WRN-28-10    | 0.02          | 1e-3         |
| Reduced SVHN             | search      | WRN-40-2     | 0.1           | 5e-3         |
| SVHN                     | evaluate    | WRN-28-10    | 0.01          | 3e-2         |
| SVHN                     | evaluate    | Shake-Shake (26x2x96d) | 0.02 | 5e-5         |
| Reduced SVHN             | evaluate    | WRN-28-10    | 0.05          | 8e-3         |
| Reduced SVHN             | evaluate    | Shake-Shake (26x2x96d) | 0.01 | 1e-2         |

Table 4: The optimal policies found on Reduced CIFAR-10. All the geometric-based operations are bolded.
Roughly speaking, the DA operations fall into two main categories: geometry-based operations and color-based operations. Similar to AutoAugment, the policies found on Reduced CIFAR-10 are most color-based operations (28 operations in total). As we can see from Figure 2 (images taken from the CIFAR-10 dataset), since the images in CIFAR-10 are very rich in color, and the main goal of the data augmentation is to help us increase the richness of the samples, the expansion from the color perspective is indeed straightforward. However, it is worth mentioning that the number of geometry-based operations is also close to half of the total (20/48). Intuitively, this also makes sense since the color difference of different categories is more obvious, using more geometry-based operations may help to increase the sample diversity within the category, which is beneficial to model classification. The transformation operation Invert was almost never used in all policies and operations AutoContrast, Brightness, sharpness, Equalize and Solarize were used frequently. Below, we will give the experiment results on CIFAR-10, CIFAR-100 and Reduced CIFAR-10 using policies found on Reduced CIFAR-10.

Figure 2: Images taken from CIFAR-10. Here are the classes in the dataset, as well as 10 random images from each.

CIFAR-10 Results: The test set error on different neural network architectures is shown in Table 5, here we selected the WRN-28-10, Shake-Shake (26 2x32d), Shake-Shake (26 2x96d) and Shake-Shake (26 2x112d) as the evaluation models. As we can see, our method can achieve state-of-the-art or near-advanced classification accuracy, but the policies used were obtained at

3 http://www.cs.toronto.edu/~kriz/cifar.html
a very low search cost.

**CIFAR-100 Results:** We also trained models on CIFAR-100 with the same policies found on Reduced CIFAR-10, the results are shown in table 5. Here we adopted the WRN-28-10 and the Shake-Shake (26 2x96) as the final evaluation models. Again, our method got pretty good results.

**Reduced CIFAR-10 Results:** Finally, we applied the same policies as above to train models on Reduced CIFAR-10, that is, to train the models on the 4,000 images used in policies selection. Following [12], the purpose of our experiment here is to compare with semi-supervised learning methods, but the biggest difference with them is that they use additional 46,000 unlabeled samples in addition to the 4,000 samples to train models jointly. The state-of-the-art error rate reported using semi-supervised method is 10.55% [26]. Although AutoAugment achieved 10.04% error rate using DA without additional unlabeled data, it has an extremely high computational overhead when choosing policies. In contrast, we only used about one-twentieth cost of AutoAugment but achieved almost as good results. Detailed experimental results are shown in table 5.

| Dataset          | Model                | Baseline | Cutout | AutoAugment | BO-Aug |
|------------------|----------------------|----------|--------|-------------|--------|
| CIFAR-10         | Wide-ResNet-28-10    | 3.87     | 3.08   | 2.68        | 2.58   |
|                  | Shake-Shake (26 2x32d) | 3.55     | 3.02   | 2.47        | 2.43   |
|                  | Shake-Shake (26 2x96d) | 2.86     | 2.56   | 1.99        | 2.00   |
| CIFAR-100        | Wide-ResNet-28-10    | 18.80    | 18.41  | 17.09       | 16.58  |
|                  | Shake-Shake (26 2x96d) | 17.05    | 16.00  | 14.28       | 15.20  |
| Reduced CIFAR-10 | Wide-ResNet-28-10    | 18.84    | 16.50  | 14.13       | 13.36  |
|                  | Shake-Shake (26 2x96d) | 17.05    | 13.40  | 10.04       | 10.26  |

Table 5: Test set error rates(%) on CIFAR-10, CIFAR-100 and Reduced CIFAR-10. Lower is better. All the baseline, Cutout and AutoAugment experimental results are reported in [12]. Note that the policies used here are found on Reduced CIFAR-10.

**4.4.2 SVHN Results**

Based on the same experimental setup as CIFAR, we ran BO 8 times on Reduced SVHN which contains 1, 000 examples to select the optimal policies for the final models training. The selected policies are shown in table 6, and they will be later used on Reduced SVHN and SVHN.
Table 6: The optimal policies found on Reduced SVHN. All the geometric-based operations are bolded.

As we can see from Table 6, the policies picked on SVHN are different from what are found on CIFAR-10. Geometry-based operations are mainstream here (21 operations in total and with high application probability), such as Invert that is hardly used on CIFAR-10, where it is always applied with a high probability on SVHN. This finding makes sense from the essential attributes of SVHN dataset: house number are often naturally sheared and tilted, so it is helpful to learn the invariance with DA techniques. Despite this, color-based operations still account for a large percentage about 56%, which is slightly different from AutoAugment’s [12] 30% conclusion. Then, we apply the selected policies on Reduced SVHN and SVHN datasets. Note that we do not use the Cutout operation in the baseline pre-processing on the Reduced SVHN. The summary of the results in this experiment are shown in table 7. Again, our policies selected at a very low computational cost achieve comparable results to AutoAugment [12].

Table 7: Test set error rates (%). Lower error rates are better. All the baseline and AutoAugment experiment results are reported in [12].

4.5 Discussion

Here we give answers to the three questions mentioned at the beginning of this section. Effect of Data Augmentation: Looking at all the experimental results, we can see that the improvement in accuracy due to BO-Aug is more significant on the reduced datasets compared to the full datasets and BO-Aug on both reduced datasets results are comparable to state-of-the-art semi-supervised methods. This result is actually in line with our expectations, that is, the
smaller the amount of data, the greater the effectiveness of data augmentation technique can play.

**High Efficiency of BO-Aug:** Training deep neural network models is a time consuming and computational resource consuming task. By way of illustration, for the feedback model WRN-40-2 we used in this paper, it takes more than 20 minutes for a real evaluation of the selected policy based on single GeForce GTX 1080 Ti GPU. As mentioned in [12], using the same evaluation model WRN-40-2, AutoAugment needs 15,000 real evaluations on one dataset to select optimal policies for final use. In contrast, using BO-Aug requires only 800 real evaluations, and the time is less than 6% of AutoAugment. Particularly, the running time of BO-Aug itself is negligible compared to the real evaluation time of the feedback model.

**Transferability across datasets and architectures:** One thing that needs special attention is that although we finally validated the effectiveness of BO-Aug on 5 datasets, we actually only used 2 datasets to find optimal policies. This means that the policies learned by a specific feedback model on a dataset are transferable between different model architectures and datasets. For instance, the policies found on Reduced CIFAR-10 by WRN-40-2 can lead to the improvement on all of the other model architectures trained on CIFAR-10 and even on CIFAR-100. This undoubtedly bring a light to routine model training work, the DA policies found by BO-Aug can hopefully help researchers improve the models’ generalization performance on relevant image classification tasks.

6. **Conclusion and Future Work**

In this paper, we proposed BO-Aug which can automatically learn data augmentation policies for image classification tasks. The whole model consists of two components, namely the construction of search space and finding the optimal policies by means of Bayesian optimization. We aim to learn the optimal DA policies with the lowest possible computational cost. During the policies search process, BO-Aug only needs 800 real evaluations, which is far less than 15,000 times of the existing method [12]. Experimental results show that our method can achieve state-of-the-art or near-advanced classification accuracy with different model architectures on several widely used image classification datasets.

There are a few of possible future directions of research for learning DA policies in the proposed model, for example, considering the policies to be learned as a form of rules, so that the model will eventually learn the knowledge about how to augment the data, that is, which DA operation should be used when the image satisfies certain conditions. More broadly, we are excited about how to extend the model proposed in this paper to other tasks such as natural language processing and speech recognition.
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