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Abstract—Continuous Integration (CI) and Continuous Deployment (CD) are widely adopted in software engineering practice. In reality, the CI/CD pipeline execution is not yet reliably continuous because it is often interrupted by Docker build failures. However, the existing trial-and-error practice to detect faults is time-consuming. To timely detect Dockerfile faults, we propose a context-based pre-build analysis approach, named DockerMock, through mocking the execution of common Dockerfile instructions. A Dockerfile fault is declared when an instruction conflicts with the approximated and accumulated running context. By explicitly keeping track of whether the context is fuzzy, DockerMock strikes a good balance of detection precision and recall. We evaluated DockerMock with 53 faults in 41 Dockerfiles from open source projects on GitHub and 130 faults in 105 Dockerfiles from student course projects. On average, DockerMock detected 68.0% Dockerfile faults in these two datasets. While baseline hadolint detected 6.5%, and baseline BuildKit detected 60.5% without instruction execution. In the GitHub dataset, DockerMock reduces the number of builds to 47, outperforming that of hadolint (73) and BuildKit (74).

I. INTRODUCTION

Nowadays, container-based Continuous Integration (CI) [1] and Continuous Deployment (CD) [2] is a prevalent practice to speed up software development and deployment [3]. Docker is the most popular container solution [4]. However, the CI/CD pipeline execution is often blocked by Docker build failures due to the discrepancy between the local environment and that inside a Docker image. Previous work found that 17.8% of historical Docker builds failed in the sample open-source projects [5]. In the community of deep learning, it was reported that 39.4% of the jobs based on Docker failed because of accessing a non-existent file or directory [6]. In our sample of GitHub projects, 120 out of 294 projects failed to be built, with a failure rate of 40.8%. Thus, it is of vital importance to tackle Docker build failures.

DockerMock [7] is a command that interprets a Docker program called Dockerfile (see Fig. 1b for an example) written in a Unix-shell-like script language. A Dockerfile consists of instructions (written in capitals, e.g., FROM, COPY, RUN) and corresponding parameters and may also embed shell scripts. A fault (or bug) in a Dockerfile will cause a Docker build failure (or failure in short hereafter). For example, among 106 failures in our sample, 50.0% are due to Dockerfile faults. Fig. 1 shows a Dockerfile example that fails to build. Comparing the path specified at line 3 with the directory structure of source code shows that “package.json” lacking a prefix of “myapp” is a fault. Note that there can be multiple faults in a Dockerfile, e.g., line 4 in Fig. 1 has another fault.

We focus on studying Dockerfile fault detection. Previously, developers typically fix the corresponding fault once a build failure happens. They build again until all faults of the Dockerfile are fixed, named a trial-and-error approach. Such an approach may be applied in the local development environment (Fig. 2a) or the CI/CD cloud environment (Fig. 2b). With the development of cloud computing, more and more build actions are transferred to the cloud [6]. According to our survey in a Software Engineering (SE) course in Fall 2019, 70% of 96 students relied on the CI/CD pipeline to debug their Dockerfiles. Using the trial-and-error approach locally can waste time to build. However, it may suffer more in the CI/CD environment.

More specifically, the trial-and-error approach can waste time because of the large number of builds. In a sample dataset in [8], it can take “up to 1539 seconds and on average 90.5 seconds” to experience the failure that exposes the first fault in a Dockerfile. In practice, each fault may take several trials and
builds to be fixed. Compared to Fig. 2a, each failed Docker build in Fig. 2b takes extra time for pushing the update to the repository. Besides, a shared CI server in the cloud may have several tasks, which inevitably suffer more queuing time.

To efficiently detect Dockerfile faults, we introduce a pre-build analysis to reduce the number of builds, inspired by static code analysis for a general-purpose language. Before the Dockerfile is built locally or pushed to the CI server, pre-build checking aims to detect as many faults as possible to avoid build failures, as shown in Fig. 2c. Thus, the developers can directly fix the detected faults in the development environment, instead of waiting for minutes to tens of minutes of Docker build in the bare trial-and-error approach.

Despite the potential of pre-build analysis, there are few such tools available so far. Dockerfile Linter (hadolint) [9] parses a Dockerfile and inspects the syntax tree against best practices without considering any other part of the project. Therefore, hadolint can only detect “code smells” in a Dockerfile program [10], but just a small fraction of code smells are faults. RUDSEA [11] utilizes the change of environment-related code scope to recommend Dockerfile updates, preventing more Dockerfile faults. However, the faults that can be avoided by RUDSEA are also a subset of real-world ones. Enabled by BuildKit [12], Docker can prepare instructions concurrently. Therefore, a fault, such as a nonexistent source file specified by COPY, may be discovered earlier, even though the instruction has not been executed. However, the common shortcoming of these tools is that they can only detect limited types of faults. The undetected failures continue wasting time, which can potentially be detected in a pre-build manner.

In this paper, we aim to develop a pre-build analysis tool to efficiently cover as many types of Dockerfile faults as possible. To this end, we first propose a taxonomy for Docker build faults and then conduct an empirical study on Dockerfile faults based on two datasets that we collected and labeled. One dataset contains 41 Dockerfile from GitHub samples, and another contains 105 Dockerfiles from 26 student course project repositories. We employed the trial-and-error approach to obtain the ground truth of the fault type labels. In other words, we manually run docker build to find, fix, and label each fault in each of the Dockerfile in these two datasets. We publish these two labeled Dockerfile fault datasets to serve as benchmark datasets for future research, the first ones of their kind, to the best of our knowledge. One key observation in our empirical study based on the above two datasets is that it is necessary to keep track of the context (see Fig. 1a for an example) of the Dockerfile program as docker build interprets each line of instructions, for pre-build analysis to cover many Dockerfile faults. In retrospect, this observation is intuitive in that the Dockerfile program interacts with the operating system through environment variables, files, and shell commands. Thus, its running context does affect whether a potential fault takes effect or not.

Therefore, the core idea of our proposed approach, called DockerMock, is a pre-build detection of Dockerfile faults through mocking the docker build execution of the instructions in a Dockerfile. A docker build mock keeps track of the context without running docker build or wait minutes to tens of minutes to discover each fault in a Dockerfile. However, the major challenge is how to mitigate the false positives introduced by the imprecise context. The information available to a docker build mock, such as our DockerMock, is likely much less than the actual docker build. Thus, the context maintained by DockerMock is only an approximation of the real context maintained by docker build. As a result, there is a risk that the fault detected by DockerMock is not a fault (i.e., we have a false positive).

To tackle the above challenge, in addition to keeping track of contexts, DockerMock also explicitly keeps track of whether the context is imprecise (or fuzzy). Warnings derived from the above fuzzy context will be dropped, avoiding false positives. Incorporated with our proposed fuzzy processing, the scope of the fuzzy context can be limited. We try to cache some information of the base Docker image to bring extra certainty into the analysis.

Our evaluation based on the two benchmark datasets mentioned before shows that, on average, DockerMock detected 68.0% Dockerfile faults in these two datasets. While baseline hadolint detected 6.5% and baseline BuildKit detected 60.5% without instruction execution. In the GitHub dataset, the number of builds is reduced to 47 by DockerMock, outperforming that of hadolint (73) and BuildKit (74). In the student course project dataset, DockerMock reduces the total build time by 63.6% compared to the trial-and-error approach, outperforming that of hadolint (6.3%) and BuildKit (50.1%).

This paper’s major contributions are the following:

• This paper is the first systematic study to identify the research problem of Dockerfile fault detection in terms of efficiency and effectiveness. We label and publish two Dockerfile fault datasets [13] that can serve as
We present a taxonomy of Docker build faults and conduct the first empirical study on Dockerfile fault types to the best of our knowledge.

We propose a pre-build analysis approach, named DockerMock [14], which incorporates context mocking and fuzzy processing to achieve a good balance between false positives and false negatives. To the best of our knowledge, this is the first attempt to use context and pre-build technique to do Dockerfile fault detection.

The rest of this paper is organized as follows. Section II analyzes the fault taxonomy of Dockerfiles. Section III introduces our proposed method DockerMock. The implementation detail is further discussed in Section IV. Section V evaluates DockerMock with Dockerfiles of the GitHub sample and student projects. At the end of this paper, Section VI discusses related works, and Section VII concludes.

II. FAULTS TAXONOMY AND EMPIRICAL STUDY

In this section, we describe the background of Docker and Dockerfile. Then we introduce our two datasets. To systematically study Dockerfile faults, we propose a taxonomy on Docker build faults and present an empirical study on Dockerfile faults.

A. Background

**Docker and Dockerfile**: Docker is a prevalent way to release software, which is packed in a Docker image. A Docker image can be built based on a **Dockerfile**, which consists of instructions (written in capitals, e.g., FROM, COPY, RUN) and corresponding parameters. It may also embed shell scripts in RUN instructions. While building a Docker image, the base image is instantiated as a container, which is similar to a virtual machine. Following a sequence of instructions recorded in the Dockerfile, environment variables and files in the container are changed, as well as other attributes configuring the software, such as the working directory.

**Context**: A collection of changeable attributes is named as the context for an instruction, such as environment variables and files. Note that the meaning of the context in Docker documentation [7] is a subset in our scenario. The context is delivering and accumulating the effect of previous instructions. For example, at the end of the Dockerfile example Fig. 1, context is expected to have an environment variable PORT of “80”, the working directory of “/app”, and files used to run this project under “/app”, based on Docker image node:12.

**Failure**: Failure is one kind of Docker build result when the Docker image fails to be built.

**Fault**: A fault is the cause of a failure, discovered within the project. In this paper, we focus on Dockerfile faults.

B. Data Set

Based on a Dockerfile, the docker build command may not build a Docker image successfully, which is referred to as a failure. For example, 560 GitHub projects in the dataset [8] include 203 Dockerfiles that failed to be built. More specifically, 144 of them are out of updates since January 2017, and 42 failures are caused by unavailable base images. These failures caused by lack of maintenance are not the focus in this paper, as they result from external reasons. Many failures, however, result from intrinsic faults that are internal reasons.

We first collect Docker projects from GitHub (a popular open-source community) and a SE course that contains available details about the developing process. Then, Dockerfiles are built on a Linux server with an x86-64 architecture. We further do our best to fix build failures to discover all the faults in each Dockerfiles. The insights gained on the two datasets can be mutually confirmed.

1) **GitHub Sample (D氿)**: We follow the steps of [8] to obtain a sample of GitHub projects. In February 2020, we retrieved 73,709 repositories that contain a file with a path of “Dockerfile” from Google BigQuery¹. We queried GitHub API and filtered 28,975 projects which have been updated since 2018. Limited by the manual effort of fixing and labeling failures, 500 repositories were sampled, 12 of which were removed from the sample because the Dockerfile no longer exists or the hash of it is duplicated. We built the default branch of the remained 488 projects. Among 294 repositories that have at least one commit since 2018, we failed to build Dockerfiles of 120 projects, with a failure rate of 40.8%. Dockerfiles of 80 projects have been updated since 2018. 116 failures are collected in 79 Dockerfiles, except one Dockerfile, which fails in build intentionally². 6 failures are fixed via initializing git submodules, 4 failures arise due to the lack of default value for the ARG instructions, which have to be specified while building the Docker image. The rest 106 faults are summarized in the “ # D氿” column of Table I, including 53 Dockerfile faults from 41 GitHub projects.

2) **Student Projects (D氿)**: In a SE course in 2019, 228 students formed into 54 teams, developing using Docker in a DevOps manner. The project developing process lasted 2 months. The course provided example repositories with Dockerfile and CI configuration as reference for students. Except teams using VHDL or Verilog, 1,150 CI jobs in 86

¹https://bigquery.cloud.google.com/github
²https://github.com/voxpupuli/puppet-windowsfeature
repositories from 48 teams failed in the stage “build”. We sampled 22 teams and collected 405 faults in 337 versions from 39 repositories. The “# $D_S$” column of Table I shows the summary of those faults. As a data set derived from student projects, $D_S$ consists of 130 Dockerfile faults, related to 26 repositories and 105 git commits.

C. Docker Build Faults Taxonomy

We collect two datasets (section II-B) and apply open coding [15] to classify faults manually. Faults can be divided into three groups according to where the fault is located. The fault type distribution in two datasets is shown in Table I.

a) Source Code Faults: If the application is compiled and packed while building a Docker image, a fault hiding in the source code will lead to a failure.

b) Dependency Faults: Another kind of common fault is related to package management. There can be faults in the configuration file for a package manager, such as a syntax mistake or an incomplete dependency list.

c) Dockerfile Faults: The Dockerfile has to be changed to fix such a fault, which take up 50.0%, 32.1% in $D_G$ and $D_S$, respectively.

D. Empirical Study on Dockerfile Faults

The faults related to both source code and package management are expected to be detected via traditional testing, and this paper focuses on Dockerfile faults.

**RQ1** What are the patterns of faults in Dockerfiles?

1) Dockerfile fault types: We carefully summarize Dockerfile faults into ten types in Table II and the fault type distribution in two datasets is shown in Table I. Outer-File-Not-Found is the most frequent fault type in both of the two datasets. If a file referred by the source parameter of COPY/ADD instruction does not exist in the project, an Outer-File-Not-Found arises. Image-Version-Mismatch arises if the image specified by FROM does not satisfy the requirement in the configuration file for the package manager. For example, “Gemfile” is the configuration file of bundle, which is a package manager for Ruby. If “Gemfile” specifies “ruby 2.7”, using the official Docker image ruby:2.6 will fail. While Command-Not-Found is usually triggered by a command explicitly written in the Dockerfile, a missed command can also be invoked implicitly. For example, “go get” needs git to fetch required packages, while git may not be available. In summary, *it is necessary to keep track of the context of the Dockerfile program as docker build interprets each line of instructions.*

2) Fault pattern in quantity: Fig. 3 compares the percentages of Dockerfile instructions among $D_G$, $D_S$, and projects in GitHub. There are more COPY instructions and fewer RUN instructions in Dockerfiles with faults. Fig. 4 shows Dockerfile fault distribution among instructions. COPY and RUN are the most error-prone instructions in both $D_G$ and $D_S$.

Fig. 5 shows how many faults each Dockerfile has in $D_G$ and $D_S$, respectively. *Around 20% of Dockerfiles contain more than one Dockerfile faults.* Via fixing previous faults, another failure may arise. In Fig. 1, the COPY instruction at line 4 refers to “package-lock.json”, which is also not under the context. After the faults in line 3 and 4 are fixed, there is no more failure. Thus, *npm install at line 6 should not be a fault even though “package.json” fails to be settled under “/app” at original line 3.*

III. DockerMock

We present DockerMock, a pre-build fault detector for Dockerfiles, via mocking instruction execution, as shown in Fig. 6. Mocking is a unit testing practice, replacing dependencies with mock objects [16]. DockerMock simulates the build process of the Dockerfile and warns the violation between mock context and the requirement of any mock instruction.

A. Workflow

First, a Dockerfile will be parsed into a syntax tree. The syntax tree of a Dockerfile contains a sequence of instructions. Each instruction has its name, such as RUN, and its parameters. The only parameter of a RUN instruction is a shell script, which will be further parsed according to the shell grammar.

Second, DockerMock will traverse the syntax tree parsed from the Dockerfile, mocking instruction execution. During the traverse, mock Dockerfile instructions and shell commands interact with mock context (section III-B). Warnings will be raised if the mock context does not satisfy the requirement of a mock instruction. Incomplete context and its analysis is sculptured carefully to balance detection ability and risk of false positives (section III-C).

For example, Fig. 7 displays a Dockerfile snippet with a fault. It will be parsed as three instructions, FROM, COPY, and WORKDIR. The FROM instruction at the first line will initialize the mock context. As for the COPY instruction at line 2, “db_initialize.sql” is found as a regular file in the workspace. “/database” is created with the same type of regular file as “db_initialize.sql” because DockerMock fails to find “/database” in the mock context. The WORKDIR instruction at line 3 requires its parameter “/database” to point to a directory, where a failure arises. Both COPY and WORKDIR instructions are correct if they are taken separately. However, there is conflict, as they are put in the wrong order.

B. Mock Context

Context includes different types of attributes. Variables are fundamental attributes, such as environment variables, while files are more complex attributes than variables.

Variable is a general kind of context, managed as a mapping from name to its value. Some variables are mandatory, and failures arise if missing, such as the base image specified by Dockerfile’s FROM instruction. Optional variables often have their default values. For example, *environment variables* are such attributes for the shell. Each environment variable is optional, with a default value of an empty string.

Files are often organized as a tree. A *regular file* can only be a leaf of a file tree, while a directory can also have children of files. There can be several file trees to mock separated files.
### TABLE II

**Dockerfile Fault Types.** For a given method, a type can be fully(✓) / partially(P) detected or cannot(X) be detected. The statement of a certain ability may be not available(N/A).

| Type                      | Description                                                                 | hadolint | BuildKit | RUDSEA | DockerMock |
|---------------------------|-----------------------------------------------------------------------------|----------|----------|--------|------------|
| Syntax-Mistake            | The Dockerfile or the embedded shell script fails to be parsed.              | ✓        | ✓        | N/A    | ✓          |
| Instruction-Misuse        | The arguments of a Dockerfile instruction violate its requirements. For example, with multiple source arguments, COPY instruction requires the destination path ends with “/”. | P        | P        | N/A    | P          |
| Command-Misuse            | The arguments of a shell command violate its requirements. For example, `cp` requires the `-r` option while copying a directory. | X        | X        | X      | P          |
| Command-Not-Found         | An unavailable shell command is invoked, for example, executing `java` in the latest python image. | P        | X        | X      | P          |
| Outer-File-Not-Found      | A referred file does not exist in the workspace.                            | X        | ✓        | ✓      | ✓          |
| Inner-File-Not-Found      | A referred file does not exist in the container’s context.                  | X        | X        | P      | P          |
| Image-Not-Found           | The base Docker image is not accessible.                                     | X        | ✓        | ✓      | ✓          |
| Image-Version-Mismatch    | A package manager may pin the version of the compiler, which can be incompatible with the tagged image version. | X        | X        | ✓      | ✓          |
| Permission-Denied         | Some commands require the privilege of the root user, while some other commands cannot be executed as root. | X        | X        | X      | X          |
| Require-Manual-Input      | A command may require confirmation, which blocks the build process.         | P        | X        | X      | P          |

---

**Fig. 3.** Percentages of Dockerfile instructions. The percentage of COPY instruction for GitHub projects counts ADD as well. “Others” includes ARG, ENTRYPOINT, HEALTHCHECK, LABEL, MAINTAINER, USER, and VOLUME instructions.

For example, *workspace* means the directory contains source code, which shall be organized as a tree. The workspace is isolated from files in the Docker container described by the Dockerfile, although the previous file tree is usually copied as a sub-tree of the latter one. The structure of a tree brings more expressive power than a list of file paths, as a directory and its children can be operated at the same time. For example, to copy a directory, only the parent of that directory is changed, instead of a bulk of file paths which are the children of the directory. *Executables* are special regular files, which function as shell instructions. Given an instruction, the shell will try to treat the name as a path in the file system or locate the executable under the directories listed in the PATH variable.

**C. Fuzzy Processing**

An attribute is labeled as *fuzzy* if there is only incomplete knowledge of it. Whether a fuzzy attribute has been set any value is not sure, and its value is not certain. During the analysis, context becomes fuzzy in some situations.

- The context will be initialized to be fuzzy if DockerMock is unaware of the base Docker image specified by a FROM instruction.
- If a mock is unavailable, the update of the corresponding instruction to the context is unknown.
- DockerMock will not access the network resource during analysis.
- After a fault is detected, the Dockerfile shall be fixed, whose effect on the context is unknown.

DockerMock treats fuzzy context carefully to strike a balance between false positives and missed faults. Generally, an execution fails if the exit code is non-zero. With the fuzzy part of the context accessed, the analysis workflow is confronted with the bias between fuzzy context value and the real one. The exit code shall be labeled as fuzzy, and warnings shall be dropped, as such a “failure” may be a false positive due to imprecise context. Fuzzy processing is designed to answer the following two questions.

- How to update context when an instruction accesses the fuzzy part of the context?
- How to update context if execution fails?

Mock is the basic unit to handle fuzzy context and execution failure. If the fuzzy part of the context required by a mock has a limited effect on the overall context, the mock can handle...
Fig. 4. # Faults per kind of instructions. “Other” includes faults that arise in no instruction, such as Syntax-Mistakes “unknown instruction”.
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Fig. 5. Cumulative distribution function (CDF) of # faults per Dockerfile

![Fig. 5](image_url)

1: procedure DockerMock(dockerfile, workspace)
2: context ← INITIALIZE(workspace)
3: for instruction ∈ PARSE(dockerfile) do
4: result, context ← MOCK(instruction, context)
5: if result if fuzzy then
6: Warnings are dropped
7: else if result implies conflict then
8: Warn the conflict
9: else ▶ context is updated precisely
10: end if
11: end for
12: end procedure

Fig. 6. Workflow of DockerMock

```
1 FROM node:12
2 COPY db_initialize.sql /database
3 WORKDIR /database
```

Fig. 7. Code misuse of WORKDIR instruction. /database will be a regular file after the COPY instruction at line 2. Thus, it is illegal to change the working directory as /database at line 3.

it by itself. For example, npm install can simply create a fuzzy directory “node_modules/” under the working directory, without fuzzing other parts of the context. After the execution is detected to be failed, the mock can automatically fix the failure, if the target command is probably unchanged after a fixing. For example, the mock for cp can continue analysis if just the “-r” option is missing. With a fuzzy execution list, the mock shell interpreter shall still execute the target executable, as introducing a potential missing command is likely a fixing.

Fuzzy processing in mocks depends on the quality of implementation largely, and the strategy may not be as obvious as complementing a missing option. After a fault is detected, a fixing varies from adding an option to insertion of extra Dockerfile instructions. Fuzzing the whole context is a more general strategy. With fuzzy processing, it will also be useful to partially implement a mock, describing which part of context will not be affected. However, the fuzzy status of a single attribute spreads fast with such a strategy.

To slow the spread of fuzzy status and bring extra certainty into the analysis, we presume that the fuzzy context required by an instruction is also “correct”, without labeling the whole context as fuzzy. For example, “mkdir $HOME/src” will try to create a fuzzy directory “/src”, if the environment variable HOME is fuzzy and treated as an empty string. Meanwhile, the exit code of the execution shall still be labeled as fuzzy. If a relative path is adopted and two fuzzy paths share the same fuzzy prefix, this assumption may work well but also bring the risk of false positives at the same time (discussed in Section V-E).

Assumption. The fuzzy context required by an instruction is real. However, the exit code of the instruction is still fuzzy.

DockerMock can also leverage information in Docker images, called prior context. While mocking a FROM instruction, mock context can be initialized with the real one. It is expensive to fetch prior context, but it also works for following analysis of the same or other projects. Meanwhile, it is not operational to collect all the information about a base image.
### TABLE III

| Language   | Integrity | Mocks |
|------------|-----------|-------|
| Shell      | Partial   | cd, chmod, cp, echo, env, export, mv, mkdir, pwd, rm (.dot), apt, bundle, git, go, ls, npm, pip, python, touch |
| Dockerfile | Complete   | ADD, CMD, COPY, ENTRYPOINT, ENV, FROM, RUN, WORKDIR |

![Fig. 8. Checking output for the example Dockerfile shown in Fig. 1.](image)

#### IV. IMPLEMENTATION

We have implemented DockerMock with Python. The implementation has been tested in CentOS, macOS, Ubuntu, and Windows. Morbig [17] is a POSIX shell parser, which is used by DockerMock to transform a shell script embedded in a RUN instruction into a concrete syntax tree.

Implemented mocks are listed in Table III. A partially completed mock may label part of the context as fuzzy. For example, if the first parameter for the mock `npm` is "install", only the directory "node_modules/" under the working directory will be labeled as fuzzy, leaving environment variables untouched. Fig. 8 displays an example checking output for the project shown in Fig. 1. Messages labeled as "WARNING" or "ERROR" point to the fault detected by DockerMock.

**A. Context Mocking**

Due to the space limitation, we describe our design briefly. Variables are represented by a mapping $M_V$ from a name to the corresponding value. A set $S_V$ records variables that $M_V$ tracks precisely. An extra label is used to record whether $M_V$ tracks every variable, denoted as $f_V$.

A directory is organized as a tree. A directory is labeled as fuzzy if it fails to track every subfile. In case that the fuzzy state of Docker container files cannot be managed by any fuzzy directory, a label is used to record it, denoted as $f_C$.

A list $L_E$ contains accessible executable names that can be searched by PATH. Besides, $L_E$ shall include built-in utilities that are implemented by a shell interpreter, as well. An extra label is used to record whether $L_E$ is fuzzy, denoted as $f_E$.

#### B. Simplification

The mock context is simplified compared with the real one. For example, among file properties, only existence, type, and mode are taken into consideration. File ownership is neglected.

Mock interpreters for Dockerfiles and shell scripts are also partially mocked. While parsing a shell script, the token `command` can derive `simple_command`, `compound_command`, and `function_definition` [18]. Only the production `command`: simple_command is taken into consideration, as well as `subshell` derived from compound_command, function_definition and other tokens that are not implemented will fuzz all of the environment variables, file tree, and executable list.

#### C. Prior Context

In the experiment, prior context, including environment variables and the executable list, are extracted from Docker images to initialize the mock context. Executable list contains files that can be accessed through PATH, as well as POSIX builtin utilities. With prior context, $M_V$ can be initialized precisely, with $f_V$ of False. For example, while analyzing the FROM instruction in Fig. 7, detailed information about the Docker image can fill $L_E$ with basic instructions like `cd`, `npm`, and `yarn`, which are critical to a node image.

#### V. EXPERIMENT

To evaluate the performance of DockerMock, we conduct experiments on two sets of git repositories with Dockerfiles, to answer the following two research questions.

**RQ2** How effective is DockerMock on Dockerfile fault detection?

**RQ3** How much do our assumption and prior context contribute to DockerMock’s performance?

#### A. Baseline Approach

Dockerfile Linter (hadolint) [9] takes a Dockerfile as input only, checks the Dockerfile and embedded shell scripts based on best practices. We choose hadolint to represent other Dockerfile analysis tools that are also based on best practices, such as Docker extension for VS Code [19]. BuildKit [12] is a new backend of docker build. With concurrent instruction preparation, a fault can be exposed before the instruction is executed. Omitting actual instruction execution, BuildKit is taken as a pre-build method in the experiment. RUDSEA [11] is a language-specific approach, and it is not compared in our experiment due to the implementing workload to cover all the languages in our datasets.
B. Method

1) Labeling: We first apply pre-build analysis for each Dockerfile in our datasets, as shown in Fig. 9. Then, we compare output warnings of a given method with labeled faults to collect the number of true positives (TP), false negatives (FN), false positives (FP). A tool may warn the running status of itself, which should not be counted as false positives. Meanwhile, a reasonable suggestion will also be counted as a false positive if it is unrelated to any faults.

![Evaluation Workflow](image)

Fig. 9. The evaluation workflow for labeling true positives (TP), false positives (FP), and false negatives (FN) for a given pre-build method.

2) Prospective evaluation: On the GitHub dataset, the authors imitate the developer to fix the Dockerfiles in the trial-and-error approach with the help of a pre-build method, named prospective evaluation. Each pre-build method is applied just before invoking docker build. As Section V-B1 records the fixing patches, each fault can be fixed immediately in the same way. BuildKit does not have a standalone pre-build detection component. We take BuildKit as the backend of docker build, and the “pre-build check” is empty for the control group with BuildKit only. Other methods are applied with BuildKit together. Suggestions provided by each method are taken seriously, except some given by hadolint. For example, hadolint suggests pinning versions while we have no idea which version the developers use. The process for each Dockerfile is executed 3 times to calculate the average for the overall execution time of checking and building.

The prospective evaluation is further adopted in two ways, compatible with the development and CI/CD environments. A Docker image is composed of a stack of layers created by each instruction. Layers can be reused to avoid duplicated builds, performing as cache. The prospective evaluation distinguishes whether the cache is utilized. With cache, the base images are fetched while a repository is initialized, as shown in Fig. 10a. During the build process, cache remains and accelerates the following builds. The setting provides an approximation for the minimum time saved for a pre-build method. Without cache, Docker data is removed before each docker build is invoked, as shown in Fig. 10b. This setting is closed to the CI/CD workflow. And it is essential that how many times docker build is invoked, denoted as the number of builds, representing the communicating and waiting cost.

3) Retrospective evaluation: On the student dataset, we apply what-if analysis to find out the CI failures that can be avoided by a pre-build method, named retrospective evaluation, as shown in Fig. 10c. Several commits of each repository contribute to this dataset. As the analysis cannot change the development history and the same Dockerfile fault can exist in different commits, only the first fault in a Dockerfile that triggers the CI failure is taken into consideration. If such a fault is detected by a method $M$, it is assumed that the build time of the corresponding failure could be saved by $M$.

C. Evaluation Metrics

We first measure the effectiveness of a method $M$ by precision and recall. While precision is computed by $TP / (TP + FP)$, recall is computed by $TP / (TP + FN)$. The larger, the better.

Warnings shall be explainable. hadolint has good interpretability as it is based on best practices, and documentation is available for its rules. BuildKit, as well as docker build, provides ground truth of faults. As a mock of docker build, DockerMock is as explainable as docker build. The interpretability of DockerMock can be further measured by its precision. Whether it is easy for a developer to understand the warnings is out of the topic in this work.

A method shall indeed save developers’ time. Supposing that fixing time is the same among different methods, a better method contributes to less time for checking and building. In the prospective evaluation, given a method $M$, the overall execution time of docker build and $M$ is denoted as $T_P(M)$. Time saved by $M$ is estimated as $T_S(M)$, shown in Equation (1). Time saved rate of $M$ is estimated as $T_{SP}(M)$.

$$T_S(M) = T_P(BuildKit) - T_P(M)$$

In the retrospective evaluation, let $T_R$ be the build time of all CI failures in the student dataset. The overall build time of failures, that can be detected by a method $M$, is assumed as the time $T_{SR}(M)$ that could be saved by $M$. Time saved rate of $M$ is estimated as $T_{S_{SR}}(M)$.

D. Results

1) Overall Evaluation: The effectiveness of DockerMock is summarized in Table IV to answer RQ2. In this table, we present recall and precision in each dataset. From this table, the recall of DockerMock is 66.2% ~ 69.8%, better than the other two approaches. The precision of DockerMock is 92.5% ~ 98.9%, quite competitive with BuildKit, and significantly better than hadolint. In detail, we present the number of faults in each type in Table V and Table VI. As for recall comparison, DockerMock can detect more types of faults. BuildKit can find the fault type of Outer-File-Not-Found, which takes up a large fraction (45.4% ~ 60.4%) of all faults in two datasets. As for precision comparison, DockerMock raises 3 false positives in $D_G$. DockerMock warns version inconsistency between those specified by the FROM instruction and “go.mod” in two Dockerfiles. The other false positive is due to alias, which cannot be searched by PATH. In $D_S$, there is only one false positive for chmod. A warning is raised by DockerMock, as chmod’s -f option is not specified in POSIX. The precision of hadolint is low because it can detect most “code smells” rather than faults.
We further explore faults that DockerMock fails to detect. In $D_G$, 4 undetected faults are related to compiling or package management. As a fix requires to update the Dockerfile, those 4 faults are also classified as Dockerfile faults. It is worth mentioning that hadolint detects such a fault. The failure of accessing an out-dated link is not passed through pipe, and the fault does not interrupt the build process. 7 faults are not detected due to insufficient mocks. For example, a previous apt will blind DockerMock to following Command-Not-Found faults, as the implemented mock for apt only checks the “-y” option. Since DockerMock does not utilize the network, 2 Image-Not-Found faults are not detected. Another 3 faults are strange as wget is invoked, but the path of the target URL is just three dots “...”. In $D_S$, except 9 Image-Not-Found faults, 35 faults are not detected due to insufficient mocks in terms of number and details.

For the time saved comparison, we compare the time saved in both $D_G$ and $D_S$. In $D_G$, pre-build checking aided trial-and-error is applied in 34 Dockerfiles, which we can roughly test. Each Dockerfile is built 3 times with cache and 3 times without cache. In the experiment, DockerMock is executed 450 times with an average execution time of 0.18 s, while hadolint is executed 582 times with an average execution time of 0.33 s. The execution time of DockerMock is shorter than that of hadolint statistically significantly ($p < 0.001$ in Wilcoxon Rank-Sum test). With cache, DockerMock can save 215.3 s out of 2,485.5 s with a time saved rate of 8.7%, while hadolint saves 5.2% time. Without cache, DockerMock can save 348.9 s out of 3,454.5 s with a time saved rate of 10.1%, while hadolint saves 9.4% time. hadolint saves time mainly via shortening the duration of a single build. For example, hadolint recommends the “--no-install-recommends” option for apt-get, which lessons packages to be installed. While DockerMock avoids 36.5% failed builds that are detected in a pre-build manner.

In $D_S$, we collect the build time from 102 out of 105 Dockerfiles that were built in CI. DockerMock can save detection time of 2,853.2 s out of 4,484.5 s with a time saved rate of 63.6%, while hadolint and BuildKit save 6.3% and 50.1% detection time, respectively.

2) Contributions of Components: To answer RQ3, we remove Assumption and prior context from DockerMock to reveal their contribution. Faults detected by different methods in $D_G$ and $D_S$ are compared in Table V and Table VI, respectively. In $D_G$, Assumption and prior context together help DockerMock detect one more fault. In $D_S$, Assumption helps DockerMock detect 16 more faults without false positives, while prior context helps to find 5 more faults.

Whether a fault can be detected by DockerMock depends on at least two factors: fault-related instruction or command is mocked; fault-related context is certain. A Dockerfile is sufficient to detect Syntax-Mistake and most of Instruction-Misuse. Because the workspace is unchanged while a Docker image is under build, Outer-File-Not-Found faults always have a certain context. Inner-File-Not-Found is another situation. As analysis progresses, more and more context is labeled as fuzzy, which makes it harder for DockerMock to find out a fault. The strategy makes it worse that fuzzing the whole context after a fault is detected or a mock is unavailable. However, Assumption helps DockerMock find more such context-sensitive faults without introducing false positives in the experiment. hadolint detects one Inner-File-Not-Found fault in $D_G$ and two in $D_S$ based on the best practice, using WORKDIR instead of cd, while DockerMock provides a systematically way to detect context-sensitive faults in a Dockerfile. Network access is necessary to detect Image-Not-Found, which is beyond DockerMock’s context. Prior context of environment variables and executable list shows its potential to detect Command-Not-Found faults.
locating faults in Dockerfiles, while the proposed approach the transferability of DockerMock. This paper focuses on contribute to it. Generating mocks based on documentation can manually. As we open-source our tool, the community can also be defined by the Linux system and user software.

amount and continuously increasing because shell commands also lead to a false positive. The inverse situation may untouched in the previous operation. The inverse situation may absolute path accessing will lead to a different file that is reserved. Thus, our Assumption paths share the same fuzzy variable as the prefix, the relative relationship of the two paths is reserved. Thus, our Assumption (DM-A), DockerMock without prior context (DM-P), and DockerMock (DM) for each fault type in $D_G$

| Type                      | Total | HDL | BK | DM-A | DM-P | DM |
|---------------------------|-------|-----|----|------|------|----|
| Command-Misuse            | 7     | 1   | 0  | 1    | 0    | 2  |
| Command-Not-Found         | 4     | 0   | 0  | 0    | 0    | 0  |
| Outer-File-Not-Found      | 32    | 0   | 32 | 32   | 32   | 32 |
| Inner-File-Not-Found      | 3     | 1   | 0  | 0    | 0    | 0  |
| Image-Not-Found           | 2     | 0   | 2  | 0    | 0    | 0  |
| Image-Version-Mismatch    | 3     | 0   | 3  | 3    | 3    | 3  |
| Permission-Denied         | 1     | 0   | 0  | 0    | 0    | 0  |
| Require-Manual-Input      | 1     | 0   | 0  | 0    | 0    | 0  |
| All                       | 53    | 2   | 34 | 36   | 36   | 37 |

TABLE VI

# FAULTS DETECTED FOR EACH FAULT TYPE IN $D_S$

| Type                      | Total | HDL | BK | DM-A | DM-P | DM |
|---------------------------|-------|-----|----|------|------|----|
| Syntax-Mistake            | 3     | 3   | 3  | 3    | 3    | 3  |
| Instruction-Misuse        | 8     | 4   | 3  | 7    | 7    | 7  |
| Command-Misuse            | 5     | 0   | 0  | 0    | 2    | 2  |
| Command-Not-Found         | 9     | 0   | 0  | 1    | 0    | 5  |
| Outer-File-Not-Found      | 59    | 3   | 59 | 59   | 59   | 59 |
| Inner-File-Not-Found      | 37    | 2   | 0  | 0    | 10   | 10 |
| Image-Not-Found           | 9     | 0   | 9  | 0    | 0    | 0  |
| All                       | 130   | 12  | 74 | 70   | 81   | 86 |

E. Discussion

1) False Positives: With the fuzzy handling process, false positives may still arise. Some main factors are listed.

a) Asynchronous execution: As a full-featured language, the shell supports executing commands asynchronously. The behavior of asynchronous execution is unpredictable and infeasible to mock. If there is an asynchronous instruction in a Dockerfile, a false positive may occur.

b) POSIX oracle: Shell instructions are parsed and mocked, according to POSIX. However, shells’ implementations are diverse. The difference between the used shell interpreter/executeable and our mocks can lead to false positive.

c) Different representation of the same path: If two paths share the same fuzzy variable as the prefix, the relative relationship of the two paths is reserved. Thus, our Assumption makes sense. However, if a file is created with a fuzzy path, absolute path accessing will lead to a different file that is untouched in the previous operation. The inverse situation may also lead to a false positive.

2) Future Work: The number of shell commands is a large amount and continuously increasing because shell commands can be defined by the Linux system and user software. Therefore, it is infeasible to mock all of the shell commands manually. As we open-source our tool, the community can also contribute to it. Generating mocks based on documentation can help a lot.

It is necessary to discover the status of Dockerfile faults in the open-source society and private projects to verify the transferability of DockerMock. This paper focuses on locating faults in Dockerfiles, while the proposed approach is expected to be applicable for other configuration files, e.g., .gitlab-ci.yml, which configures CI for GitLab. Some other aspects are also meaningful. (1) Detecting the intention of a given Dockerfile. (2) Repair the located Dockerfile fault, based on the detected intention. (3) Generate Dockerfile according to the developer’s intention.

F. Threats to Validity

1) Construct Validity: $D_G$ is derived from student projects. In the course, examples are prepared to show the usage of CI configuration and Dockerfile. As the provided examples work well, Dockerfile faults are not introduced by examples.

The developing paradigm of GitHub projects is not as clear as that of student projects. Only the Dockerfiles under the root directory of the default branch are collected. Faults that were fixed in history are not included in our GitHub sample $D_G$.

The reason for the same build failure may be unstable. We built each project several times to expose the intrinsic Dockerfile faults. Failures are fixed based on our guess of the developers’ intention. Thus, Dockerfile faults collected by different researchers may be different. As failures and faults are classified manually, they may not be labeled correctly.

2) Internal Validity: It is hard to measure the time saved precisely due to the following factors: (a) A developer may fix several faults at the same time or/and introduce new ones; (b) We failed to fix some source code/dependency faults; (c) Summing up time may enlarge errors in measurement. In $D_S$, evaluation is based on records collected from our CI system, which builds Docker images with cache enabled. Those records reflect the actual fixing process by the students and provide the same set of time to compare different methods. In $D_G$, the authors pretend to be the developer, fixing Dockerfiles. Though each adopted evaluation has a bias, the results of time saved with different evaluations in two datasets are consistent.

3) External Validity: The status of student projects is different from that in GitHub, as shown in Fig. 3. For some types of applications, DockerMock may get similar results.

VI. RELATED WORK

a) Pre-build analysis: Dockerfile Linter (hadolint) [9] checks Dockerfile and scans the script inside RUN instructions, utilizing ShellCheck [20]. Rules of ShellCheck and hadolint are derived from best practices. Tree association mining can be applied to identify rules from “Dockerfiles written by Docker experts” automatically [21]. Abash focuses on the security vulnerabilities introduced by shell word expansion [22]. DockerMock is different from these tools in three aspects. First, these tools focus on code smells, which may not block execution. While DockerMock aims at fault detection. Second, besides the plain text of a Dockerfile, DockerMock also utilizes file structure and content of the corresponding project. Third, these tools check based on rules and can be enhanced with constant substitution. While DockerMock tries to reserve the semantic effect of each instruction, as well as embedded shell commands, via maintaining context.

TABLE V

# FAULTS DETECTED BY HADOLINT (HDL), BUILDKIT (BK), DOCKERMOCK WITHOUT ASSUMPTION (DM-A), DOCKERMOCK WITHOUT PRIOR CONTEXT (DM-P), AND DOCKERMOCK (DM) FOR EACH FAULT TYPE IN $D_G$
RUDSEA utilizes the change of environment-related code scope to recommend Dockerfile update locations [11]. While our approach aims to detect Dockerfile faults in-depth without touching source code. We will study source code and configuration files for package managers in future work. Based on modification data and build history, machine learning can be applied to predict CI outcomes for Java projects [23], [24], which is less explainable than DockerMock.

b) Context-based approach: Free and Open Source Software distributions set up models for maintainer scripts, and maintainers specify the requirement and restriction for their scripts [25], [26]. Reference [27] models the instructions in an exec-free Puppet manifest and construct a resource graph to validate its determinacy. As the embedded shell scripts do not have clear semantics, the exec resource type of Puppet is not taken into consideration in their work. The models in [25]–[27] are not for Dockerfiles, while we model Dockerfile instructions and shell commands as mocks. As Dockerfile instructions are built-in sequence, a resource graph is not necessary. Instead, we introduce context, including environment variables and files, to bridge instructions, similar to the state table in [28]. To handle incomplete knowledge of context, we introduce fuzzy status into context, which is different from both [27] and [28].

VII. CONCLUSION

Docker has been widely used in the CI/CD environment. Dockerfile fault detection is increasingly important for developers before the build process to ensure reliability. In this paper, we propose the first systematic study on the research problem of Dockerfile fault detection. We present a taxonomy of Docker build faults and conduct the first empirical study on Dockerfile faults to show the need to use context for Dockerfile faults detection. Using the context of a Dockerfile, DockerMock mocks the execution of Docker instructions and shell commands to detect Dockerfile faults in the development environment. DockerMock achieves good accuracy in Dockerfile faults detection. Meanwhile, DockerMock reduces the number of builds to a large extent compared to the common trial-and-error practice. We open-source our datasets [13] and the code of DockerMock [14], which can serve as benchmarks for future Dockerfile research.
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