Convolutional Neural Network optimization via Channel Reassessment Attention module

Yutao Shen and Ying Wen

Abstract—The performance of convolutional neural networks (CNNs) can be improved by adjusting the interrelationship between channels with attention mechanism. However, attention mechanism in recent advance has not fully utilized spatial information of feature maps, which makes a great difference to the results of generated channel attentions. In this paper, we propose a novel network optimization module called Channel Reassessment Attention (CRA) module which uses channel attentions with spatial information of feature maps to enhance representational power of networks. We employ CRA module to assess channel attentions based on feature maps in different channels, then the final features are refined adaptively by product between channel attentions and feature maps. CRA module is a computational lightweight module and it can be embedded into any architectures of CNNs. The experiments on ImageNet, CIFAR and MS COCO datasets demonstrate that the embedding of CRA module on various networks effectively improves the performance under different evaluation standards.

Index Terms—Convolutional neural networks, Network optimization, Attention mechanism

I. INTRODUCTION

CONVOLUTIONAL neural networks (CNNs) are widely used in visual tasks due to their superior performance in extracting features [1]–[5]. The first proposed AlexNet [1] leads to the vigorous development of CNN. Since then, many different CNN architectures such as GoogLeNet [6], VGG [7] and ResNet [8] have been proposed. GoogLeNet proposes Inception module to increase the width of networks and integrates multiple receptive fields information. VGG uses more parameters in a simple network architecture. ResNet proposes a skip connection to deepen the depth of CNNs. DenseNet uses dense connections to concatenate feature maps between different layers. Besides, NAS [9], [10] is proposed to search for network architectures with better performance.

In general, for input feature maps in each convolutional layer, CNN model learns the optimal kernel filter parameters to obtain higher hierarchical feature maps. Essentially, convolution operation fuses spatial and channel-wise information of input feature maps. By stacking a series of convolutional layers, activation layers, batch normalization layers [11] and pooling layers, networks can hierarchically capture semantic features from previous feature maps, which represent the original input image. However, not all feature maps have the same contribution in the propagation of network. Recent works have considered relationships between channels through attention mechanism to increase the accuracy of CNNs. STN [12] uses spatial information of feature maps to make networks invariant to translation, rotation and other spatial transformations. SENet [13] shows that emphasising informative features and suppressing less useful ones can improve the representational power of a network. SCA-CNN [14], BAM [15] and CBAM [16] combine spatial and channel attentions to refine convolutional features. In the non-local [17] block architecture, global self-attention mechanism is used to capture long-range interactions, which improves the performance of CNNs in video classification and object detection tasks. DANet [18] and CCNet [19] capture global feature dependencies in spatial and channel dimensions to achieve better performance in image segmentation task. AutoPruner [20] proves that even removing unimportant channels directly does not have much impact on the performance of CNNs.

When dealing with global information of feature maps, the methods mentioned above either use a global pooling operation, which directly compress a 2D feature map into a scalar without considering the spatial information, or deploy operations with high computational cost to process spatial information of feature maps. However, spatial information of different feature maps carries visual and semantic differences, which is crucial to the effectiveness of extracted channel attentions. Moreover, high computational cost will make networks difficult to train, and limit the application value of networks. Therefore, how to make full use of spatial information to optimize networks while keep less computational cost is an important issue.

In this paper, we propose a novel network optimization module called Channel Reassessment Attention (CRA) module, which utilizes a pooling operation to compress feature maps and then uses global depthwise convolution (GDConv) to assess channel attentions of each compressed feature maps. There are two advantages of the proposed CRA module: (1) The proposed CRA module captures global-range dependencies between spatial positions; (2) CRA module is a computationally lightweight module and can be easily embedded into different architectures of CNNs. In the following section, we evaluate CRA module with various different architectures of CNNs on several common datasets, the experimental results validate that our method is effective.

II. METHOD

In this section, we will formulate the proposed CRA module, which uses channel attentions with spatial information of feature maps to optimize CNNs.
In a CNN, the operation of the $i$-th convolution layer can be defined as the following function:

$$Y_i = W_i \odot X_i$$  \hfill (1)

where $X_i = [x^i_1, x^i_2, \ldots, x^i_{C_i}]$ are input feature maps and $Y_i = [y^i_1, y^i_2, \ldots, y^i_{C_i}]$ are output feature maps, while $x^i_j$ represents the $j$-th 2D input feature map with the size $\langle H^i_j, W^i_j \rangle$ and $y^i_j$ represents the $j$-th 2D output feature map with the size $\langle H^i_{ij}, W^i_{ij} \rangle$. $C_i$ and $C_j$ denote the number of channels of $X_i$ and $Y_i$ respectively, $\odot$ refers to convolution symbol and $W_i = [W^i_1, W^i_2, \ldots, W^i_{C_i}]$ denote the convolution kernels where $W^i_j = [w^i_{j,0}, w^i_{j,1}, \ldots, w^i_{j,C_j}]$ represents the $j$-th spatial filter kernel. For simplicity, we omit the bias term. The equivalent form of Eq 1 can be written as:

$$y^i_j = W^i_j \odot x^i_i = \sum_{s=1}^{C_i} w^i_{j,s} \odot x^i_s.$$  \hfill (2)

In Eq 2 we can see that feature maps of different channels are generated by different filter kernels. Since different kernels capture different types of features, feature maps of different channels have different contributions to the performance of networks. Thus, in the paper, we aim to use channel attentions to strengthen the responses of channels with rich feature information and weaken useless ones so that the networks concentrate more on important features. A channel attention process can be written as:

$$\tilde{y}^i_j = y^i_j \odot M(y^i_j)$$  \hfill (3)

where $M$ denotes an operation to extract channel attentions and $y^i_j$ refers to the final refined output. The richer the information one feature map carries, the greater the value of channel attentions extracted. To make full use of informative features to improve the performance of networks, we propose a CRA module that includes two parts: compressing spatial information and extracting channel attentions. Fig 1 illustrates the architecture of CRA module, which will be described in detail in the following section.

### A. Compression of spatial information

In order to access channel attentions, we need to evaluate every feature map $y^i_j$. However, it is difficult to perform this operation directly due to oversized spatial dimension and complex feature information. This issue is particularly severe in the previous layers because the spatial size of feature maps in the previous layers is generally larger than that in the later layers, which directly leads to excessive computing cost. To solve this problem, we use the average pooling to compress the spatial size of $y^i_j$ into a smaller size while keep sufficient spatial information.

As show in Fig 1, let $F_{pool}$ represent the average pooling and $U_i$ denote the outputs of $Y_i$ through the function as:

$$U_i = [u^i_1, u^i_2, \ldots, u^i_{C_i}] = F_{pool}(Y_i)$$  \hfill (4)

where $u^i_j$ has the size of $\langle h^i_j, w^i_j \rangle$ and $h^i_j \leq H_i, w^i_j \leq W_i$. By employing a reasonable value of $\langle h^i_j, w^i_j \rangle$, we can retain most of the information of the original $y^i_j$ and minimize the subsequent computational cost. In the experimental section we will discuss the influence of different $\langle h^i_j, w^i_j \rangle$ on the performance of networks.

### B. Extraction of channel attentions

After we obtain $U_i$ from above operation, we extract channel attention from each $u^i_j$. However, we have $h^i_j \times w^i_j$ values in $u^i_j$, and these spatial information have different impacts on the attention of $u^i_j$. It is difficult to extract channel attentions artificially from so many complex feature maps. And the extraction operation also subjects to network complexity. To tackle the two issues, we introduce a global depthwise convolution (GDConv). There are three advantages using GDConv: (1) Channel attentions can be directly extracted from all spatial information in feature maps through global convolution; (2) The computational cost is reduced significantly by depthwise convolution; and (3) Channel attentions corresponding to different channels are extracted independently without affecting each other. Therefore, using GDConv, networks can learn the optimal kernel parameters by iteration to respond to all spatial information in feature maps while keep computational cost as low as possible. Fig 2 shows the diagram of GDConv.

In Fig 2, $F_{gdc}$ represents GDConv, $L = [l^i_1, l^i_2, \ldots, l^i_{C_i}]$ denotes kernels corresponding to $F_{gdc}$, where the size of $l^i_j$ is $\langle h^i_j, w^i_j \rangle$, which equals to the spatial size of $u^i_j$. Let $V_i$ denotes channel attentions of $U_i$, then $V_i$ can be defined as:

$$V_i = [v^i_1, v^i_2, \ldots v^i_{C_i}] = F_{gdc}(U_i)$$  \hfill (5)

where $\sigma$ represents the sigmoid function. Note that $l^i_j$ only acts on $u^i_j$ and they have the same size, thus the result after
TABLE I: The detail configuration of ResNet-50 (Left), SE-ResNet-50 (Middle) and CRA-ResNet-50 (Right). The operations and parameters in residual block are listed in square brackets, The number outside the square brackets denotes the number of stacked residual blocks. The square brackets following by fc indicates the output dimension of the two fully connected layers in SE module. The angle brackets following by CRA denotes the configuration of \( \langle h_i, w_i \rangle \) in CRA module. Params and FLOPs denotes parameters and floating point operations of the corresponding network, respectively.

| output size | ResNet-50 | SE-ResNet-50 | CRA-ResNet-50 |
|-------------|-----------|--------------|---------------|
| 112 × 112  | conv, 7 × 7, 64, stride 2 | conv, 1 × 1, 64, 3, 26 | conv, 1 × 1, 64, 3, 26 |
| 56 × 56    | max pool, 3 × 3, stride 2 | conv, 3 × 3, 64, 256, 4 | CRA, (7 × 7), 256 |
| 28 × 28    | [conv, 1 × 1, 64] \times 3 | [conv, 1 × 1, 64] \times 3 | [conv, 1 × 1, 64] \times 3 |
|            | [conv, 3 × 3, 64] \times 4 | [conv, 3 × 3, 64] \times 4 | [conv, 3 × 3, 64] \times 4 |
|            | [conv, 1 × 1, 256] \times 4 | [conv, 1 × 1, 256] \times 4 | [conv, 1 × 1, 256] \times 4 |
| 14 × 14    | [conv, 1 × 1, 256] \times 6 | [conv, 1 × 1, 256] \times 6 | [conv, 1 × 1, 256] \times 6 |
|            | [conv, 2 × 2, 512] \times 6 | [conv, 2 × 2, 512] \times 6 | [conv, 2 × 2, 512] \times 6 |
| 7 × 7      | [conv, 1 × 1, 2048] \times 3 | [conv, 1 × 1, 2048] \times 3 | [conv, 1 × 1, 2048] \times 3 |
|            | [conv, 1 × 1, 2048] \times 3 | [conv, 1 × 1, 2048] \times 3 | [conv, 1 × 1, 2048] \times 3 |
| 1 × 1      | global average pool, 1000-d fc, softmax | \[1024, 128, 64\], stride 2 | CRA, (7 × 7), 2048 |

GDConv operation is a scalar, then by the sigmoid function, the result \( v^j_i \) is taken as channel attention of \( u^j_i \). Next, we use channel-wise multiplication between feature maps and channel attentions to refine the output as:

\[
\tilde{Y}_i = [y^1_i, y^2_i, \ldots, y^C_i] = F_{mul}(Y_i, V_i)
\]

\[
\tilde{y}^j_i = y^j_i \otimes v^j_i
\]

where \( F_{mul} \) is a function of channel-wise multiplication, \( \otimes \) refers to the symbol of channel multiplication and \( y^j_i \) denotes the final refined output.

Through the proposed CRA module, we realize channel attentions to refine the output feature maps, and then we will introduce the embedding of CRA module into specific CNNs.

C. Network Architectures and Computational Cost

For CNNs without skip connections, such as VGG [7], we embed CRA module into convolutional layer directly. For CNNs with skip connections, such as ResNet [8], we embed CRA module into the last layer of residual block. Moreover, the variants of ResNet like ResNeXt [21] and DenseNet [22] can also construct a new architecture in a similar way.

To show the comparable detail of network configuration, here, we list the architecture configuration of ResNet-50, SE-ResNet-50 and CRA-ResNet-50 in Table I in which ResNet-50 is taken as the baseline. It can be seen from the table that CRA module only brings few parameters, and its computational cost is negligible. More precisely, in the CRA module, the number of additional floating point operations (FLOPs) is \( 2C_i(3H_iW_i + h_1 w_1) \) and the number of additional parameters is \( C_i(h_1 w_1 + 1) \) in the \( i \)-th layer.

We prefix the original network name with "CRA-" to indicate the network with CRA module and validate their performance in following experiments.

III. EXPERIMENTS

In this section, we first evaluate CRA module embedded into various baseline networks on the datasets of ImageNet and CIFAR to verify the performance of CRA module in image classification tasks, and use Grad-CAM visualization results to show the ability of CRA module on target object regions. Next, we validate the performance of the proposed method on MS COCO dataset to verify the performance of CRA module in the task of object detection. Finally, we analyze channel attentions extracted by the proposed CRA module to gain insight into the details of CRA module.

A. Image Classification on ImageNet

The ImageNet 2012 classification dataset [23] contains more than 1.28 million images for training and 50k images for validation from 1000 classes. Some sample images of ImageNet 2012 dataset can be seen in the first row in Fig 4. For the experimental results for all network networks, we report both top-1 and top-5 error rates with a single center crop on the validation set [8], [13].

We follow the practice in [1], [7], [8], initialize the weights as in [24] and train 100 epochs totally. The initial learning rate is 0.1 and divided by 10 every 30 epochs with a batch size of 256. The weight decay is 1e-4. All networks are trained using SGD optimizer with 0.9 momentum [8], [13]. In order to ensure a fair comparison, we reimplement all the networks with the same settings, including various hyperparameter settings, data augmentation settings, etc.

Image classification results of different baselines: We carry out the experiments on four baseline networks (i.e., ResNet-50, ResNet-101 [8], ResNet-x50 and ResNet-x101 [21]). To compare the performance of CRA module, SE module [13] is also select to embedded into the above four networks.
The experimental results are shown in Table II. It can be seen that the CRA-embedded networks perform much better than both the original networks and SE-embedded networks. The top-1 errors on both CRA-ResNet-50 (22.77%) and CRA-ResNet-101 (21.60%) drop by 1.43% and 1.52% respectively compared to that of the original networks. Even better, our CRA-ResNet-50 has fewer parameters and computational cost than that of the baselines, and CRA module is also superior to SE module. The top-1 error of SE-ResNet-50 is 23.02% with 28.09M parameters while CRA module is also efficient. For the comparison of both accuracy and parameter, the additional parameters and computational costs introduced by CRA module are moderate. These results suggest that CRA module provides a competitive trade-off between accuracy and computational cost compared to the previously proposed attention modules.

**Visualization results of Grad-CAM:** In order to further show the superiority of CRA module, we apply the Grad-CAM [26] to ResNet-50, SE-ResNet-50 and CRA-ResNet-50 for comparison. Grad-CAM uses the gradients of target concept in convolutional layers to highlight the important areas in the input image for predicting the concept. We randomly select some images from ImageNet 2012 validation set and Fig. 3 shows the visualization results. As shown in the figure, the Grad-CAM masks of CRA-ResNet-50 tend to concentrate on more relevant areas in target objects, while the other two networks work obviously not as well as CRA-embedded network. Thus, it reveals that CRA module improves the ability of networks to recognize objects.

**Ablation Study:** According to the previous analysis, \( \langle h_i, w_i \rangle \) controls parameters and computational cost of CRA module. In order to investigate the effect of different \( \langle h_i, w_i \rangle \) on CRA module, we compare the performance of CRA-ResNet-50 with different \( \langle h_i, w_i \rangle \) on ImageNet 2012. CRA-ResNet-50 has 4 stages as show in Table III when the input image is 224 × 224 pixels, the spatial size of feature maps in the last stage is 7 × 7. Therefore, in our experiments, the maximum value of \( \langle h_i, w_i \rangle \) we assigned is \( \langle 7, 7 \rangle \). Table IV shows the comparison results under different \( \langle h_i, w_i \rangle \). Note that when \( \langle h_i, w_i \rangle \) is set to \( \langle 1, 1 \rangle \), it is equivalent to using global average pooling for feature maps, that is, spatial information in feature maps is not used. Table IV shows that spatial information of feature maps has an important influence on the generation of channel attentions, and indicates that the larger the value of \( \langle h_i, w_i \rangle \), the better the performance of CRA-embedded network, because a larger \( \langle h_i, w_i \rangle \) can retain more spatial information.

**Results of different attention modules:** To compare with other existing attention mechanisms, we benchmark CRA module against BAM [15], CBAM [16], SE [13], and GALA [25] on ResNet-50 architecture. We use the same training strategy as the above for experiments and the results are shown in Table III. Among all attention modules, CRA module has the most significant improvement on ResNet-50, and the additional parameters and computational costs introduced by CRA module are moderate. These results suggest that CRA module provides a competitive trade-off between accuracy and computational cost compared to the previously proposed attention modules.

**Fig. 3:** Training and test error curves of ResNet-50, SE-ResNet-50 and CRA-ResNet-50 on ImageNet 2012.
Fig. 4: Grad-CAM [26] visualization results of ResNet-50, SE-ResNet-50 and our CRA-ResNet-50.

Fig. 5: Sample images from CIFAR-10 database.

**B. Image Classification on CIFAR-10 and CIFAR-100**

CIFAR-10 and CIFAR-100 datasets [27] consist 50k images in the training set and 10k images in the test set, and the size of the image is $32 \times 32$ pixels. The images in CIFAR-10 are divided into 10 classes while the ones in CIFAR-100 are divided into 100 classes. Some sample images of CIFAR-10 dataset can be seen in Fig 5. We report the final top-1 error rates on the test set.

On the two CIFAR datasets, we still conduct experiments with the original networks, SE-embedded networks and CRA-embedded networks. We use batch size 64 for 300 epochs and follow [8] as data augmentation. The initial learning rate is set to 0.1 and divided by 10 at the epoch of 150 and 225. According to the different architectures of networks, we set $(h_i, w_i)$ to $(8, 8)$ for ResNet and ResNeXt, and set it to $(4, 4)$ for ShuffleNet [28], DenseNet and VGG in this experiment.

The results are summarized in Table V. It shows that all CRA-embedded networks perform much better than the other two comparison networks. These results suggest that CRA module brings significant improvements and achieves perfect performance.

Fig. 6: Training errors and test errors of ResNet-110, SE-ResNet-110 and CRA-ResNet-110 on CIFAR-100.

Fig 6 depicts the training and test curves of ResNet-101, SE-ResNet-101 and CRA-ResNet-101 on CIFAR-100. It is worth noting that after 150 epochs, training errors of three networks tend to be similar while for the error rates on the test set, CRA-ResNet-101 is obviously superior to ResNet-101 and SE-ResNet-101. These curves illustrate that CRA module enhances the information processing ability of feature maps.
TABLE V: Image classification results of CNNs with different architectures on CIFAR-10 and CIFAR-100. Top-1 validation errors are reported.

| Architecture  | CIFAR-10       |              | CIFAR-100      |             |
|---------------|----------------|--------------|----------------|--------------|
|               | Original network | SE-embedded network | CRA-embedded network |
| ResNet-56     | 6.37 (853.02K 126.56M) | 6.06 (860.14K 126.56M) | 5.62 (918.54K 126.62M) |
| ResNet-110    | 5.61 (1.73M 254.99M)   | 5.42 (1.74M 255.01M)   | 5.24 (1.86M 255.12M)   |
| ResNeXt-29    | 3.74 (18.17M 3.03G)    | 3.89 (18.69M 3.03G)    | 3.73 (18.52M 3.03G)    |
| ResNet-56     | 27.25 (858.87K 126.57M) | 26.74 (865.99K 126.58M) | 26.36 (924.39K 126.63M) |
| ResNet-110    | 26.54 (1.73M 255.00M)   | 25.91 (1.75M 255.02M)   | 24.63 (1.86M 255.13M)   |
| ResNeXt-29    | 18.61 (18.26M 3.03G)    | 17.23 (18.78M 3.03G)    | 17.04 (18.61M 3.03G)    |
| ShuffleNet-1x | 28.75 (1.01M 44.55M)    | 28.52 (1.01M 44.55M)    | 27.59 (1.38M 44.92M)    |
| VGG-16        | 26.00 (15.30M 315.18M) | 25.70 (15.53M 315.41M) | 25.60 (15.37M 315.25M) |
| DenseNet-BC   | 22.66 (800.03K 296.59M) | 22.30 (804.21K 296.59M) | 21.64 (950.18K 296.74M) |

Fig. 7: The comparison visualization results of RetinaNet with the original ResNet-50 backbone and our CRA-ResNet-50 backbone on MS COCO dataset. Input images are picked from MS COCO 2017 validation set randomly. The images in the first, second and third row are the original input images, the results of RetinaNet with ResNet-50 backbone, and the results of RetinaNet with CRA-ResNet-50 backbone, respectively.

and improves the representation ability of networks.

C. Object Detection on MS COCO

In order to verify the effectiveness of CRA module on other task, we conduct object detection experiment on MS COCO 2017 dataset [29]. MS COCO 2017 is divided into 80 classes, which has more than 118k images in the training set and 5k images in the validation set. Some sample images of MS COCO 2017 dataset can be seen in the first row in Fig 7. We report the results in mean Average Precision (mAP) over different
Fig. 8: channel attentions extracted by CRA modules in different layers of CRA-ResNet-50 on the dataset of ImageNet 2012. Different style curves represent different input images. CRA modules in different layers are named as "CRA.stageID.blockID".

IoU thresholds from 0.5 to 0.95 on the validation set, following [30], [31]. We use RetinaNet [31] as our detection framework, ResNet-50, ResNet-101 and their CRA-embedded networks as its backbone respectively. These backbones are pre-trained on ImageNet 2012. We use SGD optimizer and set batch size to 16. The initial learning rate is 0.1 and we totally train 90k iterations. The learning rate is divided by 10 at 60k and 80k iterations with 500 iterations warmup to the initial learning rate.

Table. VI shows the experimental results. As shown in the table, the performance of RetinaNet with CRA-embedded network backbone significantly exceeds that of the original backbone. This proves that CRA module brings more powerful representation ability and maintains a strong generalization performance.

We analyze the improvement brought by the backbone of CRA-ResNet-50 to RetinaNet from the visualization results, as shown in Fig. [7]. It can be found that for the image in the left column, a bus ignored by RetinaNet with ResNet-50 backbone has been detected by RetinaNet with CRA-ResNet-50 based backbone. And for the image in the middle column, a small traffic light is successfully detected by CRA-ResNet-50 backbone based RetinaNet. These indicate that RetinaNet with CRA-ResNet-50 backbone is more sensitive to small and medium objects. In addition, for partially occluded objects, such as the remote control in the image in the right column, RetinaNet composed by CRA-embedded backbone can also detect well. In summary, the visualization results show the good generalization performance of CRA module on object detection tasks.

**TABLE VI: Object detection results on MS COCO 2017.**

| Backbone     | Detector | mAP@0.5  | mAP@0.5-0.95 | mAP@0.75 |
|--------------|----------|----------|--------------|----------|
| ResNet-50    | RetinaNet| 33.7%    | 52.4%        | 36.1%    |
| CRA-ResNet-50| RetinaNet| 34.2%    | 53.6%        | 36.4%    |
| ResNet-101   | RetinaNet| 35.6%    | 54.4%        | 38.5%    |
| CRA-ResNet-101| RetinaNet| 36.2%    | 55.7%        | 38.9%    |

D. Analysis of Channel Attentions

To explore the responses of CRA module to different input images, we randomly select 3 images as the inputs of CRA-ResNet-50 (i.e., peacock, parachute and bee, the last three images shown in Fig.4). Fig. 8 shows channel attentions extracted by CRA modules from different layers in CRA-ResNet-50. We name CRA modules in different layers as "CRA.stageID.blockID".

By comparing the responses of CRA modules in different stages (e.g., CRA.1.2 and CRA.3.2), we can observe that channel attentions in shallow layers (CRA.1.2) are much lower than that in deep layers (CRA.3.2). This is because, as mentioned in [32], [33], the shallow layers in networks learn general features, which contain a lot of redundant information, while the deep layers learn the specific features and have more important information. For different blocks in the same stage (e.g., CRA.3.2 and CRA.3.4), channel attentions that extracted by CRA module in different channels are different. And for different images, channel attention obtained from the same channel tends to be similar, but there are also slight differences.

Through embedding CRA module, the ability of CNNs to capture important information in the forward propagation process is strengthened, and the interference of useless information is reduced, thus the performance of CNNs is improved.

IV. Conclusion

This paper presents a novel Channel Reassessment Attention (CRA) module to improve the performance of networks. Our module extracts channel attentions through compression and extraction operations based on spatial information of feature maps, and then refines features adaptively. For image classification tasks, the experimental results on the datasets of ImageNet 2012, CIFAR-10 and CIFAR-100 indicate that CRA module can effectively improve the performance of many different architectures based on CNNs at the minimal additional computational cost. For object detection tasks, the experimental results on MS COCO 2017 datasets verify the generalization performance of CRA module.
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