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Abstract

We consider the problem of minimizing the rank of a complex matrix where the absolute values of the entries are given. We call this minimum the phaseless rank of the matrix of entrywise absolute values. In this paper we study this quantity, extending a classic result of Camion and Hoffman and connecting it to the study of amoebas of determinantal varieties and of semidefinite representations of convex sets. As a consequence, we attain several new results, including a counterexample for a conjecture of Nisse and Sottile on the existence of amoeba bases, and a new upper bound on the complex semidefinite extension complexity of polytopes, dependent only on their number of vertices and facets.

1 Introduction

In this paper we study a basic optimization problem: given the absolute values of the entries of a complex matrix, what is the smallest rank that it can have. In other words, we want the solution to the rank minimization problem for a matrix under complete phase uncertainty. This defines a natural quantity that we will associate to the matrix of absolute values and call the phaseless rank of the matrix.
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Definition 1.1. Given $A \in \mathbb{R}_+^{n \times m}$, the set of matrices equimodular with $A$ is denoted by

$$\Omega(A) = \{ B \in \mathbb{C}^{n \times m} : |B| = A \text{ i.e., } |B_{ij}| = A_{ij}, \forall i, j \}$$

and its phaseless rank is defined as

$$\text{rank}_\theta(A) = \min \{ \text{rank}(B) : B \in \Omega(A) \}.$$ 

Equivalently, the phaseless rank of $A \in \mathbb{R}_+^{n \times m}$ can be formulated as

$$\text{rank}_\theta(A) = \min \{ \text{rank}(A \circ B) : B \in \mathbb{C}^{n \times m}, \ |B_{ij}| = 1, \forall i, j \},$$

where $\circ$ represents the matrix Hadamard product of matrices. It is obvious that $\text{rank}_\theta(A) \leq \text{rank}(A)$, and it is not hard to see that we can have a strict inequality.

Example 1.2. Consider the $4 \times 4$ derangement matrix,

$$D_4 = \begin{bmatrix} 0 & 1 & 1 & 1 \\ 1 & 0 & 1 & 1 \\ 1 & 1 & 0 & 1 \\ 1 & 1 & 1 & 0 \end{bmatrix}.$$ 

We have $\text{rank}(D_4) = 4$ and, for any real $\theta$, the matrix

$$\begin{bmatrix} 0 & 1 & e^{i(\theta+\pi)} & 1 \\ 1 & 0 & e^{i(\theta+\frac{2\pi}{3})} & e^{i(\theta+\frac{2\pi}{3})} \\ e^{i\theta} & 0 & e^{i(\theta+\frac{2\pi}{3})} & e^{i(\theta+\frac{2\pi}{3})} \\ e^{i(\theta-\frac{\pi}{3})} & e^{i(\theta-\frac{2\pi}{3})} & 0 & 0 \end{bmatrix}$$

has rank 2. Since this matrix has as entrywise absolute values the entries of $D_4$, $\text{rank}_\theta(D_4) \leq 2$, and in fact we have equality. With some extra effort one can show that up to row and column multiplication by complex scalars of absolute value one, and conjugation, this is the only element in the equimodular class of $D_4$ with rank less or equal than two.

The study of this quantity can be traced back to [4], where the question of characterizing $A \in \mathbb{R}_+^{n \times n}$ for which we have $\text{rank}_\theta(A) = n$ is solved. In that paper, the question is seen as finding a converse for the diagonal dominance,
a sufficient condition for nonsingularity of a matrix. This result was further
generalized in [14], where a lower bound is derived for rankθ(A) for general A,
and some special cases are studied, although the rank itself is never formally
introduced. While the result of Camion and Hoffman is well-known, there
was little, if any, further developments in minimizing the rank of a matrix in
an equimodular class. This problem has, however, resurfaced in recent years
under different guises in both the theory of semidefinite lifts of polytopes
and amoebas of algebraic varieties. In this work we build on the work of
these foundational papers, deriving some new results and highlighting the
consequences they have in those related areas.

The paper is organized as follows. In the next section we introduce for-
mally the notions of phaseless and signless ranks and show some relations
between them and other rank notions found in the literature. In Section
3, we relate the notion of phaseless rank with questions in amoeba theory
and semidefinite representability of sets, providing motivation and intuition
to what follows. In Section 4 we revisit a result of Camion and Hoffman,
reproving it in a language well-suited to our needs, and drawing some sim-
ple consequences. Section 5 covers our extensions and complements to this
classic result. Finally, in Section 6, we draw implications from those results
to those of the connecting areas. Those include proving that the maximal
minors form an amoeba basis for the variety they generate (disproving a
conjecture of Nisse and Sottile [15]) and giving an explicit semialgebraic de-
scription for those amoebas, as well as deriving a new upper bound for the
complex semidefinite rank of polytopes in terms of their number of facets
and vertices.
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2 Notation, definitions and basic properties

Throughout these notes we will use \( \mathbb{R}^{n \times m}_+ \) and \( \mathbb{R}^{n \times m}_{++} \) to denote the sets of
\( n \times m \) real matrices with nonnegative and positive entries, respectively. We
will also use $S^n$, $S^n_+$, $S^n(\mathbb{C})$ and $S^n_+(\mathbb{C})$ to denote, in this order, the sets of $n \times n$ real symmetric matrices, $n \times n$ real positive semidefinite matrices, $n \times n$ complex hermitian matrices and $n \times n$ complex positive semidefinite matrices.

Given a matrix in $\mathbb{R}^{n \times m}$, we defined its phaseless rank as the smallest rank of a complex matrix equimodular with it. If we had restricted ourselves to the real case, we would still obtain a sensible definition, and we will denote that quantity by signless rank.

**Definition 2.1.** Let $A \in \mathbb{R}^{n \times m}$.

$$\text{rank}_{\pm}(A) = \min\{\text{rank}(B) : B \in \Omega(A) \cap \mathbb{R}^{n \times m}\}.$$  

Equivalently, this amounts to minimizing the rank among all possible sign attributions to the entries of $A$. By construction, it is clear that $\text{rank}_\theta(A) \leq \text{rank}_{\pm}(A) \leq \text{rank}(A)$ for any nonnegative matrix $A$ and, as expected, we can have all inequalities to be strict.

**Example 2.2.** Let us revisit Example 1.2 and note that the signless rank of $D_4$ is 4. Indeed, if we expand the determinant of that matrix, we get an odd number of nonzero terms, all 1 or $-1$, so no possible sign attribution can ever make it sum to zero. Thus, $\text{rank}_\theta(D_4) < \text{rank}_{\pm}(D_4) = \text{rank}(D_4)$. On the other hand, if we consider matrix

$$B = \begin{bmatrix} 2 & 1 & 1 \\ 1 & 2 & 1 \\ 1 & 1 & 2 \end{bmatrix}$$

it is easy to see that $\text{rank}(B) = 3$ but that flipping the signs of all the 1’s to $-1$’s drops the rank to 2, as the matrix rows will then sum to zero, so we have $\text{rank}_\theta(B) = \text{rank}_{\pm}(B) < \text{rank}(B)$. If we want all inequalities to be strict simultaneously, it is enough to make a new matrix with $D_4$ and $B$ as its diagonal blocks.

A short remark at the end of [4] points to the fact that the problem seems much harder over the reals, due to the combinatorial nature it assumes in that context. In fact, the signless rank is essentially equivalent to a different quantity, introduced in [11], denoted by the square root rank of a nonnegative matrix. In fact, by definition, $\text{rank}_{\pm}(A) = \text{rank}_{-\sqrt{\nabla}}(A \circ A)$ or, equivalently, $\text{rank}_{-\sqrt{\nabla}}(A) = \text{rank}_{\pm}(\sqrt{\nabla}A)$, where $\circ$ is the Hadamard product and $\sqrt{\nabla}A$ is the
Hadamard square root of $A$. As such, the complexity results proved in [6] for the square root rank still apply, implying the NP-hardness of the decision problem of checking if an $n \times n$ nonnegative matrix has signless rank equal to $n$. Going from the signless rank to the more continuous problem of the phaseless rank offers some hope that it will become more treatable, and that is the problem on which we will focus most of our attention.

The connection to the square root rank can actually be used to derive some lower bounds for both $\text{rank}_\pm$ and $\text{rank}_\theta$.

**Lemma 2.3.** Let $A \in \mathbb{R}_{+}^{n \times m}$ and $r = \text{rank} (A \circ A)$. Then, $\text{rank}_\pm (A) \geq \frac{\sqrt{1+8r}-1}{2}$ and $\text{rank}_\theta (A) \geq \sqrt{r}$.

**Proof.** The basic idea is that if we take a matrix $B$ equimodular with $A$ and a minimal factorization $B = UV^t$, and let $u_i$ and $v_j$ be the $i$-th and $j$-th rows of $U$ and $V$, respectively, we have

$$\langle u_i u_i^*, v_j v_j^* \rangle = |\langle u_i, v_j \rangle|^2 = |b_{ij}|^2 = a_{ij}^2.$$

Now all the $u_i u_i^*$ and $v_j v_j^*$ come from the space of real symmetric matrices of size $\text{rank}_\pm (A)$, if we are taking real matrices $B$, and complex hermitian matrices of size $\text{rank}_\theta (A)$, if we are taking complex matrices $B$. Since the real dimensions of these spaces are, respectively, $\left(\frac{\text{rank}_\pm (A)+1}{2}\right)$ and $\text{rank}_\theta (A)^2$, and they give real factorizations of $A \circ A$, we get the inequalities

$$\text{rank} (A \circ A) \leq \left(\frac{\text{rank}_\pm (A)+1}{2}\right)$$

and

$$\text{rank} (A \circ A) \leq \text{rank}_\theta (A)^2,$$

which, when inverted, give us the intended inequalities. □

This result is known in the context of semidefinite rank, and is included here only for the purpose of a unified treatment. An additional very simple property that is worth noting is that a matrix has rank one if and only if it has signless rank one, if and only if it has phaseless rank one. This simple fact immediately tells us that the matrices $D_4$ and $B$ in Example 2.2 have phaseless rank 2, since we have proven it is at most 2 and those matrices have rank greater than one.

Besides the problem of computing or bounding the phaseless rank, we will be interested in the geometry of the set of rank constrained matrices. In order to better refer to them we will introduce some notation.
Definition 2.4. Given positive integers $k, n$ and $m$ we define the following subsets of $\mathbb{R}_{+}^{n \times m}$:

\[
P_{k}^{n \times m} = \{ A \in \mathbb{R}_{+}^{n \times m} : \text{rank}_{\theta} (A) \leq k \},
\]

\[
S_{k}^{n \times m} = \{ A \in \mathbb{R}_{+}^{n \times m} : \text{rank}_{\pm} (A) \leq k \},
\]

and

\[
R_{k}^{n \times m} = \{ A \in \mathbb{R}_{+}^{n \times m} : \text{rank} (A) \leq k \}.
\]

It is easy to see that these are all semialgebraic sets. Moreover, the set $R_{k}^{n \times m}$ is very well understood, since it is simply the variety of matrices of rank at most $k$, cut out by the $k+1$-minors, intersected with the nonnegative orthant. It is also not too hard to get a grasp on the set $S_{k}^{n \times m}$, as this is the union of the variety of matrices of rank at most $k$ with all its $2^{n \times m}$ possible reflections attained by flipping the signs of a subset of variables, intersected with the nonnegative orthant. In particular, we have a somewhat simple algebraic description of both these sets, and they have the same dimension, $k(m + n - k)$.

For $P_{k}^{n \times m}$, all these questions are much more difficult. Clearly we have $R_{k}^{n \times m} \subseteq S_{k}^{n \times m} \subseteq P_{k}^{n \times m}$, which gives us some lower bound on the dimension of the space, but not much else can be immediately derived.

The relations between all these sets is illustrated by Figure 1 where we can see a random 2-dimensional slice of the cone of nonnegative $3 \times 3$ matrices (in pink) with the corresponding slice of the region of phaseless rank at most 2, highlighted in yellow, while the slices of the algebraic closures of the regions of signless rank at most 2 and usual rank at most 2 are marked in dashed and solid lines, respectively.
3 Motivation and connections

As mentioned in the introduction, the concept of phaseless rank is intimately connected to the concept of semidefinite rank of a matrix, used, for instance, to study semidefinite representations of polytopes and amoebas of algebraic varieties. In this section we will briefly introduce each of those areas and establish the connections, as those were the motivating reasons for our study of the subject.

3.1 Semidefinite extension complexity of a polytope

The semidefinite rank of a matrix was introduced in [9] to study the semidefinite extension complexity of a polytope. Recall that given a \( d \)-polytope \( P \), its \textit{semidefinite extension complexity} its the smallest \( k \) for which one can find \( A_0, A_1, \ldots, A_m \in S^k \) such that

\[
P = \left\{ (x_1, \ldots, x_d) \in \mathbb{R}^d \text{ s.t. } A_0 + \sum_{i=1}^{m} x_i A_i \succeq 0, \text{ for some } x_{d+1}, \ldots, x_m \in \mathbb{R} \right\}.
\]

In other words, it is the smallest \( k \) for which one can write \( P \) as the projection of a slice of the cone of \( k \times k \) real positive semidefinite matrices. In order to study this concept one has to introduce the notion of \textit{slack matrix} of a polytope. If \( P \) is a polytope with vertices \( p_1, \ldots, p_v \) and facets cut out by the
inequalities \(\langle a_1, x \rangle \leq b_1, \ldots, \langle a_f, x \rangle \leq b_f\), then we define its slack matrix to be the nonnegative \(v \times f\) matrix \(S_P\) with entry \((i,j)\) given by \(b_j - \langle a_j, p_i \rangle\).

Additionally, the semidefinite rank of a nonnegative matrix \(A \in \mathbb{R}_+^{n \times m}\), \(\text{rank}_{\text{psd}}(A)\), is the smallest \(k\) for which one can find \(U_1, \ldots, U_n, V_1, \ldots, V_m \in S_k^+\) such that \(A_{ij} = \langle U_i, V_j \rangle\). By the main result in [9] one can characterize the semidefinite extension complexity of a \(d\)-polytope \(P\) in terms of the semidefinite rank of its slack matrix.

**Proposition 3.1.** The extension complexity of a polytope \(P\) is the same as the semidefinite rank of its slack matrix, \(\text{rank}_{\text{psd}}(S_P)\).

For a thorough treatment of the positive semidefinite rank, see [6]. As noted in [8, 13], one can replace real positive semidefinite matrices with complex positive semidefinite matrices and everything still follows through. More precisely, if one defines the complex semidefinite extension complexity of \(P\) as the smallest \(k\) for which one can find \(B_0, B_1, \ldots, B_m \in S_k^+(\mathbb{C})\) such that

\[
P = \left\{ (x_1, \ldots, x_d) \in \mathbb{R}^d \right. \text{ s.t. } B_0 + \sum_{i=1}^m x_i B_i \succeq 0, \text{ for some } x_{d+1}, \ldots, x_m \in \mathbb{R} \right\},
\]

and the complex semidefinite rank of a matrix \(A \in \mathbb{R}_+^{n \times m}\), \(\text{rank}_{\text{psd}}^C(A)\), as the smallest \(k\) for which one can find \(U_1, \ldots, U_n, V_1, \ldots, V_m \in S_k^+(\mathbb{C})\) such that \(A_{ij} = \langle U_i, V_j \rangle\), the analogous of the previous proposition still holds.

**Proposition 3.2.** The complex extension complexity of a polytope \(P\) is the same as the complex semidefinite rank of its slack matrix, \(\text{rank}_{\text{psd}}^C(S_P)\).

The study of the semidefinite extension complexity of polytopes has seen several important recent breakthroughs, and has brought light to this notion of semidefinite rank. It turns out that the notions of signless and phaseless rank give a natural upper bound for these quantities.

**Proposition 3.3** ([6, 13]). Given a nonnegative matrix \(A\), we have \(\text{rank}_{\text{psd}}^C(A) \leq \text{rank}_\theta(\sqrt{A})\) and \(\text{rank}_{\text{psd}}(A) \leq \text{rank}_\pm(\sqrt{A})\).

The proof of this result is essentially the one we used in Lemma 2.3, as factorizations of an equimodular matrix with \(\sqrt{A}\) give rise to semidefinite factorizations to \(A\) by taking outer products of the rows of the factors.
This bound is particularly important in the study of polytopes, since it fully characterizes polytopes with minimal extension complexity.

**Proposition 3.4** ([11, 8]). *Given a d-polytope \( P \), we have that its complex and real semidefinite complexities are at least \( d + 1 \). Moreover, they are \( d + 1 \) if and only if \( \text{rank}_\theta (\sqrt[\ast]{S^P}) = d + 1 \) or \( \text{rank}_\pm (\sqrt[\ast]{S^P}) = d + 1 \), respectively.*

This fact allowed to characterize minimally sdp-representable polytopes in \( \mathbb{R}^3 \) and \( \mathbb{R}^4 \) in the real case (see [11, 10]) and has given some interesting consequences for the complex case (see [8]). One of the main motivations for us to study the phaseless rank comes precisely from this connection.

### 3.2 Amoebas of determinantal varieties

Another way of looking at phaseless rank is through the viewpoint of amoeba theory. Amoebas are geometric objects that were introduced by Gelfand, Kapranov and Zelevinsky in [7] to study algebraic varieties. These complex analysis objects have had successful applications in algebraic geometry, both complex and tropical, but are notoriously hard to work with. They are the image of a variety through the entrywise taking of the logarithms of the absolute values of the coordinates.

**Definition 3.5.** Given a complex variety \( V \subseteq \mathbb{C}^n \), its *amoeba* is defined as

\[
\mathcal{A}(V) = \{ \text{Log}|z| = (\log |z_1|, \ldots, \log |z_n|) : z \in V \cap (\mathbb{C}^*)^n \}.
\]

Deciding if a point is on the amoeba of a given variety, the so called *amoeba membership problem*, is notoriously hard, making even the simple act of drawing of an amoeba a definitely nontrivial task. Other questions, like computing volumes or even dimensions of amoebas, are also hard. A slightly more algebraic version of this object can be defined by simply taking the entrywise absolute values, and omitting the logarithm.

**Definition 3.6.** Given a complex variety \( V \subseteq \mathbb{C}^n \), its *algebraic* or *unlog amoeba* is defined as

\[
\mathcal{A}_{\text{alg}}(V) = \{ |z| = (|z_1|, \ldots, |z_n|) : z \in V \}.
\]
Considering this definition, it is clear how it relates to the notion of phaseless rank by way of determinantal varieties. These and their corresponding ideals are a central object in both commutative algebra and algebraic geometry, and a great volume of research has been focused on studying them. Given positive integers $n, m$ and $k$, with $k \leq \min\{n, m\}$, we define the determinantal variety $Y_{k}^{n,m}$ as the set of all $n \times m$ complex matrices of rank at most $k$. It is clear that this is simply the variety associated to $I_{k+1}^{n,m}$, the ideal of the $k + 1$ minors of an $n \times m$ matrix with distinct variables as entries.

**Example 3.7.** In Figure 2 we consider the amoeba of the variety $V$ defined by the following $3 \times 3$ determinant:

$$
\det \begin{bmatrix} 1 & x & y \\ x & 1 & z \\ y & 0 & 1 \end{bmatrix} = 1 - x^2 + xyz - y^2 = 0.
$$

![Image of amoeba](image)

Figure 2: $\mathcal{A}(V)$ and $\mathcal{A}_{\text{alg}}(V)$ of a determinantal variety.

Note that directly from the definition of amoeba, we have that the locus of $n \times m$ matrices of phaseless rank at most $k$ is an algebraic amoeba of a determinantal variety, more precisely,

$$
P_{k}^{n \times m} = \mathcal{A}_{\text{alg}}(Y_{k}^{n,m}).$$
Example 3.8. The blue region in Example 3.7 is exactly the region of the values of \( x, y \) and \( z \) for which

\[
\begin{bmatrix}
1 & x & y \\
x & 1 & z \\
y & 0 & 1
\end{bmatrix}
\]

This is not totally immediate, since in the phaseless rank definition we are allowed to freely choose a phase independently to each entry of the matrix, which includes the 1’s and also the possibility of different phases for different copies of the same variable, which is not allowed in the amoeba definition. However, since multiplying rows and columns by unitary complex numbers does not change absolute values or rank, we can make any phase attribution into one of the right type, and the regions do coincide.

More generally, computing the phaseless rank of a matrix corresponds essentially to solving the membership problem in the determinantal amoeba, so any result on the phaseless rank can immediately be interpreted as a result about this fundamental object in amoeba theory.

4 The Camion-Hoffman Theorem

In this section we revisit the Camion-Hoffman Theorem, originally proven in [4]. The main purpose of this section is to set the ideas behind this result in a language and generality that will be convenient for our goals, highlighting the facts that will be most useful, and introducing the necessary notation. For the sake of completeness a proof of the theorem is included. The main idea behind the proof is the simple observation that checking for nonmaximal phaseless rank is simply an LP-feasibility problem, i.e., checking if a nonnegative matrix has nonmaximal phaseless rank amounts to checking if a specific polytope is nonempty.

Inspired by the language of amoeba theory ([17]) we introduce the notion of **lopsidedness**. Simply put, a list of nonnegative numbers is lopsided if one is greater than the sum of all others. It is easy to see geometrically, that a nonlopsided list of numbers can always be realized as the lengths of the sides of a polygon in \( \mathbb{R}^2 \). Interpreting it in terms of complex numbers we get that a list of nonnegative real numbers \( \{a_1, \ldots, a_n\} \) is nonlopsided if and only if
there are \( \theta_k \in [0, 2\pi] \) for which \( \sum_{k=1}^{n} a_k e^{i \theta_k} = 0 \). This is enough to give us a first characterization of nonmaximal phase rank.

**Lemma 4.1.** Let \( A \in \mathbb{R}^{n \times m} \), with \( m \geq n \). Then, \( \text{rank}_\theta (A) < n \) if and only if there is \( \lambda \in \mathbb{R}^n_+ \) with \( \sum_{i=1}^{n} \lambda_i = 1 \) such that, for \( l = 1, \ldots, m \), \( \{ A_{1l}, \ldots, A_{nl} \lambda_n \} \) is not lopsided.

**Proof.** First note that \( \text{rank}_\theta (A) < n \) if and only if there exists a matrix \( B \) with \( B_{kl} = A_{kl} e^{i \theta_{kl}} \) for all \( k, l \), such that \( \text{rank} (B) < n \). This is the same as saying that the rows of \( B \) are linearly dependent, and so there exists a nonzero complex vector \( z = (z_1, \ldots, z_n) \) such that \( \sum |z_j| = 1 \) and \( \sum_{k=1}^{n} A_{kl} z_k e^{i \theta_{kl}} = 0 \), for \( l = 1, \ldots, m \). By the observation above, this is equivalent to saying that, for \( l = 1, \ldots, m \), \( \{ A_{1l} |z_1|, \ldots, A_{nl} |z_n| \} \) is not lopsided. \( \square \)

The previous result tells us essentially that \( \text{rank}_\theta (A) < n \) if and only if we can scale rows of \( A \) by nonnegative numbers in such a way that the entries on each of the columns verify the generalized triangular inequalities.

The conditions for a matrix \( A \in \mathbb{R}^{n \times m}_+ \), with \( m \geq n \), to verify \( \text{rank}_\theta (A) < n \) can now be simply stated as checking if there exists \( \lambda \in \mathbb{R}^n \) such that

\[
\begin{align*}
A_{ij} \lambda_i &\leq \sum_{k\neq j} A_{kj} \lambda_k, \quad j = 1, \ldots, m, \quad i = 1, \ldots, n \\
\lambda_i &\geq 0, \quad i = 1, \ldots, n \\
\sum_{i=1}^{n} \lambda_i &= 1.
\end{align*}
\]

We have just observed the following result.

**Corollary 4.2.** Given \( A \in \mathbb{R}^{n \times m}_+ \), with \( m \geq n \), deciding if \( \text{rank}_\theta (A) < n \) is an LP-feasibility problem.

Note that this gives us a polynomial time algorithm (on the encoding length) for checking nonmaximality of the phaseless rank. Equivalently, this gives us a polynomial time algorithm to solve the amoeba membership problem for the determinantal variety of maximal minors.

We are now almost ready to state and prove a version of the result of Camion-Hoffman. We need only to briefly introduce some facts about \( M \)-matrices.
**Definition 4.3.** An $n \times n$ real matrix $A$ is an M-matrix if it has nonpositive off-diagonal entries and all its eigenvalues have nonnegative real part.

The class of $M$-matrices is well studied, and there are numerous equivalent characterizations for them. Of particular interest to us will be the following characterizations, all present in the above references.

**Proposition 4.4.** Let $A \in \mathbb{R}^{n \times n}$ have nonpositive off-diagonal entries. Then the following are equivalent.

i. $A$ is a nonsingular $M$-matrix;

ii. There exists $x \geq 0$ such that $Ax > 0$;

iii. The diagonal entries of $A$ are positive and there exists a diagonal matrix $D$ such that $AD$ is strictly diagonally dominant;

iv. All leading principal minors are positive;

v. The diagonal entries of $A$ are positive and all leading principal minors of size at least 3 are positive;

vi. Every real eigenvalue of $A$ is positive.

**Remark 4.5.** Characterizations ii, iii, iv and vi can be found in Theorem 2.3 of [1] and v in Corollary 2.3 of [16].

Finally, recall that given $A \in \mathbb{C}^{n \times n}$, its comparison matrix, $\mathcal{M}(A)$, is defined by $\mathcal{M}(A)_{ij} = |A_{ij}|$, if $i = j$, and $\mathcal{M}(A)_{ij} = -|A_{ij}|$, otherwise.

**Theorem 4.6** (Camion-Hoffman’s Theorem). Given $A \in \mathbb{R}_{+}^{n \times n}$, $\text{rank}_{\theta}(A) = n$ if and only if there exists a permutation matrix $P$ such that $\mathcal{M}(AP)$ is a nonsingular $M$-matrix.

**Proof.** Let the entries of $A$ be denoted by $a_{ij}$, $1 \leq i, j \leq n$. By Corollary 4.2, $\text{rank}_{\theta}(A) = n$, if and only if the linear problem

$$M\lambda \leq 0, \quad \lambda \geq 0, \quad \sum_{i=1}^{n} \lambda_{i} = 1$$
is not feasible, where

\[
M = \begin{bmatrix}
  M_1 \\
  M_2 \\
  \vdots \\
  M_n
\end{bmatrix}, \quad \text{with } M_i = \begin{bmatrix}
  a_{1i} & -a_{2i} & \cdots & -a_{ni} \\
  -a_{1i} & a_{2i} & \cdots & -a_{ni} \\
  \vdots & \vdots & \ddots & \vdots \\
  -a_{1i} & -a_{2i} & \cdots & a_{ni}
\end{bmatrix} \quad \text{for } i = 1, \ldots, n.
\]

By Ville’s Theorem, a simple variant of Farkas’ Lemma, this is equivalent to the existence of \( y \geq 0 \) such that \( y^T M > 0 \). Furthermore, since \( y^T M \) is in \( \text{cone}\{\text{rows of } M\} \), the convex cone generated by the rows of \( M \), then, by Carathéodory’s Theorem, \( y^T M \) can be written as a nonnegative combination of \( n \) rows of \( M \). Let us call \( y^T M' \) to this representation of \( y^T M \), where \( M' \) is a submatrix of \( M \) containing exactly \( n \) rows of \( M \) and \( y' \geq 0 \).

We first observe that each column of \( M' \) has exactly one nonnegative entry and all components of \( y' \) should be positive. Furthermore, if two rows of \( M' \) are come from the same \( M_i \), the components of \( y^T M' \) will not be all positive. So, there are \( n! \) possibilities for \( M' \), given by \( M'^T = M(\text{AP}) \), for some permutation matrix \( P \). But then, the existence of \( y' \geq 0 \) such that \( M(\text{AP})y' > 0 \) is equivalent to \( M(\text{AP}) \) being a nonsingular \( M \)-matrix by Proposition 4.4, concluding the proof.

Note that this is not the statement of the Camion-Hoffman as it is stated in the original paper. This precise version can be found, for example, in [3], as a corollary of a stronger result. The way it is originally stated, the Camion-Hoffman Theorem states that, if \( A \) is an \( n \times n \) matrix with nonnegative entries, every complex matrix in the equimodular class of \( A \), \( \Omega(A) \), is nonsingular if and only if there exists a permutation matrix \( P \) and a positive diagonal matrix \( D \) such that \( PAD \) is strictly diagonally dominant. Proposition 4.4 immediately gives us the equivalence of both statements.

Example 4.7. Let us see how the Camion-Hoffman Theorem applies to a \( 3 \times 3 \) matrix. Let \( X \in \mathbb{R}^{n \times n} \) have entries \( [x_{ij}] \). We want to characterize \( P_2^{3 \times 3} \), that is to say, when is \( \text{rank}_\theta(X) \leq 2 \). By the Camion-Hoffman Theorem, this happens if and only if for every permutation matrix \( P \in S_3 \), we have that \( M(XP) \) is not a nonsingular \( M \)-matrix. By Proposition 4.4, checking if \( M(XP) \) is a nonsingular \( M \)-matrix amounts to checking if its determinant is positive (since it is a \( 3 \times 3 \) matrix).
Hence, \( \text{rank}_\theta(X) \leq 2 \) if and only if \( \det(\mathcal{M}(XP)) \leq 0 \) for all \( P \in S_3 \). There are 6 possible matrices \( P \) giving rise to 6 inequalities. For \( P \) equal to the identity, for example, we get

\[
\det \begin{bmatrix}
x_{11} & -x_{12} & -x_{13} \\
-x_{21} & x_{22} & -x_{23} \\
-x_{31} & -x_{32} & x_{33}
\end{bmatrix} \leq 0,
\]

which means

\[
x_{11}x_{22}x_{33} - x_{11}x_{23}x_{32} - x_{12}x_{21}x_{33} - x_{12}x_{23}x_{31} - x_{13}x_{21}x_{32} - x_{13}x_{22}x_{31} \leq 0.
\]

It is not hard to check that any other \( P \) will result in a similar equality, where one monomial of the terms of the expansion of the determinant of \( X \) appears with a positive sign, and all others with a negative sign.

This can be very useful to understand the geometry of the phaseless rank, as seen in a slightly more concrete example.

**Example 4.8.** Building from Example 4.7, let us characterize the nonnegative values of \( x \) and \( y \) for which the circulant matrix

\[
\begin{bmatrix}
1 & x & y \\
y & 1 & x \\
x & y & 1
\end{bmatrix}
\]

has phaseless rank less than 3. Computing the six polynomials determined in that example, we find that they collapse to just four distinct ones:

\[
1 - x^3 - y^3 - 3yx, \quad -1 + x^3 - y^3 - 3yx, \quad -1 - x^3 + y^3 - 3yx, \quad -1 - x^3 - y^3 - yx.
\]

For nonnegative \( x \) and \( y \), the last one is always negative, so it can be ignored. Furthermore, the other three factor each into a linear term and a nonnegative quadratic term, which can also be ignored, so we are left only with the three linear inequalities

\[
1 - x - y \leq 0, \quad 1 + x - y \leq 0, \quad 1 - x + y \leq 0.
\]
In Figure 3 we can observe the region. Note that the only singular matrix in that region is that for which $x = y = 1$, highlighted in the figure, every other one has usual rank equal to three. It is not hard to check that the signless rank additionally drops to two precisely on the boundary of the region.

5 Consequences and extensions

In this section, we derive some new results and strengthen some old ones, based on both Camion-Hoffman and, more generally, the underlying idea of using linear programming theory to study the phaseless rank.

5.1 The rectangular case

While we now have a full characterization for square matrices with nonmaximal phaseless rank, we are interested in extending it to more general settings. In this section we will study the case of rectangular matrices. Note that since transposition preserves the rank, we might restrict ourselves always to the case of $A \in \mathbb{R}^{n \times m}$ with $n \leq m$ for ease of notation. The simplest question one can ask is when does such a matrix have nonmaximal phaseless rank, i.e., when is $\text{rank}_{\theta}(A) < n$?

Denote by $A_I$, where $I$ is a set of $n$ distinct numbers between 1 and $m$, the $n \times n$ submatrix of $A$ of columns indexed by elements of $I$. It is clear
that if $A$ has phaseless rank less than $n$ so does $A_I$, since the submatrices $B_I$ of a complex matrix $B$ that is equimodular with $A$ and has rank less than $n$ will be, themselves, equimodular to the matrices $A_I$ and have rank less than $n$. The reciprocal is much less clear, since the existence of singular matrices equimodular with each of the $A_I$ does not seem to imply the existence of a singular matrix globally equimodular with $A$, since patching together the phases attributions to different submatrices is not trivial. Surprisingly, the result does hold.

**Proposition 5.1.** Let $A \in \mathbb{R}^{n \times m}_+$, with $m \geq n$. Then, \(\text{rank}_\theta(A) < n\) if and only if \(\text{rank}_\theta(A_I) < n\) for all $I \subseteq \{1, \ldots, m\}$ with $|I| = m$.

**Proof.** By the above discussion, the only thing that needs proof is the sufficiency of the condition \(\text{rank}_\theta(A_I) < n\) for all $I$, since it is clearly implied by \(\text{rank}_\theta(A) < n\). Assume that the condition holds. Then, by Lemma 4.1, for each $A_I$ there exists $\lambda^I \in \mathbb{R}^{n}_+$ with coordinate sum one, such that for each column $l \in I$, \(\{A_{1l}\lambda^1_1, \ldots, A_{nl}\lambda^1_n\}\) is not lopsided.

Given any $x \in \mathbb{R}^n_+$, denote by $\text{Lop}(x)$ the set of $y \in \mathbb{R}^n_+$ with coordinate sum one such that \(\{x_1y_1, \ldots, x_ny_n\}\) is not lopsided. This is simply the polyhedral set

$$\text{Lop}(x) = \left\{ y \in \mathbb{R}^n_+, \sum_{i=1}^{n} y_i = 1 : x_iy_i \leq \sum_{k \neq i} x_ky_k, i = 1, \ldots, n \right\}$$

and, in particular, is convex.

Let $a_j$ denote the $j$th column of $A$. The convex sets $\text{Lop}(a_j)$, for $j = 1, \ldots, m$, are contained in the hyperplane of coordinate sum one, an $n - 1$ dimensional space. Furthermore, by assumption, any $n$ of them intersect, since for any $I = \{i_1, \ldots, i_n\}$, we have $\lambda^I \in \bigcap_{j \in I} \text{Lop}(a_j)$. By Helly’s Theorem, we must have

$$\bigcap_{j=1}^{m} \text{Lop}(a_j) \neq \emptyset,$$

which means that we can take $\lambda$ in the intersection, which will then verify the conditions of Lemma 4.1, proving that \(\text{rank}_\theta(A) < n\).

This shows that we can reduce the $n \times m$ case to multiple $n \times n$ cases, so we can still apply the Camion-Hoffman result to study this case.
**Example 5.2.** Consider the family of $3 \times 4$ matrices parametrized by

\[
\begin{bmatrix}
  x - y + 1 & x - y + 1 & x + 1 & 1 \\
  1 - x & -x + y + 1 & 1 - y & x + y + 1 \\
  1 - y & 1 - x & 1 & x - y + 1
\end{bmatrix}.
\]

If we want to study the region where the phaseless rank is two, it is enough to look at the four $3 \times 3$ submatrices and use the result of Example 4.7 to compute the region for each of them, which are shown in Figure 4. The red pentagonal region is the region where the matrix is nonnegative, while the colored region inside is the region of nonmaximal rank for each of the submatrices.

![Figure 4: Region of nonmaximal phase rank for each $3 \times 3$ submatrix](image)

By Proposition 5.1 we then can simply intersect the four regions to observe the region where the phaseless rank of the full matrix is at most 2. The result is shown in Figure 5.

![Figure 5: Region of nonmaximal phase rank for the full matrix](image)
5.2 Geometric implications

From the Camion-Hoffman Theorem and Proposition 5.1 one can also derive results on the geometry of the sets $P_{n-1}^{n\times m}$, of the $n \times m$ matrices of nonmaximal phaseless rank. More precisely, we are interested in the semialgebraic descriptions of such sets, and their boundaries.

Recall that $P_{k}^{n\times m}$ is always semialgebraic by the Tarski-Seidenberg principle, since it is the projection of a semialgebraic set. However the description can in principle be very complicated. For this special case, Theorem 4.6 together with Property 4.4 give a concrete semialgebraic description of $P_{n-1}^{n\times n}$.

Recall that $P_{n-1}^{n\times n}$ is always semialgebraic by the Tarski-Seidenberg principle, since it is the projection of a semialgebraic set. However the description can in principle be very complicated. For this special case, Theorem 4.6 together with Property 4.4 give a concrete semialgebraic description of $P_{n-1}^{n\times n}$.

Recall that 4.6 states that

$$P_{n-1}^{n\times n} = \bigcap_{P \in S_n} \{ A \in \mathbb{R}_+^{n\times n} : M(AX) \text{ is not a nonsingular } M\text{-matrix} \}.$$  

Let $\det_i(X)$ denote the $i$-th leading principal minor of matrix $X$. The characterizations of $M$-matrices given in Property 4.4 then allow us to write this more concretely as

$$P_{n-1}^{n\times n} = \bigcap_{P \in S_n} \bigcup_{i=3}^{n} \{ A \in \mathbb{R}_+^{n\times n} : \det_i(M(AX)) \leq 0 \},$$

which is a closed semialgebraic set, but not necessarily basic. For the $n \times m$ case, we just have to intersect the sets corresponding to each of the $n \times n$ submatrices, so we can still write $P_{n-1}^{n\times n}$ explicitly as an intersection of unions of sets described by a single polynomial inequality.

Note that when $n = 3$ the unions have a single element, which trivially gives us the following corollary.

**Corollary 5.3.** The set $P_{2}^{3\times m}$ is a basic closed semialgebraic set, for $m \geq 3$.

It is generally not true that we can ignore the size 3 minor when testing a matrix for the property of being a nonsingular $M$-matrix. However, in our particular application we can get a little more in this direction.

**Corollary 5.4.** For any $A \in \mathbb{R}_+^{4\times 4}$, we have $\operatorname{rank}_0(A) < 4$ if and only if $\det(M(AX)) \leq 0$ for all permutation matrices $P \in S_4$. In particular, $P_{3}^{4\times m}$ is a basic closed semialgebraic set for all $m \geq 4$. 
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Proof. By Proposition 4.6, \(\text{rank}_\theta(A) = 4\) if and only if, for some \(P\), \(\mathcal{M}(AP)\) is a nonsingular M-matrix, which implies, by Proposition 4.4, that all its leading principal minors are positive, including its determinant. This shows that if \(\det(\mathcal{M}(AP)) \leq 0\) for all permutation matrices \(P\) then \(\text{rank}_\theta(A) < 4\).

Suppose now that \(\det(\mathcal{M}(AP)) > 0\), for some \(P\). We have to show that that this implies \(\text{rank}_\theta(A) = 4\). There exist three different permutation matrices \(P_1\), \(P_2\) and \(P_3\), distinct from \(P\) such that

\[
\det(\mathcal{M}(AP_1)) = \det(\mathcal{M}(AP_2)) = \det(\mathcal{M}(AP_3)) = \det(\mathcal{M}(AP)) > 0.
\]

Namely, \(P_1\), \(P_2\) and \(P_3\) are obtained from \(P\) by partitioning its columns in two pairs and transposing the columns in each pair. If we denote the entries of \(AP\) by \(b_{ij}\), \(i, j \in \{1, 2, 3, 4\}\), we get the four matrices \(\mathcal{M}(AP), \mathcal{M}(AP_1), \mathcal{M}(AP_2)\) and \(\mathcal{M}(AP_3)\) as presented below in order:

\[
\begin{bmatrix}
  b_{11} & -b_{12} & -b_{13} & -b_{14} \\
  -b_{21} & b_{22} & -b_{23} & -b_{24} \\
  -b_{31} & -b_{32} & b_{33} & -b_{34} \\
  -b_{41} & -b_{42} & -b_{43} & b_{44}
\end{bmatrix},
\begin{bmatrix}
  -b_{11} & b_{12} & -b_{13} & -b_{14} \\
  -b_{22} & b_{21} & -b_{24} & -b_{23} \\
  -b_{32} & -b_{31} & b_{34} & -b_{33} \\
  -b_{42} & -b_{41} & -b_{44} & b_{43}
\end{bmatrix},
\begin{bmatrix}
  b_{13} & -b_{14} & -b_{11} & -b_{12} \\
  -b_{23} & b_{24} & -b_{21} & -b_{22} \\
  -b_{33} & -b_{34} & b_{31} & -b_{32} \\
  -b_{43} & -b_{44} & -b_{41} & b_{42}
\end{bmatrix},
\begin{bmatrix}
  b_{14} & -b_{13} & -b_{12} & -b_{11} \\
  -b_{24} & b_{23} & -b_{22} & -b_{21} \\
  -b_{34} & -b_{33} & b_{32} & -b_{31} \\
  -b_{44} & -b_{43} & -b_{42} & b_{41}
\end{bmatrix}.
\]

One can now easily check that \(\det(\mathcal{M}(AP))\) can be written as

\[
b_{41}\det_3(\mathcal{M}(AP_3)) + b_{12}\det_3(\mathcal{M}(AP_2)) + b_{13}\det_3(\mathcal{M}(AP_1)) + b_{44}\det_3(\mathcal{M}(AP)),
\]

which, since all \(b_{ij}\) are nonnegative, means that at least one of the size 3 leading principal minors must be positive. By Proposition 4.4 the corresponding matrix must be a nonsingular M-matrix, since it has both the \(3 \times 3\) and the \(4 \times 4\) leading principal minors positive.

This shows that if \(\det(\mathcal{M}(AP)) > 0\) for some permutation matrix, then Camion-Hoffman’s Theorem guarantees that \(\text{rank}_\theta(A) = 4\), completing the proof. \(\square\)

Remark 5.5. One can extract a little more information from the proof of Corollary 5.4. For checking if a \(4 \times 4\) nonnegative matrix \(A\) has phaseless
rank less than four, not only we just need to check \( \det \mathcal{M}(AP) \leq 0 \) for all permutation matrices \( P \), but we also saw that each determinant is obtained from four different permutation matrices, leaving only six polynomial inequalities to check.

More concretely, if \( A \) has entries \( a_{ij} \), and \( \text{perm}(A) \) denotes the permanent of \( A \), we just have to consider the inequalities:

\[
2 \left( a_{12}a_{23}a_{34}a_{41} + a_{11}a_{24}a_{33}a_{42} + a_{14}a_{21}a_{32}a_{43} + a_{13}a_{22}a_{31}a_{44} \right) - \text{perm}(A) \leq 0,
\]

\[
2 \left( a_{13}a_{22}a_{34}a_{41} + a_{14}a_{21}a_{33}a_{42} + a_{11}a_{24}a_{32}a_{43} + a_{12}a_{23}a_{31}a_{44} \right) - \text{perm}(A) \leq 0,
\]

\[
2 \left( a_{12}a_{24}a_{33}a_{41} + a_{11}a_{23}a_{34}a_{42} + a_{14}a_{22}a_{31}a_{43} + a_{13}a_{21}a_{32}a_{44} \right) - \text{perm}(A) \leq 0,
\]

\[
2 \left( a_{14}a_{22}a_{33}a_{41} + a_{13}a_{21}a_{34}a_{42} + a_{12}a_{24}a_{31}a_{43} + a_{11}a_{23}a_{32}a_{44} \right) - \text{perm}(A) \leq 0,
\]

\[
2 \left( a_{13}a_{24}a_{32}a_{41} + a_{14}a_{23}a_{31}a_{42} + a_{11}a_{22}a_{34}a_{43} + a_{12}a_{21}a_{33}a_{44} \right) - \text{perm}(A) \leq 0,
\]

\[
2 \left( a_{14}a_{23}a_{32}a_{41} + a_{13}a_{24}a_{31}a_{42} + a_{12}a_{21}a_{34}a_{43} + a_{11}a_{22}a_{33}a_{44} \right) - \text{perm}(A) \leq 0.
\]

Unfortunately, Corollary 5.4 does not extend beyond \( n = 4 \). Starting from \( n = 5 \) we have that verifying \( \det(\mathcal{M}(AP)) \leq 0 \), for all permutation matrices is stronger than having phaseless rank at most 4, as shown in the next example.

**Example 5.6.** Consider the matrices

\[
A = \begin{bmatrix}
7 & 4 & 9 & 10 & 0 \\
9 & 2 & 3 & 0 & 3 \\
3 & 10 & 6 & 4 & 8 \\
0 & 4 & 1 & 6 & 4 \\
0 & 3 & 3 & 10 & 2
\end{bmatrix}
\quad \text{and} \quad
P = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]

We have that \( \text{rank}_{\theta}(A) < 5 \), by Lemma 4.1, since no column is lopsided. However, \( \det(\mathcal{M}(AP)) = 3732 > 0 \), so it does not verify the determinant inequalities for all permutations matrices.

We now turn our attention to the boundary of the set \( P_{n-1}^{n \times n} \), which we will denote by \( \partial P_{n-1}^{n \times n} \). For \( n \leq 4 \), the explicit description we got in Corollaries 5.3 and 5.4 immediately guarantee us that the positive part of the boundary is contained in the set of matrices \( A \) such that \( \det(\mathcal{M}(AP)) = 0 \) for some permutation matrix \( P \). In particular this tells us that \( \partial P_{n-1}^{n \times n} \cap \mathbb{R}_{++}^{n \times n} \subseteq S_{n-1}^{n \times n} \).
for $n \leq 4$, the set of signless rank deficient matrices since $\det(\mathcal{M}(AP)) = 0$ implies $\det(\mathcal{M}(AP)P^{-1}) = 0$ and $\mathcal{M}(AP)P^{-1}$ is simply $A$ with the signs of some entries switched. What is less clear is that exactly the same is still true for all $n$.

**Proposition 5.7.** If $A \in \partial P_{n-1}^{n \times n} \cap \mathbb{R}_{++}^{n \times n}$, then $\det(\mathcal{M}(AP)) = 0$ for some permutation matrix $P$.

**Proof.** Suppose $A \in \partial P_{n-1}^{n \times n} \cap \mathbb{R}_{++}^{n \times n}$. Since $P_{n-1}^{n \times n}$ is closed, $\text{rank}_{\theta}(A) < n$ and there must exist a sequence $A_k$ of matrices such that $A_k \rightarrow A$ and every $A_k$ is nonnegative and has phaseless rank $n$.

By Camion-Hoffman this implies that for every $k$ we can find a permutation matrix $P_k \in S_n$ such that $\mathcal{M}(A_k P_k)$ is a nonsingular $M$-matrix or, equivalently, such that all eigenvalues of $\mathcal{M}(A_k P_k)$ have positive real part. Note that since there is a finite number of permutations, there exists a permutation matrix $P$ such that $P_k = P$ for an infinite subsequence $A_{k_i}$, and that $\mathcal{M}(A_{k_i} P)$ have all eigenvalues with positive real part.

Since eigenvalues vary continuously, and $\mathcal{M}(A_{k_i} P) \rightarrow \mathcal{M}(AP)$, we must have that all eigenvalues of $\mathcal{M}(AP)$ have nonnegative real part, so $\mathcal{M}(AP)$ is an $M$-matrix. It cannot be a nonsingular $M$-matrix, as that would imply that $\text{rank}_{\theta}(A) = n$. Therefore, $\mathcal{M}(AP)$ must be singular, i.e., $\det(\mathcal{M}(AP)) = 0$, as intended.

So, in spite of needing the smaller leading principal minors to fully describe the region, the boundary of $P_{n-1}^{n \times n}$ will still be contained in the set cut out by the determinants of the comparison matrices of the permutations of the matrices, even for $n > 4$. In the next example we try to illustrate what is happening.

**Example 5.8.** Consider the slice of the nonnegative matrices in $\mathbb{R}_{+}^{5 \times 5}$ that contains the identity, the all-ones matrix and the matrix in Example 5.6, all scaled to have row sums 1. By what we saw in Example 5.6, we know that in this slice the set of nonnegative matrices, the set of matrices of phaseless rank less than 5 and the set of matrices $A$ verifying $\mathcal{M}(AP) \leq 0$ for all $P$ are all distinct. This can be seen in the first image of Figure 6, where we see the sets in light blue, green and yellow, respectively, and the three special matrices mentioned as black dots.
Figure 6: A slice of the cone of $5 \times 5$ nonnegative matrices, with the nonmaximal phaseless rank region and its basic closed semialgebraic inner approximation highlighted.

In the second image of the same figure we can see the zero sets of the 120 different determinants of the form $\det(M(AP))$ and check that the extra positive boundary points of $P_{4}^{5 \times 5}$ do indeed come from one of them.

5.3 Upper bounds

In Proposition 5.1 we have shown that for an $n \times m$ matrix, with $n \leq m$, to have phaseless rank less than $n$ it was enough to check all its $n \times n$ submatrices. A natural question is to ask if the same is true for any $k$. This is false, as was shown by Levinger [14].

**Theorem 5.9** (Levinger [14]). Let $A = mI_n + J_n$, where $m$ is an integer with $1 \leq m < n - 2$, and $I_n$ and $J_n$ are, respectively, the $n \times n$ identity and all-ones matrices. Then, $\text{rank}_\theta(A) \geq m + 2$.

Note that it is not hard to see that all $(m + 2) \times (m + 2)$ matrices of the matrix $A$ constructed above have phaseless rank at most $m + 1$, so this is indeed a counterexample.

So a perfect generalization of Proposition 5.1 is impossible, but we can try to settle for a weaker goal: discovering what having all $k \times k$ submatrices
with phaseless rank less than \( k \) allows us to conclude about the phaseless
rank of the full matrix. This program was carried out in the same paper [14],
where the following result was derived.

**Proposition 5.10 (Levinger [14]).** Let \( A \in \mathbb{R}^{n \times m}_+ \), with \( m \geq n \). If all \( k \times k \)
submatrices of \( A \) have nonmaximal phaseless rank, for some \( k \leq n \), then

\[
\text{rank}_\theta(A) \leq m - \left\lfloor \frac{m - 1}{k - 1} \right\rfloor .
\]

In this section we use Proposition 5.1 to improve on this result. The
result we prove is virtually the same, except that we can replace the \( m \) in
the bound with the smaller \( n \), obtaining a much better bound for rectangular
matrices.

**Proposition 5.11.** Let \( A \in \mathbb{R}^{n \times m}_+ \), with \( m \geq n \). If all \( k \times k \) submatrices of
\( A \) have nonmaximal phaseless rank, for some \( k \leq n \), then

\[
\text{rank}_\theta(A) \leq n - \left\lfloor \frac{n - 1}{k - 1} \right\rfloor .
\]

**Proof.** Let \( M \) be an \( k \times m \) submatrix of \( A \). By Corollary 5.1 the matrix \( M \),
has nonmaximal rank. Hence, for every \( k \times m \) submatrix \( M \), we can find
\( B_M \in \Omega(M) \) with rank less than \( k \). Moreover, we are free to pick the first
row of \( B_M \) to be real, since scaling an entire column of \( B_M \) by \( e^{\theta_i} \) does not
change the rank or the equimodular class.

Consider then \( k \times m \) submatrices \( M_i \) of \( A \), \( i = 1, \ldots, \left\lfloor \frac{n - 1}{k - 1} \right\rfloor \) all containing
the first row, which we assume non-zero, but otherwise pairwise disjoint. We
can then construct a matrix \( B \) by piecing together the \( B_{M_i} \)'s, since they
coincide in the only row they share, and filling out the remaining rows, always
less than \( k - 1 \), with the corresponding entries of \( A \).

By construction, in that matrix \( B \) we always have in the rows corresponding
to \( B_{M_i} \) a row different than the first that is a linear combination of the
others, and can be erased without dropping the rank of \( B \). Doing this for all
\( i \), we get that the rank of \( B \) has at least a deficiency per \( B_i \), so its rank is at
most

\[
n - \left\lfloor \frac{n - 1}{k - 1} \right\rfloor ,
\]

and since \( B \) is equimodular with \( A \), \( \text{rank}_\theta(A) \) verifies the intended inequality. \( \square \)
Note that by setting $k = n$ we recover Proposition 5.1, so we have a strict extension of that result. Setting $k = 2$, we get that if all $2 \times 2$ minors have phaseless rank 1 so does the matrix, which is an obvious consequence of the observation already made in Section 2 that $\text{rank}_\theta (A) = 1$ if and only if rank $(A) = 1$. For every $k$ in-between we get new results, although not necessarily very strong. They are, however, enough to get some further geometric insight. We say that $\text{rank}_\theta (A) = k$ is typical in $\mathbb{R}^{n \times m}_+$ if there exists an open set in $\mathbb{R}^{n \times m}_+$ for which all matrices have phaseless rank $k$.

An interesting question in many different frameworks is the study of minimal typical ranks, which in our case corresponds to ask for the minimal $k$ for which $P_{k}^{n \times m}$ has full dimension. Since the variety of $n \times m$ matrices of rank at most $k$ has complex dimension $(n + m - k)k$, and real dimension twice that, a simple dimensional argument tells us that for $k$ to be typical we need

$$2(n + m - k)k \geq nm,$$

which boils down to $k \geq (n + m - \sqrt{n^2 + m^2})/2$. For the square case, for instance, this specializes to the fact that the minimal typical rank is at least $(1 - \sqrt{2}/2)n$, and as $m$ increases the lower bound also increases to the limit $n/2$. Getting upper bounds on typical ranks is generally harder, but Proposition 5.11 gives us one for free.

**Corollary 5.12.** For $\mathbb{R}^{n \times m}_+$, with $3 \leq n \leq m$, the minimal typical rank $k$ must verify

$$\frac{n + m - \sqrt{n^2 + m^2}}{2} \leq k \leq \left\lceil \frac{n + 1}{2} \right\rceil.$$

**Proof.** The lower bound comes from the above dimension count. To prove the upper bound, note that the $3 \times 3$ all-ones matrix has phaseless rank 1 (less than three), and any small enough entrywise perturbation of it also has phaseless rank less than 3, since it will still have nonlopsided columns. This means that the $n \times m$ all-ones matrix, and any sufficiently small perturbation of it, have all $3 \times 3$ submatrices with nonmaximal phaseless rank, which implies, by Proposition 5.11, that their phaseless rank is at most $\left\lceil \frac{n + 1}{2} \right\rceil$. Hence, there exists an open set of $\mathbb{R}^{n \times m}_+$ in which every matrix has phaseless rank less or equal than that number, which implies the smallest typical rank is at most that, giving us the upper bound. 

\[\square\]
For $m$ much larger than $n$ the bound is almost tight, since the lower bound converges to $n/2$. In fact, for odd $n$ and sufficiently large $m$ we will have that the typical rank is actually $\frac{n+1}{2}$, since that will be the only integer verifying both bounds.

6 Applications and outlook

6.1 The amoeba point of view

Many of the results developed in the previous sections have nice interpretations from the viewpoint of amoeba theory. Here, we will introduce some concepts and problems coming from this area of research and show the implications of the work previously developed.

As mentioned before, checking for amoeba membership is a very hard problem. One of the reasons is that certifying that a point is not in an amoeba is difficult. To that end, several necessary conditions for amoeba membership have been developed. One such condition is a non-lopsidedness criterion, introduced in [17]. In its most basic form, this gives a necessary condition for a point to be in the amoeba of the principal ideal generated by some polynomial $f$, $\mathcal{A}(f)$.

Let $f \in \mathbb{C}[z_1, \ldots, z_n]$ and $a \in \mathbb{R}^n$. By writing $f$ as a sum of monomials, $f(z) = m_1(z) + \ldots + m_d(z)$, define

$$f\{a\} := \{|m_1(a)|, \ldots, |m_d(a)|\}.$$ 

It is clear that in order for $a$ to be the vector of absolute values of some complex root of $f$, the vector $f\{a\}$ cannot be lopsided, as it must cancel after the phases are added in. We then define

$$\text{Nlop}(f) = \{a \in \mathbb{R}^n : f\{a\} \text{ is not lopsided}\}.$$ 

It is clear that $\mathcal{A}(f) \subseteq \text{Log}(\text{Nlop}(f))$, but the inclusion is generally strict. One immediate consequence of Example 4.7 is the following.

**Proposition 6.1.** Let $f = \det(X)$ be the cubic polynomial in variables $x_{ij}$, $i, j = 1, 2, 3$. Then

$$\mathcal{A}(f) = \text{Log}(\text{Nlop}(f)).$$
So, the above proposition gives us a nontrivial example where nonlopsidedness is a necessary and sufficient condition.

Another interesting example that we can extract from our results concerns amoeba bases. In the same work of Purbhoo, [17], it is proven that the amoebas of general ideals can be reduced in a way to the case of principal ideals, since \( \mathcal{A}(V(I)) = \bigcap_{f \in I} \mathcal{A}(f) \). The problem is that this is an infinite intersection, which immediately raises the question if a finite intersection may suffice. This suggests the notion of an amoeba basis, introduced in [18].

**Definition 6.2.** Given an ideal \( I \subseteq \mathbb{C}[z_1, \ldots, z_n] \), we call a finite set \( B \subset I \) an amoeba basis for \( I \) if it generates \( I \) and it verifies the property

\[
\mathcal{A}(V(I)) = \bigcap_{f \in B} \mathcal{A}(f)
\]

while any proper subset of \( B \) does not.

Unfortunately, amoeba bases may fail to exist and in fact very few examples of them are known. In [15] it is proven that varieties of a particular kind, those that are independent complete intersections, have amoeba bases, and it is conjectured that only union of those can have them (see [15] Conjecture 5.3). Proposition 5.1 gives us a nice new example of such nice behavior, disproving the conjecture, since the variety of rectangular matrices of rank less than \( n \) is not even a complete intersection.

**Corollary 6.3.** Let \( X \) be an \( n \times m \) matrix of indeterminates. The set of maximal minors of \( X \) is an amoeba basis for the determinantal ideal they generate.

Note that this is just another result in a long line of results about the special properties of the basis of maximal minors of a matrix of indeterminates, notoriously including the fact that they form a universal Groebner basis, as proved in [2]. For \( 3 \times n \) matrices we actually have that the nonlopsidedness of the generators is enough to guarantee the amoeba membership, an even stronger condition.

All other results automatically translate to amoeba theory, and some have interesting translations. We provide explicit semialgebraic descriptions for the amoeba of maximal minors, adding one example to the short list of
amoebas for which such is available, as pointed out in [15, Question 3.7]. Moreover, Proposition 5.7 implies that the boundary of the amoeba of the determinant of a square matrix of indeterminates is contained in the image by the entrywise absolute value map of the set of its real zeros, while Corollary 5.12 states some conditions for full dimensionality of the amoeba of the variety of bounded rank matrices.

6.2 Implications on semidefinite rank

As we saw before, upper bounds on the phaseless rank will immediately give us upper bounds on the complex semidefinite rank. One can use that to improve on some results in the literature, and hopefully to construct examples.

For a simple illustration, recall the following result proved in [13], that gives sufficient conditions for nonmaximality of the complex semidefinite rank of a matrix.

**Proposition 6.4** ([13]). Let $A \in \mathbb{R}^{n \times m}_+$. If every column of $\sqrt[\circ]{A}$ has no dominant entry (i.e., if every column of $\sqrt[\circ]{A}$ is not lopsided), then $\operatorname{rank}_{\operatorname{psd}}^C(A) < n$.

We remark that the assumption in the previous result is just a sufficient condition for $\operatorname{rank}_{\theta}(\sqrt[\circ]{A}) < n$, which implies $\operatorname{rank}_{\operatorname{psd}}^C(A) < n$, by Proposition 3.3. This observation easily follows from applying Lemma 4.1 to $\sqrt[\circ]{A}$. This means that Proposition 6.4 is just a specialization of the following more general statement.

**Proposition 6.5.** Let $A \in \mathbb{R}^{n \times m}_+$. If $\operatorname{rank}_{\theta}(\sqrt[\circ]{A}) < n$, then $\operatorname{rank}_{\operatorname{psd}}^C(A) < n$.

One can check whether $\operatorname{rank}_{\theta}(\sqrt[\circ]{A}) < n$ by using both Corollary 5.1 if the matrix is not square, and Theorem 4.6. More generally, Proposition 3.3 dictates that every upper bound for $\operatorname{rank}_{\theta}(\sqrt[\circ]{A})$ is an upper bound for $\operatorname{rank}_{\operatorname{psd}}^C(A)$. Thus, we have the following corollary of Proposition 5.11.

**Corollary 6.6.** Let $A \in \mathbb{R}^{n \times m}_+$, with $n \leq m$. If all $k \times k$ submatrices of $\sqrt[\circ]{A}$ have nonmaximal phaseless rank,

$$\operatorname{rank}_{\operatorname{psd}}^C(A) \leq n - \left\lfloor \frac{n - 1}{k - 1} \right\rfloor.$$
One can actually improve on both these results by removing the need to consider the Hadamard square root. To do that, we need an auxiliary lemma, concerning the Hadamard product of matrices:

**Lemma 6.7.** Let $A \in \mathbb{R}_{++}^{n \times n}$ and $\alpha \geq 1$. If $\text{rank}_\theta(A) = n$, then $\text{rank}_\theta(A^{\alpha}) = n$, where $A^{\alpha}$ is obtained from $A$ by taking entrywise powers $\alpha$.

**Proof.** By Theorem 4.6, $\text{rank}_\theta(A) = n$ if and only if there exists a permutation matrix $P$ such that $\mathcal{M}(AP)$ is a nonsingular $M$-matrix, which is equivalent to saying that the minimum real eigenvalue of $\mathcal{M}(AP)$ is positive, according to Proposition 4.4, i.e., $\sigma(AP) > 0$.

But then, Theorem 4 from [5] guarantees precisely that we must have

$$\sigma(A^{\alpha}P) = \sigma((AP)^{\alpha}) \geq \sigma(AP)^{\alpha} > 0,$$

proving that $\text{rank}_\theta(A^{\alpha}) = n$. \qed

By specializing $\alpha = 2$ and applying the previous Lemma to the Hadamard square root of $A$ we get the following immediate Corollary.

**Corollary 6.8.** Let $A \in \mathbb{R}_{++}^{n \times n}$. If $\text{rank}_\theta(A) < n$, $\text{rank}_\theta(\sqrt{A}) < n$.

This can be used to get a simpler upper bound on the complex semidefinite rank, testing submatrices of $A$ instead of its square root.

**Corollary 6.9.** Let $A \in \mathbb{R}_{++}^{n \times m}$, with $n \leq m$. If all $k \times k$ submatrices of $A$ have nonmaximal phaseless rank,

$$\text{rank}_{psd}^C(A) \leq n - \left\lfloor \frac{n - 1}{k - 1} \right\rfloor.$$

This can be used to derive simple upper bounds on the extension complexity of polytopes. Recall that for a $d$-dimensional polytope, $P$, its slack matrix, $S_P$, has rank $d + 1$ and its complex semidefinite rank is the complex semidefinite extension complexity of $P$. Since every $(d + 2) \times (d + 2)$ submatrix of $S_P$ has rank $d + 1$, it also has phaseless rank at most $d + 1$. Thus, by applying the previous corollary we obtain the following result.
Corollary 6.10. Let $P$ be a $d$-dimensional polytope with $v$ vertices and $f$ facets, and $m = \min\{v, f\}$ then

$$\text{rank}_{\text{psd}}^c(S_P) \leq m - \left\lfloor \frac{m - 1}{d + 1} \right\rfloor.$$ 

For $d = 2$, for example, this gives us an upper bound of $\lceil \frac{2n+1}{3} \rceil$ for the complex extension complexity of an $n$-gon, which is similar asymptotically to the $4 \left\lceil \frac{n}{6} \right\rceil$ bound derived in [12] and slightly better for small $n$ (note that that bound is valid for the real semidefinite extension complexity, and so automatically for the complex case too). Of course it is just linear, so it does not reach the sublinear complexity proved by Shitov in [19] even for the linear extension complexity, but it is applicable in general and can be useful for small polytopes in small dimensions. Moreover, it is, as far as we know, the only non-trivial bound that works for polytopes of arbitrary dimension.

6.3 Conclusion and some open questions

Throughout this paper we established the connection between the classical results of Camion and Hoffman on equimodular classes of matrices with the modern developments in the theories of amoebas and semidefinite extension complexity. This provided a rich field of motivation and applications, and allowed for interesting and new developments. However, many questions remain completely open and are ripe for further explorations.

1. Is it possible to characterize other cases besides the nonmaximal phaseless rank? The simplest outstanding case would be to characterize $4 \times 4$ matrices of phaseless rank at most 2.

2. Since the phaseless rank has strong conceptual connections to both the rank minimization and the phase retrieval problems can one use the body of work on approximations to those problems to develop some approximations to these quantities?

3. What can we say about the complexity of computing the phaseless rank?
4. While some work was already carried out here on the dimension of these semialgebraic sets, it should be possible to state more precise results on which values of the phaseless rank are typical.

References

[1] Abraham Berman and Robert J. Plemmons. Nonnegative matrices in the mathematical sciences, volume 9 of Classics in Applied Mathematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 1994. Revised reprint of the 1979 original.

[2] David Bernstein and Andrei Zelevinsky. Combinatorics of maximal minors. J. Algebraic Combin., 2(2):111–121, 1993.

[3] Gerald Lee Bradley. The eigenvalue set of a class of equimodular matrices. Linear Algebra and Appl., 2:105–116, 1969.

[4] Paul Camion and A. J. Hoffman. On the nonsingularity of complex matrices. Pacific J. Math., 17:211–214, 1966.

[5] L. Elsner, Charles R. Johnson, and J. A. Dias da Silva. The Perron root of a weighted geometric mean of nonnegative matrices. Linear and Multilinear Algebra, 24(1):1–13, 1988.

[6] Hamza Fawzi, João Gouveia, Pablo A. Parrilo, Richard Z. Robinson, and Rekha R. Thomas. Positive semidefinite rank. Math. Program., 153(1, Ser. B):133–177, 2015.

[7] I. M. Gelfand, M. M. Kapranov, and A. V. Zelevinsky. Discriminants, resultants and multidimensional determinants. Modern Birkhäuser Classics. Birkhäuser Boston, Inc., Boston, MA, 2008. Reprint of the 1994 edition.

[8] António Pedro Goucha, João Gouveia, and Pedro M. Silva. On ranks of regular polygons. SIAM J. Discrete Math., 31(4):2612–2625, 2017.

[9] João Gouveia, Pablo A. Parrilo, and Rekha R. Thomas. Lifts of convex sets and cone factorizations. Math. Oper. Res., 38(2):248–264, 2013.
[10] João Gouveia, Kanstanstin Pashkovich, Richard Z. Robinson, and Rekha R. Thomas. Four-dimensional polytopes of minimum positive semidefinite rank. *J. Combin. Theory Ser. A*, 145:184–226, 2017.

[11] João Gouveia, Richard Z. Robinson, and Rekha R. Thomas. Polytopes of minimum positive semidefinite rank. *Discrete Comput. Geom.*, 50(3):679–699, 2013.

[12] João Gouveia, Richard Z. Robinson, and Rekha R. Thomas. Worst-case results for positive semidefinite rank. *Math. Program.*, 153(1, Ser. B):201–212, 2015.

[13] Troy Lee, Zhaohui Wei, and Ronald de Wolf. Some upper and lower bounds on PSD-rank. *Math. Program.*, 162(1-2, Ser. A):495–521, 2017.

[14] Bernard W. Levinger. A generalization of the Camion-Hoffman theorem. *Linear Algebra and Appl.*, 5:227–232, 1972.

[15] Mounir Nisse and Frank Sottile. Describing amoebas. *arXiv preprint arXiv:1805.00273*, 2018.

[16] George Poole and Thomas Boullion. A survey on $M$-matrices. *SIAM Rev.*, 16:419–427, 1974.

[17] Kevin Purbhoo. A Nullstellensatz for amoebas. *Duke Math. J.*, 141(3):407–445, 2008.

[18] Franziska Schroeter and Timo de Wolff. The boundary of amoebas. *arXiv preprint arXiv:1310.7363*, 2013.

[19] Yaroslav Shitov. Sublinear extensions of polygons. *arXiv preprint arXiv:1412.0728*, 2014.