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ABSTRACT: We develop techniques for computing and analyzing multiple unitarity cuts of Feynman integrals, and reconstructing the integral from these cuts. We study the relations among unitarity cuts of a Feynman integral computed via diagrammatic cutting rules, the discontinuity across the corresponding branch cut, and the coproduct of the integral. For single unitarity cuts, these relations are familiar. Here we show that they can be generalized to sequences of unitarity cuts in different channels. Using concrete one- and two-loop scalar integral examples we demonstrate that it is possible to reconstruct a Feynman integral from either single or double unitarity cuts. Our results offer insight into the analytic structure of Feynman integrals as well as a new approach to computing them.
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1 Introduction

The precise determination of physical observables in quantum field theory involves computing multiloop Feynman integrals. The difficulty of these integrals has led to their extensive study and the development of various specialized integration techniques.

One approach to computing Feynman integrals has been to analyze the discontinuities across their branch cuts. Like the integrals themselves, their discontinuities can be computed by diagrammatic rules [1–3]. According to these rules, a given cut diagram is separated into two parts, with the intermediate particles at the interface of the two parts restricted to their mass shells, resulting in a cut Feynman integral. This on-shell restriction can simplify the integration, and its result, considerably. The discontinuity with respect to a particular Mandelstam invariant $s_i$ is then recovered by the unitarity cut, which is the sum over all diagrams that are cut in this channel. The original uncut integral may then be reconstructed directly from one of its discontinuities by a dispersion relation [1–5]. Alternatively, modern unitarity methods [6–14] make use of discontinuities to constrain an integral through its expansion in a basis of Feynman integrals. The goal of this paper is to extend the study of discontinuities of Feynman integrals and their relation with cut diagrams, in the light of modern mathematical tools.

A large class of Feynman integrals can be expressed in terms of transcendental functions called multiple polylogarithms, which are defined by certain iterated integrals and include classical polylogarithms as a special case. Multiple polylogarithms, and iterated integrals in general, carry a lot of unexpected algebraic structure. In particular, they form a Hopf algebra [15, 16], which is a natural tool to capture discontinuities. By now, there is considerable evidence that the coproduct (and the symbol) of a Feynman integral of transcendental weight $n$, with massless propagators, satisfies a condition known as the first entry condition [17]: the terms in the coproduct of transcendental weight $(1, n - 1)$ can be written in the form

$$\sum_i \log(-s_i) \otimes f_{s_i},$$

where the sum ranges over all Mandelstam invariants $s_i$, and $f_{s_i}$ is the discontinuity of the integral with respect to the variable $s_i$. The deeper structure of the coproduct contains information about sequential discontinuities.
While it is known that the function $f_{s_i}$ is related to the unitarity cut on the corresponding channel \cite{1–3}, here we generalize this relation and show that \textit{multiple unitarity cuts} correspond to certain sequential discontinuities, which are in turn related to entries of the coproduct. We find that cuts and discontinuities taken in physical channels corresponding to Mandelstam invariants are encoded into specific terms in the coproduct characterized by a set of simple logarithms that have the same set of discontinuities. It is noteworthy, however, that the arguments of these logarithms are in general not simple Mandelstam invariants, but they are related to the latter through algebraic relations specific to each Feynman integral. In this way we obtain a correspondence among three a priori unrelated concepts in the case of Feynman integrals: the computation of cut integrals, the mathematical operation of computing the discontinuity across a branch cut and the coproduct of the integral.

The aforementioned correspondence among cuts, discontinuities, and coproducts are the main result of this paper. In order to formulate it precisely, however, we need to define all the operations rigorously. We begin by extending the diagrammatic cutting rules of refs. \cite{2, 3}, which have only been formulated for single unitarity cuts so far, to allow for sequential unitarity cuts in multiple channels. Similarly to the case of a single unitarity cut, we restrict the computation to real kinematics. Beyond single unitarity cuts, the results depend crucially on the phase-space boundaries imposed by the kinematic region where each cut diagram is computed, and not only on the set of cut propagators. We conjecture relations between sequential discontinuities, entries of the coproduct and multiple unitarity cuts. To support these conjectures, we analyze them in the context of several non-trivial examples at one loop, as well as the three-point ladder at two loops.

Because the techniques for computing cut diagrams are less well developed compared to standard Feynman diagrams, we proceed to establish such techniques. Working in real kinematics allows us to use explicit real phase-space parametrizations. Furthermore, we show that at the multi-loop level one can efficiently use lower-order information by identifying subdiagrams whose external legs are cut propagators of the original integral. The calculations are checked in several different ways. First we verify that the unitarity cut in the $s_i$ channel does indeed correspond to the expected function $f_{s_i}$ in eq. (1.1). Further checks are provided by the nontrivial cancellation of infrared singularities. Indeed, even if the original Feynman integral is finite in $D = 4$ dimensions, it is often necessary to regularize the corresponding cut integrals; we use dimensional regularization. Although individual cut diagrams can be infrared divergent, their sum is finite, through a mechanism similar to the cancellation of infrared divergences in a total cross section. Having established the techniques, we apply them to the calculation of multiple cuts in several one- and two-loop examples. These in turn are used to verify the relations discussed above between multiple unitarity cuts, sequential discontinuities and the coproduct.

Finally, we discuss the possibility to reconstruct the full uncut integral from the knowledge of its cuts, either through dispersion relations or through algebraic manipulations based on the Hopf algebra structure. Using the three-mass triangle and the two-loop three-point ladder as examples, we show that single and double dispersive integrals can be recast into the form of iterated integrals which greatly simplifies their evaluation. Alter-
natively, we demonstrate how to reconstruct first the symbol and then the full function from the knowledge of its (multiple) cuts, by means of simple algebraic manipulations on the symbol tensor. We thus see the computation of multiple unitarity cuts as a promising approach to computing Feynman integrals in the future.

The paper is organized as follows. In section 2, we give a brief review of multiple polylogarithms and their Hopf algebra, and we discuss the class of pure transcendental functions that we expect to be able to analyze.

In section 3, we present definitions of the three types of discontinuities that we consider: Disc is the difference in value as a function crosses its branch cut; Cut is the value obtained by cutting diagrams into parts; and δ is a function identified algebraically inside the coproduct. Each of these discontinuities is defined not just for a single cut, but for sequences of unitarity cuts in different Mandelstam invariants or related variables. We conjecture a precise relation between Cut and Disc, and one between Disc and δ. By combining the two relations, we claim that diagrammatic cuts correspond to functions within the coproduct. We close this section by presenting several consequences of the correspondence in the case of ladder-type three-point functions.

In section 4, we give examples of our relations at one-loop and present our technique for evaluating cut integrals. We discuss in detail the examples of the three-mass triangle, the four-mass box and the two-mass-hard box, and we show that the conjectured relations hold for these examples.

Sections 5 and 6 contain the main example of this paper, namely the two-loop three-point ladder integral with massless propagators. We discuss techniques used in multi-loop cut calculations. In section 5, we compute single unitarity cuts and show that the relations conjectured in section 3 are satisfied. In section 6, we compute sequences of two unitarity cuts, and we show that the conjectured relations still hold.

In section 7, we discuss the reconstruction of Feynman integrals from their cuts, based on the examples of the one-loop triangle and the ladder diagram. We show how dispersion relations can be recast into simple iterated integrals which allows to easily evaluate these integrals from the knowledge of their cuts. We then show how their symbols can be reconstructed from even limited knowledge of their cuts by using the integrability condition, and how to obtain the full functions from the knowledge of their symbols. In section 8, we close with discussion of outstanding issues and suggestions for future study. Appendix A summarizes our key conventions for evaluating Feynman diagrams and cut diagrams. Appendix B collects results of one-loop diagrams, cut and uncut, that are used throughout the paper. In appendix C we give explicit results for single unitarity cuts of the two-loop ladder. Finally, in appendix D we summarize the calculation for two sets of double cuts of the two-loop ladder, and give explicit expressions for their result.

2 The Hopf algebra of multiple polylogarithms

Feynman integrals in dimensional regularization usually evaluate to transcendental functions whose branch cuts are related to the physical discontinuities of S-matrix elements. Although it is known that generic Feynman integrals can involve elliptic functions [18–23],
large classes of Feynman integrals can be expressed through the classical logarithm and polylogarithm functions,

\[ \log z = \int \frac{dt}{\ln t} \quad \text{and} \quad \text{Li}_n(z) = \int_0^z \frac{dt}{\ln t} \text{Li}_{n-1}(t) \quad \text{with} \quad \text{Li}_1(z) = -\log(1 - z), \tag{2.1} \]

and generalizations thereof (see, e.g., refs. [24–30], and references therein). In the following we will concentrate exclusively on integrals that can be expressed entirely through polylogarithmic functions. Of special interest in this context are the so-called multiple polylogarithms, and in the rest of this section we will review some of their mathematical properties.

### 2.1 Multiple polylogarithms

Multiple polylogarithms are defined by the iterated integral [16, 31]

\[ G(a_1, \ldots, a_n; z) = \int_0^z \frac{dt}{t - a_1} G(a_2, \ldots, a_n; t), \tag{2.2} \]

with \( a_i, z \in \mathbb{C} \). In the special case where all the \( a_i \)'s are zero, we define, using the obvious vector notation \( \vec{a}_n = (a, \ldots, a) \),

\[ G(\vec{0}; z) = \frac{1}{n!} \ln^n z. \tag{2.3} \]

The number \( n \) of integrations in eq. (2.2), or equivalently the number of \( a_i \)'s, is called the weight of the multiple polylogarithm. In the following we denote by \( \mathcal{H} \) the \( \mathbb{Q} \)-vector space spanned by all multiple polylogarithms. In addition, \( \mathcal{H} \) can be turned into an algebra. Indeed, iterated integrals form a shuffle algebra,

\[ G(\vec{a}_1; z) G(\vec{a}_2; z) = \sum_{\vec{a} \in \vec{a}_1 \shuffle \vec{a}_2} G(\vec{a}; z), \tag{2.4} \]

where \( \vec{a}_1 \shuffle \vec{a}_2 \) denotes the set of all shuffles of \( \vec{a}_1 \) and \( \vec{a}_2 \), i.e., the set of all permutations of their union that preserve the relative orderings inside \( \vec{a}_1 \) and \( \vec{a}_2 \). It is obvious that the shuffle product preserves the weight, and hence the product of two multiple polylogarithms of weight \( n_1 \) and \( n_2 \) is a linear combination of multiple polylogarithms of weight \( n_1 + n_2 \).

We can formalize this statement by saying that the algebra of multiple polylogarithms is graded by the weight,

\[ \mathcal{H} = \bigoplus_{n=0}^{\infty} \mathcal{H}_n \quad \text{with} \quad \mathcal{H}_{n_1} \cdot \mathcal{H}_{n_2} \subset \mathcal{H}_{n_1 + n_2}, \tag{2.5} \]

where \( \mathcal{H}_n \) is the \( \mathbb{Q} \)-vector space spanned by all multiple polylogarithms of weight \( n \), and we define \( \mathcal{H}_0 = \mathbb{Q} \).

Multiple polylogarithms can be endowed with more algebraic structures. If we look at the quotient space \( \mathcal{H} = \mathcal{H}/(\pi \mathcal{H}) \) (the algebra \( \mathcal{H} \) modulo \( \pi \)), then \( \mathcal{H} \) is a Hopf algebra [15,
In particular, $\mathcal{H}$ can be equipped with a coproduct $\Delta : \mathcal{H} \rightarrow \mathcal{H} \otimes \mathcal{H}$, which is coassociative,
\[(\text{id} \otimes \Delta) \Delta = (\Delta \otimes \text{id}) \Delta,\] (2.6)
respects the multiplication,
\[\Delta(a \cdot b) = \Delta(a) \cdot \Delta(b),\] (2.7)
and respects the weight,
\[\mathcal{H}_n \xrightarrow{\Delta} \bigoplus_{k=0}^{n} \mathcal{H}_k \otimes \mathcal{H}_{n-k}.\] (2.8)

The coproduct of the ordinary logarithm and the classical polylogarithms are
\[\Delta(\log z) = 1 \otimes \log z + \log z \otimes 1\] and \[\Delta(\text{Li}_n(z)) = 1 \otimes \text{Li}_n(z) + \sum_{k=0}^{n-1} \text{Li}_{n-k}(z) \otimes \frac{\log^k z}{k!}.\] (2.9)

For the definition of the coproduct of general multiple polylogarithms we refer to refs. [15, 16].

The coassociativity of the coproduct implies that it can be iterated in a unique way. If $$(n_1, \ldots, n_k)$$ is a partition of $n$, we define
\[\Delta_{n_1, \ldots, n_k} : \mathcal{H}_n \rightarrow \mathcal{H}_{n_1} \otimes \cdots \otimes \mathcal{H}_{n_k}.\] (2.10)

Note that the maximal iteration of the coproduct, corresponding to the partition $(1, \ldots, 1)$, agrees with the symbol of a transcendental function $F$ [32–36]
\[S(F) \equiv \Delta_{1, \ldots, 1}(F) \in \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_1.\] (2.11)

Since every element of $\mathcal{H}_1$ is a logarithm, the ‘log’ sign is usually dropped when talking about the symbol of a function. Note that not every element in $\mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_1$ corresponds to the symbol of a function in $\mathcal{H}$. Instead, one can show that if we take an element
\[s = \sum_{i_1, \ldots, i_n} c_{i_1, \ldots, i_n} \log x_{i_1} \otimes \cdots \otimes \log x_{i_n} \in \mathcal{H}_1 \otimes \cdots \otimes \mathcal{H}_1,\] (2.12)
then there is a function $F \in \mathcal{H}_n$ such that $S(F) = s$ if and only if $s$ satisfies the integrability condition
\[\sum_{i_1, \ldots, i_n} c_{i_1, \ldots, i_n} d \log x_{i_k} \wedge d \log x_{i_{k+1}} \log x_{i_1} \otimes \cdots \otimes \log x_{i_{k-1}} \otimes \log x_{i_{k+2}} \otimes \cdots \otimes \log x_{i_n} = 0,\] (2.13)
where $\wedge$ denotes the usual wedge product on differential forms.

While $\mathcal{H}$ is a Hopf algebra, we are practically interested in the full algebra $\overline{\mathcal{H}}$ where we have kept all factors of $\pi$. Based on similar ideas in the context of motivic multiple zeta values [37], it was argued in ref. [38] that we can reintroduce $\pi$ into the construction by considering the trivial comodule $\overline{\mathcal{H}} = \mathbb{Q}[i\pi] \otimes \mathcal{H}$. The coproduct is then lifted to a comodule map $\Delta : \overline{\mathcal{H}} \rightarrow \overline{\mathcal{H}} \otimes \mathcal{H}$ which acts on $i\pi$ according to $\Delta(i\pi) = i\pi \otimes 1$. In the following we will, by abuse of language, refer to the comodule as the Hopf algebra $\overline{\mathcal{H}}$ of multiple polylogarithms.
Let us conclude this review of multiple polylogarithms and their Hopf algebra structure by discussing how differentiation and taking discontinuities (see section 3 for precise definition of discontinuity in this work) interact with the coproduct. In ref. [38] it was argued that the following identities hold:

\[
\Delta \frac{\partial}{\partial z} = \left( \text{id} \otimes \frac{\partial}{\partial z} \right) \Delta \quad \text{and} \quad \Delta \text{Disc} = (\text{Disc} \otimes \text{id}) \Delta.
\] (2.14)

In other words, differentiation only acts in the last entry of the coproduct, while taking discontinuities only acts in the first entry. Since the discontinuities are proportional to \(i\pi\), which appears only in isolation in the first entry of the coproduct, it follows from the last relation that for an element \(f_n\) of weight \(n\) in \(\overline{H}\),

\[
\text{Disc } f_n \sim \mu \left[ (\text{Disc} \otimes \text{id}) \Delta_{1,n-1} f_n \right]
\] (2.15)

where \(\mu : \overline{H} \otimes \overline{H} \rightarrow \overline{H}\) denotes the multiplication in \(\overline{H}\), i.e. we simply multiply the two factors in the coproduct, and \(\sim\) denotes equivalence modulo \(\pi^2\), because the weight \((n-1)\) part of the coproduct in the right-hand side is only defined modulo \(\pi\).

### 2.2 Pure Feynman integrals

In the rest of this paper we will be concerned with connected Feynman integrals in dimensional regularization. Close to \(D = 4 - 2\epsilon\) dimensions, an \(L\)-loop Feynman integral \(F^{(L)}\) then defines a Laurent series,

\[
F^{(L)}(\epsilon) = \sum_{k=-2L}^{\infty} F^{(L)}_k \epsilon^k.
\] (2.16)

In the following we will concentrate on situations where the coefficients of the Laurent series can be written exclusively in terms of multiple polylogarithms and rational functions, and a well-known conjecture states that the weight of the transcendental functions (and numbers) that enter the coefficient \(F^{(L)}_k\) of an \(L\) loop integral is less than or equal to \(2L - k\). If all the polylogarithms in \(F^{(L)}_k\) have the same weight, the integral is said to have uniform (transcendental) weight. In addition, we say that an integral is pure if the coefficients \(F^{(L)}_k\) do not contain rational or algebraic functions of the external kinematical variables.

It is clear that pure integrals are the natural objects to study when trying to link Hopf algebraic ideas for multiple polylogarithms to Feynman integrals. For this reason we will only be concerned with pure integrals in the rest of this paper. However, the question naturally arises of how restrictive this assumption is. In ref. [39] it was noted that if a Feynman integral has unit leading singularity [40], i.e., if all the residues of the integrand, obtained by integrating over compact complex contours around the poles of the integrand, are equal to one, then the corresponding integral is pure. Furthermore, it is well known that Feynman integrals satisfy integration-by-parts identities [41], which, loosely speaking, allow one to express a loop integral with a given propagator structure in terms of a minimal set of so-called master integrals. In ref. [42] it was conjectured that it is always possible to choose the master integrals to be pure integrals, and the conjecture was shown to hold.
in several nontrivial cases [43–46]. Hence, if this conjecture is true, it should always be possible to restrict the computation of the master integrals to pure integrals, which justifies the restriction to this particular class of integrals.

Another restriction on the class of Feynman integrals considered in this paper is that we consider all propagators to be massless. In this case, it is known that the branch points of the integral, seen as a function of the invariants \( s_{ij} = (p_i + p_j)^2 \), where \( p_i \) are the external momenta (which can be massive or massless), are the points where one of the invariants is zero or infinite [4]. It follows then from eq. (2.14) that the first entry of the coproduct of a Feynman integral can only have discontinuities in these precise locations. In particular, this implies the so-called first entry condition, i.e., the statement that the first entries of the symbol of a Feynman integral with massless propagators can only be (logarithms of) Mandelstam invariants [17]. This observation, combined with the fact that Feynman integrals can be given a dispersive representation, provides the motivation for the rest of this paper, namely the study of the discontinuities of a pure Feynman integral with massless propagators through the lens of the Hopf algebraic language reviewed at the beginning of this section.

### 2.3 The symbol alphabet

The most natural kinematic variables for a given integral might be more complicated functions of the momentum invariants. Indeed, it is known that the Laurent expansion coefficients in eq. (2.16) are periods (defined, loosely speaking, as integrals of rational functions), which implies that the arguments of the polylogarithmic functions are expected to be algebraic functions of the external scales [47]. In practice it is more convenient to find a parametrization of the kinematics such that the arguments of all polylogarithmic functions are rational. More precisely, if we have a Feynman integral depending on \( n \) independent scales \( s_i \) (e.g. Mandelstam invariants), we want to find \( n - 1 \) independent variables \( z_i \) such that

\[
\frac{s_i}{s_n} = f_i(z_1, \ldots, z_{n-1}),
\]

(2.17)

where the \( f_i \) are rational functions such that all the arguments of the polylogarithms are rational functions of the \( z_i \) variables. While no general algorithm is known that allows one to find the parametrization (2.17), such a parametrization exists for all known examples of Feynman integrals that can be expressed in terms of multiple polylogarithms. We will therefore from now on assume that such a parametrization exists. The inverse relations to (2.17), expressing \( z_i \) in terms of the Mandelstam invariants \( \{s_j\} \), are algebraic functions, often involving square roots of polynomials of the invariants \( \{s_j\} \). Concrete examples will be given in Section 4.

If a parametrization of the type (2.17) has been determined for a given Feynman integral, it is easy to see that the entries of the symbol of this integral will be rational functions of the \( z_i \). Moreover, due to the additivity of the symbol, we can assume that the entries of the symbol are polynomials with integer coefficients\(^1\) in the variables \( z_i \), which without loss of generality we may assume to be irreducible over \( \mathbb{Z} \). In other words, once

---

\(^1\)We allow the polynomials to be constants.
a rational parametrization (2.17) has been determined, we can assign to every Feynman integral a set $A \subset \mathbb{Z}[z_1, \ldots, z_{n-1}]$ of irreducible polynomials. In the following we call the set $A$ the *symbol alphabet* of the integral, and its elements, which we generically denote by $x_i$, will be called the *letters* of the alphabet. Some comments are in order: First, we note that the symbol alphabet $A$ is not unique, but it is tightly connected to the choice of the rational parametrization (2.17). A different choice for the rational functions $f_i$ may result in a different symbol alphabet $A$. Second, we emphasize that although the parametrization (2.17) only involves the external scales, its form is in general dependent on the loop order and/or the order in the expansion in the dimensional regulator $\epsilon$ and the topology of the integral under consideration. Third, it is easy to see that once a symbol alphabet $A$ is fixed, the symbol of a polylogarithmic function of weight $k$ takes values in $\mathbb{Q} \otimes \mathbb{Z}[A] \otimes^k$, the $k$-fold tensor product (with rational coefficients) of the free abelian group of rational functions whose generators are the polynomials in the set $A$. Finally, we note that it is expected that the arguments of the polylogarithms take values in a subset of the free abelian group $\mathbb{Z}[A]$, and an explicit (conjectural) construction of this subset was presented in ref. [36].

In practical applications it is often advantageous to know the symbol alphabet underlying a specific problem a priori. For example, if the alphabet is determined, it is possible to write ansätze for the symbols and/or the function spaces for Feynman integrals or amplitudes, which can then be fixed using additional physical information (e.g., behaviour in certain limits) [48–55]. Unfortunately, as already mentioned, no general algorithm to determine a rational parametrization (2.17), and thus the letters $x_i \in A$ is known. One possible way to determine the alphabet is to analyze the differential equations satisfied by Feynman integrals [42, 56–59], where the letters $x_i$ appear as the singularities of the differential equations.\(^2\) In the rest of this paper we argue that another way of determining the letters $x_i$ consists in analyzing (iterated) unitarity cuts of Feynman integrals. Indeed, as we will argue in the next section, cut integrals are tightly connected to the entries in the coproduct (and hence the symbol) and the discontinuities of a Feynman integral, but they are sometimes easier to compute because the transcendental weight is reduced. The precise connection between (iterated) unitarity cuts, discontinuities and coproducts of Feynman integrals is the subject of the next sections.

### 3 Three definitions of discontinuities

In this section we present our definitions and conventions for the discontinuities of Feynman integrals with respect to external momentum invariants, also called *cut channels*. There are three operations giving systematically related results: a discontinuity across a branch cut of the Feynman integral, which we denote by Disc and define in section 3.1 below; unitarity cuts computed via Cutkosky rules and the diagrammatic rules of refs. [2, 3], which we extend here to multiple cuts and denote by Cut (section 3.2); and a corresponding $\delta$ operation on the coproduct of the integral (section 3.3). Discontinuities taken with

\(^2\)We note, however, that also in that case a rational parametrization has to be determined by independent means.
respect to one invariant are familiar, but sequential discontinuities must be constructed with care in order to derive equivalent results from the three operations. In this section, we present these concepts in general terms and then close with a simple example. More concrete illustrations, which further support the conjectured connections among the three operations, appear in the following sections.

Let $F$ be a pure Feynman integral, and let $s$ and $s_i$ denote Mandelstam invariants (squared sums of external momenta), labeled by $i$ in the case where we consider several of them. These invariants come with an $i\varepsilon$ prescription inherited from the Feynman rules for propagators. In the case of planar integrals, such as the examples we will consider in the following sections, the integral is originally calculated in the Euclidean region, where all Mandelstam invariants of consecutive legs are negative, so that branch cuts are avoided. It may then be analytically continued to any other kinematic region by the prescription $s_i \rightarrow s_i + i\varepsilon$.

### 3.1 Disc: Discontinuity across branch cuts

The operator $\text{Disc}_s F$ gives the direct value of the discontinuity of $F$ as the variable $s$ crosses the real axis. If there is no branch cut in the kinematic region being considered, or if $F$ does not depend on $s$, then the value is zero. Concretely,

$$\text{Disc}_s \left[ F(s \pm i0) \right] = \lim_{\varepsilon \rightarrow 0} \left[ F(s \pm i\varepsilon) - F(s \mp i\varepsilon) \right], \quad (3.1)$$

where the $i\varepsilon$ prescription must be inserted correctly in order to obtain the appropriate sign of the discontinuity. For example, $\text{Disc}_s \log(s + i0) = 2\pi i \theta(-s)$. We will discuss the sign in more detail at the end of this section, when we relate $\text{Disc}$ to the other definitions of discontinuities.

The sequential discontinuity operator $\text{Disc}_{s_1,\ldots,s_k} F$ is defined recursively:

$$\text{Disc}_{s_1,\ldots,s_k} F \equiv \text{Disc}_{s_k} \left( \text{Disc}_{s_1,\ldots,s_{k-1}} F \right). \quad (3.2)$$

Note that $\text{Disc}$ may be computed in any kinematic region after careful analytic continuation, but if it is to be related to the value of Cut, it should be computed in the same region as the corresponding multiple cut. In particular, sequential $\text{Disc}$ will be computed in different regions at each step. We will sometimes write

$$\text{Disc}_{s_1,\ldots,s_k; R} F \quad (3.3)$$

to make explicit the region $R$ in which $\text{Disc}_{s_1,\ldots,s_k}$ is to be computed, after having analytically continued $F$ to this same region.

### 3.2 Cut: Cut integral

The operator $\text{Cut}_s F$ gives the sum of cut Feynman integrals, in which some propagators in the integrand of $F$ are replaced by Dirac delta functions. These propagators themselves are called cut propagators. The sum is taken over all combinations of cut propagators that separate the diagram into two parts, in which the momentum flowing through the
Cut propagators from one part to the other corresponds to the Mandelstam invariant $s$. Furthermore, each cut is associated with a consistent direction of energy flow between the two parts of the diagram, in each of the cut propagators. In this work, we follow the conventions for cutting rules established in refs. [2, 3], and extend them for sequential cuts.

**First cut.** Let us first review the cutting rules of refs. [2, 3]. We start by enumerating all possible partitions of the vertices of a Feynman diagram into two sets, colored black ($b$) and white ($w$). Each such colored diagram is then evaluated according to the following rules:

- Black vertices, and propagators joining two black vertices, are computed according to the usual Feynman rules.
- White vertices, and propagators joining two white vertices, are complex-conjugated with respect to the usual Feynman rules.
- Propagators joining a black and a white vertex are cut with an on-shell delta function, a factor of $2\pi$ to capture the complex residue correctly, and a theta function restricting energy to flow in the direction $b \rightarrow w$.

For a massless scalar theory, the rules for the first cut may be depicted as:

\[
\begin{align*}
\bullet = i & \quad \circ = -i \\
\frac{p}{p^2 + i\varepsilon} & = \frac{-i}{p^2 - i\varepsilon} \\
2\pi \delta(p^2) \theta(p_0)
\end{align*}
\]

The dashed line indicating a cut propagator is given for reference and does not add any further information. We write $\text{Cut}_s$ to denote the sum of all diagrams belonging to the same momentum channel, i.e., in each of these diagrams, if $p$ is the sum of all momenta through cut propagators flowing in the direction from black to white, then $p^2 = s$. Note that cut diagrams in a given momentum channel will appear in pairs that are black/white color reversals — but of each pair, only one of the two can be consistent with the energies of the fixed external momenta, giving a potentially nonzero result.

We note that $\text{Cut}_s F(x_1, \ldots, x_k)$ is a function of the variables $x_i$ mentioned above, which we recall can be complicated algebraic functions of the Mandelstam invariants. Finding the correct $x_i$ in which to express a given Feynman integral is a nontrivial problem. Since cut Feynman integrals depend on the same variables as uncut diagrams but are simpler functions, the $x_i$ can be more easily identified by computing cuts, as illustrated in eq. (4.17).
Sequential cuts. The diagrammatic cutting rules of refs. [2, 3] reviewed so far allow us to consistently define cut integrals corresponding to a single unitarity cut. The aim of this paper is however the study of sequences of unitarity cuts. The cutting rules of refs. [2, 3] are insufficient in that case, as they only allow us to partition a diagram in two parts, corresponding to connected areas of black and white vertices. We now present an extension of the cutting rules to sequences of unitarity cuts on different channels. At this stage, we only state the rules, whose consistency is then backed up by the results we find in the remainder of this paper.

In a sequence of diagrammatic cuts, energy-flow conditions are overlaid, and complex conjugation of vertices and propagators is applied sequentially. We continue to use black and white vertex coloring to show complex conjugation. We illustrate an example in fig. 1, which will be discussed below.

Consider a multiple-channel cut, \( \text{Cut}_{s_1, \ldots, s_k} I \). It is represented by the sum of all diagrams with a color-partition of vertices for each of the cut invariants \( s_i = p_i^2 \). Assign a sequence of colors \( (c_1(v), \ldots, c_k(v)) \) to each vertex \( v \) of the diagram, where each \( c_i \) takes the value 0 or 1. For a given \( i \), the colors \( c_i \) partition the vertices into two sets, such that the total momentum flowing from vertices labeled 0 to vertices labeled 1 is equal to \( p_i \). A vertex \( v \) is finally colored according to \( c(v) \equiv \sum_{i=1}^{k} c_i(v) \mod 2 \), with black for \( c(v) = 0 \) and white for \( c(v) = 1 \). The rules for evaluating a diagram are as follows.

Figure 1: Sequential cuts of a triangle diagram, whose vertices \( v \) are labelled by all possible color sequences \( (c_1(v), c_2(v)) \) encoding the cuts. Energy flows from 0 to 1 for each cut, giving the restrictions listed below each diagram.
Black vertices are computed according to the usual Feynman rules; white vertices are computed according to complex-conjugated Feynman rules.

A propagator joining vertices $u$ and $v$ is uncut if $c_i(u) = c_i(v)$ for all $i$. Then, if the vertices are black, i.e. $c(u) = c(v) = 0$, then the propagator is computed according to the usual Feynman rules, and if the vertices are white, i.e. $c(u) = c(v) = 1$, then the propagator is computed according to complex-conjugated Feynman rules.

A propagator joining vertices $u$ and $v$ is cut if $c_i(u) \neq c_i(v)$ for any $i$. There is a theta function restricting the direction of energy flow from 0 to 1 for each $i$ for which $c_i(u) \neq c_i(v)$. If different cuts impose conflicting energy flows, then the product of the theta functions is zero and the diagram gives no contribution.

We exclude crossed cuts, as they do not correspond to the types of discontinuities captured by Disc and $\delta$.$^3$ In other words, each new cut must be located within a region of identically-colored vertices with respect to the previous cuts. In terms of the color labels, this is equivalent to requiring that for any two values of $i, j$, exactly three of the four possible distinct color sequences $(c_i(v), c_j(v))$ are present in the diagram.

Likewise, we exclude sequential cuts in which the channels are not all distinct. This restriction is made only because we have not found a general relation between such cuts and Disc or $\delta$. In principle, there is no obstacle to computing these cut diagrams.

We restrict ourselves to the use of real kinematics, both for internal and external momenta. This implies, in particular, that diagrams with on-shell massless three-point vertices must vanish in dimensional regularization. The consistency of this choice will be verified in the examples considered in subsequent sections.

For massless scalar theory, the rules for sequential cut diagrams may then be depicted thus:

\begin{equation}
\bullet = i \quad \circ = -i \tag{3.7}
\end{equation}

\begin{equation}
\frac{p}{p^2 + i\varepsilon} \quad \frac{p}{p^2 - i\varepsilon} \tag{3.8}
\end{equation}

\begin{equation}
2\pi \delta (p^2) \prod_{i\in c_i(u) \neq c_i(v)} \theta ([c_i(v) - c_i(u)]p_0) \tag{3.9}
\end{equation}

Let us make some comments about the diagrammatic cutting rules for multiple cuts we just introduced. First, we note that these rules are consistent with the corresponding rules for single unitarity cuts presented at the beginning of this section. Second, using

\footnote{A similar restriction was proposed in refs. [60–62].}
these rules, it is clear that sequential cuts are independent of the order of cuts. Indeed, none of our rules depends on the order in which the cuts are listed. Finally, the dashed line is an incomplete shorthand merely indicating the location of the delta functions, but not specifying the direction of energy flow, for which one needs to refer to the color indices. Our diagrams might also include multiple cut lines on individual propagators, such as

\[
\begin{array}{c}
\text{p} \\
\end{array}
\]

We also introduce notation allowing us to consider individual diagrams contributing to a particular cut, and possibly restricted to a particular kinematic region. When no region is specified, for the planar examples given in this paper, it is assumed that the cut invariants are taken to be positive while all other consecutive Mandelstam invariants are negative. We write

\[
\text{Cut}_{s,[e_1 \ldots e_w],R}D
\]

(3.11)
to denote a diagram \(D\) cut in the channel \(s\), in which exactly the propagators \(e_1 \ldots e_w\) are cut, and computed in the kinematic region \(R\). Rules of complex conjugation and energy flow will be apparent in the context of such a diagram.

**Examples of sequential cuts.** We briefly illustrate the diagrammatics of sequential cuts. Consider taking two cuts of a triangle integral. At one-loop order, a cut in a given channel is associated to a unique pair of propagators. We list the four possible color partitions \(\{c_1(v), \ldots, c_k(v)\}\) in fig. 1. The first graph is evaluated according to the rules above, giving

\[
e^{\gamma_E} \int \frac{d^D k}{\pi^{D/2}} (-i)(2\pi)^3 \delta(p^2) \delta(q^2) \delta(r^2) \theta(p_0) \theta(q_0) \theta(r_0).
\]

The second and third graphs evaluate to zero, since the color partitions give conflicting restrictions for the energy flow on the propagator labeled \(p\). The fourth graph is similar to the first, but with energy flow located on the support of \(\theta(-p_0) \theta(-q_0) \theta(-r_0)\). Just as for a single unitarity cut, in which only one of the two colorings is compatible with a given assignment of external momenta, there can be at most one nonzero diagram for a given topology of sequential cuts subject to fixed external momenta. In the examples calculated in the following sections of this paper, we will thus omit writing the sequences of colors \((c_1(v), \ldots, c_k(v))\). We may also omit writing the theta functions for energy flow in the cut integrals.

We include an example of crossed cuts, which we do not allow, in fig. 2. Notice that there are four distinct color sequences in the diagram, while we only allow three for any given pair of cuts.
3.3 $\delta$: Entries of the coproduct

If $F$ is of transcendental weight $n$ and has all its symbol entries drawn from the alphabet $\mathcal{A}$, then we can write without loss of generality

$$\Delta_{1,1,\ldots,1,n-k} F = \sum_{(x_1, \ldots, x_k) \in \mathcal{A}^k} \log x_{i1} \otimes \cdots \otimes \log x_{ik} \otimes g_{x_{i1}, \ldots, x_{ik}},$$

and we define

$$\delta_{x_{j1}, \ldots, x_{jk}} F \cong \sum_{(x_{i1}, \ldots, x_{ik}) \in \mathcal{A}^k} \delta_{i1,j1} \cdots \delta_{ik,jk} g_{x_{i1}, \ldots, x_{ik}},$$

where the congruence symbol indicates that $\delta_{x_{j1}, \ldots, x_{jk}} F$ can be defined only modulo $\pi$. If the integral contains overall numerical factors of $\pi$, they should be factored out before performing this operation.

The definition of $\delta_{x_{j1}, \ldots, x_{jk}} F$ is motivated by the relation eq. (2.15) between discontinuities and coproducts. In particular, if $\delta_x F \cong g_x$, then $\text{Disc}_x F \cong \mu[(\text{Disc}_x \otimes \text{id})(\log x \otimes g_x)] = \pm 2\pi i g_x$. The sign is determined by the $i\epsilon$ prescription for $x$ in $F$, and the precise form of the relation between the Disc and $\delta$ operations will be discussed in more detail in the following subsection.

3.4 Relations among Disc, Cut, and $\delta$

Cut diagrams and discontinuities. The rules for evaluating cut diagrams are designed to compute their discontinuities. The fact that such a relation exists at all follows from the largest time equation. For the first cut, the derivation may be found in refs. [2, 3]. The original relation is

$$F + F^* = -\sum_s \text{Cut}_s F,$$

where the sum runs over all momentum channels. In terms of diagrams with colored vertices, the left-hand side is the all-black diagram plus the all-white diagram. The right-hand side is $-1$ times the sum of all diagrams with mixed colors. We can isolate a single momentum channel $s$ by analytic continuation into a kinematic region where among all
the invariants, only $s$ is on its branch cut. Specifically, for planar integrals such as the examples given in this paper, we take $s > 0$ while all other invariants of consecutive momenta are negative. There, the left-hand side of eq. (3.14) can be recast\textsuperscript{4} as $\text{Disc}_s F$, while the right-hand side collapses to a single term:

$$\text{Disc}_s F = - \text{Cut}_s F. \quad (3.15)$$

For sequential cuts, we claim that $\text{Cut}_{s_1,\ldots,s_k} F$ captures discontinuities through the relation

$$\text{Cut}_{s_1,\ldots,s_k} F = (-1)^k \text{Disc}_{s_1,\ldots,s_k} F. \quad (3.16)$$

We recall that no two of the invariants $s_1,\ldots,s_k$ should be identical, nor may any pair of them cross each other in the sense given in the cutting rules above. Eq. (3.16) is one of the main results of this paper: it generalizes the well-established relation between single unitarity cuts and the discontinuity of a Feynman integral across the branch cut associated with a given Mandelstam invariant \cite{1–3}.

Eq. (3.16) holds in a specific kinematic region: Let $R_j$ denote the kinematic region in which $F$ has branch cuts in the invariants $s_1,\ldots,s_j$, but not in any of the other invariants on which $F$ depends. The left-hand side of eq. (3.16) is evaluated in the region $R_k$.\textsuperscript{5} On the right-hand side, we proceed step by step according to the definition in eq. (3.2), and each $\text{Disc}_{s_i}$ is evaluated after analytic continuation to the region $R_i$. In the case of planar integrals, $R_j$ is the region in which the $s_i$ are positive for $i = 1,\ldots,j$ while all other invariants are negative. For integrals that are finite in integer dimensions, at least one invariant must remain negative in order to distinguish $R_j$ from the original Euclidean region $R_0$, in terms of the scales of eq. (2.17).

While sequential cuts are independent of the order in which the channels are listed, the correspondences to $\text{Disc}$ are derived in sequence, so that the right-hand side of eq. (3.16) takes a different form when channels on the left-hand side are permuted. Thus, eq. (3.16) implies relations among the $\text{Disc}_{s_1,\ldots,s_k} F$, which will in turn imply nontrivial relations among the $\delta_{x_1,\ldots,x_k} F$.

**Coproduct and discontinuities.** Recall from eq. (2.15) that for an element $f$ of weight $n$ of the Hopf algebra,

$$\text{Disc} f \cong \mu \left[ (\text{Disc} \otimes \text{id})(\Delta_{1,n-1} f) \right], \quad (3.17)$$

To be precise, $f$ should not include overall factors of $\pi$. If it does, these are stripped out before performing the operation the operation on the right-hand side, and then reinstated. It follows from this relation that the discontinuity of any element of the Hopf algebra is captured by the operation $\delta$ as defined in eq. (3.13). To apply the relation, we must take

\textsuperscript{4}The apparent difference in relative sign between eq. (3.1) and eq. (3.14) is due to an explicit overall factor of $i$ in every diagram, due to the Fourier transform from position to momentum space. Note therefore that eq. (3.1) should not be interpreted as the imaginary part of the function, and is in fact typically real-valued.

\textsuperscript{5}We sometimes find it convenient to evaluate the cut integral in a different kinematic region and then perform an analytic continuation back to the region $R_k$. 
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great care with the sequential analytic continuation of the discontinuities and the locations of the branch cuts. Since the first entries of $\Delta_{1,n-1} f$ are of weight 1, the Disc operation on the right-hand side is computing discontinuities of ordinary logarithms. Let us specialize to the discontinuity computed in a specific channel $s$. We can expand the coproduct in terms of the full symbol alphabet by writing

$$ (\text{Disc}_s \otimes \text{id})(\Delta_{1,n-1} f) \cong (\text{Disc}_s \otimes \text{id}) \sum_{x \in A} (\log(\pm x) \otimes \delta_x f) $$ (3.18)

This relation applies generally, so it is valid not just for the original Feynman integral $F$ but also for its sequential discontinuities. We recall, as noted below eq. (3.17), that overall factors of $\pi$ in $f$ are handled separately: this is particularly noteworthy if $f$ is a sequential discontinuity where powers of $\pi$ will have been generated from previous discontinuities. In the relation with Cut, Disc is computed in a specific region. We require that the sign in the argument of the logarithm in eq. (3.18) be chosen so that the argument is positive and the expression is thus real-valued in the kinematic region for which $f$ is away from its branch cut in $s$. Then, in taking Disc$_s$, the coproduct will be analytically continued to the region in which there is a branch cut in $s$. In this new region, the arguments of the logarithms may become negative, and if the letter $x$ depends on the invariant $s$, then there will be a nonzero contribution to Disc.

Sequential discontinuities of a Feynman integral $F$ are computed by the sequential use of eq. (3.18). We thus claim they are captured by $\delta$ in the relation

$$ \text{Disc}_{s_1,\ldots,s_k} F \cong \Theta \sum_{(x_1,\ldots,x_k) \in A^k} \left( \prod_{i=1}^k a_i(s_i, x_i) \right) \delta_{x_1,\ldots,x_k} F, $$ (3.19)

where the sum runs over all ordered sequences $(x_1,\ldots,x_k)$ of $k$ letters. We recall that the congruence symbol in eq. (3.19) indicates that despite the fact that the discontinuity function $\text{Disc}_{s_1,\ldots,s_k} F$ is unique, the right-hand side only captures terms whose coproduct is nonvanishing, and it therefore holds modulo $(2\pi i)^{k+1}$. Furthermore, since the coproduct is the same in all kinematic regions, we have inserted the schematic factor $\Theta$ to express the restriction to the region where the left-hand side is to be compared with Cut. Finally, the factors $a_i(s_i, x_i)$ are related to the discontinuity of a real-valued logarithm after analytic continuation from one kinematic region $(R_{i-1})$ to another $(R_i)$. Specifically,

$$ a_i(s_i, x_i) = \text{Disc}_{s_i;R_i} \left( \left[ \log(\pm x_i) \right] \right)_{R_{i-1}}, $$ (3.20)

where the double-bracket means that the sign of the argument of the logarithm should be chosen so that the argument is positive in the region $R_{i-1}$, or equivalently,

$$ \left[ \log(\pm x_i) \right]_{R_{i-1}} = \log(x_i) |_{R_{i-1} \cap \{x_i > 0\}} + \log(-x_i) |_{R_{i-1} \cap \{x_i < 0\}} $$ (3.21)

In the simplest cases, each $a_i(s_i, x_i)$ will simply take one of the values $\pm 2\pi i$ or 0. In more complicated cases, one might find a further division into nonempty subregions of phase space.
We note that although we focus on cut integrals, the mathematical relation between Disc and $\delta$ applies in a more general context. The essential requirement is that the function has no cut in $s_i$ in region $R_{i-1}$, but does in region $R_i$.

In this paper, we give evidence for the validity of eq. (3.16) and eq. (3.19) by matching cut diagrams and coproduct entries directly, as well as by computing discontinuities in some cases.

3.5 Example of the relations

We close this section with a simple example of the proposed relations eq. (3.16) and eq. (3.19).

Consider a three-point planar Feynman integral in $D = 4$ dimension. After normalization to unit leading singularity, it will be a dimensionless function of two ratios of Mandelstam invariants,

$$F\left(\frac{p_2^2}{p_1^2}, \frac{p_3^2}{p_1^2}\right).$$

(3.22)

Define variables $z, \bar{z}$ such that

$$\frac{p_2^2}{p_1^2} = z\bar{z}, \quad \frac{p_3^2}{p_1^2} = (1 - z)(1 - \bar{z}), \quad z > \bar{z}. \quad (3.23)$$

Suppose that we know that the symbol alphabet can be taken to be

$$\mathcal{A}_\Delta = \{z, \bar{z}, 1 - z, 1 - \bar{z}\}. \quad (3.24)$$

This is, in fact, the alphabet of the three-point ladder in $D = 4$ dimensions with massless propagators and any number of rungs [50, 63], and thus illustrates the parametrization eq. (2.17). We will see in the examples of the following sections how the symbol alphabet may be deduced from explicit cut computations.

The integral $F$ is originally defined in the Euclidean region where all $p_i^2 < 0$. In terms of real-valued $z, \bar{z}$, there are three separate components of the Euclidean region [51]. For concreteness, we choose the component $R_{0,<} = \{\bar{z} < z < 0\}$, but the relations work equally well starting from either of the other components.

Let us take the first cut in the channel $s_1 = p_2^2$. We analytically continue $F$ to the region $R_1$ of the first cut, where $p_2^2 > 0$ and $p_1^2, p_3^2 < 0$. In terms of $z$ and $\bar{z}, R_1 = \{\bar{z} < 0 < z < 1\}$. For each letter $x_1 \in \mathcal{A}_\Delta$, the logarithms $\log x_1$ in the definition of $a_1(p_2^2, x_1)$ are written with positive arguments in the region $R_{0,<}$. For example, in $a_1(p_2^2, z)$ we compute the discontinuity of the analytic continuation of $\log(-z)$ rather than $\log(z)$. Since according to the usual Feynman rules the invariants have a positive imaginary part, $p_2^2 + i\varepsilon$, we can deduce the corresponding imaginary parts in $z + i\varepsilon$ and $\bar{z} - i\varepsilon$ for the symbol alphabet, and we get:

$$a_1(p_2^2, z) = \text{Disc}_{p_2^2; R_1} \log(-z - i0) = -2\pi i,$$

$$a_1(p_2^2, \bar{z}) = \text{Disc}_{p_2^2; R_1} \log(-\bar{z} + i0) = 0,$$

$$a_1(p_2^2, 1 - z) = \text{Disc}_{p_2^2; R_1} \log(1 - z - i0) = 0,$$

$$a_1(p_2^2, 1 - \bar{z}) = \text{Disc}_{p_2^2; R_1} \log(1 - \bar{z} + i0) = 0. \quad (3.25)$$
The discontinuities Disc have been computed directly according to the definition eq. (3.1). According to eq. (3.16) and eq. (3.19), our relations among the three kinds of discontinuities are then given by

\[ \text{Cut}_{p_2^3} F = - \text{Disc}_{p_2^3} F \approx (2\pi i) \Theta \delta_z F. \]  

(3.26)

Let us take the second cut in the channel $s_2 = p_2^2$. We analytically continue $F$ (for the cut) and Disc$_s$, $F$ (for the discontinuity) to the region $R_2$ where $p_2^2, p_3^2 > 0$ and $p_1^2 < 0$. In terms of $z$ and $\bar{z}$, $R_2 = \{ \bar{z} < 0, z > 1 \}$. The $a_1$'s are the same as above. To compute the $a_2(p_3^2, x_2)$'s, we write the logarithms of the alphabet, $x_2 \in A_{\Delta}$, with positive arguments in the region $R_1$. According to our cutting rules, the imaginary part of $p_3^2$ was conjugated in the process of applying the first cut, so we deduce the signs of the imaginary parts in $z - i\varepsilon$ and $\bar{z} - i\varepsilon$ from $p_3^2 - i\varepsilon$.

\[
\begin{align*}
  a_2(p_3^2, z) &= \text{Disc}_{p_3^2; R_2} \log(z - i0) = 0, \\
  a_2(p_3^2, \bar{z}) &= \text{Disc}_{p_3^2; R_2} \log(-\bar{z} + i0) = 0, \\
  a_2(p_3^2, 1 - z) &= \text{Disc}_{p_3^2; R_2} \log(1 - z + i0) = 2\pi i, \\
  a_2(p_3^2, 1 - \bar{z}) &= \text{Disc}_{p_3^2; R_2} \log(1 - \bar{z} + i0) = 0.
\end{align*}
\]

(3.27)

The only surviving term is $a_1(p_2^2, z)a_2(p_3^2, 1 - z) = -(2\pi i)^2$, and the multiple cut and iterated discontinuity are then given by:

\[ \text{Cut}_{p_2^2, p_3^2} F = \text{Disc}_{p_2^2, p_3^2} F \approx -(2\pi i)^2 \Theta \delta_{z,1-z} F. \]  

(3.28)

Finally, we consider cutting in all three channels with the operation Cut$_{p_1^2, p_2^2, p_3^2}$. The region in which we would hope to detect this triple cut has all $p_i^2 > 0$. Because $F$ is a function of ratios of the Mandelstam invariants, eq. (3.22), this region is indistinguishable from the branch cut-free Euclidean region in $D = 4$. Therefore the specified region of validity for the relation eq. (3.16) is empty.

For completeness and for future reference, we close with the full list of relations for single and double cuts of this class of integrals.

\[
\begin{align*}
  \text{Cut}_{p_1^2} F &= - \text{Disc}_{p_1^2} F \approx -(2\pi i) \Theta \left[ \delta_z + \delta_{1-z} \right] F, \\
  \text{Cut}_{p_2^2} F &= - \text{Disc}_{p_2^2} F \approx (2\pi i) \Theta \delta_z F, \\
  \text{Cut}_{p_3^2} F &= - \text{Disc}_{p_3^2} F \approx (2\pi i) \Theta \delta_{1-z} F.
\end{align*}
\]

(3.29)

\[
\begin{align*}
  \text{Cut}_{p_1^2, p_2^2} F &= \text{Disc}_{p_1^2, p_2^2} F \approx (2\pi i)^2 \Theta \left[ \delta_{z,\bar{z}} + \delta_{1-z,1-\bar{z}} \right] F, \\
  \text{Cut}_{p_1^2, p_3^2} F &= \text{Disc}_{p_1^2, p_3^2} F \approx (2\pi i)^2 \Theta \left[ \delta_{z,\bar{z}} + \delta_{1-z,1-\bar{z}} \right] F, \\
  \text{Cut}_{p_2^2, p_3^2} F &= \text{Disc}_{p_2^2, p_3^2} F \approx (2\pi i)^2 \Theta \left[ \delta_{z,\bar{z}} + \delta_{1-z,1-\bar{z}} \right] F, \\
  \text{Cut}_{p_1^2, p_2^2, p_3^2} F &= \text{Disc}_{p_1^2, p_2^2, p_3^2} F \approx -(2\pi i)^2 \Theta \delta_{z,1-z,1-\bar{z}} F.
\end{align*}
\]

(3.30)
We now see concretely that because cuts act simultaneously in the various channels, there are nontrivial relations among entries of the coproduct. For example, $\text{Cut}_{p_2^2} F = \text{Cut}_{p_3^2} F$ implies that $\delta_{z,1-z} F \cong \delta_{1-z,z} F$. We discuss this point further in section 7.

4 One-loop examples

In this section, we present three simple examples of discontinuities of one-loop integrals to demonstrate the relations discussed in the previous section, with explicit computations of cuts, showing the natural appearance of the symbol alphabet. We first consider the three-mass triangle in some depth, which is an illuminating introduction to the two-loop ladder example in the following section, as their kinematic analyses have many common features. The second example is the four-mass box, whose functional form is closely related to the triangle although the cut diagrams are quite different. Finally, we discuss the infrared-divergent “two-mass-hard” box, which demonstrates the validity of consistent dimensional regularization.

4.1 Three-mass triangle

The triangle in $D = 4$ dimensions. We begin by analyzing the three-mass triangle integral with massless propagators. According to our conventions, which are summarized in appendix A, the three-mass triangle integral in $D = 4 - 2\epsilon$ dimensions is defined by

$$T(p_1^2, p_2^2, p_3^2) \equiv -e^{\gamma_E \epsilon} \int \frac{d^D k}{\pi^{D/2}} \frac{1}{k^2 (p_2 - k)^2 (p_3 + k)^2},$$

where $\gamma_E = -\Gamma'(1)$ denotes the Euler-Mascheroni constant. As the focus of the paper will be the computation of cut diagrams, it is of utmost importance to keep track of all imaginary parts. We follow the conventions for massless scalar theory listed in the preceding section. In particular, until cuts are introduced, all vertices (denoted by a black dot, see fig. 3) are proportional to $i$, and all propagators have an explicit factor of $i$ in the numerator and follow the usual Feynman +$i\epsilon$ prescription. These factors lead to the explicit minus sign in eq. (4.1). Note that we do not include a factor of $i^{-1}$ per loop into the definition of the integration measure.

Many different expressions are known for the three-mass triangle integral, both in arbitrary dimensions [64, 65] as well as an expansion around four space-time dimensions in dimensional regularization [51, 66–68]. Note that the three-mass triangle integral is finite in four dimensions, and we therefore put $\epsilon = 0$ and only analyze the structure of the integral in exactly four dimensions. We follow [51] in writing the result of the integral in the form

$$T(p_1^2, p_2^2, p_3^2) = -i \frac{2}{p_1^2} \frac{2}{z - \bar{z}} \mathcal{P}_2(z) + O(\epsilon),$$

where

$$\mathcal{P}_2(z) = \text{Li}_2(z) - \text{Li}_2(\bar{z}) + \frac{1}{2} \log(z\bar{z}) \log \left( \frac{1 - z}{1 - \bar{z}} \right).$$
and

\[
\begin{align*}
z &= \frac{1}{2} \left( 1 + u_2 - u_3 + \sqrt{\lambda} \right), \\
\bar{z} &= \frac{1}{2} \left( 1 + u_2 - u_3 - \sqrt{\lambda} \right), \\
\lambda &= \lambda(1, u_2, u_3), \\
\lambda(a, b, c) &= a^2 + b^2 + c^2 - 2ab - 2ac - 2bc,
\end{align*}
\]

(4.4) (4.5) (4.6)

where \( \lambda(a, b, c) \) is the well known Källén function and we have defined dimensionless ratios of Mandelstam invariants,

\[ u_i = \frac{p_i^2}{p_1^2}, \quad i = 2, 3. \]

(4.7)

Some comments are in order: we see that the three-mass triangle is of homogeneous transcendental weight two, i.e., it is only a function of dilogarithms and products of ordinary logarithms. It is, however, not a pure function in the sense of the definition in section 2, but it is multiplied by an algebraic function of the three external scales \( p_i^2 \) (or equivalently, a rational function of \( z, \bar{z} \) and \( p_1^2 \)), which is the leading singularity. In the following we are only interested in the transcendental contribution, and we therefore define, for arbitrary values of the dimensional regulator \( \epsilon \),

\[
T(p_1^2, p_2^2, p_3^2) \equiv -i \frac{2}{p_1^2} \frac{2}{z - \bar{z}} T(p_2^2, p_2^2, p_3^2),
\]

(4.8)

such that \( T(p_1^2, p_2^2, p_3^2) = \mathcal{P}_2(z) + \mathcal{O}(\epsilon) \) is a pure function at every order in the \( \epsilon \) expansion. It is clear from eq. (4.3) that the symbol alphabet of the triangle in \( D = 4 \) may be taken to be

\[
\mathcal{A}_\Delta = \{ z, \bar{z}, 1 - z, 1 - \bar{z} \}.
\]

(4.9)

The variables \( z, \bar{z} \) correspond exactly to the ones introduced in eq. (3.23) for general planar three-point integrals, so that \( z, \bar{z}, \) satisfy the relations

\[
\begin{align*}
zz &= u_2, \\
(1 - z)(1 - \bar{z}) &= u_3.
\end{align*}
\]

(4.10)
Note that eq. (4.10) corresponds to the rational parametrization (2.17) in the case of the triangle integral. Without advance knowledge of the integrated expression, it seems difficult to guess the parametrization a priori. However, we will see in eq. (4.17) how these variables arise naturally in the calculation of cut diagrams.

We note that, for positive values of $\lambda$, we always have $z > \bar{z}$. Since eq. (4.10) is symmetric in $z$ and $\bar{z}$, there is a second solution in which $\bar{z} > z$, which could be interpreted as taking the negative branch of the square root in eq. (4.4). In most of our calculations, we will indeed restrict ourselves to the region where $z > \bar{z}$, for concreteness. In the regions where all $p_i$ have the same sign, there is a portion of kinematic phase space in which $\lambda$ is negative, so that $(z, \bar{z})$ take complex values. We remark that it is known that new letters appear in the three-mass triangle beyond the constant term in the $\epsilon$-expansion in dimensional regularization [51].

Let us now consider the discontinuities of the triangle integral. The first-entry condition for Feynman integrals discussed in section 2 implies that the symbol of the three-mass triangle can be written in a form with only the combinations $u_2 = z\bar{z}$ and $u_3 = (1-z)(1-\bar{z})$ appearing in the leftmost entry. The coproduct of the one-loop three mass triangle can be computed explicitly from eq. (4.8), with the result

$$
\Delta \left[ T(p_1^2, p_2^2, p_3^2) \right] = P_2(z) \otimes 1 + 1 \otimes P_2(z) + \frac{1}{2} \log(z\bar{z}) \otimes \log \frac{1-z}{1-\bar{z}} + \frac{1}{2} \log((1-z)(1-\bar{z})) \otimes \log \frac{z}{\bar{z}} + \mathcal{O}(\epsilon)
$$

where in the second equality we have made the first entry condition explicit. Our aim is to interpret the coproduct of the one-loop three mass triangle in terms of cut diagrams, through the relations of section 3. In the rest of this section we present, as a warm-up, the explicit computation of the unitarity cut of the one-loop three-mass triangle.

Unitarity cuts of the one-loop three-mass triangle. Cuts of the triangle are evaluated in kinematic regions in which the cut invariants are positive and the uncut invariants are negative. The correspondence between signs of Mandelstam invariants and values of $z, \bar{z}$ is given in Table 1.

In the following we review the cut integral calculation. This triangle is fully symmetric, so it is enough to demonstrate one single-channel cut and one double-channel cut. For concreteness, we choose the cuts illustrated in fig. 3b. Although it is not necessary in this example, we now work in $D = 4 - 2\epsilon$ dimensions, as a warmup to the two-loop integral where the $D$-dimensional formalism will be important at the level of cuts. We will work in the region which we denote by $R^\lambda_\Delta$, where all the invariants are positive and $\lambda < 0$ (and thus $\bar{z} = z^*$), because having $z$ and $\bar{z}$ complex simplifies the calculation. The cut integral
With this frame and parametrization, the cut integration measure becomes

$$\delta^+(k^2) \frac{1}{(p_3+k)^2},$$

with $\delta^+(k^2) = \delta(k^2) \theta(k_0)$. Without loss of generality we can select our frame and parametrize the loop momentum as follows:

$$p_2 = \sqrt{p_0^2(1,0,0_{D-2})}, \quad p_3 = \sqrt{p_0^2(\alpha,\sqrt{\alpha^2-1},0_{D-2})}, \quad k = (k_0,|k| \cos \theta,|k| \sin \theta 1_{D-2}),$$

where $\theta \in [0,\pi]$ and $|k| > 0$, and $1_{D-2}$ ranges over unit vectors in the dimensions transverse to $p_2$ and $p_3$. Momentum conservation fixes the value of $\alpha$ in terms of the momentum invariants to be

$$\alpha = \frac{p_1^2 - p_2^2 - p_3^2}{2\sqrt{p_2^2 + p_3^2}}.$$

With this frame and parametrization, the cut integration measure becomes

$$d^Dk \delta^+(k^2) = dk_0 \theta(k_0) \, d|k| \, d \cos \theta \, \delta(k_0^2 - |k|^2) \frac{2\pi^{1-\epsilon}}{\Gamma(1-\epsilon)} |k|^{2-2\epsilon} (\sin \theta)^{-2\epsilon}.$$ (4.14)

The $D$-dimensional cut triangle integral, with energy flow conditions suited for the $p_2$ channel, is

$$\text{Cut}_{p_2,R\Delta} T = -8\pi e^{\gamma_E \epsilon} \int_0^\infty dk_0 \int_0^\infty d|k| \int_{-1}^1 d \cos \theta \, \delta(k_0^2 - |k|^2) \frac{|k|^{2-2\epsilon}(\sin \theta)^{-2\epsilon}}{\Gamma(1-\epsilon)}$$

$$\times \frac{\delta(p_2^2 - 2k_0 \sqrt{p_2^2})}{p_3^2 + 2\sqrt{p_3^2(k_0 \alpha - |k| \cos \theta \sqrt{\alpha^2 - 1})}}$$

$$= -\frac{2^{1+2\epsilon} \pi e^{\gamma_E \epsilon}}{\Gamma(1-\epsilon)} \int_{-1}^1 d \cos \theta \, (\sin \theta)^{-2\epsilon} \frac{(p_2^2)^{-\epsilon}}{p_3^2 + p_2^2 - \cos \theta \sqrt{\lambda(p_1^2, p_2^2, p_3^2)}}.$$ (4.15)

| Name | Region of the $p_i^2$ | Region of $\bar{z}$, $\bar{\bar{z}}$ |
|------|----------------------|------------------|
| $R_{\Delta}^{1}$ | $p_1^2 > 0, p_2^2, p_3^2 < 0$ | $\bar{z} < 0, 1 < z$ |
| $R_{\Delta}^{2,3}$ | $p_1^2 < 0, p_2^2, p_3^2 > 0$ | |
| $R_{\Delta}^{1,3}$ | $p_2^2 > 0, p_1^2, p_3^2 < 0$ | $\bar{z} < 0 < z < 1$ |
| $R_{\Delta}^{3}$ | $p_3^2 > 0, p_1^2, p_2^2 < 0$ | $0 < \bar{z} < 1 < z$ |
| $R_{\Delta}^{1,2}$ | $p_1^2 > 0, p_2^2, p_3^2 > 0, \lambda > 0$ | $z^* = \bar{z}$ |

Table 1: Some kinematic regions of 3-point integrals, classified according to the signs of the Mandelstam invariants and the sign of $\lambda$, as defined in eq. (4.5). In the first six rows, $\lambda > 0$, so that $z$ and $\bar{z}$ are real-valued, and we take $z > \bar{z}$ without loss of generality.
Performing the change of variables,
\[
\cos \theta = 2x - 1, \quad x \in [0,1],
\]
and turning to the dimensionless variables (4.7) and (4.4), the cut integral becomes
\[
\text{Cut}_{p_2^\Delta} T = - \frac{2\pi (p_2^\Delta)^{1-\epsilon} u_2^\epsilon e^{\gamma \epsilon}}{\Gamma(1-\epsilon)} \int_0^1 dx \ x^{-\epsilon}(1-x)^{-\epsilon} \frac{1}{1-z-x\sqrt{\lambda}}
\]
\[
= - \frac{2\pi e^{\gamma \epsilon} \Gamma(1-\epsilon)}{\Gamma(2-2\epsilon)} (p_1^\Delta)^{-1-\epsilon} \frac{u_2^{\epsilon-1}}{1-z^2} F_1 \left(1, 1-\epsilon; 2-2\epsilon; \frac{\sqrt{\lambda}}{1-z} \right)
\]
\[
= \frac{2\pi}{p_2^\Delta(z-z)} \log \frac{1-z}{1-z} + O(\epsilon).
\]
(4.17)

It is now trivial to analytically continue to the region $R_\Delta^\Delta$ in which $p_2^\Delta > 0$ and $p_1^\Delta, p_3^\Delta < 0$. As anticipated, the variables $z$ and $\bar{z}$ appear naturally in the calculation of the cut integral. We comment that while these variables are useful for expressing the uncut integral, it is harder to identify them through a direct computation of the latter. We see this as one of the advantages of a cut-based computation. The results for the cuts on different channels can be obtained in a similar way and are collected in appendix B. Taking the $\epsilon = 0$ limit of eqs. (B.5), (B.6) and (B.7), we see that a minimal and complete choice for the symbol alphabet of the three-mass triangle in $D = 4$ is the set $A_\Delta = \{ z, \bar{z}, 1-z, 1-\bar{z} \}$, in accordance with eq. (4.9) derived from the known integrated expression.

Let us now consider a pair of cuts on the $p_2^\Delta$ and $p_3^\Delta$ channels, consistent with energy flow from leg three to leg two (see fig. 3c). We must work in a region where $p_2^\Delta, p_3^\Delta > 0$; we choose $R_\Delta^\Delta$. The cut integral is
\[
\text{Cut}_{p_2^\Delta, p_3^\Delta} T = i(2\pi)^3 e^{\gamma \epsilon} \int \frac{d^D k}{\pi^{D/2}} \delta^+(k^2) \delta^+(p_2^\Delta - k) \delta^+(p_3^\Delta + k)
\]
(4.18)

Using the parametrization (4.13), we find
\[
\text{Cut}_{p_2^\Delta, p_3^\Delta} T = 16\pi^2 i e^{\gamma \epsilon} \int_0^\infty dk_0 \int_0^\infty dk \int_{-1}^1 d\cos \theta \ \delta(k_0^2 - |k|^2) \frac{|k|^{2-2\epsilon} (\sin \theta)^{-2\epsilon}}{\Gamma(1-\epsilon)} \times \delta \left( p_2^2 - 2k_0 \sqrt{p_2^2} \delta \left( \frac{p_3^2 + 2\sqrt{p_3^2}(k_0 \alpha - |k| \cos \theta \sqrt{\alpha^2 - 1})}{\Gamma(1-\epsilon)} \right) \theta \left( -\sqrt{p_3^2} \alpha - k_0 \right)
\]
\[
= \frac{2^{1+2\epsilon} \pi^2 i e^{\gamma \epsilon} (p_2^\Delta)^{-\epsilon}}{\Gamma(1-\epsilon)} \int_{-1}^1 d\cos \theta (\sin \theta)^{-2\epsilon} \delta \left( \frac{\alpha^2 - 1}{\sqrt{p_3^2} \alpha - \cos \theta \sqrt{\alpha^2 - 1}} \right)
\]
\[
= \frac{4\pi^2 i e^{\gamma \epsilon}}{\Gamma(1-\epsilon)} (-p_1^\Delta)^{-1-\epsilon} (u_2 u_3)^{-\epsilon} (z-\bar{z})^{-1+2\epsilon}
\]
\[
= -\frac{4\pi^2 i}{p_1^\Delta(z-\bar{z})} + O(\epsilon).
\]
(4.19)

Summary and discussion. We now interpret the results for the cuts of the triangle integral we just computed in terms of the coproduct. The relations eq. (3.16) and eq. (3.19)
have already been applied to the triangle in section 3.5. For a single cut, we predicted in eq. (3.26) that
\[
\text{Cut}_{p_2^2} \mathcal{T} = - \text{Disc}_{p_2^2} \mathcal{T} \approx (2\pi i) \Theta \delta_z \mathcal{T}.
\] (4.20)
After proper accounting of the prefactors, we see now from the cut result eq. (4.17), from a direct calculation of the discontinuity of eq. (4.3) using the definition eq. (3.1), and from the coproduct eq. (4.11), that these three quantities do agree and are each equal to
\[
\frac{i\pi}{2} \log \frac{1-z}{1-\bar{z}}.
\]
For concreteness, we note that in this example \( \Theta = \theta(-p_1^2)\theta(p_2^2)\theta(-p_3^2) = \theta(-\bar{z})\theta(z)\theta(1-z) \).

Proceeding to a sequence of two discontinuities,\(^6\) we predicted in eq. (3.28) that
\[
\text{Cut}_{p_2^2,p_3^2} \mathcal{T} = \text{Disc}_{p_2^2,p_3^2} \mathcal{T} \approx - (2\pi i)^2 \Theta \delta_z \delta_{1-z} \mathcal{T}.
\] (4.21)
We take the cut result from eq. (4.19) and the coproduct entry again from eq. (4.11). The direct discontinuity \( \text{Disc}_{p_2^2,p_3^2} \mathcal{T} \) can be computed after having obtained the explicit result from the first discontinuity. Again, we find agreement, with the common value \( 2\pi^2 \).

Here, we have \( \Theta = \theta(-p_1^2)\theta(p_2^2)\theta(p_3^2) = \theta(-\bar{z})\theta(z-1) \). In later examples we will not give explicit expressions for the \( \Theta \), as they are easily deduced from the discussion.

### 4.2 Four-mass box

The four-mass box is also finite in four dimensions, and may in fact be expressed by the same function as the three-mass triangle \([66]\). If we label the momenta at the four corners by \( p_1, p_2, p_3, p_4 \), as in fig. 4a, and define \( s = (p_1 + p_2)^2 \) and \( t = (p_2 + p_3)^2 \), then the box in the Euclidean region is given by
\[
B_{4m}(p_1^2, p_2^2, p_3^2, p_4^2, s, t) = \frac{1}{\pi^2} \int d^4k \frac{1}{k^2(p_2 - k)^2(p_3 + k)^2(p_3 + p_4 + k)^2}
= - T(p_1^2, p_2^2, p_3^2, p_4^2, st)
= \frac{i}{st} \frac{1}{Z - \bar{Z}} P_2(Z),
\]
where we have introduced variables \( Z, \bar{Z} \) defined as follows:
\[
Z = \frac{1}{2} \left( 1 + U - V + \sqrt{\lambda(U, V)} \right) \quad \text{and} \quad \bar{Z} = \frac{1}{2} \left( 1 + U - V - \sqrt{\lambda(U, V)} \right).
\]
Hence
\[
Z \bar{Z} = U = \frac{p_2^2 p_3^2}{st} \quad \text{and} \quad (1 - Z)(1 - \bar{Z}) = V = \frac{p_1^2 p_3^2}{st}.
\]

\(^6\)For one-loop integrals, a three-propagator cut has previously been interpreted as a discontinuity of a diagrammatic unitarity cut. In ref. \([69]\), it was used in a double dispersion relation to verify the region of integration in phase space for semileptonic D decay. More recently, in ref. \([70]\), a similar interpretation was given, in the spirit of the Feynman Tree Theorem \([71–73]\), capitalizing on progress in unitarity methods for one-loop amplitudes.
The \((1,1)\) component of the coproduct is
\[
\Delta_{1,1} B^{4m} = \frac{i}{s t} \frac{1}{Z - \bar{Z}} \left[ \log (Z \bar{Z}) \otimes \log \frac{1 - Z}{1 - \bar{Z}} + \log \left( (1 - Z)(1 - \bar{Z}) \right) \otimes \log \frac{Z}{\bar{Z}} \right]. \tag{4.22}
\]

Let us now show how these variables appear naturally in the calculation of cuts. For the box topology, there are two different types of single unitarity cuts: cuts that isolate one vertex (in one of the \(p_t^2\)) and cuts that isolate a pair of vertices (in either the \(s\) or the \(t\) channels). We will look at one example of each configuration: the cut in the \(p_t^2\) channel and the cut in the \(s\) channel.

Following the cutting rules we established in the previous section, and working in \(D = 4\), we have
\[
\text{Cut}_{p_t^2} B^{4m} = 4 \int d^4 k \frac{\delta^+(k^2)}{(k + p_t^2)^2(k + p_1 + p_2^2)}
= 4 \int_0^\infty d a_1 \int_0^\infty d a_2 \delta \left( 1 - \sum_{i \in S} a_i \right) \int d^4 k \frac{\delta^+(k^2)}{(a_1 + a_2)k^2 + 2k \cdot \eta + \beta^2} \tag{4.23},
\]
where in the last line we combined the two uncut propagators using Feynman parameters, and we have defined the four-vector \(\eta\) and the invariant \(\beta^2\) as
\[
\eta = a_1 p_2 + a_2 (p_1 + p_2) , \quad \beta^2 = a_1 p_2^2 + a_2 s.
\]
Following the Cheng-Wu theorem, since the denominator of the integrand is homogeneous of degree 2 in \((a_1, a_2)\), we may take \(S\) to be any nonempty subset of \(\{1, 2\}\). As far as the integration of the cut loop momentum is concerned, we are in a situation similar to the one of the three-mass triangle, and we thus use a similar parametrization of the momenta,
\[
p_3 = \sqrt{p_2^2(1, 0, \mathbf{0}_2)} , \quad \eta = \sqrt{\eta^2} (\alpha, \sqrt{\alpha^2 - 1}, \mathbf{0}_2) ,
\]
\[
k = (k_0, |k| \cos \theta, |k| \sin \theta, \mathbf{1}_2),
\]
where now \(\alpha\) and \(\eta^2\) are functions of the Feynman parameters. Using eq. (4.14) for \(D = 4\), the integration over the cut loop momentum can be done easily and we get
\[
\text{Cut}_{p_t^2} B^{4m} = 2\pi \int_0^\infty d a_1 \int_0^\infty d a_2 \frac{\delta \left( 1 - \sum_{i \in S} a_i \right)}{p_3^2 \eta^2 + \beta^2 + 2\beta^2 p_3 \cdot \eta} \tag{4.24},
\]
\[
= 2\pi \int_0^\infty d a_1 \int_0^\infty d a_2 \frac{\delta \left( 1 - \sum_{i \in S} a_i \right)}{a_1^2 p_2^2 + a_2^2 p_3^2 + a_1 a_2 (p_3^2 s - p_1^2 p_3^2 + p_2^2 p_4^2)}.
\]
Choosing \(S = \{2\}\) so that \(a_2 = 1\), and changing variables to \(y = a_1 \frac{p_2^2}{s}\),
\[
\text{Cut}_{p_t^2} B^{4m} = \frac{2\pi}{s t} \int_0^\infty dy \frac{1}{(Z + y)(Z + y)}
\]
\[
= \frac{-2\pi}{s t} \frac{1}{Z - \bar{Z}} \log \frac{Z}{\bar{Z}}. \tag{4.25}
\]
Figure 4: The four-mass box integral, with pairs of unitarity cuts.

As for the three-mass triangle, $Z$ and $\bar{Z}$ appear naturally in the calculation of the cut of the four-mass box diagram, and it is fair to say that this calculation is simpler than the evaluation of the uncut diagram [66].

The cut in the $s$-channel can be computed following exactly the same steps. We only quote the result,

$$\text{Cut}_s B^{4m} = \frac{2\pi}{st} \frac{1}{Z - \bar{Z}} \left( \log \frac{1 - Z}{1 - \bar{Z}} + \log \frac{\bar{Z}}{Z} \right).$$  \hspace{1cm} (4.26)

**Summary and discussion.** As expected, we find that both cuts verify the relations we anticipated

$$\text{Cut}_{p_2^3} B^{4m} = -\text{Disc}_{p_3^3} B^{4m} \cong (2\pi i) \Theta \delta_{1-Z} B^{4m},$$  \hspace{1cm} (4.27)

and

$$\text{Cut}_s B^{4m} = -\text{Disc}_s B^{4m} \cong -(2\pi i) \Theta \left( \delta_Z B^{4m} + \delta_{1-Z} B^{4m} \right).$$  \hspace{1cm} (4.28)

Multiple cuts also reproduce the expected relation eq. (3.16) with Disc. Indeed, since the functional form is the same as for the three-mass triangle, most of the multiple cuts can be analyzed in exactly the same way. Because the transcendental weight is two, we are limited to a sequence of two discontinuities. This limitation is consistent with the one encountered when considering Cut, as any real-valued cut of all four propagators of the diagram vanishes.

Now consider the relations between Disc and $\delta$ from eq. (3.19), for a sequence of two channels. In view of the permutation symmetry, we can say without loss of generality that the first cut is in the channel $p_2^3$. For the second cut channel, we only need to distinguish two types: $p_1^3$, or any of the others. Suppose we choose $p_1^3$. Then, the analysis of discontinuities from direct analytic continuation and from the coproduct is exactly the same as in the triangle example. The corresponding cut integral, with three delta functions and one of the original propagators, is shown in fig. 4b and produces the leading singularity.

The truly new kind of multiple cut to consider is the discontinuity of $\text{Disc}_{p_1^3} B^{4m}$ in the $p_1^3$ channel, shown in fig. 4c. In a region where $p_1^3, p_3^3 > 0$, all other invariants are negative, and $\lambda$ is real-valued, we must have $Z/\bar{Z} > 0$. So, either by considering the discontinuity directly, or from the coproduct, we find

$$\text{Disc}_{p_1^3} \text{Disc}_{p_3^3} B^{4m} = 0.$$  \hspace{1cm} (4.29)
Recalling the similarity of the functional form of this box to the triangle example, this calculation is analogous to trying to cut the triangle twice in the same channel. We note that for the box one can set up a cut integral on both the $p_1^2$ and the $p_3^2$ channels: cutting on these two channels amounts to replacing all four propagators by delta functions. This is the familiar “quadruple cut” \[8\], which is evaluated at its complex-valued solutions. Here, however, we are considering iterated unitarity cuts, where real parametrization of the loop momentum is essential. Given that there is no real solution to the simultaneous on shell conditions of the four delta functions, we conclude that the cut integral vanishes, in agreement with eq. (4.29).

4.3 Two-mass-hard box

We close this section with the example of the two-mass-hard box, namely a box integral (having massless propagators) with two adjacent external massless legs $p_1^2 = p_2^2 = 0$, and two massive ones. This example illustrates several features different from the previous examples: because of the massless external legs we cannot work directly in four dimensions and the entire analysis is performed using dimensional regularization. A further feature is that the symbol alphabet will now consist exclusively of linear functions of the invariants (this is in contrast to the previous cases analysed where these were algebraic functions involving a square root). As we will see, despite this apparent simplicity, understanding the relations between Cut, Disc and $\delta$ requires some care regarding to the kinematic regions.

We comment that the two-mass-hard box analysed here will also be needed for our two-loop calculations that follow, where it appears as a subdiagram in some cuts.

As explained above, because of the infrared divergences of the two-mass-hard box integral, we employ dimensional regularization. The coproduct structure requires that we work order by order in the regularization parameter. We use the result of ref. [64], with an additional factor of $ie^{\gamma E}\epsilon$ inserted to match our conventions. In the Euclidean region, the box is given by

$$B^{2mh}(p_3^2, p_4^2, s, t) \equiv \frac{e^{\gamma E}\epsilon}{\pi^{2-\epsilon}} \int d^{4-2\epsilon} k \frac{1}{k^2(k+p_2)^2(k+p_2+p_3)^2(k-p_1)^2}$$

$$= \frac{i}{ste^2} + \frac{i}{ste} \left[ \log(-p_3^2) + \log(-p_4^2) - \log(-s) - 2 \log(-t) \right]$$

$$- \frac{i}{12st} \left[ \pi^2 - 6 \log^2(-p_3^2) - 12 \log(-p_3^2) \log(-p_4^2) - 6 \log^2(-p_4^2) + 12 \log(-p_3^2) \log(-s) 
+ 12 \log(-p_4^2) \log(-s) - 6 \log^2(-s) + 24 \log(-p_3^2) \log(-t) + 24 \log(-p_4^2) \log(-t) 
- 24 \log(-s) \log(-t) - 24 \log^2(-t) - 24 \text{Li}_2 \left( 1 - \frac{t}{p_3^2} \right) - 24 \text{Li}_2 \left( 1 - \frac{t}{p_4^2} \right) \right] + O(\epsilon) ,$$

(4.30)

where $s = (p_1 + p_2)^2$ and $t = (p_2 + p_3)^2$. In the following equations, we drop the $O(\epsilon)$ terms. The coproduct is evaluated order by order in the Laurent expansion in $\epsilon$. At order $1/\epsilon^2$, it is trivial and there is clearly no discontinuity. At order $1/\epsilon$, the coproduct is simply

$$- 27 -$$
the function itself,
\[
\Delta_1 \left. B^{2mh} \right|_{1/\epsilon} = \frac{i}{s t \epsilon} \left[ \log(-p_3^2) + \log(-p_4^2) - \log(-s) - 2 \log(-t) \right].
\]  

(4.31)

At order \(\epsilon^0\), we are interested in the \(\Delta_{1,1}\) term of the coproduct, which is given by
\[
\left. \Delta_{1,1} B^{2mh} \right|_{\epsilon^0} = \frac{i}{s t} \left[ \log(-p_3^2) \otimes \log(-p_4^2) + \log(-p_3^2) \otimes \log(-p_4^2) - \log(-p_3^2) \otimes \log(-s) \right.

\left. - \log(-s) \otimes \log(-p_3^2) - 2 \log(-p_3^2) \otimes \log(-t) - 2 \log(-t) \otimes \log(-p_3^2) \right.

\left. - 2 \log \left( \frac{t}{p_3^2} \right) \otimes \log \left( 1 - \frac{t}{p_3^2} \right) + \log(-p_3^2) \otimes \log(-p_3^2) - \log(p_3^2) \otimes \log(-s) \right.

\left. - \log(-s) \otimes \log(-p_3^2) - 2 \log(-p_3^2) \otimes \log(-t) - 2 \log(-t) \otimes \log(-p_3^2) \right.

\left. - 2 \log \left( \frac{t}{p_4^2} \right) \otimes \log \left( 1 - \frac{t}{p_4^2} \right) + \log(-p_4^2) \otimes \log(-p_4^2) + 2 \log(-s) \otimes \log(-t) \right.

\left. + 2 \log(-t) \otimes \log(-s) + \log(-s) \otimes \log(-s) + 4 \log(-t) \otimes \log(-t) \right].
\]  

(4.32)

Up to order \(\mathcal{O}(\epsilon)\), the symbol alphabet can then be chosen to be
\[
\mathcal{A}_{2mh} = \left\{ p_3^2, p_4^2, t, s, t - p_3^2, t - p_4^2 \right\}.
\]  

(4.33)

**Discontinuity in the \(t\)-channel.** The discontinuity of \(B^{2mh}\) in the \(t\)-channel, with \(t > 0\) and all other invariants negative, can be straightforwardly computed according to the definition (3.1) starting with the expression for the function \(B^{2mh}\) in (4.30), obtaining:
\[
\text{Disc}_t B^{2mh} = 4 \pi \epsilon r_t \gamma_t \left( \frac{p_3^2}{t^{1+2\epsilon}} \right) \left( \frac{p_4^2}{(s-t)^{1+\epsilon}} \right) \left[ \frac{1}{\epsilon} + \log \left( 1 + \frac{t}{p_3^2} \right) + \log \left( 1 - \frac{t}{p_4^2} \right) + \mathcal{O}(\epsilon) \right]

= - \frac{4 \pi}{s t} \left[ \frac{1}{\epsilon} + \log \left( \frac{-p_3^2}{(s-t)^2} \right) + \log \left( 1 - \frac{t}{p_3^2} \right) + \log \left( 1 - \frac{t}{p_4^2} \right) + \mathcal{O}(\epsilon) \right].
\]  

(4.34)

Considering instead the coproduct relation (3.19) and using the coproduct entry given in eq. (4.32), we find
\[
\delta_t B^{2mh} \equiv \frac{i}{s t} \left[ - \frac{2}{\epsilon} - 2 \log(-p_3^2) - 2 \log \left( 1 - \frac{t}{p_3^2} \right) - 2 \log(-p_4^2) - 2 \log \left( 1 - \frac{t}{p_4^2} \right) \right.

\left. + 2 \log(-s) + 4 \log(-t) + \mathcal{O}(\epsilon) \right],
\]  

(4.35)

and thus \(\text{Disc}_t B^{2mh} \equiv -2 \pi i \Theta \delta_t B^{2mh}\), as expected.

**Sequential discontinuities.** Since the two-mass-hard box has four momentum channels, there are six pairs to consider as sequential discontinuities. Cutting any of the pairs of channels \((s, p_3^2), (s, p_4^2), (p_3^2, p_4^2)\) cuts the same set of three propagators, as shown in fig. 5a, and gives the leading singularity. The result of the integral (in the respective kinematic regions) is \(-4 \pi^2 i/(s t)\), which matches the value computed from the coproduct, eq. (4.35), or the direct evaluation of discontinuities.
Figure 5: Cut integral diagrams for sequential discontinuities of the two-mass-hard box, where legs 1 and 2 have null momenta. Here, we do not need the detailed information of physical cut channels or conjugated Feynman rules, since it makes no difference to the results. (a) Channel pairs \((s, p_3^2), (s, p_4^2), \) or \((p_3^2, p_4^2)\). (b) Channel pair \((t, p_3^2)\). (c) Channel pair \((t, p_4^2)\). (d) Channel pair \((s, t)\).

Let us now consider the sequential discontinuities on the channel pair \((t, p_4^2)\), where \(i = 3\) or 4. For concreteness we focus on the case \(i = 4\). We first discuss the relation of the discontinuity to the coproduct as in eq. (3.19); finally we will verify that the result is consistent with the iterated cut integral in the region where the latter is defined.

Specializing (3.19) to the case of interest, we have

\[
\text{Disc}_{t,p_4^2;R_2} B^{2mh} = \Theta \sum_{(x_1,x_2) \in A_{2mh}^2} a_1(t,x_1) a_2(p_4^2,x_2) \delta_{x_1,x_2} B^{2mh},
\]

where \(R_1\) is the region where \(t > 0\) and \(p_4^2 < 0\) and \(R_2\) is the one where both \(t > 0\) and \(p_4^2 > 0\). The relevant letters for \(x_1\) can a priori be \(t\) and \(t - p_4^2\), however, by the first entry condition we know that \(\delta_{t-p_4^2} B^{2mh} = 0\) so we only need to consider \(x_1 = t\). We find:

\[
a_1(t,t) = \text{Disc}_{t,t > 0} \log(-t - i0) = -2\pi i
\]

For \(x_2\) the relevant letters are \(p_4^2\) and \(t - p_4^2\), and both potentially contribute:

\[
a_2(p_4^2) = \text{Disc}_{p_4^2;R_1} \log(-p_4^2 + i0) = 2\pi i
\]

\[
a_2(p_4^2, t - p_4^2) = \text{Disc}_{p_4^2;R_2} \log(t - p_4^2 + i0) = 2\pi i \theta(p_4^2 - t).
\]

However using the coproduct of eq. (4.32) we have \(\delta_{t-p_4^2} B^{2mh} = 0\), so we get

\[
\text{Disc}_{t,p_4^2;R_2} B^{2mh} = -(2\pi i)^2 \theta(p_4^2 - t) \delta_{t,t-p_4^2} B^{2mh} = -\frac{8\pi^2 i}{st} \theta(p_4^2 - t).
\]

Next consider the sequential discontinuity in the reverse order:

\[
\text{Disc}_{p_4^2,t;R_2} B^{2mh} = \Theta \sum_{(x_1,x_2) \in A_{2mh}^2} a_1(p_4^2,x_1) a_2(t,x_2) \delta_{x_1,x_2} B^{2mh},
\]

where \(R_1\) is now the region where \(p_4^2 > 0\) and \(t < 0\) and \(R_2\) is the one where both \(t > 0\) and \(p_4^2 > 0\). Taking into account the first entry condition, there is only one relevant letter for the first discontinuity: \(x_1 = p_4^2\), and we find:

\[
a_1(p_4^2,p_4^2) = \text{Disc}_{p_4^2,p_4^2 > 0} \log(-p_4^2 - i0) = -2\pi i.
\]
For the second discontinuity $x_2$ can either be $t$ or $t - p_i^2$ for $i = 3$ and 4.

\[
a_2(t, t) = \text{Disc}_{t; R_2} \log(-t + i0) = 2\pi i \\
a_2(t, t - p_i^2) = \text{Disc}_{t; R_2} \log(p_i^2 - t + i0) = 2\pi i \theta(t - p_i^2).
\] (4.42)

Using the coproduct component in eq. (4.32) we find that $\delta_{p_i^2, t - p_i^2} B^{2 \text{mhm}}$ vanishes and we finally obtain:

\[
\text{Disc}_{p_i^2, t; R_2} B^{2 \text{mhm}} = -(2\pi i)^2 \left( \delta_{p_i^2, t} B^{2 \text{mhm}} + \delta_{p_i^2, t - p_i^2} B^{2 \text{mhm}} \right) = -\frac{8\pi i}{st} \theta(p_i^2 - t). 
\] (4.43)

We thus obtain the same result irrespectively of the order in which the two discontinuities are taken,

\[
\text{Disc}_{t, p_i^2} B^{2 \text{mhm}} = \text{Disc}_{p_i^2, t} B^{2 \text{mhm}}. 
\] (4.44)

Consider now the cut diagrams in the channel pair $(t, p_i^2)$. This cut involves an on-shell massless three-point vertex, as shown in fig. 5, diagrams (b) and (c). It is well known that this vertex, considered in real Minkowski space, requires collinear momenta. Let us see how this property manifests itself in the computation of the cut integral. Parametrize the loop momentum in fig. 5b by $\ell = xp_1 + yp_2 + wq$, where $q$ is integrated over all values satisfying $q^2 = -1$ and $q \cdot p_i = 0$ for $i = 1, 2$. Then

\[
\int d^D\ell \, \delta(\ell^2) \, \delta((\ell - p_2)^2) \, f(\ell) = \int \frac{s}{2} \, dx \, dy \, w^{D-3} dw \, d\Omega^{D-3} \, \delta(xys - w^2) \\
\delta((xy - 1)s - w^2) \, f(\ell) \\
= \frac{1}{4} \int dy \, d\Omega^{D-3} \, \delta(w) \, w^{D-4} f(\ell).
\]

The delta functions set $x = w = 0$, so that $\ell = yp_2$, which is the familiar collinearity condition. For $^7 D > 4$, as needed to regularize the infrared divergences of the integral, the integral over $w$ vanishes

\[
\text{Cut}_{p_i^2, t} B^{2 \text{mhm}} = \text{Cut}_{p_i^2, t} B^{2 \text{mhm}} = 0.
\] (4.45)

It should be emphasized that this result is in fact only valid for $t > p_i^2$, which is consistent with real external momenta (the complimentary region is unphysical; it can only be realized for complex external momenta).

Given that the iterated cut $\text{Cut}_{p_i^2, t}$ is only defined for $t > p_i^2$, where it was shown to vanish identically, and the discontinuities (4.39) and (4.43) also vanish in that region, we have verified that

\[
\text{Cut}_{p_i^2, t} B^{2 \text{mhm}} = \text{Disc}_{p_i^2, t} B^{2 \text{mhm}} = -(2\pi i)^2 \Theta \left( \delta_{p_i^2, t} B^{2 \text{mhm}} + \delta_{p_i^2, t - p_i^2} B^{2 \text{mhm}} \right) = 0.
\] (4.46)

Exactly the same conclusion holds for the double discontinuity on $p_i^2$ and $t$.

\footnote{We comment that for $D = 4$ exactly one obtains a finite result for the double cut integral: it yields the leading singularity, $-4\pi^2 i/(st)$.}
Finally, a comment is due concerning the channel pair \((s,t)\). This double discontinuity is excluded because the cuts cross in the sense described in the cutting rules of the previous section. Indeed the relation between Cut and Disc does not apply for crossed cuts because the second Disc operation would not have an unambiguous \(\epsilon\) prescription. Note however that in the coproduct, eq. (4.32), there are terms proportional to \(\log(-s) \otimes \log(-t)\) and \(\log(-t) \otimes \log(-s)\). If we were to compute the cut integral, it would be zero, not only because of the on-shell three-point vertices, but also because there is no real-valued momentum solution for any box with all four propagators on shell, even in \(D = 4\).

We have seen that iterated cut integrals, sequential discontinuities, and entries of coproducts agree in the appropriate kinematical region also in the case of dimensionally regularized infrared-divergent Feynman integrals. An important consequence is that on-shell three-point vertices force cut integrals to vanish. Having illustrated the relations of the previous section in a variety of one-loop examples we are now ready to proceed and study a more involved two-loop example.

### 5 Unitarity cuts at two loops: the three-point ladder diagram

The two-loop, three-point, three-mass ladder diagram with massless internal lines, fig. 6, is finite in four dimensions [66]. In terms of the variables \(z, \bar{z}\) defined in eq. (4.4), it is given by a remarkably simple expression:

\[
T_L(p_1^2, p_2^2, p_3^2) \equiv -\frac{i}{\pi^4} \int d^4k_1 \int d^4k_2 \frac{1}{k_1^2 (p_3 - k_1)^2 (k_1 + p_1)^2 k_2^2 (p_3 - k_2)^2 (k_1 - k_2)^2} \left(\frac{1}{(1 - z)(1 - \bar{z})(z - \bar{z})} F(z, \bar{z})\right),
\]

(5.1)

where we have defined the pure function

\[
F(z, \bar{z}) = 6 \left[ \text{Li}_4(z) - \text{Li}_4(\bar{z}) \right] - 3 \log(z\bar{z}) \left[ \text{Li}_3(z) - \text{Li}_3(\bar{z}) \right] + \frac{1}{2} \log^2(z\bar{z}) \left[ \text{Li}_2(z) - \text{Li}_2(\bar{z}) \right].
\]

(5.2)

Because the two-loop three-point ladder in four dimensions is given by weight four functions, its coproduct structure is much richer than the one-loop cases of the preceding section. Since one of our goals is to match the entries in the coproduct to the cuts of the
dimens. The finiteness of the integrals, we list below for later reference all the relevant components of the coproduct, of the form \( \Delta_1, \ldots, 1, n-k \). We have

\[
\Delta_{1,3}(F(z, \bar{z})) = \log(z \bar{z}) \otimes [-3 \text{Li}_3(z) + 3 \text{Li}_3(\bar{z}) + \log(z \bar{z}) \log(z \bar{z}) (\text{Li}_2(z) - \text{Li}_2(\bar{z}))]
+ \log((1-z)(1-\bar{z})) \otimes \frac{1}{2} \log z \log \bar{z} \log \frac{z}{\bar{z}},
\]

(5.3)

\[
\Delta_{1,1,2}(F(z, \bar{z})) = \log((1-z)(1-\bar{z})) \otimes \log z \otimes \left( \log z \log \bar{z} - \frac{1}{2} \log^2 z \right)
- \log((1-z)(1-\bar{z})) \otimes \log \bar{z} \otimes \left( \log \bar{z} \log z - \frac{1}{2} \log^2 \bar{z} \right)
- \log(z \bar{z}) \otimes \log(1-z) \otimes \left( \log z \log \bar{z} - \frac{1}{2} \log^2 z \right)
+ \log(z \bar{z}) \otimes \log(1-\bar{z}) \otimes \left( \log \bar{z} \log z - \frac{1}{2} \log^2 \bar{z} \right)
+ \log(z \bar{z}) \otimes \log(z \bar{z}) \otimes \left[ \text{Li}_2(z) - \text{Li}_2(\bar{z}) \right],
\]

(5.4)

\[
\Delta_{1,1,1,1}(F(z, \bar{z})) = \log((1-z)(1-\bar{z})) \otimes \log \frac{z}{\bar{z}} \otimes \log \bar{z} \otimes \log z + \log z \otimes \log \bar{z}
- \log((1-z)(1-\bar{z})) \otimes \log z \otimes \log \bar{z} \otimes \log \bar{z}
+ \log((1-z)(1-\bar{z})) \otimes \log \bar{z} \otimes \log z \otimes \log z
+ \log(z \bar{z}) \otimes \log \frac{1-\bar{z}}{1-z} \otimes \log z \otimes \log \bar{z} + \log(z \bar{z}) \otimes \log \frac{1-\bar{z}}{1-z} \otimes \log \bar{z} \otimes \log z
- \log(z \bar{z}) \otimes \log(1-\bar{z}) \otimes \log \bar{z} \otimes \log z + \log(z \bar{z}) \otimes \log(1-z) \otimes \log z \otimes \log \bar{z}
- \log(z \bar{z}) \otimes \log(z \bar{z}) \otimes \log(1-z) \otimes \log z + \log(z \bar{z}) \otimes \log(z \bar{z}) \otimes \log(1-\bar{z}) \otimes \log \bar{z}.
\]

(5.5)

Notice that the first entry of \( \Delta_{1,1,1,1} \) is (the logarithm of) a Mandelstam invariant, in agreement with the first entry condition.

In the rest of this section we evaluate the standard unitarity cuts of the ladder graph of fig. 6, which give the discontinuities across branch cuts of Mandelstam invariants in the timelike region. Our goal is, first, to relate these cuts to specific terms of \( \Delta_{1,3} \) of \( T_L(p_1^2, p_2^2, p_3^2) \), and, in the following section, to take cuts of these cuts and relate them to \( \Delta_{1,1,2} \).

In contrast to the one-loop case, individual cut diagrams are infrared divergent. Again, we choose to use dimensional regularization. Even though \( T_L(p_1^2, p_2^2, p_3^2) \) is finite in \( D = 4 \) dimensions, its unitarity cuts need to be computed in \( D = 4 - 2\epsilon \) dimensions. The finiteness of \( T_L(p_1^2, p_2^2, p_3^2) \) for \( \epsilon = 0 \) imposes cancellations between \( \epsilon \)-poles of individual cut diagrams. These cancellations can be understood in the same way as the cancellation of infrared singularities between real and virtual corrections in scattering cross sections.

The cut diagrams will be computed in the region \( R^*_\Delta \), where \( \bar{z} = z^* \) and all the Mandelstam invariants are timelike. This restriction is consistent with the physical picture of amplitudes having branch cuts in the timelike region of their invariants. When comparing the results of cuts with \( \delta \), but particularly with Disc, we will be careful to analytically
continue our result to the region where only the cut invariant is positive, as this is where Cut is to be compared with Disc.

Before we start computing the cut integrals, we briefly outline our approach to these calculations. We will compute the cuts of this two-loop diagram by integrating first over a carefully chosen one-loop subdiagram, with a carefully chosen parametrization of the internal propagators. We make our choices according to the following rules, which were designed to simplify the calculations as much as possible:

- Always work in the center of mass frame of the cut channel \( p_i^2 \). The momentum \( p_i \) is taken to have positive energy.
- The routing of the loop momentum \( k_1 \) is such that \( k_1 \) is the momentum of a propagator, and there is either a propagator with momentum \((p_i - k_1)\) or a subdiagram with \((p_i - k_1)^2\) as one of its Mandelstam invariants.
- The propagator with momentum \( k_1 \) is always cut.
- Whenever possible, the propagator with momentum \((p_i - k_1)\) is cut.
- Subdiagrams are chosen so to avoid the square root of the Källén function as their leading singularity. This is always possible for this ladder diagram.

These rules, together with the parametrization of the momenta

\[
p_i = \sqrt{p_i^2}(1, 0, 0_{D-2}), \quad p_j = \sqrt{p_j^2} \left( \alpha, \sqrt{\alpha^2 - 1}, 0_{D-2} \right),
\]

\[
k_1 = (k_{1,0}, |k_1| \cos \theta, |k_1| \sin \theta, 1_{D-2}),
\]

where \( \theta \in [0, \pi] \), \( |k_1| > 0 \), and \( 1_{D-2} \) ranges over unit vectors in the dimensions transverse to \( p_i \) and \( p_j \), make the calculation of these cuts particularly simple. It is easy to show that

\[
\alpha \sqrt{p_i^2} \sqrt{p_j^2} - \frac{p_i^2 - p_j^2}{2} \quad \text{and} \quad \sqrt{p_i^2} \sqrt{p_j^2} \sqrt{\alpha^2 - 1} = \frac{1}{2} \sqrt{\lambda(p_i^2, p_j^2, p_l^2)}.
\]

The changes of variables

\[
\cos \theta = 2x - 1 \quad \text{and} \quad k_{1,0} = \frac{\sqrt{p_i^2}}{2} y,
\]

are also useful (the \( y \) variable is useful mainly when \((p_i - k_1)\) is not cut).

5.1 Unitarity cut in the \( p_3^2 \) channel

We present the computation of the cuts in the \( p_3^2 \) channel in some detail, in order to illustrate our techniques for the evaluation of cut diagrams outlined above. We follow the conventions of appendix A. We then collect the different contributions and check the cancellation of divergent pieces and the agreement with the term \( \delta_{1-z} F(z, \bar{z}) \) in eq. (5.3) as predicted in eq. (3.29c).
and our aim is to show that piled in appendix B, channel unitarity cut, Cut Two-particle cuts.

There are two two-particle cut diagrams contributing to the

\[ p_1 + k_1 \]
\[ p_3 − k_1 \]
\[ p_3 − k_2 \]
\[ k_2 − k_1 \]

\[ p \]

This region where we have used the cut completely factorizes the two loop momentum integrations into a one-mass triangle

We substitute the following expressions for the one-loop integrals, which we have compiled in appendix B, \[ \text{Cut}_{p_3} T_L(p_1^2, p_2^2, p_3^2) = \left( \text{Cut}_{p_3}^{\text{[45]}} + \text{Cut}_{p_3}^{\text{[12]}} + \text{Cut}_{p_3}^{\text{[234]}} + \text{Cut}_{p_3}^{\text{[135]}} \right) T_L(p_1^2, p_2^2, p_3^2), \] (5.9)

and our aim is to show that

\[ \text{Cut}_{p_3} T_L(p_1^2, p_2^2, p_3^2) = - \text{Disc}_{p_3} T_L(p_1^2, p_2^2, p_3^2) \]
\[ \simeq - \Theta \frac{2\pi}{p_1^2} \frac{1}{(1 - z)(1 - \bar{z})(z - \bar{z})} \delta_{1-\epsilon} F(z, \bar{z}). \] (5.10)

**Two-particle cuts.** There are two two-particle cut diagrams contributing to the \( p_3^2 \) channel unitarity cut, \( \text{Cut}_{p_3}^{\text{[45]}} T_L(p_1^2, p_2^2, p_3^2) \) and \( \text{Cut}_{p_3}^{\text{[12]}} T_L(p_1^2, p_2^2, p_3^2) \), shown in fig. 7.

We start by considering the diagram in fig. 7a, which is very simple to compute because the cut completely factorizes the two loop momentum integrations into a one-mass triangle and the cut of a three-mass triangle:

\[
\text{Cut}_{p_3}^{\text{[45]}} T_L(p_1^2, p_2^2, p_3^2) = -i \left[ \frac{e^{\gamma_E \epsilon}}{\pi^{2-\epsilon}} \int d^{4-2\epsilon} k_1 (2\pi)^2 \frac{\delta (k_1^2) \delta ( (p_3 - k_1)^2 )}{(k_1 + p_1)^2 - i\epsilon} \right] \times \frac{e^{\gamma_E \epsilon}}{\pi^{2-\epsilon}} \int d^{4-2\epsilon} k_2 \frac{1}{k_2^2 + i\epsilon (p_3 - k_2)^2 + i\epsilon (k_1 - k_2)^2 + i\epsilon} \frac{1}{1} = i T^{1m}(p_3^2) \text{Cut}_{p_3}^{\text{[45]}} T_L(p_1^2, p_2^2, p_3^2).
\] (5.11)

We substitute the following expressions for the one-loop integrals, which we have compiled in appendix B,

\[
\text{Cut}_{p_3}^{\text{[234]}} T_L(p_1^2, p_2^2, p_3^2) = -2\pi \frac{e^{\gamma_E \epsilon} \Gamma(1 - \epsilon)}{\Gamma(2 - 2\epsilon)} (p_1^2)^{-1-\epsilon} \frac{u_3}{z} 2 F_1 \left( \frac{1}{2}, \frac{1}{2}; 1 - \epsilon; z - \bar{z} \right),
\]

\[
T^{1m}(p_3^2) = i\epsilon^r \frac{1}{sz} (-p_1^2)^{-1-\epsilon} \alpha_{13}^{-1-\epsilon} = i\epsilon^r \frac{1}{sz} (e^{-i\pi\gamma} p_1^2)^{-1-\epsilon} \alpha_{13}^{-1-\epsilon},
\]

where we have used \( p_3^2 = p_1^2 + i\epsilon \) to correctly identify the minus sign associated with \( p_1^2 \) in this region where \( p_1^2 > 0 \). As expected, the result is divergent for \( \epsilon \to 0 \): the origin of the

---

Figure 7: Two-particle cuts in the \( p_3^2 \)-channel.
divergent terms is the one-loop one-mass triangle subdiagram. Expanding up to $\mathcal{O}(\epsilon)$, we get

$$\text{Cut}_{p_3^2, [45], R_\Delta} T_L(p_1^2, p_2^2, p_3^2) = i \frac{(p_1^2)^{-2-2\epsilon}}{(1-z)(1-\bar{z})(z-\bar{z})} \left\{ \frac{1}{\epsilon^2} f_{[45]}^{(-2)}(z, \bar{z}) + \frac{1}{\epsilon} f_{[45]}^{(-1)}(z, \bar{z}) + f_{[45]}^{(0)}(z, \bar{z}) \right\} + \mathcal{O}(\epsilon).$$  

(5.12)

Expressions for the coefficients $f_{[45]}^{(i)}(z, \bar{z})$ are given in appendix C.

We now go on to fig. 7b. We can see diagrammatically that the integration over $k_2$ is the (complex-conjugated) two-mass-hard box we have already studied in section 4.3, with masses $p_1^2$ and $p_2^2$. More precisely, we have

$$\text{Cut}_{p_3^2, [12], R_\Delta} T_L(p_1^2, p_2^2, p_3^2) \frac{e^{\gamma_E \epsilon}}{\pi^{2-\epsilon}} \int d^{4-2\epsilon} k_1 (2\pi)^2 \delta \left( k_1^2 \right) \delta \left( (p_3 - k_1)^2 \right) B^{2mht}(p_1^2, p_2^2; p_3^2, (p_1 + k_1)^2).$$

(5.13)

To proceed, we parametrize the momenta as in eq. (5.6), with $(i, j) = (3, 1)$. Then, we rewrite the momentum integration as

$$\frac{e^{\gamma_E \epsilon}}{\pi^{2-\epsilon}} \int d^{4-2\epsilon} k_1 (2\pi)^2 \delta \left( k_1^2 \right) \delta \left( (p_3 - k_1)^2 \right) =$$

$$= \frac{4\pi}{\Gamma(1 - \epsilon)} \int d k_{1,0} \int d |k_1|^2 |k_1|^{1-2\epsilon} \delta(k_1^2, 0 - |k_1|^2) \delta(p_3^2 - 2p_3 \cdot k_1)$$

$$\int_{-1}^{1} d \cos \theta (1 - \cos^2 \theta)^{-\epsilon}.$$

The two delta functions allow us to trivially perform the $k_{1,0}$ and $|k_1|$ integrations. For the remaining integral, it is useful to change variables to $\cos \theta = 2x - 1$, as in eq. (5.8), and we get,

$$(p_1 + k_1)^2 = p_1^2 (z - x(z - \bar{z})).$$

We finally have

$$\text{Cut}_{p_3^2, [12], R_\Delta} T_L(p_1^2, p_2^2, p_3^2) = 2\pi \frac{e^{\gamma_E \epsilon}}{\Gamma(1 - \epsilon)} (p_1^2)^{-2-2\epsilon} e^{-i\pi \epsilon} u_2 u_3^{1-2\epsilon} \int_0^1 dx \frac{x^{-\epsilon}(1-x)^{-\epsilon}}{(z-x(z-\bar{z}))^{1+2\epsilon}}$$

$$\times \left[ \frac{1}{\epsilon^2} + 2\text{Li}_2(1 - z + x(z - \bar{z})) + 2\text{Li}_2 \left( 1 - \frac{z - x(z - \bar{z})}{z\bar{z}} \right) \right] + \mathcal{O}(\epsilon).$$

(5.14)

The factor $e^{-i\pi \epsilon}$ was determined according to the $i\epsilon$ prescription of the invariants. After expansion in $\epsilon$, all the integrals above are simple to evaluate in terms of multiple polylogarithms. We write this expression as:

$$\text{Cut}_{p_3^2, [12], R_\Delta} T_L(p_1^2, p_2^2, p_3^2) \frac{e^{\gamma_E \epsilon}}{\pi^{2-\epsilon}} \int d^{4-2\epsilon} k_1 (2\pi)^2 \delta \left( k_1^2 \right) \delta \left( (p_3 - k_1)^2 \right) \left\{ \frac{1}{\epsilon^2} f_{[12]}^{(-2)}(z, \bar{z}) + \frac{1}{\epsilon} f_{[12]}^{(-1)}(z, \bar{z}) + f_{[12]}^{(0)}(z, \bar{z}) \right\} + \mathcal{O}(\epsilon),$$

(5.15)
and give the expressions for the coefficients $f_{[12]}^{(i)}(z, \bar{z})$ in appendix C.

**Three-particle cuts.** There are two three-particle cut diagrams that contribute to the $p_3^2$-channel unitarity cut, Cut$_{p_3^2,[234]} T_L(p_1^2, p_2^2, p_3^2)$ and Cut$_{p_3^2,[135]} T_L(p_1^2, p_2^2, p_3^2)$, shown in fig. 8. As these two cuts are very similar, we only present the details for the computation of the cut in fig. 8a, and simply quote the result for fig. 8b. In both cases, we note that the integration over $k_2$ is the cut in the $(p_3 - k_1)^2$-channel of a two-mass one-loop triangle, with masses $p_3^2$ and $(p_3 - k_1)^2$. More precisely, for the cut in fig. 8a we have

$$\text{Cut}_{p_3^2,[234]} T_L(p_1^2, p_2^2, p_3^2) = e^{\gamma_E \epsilon} \frac{1}{\pi^{2-\epsilon}} \int d^{4-2\epsilon} k_1 (2\pi)^2 \delta\left(k_1^2\right) \frac{1}{(p_2 + k_1)^2 - i\epsilon (p_3 - k_1)^2 - i\epsilon} \times \text{Cut}_{(p_3 - k_1)^2} T_{2\text{m}}(p_3^2, (p_3 - k_1)^2).$$

(5.16)

We take the result for the cut of the two mass triangle given in appendix B and insert it into eq. (5.16),

$$\text{Cut}_{p_3^2,[234]} T_L(p_1^2, p_2^2, p_3^2) = (2\pi)^2 e^{2\gamma_E \epsilon} \frac{\Gamma(1 - \epsilon)}{\pi^{2-\epsilon} \epsilon \Gamma(1 - 2\epsilon)} \int d^{4-2\epsilon} k_1 \frac{\delta\left(k_1^2\right)}{(p_2 + k_1)^2} \frac{\theta\left((p_3 - k_1)^2\right)}{2p_3 \cdot k_1} \times \left(\frac{1}{(p_3 - k_1)^2}\right)^{1+\epsilon} \theta(k_{1,0}),$$

(5.17)

where we have used the $\delta$-function to set $k_1^2 = 0$, and we have dropped the $\pm i\epsilon$. We have included the $\theta$-functions because the cut of the two-mass triangle is only nonzero when the $(p_3 - k_1)^2$-channel is positive. It is also important to recall that the positive energy flow across the cut requires $k_{1,0} > 0$, so we have included this $\theta$-function explicitly. We use the parametrization of eq. (5.6), with $(i, j) = (3, 2)$ and both changes of variables in eq. (5.8), since the propagator with momentum $(p_3 - k_1)$ is not cut. The two conditions imposed by the $\theta$-functions imply that

$$0 \leq y \leq 1.$$

(5.18)

---

**Figure 8:** Three-particle cuts in the $p_3^2$-channel.
We then get

\[
\text{Cut}_{p_3^2;[234],R_\Delta} \mathcal{T}_L(p_1^2, p_2^2, p_3^2) = -\frac{2\pi e^{2\gamma_E}}{e\Gamma(1-2\epsilon)} (p_1^2)^{2-2\epsilon} u_3^{-1-2\epsilon} \int_0^1 dx \, x^{-\epsilon} (1-x)^{-1-\epsilon} \\
\times \frac{y^{-2\epsilon}(1-y)^{-1-\epsilon}}{u_2 + y (z-\bar{z}) - x(z-\bar{z})} \\
= -\frac{2\pi e^{2\gamma_E}}{e^2 \Gamma(1-3\epsilon)} (p_1^2)^{2-2\epsilon} u_3^{-1-2\epsilon} \int_0^1 dx \, x^{-\epsilon} (1-x)^{-1-\epsilon} \\
\times \frac{y^{-2\epsilon}(1-y)^{-1-\epsilon}}{u_2} \\
\times 2 \text{F}_1 \left(1, 1 - 2\epsilon; 1 - 3\epsilon; 1 - \frac{z - x(z-\bar{z})}{u_2} \right).
\]

(5.19)

We can now expand the hypergeometric function into a Laurent series in $\epsilon$ using standard techniques [74], and we then perform the remaining integration order by order. As usual, we write the result in the form

\[
\text{Cut}_{p_3^2;[234],R_\Delta} \mathcal{T}_L(p_1^2, p_2^2, p_3^2) = \frac{(p_1^2)^{2-2\epsilon}}{(1-z)(1-\bar{z})(z-\bar{z})} \left\{ \frac{1}{\epsilon^2} f_{[234]}^{(-2)}(z, \bar{z}) + \frac{1}{\epsilon} f_{[234]}^{(-1)}(z, \bar{z}) + f_{[234]}^{(0)}(z, \bar{z}) \right\} + \mathcal{O}(\epsilon).
\]

(5.20)

The diagram of fig. 8b can be calculated following exactly the same steps, the only difference being that when using the parametrization of eq. (5.6) we have $(i, j) = (3, 1)$. The result is

\[
\text{Cut}_{p_3^2;[135],R_\Delta} \mathcal{T}_L(p_1^2, p_2^2, p_3^2) = -\frac{2\pi e^{2\gamma_E}}{e^2 \Gamma(1-3\epsilon)} (p_1^2)^{2-2\epsilon} u_3^{-1-2\epsilon} \int_0^1 dx \, x^{-\epsilon} (1-x)^{-1-\epsilon} \\
\times \frac{y^{-2\epsilon}(1-y)^{-1-\epsilon}}{u_2 (1-\epsilon)} \\
\times 2 \text{F}_1 \left(1, 1 - 2\epsilon; 1 - 3\epsilon; 1 - \frac{z - x(z-\bar{z})}{u_2} \right) \\
= \frac{(p_1^2)^{2-2\epsilon}}{(1-z)(1-\bar{z})(z-\bar{z})} \left\{ \frac{1}{\epsilon^2} f_{[135]}^{(-2)}(z, \bar{z}) + \frac{1}{\epsilon} f_{[135]}^{(-1)}(z, \bar{z}) + f_{[135]}^{(0)}(z, \bar{z}) \right\} + \mathcal{O}(\epsilon).
\]

(5.21)

Explicit expressions for the $f_{[234]}^{(i)}(z, \bar{z})$ and $f_{[135]}^{(i)}(z, \bar{z})$ are given in appendix C.

**Summary and discussion.** Let us now combine the results for each $p_3^2$-channel cut diagram and compare the total with Disc and the relevant terms in the coproduct. We observe the sum is very simple, compared to the expressions for each of the cuts.

Note that, as imposed by the fact that the two-loop ladder is finite in four dimensions, the sum of the divergent terms of each diagram vanishes. In fact, this cancellation happens in a very specific way: the sum of the two-particle cuts cancels with the sum of the three-particle cuts. If we write

\[
\frac{f_{[45]}^{(-2)}}{\epsilon^2} + \frac{f_{[12]}^{(-2)}}{\epsilon} = \frac{f_{\text{virt}}^{(-2)}}{\epsilon^2} + \frac{f_{\text{virt}}^{(-1)}}{\epsilon^1},
\]

(5.22)

\[
\frac{f_{[234]}^{(-2)}}{\epsilon^2} + \frac{f_{[135]}^{(-2)}}{\epsilon} = \frac{f_{\text{real}}^{(-2)}}{\epsilon^2} + \frac{f_{\text{real}}^{(-1)}}{\epsilon^1},
\]

(5.23)
then this cancellation can be written as
\[ f_{\text{virt}}^{(-2)} = -f_{\text{real}}^{(-2)} \text{ and } f_{\text{virt}}^{(-1)} = -f_{\text{real}}^{(-1)}. \tag{5.24} \]

We call the divergent contribution of two particle cuts a virtual contribution because it is associated with divergences of loop diagrams, whereas the divergent contribution of three particle cuts, the real contribution, comes from integrating over a three-particle phase space. This cancellation is similar to the cancellation of infrared divergences for inclusive cross sections, although in this case we are not directly dealing with a cross section, but merely with the unitarity cuts of a single finite Feynman integral. A better understanding of these cancellations might prove useful for the general study of the infrared properties of amplitudes, and it would thus be interesting to understand how it generalizes to other cases.

As expected, the sum of the finite terms does not cancel. We get
\[ f^{(0)}(0)_{\text{z},\bar{z}} + f^{(0)}(0)_{\text{z},\bar{z}} + f^{(0)}(0)_{\text{z},\bar{z}} + f^{(0)}(0)_{\text{z},\bar{z}} = i\pi \log z \log \bar{z} \log \frac{z}{\bar{z}}. \tag{5.25} \]

Since all divergences have cancelled, we can set \( \epsilon = 0 \) and write the cut-derived discontinuity of the integral as
\[ \text{Cut}_{p_3^2, R^3_\Delta} T_L(p_1^2, p_2^2, p_3^2) = -\pi (p_1^2)^{-2} \log z \log \bar{z} \log \frac{z}{\bar{z}}. \tag{5.26} \]

For comparison with Disc, we now analytically continue this result to the region \( R^3_\Delta \) where only the cut invariant is positive: \( p_3^2 > 0 \) and \( p_1^2, p_2^2 < 0 \). In terms of the \( z \) and \( \bar{z} \) variables, the region is: \( z > 1 > \bar{z} > 0 \). None of the functions in eq. (5.26) has a branch cut in this region, and thus there is nothing to do for the analytic continuation and the result is valid in this region as it is given above,
\[ \text{Cut}_{p_3^2, R^3_\Delta} T_L(p_1^2, p_2^2, p_3^2) = \text{Cut}_{p_3^2, R^3_\Delta} T_L(p_1^2, p_2^2, p_3^2). \]

This is consistent with the expectation that the discontinuity function would be real in the region where only the cut invariant is positive \([2, 3]\).

The relations with Disc and \( \delta \) are now easy to verify. As expected, we find,
\[ \text{Cut}_{p_3^2, R^3_\Delta} T_L(p_1^2, p_2^2, p_3^2) = -\text{Disc}_{p_3^2} T_L(p_1^2, p_2^2, p_3^2) \]
\[ \approx -2\pi (p_1^2)^{-2} \Theta \frac{1}{(1-z)(1-\bar{z})(\bar{z}-z)} \delta_{1-z} F(z, \bar{z}). \tag{5.27} \]

We can write this equation diagrammatically as
\[ \delta_{1-z} T_L(p_1^2, p_2^2, p_3^2) = \frac{1}{2\pi i} \left( \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2}
\end{array} \right). \]
5.2 Unitarity cut in the $p_2^2$ channel

We now turn to the calculation of the cuts in the $p_2^2$ channel, in order to reproduce the $\delta_z T_L(p_1^2, p_2^2, p_3^2)$ entry of the coproduct in eq. (5.3) as in eq. (3.29b). Only two cut diagrams contribute to this channel,

$$\text{Cut}_{p_2^2}T_L(p_1^2, p_2^2, p_3^2) = (\text{Cut}_{p_2^2,[46]} + \text{Cut}_{p_2^2,[136]}) T_L(p_1^2, p_2^2, p_3^2).$$

The computation of the two cuts diagrams follows the same strategy as before, i.e., we compute the cut of the two-loop diagram by integrating over a carefully chosen one-loop subdiagram.

**Computation of the cut diagrams.** We start by computing $\text{Cut}_{p_2^2,[46]}T_L(p_1^2, p_2^2, p_3^2)$. As suggested by the momentum routing in fig. 9a, we identify the result of the $k_2$ integration with the complex conjugate of an uncut two-mass triangle, with masses $(p_3 + k_1)^2$ and $p_3^2$:

$$\text{Cut}_{p_2^2,[46]}R_{\Delta}T_L(p_1^2, p_2^2, p_3^2) = -i \frac{e^{\gamma E} \epsilon}{\pi^{2-\epsilon}} \int d^{4-2\epsilon} k_1 (2\pi)^2 \delta (k_1^2) \delta \left( \frac{(p_2 - k_1)^2}{(p_3 + k_1)^2} - i \epsilon \right) T^{2m_1}(p_3^2, (p_3 + k_1)^2).$$

Using the result for the triangle given in appendix B and proceeding in the same way as with the $p_3^2$-channel cuts, we get (setting $(i, j) = (2, 3)$ in eq. (5.6))

$$\text{Cut}_{p_2^2,[46]}R_{\Delta}T_L(p_1^2, p_2^2, p_3^2) = \frac{2\pi}{\epsilon^2 \Gamma(1 - \epsilon)} u_2^{-\epsilon} e^{-i\pi(p_1^2)^{2-2\epsilon}} \int_0^1 dx \ (1 - x)^{-\epsilon} x^{-\epsilon} \times \frac{(u_3 + z - u_2 - x(z - \bar{z}))^{-\epsilon} - u_3^{-\epsilon}}{(u_3 + z - u_2 - x(z - \bar{z}))(z - u_2 - x(z - \bar{z}))}$$

$$= i \left( \frac{p_1^2}{(1 - z)(1 - \bar{z})(z - \bar{z})} \right) \left\{ \frac{1}{\epsilon} f_{[46]}^{(-1)}(z, \bar{z}) + f_{[46]}^{(0)}(z, \bar{z}) \right\} + \mathcal{O}(\epsilon).$$

The cut integral $\text{Cut}_{p_2^2,[136]}T_L(p_1^2, p_2^2, p_3^2)$ is slightly more complicated. Using the routing of loop momenta of fig. 9b, we look at it as the $k_1$-integration over the cut of a three-mass
where \( \text{Cut}_t B^\text{hm}(i^2_2, i^2_3, i^2_4; s, t) \) is the \( t \)-channel cut of the three-mass box with masses \( i^2_1 \), for \( i \in \{2, 3, 4\} \), \( i^2_1 = 0 \), \( s = (i^2_1 + i^2_2)^2 \) and \( t = (i^2_2 + i^2_3)^2 \). In our case:

\[
\begin{align*}
&i^2_2 = (p_3 + k_1)^2 - i \epsilon, \quad i^2_3 = p_1^2 - i \epsilon, \quad i^2_4 = p_2^2 + i \epsilon, \quad s = p_3^2 - i \epsilon, \quad t = (p_2 - k_1)^2.
\end{align*}
\]

The result for the \( t \)-channel cut of the three-mass box is given in appendix B in the region where the uncut invariants are negative, and \( t \) is positive. Since we work in the region where all the \( i^2_1 \) are positive, some terms in the expression (B.12) need to be analytically continued using the \( \pm i \epsilon \) prescriptions given above. Using eq. (5.6) with \( (i, j) = (2, 3) \) and introducing the variables \( x \) and \( y \) according to eq. (5.8), we have:

\[
\begin{align*}
\log(-s) &= \log(p_1^2) + \log u_3 + i \pi, \\
(-i^2_2)^{-\epsilon} &= (e^{i\pi p_1^2})^{-\epsilon} (u_3 + y(z - u_2 - x(z - \bar{z})))^{-\epsilon}, \\
(-i^2_3)^{-\epsilon} &= (e^{i\pi p_1^2})^{-\epsilon}, \\
\log \left( 1 - \frac{i^2_2}{4} \right) &= \log y - \log(1 - y) - i \pi, \\
\log \left( 1 - \frac{i^2_2}{4s} \right) &= \log(u_3 + z - u_2 - x(z - \bar{z})) + \log y - \log u_3 - \log(1 - y) - i \pi.
\end{align*}
\]

Combining everything, \( \text{Cut}_{\mu^2,[136],R_\Delta} T_L(i^2_1, i^2_2, i^2_3) \) is given by

\[
\begin{align*}
\text{Cut}_{\mu^2,[136],R_\Delta} T_L(i^2_1, i^2_2, i^2_3) &= 2\pi \frac{e^{2\gamma_\text{E}}}{\Gamma(1 - 2\epsilon)} u_2^{-\epsilon}(p_1^2)^{-2 - 2\epsilon} \int_0^1 dx \(1 - x)^{-\epsilon} x^{-\epsilon} \int_0^1 dy \frac{1}{u_3 + z - u_2 - x(z - \bar{z})} \\
&\times \frac{1}{u_3 + y(z - u_2 - x(z - \bar{z}))} \left[ - \frac{u_2^\epsilon}{\epsilon} (1 - y)^{\epsilon} (u_3 + y(z - u_2 - x(z - \bar{z})))^{-\epsilon} \\
&+ \frac{2}{\epsilon} u_2^{-\epsilon}(1 - y)^{-\epsilon} - 2 \log(u_3 + z - u_2 - x(z - \bar{z})) + 2 \log u_2 + 2 \log(1 - y) \right] + \mathcal{O}(\epsilon) \\
&= i \frac{(p_1^2)^{-2 - 2\epsilon}}{(1 - z)(1 - \bar{z})(z - \bar{z})} \left\{ \frac{1}{\epsilon} f^{(-1)}_{[136]}(z, \bar{z}) + f^{(0)}_{[136]}(z, \bar{z}) \right\} + \mathcal{O}(\epsilon).
\end{align*}
\]

Explicit results for \( f^{(i)}_{[46]}(z, \bar{z}) \) and \( f^{(i)}_{[136]}(z, \bar{z}) \) are given in appendix C.

---

\(^8\)Strictly speaking, this analytic continuation is valid for \( \bar{z} = z^* \), with \( \Re(z) < 1 \). For the case of \( \Re(z) > 1 \), the factors of \( \pi \tau \) are distributed in other ways among the different terms, but the combination of all terms is still the same.
Summary and discussion. Similarly to the $p_2^3$-channel cuts, we first analyze the cancellation of the singularities in the sum of the two cuts contributing to the $p_2^3$ channel, and check the agreement with $\delta_z T_L(p_1^2, p_2^2, p_3^2)$ given in eq. (5.3). In this case we only have single poles, and we see that the poles cancel, as expected:

$$f_{[46]}^{(-1)}(z, \bar{z}) + f_{[136]}^{(-1)}(z, \bar{z}) = 0. \quad (5.34)$$

This cancellation can again be understood as the cancellation between virtual (from cut [46]) and real contributions (from cut [136]).

Adding the finite contributions, we find

$$f_{[46]}^{(0)}(z, \bar{z}) + f_{[136]}^{(0)}(z, \bar{z}) = 2\pi i \left\{ 3[\text{Li}_3(\bar{z}) - \text{Li}_3(z)] + (\log(z\bar{z}) - i\pi)[\text{Li}_2(z) - \text{Li}_2(\bar{z})] \right\}. \quad (5.35)$$

Hence, the cut of the two-loop ladder in the $p_2^3$ channel is

$$\text{Cut}_{p_2^2, R_\Delta} T_L(p_1^2, p_2^2, p_3^2) = -\frac{2\pi(p_1^2)^{-2}}{(1-z)(1-\bar{z})} \left\{ 3[\text{Li}_3(\bar{z}) - \text{Li}_3(z)] + (\log(z\bar{z}) - i\pi)[\text{Li}_2(z) - \text{Li}_2(\bar{z})] \right\}. \quad (5.36)$$

Since this result was computed in the region where all invariants are positive, we now analytically continue to the region $R_\Delta^2$ where $p_2^3 > 0$ and $p_1^2, p_3^2 < 0$. For the $z$ and $\bar{z}$ variables, this corresponds to $1 > z > 0 > \bar{z}$. The analytic continuation of the $\text{Li}_2$ and $\text{Li}_3$ functions is trivial, because their branch cuts lie in the $[1, \infty)$ region of their arguments. However, the continuation of $\log(z\bar{z})$ needs to be done with some care, since $(z\bar{z})$ becomes negative. We can determine the sign of the $i\varepsilon$ associated with $(z\bar{z})$ by noticing that

$$\log \left(-\frac{p_2^3}{p_1^2 - i\varepsilon}\right) = \log (-z\bar{z} - i\varepsilon),$$

where we associate a $-i\varepsilon$ to $p_1^2$ because it is in the complex-conjugated region of the cut diagrams. We thus see that the $-i\pi$ term in eq. (5.36) is what we get from the analytic continuation of $\log(-z\bar{z} - i\varepsilon)$ to positive $(z\bar{z})$. In region $R_\Delta^2$, we thus have

$$\text{Cut}_{p_2^2, R_\Delta} T_L(p_1^2, p_2^2, p_3^2) = -\frac{2\pi(p_1^2)^{-2}}{(1-z)(1-\bar{z})} \left\{ 3[\text{Li}_3(\bar{z}) - \text{Li}_3(z)] + \log(-z\bar{z} - i\varepsilon)[\text{Li}_2(z) - \text{Li}_2(\bar{z})] \right\}. \quad (5.37)$$

This agrees with the expectation that the discontinuity function should be real in the region where only the cut invariant is positive $[2, 3]$. Furthermore, we again observe the expected relations with $\text{Disc}$ and $\delta$,

$$\text{Cut}_{p_2^2, R_\Delta} T_L(p_1^2, p_2^2, p_3^2) = -\text{Disc}_{p_2^2} T_L(p_1^2, p_2^2, p_3^2) \cong \frac{1}{(1-z)(1-\bar{z})(z-\bar{z})} \delta_z F(z, \bar{z}). \quad (5.38)$$
Diagrammatically, the relation can be written as follows:

$$\delta_z T_L(p_1^2, p_2^2, p_3^2) = \frac{1}{2\pi i} \left( \begin{array}{c}
\end{array} \right) .$$

(5.39)

5.3 Unitarity cut in the $p_1^2$ channel

Given the symmetry of the three-point ladder, the cut in the $p_1^2$ channel shown in fig. 10 can be done in exactly the same way as the $p_2^2$ channel, so we will be brief in listing the results for completeness.

For the sum of the two cut integrals, the reflection symmetry can be implemented by exchanging $p_1$ and $p_2$ in eq. (5.36), along with transforming $z \rightarrow \frac{1}{\bar{z}}$ and $\bar{z} \rightarrow \frac{1}{z}$. The total cut integral is then

$$\text{Cut}_{p_1^2, R_\triangle} T_L(p_1^2, p_2^2, p_3^2) = - \frac{2\pi (p_1^2)^2}{(1 - z)(1 - \bar{z})(z - \bar{z})} \left\{ 3 \left[ \text{Li}_3 \left( \frac{1}{z} \right) - \text{Li}_3 \left( \frac{1}{\bar{z}} \right) \right] - \left( \log(z\bar{z}) + i\pi \right) \left[ \text{Li}_2 \left( \frac{1}{z} \right) - \text{Li}_2 \left( \frac{1}{\bar{z}} \right) \right] \right\} .$$

(5.40)

We now analytically continue $p_2^3$ and $p_3^2$ to the region $R_\triangle'$ where we should match Disc. In this region, we have $\bar{z} < 0$ and $z > 1$. Similarly to the previous case, we take $p_2^2 - i\varepsilon$ to find that $\log(z\bar{z} - i\varepsilon) \rightarrow \log(-z\bar{z}) - i\pi$, and thus

$$\text{Cut}_{p_1^2, R_\triangle'} T_L(p_1^2, p_2^2, p_3^2) = - \frac{2\pi (p_1^2)^2}{(1 - z)(1 - \bar{z})(z - \bar{z})} \left\{ 3 \left[ \text{Li}_3 \left( \frac{1}{z} \right) - \text{Li}_3 \left( \frac{1}{\bar{z}} \right) \right] - \log(-z\bar{z}) \left[ \text{Li}_2 \left( \frac{1}{z} \right) - \text{Li}_2 \left( \frac{1}{\bar{z}} \right) \right] \right\} = - \text{Disc}_{p_1^2} T_L(p_1^2, p_2^2, p_3^2).$$

(5.41)

In the last line, we have confirmed that the cut result agrees with a direct evaluation of the discontinuity of $T_L(p_1^2, p_2^2, p_3^2)$ in the region $R_\triangle'$.

The $\delta$ discontinuity evaluated from the coproduct is simply related to the discontinuities in the $p_1^2$ and $p_2^2$ channels. Indeed, we can rewrite eq. (5.3) as

$$\Delta_{1,3}(F(z, \bar{z})) = \log \left( -p_2^2 \right) \otimes \delta_{p_2^2} F(z, \bar{z}) + \log \left( -p_3^2 \right) \otimes \delta_{p_3^2} F(z, \bar{z}) + \log \left( -p_1^2 \right) \otimes \delta_{p_1^2} F(z, \bar{z}),$$

Figure 10: Cuts in the $p_1^2$-channel
where
\[
\delta p_2^2 F(z, \bar{z}) = \delta z F(z, \bar{z}), \quad \delta p_3^2 F(z, \bar{z}) = \delta_{1-z} F(z, \bar{z}), \quad \delta p_4^2 F(z, \bar{z}) = -\delta z F(z, \bar{z}) - \delta_{1-z} F(z, \bar{z}).
\]

Explicitly,
\[
(-2\pi i) \delta p_1^2 T_L = -\frac{2\pi (p_1^2)^{-2}}{(1-z)(1-\bar{z})(z-\bar{z})} \left\{ 3[Li_3(z) - Li_3(\bar{z})] + \log(-z\bar{z})[Li_2(z) - Li_2(\bar{z})] + \frac{1}{2} \log z \log \bar{z} \log \frac{z}{\bar{z}} \right\},
\]

which agrees with Disc \(p_1^2 T_L\) from eq. (5.41) modulo \(\pi^2\).

6 Sequence of unitarity cuts

In the previous section we gave a diagrammatic interpretation of the \(\delta z F(z, \bar{z})\) and \(\delta_{1-z} F(z, \bar{z})\) terms of eq. (5.3) as unitarity cuts in \(p_2^2\) and \(p_3^2\) respectively. In this section we will take sequences of two unitarity cuts as defined in section 3.2 and match the result to entries of the coproduct as predicted in eqs. (3.30).

Unlike the single unitarity cuts, which could be computed in the kinematic region \(R^*_\Delta\) where \(\sqrt{\lambda}\) is imaginary and thus \(\bar{z} = z^*\), and then analytically continued back to the region in which Disc is evaluated, the calculation of double unitarity cuts (in real kinematics) has to be done in the region where \(z, \bar{z}\) and \(\sqrt{\lambda}\) are real in order to get a nonzero result. Moreover, we must work in the specific region in terms of \(z\) and \(\bar{z}\) corresponding to positive cut invariants and negative uncut invariant.

We focus on the cases of Cut \(p_2^3\), Cut \(p_2^1\) and Cut \(p_2^2\), Cut \(p_2^1\). We present our method to evaluate the necessary cuts. We check that we indeed reproduce the expected terms of the coproduct and satisfy the relations (3.30) that we expect, so that the relations (3.16) and (3.19) among Disc, Cut, and the coproduct components hold. We stress that the fact that we reproduce the expected relations between Disc, Cut and the coproduct components is a highly nontrivial check on the consistency of the extended cutting rules of section 3.2. In particular, we see that the restriction to real kinematics is justified. We observe that, unlike for the case of single unitarity cuts, it is insufficient to define cut diagrams only through the set of propagators that go on shell, as the results for the integrals strongly depend on the phase space boundaries which are specified by the correct choice of kinematic region. Finally, we comment on the triple discontinuity of the ladder.

6.1 Double unitarity cuts

In this section we describe the computation of the sequences of two unitarity cuts corresponding to Cut \(p_2^3\) and Cut \(p_2^1\); see fig. 11 and fig. 12. All the cut integrals can be computed following similar techniques as the ones outlined in section 5, so we will be brief and only comment on some special features of the computation. Details on how to compute the integrals can be found in appendix D.1, and the explicit results for all the cuts in fig. 11 and fig. 12 are given in appendices D.2 and D.3 respectively.
Figure 11: Cut diagrams contributing to the \( \text{Cut}_{p_1^2} \circ \text{Cut}_{p_3^2} \) sequence of unitarity cuts.

First, we note that, since we are dealing with sequences of unitarity cuts, the cut diagrams correspond to the extended cutting rules introduced in section 3.2. In particular, in section 3.2 we argued that cut diagrams with crossed cuts should be discarded, and such diagrams are therefore not taken into account in our computation. (In this example, all possible crossed cut diagrams would vanish anyway, for the reason given next.)

Second, some of the cut integrals vanish because of energy-momentum constraints. Indeed the cut in fig. 11e vanishes in real kinematics because it contains a three-point vertex where all the connected legs are massless and on shell. Hence, the cut diagram cannot satisfy energy momentum conservation in real kinematics with \( D > 4 \) (recall the example of the two-mass-hard box). We will set this diagram to zero, and we observe a posteriori that this is consistent with the other results, again supporting our approach of working in real kinematics.

We make one further remark on kinematic restrictions. Recall that the generalized cutting rules allow for all possible directions of energy flow across each cut (as illustrated in fig. 1 for the triangle). In this example of the ladder cut in channels \( p_1^2 \) and \( p_3^2 \), all diagrams except fig. 11b would vanish if the energy components of \( p_1 \) and \( p_3 \) had the same sign. However, it follows from the conditions of the cut region \( (p_1^2, p_3^2 > 0, p_2^2 < 0) \), in real
kinematics, that the energy components of $p_1$ and $p_3$ must have opposite signs. Thus we will find that we always have nonvanishing contributions from all diagrams except fig. 11e. It is important to be aware of these types of restrictions on the existence of the cut region, since they do not necessarily show up explicitly in the cut integrals.

Let us now focus on the cuts that do not vanish. As we mentioned previously, the cuts are computed by integrating over carefully chosen one-loop subdiagrams. In particular, for simplicity we avoid integrating over three-mass triangles, cut or uncut, because the leading singularity of this diagram is the square root of the Källén function, which leads to integrands that are not directly integrable using the tools developed for multiple polylogarithms. In Tables 2 and 3 we summarize the preferred choices of subdiagrams for the first loop integration. We observe that it is insufficient to define a cut integral by the subset of propagators that are cut. Indeed, some cut integrals in the two tables have the same cut propagators, but are computed in different kinematic regions due to the rules of section 3, leading to very different results.\footnote{One might think that the results would be related by analytic continuation, but this is not generally true.}

Finally, depending on the cut integral and the kinematic region where the cut is computed, the integrands might become divergent at specific points, and we need to make sense of these divergences to perform the integrals. In the case where the integral develops an end-point singularity, we explicitly subtract the divergence before expanding in $\epsilon$, using the technique known as the plus prescription. For example, if $g(y, \epsilon)$ is regular for all $y \in [0, 1]$, then, for $\epsilon < 0$, we have:

$$
\int_0^1 dy \frac{g(y, \epsilon)}{(1 - y)^{1+\epsilon}} = \frac{g(1, \epsilon)}{\epsilon} + \int_0^1 dy \frac{g(y, \epsilon) - g(1, \epsilon)}{(1 - y)^{1+\epsilon}}.
$$

Figure 12: Cut diagrams contributing to the $\text{Cut}_{p_1^2} \circ \text{Cut}_{p_2^2}$ sequence of unitarity cuts.
usual principal value prescription, As a consequence, the integral develops an imaginary part, which can be extracted by $i\varepsilon$ are shifted into the complex plane due to the Feynman poles inside the integration region. A careful analysis however reveals that the singularities under the integration sign. However, we also encounter integrands which, at first glance, develop simple calculations collected in Appendix D, we get 

$$\text{cut}_{p_3^2} T_L \left( p_1^2, p_2^2, p_3^2 \right) = \frac{4\pi^2 i (p_1^2)^{-2}}{(1-z)(1-\bar{z})(z-\bar{z})} \left( \log(z) \log(\bar{z}) - \frac{1}{2} \log^2(z) \right),$$

and

$$\text{cut}_{p_2^2} T_L \left( p_1^2, p_2^2, p_3^2 \right) = \frac{4\pi^2 i (p_1^2)^{-2}}{(1-z)(1-\bar{z})(z-\bar{z})} \left( \log(z) \log(\bar{z}) - \frac{1}{2} \log^2(z) \right. - \text{Li}_2(z) + \text{Li}_2(\bar{z}) \bigg).$$

Table 2: Nonvanishing cuts contributing to the $\text{cut}_{p_1^2} \circ \text{cut}_{p_3^2}$ sequence of unitarity cuts.

The remaining integral is manifestly finite, and we can thus expand in $\varepsilon$ under the integration sign. However, we also encounter integrands which, at first glance, develop simple poles inside the integration region. A careful analysis however reveals that the singularities are shifted into the complex plane due to the Feynman $i\varepsilon$ prescription for the propagators. As a consequence, the integral develops an imaginary part, which can be extracted by the usual principal value prescription,

$$\lim_{\varepsilon \to 0} \frac{1}{a \pm i\varepsilon} = \text{PV} \frac{1}{a} + i\pi \delta(a), \quad (6.2)$$

where PV denotes the Cauchy principal value, defined by

$$\text{PV} \int_0^1 dy \frac{g(y)}{y-y_0} = \lim_{\eta \to 0} \left[ \int_0^{y_0-\eta} dy \frac{g(y)}{y-y_0} + \int_{y_0+\eta}^1 dy \frac{g(y)}{y-y_0} \right], \quad (6.3)$$

where $g(y)$ is regular on $[0,1]$ and $y_0 \in [0,1]$. Note that the consistency throughout the calculation of the signs of the $i\varepsilon$ of uncut propagators and subdiagram invariants, as derived from the conventions of the extended cutting rules of section 3.2 (see also appendix A), is a nontrivial consistency check of these cutting rules.

6.2 Summary and discussion

Let us now look at explicit results for $\text{cut}_{p_3^2} T_L$ and $\text{cut}_{p_3^2} T_L$. From the explicit calculations collected in Appendix D, we get
Cut (computed in $R_{\Delta}^{1,2}$) & One-loop subdiagram \\
Cut_{p_1^2,[56]} \circ \Cut_{p_2^2,[46]} = \Cut_{[456],R_{\Delta}^{1,2}} & \text{One-mass triangle, mass } p_3^2, \text{ fig. 12a.} \\
& \text{(this cut completely factorizes)} \\
\Cut_{p_1^2,[236]} \circ \Cut_{p_2^2,[46]} = \Cut_{[2346],R_{\Delta}^{1,2}} & \text{Cut two-mass triangle, masses } p_3^2 \text{ and } \\
& (p_1 + k_1)^2, \text{ in } (p_1 + k_1)^2 \text{ channel, fig. 12b.} \\
\Cut_{p_1^2,[56]} \circ \Cut_{p_2^2,[136]} = \Cut_{[1356],R_{\Delta}^{1,2}} & \text{Cut two-mass triangle, masses } p_3^2 \text{ and } \\
& (p_2 + k_1)^2, \text{ in } (p_2 + k_1)^2 \text{ channel, fig. 12c.} \\
\Cut_{p_1^2,[236]} \circ \Cut_{p_2^2,[136]} = \Cut_{[1236],R_{\Delta}^{1,2}} & \text{Cut two-mass-hard box, masses } p_1^2 \text{ and } \\
& p_2^2, \text{ in } t = (p_1 - k_1)^2 \text{ channel, fig. 12d.} \\

Table 3: Cuts contributing to the $\Cut_{p_1^2} \circ \Cut_{p_2^2}$ sequence of unitarity cuts.

Comparing with the coproduct in eq. (5.4), we verify from these results that the relations (3.16) and (3.19) between Cut and $\delta$, as written in eqs. (3.30), are satisfied. We have confirmed by direct calculation from the original ladder function (5.1) that the Disc operation gives the expect results as well.

Diagrammatically, for the specific cuts considered above, we have

\[
[\delta_{1-z,\bar{z}} + \delta_{1-z,1-z}] T_L(p_1^2, p_2^2, p_3^2) = \frac{1}{(2\pi i)^2} \left( \begin{array}{c}
\text{\includegraphics{cut1}}
+ \text{\includegraphics{cut2}} + \text{\includegraphics{cut3}} \\
\text{\includegraphics{cut4}} + \text{\includegraphics{cut5}} + \text{\includegraphics{cut6}}
\end{array} \right) R_{\Delta}^{1,3},
\]

and,

\[
[\delta_{z,\bar{z}} + \delta_{z,1-z}] T_L(p_1^2, p_2^2, p_3^2) = \frac{1}{(2\pi i)^2} \left( \begin{array}{c}
\text{\includegraphics{cut1}}
+ \text{\includegraphics{cut2}} + \text{\includegraphics{cut3}} \\
\text{\includegraphics{cut4}} + \text{\includegraphics{cut5}} + \text{\includegraphics{cut6}}
\end{array} \right) R_{\Delta}^{1,2}.
\]

One could wonder about a sequence of three unitarity cuts in the three distinct channels of the ladder. As argued in Section 3.5, the region where one would hope to compute this triple cut has all $p_i^2 > 0$. Since $F$ is only a function of the ratios of the $p_i^2$, this region is indistinguishable from the Euclidean region, so the triple cut must vanish and contains no nontrivial information on the analytic structure of the function.

7 From cuts to dispersion relations and coproducts

In previous sections we introduced computational tools to compute cut integrals, and we showed that extended cutting rules in real kinematics lead to consistent results. Furthermore, we argued that the entries in the coproduct of a Feynman integral can be related to
its discontinuities and cut integrals. While these results are interesting in their own right, in this section we take a step further and put them to use: we present several ways of using the knowledge of (sequences of) cut integrals to reconstruct the original Feynman integral based on the knowledge of its cuts.

It is obvious from the first entry condition that if all cuts are known, we can immediately write down the coproduct component of weight $(1, n-1)$ of a pure integral of weight $n$. In particular, for the one- and two-loop triangle integrals investigated in previous sections, we immediately obtain

$$\Delta_{1,1}(T(z, \bar{z})) = \log(z \bar{z}) \otimes \delta_z T(z, \bar{z}) + \log((1-z)(1-\bar{z})) \otimes \delta_{1-z} T(z, \bar{z}),$$

and the quantities $\delta_z T(z, \bar{z})$, $\delta_{1-z} T(z, \bar{z})$, $\delta_z F(z, \bar{z})$ and $\delta_{1-z} F(z, \bar{z})$ are directly related to the discontinuities of the integral through eqs. (3.29). These components of the coproduct in term determine the functions $T(z, \bar{z})$ and $F(z, \bar{z})$ up to terms that vanish when acting with $\Delta_{1,1}$ and $\Delta_{1,3}$. We will see how this information can be recovered in the following.

Similarly, in eq. (3.30) we have shown how the double discontinuities of the two-loop ladder triangle are related to the entries in the coproduct. We can then immediately write

$$\Delta_{1,1,2}(F(z, \bar{z})) = \sum_{(x_1,x_2) \in A^n_2} \log x_1 \otimes \log x_2 \otimes \delta_{x_1,x_2} F(z, \bar{z}),$$

and the values of $\delta_{x_1,x_2} F(z, \bar{z})$ can be read off from eq. (3.30). Thus, we see that the knowledge of all double discontinuities enables us to immediately write down the answer for the $(1,1,2)$ component of the two-loop ladder triangle. Just as in the case of a single unitarity cut, this component of the coproduct determines $F(z, \bar{z})$ up to terms that vanish when acting with $\Delta_{1,1,2}$. In the following, we show how this ambiguity can be lifted.

While the previous application is trivial and follows immediately from the first entry condition and the knowledge of the set of variables that can enter the symbol in these particular examples, it is less obvious that we should be able to reconstruct information about the full function by looking at a single unitarity cut, or at a specific sequence of two unitarity cuts. In the rest of this section we give evidence that this is true nevertheless.

The classic tool for determining a Feynman integral from its cuts is the dispersion relation, which expresses a given Feynman integral as the integral of its discontinuity across a certain branch cut. Traditionally used in the context of the study of strongly interacting theories, dispersion relations appear more generally as a consequence of the unitarity of the $S$-matrix, and of the analytic structure of amplitudes [75]. These relations are valid in perturbation theory, order by order in an expansion of the coupling constant. It was shown in refs. [1–5] that individual Feynman integrals can also be written as dispersive integrals. The fundamental ingredient in the proof of the existence of this representation

\footnote{As written, eq. (3.30) gives solutions for four of the sixteen functions, $\delta_{x_1,x_2} F(z, \bar{z})$. The remaining ones can be obtained trivially by imposing the first entry condition, so that $\delta_z F(z, \bar{z}) = \delta_{1-z} F(z, \bar{z})$ and $\delta_{1-z} F(z, \bar{z}) = \delta_{1-z} F(z, \bar{z})$, and by extending the kinematic analysis to regions in which $\bar{z} > z$, thus restoring the symmetry of the full function under exchange of $z$ and $\bar{z}$.}
is the largest time equation [2], which is also the basis of the cutting rules. In the first part of this section we review dispersion relations for Feynman integrals, illustrating them with the examples of the one-loop three-mass triangle integral and the two-loop three-point three-mass ladder integral.

We then show that, at least in the case of the integrals considered in this paper, we can use the modern Hopf algebraic language to determine the symbol of the integrals from either a single unitarity cut or a single sequence of unitarity cuts. We note however that the reconstructibility procedure presented here works for the full integral, and not for individual terms in the Laurent expansion in $\epsilon$.\textsuperscript{11} We therefore focus on examples which are finite in four dimensions, so that we can set $\epsilon = 0$.

\subsection{Dispersion relations}

Dispersion relations are a prescription for computing an integral from its discontinuity across a branch cut, taking the form

$$F(p_1^2, p_2^2, \ldots) = \frac{1}{2\pi i} \int_C \frac{ds}{s - (p_2^2 + i\epsilon)} \rho(p_1^2, s, \ldots), \quad (7.3)$$

where

$$\rho(p_1^2, s, \ldots) = \text{Disc}_{p_2^2} F(p_1^2, p_2^2, \ldots) |_{p_2^2 = s},$$

as computed with eq. (3.1), and the integration contour $C$ goes along that same branch cut. The above relation can be checked using eqs. (3.1) and (6.2).

We start with a simple generalisation of the above expression. Let

$$G(p_1^2) = r(p_1^2) F(p_1^2),$$

where $r(p_1^2)$ is a rational function of the Mandelstam invariants $p_1^2$. Then, because $G(p_1^2)$ and $F(p_1^2)$ have the same branch point and branch cut structure, $G(p_1^2)$ itself has a dispersive representation of the form eq. (7.3). This in turn provides an alternative representation for $F(p_1^2)$. Indeed, using that

$$\text{Disc}_{p_2^2} G(p_1^2, p_2^2, \ldots) = r(p_1^2, p_2^2, \ldots) \text{Disc}_{p_2^2} F(p_1^2, p_2^2, \ldots),$$

one gets:

$$F(p_1^2, p_2^2, \ldots) = \frac{1}{2\pi i} \frac{1}{r(p_1^2, p_2^2, \ldots)} \int_C \frac{ds}{s - (p_2^2 + i\epsilon)} r(p_1^2, s, \ldots) \rho(p_1^2, s, \ldots), \quad (7.4)$$

provided the integral on the right hand side is well defined, and where for simplicity we assumed $\rho(p_1^2, s, \ldots)$ has no poles in the integration region (if this is not the case, we need to add the contribution of the residues at those poles, as dictated by the residue theorem). Eq. (7.3) can be seen as a particular case of eq. (7.4), with $r(p_1^2) = 1$. If the integral in eq. (7.3) is not well defined, typically by becoming divergent at some end

\textsuperscript{11}An example of an IR divergent integral where the reconstructibility of individual terms in the Laurent expansion would fail is the two-mass-hard box: it is clear from eq. (4.34) that a cut in a single channel does not capture all terms of the symbol.
point of the integration region, a judicious choice of $r(p_t^2)$ can in fact be made to find a dispersive representation for $F(p_t^2)$. These are called subtracted dispersion relations (see e.g. Appendix B in [76] for an example in the context of dispersive representations of Feynman integrals).

In light of the relation between discontinuities and cuts presented in the paper, if $F(p_1^2, p_2^2, \ldots)$ is a Feynman integral eq. (7.4) can also be written as:

$$F(p_1^2, p_2^2, \ldots) = -\frac{1}{2\pi i} \frac{1}{r(p_1^2, p_2^2, \ldots)} \int_C \frac{ds}{s - (p_2^2 + i\varepsilon)} r(p_1^2, s, \ldots) \left( \text{Cut}_{p_2^2} F(p_1^2, p_2^2, \ldots) \right) \bigg|_{p_2^2 = s}. \tag{7.5}$$

In order to illustrate the use of dispersion relations, we first look at the case of the scalar three-mass triangle. Its $p_2^2$-channel cut was computed in eq. (4.17), and we recall it here expressed in terms of Mandelstam invariants,

$$\text{Cut}_{p_2^2} T(p_1^2, p_2^2, p_3^2) = \frac{2\pi}{\sqrt{\lambda(p_1^2, p_2^2, p_3^2)}} \log \frac{p_1^2 - p_2^2 + p_3^2 - \sqrt{\lambda(p_1^2, p_2^2, p_3^2)}}{p_1^2 - p_2^2 + p_3^2 + \sqrt{\lambda(p_1^2, p_2^2, p_3^2)}} + O(\epsilon). \tag{7.6}$$

This leads to a dispersive representation for the three-mass triangle of the form ($r(p_t^2) = 1$)

$$T(p_1^2, p_2^2, p_3^2) = -\frac{1}{2\pi i} \int_0^\infty \frac{ds}{s - (p_2^2 + i\varepsilon)} \frac{2\pi}{\sqrt{\lambda(p_1^2, s, p_3^2)}} \log \frac{p_1^2 - s + p_2^2 - \sqrt{\lambda(p_1^2, s, p_3^2)}}{p_1^2 - s + p_2^2 + \sqrt{\lambda(p_1^2, s, p_3^2)}}. \tag{7.7}$$

Note that the integration contour runs along the real positive axis: it corresponds to the branch cut for timelike invariants of Feynman integrals with massless internal propagators. Already for this not too complicated diagram we see that the dispersive representation involves a rather complicated integration.

The main difficulty in performing the integral above comes from the square root of the Källén function, whose arguments depend on the integration variable. However, defining $x = s/p_t^2$, and introducing variables $w$ and $\bar{w}$ similar to eq. (4.10), which are a particular case of the more general eq. (2.17), defined as

$$w\bar{w} = x \quad \text{and} \quad (1 - w)(1 - \bar{w}) = u_3, \tag{7.8}$$

or equivalently,

$$w = \frac{1 + x - u_3 + \sqrt{\lambda(1, x, u_3)}}{2} \quad \text{and} \quad \bar{w} = \frac{1 + x - u_3 - \sqrt{\lambda(1, x, u_3)}}{2}, \tag{7.9}$$

we can rewrite the dispersive integral as,

$$T(p_1^2, p_2^2, p_3^2) = \frac{i}{p_1^2} \int du_3 \int \frac{dx}{x - u_2} \frac{1}{w - \bar{w}} \log \frac{1 - w}{1 - \bar{w}} \delta(u_3 - (1 - w)(1 - \bar{w})) \theta(-x) \theta(u_3)$$

$$= -\frac{i}{p_1^2} \int_0^1 dw \int_{-\infty}^0 d\bar{w} \frac{1}{w\bar{w} - u_2} \delta(u_3 - (1 - w)(1 - \bar{w})) \log \frac{1 - w}{1 - \bar{w}} \tag{7.10}$$

$$= -\frac{i}{p_1^2} \int_{\bar{z}} d\bar{w} \left( \frac{1}{w - \bar{w}} - \frac{1}{w - z} \right) \left[ 2 \log(1 - w) - \log u_3 \right] ,$$
where the integration region for \( w \) and \( \bar{w} \) is deduced from the region where the discontinuity is computed (see, e.g., table 1). Written in this form, the remaining integration is trivial to perform in terms of polylogarithms, and we indeed recover the result of the three-mass triangle, eq. (4.2).

For the three-mass triangle, we can in fact take a second discontinuity and reconstruct the result through a double dispersion relation because the discontinuity function, eq. (7.6), has a dispersive representation itself [1, 69]. Note that this representation falls outside of what is discussed in ref. [5], and we are not aware of a proof of its existence from first principles. The double discontinuity is simply given, up to overall numerical and scale factors, by the inverse of the square root of the Källén function, see eq. (4.19). We obtain

\[
T(p_1^2, p_2^2, p_3^2) = -\frac{1}{(2\pi i)^2} \int \frac{dx}{x-u_2} \int \frac{dy}{y-u_3} \left( \text{Cut}_{p_1^2, p_2^2} T(p_1^2, p_2^2, p_3^2) \right) \Bigg|_{u_2=u_3=y} 
\]

\[
= \frac{1}{(2\pi i)^2} \frac{4\pi^2 i}{P^4} \int \frac{dx}{x-u_2} \int \frac{dy}{y-u_3} \frac{1}{\lambda(1, x, y)} \theta(-x) \theta(-y) 
\]

\[
= -\frac{i}{P^4} \int_{1}^{\infty} dw \int_{-\infty}^{0} d\bar{w} \frac{1}{w\bar{w} - \bar{z}z \lambda(1, w - \bar{z}) \lambda(1 - \bar{z})}.
\]

The integral is trivial to perform\(^{12}\) and leads to the correct result.

We now turn to the case of the two-loop ladder. As long as we are using suitable variables, from the point of view of dispersion relations it is trivial to go from the three-mass triangle to the two-loop ladder. The only new feature we need to deal with is a more complicated rational prefactor: instead of just having the inverse of the square root of the Källén function, it appears multiplied by \( 1/u_3 \). This makes the dispersive integral over \( p_3^2 \) as written in eq. (7.3) non convergent. However, we can easily overcome this difficulty by setting \( r(p_3^2) = p_3^2/p_1^2 = u_3 \) in eq. (7.5). When considering a dispersive integral over \( p_2^2 \) this is not necessary for the convergence of the integral, but the same choice of \( r(p_3^2) \) still simplifies the integrand and makes de calculation simpler. Having made this choice, and proceeding as with the three-mass triangle, the remaining integral is trivial to perform in terms of polylogarithms.

As an example, we consider the dispersive integral over \( p_3^2 \):

\[
T_L(p_1^2, p_2^2, p_3^2) = -\frac{1}{2\pi i u_3} \int_{-\infty}^{0} \frac{dy}{y-u_3} \int_{0}^{\infty} du_2 \delta(u_2-w\bar{w}) \left( \text{Cut}_{p_3^2} T_L(p_1^2, p_2^2, p_3^2) \right) \Bigg|_{u_3=y} 
\]

\[
= \frac{i(p_3^2)^{-2}}{(z - \bar{z})(1 - z)(1 - \bar{z})} \int_{0}^{1} d\bar{w} \left( \frac{1}{\bar{w} - \bar{z}} - \frac{1}{\bar{w} - z} \right) \frac{1}{2} \log \bar{w} \log \frac{u_2}{\bar{w}} \log \frac{u_2}{\bar{w}^2},
\]

where the variables \( w \) and \( \bar{w} \) are similar to the ones defined in eq. (7.9) but with \( x \) replaced by \( u_2 \) and \( u_3 \) by \( y \), and we used \( \text{Cut}_{p_3^2} T_L(p_1^2, p_2^2, p_3^2) \) as obtained from eq. (5.26). This integral does indeed reproduce the expected result, eq. (5.1).

\(^{12}\)We have redefined \( w \) and \( \bar{w} \) by replacing \( u_3 \) by \( y \) in eq. (7.9). Just as for the single dispersion integral, the integration region is deduced from the region where the double discontinuity is computed, \( R_{2,3} \) in this case. Changing variables to \( \beta = \frac{1}{w} \) and \( \gamma = \frac{1}{1-w} \) makes the integral particularly simple to evaluate.
Similarly to the one-loop three-mass triangle, the two-loop three-mass ladder also has a representation as a double dispersive integral. Given the variables we chose to work with it is more convenient to consider the double unitarity cut on \( p_2^2 \) and \( p_3^2 \). Using eq. (3.30), with the necessary prefactors as in eq. (5.1),

\[
\text{Cut}_{p_2^2,p_3^2} T_L(p_1^2, p_2^2, p_3^2) = -\frac{4\pi^2 i (p_1^2)^{-2}}{(1-z)(1-\bar{z})(z-\bar{z})} \left( \log z \log \bar{z} - \frac{1}{2} \log^2 z \right) ,
\]

from which we get:

\[
T_L(p_1^2, p_2^2, p_3^2) = -\frac{1}{(2\pi i)^2} \frac{1}{u_3} \int_{-\infty}^{0} \frac{dx}{x-u_2} \int_{-\infty}^{0} \frac{dy}{y-u_3} y \left( \text{Cut}_{p_2^2,p_3^2} T_L(p_1^2, p_2^2, p_3^2) \right) \bigg|_{u_2=x,u_3=y} = -i \frac{(p_1^2)^{-2}}{u_3} \int_{1}^{\infty} \frac{dw}{w} \int_{-\infty}^{0} \frac{d\bar{w}}{(w\bar{w} - u_2)((1-w)(1-\bar{w}) - u_3)} \log w \log \bar{w} - \frac{\log^2 w}{2} ,
\]

(7.13)

where we again used \( r(p_1^2) = u_3 \) and exactly the same comments as the ones accompanying eq. (7.11) apply. The remaining integrals are trivial to perform, and we indeed recover the correct result, eq. (5.1). As far as we are aware, this is the first time such a representation of the two-loop three-mass ladder has been given.

We see that we can obtain the full result for the one-loop three-mass triangle and the two-loop three-point three-mass ladder from the knowledge of either its single or double cuts. A fundamental ingredient necessary to perform the dispersive integral was the choice of variables in which to write the dispersive integral. While for the one-loop example we studied one might still consider performing the integration in terms of the Mandelstam invariants, for the two-loop ladder this does not seem feasible anymore given the complexity of the expression for the discontinuity in any of the channels when written in terms of the Mandelstam invariants. Choosing the variables of the type given in eq. (7.9), which we showed are naturally found by computing cuts, the increase in complexity in going from the one-loop diagram to the two-loop is not as great as one might naively expect.

We finish with a comment: we believe the dispersive representation for the three-mass triangle provides one of the simplest ways to compute the diagram to any order in the expansion of the dimensional regularization parameter \( \epsilon \). While we only considered the leading order in eq. (7.10), following the same arguments we could as easily have written

\[
T(p_1^2, p_2^2, p_3^2) = -i \frac{(p_1^2)^{-1-\epsilon}}{z-\bar{z}} \frac{\Gamma(1-\epsilon)}{\Gamma(2-2\epsilon)} \int_{0}^{1} dw \left( \frac{1}{w-\bar{z}} - \frac{1}{w-z} \right) \frac{u_3 - (1-w)^2}{u_3} \left( \frac{w(1-w-u_3)}{1-w} \right)^{-\epsilon} 2F_1 \left( 1, 1-\epsilon; 2-2\epsilon; \frac{u_3 - (1-w)^2}{u_3} \right) \right) \bigg)_{(7.14)}
\]

where we used the \( D \)-dimensional result for the cut given in eq. (B.6). Integration over \( w \) and expansion in \( \epsilon \) on the right hand side commute, and we are left at any order with one integration to perform. The expansion in \( \epsilon \) of the hypergeometric function, although not trivial, has been automatised[74]. Aside from one overall rational prefactor that cancels the one remaining in the integrand, it will only produce polylogarithms and thus the remaining
integration is trivial to perform in terms of multiple polylogarithms. The result will already
be expressed as a function of the variables in terms of which this diagram is known to be
most simply written.

We believe a deeper understanding of the connection between multiple cuts and se-
quential discontinuities as defined in this paper can provide a way to prove the existence
of multiple dispersive representations. We expect they will in turn be useful in the actual
calculation of Feynman integrals in cases where more traditional techniques fail.

7.2 Reconstructing the coproduct from a single unitarity cut

As discussed above, Feynman diagrams can be fully recovered from unitarity cuts
in a given channel through dispersion relations. These relations rely on two ingredients:
the discontinuity of a function across a specific branch cut, and the position of that par-
ticular branch cut. Given the relations between the \((1, n-1)\) entries of the coproduct,
discontinuities, and single unitarity cuts established in previous sections, it is clear that
the full information about the Feynman integral is encoded in any one of these entries of
the coproduct, since it contains the same information about the function as a dispersive
representation. We should thus be able to reconstruct information about the full function
by looking at a single cut in a given channel.

For simplicity, we work mainly at the level of the symbol in the rest of this section,
keeping in mind that we lose information about terms proportional to \(\pi\) and zeta values
in doing so. We will find that this information can easily be recovered in our examples. In
a nutshell, we observe that if we combine the first entry condition and the results for the
discontinuities with the integrability condition (2.13), we immediately obtain the symbol of
the full function. In the following, we illustrate this procedure in the examples of the one-
loop triangle and two-loop three-point ladder. Starting from the result for the unitarity
cut in a single channel, the procedure to obtain the symbol of the full function can be
formulated in terms of a simple algorithm, which involves two steps:

(i) Check if the tensor satisfies the integrability condition, and if not, add the relevant
terms required to make the tensor integrable.

(ii) Check if the symbol obtained from the previous step satisfies the first entry condition,
and if not, add the relevant terms. Then return to step (i).

We start by illustrating this procedure on the rather simple example of the three-mass
triangle of section 4.1. From eq. (4.17), the symbol of the cut on the \(p_2^2\) channel is

\[
\frac{1}{2} \frac{1}{2} \frac{1}{1-z} \frac{1}{1-\bar{z}},
\]

where we emphasize that the rational function is to be interpreted as the symbol of a
logarithm. Since we considered a cut in the \(p_2^2\) channel, the first entry condition implies
that we need to prepend \(u_2 = z\bar{z}\) to the symbol of the discontinuity. Thus we begin with
the tensor

\[
\frac{1}{2} (z\bar{z}) \otimes \frac{1}{2} \frac{1}{1-z} \frac{1}{1-\bar{z}}.
\]

We then proceed as follows.
• Step (i): This tensor is not the symbol of a function, as it violates the integrability condition. To satisfy the integrability condition, we need to add the two terms
\[ \frac{1}{2} (1 - z) \otimes \bar{z} - \frac{1}{2} (1 - z) \otimes z. \]

The full tensor is not the symbol of a Feynman diagram, since the two new terms do not satisfy the first entry condition.

• Step (ii): To satisfy the first entry condition, we add two new terms:
\[ \frac{1}{2} (1 - \bar{z}) \otimes \bar{z} - \frac{1}{2} (1 - z) \otimes z. \]

At this stage, the sum of terms obeys the first entry condition and the symbol obeys the integrability condition, so we stop our process.

Putting all the terms together, we obtain
\[ S(T(z, \bar{z})) = \frac{1}{2} z \bar{z} \otimes \frac{1}{1 - z} + \frac{1}{2} (1 - z)(1 - \bar{z}) \otimes \frac{\bar{z}}{z}, \quad (7.15) \]
which agrees with the symbol of the one-loop three mass triangle in \( D = 4 \) dimensions, eq. (4.11).

Note that we can easily integrate this symbol to the full function. Indeed, the cut computation has allowed us to determine the symbol, and hence also the symbol alphabet \( \mathcal{A}_\Delta = \{ z, \bar{z}, 1 - z, 1 - \bar{z} \} \). It is well known that the most general class of functions giving rise to this symbol alphabet and satisfying the first entry condition are the single-valued harmonic polylogarithms [77]. Up to overall normalization, there is a unique single-valued harmonic polylogarithm of weight two that is odd under the exchange of \( z \) and \( \bar{z} \), namely the function \( \mathcal{P}_2(z) \) defined in eq. (4.3). We therefore immediately recover the analytic expression for \( T(z, \bar{z}) \) given in Section 4.

While the previous example might seem too simple to be representative, we show next that the same conclusion still holds for the two-loop ladder. In the following we use our knowledge of the cut in the \( p_3^2 \) channel, eq. (5.26), and show that we can again reconstruct the symbol of the full integral \( F(z, \bar{z}) \). Combining eq. (5.26) with the first entry condition, we conclude that \( S(F(z, \bar{z})) \) must contain the following terms:
\[ (1 - z)(1 - \bar{z}) \otimes [z \otimes z \otimes \bar{z} + z \otimes \bar{z} \otimes z + \bar{z} \otimes z \otimes z - z \otimes \bar{z} \otimes \bar{z} - \bar{z} \otimes z \otimes \bar{z} - \bar{z} \otimes \bar{z} \otimes z]. \]

If we follow the same steps as in the one-loop case, we can again reconstruct the symbol of the full function from the knowledge of the symbol of the cut in the \( p_3^2 \) channel alone. More precisely, we perform the following operations:

• Step (i): To obey the integrability condition, we must add to the expression above the following eight terms:
\[ + z \otimes (1 - \bar{z}) \otimes z \otimes \bar{z} + z \otimes z \otimes (1 - \bar{z}) \otimes \bar{z} + z \otimes (1 - \bar{z}) \otimes \bar{z} \otimes z \\
+ \bar{z} \otimes (1 - z) \otimes z \otimes z - z \otimes (1 - \bar{z}) \otimes \bar{z} \otimes z - \bar{z} \otimes (1 - z) \otimes z \otimes \bar{z} \\
- \bar{z} \otimes (1 - z) \otimes \bar{z} \otimes z - \bar{z} \otimes \bar{z} \otimes (1 - z) \otimes z. \]
• Step (ii): The terms we just added violate the first entry condition. To restore it we must add eight more terms that combine with the ones above to have Mandelstam invariants in the first entry,

\[+ \bar{z} \otimes (1 - z) \otimes z \otimes \bar{z} + \bar{z} \otimes z \otimes (1 - \bar{z}) \otimes \bar{z} + \bar{z} \otimes (1 - \bar{z}) \otimes \bar{z} \otimes z + \bar{z} \otimes z \otimes \bar{z} \otimes (1 - \bar{z}) \otimes \bar{z} \]

\[\cdots - z \otimes (1 - z) \otimes \bar{z} \otimes z - z \otimes \bar{z} \otimes (1 - z) \otimes z.\]

• Step (i): The newly added terms violate the integrability condition. To correct it, we must add two new terms,

\[z \otimes \bar{z} \otimes (1 - \bar{z}) \otimes \bar{z} - \bar{z} \otimes z \otimes (1 - z) \otimes z.\]

• Step (ii): We again need to add terms that combine with the two above to have invariants in the first entry,

\[\bar{z} \otimes \bar{z} \otimes (1 - \bar{z}) \otimes \bar{z} - z \otimes z \otimes (1 - z) \otimes z.\]

At this point the symbol satisfies both the first entry and integrability conditions, and we obtain a tensor which agrees with the symbol for \(F(z, \bar{z})\) in eq. (5.5).

Note that we can again easily promote the symbol to the full function. Indeed, the symbol alphabet \(A_\Delta = \{z, \bar{z}, 1 - z, 1 - \bar{z}\}\) combined with the first entry condition again implies that \(F(z, \bar{z})\) can be expressed in terms of single-valued harmonic polylogarithms. Taking into account the antisymmetry under exchange of \(z\) and \(\bar{z}\) we find that there is a one-parameter family of functions with the correct symbol,

\[
F(z, \bar{z}) = 6 \left[ \text{Li}_4(z) - \text{Li}_4(\bar{z}) \right] - 3 \log(z\bar{z}) \left[ \text{Li}_3(z) - \text{Li}_3(\bar{z}) \right] \\
\quad + \frac{1}{2} \log^2(z\bar{z}) \left[ \text{Li}_2(z) - \text{Li}_2(\bar{z}) \right] + c \mathcal{P}_2(z),
\]

where \(c\) is a real constant (of weight two). This constant can be fixed by explicitly computing the discontinuity of the function \(F(z, \bar{z})\) in the variable \(p_3^2\), and imposing that the discontinuity agrees with the result for the cut integral (5.26), i.e., by requiring that (cf. eq. (5.27)),

\[
\text{Disc}_{p_3^2} F(z, \bar{z}) = i \left( p_1^2 \right)^2 (1 - z)(1 - \bar{z})(z - \bar{z}) \text{Cut}_{p_3^2, R_\Delta} T_L(p_1^2, p_2^2, p_3^2).
\]

It is easy to check that we must have \(c = 0\). Note that if the free parameters in the solution multiply functions that vanish when a discontinuity in a given channel is taken, we can supplement this procedure by considering cuts in other channels. In this way we can fix the initial condition up to a polylogarithmic function that does not have any discontinuities, and must thus be a constant. This constant can easily be fixed by computing the value of the original Feynman integral numerically in a single point.

We note that for both examples considered above, the same exercise could have been done using the results for cuts in other channels.
7.3 Reconstructing the coproduct from double unitarity cuts

While the possibility of reconstructing the function from a single cut in a given channel might not be surprising, due to the fact that Feynman integrals can be written as dispersive integrals over the discontinuity in a given channel, we show in this section that in this particular case we are able to reconstruct the full answer for $\Delta_{1,1,2}F$ from the knowledge of just one sequential double cut, along with the symbol alphabet. Note that $\Delta_{1,1,2}F$ is completely equivalent to the symbol $S(F)$. Indeed, the weight two part of $\Delta_{1,1,2}F$ is defined only modulo $\pi$, which is precisely the amount of information contained in the symbol.

Assuming that the symbol letters are drawn from the set $A_\Delta = \{z, \bar{z}, 1 - z, 1 - \bar{z}\}$, we can write $\Delta_{1,1,2}F$ in the following general form:

$$\Delta_{1,1,2}F = \sum_{(x_1, x_2) \in A_{\Delta}^2} \log x_1 \otimes \log x_2 \otimes f_{x_1,x_2},$$

where the $f_{x_1,x_2}$ denote 16 a priori unknown functions of weight two (defined only modulo $\pi^2$). Imposing the first entry condition and the integrability condition in the first two entries of the coproduct gives the following constraints among the $f_{x_1,x_2}$:

$$f_{z,z} = f_{\bar{z},z} = f_{z,\bar{z}} = f_{\bar{z},\bar{z}},$$
$$f_{1-z,z} = f_{1-\bar{z},z} = f_{z,1-\bar{z}} = f_{\bar{z},1-\bar{z}},$$
$$f_{\bar{z},1-z} = f_{\bar{z},1-\bar{z}} = f_{1-z,\bar{z}} = f_{1-\bar{z},\bar{z}},$$
$$f_{1-z,1-z} = f_{1-\bar{z},1-\bar{z}} = f_{1-z,1-\bar{z}} = f_{1-\bar{z},1-\bar{z}},$$

which reduces the number of unknown functions to 4. Defining $\tilde{F}(z, \bar{z}) = F(\bar{z}, z)$, we must require in addition that $\tilde{F}(z, \bar{z}) = -F(z, \bar{z})$ (because its leading singularity is likewise odd under this exchange), which gives further constraints. For instance,

$$f_{1-z,z} = -\tilde{f}_{1-\bar{z},\bar{z}}. \quad (7.19)$$

We can thus write

$$\Delta_{1,1,2}F = \log(z \bar{z}) \otimes \log(z \bar{z}) \otimes f_{z,z} + \log((1 - z)(1 - \bar{z})) \otimes \log((1 - z)(1 - \bar{z})) \otimes f_{1-z,1-z}$$
$$+ [\log(z \bar{z}) \otimes \log(1 - z) + \log((1 - z)(1 - \bar{z})) \otimes \log \bar{z}] \otimes f_{1-z,\bar{z}}$$
$$- [\log(z \bar{z}) \otimes \log(1 - \bar{z}) + \log((1 - z)(1 - \bar{z})) \otimes \log z] \otimes \tilde{f}_{1-\bar{z},\bar{z}}. \quad (7.20)$$

Notice that up to this stage all the steps are generic: we have not used our knowledge of the functional form of any of the double cuts which determine the $f_{x_1,x_2}$, but only the knowledge of the set of variables entering its symbol and the antisymmetry of the leading singularity under the exchange of $z$ and $\bar{z}$.

We now assume that we know the value of $\text{Cut}_{p_1^2,p_2^2}F$, and thus by eq. (3.30f) we have determined that

$$\delta_{1-z,z}F = -\log z \log \bar{z} + \frac{1}{2} \log^2 z. \quad (7.21)$$

Next, we have to require that eq. (7.20) be integrable in the second and third component. Assuming again that we only consider symbols with letters drawn from the set $A_\Delta$,
we use eq. (7.21) and impose the integrability condition eq. (2.13), and we see that the
symbols of the two unknown functions in eq. (7.20) are uniquely fixed,
\[
S(f_{z,x}) = -z \otimes (1-z) + \bar{z} \otimes (1-\bar{z}) = S(\text{Li}_2(z) - \text{Li}_2(\bar{z})) , \\
S(f_{1-\bar{z},1-z}) = 0,
\]
in agreement with eq. (5.4).

Note that once again we can easily integrate the symbol to the full function by an
argument similar to the one presented in Section 7.2: the most general function having
the correct symbol is again given by eq. (7.16), and the constant \(c\) can easily be shown to
vanish by requiring the function to have the correct double discontinuity, i.e., by imposing
that
\[
\text{Disc}_{p_3^2,p_2^2} F(z,\bar{z}) = -i (p_1^2)^2 (1-z)(1-\bar{z})(z-\bar{z}) \text{Cut}_{p_3^2,p_2^2} T_L(p_1^2,p_2^2,p_3^2).
\]

We stress that the fact that we can reconstruct \(\Delta_{1,1,2} F\) from a single sequence of cuts
is not related to the specific sequence we chose. For example, if we had computed only
\(\text{Cut}_{p_3^2,p_2^2} F\) and thus determined that \(-f_{z,\bar{z}} - f_{1-\bar{z},z} = -\text{Li}_2(z) + \text{Li}_2(\bar{z}) + \log z \log \bar{z} - \frac{1}{2} \log^2 z\),
the integrability condition would fix the remaining two free coefficients in a similar way.
Finally, we could consider \(\text{Cut}_{p_3^2,p_1^2} F\), but since this cut is obtained by a simple change of
variables from \(\text{Cut}_{p_3^2,p_2^2} F\) through the reflection symmetry of the ladder, it is clear that
integrability fixes the full symbol once again.

Let us briefly consider the analogous construction for the one-loop triangle, where the
\(f_{x_1,x_2}\) are simply constant functions. The analog of eq. (7.20) above is
\[
\Delta_{1,1} T = f_{z,\bar{z}} \left( \log(z \bar{z}) \otimes \log(z \bar{z}) \right) + f_{1-\bar{z},1-z} \left( \log((1-z)(1-\bar{z})) \otimes \log((1-z)(1-\bar{z})) \right)
+ f_{1-\bar{z},\bar{z}} \left[ \log(z \bar{z}) \otimes \log(1-z) + \log((1-z)(1-\bar{z})) \otimes \log \bar{z} \right]
+ f_{1-\bar{z},\bar{z}} \left[ \log(z \bar{z}) \otimes \log(1-\bar{z}) + \log((1-z)(1-\bar{z})) \otimes \log z \right].
\]

A specific double cut, without loss of generality say \(\text{Cut}_{p_3^2,p_2^2}\), gives a constant value for
\(f_{1-\bar{z},\bar{z}}\), as seen from eq. (4.19) and eq. (3.30f). We have a consistent solution with \(f_{1-\bar{z},\bar{z}} = -f_{1-\bar{z},z} = 1/2\) and \(f_{z,\bar{z}} = f_{1-\bar{z},1-z} = 0\), which is indeed the \(\Delta_{1,1}\) of the triangle, obtained
by a consistent completion algorithm as in the previous subsection.

While it is quite clear that the reason why the algorithm of section 7.2 converged
was the existence of a dispersive representation of Feynman integrals, we do not know
whether the existence of a double dispersive representation is a necessary condition for the
reconstruction based on the knowledge of \(\Delta_{1,1,2}\) done in this section to work, although it
does seem reasonable that it would be the case.

In closing, we notice that in this example, the integrability condition eq. (7.18) implies
that \(\text{Cut}_{p_3^2,p_1^2} = \text{Cut}_{p_3^2,p_2^2}\), through the relations listed in eq. (3.30). It would be interesting
to see whether there is a general link between the integrability of the symbol and the
permutation invariance of a sequence of cuts.
8 Discussion

In this paper we have studied the analytic structure of Feynman integrals revealed by their unitarity cuts. The final objective of our investigation is the reconstruction of Feynman integrals through the knowledge of their cuts. For the class of Feynman integrals with massless propagators that may be expressed in terms of the iterated integrals known as multiple polylogarithms, we have formulated precise relations between discontinuities across their physical branch cuts, their unitarity cuts, and their coproduct. We have proposed that the structure of iterated integrals and their Hopf algebra form a natural framework for constructing Feynman integrals from their cuts. Furthermore, we have presented techniques to be used in the analytic evaluation of cut integrals.

The ultimate advantage of a cut-based computation is that multi-loop cut diagrams reduce to integrals over products of simpler lower-loop integrals with on-shell external legs. Techniques for direct computation of cut integrals in $D$ spacetime dimensions are far less developed than those for ordinary (uncut) loop integrals. A well established technique for the calculation of multi-loop diagrams is the integration over an off-shell subdiagram. This was seen here for cut integrals at the two-loop level, where different cuts were computed using one-loop triangle and box integrals with massless or a limited number of massive external legs. This method has the potential to be applied to more complicated multi-loop and multi-leg cut integrals.

In this paper we took $D = 4 - 2\epsilon$-dimensional cuts. This is a necessity when dealing with infrared-divergent cut integrals: notably, individual cuts of (multi-loop) integrals that are themselves finite in four dimensions may be divergent when the internal propagators that are put on shell are massless. The sum of all cuts in a given channel corresponds, according to the largest time equation [2, 3], to the discontinuity of the uncut integral; given that the latter is finite, one expects complete cancellation of the singularities among the different cuts. This situation was encountered here upon taking unitarity cuts of the two-loop ladder graph, where we saw that the pattern of cancellation is similar to the familiar real-virtual cancellation mechanism in cross sections, although this example does not correspond to a cross section. Understanding this pattern of cancellation is useful for the general program of developing efficient subtraction procedures for infrared singularities, and it would be interesting to explore how this generalizes for other multi-loop integrals.

Taking a step beyond the familiar case of a single unitarity cut, we developed the concept of a sequence of unitarity cuts. To define this notion consistently, we extended the cutting rules of refs. [2, 3] to accommodate multiple cuts in different channels in an appropriately chosen kinematic region. The cutting rules specify a unique prescription for complex conjugation of certain vertices and propagators, which is dictated by the channels on which cuts are taken. Importantly, the result does not depend on the order in which the cuts are applied. The kinematic region is chosen such that the Mandelstam invariants corresponding to the cut channels are positive, corresponding to timelike kinematics. In its center-of-mass Lorentz frame, this invariant defines the energy flowing through the set of on-shell propagators. The energy flow through all these propagators has a consistent direction that is dictated by the external kinematics; for any given propagator, this direction must be
consistent with the direction of energy flow assigned to it by any other cut in the sequence. We further exclude crossed cuts, as well as iterated cuts in the same channel since they are not related to discontinuities as computed in this paper. Finally, we restrict ourselves to real kinematics. These cutting rules pass numerous consistency checks and they form a central result of the present paper. In the future, it will of course be interesting to study what information is contained in crossed cuts and in iterated cuts in the same channel, as well as what can be obtained by allowing for complex kinematics. It will also be important to study nonplanar examples, in which it is less obvious how to identify suitable kinematic regions.

Having specified the definition of a sequence of unitarity cuts, we find the following correspondence, which we conjecture to be general, among

(a) the sum of all cut diagrams in the channels \(s_1, \ldots, s_k\), which we denote by \(\text{Cut}_{s_1, \ldots, s_k}\);
(b) a sequence of discontinuity operations, which we denote by \(\text{Disc}_{s_1, \ldots, s_k}\);
(c) the weight \(n - k\) cofactors of the terms in the coproduct of the form \(\Delta_{1,1,\ldots,1,n-k}\), where each of the \(k\) weight one entries of a specific term in \(\Delta_{1,1,\ldots,1,n-k}\) is associated with the \(s_i\) in a well defined manner.

The correspondence is formulated in eqs. (3.16) and (3.19). We illustrated it using the three-mass triangle and the two-loop three-point ladder examples where one may take up to two sequential cuts with any combination of channels, obtaining nontrivial results; the relations are summarized by eqs. (3.30). In examples with more loops and legs, we expect that a deeper sequence of unitarity cuts may be attainable.

The entries of the symbol (or equivalently of the \(\Delta_{1,1,\ldots,1,n-k}\) terms in the coproduct) are drawn from a list \(\{x_i\}\) of algebraic functions of the Mandelstam invariants, which we have referred to as the symbol alphabet \(A\). These are also the natural variables appearing as arguments of logarithms and polylogarithms in both cut diagrams and the original uncut one. For example, in the two-loop ladder triangle considered through \(O(\epsilon^0)\), the alphabet consists of four letters \(\{z, \bar{z}, 1 - z, 1 - \bar{z}\}\) defined in eq. (4.4). The letters in the symbol are the solutions of quadratic equations which emerge upon solving the simultaneous on-shell conditions imposed by cuts. Consequently, cuts may be used to identify the relevant variables in terms of which the uncut integral can be most naturally expressed.

Because the arguments of polylogarithms, and equivalently the entries of the coproduct \(\Delta_{1,1,\ldots,1,n-k}\) terms, are not the Mandelstam invariants themselves, while any unitarity cut is defined by a channel that does correspond to a Mandelstam invariant \(s_i\), it is not immediately obvious how to formulate the relation to the coproduct, eq. (3.19). Here, we have given a precise correspondence in terms of discontinuities of ordinary logarithms, analytically continued between two kinematic regions corresponding to those before and after the cut in each invariant \(s_i\). The \(i\bar{\epsilon}\) prescription of \(x_i\) is inherited from that of \(s_i\), and the relation eq. (3.19) is thus precise.

We verified that the expected relations between sequences of cuts, sequences of discontinuities and the relevant terms of the coproduct hold in the cases of the double cut of the one-loop triangle, the four-mass box and the two-mass-hard box. We then explored in
detail the much less trivial two-loop three-mass ladder diagram, and also there we found complete agreement with the expected relations.

Given that cut diagrams may be simpler to compute (because they reduce to integrals over products of simpler lower-loop amplitudes) and may identify the most convenient variables, it is natural to ponder whether the result of a cut diagram can be uplifted to obtain the uncut function. In the case of a single unitarity cut, this can always be done through a dispersion relation [1–5]. In the case of a sequence of unitarity cuts, this requires a multiple dispersion relation, and the general conditions for these to exist are not known.

In section 7, we made progress in developing methods for the reconstruction of a Feynman integral from its cuts. Our first observation, considering the reconstruction of the one-loop three-mass triangle from either its single or double cut, was that while dispersion relations may appear as complicated integrals, they become simple when expressed in terms of the symbol alphabet $A$. The dispersion integral then falls into the class of iterated integrals amenable to Hopf algebra techniques. This is of course consistent with the fact that each dispersion integral is expected to raise the transcendental weight of the function by one: it is the opposite operation to taking the discontinuity of the function across its branch cut. It is clearly important to study this connection between dispersion integrals and iterated polylogarithmic integrals for other examples.

We next presented algebraic ways to reconstruct information about the full function from the knowledge of a single set of cuts, along with the symbol alphabet. This was achieved by using two main constraints: the integrability of the symbol and the first entry condition. More precisely, we showed how to reconstruct the symbol of the full integral from the knowledge of a single unitarity cut in one of the channels. We believe that our approach to reconstruction is valid generally, provided the existence of a dispersive representation of Feynman integrals. We also showed that in the case of the two-loop ladder (and the much simpler one-loop triangle) it is possible to reconstruct all the terms of the $\Delta_{1,1,2}$ component of the coproduct, and then the full function, of the uncut integral from the knowledge of a single sequence of double cuts. How general this procedure is is less obvious to us, and it is certainly worth investigating.

Another very intriguing observation based on the examples at hand concerns the connection between the integrability condition of the symbol and the equality of sequences of unitarity cuts in which the order is permuted. As mentioned above, the result of a sequence of unitarity cuts does not depend on the order in which the cuts are applied. Therefore the double cut relations summarized in eqs. (3.30) must satisfy $\text{Cut}_{p_1^2,p_2^2} = \text{Cut}_{p_2^2,p_1^2}$. This in turn implies highly nontrivial relations among different $\Delta_{1,1,2}$ components; for example the r.h.s. of eq. (3.30a) must be the same as the r.h.s. of eq. (3.30b), and similarly for the other pairs. The crucial observation is that these relations indeed hold owing to the integrability constraints as summarized in eq. (7.18). Note that the latter are based solely on the symbol alphabet and the integrability condition of eq. (2.13). We leave it for future study to determine how general the connection is between integrability and permutation invariance of a sequence of cuts.

In conclusion, we developed new techniques to evaluate cut Feynman integrals and relate these to the original uncut ones. In dealing with complicated multi-loop and multi-
leg Feynman integrals there is a marked advantage to computing cuts, where lower-loop information can be systematically put to use. While cut integrals are simpler than uncut ones, they depend on the kinematics through the same variables, the symbol alphabet $A$, which characterize the analytic structure of the integral. Identifying this alphabet is crucial in relating cuts to terms in the coproduct, and then either integrating the dispersion relation or reconstructing the symbol of the uncut integral algebraically. We have demonstrated that the language of the Hopf algebra of polylogarithms is highly suited for understanding the analytic structure of Feynman integrals and their cuts. Finally, we have shown that there is great potential for computing Feynman integrals by using multiple unitarity cuts, and further work in this direction is in progress.
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A Notation and conventions

Feynman rules. Here we summarize the Feynman rules for cut diagrams in massless scalar theory. For a discussion of their origin, as well as the rules for determining whether a propagator is cut or uncut, see section 3.

- Vertex:
  \[ \bullet = i \] (A.1)

- Complex conjugated vertex:
  \[ \circ = -i \] (A.2)

- Propagator:
  \[ \bullet \quad p \quad = \frac{i}{p^2 + i\epsilon} \] (A.3)
• Complex conjugated propagator:

\[
\frac{-i}{p^2 - i\varepsilon}
\]  

(A.4)

• Cut propagator:

\[
\frac{p}{u} \quad \frac{v}{v} = \frac{p}{u} \quad \frac{v}{v} = \frac{p}{u} \quad \frac{v}{v} = \frac{2\pi \delta(p^2)}{2}\]  

(A.5)

There can be multiple dashed lines, indicating cuts, on the same propagator, without changing its value. There is a theta function restricting the direction of energy flow on a cut propagator, whose origin is detailed in Section 3. In the examples, we omit writing the theta function, as there is always at most one nonvanishing configuration.

• Loop factor (for loop momentum \(k\)):

\[
\left(\frac{e^{\gamma E}}{\pi^{2-\varepsilon}}\right) \int d^{4-2\varepsilon} k.
\]  

(A.6)

Kinematic regions. For the three-point triangle and ladder, we use the following short-hand for different kinematic regions, with variables \(z, \bar{z}\) as defined in eq. (4.4),

\[
R^*_\Delta: \quad p_1^2, p_2^2, p_3^2 > 0, \quad \bar{z} = z^*, \quad (A.7)
\]

\[
R^*\Delta: \quad p_i^2 > 0, \quad \text{and} \quad p_k^2 < 0 \text{ for all } k \neq i, \quad (A.8)
\]

\[
R^i_j\Delta: \quad p_i^2, p_j^2 > 0, \quad \text{and} \quad p_k^2 < 0 \text{ for all } k \neq i, j. \quad (A.9)
\]

B Some explicit results of one-loop diagrams and one-loop cut diagrams

All the results are computed according to the conventions of appendix A. Unless indicated otherwise, expressions are given for spacelike invariants.

B.1 Three-point functions

One mass

\[
T^{1m}(p_1^2) = -\left(\frac{e^{\gamma E}}{\pi^{2-\varepsilon}}\right) \int dk^{4-2\varepsilon} \frac{1}{k^2 + i\varepsilon (p_1 - k)^2 + i\varepsilon (p_3 + k)^2 + i\varepsilon} = \frac{i\varepsilon}{\epsilon^2} (p_1^2)^{-1-\varepsilon}. \quad (B.1)
\]

\[
\text{Cut}_{\mu_1} T^{1m}(p_1^2) = -(2\pi)^2 \left(\frac{e^{\gamma E}}{\pi^{2-\varepsilon}}\right) \int dk^{4-2\varepsilon} \frac{\delta(k^2)\delta((p_1 - k)^2)}{(p_3 + k)^2 - i\varepsilon} = -2\pi \frac{e^{\gamma E} \Gamma(1-\varepsilon)}{\epsilon \Gamma(1-2\varepsilon)} (p_1^2)^{-1-\varepsilon} \theta(p_1^2). \quad (B.2)
\]
Two masses

\[ T^{2m}(p_1^2, p_2^2) = -\left( \frac{e^{\gamma_{E\epsilon}}}{\pi^{2-\epsilon}} \right) \int \frac{dk^{4-2\epsilon}}{k^2 + i\varepsilon (p_1 - k)^2 + i\varepsilon (p_3 + k)^2 + i\varepsilon} \left( \frac{1}{k^2} \right)^{\frac{\epsilon}{2}} \left( \frac{-p_1^2}{p_1^2 - p_2^2} \right)^{\frac{-\epsilon}{2}} \]  

(B.3)

\[ \text{Cut}_{p_1} T^{2m}(p_1^2, p_2^2) = -(2\pi)^2 \left( \frac{e^{\gamma_{E\epsilon}}}{\pi^{2-\epsilon}} \right) \int \frac{dk^{4-2\epsilon} \delta(k^2) \delta((p_1 - k)^2)}{(p_3 + k)^2 - i\varepsilon} \left( \frac{1}{k^2} \right)^{\frac{\epsilon}{2}} \left( \frac{-p_1^2}{p_1^2 - p_2^2} \right)^{\frac{-\epsilon}{2}} \]  

(B.4)

Three masses

\[ \text{Cut}_{p_1} T(p_1^2, p_2^2, p_3^2) = -(2\pi)^2 \left( \frac{e^{\gamma_{E\epsilon}}}{\pi^{2-\epsilon}} \right) \int d^{4-2\epsilon}k \delta(k^2) \delta((p_1 - k)^2) \delta((p_2 - k)^2) \]  

\[ = -2\pi \frac{e^{\gamma_{E\epsilon}} \Gamma(1 - \epsilon)}{\Gamma(2 - 2\epsilon)} \frac{(p_1^2)^{-1-\epsilon}}{1 - \epsilon} \left( \frac{1}{z - 1 + u_3} \right) \frac{1}{2} F_1 \left( 1, 1 - e; 2 - 2\epsilon; \frac{z - z}{z - 1 + u_3} \right) \theta(p_1^2) \]  

(B.5)

\[ \text{Cut}_{p_2} T(p_1^2, p_2^2, p_3^2) = -(2\pi)^2 \left( \frac{e^{\gamma_{E\epsilon}}}{\pi^{2-\epsilon}} \right) \int d^{4-2\epsilon}k \delta(k^2) \delta((p_2 - k)^2) \]  

\[ = -2\pi \frac{e^{\gamma_{E\epsilon}} \Gamma(1 - \epsilon)}{\Gamma(2 - 2\epsilon)} \frac{(p_1^2)^{-1-\epsilon}}{1 - \epsilon} \left( \frac{1}{z - 1 + u_3} \right) \frac{1}{2} F_1 \left( 1, 1 - e; 2 - 2\epsilon; \frac{z - z}{z - 1 + u_3} \right) \theta(p_2^2) \]  

(B.6)

\[ \text{Cut}_{p_3} T(p_1^2, p_2^2, p_3^2) = -(2\pi)^2 \left( \frac{e^{\gamma_{E\epsilon}}}{\pi^{2-\epsilon}} \right) \int d^{4-2\epsilon}k \delta(k^2) \delta((p_3 - k)^2) \]  

\[ = -2\pi \frac{e^{\gamma_{E\epsilon}} \Gamma(1 - \epsilon)}{\Gamma(2 - 2\epsilon)} \frac{(p_1^2)^{-1-\epsilon}}{1 - \epsilon} \left( \frac{1}{z - 1 + u_3} \right) \frac{1}{2} F_1 \left( 1, 1 - e; 2 - 2\epsilon; \frac{z - z}{z} \right) \theta(p_3^2) \]  

(B.7)

\[ \left( \text{Cut}_{p_1} \circ \text{Cut}_{p_2} \right) R_{2,3}^{1,\gamma} T(p_1^2, p_2^2, p_3^2) = i(2\pi)^3 \frac{e^{\gamma_{E\epsilon}}}{\pi^{2-\epsilon}} \int d^{4-2\epsilon}k \delta(k^2) \delta((p_3 - k)^2) \delta((p_1 + k)^2) \]  

\[ = 4\pi^2 i \frac{e^{\gamma_{E\epsilon}}}{\Gamma(1 - \epsilon)} u_3 \epsilon (p_1^2)^{-1-\epsilon} (z - z)^{-1+2\epsilon} z^{-\epsilon} (-z)^{-\epsilon} \theta(p_1^2) \theta(p_3^2) \]  

(B.8)

### B.2 Four-point functions

The results for the uncut diagrams are taken from ref. [64]. Cuts are computed using $\text{Cut}_s = -\text{Disc}_s$. 
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Two masses, hard \((p_2^2, p_3^2, p_1^2 \neq 0)\)

\[
B^{2mh}(p_2^2, p_3^2; s, t) = \left( \frac{e^{7 \epsilon}}{\pi^{2-\epsilon}} \right) \int dk^{4-2\epsilon} \frac{1}{k^2 + i\epsilon (p_1 + k)^2 + i\epsilon (p_1 + p_2 + k)^2 + i\epsilon (k - p_4)^2 + i\epsilon} 
\]

\[
= i \Gamma \left( \frac{(-p_2^2)^(-1)}{(-t)^{1+2\epsilon}(-s)^{1+\epsilon}} \right) \left[ 1 + 2 \text{Li}_2 \left( 1 - \frac{t}{p_3^2} \right) + 2 \text{Li}_2 \left( 1 - \frac{t}{p_1^2} \right) \right] + \mathcal{O}(\epsilon). 
\]

\[
\text{Cut}_t B^{2mh}(p_2^2, p_3^2; s, t) = (2\pi)^2 \frac{e^{7 \epsilon}}{\pi^{2-\epsilon}} \int dt^{4-2\epsilon} k \delta ((k + p_1)^2) \delta((k - p_4)^2) 
\]

\[
= -4\pi i \Gamma \left( \frac{(-p_2^2)^(-1)}{(-t)^{1+2\epsilon}(-s)^{1+\epsilon}} \right) \left[ 1 + \log \left( 1 - \frac{t}{p_3^2} \right) + \log \left( 1 - \frac{t}{p_1^2} \right) \right] \theta(t) + \mathcal{O}(\epsilon). 
\]

Three masses \((p_2^2, p_3^2, p_1^2 \neq 0)\)

\[
B^{3m}(p_2^2, p_3^2, p_1^2) = \left( \frac{e^{7 \epsilon}}{\pi^{2-\epsilon}} \right) \int dk^{4-2\epsilon} \frac{1}{k^2 + i\epsilon (p_1 + k)^2 + i\epsilon (p_1 + p_2 + k)^2 + i\epsilon (k - p_4)^2 + i\epsilon} 
\]

\[
= i \frac{\Gamma}{st - p_2^2 p_4} \left[ \frac{2}{\epsilon^2} ((-s)^{-\epsilon} + (-t)^{-\epsilon} - (-p_2^2)^{-\epsilon} - (p_1^2)^{-\epsilon}) \frac{1}{(s-t)^{-\epsilon}} \right] 
\]

\[
+ \frac{1}{\epsilon^2} \left( \frac{(-p_2^2)^(-1)}{(s-t)^{-\epsilon}} \frac{(-p_1^2)^(-1)}{(s-t)^{-\epsilon}} - 2 \text{Li}_2 \left( 1 - \frac{p_3^2}{t} \right) - 2 \text{Li}_2 \left( 1 - \frac{p_4^2}{st} \right) \right. 
\]

\[
-2 \text{Li}_2 \left( 1 - \frac{p_3^2}{t} \right) \log 2 \left( \frac{s}{t} \right) \bigg] + \mathcal{O}(\epsilon). 
\]

\[
\text{Cut}_t B^{3m}(p_2^2, p_3^2, p_1^2; s, t) = (2\pi)^2 \frac{e^{7 \epsilon}}{\pi^{2-\epsilon}} \int dt^{4-2\epsilon} k \delta ((k + p_1)^2) \delta((k - p_4)^2) 
\]

\[
= \frac{e^{7 \epsilon}}{\pi^{2-\epsilon}} \Gamma(1 - \epsilon) \frac{2\pi}{\Gamma(1 - 2\epsilon) \frac{2}{\epsilon^2} \frac{(-p_2^2)^(-1)}{(s-t)^{-\epsilon}} \frac{(-p_1^2)^(-1)}{(s-t)^{-\epsilon}} + 2 \log \left( 1 - \frac{p_3^2}{t} \right) - 2 \log(-s) + 2 \log t} \theta(t) + \mathcal{O}(\epsilon). 
\]

C Explicit results for the single unitarity cuts

We present the results we obtained for the single unitarity cuts. These results were computed and numerically checked in the region where \(\tilde{z} = z^*\). For cut \([45]\) the hypergeometric function was expanded using \texttt{HypExp} \([74]\). We write everything in terms of multiple polylogarithms as defined in section 2 to simplify the comparison between different terms.

C.1 Unitarity cuts in the \(p_3^2\) channel

\[
\text{Cut}_{p_3^2, R^2_{\lambda}} T_L(p_2^2, p_3^2, p_1^2) 
\]

\[
= \frac{i \frac{\Gamma}{\Gamma(1 - 2\epsilon)^2 p_2^2}}{(1 - z)(1 - \tilde{z})(z - \tilde{z})} \sum_{k = -2}^{\infty} c_k \left( (z - \tilde{z}) f^{(k, 1)}_{[12]}(z, \tilde{z}) + (z - \tilde{z})^2 f^{(k, 2)}_{[12]}(z, \tilde{z}) \right), 
\]

\[
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\]
\[
\begin{align*}
    f_{[12]}^{(-2,1)}(z, \bar{z}) &= \log \frac{z}{\bar{z}}, \\
    f_{[12]}^{(-2,2)}(z, \bar{z}) &= 0, \\
    f_{[12]}^{(-1,1)}(z, \bar{z}) &= -G \left(0, \frac{1}{2}; \frac{1}{z}, \frac{1}{\bar{z}}\right) + G \left(0, \frac{1}{z}; \frac{1}{2}, \frac{1}{\bar{z}}\right) + \log \frac{z}{\bar{z}} \left[ G \left(\frac{1}{z}; \frac{1}{z}\right) + G \left(\frac{1}{\bar{z}}; \frac{1}{\bar{z}}\right) \right] \\
    &\quad - 2 \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}}, \\
    f_{[12]}^{(-1,2)}(z, \bar{z}) &= \frac{1}{2} \log \frac{z}{\bar{z}}, \\
    f_{[12]}^{(0,1)}(z, \bar{z}) &= -2 \left[ G \left(0, \frac{1}{2}; \frac{1}{2}, \frac{1}{z}\right) - G \left(0, \frac{1}{z}; \frac{1}{2}, \frac{1}{\bar{z}}\right) \right] + \frac{1}{2} \log \frac{z}{\bar{z}} \left[ G \left(\frac{1}{z}; \frac{1}{z}\right) + G \left(\frac{1}{\bar{z}}; \frac{1}{\bar{z}}\right) \right] \\
    &\quad - \frac{1}{12} \log^3 \frac{z}{\bar{z}} - 2 \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}} \left[ G \left(\frac{1}{z}; \frac{1}{z}\right) + G \left(\frac{1}{\bar{z}}; \frac{1}{\bar{z}}\right) \right] \\
    &\quad + 2 \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}} \left[ G \left(\frac{1}{z}; \frac{1}{z}\right) - G \left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) \right] + \frac{\pi^2}{6} \log \frac{z}{\bar{z}}, \\
    f_{[12]}^{(0,2)}(z, \bar{z}) &= -\frac{1}{2} \left[ G \left(0, \frac{1}{z}; \frac{1}{2}\right) - G \left(0, \frac{1}{\bar{z}}; \frac{1}{2}\right) \right] - \frac{1}{2} \log^2 \frac{z}{\bar{z}} \\
    &\quad + \frac{1}{2} \log \frac{z}{\bar{z}} \left[ G \left(\frac{1}{z}; \frac{1}{z}\right) + G \left(\frac{1}{\bar{z}}; \frac{1}{\bar{z}}\right) \right] - \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}}.
\end{align*}
\]
(C.2)

\[
\text{Cut}_{p_3^2, [45], R_{\alpha}^\gamma} T_L(p_1^2, p_2^2, p_3^2) = \frac{i e^F (p_1^2)^{-2 - 2\epsilon}}{(1 - z)(1 - \bar{z})(z - \bar{z})} \sum_{k = -2}^{\infty} e^k \left[ (-2\pi i)^k f_{[45]}^{(k,1)}(z, \bar{z}) + (-2\pi i)^k f_{[45]}^{(k,2)}(z, \bar{z}) \right],
\]
(C.3)
\[f_{[45]}^{(-2,1)}(z, \bar{z}) = \log \frac{z}{\bar{z}},\]

\[f_{[45]}^{(-2,2)}(z, \bar{z}) = 0,\]

\[f_{[45]}^{(-1,1)}(z, \bar{z}) = -G \left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) + G \left(0, \frac{1}{z}; 1\right) + \log \frac{z}{\bar{z}} \left[ G \left(\frac{1}{z}; \frac{1}{\bar{z}}\right) + G \left(\frac{1}{z}; \frac{1}{\bar{z}}\right) \right] - 2 \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}},\]

\[f_{[45]}^{(-1,2)}(z, \bar{z}) = -\frac{1}{2} \log \frac{z}{\bar{z}},\]

\[f_{[45]}^{(0,1)}(z, \bar{z}) = -2 \left[ G \left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) - G \left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) \right] + 2 \log^2[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}} - 2 \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}} \left[ G \left(\frac{1}{z}; \frac{1}{\bar{z}}\right) + G \left(\frac{1}{z}; \frac{1}{\bar{z}}\right) \right] + 2 \log[(1 - z)(1 - \bar{z})] \left[ G \left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) - G \left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) \right] - \frac{1}{3} \log^3 \frac{z}{\bar{z}} + \frac{1}{2} \log \frac{z}{\bar{z}} \left[ G \left(\frac{1}{z}; \frac{1}{\bar{z}}\right) + G \left(\frac{1}{z}; \frac{1}{\bar{z}}\right) \right]^2 + \frac{\pi^2}{6} \log \frac{z}{\bar{z}},\]

\[f_{[45]}^{(0,2)}(z, \bar{z}) = -\frac{1}{2} \left[ G \left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) - G \left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) \right] - \frac{1}{2} \log \frac{z}{\bar{z}} \left[ G \left(\frac{1}{z}; \frac{1}{\bar{z}}\right) + G \left(\frac{1}{z}; \frac{1}{\bar{z}}\right) \right] - \frac{1}{2} \log^2 \frac{z}{\bar{z}} + \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}}.\]

(C.4)

**Cut**

\[
\text{Cut}_{p_3^2, [135]} \Delta T_L(p_1^2, p_2^2, p_3^2) = \frac{ic^2 \left( p_1^2 \right)^{-2 - 2\epsilon}}{(1 - z)(1 - \bar{z})(z - \bar{z})} \sum_{k = -1}^{\infty} \epsilon^k \left[ (-2\pi i)^f_{[135]}^{(k,1)}(z, \bar{z}) + (-2\pi i)^f_{[135]}^{(k,2)}(z, \bar{z}) \right],
\]

(C.5)
\begin{align*}
f^{(-2,1)}_{(135)}(z, \bar{z}) &= - \log \frac{z}{\bar{z}}, \\
\quad f^{(-2,2)}_{(135)}(z, \bar{z}) &= 0, \\
\quad f^{(-1,1)}_{(135)}(z, \bar{z}) &= G\left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) - G\left(0, \frac{1}{\bar{z}}; \frac{1}{z}\right) - \log \frac{z}{\bar{z}} \left[ G\left(\frac{1}{z}; \frac{1}{\bar{z}}\right) + G\left(\frac{1}{\bar{z}}; \frac{1}{z}\right) \right] \\
&\quad + 2 \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}} + \frac{1}{2} \log \frac{z}{\bar{z}} \log(z \bar{z}), \\
\quad f^{(-1,2)}_{(135)}(z, \bar{z}) &= 0, \\
\quad f^{(0,1)}_{(135)}(z, \bar{z}) &= 2 \left[ G\left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) - G\left(0, \frac{1}{\bar{z}}; \frac{1}{z}\right) \right] + 6[\text{Li}_3(z) - \text{Li}_3(\bar{z})] \\
&\quad + 2 \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}} \left[ G\left(\frac{1}{z}; \frac{1}{\bar{z}}\right) + G\left(\frac{1}{\bar{z}}; \frac{1}{z}\right) \right] \\
&\quad - \frac{1}{2} \log \frac{z}{\bar{z}} \left[ G\left(\frac{1}{z}; \frac{1}{\bar{z}}\right) + G\left(\frac{1}{\bar{z}}; \frac{1}{z}\right) \right]^2 - \frac{3}{2} [\text{Li}_2(z) - \text{Li}_2(\bar{z})] \log(z \bar{z}) \\
&\quad + \frac{1}{2} \log(z \bar{z}) \log \frac{z}{\bar{z}} \left[ G\left(\frac{1}{z}; \frac{1}{\bar{z}}\right) + G\left(\frac{1}{\bar{z}}; \frac{1}{z}\right) \right] - \frac{3}{2} [\text{Li}_2(z) + \text{Li}_2(\bar{z})] \log \frac{z}{\bar{z}} \\
&\quad - 2 \log[(1 - z)(1 - \bar{z})] \left[ G\left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) - G\left(0, \frac{1}{\bar{z}}; \frac{1}{z}\right) \right] \\
&\quad - \frac{1}{2} \log(z \bar{z}) \left[ G\left(0, \frac{1}{z}; \frac{1}{\bar{z}}\right) - G\left(0, \frac{1}{\bar{z}}; \frac{1}{z}\right) \right] + \frac{5}{24} \log^3 \frac{z}{\bar{z}} \\
&\quad - 2 \log^2[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}} - \log[(1 - z)(1 - \bar{z})] \log(z \bar{z}) \log \frac{z}{\bar{z}} \\
&\quad - \frac{1}{8} \log^2(z \bar{z}) \log \frac{z}{\bar{z}} - \frac{2}{3} \pi^2 \log \frac{z}{\bar{z}}, \\
\quad f^{(0,2)}_{(135)}(z, \bar{z}) &= \frac{1}{2} \log^2 \frac{z}{\bar{z}}.
\end{align*}

\begin{align*}
\text{Cut}_{p_3^2, [234], R_0} T_L(p_1^2, p_2^2, p_3^2) &= \frac{ie^2 (p_1^2)^{-2-2\epsilon}}{(1 - z)(1 - \bar{z})(z - \bar{z})} \sum_{k = -1}^{\infty} \epsilon^k \left[ (-2\pi i) f^{(k,1)}_{[234]}(z, \bar{z}) + (-2\pi i)^2 f^{(k,2)}_{[234]}(z, \bar{z}) \right],
\end{align*}
\[ f^{(-2,1)}(z, \bar{z}) = -\log \frac{z}{\bar{z}}, \]
\[ f^{(-2,2)}(z, \bar{z}) = 0, \]
\[ f^{(-1,1)}(z, \bar{z}) = G\left(0, \frac{1}{z}, \frac{1}{\bar{z}}\right) - G\left(0, \frac{1}{z}, \frac{1}{\bar{z}}\right) - \log \frac{z}{\bar{z}} \left[ G\left(\frac{1}{z}, \frac{1}{z}\right) + G\left(\frac{1}{z}, \frac{1}{\bar{z}}\right) \right] \]
\[ + 2 \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}} - \frac{1}{2} \log \frac{z}{\bar{z}} \log(z \bar{z}), \]
\[ f^{(-1,2)}(z, \bar{z}) = 0, \]
\[ f^{(0,1)}(z, \bar{z}) = 2 \left[ G\left(0, \frac{1}{z}, \frac{1}{\bar{z}}\right) - G\left(0, \frac{1}{z}, \frac{1}{\bar{z}}\right) \right] - 6[Li_3(z) - Li_3(\bar{z})] \]
\[ - \frac{1}{2} \log \frac{z}{\bar{z}} \left[ G\left(\frac{1}{z}, \frac{1}{z}\right) + G\left(\frac{1}{z}, \frac{1}{\bar{z}}\right) \right] \]
\[ + 2 \log[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}} \left[ G\left(\frac{1}{z}, \frac{1}{z}\right) + G\left(\frac{1}{z}, \frac{1}{\bar{z}}\right) \right] \]
\[ - \frac{1}{2} \log(z \bar{z}) \log \frac{z}{\bar{z}} \left[ G\left(\frac{1}{z}, \frac{1}{z}\right) + G\left(\frac{1}{z}, \frac{1}{\bar{z}}\right) \right] \]
\[ - 2 \log[(1 - z)(1 - \bar{z})] \left[ G\left(0, \frac{1}{z}, \frac{1}{z}\right) - G\left(0, \frac{1}{z}, \frac{1}{\bar{z}}\right) \right] \]
\[ + \frac{1}{2} \log(z \bar{z}) \left[ G\left(0, \frac{1}{z}, \frac{1}{z}\right) - G\left(0, \frac{1}{z}, \frac{1}{\bar{z}}\right) \right] + \frac{1}{3} \log^3 \frac{z}{\bar{z}} \]
\[ + \frac{1}{2} \log(z \bar{z}) \log \frac{z}{\bar{z}} \log(z \bar{z}) - 2 \log^2[(1 - z)(1 - \bar{z})] \log \frac{z}{\bar{z}} \]
\[ + \frac{1}{4} \log^2(z \bar{z}) \log \frac{z}{\bar{z}} + \log[(1 - z)(1 - \bar{z})] \log(z \bar{z}) \log \frac{z}{\bar{z}} + \frac{\pi^2}{3} \log \frac{z}{\bar{z}}, \]
\[ f^{(0,2)}(z, \bar{z}) = \frac{1}{2} \log^2 \frac{z}{\bar{z}}. \]

C.2 Unitarity cuts in the \( p_2^2 \) channel

\[
\text{Cut}_{p_2^2} T_L(p_1^2, p_2^2, p_3^2) = \frac{i e^2 (p_1^2)^{-2-2\epsilon}}{(1 - z)(1 - \bar{z})(z - \bar{z})} \sum_{k=-1}^{\infty} c_k \left[ (-2\pi i) f^{(k,1)}_{[46]}(z, \bar{z}) + (-2\pi i)^2 f^{(k,2)}_{[46]}(z, \bar{z}) \right], \tag{C.9}
\]
\begin{align}
 f_{[45]}^{(-1,1)}(z, \bar{z}) & = -\text{Li}_2(z) + \text{Li}_2(\bar{z}) , \\
 f_{[45]}^{(-1,2)}(z, \bar{z}) & = 0 , \\
 f_{[136]}^{(0,1)}(z, \bar{z}) & = G(0, \frac{1}{z}, \frac{1}{\bar{z}}; 1) - G(0, \frac{1}{\bar{z}}, \frac{1}{z}; 1) - 4[\text{Li}_3(1-z) - \text{Li}_3(1-\bar{z})] \\
 & \quad - 2[\text{Li}_3(z) - \text{Li}_3(\bar{z})] - 2[\text{Li}_2(z) + \text{Li}_2(\bar{z})] \log \frac{1-z}{1-\bar{z}} + [\text{Li}_2(z) - \text{Li}_2(\bar{z})] \log(z\bar{z}) \\
 & \quad - \frac{1}{2} \log \frac{z}{\bar{z}} \log^2 \frac{1-z}{1-\bar{z}} - \frac{1}{2} \log^2((1-z)(1-\bar{z})) \log \frac{z}{\bar{z}} \\
 & \quad - \log[(1-z)(1-\bar{z})] \log(z\bar{z}) \log \frac{1-z}{1-\bar{z}} + \frac{2\pi^2}{3} \log \frac{1-z}{1-\bar{z}}, \\
 f_{[136]}^{(0,2)}(z, \bar{z}) & = \frac{1}{2} [\text{Li}_2(z) - \text{Li}_2(\bar{z})] .
\end{align}

\text{(C.10)}

\begin{align}
 \text{Cut}_{p_3^2,[136],R_\Delta} T_L(p_1^2, p_2^2, p_3^2) & = \frac{i e F(p_1^2) - 2 - 2\pi}{(1-z)(1-\bar{z})(z-\bar{z})} \sum_{k=-1}^{\infty} e^k \left[ (-2\pi i) f_{[136]}^{(k,1)}(z, \bar{z}) + (-2\pi i)^2 f_{[136]}^{(k,2)}(z, \bar{z}) \right] ,
\end{align}

\text{(C.11)}

\begin{align}
 f_{[136]}^{(-1,1)}(z, \bar{z}) & = \text{Li}_2(z) - \text{Li}_2(\bar{z}) , \\
 f_{[136]}^{(-1,2)}(z, \bar{z}) & = 0 , \\
 f_{[136]}^{(0,1)}(z, \bar{z}) & = -G(0, \frac{1}{z}, \frac{1}{\bar{z}}; 1) + G(0, \frac{1}{\bar{z}}, \frac{1}{z}; 1) + 4[\text{Li}_3(1-z) - \text{Li}_3(1-\bar{z})] \\
 & \quad + 5[\text{Li}_3(z) - \text{Li}_3(\bar{z})] + 2[\text{Li}_2(z) + \text{Li}_2(\bar{z})] \log \frac{1-z}{1-\bar{z}} - 2[\text{Li}_2(z) - \text{Li}_2(\bar{z})] \log(z\bar{z}) \\
 & \quad + \frac{1}{2} \log \frac{z}{\bar{z}} \log^2 \frac{1-z}{1-\bar{z}} + \frac{1}{2} \log^2((1-z)(1-\bar{z})) \log \frac{z}{\bar{z}} \\
 & \quad + \log[(1-z)(1-\bar{z})] \log(z\bar{z}) \log \frac{1-z}{1-\bar{z}} - \frac{2\pi^2}{3} \log \frac{1-z}{1-\bar{z}} , \\
 f_{[136]}^{(0,2)}(z, \bar{z}) & = 0 .
\end{align}

\text{(C.12)}

\section{Computation and explicit results for double unitarity cuts}

We briefly outline our approach to the calculation of the double unitarity cuts of fig. 11 and fig. 12. We then give explicit results for these integrals, written in terms of multiple polylogarithms to simplify the comparison between different terms.

\subsection{Calculation of double unitarity cuts}

\textbf{Cut} [456], \textbf{R}_{\Delta}^{1,3}, \textbf{fig. 11a}:

Because cut [45] factorizes the two loop integrations, this cut is just the product of an
uncut one-loop triangle with one mass \((p_3^2)\) and the double cut of a three-mass triangle, with masses \(p_1^2\), \(p_2^2\) and \(p_3^2\), in the channels \(p_1^2\) and \(p_3^2\).

\[
\text{Cut}_{[1256]\Delta^3}T_L(p_1^2, p_2^2, p_3^2) = -\frac{e^{2\gamma_E}e^{\pi^2\delta}}{\pi^{2-\epsilon}} (2\pi)^3 \int d^{1-2\epsilon}k_1 \frac{\delta((p_1 - k_1)^2)}{(p_3 + k_1)^2 - i\epsilon} T^{1\text{Im}}(p_3^2)
\]

\[
= -4\pi^2 i \frac{e^{2\gamma_E}e^{\pi^2\delta}}{\epsilon \Gamma(1-2\epsilon)} (p_1^2)^{2-2\epsilon} u_3^{1-2\epsilon} e^{i\epsilon}(z - \bar{z})^{-\epsilon}
\]

**Cut** [1256], \(R_{\Delta^3}^1\), fig. 11b:

The integrand has a simple pole inside the integration region. We can still make sense of the integral by keeping track of the \(i\epsilon\) prescription associated to the propagators and the invariants, and we obtain

\[
\text{Cut}_{[1256]\Delta^3}T_L(p_1^2, p_2^2, p_3^2) = -i \frac{e^{2\gamma_E}e^{\pi^2\delta}}{\pi^{2-\epsilon}} (2\pi)^3 \int d^{1-2\epsilon}k_1 \frac{\delta((p_1 - k_1)^2)}{(p_3 + k_1)^2 - i\epsilon} \text{Cut}_{p_3^3}T^{2\text{m}}(p_3^2, (p_3 + k)^2)
\]

\[
= \frac{e^{2\gamma_E}e^{\pi^2\delta}}{\pi^{2-\epsilon}} \frac{\Gamma(1-\epsilon)}{\epsilon \Gamma(1-2\epsilon)} (2\pi)^3 \int d^{1-2\epsilon}k \frac{\delta((p_1 - k)^2)}{(p_3 + k)^2 - i\epsilon} \frac{(p_3^2 + i\epsilon)^{-\epsilon}}{(p_3^2 + i\epsilon)^{-\epsilon} - ((p_3 + k)^2 - i\epsilon)}
\]

\[
= -4\pi^2 i \frac{e^{2\gamma_E}e^{\pi^2\delta}}{\epsilon \Gamma(1-2\epsilon)} (p_1^2)^{2-2\epsilon} u_3^{\epsilon}
\]

\[
\int_0^1 dx \frac{x^{-\epsilon}(1-x)^{-\epsilon}}{(u_3 + z - 1 - x(z - \bar{z}) - i\epsilon)(z - 1 - x(z - \bar{z}) - i\epsilon)},
\]

where in each line we were careful to keep the \(\pm i\epsilon\) prescription associated with propagators and invariants. For \(\epsilon = 0\), the integrand in the last line has poles at

\[
0 < x_p \equiv \frac{(1-z)(\bar{z})}{z-\bar{z}} < 1 \quad \text{and} \quad x = \frac{z-1}{z-\bar{z}} < 0.
\]

While the location of the second pole lies outside the integration region, the first singularity lies inside, and we must hence split the integral into its principle value and imaginary part,

\[
\lim_{\epsilon \to 0^+} \frac{1}{a \pm i\epsilon} = \text{PV} \left( \frac{1}{a} \right) \mp i\pi\delta(a).
\]

which is valid in a distribution sense. We then obtain

\[
\int_0^1 dx \frac{x^{-\epsilon}(1-x)^{-\epsilon}}{(u_3 + z - 1 - x(z - \bar{z}) - i\epsilon)(z - 1 - x(z - \bar{z}))} = \text{PV} \int_0^1 dx \frac{x^{-\epsilon}(1-x)^{-\epsilon}}{(u_3 + z - 1 - x(z - \bar{z})) (z - 1 - x(z - \bar{z}))} + i\pi \int_0^1 dx \frac{x^{-\epsilon}(1-x)^{-\epsilon}}{(z - 1 - x(z - \bar{z}))} \delta(u_3 + z - 1 - x(z - \bar{z})).
\]

Both integrals are finite and can easily be performed order by order in \(\epsilon\) in terms of polylogarithms.
Cut [1236], $R^{1,3}_\Lambda$, fig. 11c:
Using the strategy outlined in section 6.1, we immediately obtain
\[
\text{Cut}_{[1236],R^{1,3}_\Lambda} T_L(p_1^2, p_2^2, p_3^2) = i \left( \frac{e^{\gamma_E}}{\pi^{2-\epsilon}} \right) (2\pi)^2 \int d^{4-2\epsilon} k \delta(k^2) \delta((p_3 - k)^2) \text{Cut}_{(p_1 - k)^2} B^{2m h}(p_1^2, p_2^2; p_3^2, (p_1 - k)^2). \tag{D.4}
\]
Inserting the analytic expression for the cut box (see appendix B) and parametrizing the remaining cut integration, we obtain an integral with an endpoint singularity. After subtraction of the singularity, all the integrals are finite and can be expanded under the integration sign. We obtain
\[
\text{Cut}_{[1236],R^{1,3}_\Lambda} T_L(p_1^2, p_2^2, p_3^2) = 8\pi^2 i \left( \frac{e^{\gamma_E}}{\Gamma(1-\epsilon)} \right) (p_1^2)^{-2-2\epsilon} u_3^{-1-2\epsilon} \frac{z'(-\bar{z})}{\bar{z}} \int \frac{z' z^{-\epsilon}(1-x)^{-\epsilon}}{(z - x(z - \bar{z}))^{1+2\epsilon}} \tag{D.5}
\]
\[
\times \left[ \frac{1}{\epsilon} + \log \left( \frac{1 - z - x(z - \bar{z})}{z\bar{z}} \right) + \log \left( 1 - z + x(z - \bar{z}) \right) \right].
\]
The remaining integral is easy to perform.

Cut [2346], $R^{1,3}_\Lambda$, fig. 11d:
Using the routing of the loop momenta shown in fig. 11d, we compute this cut by integrating over the cut of a two-mass triangle. However, when using the result for the cut triangle, we need to correct for the fact that the vertex attached to propagators 2, 3 and 5 has a different color, compared to the usual cut triangle. Note also that it is convenient to introduce the variable $y$ defined in eq. (5.8). We obtain
\[
\text{Cut}_{[2346],R^{1,3}_\Lambda} T_L(p_1^2, p_2^2, p_3^2) = i \left( \frac{e^{\gamma_E}}{\pi^{2-\epsilon}} \right) (2\pi)^2 \int d^{4-2\epsilon} k_1 \delta(k_1^2) \delta((p_2 + k_1)^2) \text{Cut}_{(p_3 - k_1)^2} T^{2m}(p_3^2, (p_3 - k_1)^2)
\]
\[
= -4\pi^2 i \left( \frac{e^{2\gamma_E}}{\epsilon \Gamma(1-2\epsilon)} \right) (p_1^2)^{-2-2\epsilon} u_3^{-1-2\epsilon} \int_0^1 dx x^{-\epsilon}(1-x)^{-\epsilon}
\]
\[
\times \int_0^1 dy y^{-2\epsilon}(1-y)^{-1-\epsilon} \delta(u_2 + y(z(1 - \bar{z}) - x(z - \bar{z})))
\]
\[
= -4\pi^2 i \left( \frac{e^{2\gamma_E}}{\epsilon \Gamma(1-2\epsilon)} \right) (p_1^2)^{-2-2\epsilon} u_3^{-1-2\epsilon} z^{-2\epsilon}(-\bar{z})^{-2\epsilon}
\]
\[
\times \int_0^1 x^{-\epsilon}(1-x)^{-\epsilon} \frac{1}{(z - x(z - \bar{z}))^{1+2\epsilon} (z - z\bar{z} - x(z - \bar{z}))^{-2\epsilon}} \tag{D.6}
\]
The integral has an endpoint singularity that needs to be subtracted before expansion in $\epsilon$ under the integration sign. The $y$ variable is restricted to the interval $[0,1]$ because of the $\theta$-function of the cut triangle subdiagram. We find it simpler to use the $\delta$-function associated with the cut on $(p_2 + k_1)^2$ to perform the $y$ integration, which in turn imposes some limits on the range of integration of $x$. 
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Cut $[1356]$, $R_{\Delta}^{1,3}$, fig. 11f:

The integral is

\[
\text{Cut}_{[1356], R_{\Delta}^{1,3}} T_L(p_1^2, p_2^2, p_3^2) = -i \left( \frac{e^{\gamma_E \epsilon}}{\pi^{2-\epsilon}} \right) (2\pi)^2 \int d^{4-2\epsilon} k_1 \frac{\delta \left( k_1^2 \right) \delta \left( (p_1 - k_1)^2 \right)}{(p_2 + k_1)^2} \text{Cut}_{(p_2 + k_1)^2} T^{2m}_L \left( p_3^2, (p_2 + k_1)^2 \right)
\]

\[
= -4\pi^2 i \frac{e^{2\gamma_E \epsilon}}{\epsilon \Gamma(1 - 2\epsilon)} (p_1^2)^{2-2\epsilon} \int_0^\frac{1}{2\epsilon} dz \frac{x^{-\epsilon} (1 - x)^{-\epsilon} (z - 1 - x(z - z))^{-1-\epsilon}}{(1 - z + x(z - z))}. \tag{D.7}
\]

The restriction on the integration range of $x$ is imposed by the $\theta$-function of the cut triangle subdiagram. After subtracting the singularity, the integral can be performed order by order in $\epsilon$.

Cut $[456]$, $R_{\Delta}^{1,2}$, fig. 12a:

The calculation of this cut in region $R_{\Delta}^{1,2}$ is done in exactly the same way as in region $R_{\Delta}^{1,3}$. However, we write the result differently so that we are away from the branch cuts in this region:

\[
\text{Cut}_{[456], R_{\Delta}^{1,2}} T_L(p_1^2, p_2^2, p_3^2) = -i \left( \frac{e^{\gamma_E \epsilon}}{\pi^{2-\epsilon}} \right) (2\pi)^2 \int d^{4-2\epsilon} k_1 \frac{\delta \left( k_1^2 \right) \delta \left( (p_3 - k_1)^2 \right)}{(p_2 + k_1)^2} \text{Cut}_{(p_3 + k_1)^2} T^{1m}_L \left( p_1^2, (p_2 + k_1)^2 \right)
\]

\[
= -4\pi^2 i \frac{e^{2\gamma_E \epsilon}}{\epsilon \Gamma(1 - \epsilon)} (p_1^2)^{2-2\epsilon} e^{i\epsilon((z - 1)(1 - z))^{-1-\epsilon}} \frac{(z\bar{z})^{-\epsilon}}{(z - \bar{z})^{1-2\epsilon}}. \tag{D.8}
\]

Cut $[2346]$, $R_{\Delta}^{1,2}$, fig. 12b:

The calculation of this cut in $R_{\Delta}^{1,2}$ is simpler than in region $R_{\Delta}^{1,3}$. We get

\[
\text{Cut}_{[2346], R_{\Delta}^{1,2}} T_L(p_1^2, p_2^2, p_3^2) = -i \left( \frac{e^{\gamma_E \epsilon}}{\pi^{2-\epsilon}} \right) (2\pi)^2 \int d^{4-2\epsilon} k_1 \frac{\delta \left( k_1^2 \right) \delta \left( (p_2 - k_1)^2 \right)}{(p_1 + k_1)^2} \text{Cut}_{(p_1 + k_1)^2} T^{2m}_L \left( p_3^2, (p_1 + k_1)^2 \right)
\]

\[
= 4\pi^2 i \frac{e^{2\gamma_E \epsilon}}{\epsilon \Gamma(1 - 2\epsilon)} (p_2^2)^{2-2\epsilon} u_2^{-\epsilon} \int_0^\frac{1}{2\epsilon} dx \frac{x^{-\epsilon} (1 - x)^{-\epsilon} (1 - \bar{z} - x(\bar{z} - \bar{z}))^{-1-\epsilon}}{z(1 - \bar{z}) - x(z - \bar{z})}. \tag{D.9}
\]

After subtraction of the singularity, the integral is easy to perform.

Cut $[1356]$, $R_{\Delta}^{1,2}$, fig. 12c:

The computation of this cut is very similar to the previous one. We have

\[
\text{Cut}_{[1356], R_{\Delta}^{1,2}} T_L(p_1^2, p_2^2, p_3^2) = -i \left( \frac{e^{\gamma_E \epsilon}}{\pi^{2-\epsilon}} \right) (2\pi)^2 \int d^{4-2\epsilon} k_1 \frac{\delta \left( k_1^2 \right) \delta \left( (p_1 - k_1)^2 \right)}{(p_2 + k_1)^2} \text{Cut}_{(p_2 + k_1)^2} T^{2m}_L \left( p_3^2, (p_2 + k_1)^2 \right)
\]

\[
= 4\pi^2 i \frac{e^{2\gamma_E \epsilon}}{\epsilon \Gamma(1 - 2\epsilon)} (p_1^2)^{2-2\epsilon} \int_0^\frac{1}{2\epsilon} dx \frac{x^{-\epsilon} (1 - x)^{-\epsilon} (\bar{z}(z - 1) - x(z - \bar{z}))^{-1-\epsilon}}{z - 1 - x(z - \bar{z})}. \tag{D.10}
\]
The restriction on the integration range of \( x \) is imposed by the \( \theta \)-function of the cut triangle subdiagram. The endpoint singularity is dealt with as before.

**Cut [1236], \( R_{\Delta}^{1,2} \), fig. 12d:**

This cut is slightly harder to compute in region \( R_{\Delta}^{1,2} \) than in region \( R_{\Delta}^{1,3} \). We follow the same technique of integrating over the cut of a two-mass hard box, although we have to be careful to correct for the different factors of \( \pm \) between the subdiagram entering in fig. 12d and a standard cut box that would have black vertices on one side of the cut and white vertices on the other side. It is also useful to introduce the \( y \) variable defined in eq. (5.8), and to integrate over it with the \( \delta \)-function on propagator \( (p_3 + k) \). The \( y \) variable is restricted to the interval \([0, 1]\) because of the \( \theta \)-function on \( (p_1 - k)^2 \):

\[
\text{Cut}_{[1236], R_{\Delta}^{1,2}}(p_1^2, p_2^2, p_3^2) = -i e^{\gamma_E \epsilon} \frac{(2\pi)^2}{\pi^2} \int d^4k \delta(k^2) \theta((p_3 + k)^2) \Delta (p_{1-k})^2 B^{2mh}(p_1^2, p_2^2; p_3^2; (p_1 - k)^2) \\
= -8\pi^2 e^{\gamma_E \epsilon} \frac{\epsilon}{\Gamma(1 - \epsilon)} (p_1^2)^{-2-2\epsilon} \frac{u_2^2}{(z - 1)(1 - z))^{3\epsilon}} \int_0^1 dx \frac{x^{-\epsilon}(1 - x)^{-\epsilon}}{1 - x(z - \bar{z})} \\
\times (\bar{z}(z - 1) - x(z - \bar{z}))^{-1-2\epsilon} \left[ \frac{1}{\epsilon} + \log \left( (z - 1)(1 - \bar{z}) \right) - \log \left( z - 1 - x(z - \bar{z}) \right) \right] \\
- \log(\bar{z}z) + \log \left( \frac{\bar{z}(z - 1) - x(z - \bar{z})}{z - 1 - x(z - \bar{z})} \right) \\
\right)
\] (D.11)

The restriction on the integration range of \( x \) is imposed when integrating over \( y \). The endpoint singularity is dealt with as before.

**D.2 Double unitarity cuts in the \( p_1^2 \) and \( p_3^2 \) channels in region \( R_{\Delta}^{1,3} \)**

In this section we present the analytic results for all the nonvanishing cuts in the \( p_1^2 \) and \( p_3^2 \) channels in region \( R_{\Delta}^{1,3} \), where \( \bar{z} < 0 < z < 1 \).

\[
\text{Cut}_{[456], R_{\Delta}^{1,3}}(p_1^2, p_2^2, p_3^2) = \frac{i e^{\gamma_E \epsilon} (p_1^2)^{-2-2\epsilon}}{(1 - z)(1 - \bar{z})(z - \bar{z})} \sum_{k=-2}^{\infty} e^{k} \left[ (-2\pi i)^2 f_{[456], R_{\Delta}^{1,3}}(z, \bar{z}) + (-2\pi i)^3 f_{[456], R_{\Delta}^{1,3}}(z, \bar{z}) \right] ,
\] (D.12)
\[ f_{\Delta}^{(-2,2)} = 1, \]
\[ f_{\Delta}^{(-2,3)} = 0, \]
\[ f_{\Delta}^{(-1,2)} = 2 \log (z - \bar{z}) - 2 \log [(1 - z)(1 - \bar{z})] - \log (z \bar{z}), \]
\[ f_{\Delta}^{(-1,3)} = -\frac{1}{2}, \]
\[ f_{\Delta}^{(0,2)} = \frac{1}{2} \left[ -2 \log (z - \bar{z}) + 2 \log [(1 - z)(1 - \bar{z})] + \log (z \bar{z}) \right]^2 - \frac{\pi^2}{2}, \]
\[ f_{\Delta}^{(0,3)} = \log [(1 - z)(1 - \bar{z})] - \log (z - \bar{z}) + \frac{1}{2} \log (z \bar{z}). \]

Cut \[ T_L(p_1^2, p_2^2, p_3^2) \]
\[ = \frac{i e^2 (p_1^2)^{2-2\epsilon}}{(1 - z)(1 - \bar{z})(z - \bar{z})} \sum_{k = -2}^\infty e^k \left[ (-2\pi i)^2 f^{(k,2)}_{\Delta,13}(z, \bar{z}) + (-2\pi i)^3 f^{(k,3)}_{\Delta,13}(z, \bar{z}) \right], \]
\[ \tag{D.13} \]

\[ f_{\Delta}^{(-2,2)} = 1, \]
\[ f_{\Delta}^{(-2,3)} = 0, \]
\[ f_{\Delta}^{(-1,2)} = 2 \log (z - \bar{z}) - 2 \log [(1 - z)(1 - \bar{z})] - 2 \log z, \]
\[ f_{\Delta}^{(-1,3)} = 0, \]
\[ f_{\Delta}^{(0,2)} = 2 \text{Li}_2(z) - 2 \text{Li}_2 (\frac{z}{\bar{z}}) - 2 \text{Li}_2 (\bar{z}) + 2 \log^2 (1 - z) + 2 \log^2 (z - \bar{z}) - \log^2 (-\bar{z}) + 4 \log (1 - z) \log (1 - \bar{z}) - 4 \log (1 - z) \log (z - \bar{z}) + 4 \log z \log (1 - \bar{z}) + 4 \log z \log (z - \bar{z}) - 4 \log (1 - \bar{z}) \log (z - \bar{z}) + 2 \log^2 (1 - z) + 2 \log^2 z + 4 \log z \log (1 - z) - \frac{2\pi^2}{3}, \]
\[ f_{\Delta}^{(0,3)} = 0. \]
\[ \tag{D.14} \]

Cut \[ T_L(p_1^2, p_2^2, p_3^2) \]
\[ = \frac{i e^2 (p_1^2)^{2-2\epsilon}}{(1 - z)(1 - \bar{z})(z - \bar{z})} \sum_{k = -1}^\infty e^k \left[ (-2\pi i)^2 f^{(k,2)}_{\Delta,13}(z, \bar{z}) + (-2\pi i)^3 f^{(k,3)}_{\Delta,13}(z, \bar{z}) \right], \]
\[ \tag{D.15} \]

\[ \text{Cut,} \]
\[
\begin{align*}
\frac{f(\text{rsf} R^\Delta)}{\Delta} &= \sum_{k=2}^{\infty} \frac{\mu(k)}{27!^2 f(k)} \\
&= \left(\frac{1}{1-z} - 2 \log \left(\frac{1}{1-z}\right) - 2 \log \left(\frac{1}{1-z}\right) \right) - \log \left(\frac{1}{1-z}\right) - \log \left(\frac{1}{1-z}\right) \right) \\
&= \left(1 - \frac{2 \log (1-z) + \log (\frac{1}{1-z})}{\Delta} \right) - \log (1-z).
\end{align*}
\]

\[
\begin{align*}
f(\text{rsf} R^\Delta) &= \sum_{k=2}^{\infty} \frac{\mu(k)}{27!^2 f(k)} \\
&= \left(\frac{1}{1-z} - 2 \log \left(\frac{1}{1-z}\right) - 2 \log \left(\frac{1}{1-z}\right) \right) - \log \left(\frac{1}{1-z}\right) - \log \left(\frac{1}{1-z}\right) \right) \\
&= \left(1 - \frac{2 \log (1-z) + \log (\frac{1}{1-z})}{\Delta} \right) - \log (1-z).
\end{align*}
\]

\[
\begin{align*}
f(\text{rsf} R^\Delta) &= \sum_{k=2}^{\infty} \frac{\mu(k)}{27!^2 f(k)} \\
&= \left(\frac{1}{1-z} - 2 \log \left(\frac{1}{1-z}\right) - 2 \log \left(\frac{1}{1-z}\right) \right) - \log \left(\frac{1}{1-z}\right) - \log \left(\frac{1}{1-z}\right) \right) \\
&= \left(1 - \frac{2 \log (1-z) + \log (\frac{1}{1-z})}{\Delta} \right) - \log (1-z).
\end{align*}
\]

\[
\begin{align*}
f(\text{rsf} R^\Delta) &= \sum_{k=2}^{\infty} \frac{\mu(k)}{27!^2 f(k)} \\
&= \left(\frac{1}{1-z} - 2 \log \left(\frac{1}{1-z}\right) - 2 \log \left(\frac{1}{1-z}\right) \right) - \log \left(\frac{1}{1-z}\right) - \log \left(\frac{1}{1-z}\right) \right) \\
&= \left(1 - \frac{2 \log (1-z) + \log (\frac{1}{1-z})}{\Delta} \right) - \log (1-z).
\end{align*}
\]

\[
\begin{align*}
f(\text{rsf} R^\Delta) &= \sum_{k=2}^{\infty} \frac{\mu(k)}{27!^2 f(k)} \\
&= \left(\frac{1}{1-z} - 2 \log \left(\frac{1}{1-z}\right) - 2 \log \left(\frac{1}{1-z}\right) \right) - \log \left(\frac{1}{1-z}\right) - \log \left(\frac{1}{1-z}\right) \right) \\
&= \left(1 - \frac{2 \log (1-z) + \log (\frac{1}{1-z})}{\Delta} \right) - \log (1-z).
\end{align*}
\]

\[
\begin{align*}
f(\text{rsf} R^\Delta) &= \sum_{k=2}^{\infty} \frac{\mu(k)}{27!^2 f(k)} \\
&= \left(\frac{1}{1-z} - 2 \log \left(\frac{1}{1-z}\right) - 2 \log \left(\frac{1}{1-z}\right) \right) - \log \left(\frac{1}{1-z}\right) - \log \left(\frac{1}{1-z}\right) \right) \\
&= \left(1 - \frac{2 \log (1-z) + \log (\frac{1}{1-z})}{\Delta} \right) - \log (1-z).
\end{align*}
\]
\( f^{(-2,2)}_{[2346], R^{1,3}_{\Delta}} = -1, \)
\( f^{(-2,3)}_{[2346], R^{1,3}_{\Delta}} = 0, \)
\( f^{(-1,2)}_{[2346], R^{1,3}_{\Delta}} = 2 \log((1 - z)(1 - \bar{z})) - 2 \log(z - \bar{z}) + \log z, \)
\( f^{(-1,3)}_{[2346], R^{1,3}_{\Delta}} = 0, \)
\( f^{(0,2)}_{[2346], R^{1,3}_{\Delta}} = \text{Li}_2 \left( \frac{z}{\bar{z}} \right) + 3 \text{Li}_2 (\bar{z}) - 2 \log^2 (1 - z) - 2 \log^2 (z - \bar{z}) + \frac{3}{2} \log^2 (-\bar{z}) \quad (D.21) \)
\( - 4 \log(1 - z) \log (1 - \bar{z}) + 4 \log(1 - z) \log (z - \bar{z}) - 2 \log z \log (1 - \bar{z}) \)
\( + 2 \log z \log (z - \bar{z}) + 4 \log (1 - z) \log (z - \bar{z}) - 2 \log^2(1 - z) - \frac{1}{2} \log^2 z \)
\( - 2 \log z \log(1 - z) + \frac{5\pi^2}{6}, \)
\( f^{(0,3)}_{[2346], R^{1,3}_{\Delta}} = 0. \)

### D.3 Double unitarity cuts in the \( p_1^2 \) and \( p_2^3 \) channels in region \( R^{1,2}_{\Delta} \)

In this section we present the analytic results for all the nonvanishing cuts in the \( p_1^2 \) and \( p_2^3 \) channels in region \( R^{1,2}_{\Delta} \), where \( 0 < \bar{z} < 1 < z \).

\[
\text{Cut}^{[456], R^{1,2}_{\Delta}}_{T_L}(p_1^2, p_2^3)
= \frac{i c_1^2 (p_1^2)^{-2-2\epsilon}}{(1 - z)(1 - \bar{z})(z - \bar{z})} \sum_{k=-2}^{\infty} e^k \left[ (-2\pi i)^2 f^{(k,2)}_{[456], R^{1,2}_{\Delta}}(z, \bar{z}) + (-2\pi i)^3 f^{(k,3)}_{[456], R^{1,2}_{\Delta}}(z, \bar{z}) \right],
\quad (D.22)
\]
\[
f^{(-2,2)}_{[456], R^{1,2}_{\Delta}} = 1, \]
\[
f^{(-2,3)}_{[456], R^{1,2}_{\Delta}} = 0, \]
\[
f^{(-1,2)}_{[456], R^{1,2}_{\Delta}} = 2 \log(z - \bar{z}) - 2 \log([z - 1](1 - \bar{z})) - \log(z\bar{z}), \]
\[
f^{(-1,3)}_{[456], R^{1,2}_{\Delta}} = 0, \]
\[
f^{(0,2)}_{[456], R^{1,2}_{\Delta}} = 2 \log^2(1 - z) + 2 \log^2(z - \bar{z}) + \frac{1}{2} \log^2 \bar{z} + 4 \log(z - 1) \log(1 - \bar{z}) \]
\[
- 4 \log(z - 1) \log(z - \bar{z}) + 2 \log(z - 1) \log \bar{z} + 2 \log z \log(1 - \bar{z}) \]
\[
- 2 \log z \log(z - \bar{z}) - 4 \log(1 - z) \log(z - \bar{z}) + \log z \log \bar{z} + 2 \log(1 - \bar{z}) \log \bar{z} \]
\[
- 2 \log(z - \bar{z}) \log \bar{z} + 2 \log^2(z - 1) + \frac{1}{2} \log^2 z + 2 \log z \log(z - 1), \]
\[
f^{(0,3)}_{[456], R^{1,2}_{\Delta}} = 0. \quad (D.23)
\]
\[ \text{Cut}_{[1356], R_{\Delta}^1} T_{\Delta}(p_1^2, p_2^2, p_3^2) = i \frac{e^2}{(1-z)(1-\bar{z})(z-\bar{z})} \sum_{k=-2}^{\infty} e^k \left[ (-2\pi i)^2 f_{[1356], R_{\Delta}^1}(z, \bar{z}) + (-2\pi i)^3 f_{[1356], R_{\Delta}^1}(z, \bar{z}) \right], \]

(D.24)

\[ f_{[1356], R_{\Delta}^1}^{(-2,2)} = 1, \]
\[ f_{[1356], R_{\Delta}^1}^{(-2,3)} = 0, \]
\[ f_{[1356], R_{\Delta}^1}^{(-1,2)} = 2 \log (z - \bar{z}) - 2 \log [(z - 1)(1 - \bar{z})] - 2 \log \bar{z}, \]
\[ f_{[1356], R_{\Delta}^1}^{(-1,3)} = 0, \]
\[ f_{[1356], R_{\Delta}^1}^{(0,2)} = 2 \text{Li}_2(1 - z) - 2 \text{Li}_2(\bar{z}) - 2 \text{Li}_2\left(\frac{\bar{z}}{z}\right) + 4 \log^2(1 - z) + 2 \log^2(z - \bar{z}) + 2 \log^2 \bar{z} - 4 \log(z - 1) \log(1 - \bar{z}) - 4 \log(z - 1) \log(z - \bar{z}) - 4 \log(z - 1) \log \bar{z} + 2 \log^2(z - 1) - \log^2 z + 2 \log z \log(z - 1), \]
\[ f_{[1356], R_{\Delta}^1}^{(0,3)} = 0. \]

(D.25)

\[ \text{Cut}_{[1356], R_{\Delta}^1} T_{\Delta}(p_1^2, p_2^2, p_3^2) = i \frac{e^2}{(1-z)(1-\bar{z})(z-\bar{z})} \sum_{k=-2}^{\infty} e^k \left[ (-2\pi i)^2 f_{[1356], R_{\Delta}^1}(z, \bar{z}) + (-2\pi i)^3 f_{[1356], R_{\Delta}^1}(z, \bar{z}) \right], \]

(D.26)
\( f_{[1356], R_{\Delta}^{1,2}}^{(-2,2)} = -1 \),
\( f_{[1356], R_{\Delta}^{1,2}}^{(-2,3)} = 0 \),
\( f_{[1356], R_{\Delta}^{1,2}}^{(-1,2)} = 2 \log [(z - 1) (1 - \bar{z})] - 2 \log (z - \bar{z}) + 2 \log \bar{z} + \log z \),
\( f_{[1356], R_{\Delta}^{1,2}}^{(-1,3)} = 0 \),
\( f_{[1356], R_{\Delta}^{1,2}}^{(0,2)} = 3 \text{Li}_2 (\bar{z}) + \text{Li}_2 \left( \frac{z}{\bar{z}} \right) - 2 \log^2 (1 - \bar{z}) - 2 \log^2 (z - \bar{z}) - 2 \log^2 \bar{z} \\
- 4 \log (z - 1) \log (1 - \bar{z}) + 4 \log (z - 1) \log (z - \bar{z}) - 4 \log (z - 1) \log \bar{z} \\
- 2 \log z \log (1 - \bar{z}) + 2 \log z \log (z - \bar{z}) + 4 \log (1 - \bar{z}) \log (z - \bar{z}) - 2 \log z \log \bar{z} \\
- 4 \log (1 - \bar{z}) \log \bar{z} + 4 \log (z - \bar{z}) \log \bar{z} - 2 \log^2 (z - 1) - \frac{\log^2 \bar{z}}{2} \\
- 2 \log z \log (z - 1) + \frac{\pi^2}{3} \),
\( f_{[1356], R_{\Delta}^{1,2}}^{(0,3)} = 0 \).

\( \text{Cut}_{[1356], R_{\Delta}^{1,2}}^T \left( p_1^2, p_2^2, p_3^2 \right) \)
\[ = \frac{i c_T^2 (p_1^2)^2}{(1 - z)(1 - \bar{z})(z - \bar{z})} \sum_{k = -2}^{\infty} e^{k} \left[ (-2\pi i)^2 f_{[1356], R_{\Delta}^{1,2}}^{(k,2)} (z, \bar{z}) + (-2\pi i)^3 f_{[1356], R_{\Delta}^{1,2}}^{(k,3)} (z, \bar{z}) \right] \),
\( \text{(D.28)} \)

\( f_{[1356], R_{\Delta}^{1,2}}^{(-2,2)} = -1 \),
\( f_{[1356], R_{\Delta}^{1,2}}^{(-2,3)} = 0 \),
\( f_{[1356], R_{\Delta}^{1,2}}^{(-1,2)} = 2 \log [(z - 1) (1 - \bar{z})] - 2 \log (z - \bar{z}) + \log \bar{z} \),
\( f_{[1356], R_{\Delta}^{1,2}}^{(-1,3)} = 0 \),
\( f_{[1356], R_{\Delta}^{1,2}}^{(0,2)} = \text{Li}_2 \left( \frac{z}{\bar{z}} \right) - 3 \text{Li}_2 (1 - z) - 2 \log^2 (1 - \bar{z}) - 2 \log^2 (z - \bar{z}) - \frac{1}{2} \log^2 \bar{z} \\
- 4 \log (z - 1) \log (1 - \bar{z}) + 4 \log (z - 1) \log (z - \bar{z}) - 2 \log (z - 1) \log \bar{z} \\
+ 4 \log (1 - \bar{z}) \log (z - \bar{z}) - 2 \log (1 - \bar{z}) \log \bar{z} + 2 \log (z - \bar{z}) \log \bar{z} - 2 \log^2 (z - 1) \\
+ \frac{3}{2} \log^2 \bar{z} - 3 \log z \log (z - 1) - \frac{\pi^2}{6} \),
\( f_{[1356], R_{\Delta}^{1,2}}^{(0,3)} = 0 \).

\( \text{(D.29)} \)
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