WAND-PIC: an accelerated three-dimensional quasi-static particle-in-cell code
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We introduce a quasi-static particle-in-cell (PIC) code – WAND-PIC – which does not suffer from some of the common limitations of many quasi-static PICs, such as the need for a predictor-corrector method in solving electromagnetic fields. We derive the field equations under quasi-static (QS) approximation and find the explicit form of the “time” derivative of the transverse plasma current. After that, equations for the magnetic fields can be solved exactly without using the predictor-corrector method. Algorithm design and code structure are thus greatly simplified. With the help of explicit quasi-static equations and our adaptive step size, plasma bubbles driven by the large beam charges can be simulated efficiently without suffering from the numerical instabilities associated with the predictor-corrector method. In addition, WAND-PIC is able to simulate the sophisticated interactions between high-frequency laser fields and beam particles through the method of sub-cycling. Comparisons between the WAND-PIC and a first-principle full PIC code (VLPL) are presented. WAND-PIC is open-source [1], fully three-dimensional, and parallelized with the in-house multigrid solver. Scalability, time complexity, and parallelization efficiency up to thousands of cores are also discussed in this work.

I. INTRODUCTION

Plasma-based accelerators represent one of the most exciting concepts in high-gradient particle acceleration. Plasmas with density \( n_0 \) can sustain a high accelerating gradient \( E_\parallel \sim \sqrt{n_0/10^{18}\text{cm}^{-3}} \text{[GV/cm]} \), thereby enabling compact particle accelerators that are much smaller than the present-day conventional accelerators. Accelerating structures are excited either by ultra-intense laser pulses for a laser wakefield accelerator (LWFA) [2, 4], or by relativistic electron bunches for a plasma wakefield accelerator (PWFA) [5]. GeV-level electron accelerations have been demonstrated in recent experiments for both LWFA [6, 10] and PWFA [11, 14].

In LWFA, the energy gain of the witness bunch over a dephasing distance \( L_d \propto n_0^{-3/2} \) [15, 17] can be estimated as \( \Delta W_{\text{LWFA}} = E_\parallel L_d n_0^{-1} \) which favors the use of low density plasma and long propagation distance. Plasma densities \( n_0 \sim 10^{17}\text{cm}^{-3} \) are employed in recent experiments [10] with energy gain reaching 8 GeV over an acceleration distance of 20 cm. In PWFA, the energy gain of the witness bunch is largely governed by the transformer ratio [18] and the initial energy of the driver beam \( \gamma_b m c^2 \), where \( \gamma_b \) is the relativistic factor of the driver particles. The maximum energy gain of an accelerated (witness) electron beam is limited to \( \Delta W_{\text{PWFA}} = 2\gamma_b m c^2 \). Energy doubling of 42 GeV electrons in a meter-scale plasma has been demonstrated [19]. Therefore, either in LWFA or PWFA, increasing the energy gain would inevitably require more energy in the driver and a longer propagation distance. With the rapid development of ultra-intense multi-petawatt laser systems [20, 22] and ultra-short, high-current compact electron beam sources [23, 24], one can anticipate an increasing number of LWFAs and PWFAs with per-stage lengths on the order of a meter. However, simulating meters-long propagation distances of plasma-based accelerators currently presents a computational challenge. Numerical challenges escalate even further when hundreds of meter-scale stages required for developing TeV-scale linear lepton colliders [25] must be accurately modeled.

Generally speaking, there are two major approaches to simulating plasma-based accelerators: the first-principles and the reduced-description (quasi-static) particle in cell (PIC) simulations. The first-principles PIC approach [26, 27] is based on explicitly solving Maxwell’s equations for the electric and magnetic fields on a staggered Yee grid [28] using a finite-difference time-domain (FDTD) method. Electric currents carried by charged macroparticles are interpolated onto the grid; they serve as driving source terms for Maxwell’s equations. In turn, the macroparticles are advanced in time using the calculated electromagnetic fields. A crucial constraint of the first-principles PICs is the Courant–Friedrichs–Lewy (CFL) condition [29] that must be satisfied to avoid numerical instabilities: the product of the time step \( \Delta t \) and the speed of light \( c \) must be smaller than the spatial step size, which must be chosen to be much smaller than the smallest length scale \( \Delta L_{\text{min}} \) in the simulation domain.

For example, the smallest length scale for simulating an LWFA is typically determined by the laser wavelength: \( \Delta L_{\text{LWFA}} = \lambda_0 \). Therefore a time step size \( \Delta t \ll \omega_0^{-1} \) is required, where \( \omega_0 = 2\pi c/\lambda_0 \) is the laser frequency. Therefore, the CFL condition imposes severe constraints on faithful 3D simulations of LWFAs: more than \( 10^4 \) core-hours are required to simulate a propagation distance of just a few millimeters assuming that \( \lambda_L \sim 0.8\mu\text{m} \). Likewise, for a PWFA operating in the strongly-nonlinear regime characterized by a complete blowout of plasma electrons from the path of the driver bunch, the smallest length scale normally equals the sharpness of the nonlinear wakefield:
\( \Delta L_{\text{PWFA}} \ll c/\omega_p \), where \( \omega_p = \sqrt{4\pi e^2 n_0/m} \) is the plasma frequency, \(-e \) and \( m \) are the electron charge and mass, respectively. It is worthwhile to mention that \( \Delta L_{\text{PWFA}} \) approaches zero when wave-breaking happens in a cold plasma \([30, 31]\). This density singularity can be prevented by adding finite temperature \([32–34]\). However, for typical PWFA parameters, the \( \Delta L_{\text{PWFA}} \) remains small.

The quasi-static approach emerges from a simple observation that in many realistic scenarios, the characteristic evolution times \( \Delta T_{\text{dr}} \) of the drivers are much longer than their corresponding durations: \( \Delta T_{\text{LWFA}} \sim \omega_0/\omega_p^2 \gg \tau_{\text{LWFA}} \) and \( \Delta T_{\text{PWFA}} \sim \sqrt{2}\gamma/\omega_p \gg \tau_{\text{PWFA}} \) for the laser and beam drivers, respectively. Therefore, great savings of computational time could be achieved if these two distinct time scales could be explicitly separated in a code. This is done using the so-called quasi-static approximation (QSA) proposed by Sprangle \textit{et al.} \([35]\) and originally implemented in a PIC code by Mora \textit{et al.} \([36, 37]\) and Whittum \([35]\). The QSA assumes that the envelope of the driver is “frozen” during the time when cold plasma electrons are passed over by the driver, and enables a time step size \( \Delta t \sim \Delta T_{\text{dr}} \) which is much longer than the one imposed on any first-principles PIC code by the CFL condition. Indeed, several quasi-static PIC codes, such as WAKE \([36, 37]\), LCODE \([39, 40]\), QuickPIC \([41–43]\), and HiPACE \([44]\), have demonstrated computational time reductions of over two orders of magnitude over their first-principles counterparts. The WAKE and LCODE are two-dimensional (2D) codes with cartesian or cylindrical geometry, and QuickPIC and HiPACE are fully-3D and fully parallelized.

However, such impressive computational time savings are accompanied by several additional numerical complications. Unlike the FDTD method, where the fields are naturally discretized in time and space on a Yee grid and can be locally updated from the previous time step, a quasi-static PIC code must regenerate new wakefields at every time step because the calculations of the wakefields and drivers are decoupled. Yet a bigger challenge is that in some equations of wakefields under QSA, the source contains a time derivative of the transverse current, which is not explicitly expressed \([37]\). Specifically, the equation for the transverse magnetic field of the wake is not expressed in a closed and explicit form and is usually solved using the so-called “predictor-corrector” method \([45]\). To our knowledge, this approach is taken in all the widely-used quasi-static codes (WAKE, LCODE, QuickPIC, HiPACE). While an improved iteration loop \([43]\) has been developed to improve the stability and convergence of the predictor-corrector method, current quasi-static codes are still challenged in simulating extremely nonlinear wakefields that exist, for example, inside a fully-evacuated plasma bubble that develops in the full blowout regime \([46, 47]\). The reason is that the predictor-corrector method often fails to converge at the back of the large bubble, where plasma electrons are highly relativistic and the wakefields are sharp \([39]\). This long-standing issue of quasi-static codes, which we address and resolve in this work, has prevented rapid and accurate investigations of the accelerating structures driven by the most powerful beam and laser drivers.

In this work, we describe a fully 3D massively-parallel quasi-static code, WAND-PIC (Wakefield AcceleratioN and Direct laser acceleration), which does not use the predictor-corrector method. New WAND-PIC is a major update to the non-parallelized azimuthally-symmetric version of WAND-PIC \([48]\) that cannot capture important beam- and laser-plasma phenomena such as hosing \([49, 50]\). A newly-derived set of quasi-static field equations with fully-explicit source terms are applied to simulating large plasma bubbles. The massively parallel nature of WAND-PIC can now be run on distributed computer clusters comprising thousands of computational cores. Adaptive longitudinal step size refinement and nonuniform transverse grids enable efficient simulations of large evolving plasma bubbles containing regions with different spatial scales. For the first time, accurate simulation of the direct laser acceleration (DLA) of electrons with a quasi-static code is enabled by implementing sub-cycling in WAND-PIC.

The rest of the paper is organized as follows. First, we summarize the advanced features in WAND-PIC in Section II. The quasi-static equations for fields and particles are described in III. The implementation of different drivers and their interactions are presented in Section IV. In Section V, we compare the results of the WAND-PIC and the first-principles 3D PIC code VLPL \([51]\). Then in Section VI, we present a simulation example where a DLA-induced phase-dependent bubble undulation is modeled. The algorithm design and parallelization efficiency are discussed in Section VII followed by a brief discussion of the future code development and conclusions.

II. SUMMARY OF THE ARCHITECTURE AND KEY FEATURES OF WAND-PIC

In this section, we briefly introduce the four advanced features of WAND-PIC.

1. Explicit source terms for all wakefield equations
   In quasi-static codes, the particles’ distribution and the fields depend on \( t \) and \( z \) only through a “time-like” variable \( \xi = ct - z \). Therefore, the full 3D domain consists of a stack of 2D planes (slices) propagated in \( \xi \) with variable steps \( d\xi \). Electromagnetic fields are computed at every 2D \( \xi \)-slice as explained in Sec. III. Macroparticles are pushed from one slice to the next with the same variable \( \xi \)-step because they propagate strictly in the positive \( \xi \)-direction: \( d\xi/dt = c - v_z > 0 \). Therefore, when solving for the fields at a given \( \xi \) step, only information only
FIG. 1: (a) The 3D simulation domain in WAND-PIC. The 2D transverse plane is partitioned into square subdomains. In the longitudinal direction, the adaptive step size is shown by the red ticks which are denser at the back of the bubble. (b) The multigrid approach: shown is a hierarchy of grids in one subdomain with different mesh sizes.

at the current ($\xi$) step and the previous ($\xi - d\xi$) steps are known. Ideally, the source terms of all field equations are explicitly expressed, i.e. no "future" information at ($\xi + d\xi$) step is needed. Detailed derivations of Maxwell equations under the QSA are available [37, 39, 43, 44], and the results are largely similar: the equations for at least some electromagnetic field components are given in the implicit form. For example, the source term $\partial j_\perp / \partial \xi$ is implicitly expressed in the equations for either the transverse components of the magnetic (QuickPIC and HiPACE) or electric (LCODE) fields $B_\perp$ and $E_\perp$, or for the wakefield potential $\psi_{\text{WAKE}}$. In contrast, the same source term is explicitly expressed in WAND-PIC. Therefore, all field equations are expressed in a closed "static" form (since $\xi$ functions as a time-like variable) and can be solved just once for each $\xi$-slice using any optimized Poisson solver. No predictor-corrector iterations of the field solver are necessary: see Sec. III for more details.

2. Adaptive step size refinement

With an increasing need for simulating plasma wakefield driven by the tightly-focused laser pulses with peak powers exceeding $P_L \sim 1\text{PW}$ and beam drivers with peak currents exceeding $I_b \sim 10\text{kA}$, it is imperative to ensure that the nonlinearity of wakefield/bubble structure is accurately modeled over tens of centimeters (or even meters for a PWFA). In WAND-PIC, we have implemented the technique of adaptive step size refinement in the longitudinal ($\xi$) direction to handle the steep wakefield structure at the back of the bubble (see Fig. 2(b) for a typical example). As shown in Fig. 1, the longitudinal step sizes $d\xi$ (red ticks) are automatically adjusted based on the speeds of plasma trajectories: a finer mesh is used near the back of the bubble, where plasma electrons are the fastest. More details and simulation examples can be found in Sec. III for more details.

3. Full description of driver particles in high-frequency laser fields

A delicate situation can occur when two co-propagating drivers – a laser pulse and an electron bunch – are employed to drive a plasma wake. Such a situation can occur, for example, in a Laser-pulse and Electron-bunch Plasma-wakefield Accelerator [52]. Unlike the ambient plasma electrons, those comprising the driver bunch cannot be described within either the QSA framework or the ponderomotive (phase-independent) approximation. Therefore, we improved the modeling of the driver bunch particles by incorporating the high (optical) frequency laser fields into their equations of motion. This can be done because even within the QSA description, both the envelope and the phase of the laser pulse are calculated at each time step of the laser advance. Using the sub-cycling method [53], the particles are advanced with a sufficiently small time step which is much smaller than that of the laser advances. More details and specific examples are presented in Sections IV and VB.

4. Parallel geometric multigrid solver on nonuniform grids

In quasi-static code, fields are solved at every 2D $\xi = \text{const}$ slice, and particles are advanced in the positive $\xi$-direction from one $\xi$ slice to the next. For the fields, a 2D Poisson solver that uses grid-interpolated particle densities and currents as sources for computing the electromagnetic fields of the plasma wake must be utilized. In order to make WAND-PIC compatible with the present-day high-performance computing systems, we parallelized the transverse space $r \equiv (x, y)$ by applying a square partitioning on it. As shown in Fig. 1 the
transverse plane is divided into square-shaped sub-domains. An in-house parallel multigrid (MG) solver is developed alongside WAND-PIC. This geometric MG solver naturally accommodates the 2D partitioning of the computational domain; it employs iterative relaxation of the solution on a hierarchy of grids with different grid sizes. As a result, residual errors with different spatial scales are effectively smoothed out at different layers. This MG solver is also compatible with nonuniform transverse grids, i.e., WAND-PIC can use finer grids at the area of interest to improve the modeling accuracy and reduce the computational cost at the same time. For example, finer grids can be deployed at the bubble region, and coarse grids are used for the plasma outside. Details of the implementation of nonuniform grids are discussed in Sec. VII.B and performance evaluation of the parallel MG solver is presented in Sec. VII.

III. QUASI-STATIC EQUATIONS FOR WAKEFIELDS AND PLASMA PARTICLES

The quasi-static equations used in WAND-PIC were originally derived in [48] for azimuthally-symmetric wakes. General 3D equations that do not make any symmetry assumptions are very similar, and their derivation is briefly described below. In what follows, we use dimensionless units normalizing time to $\omega_0^{-1}$, length to $k_p^{-1}$, and velocities to $c$. We also normalize the electron kinetic momentum $p$ to $mc$, the fields $E$ and $B$ to $mc\omega_0/c$, the potentials $\phi$ and $A$ to $mc^2/e$, the plasma density to $n_0$, and the current density $j$ to $en_0c$.

We start with deriving, under the QSA, the time-evolution equation for the electron distribution function $f_e(t, \mathbf{R}, \mathbf{P})$ in the three-dimensional phase space $(\mathbf{R}, \mathbf{P})$, where $\mathbf{R} = (r, z)$ and $\mathbf{P}$ are the 3D position and momentum, respectively. In general, $f_e$ traces the following phase space trajectory:

$$\frac{\partial f_e}{\partial t} + \frac{\partial H}{\partial \mathbf{P}} \cdot \frac{\partial f_e}{\partial \mathbf{R}} - \frac{\partial H}{\partial \mathbf{R}} \cdot \frac{\partial f_e}{\partial \mathbf{P}} = 0,$$

where $H = [1 + (\mathbf{P} + \mathbf{A})^2]^{1/2} - \phi$ is the relativistic Hamiltonian normalized to the electron rest energy $mc^2$. The trajectory of an individual plasma electron is determined by the Hamilton’s equations of motion:

$$\frac{d\mathbf{P}}{dt} = \frac{\partial H}{\partial \mathbf{R}}, \quad \frac{d\mathbf{R}}{dt} = \frac{\partial H}{\partial \mathbf{P}} = \frac{\mathbf{P}}{\gamma},$$

where $\mathbf{p} = \mathbf{P} + \mathbf{A}$ and $\gamma = \sqrt{1 + \mathbf{p}^2}$ are, respectively, the kinematic momentum (normalized to $mc$) and the relativistic factor of a plasma electron.

Equations (1) can now be simplified because, under the QSA, all electromagnetic fields are assumed to be dependent on time $t$ and coordinate $z$ through their combination $\xi = t - z$, where the speed of light $c$ is normalized to 1: $\phi \equiv \phi(\mathbf{r}, \xi)$ and $\mathbf{A} \equiv \mathbf{A}(\mathbf{r}, \xi)$. This crucial simplification is based on the assumption of a relativistic plasma wake, i.e. it assumes that all plasma fields are excited by a driver – laser pulse, electron bunch, or both – that are moving through the plasma with highly-relativistic velocity $v_{dr}(t)$ (in general, time-dependent) satisfying $c - v_{dr} \approx c/(2\gamma_{dr}^2)$, where $\gamma_{dr} \gg 1$. Naturally, this limits the applicability of the QSA to the plasma wakes excited by an ultra-relativistic charged bunch (in which case, $\gamma_{dr} = \gamma_b$, where $\gamma_b mc^2$ is the energy of the bunch particles), or by a laser pulse propagating through tenuous plasma (in which case $\gamma_{dr} \sim \omega_0/\omega_p$). However, as we demonstrate in Section VII.A through comparisons with full-PIC simulations, the structure of the wakefield is quantitatively accurate when modeled within the QSA framework that takes the $\gamma_{dr} \rightarrow \infty$ limit. On the other hand, the process of self-injection and subsequent trapping of plasma electrons into the plasma wake is highly sensitive to $\gamma_{dr}$. While some progress has been made in modeling such processes with quasi-static codes [56, 57], those are presently outside of the scope of WAND-PIC. In the rest of this Section, we separately discuss the equations of motion for plasma electrons, wakefields, and the driver (charged bunch and laser pulse).

A. Description of plasma electrons motion

Under the QSA, plasma electrons dynamics can be described as a 2D motion in the $(x, y)$ plane as a function of a time-like parameter $\xi$. While the electron Hamiltonian $H$ is not conserved as a function of $\xi$ because it is a function of $\xi$-dependent scalar and vector potentials ($\phi, \mathbf{A}$), it posses one integral of motion. Specifically, from $dH/dt = \partial H/\partial t = \partial H/\partial \xi$ and $dp_z/dt = -\partial H/\partial z = \partial H/\partial \xi$, we find the following conserved quantity: $H - P_z = \text{const}$. Assuming that all electrons comprise a cold homogeneous plasma, i.e. $H = 1$ and $\mathbf{P} = 0$ for every plasma electron prior to the arrival of the driver, the integral of motion takes the form: $H - P_z - 1 = 0$. Therefore, the electron distribution function $f_e$ can be expressed in the following way:

$$f_e(t, \mathbf{R}, \mathbf{P}) = f_e(\xi, r, P_\perp)\delta(H - P_z - 1),$$

(3)
where \( \mathbf{P} = (\mathbf{P}_\perp, P_z) \), and \( f_* \) represent a distribution function of macroparticles moving in the transverse plane \((x, y)\). Substituting Eq. (3) into (1), we find that \( f_* \) satisfies the following Vlasov-like equation:

\[
\frac{\partial f_*}{\partial \xi} + \frac{\partial H_*}{\partial \mathbf{P}_\perp} \frac{\partial f_*}{\partial \mathbf{r}} - \frac{\partial H_*}{\partial \mathbf{r}} \frac{\partial f_*}{\partial \mathbf{P}_\perp} = 0,
\]

where

\[
H_* = \frac{1 + (\mathbf{P}_\perp + \mathbf{A}_\perp)^2 + (1 + \psi)^2}{2(1 + \psi)} - \psi - A_z
\]

is the Hamiltonian for the two-dimensional motion in the \((x, y)\)-plane and \( \psi = \phi - A_z \) is the wakefield potential. The trajectory of an individual particle, as it advances in \( \xi \) through the \((\mathbf{r}, \mathbf{P}_\perp)\) phase space, is obtained from Eq. (2).

Recalling that \( \mathbf{P}_\perp = \mathbf{p}_\perp - \mathbf{A}_\perp \), these equations can be recast in the following form:

\[
\frac{d}{d\xi} \mathbf{r}_\perp \equiv \mathbf{V}_\perp = \frac{1}{1 + \psi} \mathbf{p}_\perp,
\]

\[
\frac{d}{d\xi} \mathbf{p}_\perp = \frac{\gamma \nabla \mathbf{V}_\perp}{1 + \psi} + [\mathbf{e}_z \times \mathbf{V}_\perp] B_z + [\mathbf{e}_z \times \mathbf{B}_\perp] - \frac{\nabla_{\perp}(|\mathbf{A}_\perp|^2/4)}{1 + \psi},
\]

where \( \gamma = [1 + \mathbf{p}_\perp^2 + (1 + \psi)^2 + |\mathbf{A}_\perp|^2/2]/(1 + \psi) \) is the relativistic factor, \( \mathbf{V}_\perp \equiv \mathbf{p}_\perp/(1 + \psi) \) is the effective particle "velocity" in the \((x, y)\)-plane as it advances in \( \xi \), and the last term in Eq. (7) is the ponderomotive force produced by a laser pulse with transverse vector potential given by \( \mathbf{A}_\perp = \mathbf{A}_1 \exp[-ik_0 \xi] \) \([36, 37]\). Note that \( \psi, B_z \), and \( \mathbf{B}_\perp \) are the only plasma wakefields that are needed to advance plasma electrons under the QSA. These fields are functions of \((\xi, \mathbf{r}_\perp)\), and are updated at each step \( \xi \) as described below. The complex-valued laser envelope \( \mathbf{A}_\perp \) is advanced in time \( t \) as described in Sec. (VA).

### B. Description of plasma wakefields under the QSA

Below we describe the calculation of field quantities, such as electromagnetic fields, as well as plasma fluid quantities such as density, velocity, and pressure tensor. Integration of Eq. (4) over the transverse momenta \( P_x \) and \( P_y \) yields the continuity equation:

\[
\frac{\partial}{\partial \xi} n_* = -\nabla \cdot (n_* \langle \mathbf{V} \rangle),
\]

where \( n_*(\mathbf{r}, \xi) \equiv \int dP_x dP_y f_* \) and \( \langle \mathbf{V}_\perp \rangle(\mathbf{r}, \xi) = n_*^{-1} \int dP_x dP_y f_* \mathbf{V}_\perp \) are the surface electron density and transverse velocity, respectively. As seen from Eq. (8), the total particle number \( N = \int d^2 \mathbf{r} n_* \) is \( \xi \)-independent. The 3D number \( n_e \) and current \( \mathbf{j}_\perp \) densities of plasma electrons can be expressed as follows:

\[
n_e = \frac{n_* \langle \gamma \rangle}{1 + \psi}, \quad \mathbf{j}_\perp = n_* \langle \mathbf{V}_\perp \rangle, \quad j_z = \frac{n_* \langle p_z \rangle}{1 + \psi},
\]

where \( \langle p_z \rangle = \langle \gamma \rangle - \psi - 1 = [1 + \mathbf{p}_\perp^2 + (1 + \psi)^2 + |\mathbf{A}_\perp|^2/2]/(1 + \psi) \). Note that \( n_e - j_z = n_* \).

We now show that the wakefield potential \( \psi \) and the fields \( E_z \), \( B_z \) at the same slice position \( \xi \) are determined only by electrons’ positions and momenta at the same slice, i.e. by \( f_*(\xi, \mathbf{r}, \mathbf{P}_\perp) \). Under the QSA, Maxwell’s equations in dimensionless variables take the following form:

\[
\nabla \times \mathbf{E} = -\frac{\partial}{\partial \xi} \mathbf{B},
\]

\[
\nabla \times \mathbf{B} = \frac{\partial}{\partial \xi} \mathbf{E} - \mathbf{j}.
\]

Combined with Gauss’s law \( \nabla \cdot \mathbf{E} = -n_e + 1 \), and using the transverse Coulomb gauge \( \nabla \cdot \mathbf{A}_\perp = 0 \) \([37]\), we obtain the following set of equations:

\[
\nabla^2_{\perp} \psi = n_* - 1,
\]

\[
\nabla^2_{\perp} E_z = -\nabla \cdot \mathbf{j}_\perp,
\]

\[
\nabla^2_{\perp} B_z = \mathbf{e}_z \cdot [\nabla \times \mathbf{j}_\perp],
\]

\[
\nabla^2_{\perp} \mathbf{B}_\perp = -[\mathbf{e}_z \times \nabla j_z] - \left[ \mathbf{e}_z \times \frac{\partial}{\partial \xi} \mathbf{j}_\perp \right].
\]
We note that, while the $E_z$ field is not explicitly used in Eqs. [13][12] describing plasma electrons motion, it is nevertheless important for simplifying the rhs of Eq. [15]. Specifically, while Eqs. [12][13][14] are local in $\xi$ (i.e. solving them only require that we calculate electrons’ positions and momenta at the 2D slice of interest), Eq. [15] containing a $\xi$-derivative which is not local. From a computational standpoint, accurate calculation of this term requires that we know the value of $j_\perp$ at several $\xi$-slices. Traditionally, the $\partial j_\perp/\partial \xi$ term has been calculated using the Predictor-Corrector approach [45]. As shown below, calculating an additional quantity $E_z$ enables us to replace Eq. [15] containing a non-local source with another one that does not contain any non-local quantities.

To obtain a local (i.e. free of derivatives in $\xi$) form of Eq. [15], we establish an additional relationship between the $\xi$-derivative of the transverse current and the electromagnetic fields in a manner similar to the way it was done for an azimuthally-symmetric problem [48]: we multiply Eq. (4) by the “velocity” $V_\perp$ of the transverse relativistic acceleration:

$$\mathbf{A}_\perp = \frac{\mathbf{e}_z \times \mathbf{B}_\perp}{1 + \psi} + \frac{\mathbf{e}_z \times \mathbf{V}_\perp}{1 + \psi} B_z + \frac{\gamma V_\perp}{1 + \psi} \left[ \frac{\psi}{(1 + \psi)^2} \mathbf{V}_\perp - \mathbf{V}_\perp (|\mathbf{A}_\perp|^2/4) \right] - \frac{V_\perp}{1 + \psi} \left( E_z + \mathbf{V}_\perp \cdot \nabla \psi \right). \tag{17}$$

Note that, while $E_z$ does not explicitly enter Eq. (7) for the transverse kinematic momentum $p_\perp$, it enters the expression for the transverse relativistic acceleration $\mathbf{a}_\perp$. For brevity, we have also suppressed the implicit dependence of $\mathbf{T}$, $n_*$, and $j_z$, and $\langle \mathbf{V}_\perp \rangle$ on the slice index $\xi$.

After substituting $\partial j_\perp/\partial \xi$ from Eq. (16) into Eq. (15), we obtain Helmholtz-like inhomogeneous equation for the transverse magnetic field:

$$\nabla^2 \mathbf{B}_\perp - \frac{n_*}{1 + \psi} \mathbf{B}_\perp = -[\mathbf{e}_z \times \mathbf{S}], \tag{18}$$

where the rhs contains a source $\mathbf{S}$ given by

$$\mathbf{S} = \nabla_\perp j_z - \nabla_\perp \cdot \langle n_*(\mathbf{V}_\perp \mathbf{V}_\perp) \rangle + \frac{n_* \mathbf{e}_z \times \langle \mathbf{V}_\perp \rangle}{1 + \psi} B_z + \frac{n_* \langle \gamma \nabla_\perp \psi - \nabla_\perp (|\mathbf{A}_\perp|^2/4) \rangle}{(1 + \psi)^3} - \frac{n_* \langle \mathbf{V}_\perp \rangle}{1 + \psi} E_z - \frac{n_* \langle \mathbf{V}_\perp \mathbf{V}_\perp \rangle}{1 + \psi} \cdot \nabla \psi. \tag{19}$$

After substituting the source term $\mathbf{S}$, which does not contain any time-like $\xi$ derivatives, from Eq. (19) into Eq. (12), we find that under the QSA, all fields are calculated at each slice $\xi$ from a 2D ("local") nonlinear equation. The details of solving the equation for an expanded field vector $\Psi = (\psi, E_z, B_z, \mathbf{B}_\perp)^T$ in terms of the electron densities $n_*$, fluid velocities $\langle \mathbf{V}_\perp \rangle$, and pressure tensor $\mathbf{T}$ calculated in the same $(x,y)$ plane as the $\Psi$-vector are presented in Sec. VII. While equations similar to Eqs. [12] - [15] were presented earlier [43][44], no explicit form of $\partial^2 j_\perp/\partial \xi^2$ has been presented. We further note that while the $E_z$ component of the expanded field vector does not explicitly enter into the equations of motion of the quasi-statically treated plasma electrons, it does enter the equations of motion of the driver bunch as explained below.

IV. DESCRIPTION OF DIFFERENT PLASMA WAKE DRIVERS AND THEIR INTERACTIONS

Several types of drivers are implemented in WAND-PIC: laser pulses, charged beams, or both. For a laser driver with the carrier frequency $\omega_0 = k_0 c$ and a vector potential $\mathbf{A}_\perp = \mathbf{A}_\perp \exp[-ik_0 \xi]$, we solve the following paraxial equation for the complex-valued envelope $\mathbf{A}_\perp$:

$$\left( ik_0 \frac{\partial}{\partial t} - \frac{1}{2} \frac{\partial^2}{\partial \xi^2} + \nabla_\perp^2 \right) \mathbf{A}_\perp = k_0^2 \chi \mathbf{A}_\perp, \tag{20}$$

where the effective plasma susceptibility averaged over the laser period, $\chi = \langle n_*/\gamma \rangle 2\pi/\omega_0 \equiv n_*/(1 + \psi)$, is a locally-averaged quantity [58].

For the charged bunch drivers, several types of charged macro-particles are enabled in WAND-PIC, including electrons and a variety of ions. Driver particles are different from plasma trajectories in two respects: (i) driver
particles are not subject to quasi-static approximation, i.e. their \((x(t), y(t), z(t))\) trajectories are calculated; (ii) in those cases where both the charged beam and the laser pulse drivers are present (e.g., in the context of LEPA [52]), we go beyond the ponderomotive (frequency-averaged) approximation and include the full high-frequency laser fields \((\mathbf{E}^L, \mathbf{B}^L)\) to advance the driver beam particles. As an example, consider a tightly-focused laser pulse polarized primarily in \(x\)-direction. The vector potential of such a laser pulse has two components: \(A_x\) and \(A_z\) satisfying \(|A_x| >> |A_z|\). From the vector potential, we obtain the following electric and magnetic field components that are retained in the code:

\[
\begin{align*}
\hat{E}_x^L &= \frac{\partial \hat{A}_x}{\partial t} = -\left(\frac{\partial \hat{A}_x}{\partial t} + \frac{\partial \hat{A}_x}{\partial \xi} \right) \exp(-ik_0\xi), \\
\hat{B}_y^L &= \frac{\partial \hat{A}_x}{\partial z} - \frac{\partial \hat{A}_z}{\partial x} \approx \left( - \frac{\partial \hat{A}_x}{\partial \xi} + ik_0 \hat{A}_x \right) \exp(-ik_0\xi), \\
\tilde{E}_z^L &\approx \left( - \frac{\partial \hat{A}_z}{\partial \xi} + ik_0 \hat{A}_z \right) \exp(-ik_0\xi) = -\frac{\partial \hat{A}_x}{\partial x} \exp(-ik_0\xi), \\
\tilde{B}_z^L &= -\frac{\partial \hat{A}_y}{\partial y} \exp(-ik_0\xi).
\end{align*}
\]

In deriving the above equations for the laser components we have used the Coulomb gauge \(\nabla \cdot \hat{A} = 0\) and assumed that the laser spot size is larger than \(k_0^{-1}\). Such an approximation enables us to drop the negligibly-small \(\tilde{E}_y^L\) and \(\tilde{B}_y^L\) while retaining the small but finite \(\tilde{E}_z^L\) and \(\tilde{B}_z^L\) laser field components. Therefore, for a linear polarized (in \(x\)-direction) laser pulse, two electric and two magnetic components are determined from one dominant envelope \(\hat{A}_z\).

If an orthogonal polarization component \(\hat{A}_y\) exists, we simply need to solve an additional envelope equation for that component. For every particle of the driver bunch, we calculate and interpolate the four (for a circularly polarized laser: six) laser field components and six wakefield components onto its location. We then use a Boris-like pusher to advance the driver particles while using the sub-cycling method to ensure that the high-frequency fields are properly resolved in time. Thus, when we have both laser driver and beam driver overlapped inside the bubble, i.e., in the case of the DLA of a witness bunch [59, 63] or a LEPA scheme [52], the interaction between the laser and the driver (or witness) particles can be accurately modeled by WAND-PIC.

For completeness, we list the full equations of motion for a \(j\)’th particle of the driver bunch under the influence of the laser and wake fields:

\[
\frac{d}{dt} \mathbf{R}_j(t) = \frac{\mathbf{P}_j(t)}{\gamma_j}, \quad \frac{d}{dt} \mathbf{P}_j(t) = \frac{Q_j}{M_j} \left( \mathbf{E}^L(\mathbf{R}_j(t), t) + \mathbf{E}^W(\mathbf{R}_j(t), t) \right) + \frac{Q_j}{M_j} \frac{\mathbf{P}_j(t)}{\gamma_j} \times \left( \mathbf{\tilde{B}}^L(\mathbf{R}_j(t), t) + \mathbf{\tilde{B}}^W(\mathbf{R}_j(t), t) \right),
\]

where \(\gamma_j = \sqrt{1 + \mathbf{P}_j^2(t)}\), \(Q_j\) and \(M_j\) are normalized charge and mass of the \(j\)’th driver particle, respectively. Wakefields \(\mathbf{E}^W = e_1 \mathbf{E}_z + \mathbf{E}_\perp\) and \(\mathbf{B}^W = e_1 \mathbf{B}_z + \mathbf{B}_\perp\). The \(\mathbf{E}_\perp, \mathbf{B}_\perp\) components of the wakefield are contained in the expanded wakefield vector \(\Psi\), and the transverse electric field is calculated as \(\mathbf{E}_\perp = -\nabla_\perp \Psi + e_2 \times \mathbf{B}_\perp\).

**V. COMPARISON WITH FULL 3D PIC SIMULATIONS**

In this section, we compare the performance of WAND-PIC – in terms of accuracy and computational efficiency – with that of the full PIC code VLPL. Because WAND-PIC is based on several key assumptions and approximations, the following questions will be answered. First, we will test the efficacy of iterative step size refinement by modeling the wakefield in the back of a plasma bubble driven by a luminal \((v_b = c)\) non-evolving high-charge electron bunch (see Sec. [\(\nabla A\)]). Then, we will validate the efficacy of using the sub-cycling algorithm to accurately model DLA effects in LEPA [52], where an electron bunch and a laser pulse driver co-propagate in the plasma.

**A. Plasma bubble driven by a beam driver with large charge**

Below we assess the performance of WAND-PIC in simulating the wakefield driven by an electron beam driver with a large charge \(q\), defined according to \(Q = k_p q/(4\pi n_0) \gg 1\) [48, 66]. It has been well-established [48, 67]...
that the back of the bubble contains highly-relativistic electron trajectories and a steeply-profiled wakefield. The maximum momenta of an electron with a trajectory along the bubble’s edge have been estimated \[^68\] as \( p_r \approx Q \) and \( p_z \approx p_r^2 / 2 = Q^2 / 2 \). This analytic estimate illustrates the challenge of simulating such a bubble with a quasi-static code: the longitudinal "velocity" \( v_\xi = 1 - p_z / \gamma \approx 2 / Q^2 \) of such a particle in the reference frame co-moving with the bubble is much smaller than its transverse velocity \( v_x \approx 2 / Q \). Therefore, the longitudinal step size \( \delta \xi \) should be smaller than the transverse one \( \delta x \), thus suggesting that \( \delta \xi \leq \delta x / Q \) can be chosen to accurately capture the steepness of the back regions of the bubble. To make the calculation more efficient, we calculate the required \( \delta \xi \) adaptively at every \( \xi \) step according to the maximum transverse velocity of all trajectories: \( \delta \xi \propto 1 / \max(|V_\perp|) \), in this way, we make sure that finer meshes are deployed only near the back of the bubble.

In the following simulation, we choose a uniform plasma density \( n_0 = 6.5 \times 10^{17} \text{cm}^{-3} \) and a 10GeV electron beam with Gaussian charge density distribution: \( n_b = 10n_0e^{-r^2/\sigma_r^2 - z^2/\sigma_z^2} \), where \( \sigma_r = 6.6\mu m \) and \( \sigma_z = 8\mu m \). The total \( q = 2nC \) charge of the electron beam corresponds to the normalized charge \( Q = 5.34 \) and the peak current \( I = 45.5kA \). Such a beam is not beyond the reach of modern accelerators because electron beams with \( q \sim 2nC \) and \( I \sim 15kA \) are already available at the FACET-II facility at SLAC National Accelerator Laboratory \[^24\] , and electron beams with currents of 50–150kA and durations of 3fs will be available in the near future \[^{23}\].

### FIG. 2: Comparison of the simulation results from VLPL-3D and WAND-PIC. (a) Plasma bubbles from VLPL-3D (upper half) and WAND-PIC (lower half). (b) Longitudinal on-axis wakefield \( E_z(\xi, r = 0) \) from VLPL-3D and WAND-PIC \( (k) \). Maximum step size refinement level \( k \): step size refinement proceeds until the adaptive step size \( \delta \xi \) is reduced by \( k \) from the original step size. (c) Transverse focusing wakefields \( F_\perp(x) = E_x - B_y \) at the center of the bubble in the \( x - z \) plane. (d) Normalized runtime of WAND-PIC \( (k) \) for different levels of step size refinement \( k \).
We simulate this beam-plasma configuration with WAND-PIC and VLPL-3D, and compare their results in Fig. 2. The simulation box sizes in both codes are chosen as $L_x \times L_y \times L_z = 4 \lambda_p \times 4 \lambda_p \times 2.7 \lambda_p$, and the spatial resolution is chosen as 0.01$\lambda_p$ in all three dimensions. In Fig. 2(a), the plasma bubbles generated by WAND-PIC and VLPL-3D are compared side-by-side in the $x-z$ plane. The two simulations are clearly in good agreement in terms of the bubble length and radius, as well as the location and steepness of the bubble closure in its back region. Some small differences can be observed: for example, the bubble-bounding electron sheath is narrower in WAND-PIC, and the bubble length and radius, as well as the location and steepness of the bubble closure in its back region. Some small differences can be observed: for example, the bubble-bounding electron sheath is narrower in WAND-PIC, and the bubble length and radius, as well as the location and steepness of the bubble closure in its back region.

One of the most important features of a large bubble is its highly-nonlinear wakefield that must be accurately calculated because the peak accelerating field is essential for accurate estimates of the final energy gain and quality of the witness bunch. Therefore, $\xi$-dependent step size $\delta \xi \equiv \delta \xi(\xi)$ must be used, with much smaller $\delta \xi$ near the back of the bubble than the initial step size $\delta \xi(0)$ at the front of the bubble. To demonstrate the effect of step size refinement, we define the refinement level $k$ as follows: the smallest step size $\delta \xi_{\text{min}}$ of the simulation satisfies $\delta \xi_{\text{min}} \geq \delta \xi(0)/k$. In Fig. 2(b), we compare the on-axis $E_z$ from VLPL-3D and four different WAND-PIC simulations with different step size refinement levels labeled as WAND-PIC ($k$). For example, WAND-PIC (1) means that the step size refinement is turned off, and $\delta \xi$ always equals the initial step size $\delta \xi(0)$.

From Fig. 2(b) and its inset, we can see that WAND-PIC with step size refinement level $k \geq 4$ and VLPL-3D produce close results (difference $\approx 5\%$). Lower refinement level ($k = 2$) generates 15% smaller peak $E_z$, and WAND-PIC without step-size refinement ($k = 1$) generates 40% smaller peak $E_z$. A higher refinement level enables calculating electrons’ speeds and the wakefields more accurately, and convergence is eventually reached for increasing $k$: the WAND-PIC with $k = 4$ and $k = 8$ generate the same results as observed from Fig. 2(b). Empirically, we find that $k = 4 \sim 8$ is sufficient for most of the PWFA simulations. Because trajectories only acquire relativistic speed at the back of the bubble, step size refinements are primarily required in a small region in the back of the bubble, where the electron sheath is very narrow. Therefore, the wakefields everywhere other than at the back of the bubble are accurately solved even without step-size refinement. As shown in Fig. 2(c), the focusing fields $F_{\perp x} = E_x - B_y$ at the bubble center obtained from VLPL-3D and WAND-PIC are near-identical regardless of the step size refinement. For the same reason, the overall runtime of the code does not significantly increase even for $Q \gg 1$ as we increase the level of step size refinement. The runtime of WAND-PIC with different $k$ plotted in Fig. 2(d) shows that most of the runtime increase (by $\approx 20\%$) takes place between $k = 1$ and $k = 2$. As $k$ increases from $k = 2$ to 14, the runtime barely increases.

This example shows that the adaptive step size refinement in WAND-PIC is a useful and necessary technique for simulating large plasma bubbles in PWFA. The effectiveness of using adaptive step size refinement is particularly high when all wakefield equations are local in $\xi$, i.e. do not contain any sources containing $\partial_\xi$: straightforward integration of plasma electron trajectories in the $\xi$-direction is always stable as long as the step size is appropriately refined. In contrast, non-local quasi-static codes utilizing the predictor-corrector approach often exhibit unstable performance for large bubbles driven by the $Q \gg 1$ charges.

In fact, it is not uncommon to encounter physical situations where predictor-corrector codes fail to converge due to numerical instability at the back of the bubble even for very small step sizes $d \xi$ and a large number of predictor-corrector iterations. One common approach is to use a fairly large $d \xi$ and the 1$\text{st}$ order predictor-corrector scheme to work around this issue. However, such an approach underestimated electron speeds at the back of the bubble. Another work-around frequently used in combination with the predictor-corrector approach is to add a speed limitation on plasma electrons, or to avoid simulating the back of the bubble altogether by truncating the size of the computational domain. Unfortunately, none of these methods produce sufficiently accurate wakefields at the back of the bubble as long as the normalized drive charge $Q$ is large. On the other hand, driver charges corresponding to $Q \sim 100$ have been successfully simulated with WAND-PIC [18].

B. Modeling direct laser acceleration of electrons with WAND-PIC

Next, we used WAND-PIC to simulate the direct laser acceleration (DLA) of electrons in the bubble regime and compare the results with the full PIC code VLPL-3D. In the context of LWFA, the electrons inside a plasma channel or plasma bubble can gain energy directly from the wake-generating (pump) laser pulse [61 62], or an additional trailing (DLA) pulse [63 64] added to the location of the electron bunch pre-injected into the back of the plasma bubble produced by the pump pulse. The DLA mechanism can happen in a long plasma channel where longitudinal wakefield is zero [69], or in the accelerating portion of the bubble [59 61], or even in the decelerating portion of the bubble [64], as long as the Doppler-shifted frequency $\omega_D = \omega_L(1 - v_z/v_{\text{ph}})$ of the laser field matches the electrons’ betatron frequency $\omega_B = \omega_p/\sqrt{27}$ in the channel/bubble. Here $\omega_L$ and $v_{\text{ph}}$ are the laser frequency and phase velocities, respectively, and $v_z$ is the longitudinal electron velocity. The actual description is complicated by the fact that the $\langle \omega_B \rangle$ relationship is only satisfied on average [61 69] because of the rapid nonlinear variation of $v_z$ during
one betatron period $T_\beta = 2\pi/\omega_\beta$. The result of such relativistic nonlinearity of the laser-particle interaction is an irregular (stochastic) motion of the accelerated electrons [70]. On the modeling side, the energy $W_\parallel$ gained by the electrons directly from the laser is highly sensitive to the spatial-temporal resolution of the PIC code used to model the DLA process [58]. This places serious constraints on the length of DLA-based schemes that can be modeled using full PICs, and creates opportunities for reduced-description modeling using quasi-static codes such as WAND-PIC.

![Diagram](image)  
**FIG. 3:** Direct laser acceleration of an injected electron bunch by a leading (pump) and trailing (DLA) pulses: comparison between VLPL-3D (top of (a) and (b) panels) and WAND-PIC (bottom of (a) and (c) panels). (b) Densities of the plasma electrons and externally injected electrons (red). (b, c) Distribution of the injected electrons in the $(W_\parallel, W_\perp)$ space of the work done by the longitudinal $(W_\parallel)$ and transverse $(W_\perp)$ electric fields. Color-coding: by relativistic factor $\gamma$, insets: electron energy spectra. Dashed black curve in (b) encloses the $(W_\parallel, W_\perp)$ space from the lower-resolution VLPL-3D simulation. Laser parameters: peak powers $P_{\text{pump}} = P_{\text{DLA}} = 21\,\text{TW}$, wavelengths $\lambda_{\text{pump}} = \lambda_{\text{DLA}} = 0.8\,\mu\text{m}$, durations $\tau_{\text{pump}} = 16.6\,\text{fs}$ and $\tau_{\text{DLA}} = 9.4\,\text{fs}$, spot sizes $w_{\text{pump}} = 8.7\,\mu\text{m}$ and $w_{\text{DLA}} = 5.5\,\mu\text{m}$. Plasma parameters: density $n_0 = 7.7 \times 10^{19}\,\text{cm}^{-3}$ and length $z = 1.15\,\text{mm}$. Grid/step size for high (low) VLPL-3D resolutions: $\delta x = \delta y = \lambda_L/5$, $\delta z \approx c\delta t = \lambda_L/100$ ($\delta x = \delta y = \lambda_L/5$, $\delta z \approx c\delta t = \lambda_L/50$).

The accuracy of modeling DLA in the bubble regime with WAND-PIC was tested using the following two-pulse setup [59]. A leading pump and a trailing DLA pulses polarized in $x$ direction and separated by the time delay of $\Delta \tau = 33\,\text{fs}$ are launched into a tenuous plasma, see Fig. 3 caption for laser and plasma parameters. The two pulses co-propagate through the plasma over a dephasing distance $z = L_{\text{deph}} \approx 1.15\,\text{mm}$ with a short electron bunch pre-injected into the center of the DL pulse. The initial momentum of the bunch $p_z = 15mc$. The bunch duration $\tau_b = 4\,\text{fs}$ and transverse size $w_{\text{bunch}} = 3\,\mu\text{m}$ are chosen, and its total electric charge is assumed to be negligible. The energy gains of the accelerated electrons from the longitudinal $(W_\parallel)$ and transverse $(W_\perp)$ electric fields are calculated and plotted in Fig. 3(b) for VLPL-3D and in Fig. 3(c) for WAND-PIC simulations. Two separate VLPL simulations were carried out: the high-resolution ($\delta x = \delta y = \lambda_L/5$, $\delta z \approx c\delta t = \lambda_L/100$) and the low-resolution ($\delta x = \delta y = \lambda_L/5$, $\delta z \approx c\delta t = \lambda_L/50$). For the WAND-PIC simulations, the mesh and step sizes are as follows: $\delta x = \delta y = \lambda_L/6.28$, $\delta z = \lambda_L/16.7$, $c\delta t = \lambda_L/2$, and the sub-cycling number $N_{\text{sub}} = 50$ for the witness bunch. We note that $\delta z$ and $\delta t$ in WAND-PIC are significantly larger than $\delta z$ and $\delta t$ in VLPL-3D.

This particular set of laser-plasma parameters is particularly interesting because the tightly focused/guided DLA pulse in the back of the bubble has a non-vanishing longitudinal electric field component: $|E_\parallel^L| \propto x|E_\perp^L|/(k_0 R^2) \approx 1$, where $x$ is the transverse coordinate. For the bubble radius $R \sim k_p^{-1}$ and a relativistic laser pulse $a_{L} \equiv \epsilon |E_\perp^L|/mc\omega_0 > 1$, the electrons undulating with betatron amplitude $\sim R$ can experience comparable longitudinal electric fields from the wake and the laser pulse. An accurate simulation of DLA in such a regime contributes to a better understanding of the energy transfer to the accelerated electrons from the wake and laser fields. We note that separating the two contributions to electron energy is much more challenging for the full PIC codes because all electric fields, including those of the wake and the laser, are combined. On the other hand, WAND-PIC separates the two.

Figure 3(a) presents a side-by-side comparison of the plasma bubbles and pre-injected electron bunches simulated by the high-resolution VLPL-3D and WAND-PIC code in the upper- and lower halves of the figure, respectively. We observe that the bubble sizes are very similar in both simulations. However, while a small quantity of self-injected electrons can be observed at the back of the bubble simulated with VLPL-3D, self-injection falls outside of the QSA and is not allowed in WAND-PIC. One consequence of this is that the bubble boundary is more clearly defined in WAND-PIC simulations. We further observe good agreement between VLPL-3D and WAND-PIC simulations of the externally-injected electron bunches in that they have similar transverse sizes (approximately doubled from their original size under the action of the DLA), and have both advanced to the same positions inside the bubble. The
electron bunch in WAND-PIC is also found to be less stretched in the longitudinal direction.

To evaluate the energetics of the DLA process in both codes, the energy transfer phase space ($W_L, W_\parallel$) for the externally-injected electrons is plotted in Figs. 3 (b,c) for the simulations by high-resolution VLPL-3D and WAND-PIC, respectively. The energy transfers $W_\parallel$, and $W_\perp$ are defined as follows:

$$W_\parallel \equiv A_+^L + A_w^W = -e \int (E_+^L + E_+^W) \cdot v_\parallel dt,$$

$$W_\perp \equiv A_-^L + A_+^W = -e \int E_\perp \cdot v_\perp dt \approx -e \int E_\parallel^L v_\parallel dt,$$

where $E_\parallel^L$ and $E_\parallel^W$ are the longitudinal and traverse laser electric fields, respectively, and $E_\perp^W$ is the longitudinal wakefield. Similarly, $A_w^W$ is the work done by the wakefield, and $A_-^L$ is the work done by the transverse (longitudinal) components of the laser field. Note that, while the work $A_w^W$ done by the wake and the work $A_-^L = A_+^L + A_\gamma$ done by the laser are of considerable theoretical interest, only the $W_\parallel$ and $W_\perp$ quantities can be cross-checked for the two codes because $A_w^W$ and $A_-^L$ cannot be separately calculated by the VLPL-3D.

As shown in Fig. 3 (b) and (c), the results from VLPL-PIC and WAND-PIC are in excellent agreement with each other. Not only the absolute gains in longitudinal and traverse directions are close in the two codes, but also the phase space distributions are in good agreement. This indicates that the WAND-PIC is accurately modeling the field components of the laser, as well as the interaction between the laser and electrons through the sub-cycling method. The insets in Fig. 3 (b) and (c) show that the energy spectra of all electrons obtained from VLPL-3D and WAND-PIC are in good agreement in terms of the energy range and their spectral shapes (e.g., three-peak features from both codes). Note that the black-dashed contour in Fig. 3 (b) encloses the phase space ($W_\parallel, W_\perp$) obtained from the low-resolution VLPL-3D. In that simulation, the energy gain from the transverse electric field of the laser is underestimated by 30%; this would influence the final energy distribution of the electrons, as well as the radiation output associated with betatron oscillation. Therefore, Fig. 3 (b) informs us that, in order to accurately capture the complex interactions between electrons and laser fields, a full PIC code needs a longitudinal/time resolution around $\delta z \sim \lambda_L/100$. However, the WAND-PIC is able to simulate the bubble evolution and DLA mechanism separately by using coarser resolution for the laser and sub-cycling for the electrons. For the specific example shown in Fig. 3 the WAND-PIC uses two orders of magnitude fewer computer resources (as measured in core-hours) than the high-resolution VLPL-3D.

VI. EXAMPLE SIMULATION: DESCRIPTION OF PHASE-DEPENDENT NON-AXISYMMETRIC BUBBLE UNDULATIONS WITH WAND-PIC

In this section, we demonstrate the ability of WAND-PIC to capture subtle three-dimensional phase-dependent effects from the laser pulse. While phase-related phenomena are discussed in the context of relatively dense plasmas (e.g., $\omega_L/\omega_p \sim 10$), for example, the carrier envelope phase (CEP) effect where the difference between group velocity and phase velocity of laser is important \[72,76\], there could be other accelerator-relevant circumstances where laser phase is relevant. For example, an ultra-short bunch with duration $\tau_b < \lambda_L$ externally injected at the laser intensity peak can undergo DLA-induced transverse undulation. Because such undulation is phase-dependent, it produces a phase-controlled asymmetric deflection of plasma electrons \[76\], thereby inducing phase-dependent undulations of a bubble (PUB) \[75\] along the direction of laser polarization. Numerical description of such PUBs within the QSA framework requires a fully-3D description of the plasma wake and accurate modeling of the sub-luminal driver: a laser pulse propagating with $v_L < c$. Here we demonstrate that such sub-luminal non-axisymmetric plasma wakes are accurately described by WAND-PIC.

The simulation setup is shown in Fig. 4 (a), a linear polarized CO$_2$ laser pulse with wavelength $\lambda_L = 9.2$mm and peak $a_0 = 4.0$ is propagating in plasma with density $n_0 = 1.46 \times 10^{26}$cm$^{-3}$. The laser’s duration $\tau_L = 550$fs, spotsize $w = 132\mu$m, and power $P = 142$TW. For such a laser duration: $\sim 18\lambda_L$ and plasma density: $\omega_p = \omega_0/30$, the self-steepening of the laser pulse is not strong enough to produce a sharp laser front, therefore, it’s unlikely that this pulse will introduce measurable periodic bubble undulation \[73,74\] throughout its propagation. Therefore, a short electron bunch with initial energy 15MeV is placed at the peak of the laser envelope to induce a phase-dependent undulation. The charge of bunch $q_b = 2.8\mu$C which corresponds to a normalized charge $Q = 0.92$, and the bunch duration is $\tau_b = 15$fs. Although the bunch electrons are placed at the decelerating phase of the bubble, they gain energy from the laser through the DLA mechanism that overcomes the deceleration by the plasma wakefield \[52,64\]. Since the bunch duration is about half of the laser wavelength, bunch electrons would have some degree of synergy in the DLA process, and the oscillation of the bunch, with a frequency roughly equal to the betatron frequency, would shake the bubble periodically.
The DLA is captured accurately by our particle pusher with the sub-cycling technique. At propagation distance $z = 25.2\text{mm}$, bunch electrons gained significant energy from the laser as shown in Fig. 4 (c). The average gain from the laser pulse $\langle W_{\perp}\rangle$ is about $400\text{MeV}$, and the average loss to the longitudinal field $\langle W_{\parallel}\rangle$ (laser component and wakefield combined) is $300\text{MeV}$. The DLA also results in the broadening of the bunch in the laser polarization direction (x) as shown in the Fig. 4 (b). The oscillation triggers the undulation of the bubble in the x-direction and this undulation is phase-dependent. When measuring the transverse wakefields $F_x = E_x - B_y$ and $F_y = E_y + B_z$ at the back of the bubble, we see from Fig. 4 (d), that $F_x$ (solid lines) show periodic oscillation while the $F_y$ (dashed lines) are negligible. The amplitudes of $F_x$ are about $0.72\text{GeV/m}$. Different colors in Fig. 4 (d) correspond to the different initial phases of the laser: $\phi_0$. The oscillation of the $F_x$ also shows a strong correlation with the laser phase. Together with the polarized undulation direction, these results demonstrate that this effect is indeed DLA-induced and phase-dependent.

This particular setup shows the importance of the full 3D geometry and the modeling of DLA in WAND-PIC. In the presence of both laser pulse and electron bunch, the phase-dependent effect is captured through the correct modeling of sophisticated electron-laser interactions, and the visualization of this effect is facilitated by the non-axisymmetric plasma flows in the full 3D geometry.
VII. ALGORITHM, EFFICIENCY AND SCALING

In this section, we discuss the algorithm design and the benchmarking of the WAND-PIC. First, the global routine of WAND-PIC is discussed. Then we briefly present the implementation of the non-uniform transverse grids in our MG solver and show one sample application of this feature. At last, we discuss the efficiencies and scalings of WAND-PIC on the distributed parallel computing system.

A. WAND-PIC’s Global Algorithm

The algorithm design and the code structure of WAND-PIC is greatly simplified by the local in-ξ method of calculating the wakefield components as described by Eqs. (12,13,14,18,19) which are solved without using predictor-corrector schemes. Therefore, the entire algorithm consists of two main loops: (i) the time loop in t for the driver(s), and (ii) the slicing loop in ξ for the plasma electrons and wakefields, as shown in pseudocode (1):

\begin{algorithm}
1: Initialization()
2: for each time step \( t = t_i \) do
3: for each \( ξ \) step \( ξ = ξ_j \) do
4: Collect Source()
5: Solve_Wakefield() \( \triangleright \) depending on the pushing method, particle pusher and field solver can be intertwined.
6: Push_Trajectory()
7: Step_Size_Refinement()
8: end for
9: Push_Driver()
10: end for

1: function Step_Size_Refinement()
2: \( V_{\text{max}} = \max(⟨V⟩_ξ \text{ of all trajectories}) \)
3: \( V_0 = δx/δ(ξ(0)) \)
4: if \( V_{\text{max}} > V_0 \) then
5: \( δξ = δξ(0) * V_0/V_{\text{max}} \) \( \triangleright \) this makes sure trajectories never across more than one transverse grid.
6: else
7: \( δξ = δξ(0) \)
8: end if
9: end function

Since the time-loop is relatively straightforward, we now focus on the slice-loop in ξ. At every time step \( t = t_i \), the drivers are assumed “frozen” in the moving frame, and plasma flows – macroparticles and wakefields – are advanced in the positive ξ-direction. The routine at one ξ slice consists of main three steps: (i) collecting source, (ii) solving fields, and (iii) advancing particles. At every ξ slice, the source terms – currents \( ⟨V⟩_ξ \), number densities \( n_∗ \), and pressure tensor components \( T \) of the plasma electrons – are deposited onto the transverse grids, and wakefields are solved. Then wakefields are interpolated to macroparticles’ positions, and macroparticles are pushed to the next slice according to Eqs. (27). A Boris-like pusher [78] is used to advance macroparticles (1st, 2nd, and 4th-order Runge-Kutta are also available).

The fields are obtained by solving a 2D nonlinear elliptic equation for the earlier introduced expanded wakefield vector \( Ψ \). The equation takes the following form:

\[ \nabla^2 Ψ + M_1 \cdot Ψ + M_{2x} \cdot \partial_x Ψ + M_{2y} \cdot \partial_y Ψ = J(Ψ; n_∗, ⟨V⟩_ξ, T) \]  \hspace{1cm} (29)

where \( M_1 \) and \( M_{2x,2y} \) are 5×5 matrices that depends on \( Ψ \) and \( ⟨V⟩_ξ \). \( J \) is an expanded current source vector defined by the electron densities \( n_∗ \), fluid velocities \( ⟨V⟩_ξ \), and pressure tensor \( T \), all calculated in the same \((x,y)\) plane as the \( Ψ \)-vector. The expressions for \( Ψ, M_{1,2x,2y}(r,ξ) \) and \( J(r,ξ) \) are as follows:

\[
Ψ = \begin{bmatrix} \psi \\ E_z \\ B_z \\ B_x \\ B_y \end{bmatrix}, \quad J = \begin{bmatrix} n_∗ - 1 \\ -\nabla_⊥ \cdot \hat{j}_⊥ \\ e_z \cdot [\nabla_⊥ \times \hat{j}_⊥] \\ \partial_y (j_z - n_∗⟨T_{yy}⟩) - \partial_x (n_∗⟨T_{xy}⟩) - n_∗ \frac{δ_1 |A_⊥|^2}{|1+ψ|^2} \\ \partial_x (n_∗⟨T_{xx}⟩ - j_z) + \partial_y (n_∗⟨T_{xy}⟩) + n_∗ \frac{δ_1 |A_⊥|^2}{|1+ψ|^2} \end{bmatrix}, \quad M_1 = n_∗ \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & -\frac{⟨V⟩_0}{1+ψ} & -\frac{⟨V⟩_0}{1+ψ} & 0 & \frac{1}{1+ψ} \\ 0 & -\frac{⟨V⟩_0}{1+ψ} & -\frac{⟨V⟩_0}{1+ψ} & 0 & \frac{1}{1+ψ} \end{bmatrix}, \quad (30)
\]
For simplicity, the parametric dependences of $\Psi(x,\xi)$ and $J(x,\xi)$ on the time-step label $t_i$ is suppressed. When solving Eq.\,(29), $\psi$, $E_z$, and $B_z$ are solved first, then their values enter $M_1$ and $M_{2x,2y}$ matrices to solve the $B_{\perp}$.

While the inhomogeneous Eq.\,(29) can be solved using a variety of numerical solvers (including the commonly used FFT solver implemented in QuickPIC and HiPACE), WAND-PIC uses an MG solver. The advantages of the multigrid (MG) solvers over the FFT solvers are as follows. First, an MG solver naturally fits into the 2D square grid partitioning of the $(x,y)$-computational domain, and the communications between different sub-domains are all local: each sub-domain only communicates with the four neighboring ones as shown in Fig.\,1. This lends MG solvers to efficiently parallelize. On the contrary, a 2D FFT solver requires global communications between sub-domains, resulting in considerable efficiency loss under parallelization. Second, MG solvers have potentially better scaling of computational time (also known as time complexity) with the problem size $n$: $O(n)$ for the MG vs $O(n\log(n))$ for the FFT method. Third, because MG is an inherently iterative method, a good initial guess of the solution can be applied to accelerate the convergence. For example, in WAND-PIC we use the fields from the previous $\xi$ step (or from the previous time step when solving Eq.\,(20) for the laser pulse envelope) as the initial guess. We found that an MG solver with an appropriate initial guess is two times faster compared with a trivial ($\Psi = 0$) initial guess.

Once the wakefields are solved and macroparticles are advanced, we run the step size refinement to determine the appropriate step size $d\xi$ used in the next $\xi$ slice. The step size refinement function is explained in the pseudocode (1). After the completion of the $\xi$-loop at $t = t_i$, the time loop then advances the driver macroparticles from $t = t_i$ to $t = t_{i+1}$ according to Eq.\,(25,26) using a volume-preserving algorithm (VPA) [79]. The currents and densities of the driver particles are then collected and deposited onto the grid similar to the way it was done for the plasma macroparticles, and they also enter the source terms $J$. When a laser driver is present, its envelope equation (20) is rearranged to a Poisson-like equation and solved using the same MG solver.

### B. Multigrid Solver with Nonuniform Grids

In addition to the adaptive step size refinement in the $\xi$ direction, WAND-PIC also implemented the nonuniform grids at the transverse plane. To make sure the convergence of our MG solver, the second-order operators used in Eq.\,(29) need to be properly approximated on the nonuniform grids. Figure 5(a) shows a 9-points stencil of nonuniform 2D grids. Consider the general form of wakefield equations: $\nabla^2 \Psi + M \Psi = J$ and apply Taylor expansion around the central point $\Psi_{i,j}$, the 2D Laplacian can be approximated with the following:

\[
M_{2x} = n_x \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\frac{(-T_{x_{-1}})}{1+\psi} & \frac{(1+\psi)}{1+\psi} & \frac{(-T_{x_{+1}})}{1+\psi} & 0 \\
\frac{(T_{x_{-1}})}{1+\psi} & \frac{-\gamma}{1+\psi} & \frac{(T_{x_{+1}})}{1+\psi} & 0 \\
\end{bmatrix}, \quad M_{2y} = n_y \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\frac{(-T_{y_{-1}})}{1+\psi} & \frac{(1+\psi)}{1+\psi} & \frac{(-T_{y_{+1}})}{1+\psi} & 0 \\
\frac{(T_{y_{-1}})}{1+\psi} & \frac{-\gamma}{1+\psi} & \frac{(T_{y_{+1}})}{1+\psi} & 0 \\
\end{bmatrix}.
\]  

\(n_x, n_y\) are three main regions: (I) plasma region, (II) bubble region, and (III) beam region.

![FIG. 5: Nonuniform grids and its application. (a) A 9-points stencil of a nonuniform 2D grids. (b) A common beam-driven simulation. A Gaussian driver bunch is used: $\sigma_x = 0.5 k_p^{-1}, \sigma_y = 2.5 k_p^{-1}$, and peak density $= 20 n_0$. The witness bunch has: $\sigma_x = 0.4 k_p^{-1}, \sigma_y = 0.5 k_p^{-1}$, and peak density $= 10 n_0$. (c) Grid size $\delta x$ as a function of $x$ (same for the $\delta y$). There are three main regions: (I) plasma region, (II) bubble region, and (III) beam region. (d) 2D electron density distribution at $k_p(z - ct) = 8$, overlaid with the transverse grids. To make the grids visually clear, we enlarged the grid size by 5 times, the actual grids used in simulation are 5 times denser everywhere.](https://example.com/figure5.png)
\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \Psi_{i,j} = \frac{2}{h_x h_y^2} \left( h_x^+ \Psi_{i-1,j} - h_x^- \Psi_{i,j} + h_x^+ \Psi_{i+1,j} \right) + \frac{h_x^2}{3} \frac{\partial^3 \Psi_{i,j}}{\partial x^3} \\
+ \frac{2}{h_y h_y^2 h_y^2} \left( h_y^+ \Psi_{i,j-1} - h_y^- \Psi_{i,j} + h_y^+ \Psi_{i,j+1} \right) + \frac{h_y^2}{3} \frac{\partial^3 \Psi_{i,j}}{\partial y^3} + O(h^2),
\]

(32)

where \( h \) is the local characteristic grid size. \( h_x^+ = h_x^+ + h_x^- \), \( h_y^+ = h_y^+ + h_y^- \), and same for those in the y-direction. In the case of uniform grids: \( h_x^+ = h_x^+ = h_y^+ = h_y^- = h \), the Eq. (32) will be reduced to a five-point difference operator:

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \Psi_{i,j} = \frac{1}{h_x^2} \left( \Psi_{i-1,j} + \Psi_{i+1,j} + \Psi_{i,j-1} + \Psi_{i,j+1} - 4\Psi_{i,j} \right) + O(h^2).
\]

(33)

This 5-point difference scheme is commonly used in codes with 2D uniform grids. However, if we still use the 2nd order approximation for Eq. (32), the additional truncation error \( (h_x^2 \partial^3 \Psi_{i,j}/\partial x^3 + h_y^2 \partial^3 \Psi_{i,j}/\partial y^3) \) will enter, and that increases with local grid non-uniformity. Therefore, the 3rd-order difference must be kept in Eq. (32), to make sure the convergence of the multigrid solver. Luckily, one can approximate the 3rd-order terms:

\[
egin{align*}
&h_x^b \frac{\partial^3 \Psi_{i,j}}{\partial x^3} + h_y^b \frac{\partial^3 \Psi_{i,j}}{\partial y^3} = \left( h_x^b \frac{\partial}{\partial x} + h_y^b \frac{\partial}{\partial y} \right) \left( \frac{\partial^2 \Psi_{i,j}}{\partial x^2} + \frac{\partial^2 \Psi_{i,j}}{\partial y^2} \right) - \left( h_x^b \frac{\partial^3 \Psi_{i,j}}{\partial x \partial y^2} + h_y^b \frac{\partial^3 \Psi_{i,j}}{\partial y \partial x^2} \right) \\
&\approx \left( h_x^b \frac{\partial}{\partial x} + h_y^b \frac{\partial}{\partial y} \right) (J_{i,j} - M_{i,j} \Psi_{i,j}) - h_x^b \left[ \frac{2}{h_y h_y^2} \frac{\partial}{\partial x} \left( h_y^+ \Psi_{i,j-1} - h_y^- \Psi_{i,j} + h_y^+ \Psi_{i,j+1} \right) \right] \\
&\quad - h_x^b \left[ \frac{2}{h_y h_y^2} \frac{\partial}{\partial y} \left( h_x^+ \Psi_{i-1,j} - h_x^- \Psi_{i,j} + h_x^+ \Psi_{i+1,j} \right) \right], \tag{34}
\end{align*}
\]

where the 1st-order difference operator can be approximated with 3 points, for example:

\[
\frac{\partial \Psi_{i,j}}{\partial x} = \frac{h_x^-}{h_x^2 h_y^2} (\Psi_{i+1,j} - \Psi_{i,j}) + \frac{h_x^+}{h_x^2 h_y^2} (\Psi_{i,j} - \Psi_{i-1,j}).
\]

(35)

By plugging Eq. (34) into Eq. (32), we approximate the transverse Laplacian operator with all 9 points. This numerical scheme is used in the relaxation process of our MG solver, and the inclusion of 3rd-order correction: Eq. (34) ensures a good converge rate even with a large local grid non-uniformity. The restriction and elongation processes of the MG solver are also slightly modified to take into account the different weights of adjacent cells on a nonuniform grid [80].

This feature of WAND-PIC enables us to efficiently simulate large domains by deploying finer grids only in the area of interest, for example, the bubble region and the region with driver/witness bunches. Combined with the adaptive step size refinement in the longitudinal direction, we have achieved nonuniform grids in all three directions to take care of the structures with different spatial scales.

Figure 5 (b) shows a simple simulation setup in which the nonuniform grids are applied. In this setup, an electron bunch drives the bubble and a smaller witness bunch gets accelerated at the back of the bubble. While the vast area outside of the plasma bubble doesn’t deserve a high resolution, the bubble boundaries are sharp and thus need to be resolved with denser grids. Furthermore, the near-axis region needs an even higher resolution to accurately model the bunches’ phase space evolutions, e.g. emittance and potential hosing instabilities. Therefore, we divide the transverse plane into three regions: (I) the tranquil plasma region that uses coarse grids: \( \delta x = \delta y = 0.15 k_p^{-1} \), (II) the bubble region that uses dense grids: \( \delta x = \delta y = 0.07 \sim 0.1 k_p^{-1} \), and (III) the beam region that uses more-dense grids: \( \delta x = \delta y = 0.05 k_p^{-1} \). The variation of grid size \( \delta x(\delta y) \) can be found in Fig. 5 (c) and the visualization of transverse grids are plotted in Fig. 5 (d) at position \( z - ct = 8 k_p^{-1} \), together with the electron densities. With the nonuniform grids, WAND-PIC uses 3 times denser grids near the axis and 2 times denser grids for the bubble boundary compared with the largest grid. Overall, 250 \( \times \) 250 cells are seeded in the transverse plane. If uniform grids are used: \( \delta x = \delta y = 0.05 k_p^{-1} \), 500 \( \times \) 500 cells and quadrupled runtime are expected.

C. Benchmarking

To assess the overall performance of the WAND-PIC under parallelization, benchmarking is conducted and the standard computational quantities, such as strong scaling, weak scaling, and time complexity, were extracted and presented in Fig. 6. When taking about the scalings and complexity, the transverse slices are the main subject of
study since the $\xi$ direction is not currently parallelized and it has linear time complexity. Note that the scalings and efficiency can be problem-dependent. For example, a linear regime and a blowout regime would generate different loads on the computational cores due to the different movements of trajectories. Therefore, we concentrate on one specific physical scenario: a spherical bubble with a complete blowout driven by an intense laser pulse. We chose the domain size to be three times the bubble size — the characteristic length of the solution is fixed when we vary computational cores and transverse grids. Laser and domain parameters are presented in Table I. For this specific physical setup, approximately 80% of the runtime is consumed by the MG solver.

![Image](image)

**TABLE I: Simulation Parameter**

| Domain Size (x-y-z) | $\delta x^{(0)}$ | $\omega_0/\omega_p$ | $\omega_0$ | $\sigma_x$ | $\sigma_y$ | $\sigma_z$ | Laser Center $(x_0, y_0, z_0)$ |
|---------------------|------------------|---------------------|------------|------------|------------|------------|-----------------------------|
| $(25 \times 25 \times 25)k_p^{-1}$ | 0.05$k_p^{-1}$ | 20                  | 5          | 3.2$k_p^{-1}$ | 3.2$k_p^{-1}$ | 2.1$k_p^{-1}$ | (0, 0, 5) $k_p^{-1}$ |

*Adaptive step size is used.

Center of transverse plane is (0,0), $\xi$ coordinate starts with 0.

Figure 6 (a) shows the strong scaling, where the finest transverse grid size (referred to as the problem size) is fixed to be $N_{grid} = 1,000 \times 1,000$ cells. Therefore, $N_{grid}$ determines the transverse resolution. WAND-PIC shows excellent linear speedup up to $N_c = 3,000$ cores (note some run-to-run variance due to hardware issues). The overall time complexity of the WAND-PIC is plotted in Fig. 6 (b). The number of cores was fixed at $N_c = 64$, and the normalized problem size $n$ was defined as $n = N_{grid}/N_0$, where $N_0 = 320 \times 320$ is the base problem size corresponding to $n = 1$. The time complexity of WAND-PIC exhibit a $O(n)$ scaling at a smaller problem size, but deviates from $O(n)$ for larger problem sizes. Overall, time complexity of WAND-PIC falls between $O(n)$ and $O(n \log(n))$. Finally, Fig. 6 (c) shows the weak scaling where the problem size per core is fixed: $N_{grid}/N_c = 20 \times 20$. The parallel efficiency remains 83.3% at $N_c = 500$ cores and falls to 62% at $N_c = 3,000$ cores. Clearly, the parallel efficiency somewhat decreases when more cores are added, mostly due to increased overheads. Sources of overheads include (i) fast trajectories crossing more sub-domains when the physical size of a sub-domain decreases, thus requiring more send/receive operations; (ii) increased communication between hardware nodes (Lonestar 5 has 24 cores per node). Yet, considerable room for improving WAND-PIC still remain, for example, by implementing load balancing.

**FIG. 6: Benchmarking of WAND-PIC on Lonestar 5 Architecture (Xeon E5-2690 v3).** (a) Strong scaling of WAND-PIC, transverse problem size (number of cells) is fixed at $N_{grid} = 1,000 \times 1,000$. (b) The algorithm time complexity of WAND-PIC: the number of cores fixed at $N_c = 64$, the problem size $N_{grid} = n \times N_0$ is varied $(N_0 = 320 \times 320)$. (c) Weak scaling of WAND-PIC for fixed $N_{grid}/N_c = 20 \times 20$.

**VIII. FUTURE CODE DEVELOPMENT AND CONCLUSIONS**

Since the first release of WAND-PIC in 2019 [1], it has been under continuous improvement. The new features we are developing now include (i) parallelization in the longitudinal dimension through the pipeline technique [42, 44] which would extend our scalability to hundreds of thousands of cores; (ii) automatic load balancing which would reduce the overheads and improve the efficiency; (iii) transverse local mesh refinement which would improve the level of details in the physical region we are interested in, for example, the back of the bubble and witness beam; (iv) better multigrid cycles and smoothers which would improve the MG solver performance. These changes will be applied in the near future and be released to the open-source community.
In conclusion, a new quasi-static 3D parallel PIC code: WAND-PIC has been introduced in this work. With the advanced quasi-static equations which are fully explicit and static, wakefields driven by the relativistic beams or laser pulses are solved without using the predictor-corrector method. WAND-PIC has implemented different types of drivers as well as the interactions between the drivers and is able to simulate various scenarios in the plasma-based accelerators. Comparison between the results of WAND-PIC and a 3D full PIC code (VLPL) show that the WAND-PIC is efficient and accurate in modeling the large bubble driven by a large beam charge and the direct laser acceleration of electrons in the bubble. Good parallel scalings and time complexity are achieved by the use of a parallel MG solver and simplified explicit field-solving procedures.
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