Abstract—Safety requirements in dynamical systems are commonly enforced with set invariance constraints over a safe region of the state space. Control barrier functions, which are Lyapunov-like functions for guaranteeing set invariance, are an effective tool to enforce such constraints and guarantee safety when the system is represented as a point in the state space. In this paper, we introduce extent-compatible control barrier functions as a tool to enforce safety for the system including its volume (extent) in the physical world. In order to implement the extent-compatible control barrier functions framework, a sum-of-squares based optimization program is proposed. Since sum-of-squares programs can be computationally prohibitive, we additionally introduce a sampling based method in order to retain the computational advantage of a traditional barrier function based quadratic program controller. We prove that the proposed sampling based controller retains the guarantee for safety. Simulation and robotic implementation results are also provided.

I. INTRODUCTION

A controlled dynamical system is considered safe if it can be ensured that a given set of safe states is forward invariant under the action of a controller, i.e., the system state remains within the safe set for all time when initialized within the safe set. For example, collision avoidance between robots, obstacle avoidance during waypoint navigation, or lane changing for autonomous vehicles can be cast as invariance constraints. Techniques for enforcing safety of dynamical systems via invariance constraints include level-set methods [1], methods leveraging reachability analysis [2], and model-predictive control methods [3].

When a nominal but possibly unsafe controller is available, control barrier functions (CBFs), introduced in [4], [5], offer a particularly effective tool to enforce safety for control-affine dynamical systems. Control barrier functions are Lyapunov-like functions which allow for filtering the nominal control inputs in order to provide formal guarantees for safety and have been applied for collision avoidance in multi-robot systems [6], adaptive cruise control [4], energy aware control [7], motion planning [8], and coverage control [9]. CBFs are used in conjunction with quadratic programs (QPs) to compute at each time instant a safe control input. Such approaches are minimally evasive in the sense that the nominal controller’s prescribed input is adjusted only when violation of system safety is imminent.
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Traditional CBF based approaches ignore the physical dimensions of the system and the emphasis is on the forward invariance of a single point defining the system state. For example, the system state may be the center of mass of a robot or a vehicle. The volume (or extent) of the system is not explicitly incorporated in the formulation of the constraints in the QP. In this paper, we propose a CBF based method for imposing safety constraints on a control-affine dynamical system with extent. We guarantee safety of the system using a modified CBF constraint which ensures that the extent set always remains within the safe set. We first propose implementing the resulting constraint using a sum-of-squares (SOS) optimization program [10]. Since SOS programs can be computationally difficult for high dimensional systems and are only applicable when the safe and extent sets can be represented as polynomials, we next prove that the guarantee on system safety can be retained by considering only a finite set of sampled points on the boundary of the extent set, and we propose a QP based controller using the sampled points. Lastly, the proposed framework is validated both in simulations as well as on a robotic platform.

We note that, in principle, a system’s extent can instead be accommodated by shrinking the safe set appropriately [11]. However, CBF-based methods rely on characterizing the safe set as a level-set of a function that is known in closed form. Obtaining such a closed form function to accommodate a system’s extent is generally not possible. An important exception is when the system’s extent and safe set can be represented as balls in the same normed space. This feature is implicitly exploited in, e.g., [12], which proposes a CBF based method to avoid collisions between teams of quadrotors. This method requires the volume of each agent to be identical and collision avoidance is then achieved by virtue of the fact that every agent’s volume corresponds to identical balls in a normed space. Here, we propose a method that does not require such restrictive assumptions.

This paper is organized as follows: Section III presents background on control barrier functions. Section IV proposes the extent-compatible control barrier function formulation. Section V introduces the QP based controller and presents two methods: a sum-of-squares (SOS) based approach and a sampling based method to guarantee safety. Section VI consists of two case studies which implement the proposed framework both in numerical simulations and on a differential drive robot. Section VII provides concluding remarks.

II. MATHEMATICAL BACKGROUND

Consider a control affine dynamical system

\[ \dot{x} = f(x) + g(x)u, \]  

(1)
where $f$ and $g$ are locally Lipschitz continuous, $x \in D \subset \mathbb{R}^n$ is the state of the system, $D$ is assumed to be open, and $u \in U^m$ is the control input. Associated with the system $\{1\}$ is a \textit{safe set} $C \subset D$, defined as the super zero level set of a continuously differentiable function $h: D \rightarrow \mathbb{R}$, i.e., $C = \{x \in D \mid h(x) \geq 0\}$. We call $h$ the \textit{safe function}.

Traditionally, the system $\{1\}$ is said to be safe if $x(t) \in C$ for all $t \geq 0$, given any $x(0) \in C$. As presented in [13], one can use zeroing control barrier functions (ZCBFs) in order to guarantee forward invariance of a safe set. To that end, a continuous function $\alpha: \mathbb{R} \rightarrow \mathbb{R}$ is \textit{class $K$} if $\alpha(0) = 0$ and it is strictly increasing.

A continuously differentiable function $h: D \rightarrow \mathbb{R}$ is a \textit{Zeroing Control Barrier Function (ZCBF)} if there exists a locally Lipschitz class $\mathcal{K}$ function $\alpha$ such that for all $x \in D$,

$$\sup_{u \in \mathbb{R}^m} \left\{ \frac{\partial h(x)}{\partial x} (f(x) + g(x)u) + \alpha(h(x)) \right\} \geq 0. \quad (2)$$

In the instance that a safe function $h$ defining a safe set $C$ is also a ZCBF, choosing a control input at each state $x$ from the set

$$U(x) = \left\{ u \in \mathbb{R}^m \mid \frac{\partial h(x)}{\partial x} (f(x) + g(x)u) + \alpha(h(x)) \geq 0 \right\} \quad (3)$$

guarantees that the safe set $C$ is forward invariant [13]. Specifically, if $x(0) \in C$ and $U(x)$ as in (3) is non-empty for all $x \in D$, then, as shown in [14, Theorem 6], any continuous feedback controller $u: D \rightarrow \mathbb{R}^m$ such that $u(x) \in U(x)$ for all $x \in D$ is such that $x(t) \in C$ for all $t \geq 0$.

III. EXTENT COMPATIBLE CONTROL BARRIER FUNCTIONS

A. Problem Statement

Given a ZCBF, [14, Theorem 6] guarantees that the system state will remain within the safe set $C$ when control inputs are chosen according to $u(x) \in U(x)$ for all $x \in D$. This notion of safety, however, disregards the extent of the system, i.e., when the system state is on the boundary or close to the boundary of the safe set, there still may be some part of the system’s physical volume which extends into an unsafe region. To that end, we define a notion of system safety that includes the physical volume of the system. We encapsulate this notion of volume with an extent function.

\textbf{Definition 1} (Extent Function). An extent function $E: D \times \mathcal{D} \rightarrow \mathbb{R}$ is a continuously differentiable function such that:

1) $\mathcal{E}(x) = \{y \in D \mid E(x,y) \leq 0\}$ is nonempty for all $x \in D$,
2) $\frac{\partial E(x,y)}{\partial y} \neq 0$ for all $(x,y)$ such that $E(x,y) = 0$, and
3) for all $\delta > 0$, there exists $\epsilon > 0$ such that for all $x \in D$, if $E(x,y) \leq \epsilon$ then inf$_{y:|y-x|<\delta} E(x,y) = 0$.

Given an extent function, the set $\mathcal{E}(x)$ above defines the extent of the system when the state of the system is $x \in D$, and $\partial \mathcal{E}(x) = \{y \in D \mid E(x,y) = 0\}$ denotes the extent boundary.

For example, the extent function $E(x,y) = (x - y)^T(x - y) - r^2$ implies that the extent of the system is a ball of radius $r \in \mathbb{R}_{>0}$ centered at the system’s state $x \in D$.

We aim to ensure that the extent of the system is contained within the safe set for all time, i.e., $\mathcal{E}(x(t)) \subseteq C$ for all $t \geq 0$ along trajectories of $\{1\}$.

\textbf{Problem 1.} Given a control affine dynamical system as in $\{1\}$ with extent function $E(x,y)$, synthesize a controller which guarantees $\mathcal{E}(x(t)) \subseteq C$ for all $t \geq 0$ whenever $E(x(0)) \subseteq C$.

B. Extent-Compatible Control Barrier Function (Ec-CBF)

Given a system of the form $\{1\}$, we now introduce extent-compatible control barrier functions (Ec-CBFs) which are analogous to ZCBFs, but guarantee that the entire extent set remains within the safe set under the application of a suitable control input.

\textbf{Definition 2} (Extent-Compatible Control Barrier Function (Ec-CBF)). A continuously differentiable function $h$ is an extent-compatible control barrier function (Ec-CBF) for the system $\{1\}$ with extent function $E$ if $\frac{\partial E(x,y)}{\partial y} \neq 0$ for all $x$ such that $E(x,0) = 0$ and there exists locally Lipschitz class $\mathcal{K}$ functions $\alpha_1$ and $\alpha_2$ such that for all $x \in D$ with $\mathcal{E}(x) \subseteq C$ and for all $y \in \mathcal{C}$, defining

$$M(x,y,u) := \frac{\partial E(x,y)}{\partial x} (f(x) + g(x)u) + \alpha_1(E(x,y)) + \alpha_2(h(y)),$$

it holds that $\sup_{u \in \mathbb{R}^m} \{M(x,y,u)\} \geq 0$.

Given an Ec-CBF $h$, for all $x \in D$, define the set

$$U(x) = \{u \in \mathbb{R}^m \mid M(x,y,u) \geq 0 \text{ for all } y \in \mathcal{C}\}. \quad (4)$$

Assuming that the extent of the system initially begins inside the safe region, choosing a control input $u(x) \in U(x)$ at any given state $x \in D$ guarantees that $\mathcal{E}(x(t)) \subseteq C$ for all $t \geq 0$, as formalized in the following theorem.

\textbf{Theorem 1.} Consider system $\{1\}$ with initial state $x(0)$, an extent function $E$, and an Ec-CBF $h$ with associated safe set $C = \{x \in D \mid h(x) \geq 0\} \subset D$. If $E(x(0)) \subset C$, then any continuous feedback controller $u: D \rightarrow \mathbb{R}^m$ such that $u(x) \in U(x)$ for all $x \in D$ guarantees that $\mathcal{E}(x(t)) \subseteq C$ for all $t \geq 0$.

\textbf{Proof.} Suppose by contradiction that the assumptions of the theorem hold but there exists a time $t' > 0$ such that $\mathcal{E}(x(t')) \not\subset C$, i.e., there exists a point $y' \in \mathcal{D}$ such that $E(x(t'),y') \leq 0$ and $h(y') < 0$. If $E(x(t'),y') = 0$, then because $\frac{\partial E(x(t'),y')}{\partial y} \neq 0$ by the definition of extent function, in any neighborhood of $y'$ there exists $y''$ such that $E(x(t'),y'') < 0$ and $h(y'') < 0$, hence we assume $E(x(t'),y') < 0$ without loss of generality. A continuity argument then implies there exists $0 < t'' < t'$ and $y'' \in D$ such that $h(y'') = 0$ and $E(x(t''),y'') < 0$.\[\]
Let $w(t) = E(x(t), y^{m})$. Then, for all $t \geq 0$, 
\[
\dot{w}(t) = \frac{\partial E(x(t), y^{m})}{\partial x} \left( f(x(t)) + g(x(t))u(x(t)) \right) \\
\geq -\alpha_1(w(t)) - \alpha_2(h(y^{m})) \\
\geq -\alpha_1(w(t)),
\]
where the first inequality holds since $h$ is an Ec-CBF and the second inequality follows because $-\alpha_2(h(y^{m})) = 0$.

Now, consider the initial value problem $\dot{\eta}(t) = -\alpha_1(\eta(t))$ with $\eta(0) = w(0)$. Since $\mathcal{E}(x(0)) \subseteq \mathcal{C}$ and $\frac{\partial}{\partial y} h(y^{m}) \neq 0$, it must hold that $\eta(0) = w(0) \geq 0$. The comparison lemma [15, Lemma 3.4] then implies $w(t) \geq \eta(t) \geq 0$ for all $t \geq 0$. This contradicts the claim that $w(t^{m}) = E(x(t^{m}), y^{m}) < 0$. Hence, $\mathcal{E}(x(t)) \subseteq \mathcal{C}$ for all $t \geq 0$. \hspace{1cm} \Box

**Remark 1.** From the proof of Theorem 1 we observe that $\sup_{u} \{M(x, y, u)\} \geq 0$ from Definition 2 only has to hold for $y \in \mathcal{D}$ such that $E(x, y)$ is in a neighborhood of 0. Part 3) in Definition 1 ensures that for a small enough neighborhood, such $y$ must be arbitrarily close to the boundary $\partial \mathcal{E}(x)$.

Next, we propose an optimization scheme for selecting inputs from the set $\mathcal{U}(x)$ to guarantee safety while minimally deviating from some prescribed nominal controller.

**IV. MINIMALLY INVASIVE QUADRATIC PROGRAM CONTROLLER**

Consider the scenario where a system designer would like to employ some nominal feedback control policy $k : \mathcal{D} \to \mathbb{R}^m$ on the system (1) with extent. When safety of the system under the control policy $k$ cannot be verified a priori, we propose incorporating (4) as a constraint at runtime to obtain a minimally invasive quadratic program (QP) based controller using an Ec-CBF, similar to the technique proposed in [4], [5] for ZCBFs. This procedure leads to a control law which ensures that the extent set of the system is contained within the safe set $\mathcal{C}$ for all $t \geq 0$, given that $\mathcal{E}(x(0)) \subseteq \mathcal{C}$. In particular, we propose a quadratic program based controller of the form
\[
u_{QP}(x) = \arg \min_{u \in \mathcal{U}(x)} \| u - k(x) \|_2^2. \tag{5}
\]

The above QP is minimally invasive in the sense that it guarantees safety of the system including its extent, while following the nominal input $k$ with minimal deviation. However, for fixed $x$, $\mathcal{U}(x)$ is defined from (4) and requires a given inequality to hold for all $y$, leading to an infinite number of linear constraints on $u$. In the remainder of this section, we present two approaches to obtaining computationally tractable programs that retain safety guarantees.

**A. Optimization Over Sum-of-Squares Polynomials**

We first propose recasting (5) as a sum-of-squares (SOS) optimization problem in the independent variable $y$.

**Definition 3** (Sum-of-Squares (SOS) Polynomials). Let $\mathbb{R}[y]$ be the set of all polynomials in $y \in \mathbb{R}^n$. Then
\[
\Sigma[y] = \left\{ s(y) \in \mathbb{R}[y] \mid s(y) = \sum_{i=1}^{\ell} p_i(y)^2, p_i(y) \in \mathbb{R}[y] \right\}
\]
where $\ell \in \mathbb{N}$, is the set of SOS polynomials. Note that if $s(y) \in \Sigma[y]$, then $s(y) \geq 0$ for all $y \in \mathbb{R}^n$.

**Theorem 2.** Consider system (1) with initial state $x(0)$, an extent function $E$, and an Ec-CBF $h$ with associated safe set $\mathcal{C} = \{ x \in \mathcal{D} \mid h(x) \geq 0 \} \subseteq \mathcal{D}$. Further assume $E(x, y)$, $h(y)$, $\alpha_1(E(x, y))$ and $\alpha_2(h(y))$ are polynomial in $y$ for any fixed $x$. Let $k : \mathcal{D} \to \mathbb{R}$ be a continuous nominal controller and suppose $\mathcal{E}(x(0)) \subseteq \mathcal{C}$. If the set
\[
\mathcal{U}(x) = \left\{ u \in \mathbb{R}^m \mid \frac{\partial E(x, y)}{\partial x} (f(x) + g(x)u) + \alpha_1(E(x, y)) \\
\quad + \alpha_2(h(y)) - s(y)h(y) \in \Sigma[y] \\
\quad \text{for some } s(y) \in \Sigma[y] \right\}
\]
is non-empty for all $x \in \mathcal{D}$, then the solution $x(t)$ of system (1) with
\[
u(x) = u_{SOS}(x) := \arg \min_{u \in \mathcal{U}(x)} \| u - k(x) \|_2^2 \tag{6}
\]
is such that $\mathcal{E}(x(t)) \subseteq \mathcal{C}$ for all $t \geq 0$.

**Proof.** For each $x$, the optimization problem (6) is feasible by hypothesis, and the fact that $u \in \mathcal{U}(x)$ implies
\[
\frac{\partial E(x, y)}{\partial x} (f(x) + g(x)u) + \alpha_1(E(x, y)) \\
\quad + \alpha_2(h(y)) - s(y)h(y) \geq 0
\]
for all $y \in \mathbb{R}^n$, since the left hand side of the inequality is required to be an SOS polynomial. Next, observe that $s(y)h(y) \geq 0$ for all $y \in \mathcal{C}$ since $s(y)$ is a SOS polynomial and $h(y) \geq 0$. Hence the requirement that $u \in \mathcal{U}(x)$ implies
\[
\frac{\partial E(x, y)}{\partial x} (f(x) + g(x)u) + \alpha_1(E(x, y)) + \alpha_2(h(y)) \geq 0
\]
for all $y \in \mathcal{C}$, i.e., $u \in \mathcal{U}(x)$ as defined in (4). In addition, since for all $x \in \mathcal{D}$, the constraint in $\mathcal{U}(x)$ is quasi-convex in $u$, $\| u \|$ is quasi-convex in $u$, and $k$ is continuous in $x$, using [14, Proposition 8], we conclude that the controller is continuous. Hence, from Theorem 1 $\mathcal{E}(x(t)) \subseteq \mathcal{C}$ for all $t \geq 0$. \hspace{1cm} \Box

Proposition 2 leads to an online SOS based controller by solving (6) at each current state $x$. To implement this controller in, e.g., SOSTOOLS [10], the degree of the SOS decision polynomial $s(y)$ in the constraint defining $\mathcal{U}(x)$ is fixed a priori. In addition, the quadratic cost in (4) is recast in epigraph form to obtain a new linear cost; by exploiting the Schur complement test for positive semi-definiteness [16], the initial formulation (4) can be equivalently rewritten as
\[
u_{SOS}(x) = \arg \min_{u \in \mathcal{U}(x)} \min_{\delta \in \Delta(u, x)} \delta
\]
with
\[
\Delta(u, x) = \left\{ \delta \in \mathbb{R} \mid \left[ I + \delta + 2k(x)^T u - k(x)^T k(x) \right] \geq 0 \right\}.
\]
The above SOS approach allows us to adopt a tractable method to guarantee safety for the system. However, with increasing system dimensionality, SOS programs are known to become computationally difficult. Hence, we next propose an alternative efficient sampling based approach.

B. A Sampling Based Approach to Set Invariance with Extent

In this subsection, we propose an alternative relaxation of (3) which retains the computational advantages of the original QP formulation for ZCBFs. The intuition is to enforce the constraint in (3) on the boundary of the extent set, but only for a finite number of sampled points.

To obtain a finite number of sampled points, we discretize the boundary of the extent set \( \partial \mathcal{E}(x) \) (the set). The following theorem guarantees safety by introducing a constraint on the control input for each sampled point.

**Theorem 3.** Consider system (1) with initial state \( x(0) \), an extent function \( E \), and an Ec-CBF \( h \) with associated safe set \( C = \{ x \in D \mid h(x) \geq 0 \} \subseteq D \). Further assume that the domain \( D \) is bounded, \( \mathcal{E}(x) \) is bounded for all \( x \in D \), let \( M > 0 \) be a bound on the magnitude of the control input, and for some \( \tau > 0 \) let \( \partial \mathcal{E}_x(x) \subseteq \partial \mathcal{E}(x) \) be a finite set such that for all \( y \in \partial \mathcal{E}(x) \), it holds that \( \min_{y \in \partial \mathcal{E}_x(x)} \| y - y \| \leq \tau / 2 \). Additionally, let

\[
A \geq \sup_{y \in D} \left\| \frac{\partial}{\partial y} h(y) \right\| ,
\]

\[
B \geq \sup_{x \in D, \| u \| < M} \left\| \frac{\partial E(x, y)}{\partial x} (f(x) + g(x)u) \right\| .
\]

Consider the set

\[
\tilde{U}(x) = \left\{ u \in \mathbb{R}^m \mid \| u \| \leq M \text{ and } \frac{\partial E(x, y^*)}{\partial x} (f(x) + g(x)u) + \gamma \cdot h(y^*) \geq (B + \gamma A)\tau \right\}
\]

holds for all \( y^* \in \partial \mathcal{E}_x(x) \}

where \( \gamma > 0 \) is a constant. Let \( k : D \to \mathbb{R} \) be a continuous nominal control input. If for all \( x \in D \) the set \( \tilde{U}(x) \) is non-empty and \( \mathcal{E}(x(0)) \subseteq C \), then the solution \( x(t) \) to the system (1) with \( u = u_{\text{sampled}}(x) \), where

\[
u_{\text{sampled}}(x) = \arg \min_{u \in \tilde{U}(x)} \| u - k(x) \|_2^2,
\]

is such that \( \mathcal{E}(x(t)) \subseteq C \) for all \( t \geq 0 \). Moreover, the controller \( u_{\text{sampled}}(x) \) is continuous with respect to \( x \) for all \( x \in D \).

**Proof.** Introduce the open set

\[
B = \bigcup_{y^* \in \partial \mathcal{E}_x(x)} B_{\frac{\tau}{4}}(y^*) ,
\]

where \( B_{\frac{\tau}{4}}(y^*) \) denotes an open ball with radius \( \frac{\tau}{4} \) centered around \( y^* \). Choose \( \epsilon > 0 \) such that for all \( x \),

\[
\mathcal{E}(x) = \{ y \in D \mid \| E(x, y) \| \leq \epsilon \} \subseteq B .
\]

Such a choice of \( \epsilon \) is possible due to part 3 of the definition of the extent function (Definition 2). Clearly \( \partial \mathcal{E}_x(x) \subseteq \partial \mathcal{E}(x) \). From the mean value theorem, for all \( y \in \mathcal{E}(x) \) and \( y^* = \arg \min_{y \in \partial \mathcal{E}_x(x)} \| y - y \| \), it follows that

\[
h(y^*) - h(y) \leq A\| y^* - y \| ,
\]

and

\[
\left( \frac{\partial E(x, y^*)}{\partial x} - \frac{\partial E(x, y)}{\partial x} \right) (f(x) + g(x)u) \leq B\| y^* - y \|
\]

whenever \( \| u \| \leq M \). Now, observe that \( \| y^* - y \| \leq 3\tau / 4 \). Multiplying (10) with \(-\gamma\) and (11) with \(-1\) and then adding the inequalities yields

\[
\frac{\partial E(x, y)}{\partial x} (f(x) + g(x)u) + \gamma \cdot h(y)
\]

\[
\geq \frac{\partial E(x, y^*)}{\partial x} (f(x) + g(x)u) + \gamma \cdot h(y^*) - (B + \gamma A)\tau / 4
\]

\[
\geq (B + \gamma A)\tau / 4
\]

for any \( u \in \tilde{U}(x) \) where the last inequality follows from the definition of \( \tilde{U}(x) \).

Choosing \( \alpha_1(s) = (B + \gamma A)\tau / (4\epsilon)s \) and \( \alpha_2(s) = \gamma s \), for any \( u \in \tilde{U}(x) \), we have \( M(x, y, u) \geq 0 \) for all \( y \) such that \( \| E(x, y) \| \leq \epsilon \) where \( M \) is as in Definition (2) and therefore, in accordance with Remark (1) \( h \) is a Ec-CBF and \( u_{\text{sampled}}(x) \) \( \in \tilde{U}(x) \) for all \( x \in D \).

Since for all \( y^* \in \partial \mathcal{E}_x(x) \), in the definition of \( \tilde{U}(x) \), the constraint

\[
\frac{\partial E(x, y^*)}{\partial x} (f(x) + g(x)u) + \gamma \cdot h(y^*) \geq (B + \gamma A)\tau
\]

is quasi-convex in \( u \), \( \| u \| \) is quasi-convex in \( u \), and \( k \) is continuous in \( x \), using [14, Propostion 8], we conclude that the controller \( u_{\text{sampled}}(x) \) is continuous. Thus, from Theorem (1) the extent set \( \mathcal{E}(x) \) is contained within the safe set for all \( t \geq 0 \) and for all \( x \in D \) such that \( E(x(0)) \subseteq C \); that is, \( \mathcal{E}(x(t)) \subseteq C \) for all \( t \geq 0 \).

The computational complexity of (9) scales with the cardinality of \( \partial \mathcal{E}_x(x) \); however, as we show in the following example, choosing \( \tau \) to be large can result in unwanted conservatism. This indicates an underlying trade-off between the performance of (9), which scales inversely with \( \tau \), and computational resources required to compute (9) online.

**Example 1.** Consider the system \( \dot{x} = u \), where \( x = [x_1 \ x_2]^T \in \mathbb{R}^2 \) is the system state and \( u \in \mathbb{R}^2 \) is a bounded control input such that \( \| u \|_2 \leq M \) where \( M = 1 \). We take \( E(x, y) = (x_1 - y_1)^2 + (x_2 - y_2)^2 - 1 \) and encode the safety constraint with the safe function \( h(y) = -y_1 \); equivalently, the system is said to be safe if the extent set, here taken to be a circle of radius one, lies entirely in the closed left-half plane. This problem setting is depicted in Fig. 1. We take Lipschitz constants \( A = 1 \) and \( B = 2 \) satisfying (7) and (8).

We first construct the sampling based controller (9) with two samples; in this case, \( \partial \mathcal{E}_x(x) = \{(x_1, x_2 \pm \epsilon)\} \) such
that \( \tau = 2\sqrt{2} \). The controller \( \theta \) then has two constraints, namely,
\[
\pm 2u_2 \geq (B + \gamma A)\tau - \gamma h(y^*) = (B + \gamma A)\tau + \gamma x_1,
\]
which can only be satisfied when \( x_1 \leq -(\frac{B}{\gamma} + A)\tau \). Observe that \( \gamma \) plays a key role in the behavior of the system. A high value of \( \gamma \) will render \( -(\frac{B}{\gamma} + A)\tau \approx -A\tau \). Thus, the term \( B \), which impacts the effect of the dynamics in the extent-barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes. This is in line with the intuition one observes in the traditional barrier function case, where a barrier constraint, vanishes.
This paper presents a barrier function based method for ensuring the safety of a control-affine dynamical system that incorporates its physical volume, i.e., its extent. The first resulting controller design relies on a sum-of-squares based optimization program. Since sum-of-squares programs can be computationally difficult, a sampling based method is also presented. The proposed sampling based controller is shown to retain the guarantee on safety of the system. Simulation and robotic implementation results are also provided.

VI. CONCLUDING REMARKS

In this implementation, we consider a second order ellipsoidal extent set of the form $E(x, y) = (x - y)^T P (x - y) - 1^2$ where $P = \text{diag}(1.5^2, 1^2)$ is the matrix representing the dimensions of the ellipse. We consider a differential drive mobile robot with unicycle kinematics as defined before. The safe set $\mathcal{C}$ is characterized by a weighted polar $L_p$ function [18], with parameters $\sigma = (1, 0.4), \theta_k = \frac{\pi}{2}, \kappa = \frac{\theta_k}{2\sigma(1)}, \rho = 4, \theta_0 = \text{sign}(\kappa) \cdot \frac{\pi}{2}$. The controller as in [1] is used, and from Theorem 3 safety of the robot is guaranteed. The extent set boundary was sampled with 200 points. Thus, the QP (9) was solved with 200 constraints point-wise in time. The time for solving the QP at each time step was between 10ms to 15ms. Figure 3 shows a still shot of the implementation conducted on the Robotarium. As can be seen, the robot and its extent set are contained within the $L_p$ safe set for all $t \geq 0$.
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**B. Case Study 2: Sampling Based Controller**

In this implementation, we consider a second order ellipsoidal extent set of the form $E(x, y) = (x - y)^T P (x - y) - 1^2$ where $P = \text{diag}(1.5^2, 1^2)$ is the matrix representing the dimensions of the ellipse. We consider a differential drive mobile robot with unicycle kinematics as defined before. The safe set $\mathcal{C}$ is characterized by a weighted polar $L_p$ function [18], with parameters $\sigma = (1, 0.4), \theta_k = \frac{\pi}{2}, \kappa = \frac{\theta_k}{2\sigma(1)}, \rho = 4, \theta_0 = \text{sign}(\kappa) \cdot \frac{\pi}{2}$. The controller as in [1] is used, and from Theorem 3 safety of the robot is guaranteed. The extent set boundary was sampled with 200 points. Thus, the QP (9) was solved with 200 constraints point-wise in time. The time for solving the QP at each time step was between 10ms to 15ms. Figure 3 shows a still shot of the implementation conducted on the Robotarium. As can be seen, the robot and its extent set are contained within the $L_p$ safe set for all $t \geq 0$.

---

**VI. CONCLUDING REMARKS**

This paper presents a barrier function based method for ensuring the safety of a control-affine dynamical system that incorporates its physical volume, i.e., its extent. The first resulting controller design relies on a sum-of-squares based optimization program. Since sum-of-squares programs can be computationally difficult, a sampling based method is also presented. The proposed sampling based controller is shown to retain the guarantee on safety of the system. Simulation and robotic implementation results are also provided.
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