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Abstract—Traditionally, AI models are trained on the central cloud with data collected from end devices. This leads to high communication cost, long response time and privacy concerns. Recently Edge empowered AI, namely Edge AI, has been proposed to support AI model learning and deployment at the network edge closer to the data sources. Existing research including federated learning adopts a centralized architecture for model learning where a central server aggregates the model updates from the clients/workers. The centralized architecture has drawbacks such as performance bottleneck, poor scalability and single point of failure. In this paper, we propose a novel decentralized model learning approach, namely E-Tree, which makes use of a well-designed tree structure imposed on the edge devices. The tree structure and the locations and orders of aggregation on the tree are optimally designed to improve the training convergency and model accuracy. In particular, we design an efficient device clustering algorithm, named by KMA, for E-Tree by taking into account the data distribution on the devices as well as the the network distance. Evaluation results show E-Tree significantly outperforms the benchmark approaches such as federated learning and Gossip learning under NonIID data in terms of model accuracy and convergency.
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1 INTRODUCTION

AI models and algorithms are increasingly used for IoT applications to support intelligent decision making and operation automation. Recently Edge empowered AI, namely Edge AI, has been proposed to support AI model learning and deployment at the network edge closer to the data sources. Transmitting massive data directly from the IoT devices to the cloud for building AI models causes high communication cost, long response time and privacy concerns.

Most existing research on Edge AI, including federated learning [12] and parameter servers [2], adopt a distributed machine learning framework, where the edge devices separately train their own models using the local data, while a centralized master located on the cloud iteratively coordinates the aggregation and update of the model parameters for the edge devices. The centralized model aggregation faces several drawbacks including performance bottleneck, poor scalability and single point of failure. A decentralized approach is desirable to address the above issues. To our knowledge, only one work, namely Gossip learning [3], has been reported, which uses a distributed aggregation framework. However, without considering the data distribution on the edge devices in model aggregation, Gossip learning has slow convergence speed and low inference accuracy.

In this article, we propose E-Tree Learning, a novel decentralized model learning framework for Edge AI, which can overcome the shortcomings of the existing works and achieve high performance in terms of convergence speed and inference accuracy. E-Tree makes use of a well-designed hierarchical aggregation structure imposed on the edge devices. More specifically, edge devices are organized into a tree structure, where the leaf nodes represent the learning workers and the non-leaf nodes represent model aggregators. The tree structure and the locations and orders of aggregation on the tree are optimally decided based on the network resources and data distribution on the edge devices. As such, E-Tree can maximize the parallelism in aggregation to speed up the training convergency and improve the inference accuracy.

There are several challenging issues to be addressed. The first issue is how to construct the model aggregation tree. We need to decide which edge devices are grouped together for aggregation and how many layers the tree should have based on the data distribution on the edge devices. The second issue is how to schedule the aggregation operations onto the edge devices. We need to decide where and when each of the model aggregations is performed based on the computation resources on the edge devices, the network topology and communication resources. The third issue is, in solving the first two issues, we need to address the problem that the data is not Independently and Identically Distributed (IID) on edge devices which is a common challenge in model learning.

In particular, we develop an efficient device clustering algorithm, namely KMA, for E-Tree. KMA utilizes K-Means algorithm to group the edge devices according to the data distribution and network distance of the devices. The purpose of KMA is to generate device groups which have as small inter-group difference as possible in the data distribution. KMA outperforms the existing clustering algorithms in networks only taking into account the network distance. The reason is that the data on the edge devices is usually NonIID, clustering only based on the network
distance would lead to an un-uniform distribution of data labels among the groups. This leads to a low model accuracy and slow convergency speed, as shown by experiments.

We develop a simulator to compare the performance between E-Tree and two benchmark approaches, i.e., federated learning and Gossip learning. The simulator is developed on top of an open-source benchmark framework [3]. The overall performance results show that E-Tree outperforms the federated learning by 2.4% in accuracy and Gossip learning by 14.7% under a NonIID data. Moreover, we evaluate our proposed KMA device clustering algorithm for E-Tree under various network configurations. KMA has obvious better performance than K-Means and Un-uniform KMA, because it controls the inter-group difference in data distribution.

E-Tree learning facilitates distributed learning and parallel aggregation in Edge AI. It can be applied in a wide range of applications, especially in disaster rescue and forest monitoring where access to the cloud is not available. By using the E-Tree learning, the AI models are trained locally and effectively on the edge devices including the IoT devices with certain computation capabilities and the edge gateways deployed within the IoTs. Due to the advantages of E-Tree learning, it would be an important choice for industrial companies to implement the Edge AI solutions. The contribution of this paper are summarized as follows.

- We propose a novel and decentralized model learning framework for Edge AI. To the best of our knowledge, E-Tree is the first configurable decentralized approach that can achieve fast convergency and high model accuracy.
- We design an efficient device clustering algorithm, named by KMA, for E-Tree learning framework. KMA clusters the edge devices at the bottom layer of E-Tree according the data distribution on the devices and network distance, and thus achieves good performance under the NonIID data.
- We develop a simulator and evaluate E-Tree learning framework and our proposed device clustering algorithm. Results show that E-Tree obviously outperforms the two state-of-arts model learning approaches, i.e., federated learning and Gossip learning, specially under the NonIID data.

2 Model Learning in Edge AI

In this section, we define the system model of Edge AI, and then describe the objective and challenges for the model learning in Edge AI. Then, we present the motivation of proposing E-Tree learning.

2.1 System Model and Objectives

Fig. 1 shows a generic model of edge computing system. The bottom layer is the data source layer including a large amount of end devices where the data for learning a model are generated. The upper one is the edge computing layer which includes a set of edge devices (or servers) interconnected with each other via particular networks. The edge device is an abstraction of the device/machine that has certain capability. The network connections between the end devices at the data source layer and the edge devices usually have high bandwidth, i.e., directly by using wired cables or short range high data rate communication protocols, while the connections between the edge devices and cloud has much limited bandwidth.

The interconnection among the edge devices depends on concrete sceneries. In mobile edge computing, edge devices are MEC servers deployed behind base stations, and they are interconnected by the cellular back-haul networks. In industrial IoTs, the edge devices could be smart routers or switches with built-in high performance CPU/GPU cores. The edge devices are interconnected by a wireless mesh network. Each edge device collects the data from end devices in its coverage range. Using the data distributed on all the edge devices, the system aims to train a generic model that could be used by every edge device for real-time inference.

Based on the system model above, we consider the following quality attributes/metrics for the model learning. The primary metric is the model accuracy which is normally measured by the training loss function. It indicates the gap between the learned values and the labeled data. Convergency is another important metric. The time in convergency should be as low as possible. Other metrics such as communication cost, energy efficiency of the edge devices, reliability and data privacy are possibly concerned by different stakeholder.

2.2 Challenges of Model Learning in Edge AI

Model learning in edge computing pertains to the technical area of Distributed Machine Learning (DML). Compared with existing DML in cloud, model learning on edge faces a few challenges. First, the data sources in edge computing are generated in real time from the edge and/or end devices. The data samples on each device are usually non-iid data. Existing DML in cloud has the data source pre-stored in a centralized cloud storage. The data sources are allocated to the workers/servers for data-parallel processing such that the data samples at each worker are IID data. Second, the computing environment to perform the learning task in Edge AI are challenging. The devices have heterogeneous compute capabilities and are connected by bandwidth-limited and intermittent wireless networks. While in existing DML on cloud, the learning tasks are done in a cloud cluster where the servers have powerful capability and the network connecting the servers has guaranteed and stable
network bandwidth. The computing environment makes it difficult for a large number of devices to synchronize in the learning process. Third, model learning for Edge AI has a complex trustable environment. In Edge AI, the learning task allows limited data exchange among the edge devices due to privacy concern of the data owners, while in cloud learning task, data frequently exchanges among the workers by particular data shuffling algorithms due to data co-existence in the same trustable environment.

2.3 Motivations of Proposing E-Tree

To solve the above challenges, substantial research works have been proposed for model learning in Edge AI, which can be classified into three categories, i.e., centralized approaches, fully distributed approaches and decentralized approaches. Representative centralized approaches are federated learning [3] [22], where a central master is to aggregate the model parameters from multiple workers/slavers and then updates the aggregated model back to the workers. The approach has several drawbacks. The worker with very slow speed in local model updating can be a straggler. Stragglers of some workers affect significantly the convergence speed. Besides, the constrained communication bandwidth from all the workers into the central master may become the performance bottleneck. Also the central master faces single point of failure. Fully distributed approach like Gossip learning [3] allows the model aggregation on every edge device. The edge device does the local updating and sends its model randomly to nearby nodes. Nearby nodes receive the model and aggregate it with its own model, and then sends it again to the neighboring nodes. The model aggregation is done asynchronously over all the edge devices. The fully distributed approach avoids the single point of failure and performance bottleneck caused by central master, but it neglects the data distribution due to the randomness in model aggregation and thus yields slow convergence speed and model inaccuracy.

The recently proposed Hierarchial Federated Learning (HFL) pertains to a decentralized approach [23]. HFL typically adopts a three-layer aggregation structure by adding a middle layer model aggregation into the original federated learning, HFL is supposed to be built on a tiered infrastructure, and the layers of the aggregation structure is inherently determined by the number of infrastructure tiers. Therefore, HFL has a static aggregation structure and is not suitable for a dynamic mesh network with mobile edge devices such as multi-robot systems, vehicular network and drone network. In the mesh network, the aggregation structure needs to be configurable on demand according to the dynamic network.

Considering the limitations of existing approaches, we want to step ahead by proposing E-Tree learning. E-Tree is a configurable decentralized approach. It uses a well-designed tree structure for localized and hierarchical model aggregation. E-Tree is suitable for any infrastructure such as mesh networks. The structure of the aggregation tree including the number of layers and node grouping is dynamically built according to network topology and data distribution.

3 E-TREE LEARNING FRAMEWORK DESIGN

3.1 Structure Overview

Fig.2 shows an overview of E-Tree learning structure. It consists a hierarchical tree based structure for the model aggregation. In the structure, the leaf-nodes at the bottom layer represent the edge devices involved in the learning. The non-leaf nodes represent model aggregation. We name the non-leaf nodes by aggregation nodes. The model aggregation follows a bottom-up approach. The edge devices are firstly grouped for the 1st level (bottom level) aggregation. The grouping is done according to the distribution of data owned by the edge devices as well as the network distance. Similar to existing federate learning, E-Tree learning also requires an initial model to start the training. Within a group, the edge device generates a model update using its own dataset. The model updates are aggregated in the group. To do in-group aggregation, an aggregation/routing tree is normally constructed to save the communication cost and reduce the latency. It surely supports the aggregation on a centralized device.

After the 1st level aggregation, E-Tree learning further aggregates the model updates from the groups. The inter-group model aggregation uses the same idea with the in-group aggregation. The aggregation is recursively done level by level from bottom to up. The top level aggregation is the root of E-Tree learning. It aggregates the model updates and then sends back the result to all the edge devices in the same routing paths with the aggregation. The edge devices receive the results and updates the local model again. Then, E-Tree learning begins the next-iteration model aggregation.

3.2 Building E-Tree

In this section, we introduce how to build E-Tree based on a general network topology. We abstract the underlying physical network including all the edge devices as a graph, in which the nodes represent the edge devices and the link represents the network connections among the edge devices. The link in the graph has a weight denoting the transmission delay of the model parameters. Fig.3 shows an example of network topology graph. It should be noted that the graph is not necessarily fully connected. The graph represents the physical topology, E-Tree structure built on top of the physical network topology is a logic topology.
The number of layers in a E-Tree structure, \( l \), The number of nodes at the bottom layer of E-Tree, \( N_l \), A threshold parameter of the KMA algorithm to constrain the difference of the clusters in average model accuracy, \( \delta \).

3.3 Model Training and Aggregation

The leaf node of E-Tree is responsible for training a local model using its own data samples, while an internal node aggregates the models from its children and updates an aggregated model back to the children. Note that the nodes which are chosen to be the center nodes finish model training and aggregation on the same device.

Specifically, we first initialize a model for the root, and the root sends the model to all of the nodes in \( N_2 \). After nodes in \( N_2 \) receive the model, they save the model locally and send it to their children without any processing. Nodes in \( N_1 \) then receive the model and begin training on it with their local data using Stochastic Gradient Descent (SGD). After the training is finished, the node computes the updates of the model and sends the updates to its parent. After the parent in \( N_2 \) receives all the updates from each child, it starts the model aggregation. The aggregation is done by computing the average of all the updates and adding it to the current model in the parent. Then the parent sends the updated model to its children for training. The bottom-up aggregation is recursively done level by level.

We define the aggregation frequency of the layer \( l \) as \( a_l \). It means the aggregation node at layer \( l \) does one global aggregation to its parent every \( a_l \) times of local aggregation from its children. For instance, nodes in \( N_2 \) send their models to their parents after finishing \( a_2 \)-th aggregation from the children. Similar to the nodes in \( N_2 \), the root starts the aggregation after receiving all the models from its children. After the aggregation on the root is done, the root sends its new model downwards and the new turn is processed as mentioned above.

3.4 Extension of E-Tree to Multiple Layers

We show the E-Tree structure with 3 layers as an example above. However, a network topology graph may contain thousands of nodes which might have long transmission delay with each other. We can further extend E-Tree into more layers in order to fit a larger scale network.

Transmission delay between any two nodes in the same cluster should be relatively short to make sure there is no straggler. In order to achieve this purpose, the number of clusters in layer 1, i.e., \( K_1 \), should be increased, which means the number of nodes in \( N_2 \) is increased. Therefore, we can further divide \( N_2 \) into \( K_2 \) groups, and the center nodes of these groups form layer 3, denoted as \( N_3 \). We define the aggregation frequency of layer 3 as \( a_3 \). Finally, the center node of \( N_3 \) becomes the root of 4-layer E-Tree. The process of model training and aggregation in a 4-layer E-Tree is the same as that in 3-layer E-Tree.

4 E-TREE REFINEMENTS

Next, we discuss concrete issues in the design of E-Tree Learning. First, we present how to optimize the structure of E-Tree learning in terms of nodes clustering. Second, we solve the synchronization problem by controlling the aggregation frequency of each aggregation node. Third, we discuss how to schedule the aggregations onto the physical edge devices. Last, we introduce the issue and our solution arising from the Non-IID data.

4.1 Device Clustering

As shown in Fig. 2, E-Tree learning adopts a tree based hierarchical structure to aggregate the model parameters. We consider the structure optimization of E-Tree learning, i.e., by answering the questions how many aggregation nodes each level of E-Tree learning should have. To optimize the structure, E-Tree learning clusters the edge devices before the 1st level of aggregation. It determines which edge devices should be grouped together for model aggregation. The clustering depends on several factors including data distribution on the edge devices, network topology and resources owned by the edge devices. Existing network clustering algorithms group the devices according to the physical distribution on the edge devices.
physical distance in the network. The devices with low communication cost among each other are grouped together. However, in E-Tree learning, data distribution is another important factor to influence the clustering. Meanwhile, the clustering guarantees load balancing among the clusters. The data set involved in each cluster are balanced in data mount. The resources in computation and energy of the edge devices are also taken into account for load balancing.

4.1.1 The Influence of Data distribution to Device Clustering

The device clustering algorithm should make sure that the transmission delay is relatively short between each node and the center node, such that there is few stragglers. Besides transmission delay, we also study how data distribution of nodes influences node clustering. In reality, the data distribution is often non-IID. For example, each node might only have data of few classes or even only one class. Such non-IID data leads to low accuracy and slow convergence. If each node owns samples of more classes, the accuracy can be improved \[9\]. We want to know how the data distribution affects the node clustering via experimental studies. In our experiments, the data distribution is set to non-IID, where each node only owns samples of 1 or 2 classes.

To further study the influence made by data distribution in E-Tree, we perform several experiments to compare the model accuracy of different number of classes each group of a 3-layer E-Tree owns. In order to omit the influence made by transmission delay, we use a fully connected network topology graph with 100 nodes where transmission delay between any two nodes is the same. The dataset is HAR and the parameters are detailed in Section\[5\]. The experiment results are shown in Fig.\[4\].

As the result shows, when there is only 1 or 2 classes per group, model accuracy and convergence rate are obviously decreased. When there are 3 or more classes per group, model accuracy and convergence rate are about the same and better. Hence, if the node clustering algorithm guarantees there are as many classes per group as possible, the final model accuracy and convergence rate can be improved. This is the main motivation of our proposed clustering algorithm discussed in the following. Next, we introduce our proposed node clustering algorithm named by KMA, and then briefly introduce the baseline clustering algorithms as a comparison to KMA.

4.1.2 Node Clustering Algorithm based on K-Means and Average Accuracy (KMA)

K-Means clustering algorithm takes into account transmission delay while omitting data distribution. As shown before, class distribution among groups also influences the final model accuracy. Therefore, in this section, we design an algorithm based on K-Means that considers both transmission delay and class distribution, namely KMA. For each node, KMA has a common test set to compute the average accuracy of the model that is pre-trained on the local data of each node. If the nodes have similar class distribution, the pre-trained model accuracy of the nodes are also similar. So we can estimate the similarity of the nodes’ class distribution through the pre-trained accuracy. KMA clusters the nodes based on both transmission delay and pre-trained accuracy, and limits the difference between the average pre-trained accuracy of the nodes in a cluster and the average pre-trained accuracy of all nodes in the graph. We define a predefined threshold \(\delta\) to limit the difference. The process is shown in Algorithm 2.

To highlight the difference of pre-trained accuracy
among nodes, $D_{_{tes}}$ is sampled from the original test set and the number of samples of each classes is different in $D_{_{tes}}$. KMA makes the difference between the average pre-trained accuracy of the nodes in a cluster and the average pre-trained accuracy of all nodes in the graph is relatively great. The process is shown in Algorithm 3.

### 4.2 Controlling Aggregation Frequency

For an aggregation node, it aggregates model updates from the children nodes and then sends the result to its parent node. The model updates would not be sent back to the edge devices until the model is aggregated to the root node in E-Tree learning. In this case, the aggregation frequency of all the aggregation nodes are the same, which is named by strong synchronization. The aggregation that finishes at an early time must wait for the other aggregations at the same level. This approach does take into account the heterogeneity of edge devices. Also the workloads in aggregation are possibly different.

E-Tree learning adopts a week synchronization method. It allows different aggregation frequency at various aggregation nodes in order to fully utilize the resources of the heterogeneous edge devices. The aggregation frequency at the aggregation nodes depends on the workloads and the resources. E-Tree learning constrains that the frequency of an aggregation node should be integer times of the frequency of its parent node. The frequency of a parent aggregation node should be a common multiplier of the frequency of all its children nodes. With this constraint, E-Tree learning has a simple heuristic to determine the aggregation frequency.

### Algorithm 3: Ununiform KMA Algorithm

**Input:** the number of clusters $K$, network topology graph $G$, nodes to be clustered $(n_1, n_2, \ldots, n_m)$, $m > K$

**Output:** clustering result $(C_1, C_2, \ldots, C_K)$

1. Sort the nodes based on the classes they own, which means the nodes with the same class are put together;
2. Evenly divide the sorted nodes into $K$ groups, so that each group only owns data of few classes;

### 4.1.3 Benchmark Clustering Algorithm

We introduce two naive clustering algorithms as the benchmarks to compare with our proposed KMA algorithm.

The first benchmark is the K-Means clustering algorithm without considering the data distribution on the nodes. We partition the nodes into $K$ clusters based on the network transmission delay. K-Means can help us to assign the node to the cluster where transmission delay is the shortest between them. Note that in this algorithm, we only consider transmission delay. Algorithm 1 shows the process of K-Means clustering algorithm.

### Algorithm 1: KMA Algorithm

**Input:** the number of clusters $K$, network topology graph $G$, nodes to be clustered $(n_1, n_2, \ldots, n_m)$, $m > K$; test set $D_{_{tes}}$, allowed difference $\delta$; number of pre-training rounds $r$

**Output:** clustering result $(C_1, C_2, \ldots, C_K)$

1. Compute the minimum transmission delay matrix $[d_{i,j}]$ on graph $G$;
2. On each node in the graph, train an initial model on its local data for $r$ rounds;
3. Use $D_{_{tes}}$ to test the pre-trained models of the nodes and compute the average accuracy $acc_j$ of each node $j$;
4. Compute the average pre-trained accuracy of all nodes in the graph $\text{avg}_{\text{pre}} = \frac{1}{n} \sum_{j=1}^{n} \text{acc}_j$;
5. Randomly select $K$ nodes as initial center nodes, and initialize a cluster for each center node;
6. for each node $n_i$ to be clustered do
   1. Sort the current $K$ center nodes according to their distance to $n_i$ in an ascending order;
   2. Take the first half of the sorted center nodes, and denote the corresponding clusters by $C_1, C_2, \ldots, C_{K/2}$;
   3. for each cluster $C_j$, where $1 \leq j \leq K/2$ do
      1. Add $n_i$ to the cluster $C_j$ and compute the average pre-trained accuracy $\text{acc}_{\text{pre}}$ of the nodes in the cluster;
      2. if $|\text{acc}_{\text{pre}} - \text{avg}_{\text{pre}}| < \delta$ then
         1. Assign $n_i$ to the cluster $C_j$ and goes to Line 17;
      3. else
         1. Remove $n_i$ from the cluster $C_j$;
     4. if $n_i$ has not been assigned to a cluster successfully then
        1. Assign $n_i$ to the cluster whose center node has the shortest transmission delay to it;
   5. Update the center node of the clusters using Equation (1);
   6. Repeat line 6-17 until the center node of clusters does not change;
7. return
at each aggregation node. The objective is to minimize the loss function given the limited resources of the edge devices. The decision depends on the data distribution, network dynamics and model characteristics. In weak synchronization, when the root node finishes a global aggregation, the results are transmitted back to the leaf nodes (edge devices). We say an iteration of model aggregation is completed. Then, E-Tree learning begins the next iteration.

In order to deal with the network dynamics, E-Tree learning enables the change of structure in the next iteration of aggregation. Thus, E-Tree learning has a planner to dynamically adjust the structure of the aggregation tree. In future work, we will consider to apply the reinforcement learning augmented with a Graph Neural Network (GNN) to determine the structure online. GNN is used to represent the dynamic characteristic of the underlying edge networks including the features of edge devices and communication links. With these input features, reinforcement learning learns the tree structure.

4.3 Scheduling Model Aggregation

In E-Tree learning, an aggregation node represents an operation to aggregate all the model updates from the children nodes. Typical example of the aggregation function is the averaging function. Given an aggregation node in E-Tree learning and the places of its children nodes, we need to determine the place of the aggregation node and as well build an aggregation tree to transmit the model updates from the children nodes to the aggregation node. This aggregation tree is actually a physical routing tree, which is different with the structure of E-Tree learning shown in Fig.2. To distinguish it from the tree based structure in E-Tree learning, we name it as a routing tree, in which the node represents an aggregation operation done at an edge device, and the arc represents a communication link in the network. We can imagine that every aggregation node of E-Tree learning in Fig.2 has a routing tree to physically connect to its children nodes.

The scheduling problem is to map the logic nodes of the routing tree onto the physical devices, and also determine the execution order of these logic nodes. The objective is to minimize the latency in the aggregation and the communication cost over the network. If we consider a single aggregation node of E-Tree learning, and assume that its children nodes have been allocated to fixed devices, this scheduling problem is not different from existing aggregation problem in sensor networks [21]. However, as E-Tree learning includes multiple levels of aggregation, an aggregation node acts as a root in the routing tree connecting to its children nodes, while it also acts as a leaf node in the routing tree connecting to its parent node. Thus, we could not independently build the routing tree for each aggregation node in E-Tree learning. On the contrary, we need to optimally build a global routing tree for all the aggregation nodes in E-Tree learning. The scheduling problem for the global routing tree is new and more challenging than existing aggregation problem in sensor networks. To schedule the global routing tree onto the physical edge devices, we take into account of the structure of E-Tree learning, the resources of the devices, the resources of the communication links and the data distribution. Due to frequent device and link failures in edge computing network, we adopt redundancy mechanism such as retransmission of model updates and replica of aggregations. Thus, the scheduling can balance a trade-off among the reliability and learning latency.

4.4 Incorporating Non-IID Data

Non-Independently and Identically Distribution (IID) data on the edge devices greatly impact the loss function of the model learning. In order to solve the problem, we allow the overlap of clusters at each level of E-Tree learning. At the 1st level aggregation, an edge device can participate in multiple clusters. The purpose is to allow the clusters to have a common shared data, which has been demonstrated to reduce the loss function in training a model [9]. At the other levels of E-Tree learning, an aggregation node can have multiple parent nodes. Fig.5 shows the refined structure of E-Tree learning for solving the Non-IID data distribution. The larger the overlap among the cluster is, the less loss function the model learning has. Meanwhile, the communication cost would be greater. Thus, E-Tree learning optimizes the overlapping in order to balance a trade-off among the communication cost and loss function.

Considering the 1st level aggregation in E-Tree learning, we name the edge device which has multiple parents as the public node. It is required that a public node should participate in all the aggregation nodes in the upper level. In this way, the data of the public node can be considered as a common shared dataset in the upper level aggregation. The shared dataset can help reduce the loss function. How many and which edge devices should be selected as the public nodes? In term of network resources, the edge devices located at the centroid of network would be selected to minimize the transmission cost. The data amount and distribution also impact the problem decision. We model the public node selection problem and design efficient heuristics to minimize the loss function under the constraints of resources.

Although structure refinement is an effective method to reduce the loss function in model learning from the Non-IID data, we also adopt data redistribution (or shuffling) as an complementary method. This method redistributes some of the data among the edge devices before calculating the model update in each iteration. Due to high communication overhead in data distribution over all the edge devices, we adopt the coding mechanism to reduce the communication
overhead. The basic idea is to package some of the data samples at the sender, and send the package to multiple receivers. The receiver can decode its desired data from the package using the data stored at the receiver. Based on the coding mechanism, E-Tree learning determines which data samples should be packaged together and schedule the package transmission to minimize the communication cost.

5 Evaluations

5.1 Evaluation Setup

We have done simulations to compare the performance of E-Tree learning with federated learning and Gossip learning. In the simulations, we develop E-Tree learning based on an open source benchmark framework which was used for comparing federated learning and Gossip learning. As E-Tree learning is designed for Edge AI, the simulation environment is set up to incorporate the features of edge computing. Details of the experiment setup are as follows.

We generate a network with 100 edge devices and 300 links connecting the devices. The topology is randomly generated. As the links have different bandwidth resources, the latency of transmitting model parameters on the links is different, which yield a uniform distribution with a mean value of 50 ms and a standard variance of 50 ms. We use Human Activity Recognition (HAR) Using Smartphones Dataset from the UCI machine learning repository in our simulation [24]. The dataset contains 10299 samples, where 7352 samples are distributed on the edge devices for training, and 2947 samples are used for testing. The dataset has 6 classes, and each data sample has 561 features. We choose the model of Softmax Regression to classify the human activities.

As we want to evaluate the performance of E-Tree under different data distributions, we respectively generate two data distributions according to the classes/labels of the data samples, i.e., IID and Non-IID. Under IID training data, the data samples with the same class are uniformly distributed onto the edge devices, and thus every edge device has all the 6 classes of data samples. Under Non-IID training data, every edge device has 4 classes of data samples which are randomly selected out of the 6 classes. Table 2 shows the parameters of the simulation setting. The detailed configurations of the three methods are as follows.

- Federated learning. In the simulation, we select the centroid node in the network of edge devices as the master, while the other edge devices are the clients. The master receives model parameters from the clients, and sends them back to all the clients after model aggregation. To achieve fast convergency speed, a certain percentage $C$ of the clients would participate in every round of aggregation. By default, federated learning randomly selects the clients at each round. We set $C = 1$ since we find it is the optimal value in our simulation setting with 100 edge devices after testing various $C$. We use the shortest path routing to transmit the model parameters between the clients and master.

- E-Tree learning. For simplicity, we construct a three layer structure for E-Tree learning. At the bottom layer, we use k-means clustering algorithm to group the edge devices. The devices are divided into 20 groups with each group including 5 edge devices. The clustering algorithm for grouping takes into account the network distance. The centroid device in each group is selected as the aggregation node. The second layer of E-Tree has 20 aggregation nodes, where the centroid node is selected as the aggregation node at the top layer. Shortest path routing is also used to transmit model parameters from edge devices to the upper-layer aggregation node. E-Tree allows the nodes at different layers to have different aggregation frequency. In the simulation, we set the ratio of aggregation frequency between the middle layer and top layer as 5:1. It means the aggregation at the middle layer is 5 times frequent than the aggregation at the top layer.

- Gossip learning. Gossip learning is a fully decentralized model learning framework. In our simulation, we use the same algorithms as stated in the literature [3]. In the previous work, the underlying network topology is a full connective network, in which the neighbors receiving a model update are randomly selected from all the devices. In our simulation setting, we use a more practical network topology. After a local model update, the edge device sends the model to the neighbors who are physically connecting with the device.

We define two performance metrics. For federated learning and E-Tree learning, we measure the classification accuracy of the model in every round of model aggregation, where a round in E-Tree means the root node finishes an aggregation. The accuracy is calculated using the same testing dataset. Gossip learning does not have a consolidated model after a round of learning. Instead every edge device maintains a separate model. So we measure the average model accuracy of all the edge devices. We concern on the convergency of the methods. We want to compare the final and converged accuracy of the methods. This is defined as accuracy of the method. As well we are interested to know the convergence time, i.e., how much time it takes for the method to converge to a stable accuracy.

5.2 Overall Performance Results

Figs. 6a and 6c respectively show the convergence curve of the three methods under IID and Non-IID data. The model accuracy obviously increases as more rounds of aggregation are done. The three methods are able to converge to a stable accuracy. It is shown that E-Tree learning converges to a higher model accuracy than the other two methods. It also takes less number of rounds to converge to a satisfactory

| Parameters | Values |
|-----------|--------|
| The number of edge devices | 100 |
| Number of links among the edge devices | 300 |
| Transmission delay of links with mean and standard variance | 80 ms, 50 ms |
| Size of training dataset | 7352 |
| Size of testing dataset | 2947 |
| No. of classes | 6 |
| No. of features | 561 |
| No. of data samples per edge device | 73 |
| Learning model | Softmax Regression |
| Learning rate | 0.02 |
| Percentage of client selection $C$ | 1 |
| Simulation time | $30 \times 1000$ ms |
accuracy. We can observe that compared with case under IID data, E-Tree learning have a greater performance gain over the other methods under NonIID data. This is because E-Tree adopts a localized and grouped based aggregations considering the data properties of each device, which is able to avoid converging to a biased model.

As E-Tree learning does model aggregation at two layers, it takes more time in a round of aggregation than Federated learning. By considering the difference in round duration, Fig 6a6d shows the convergence speed of the methods in terms of time. We can see that under IID data, E-Tree has the same convergence speed with Federated learning, but under NonIID E-Tree has a faster speed than Federated learning to converge to a good accuracy. This is because E-Tree groups the edge devices and thus reduces the network transmissions via localized aggregations within the groups.

Table 3 compare the converged accuracy for the methods after sufficient training time. Under IID dataset, E-Tree has slightly higher accuracy than FL and gossip learning. However, under NonIID dataset, E-Tree has better accuracy than Federated learning and Gossip learning. This is because E-Tree adopts a grouped based localized learning mechanism. Under NonIID, the loss of a learned model highly depends on the divergency in data distribution of the participants. In E-Tree, the divergency would be low in a group, thus the in-group model aggregation and learning would be better than Federated learning which can be considered as only one large group of devices.

To validate the generality of the simulation setting, we measure the accuracy of two simple baseline methods. First, we want to know whether the environment setting indeed needs jointly model aggregation among the devices. We measure the model accuracy when each device individually learns the model by itself. As shown in Table 3 under both data distributions, the three distributed learning frameworks improves the accuracy greatly. Especially under the NonIID data, the improvement is more significant. Second, we want to know what if E-Tree learning only contains grouped aggregation at the middle layer, and the global aggregation at the top layer is deleted. We name this baseline as Grouped Aggregation. By comparing Grouped Aggregation and E-Tree, we can see that the global aggregation is necessary to improve the performance.

### 5.3 Evaluation of Device Clustering Algorithms

We evaluate the performance of E-Tree by comparing various device clustering algorithms which are presented in Section 4.1. KMA is the proposed device clustering algo-

| Methods            | IID  | NonIID |
|--------------------|------|--------|
| Gossip Learning    | 91.7%| 79.4%  |
| Federated Learning | 94.7%| 91.7%  |
| E-Tree Learning    | 95.0%| 94.1%  |
| Individual Training| 81.9%| 45.7%  |
| Grouped Aggregation| 90.1%| 72.6%  |
TABLE 4
Three experimental configurations

| Config | N  | l  | $K_i$ | Dataset     |
|--------|----|----|-------|-------------|
| $G_1$  | 100| 3  | $K_1 = 8$ | HAR         |
| $G_2$  | 1000| 4  | $K_1 = 20, K_2 = 5$ | Pendigits   |
| $G_3$  | 100| 3  | $K_1 = 5, 8$ | HAR         |

The algorithm adopted in E-Tree. We compare it with two benchmark algorithms, i.e., K-Means and Uniform KMA. K-Means clusters the edge devices according to the network distance (measured by transmission delay) of the devices. It does not consider the distribution of data samples on the devices. Uniform KMA has an opposite idea to cluster the devices depending on the data distribution. It groups the devices such that the data distribution of the groups are quite different from each other.

We have done the evaluation under various E-Tree configurations for different physical networks. Table 4 shows the configurations. For example, in the first configuration $G_1$, the physical network has 100 edge devices. We build a 3-layer E-Tree structure on the network. The number of clusters at the bottom layer is $K_1 = 8$. The dataset used in this configuration is the Human Activity Recognition (HAR). In the configuration $G_2$, the physical network scales to 1000. The E-Tree structure built on it has 4 layers, and the dataset used is Pendigits which is also from UCI machine learning repository [24]. The data distribution is non-IID in all the experimental configurations. Specifically, we sort the data samples by class labels, and evenly assign the sorted data to nodes, such that each edge device receives data from few class labels. $D_{te}$ in KMA contains 1000 samples selected from the original test set. The number of samples of each class is different in $D_{te}$.

For each experiment, we first compare the accuracy of KMA algorithm by having different values of $\delta$. We observe that the proper range of $\delta$ is 0.01 to 0.1. If the values are out of this range, KMA has the same clustering result as K-Means. Hence, we compare the accuracy of KMA with a $\delta$ of 0.01, 0.03, 0.05, 0.07 and 0.09. We denote KMA with $\delta$ value of 0.01 as KMA001. Then, we select two optimal $\delta$ values for each experiment, and compare the accuracy of KMA with the two benchmark algorithms.

Fig. 7 and 8 shows the model accuracy of the device clustering algorithms under two network configurations. From the results, we can observe that the optimal $\delta$ varies in different conditions. Besides, KMA with optimal $\delta$ always outperforms uniform KMA in accuracy, but the difference of accuracy between KMA and K-Means is infinitesimal in most cases. The reason is that the data samples on the devices within a small neighboring range happens to be quite diverse such that a cluster generated by grouping nearby devices together contain a relatively large number of class labels. This result is the same with the purpose of our proposed KMA.

We further generate an experiment configuration $G_3$ to compare the performance under more general cases where the diversity of data distribution on the devices increase with the network distance. It means the device has similar data distribution with its 1-hop neighboring devices, but has a quite different distribution from the device far away in the network. To simulate the physical network topology in $G_3$, for each class of the dataset, we randomly select a center device that owns samples of this class, and connect it to the other devices which own the same class, and set the transmission delay to a value with a mean of 50 and a variance of 10. We use HAR dataset and a 3-layer E-Tree to perform the experiments under $G_3$. The experiment results are shown in Fig. 9. As shown in the results, although the accuracy decreases in both algorithms, KMA with optimal $\delta$ obviously outperforms K-Means in accuracy.

6 Discussions
E-Tree learning is a novel decentralized model learning framework with a tree based hierarchical structure for model aggregation. It is a more general framework than federated learning. From the evaluation results, we show that E-Tree outperforms federated learning in terms of model accuracy and convergency time in a flat network where no centralized cloud/server exists. E-Tree learning has three super-parameters that greatly affect the performance, i.e., the grouping of devices, the number of layers and the aggregation frequency of the aggregation nodes. In this paper, we have developed a new device grouping algorithm named by KMA, and compared the performance of KMA with other benchmark algorithms. In our future study, we will improve the performance of E-Tree by further optimizing the number of layers and the aggregation frequency.

Federated learning can be considered as a special structure of E-Tree. It contains two layers with the edge devices at the bottom layer and the sole aggregation node at the top layer. People may argue that E-Tree is simply a federated learning with applying a tree based data aggregation, where data is the model parameters. This is not true. E-Tree does not simply aggregate the model updates from the devices to the root node using a data aggregation tree. E-Tree allows that the aggregation frequency of each node can be different. By properly selecting the aggregation frequency, E-Tree incorporates the ‘important and unique’ data owned by some devices more frequently than the other data for model learning, and also fully utilizes the resources of the devices and network. Optimizing the aggregation frequency is extremely necessary under a Non-IID data distribution, because in this case the edge devices contribute unequally to the model convergence. If all the nodes of E-Tree have the same aggregation frequency, E-Tree will be a federated learning simply with a data aggregation tree.

7 Related Works
Edge AI exploits edge computing infrastructures and technologies to improve the performance of AI model training and inference. There exist early surveys on this research field [4] [5]. Representative works on this field can be classified into two categories: model training and model inference. Model training uses the edge resources to efficiently train a model. Model inference focuses on enhancing the inference performance of a model by using edge computing, while the model training is still in the cloud. The closely related research to this article pertains to the model training.
Fig. 7. Results of a 3-layer E-Tree with $G_1$ and HAR.

Fig. 8. Results of a 4-layer E-Tree with $G_2$ and Pendigits, $K_1 = 20$, $K_2 = 5$

Fig. 9. Results of a 3-layer E-Tree with $G_3$ and HAR.
Federate learning is a popular training model widely applied for Edge AI. Similar to the approach of parameter server in Distributed Machine Learning (DML), federate learning has a centralized model aggregation architecture where the workers/clients at the edge devices train their own models based on the local data, and a global master on the cloud aggregates the parameters from the clients. Different and more challenging than DML, federate learning has a larger number of workers involved into the training, while each client has only a small data set relative to the whole data set. Besides, when applying federate learning into edge computing environment, more issues need to be solved such as the unbalanced and non-IID data on the clients, resources constraints of edge devices and the networks, synchronization among the clients and so on. Zhao et al. solved the problem of non-IID data by injecting a small set of shared data to the clients for model learning. The work analyzed the trade-off between the size of the dataset injected and the performance of the learning results. Lin et al. proposed a method of deep gradient compression to reduce the required communication bandwidth in distributed model training. The idea is to compress the model update transmitted from the clients to the master.

To reduce the synchronization time among clients in federated learning, Nishio et al. studied the client selection problem with heterogeneous resources at the edge devices. Rather than randomly choosing the clients, this work proposed a method to select clients according to the computing capability and data size. The aggregation frequency was also optimized to reduce the synchronization time among clients in each aggregation. Wang et al. proposed a control algorithm that determines the best trade-off between local update and global parameter aggregation to minimize the loss function under a given resource budget. Lin et al. studied the multi-task learning problem in the framework federated learning.

Although federate learning solves the data privacy issue by aggregating model parameters via a centralized master, it faces performance bottleneck and scalability problem when applied in Edge AI due to the resources constraints and unstable communications. Gossip learning explored a decentralized architecture of model aggregation by removing the central aggregation master. Hardy et al. used the same gossip protocol to train a GAN model in a distributed manner. Gossip learning is a fully distributed aggregation framework with randomly updating the model parameters among the edge devices. The random aggregation does not consider the data distribution on the edge devices, so the performance in terms of the accuracy and convergence speed is not satisfactory.

In order to solve resource limitation of edge devices, some researchers investigated how to use the knowledge transfer techniques to transfer information from a large network (termed teacher) to a small one (termed student) in order to improve the performance of learning on the edge. Sharma et al. studied the performance in knowledge transfer and analyzed the effectiveness by some preliminary experiments. This techniques so far is a still unexplored direction for improving the model learning performance in Edge AI.

In the perspective of model inference, related works targets on various performance metrics such as inference latency, accuracy, energy consumption, communication overhead and privacy. The main techniques used for model inference include model compression and model partition. Han et al. proposed a method with weight pruning and data quantization to reduce the model complexity and resource requirement in order to enable the local inference on edge devices. The method combines difference compression techniques on demand and achieves good compression results. Kang et al. designed an architecture that supports a partitioned execution of model inference between the edge and cloud. This work selected the optimal partition point at a multi-layer neural network via up front performance prediction of each layer. Li et al. set many exist points and allow the model inference terminated earlier at the exist point in order to reduce the latency. They proposed a method to select the best partition point and exit point of a DNN model. Drolia et al. proposed to cache and reuse the inference results with the aim of reducing the inference latency. In order to balance the accuracy, latency and energy, Taylor et al. trained a set of models for a task with various model size, and selected the model adaptively for inference.

8 Conclusion
In this article we explore the distributed machine learning frameworks for Edge AI. We propose E-Tree learning, which is a novel learning framework with decentralized model aggregations in edge computing networks. E-Tree leverages a tree structure to perform a localized and level by level model aggregation from the edge devices. We present the general model and individual changing issues including the device clustering, aggregation frequency controlling, scheduling and so on. We compare the performance of E-Tree with federated learning and Gossip learning using an Open Source benchmark simulator. Although some superparameters of E-Tree are not tuned to the optimum, E-Tree still outperforms the federated learning by 2.4% in accuracy and Gossip learning by 14.7% under a NonIID data distribution. Results shows that E-Tree has faster convergency speed than the two benchmark frameworks as well. We also evaluated the proposed KMA device clustering algorithm. The results show that the KMA algorithm can significantly improve the model accuracy of E-Tree by clustering the devices based data distribution as well as the network distance.
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