Calendar Ageing Model for Li-Ion Batteries Using Transfer Learning Methods
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Abstract: Getting accurate lifetime predictions for a particular cell chemistry remains a challenging process, largely dependent on time and cost-intensive experimental battery testing. This paper proposes a transfer learning (TL) method to develop LIB ageing models, which allow for the leveraging of experimental laboratory testing data previously obtained for a different cell technology. The TL method is implemented through Neural Networks models, using LiNiMnCoO$_2$/C laboratory ageing data as a baseline model. The obtained TL model achieves an 1.01% overall error for a broad range of operating conditions, using for retraining only two experimental ageing tests of LiFePO$_4$/C cells.
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1. Introduction

Lithium-ion batteries (LiB) have become one of the main energy storage solutions due to their high power and energy density and their long cycle life. These characteristics, along with the stable cycling performance, make them a suitable technology for both mobile and stationary applications [1,2].

As any other battery technology, LiBs suffer degradation. Due to this degradation, the cells lose their initial energy and power capability progressively [3,4]. Since the cost of batteries typically represents a significant part of the upfront costs on many applications, it is imperative to determine the remaining battery life to ensure system profitability [5,6]. For this purpose, degradation models are developed in order to predict the degradation that the battery will suffer depending on the conditions in which it is being used.

In the literature, several ageing models have been proposed using different approaches [7]. One problem with these methods is that they need a large amount of data to be trained [8]. This typically implies carrying out extensive experimental tests in the laboratory, which is time- and cost-intensive. Furthermore, every time a model must be developed for a new cell technology, such laboratory tests must be performed again from scratch [9].

The main contribution of this article is to minimise both the time and money involved in carrying out all these tests. To this end, it is proposed to use a Transfer Learning (TL) technique based on Neural Networks (NN); the initial weights of a NN model are trained with the ageing data available for one cathode chemistry, to then be refined with a reduced number of data corresponding to any new cathode chemistry [10]. This allows us to conserve and transfer the patterns learned for the first chemistry into the predictive models used for any new chemistry. Through this technique, the amount of laboratory experiments required to train an accurate calendar ageing NN model could be effectively reduced. In this paper, the TL method was illustrated using two different Li-ion battery ageing datasets, corresponding to LiNiMnCoO$_2$ (NMC) and LiFePO$_4$ (LFP) cells.
In Li-ion batteries the relationship between usage conditions and battery degradation is strongly non-linear [11,12]. To cope with this problem, a deep neural network was used, as this type of network is suitable to perform battery degradation modelling, since a sufficiently large network can fit any nonlinearities [13].

Li-ion battery degradation is typically observed as a loss of capacity and an increase in resistance [12]. This study is only focused on the loss of capacity, and similar approaches for internal resistance increase prediction will also be carried out in the near future. Furthermore, in the literature, degradation is divided between cycling and calendar degradation, and in this paper the latter will be discussed [14,15]. In terms of calendar degradation, the most influential factors are the state of charge (SOC) and the temperature at which the battery is located, as they have an influence on the growth of the SEI [16]. The application of TL techniques for cycle life battery lifetime prediction is already being carried out by the authors and will be published elsewhere once more conclusive results are obtained.

The rest of this paper is organised in as follows. Section 2 describes the experimental data used. In Section 3 the main characteristics of the NN model developed and how transfer learning was used are introduced. Section 4 describes the obtained results, and Section 5 shows the main conclusions drawn from this work.

2. Dataset

Two databases corresponding to two different LIB technologies were used to implement the TL method. On the one hand, data obtained from LiNiMnCoO$_2$ cells from the manufacturer Leclanché, where an extensive dataset was available, were used. On the other hand, data from LiFePO$_4$ cells from the manufacturer A123 were used, where a smaller dataset was available.

2.1. NMC Cells Ageing Data

Table 1 shows the ageing test matrix corresponding to the NMC cells, which consists of 30 cells tested at 10 different conditions (distributed on three different temperatures and six different SOC). Those cells were tested in temperature-controlled climatic chambers. Periodical characterisation tests were carried out at 25 $^\circ$C to evaluate the capacity fall.

| T (°C) | SOC 100% | 80% | 65% | 50% | 35% | 20% |
|------|--------|----|----|----|----|----|
| 25 | ● | ● | ● | ● | ● | ● |
| 35 | ● | ● | ● | ● | ● | ● |
| 45 | ● | ● | ● | ● | ● | ● |

The characterisation test started 30 min after the cell’s surface temperature reached 25 $^\circ$C. Then, the test started with a constant-current/constant-voltage (CC/CV) charging procedure, where a constant current of C/3 was applied until 4.15 V was reached. Then, the CV phase was held until a C/20 current was reached. After 30 min of relaxation period, a constant discharge current at C/3 was performed until a terminal voltage of 3 V was measured. The procedure was repeated three times, and the capacity value of the last repetition was considered as the actual cell capacity.

The capacity data obtained from these degradation tests were published in [15]: the overall trends follow a first capacity gain, then a regular decrease and in some cases a sudden capacity drop at the end. As justified in [15], the initial gain and the sudden capacity drop are disregarded for the particular modelling purposes targeted in this study, and, therefore, data were processed before training the models. Figure 1 shows the processed capacity curves.
2.2. LFP Cell Ageing Data

As previously mentioned, the second dataset corresponds to the LFP cell technology. Table 2 displays the ageing test matrix for those cells. In this case, data from seven different cells stored at seven different conditions were available (distributed between four different temperatures and four different SOC).

Table 2. Ageing test matrix for LFP/graphite cells.

| T\SOC | 90%  | 70%  | 60%  | 30%  |
|-------|------|------|------|------|
| 30 °C | CELL01 |      |      |      |
| 40 °C | CELL04 | CELL03 |      |      |
| 50 °C | CELL06 | CELL05 |      | CELL02 |
| 60 °C |      |      |      | CELL07 |

The colour of the cells in Table 2 indicates whether the cells have been used for training or for validation, as further explained in Section 4.2.

Cell characterisation tests were periodically carried out. The process for performing such tests was similar to NMC cell characterisation. Three charge–discharge cycles have been carried out, where the charge process has been a CC-CV and the discharge process at 1C between \( V_{\text{min}} \) and \( V_{\text{max}} \), to assess both reversible and irreversible capacity losses and check the repeatability of the results [17].

Figure 2 shows the degradation of the LFP cells. In this case, no capacity gain was observable in the beginning of life. The curves obtained show a squared-root-of-time shape, as widely reported in the literature [18].
LFP normalised capacity after the data processing stage. Tests at (a) 30 °C, (b) 40 °C, (c) 50 °C and (d) 60 °C.

3. Modelling and Transfer Learning

3.1. NN Model for Calendar Ageing

Figure 3 represents the designed feedforward NN calendar ageing model. The model involves three hidden layers with three neurons in each layer. It consists of four inputs, namely, $\Delta t$, the timestep between two characterisation tests (in days); $T_s$, the storage temperature (°C) during timestep $\Delta t$; $SOC_t$, cell SOC (%) during timestep $\Delta t$ and $Q_{t-1}$, cell SOH (%) estimated in the previous timestep. The output is the lost capacity $\Delta Q_t$.

The size of the neural network has been chosen with the aim of minimising the prediction error in both training and validation data. If a large network is selected, a high accuracy could be obtained in the training data. Nevertheless, the model could also overfit the training data, resulting in poor predictions for the validation data. On the other hand, if the network is too small, it will not be able to correctly learn the latent function. After trying several NN model structures, a $3 \times 3$ network was selected as a good trade-off to achieve at the same time a suitable fitting and generalisation capability.
3.2. Transfer Learning Method

This section describes the method used to implement transfer learning and illustrate its effectiveness. First, a baseline calendar ageing NN model was developed for NMC technology. Such model was trained only with NMC cells’ data (training data indicated in blue and validation data in purple in the Table 1).

Then, such baseline NN model was used to apply TL and derive a calendar ageing model for LFP cells. Accordingly, the weights of the baseline NN model were subjected to a second training step, using only two cells from the LFP ageing data (training data indicated in blue in Table 2). During this second training step, the internal weights of the initial NN are adapted to the new technology, while considering the input–output patterns learned from NMC/graphite technology in the first training.

For performance comparison purposes, two other NNs were trained using only the LFP cells’ data. The first NN was trained only with the cells marked in blue in Table 2 (hereby called LFP2). The second NN was trained using the cells marked in blue and in black in Table 2 (hereby called LFP5). The purpose of this training was to compare the performances of the TL-based LFP model with respect to more conventionally trained NN models using a limited amount of LFP data.

4. Results and Discussion

This section presents, successively, the prediction results achieved with: (1) the NN models trained with only NMC data, (2) LFP data (LFP2 and LFP5), and (3) applying the TL method

4.1. NMC Model

The NMC model was trained with the data represented in the first two subplot columns in Figure 4 (blue dots in Table 1). As can be seen, the NN fitted correctly the training data and achieved accurate results in the validation data (purple points in Table 1), shown in the right column of Figure 4.

![Figure 4. NMC laboratory data and model prediction.](image)
The average prediction Mean Absolute Error (MAE) was 0.14% and 0.20% for the training and validation cells, respectively. The model performed accurately in both extrapolation and interpolation and correctly follows the experimental degradation trend.

4.2. LFP Model

As mentioned beforehand, two different LFP ageing models were also developed, using only LFP cells training data. The purpose of creating these LFP models was to have reference performance values to later evaluate the results obtained from the TL model.

The LFP2 model was trained with the data of two LFP cells (indicated in blue in Table 2), and the LFP5 model was trained with the data obtained from five LFP cells (those indicated either in black or blue in Table 2). The errors achieved from both models are indicated in Table 3.

Table 3. Average prediction errors achieved for training and validation cells, and number of cells used for training, for LFP2, LFP5 and TL ageing models.

| Model | NMC Training | LFP Training | NMC Validation | LFP Validation | NMC All | LFP All |
|-------|--------------|--------------|----------------|----------------|---------|---------|
| LFP2  | 0            | 2            | 0.20%          | 3.15%          | 2.31%   |
| LFP5  | 0            | 5            | 0.98%          | 1.67%          | 1.18%   |
| TL    | 18           | 2            | 0.45%          | 1.24%          | 1.01%   |

The LFP2 ageing model shows, as indicated in Table 3, a low error in training cells but a high error in validation cells. This is because the two-cell data are insufficient for it to learn the relationships between input and output data. Moreover, they are not able to follow the degradation trend of the validation cells.

On the other hand, the error obtained with the LFP5 ageing model was 0.98% and 1.67% for the training and validation cells, respectively. Even though the error was higher than in the case of NMC cells, it can be seen, in Figure 5 that the neural network was able to correctly follow the degradation in both the training and validation cells.

Figure 5. LFP laboratory data and LFP5 model prediction.
4.3. TL Model

Finally, the TL model was developed. As mentioned in Section 3, this model took the NMC model as a baseline, and the neural network was retrained with 2 LFP data (data in blue in Table 2) to obtain a LFP model. These two cells were selected because their storage conditions are complementary to those used to train the NMC model.

Figure 6 shows the MAE of the prediction achieved with the different models for each LFP cell. The red curve represents the error of the LFP2 model: it could be observed that the error is small for the training cells (i.e., CELL03 and CELL05), but significantly larger in the validation cells, with an average MAE (with the average MAE calculated as the mean value of all the MAE calculations performed for a single model for each of the cells considered) of 2.31%. The blue curve indicates the error of the LFP5 model: since the model has more cells to train, and therefore more conditions to learn from, the influence of calendar conditions on capacity loss was predicted accurately, and the average MAE of the model was reduced to 1.18%. Finally, the yellow curve depicts the performances of the model to which TL was applied. It can be observed that it achieves a similar performance to the LFP5, but still requiring a significantly reduced retraining with only two cells, and still improving the average MAE of the model to 1.01%.

As depicted in Figure 6 and Table 3, the model retrained by TL achieves more accurate predictions than the network trained with five LFP cells, on most storage conditions, and especially at the considered validation conditions. The results obtained suggest an enhanced generalisation capability of the TL model, while still reducing significantly the amount of LFP ageing data required. Subsequently, once a baseline calendar life model is available, the expected development costs of such TL-based model can be significantly reduced.

Figure 7 shows the degradation curves obtained in the laboratory and the prediction obtained by the TL model.
5. Conclusions and Future Works

In this paper, NN models were used to develop calendar ageing models for Li-ion batteries. Based on experimental ageing data available for NMC-cathode cells, an accurate prediction model was derived through transfer learning for LFP-cathode cells, using a reduced number of experimental data for this chemistry.

It was concluded that the implementation of TL methods for the development of LIB ageing models has significant benefits. In fact, it allows for the leveraging of the experimental labours carried out for NMC cells, for the development of LFP ageing models. This reduces the need for repeating exhaustive experiments for LFP cells, achieving a similar performance (even with an enhanced generalisation capability) to other ageing models involving a greater number of experimental conditions.

Nevertheless, it is noteworthy that the developed model only takes into account the degradation mechanisms in the storage operation. This model can be extended, and an algorithm capable of modelling cycling ageing can be developed. Moreover, the ageing data used for the training and validation of the models were obtained under static conditions. Therefore, such models should also be validated under dynamic and realistic operating conditions.

Finally, additional research could be necessary to identify the limits of the transfer learning methods, particularly among battery chemistries which could imply relatively different ageing mechanisms and different sensitivities to operating conditions. Further studies in this field are ongoing and will be disseminated on upcoming publications.
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