Implementation of Real-Time Edge Detection Using Canny and Sobel Algorithms
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Abstract. The process of performing tasks related to image processing requires the use of potential techniques such as edge detection. The technique can be used to accomplish tasks related to video and image manipulation. The process of edge detection is very virtual as it acts as the first phase of image analysis and understanding. In this paper, the edges of real-time images were detected for easy extraction of meaningful information from images. A prototype was implemented on OpenCV which is an in-built function cv2. () using python. Canny and Sobel edge detection algorithms are chosen to be used in this paper for comparison purposes to find out which method is better at edge detection. After using both algorithms to detect edges of real-time images, the result showed that the Canny algorithm produced thick edges compared to the Sobel algorithm. The canny algorithm follows the criteria of; Good detection, Good localization, and Minimal response, to output good edge detection results More so, canny uses a double threshold for edge revelation and applies the Gaussian filter which removes of any noise from an image, unlike Sobel which is not resistant to noise. The developed prototype for this study can detect edges of real-time objects without the intervention of any sensor input.
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1. Introduction

The advancement of new technologies for image processing and computer vision today gives long term solutions in different fields of life such as medical [1], [2] security [3], agriculture [4], and photo/video production [5]. The process aimed to capture very useful properties of objects and images is called Edge detection. This process is helpful in a way that eases image processing and allows the computer vision industry to capture image processes.

In edge detection, the variation in the grey level image must be increased, and the main variations used in edge detection are step edges, local extrema, and 2D features. During this process, the input is a grayscale image and the output is a binary image that displays both non-edged and edged pixels [6]. Edge detection aims at orienting these variations by identifying the real and physical phenomena that produce them. However, the edge detection process requires efficiency and reliability to ensure the possibilities plus the validity of accomplishing and guiding the edge detection process [7].

Due to advancements in computer vision Technology, several methods for edge detection have been developed. However, these two methods are categorized into two main groups ie; the Search-based (First order based) and the Zero-crossing (second-order based) categories. This paper uses both Canny and Sobel algorithms for real objects and image edge detection. The Canny algorithm, which bases itself on
the Gaussian filter to formulate the optimal edge detector is grouped in the Second-order category of edge detection techniques, while Sobel algorithm is found in the First order-based category of edge detection techniques [8]. After formulating these algorithms, many researchers have contributed a lot to algorithms’ innovation.

Real-time is an important subject that is employed in a wide range of applications of real-life activities today. Therefore, this is the main reason that motivated the authors of this paper to capture the edges to a real-time. For example; It can be employed in carrying out activities of authentication systems, video surveillance systems, and traffic surveillance systems. In addition to that, Real-time image processing can be employed to perform tasks of face recognition and iris recognition while carrying out activities such as in the medical field [9], [10]. To produce the edges of real-time objects and images we used OpenCV which is built-in python function.

2. Understanding Theory

Real-time edge detection usually aims at producing the edges of images and objects without pre-given information. To carry out successful edge detection in this study using the two chosen algorithms, i.e, canny and Sobel, the authors successfully went through the steps that each algorithm uses for real-time edge detection activity. In the next section, the categories of edge detection, edge detection techniques, and the procedure of edge detection, are discussed.

2.1. Categories of Edge detection

Image processing consists of several edge detection methods. All these are classified into two major groups namely; search-based and zero-crossing based methods, and these are also known as the “First-order based”, and “second-order” methods respectively. The Search-based methods (first-order based) detect edges through computing the degree edge strength i.e, (gradient magnitude). Next, this method then uses a calculated approximation of the local orientation of the edge (gradient direction) to find the maximum local direction of the gradient magnitude.

However, the zero-crossing based (second-order) edge detection methods search for zero crossings through a second-order derivative expression, computed straight from an image to find edges. This action is always known as the “zero-crossings of a non-linear differential expression” and sometimes called the zero-crossings of the Laplacian. Image processing involves the achievement of the use of the magnitude of the gradient first-order derivatives. The main reason why several filter types calculate gradient estimates in the x- and y- directions is that several edge detection techniques depend on the calculation of image gradients.

Eg: For a function \( f(x, y) \), as the dimensional column vector, the differential of ‘f’ at coordinates \((x, y)\) is denoted by:

\[
\nabla f = G[f(x, y)] = \begin{bmatrix} Gx \\ Gy \end{bmatrix} = \begin{bmatrix} \frac{df}{dx} \\ \frac{df}{dy} \end{bmatrix}
\]

(1)

Where \( \nabla f \) indicates the gradient of vectors, then \((x, y)\) points follow the highest change rate, which is normally the gradient direction. Vector’s magnitude of; \( |\nabla f| \) is defined as \( M(x, y) \):

\[
M(x, y) = \text{magnitude}(\nabla f) = |G| = \sqrt{Gx^2 + Gy^2}
\]

(2)

\[
\text{LoG}(x,y) = -\frac{1}{\pi \sigma^4} \left[ 1 - \frac{x^2 + y^2}{2 \sigma^2} \right] e^{-\frac{x^2 + y^2}{2 \sigma^2}}
\]

(3)

However, to approximate this quantity, the square root operation is used. Basing on the concept of gradient operator of edge detection, there is always a rapid change in the image gray value. Therefore, the method which bases on the derivation of the gradient operator is always used.
The expression below is used to calculate derivatives of Gx and Gy of an image in the x and y directions:

\[ G = \sqrt{Gx^2 + Gy^2} \]  

(3)

2.2. The common Techniques of edge detection

This section of the study discusses the various edge detection operators (algorithms) employed in the computer vision today to fulfill the purpose of edge detection.

2.2.1. The Canny operator.

The Canny edge detection technique is the optimum edge detector, commonly used for the edge detection activity, and was developed in 1986. The canny algorithm has been used to improve the edge detection activity compared to the techniques that were employed before its introduction [11]. This operator uses a 3x3 kernel pair, as shown in figure 1.

![Figure 1. The kernels of Canny operator](image)

2.2.2. The Prewitt operator.

Prewitt operator is an edge detection algorithm that was introduced by Prewitt in the year 1970. The Prewitt operator is almost alike Sobel operator its properties. When compared to other operators in performance, the Prewitt operator performs better than Roberts algorithm. This operator uses two kernels of size 3x3 as shown in figure 2.

![Figure 2. The kernels of Prewitt](image)

2.2.3. The Sobel operator.

Sobel operator is an edge detection technique founded by Sobel in the year 1970 and gives more emphasis to the image pixels that are nearer to the mask centre [9]. The Sobel algorithm detects edges at the points whose gradient is maximum and follows a criterion for determining the pixel image edge pixels [12]. This edge detection method applies 2 kernels of 3 x 3 size to detect edges of images. To implement this algorithm, one has to carry out the filtering process of an image using the left kernel [13]. This operator employs maximum points for its edge detection, thus making it a gradient-based operator. Figure 3 displays the kernels of the Sobel edge detection Algorithm.

![Figure 3. The kernels of Sobel edge detection Algorithm](image)
2.2.4. Roberts operator.
This operator was introduced in 1963, by Roberts. Roberts edge detection algorithm detects edges with a simple and fast 2-D gradient. This edge detector also requires high-frequency positions that usually matches with the edges. Roberts operator has an easy and fast structure that uses 2 kernels of size 2x2 to perform its function of edge detection. Figure 4 displays the kernels used by the Roberts edge detection technique.

![Figure 4. The kernels of Roberts](image)

Apart from the above three methods, other algorithms can be used for edge detection. Figure 5 illustrates various algorithms that are used for edge detection, categorized into two main groups. The first order-based methods and second-order methods.

![Figure 5. Categories of edge detection operators](image)

2.3. The Edge Detection procedure
One of the most commonly used procedures in digital image processing is Edge detection [14]. The process edge detection requires one to carry out three main steps for successful edge detection. The steps involved in this process are Filtering, Enhancement, and finally, Detection [15].

(1). Filtering: The first step of edge detection is filtering. The differences in the intensity values usually make images to become corrupted by unwanted noise, filtering is therefore meant to reduce noise in edge detection. The common types of noises include salt and pepper, as well as impulse Gaussian. Usually, the variability of white and black intensity values is contained in the Salt and pepper kind of noise. However, an increase in filtering leads to the loss of strength in produced edges.

(2). Enhancement: The second step toward edge detection is enhancement. Enhancement deals with understanding variations in the strength of the closest points, as this facilitates the successful detection of edges. Computing the gradient magnitude in enhancement helps to emphasize pixels in occurrences of significant changes in the local intensity values.

(3). Detection: It is the final step of the edge detection process. All points in images usually have non-zero gradient values. However, not all the points that exist in an image are detected as edges. A method must be applied to understand real points that must be considered, in other words, to differentiate
which points are to be used and which points are not supposed to be used. It is therefore in this last part that thresholding is applied to provide the edge detection criteria. The criteria for edge detection are illustrated in figure 6.

![Image of edge detection criteria]

Figure 6. The edge detection criteria

3. Methodology
This study uses both Canny and Sobel algorithms, one at a time, to output experimental results; to detect the edge of real-time objects/images. The algorithms were chosen for comparison. This study aims to compare the two algorithms’ nature of edge detection, majorly by analyzing the results obtained from employing both algorithms to understand which algorithm performs better than the other in the edge detection activity.

To capture the input, the study used the OpenCV library. OpenCV is an Open source Computer Vision library that supports several algorithms associated with Computer Vision and Machine Learning. The library works well with operating systems like Android, Windows, OS X, and Linux. The library supports a variety of programming languages such as Python, C++, and Java. This study uses OpenCV-Python to capture input data of real-time images and objects.

3.1. Edge detection using the Canny operator
The Canny method is the most frequent algorithm in the computer vision community to detect edges because of its good working ability. Previous studies show that the canny algorithm detects edges appropriately without moving features within the edges [16], as it employs a non-maxima suppression protocol to make the width of the edge equivalent to 1 pixel [17].

In canny operation processes, obtaining a smooth image edge \( k^\Lambda (s, t) \), is attained through convolving the image \( k(s) \) using the Gaussian function below:

\[
k^{s,t} = k(s, t) * (s, t, 6)
\]  

(4)

Three basic criteria of Canny. The Canny algorithm is ruled by three main criteria to produce the best edge detection results [18]. They are; (1) Good detection; where, the detector must choose several edges from the initial image. (2) Good localization; where, the marked edges must be so close to the edges in the real image, and lastly, (3) Minimal response; For any given edge of an image, it must be marked once. Also, noise must not lead to the production of unreal edges in the output.

Steps followed to implement the Canny edge detector. The Canny edge detector uses a few steps for its implementation. These steps are; (1) Using suitable Gaussian filter to Smoothen the image and remove unwanted image details, (2) Determining the and gradient direction as well as the gradient magnitude of pixels, (3) Marking each pixel as an edge or as the only if the pixel’s gradient magnitude is greater than the gradient of its two neighbors in the gradient direction, (4) Using hysteresis to remove weak edges, and lastly (5) Carrying out thresholding to output detected edges.

3.2. Edge detection using Sobel operator
While employing the Sobel algorithm for real-time edge detection, this study used the input of this method a real-time image and the method produced output as edges of the input image. To detect edges using Sobel edge detector (Sobel, 1970), the following steps must be followed; (1) Allow the input image, (2) Apply mask \( G_x, G_y \) to the input image, Next, (3) Sobel edge detector is applied to the initial image, (4) manipulation of \( G_x, G_y \) masks is then done differently on the input image, (5) Combining of
results to find the absolute magnitude of the gradient is done, and finally, (6) The magnitude is then detected as edges from the real image.

4. Results and Analysis
The proposed algorithms were implemented in Python version 3.4, with OpenCV library version 3.4. The operators were tested using a human face real image on an Intel R Core™ i3-3770K CPU at 4GHz, 8GB RAM, and Windows 10 Professional OS with NVIDIA GEFORCE. Next, the results of using both Canny and Sobel algorithms for edge detection using a real image are displayed below respectively.

![Original Image](image1)

![Result of Canny operator](image2)

**Figure 7.** Results with the Canny operator

![Original image](image3)

![Sobel edge magnitude](image4)

![Thresholded magnitude](image5)

**Figure 8.** Results with the Sobel operator

This section analyzes the results from employing both Canny and Sobel algorithms for edge detection using real images. As shown above, in the results of both algorithms, the Canny algorithm in figure 7 (b) displayed an output with better visible edges compared to the Sobel algorithm. This is because the algorithm uses double thresholding to detect edges. Furthermore, the Canny procedure of edge detection is based on the characteristic of intensity-values of considered pixels and this makes the algorithm a good signal-to-noise ratio so that all edges can be found even if the potential field data quality is poor. On the other hand, the Sobel algorithm produced unpleasant edges in the results of this study, seen in figure 8 (b), (c) compared to the Canny algorithm. This is because Sobel operator is less sensitive to noise, in a way that when the noise level in an image increases, the magnitude of the edges falls and makes the algorithm to lose accuracy. When edge detection was performed on the original real time image of 276KB using Canny edge detection algorithm, edge size detected was 22.7 KB. On the other hand, when edge detection was performed on a real image of 201 KB using Sobel method, the edge detected was 308 KB. Following the comparison, the Canny egde detection technics proved to be better than Sobel and are good at saving storage.

5. Conclusion
This paper briefly discussed the task of edge detection and various approaches used for edge detection. Next, edge detection was implemented in real-time using two algorithms; ie, The Canny and Sobel
algorithms, and results displayed that the Canny edge detection algorithm has a good visualization of edges of images compared to the Sobel algorithm. The authors hope that this will help to improve the activities in which edge detection is commonly used such as in hospitals for iris detection, surveillance systems, and traffic systems by using the best edge detection algorithm, i.e., Canny for edge detection activities. This can be more comfortable since real-time edge detection requires no intervention of sensors for edge detection.

In conclusion, using python-OpenCV made this study simpler for the authors compared to other programming languages. However, future studies should be focused on speeding up the process of real-time edge detection by using parallel programming/CUDA.
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