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Abstract

The SIGMORPHON 2022 shared task on morpheme segmentation challenged systems to decompose a word into a sequence of morphemes and covered most types of morphology: compounds, derivations, and inflections. Subtask 1, word-level morpheme segmentation, covered 5 million words in 9 languages (Czech, English, Spanish, Hungarian, French, Italian, Russian, Latin, Mongolian) and received 13 system submissions from 7 teams and the best system averaged 97.29% F1 score across all languages, ranging English (93.84%) to Latin (99.38%). Subtask 2, sentence-level morpheme segmentation, covered 18,735 sentences in 3 languages (Czech, English, Mongolian), received 10 system submissions from 3 teams, and the best systems outperformed all three state-of-the-art subword tokenization methods (BPE, ULM, Morfessor2) by 30.71% absolute. To facilitate error analysis and support any type of future studies, we released all system predictions, the evaluation script, and all gold standard datasets.

| System   | Motivation | Segmentation |
|----------|------------|--------------|
| BPE      | surface    | in | valuable |
| Morfessor2 | surface & lin. | in | valuable |
| DeepSPIN-3 | canonical & lin. | in | valuable |

Table 1: Structural differences of subword tokenization (BPE), morphological segmentation (Morfessor2), and morpheme segmentation (DeepSPIN-3 – subtask 1 winning system); acronyms: sta. - statistics and lin. - linguistic

1Introduction

Many NLP applications, such as machine translation or question answering, require subword tokenization, i.e. splitting words into a sequence of substrings (Mielke et al., 2021). Such tokenizers are trained by an unsupervised algorithm, usually either Byte-Pair Encoding (BPE; Gage 1994; Sennrich et al. 2016) or Unigram Language Modeling (ULM; Kudo 2018). To give a few examples, contemporary language models RoBERTa (Liu et al., 2019) and GPT-3 (Brown et al., 2020) use a byte-level BPE (Radford et al., 2019) while XLNet (Yang et al., 2019) relies on ULM. These subword tokenization algorithms are not linguistically motivated but are rather based on statistical co-occurrences. Therefore, unsupervised and semi-supervised methods for morphological segmentation (Creutz and Lagus, 2005) have emerged in parallel, state-of-the-art methods of this kind being Morfessor variants (Grönroos et al., 2014, 2020). Ataman et al. (2017) and Schwartz et al. (2020) find that Morfessor-based language models can outperform BPE-based ones. Matthews et al. (2018); Nzeyimana and Rubungo (2022) show that enriching BPE with morphological analyzers can be beneficial for translation, while many others (Domingo et al., 2018; Macháček et al., 2018; Schwartz et al., 2020; Saleva and Lignos, 2021) find no conclusive improvements over BPE for machine translation.

One of the core problems is that the state-of-the-art morphological segmentation and subword tokenization algorithms provide “surface-level” segmentation, which has several theoretical drawbacks with respect to “canonical” segmentation (e.g., segmented substrings are not considered as meaningful as morphemes). Cotterell et al. (2016) provided formal definitions for both: given a word w, its “surface” segmentation is a sequence of surface substrings the concatenation of which is w, e.g., funniest → funn-i-est. The purpose of canonical segmentation (Kann et al., 2016; Girrbach, 2022), on the other hand, is not only computing surface segmentation but also restoring standardized forms of morphemes, e.g., funniest → fun-y-est. More detailed structural distinctions between these segmentation types are shown in Table 1.

1https://github.com/sigmorphon/2022SegmentationST
Table 2: Training samples for Subtask 1. Each sample consists of a word, its canonical segmentation, and a category encoding word formation processes.

However, state-of-the-art studies in canonical segmentations have been limited to very low numbers of languages with sufficiently rich morphological resources (Kurimo et al., 2010a,b; Cotterell et al., 2016; Kann et al., 2018). With the goal of advancing research in this direction, we present a morpheme segmentation shared task and provide large-scale datasets over nine languages, evaluation metrics, and morphological annotations of five million word formations. In this, we rely on the latest release of UniMorph (Batsuren et al., 2022) which has introduced morpheme segmentations and derivational data from MorphyNet (Batsuren et al., 2021b). The resulting shared task is a follow-up to past morphological segmentation shared tasks such as “MorphoChallenge” (Kurimo et al., 2007, 2008, 2009) or “Multilingual parsing” (Zeman et al., 2017, where lemmatization as segmentation is a subtask).

2 Task and Evaluation Details
2.1 Subtask 1: Word-level Morpheme Segmentation
In subtask 1, participating systems were asked to segment a given word into a sequence of morphemes. The participants were initially provided with examples of segmentation to train and fine-tune their systems, as shown in Table 2. Each instance in the training set is a triplet consisting of a word, a sequence of morphemes, and a morphological category specifying the types of word formation (see Table 3). The morphological category is an optional feature that can only be used to oversample or undersample the training dataset (the word frequencies are imbalanced across the morphological categories, e.g., Italian has 431 compound words and 253K inflections). The test data only contained the initial word itself.

Key points of this subtask are:
- The task is focusing on canonical segmentation, i.e. given an input word, participants had to predict a sequence of morphemes. In canonical segmentation, the participating systems need to reconstruct internal morphophonological processes involved in word formation. For example, the word “intensive” will be decomposed into the base form “intens” and the adjectival suffix ‘@ive” (note that the ending ‘e’ of the base word is inferred here);
- As shown in Table 4, the task is multilingual, with seven high-resource languages (English, Spanish, Hungarian, French, Italian, Russian, Latin) and two low-resource languages (Czech and Mongolian);
- The annotated corpus data represents a variety of morphological phenomena, including inflection, derivation, compounding (Table 4);
- A large-scale coverage as segmentations of five million words.

2.2 Subtask 2: Sentence-level Morpheme Segmentation
The second subtask is a context-dependent morpheme segmentation and focuses on resolving ambiguity in segmentations. Consider the following example containing a Mongolian homonym:

(1) Гэрт эмээ хоол хийх
Гэр @ГГ эмээ хоол хийх @ГВ
Home.DAT grandma meal.prs.prf
‘Grandma just cooked a meal at home.’

(2) Би одор эмээ уусан
Би одор эм @ГГ уусан @ГВ
I afternoon.medicine.pssd take.pst
‘Afternoon I took my medicine.’

where “эмээ” is a homonym of two different words; in the first sentence, it is “grandmother”, and in the second sentence — an inflected form of “medicine”. Thus, the form in the second case can be segmented. However, the modern subword segmentation tools consider no contextual differences in word forms.

Key points of this subtask are:
- Morpheme segmentation is context-dependent;
- We organize it for three languages: English, Czech, and Mongolian;
- For Czech and Mongolian we asked native speakers to manually annotate the data.
Table 3: Morphological categories and descriptions of segmented words in subtask 1

| Category | Inf. | Der. | Comp. | Description | English example (input ==> output) |
|----------|------|------|-------|-------------|-----------------------------------|
| 000      | -    | -    | -     | Root words (free morphemes) | progress ==> progress |
| 100      | ✔    | -    | -     | Inflection only | prepared ==> prepare @@ed |
| 010      | -    | ✔    | -     | Derivation only | intensive ==> intense @@ive |
| 001      | -    | -    | ✔     | Compound only | hotpot ==> hot @@pot |
| 101      | ✔    | -    | ✔     | Inflection and Compound | wheelbands ==> wheel @@band @@s |
| 011      | -    | ✔    | ✔     | Derivation and Compound | tankbuster ==> tank @@bust @@er |
| 110      | ✔    | ✔    | -     | Inflection and Derivation | urbanizes ==> urban @@ize @@s |
| 111      | ✔    | ✔    | ✔     | Inflection, Derivation, Compound | trackworkers ==> track @@work @@er @@s |

Table 4: Word statistics across morphological categories on subtask 1

| Category | English | Spanish | Hungarian | French | Italian | Russian | Czech | Latin | Mongolian |
|----------|---------|---------|-----------|--------|---------|---------|-------|-------|-----------|
| 000      | 101938  | 13843   | 6952      | 13619  | 21037   | 2921    | -     | 50338 | 1604      |
| 100      | 126544  | 502229  | 410662    | 105192 | 253455  | 221760  | -     | 831991| 7266      |
| 010      | 203102  | 18449   | 24923     | 67983  | 4092    | 72970   | -     | 92323 | 2201      |
| 001      | 16990   | 248     | 3320      | 1684   | 431     | 259     | -     | 0     | 5         |
| 101      | 13790   | 458     | 101189    | 478    | 317     | 1909    | -     | 0     | 35        |
| 011      | 5381    | 82      | 1654      | 506    | 140     | 328     | -     | 0     | 0         |
| 110      | 106570  | 346862  | 323119    | 126196 | 237104  | 481409  | -     | 0     | 7855      |
| 111      | 3059    | 343     | 54279     | 186    | 158     | 2658    | -     | 0     | 0         |
| total words | 577374 | 884514  | 926098    | 382797 | 553734  | 784214  | 38682 | 882329| 18966     |

Table 5: The number of samples in each language in Subtask 2.

| Language  | train | dev | test |
|-----------|-------|-----|------|
| Czech     | 1,000 | 500 | 500  |
| English   | 11,007| 1,783| 1,845|
| Mongolian | 1,000 | 500 | 600  |

2.3 Evaluation

In order to evaluate and compare the systems, we used four metrics: (i) precision, the ratio of correctly predicted morphemes over all predicted morphemes; (ii) recall, the ratio of correctly predicted morphemes over all gold-label morphemes; (iii) f-measure, the harmonic mean of the precision and recall; (iv) edit distance - average Levenshtein distance between the predicted output and the gold instance. For convenience, we provided the python tool\(^2\) to evaluate these metrics on both subtasks. In addition, for subtask 1 this tool also provided detailed results across the morphological categories.

3 Data

We collected our morphological data from various sources to account for all types of morphology: derived, inflectional, compounding. We also collected base forms. For derived and inflectional morphology, we have used the segmentation data from UniMorph 4.0 (Batsuren et al., 2022) and MorphyNet (Batsuren et al., 2021b). UniMorph contains inflectional paradigms collected from linguistic sources as well as Wiktionary, while MorphyNet represents derivations scraped from various editions of Wiktionary. Compounds and base forms were also extracted from Wiktionary (see Section 3.2 for more details on the data extraction). We then used the data to produce morpheme segmentations for seven high-resource languages. For Czech and Mongolian, as low-resource languages, we asked native speakers and linguists to develop the resources (Section 3.3 provides more details). For English sentence data, we have used the universal dependency treebank of English (Silveira et al., 2014).

3.1 Data Statistics

The data for the shared task was moderately multilingual, containing nine unique languages of five genera including Germanic, Italic, Slavic, Mongolic, and Uralic. In subtask 1, we have over 5 million samples of morpheme segmentations that cover nine languages over nine morphological categories, as shown in Table 4. In subtask 2, Table 5 displays the data statistics of three languages.

\(^2\)https://github.com/sigmorphon/2022SegmentationST/tree/main/evaluation
3.2 Extraction from Wiktionary

Language-specific editions of Wiktionary contain a considerably large amount of derivations and compounds.

Compound extraction rules were applied to the etymology sections of Wiktionary entries to collect the Morphology template usages, such as for the English newspaper:

\begin{verbatim}
{compound | en | news | paper}
\end{verbatim}

where we have a morphology entry from the Wiktionary XML dump as follows:

\begin{verbatim}
{compound | en | news | paper}
\end{verbatim}

Most of compound entries use “compound” etymology template while some cases use “affix” templates, e.g., basketball and volleyball.

Root (and base) word extraction is a two-step procedure. In the first step we collected words, inherited from earlier phases of corresponding languages. For example, English ‘book’ is traced back to the Middle English ‘bok’, according to the etymology section of Wiktionary. We extracted 279,173 words from 6 languages from CogNet, a cognate database containing 8.1 million cognate pairs of 335 languages from Wiktionary (Batsuren et al., 2019a, 2021a). In the second step, we filtered out 116,863 words from the earlier extracted derivational and compound data, resulting in 162,310 root words in 6 languages. Similar Wiktionary data extraction procedures have been applied to a wide range of linguistic data, e.g., etymology (Fourrier and Sagot, 2020), multilingual lexicons - DBnary (Sérasset, 2015) and Yawipa (Wu and Yarowsky, 2020).

3.3 Collecting data for Czech and Mongolian

We had two languages with limited amount of data, Czech and Mongolian. For each language, we used a different development methodology than for the other seven languages (with larger amount of available data).

Mongolian: we asked two linguists (who are also native speakers of Mongolian) to annotate morpheme segmentations of 3,810 words from Mongolian WordNet (Batsuren et al., 2019b). After manual annotation, we received 1,604 base forms, 2201 derived forms, and 5 compounds. To account for inflectional morphology, we have used the Mongolian transducer tool (Munkhjargal et al., 2016) to generate inflected forms of the 3,810 annotated words. In total, we collected morpheme segmentations of 18,966 Mongolian words for subtask 1. For subtask 2, the same two linguists annotated 2,100 Mongolian sentences.

Czech: we merged hand-searched word forms from four sources for the purpose of subtask 1: (a) segmentations previously created within DeriNet (Vidra et al., 2019), a project aimed at capturing derivational relations in Czech (9,508 word forms), (b) segmentations of Czech verb lemmas imported from a partially digitized version of a printed dictionary (Slavíčková et al. 2017; 13,162 word forms in addition, i.e. not counting overlaps), (c) segmentations available in the MorfCzech dataset (Pelegrinová et al., 2021), mostly extracted from dictionaries and grammar books existing for Czech (additional 11,137 word forms), and (d) word forms that we annotated newly in order to reach complete coverage of Czech subtask 2 sentences (see below; additional 4,887 word forms). In total, the subtask 1 dataset contains 38,694 unique Czech word forms segmented to morphs.

All annotations were performed by native speakers with linguistic education, and underwent careful harmonization if the input resources disagreed, as well as numerous consistency checks. However, because of rich allomorphy in Czech, we have not been able to merge allomorph sets under more abstract umbrella morphemes so far, and thus words are represented as sequences of morphs (whose concatenation perfectly matches the original word forms), not of morphemes.

The Czech subtask 2 dataset contains in total 2,000 sentences from the Czech subset of Universal Dependencies (de Marneffe et al. 2021; more specifically, 1000, 500, and 500 first sentences from the train, dev, and test sections, respectively, of the Prague Dependency Treebank subset of UD 2.9). Given that homonymy resulting in different morph boundaries is extremely rare in Czech, words are segmented basically regardless of their contexts.

3.4 Data Splits

From each language’s collection of morpheme segmentations in subtask 1, we sampled 80% for the training, 10% for development, and 10% for test sets. All splits of subtask 1 are balanced w.r.t. the nine morphological categories, described in Table 3. While sampling the training and development sets for the subtask 1, we excluded words that were present in the test sentences of subtask.

3 All the data splits can be obtained from https://github.com/sigmorphon/2022SegmentationST/tree/main/data
| Team          | Description                        | System                  | Neural Ensemble | System features |
|--------------|------------------------------------|-------------------------|-----------------|-----------------|
| Baseline     | (Schuster and Nakajima, 2012)      | WordPiece*              |                 |                 |
|              | (Kudo, 2018)                       | ULM*                    |                 |                 |
|              | (Virpioja et al., 2013)            | Morfessor2*             |                 |                 |
| AUUH         | (Rouhe et al., 2022)               | AUUH_A*                 | -               | ✔               |
|              |                                    | AUUH_B*                 | -               | ✔               |
|              |                                    | AUUH_C                  | -               | ✔               |
|              |                                    | AUUH_D                  | -               | ✔               |
|              |                                    | AUUH_E*                 | -               | ✔               |
|              |                                    | AUUH_F*                 | -               | ✔               |
| CLUZH        | (Wehrli et al., 2022)              | CLUZH                   | ✔               | ✔               |
|              |                                    | CLUZH-1                 | ✔               | ✔               |
|              |                                    | CLUZH-2                 | ✔               | ✔               |
|              |                                    | CLUZH-3                 | ✔               | ✔               |
| DeepSPIN     | (Peters and Martins, 2022)         | DeepSPIN-1              | -               | -               |
|              |                                    | DeepSPIN-2              | -               | -               |
|              |                                    | DeepSPIN-3              | -               | -               |
| GU           | (Levine, 2022)                     | GU-1                    | ✔               | ✔               |
|              |                                    | GU-2                    | ✔               | ✔               |
| NUM DI       | (Zundui and Avaajargal, 2022)      | NUM DI                  | ✔               | ✔               |
| JB132        | (Bodnár, 2022)                     | JB132                   | -               | -               |
| Tü Seg       | (Girrbach, 2022)                   | TÜ_Seg-1                | ✔               | ✔               |
|              |                                    | TÜ_Seg-2                | ✔               | ✔               |

Table 6: The list of participating systems submitted to the shared task and baseline systems; Systems marked with * are submitted to both subtasks.

2. This was done in order to avoid situations when the subtask 1 data could directly influence the results of subtask 2 (since we allowed the multi-task learnings between both subtasks).

4 **Baseline Systems**

The shared task provided predictions and results of baseline systems to participants that covered all languages and both subtasks. We chose three baseline systems: First is WordPiece, one of the state-of-the-art subword tokenization algorithms used in BERT (Devlin et al., 2019), which is based on Schuster and Nakajima (2012) and somewhat resembles BPE (Sennrich et al., 2016). Second is ULM (Unigram Language Model Kudo (2018)), another popular subword tokenization, used in XLNet (Yang et al., 2019). Third is Morfessor2, one of the state-of-the-art unsupervised morphological segmentations (Virpioja et al., 2013).

In future shared tasks, we aim to include more state-of-the-art tokenization tools including other Morfessor variants (Grönroos et al., 2014; Ataman et al., 2017; Grönroos et al., 2020), BPE-dropout (Provilkov et al., 2019), dynamic programming encoding (DPE) (He et al., 2020) or its variant (Hiraoka et al., 2021; Song et al., 2022), multi-view subword regularization (Wang et al., 2021), Charformer (Tay et al., 2021), space-treatment variants of BPE and ULM (Gow-Smith et al., 2022).

5 **System Descriptions**

The SIGMORPHON 2022 Shared Task on Morpheme Segmentation received submissions from 7 teams with members from 10 universities and institutes. Many teams submitted more than one system while some focused on a specific set of languages like Romance. In total, we had 24 unique systems over two subtasks, including the baseline system. More system details can be seen in Table 6.

AUUH Researchers at the Aalto University and the University of Helsinki produced six submission systems: two were transformer models and four were bidirectional GRU models created with several innovations of Morfessor feature enrichment, multi-task learning, and multilingual learning. Morfessor (Creutz and Lagus, 2002, 2007) is the famous language-independent unsupervised and semi-supervised segmentation tool and has a big family of Morfessor variants (Virpioja et al., 2013; Grönroos et al., 2014; Ataman et al., 2017; Grönroos et al., 2020). They have used the first variant of Morfessor (Creutz and Lagus, 2005) for enriching input words along with their Morfes-
| System         | ces  | eng  | fra  | ita  | lat  | rus  | mon  | hun  | spa  | macro avg. |
|----------------|------|------|------|------|------|------|------|------|------|-------------|
| WordPiece      | 20.42| 23.06| 12.66| 9.08 | 8.84 | 13.81| 14.58| 24.00| 16.57| 15.89       |
| ULM            | 23.71| 32.32| 16.08| 10.65| 10.42| 15.67| 25.82| 31.27| 19.58| 20.61       |
| Morfessor2     | 29.43| 37.65| 22.38| 9.02 | 14.53| 17.71| 37.80| 40.96| 20.64| 25.57       |
| AUUH_A*        | 93.65| 92.32| -    | -    | -    | -    | 98.19| -    | -    | 94.72       |
| AUUH_B*        | 93.85| 93.20| -    | -    | -    | -    | 98.31| -    | -    | 95.12       |
| AUUH_E*        | 90.71| 87.10| 90.78| 92.39| 98.71| 94.33| 96.06| -    | -    | 92.87       |
| AUUH_F         | 90.28| 86.40| 90.81| 92.56| 98.85| 93.65| 95.32| 98.34| 97.25| 93.72       |
| AUUH_A         | 93.81| 92.70| 94.80| 96.93| 99.37| 98.62| 98.12| 98.54| 98.74| 96.85       |
| AUUH_B         | 93.42| 92.29| 91.66| 96.01| 99.37| 98.75| 98.03| 98.56| 98.79| 96.32       |
| AUUH_E         | 93.88| 93.39| 95.29| 97.47| 99.36| 99.30| 98.00| 98.68| 99.02| 97.15       |
| AUUH_F         | 93.84| 93.63| 95.73| 97.43| 99.38| 99.35| 98.51| 98.72| 99.04| 97.29       |
| GU-1*          | -    | -    | 83.44| 88.69| -    | -    | -    | -    | -    | 86.07       |
| GU-2*          | -    | -    | 83.38| 87.49| -    | -    | -    | -    | 95.95| 88.94       |
| JB132          | 64.65| 65.43| 46.20| 33.44| 91.39| 50.55| 57.82| 72.64| 43.39| 58.39       |
| NUM DI*        | -    | -    | 83.56| 95.73| 95.73| 99.37| 98.21| 97.02| 98.59| 97.93       |
| Tu_Seg-1       | 93.38| 90.31| 91.76| 95.73| 95.73| 99.37| 98.21| 97.02| 98.59| 97.93       |

Table 7: Subtask 1 word-level results by system: The f-measure performance of systems by language; and macro average f-measure of all languages in the last column. Systems marked with * are partial submissions of a specific language set. The performances in bold are best performance of corresponding languages.

CLUZH Researchers at the University of Zurich ensembled four submissions (Wehrli et al., 2022) by extending their previous neural hard-attention transducer models (Makarov and Clematide, 2018b,a, 2020). For subtask 1, they submit the following strong ensemble CLUZH composed of 3 models without encoder dropout and 2 models with encoder dropout of 0.15. In the sentence-level subtask 2, they submitted three ensembles, and treated this problem as the word-level problem by tokenizing sentences into words. They have also used POS tags as additional features to provide a light for the context of words. All individual models have an encoder dropout probability of 0.25 and vary only in their use of features: CLUZH-1 with 3 models without POS features, CLUZH-2 with 3 models with POS tag features, and CLUZH-3 with combined all the models from CLUZH-1 and CLUZH-2. In overall, the CLUZH-3 system was the subtask 2 winning system (by winning two out of three languages) and in subtask 1 CLUZH was the only system, outranked one (DeepSPIN-1) of three DeepSPIN systems.

DeepSPIN Researchers submitted three neural seq2seq models: (1) DeepSPIN-1, a character-level LSTM with soft attention (Bahdanau et al., 2014) with softmax trained with cross-entropy loss; (2) DeepSPIN-2, a character-level LSTM with soft attention in which softmax is replaced with its sparser version, 1.5-entmax (Peters and Martins, 2019); (3) DeepSPIN-3, a subword-level transformer (Vaswani et al., 2017) with the proposed 1.5-entmax, in which subword segments are modelled using ULM (Kudo, 2018). This design was one of most innovative architectures among all submitted systems. The authors previously experimented with the 1.5-entmax function on other tasks, demonstrating its utility, especially in the tasks with less uncertainty in the search space (e.g., compared to language modelling or machine translation) such as morphological and phonological modelling (Peters and Martins, 2020). The final results of this year’s shared task confirm these observations: DeepSPIN-2 and DeepSPIN-3 achieve superior results and are the winner of the shared task.

GU One team from Georgetown University produced two submissions for three Romance lan-
Table 8: Subtask 1 word-level results by morphological category: f-measure performance of best performing system on a corresponding language and a category; Numbers in bold are worst performance of their corresponding language. Performances marked with * are worst performances of their morphological category.

| Language | System 1 | System 2 | System 3 | System 4 | System 5 | System 6 | System 7 | System 8 | System 9 | System 10 | System 11 | System 12 | System 13 | System 14 | System 15 | System 16 |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|          | DeepSPIN-3 | DeepSPIN-3 | DeepSPIN-1 | JB132 | DeepSPIN-3 | DeepSPIN-2 |          |          |          |          |          |          |          |          |          |          |
|          | 84.08     | 84.08    | 84.08    | 84.08   | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    |
|          | CLUZH    | CLUZH    | CLUZH    | CLUZH   | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    |
|          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |
|          | 83.80    | 83.80    | 83.80    | 83.80   | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    |
|          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |
|          | 84.08    | 84.08    | 84.08    | 84.08   | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    |
|          | CLUZH    | CLUZH    | CLUZH    | CLUZH   | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    |
|          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |
|          | 83.80    | 83.80    | 83.80    | 83.80   | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    |
|          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |
|          | 84.08    | 84.08    | 84.08    | 84.08   | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    |
|          | CLUZH    | CLUZH    | CLUZH    | CLUZH   | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    |
|          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |
|          | 83.80    | 83.80    | 83.80    | 83.80   | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    | 83.80    |
|          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |
|          | 84.08    | 84.08    | 84.08    | 84.08   | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    | 84.08    |
|          | CLUZH    | CLUZH    | CLUZH    | CLUZH   | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    | CLUZH    |
|          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |          |

6 The System Results

All system results can be found and downloaded from the shared task GitHub page.4

6.1 Subtask 1 word-level results

Relative system performance of subtask 1 is provided in Table 7 which shows each system’s f-measure by languages. The best performance of each language from submitted systems is in bold.

4https://github.com/sigmorphon/2022SegmentationST/tree/main/results
Two teams exploited external resources in some form: AUUH and GU. In general, any relative performance gain was minimal. AUUH submitted two systems that used additional resources, they received extra 1% compared to the team’s other systems. Similarly, GU and their submitted systems saw some minimal improvements over the performances. This details can be seen from their system description paper (Levine, 2022).

Only two of all the systems submitted to subtask 1 were multilingual and multi-task learning at same time. These two systems were proposed by AUUH team, but partial-language submissions were for English, Czech, and Mongolian. The important insight from this experiment is that the multi-task and multilingual learning approaches are quite beneficial for the task because their partial performances are quite competitive with the winning systems, DeepSPIN-3, DeepSPIN-2, and CLUZH.

**Impact of training size:** In subtask 1, the training datasets’ sizes vary across languages and morphological categories. It might have impacted the top-ranked systems. Therefore, we plotted the top5-ranked systems over training size and f-measure performance across morphological categories, as shown in Figure 1. Here, in high-resource setting (as greater than $10^5$) in all morphological categories, any of the top5-ranked systems always achieves 80% f-measure greater than 80%.

The root words are present in all types of resources settings from high to low. All the systems in this category of root words achieved no more than 85.5% f-measure except for Mongolian.

The two inflectional categories 100 and 110 are always in high-resource setting, having more than $10^6$ training instances (except for two low-resource languages Czech and Mongolian). All systems achieved their best system performance over these two categories, compared to other categories.
Impact of word length: In many NLP tasks, the length of the input sequence is strongly correlated with the difficulty of their tasks (Yin et al., 2017; Wu et al., 2018). So, we present how the DeepSPIN-3’s (subtask 1 winning system) performance relates to the word length across languages and morphological categories. Figure 2 shows various related facts: (i) for root words 000, overall performance decreases across languages with increasing word length; (ii) inflectional morphology is systematically far more productive than other morphological categories, so this fact is reproduced here: the main inflectional category 100 has consistently high performance across languages and word lengths.

Difficulty of morphological categories: Even though the top-ranking systems perform very well on their own, other systems may have some complementary information across morphological categories. Therefore, we listed the best-performing systems for combinations of each language and each morphological category in Table 8. In the table, the lowest scores in corresponding languages are provided in bold. For instance, English root words (83.80 f-measure) are much harder to predict than other morphological categories in English. The hardest morphological categories are roots 000, compounds 001, and derivation and compound words 011. The winning system, DeepSPIN-3 (marked with + in Figure 1), is consistently winning in these three categories across...
languages. Another observation from Figure 2 is that compound and root words are getting harder to predict across languages with the increase of word length. Also, identifying inflections from short words (word length < 5) is one of the unsolved challenges in all languages (except for English), as shown in Figure 2.

6.2 Subtask 2 sentence-level results

Relative system performance is described in Table 9, showing all four evaluation metrics by each combination of system and language. In the sentence-level subtask 2, we have two winners: CLUZH-3 (won two out of three languages) and AUUH_B (F1 89.77 as maximum macro-average among submissions).

The performance of systems in the sentence-level subtask significantly decreased by 15% in Mongolian compared to the results of the word-level subtask. One reason is that all submitted systems treated this problem as a zero-shot solution of word-level subtask 1, and mostly ignored its context by their design.

7 Future Directions

The submitted systems achieved unexpectedly high accuracy across nine languages. This result suggests that the neural systems may have more capabilities beyond segmenting morphemes. For the next year, we plan to modify the task design and enrich the dataset with more fine-grained analysis. For example, truckdrivers → truck @drive @@er @@s → truck $drive @@er ##s where $ is compound, @@ is derivation, and ## is inflection. In another direction, we will explore possibilities of adapting other morphological resources including word-formation resources (Zeller et al., 2013; Talamo et al., 2016; Vidra et al., 2019; Vodolazsky, 2020) or segmentation resources, UniSegments (Žabokrtský et al., 2022; Žabokrtský et al., 2022). Our shared task team welcomes continued contributions from the community.

8 Conclusion

The SIGMORPHON 2022 Shared Task on Morpheme Segmentation significantly expanded the problem of morphological segmentation, making it more linguistically plausible. In this task, seven teams submitted 23 systems for two subtasks in total of nine languages, achieving at minimum F1 30.71 improvement over the three baselines of the state-of-the-art subword tokenization and morphological segmentation tools, being used to train large language models, e.g., XLNet (Yang et al., 2019). The results suggest many directions for improving morpheme segmentation shared task.
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