A DISJOINT UNION THEOREM FOR TREES

STEVO TODORCEVIC AND KONSTANTINOS TYROS

Abstract. We prove an infinitary disjoint union theorem for level products of trees. To implement the proof we develop a Hales–Jewett type result for words indexed by a level product of trees.

1. Introduction

The finite disjoint union theorem, also known as Folkman’s theorem (see [5]; p.82), is the following statement.

Theorem 1 (Folkman). For every pair of positive integers $k$ and $c$ there is an integer $F = F(k,c)$ such that for every $c$-coloring of the power-set $\mathcal{P}(X)$ of some set $X$ of cardinality $\geq F$, there is a family $\mathcal{D} = (D_i)_{i=1}^k$ of pairwise disjoint nonempty subsets of $X$ such that the family

$$\left\{ \bigcup_{i \in I} D_i : \emptyset \neq I \subseteq \{1,2,\ldots,k\} \right\}$$

of unions is monochromatic.

It is well known that the infinite form of this result must have some restriction on colorings. In fact, an essentially optimal restriction is given by the following result of T. J. Carlson and S. G. Simpson given in [3] as a consequence of their infinite version of the dual Ramsey theorem stating that for every Suslin measurable (see Section 3 for definition) finite coloring of the set $\mathcal{E}^\infty$ of all partitions of the natural numbers into infinitely many parts, there exists a partition $X$ in $\mathcal{E}^\infty$ such that the set of all partitions coarser that $X$ is monochromatic. This has the following consequence

Theorem 2 (Carlson-Simpson). For every Suslin measurable finite coloring of the powerset of the natural numbers, there is a sequence $(X_n)_n$ of pairwise disjoint subsets of the natural numbers such that the set

$$\left\{ \bigcup_{n \in Y} X_n : Y \text{ is a non-empty subset of the natural numbers} \right\}$$

is monochromatic.
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In this paper, we view this as a dual form of the classical pigeonhole principle for finite partitions of $\omega$ and we extend it by replacing $\omega$ by any other rooted finitely branching tree of height $\omega$ with no terminal nodes. Recall that a most famous pigeonhole principle for trees is the subject of a deep result due to J. D. Halpern and H. Läuchli [8]. In this paper we establish a dual version of the Halpern–Läuchli theorem. We prove a result similar to Theorem 2 where the underlying structure is the level product $\otimes T$ of an infinite vector tree $T$, that is, a finite sequence of finitely branching and rooted trees of height $\omega$ with no maximal nodes, instead of the set of the natural numbers (see Section 2 for the relevant notation). In particular, we consider the following subset of the powerset of $\otimes T$,

$$U(T) = \{U \subseteq \otimes T : U \text{ has a minimum}\}.$$ 

The collection $U(T)$ can be viewed as a subset of the set $\{0, 1\}^{\otimes T}$ of all functions from $\otimes T$ into $\{0, 1\}$. We endow the set $\{0, 1\}^{\otimes T}$ with the product topology of the discrete topology on $\{0, 1\}$. Then $U(T)$ forms a closed subset of $\{0, 1\}^{\otimes T}$. The subspaces that we consider in this setting are families of pairwise disjoint elements of $U(T)$ indexed by the level product of a vector subset (we advise the unfamiliar reader with the notions of vector tree, vector subset and dense vector subset to first take a look at Section 2). More precisely, let $D$ be a vector subset of $T$. A $D$-subspace of $U(T)$ is a family $U = (U_t)_{t \in \otimes D}$ consisting of pairwise disjoint elements from $U(T)$ such that $\min U_t = t$ for all $t$ in $\otimes D$. We say that $U$ is a subspace of $U(T)$ if it is a $D$-subspace for some vector subset $D$ of $T$, which we denote by $D(U)$. For a subspace $U = (U_t)_{t \in \otimes D(U)}$ we define its span by the rule

$$[U] = \left\{ \bigcup_{t \in \Gamma} U_t : \Gamma \subseteq \otimes D(U) \right\} \cap U(T).$$

If $U$ and $U'$ are two subspaces of $U(T)$, we say that $U'$ is a further subspace of $U$, we write $U' \leq U$, if $[U']$ is a subset of $[U]$. Observe that, in particular, this implies that $D(U')$ is a vector subset of $D(U)$. The main result of this work is the following.

**Theorem 3.** Let $T$ be a vector tree of infinite height and $\mathcal{P}$ a Souslin measurable subset of $U(T)$. Also let $D$ be a dense vector subset of $T$ and $U$ a $D$-subspace of $U(T)$. Then there exists a subspace $U'$ of $U(T)$ with $U' \leq U$ such that either

(i) $[U']$ is a subset of $\mathcal{P}$ and $D(U')$ is a dense vector subset of $T$, or

(ii) $[U']$ is a subset of $\mathcal{P}^c$ and $D(U')$ is a $t$-dense vector subset of $T$ for some $t$ in $\otimes T$.

For the proof of Theorem 3 we prove an analogue of the infinite dimensional version of the Hales–Jewett Theorem [2, 6] for maps defined on the level product of a vector tree (see Theorem 15 below). We obtain the latter by an application of the Abstract Ramsey Theory developed in [12]. The pigeonhole needed here is an
analogue of the Hales–Jewett Theorem [7] for maps defined on the level product of a vector tree (see Theorem 7 below).

In Section 2 we include the notation concerning trees and product of trees, while in Section 3 we include some background material needed for the present work. Sections 4–7 are devoted to the proof of Theorem 7. The proof of Theorem 7 follows similar lines to the ones in [9]. In section 8 we obtain the infinite dimensional version of Theorem 7 while in Section 9 we obtain some consequences needed for the proof of the main result which is the subject of Section 10.

2. Basic notation for trees and vector trees

By $\omega$ we denote the set of all non-negative integers, while $\emptyset$ stands for the empty set as well as the empty function. We adopt the convention that $n < \omega$ for all integers $n$. Moreover, for every two finite sequences $a$ and $b$, by $a \triangleright b$ we denote the concatenation of $a$ and $b$. Finally, for a map $f$ and a subset $D$ of the domain of $f$, by $f \upharpoonright D$ we denote the restriction of $f$ on $D$.

2.1. Trees. By the term tree we mean a partial ordered set $(T, \leq_T)$ such that

(i) $T$ has a minimum, which is called the root of $T$ and is denoted by $r_T$,

(ii) for every $t$ in $T$, the set of the predecessors of $t$ inside $T$

$$\text{Pred}_T(t) = \{ s \in T : s <_T t \},$$

is well ordered and finite,

(iii) for all non-maximal $t \in T$, the set of the immediate successors of $t$ inside $T$

$$\text{ImmSuc}_T(t) = \{ s \in T : t <_T s \text{ and for all } s' \in T \text{ with } t <_T s' \leq_T s, \text{ we have that } s = s' \}$$

is finite and

(iv) the tree $T$ is balanced, i.e., all its maximal chains have the same cardinality.

Let us fix a tree $T$. The height of $T$, denoted by $h(T)$, is defined to be the common cardinality of its chains. Let us observe that $T$ is infinite if and only if $h(T) = \omega$. For every node $t$ in $T$, we set

$$\text{Succ}_T(t) = \{ t' \in T : t \leq_T t' \}$$

and $\ell_T(t)$ to be the cardinality of the set $\text{Pred}_T(t)$. For a non-negative integer $n$ with $n < h(T)$, we define the $n$-th level $T(n)$ of $T$ to be the set of all nodes $t$ in $T$ with $\ell_T(t) = n$. For a subset $D$ of $T$, we define the level set of $D$ inside $T$ to be the set

$$L_T(D) = \{ n \in \omega : n < h(T) \text{ and } T(n) \cap D \neq \emptyset \}.$$ 

A nonempty subset $D$ of $T$ is called a level subset of $T$ if there exists a non-negative integer $n$ with $n < h(T)$ such that $D$ is a subset of $T(n)$. If $D_1, D_2$ are two level subsets of $T$, we say that $D_1$ dominates $D_2$ if for every $t \in D_2$ there exists $s \in D_1$ such that $t \leq_T s$. If $T$ is infinite, then we say that a subset $D$ of $T$ is dense in $T$,
if setting $L_T(D) = \{ \ell_0 < \ell_1 < \ldots \}$, we have that for every $k$ in $\omega$ the set $D \cap T(\ell_k)$ dominates $T(k)$. Moreover, if $T$ is infinite and $t$ is a node in $T$, then we say that a subset $D$ of $T$ is $t$-dense if $D \cap \text{Succ}_T(t)$ is dense in $\text{Succ}_T(t)$. Finally, for every pair of non-negative integers $m, n$ with $m \leq n \leq h(T)$, we set

$$T \upharpoonright [m, n) = \bigcup_{p=m}^{n-1} T(p)$$

if $m < n$ and $\emptyset$ otherwise. For notational simplicity, for every non-negative integer $n$ with $n \leq h(T)$, by $T \upharpoonright n$, we denote the set $T \upharpoonright [0, n)$.

Assume that $T$ is of infinite height and let $D$ be a dense subset of $T$. Set $L_T(D) = \{ \ell_0 < \ell_1 < \ldots \}$. For every non-negative integer $n$ we set

$$D(n) = D \cap T(\ell_n).$$

For every pair of non-negative integers $m, n$ with $m \leq n$ we set

$$D \upharpoonright [m, n) = \bigcup_{i=m}^{n-1} D(i),$$

while for simplicity we set $D \upharpoonright n = D \upharpoonright [0, n)$.

2.2. Vector trees and level products. A vector tree $T$ is a finite sequence of trees having the same height. The height of a vector tree $T$, denoted by $h(T)$, is defined to be the common height of its components. Let $d$ be a positive integer and $T = (T_1, \ldots, T_d)$ be a vector tree. We define the level product of $T$ as

$$\otimes T = \bigcup_{n<h(T)} T_1(n) \times \ldots \times T_d(n).$$

We endow the level product $\otimes T$ with an ordering $\leq_{\otimes T}$ defined as follows. For every $t = (t_1, \ldots, t_d)$ and $s = (s_1, \ldots, s_d)$ in $\otimes T$ we set $t \leq_{\otimes T} s$ if $t_i \leq_{T_i} s_i$ for all $1 \leq i \leq d$. It is easy to see that $(\otimes T, \leq_{\otimes T})$ is a tree.

A sequence $D = (D_1, \ldots, D_d)$ is called a vector subset of $T$ if $D_i \subseteq T_i$ for all $1 \leq i \leq d$ and for every $1 \leq i, j \leq d$ we have $L_{T_i}(D_i) = L_{T_j}(D_j)$. We set the level set $L_T(D)$ of $D$ inside $T$ to be the set $L_{T_i}(D_i)$. Moreover, if $D$ is a vector subset of $T$, the level product of $D$ is defined as follows

$$\otimes D = \bigcup_{n<h(T)} (D_1 \cap T_1(n)) \times \ldots \times (D_d \cap T_d(n)).$$

We say that a vector subset $D$ of $T$ is a vector level subset, if $L_T(D)$ is a singleton. If $D_1 = (D_1^1, \ldots, D_1^d)$ and $D_2 = (D_2^1, \ldots, D_2^d)$ are two vector level subsets of $T$, we say that $D_1$ dominates $D_2$, if $D_1^i$ dominates $D_2^i$ for all $1 \leq i \leq d$. Moreover, if $T$ is of infinite height, we say that a vector subset $D = (D_1, \ldots, D_d)$ is dense if $D_i$ is dense in $T_i$ for every $1 \leq i \leq d$. Finally, if $T$ is of infinite height and $t = (t_1, \ldots, t_d)$ is in $\otimes T$, we say that a vector subset $D = (D_1, \ldots, D_d)$ is $t$-dense if $D_i$ is a $t_i$-dense subset of $T_i$ for every $1 \leq i \leq d$. 
Assume that $T$ is of infinite height and let $D = (D_1, ..., D_d)$ be a dense vector subset of $T$. For every non-negative integer $n$ we set

$$D(n) = (D_1(n), ..., D_d(n)).$$

For every pair of non-negative integers $m, n$ with $m \leq n$ we set

$$D \upharpoonright [m, n) = \left( \bigcup_{i=m}^{n-1} D_1(i), ..., \bigcup_{i=m}^{n-1} D_d(i) \right),$$

while for simplicity we set $D \upharpoonright n = D \upharpoonright [0, n)$.

3. Background material

In this section we gather some background material needed for the present work.

3.1. The Hales–Jewett Theorem. The Hales–Jewett Theorem is one of the cornerstones of Ramsey theory. Let us start with some pieces of notation. Let $N$ be a positive integer and $\Lambda$ a finite alphabet. We view the elements of the set $\Lambda^N$ of all functions from the set $\{0, ..., N-1\}$ into $\Lambda$ as constant words of length $N$ over the alphabet $\Lambda$. Also, let a symbol $v \notin \Lambda$. A variable word $w(v)$ of length $N$ over $\Lambda$ is a function from $\{0, ..., N-1\}$ into $\Lambda \cup \{v\}$ such that the symbol $v$ occurs at least once. For a variable word $w(v)$ over $\Lambda$ and a letter $\alpha \in \Lambda$ we denote by $w(\alpha)$ the constant word resulting by substituting each occurrence of $v$ by $\alpha$. A combinatorial line is a set of the form $\{w(\alpha) : \alpha \in \Lambda\}$, where $w(v)$ is a variable word over $\Lambda$.

**Theorem 4** (Hales–Jewett). Let $k, r$ be positive integers. Then there exists a positive integer $N_0$ with the following property. For every positive integer $N$ with $N \geq N_0$, every alphabet $\Lambda$ with $k$ elements and every $r$-coloring of $\Lambda^N$, there exists a monochromatic combinatorial line. We denote the least such $N_0$ by $\text{HJ}(k, r)$.

3.2. The Halpern–Läuchli Theorem. The next result is due to J. D. Halpern and H. Läuchli [8] (see also [1] and [12] for combinatorial proofs). As we mentioned in the introduction, the main result of the present work, i.e. Theorem 3, can be viewed as a dual form of the following.

**Theorem 5.** Let $T$ be a vector tree of infinite height. Then for every dense vector subset $D$ of $T$ and every subset $P$ of $\otimes D$, there exists a vector subset $D'$ of $D$ such that either

(i) $\otimes D'$ is a subset of $P$ and $D'$ is a dense vector subset of $T$, or
(ii) $\otimes D'$ is a subset of $P^c$ and $D'$ is a $t$-dense vector subset $D'$ of $T$ for some $t \in \otimes T$. 
3.3. **Souslin measurability.** By $\mathcal{N}$ we denote the set of all infinite sequences in $\omega$ and by $\omega^{<\infty}$ the set of all finite sequences in $\omega$. A Souslin scheme is a family $(X_s)_{s \in \omega^{<\infty}}$ of sets. We say that a collection $\mathcal{C}$ of subsets of some fixed set $X$ is closed under the Souslin operation if for every Souslin scheme $(X_s)_{s \in \omega^{<\infty}}$ consisting of elements of $\mathcal{C}$ we have that the set

$$\bigcup_{\sigma \in \mathcal{N}} \bigcap_{n \in \omega} X_{\sigma|n}$$

belongs to $\mathcal{C}$.

Let $\mathcal{T}$ be a topological space. By $\mathcal{SM}(\mathcal{T})$ we denote the smallest algebra of subsets of $\mathcal{T}$ that contains all the open sets and is closed under the Souslin operation. A subset of $\mathcal{T}$ is called Souslin measurable if it belongs to $\mathcal{SM}(\mathcal{T})$. Let us point out that $\mathcal{SM}(\mathcal{T})$ is a $\sigma$-algebra of subsets of $\mathcal{T}$ containing all the open sets. Thus, in particular, every Borel subset of $\mathcal{T}$ is Souslin measurable. Moreover, every analytic or coanalytic subset of $\mathcal{T}$ is Souslin measurable. Finally, we say that a coloring of $\mathcal{T}$ is Souslin measurable if the inverse image of every color is a Souslin measurable subset of $\mathcal{T}$.

3.4. **Abstract Ramsey Theory.** Abstract Ramsey theory was developed after several classical infinite-dimensional Ramsey-theoretic results were deduced from the corresponding one-dimensional pigeonhole principles using a similar procedure. In [2] and [4], T. J. Carlson and S. G. Simpson were first to provide a set of axioms that underline the concept of topological Ramsey space. Here, we shall need the extension of this approach to the concept of general Ramsey space due to S. Todorcevic ([12]). We shall need to recall the approach from [12].

A Ramsey space is a tuple of the form

$$(\mathcal{R}, \mathcal{S}, \leq, \leq^o, r, s),$$

satisfying the following.

(i) Both $\mathcal{R}$ and $\mathcal{S}$ are sets, while $\leq$ and $\leq^o$ are binary relations.

(ii) The binary relation $\leq$ is a reflexive and transitive relation on $\mathcal{S}$, while $\leq^o$ is a subset of the cartesian product $\mathcal{R} \times \mathcal{S}$ such that for every $X, Y$ in $\mathcal{S}$ and $A$ in $\mathcal{R}$ we have that

if $A \leq^o X$ and $X \leq Y$ then $A \leq^o Y$.

(iii) There exist sets $\mathcal{AR}$ and $\mathcal{AS}$ such that both $r$ and $s$ are functions with

$$r : \mathcal{R} \times \omega \rightarrow \mathcal{AR} \text{ and } s : \mathcal{S} \times \omega \rightarrow \mathcal{AS}.$$

For every non-negative integer $n$ we define $r_n : \mathcal{R} \rightarrow \mathcal{AR}$ and $s_n : \mathcal{S} \rightarrow \mathcal{AS}$ setting

$$r_n(A) = r(A, n) \text{ and } s_n(X) = s(X, n).$$
for all $A$ in $\mathcal{R}$ and $X$ in $\mathcal{S}$. Moreover, for every non-negative integer $n$, we set $\mathcal{A}R_n$ to be the range of $r_n$ and $\mathcal{A}S_n$ to be the range of $s_n$. Without loss of generality, we may assume that $\mathcal{A}R = \bigcup_{n=0}^{\infty} \mathcal{A}R_n$ and $\mathcal{A}S = \bigcup_{n=0}^{\infty} \mathcal{A}S_n$.

We consider four axioms about a Ramsey space. The first axiom is the following.

**A.1** (Sequencing) For any choice $(p, P)$ in $\{(r, \mathcal{R}), (s, \mathcal{S})\}$, the following are satisfied for every $P, Q$ in $P$.

(i) $p_0(P) = p_0(Q)$.

(ii) If $P \neq Q$ then $p_n(P) \neq p_n(Q)$ for some non-negative integer $n$.

(iii) If for some pair of non-negative integers $n, m$ we have that $p_n(P) = p_m(Q)$ then $n = m$ and $p_k(P) = p_k(Q)$ for all $0 \leq k \leq n$.

Let us observe that if a Ramsey space satisfies axiom **A.1** then each element $A$ of $\mathcal{R}$ (resp. $X$ of $\mathcal{S}$) can be identified by the sequence $(r_n(A))_{n=0}^{\infty}$ in $\mathcal{A}R$ (resp. the sequence $(s_n(X))_{n=0}^{\infty}$ in $\mathcal{A}S$). Thus, in this case, the set $\mathcal{R}$ (resp. $\mathcal{S}$) can be viewed as a subset of the space $\mathcal{A}R^\omega$ (resp. $\mathcal{A}S^\omega$) of all sequences in $\mathcal{A}R$ (resp. $\mathcal{A}S$). We endow the set $\mathcal{A}R$ with the discrete topology and the set $\mathcal{A}R^\omega$ with the corresponding product topology which we refer to as the metric topology. Thus the set $\mathcal{R}$ inherits a topology, called the metric topology on $\mathcal{R}$. Similarly, we consider the metric topology on $\mathcal{A}S^\omega$.

Similarly, if a Ramsey space satisfies axiom **A.1** then each element $a$ of $\mathcal{A}R$ (resp. $x$ of $\mathcal{A}S$) can be identified by a finite sequence $(r_k(A))_{k<n}$ for some $A$ in $\mathcal{R}$ (resp. $(s_k(X))_{k<m}$ for some $X$ in $\mathcal{S}$). Let us observe that the numbers $n$ and $m$ are unique. We denote them by $|a|$ and $|x|$ respectively.

These observations give rise to the following ordering $\sqsubseteq$ defined on both $\mathcal{A}R$ and $\mathcal{A}S$. For $a$ and $b$ in $\mathcal{A}R$ we write $a \sqsubseteq b$ if there exist non-negative integers $m, n$ with $m \leq n$ and $A$ in $\mathcal{R}$ such that $a = r_m(A)$ and $b = r_n(A)$. Similarly, for $x$ and $y$ in $\mathcal{A}S$ we write $x \sqsubseteq y$ if there exist non-negative integers $m, n$ with $m \leq n$ and $X$ in $\mathcal{S}$ such that $x = r_m(X)$ and $Y = r_n(X)$.

The second axiom about a Ramsey space is the following.

**A.2** (Finitization) There exist a binary relation $\leq^0_{\text{fin}}$, subset of the cartesian product $\mathcal{A}R \times \mathcal{A}S$ and a reflexive and transitive binary relation $\leq_{\text{fin}}$ on $\mathcal{A}S$ satisfying the following.

(1) For every $x$ in $\mathcal{A}S$ both the sets $\{a \in \mathcal{A}R : a \leq^0_{\text{fin}} x \}$ and $\{y \in \mathcal{A}S : y \leq_{\text{fin}} x \}$ are finite.

(2) For every $Y, X$ in $\mathcal{S}$ we have that $Y \leq X$ if and only if for every $n$ there exists $m$ satisfying $s_n(X) \leq_{\text{fin}} s_m(Y)$.

(3) For every $A$ in $\mathcal{A}$ and $X$ in $\mathcal{S}$ we have that $A \leq^0 X$ if and only if for every $n$ there exists $m$ satisfying $s_n(A) \leq^0_{\text{fin}} s_m(X)$.

(4) For every $a$ in $\mathcal{A}R$ and $x, y$ in $\mathcal{A}S$, we have that $a \leq^0_{\text{fin}} x \leq_{\text{fin}} y$ implies $a \leq^0_{\text{fin}} y$.

(5) For every $a, b$ in $\mathcal{A}R$ and $x$ in $\mathcal{A}S$, we have that $a \sqsubseteq b$ and $b \leq^0_{\text{fin}} x$ implies the existence of some $y \sqsubseteq x$ satisfying $a \leq^0_{\text{fin}} y$. 

To state the third axiom, we need some additional notation. Let \( a \in \mathcal{A} \mathcal{R} \), \( x \in \mathcal{A} \mathcal{S} \), \( m \in \omega \) and \( Y \in \mathcal{S} \). We define the basic sets as follows.

\[
[a, Y] = \{ A \in \mathcal{R} : A \subseteq^o Y \text{ and there exists } n \in \omega \text{ such that } r_n(A) = a \},
\]

\[
[x, Y] = \{ X \in \mathcal{S} : X \subseteq Y \text{ and there exists } n \in \omega \text{ such that } s_n(X) = x \}
\]

and

\[
[m, Y] = [s_m(Y), Y].
\]

Moreover, for every \( a \in \mathcal{A} \mathcal{R} \) and \( Y \in \mathcal{S} \) we set

\[
\text{depth}_Y(a) = \begin{cases} 
\min \{ k \in \omega : a \leq s_k(Y) \} & \text{if } a \leq s_k(Y) \text{ for some } k \in \omega \\
\infty & \text{otherwise}
\end{cases}
\]

The third axiom about a Ramsey space is the following.

A.3 (Amalgamation)

(1) For every \( a \in \mathcal{A} \mathcal{R} \) and \( Y \in \mathcal{S} \) we have that if \( d = \text{depth}_Y(a) < \infty \) then every \( X \in [d, Y] \) satisfies \([a, X] \neq \emptyset\).

(2) For every \( a \in \mathcal{A} \mathcal{R} \) and \( X, Y \in \mathcal{S} \) we have that if \( X \subseteq Y \) and \([a, X] \neq \emptyset\) then there exists \( Y' \in [\text{depth}_Y(a), Y] \) satisfying \([a, Y'] \subseteq [a, X]\).

Finally, the fourth axiom about a Ramsey space is the following.

A.4 (Pigeonhole) For every \( a \in \mathcal{A} \mathcal{R} \), every subset \( O \) of \( \mathcal{A} \mathcal{R}_{l+1} \), where \( l = |a| \), and every \( Y \in \mathcal{S} \) with \([a, Y] \neq \emptyset\), there exists \( X \in [\text{depth}_Y(a), Y] \) such that either \( r_{l+1}[a, X] \subseteq O \) or \( r_{l+1}[a, X] \subseteq O^c \).

We will need the following consequence of the Abstract Ramsey Theorem.

**Theorem 6.** Let \((\mathcal{R}, \mathcal{S}, \leq, \leq^o, r, s)\) be a Ramsey space satisfying axioms A.1–A.4. Assume also that \( \mathcal{R} \) is a closed subset of \( \mathcal{A} \mathcal{R}^\omega \). Then for every finite Souslin measurable coloring of \( \mathcal{R} \) and \( X \in \mathcal{S} \), there exists \( X' \in \mathcal{S} \) with \( X' \subseteq X \) such that the set \( \{ A \in \mathcal{R} : A \leq^o X' \} \) is monochromatic.

4. Notation for words on level products

In this section we introduce the notation needed to state Theorem 7. As we mentioned in the introduction, Theorem 7 is the analogue of the Hales–Jewett Theorem for maps defined on the level product of a vector tree. Sections 5 and 6 are devoted to the proof of Theorem 7.

Let us fix a finite set \( \Lambda \) that we view as a finite alphabet and a vector tree \( T = (T_1, \ldots, T_d) \) of infinite height. Also let \( m, n \) be two non-negative integers, with \( m \leq n \). We define the set of constant words \( W(\Lambda, T, m, n) \) over \( \Lambda \) on \( \otimes T \upharpoonright [m, n] \) to be the set of all functions from \( \otimes T \upharpoonright [m, n] \) into \( \Lambda \), i.e.,

\[
W(\Lambda, T, m, n) = \Lambda^\otimes T_{|[m,n]}.
\]

Let us point out that if \( m = n \), then \( W(\Lambda, T, m, n) = \{ \emptyset \} \). Moreover, we define the set of all constant words to be \( W(\Lambda, T) = \bigcup_{m \leq n} W(\Lambda, T, m, n) \).

Let \((v_a)_{a \in \otimes T}\) be a collection of distinct symbols not occurring in \( \Lambda \). The elements of this collection serve as variables. For every vector level subset \( D \) of \( T \), we
define $W_v(\Lambda, T, D, m, n)$ to be the set of all functions $f$ from $\otimes T \upharpoonright [m,n]$ into $\Lambda \cup \{v_s : s \in \otimes D\}$ satisfying the following.

(i) The set $f^{-1}(\{u_s\})$ is nonempty and admits $s$ as a minimum in $\otimes T$, for all $s$ in $\otimes D$.

(ii) For every $s$ and $s'$ in $\otimes D$, we have $L_{\otimes T}(f^{-1}(\{u_s\})) = L_{\otimes T}(f^{-1}(\{u_{s'}\}))$.

Moreover, we set

$$W_v(\Lambda, T, m, n) = \bigcup \{W_v(\Lambda, T, D, m, n) : D \text{ is a vector level subset of } T\}$$

with $L_T(D) \subset [m,n]$. For every $f$ in $W_v(\Lambda, T, m, n)$, we set $ws(f) = D$, where $D$ is the unique vector level subset of $T$ such that $f \in W_v(\Lambda, T, D, m, n)$. Finally, we define $W_v(\Lambda, T) = \bigcup_{m<n} W_v(\Lambda, T, m, n)$. The elements of $W_v(\Lambda, T)$ are viewed as variable words over the alphabet $\Lambda$.

Observe that for every nonempty element $f$ in $W(\Lambda, T) \cup W_v(\Lambda, T)$, there exists unique non-negative integers $m, n$ with $m < n$ such that the function $f$ belongs to $W(\Lambda, T, m, n) \cup W_v(\Lambda, T, m, n)$. We set $\text{bot}(f) = m$ and $\text{top}(f) = n$.

For variable words, we consider substitutions. In particular, for every $f$ in $W_v(\Lambda, T)$ and every family $a = (a_s)_{s \in ws(f)}$ of elements in $\Lambda$, we define $f(a)$ to be the unique element of $W(\Lambda, T)$ resulting by substituting each occurrence of $u_s$ by $a_s$, for every $s$ in $\otimes ws(f)$. Moreover, for every word, variable or not, we consider its span. In particular, for every $f$ in $W_v(\Lambda, T)$ we set

$$[f]_\Lambda = \{f(a) : a = (a_s)_{s \in \otimes ws(f)}\}$$

while for every $f$ in $W(\Lambda, T)$, we set $[f]_\Lambda = \{f\}$.

Let $f_1$ and $f_2$ in $W(\Lambda, T) \cup W_v(\Lambda, T)$. We say that the pair $(f_1, f_2)$ is compatible if either at least one of $f_1$ and $f_2$ is the empty function or $\text{top}(f_1) = \text{bot}(f_2)$. A finite sequence $(f_i)_{i=0}^{q-1}$ in $W(\Lambda, T) \cup W_v(\Lambda, T)$ is called compatible, if for every $0 \leq i < q-1$ the pair $(f_i, f_{i+1})$ is compatible. Similarly, an infinite sequence $(f_i)_{i=0}^{\infty}$ in $W(\Lambda, T) \cup W_v(\Lambda, T)$, is called compatible, if for every non-negative integer $i$ we have that the pair $(f_i, f_{i+1})$ is compatible.

We extend the notion of span for compatible sequences. Let $m_1, m_2, m_3$ be three non-negative integers, with $m_1 \leq m_2 \leq m_3$. Also let $A$ be a subset of the set $W(\Lambda, T, m_1, m_2) \cup W_v(\Lambda, T, m_1, m_2)$ and $B$ a subset of the set $W(\Lambda, T, m_2, m_3) \cup W_v(\Lambda, T, m_2, m_3)$. We set

$$A \cap B = \{f_1 \cup f_2 : f_1 \in A \text{ and } f_2 \in B\}.$$ 

For a compatible finite sequence $(f_i)_{i=0}^{q-1}$ in $W(\Lambda, T) \cup W_v(\Lambda, T)$, we define its span as

$$[(f_i)_{i=0}^{q-1}]_\Lambda = [f_0]_\Lambda \cap \cdots \cap [f_{q-1}]_\Lambda.$$
while for a compatible infinite sequence \((f_i)_{i=0}^\infty\), we define its span as
\[
[(f_i)_{i=0}^\infty]_\Lambda = \bigcup_{q=1}^{\infty} [(f_i)_{i=0}^{q-1}]_\Lambda.
\]

A compatible infinite sequence \(X = (f_i)_{i=0}^\infty\) is called a subspace (of \(W(\Lambda, T)\)), if the following are satisfied.

(i) For every non-negative integer \(i\), we have that \(f_i\) belongs to \(W_v(\Lambda, T)\).

(ii) For every non-negative integer \(i\), we have that the vector level subset \(ws(f_i)\) dominates \(T(i)\).

(iii) \(bot(f_0) = 0\).

For \(Y\) and \(X\) two subspaces, we say that \(Y\) is a further subspace of \(X\), we write \(Y \leq X\), if \([Y]_\Lambda\) is a subset of \([X]_\Lambda\). We prove the following.

**Theorem 7.** Let \(\Lambda\) be a finite alphabet and \(T\) a vector tree of infinite height. Then for every finite coloring of the set of the constant words \(W(\Lambda, T)\) over \(\Lambda\) and every subspace \(X\) of \(W(\Lambda, T)\) there exists a subspace \(X'\) of \(W(\Lambda, T)\) with \(X' \leq X\) such that the set \([X']_\Lambda\) is monochromatic.

### 5. Subspaces

For the proof of Theorem 7 we shall need some additional notation concerning the subspaces. Let us fix throughout this section a finite alphabet \(\Lambda\) and a vector tree \(T\) of infinite height. For notational simplicity we will write \(W\) (resp. \(W_v\)) instead of \(W(\Lambda, T)\) (resp. \(W_v(\Lambda, T)\)). For a non-negative integer \(\ell\), we define
\[
W(\ell) = \{ f \in W : \text{if } f \neq \emptyset \text{ then } bot(f) = \ell \} \quad \text{and} \quad W_v(\ell) = \{ f \in W_v : bot(f) = \ell \}.
\]

For the proof of Theorem 7 we need to enlarge the class of the subspaces that we are looking at. Let \(k, \ell\) be two non-negative integers. A compatible infinite sequence \(X = (f_i)_{i=0}^\infty\) is called a \((k, \ell)\)-subspace, if the following are satisfied.

(i) For every non-negative integer \(i\), we have that \(f_i\) belongs to \(W_v\).

(ii) For every non-negative integer \(i\), we have that the vector level subset \(ws(f_i)\) dominates \(T(k + i)\).

(iii) \(bot(f_0) = \ell\).

Let us observe that if \(X\) is a \((k, \ell)\)-subspace, then \(X\) is also a \((k', \ell)\)-subspace for every non-negative integer \(k'\) with \(k' \leq k\). Moreover, \(X\) is a subspace if and only if \(X\) is a \((0, k')\)-subspace for some non-negative integer \(k'\). For a non-negative integer \(\ell\), we say that \(X\) is an \(\ell\)-subspace, if \(X\) is a \((k, \ell)\)-subspace for some non-negative integer \(k\). Thus, \(X\) is a subspace if and only if \(X\) is a 0-subspace. Moreover, a compatible finite sequence \(x\) in \(W_v\) is called a finite \((k, \ell)\)-subspace, if there exists a \((k, \ell)\)-subspace having \(x\) as an initial segment. Similarly, a compatible finite sequence \(x\) in \(W_v\) is called a finite \(\ell\)-subspace, if there exists an \(\ell\)-subspace having \(x\) as an initial segment.
Let us fix some non-negative integer \( \ell \). We say that an \( \ell \)-subspace \( Y \) is a further subspace of \( X \), where \( X \) is an \( \ell \)-subspace too, if \( [Y]_\Lambda \) is a subset of \( [X]_\Lambda \). In this case we write \( Y \subseteq X \). Similarly, if \( y \) is a finite \( \ell \)-subspace and \( X \) an \( \ell \)-subspace (resp. \( x \) another finite \( \ell \)-subspace) we write \( y \subseteq X \) (resp. \( y \subseteq x \)) if \( [y]_\Lambda \) is subset of \( [X]_\Lambda \) (resp. \( [x]_\Lambda \)).

Let \( \ell \) be a non-negative integer. Also let \( x \) and \( y \) be two finite \( \ell \)-subspaces. We say that \( y \) extends \( x \), we write \( x \preceq y \), if \( x \) is an initial segment of \( y \). Similarly, if \( X \) is an \( \ell \)-subspace, we write \( x \preceq X \) if \( x \) is an initial segment of \( X \). Moreover, we will say that \( x \) is a by one extension of \( y \), if \( x \) extends \( y \) and its length equals the length of \( y \) plus one.

Let \( \ell \) be a non-negative integer and \( X = (x_i)_{i=0}^{\infty} \) be an \( \ell \)-subspace. Also let \( x \) be a finite \( \ell \)-subspace such that \( x \subseteq X \). Then observe that there exists a unique positive integer \( q \), such that \( x \subseteq (x_i)_{i=0}^{q-1} \). We define \( X/x = (x_i)_{i=q}^{\infty} \). Observe that \( X/x \) is an \( \ell' \)-subspace, where \( \ell' = \text{bot}(f_q) \).

6. Large sets

The main notion that helps us to carry out the proof of Theorem 7 is the one of largeness. In this section, we include the definition of the large set and the results related to it. These results form the main part of the proof of Theorem 7.

Let us fix throughout this section a finite alphabet \( \Lambda \) and a vector tree \( T \) of infinite height.

**Definition 8.** Let \( \ell \) be a non-negative integer. Also let \( E \) a subset of \( W(\ell) \) and \( X \) an \( \ell \)-subspace. We say that \( E \) is large in \( X \) if for every further subspace \( Y \) of \( X \) we have that \( E \cap [Y]_\Lambda \neq \emptyset \).

We have the following easy to observe facts concerning the notion of largeness. The first claims that the notion of largeness is hereditary.

**Fact 9.** Let \( \Lambda \) be a finite alphabet and \( T \) a vector tree of infinite height. Also let \( \ell \) be a non-negative integer, \( X \) an \( \ell \)-subspace and \( E \) a subset of \( W(\ell) \) such that \( E \) is large in \( X \). Then for every \( Y \subseteq X \), we have that \( E \) is large in \( Y \).

The second fact establishes a mild Ramsey property for the notion of largeness.

**Fact 10.** Let \( \Lambda \) be a finite alphabet and \( T \) a vector tree of infinite height. Also let \( \ell \) be a non-negative integer, \( X \) an \( \ell \)-subspace and \( E \) a subset of \( W(\ell) \) such that \( E \) is large in \( X \). Finally, let \( r \) be a positive integer and \( E = \bigcup_{i=1}^{r} E_i \) a partition of \( E \). Then there exist \( i_0 \in \{1, \ldots, r\} \) and \( Y \subseteq X \) such that \( E_{i_0} \) is large in \( Y \).

We shall need some additional notation. Let \( \ell \) be a non-negative integer and \( E \) be a subset of \( W(\ell) \). Then for every \( f \) in \( W(\ell) \cup W_\emptyset(\ell) \) we set
\[
E_f = \{ g \in W(\text{top}(f)) : f' \cup g \in E \text{ for all } f' \in [f]_\Lambda \}
\]
if \( f \neq \emptyset \) and \( E_f = E \) otherwise. Similarly, for a finite \( \ell \)-subspace \( x \) we set
\[
E_x = \bigcap_{f \in [x]_\Lambda} E_f.
\]

We have the following lemma.

**Lemma 11.** Let \( \Lambda \) be a finite alphabet and \( T \) a vector tree of infinite height. Also let \( k, \ell \) be non-negative integers, \( X \) an \( \ell \)-subspace and \( E \) a subset of \( W(\ell) \) such that \( E \) is large in \( X \). Then there exist \( g \) in \( W_v(\ell) \) and a top\((g)\)-subspace \( Y \) satisfying the following.

(a) \( [g]_\Lambda \) is a subset of \([X]_\Lambda\).
(b) \( ws(g) \) dominates \( T(k) \).
(c) \( Y \leq X/(g) \).
(d) \( E_g \) is large in \( Y \).

**Proof.** Let \( \mathcal{X} \) be the set of all finite \( \ell \)-subspaces \( x \) such that either \( x \) is the empty sequence or \( x \leq X \) and if \( x = (f_i)_{i=0}^{q-1} \) then the cardinality of the set \( \otimes ws(f_i) \) is equal to \( \otimes T(i) \) for all \( 0 \leq i < q \). We have the following claim.

**Claim 1:** There exists a finite \( \ell \)-subspace \( x \) in \( \mathcal{X} \) such that for every \( x' \) in \( \mathcal{X} \) extension by one of \( x \) we have that \([x']_\Lambda \cap E \neq \emptyset \).

**Proof of Claim 1.** Assume on the contrary that for every \( x \) in \( \mathcal{X} \) there exists an extension by one \( x' \) of \( x \) in \( \mathcal{X} \) such that \([x']_\Lambda \cap E = \emptyset \). Then we construct an infinite sequence \( (x_n)_{n=0}^{\infty} \) in \( \mathcal{X} \) satisfying for every non-negative integer \( n \) the following.

(i) The length of \( x_n \) is \( n + 1 \).
(ii) \( x_n \subseteq x_{n+1} \).
(iii) \( [x_n]_\Lambda \cap E = \emptyset \).

Indeed let \( x'_0 \) to be the empty sequence. Then by our assumption there exists an extension by one \( x_0 \) of \( x'_0 \) in \( \mathcal{X} \) such that \([x_0]_\Lambda \cap E = \emptyset \). By this choice (i) and (iii) above are satisfied, while (ii) is meaningless. Assume that for some non-negative integer \( n \) the elements \( x_0, \ldots, x_n \) have been chosen properly. By our assumption there exists an extension by one \( x_{n+1} \) of \( x_n \) in \( \mathcal{X} \) such that \([x_{n+1}]_\Lambda \cap E = \emptyset \). Clearly, \( x_{n+1} \) is as desired.

Let us observe that by property (ii) there exists unique \( \ell \)-subspace \( Y \) such that \( x_n \) is an initial segment of \( Y \) for all \( n \). Moreover, by property (i), we have that \([Y]_\Lambda = \bigcup_{n=0}^{\infty} [x_n]_\Lambda \). Thus, invoking property (iii), we get that \([Y]_\Lambda \cap E = \emptyset \). Finally, for every non-negative integer \( n \), since \( x_n \) belongs to \( \mathcal{X} \), we have that \( x_n \leq X \). Thus \( Y \leq X \). Let us observe that the existence of such a \( Y \) contradicts that \( E \) is large in \( X \).

Let \( q \) be the length of \( x \) provided by Claim 1. We set \( r = |\Lambda|^{\otimes T(q+1)} \). Observe that for every extension by one \( x' \) of \( x \) in \( \mathcal{X} \), we have that \([x']_\Lambda \) is of cardinality \( r \). Moreover, we set \( N = HJ(|\Lambda|^{\otimes T(k)}), r \). We pick a compatible sequence \( g = (g_i)_{i=0}^{N-1} \) in \( W_v \) satisfying the following.
Claim 2: The set \( \bigcup_{f \in [X]} \bigcup_{g \in \mathcal{L}} E_{f \cup g} \) is large in \( X' \).

Proof of Claim 2. Let \( X'' \subseteq X' \) be arbitrary. It suffices to find \( f \in [X] \), \( h \in \mathcal{L} \) and \( f' \in [X''] \) such that \( f' \in E_{f \cup h} \). Pick \( w \in W_v \) such that

1. \( [w] \) is a subset of \( [X'' \Lambda] \).
2. The vector level subset \( \text{vs}(w) \) dominates \( T(q) \).
3. The cardinality of \( \text{vs}(w) \) equals the cardinality of \( T(q) \).

Notice that for every \( g \in [g] \), we have that \( x \sim (g \cup w) \) is an extension by one of \( x \) in \( \mathcal{L} \) and therefore, by Claim 1, there exists a \( x \) \( \mathcal{L} \) \( \times [w] \) such that \( f_g \cup g \cup f'_g \) belongs to \( E \). Moreover, notice that \( [X] \times [w] \) is of cardinality \( r \). We set

\[
\Lambda' = \{ (a_t)_{t \in T(k)} \mid a_t \in \Lambda \text{ for all } t \in \otimes T(k) \}
\]

and \( \Lambda \) to be the set of all sequence \( (a_i)_{i=0}^{N-1} \) of length \( N \) with elements from \( \Lambda' \). For every \( i \in \{0, \ldots, N-1\} \) and \( s \in \otimes wt(x_i) \) we set \( t_s \) to be the unique element of \( \otimes T(k) \) such that \( t_s \leq \otimes t_s \). We define a map \( Q : \Lambda \rightarrow [g] \) setting

\[
Q \left( \left( (a_t)_{t \in \otimes T(k)} \right)_{i=0}^{N-1} \right) = \bigcup_{i=0}^{N-1} g_i \left( \left( a_{t_s} \right)_{s \in \otimes wt(x_i)} \right),
\]

for all \( \left( (a_t)_{t \in \otimes T(k)} \right)_{i=0}^{N-1} \) in \( \Lambda \). Observe that for every combinatorial line \( L \) of \( \Lambda \) we have that there exists unique element \( h \) of \( \mathcal{L} \) such that \( Q[L] = [h] \).

We define a coloring \( c : \Lambda \rightarrow [X] \times [w] \) by the rule

\[
c(\overline{a}) = (f_Q(\overline{a}), f'_Q(\overline{a}))
\]

for all \( \overline{a} \) in \( \Lambda \).

By the choice of \( r \), \( N \) and the Hales–Jewett theorem, that is, Theorem 3, we have that there exists a \( c \)-monochromatic combinatorial line \( L \) of \( \Lambda \). Let \( h \) be the unique element of \( \mathcal{L} \) satisfying \( Q[L] = [h] \). Let \( f \in [X] \Lambda \) and \( f' \in [w] \Lambda \) such that for every \( \overline{a} \) in \( L \), we have that \( c(\overline{a}) = (f, f') \). Observe that for every \( \overline{a} \) in \( L \) we have that \( f \cup Q(\overline{a}) \cup f' \) belongs to \( E \). By the choice of \( h \), we have for every \( g \in [h] \) that \( f \cup g \cup f' \) belongs to \( E \). That is, \( f' \) belongs to \( E_{f \cup h} \). Finally, by (a), we have that \( f' \) is element of \( [X'] \Lambda \). The proof of Claim 2 is complete. \( \square \)
By Claim 2 and Fact 10 there exist \( f \in \mathcal{X}_A, h \in \mathcal{L} \) and \( Y \subseteq X' \) such that \( E_{f \cup h} \) is large in \( Y \). Setting \( g = f \cup h \), it follows easily that \( g \) and \( Y \) are as desired. \( \square \)

An iteration of the above theorem yields the following.

**Corollary 12.** Let \( \Lambda \) be a finite alphabet and \( T \) a vector tree of infinite height. Also let \( \ell \) be a non-negative integer, \( X \) an \( \ell \)-subspace and \( E \) a subset of \( W(\ell) \) such that \( E \) is large in \( X \). Then there exists an \( \ell \)-subspace \( Y \) with \( Y \subseteq X \) such that for every finite \( \ell \)-subspace \( x \) with \( x \subseteq Y \) we have that \( E_x \) is large in \( Y/x \).

**Proof.** By an iterated use of Lemma 11, we inductively construct a sequence \( (g_n)_{n=0}^{\infty} \) in \( W_v \) and a sequence \( (Y_n)_{n=0}^{\infty} \) with \( Y_0 = X \) satisfying for every non-negative integer \( n \) the following.

(a) \( [g_n]_\Lambda \) is a subset of \( [Y_n]_\Lambda \).
(b) \( Y_{n+1} \leq Y_n/(g_n) \).
(c) \( ws(g_n) \) dominates \( T(n) \).
(e) \( E_{(g_n)_{n=0}^{\infty}} \) is large in \( Y_{n+1} \).

We set \( Y = (g_i)_{i=0}^{\infty} \). Then \( Y \) is as desired. Indeed, first, observe that \( Y \) is an \( \ell \)-subspace with \( Y \subseteq X \). Let \( y_n = (g_i)_{i=0}^{n} \) for all \( n \geq 0 \). Notice that for every non-negative integer \( n \) we have that

\[
Y/y_n \leq Y_{n+1}.
\]

Finally, let \( x \) be a finite \( \ell \)-subspace with \( x \subseteq Y \). Then there exists some \( n \) such that \( x \subseteq y_n \). Since \( [x]_\Lambda \subseteq [y_n]_\Lambda \), we have that \( E_{y_n} \subseteq E_x \). Moreover, we have that \( Y/x = Y/y_n \). Invoking (e) and 11, we have that \( E_x \) is large in \( Y/x \). \( \square \)

Finally, we will need the following lemma concerning the large sets.

**Lemma 13.** Let \( \Lambda \) be a finite alphabet and \( T \) a vector tree of infinite height. Also let \( k, \ell \) be non-negative integers, \( X \) an \( \ell \)-subspace and \( E \) a subset of \( W(\ell) \) such that \( E \) is large in \( X \). Then there exists \( f \) in \( W_v \) satisfying the following.

(i) The set \( [f]_\Lambda \) is a subset of \( X \Lambda \cap E \).
(ii) The vector level subset \( ws(f) \) dominates \( T(k) \).

**Proof.** Let as assume on the contrary. Then for every integer \( k' \geq k \), since \( T(k') \) dominates \( T(k) \), there is no \( f \) in \( W_v \) satisfying condition (i) above such that the vector level subset \( ws(f) \) dominates \( T(k') \).

We construct inductively a compatible sequence \( (f_n)_{n=0}^{\infty} \) in \( W_v \) satisfying the following.

(C1) The set \( [f_0]_\Lambda \) is a subset of \( X \Lambda \setminus E \).
(C2) For every positive integer \( n \) and every \( g \) in \( [(f_i)_{i=0}^{n-1}]_\Lambda \), we have that the set \( [g \cup f_n]_\Lambda \) is a subset of \( X \Lambda \setminus E \).
(C3) The vector level subset \( ws(f_n) \) dominates \( T(k + n) \), for all \( n \) in \( \omega \).
First, let us observe that the above construction leads to a contradiction and therefore completes the proof of the lemma. Indeed, set \( Y = (f_n)_{n=0}^\infty \). Since \( X \) in an \( \ell \)-subspace, by (C1), we have, in particular, that \( f_0 \) belongs to \( W(\ell) \). Invoking (C3), we get that \( Y \) is an \( \ell \)-subspace. Observe that for every positive integer \( n \) we have that
\[
[(f_i)_{i=0}^n]_\Lambda = \bigcup_{g \in [(f_i)_{i=0}^{n-1}]} \{g\}^\sim [f_n]_\Lambda.
\]
Thus, invoking (C1) and (C2), we have that \( Y \subseteq X \) and \( [Y]_\Lambda \cap E = \emptyset \), which contradicts the largeness of \( E \) in \( X \).

We will describe the inductive step of the construction. The initial step is similar to the general one. Let as assume that for some positive integer \( n \) the words \( f_0, ..., f_{n-1} \) have been chosen properly.

Let \( x = (f_i)_{i=0}^{n-1} \) and let \( r \) be the cardinality of the set \( [x]_\Lambda \). We set \( N = \text{HJ}(|x||\otimes T(k+n)|, 2^n) \) and
\[
\Lambda' = \{(a_t)_{t \in \otimes T(k+n)} : a_t \in \Lambda \text{ for all } t \in \otimes T(k+n)\}.
\]
We define \( A \) to be the set of all sequence \( \pi = (a_i)_{i=0}^{N-1} \) of length \( N \) with elements from \( \Lambda' \). Moreover, we set \( C \) to be the set of all maps from \( [x]_\Lambda \) into \( \{0, 1\} \). Clearly \( C \) is of cardinality \( 2^N \).

We pick a compatible sequence \( h = (h_i)_{i=0}^{N-1} \) in \( W_c \) satisfying the following.

(a) The pair \( (f_{n-1}, h_0) \) is compatible.
(b) The set \( [h]_\Lambda \) is a subset of \( [x]_\Lambda \).
(c) The vector level subset \( \text{ws}(h_0) \) dominates \( T(k+n) \).
(d) The vector level subset \( \text{ws}(h_{i+1}) \) dominates \( \text{ws}(h_i) \) for all \( 0 \leq i < M - 1 \).
(e) \( |\otimes \text{ws}(h_i)| = |\otimes T(k+n)| \) for all \( 0 \leq i < M \).

For every \( i \in \{0, ..., N-1\} \) and \( s \) in \( \otimes \text{ws}(f_i) \) we set \( t_s \) to be the unique element of \( \otimes T(k+n) \) such that \( t_s \leq_\otimes T s \). We define a map \( Q : A \to [h]_\Lambda \) setting
\[
Q((a_t)_{t \in \otimes T(k+n)}) = \bigcup_{i=0}^{N-1} h_i((a_{t_s})_{s \in \otimes \text{ws}(g_i)}),
\]
for all \( ((a_t)_{t \in \otimes T(k)})_{i=0}^{N-1} \) in \( A \).

We define a coloring \( c : A \to C \) as follows. For every \( \pi \in A \) and \( g \) in \( [x]_\Lambda \), we set \( c(\pi)(g) = 0 \) if \( g \cup Q(\pi) \not\in E \) and \( c(\pi)(g) = 1 \) otherwise. By the the Hales–Jewett theorem, that is, Theorem [3], we have that there exists a \( c \)-monochromatic combinatorial line \( L \) of \( A \). Let \( f_n \) be the unique element of \( W_c \) such that \( [f_n]_\Lambda = \{Q(\pi) : \pi \in L\} \). By (a), we have that \( (f_i)_{i=0}^n \) is compatible. By (b), we get that
\[
[(f_i)_{i=0}^n]_\Lambda \subseteq [x]_\Lambda.
\]
By (c) and (d), we have that (C3) is satisfied. By (2), the fact that \( L \) is \( c \)-monochromatic and the definition of the coloring \( c \), we have for every \( g \) in \( [x]_\Lambda \) that either
(I) the set \( [g \cup f_n]_\Lambda \) is subset of \( [X]_\Lambda \setminus E \), or
(II) the set \( [g \cup f_n]_\Lambda \) is subset of \( E \cap [X]_\Lambda \).

Observe that the second alternative contradicts our initial assumption. Thus (C2) is satisfied. The proof of the inductive step of the construction is complete as well as the proof of the lemma. \( \square \)

7. Proof of Theorem 7

Let \( \Lambda \) be a finite alphabet and \( T \) a vector tree of infinite height. Also let \( \ell \) be a non-negative integer. We set \( W(\Lambda, T, \ell) = \{ f \in W(\Lambda, T) : \text{if } f \neq \emptyset \text{ then } \text{bot}(f) = \ell \} \). Actually, we will prove the following equivalent form of Theorem 7.

**Theorem 14.** Let \( \Lambda \) be a finite alphabet, \( T \) a vector tree of infinite height and \( \ell \) a non-negative integer. Then for every finite coloring of the set \( W(\Lambda, T, \ell) \) and every \( \ell \)-subspace \( X \) there exists an \( \ell \)-subspace \( X' \) with \( X' \subseteq X \) such that the set \( [X']_\Lambda \) is monochromatic.

**Proof.** Let us fix a finite coloring of \( W(\Lambda, T, \ell) \). Then by Fact 10 there exists an \( \ell \)-subspace \( Y' \) with \( Y' \subseteq X \) such that one of the colors forms a subset \( E \) of \( W(\Lambda, T, \ell) \) which is large in \( Y' \). Applying Corollary 12, we obtain an \( \ell \)-subspace \( Y \) with \( Y \subseteq Y' \) such that for every finite \( \ell \)-subspace \( x \) with \( x \subseteq Y \) we have that \( E_x \) is large in \( Y / x \).

Using Lemma 13 we inductively construct a compatible sequence \( (f_n)_{n=0}^\infty \) in \( W(\Lambda, T) \), a sequence \( (Y_n)_{n=0}^\infty \) with \( Y_0 = Y \) and a sequence \( (E_n)_{n=0}^\infty \) with \( E_0 = E \) satisfying the following for every non-negative integer \( n \).

(i) The set \( [f_n]_\Lambda \) is a subset of \( E_n \cap [Y_n]_\Lambda \).
(ii) The vector level subset \( \text{ws}(f_n) \) dominates \( T(n) \).
(iii) \( Y_{n+1} = Y_n / (f_n) \) and \( E_{n+1} = (E_n)_{f_n} \).

Setting \( X' = (f_n)_{n=0}^\infty \), it is easy to see that \( X' \) is as desired. \( \square \)

Clearly, Theorem 14 has Theorem 7 as an immediate consequence. However, these two statements are equivalent.

8. Infinite dimensional version of Theorem 7

In this section we obtain the infinite dimensional version of Theorem 7, that is, Theorem 15 below, by an application of the abstract Ramsey theory (see Subsection 3.5.4). To state Theorem 15 we need some pieces of notation.

Let \( \Lambda \) be a finite alphabet and \( T \) a vector tree of infinite height. We define \( W^{[\infty]}(\Lambda, T) \) to be the set of all compatible sequences \( (f_n)_{n=0}^\infty \) in \( W(\Lambda, T) \setminus \{ \emptyset \} \) with \( \text{bot}(f_0) = 0 \). The set \( W^{[\infty]}(\Lambda, T) \) forms a subset of the set \((W(\Lambda, T))_\omega\) of all sequences in \( W(\Lambda, T) \). We endow the set \( W(\Lambda, T) \) with the discrete topology and \((W(\Lambda, T))_\omega\) with the corresponding product topology. We consider \( W^{[\infty]}(\Lambda, T) \) with the induced topology. Moreover, for every subspace \( X \) we define \( [X]^{[\infty]}_\Lambda \) to be
the set of all elements \((f_n)_{n=0}^{\infty}\) of \(W^{[\infty]}(\Lambda, T)\) such that for every positive integer \(n\) we have that \(f_0 \cup \ldots \cup f_{n-1}\) belongs to \([X]_\Lambda\). We have the following infinite dimensional version of Theorem 7.

**Theorem 15.** Let \(\Lambda\) be a finite alphabet and \(T\) a vector tree of infinite height. Then for every finite Souslin measurable coloring of the set \(W^{[\infty]}(\Lambda, T)\) and every subspace \(X\) there exists a subspace \(X'\) with \(X' \subseteq X\) such that the set \([X']^{[\infty]}_\Lambda\) is monochromatic.

**Proof.** We will built an appropriate Ramsey space such that an application of Theorem 6 will imply the result. We set \(S\) to be the set of all subspaces of \(W(\Lambda, T)\) and \(R = W^{[\infty]}(\Lambda, T)\). For \(X, Y\) in \(S\) we set \(X \leq Y\), if \([X]_\Lambda \subseteq [Y]_\Lambda\), as usual. For \(X\) in \(S\) and \(A\) in \(R\), we set \(A \leq X\) if \(A \subseteq [X]_\Lambda\). We set \(AR\) to be the set of all finite sequences \(a\), possibly empty, in \(W(\Lambda, T)\) such that \(a\) is an initial segment of some \(A\) in \(R\). Similarly, we set \(AS\) to be the set of all finite sequences \(x\), possibly empty, in \(W_x(\Lambda, T)\) such that \(x\) is an initial segment of some \(X\) in \(S\). We define \(r : R \times \omega \rightarrow AR\), setting \(r(A, n)\) to be the initial segment of \(A\) of length \(n\), for all \(A\) in \(R\) and \(n\) in \(\omega\). Similarly, we define \(s : S \times \omega \rightarrow AS\), setting \(s(X, n)\) to be the initial segment of \(X\) of length \(n\), for all \(X\) in \(S\) and \(n\) in \(\omega\). Clearly, \((R, S, \leq, \leq_0, r, s)\) is a Ramsey space. Moreover it is easy to observe that axiom \(A.1\) is satisfied and \(S\) is a closed subset of \(AS^\omega\).

We define the binary relation \(\leq_{\infty}\) on \(AS\) as follows. For \(x, y\) in \(AS\) we set \(x \leq_{\infty} y\) if either both \(x, y\) are the empty sequence or both \(x, y\) are not the empty sequence and \([x]_\Lambda \subseteq [y]_\Lambda\). We define the binary relation \(\leq_0^\infty\) as follows. For \(x\) in \(AS\) and \(a\) in \(AR\) we set \(a \leq_{\infty}^0 x\) if either both \(a\) and \(x\) are the empty sequence or both \(a, x\) are not the empty sequence and \(\forall a \in [x]_\Lambda\), where by \(\forall a\) we denote the union of the elements of \(a\).

Under these definitions, the validity of axioms \(A.2\) and \(A.3\) is straightforward. Axiom \(A.4\) follows by Theorem 14. Indeed, let \(a\) in \(AR\) and \(Y\) in \(S\) with \([a, Y] \neq \emptyset\). Also let \(O\) be a subset of \(AR_{l+1}\), where \(l = |a|\). Moreover, let \(a = (f_i)_{|a|-1}^{\infty}\) and \(\ell = \text{top}(f_{|a|-1})\) if \(a\) is not the empty sequence and \(\ell = 0\) otherwise. Finally, let \(Y = (g_i)_{i=0}^{\infty}\). Observe that \(Y' = (f_i)_{i=\text{depth}_Y(a)}^{\infty}\) is an \(\ell\)-subspace. Moreover, for every \(b\) in \(r_{l+1}[a, Y]\) there exists unique \(f_b\) in \([Y']_\Lambda\) such that \(b = a^\infty(f_b)\) and vice versa, for every \(f\) in \([Y']_\Lambda\) we have that \(a^\infty(f)\) belongs to \(r_{l+1}[a, Y]\). We define the following coloring \(c : W(\Lambda, T) \rightarrow \{0, 1\}\). First we define \(c\) on \([Y']_\Lambda\). For every \(f\) in \([Y']_\Lambda\) we set

\[c(f) = 1\]

if and only if \(a^\infty(f) \in O\).

We arbitrarily extend \(c\) on \(W(\Lambda, T)\). Applying Theorem 14 we obtain a further subspace \(X'\) of \(Y'\) and \(j\) in \(\{0, 1\}\) such that \(c(A) = j\) for all \(A\) in \([X']_\Lambda\). Modulo passing to a further subspace, we may assume that \(X'\) is a \((\text{depth}_Y(a), \ell)\)-subspace. Then \(X = r(Y, \text{depth}_Y(a))\) is a subspace and, in particular, belongs to \([\text{depth}_Y(a), Y]\). Let \(O_0 = O^c\) and \(O_1 = O\). Observe that for every \(b\) in \(r_{l+1}[a, X]\)
we have that \( f_b \in [X']_\Lambda \) and therefore, by the choice of \( X' \) and the definition of the coloring \( c \) we have that \( b \in \mathcal{O}_j \). That is, \( r_{i+1}[a, X] \subseteq \mathcal{O}_j \).

By the above, we have that the assumptions of Theorem 6 are satisfied. The result follows clearly by Theorem 6 in this setting.

\[ \square \]

9. Consequences

Our first consequence of Theorem 15 concerns words of infinite support. To state it we need some pieces of notation. Let \( \Lambda \) be a finite alphabet and \( T \) a vector tree of infinite height. Also let \( \{v_t : t \in T\} \) be a collection of symbols disjoint from \( \Lambda \). By \( W^\infty(\Lambda, T) \) we denote the set of all maps from \( \otimes T \) into \( \Lambda \). We endow the set \( \Lambda \) with the discrete topology and the set \( W^\infty(\Lambda, T) \) with the product topology. A subspace \( Q \) of \( W^\infty(\Lambda, T) \) is a map from \( \otimes T \) into \( \Lambda \cup \{v_t : t \in \otimes T\} \) such that there exists a vector subset \( D \) of \( T \) satisfying the following.

(i) \( D \) is dense in \( T \).
(ii) For every \( t \in \otimes T \), we have that \( v_t \) belongs to the range of \( Q \) if and only if \( t \) belongs to \( \otimes D \).
(iii) For every \( t \in \otimes D \), the set \( Q^{-1}(\{v_t\}) \) is finite having a minimum which is equal to \( t \).
(iv) For every \( t \) and \( t' \) in \( \otimes D \) with \( \ell_{\otimes T}(t) = \ell_{\otimes T}(t') \), we have that

\[
L_{\otimes T}(Q^{-1}(v_t)) = L_{\otimes T}(Q^{-1}(v_{t'})).
\]

(v) For every \( t \) and \( t' \) in \( \otimes D \) with \( \ell_{\otimes T}(t) < \ell_{\otimes T}(t') \), we have that

\[
\max L_{\otimes T}(Q^{-1}(v_t)) < \min L_{\otimes T}(Q^{-1}(v_{t'})).
\]

For every subspace \( Q \) of \( W^\infty(\Lambda, T) \), we denote the corresponding vector subset \( D \) by \( D(Q) \). Let us observe that \( Q \) is a subspace of \( W^\infty(\Lambda, T) \) if and only if there exists a subspace \( X = (f_n)_{n=0}^\infty \) of \( W(\Lambda, T) \) such that \( Q = \cup X \), where \( \cup X = \bigcup_{n=0}^\infty f_n \).

Although for a subspace \( Q \) of \( W^\infty(\Lambda, T) \) the subspace \( X \) of \( W(\Lambda, T) \) satisfying \( Q = \cup X \) is not unique, we have that for every such \( X \) the set \( \{\cup_{n=0}^\infty g_n : (g_n)_{n=0}^\infty \in [X]_\Lambda^{[\infty]}\} \) is the same. For a subspace \( Q \) of \( W^\infty(\Lambda, T) \), we define

\[
[Q]_\Lambda = \left\{ \bigcup_{n=0}^\infty g_n : (g_n)_{n=0}^\infty \in [X]_\Lambda^{[\infty]} \right\},
\]

where \( X \) is a subspace of \( W(\Lambda, T) \) satisfying \( Q = \cup X \). Finally, if \( Q \) and \( Q' \) are subspaces of \( W^\infty(\Lambda, T) \), we say that \( Q' \) is a further subspace of \( Q \), we write \( Q' \leq Q \), if \( [Q']_\Lambda \) is a subset of \( [Q]_\Lambda \). By Theorem 15 we have the following immediate consequence.

**Corollary 16.** Let \( \Lambda \) be a finite alphabet and \( T \) a vector tree of infinite height. Then for every finite Souslin measurable coloring of the set \( W^\infty(\Lambda, T) \) and every subspace \( Q \) of \( W^\infty(\Lambda, T) \) there exists a subspace \( Q' \) of \( W^\infty(\Lambda, T) \) with \( Q' \leq Q \) such that the set \( [Q']_\Lambda \) is monochromatic.
Our second consequence of Theorem 15 concerns maps defined on a dense vector subset of $T$. This is the result that will be needed for the proof of our main result. In order to state it, we need some additional notation. Let $D$ be a dense vector subset of $T$. We set $W^\infty(\Lambda, T, D)$ to be the set of all maps from $\otimes D$ into $\Lambda$. The elements of $W^\infty(\Lambda, T, D)$ can be viewed as restrictions of the elements in $W^\infty(\Lambda, T_1)$ on $\otimes D$. We endow $\Lambda$ with the discrete topology and $W^\infty(\Lambda, T, D)$ with the product topology. A map $F$ from $\otimes D$ into $\Lambda \cup \{v_t : t \in \otimes T\}$ is called a subspace of $W^\infty(\Lambda, T, D)$ if there exists a subspace $Q$ of $W^\infty(\Lambda, T)$ such that $F = Q \upharpoonright \otimes D$ and $D(Q)$ is a vector subset of $D$. Observe that for every subspace $F$ of $W^\infty(\Lambda, T, D)$ and subspaces $Q, Q'$ of $W^\infty(\Lambda, T, D)$ such that $F = Q \upharpoonright \otimes D = Q' \upharpoonright \otimes D$ and both $D(Q), D(Q')$ are vector subsets of $D$ we have that $D(Q) = D(Q')$ and

$$\{A \upharpoonright \otimes D : A \in [Q]_\Lambda\} = \{A \upharpoonright \otimes D : A \in [Q']_\Lambda\}.$$  

For every subspace $F$ of $W^\infty(\Lambda, T, D)$ we define $D(F) = D(Q)$ and  

$$[F]_\Lambda = \{A \upharpoonright \otimes D : A \in [Q]_\Lambda\},$$

where $Q$ is a subspace of $W^\infty(\Lambda, T, D)$ such that $F = Q \upharpoonright \otimes D$ and $D(Q)$ is a vector subset of $D$. Finally, if $F$ and $F'$ are subspaces of $W^\infty(\Lambda, T, D)$, we say that $F'$ is a further subspace of $F$, we write $F' \subseteq F$, if $[F']_\Lambda$ is a subset of $[F]_\Lambda$. By Corollary 16 we have the following immediate consequence.

**Corollary 17.** Let $\Lambda$ be a finite alphabet and $T$ a vector tree of infinite height. Also let $D$ be a dominating vector subset of $T$. Then for every finite Souslin measurable coloring of the set $W^\infty(\Lambda, T, D)$ and every subspace $F$ of $W^\infty(\Lambda, T, D)$ there exists a subspace $F'$ of $W^\infty(\Lambda, T, D)$ with $F' \subseteq F$ such that the set $[F']_\Lambda$ is monochromatic.

10. DISJOINT UNION THEOREM FOR TREES

We have developed all the tools needed for the proof of the main result of the present work, that is, Theorem 3. Before we proceed to its proof, let us recall the relevant notation. Let $T$ be a vector tree of infinite height. Recall that  

$$U(T) = \{U \subseteq \otimes T : U \text{ has a minimum}\}.$$  

As we have already mentioned in the introduction the collection $U(T)$ can be viewed as a subset of the set $\{0, 1\}^{\otimes T}$ of all functions from $\otimes T$ into $\{0, 1\}$. We endow the set $\{0, 1\}^{\otimes T}$ with the product topology of the discrete topology on $\{0, 1\}$. Then $U(T)$ forms a closed subset of $\{0, 1\}^{\otimes T}$.

Let $D$ be a vector subset of $T$. Recall that a $D$-subspace of $U(T)$ is a family $U = (U_t)_{t \in \otimes D}$ consisting of pairwise disjoint elements from $U(T)$ such that $\min U_t = t$ for all $t$ in $\otimes D$, while $U$ is a subspace of $U(T)$ if it is a $D$-subspace for some vector subset $D$ of $T$, which we denote by $D(U)$. For a subspace $U = (U_t)_{t \in \otimes D(U)}$ its
span is defined as
\[ [U] = \left\{ \bigcup_{t \in \Gamma} U_t : \Gamma \subseteq \otimes D(U) \right\} \cap U(T). \]

Finally, recall that if \( U \) and \( U' \) are two subspaces of \( U(T) \), we say that \( U' \) is a further subspace of \( U \), we write \( U' \subseteq U \), if \([U']\) is a subset of \([U]\). The latter, in particular, implies that \( D(U') \) is a vector subset of \( D(U) \).

The main tool for the proof of Theorem 3 is the following lemma. To state it we need some additional notation. Let \( D \) be dense vector subset of \( T \), \( n \) a non-negative integer and \( U = (U_t)_{t \in \otimes D} \) a \( D \)-subspace of \( U(T) \). We set \( U \upharpoonright n = (U_t)_{t \in \otimes D(n)} \).

**Lemma 18.** Let \( T \) be a vector tree of infinite height, \( r \) a positive integer and \( c : U(T) \to \{1, ..., r\} \) a Souslin measurable coloring. Also let \( D \) be a dense vector subset of \( T \) and \( U \) a \( D \)-subspace of \( U(T) \). Finally, let \( n \) be a non-negative integer and \( t \) in \( \otimes D(n) \). Then there exist a dense vector subset \( D' \) of \( D \) and a \( D' \)-subspace \( U' \) of \( U(T) \) satisfying the following.

(i) \( D' \upharpoonright n + 1 = D \upharpoonright n + 1 \).

(ii) \( U' \subseteq U \) and \( U' \upharpoonright n = U \upharpoonright n \).

(iii) \( c(U) = c(U') \) for all \( U, U' \) in \([U]\) with \( \min U = \min U' = t \).

**Proof.** Let \( T = (T_1, ..., T_d) \) and \( D = (D_1, ..., D_d) \). Also let \( t = (t_1, ..., t_d) \) and \( U = (U_s)_{s \in \otimes D} \). For every \( 1 \leq i \leq d \) we set \( T'_i = \{ t' \in T_1 : t_i \leq t_i, t' \} \) and \( D'_i = (D_i \cap T'_i) \setminus \{ t_i \} \). We also set \( T' = (T'_1, ..., T'_d) \) and \( D' = (D'_1, ..., D'_d) \). Finally, we set
\[ A = \{ U \in U(T') : \min U = t \} \cap [U]. \]

Observe that \( A = \{ U \in [U] : \min U = t \} \) and, in particular, that \( A \) forms a closed subset of \( U(T) \). Thus the restriction of \( c \) on \( A \) is Souslin measurable. We set \( \Lambda = \{0, 1\} \) and we define a map \( Q : W^\infty(\Lambda, T', D') \to A \) as follows. For every \( f \) in \( W^\infty(\Lambda, T', D') \), we set
\[ Q(f) = U_t \cup \left( \bigcup_{s \in f^{-1}(1)} U_s \right). \]

It is easy to see that \( Q \) is 1-1, onto and continuous. Let \( c^* : W^\infty(\Lambda, T', D') \to \{1, ..., r\} \) be defined by \( c^*(f) = c(Q(f)) \) for all \( f \in W^\infty(\Lambda, T', D') \). Then we have that \( c^* \) is Souslin measurable. By Corollary 17 there exists a subspace \( F \) of \( W^\infty(\Lambda, T', D') \) such that the set \([F]_A\) is \( c^* \)-monochromatic. We set
\[ U'_t = U_t \cup \left( \bigcup_{s \in Q^{-1}(\{1\})} U_s \right) \]
and for every \( s \in \otimes D(F) \) we set
\[ U'_s = \bigcup_{s' \in F^{-1}(\{v_s\})} U_{s'}. \]
By the definition of the coloring $c^*$ and the choice of $F$, we have that the set

$$\mathcal{B} = \{ U \in [(U'_s)_{s \in \{t\} \cup \otimes D(F)} : \min U = t \}$$

is $c$-monochromatic. Let $D(F) = (D'_1, ..., D'_d)$. Pick any dominating vector subset $D' = (D'_1, ..., D'_d)$ of $D$ such that $D' \upharpoonright n + 1 = D \upharpoonright n + 1$ and $D'_i \cap T_i \subseteq D'_i$ for all $1 \leq i \leq d$. For every $s$ in $\otimes D' \setminus \otimes D(F)$ with $s \neq t$ we set $U'_s = U_s$. Setting $U' = (U'_s)_{s \in \otimes D'}$, it is easy to check that $D'$ and $U'$ are as desired. \qed

Since for every non-negative integer $n$ and dense vector subset $D$ of a vector tree $T$ of infinite height the set $\otimes D(n)$ is finite, iterating Lemma 18 we obtain the following.

Lemma 19. Let $T$ be a vector tree of infinite height, $r$ a positive integer and $c : U(T) \to \{1, ..., r\}$ a Souslin measurable coloring. Also let $D$ be a dense vector subset of $T$ and $U$ a $D$-subspace of $U(T)$. Finally, let $n$ be a non-negative integer. Then there exist a dense vector subset $D'$ of $D$ and a $D'$-subspace $U'$ of $U(T)$ satisfying the following.

(i) $D' \upharpoonright n + 1 = D \upharpoonright n + 1$.

(ii) $U' \subseteq U$ and $U' \upharpoonright n = U \upharpoonright n$.

(iii) $c(U) = c(U')$ for all $U, U' \in [U']$ with $\min U = \min U'$ in $\otimes D'(n)$.

The next lemma achieves a canonicalization of the coloring with respect to the minimum.

Lemma 20. Let $T$ be a vector tree of infinite height, $r$ a positive integer and $c : U(T) \to \{1, ..., r\}$ a Souslin measurable coloring. Also let $D$ be a dense vector subset of $T$ and $U$ a $D$-subspace of $U(T)$. Then there exists a subspace $U'$ of $U(T)$ with $U' \subseteq U$ such that $D(U')$ is a dense vector subset of $T$ and $c(U) = c(U')$ for all $U, U' \in [U']$ with $\min U = \min U'$.

Proof. Applying Lemma 20 we inductively construct a sequence $(D_n)_{n=0}^\infty$ of dense vector subsets of $T$ with $D_0 = D$ and a sequence $(U_n)_{n=0}^\infty$ of subspaces of $U(T)$ with $U_0 = U$ satisfying the following for every non-negative integer $n$.

(i) $D_{n+1}$ is a vector subset of $D_n$ with $D_{n+1} \upharpoonright n + 1 = D_n \upharpoonright n + 1$.

(ii) $U_{n+1} \subseteq U_n$ and $U_{n+1} \upharpoonright n = U_n \upharpoonright n$.

(iii) $c(U) = c(U')$ for all $U, U' \in [U_{n+1}^\upharpoonright n]$ with $\min U = \min U'$ in $\otimes D_{n+1}(n)$.

We set $D' = \bigcup_{n=0}^\infty D_n(n)$. Moreover, for every non-negative integer $n$ and $t$ in $\otimes D'(n)$, if $U_n = (U_n^t)_{s \in \otimes D_n}$, we set $U_n^t = U_n^t$. Setting $U' = (U'_s)_{s \in \otimes D'}$, it is easy to check that $U'$ is as desired. \qed

We are ready for the proof of Theorem 8.
Proof of Theorem \textsuperscript{3}. We define a coloring $c : \mathcal{U}(T) \to \{0, 1\}$ setting for every $U$ in $\mathcal{U}(T)$
\[ c(U) = \begin{cases} 0 & \text{if } U \not\in \mathcal{P}, \\ 1 & \text{if } U \in \mathcal{P}. \end{cases} \]
Since $\mathcal{P}$ is a Souslin measurable subset of $\mathcal{U}(T)$, we have that $c$ is a Souslin measurable coloring of $\mathcal{U}(T)$. Applying Lemma \textsuperscript{20}, we obtain a subspace $\mathcal{U}''$ of $\mathcal{U}(T)$ with $\mathcal{U}'' \subseteq \mathcal{U}$ such that $\mathcal{D}(\mathcal{U}'')$ is a dense vector subset of $T$ and
\[ c(U) = c(U') \]
for all $U, U'$ in $[\mathcal{U}'']$ with $\min U = \min U'$. For every $s$ in $\bigotimes \mathcal{D}(\mathcal{U}'')$ we pick an element $U_s$ from $[\mathcal{U}'']$ with $\min U_s = s$. We define a subset $\mathcal{P}_s$ of $\bigotimes \mathcal{D}(\mathcal{U}'')$ as follows:
\[ \mathcal{P}_s = \{ s \in \bigotimes \mathcal{D}(\mathcal{U}'') : c(U_s) = 1 \}. \]

By the definition of the coloring $c$ and \textsuperscript{3} we have the following property.

\begin{enumerate}
\item[(P)] For every $U$ in $[\mathcal{U}'']$ we have that $U \in \mathcal{P}$ if and only if $\min U \in \mathcal{P}_s$.
\end{enumerate}

Applying Halpern–Läuchli Theorem, that is, Theorem \textsuperscript{5} we obtain a vector subset $\mathcal{D}'$ of $\mathcal{D}(\mathcal{U}'')$ such that either

\begin{enumerate}
\item[(i')] $\bigotimes \mathcal{D}'$ is a subset of $\mathcal{P}_s$ and $\mathcal{D}'$ is a dense vector subset of $T$, or
\item[(ii')] $\bigotimes \mathcal{D}'$ is a subset of $\mathcal{P}_s^c$ and $\mathcal{D}'$ is a $t$-dense vector subset $\mathcal{D}'$ of $T$ for some $t$ in $\bigotimes T$.
\end{enumerate}

Let $U' = (U_s)_{s \in \bigotimes \mathcal{D}'}$. Then $U' \subseteq \mathcal{U}'' \subseteq \mathcal{U}$ and $\mathcal{D}(U') = \mathcal{D}'$. Thus invoking property (P) we have that either

\begin{enumerate}
\item [(i)] $[U']$ is a subset of $\mathcal{P}$ and $\mathcal{D}(U')$ is a dominating vector subset of $T$, or
\item [(ii)] $[U']$ is a subset of $\mathcal{P}_s^c$ and $\mathcal{D}(U')$ is a $t$-dominating vector subset of $T$ for some $t$ in $\bigotimes T$.
\end{enumerate}

The proof of the theorem is complete. \hfill $\Box$

11. Concluding Remarks

It is natural to ask whether a multidimensional version of Theorem \textsuperscript{3} holds true. Of course that would imply a multidimensional version of Halpern-Läuchli Theorem, which is true only in its strong tree version, i.e. Milliken’s tree Theorem \textsuperscript{10, 11}. However, one can easily see that this fails too. In particular, if $T$ is a tree and $\mathcal{A}$ is the collection of all pair $(U_1, U_2)$ of disjoint subset of $T$ having a minimum with $\min U_1 \leq_T \min U_2$, then we can define a coloring $c : \mathcal{A} \to \{0, 1\}$ setting $c((U_1, U_2))$ to be the cardinality of the set $U_1 \cap T(\ell_T(\min U_2))$ modulo 2. It is easy to see that the span of every subspace indexed by a strong subtree achieves both colors. Actually, obvious modifications of this coloring result the non-existence of a Ramsey degree.

However, a positive result towards this direction can be achieved in the case of finite homogeneous trees and a modified notion of subspaces, namely, subspaces
indexed by a skew subtree. This is a subject of a forthcoming paper. The case of
infinite trees remains still open.
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