Prediction of Beck Depression Inventory Score in EEG: Application of Deep-Asymmetry Method
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Abstract: There is ongoing research on using electroencephalography (EEG) to predict depression. In particular, the deep learning method in which brain waves are used as inputs of a convolutional neural network (CNN) is being widely researched and has shown remarkable performance. We built a regression model to predict the severity score (Beck Depression Inventory [BDI]) of depressed patients as an extension of the deep-asymmetry method, which has shown promising performance in depression classification. Predicting the severity of depression is very important because the treatment and coping methods are different for each severity level. We imaged brain waves using the deep-asymmetry method, used them to train a two-dimensional CNN-based deep learning model, and achieved satisfactory performance. The EEG image-based CNN approach will make an important contribution to creating a highly interpretable model for predicting depression in the future.
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1. Introduction

Clinical decision support systems (CDSSs) are emerging with the dawn of the modern data era [1]. A CDSS can help clinicians make the most rational decisions based on clinical information when diagnosing or treating diseases [2]. In particular, a non-knowledge-based CDSS provides decision support by learning patterns in data using clinical-data-based data analysis, machine learning, and deep learning.

Research in the field of brain diseases and clinical decision support systems is ongoing. Major depressive disorder (MDD), a critical brain disease, is one of the most common mental disorders; according to the World Health Organization (WHO), approximately 10–15% of the world’s population will experience depression at least once in their lifetime [3]. Depression not only seriously interferes with the afflicted persons’ social life but also leads to serious problems such as suicide if left untreated for long periods of time. However, a large number of patients do not visit a medical institution because they are unaware that they have depression, or even if they do, they are unaware of its severity.

The diagnosis of depression is most commonly performed through psychological diagnostic methods in consultation with a psychiatrist [4]. This disorder is diagnosed by a psychiatrist based on the diagnostic criteria presented in the Diagnostic and Statistical Manual of Mental Disorders (DSM-V) [5]. In addition, auxiliary questionnaire-based methods such as the Beck Depression Inventory [6] and the Hamilton Depression Rating Scale [7] can be used in combination. However, these psychological methods may lead to different diagnostic results and misdiagnoses depending on the expertise of a psychiatrist. In particular, on using these methods, symptoms of depression may appear as symptoms of diseases other than depression [8].
In light of this, a CDSS based on objective data is one of the most appropriate solutions for diagnosing depression and brain diseases. Traditionally, brain diseases are diagnosed through medical data-based research using methods such as computed tomography (CT) [9], magnetic resonance imaging (MRI) [10], and functional magnetic resonance imaging (fMRI) [11].

Among them, electroencephalography (EEG) is being widely researched because it is relatively low-cost and easy to implement compared with the methods described above. In addition to depression, many brain diseases have been studied using EEG analysis. Studies have been conducted to predict dementia [12], schizophrenia [13], epilepsy [14], etc., using EEG. In particular, various attempts have been made to identify biomarkers of depression through EEG analysis [15]. Decreased frontal lobe activity in EEG [16] and alpha-hemispheric asymmetry [17] have been identified as representative biomarkers of depressive EEG.

In these studies, incorporating machine learning techniques has led to significant progress in EEG-based depression prediction. The machine learning technique enables the development of effective models for classifying depressed patients and healthy controls using various features extracted from brain waves. Mumtaz presented a machine learning model to classify MDD patients and healthy controls using different EEG frequency bands and EEG alpha hemisphere asymmetry as derived features [18]. Similarly, Muhato et al. constructed variables by separately characterizing the alpha 1 and alpha 2 bands based on band power, asymmetry characteristics, and alpha band power and built a machine learning model based on this characterization [19]. In addition, Muhato et al. presented a machine learning classification model that uses both linear characteristics such as band power and hemispheric asymmetry characteristics and nonlinear characteristics such as relative wavelet energy and wavelet entropy [20].

In addition, deep learning techniques have been applied to diagnose patients with depression. Machine learning techniques entail detailed feature extraction and feature-selection techniques. Deep learning techniques have been used extensively in the field of medical diagnosis as they have the ability to learn important characteristics by learning automatically based on raw data. It is particularly noteworthy that many deep learning model architectures use convolutional neural network (CNN)-based layers. There are two main approaches to applying CNNs in the field of EEG. First, there is a method of providing raw EEG data to a CNN in the form of time series data. For example, Acharya et al. presented a model to classify depressed patients and healthy controls using EEG signals and a 13-layer deep CNN model [21]. Mumtaz et al. proposed the use of a one-dimensional CNN for raw EEG signals and a model combining a CNN and long short-term memory (LSTM) [22].

Another approach is to visualize important characteristics within the EEG and present it to the model in the form of an image. Kwon et al. obtained spectrograms using the short-time Fourier transform (STFT) to classify depressed patients and healthy controls and presented a model for pre-screening depressed patients using low channels [23]. Kwon et al. applied STFT-based prefrontal EEG images to VGG16, one of the latest deep learning architectures, to achieve high EEG classification performance [24].

Li et al. presented a deep learning approach for recognizing mild depression using a functional connectivity matrix and CNN [25]. Li et al. proposed applying transfer learning together with a feature vector and RGB image as CNN-based model inputs with the goal of recognizing mild depression [26]. Saeedi et al. presented a deep learning classification model comprising a CNN and LSTM based on the effective connectivity between channels in EEGs [27]. For a decision support system for MDD detection, Loh et al. achieved the highest level of classification performance with a deep learning method using an image converted from an STFT-based spectrogram and an 8-layer CNN [28].

In particular, the deep-asymmetry method [29] used in this study is a method for training a deep learning model based on a CNN by converting the alpha asymmetry, a
representative biomarker of depression, into a matrix-type image. Consequently, patients and healthy controls were classified with high accuracy.

However, the above-mentioned cases were limited to distinguishing between patients with depression and healthy controls. Depression is divided into several stages depending on its severity. The Beck Depression Inventory (BDI) [6] is one of the representative indicators of depression severity. The BDI consists of 21 sentences covering the cognitive, emotional, motivational, and physical symptoms of depression. It was first developed in 1961 and is widely used worldwide. It is scored by determining the total score of the responses to 21 sentences, and 0–13 is considered minimal depression, 14–19 mild depression, 20–28 moderate depression, and 29–63 severe depression. Furthermore, depression has different symptoms depending on its severity, and treatment and response methods are also different. Therefore, it is important to determine the severity of depression as well as to identify depression.

We considered AVEC 2013 [30] and 2014 [31] as part of the related research. The purpose of this subtask was to predict BDI scores using the presented video and audio sets. Several studies using this dataset have been conducted. Zhu et al. presented a deep learning method based on a co-tuning layer that simultaneously captures facial appearance and dynamics, resulting in a MAE of 7.58 (AVEC2013) and a MAE of 7.47 (AVEC2014) [32]. Melo et al. presented a deep learning architecture to predict depression levels through distribution learning and obtained MAEs of 6.30 (AVEC 2013) and 6.15 (AVEC2014) [33].

However, very few studies have presented a model predicting the severity of depression, such as the BDI, based on EEGs. We present a BDI regression model based on EEG as a follow-up study of the deep-asymmetry method validated by the existing depression patient classification model. We present a model for predicting the BDI by applying the deep asymmetry methodology, which has shown excellent performance in the classification of patients with MDD. EEGs are imaged using the asymmetry characteristic, a major biomarker of depression, and such images are used as inputs to a convolutional network. Models were tested on public datasets and compared with the most common baseline models. Figure 1 schematically illustrates the entire pipeline used in this study.

![Schematic diagram of the entire pipeline of the study.](image)

Figure 1. Schematic diagram of the entire pipeline of the study.

2. Materials and Methods

2.1. Dataset

We used the open dataset used in the study by Cavanagh et al. [34]. Data were provided by Openneuro [35]. Data were collected from 2008 to 2010 at the John JB Allen lab at the University of Arizona. The recruitment criteria for participants were as follows: (1) 18 to 25 years of age, (2) no history of head trauma and seizures, and (3) no use of antipsychotics. Data were obtained from a probabilistic choice task involving 122 college students. The dataset corresponded to 74 male participants (mean age 18 ± 1 years) and 47 female participants (mean age, 18 ± 1 years). Participants’ BDI was distributed with a mean of 9.52 and a standard deviation of 10.50. All participants provided written informed
consent, and the study was approved by the University of Arizona. EEGs were acquired at a sampling rate of 500 Hz through the Synamps system and passed through a band-pass filter of 0.5 to 100 Hz, measured using 64 Ag/AgCl electrodes.

2.2. Data Preprocessing

We selected the channel based on the international 10–20 system [36] among the EEG channels configured in the dataset to apply the deep asymmetry methodology [29] devised by us. Frontal (Fp1, Fp2, F7, F3, Fz, F4, F8), central (C3, Cz, C4), parietal (P7, P3, Pz, P4, P8), occipital (O1, O2), and temporal (T7, T8) channels, a total of 19, were selected.

The EEG data were normalized using the min-max normalization method [37] so that the amplitude scale between each channel could be similarly matched. Min-max normalization is the most common method for normalizing data, and for all channels, the minimum value is 0 and the maximum value is 0.

In addition, we used an independent signal analysis (ICA) method to reduce noise and artifacts in the EEG data and extract features. This method is considered effective for the cleansing and feature extraction of EEG signals [38]. We preprocessed the EEG using FastICA [39].

We used data segmentation to increase the number of samples in the dataset. A small number of samples in the dataset creates problems while training the model. Therefore, we used a method of dividing a sample of data into meaningful segments. This is a potential approach to address data quantitative limitations [12] and has been adopted in existing EEG studies [22,27]. We divided each dataset into small epochs (5120 samples) with a window size of 10 s (no overlap). Each epoch was assigned the same value.

2.3. Deep-Asymmetry Imaging

Deep-asymmetry imaging shows the degree of asymmetry between EEG channels as a matrix visualization. We used this visualization method to develop a regression model to predict the severity of depression.

The deep-asymmetry visualization method involves calculating asymmetry scores between channels and visualizing the calculated scores in a matrix form. Figure 2 illustrates our proposed deep-asymmetry visualization method.

![Figure 2. Deep-asymmetry imaging method.](image)

2.3.1. Brain Asymmetry Score Calculator

The inter-channel asymmetry score was obtained using the difference between the relative powers of the EEG signals between each channel. The power spectrum of the EEG signal was calculated using Welch’s periodic diagram [40]. This was used to obtain power spectral density $S$. The window size was set to twice the reciprocal of the low frequency of the frequency band of interest, and the power spectrum was obtained as 50% overlap. Using this, the calculated frequency band power spectral density was obtained using Simpson’s method [41]. Equation (1) is used to calculate the relative power of a
given channel in the target frequency band, where \( f_1 \) and \( f_2 \) denote the lowest and highest frequencies in the band, respectively. For example, if the relative EEG signal power of the alpha wave (8–13 Hz) is calculated, \( f_1 = 8 \) and \( f_2 = 13 \). The power spectral densities at channel are denoted as \( S_{ch1} \).

\[
Rp_{ch1} = \frac{\sum_{f=0.5Hz}^{f=8} S_{ch1}}{\sum_{f=0.5Hz}^{f=13} S_{ch1}}
\]  

(1)

The relative power of each channel thus obtained was used to calculate the difference in the relative power of the two channels for each pair of channels. Equation (2) shows an example of the expression used to calculate the asymmetric score of channels 1 and 2. We computed the asymmetry scores for each channel. Figure 3 shows an example of our asymmetry score calculation. For example, if Ch1 is Fp1, Ch2 can be configured Fp1, Fp2, F7, F3, FZ, F4, F8, T7, C3, CZ, C4, T8, P7, P3, PZ, P4, P8, O1, O2 channel. The result of \( A(ch1, ch2) \) is between −1 and 1. A positive value means that ch1 has a higher relative power, and a negative value indicates that ch1 has a lower relative power.

\[
A(ch1, ch2) = \frac{Rp_{ch1} - Rp_{ch2}}{Rp_{ch1} + Rp_{ch2}}
\]  

(2)

Figure 3. Example of calculating asymmetry score for each EEG channel. It shows calculating asymmetry between Fp1 and the other channels.

2.3.2. Asymmetry Matrix Imager

We implemented an image map in the form of a matrix to represent the asymmetry score between each channel obtained in this way in the form of one image. Figure 4 shows an example of an image map in the form of a matrix. The image has \( N \times N \) pixels (\( N = 19 \)), where \( N \) is equal to the number of channels in the acquired EEG. In the image map above, the (X, Y) pixel represents an asymmetric value calculated as the difference between the relative powers of the X- and Y-th channels. At the intersection of each row and column, the asymmetric score calculated by \( A(ch1, ch2) \) is converted into color. The color palette uses the Jet Colormap, and values from −1 to 1 are expressed in RGB. Closer to 1 is red, closer to 0 is green, and closer to −1 is blue. Figure 5 shows the algorithm used for image conversion.
Figure 4. Deep-asymmetry matrix image map.

Figure 5. Deep-asymmetry matrix imaging algorithm.

```
Algorithm 1: Deep-Asymmetry Imaging Algorithm

INPUT
- Arrays $X_{\text{relative power}}[\text{channels}]$ is the relative power calculated for each channel.

DEFINE
- FUNC Calculate_asymmetry ($X_{\text{relative power}}$):
  - Get N is $X_{\text{relative power}}[\text{channels}]$ of channel length
  - Arrays asymmetry[N * N]
  - For k from 0 to channels do
    - Arrays column_list[N]
    - For i from 0 to channels do
      - result = 0
      - Get X is $X_{\text{relative power}}[k]$
      - Get Y is $X_{\text{relative power}}[i]$
      - result = result + (X - Y) / (X + Y)
      - columnu_list[i] = result
    - END For
  - Asymmetry[k] = column_list[k]
  - END For
  - Return Asymmetry

- FUNC get_color (asymmetry_score):
  - Get asymmetry_score is min = -1, max = 1
  - Get jet_cmap is close to 1 is red, close to -1 is blue
  - Array Color(R, G, B) is asymmetry_score to jet colormap
  - Return Color(R, G, B)

PROCEDURE DEEP-ASYMMETRY IMAGING($X_{\text{relative power}}$):
  - Get $X_{\text{relative power}}$ is the relative power calculated for each channel.
  - Get Asymmetry Calculate asymmetry($X_{\text{relative power}}$)
  - For i from 0 to channels do
    - For j from 0 to channels do
      - Image[i, j] paints get_color(asymmetry[i, j])
    - END For
  - END For
```
2.4. BDI Regression Model

We built the most general baseline model to compare and validate regression models predicting depression severity scores using the deep-asymmetry visualization method. This method is a signal-based approach for EEG. Each EEG that had undergone data preprocessing was used as the input for the baseline model without any feature extraction. The baseline model uses one-dimensional convolutional layers, max pooling layers, and fully connected layers. We used a ReLU activation function [42] for each convolutional layer in the models. This method is commonly used in conventional brain-wave deep-learning analysis. Table 1 provides the detailed parameters of the signal-based baseline model.

Table 1. Parameters of the signal-based baseline model.

| Layer        | Kernel Size (Pool Size) | Activation | Output Shape | Param # |
|--------------|-------------------------|------------|--------------|---------|
| Convolution 1D | 4                       | ReLU       | 5117, 64     | 4928    |
| MaxPooling 1D | 2                       |            | 2558, 64     | 0       |
| Convolution 1D | 2                       | ReLU       | 2557, 32     | 4128    |
| MaxPooling 1D | 2                       |            | 1278, 32     | 0       |
| Convolution 1D | 2                       | ReLU       | 1277, 16     | 1040    |
| MaxPooling 1D | 2                       |            | 638, 16      | 0       |
| Flatten      |                         |            | 10,208       | 0       |
| Dense        |                         | ReLU       | 64           | 653,376 |
| Dense        |                         | linear     | 1            | 65      |

For a close comparison, we built an image-based baseline model using the most common EEG imaging methodology. We imaged the EEG using the STFT Spectrogram method, which was used in the existing methodology [23,24,26,28]. Figure 6 is an example of a spectrogram image to be used as an input of an image-based baseline model. In conducting STFT, the fast Fourier transform (FFT) points are 1024; the hop_length is 256; the window size is 1024 (2 s), and the sampling rate is 512 Hz.

Figure 6. Example of STFT spectrogram image. STFT spectrogram images for each channel ‘FP1’, ‘FP2’, ‘F7’, ‘F3’, ‘FZ’, ‘F4’, ‘F8’, ‘T7’, ‘C3’, ‘CZ’, ‘C4’, ‘T8’, ‘P7’, ‘P3’, ‘PZ’, ‘P4’, ‘P8’, ‘O1’, ‘O2’ were merged in that order.

As in the method used by Li et al. [26], we constructed a single image by arranging the spectral images by channel. Similarly, we built a CNN model for BDI score regression based on deep learning. Table 2 presents the detailed parameters of the proposed image-based baseline model.

Table 2. Parameters of the image-based baseline model.

| Layer        | Kernel Size (Pool Size) | Activation | Output Shape | Param # |
|--------------|-------------------------|------------|--------------|---------|
| Convolution 2D | 2 × 2                   | ReLU       | 683, 28, 16  | 208     |
| MaxPooling 2D | 2 × 2                   |            | 341, 14, 16  | 0       |
| Batch Normalization |                 |            | 341, 14, 16  | 64      |
| Convolution 2D | 2 × 2                   | ReLU       | 340, 13, 16  | 520     |
| MaxPooling 2D | 2 × 2                   |            | 170, 6, 8    | 0       |
| Convolution 2D | 2 × 2                   | ReLU       | 168, 4, 4    | 292     |
| MaxPooling 2D | 2 × 2                   |            | 84, 2, 4     | 0       |
| Flatten      |                         |            | 672          | 0       |
| Dense        |                         | ReLU       | 256          | 172,288 |
| Dropout (0.25) |                   |            | 256          | 0       |
| Dense        |                         | linear     | 1            | 257     |
In addition, we present a deep learning regression model that applies the proposed deep-asymmetry visualization method. Table 3 shows the parameters of the model used, and Figure 7 shows a schematic of the architecture of the model. To predict BDI scores based on asymmetric matrix images, we used a model consisting of a two-dimensional CNN, a pooling layer, and a fully connected layer. However, unlike previous studies that used deep learning models for classification, we used the activation function of the last dense layer as a linear function to solve the regression problem. A batch normalization layer [43] and dropout layer [44] were used to reduce overfitting during model training.

Table 3. Parameters of the deep-asymmetry model.

| Layer                     | Kernel Size (Pool Size) | Activation | Output Shape    | Param #  |
|---------------------------|-------------------------|------------|-----------------|----------|
| Convolution 2D            | 3 × 3                   | ReLU       | 62, 62, 32      | 896      |
| MaxPooling 2D             | 2 × 2                   |            | 31, 31, 32      | 0        |
| Batch Normalization       |                         |            | 31, 31, 32      | 128      |
| Convolution 2D            | 3 × 3                   | ReLU       | 29, 29, 64      | 18,496   |
| MaxPooling 2D             | 2 × 2                   |            | 14, 14, 64      | 0        |
| Convolution 2D            | 3 × 3                   | ReLU       | 12, 12, 128     | 73,856   |
| MaxPooling 2D             | 2 × 2                   |            | 6, 6, 128       | 0        |
| Flatten                   |                         |            | 4608            | 0        |
| Dense                     |                         | ReLU       | 256             | 1,179,904|
| Dropout (0.25)            |                         |            | 256             | 0        |
| Dense                     |                         | linear     | 1               | 257      |

Figure 7. Architecture of a CNN-based regression model that receives deep-asymmetry images.

2.5. Evaluation Metrics

We calculated the RMSE (3) and MAE (4) indicators for true value $y_i$ and predicted value $\hat{y}_i$ to evaluate the performance of the depression severity score regression model using the deep-asymmetry imaging method. This metric is used when dealing with the difference between the predicted and actual values of the model.

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \tag{3}
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \tag{4}
\]
2.6. Model Training

In this study, various training hyperparameters were used to train a deep learning model. The hyperparameters were selected by an empirical evaluation method. Table 4 shows the hyperparameters used to train the models. Model training was performed using the Adam Optimizer [45]. When training the signal-based baseline model, a learning rate of 0.001 was used, and the model was trained for 20 epochs. Also, when training the image-based baseline model, a learning rate of 0.0001 was used, and the model was trained for 10 epochs. When training the deep-asymmetry model, we trained for 10 epochs using a learning rate of 0.0001. We used k-fold validation (k = 5) [46] to increase the reliability of the model validation.

Table 4. The hyperparameters of model training.

| Hyperparameter       | Signal-Based Baseline Model | Image-Based Baseline Model | Deep-Asymmetry Model |
|----------------------|-----------------------------|---------------------------|----------------------|
| Epoch                | 20                          | 10                        | 10                   |
| Batch size (step per epoch) | 128                         | 48 (100)                  | 48 (100)             |
| Loss Function        | MSE                         | MSE                       | MSE                  |
| Optimizer            | Adam                        | Adam                      | Adam                 |
| Learning rate        | 0.001                       | 0.0001                    | 0.0001               |

3. Results

In this study, we performed experiments using Python 3.7. TensorFlow 2.4.0 was used to build the model.

3.1. Deep-Asymmetry Image

In this study, a matrix image of the degree of asymmetry between each channel was generated based on the relative signal power of the four channels commonly used in EEG analysis. The bands used were: delta (0.5–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), and beta (13–30 Hz). Additionally, broadband (0.5–30 Hz), which includes all bands, was also used. Figures 8–11 shows an example of the generated deep-asymmetry image.

Figure 8. Example of minimal sample (BDI score is 0)'s deep-asymmetry image by each band.

Figure 9. Example of mild sample (BDI score is 14)'s deep-asymmetry image by each band.
3.2. BDI Regression Model Performance

In this study, we compared the BDI regression performance of a baseline model trained with preprocessed EEG without using the deep-asymmetry image method and a model trained with deep asymmetry images. Table 5 presents the regression performance of the baseline model.

Table 5. BDI regression performance of signal-based baseline model.

| Band    | RMSE | MAE |
|---------|------|-----|
| Delta   | 10.30| 9.14|
| Theta   | 10.39| 9.58|
| Alpha   | 10.27| 9.18|
| Beta    | 10.11| 9.01|
| Broadband| 10.11| 8.91|

The result value is expressed as the average value of 5-fold validation.

Table 6 shows the performance evaluation results of the image-based model using the STFT spectrogram image.

Table 6. BDI regression performance of image-based baseline model.

| Band      | RMSE | MAE |
|-----------|------|-----|
| Broadband | 9.38 | 7.95|

The result value is expressed as the average value of 5-fold validation.

Table 7 also shows the performance evaluation results of the regression model using the deep asymmetry image compared with the baseline model.
Table 7. BDI regression performance of deep-asymmetry model.

| Band   | RMSE | MAE  |
|--------|------|------|
| Delta  | 3.46 | 2.23 |
| Theta  | 5.09 | 3.40 |
| Alpha  | 4.17 | 2.76 |
| Beta   | 4.45 | 2.83 |
| Broadband | 8.51 | 6.77 |

The result value is expressed as the average value of 5-fold validation.

4. Discussion

Early diagnosis and treatment of depression is important. It must also be closely diagnosed objectively and consistently. Depression can be treated with simple counseling and drug treatment, depending on the severity. However, patients are especially reluctant to show their condition to a specialist. Socially negative perceptions of psychiatry [47] and circumstances such as the COVID-19 pandemic make depression patients reluctant to seek professional medical help. As EEG devices become more popular and readily available, the deep-learning-based methods discussed in this study can be used as powerful tools for the early diagnosis of depression.

Another limitation of diagnosing psychological depression is that the symptoms of depression vary from person to person. A phenomenon such as masked depression [8], in which symptoms of depression appear as symptoms of diseases other than depression, increase the risk of misdiagnosis. We presented an effective BDI prediction model to represent the degree of asymmetry, a major biomarker of depression, on a matrix image. This EEG-based deep learning method more objectively determines the severity of depression, suggesting that it can also be used as a CDSS to help professionals make decisions. Notably, there are very few similar EEG-based models, especially with regard to depression severity determination.

Interpreting the results of this study reveals that the deep-asymmetry methodology, which showed good performance in the existing classification model, also showed satisfactory performance in the regression model predicting the BDI, a measure of depression severity. In previous studies [13,27], it was more effective to use the EEG as linear time-series signal data in 2D image form than to use it for deep learning model training. This study goes beyond proving that the EEG imaging method is effective in solving the classification problem that distinguishes brain disease patients from healthy controls in previous studies and reveals that the EEG mapping method is also effective in solving the regression problem of predicting a specific severity score. Also, we compared the STFT spectrogram method and deep-asymmetry method, which are the most commonly used EEG imaging methods. The results also obtained good results in the regression model in which the deep-asymmetry methodology predicts the severity of depression. To interpret the reason, I think that it is because the effective feature extraction of EEG was accomplished by imaging asymmetry, which is a major characteristic in depression.

Among the various results of this study, the predictive performance corresponding to the delta band is noteworthy. In the conventional deep-asymmetry classifier, the image in the alpha band showed the best performance, but in the regression model predicting the BDI score, the performance in the delta band was the best, and the performance in the alpha band was the second-best. Furthermore, we reviewed the results of existing EEG studies to verify the results of this study. First, in a study by Lee et al., it was found that the asymmetry of EEG changes according to the severity of symptoms of depression and anxiety in cases of major depression [48]. Jung et al. suggested that asymmetry of relative delta power appeared in the depressed group [49]. Delta power has also been shown to be associated with psychological distress in depressed patients [50]. Taken together, the results of the model in our study support the results of previous studies.

We reviewed the recently emerging cross-frequency coupling (CFC). CFC is emerging as a basic function of brain activity that correlates with brain function and dysfunction [51].
In previous studies, gamma oscillations as a biomarker in major depression were cited as the reason for CFC [52]. Of particular interest, there is a case in which frontal delta-beta cross-frequency coupling can be an indicator of social anxiety and stress [53]. In addition, there is a case of a change in the cross-frequency coupling between delta and beta oscillations during cognitive behavioral therapy for social anxiety disorder [54]. The great BDI prediction performance of the delta band in the deep-asymmetry methodology shown in our study can be said to be a very meaningful result when the above results are taken together.

We also reviewed inter- and intra-subject variability. The human brain exhibits functional diversity, such as brain anatomical factors, depending on the environment and genetic factors for each individual [55]. In addition, the dynamic properties of the brain change over time, even within specific experiments [56]. This is also a major factor affecting performance, by diluting important patterns observed in EEG and making it difficult to find covariates between groups [57]. Therefore, it is very important to perform detailed feature extraction considering inter- and intrasubject variability in BCI research. Machine learning-based analysis is presented as the main method considered to overcome intra- and inter-subject variability in existing studies [58,59]. In addition, the deep learning method was effective on challenging data sets with large inter- and intra-subject variability [60]. Therefore, the deep-asymmetry imaging method proposed by us is valuable in that it extracts the EEG features of individuals by imaging the asymmetry features and proposes a regression model that predicts the individual’s BDI through the deep learning method.

Table 8 summarizes other methodologies and results of BDI prediction similar to our study. The results of these studies were compared using the commonly used RMSE indicator. As shown in the table, the deep-asymmetry method proposed in this study showed a strong performance compared with other studies. This demonstrates that the deep-asymmetry method, which provides a convolutional layer-based deep learning model by imaging the asymmetry of EEG, is an effective method for measuring the severity of depression.

| Dataset     | Method                                                                 | RMSE  |
|-------------|------------------------------------------------------------------------|-------|
| [32]        | AVEC2013 Deep learning model based on joint-tuning layers              | 9.82  |
|             | AVEC2014                                                              | 9.55  |
| [33]        | AVEC2013 Deep learning model based on expectation loss                 | 8.25  |
|             | AVEC2014                                                              | 8.23  |
| [61]        | EEG dataset A machine learning model based on functional connectivity feature extraction in EEG signals | 7.69  |
| Proposed    | EEG dataset [35] Deep learning model based on convolutional network using a deep-asymmetry image | 3.46  |

In addition, there are various advantages of using a model based on a convolution network. In the field of deep learning, which is a black box model, an additional explanation of why the model made this judgment is very important. So we present several studies generating saliency maps to make the model more interpretable in future work. In particular, in the CNN-based classifier problem, class activation mapping (CAM) [62] and gradient-weighted class activation mapping (Grad-CAM) [63] which suggest which part of the image led the CNN to the final classification decision, were used. Similarly, regression activation mapping [64], which can explain the regression results in regression problems, has been proposed. Applying such a method in future studies will help to create a more explanatory model with deep solution.
We also think that more sophisticated hyperparameter tuning can be applied as a way to further evolve the model. We found the optimal hyperparameter by applying several hyperparameter cases in an empirical way. In future research, if hyperparameter tuning methods such as Grid search [65], random search [66], and Bayesian optimization [67] are applied, it will be possible to find the optimal parameter more easily and conveniently [68] instead of the iterative work we used.

As in other studies, the size of the dataset can be considered a limitation of this study. We used a small dataset from a single institution. Small datasets run the risk of overfitting and limit scalability to the entire population. Future research will focus on presenting a more generalized and reliable model using EEG data from different institutions and more samples.

5. Conclusions

Owing to the development of deep learning and machine learning technology, brainwave-based depression prediction technology is being developed. In particular, the method of imaging EEGs and using them as the CNN model input has been shown to be more effective than providing RAW EEGs directly to the model. In this study, we constructed a regression model that predicts the BDI score, which is the depression severity score of depressed patients, using the deep-asymmetry method, which has shown good performance in the existing patient depression classification problem. Depression severity is very important as it substantially affects the subsequent treatment options and follow-up measures. As a result, we were able to observe the highest level of performance even in the BDI regression problem. In addition, this study will substantially contribute to building a CNN-based model whose operation can be explained in the future study by providing images extracted from important features of EEGs.

6. Patents

The methodology of this study is registered with the Republic of Korea Patent Registration No. 10-2151497 (Method, System, and Computer-Readable Medium for Prescreening Brain Disorders of a User).
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