Abstract

Principal component analysis is a versatile tool to reduce dimensionality which has wide applications in statistics and machine learning. It is particularly useful for modeling data in high-dimensional scenarios where the number of variables $p$ is comparable to, or much larger than the sample size $n$. Despite an extensive literature on this topic, researchers have focused on modeling static principal eigenvectors, which are not suitable for stochastic processes that are dynamic in nature. To characterize the change in the entire course of high-dimensional data collection, we propose a unified framework to directly estimate dynamic eigenvectors of covariance matrices. Specifically, we formulate an optimization problem by combining the local linear smoothing and regularization penalty together with the orthogonality constraint, which can be effectively solved by manifold optimization algorithms. We show that our method is suitable for high-dimensional data observed under both common and irregular designs, and theoretical properties of the estimators are investigated under $l_q(0 \leq q \leq 1)$ sparsity. Extensive experiments demonstrate the effectiveness of the proposed method in both simulated and real data examples.
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1 Introduction

Principal component analysis (PCA) has been widely used to reduce dimensionality and extract useful features by transforming the original variables into a few new uncorrelated variables while retaining most information in the data (Anderson 1963). It is an important tool in various applications, such as data compression and reconstruction (Sirovich and Kirby 1987; Turk and Pentland 1991). Despite its importance, existing works in this field mainly focus on modeling a static decomposition, where principal eigenvectors are invariant with respect to time. However, technological advances enable data collection in dynamic environments that often vary with time or other index variables. Such data are expected to possess dynamic structures with eigenvectors/eigenspaces varying with time, which makes existing methods less applicable. To tackle this issue, we aim to dynamically estimate leading eigenvectors of covariance matrices to capture the time-varying information, which is referred to as the dynamic PCA (DPCA). It has wide applications in signal processing, e.g., subspace tracking (Delmas 2010).

A straightforward way to conduct the DPCA is to perform PCA on the sample covariance matrix at each observed grid point (Berrendero et al. 2011). However, this has several limitations. First, one cannot obtain a smooth estimate over the whole time period in an integrative manner by their method. Second, under the irregularly/sparsely observed case for each subject, one cannot directly calculate the sample covariance matrix, which makes their method inapplicable. More importantly, PCA is known to behave poorly in high-dimensional settings, where the number of variables $p$ is comparable to or much larger than the sample size $n$ (Johnstone and Lu 2009).

In the high-dimensional static case, various sparse PCA methods are developed and studied in the literature (Jolliffe et al. 2003; Zou et al. 2006; Shen and Huang 2008; Amini and Wainwright 2009; Witten et al. 2009; Berthet and Rigollet 2013; Breiman and Bresler 2010).
2019). For spiked covariance models, Johnstone and Lu (2009) proposed the diagonal thresholding algorithm by retaining variables with large sample variances, and Ma (2013); Deshpande and Montanari (2014); Krauthgamer et al. (2015) further refined this estimation. Moreover, Ding et al. (2019); Holtzman et al. (2020) proposed different algorithms for the sparse PCA problem in the spiked covariance model. In more general settings, Vu and Lei (2013) gave the non-asymptotic lower and upper bounds on the minimax subspace estimation error. In addition, Vu et al. (2013) considered a convex relaxation strategy based on the convex hull of low rank projection matrices. Yet, if one adopts the method in Berrendero et al. (2011), the existing sparse PCA methods in the static case are not readily applicable for modeling time-varying principal eigenvectors. For instance, the irregular sampling scheme and the dependence among measurements from the same subject pose new challenges to methodological and theoretical developments.

Another possible way to obtain time-varying eigenvectors is through the eigendecomposition of estimated dynamic covariance matrices, and dynamic covariance models have been explored in the literature. In low-dimensional settings, the nonparametric or semiparametric estimators are constructed (Zhu et al., 2009; Yin et al., 2010; Yuan et al., 2012). For high-dimensional data, Chen and Leng (2016) proposed a sparse estimate using the kernel smoothing and thresholding. However, it is unclear about the quality of eigenvector estimates based on performing standard PCA on the sparse covariance matrices. Our numerical studies reveal that the principal eigenvectors deduced from dynamic covariance estimation in Chen and Leng (2016) perform sub-optimally, especially when the observational grids are sparse and the dimension is large. Moreover, these existing works about dynamic covariance matrices did not account for the dependence among observations from the same process which is an important nature of repeated measurements (Cai and Yuan, 2011).

In this work, we propose a unified framework with theoretical guarantees for the DPCA.
Specifically, to resolve the problems caused by the sample covariance matrix and the irregular sampling scheme, we use the local linear smoothing (Fan and Gijbels, 1996) for estimation. To deal with high dimensionality, we restrict our attention to the eigenvectors with sparsity structures. Consequently, we formulate an optimization problem which combines the local linear smoothing and sparse regularization. The proposed method has some remarkable features. First, it is applicable to high-dimensional data under both common and irregular/sparse designs (Cai and Yuan, 2011). Second, instead of adopting the convex relaxation strategy which is computationally expensive with the computational cost $O(p^3)$ per iteration (Vu et al., 2013), our optimization problem is directly defined on the Stiefel manifold, which can be solved by leveraging manifold optimization algorithms, e.g., the proximal gradient method in Chen et al. (2020) operating with $O(p^2d)$, where $d$ is the number of principal eigenvectors of interest. Third, our procedure consists of two steps: the first step generates an initial estimate from the optimization, and the second step refines the estimate by hard thresholding and re-optimization on the reduced set of variables. This two-step algorithm helps successfully identify significant features and enhance the interpretability, which leads to consistent estimators under the $l_q$ $(0 \leq q \leq 1)$ sparsity. Moreover, we show that the convergence rate of resulting estimators exhibits a phase transition phenomenon that attains either nonparametric or parametric rate, depending on the sampling frequency, i.e., how sparse/dense the repeated measurements are observed, see Section 3. It is noteworthy that the convergence of estimated principal eigenvectors is faster than that in dynamic covariance estimation, which coincides with findings in the static case (Vu and Lei, 2012; Bickel and Levina, 2008; Cai and Zhou, 2012).

While both DPCA and functional PCA (FPCA) (Ramsay and Silverman, 2005) are tools to model random functions, they are essentially different frameworks, see Remark 1. Although FPCA is widely used to represent a single or a small number of functional
processes, its performance is not guaranteed and can be unreliable in high dimensions due to error accumulation (Yao et al., 2005a; Chiou et al., 2014). In this regard, the DPCA is preferred to capture the dynamic information with low-dimensional structures in applications such as data compression and reconstruction. This is illustrated in the real data example in terms of recovery errors in Section 5.

The remainder of the article is organized as follows. In Section 2, we first introduce the dynamic PCA, then we provide the $l_q (0 \leq q \leq 1)$ sparsity assumption in dynamic settings and the formulation of our optimization problem, and describe procedures for practical implementation. In Section 3 we present theoretical results under suitable regularity conditions. Simulation results are included in Section 4 followed by an application to the heartbeat sound data in Section 5. The additional results and technical proofs are deferred to the Appendix and Supplementary Material.

2 Dynamic principal component analysis with sparsity

2.1 Dynamic principal component analysis

We begin with some notations used in the sequel. For a matrix $A = (a_{ij})_{i,j=1}^p \in \mathbb{R}^{p \times p}$, $\text{vec}(A)$ denotes the vector with length $p^2$ obtained by stacking the columns of $A$. We define the Frobenius norm $\|A\|_F = \left( \sum_{i,j} a_{ij}^2 \right)^{1/2}$, the elementwise $l_\infty$ norm $\|A\|_\infty = \max_{1 \leq i,j \leq p} |a_{ij}|$ and the elementwise $l_1$ norm $\|A\|_1 = \sum_{i,j} |a_{ij}|$. For a vector $u \in \mathbb{R}^p$, denote its $l_q$ norm by $\|u\|_q = \left( \sum_{j=1}^p |u_j|^q \right)^{1/q}$ with $\|u\|_0$ defined as the number of nonzero elements. For two real numbers $a$ and $b$, define $a \wedge b = \min(a, b)$ and $a \vee b = \max(a, b)$. We write $a \lesssim b$ if $a \leq Cb$ for some constant $C > 0$.

Let $\{X(t) : t \in \mathcal{T} \}$ be a vector-valued stochastic process defined on a compact interval $\mathcal{T} = [0,1]$, where $X(t) = (X_1(t), \ldots, X_p(t))^\top$. The mean and diagonal covariance functions...
are assumed to be continuous and denoted by \( \mathbf{\mu}(t) = (\mu_1(t), \ldots, \mu_p(t))^T = E\mathbf{X}(t) \) and 
\[
\Sigma(t) = (\sigma_{jk}(t))_{j,k=1}^p = E\mathbf{X}(t)\mathbf{X}(t)^T - \mathbf{\mu}(t)\mathbf{\mu}(t)^T,
\]
respectively. For each fixed \( t \), applying multivariate PCA, we obtain
\[
\mathbf{X}(t) = \mathbf{\mu}(t) + \sum_{k=1}^p \xi_k(t)\mathbf{u}_k(t),
\]
where \( \mathbf{u}_k(t) \) is the \( k \)-th principal eigenvector and \( \xi_k(t) = (\mathbf{X}(t) - \mathbf{\mu}(t))^T\mathbf{u}_k(t) \) is the \( k \)-th principal component score with \( E\xi_k(t) = 0 \) and \( \text{var}(\xi_k(t)) = \lambda_k(t) \). Without loss of generality, suppose that \( \lambda_1(t) \geq \lambda_2(t) \geq \cdots \geq \lambda_p(t) \geq 0 \). Moreover, we have \( \text{cov}(\xi_k(t), \xi_l(t)) = 0 \) and \( \mathbf{u}_k(t)^T\mathbf{u}_l(t) = 0 \) for \( k \neq l \) at each \( t \). The time-varying version of PCA \([1]\) is called dynamic PCA (DPCA).

**Remark 1.** As discussed in Section 1, the DPCA is essentially different from FPCA. In particular, the DPCA represents data in the Euclidean space, i.e., it applies multivariate PCA at each \( t \) to obtain \( \mathbf{X}(t) = \mathbf{\mu}(t) + \sum_{k=1}^p \xi_k(t)\mathbf{u}_k(t) \), where \( \mathbf{u}_k(t), k = 1, \ldots, p \) form an orthonormal basis in \( \mathbb{R}^p \). By comparison, the FPCA represents \( \mathbf{X}(t) \) in the infinite-dimensional function space, i.e., \( \mathbf{X}(t) = \mathbf{\mu}(t) + \sum_{k=1}^\infty \theta_k\phi_k(t) \) where \( \theta_k \) are uncorrelated functional principal scores and \( \phi_k(t) \) are orthonormal basis functions in the space of square integrable functions \( L^2(T) \). Note that, instead of the auto-covariance function \( C(s,t) = E\mathbf{X}(s)\mathbf{X}(t)^T - \mathbf{\mu}(s)\mathbf{\mu}(t)^T \), the DPCA studies the much simper diagonal covariance function
\[
\Sigma(t) = C(t,t).
\]

One advantage of DPCA is the ability to capture the dynamic information contained in data, which facilitates interpretation. Formally, the dynamic principal eigenvectors can be found by solving the following optimization problem,
\[
\min_{V(t)} \int_T E\|\mathbf{X}(t) - \mathbf{\mu}(t) - V(t)V(t)^T\{\mathbf{X}(t) - \mathbf{\mu}(t)\}\|^2 dt
\]
\[
\text{s.t.} \quad V(t)^TV(t) = I_d,
\]
where $V(t) \in \mathbb{R}^{p \times d}$, $I_d$ is a $d \times d$ identity matrix and $d$ is the number of principal eigenvectors of interest. The problem \(2\) is reduced to perform multivariate PCA at each $t$ based on Lemma \(2\) in the Appendix, and a similar result can be found in Berrendero et al. (2011).

Note that if $\lambda_d(t) - \lambda_{d+1}(t) > 0$, then $U(t) = (u_1(t), \ldots, u_d(t))$ is unique up to an orthogonal matrix, that is, $U(t)O$ is also an optimal solution of \(2\) for any $d \times d$ orthogonal matrix $O$. We refer to the subspace $S(t)$ spanned by the column vectors of $U(t)$ as the dynamic principal subspace, and the corresponding projection matrix is given by $\Pi(t) = U(t)U(t)^T$.

In reality, we observe noisy measurements at common or irregular design points, $y_{ijl} = x_{ij}(t_{il}) + \epsilon_{ijl}, t_{il} \in T$, where $\epsilon_{ijl}$ are independent and identically distributed (i.i.d.) measurement errors independent of $x_{ij}$ with mean zero and variance $\sigma^2$, $i = 1, \ldots, n; j = 1, \ldots, p$ and $l = 1, \ldots, m_i$, where $m_i$ is the number of observations for each trajectory of the $i$-th subject.

We denote $N = \sum_{i=1}^{n} m_i$ and $\bar{m} = \sum_{i=1}^{n} m_i/n$. Under the common design, all the observations are sampled at the same locations, i.e., $t_{1l} = t_{2l} = \cdots = t_{nl} = t_l$ for all $l = 1, \ldots, m$ where $m = \bar{m} = m_1 = \cdots = m_n$, while the locations $t_{il}$ are sampled independently from a compact interval $T$ under the irregular design (Cai and Yuan, 2011).

An empirical version of \(2\) is formulated by substituting the expectation with its estimate. A naive estimate is to use the sample covariance matrix $S$, which however has some drawbacks as discussed in Section 1. First, since the data are collected at discrete grids, one can merely obtain estimates at observed times instead of the whole period $T$. Second, the sample covariance matrices are infeasible under the irregular design. Third, the estimates may fluctuate significantly without considering smoothness. Therefore, a reliable and smooth estimate is desirable. To illustrate the main idea, we assume $\mu(t) = 0$ for the moment. To obtain the estimate at the target time $t$, we borrow the information of the data observed at neighboring grids. Thus, motivated by the local linear smoothing, we propose an empirical
optimization problem as follows,

\[
\min_{V(t)} \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il}(t) \| \mathbf{y}_{il} - V(t)V(t)^T \mathbf{y}_{il} \|^2 \\
\text{s.t.} \quad V(t)^T V(t) = I_d,
\]

where \(w_{il}(t) = \{R_2 K_h(t_{il} - t) - R_1 K_h(t_{il} - t)(t_{il} - t)\}/\{R_0 R_2 - R_1^2\},\)
\(R_\ell = \sum_{i=1}^{n} \sum_{l=1}^{m_i} K_h(t_{il} - \bar{t})(t_{il} - \bar{t})^\ell, \ell = 0, 1, 2, h\) is the bandwidth, \(K_h(\cdot) = K(\cdot/h)/h\) and \(K\) is a kernel function (Fan and Gijbels, 1996). It can be equivalently formulated as

\[
\max_{V(t)} \quad \text{Tr}[V(t)^T \hat{\Sigma}(t)V(t)] \\
\text{s.t.} \quad V(t)^T V(t) = I_d,
\]

where \(\hat{\Sigma}(t) = \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il}(t) \mathbf{y}_{il} \mathbf{y}_{il}^T\) is the smoothed covariance matrix.

Note that our proposal readily adapts to both common and irregular designs using pooled data. More generally, incorporating the estimated mean function by the kernel smoothing, the estimator \(\hat{U}(t)\) can be obtained by substituting \(\hat{\Sigma}(t)\) in (3) with

\[
\hat{\Sigma}(t) = \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il}(t) \mathbf{y}_{il} \mathbf{y}_{il}^T - \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il}(t) \mathbf{y}_{il} \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il}(t) \mathbf{y}_{il}^T.
\]

In addition, under the common design where the data are observed at regular grids, practitioners can adopt an alternative estimate of \(\hat{\Sigma}(t)\) for simplified computation,

\[
\hat{\Sigma}_{\text{common}}(t) = \sum_{l=1}^{m} w_l(t) \sum_{i=1}^{n} n^{-1} (\mathbf{y}_{il} - \bar{\mathbf{y}}_l) (\mathbf{y}_{il} - \bar{\mathbf{y}}_l)^T,
\]

where \(\bar{\mathbf{y}}_l = \sum_{i=1}^{n} \mathbf{y}_{il}/n, w_l(t) = \{R_{2,c} K_h(t_{il} - t) - R_{1,c} K_h(t_{il} - t)(t_{il} - t)\}/(R_{2,c} R_{0,c} - R_{1,c}^2),\)
\(R_{\ell,c} = \sum_{i=1}^{m} K_h(t_{il} - t)(t_{il} - t)^\ell, \ell = 0, 1, 2.\)

### 2.2 Sparsity and estimation in high dimensions

For high-dimensional data, the number of variables \(p\) is comparable to or even much larger than the sample size \(n\). The estimator \(\hat{U}(t)\) in Section 2.1 may become inconsistent without
additional structures. The sparsity assumption is necessary to enhance the interpretability and improve the estimates in high dimensions. Assume that $U(t) \in \mathcal{U}(q, R_q; T)$, where

$$
\mathcal{U}(q, R_q; T) = \left\{ U(t) \in \mathbb{R}^{p \times d}, t \in T \left| U(t) \in \mathcal{V}_{p,d}, \sup_{t \in T} \max_{1 \leq j \leq d} \| u_j(t) \|_q^q \leq R_q \right. \right\},
$$

with $0 < q \leq 1$. When $q = 0$,

$$
\mathcal{U}(0, R_0; T) = \left\{ U(t) \in \mathbb{R}^{p \times d}, t \in T \left| U(t) \in \mathcal{V}_{p,d}, \sup_{t \in T} \max_{1 \leq j \leq d} \| u_j(t) \|_0 \leq R_0 \right. \right\}.
$$

The set $\mathcal{U}(q, R_q; T)$ is non-empty and the $l_q$ constraint is active only when $1 \leq R_q \leq p^{1-q/2}$.

In Section 3 we consider bounded $R_q$ to simplify the theoretical exposition. The family of leading eigenvectors over $T$ defined in $\mathcal{U}(q, R_q; T)$ generalizes the notion of static eigenvectors in [Vu and Lei (2012)]. We stress that if the sparsity condition does not hold uniformly over $T$, our method can still apply to the subregions of $T$ where this condition holds.

Recall that the projection matrix is $\Pi(t) = U(t)U(t)^T$. By definition, $\Pi_{jj}(t) = 0$ holds if and only if each element of the $j$-th row of $U(t)$ is zero. Further, it implies that if $\Pi_{jj}(t) = 0$, then all entries of the $j$-th row/column of $\Pi_t$ are 0. Denote the support set $J(t) = \{ j : \Pi_{jj}(t) > 0 \}$. For notational convenience, we introduce the following block representation of $\Sigma(t)$:

$$
\begin{pmatrix}
\Sigma_{J,J}(t) & \Sigma_{J,J'}(t) \\
\Sigma_{J',J}(t) & \Sigma_{J',J'}(t)
\end{pmatrix}.
$$

Similar block representations can be defined for other matrices and vectors. Apparently, the principal eigenvectors at $t$ does not depend on the variables outside of the set $J(t)$ in the sense that all elements of $U_{J'}(t)$ are 0.

Note that $U(t) \in \mathcal{V}_{p,d}$, where $\mathcal{V}_{p,d} = \{ V \in \mathbb{R}^{p \times d} | V^TV = I_d \}$ is the Stiefel manifold, which results in a non-convex problem which is hard to solve. Most existing algorithms for static sparse PCA require deflation steps ([Shen and Huang 2008; Mackey 2009]) or convex relaxation ([d’Aspremont et al. 2007; Vu et al. 2013]) to circumvent the orthogonality
constraint, which either lack theoretical guarantees or are computational expensive. To avoid these issues, our optimization problem is defined directly on the Stiefel manifold $\mathbb{V}_{p,d}$ which can be solved by manifold optimization algorithms. The regularized manifold optimization problem is formulated as follows,

$$
\min_{V(t)} -\text{Tr}[V(t)^T \hat{\Sigma}(t)V(t)] + \rho_t \|V(t)\|_1
$$

s.t. $V(t)^TV(t) = I_d,$

where $\rho_t > 0$ is the regularization parameter at $t$. We allow the parameter $\rho$ to depend on $t$, which makes our proposal fully adaptive to different sparsity levels varying with $t$. The optimization problem (5) deals with sparsity and orthogonality jointly, which can be solved effectively with recent developments for manifold optimization, e.g., the proximal gradient method (Chen et al., 2020).

To improve estimation, we treat the solution of (5) as an initial estimate which is denoted by $\hat{U}^0(t)$, and then propose a refined version. Specifically, we add a thresholding step to further filter out the variables irrelevant to the principal eigenvectors. Denote the set of remaining variables by $\hat{J}(t) = \{j : \hat{\Pi}^0_{jj}(t) \geq \gamma_t\}$, where $\hat{\Pi}^0(t) = \hat{U}^0(t)\hat{U}^0(t)^T$ and $\gamma_t > 0$ is the thresholding parameter at $t$. Since the estimate after thresholding may not belong to the Stiefel manifold $\mathbb{V}_{p,d}$, we re-estimate the principal eigenvectors afterwards. Our refined estimate is given by

$$
\hat{U}(t) = \begin{pmatrix}
\hat{U}_{\hat{J}(t)}(t) \\
0
\end{pmatrix},
$$

where $\hat{U}_{\hat{J}(t)}(t)$ is the solution of the problem,

$$
\min_{V(t)} -\text{Tr}[V(t)^T \hat{\Sigma}(t)_{\hat{J}(t)\hat{J}(t)}(t)V(t)] + \rho_t \|V(t)\|_{1,1}
$$

s.t. $V(t)^TV(t) = I_d.$

Note that the estimated principal subspaces are readily obtained by spanning the columns of $\hat{U}(t)$ with projection matrices $\hat{\Pi}(t) = \hat{U}(t)\hat{U}(t)^T$. The two-step estimation procedure suc-
cessfully identifies the significant variables and provides consistent estimators under general $l_q$ sparsity, which is theoretically and empirically demonstrated in Sections 3 and 4.

2.3 Tuning parameters

In this section, we discuss how to select parameters that are involved in the estimation procedure. Note that in the dynamic setting, the number of principal eigenvectors of interest $d$ may be a constant or vary with $t$. There exists no consensus on the selection of $d$ which depends on the specific application. For example, it could be selected based on the fraction of variance explained (FVE). In supervised problems such as regression or classification, it may be tuned by $k$-fold cross validation to minimize the prediction/classification error. Here we mainly consider tuning three other parameters, the bandwidth $h$, the sparsity parameter $\rho_t$ and the thresholding parameter $\gamma_t$. We suggest to select them in a sequential manner (Chen and Lei, 2015; Chen and Leng, 2016). For the bandwidth $h$, we use the leave-one-curve-out cross-validation approach (Rice and Silverman, 1991; Yao et al., 2005a). Specifically, we tune the bandwidth $h$ given $\rho_t = 0$ and $\gamma_t = 0$ by maximizing the cross-validated inner product,

$$
\hat{h}^* = \arg\max_{h \in A_1} \frac{1}{n m} \sum_{i=1}^{n} \sum_{l=1}^{m_i} \text{Tr}\{\hat{U}_{h,0,0}(t_l)^T(y_{il} - \hat{\mu}(t_l))(y_{il} - \hat{\mu}(t_l))^T\hat{U}_{h,0,0}(t_l)\},
$$

where $\hat{\mu}$ is the estimated mean function which refers to the sample mean under the common case and the local linear estimate under the irregular design, $A_1$ is a candidate set of $h$, $\hat{U}_{h,0,0}$ is estimated by leaving out the $i$-th subject with the bandwidth $h$, $\rho_t = 0$ and $\gamma_t = 0$. Next, the parameter $\rho_t$ is determined by $k$-fold cross-validation. The data is divided into $k$-folds by subjects, denoted by $D_1, \ldots, D_k$. Let $\hat{U}_{h,\rho_t,\gamma_t}(t)$ be the estimator using data other than $D_\nu$ at time $t$ with parameters $h$, $\rho_t$ and $\gamma_t$. Let $\hat{\Sigma}_h(t)$ be the smoothed covariance matrix estimate at $t$ using $D_\nu$ with the bandwidth $h$. Next, we choose $\rho_t$ given the selected bandwidth $h^*$.
and \( \gamma_t = 0 \) by maximizing the cross-validated inner product,

\[
\rho^*_t = \arg\max_{\rho_t \in \mathcal{A}_{2,t}} \frac{1}{k} \sum_{\nu=1}^k \text{Tr}[\{\hat{U}^{-\nu}_{h^*,\rho_t,0}(t)\}^T \hat{\Sigma}^\nu_{h^*}(t) \hat{U}^{-\nu}_{h^*,\rho_t,0}(t)],
\]

where \( \mathcal{A}_{2,t} \) is a candidate set for \( \rho_t \). At last, we tune the thresholding parameter \( \gamma_t \), given the selected bandwidth \( h^* \) and sparsity level \( \rho^*_t \), by a trade-off between the explained variance \( Ip(\gamma_t) \) and model complexity, i.e., the number of retained variables, where

\[
Ip(\gamma_t) = \frac{1}{k} \sum_{\nu=1}^k \text{Tr}[\{\hat{U}^{-\nu}_{h^*,\rho^*_t,\gamma_t,0}(t)\}^T \hat{\Sigma}^\nu_{h^*}(t) \hat{U}^{-\nu}_{h^*,\rho^*_t,\gamma_t,0}(t)],
\]

where \( \gamma_t \in \mathcal{A}_{3,t}, \mathcal{A}_{3,t} \) is a candidate set and \( Ip(\gamma_t) \) is the cross-validated inner product when the threshold equals \( \gamma_t \). The model complexity depicts the cardinality of the support set \( \hat{J}(t) \). One can select the \( \gamma_t \) to achieve model parsimony without much information loss. We demonstrate the performance of selected parameters in Section 4.

### 3 Theoretical results

In this section, we investigate the theoretical properties of the proposed estimator under both common and irregular designs. To measure the performance of the estimator, we use the notion of the distance defined in Vu and Lei (2013). For \( U, V \in \mathbb{V}_{p,d} \), the squared distance is defined by

\[
d^2(U, V) = d^2(\mathcal{E}, \mathcal{F}) = \frac{1}{2} \| E - F \|^2_F,
\]

where \( \mathcal{E} \) and \( \mathcal{F} \) are subspaces with projection matrices \( E = UU^T \) and \( F = VV^T \), respectively.

Some assumptions necessary for theoretical results are provided, concerning the properties of variables and kernel functions. Assumption [1] ensures that the \( d \)-dimensional principal subspace is well-defined. In multivariate cases, the commonly used assumption for sparse PCA is that \( x_j^2 \) is sub-exponential, while Assumption [2] is adapted to random processes, which holds rather generally, e.g., Gaussian processes.
Assumption 1. Assume that $\lambda_d(t) - \lambda_{d+1}(t) > 0$ for all $t \in T$.

Assumption 2. For each $j = 1, \ldots, p$, $X_j^2(t)$ is sub-exponential uniformly in $t \in T$, that is, there exists a positive constant $\lambda_0$ such that $\sup_{t \in T} E e^{\lambda X_j^2(t)} < \infty$ for $|\lambda| < \lambda_0$. Also assume the measurement error $\epsilon^2$ is sub-exponential.

Assumption 3. The mean functions $\mu_j(\cdot)$ and the diagonal covariance functions $\sigma_{jj}(t)$ are twice differentiable and the second derivative is bounded on $T$ for $j, k = 1, \ldots, p$.

Assumption 4. Assume $\log p(n \bar{m}^{-1} + nh)^{-1} \to 0$ as $n \to \infty$.

Assumption 5. The kernel function $K(\cdot)$ is a bounded and symmetric probability density function on $[-1, 1]$ with $\int u^2 K(u) du < \infty$ and $\int K^2(u) du < \infty$.

The smoothness of mean and diagonal covariance functions is imposed in Assumption 3 while $X(t)$ is not necessarily smooth. Assumption 4 indicates $\log p = O(n^c)$ for some $c > 0$ since $\bar{m}$ and $h^{-1}$ typically grow at a fractional polynomial order of $n$. Assumption 5 is standard in the kernel smoothing literature (Fan and Gijbels, 1996; Chen and Leng, 2016).

First, we quantify the performance of the thresholding step by investigating the false positive control and false negative control of $J(t)$. It is revealed in Lemma 1 that, with a suitable parameter $\gamma_t$, we can recover the support set consistently. The condition $\min_{j \in J(t)} \Pi_{jj}(t) \geq 2\gamma_t$ assures that the important variables can be distinguished from the noise stochastically.

Denote $\Gamma(t) = \Sigma(t) + \sigma^2 I_p$ where $I_p \in \mathbb{R}^{p \times p}$ is an identity matrix.

Lemma 1. Assume $U(t) \in \mathcal{U}(q, R_q; T)$ and recall that $\hat{\Pi}^0(t)$ is the initial estimator. Note that we have $\|\Pi(t) - \hat{\Pi}^0(t)\|_F \leq C\|\Sigma(t) - \Gamma(t)\|_\infty = o_p(1)$, $t \in T$ for some positive constant $C > 0$. If $\min_{j \in J(t)} \Pi_{jj}(t) \geq 2\gamma_t$ and $\gamma_t > \|\Pi(t) - \hat{\Pi}^0(t)\|_F$, then the variable selection procedure $\hat{J}(t) := \{j : \hat{\Pi}_{jj}^0(t) \geq \gamma_t\}$ succeeds.

In the following, we state the theoretical properties of the eventually obtained estimators $\hat{U}(t)$. A theoretical challenge is how to carefully control the $l_q(0 \leq q \leq 1)$ norm of our
estimators obtained with a lasso-type penalty, which can be tackled by the consistent variable selection. Moreover, we need to deal with the dependence between observations from the same trajectory with care to control the concentration bound of the local linear estimator, which is essential to the theoretical results. Next, we investigate the behavior of the resulting estimator under both irregular and common designs.

3.1 Rate of convergence under the irregular design

In this section, we provide a theoretical investigation of estimators under the irregular design. Assumption 6 is about the sampling scheme under the irregular design (Cai and Yuan, 2011). Assumption 7 on the sampling frequency is assumed to quantify the within-subject dependence and facilitate the exposition of theoretical analysis. This is a standard condition used in functional data (Zhang and Wang, 2016), which is fairly mild and holds for the common design and the irregular design with finite $m_i$ or when $m_i$ are not all vastly different, $1 \leq i \leq n$.

**Assumption 6.** Under the irregular design, $t_{il}, i = 1, \ldots, n; l = 1, \ldots, m_i$ are independent and identically distributed from a density $f(\cdot)$ with compact support $T$. In addition, the sampling density $f_T$ is bounded away from zero and infinity and is twice continuously differentiable with a bound derivative on its support.

**Assumption 7.** Assume $\lim \sup_n \sum_{i=1}^n m_i^2 / n \bar{m}^2 < \infty$ and $\sup_n \left( n \max_i m_i / \sum_{i=1}^n m_i \right) < \infty$.

**Theorem 1.** Suppose that $U(t) \in \mathcal{U}(q, R_q; T)$ for $0 \leq q \leq 1$. Under Assumptions 6-7, for a fixed point $t \in [0, 1]$, if $\rho_t = O \left[ \{\log p/(n \bar{m} h) + \log p/n\}^{1/2} + h^2 \right]$ and $\min_{j \in J(t)} \Pi_{jj}(t) \geq 2 \gamma_t$, where $\gamma_t^2 = O \left[ \{\log p/(n \bar{m} h) + \log p/n\}^{1/2} + h^2 \right]$, then

$$d\{U(t), \hat{U}(t)\} = O_p \left[ \left\{ \left( \frac{\log p}{n \bar{m} h} + \frac{\log p}{n} \right)^{1/2} + h^2 \right\}^{1-q/2} \right].$$
From Lemma 1, the condition \( \min_{j \in J(t)} \Pi_{jj}(t) \geq 2\gamma(t) \) together with the choice of \( \gamma(t) \) in Theorem 1 ensures that signal variables can be distinguished from the noise, which leads to consistent variable selection. The parameter \( \rho_t \) is to balance the trade-off between bias and variance. The rate of convergence in Theorem 1 consists of two parts, the variance term \( \{ \log p/(n\bar{m}h) + \log p/n \}^{1/2} \) and the bias term \( h^2 \) for \( q = 0 \), which is consistent with that of the mean estimation in [Zhang and Wang (2016)] up to the \( \log p \) term accounting for high dimensionality. The convergence rate depends on \( \bar{m} \) through the total number of observations \( n\bar{m} \). Thus, the magnitude of \( \bar{m} \) can be of any order of the sample size \( n \) as long as \( \log p/(nh) \to 0 \) and \( h \to 0 \), which demonstrates the advantage of our proposal in handling the sparsely observed data. A careful inspection shows that the convergence rate exhibits a phase transition phenomenon. When \( \bar{m}h \to \infty \), the sampling frequency \( \bar{m} \) has no effect on the resulting rate, \( (\log p/n)^{1/2-q/4} \), as if the whole curves are completely observed. Otherwise, the estimates attain the nonparametric rate \[ \{ \log p/(n\bar{m}h) \}^{1/2} + h^2 \]^{1-q/2} as if all \( n\bar{m} \) observations are independently observed.

In contrast, the convergence rate is of the order \( \{ \log p/(nh) \}^{1/2} + h^2 \]^{1-q} for the dynamic covariance estimation in [Chen and Leng (2016)] under the assumption that the columns of covariance matrices possess the \( l_q \)-type sparsity structure. There are two notable differences between the two rates. First, in our setting, the effective sample size is \( (n\bar{m}h) \wedge n \) instead of \( nh \) which differs from the conventional nonparametric scheme. This is because we take the correlation among observations from the same subject into account which is an important nature of functional data or generally the repeated measurements data. Second, the dependence on the \( q \) for these two convergence rates is different. In the static case, it is known that the optimal rate for eigenvector estimation \( (\log p/n)^{1/2-q/4} \) is faster than the rate obtained for covariance estimation \( (\log p/n)^{1/2-q/2} \) \( \{ \text{Bickel and Levina 2008; Vu and Lei 2012; Cai and Zhou 2012} \) Likewise in the dynamic setting, the convergence rate for
eigenvectors in Theorem 1 is faster than the rate of the corresponding covariance estimation. The theoretical finding is corroborated in empirical studies that the eigenvector estimators based on the eigen-decomposition of dynamic covariance estimates perform sub-optimally. Moreover, Lemma 3 reveals that $d\{U, \hat{U}\} \leq C_q \|\hat{\Sigma} - \Gamma\|_1^{1-q/2}$ where $C_q = Cd^2 R_q$ for some positive constant $C > 0$. Therefore, the quantity $R_0$ may be allowed to grow to infinity, and the consistency of the estimator is guaranteed as long as $R_0\{(\log p/(nmh) + \log p/n)^{1/2} + h^2\} \to 0$. Given that the bandwidth is carefully tuned to balance the bias and variance, the quantity $\bar{m}$ plays a crucial role in the convergence rate, which is illustrated in Corollary 1.

**Corollary 1.** Suppose that $U(t) \in U(q, R_q)$ and conditions in Theorem 1 hold and $t$ is a fixed point in $[0, 1]$.

1. When $\bar{m}/(n/\log p)^{1/4} \to 0$ and $h = O\{(\log p/(n\bar{m}))^{1/5}\}$,
   
   \[d\{U(t), \hat{U}(t)\} = O_p \left\{ \left( \frac{\log p}{nmh} \right)^{1/2} + h^2 \right\}^{1-q/2}.\]

2. When $\bar{m}/(n/\log p)^{1/4} \to C$, where $C > 0$, and $h = O\{(\log p/n)^{1/4}\}$,
   
   \[d\{U(t), \hat{U}(t)\} = O_p \left\{ \left( \frac{\log p}{n} \right)^{1/2-q/4} \right\}.\]

3. When $\bar{m}/(n/\log p)^{1/4} \to \infty$, $h = o\{(\log p/n)^{1/4}\}$ and $\bar{m}h \to \infty$,
   
   \[d\{U(t), \hat{U}(t)\} = O_p \left\{ \left( \frac{\log p}{n} \right)^{1/2-q/4} \right\}.\]

As Corollary 1 reveals, the phase transition occurs when $\bar{m}$ is of the order $(n/\log p)^{1/4}$. When $\bar{m}$ is relatively small as in case (1), the nonparametric rate is determined jointly by quantities $n$ and $\bar{m}$. With $\bar{m}$ grows such that $\bar{m} \gtrsim (n/\log p)^{1/4}$, the rate achieves $(\log p/n)^{1/2-q/4}$ regardless of $\bar{m}$ which coincides with the optimal rate for estimating static eigenvectors. Although the rates are of the same order in cases (2) and (3) which fall into the parametric paradigm, the bias in case (2) is non-vanishing (Zhang and Wang, 2016). With the advantage of data pooling, the grids are allowed to be sparse under the irregular design as long as the sample size $n$ suffices.
3.2 Rate of convergence under the common design

In this section, we focus on the common design where sampling locations $t_l, l = 1, \ldots, m$ are deterministic.

**Assumption 8.** Under the common design, $t_l$'s are fixed and distinct, and $\max_{0 \leq l \leq m} |t_{l+1} - t_l| \leq C m^{-1}$, where $t_0 = 0, t_{m+1} = 1$.

**Assumption 9.** The sampling frequency $m \to \infty$ and $1/(mh) = O(1)$, $h \to 0$ as $n \to \infty$.

Under the common design, the data should be observed on sufficiently dense grids. To see this, if $m$ is finite, no data is available in the suitably small neighboring region for some $t$, which causes large bias for the resulting estimates. Moreover, Assumption 9 guarantees that $h \geq \min_{j=1, \ldots, m} |t - t_j| = O(1/m)$ for each $t \in \mathcal{T}$ to avoid the trivial estimator.

**Theorem 2.** Suppose that $U(t) \in \mathcal{U}(q, R_q; \mathcal{T})$ for $0 \leq q \leq 1$. Under Assumptions 8 and 9 for a fixed point $t \in [0, 1]$, if $\rho_t = O \left[ \{(\log p/(nmh)) + \log p/n\}^{1/2} + h^2 \right]$ and $\min_{j \in J(t)} \prod_{j} (t) \geq 2 \gamma_t$, where $\gamma_t^2 = O \left[ \{(\log p/(nmh)) + \log p/n\}^{1/2} + h^2 \right]$, then

$$d \{U(t), \hat{U}(t)\} = O_p \left[ \left\{ \left( \frac{\log p}{nmh} + \frac{\log p}{n} \right)^{1/2} + h^2 \right\}^{1-q/2} \right].$$

At first glance, the convergence rates under common and irregular designs are similar. However, since the data are observed at common locations under this design, the number of locations where the data are used for estimation is of the order $mh$. Consequently, the sampling frequency $m$ is required to be sufficiently large which differs from the case under the irregular design. The effect of $m$ on the convergence rate is illustrated in Corollary 2.

**Corollary 2.** Suppose that $U(t) \in \mathcal{U}(q, R_q)$ and conditions in Theorem 2 hold and $t$ is a fixed point in $[0, 1]$.

1. When $m/(n/\log p)^{1/4} \to 0$ and $h = O(1/m)$,

$$d \{U(t), \hat{U}(t)\} = O_p \left\{ \left( \frac{1}{m^2} \right)^{1-q/2} \right\}.$$
(2) When \( m/(n/\log p)^{1/4} \rightarrow C \), where \( C > 0 \), and \( h = O\{(\log p/n)^{1/4}\} = O(1/m) \),

\[
d\{U(t), \hat{U}(t)\} = O_p\left\{ \left(\frac{\log p}{n}\right)^{1/2-q/4} \right\}.
\]

(3) When \( m/(n/\log p)^{1/4} \rightarrow \infty \), \( h = o\{(\log p/n)^{1/4}\} \) and \( mh \rightarrow \infty \),

\[
d\{U(t), \hat{U}(t)\} = O_p\left\{ \left(\frac{\log p}{n}\right)^{1/2-q/4} \right\}.
\]

The phase transition phenomenon appears more complex under the common design because of the interplay among the quantities \( h \), \( n \) and \( m \). The bandwidth is usually chosen to be of the order \( \{\log p/(n\bar{m})\}^{1/5} \) to balance the associated bias and variance. Yet, restricted by the condition \( 1/(mh) = O(1) \) that guarantees observations available in the local window, the bandwidth is at least of the order \( 1/m \), see Corollary 2. When \( m \) is relatively small, the sampling frequency \( m \) plays a dominant role in the convergence rate, i.e., \( (1/m^2)^{1-q/2} \), which is slower than that under the irregular design. When \( m \) grows such that \( m \gtrsim (n/\log p)^{1/4} \), the parametric rate \( (\log p/n)^{1/2-q/4} \) can be achieved. Again, it requires \( m \rightarrow \infty \) to guarantee the consistency, otherwise, the bias is not negligible.

In summary, the phase transition occurs at the same order, \( m = O\{(n/\log p)^{1/4}\} \), for both designs. When \( m/(n/\log p)^{1/4} \rightarrow 0 \), the rate depends on the total number of observations \( n\bar{m} \) under the irregular case, while the rate is solely determined by the sampling frequency \( m \) under the common case. Otherwise, both designs achieve parametric rates. Under the irregular design, the estimator is consistent as long as \( (\log p/n\bar{m}h) \lor (\log p/n) \rightarrow 0 \). Thus, as the sample size permits, we can handle the extremely sparse case, that is, the sampling frequency is allowed to be very small. However, the quantity \( m \) should be sufficiently large to achieve reasonable estimates under the common design. Further, when the sampling frequency is small, the irregular design is preferable to the common design with faster convergence rates.
In this section, several experiments are conducted to evaluate the numerical performance of our proposal under irregular and common designs. The observations are generated from the model, 
\[ y_{il}(t) = \sum_{k=1}^{10} \xi_{ik}(t)u_k(t) + \epsilon_{il}, i = 1, \ldots, n; l = 1, \ldots, m_i, \]
where \( \xi_{ik} \in \mathbb{R}, y_{il}(t), u_k(t) \in \mathbb{R}^p \) and \( \epsilon_{il} \sim \text{iid } N_p(0, \sigma^2 I_p) \). Moreover, we set \( \xi_{ik}(t) \equiv \xi_{ik} \sim N(0, \lambda_k) \) where \( \lambda = (30, 18, 10, 5, 3, 2, 1, 0.5, 0.2, 0.1)^T \), which follows the classical generation mechanism of functional data. The sparse eigenvectors \( u_k \) are obtained by applying Gram-Schmidt orthonormalization on \( v_k(t) \) defined later. Let \( v_{k,(k-1) \times 5+r}(t) = \phi_r(t), k = 1, \ldots, 10, r = 1, \ldots, 5, \) and other entries of \( v_k \) be zero, where \( v_{k,j} \) is the \( j \)-th element of the vector \( v_k \), \( \phi_r(t) \) are functions in the Fourier basis, \( \phi_r(t) = \sqrt{2} \sin(\pi(r+1)t) \) when \( r \) is odd, \( \phi_r(t) = \sqrt{2} \cos(\pi rt) \) when \( r \) is even. The locations of non-zero elements are different for different eigenvectors.

We design simulation settings to demonstrate the effect of the sample size \( n \) and the sampling frequency under both common and irregular cases. Under the irregular design, we consider six settings for various combinations of \( m_i \) and \( n \) where \( m_i \) are i.i.d from a discrete uniform distribution on the set \( \mathcal{M} \). Setting 1: \( n = 100 \) and \( m = 100, \mathcal{M} = \{95, 100, 105\} \). Setting 2: \( n = 100 \) and \( m = 50, \mathcal{M} = \{45, 50, 55\} \). Setting 3: \( n = 100 \) and \( m = 20, \mathcal{M} = \{15, 20, 25\} \). Setting 4: \( n = 500 \) and \( m = 20, \mathcal{M} = \{19, 20, 21\} \). Setting 5: \( n = 500 \) and \( m = 10, \mathcal{M} = \{9, 10, 11\} \). Setting 6: \( n = 500 \) and \( m = 4, \mathcal{M} = \{3, 4, 5\} \). The time points \( t_{il} \) are i.i.d. sampled from the uniform distribution on [0,1]. Under the common design, the data are sampled at \( t_{il} = (2l)/(2m + 1) \) with the sample size \( n = 100 \) and the sampling frequency \( m = 20, 50, 100, \) respectively. In each setting, we repeat 100 times independently for \( p = 50, 100, 200 \) and the noise level \( \sigma^2 = 1, 3, \) respectively.

For comparison purposes, we estimate eigenvectors by performing conventional PCA on sparse covariance matrices obtained by dynamic covariance models (DCM) [Chen and Leng 2016]. Since the bandwidth selected by the leave-one-point-out cross-validation in the DCM
Figure 1: The performance of the cross-validation to select parameters under the common design with $p = 100$, $m = 50$ and $\sigma^2 = 3$. All the parameters are selected by maximizing the cross-validated inner product (black, solid, left y label). Left: bandwidth selection. The right y label indicates the $MRSE(h) = m^{-1} \sum_{l=1}^{m} \| \hat{\Sigma}(t_l) - \Sigma(t_l) \|_F^2 / \| \Sigma(t_l) \|_F^2$. An ideal $h$ should be close to the $h_{ora} = \arg \min MRSE(h)$. The selected bandwidth matches the one attaining the minimal $MRSE(h)$. The right y label represents $\| U(t) \|_1$. Middle: sparsity parameter selection. For a fixed $t$, the right y label represents $\| U(t) \|_1$. The $\| \cdot \|_1$ of estimated $U(t)$ with the selected $\rho_t$ (red, dashed, right y label) approximately meets that of the true matrix (indicated by the horizontal dotted line). Right: thresholding parameter selection. The right y label represents the size of the support set. The $\gamma_t$ is selected as the minimum value which maximizes the cross-validated inner product. The number of retained variables with the selected $\gamma_t$ (red, dashed, right y label) is equal to the true number of relevant variables (horizontal, dotted).
might be inappropriate for repeated measurements, we use the leave-one-curve-out cross-validation instead and denote the resulting model by DCM+. Under the common design, we include the methods of [Berrendero et al. (2011)] and [Johnstone and Lu (2009)], denoted by BJS and DT, respectively. Note that the parameters in DT are set to the recommended values in the original paper. We evaluate the performance of estimators by the mean integrated squared error (MISE) which is approximated by computing the average of squared errors, defined in (7), on a grid of 50 equally spaced points. Since the BJS and DT only obtain estimates under the sampling locations, to calculate the MISE for these two methods, we simply generate data at evaluated grids to obtain corresponding estimates. Note that the resulting errors $\text{MISE}_{BJS}$ and $\text{MISE}_{DT}$ are not relevant to the sampling frequency.

We begin with illustrating the selection and the performance of tuning parameters in our method. We set $d = 3$ under which the FVE is about 85%, and other parameters are chosen as discussed in Section 2.3. Specifically, the bandwidth $h$ is selected by leave-one-curve-out cross-validation, while the $\rho_t$ and $\gamma_t$ are determined by 5-fold cross-validation to save the computation time. Since the quantity $m$ or $\bar{m}$ might be large, to further reduce the computation, we randomly choose 10 observational points with equal probability for each curve to calculate the error in the validation step to tune the bandwidth. The effectiveness of the selection strategy for the parameters is illustrated in Figure 1. As is shown, the selected parameters well depict the true smoothness of covariance matrices, the sparsity level and model complexity of the eigenvectors, respectively.

The results for $p=100$ and 200 with $\sigma^2 = 3$ are summarized in Tables 1 and 2, while the results for $p = 50$ are qualitatively similar, thus not reported for space economy. Moreover, the results with $\sigma^2 = 1$ are provided in the Supplementary Material. The errors of the initial estimate $\hat{U}^0$ and the refined estimate $\hat{U}$ are denoted by $\text{MISE}_0$ and $\text{MISE}$, respectively. As Tables 1 and 2 show, the proposed method outperforms other methods in all settings, while
Table 1: Average integrated squared errors and standard deviations over 100 replications for different settings under the irregular design and $\sigma^2 = 3$.

| Model | MISE$_0$   | MISE   | MISE$_{DCM}$ | MISE$_{DCM+}$ |
|-------|-------------|--------|--------------|---------------|
| p=100 | $\bar{m} = 100$ | 0.033 (0.014) | 0.031 (0.012) | 0.040 (0.037) | 0.038 (0.031) |
| n=100 | $\bar{m} = 50$ | 0.042 (0.014) | 0.041 (0.016) | 0.128 (0.189) | 0.121 (0.157) |
|       | $\bar{m} = 20$ | 0.112 (0.056) | 0.102 (0.061) | 0.488 (0.237) | 0.498 (0.226) |
| p=100 | $\bar{m} = 20$ | 0.023 (0.003) | 0.022 (0.002) | 0.021 (0.006) | 0.022 (0.005) |
| n=500 | $\bar{m} = 10$ | 0.035 (0.008) | 0.034 (0.007) | 0.059 (0.091) | 0.080 (0.130) |
|       | $\bar{m} = 4$ | 0.078 (0.016) | 0.068 (0.016) | 0.465 (0.158) | 0.460 (0.167) |
| p=200 | $\bar{m} = 100$ | 0.038 (0.023) | 0.036 (0.022) | 0.127 (0.168) | 0.130 (0.177) |
| n=100 | $\bar{m} = 50$ | 0.058 (0.037) | 0.059 (0.044) | 0.361 (0.263) | 0.322 (0.275) |
|       | $\bar{m} = 20$ | 0.148 (0.071) | 0.123 (0.079) | 0.577 (0.193) | 0.574 (0.184) |
| p=200 | $\bar{m} = 20$ | 0.024 (0.002) | 0.023 (0.002) | 0.095 (0.154) | 0.077 (0.130) |
| n=500 | $\bar{m} = 10$ | 0.036 (0.005) | 0.035 (0.005) | 0.288 (0.206) | 0.269 (0.214) |
|       | $\bar{m} = 4$ | 0.104 (0.025) | 0.080 (0.031) | 0.515 (0.087) | 0.515 (0.086) |

Table 2: Average integrated squared errors and standard deviations over 100 replications for different settings under the common design and $\sigma^2 = 3$.

| Model | MISE$_0$   | MISE   | MISE$_{DCM}$ | MISE$_{DCM+}$ | MISE$_{BJS}$ | MISE$_{DT}$ |
|-------|-------------|--------|--------------|---------------|-------------|-------------|
| p=100 | m=100       | 0.032 (0.016) | 0.030 (0.016) | 0.064 (0.096) | 0.058 (0.065) | 0.643 (0.075) | 0.647 (0.099) |
| n=100 | m=50        | 0.040 (0.014) | 0.037 (0.013) | 0.212 (0.177) | 0.199 (0.159) |             |             |
|       | m=20        | 0.128 (0.081) | 0.114 (0.085) | 0.722 (0.260) | 0.706 (0.276) |             |             |
| p=200 | m=100       | 0.037 (0.028) | 0.036 (0.025) | 0.242 (0.275) | 0.180 (0.219) | 1.021 (0.098) | 1.064 (0.118) |
| n=100 | m=50        | 0.053 (0.028) | 0.053 (0.030) | 0.581 (0.299) | 0.609 (0.292) |             |             |
|       | m=20        | 0.157 (0.063) | 0.132 (0.074) | 1.026 (0.125) | 1.018 (0.147) |             |             |
the refined estimators perform slightly better than the initial estimates under both designs. The DCM and DCM+ methods perform decently when \( m = 100 \) and \( p = 100 \). However, their performance deteriorates significantly if the dimension increases or the sampling frequency becomes small. Under the irregular design, as noted in Section 3.1, the grids can be sparse to obtain consistent estimation as the sample size permits. Thus, even in the very sparse case as \( \bar{m} = 4 \) or \( 10 \) (\( n = 500 \)), the error is still well controlled and even smaller than that when \( \bar{m} = 20 \) (\( n = 100 \)) due to a larger sample size and the advantage of data pooling. Moreover, when the total number of observations is comparable, a larger sample size usually leads to a better estimate. Under the common design, it is not surprising that the BJS method fails to obtain reasonable estimators as it did not accommodate high dimensionality. Although the DT yields sparse eigenvectors, it tends to select too few coordinates, which introduces larger bias. Further, as shown in the left of Figure 2, our method performs significantly better than other methods uniformly over \( t \). The results under other simulation settings lead to similar conclusions and are not reported.

At last, to illustrate the performance of the refined estimates in achieving model parsimony, two criteria \( \text{TNR} = \frac{TN}{(TN+FP)} \) and \( \text{TPR} = \frac{TP}{(TP+FN)} \) are reported in Figure 2 where \( \text{TP} \) and \( \text{TN} \) are abbreviations for true positives and true negatives, respectively, i.e., the number of significant or non-significant variables correctly identified by our method, similarly \( \text{FP} \) and \( \text{FN} \) stand for false positives and false negatives. The numerical values of \( \hat{\Pi}_{jj} \) over \( 10^{-6} \) in magnitude are considered nonzero for the consideration of computation accuracy. As the principal eigenvectors vary with \( t \), the signal \( \min_{j \in J(t)} \Pi_{jj}(t) \) may be close to zero which leads to a bit lower TPR at some \( t \). The result reveals the fact that the refined estimate by thresholding yields better variable selection results, which is particularly useful for model interpretation.
Figure 2: The common design: $p = 100$ and $\sigma^2 = 3$. Left: The errors, defined in (7), of different methods over 50 equally spaced points in $[0,1]$. The two black dotted lines reflect uncertainty (standard deviation) of errors for the proposed estimate. Right: The performance of TPR (middle) and TNR (right) over $t$ of the proposed estimates with $\gamma_t = 0$ (solid) or $\gamma_t \neq 0$ (dashed). It illustrates the advantage of the refinement step in screening out irrelevant variables and achieving desired model parsimony, which improves TNR without decreasing TPR.

5 Real data example

The heartbeat sound dataset from [http://www.timeseriesclassification.com/description.php?Dataset=Heartbeat](http://www.timeseriesclassification.com/description.php?Dataset=Heartbeat) were sourced from several contributors around the world, collected at either a clinical or nonclinical environment [Liu et al., 2016]. The heart sound recordings were collected from different locations on the body. The typical four locations are the aortic area, pulmonic area, tricuspid area and mitral area, but could be one of nine different locations. Each recording was truncated to 5 seconds. A Spectrogram of each instance was then created with a window size of 0.061 seconds and an overlap of 70%. Each instance is arranged such that each dimension is a frequency band from the spectrogram, with $p = 61$ and $m = 405$. We focus on extracting the dynamic features of $n = 295$ pathological patients.

For the purpose of evaluation, we compute the mean squared recovery error on the held-out test sample. Specifically, we randomly choose 100 subjects as the test data, and treat the
Table 3: The mean squared recovery errors on the test data with a different number of principal eigenvectors/eigenfunctions for different methods.

|      | Proposed$_0$ | Proposed | DCM   | DCM+  | BJS   | DT    | Rough | FPCA |
|------|--------------|----------|-------|-------|-------|-------|-------|------|
| $d = 5$ | 0.201       | 0.201    | 0.274 | 0.222 | 0.279 | 0.302 | 0.273 | 3.156|
| $d = 6$ | 0.113       | 0.112    | 0.218 | 0.151 | 0.192 | 0.228 | 0.191 | 3.120|
| $d = 7$ | 0.072       | 0.072    | 0.187 | 0.114 | 0.132 | 0.184 | 0.131 | 3.078|
| $d = 8$ | 0.045       | 0.045    | 0.165 | 0.097 | 0.091 | 0.157 | 0.093 | 3.044|

remaining data as the training set. The estimators are obtained using the training sample under different methods including the proposed method, DCM, DCM+, BJS and DT. To better demonstrate the advantages of smoothing, we compare with a variant of our method with the bandwidth nearly 0, denoted by the rough estimator. More specifically, this variant is obtained by using the same optimization technique in our paper and only replacing the smoothed covariance matrix with the sample covariance matrix. The mean squared recovery errors under a different number of eigenvectors $d$ are calculated over all 405 grids, that is, $(100m)^{-1} \sum_{i,l} \| y_{il} - \hat{\mu}_l - \hat{U}_l \hat{U}_l^T (y_{il} - \hat{\mu}_l) \|^2$, where $y_{il}$ are observations of the $i$-th test subject, $\hat{\mu}_l$ is the sample mean vector and $\hat{U}_l$ is the estimator at the $l$-th observed locations.

Moreover, to compare with the performance of FPCA [Ramsay and Silverman, 2005] in terms of the low-dimensional representation, we implement FPCA for each functional variable and calculate the mean squared recovery error, $(100m)^{-1} \sum_{i,j,l} (y_{ijl} - \hat{\mu}_{jl} - \sum_{k=1}^{d} \hat{\xi}_{jk} \hat{\psi}_{jkl})^2$, where $\hat{\xi}_{jl} = \frac{1}{m} \sum_{t=1}^{m} (y_{ijl} - \hat{\mu}_{jl}) \hat{\psi}_{jkl}$ and $\hat{\psi}_{jkl}$ is the value at the $l$-th time point of the $k$-th eigenfunction for the $j$-th functional variable. Note that Proposed$_0$ and Proposed represent the proposed method without and with the refinement step, respectively. While the refinement step has little effect on the recovery errors, it in fact leads to a more parsimonious model with fewer retained variables, screening out about 20% insignificant variables. As
Table 4: The mean squared recovery errors on the test data for different methods under the irregular case with different $\tilde{m}$ and $d = 6, 8$.

|       | $d = 6$ |       | $d = 8$ |
|-------|---------|-------|---------|
|       | Proposed$_0$ | Proposed | DCM    | DCM+   | Proposed$_0$ | Proposed | DCM | DCM+   |
| $\tilde{m} = 30$ | 0.191 | 0.191 | 0.226 | 0.232 | 0.124 | 0.124 | 0.151 | 0.162 |
| $\tilde{m} = 50$ | 0.150 | 0.150 | 0.174 | 0.202 | 0.072 | 0.072 | 0.120 | 0.150 |
| $\tilde{m} = 80$ | 0.147 | 0.147 | 0.176 | 0.175 | 0.068 | 0.068 | 0.116 | 0.114 |

Table 3 shows, the proposed method obtains favorable performance over other methods, suggesting more accurate estimation from our approach for the dynamic PCA. In particular, our approach outperforms the rough estimator, showing the usefulness of the smoothing strategy. The DCM performs worse than DCM+ because it tends to select smaller bandwidth which is not satisfactory in this case. As seen in Table 3, the representation obtained by FPCA is not promising with large recovery errors.

To demonstrate the performance under the irregular design, we randomly sample $\tilde{m} = 30, 50, 80$ measurements, respectively, with equal probability from each subject of the training sample, and use the obtained irregular data for estimation. Since the methods BJS and DT are not feasible for the irregular design, we compare the recovery errors of the other three approaches for the dynamic PCA. Note that we report the results with $d = 6, 8$ in Table 4 for space economy, since the results exhibit a similar pattern for other values of $d$. It is demonstrated that the proposed method is capable of producing more desirable estimates. Moreover, despite fewer observations, the recovery errors in Table 4 are still much lower than the errors of FPCA obtained under the common design.
6 Concluding remarks

We propose a unified framework to estimate dynamic eigenvectors in high-dimensional settings by combining the local linear smoothing and the sparsity constraint under both common and irregular designs. The resulting estimators satisfy sparsity and orthogonality simultaneously. Different from the conventional nonparametric smoothing, the rates of convergence depend on the sampling frequency and the sample size jointly, exhibiting the phase transition phenomenon. When the sampling frequency is suitably large, the obtained rates are optimal as if the whole curves are available under both designs. Otherwise, the irregular design is preferred with a faster rate of convergence.

It is interesting to study other types of smoothing techniques, such as smoothing splines, for the problem of DPCA. Moreover, since the PCA is sensitive to outliers, it is also useful to develop a dynamic robust model. These topics are beyond the scope of the current paper and deserve future study.

Appendix

A Auxiliary lemmas

In the sequel, we suppress the index \( t \) of pointwise results for convenience when no ambiguity arises. We write \( a \asymp b \) if \( a \preceq b \) and \( b \preceq a \) hold simultaneously.

**Lemma 2.** Given the random function \( X(t) \in \mathbb{R}^p \) with the mean function \( \mu(t) = E X(t), t \in T \). Denote \( U(t) = (u_1(t), \ldots, u_d(t)), \) where \( u_1(t), \ldots, u_d(t) \) are the first \( d \) eigenvectors of \( X(t) \). Then, \( U(t) \) is a solution of the optimization problem (2). Moreover, solving (2) is reduced to performing multivariate PCA at each \( t \).

**Proof.** Let \( h(V(t)) = E \| X(t) - \mu(t) - V(t)V(t)^T \{ X(t) - \mu(t) \} \|^2 \). We first show that \( U(t) \)
is a solution of (2), and define the optimization problem for multivariate PCA at each $t$ as,

$$
\min_{V(t)} \quad h(V(t)) \\
\text{s.t.} \quad V(t)^T V(t) = I_d.
$$

(A.1)

Denote by $U^*(t)$ the solution of (A.1), and let $h^*(t) = h(U^*(t))$. Moreover, we denote the solution of (2) by $U^{**}(t)$, and let $h^{**}(t) = h(U^{**}(t))$. Thus, we have $\int_T \{h^*(t) - h^{**}(t)\} dt \leq 0$. Since $U^*(t)$ is feasible for (2), then $\int_T h^*(t) dt \leq \int_T h^*(t) dt$. Due to the fact that $\int_T h^*(t) dt = \int_T h^{**}(t) dt$, we conclude that $U^*(t)$ is a solution of (2). Note that (A.1) seeks an orthonormal matrix $V(t) \in \mathbb{R}^{p \times d}$ to minimize $E\|X(t) - \mu(t) - V(t)V(t)^T \{X(t) - \mu(t)\}\|^2$, which is equivalent to finding an orthonormal matrix to maximize $\text{Tr}(V(t)^T \Sigma(t)V(t))$. Thus $U(t)$ is a solution of (A.1), then it is also a solution of (2).

Next, we show that (2) is reduced to the multivariate PCA at each $t$. If $U^{**}(t)$ is not the solution of (A.1), then there exists some $\tilde{t} \in T$ such that the columns of $U^{**}(\tilde{t})$ does not correspond to the first $d$ eigenvectors of $X(\tilde{t})$. It contradicts the argument that $U^{**}(t)$ is a solution of (2) since replacing $U^{**}(\tilde{t})$ with $U(\tilde{t})$ leads to a smaller objective value for (2). \qed

**Lemma 3.** Recall that $U$ and $\hat{U}$ are true and estimated principal eigenvectors with projection matrices $\Pi = UU^T$ and $\tilde{\Pi} = \hat{U}\hat{U}^T$, respectively. Assume $U \in \mathcal{U}(q, R_q)$, $0 \leq q \leq 1$. If conditions in Lemma 1 hold, with appropriate choice of parameters, we have $d\{U, \hat{U}\} \leq C_q \|\hat{\Sigma} - \Gamma\|_{1-q/2}^{1-q/2}$ where $C_q = C_d^2 R_q$ for some positive constant $C > 0$.

**Lemma 4.** If $h \to 0$ and $n\bar{m}h \to \infty$, then under the irregular design, we have

(a) $R_\ell \asymp n\bar{m}h^\ell (1 + o_p(1))$, $\ell = 0, 1, 2$. Moreover, $R_2R_0 - R_1^2 \asymp n^2\bar{m}^2h^2 (1 + o_p(1))$.

(b) $E \{R_2K_h(t_{il} - t) - R_1K_h(t_{il} - t)(t_{il} - t)\} x_{ijl}^2 = O(n^2\bar{m}^2h^3)$.

(c) $E (\bar{w}_{il}x_{ijl}^2\bar{w}_{il'}x_{ij'l'}^2x_{ij'l'}^2x_{ij'l'}^2) = O(n^2\bar{m}^2h^4)$ for $(i, l) \neq (i', l')$, where $\bar{w}_{il} = R_2K_h(t_{il} - t) - R_1K_h(t_{il} - t)(t_{il} - t)$. 
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Lemma 5. Under Assumptions 2-7, we have for each $t \in T$,

$$
\max_{j,k} \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} \{ \bar{w}_{il} x_{ijl} x_{ikl} - E( \bar{w}_{il} x_{ijl} x_{ikl}) \} \right| = O_p\{ (\log p)^{1/2} (n^3 \bar{m}^3 h^3 + n^3 \bar{m}^4 h^4)^{1/2} \}.
$$

The proofs of Lemmas 3-5 are deferred to the Supplementary Material. In the following, we provide the proof of Theorem 1, while the proof of Theorem 2 is analogous which could be found in the Supplementary Material.

B Proofs of main results

Proof of Theorem 1. From Lemma 3, we have $d\{ \hat{U}(t), U(t) \} \leq C_q \| \hat{\Sigma}(t) - \Sigma(t) - \sigma^2 I_p \|_\infty^{1-q/2}$.

Thus, it suffices to quantify the error $\| \hat{\Sigma}(t) - \Sigma(t) - \sigma^2 I_p \|_\infty$.

Let $\Omega(t) = E(\mathbf{X}(t)\mathbf{X}(t)^T)$, we have $\Sigma(t) = \Omega(t) - \mu(t)\mu(t)^T$. Under the irregular design, using the triangle inequality,

$$
\| \hat{\Sigma}(t) - \Sigma(t) - \sigma^2 I_p \|_\infty
= \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} y_{il}^T - \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} y_{il}^T - \{ \Omega(t) - \mu(t)\mu(t)^T \} - \sigma^2 I_p \right\|_\infty
\leq \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} y_{il}^T - \Omega(t) - \sigma^2 I_p \right\|_\infty + \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} y_{il}^T - \mu(t)\mu(t)^T \right\|_\infty
= M_1(t) + M_2(t).
$$

(B.2)

Note that

$$
M_1(t) = \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il}(x_{il} + \epsilon_{il})(x_{il} + \epsilon_{il})^T - \Omega(t) - \sigma^2 I_p \right\|_\infty
\leq \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} x_{il} x_{il}^T - \Omega(t) \right\|_\infty + 2 \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} x_{il} \epsilon_{il}^T \right\|_\infty + \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} \epsilon_{il} \epsilon_{il}^T - \sigma^2 I_p \right\|_\infty
$$

(B.3)

where $\epsilon_{il} = (\epsilon_{i1l}, \ldots, \epsilon_{ipl})^T$. Similarly,

$$
M_2(t) \leq \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} x_{il} \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} x_{il}^T - \mu(t)\mu(t)^T \right\|_\infty
+ 2 \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} x_{il} \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} \epsilon_{il}^T \right\|_\infty + \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} \epsilon_{il} \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} \epsilon_{il}^T \right\|_\infty.
$$

(B.4)
To bound the term $\Delta_n = \| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} x_{il} x_{il}^T - \Omega(t) \|_\infty$, we have

\[
\Delta_n = \left\| \sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} x_{il} x_{il}^T - \Omega(t) \right\|_\infty
= \max_{j,k} \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} \left\{ \tilde{w}_{il} x_{ijl} x_{ijkl} - E(\tilde{w}_{il} x_{ijl} x_{ijkl}) \right\} \right| + \max_{j,k} \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} \left\{ E(\tilde{w}_{il} x_{ijl} x_{ijkl}) - \tilde{w}_{il} \omega_{jk}(t) \right\} \right|
\leq \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} \left\{ \tilde{w}_{il} x_{ijl} x_{ijkl} - E(\tilde{w}_{il} x_{ijl} x_{ijkl}) \right\} \right| + \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} \left\{ E(\tilde{w}_{il} x_{ijl} x_{ijkl}) - \tilde{w}_{il} \omega_{jk}(t) \right\} \right|
= I + II,
\]

where $\tilde{w}_{il} = R_2 K_h(t_{il} - t) - R_1 K_h(t_{il} - t)(t_{il} - t)$ and $\omega_{jk}(t) = E\{x_{ij}(t)x_{ik}(t)\}$. The second equality holds due to the fact that $\sum_{i=1}^{n} \sum_{l=1}^{m_i} w_{il} = 1$.

Denote $\zeta_1 = \max_{j,k} \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} \left\{ \tilde{w}_{il} x_{ijl} x_{ijkl} - E(\tilde{w}_{il} x_{ijl} x_{ijkl}) \right\} \right|$. By Lemma 5, we conclude $\zeta_1 = O_p\{(\log p)^{1/2}(n^3 \bar{m}^3 h^3 + n^3 \bar{m}^4 h^4)^{1/2}\}$. From (a) of Lemma 4 we have $R_0 R_2 - R_1^2 \asymp n^2 \bar{m}^2 h^2 (1 + o_p(1))$. Consequently,

$$I = O_p \left( \left( \frac{\log p}{nmh} + \frac{\log p}{n} \right)^{1/2} \right).$$

Next we bound the term $II$. Denote that $\zeta_2 = \max_{j,k} \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} \left\{ E(\tilde{w}_{il} x_{ijl} x_{ijkl}) - \tilde{w}_{il} \omega_{jk}(t) \right\} \right|$.

Notice that

$$\zeta_2 = \max_{j,k} \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} \left\{ E(\tilde{w}_{il} \omega_{jk}(t_{il})) - \tilde{w}_{il} \omega_{jk}(t) \right\} \right|
= \max_{j,k} \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} \left( E \left( \tilde{w}_{il} \left( \omega_{jk}(t) + \omega^{(1)}_{jk}(t_{il} - t) + \frac{\omega^{(2)}_{jk}(\xi_{il})}{2} (t_{il} - t)^2 \right) \right) - \tilde{w}_{il} \omega_{jk}(t) \right) \right|
\leq \max_{j,k} |\omega_{jk}(t)| \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} (\tilde{w}_{il} - E\tilde{w}_{il}) \right| + \left| \sum_{i=1}^{n} \sum_{l=1}^{m_i} E \left( \frac{\tilde{w}_{il} \omega^{(2)}_{jk}(\xi_{il})}{2} (t_{il} - t)^2 \right) \right|
= II_1 + II_2,$n

where $\xi_{il}$ is between $t$ and $t_{il}$, and the inequality holds since $\sum_{i=1}^{n} \sum_{l=1}^{m_i} \tilde{w}_{il}(t_{il} - t) = 0$. Using similar arguments for the proof of Lemma 4(b), we obtain $II_1 = O_p\{(nmh)^{3/2}\}$. To bound the term $II_2$, notice that $\omega^{(2)}_{jk}(\xi_{il})$ is bounded by Assumption 3 and

$$E\{\tilde{w}_{il}(t_{il} - t)^2\} = E \left[ \left\{ R_2 K_h(t_{il} - t) - R_1 K_h(t_{il} - t)(t_{il} - t) \right\} (t_{il} - t)^2 \right].$$
Note that
\[
E \{ R_2 K_h(t_{il} - t)(t_{il} - t)^2 \} = E \left[ \sum_{i=1}^{n} \sum_{l=1}^{m_i} K_h(t_{il} - t)(t_{il} - t)^2 \right] K_h(t_{il} - t)(t_{il} - t)^2 = O(nm h^4),
\]
by the change of variables. Analogously, we show that \( E \{ R_1 K_h(t_{il} - t)(t_{il} - t)^2 \} = O(nm h^4) \). Thus, \( II_2 = O(n^2 \bar{m}^2 h^4) \). According to Lemma 4(a), we have \( R_0 R_2 - R_1^2 = n^2 \bar{m}^2 h^2 (1 + o_p(1)) \). Combining these pieces together leads to the fact that \( II = O_p \{ h^2 + 1/(nm h)^{1/2} \} \).

The rates of other terms are proved using similar arguments which are omitted here to save space. By (B.2), (B.3) and (B.4), we obtain
\[
\| \hat{\Sigma}(t) - \Gamma(t) \|_\infty = O_p \left\{ \left( \frac{\log p}{nm h} + \frac{\log p}{n} \right)^{1/2} + h^2 \right\},
\]
which completes the proof together with Lemma 3.
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