Optimization of training backpropagation algorithm using nguyen widrow for angina ludwig diagnosis
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Abstract. Tooth and mouth disease is a common disease, with a prevalence of more than 40% (children aged less than 7 years) in milk teeth and about 85% (adults aged 17 years and over) on permanent teeth. Angina Ludwig is one of mouth disease type that occurs due to infection of the tooth root and trauma of the mouth. In this study back propagation algorithm applied to diagnose Angina Ludwig disease (using Nguyen Widrow method in optimization of training time). From the experimental results, it is known that the average BPNN by using Nguyen Widrow is much faster which is about 0.0624 seconds and 0.1019 seconds (without Nguyen Widrow). In contrast, for pattern recognition needs, found that back propagation without Nguyen Widrow is much better that is with 90% accuracy (only 70% with Nguyen Widrow).

1. Introduction
Tooth and mouth disease is a common disease, with a prevalence of more than 40% (children aged less than 7 years) in milk teeth and about 85% (adults aged 17 years and over) on permanent teeth. Dental and oral diseases can be determined by looking at various symptoms, there are 40 symptoms of dental and mouth disease with 18 types of diseases [1]. Angina Ludwig one of mouth disease type diffused cellulitis on the base of the mouth that can soul [2]. Lack of public knowledge about this type of disease makes them unaware of the dangers that threaten their lives. In helping doctors to diagnose dental and oral diseases, some researchers propose methods of artificial intelligence, one of which is Neural Network (NN).

NN is one of the most accurate methods in helping doctors analyze, model and understand complex clinical data in various medical fields such as diabetes diagnosis [3], chest diseases [4], hepatitis [5], and skin diseases [6]. NN is accurate in nonlinear predictions and the ability to tolerate errors [7]. NN's ability is useful for generalizing, identifying nonlinear relationships and deployment in various applications [8]. One of the most widely used architectures by researchers is the Back propagation Neural Network (BPNN) which has the learning process and error correction in reverse. This model is widely used both for introduction and prediction with a fairly good level of accuracy [9]. BPNN is accurate to solve many real-world problems by building a trained model that runs well on some nonlinear problem, but lacks the need for large training data and requires high computational time to recognize patterns in high dimensions [10]. It's easy to get caught in a local flaw, causing failure to find optimal solutions and relying on initial weights, bias and parameters.

Some researchers apply a heuristic algorithm to improve the accuracy of BNN, such as particle swarm optimization (PSO) [11], ant colony optimization (ACO) [12-113], bee colony algorithm (BCA)
Nguyen Widrow is a method that can be applied to the back propagation method. This method can accelerate the initialization process of the value of the weight and value of the back propagation architecture bias so as to facilitate the achievement of its convergence value. On Nguyen Widrow initialization, initializing the bias and weights from the input unit to the output unit using the bias and scale weights within a certain range. In this research apply method of artificial neural network to diagnose dental and mouth disease angina Ludwig which optimized with Nguyen Widrow algorithm. This paper is presented as follows: Methodology Section, Results and Discussion section 3 and Conclusion Section 4.

2. Methodology
Artificial neural networks provide counters that are inspired by the operating structures of the brain and the central nervous system. Back propagation allows the acquisition of exponential knowledge of input-output mapping in multilayer networks. Artificial neural network models require the best combination of network parameters such as training cycles, level of learning, neurons in the input layer (eta), hidden and output, momentum term (alpha), and a good degree of accuracy of the algorithm in the prediction process. The Nguyen Widrow method is the algorithm used to initialize the weights on artificial neural networks in reducing training time. Initialization of Nguyen Widrow is as follows: Set: n = input unit, p = output unit, beta = scale factor = 0.7 (p) / n = 0.7 √ (n & p); for each hidden unit (j = 1, ..., p), do step (c) - (f); for i = 1, ..., n (all input units), vij (old) = random numbers between -0.5 to 0.5; calculate value || vj (old) ||; initialization of the weight of the input unit (i = 1, ..., n); use the bias weight as initialization: voj = random number between -beta and beta. Back propagation has many layers or multi layers, the goal is to train the network to get a balance of the ability to recognize the patterns used during the training and the network's ability to respond correctly to the pattern of inputs with the patterns used during the training.

The data was obtained from one of the private hospitals in Medan which was also used for studying some of the health students at the time. Table 1 Data on symptoms of Angina Ludwig is commonly felt by patients consisting of eight symptoms. Table 2 and table 3 contain the data used in this study (30 sample data) where s1 to s30 are subject and the number of symptoms of variable 8 (x1-x8). Training process and testing process using Mat lab application. The amount of data used for the training process is 20 (to be able to recognize many patterns), whereas the test uses 10 sample data. The value of variable each patient is the initialization of the perceived condition, where 1 means (yes) and 0 (no). The target on the sample data is the goal to be obtained from the data being processed. If the value generated from the testing process is still far from the target error then the iteration is done back to the target value. The sample description of column s1 in table 2 only has symptoms of pain neck (x1) and dazed (x8), so that x1 and x2 is 1 and target value 0. The description in column s2 has only neck pain (x1), difficult chew (x2) fever (x5) and dazed (x8), so that (x1) (x2) (x5) and (x8) has a value of 1 and target 1. For each description in the sample above the rest can be seen in table 2 and table 3.

| Symptoms          |
|-------------------|
| Neck Pain (x1)    |
| difficult chew (x2) |
| Neck Swelling (x3) |
| Crowded (x4)      |
| Fever (x5)        |
| Rash (x6)         |
| Ear Pain (x7)     |
| Dazed (x8)        |
The design architecture in figure 1 of this research is arranged with the pattern of 8-3-1. The variables in the input layer consist of x1, x2, x3, x4, x5, x6, x7, x8 which is a symptom of the disease (8 symptoms). Hidden layers consisting of 3 variables are optional, and the output layer is the output target of the input and hidden layer. The block diagram in figure 2 illustrates how the introduction process of BPNN and Nguyen in processing the data. The dataset to be managed is called raw data (data preprocess). The raw data is divided into two groups (training and test data), where the amount of training data is greater than the test data so that more networks recognize the pattern. The next stage of normalization or scaling is done to transform the data in order to be processed. After transformation for the next process of training on the train data. Based on how to modify the weighting is divided into two things: training with supervision and unsupervision. In this learning process uses supervision training. At each training input provided to the network, when the network will process and output. The difference of between the output of the network and the target (the desired output) is the error that occurs, and the network will modify the weights accordingly. The training process also enters a further stage of propagation, the training phase will explain the steps taken in the BPNN process. Step 0: initialize the weights between neurons using small random numbers (-0.5 to 0.5); each input receives a signal and passes it across the hidden layer unit; Each hidden unit calculates the weight of the input signal; for each unit of output summing the weight of the input signal; the output unit receives a mutually appropriate pattern on the training pattern input and calculates the error information and calculates the bias weight correction; Each hidden layer unit sums the input results multiplied by a derivative of the activation function to calculate error information. From the training process obtained new weight data, this process is done repeatedly to find the appropriate weighting value. For further testing conducted by relying on training data and new weighted data on BPNN algorithm training process. At the last stage is the result of the testing process, whether Angina Ludwig disease can be recognized or not from pattern recognition. While for testing with the algorithm Nguyen Widrow for weighting using scale factor 0.7 (p) 1 / n = 0.7 /n, but for the next process has the same stages with
BPNN. Testing with test data both BPNN and Nguyen done by using all sample data, so that can know the ability of network expressed in level of accuracy.
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**Figure 1.** Design architecture.

![Block diagram](image.png)

**Figure 2.** Block diagram.
3. Results and Discussion
This study focuses on the impact of the value of this activation weight during BPNN training using the Nguyen Widrow algorithm for diagnosis. Table 4 and table 5 are training data tables. The initialization given is for each variable having two terms or criterion, where the criterion are worth (Yes) or (No); Variables that contain the criterion(Yes) will get a weight of 1, while for the variable with the criterion (No) is given weight of 0. For the training process using 20 of the 30 sample data (70%), the amount of data on the Training Process is greater than the data used in the testing process, it means that the pattern is recognized by the network.

Table 4. Training data.

|   | s1 | s2 | s3 | s4 | s5 | s6 | s7 | s8 | s9 | s10 |
|---|----|----|----|----|----|----|----|----|----|-----|
|x1| 1  | 1  | 1  | 0  | 0  | 1  | 0  | 1  | 0  | 0   |
|x2| 0  | 1  | 0  | 1  | 0  | 0  | 1  | 1  | 0  | 1   |
|x3| 0  | 0  | 0  | 1  | 0  | 1  | 0  | 1  | 1  | 0   |
|x4| 0  | 1  | 1  | 1  | 0  | 1  | 1  | 0  | 0  | 0   |
|x5| 1  | 0  | 1  | 0  | 0  | 0  | 1  | 1  | 0  | 0   |
|x6| 0  | 1  | 0  | 1  | 1  | 0  | 1  | 1  | 0  | 0   |
|x7| 0  | 0  | 1  | 0  | 1  | 0  | 1  | 1  | 0  | 0   |
|x8| 1  | 1  | 0  | 1  | 0  | 0  | 1  | 0  | 1  | 0   |
|Target| 0 | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 0 |

Table 5. Advanced training data.

|   | s11 | s12 | s13 | s14 | s15 | s16 | s17 | s18 | s19 | s20 |
|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
|x1| 0   | 0   | 1   | 0   | 1   | 0   | 0   | 1   | 1   | 0   |
|x2| 0   | 1   | 1   | 1   | 1   | 0   | 1   | 1   | 0   | 0   |
|x3| 1   | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   | 0   |
|x4| 1   | 0   | 1   | 1   | 1   | 0   | 0   | 1   | 0   | 1   |
|x5| 1   | 0   | 0   | 0   | 0   | 1   | 0   | 1   | 1   | 0   |
|x6| 0   | 1   | 1   | 1   | 1   | 0   | 1   | 0   | 1   | 1   |
|x7| 0   | 1   | 1   | 0   | 1   | 0   | 0   | 1   | 1   | 1   |
|x8| 1   | 1   | 0   | 1   | 1   | 0   | 0   | 1   | 0   | 1   |
|Target| 1 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 |

Based on the datasets in table 4 and 5, the next step is to normalize the matrix form with the aim to be recognized on the network architecture of BPNN. Normalization of data is done so that the network output in accordance with the activation function used. The dataset is normalized in intervals [0, 1] Binary sigmoid activation function with interval transformation data [0.1; 0.8 with equation \( x' = (0.8(x - a)) / (b - a) + 0.1 \) where: a minimum data, b is maximum data, x data normalized, and x' has changed.

Data processing is done in two stages, the first step is done before the training so that the pattern can be recognized, after the training continued with the testing in the second stage. In this research result of training data taken sample with log sig activation function; target error 0.1; learning rate 0.1 then the results obtained in table 6 and 7. The number of epoch given influences the outcome, the higher the epoch given the faster it will approach the target to be achieved. However in table 4 the training target results are still far from the value to be achieved. The value obtained in each sample subject on the epoch 100 is s1 0.0133, s2 0.140, s3 0.0597, s4 0.0135, s5 0.0042, s6 0.0607, s7 0.0589, s8 0.5339, s10 0.265, s11 0.0133, s12 0.1403, s13 0.0597, s14 0.0135, s15 0.0042, s16 0.0607, s17 0.0589, s18 0.5339, s19 0.0308, s20 0.781. On epoch 1000 is s1 0.0496, s2 0.0722, s3 0.0815, s4 0.0531, s5 0.596, s6 0.5059, s7 0.1626, s8 0.4131, s9 0.0308, s10 0.781, s11 0.0496, s12 0.0722, s13 0.0815, s14 0.531, s15 0.596, s16 0.5059, s17 0.1626, s18 0.4131, s19 0.0308, s20 0.781. The result of the training process is still far from the target value. In the epoch 100 and 1000 still equally have not fulfilled its value, this is
because the process is still a little so the network has not really recognize the pattern. To obtain an optimal value should be done several times iterations on trained data and a large epoch value will affect the results.

**Table 6. Results of training.**

| Epoch | s1   | s2   | s3   | s4   | s5   | s6   | s7   | s8   | s9   | s10  |
|-------|------|------|------|------|------|------|------|------|------|------|
| 100   | 0.0133 | 0.1403 | 0.0597 | 0.013 | 0.0042 | 0.0607 | 0.0589 | 0.5339 | 0.265 | 0.1983 |
| 1000  | 0.0496 | 0.0722 | 0.0815 | 0.531 | 0.596 | 0.5059 | 0.1626 | 0.4131 | 0.0308 | 0.781 |

**Table 7. Advanced training results.**

| Epoch | s11  | s12  | s13  | s14  | s15  | s16  | s17  | s18  | s19  | s20  |
|-------|------|------|------|------|------|------|------|------|------|------|
| 100   | 0.0133 | 0.1403 | 0.0597 | 0.0135 | 0.0042 | 0.0607 | 0.0589 | 0.5339 | 0.265 | 0.1983 |
| 1000  | 0.0496 | 0.0722 | 0.0815 | 0.531 | 0.596 | 0.5059 | 0.1626 | 0.4131 | 0.0308 | 0.781 |

The next stage is the testing process using 10 sample data, with log sig activation parameters; target error 0.1; learning rate 0.1, then the results obtained in table 8 and time calculation in table 9. BPNN test results have accuracy on each subject sample as follows: s1 80.21%, s2 50.45%, s3 88.23%, s4 81.23%, s5 78.12%, s6 88.23%, s7 77.34%, s8 79.89%, s9 80.23%, s10 78.34%. Nguyen Widrow has the following results: s1 86.98%, s2 50.78%, s3 49.8%, s4 80.23%, s5 88.23%, s6 76.12%, s7 78.99%, s8 92.78%, s10 87.45%. Test results using BPNN have better accuracy with 90% pattern recognition, while Nguyen Widrow recognizes 70% pattern. In table 9 is the computational time of the test results of BPNN and Nguyen Widrow. IBRA obtained the following results s1 0.08 second, s2 0.1934 second, s3 0.0469 second, s4 0.0428 second, s5 0.0296 second, s6 0.1342 second, s7 0.238 second, s8 0.135 second, s9 0.019 second, s10 0.0999 second. Nguyen Widrow obtained the following results: s1 0.1106 second, s2 0.0164 second, s3 0.0667 second, s4 0.0993 second, s5 0.01034 second, s6 0.0411 second, s7 0.1074 second, s8 0.0567 second. The computational time BPNN has an average iteration time of 0.1019 seconds while the Nguyen Widrow has an average iteration time of about 0.0624 seconds faster.

**Table 8. Test results.**

|     | s1 | s2 | s3 | s4 | s5 | s6 | s7 | s8 | s9 | s10 |
|-----|----|----|----|----|----|----|----|----|----|----|
| x1  | 1  | 1  | 0  | 0  | 0  | 1  | 1  | 0  | 1  | 0  |
| x2  | 1  | 1  | 0  | 1  | 1  | 1  | 1  | 1  | 0  | 0  |
| x3  | 1  | 0  | 0  | 1  | 0  | 1  | 0  | 1  | 1  | 0  |
| x4  | 1  | 0  | 1  | 1  | 0  | 0  | 0  | 1  | 1  | 0  |
| x5  | 1  | 0  | 0  | 1  | 0  | 0  | 1  | 1  | 1  | 0  |
| x6  | 1  | 0  | 0  | 1  | 1  | 0  | 1  | 0  | 0  | 0  |
| x7  | 1  | 1  | 1  | 1  | 0  | 1  | 0  | 1  | 1  | 1  |
| x8  | 1  | 0  | 1  | 0  | 0  | 1  | 1  | 0  | 1  | 1  |

**Target**

| Nguyen widrow (%) | 86.98 | 50.78 | 49.8 | 80.23 | 43.90 | 88.23 | 76.12 | 79.89 | 92.78 | 87.45 |
|-------------------|-------|-------|------|-------|-------|-------|-------|-------|-------|-------|
| BPNN (%)          | 80.21 | 50.45 | 88.23 | 81.23 | 78.12 | 77.34 | 79.89 | 80.23 | 81.09 | 78.34 |
4. Conclusions
This study aims to optimize the network computing time BPNN training by applying the method of Nguyen Widrow on the diagnosis of dental and mouth disease Angina Ludwig with dataset obtained from the hospital. From the experimental results it is known that the average iteration value of BPNN using Nguyen Widrow is much faster which is about 0.0624 dni 0.1019 seconds (without Nguyen Widrow). In contrast, for pattern recognition needs, it was found that back propagation without Nguyen Widrow was much better with an accuracy of 90% (only 70% with Nguyen Widrow).
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