Abstract—We characterize the advantage of using a robot’s neighborhood to find and eliminate adversarial robots in the presence of a Sybil attack. We show that by leveraging the opinions of its neighbors on the trustworthiness of transmitted data, robots can detect adversaries with high probability. We characterize a number of communication rounds required to achieve this result to be a function of the communication quality and the proportion of legitimate to malicious robots. This result enables increased resiliency of many multi-robot algorithms. Because our results are finite time and not asymptotic, they are particularly well-suited for problems with a time critical nature. We develop two algorithms, FindSpoofedRobots that determines trusted neighbors with high probability, and FindResilientAdjacency-Matrix that enables distributed computation of graph properties in an adversarial setting. We apply our methods to a flocking problem where a team of robots must track a moving target in the presence of adversarial robots. We show that by using our algorithms, the team of robots are able to maintain tracking ability of the dynamic target.
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I. INTRODUCTION

In this paper we study the problem of computing graph properties, such as trust among neighbors and the adjacency matrix, in the presence of adversaries with application to multi-robot flocking and tracking. Robotic aerial vehicles can assist in target tracking [1], search and rescue in emergency situations [2], and surveillance of cities or airspace for security management [3, 4]. Large flocks of unmanned aerial vehicles can potentially survey an airspace and keep track of other bodies in the space such as commercial drones whose presence may be unknown to the security agencies. This is gaining increasing attention as more drones are being used by industries, hobbyists, and potentially others, in a largely unregulated way. This expands the need for management of the airspace to ensure all aerial entities can coexist safely [5, 6, 7].

Thus algorithms for cooperatively tracking dynamic, and potentially uncooperative vehicles are of particular interest in this case which motivates the current paper.

Although multi-robot cooperation shows great promise in these domains, this cooperation is vulnerable to untrusted data when making decisions. In distributed robot teams, all members make informed decisions according to the information they have gathered from the environment and from other team members. When all the information gathered is accurate, this strategy works well, but misinformation in the system can quickly disrupt the team [8].

Many works [9, 10, 11], have looked at ways to separate good information from bad information in order to regain system functionality in the face of malicious or corrupted data. These approaches however, often require underlying knowledge of the network to ensure proper dissemination of good information to counteract the negative effects of misinformation. With some underlying knowledge of the network readily available, less resilient networks can even be driven towards more resilient topologies [12, 13]. However, in distributed systems, underlying network properties are often not easily accessible and must be estimated. This estimation process is inherently very vulnerable to the same misinformation from misinforms that the aforementioned works intend to protect against. Thus, the problem of estimating network properties in the presence of adversarial influence, and as a result attaining true resilience in distributed multi-robot coordination, is a very challenging problem.

Ideally, it would be possible to understand which robots are transmitting trustworthy data without requiring all robots to be cooperative. In this way each robot can understand which subset of their neighborhood is actually trustworthy, and could therefore compute accurate local graph properties that would then be shared only with their trusted neighbors in order to construct a global understanding of graph properties such as true adjacency matrices.

For the problem of assessing the trustworthiness of data, many recent works look to the possibility of leveraging the cyberphysical nature of multi-robot systems (such as robotic systems). If a system has access to physical information such as the locations of other robots [14], physical sensor data such as cameras and lidars [15, 16], or watermarking or other data extraction from the communication signals themselves [17, 18, 19], then this physical data can be combined with the transmitted (or cyber) data to provide

Fig. 1: Depiction of a multi-robot system flocking and tracking a target in the presence of a Sybil Attack. The system contains legitimate robots, spawning adversaries, and spoofed robots. As long as the set of malicious robots is unknown, the flock is not able to accurately track the target. Communication links between robots are shown in yellow.
more avenues for verification of the data that cannot be easily manipulated by an adversary \cite{20,21,22,23,24,25}. For example, previous work shows that physical information in the network can be used to detect trustworthiness in the presence of certain attacks such as a Sybil Attack \cite{19,26,27} where an adversary “spoofs”, or spawns, another robot into the system to gain a disproportionate influence on the group decision \cite{28}.

Our previous work \cite{19,26} builds the framework for extracting uniqueness information from wireless communication signals, allowing robots to form their own opinions of the trustworthiness of other robots through direct observation. However this previous work does not leverage the opinion of the robot’s neighbors. Prior work in opinion dynamics shows that the opinion of a neighborhood can be influential in reaching a common value. In social networks, individuals with different views can eventually come to an agreement after exchanging information \cite{29}. This can be a powerful tool for converging on a global understanding of the true underlying graph structure of the network, i.e. who is trustworthy and who is not. This is the goal of the current paper.

In this work we utilize a combination of observations over wireless signals and social learning to provably converge quickly on the correct trust values (with high probability) for all robots in a team in the face of an attack. All robots will develop their own opinion about their trust of the network by observing the messages sent over the network. They then compare their opinions with that of their neighbors to reach a consensus regarding the truth on which robots can be trusted. By leveraging their neighbors opinions, each robot effectively increases the number of observations of the network available to them and through cross-verification can eliminate those messages originating from malicious robots with high probability. We show that a global consensus, where all robots agree on the trustworthiness of their neighborhoods, is possible within a finite number of communication rounds. We also derive the probability that the converged opinion of trust is accurate. We demonstrate our findings in a flocking scenario with a team of aerial robots tracking a dynamic object of interest, such as an aerial or ground vehicle, or another robot. Here, malicious robots feed misinformation into the system to disrupt the flock and create an escape corridor for the target. The team must be reactive enough to realize that there is a malicious influence, and resilient enough to discover the sources of that influence in order to reject them before failing their tracking objective.

A. Contributions

We focus on the problem of coordination in the presence of a Sybil Attack where malicious robots can transmit information over the network under unique IDs (i.e. spawn robots in the network) in order to disproportionately influence the coordination outcome. We refer to these spawned transmissions as “spoofed” robots and we refer to cooperating robots as legitimate. Extending from the findings in \cite{19}, we assume the ability to detect spoofed and spawning robots by observing their communication signatures. Specifically, we model the communication signature as a stochastic variable $X_j^t \in [0,1]$, where a value close to 1 indicates a truthful communication from robot $j$ at time-step $t$, and a value close to 0 indicates a fraudulent transmission (see Section III-A). Our algorithm, FindSpoofedRobots, has three key parts.

First, all robots broadcast a few messages. Based on the communication signatures $(X_j^t(i))$, each robot $i$, establishes an interim trust vector – whom of the other robots it is inclined to trust. Second, each robot shares its interim trust vectors (whom they trust) with its neighbors.

Finally, each robot $i$ establishes a final trust vector by doing the following. For each of its neighbors, robot $i$ uses the interim trust vectors from part 2, in order to determine whether $i$ trusts neighbor $j$. This is done by taking the majority vote among all neighboring robots $k$ that $i$ trusts and that are also neighbors of $j$. Our results are as follows

1) We prove bounds (upper and lower bounds: Theorem 1 and Lemma 1) on the required number of rounds, where a round is the 1-hop communication time for all robots to synchronously communicate with their neighbors. We complement our theoretical results with extensive simulation results. Compared to previous work \cite{19}, our algorithm is in many cases significantly more efficient by leveraging the opinions of the neighborhoods. In particular, for some cases where the ratio between spoofed robots to legitimate robots is fixed, say $10$ to $1$, the number of rounds we need is a small constant independent on the number of robots. In contrast, we show that approaches that do not consult with their neighborhoods (such as [19]), i.e. other robots’ trust vectors, require a number of rounds that depends on the total number of robots $n$.

2) We then show how our algorithm can be used as a black-box to render any multi-robot algorithm resilient against detectable adversaries. In particular, we show how it can be applied to computing the global adjacency matrix as well as to target tracking. Our bounds on required communication rounds are crucial in the highly dynamic test scenario of tracking a moving target.

3) Finally, we provide extensive theoretical analysis and simulation studies to support all of our claims in the paper and provide additional intuition.

II. RELATED WORK

Multi-robot systems that perform distributed decision making are very vulnerable to attack and hard to secure \cite{30,31}. An adversary can attack a distributed system to try to cause it to fail its coordination goal. This paper considers adversaries to be any robot who does not cooperate with the same update rule as the rest of the team or feeds misinformation to other robots.

A common approach employed by resilient coordination methods is to use certain connectivity or topology requirements in the network to achieve convergence in the presence of misinformation or a malicious attack. There exists substantial literature that deals with adding resilience to adversaries for consensus and flocking systems \cite{10,12,32,33}. For example, in \cite{10} it is shown that most adversarial attacks can be detected by a robot as long as the connectivity of $W$ is $2m+1$. The authors in \cite{9} present the Weighted-Mean Subsequence Reduced (W-MSR) algorithm to provide resilience to malicious robots by rejecting outliers from the consensus system values. They prove that the system can reach consensus using the W-MSR algorithm with up to $m$ adversaries, as long as the network is $(m+1, m+1)$-robust. Given a nonempty subset of robots, the set is said to be $(a_1, a_2)$-reachable if there are at least $a_1$ nodes in the set, each of which has at least $a_2$ neighbors outside of the set (see \cite{9} for a more in-depth discussion on reachable sets and robust
networks). In [11] it is shown that a consensus system can be more generally described as each robot performing a distributed function calculation of the system initial values $\frac{1}{n} \sum_{j=1}^{n} x_j[0]$. The authors proceed to provide resilience to up to $m$ adversaries by determining the system initial values using the observability matrix of each robot, assuming the robot has at least $2m+1$ internally vertex-disjoint paths to each robot outside of its neighborhood.

Each of these existing adversary defense strategies require that the network topology have a certain level of connectivity. How network topology can impact the resiliency of the system is analyzed in more detail in [12, 32, 34]. However, for robots to determine the level of connectivity of the network, such as the adjacency matrix or algebraic connectivity of a graph, they must rely on distributed information passed from their neighbors which could itself be manipulated or corrupted [11]. Robots currently have no way of determining their level of resilience to adversaries while also discerning between good and bad information that they receive from the other robots. Therefore the problem of distributed estimation of graph properties in an adversarial setting is very challenging and no viable solutions to protect against these adversaries have been presented in the literature to the best of our knowledge.

Works such as [12] and [13] design supergradient controllers to drive a network to a more connected and resilient state, but these too rely on optimizing graph properties, like the algebraic connectivity, which must be determined in a distributed fashion. Therefore, these methods are also inherently susceptible to malicious influence.

In this paper we study the problem of constructing a global understanding of true underlying graph properties in the presence of adversarial (non-cooperative) agents and misinformation.

One way to protect against the damage of misinformation, that we will employ in this paper, is by understanding trust for certain robots in the network [35]. An example of how this can be achieved is by sensing anomalies in the information received by malicious robots [36]. Because the information is anomalous, it is possible to flag the anomalous data and reject it. However, smart adversaries can inject “fake” good information, that looks believable to other legitimate robots, but are still forged to negatively affect the system. An example of this would be to inject information that does not appear anomalous to gain false trust in the network [33, 37, 38, 39].

In most systems, all robots communicate some private value to one another. This value could be a sensor measurement, a vote, etc [33]. Without the presence of adversaries, it is reasonable that all robots will communicate the value to each other and an agreement will eventually be reached. However, an adversary can communicate incorrect values to try to sway the consensus. The adversary would most likely communicate a value much different than what the others are streaming to cause a disagreement. The W-MSR algorithm [9] as well as others [40, 41, 42] allow a robot to attain resilient consensus on a value by comparing its value with the other values it receives, and rejecting outliers. These methods have proven to be very successful in reaching consensus in the presence of malicious robots, but could be susceptible to more powerful adversaries. For example, if an adversary has information on what the other robots are communicating, it can tailor its messages and send values that wouldn’t be ignored by the algorithms [33, 39, 43]. Also, in the case that the true connectivity of a network can not be ascertained due to the presence of non-cooperative robots, such algorithms are difficult to execute [11].

Another way of attacking a system is through a Sybil Attack, where a single malicious robot can fake multiple identities to gain a higher influence on the network [28, 44, 45, 46]. This attack is easy to implement and potentially detrimental to multi-robot coordination [45]. This type of attack will be a main focus of this work. One way that has been shown to identify these adversarial robots in a network is to analyze the transmitted message signatures themselves [19, 26]. In [30], the authors divulge the potential of using communication channels to tell when there is a problem in the network. SecureArray [30] utilizes multi-antenna access points to better determine the origin of a signal since the angle of arrival of the signal can be used to tell if a signal is a threat. However, this method is not a good solution for mobile robot systems due to the bulky multi-antennas needed.

Inspired by this idea, [19] and [26] developed consensus algorithms for rejecting malicious robots based on their WiFi communication angles of arrival. Synthetic Aperture Radar (SAR) [27, 47] can be used to emulate a multi-antenna array by utilizing small robotic motions, such as spinning in-place, to gather information on the wireless signal from multiple angles [19]. SAR has been used for radar positioning [48] and indoor localization [49]. [19] uses SAR to gather a client fingerprint, measure the variance of peak locations using their Signal-to-Noise Ratio, and obtain a confidence metric about the integrity of the signal. We refer to this as observations of the trustworthiness of other robots which can be used to form an “opinion” about the legitimacy of other robots operating in the network.

The current paper will take this idea a step further and utilize the opinions of trusted neighbors to fortify the rejection of malicious robots and reach a consensus on trust in the network more quickly. The idea of asking for help from neighbors is inspired by opinion dynamics in social networks. Studies in opinion dynamics in social networks have shown that social learning can help lead a group to agreement even among individuals starting with different views [29, 50]. Assuming individuals can develop similar opinions about the legitimacy of the robots in the system, the group can then effectively aggregate information and reject the incorrect beliefs [29].

We study applications of adversary rejection for a multi-robot flocking scenario with the goal of tracking a dynamic object. Many different methods for controlling a swarm of robots have been considered in the literature. This paper utilizes flocking-based swarm control similar to [51, 52, 53, 54, 55] that was inspired by the behavior of natural swarms like flocks of birds or schools of fish. In flocking control each robot looks to satisfy three main objectives: collision avoidance, velocity matching, and flock centering. Through satisfying these goals, the flock naturally stays uniformly spaced, but still dense, moves as a unit, and has the ability to follow references which is good for object tracking.

### III. Problem Formulation

Consider a multi-robot coordination problem where $n$ robots must arrange themselves around a target object to track it such as in Fig. 1. Let $P := \{p_1[t], ..., p_n[t]\} \in \mathbb{R}^3$ denote the positions of each robot in the system at time-step $t$, and $VEL := \{vel_1[t], ..., vel_n[t]\} \in \mathbb{R}^3$ denote the velocities of each robot in the system at time-step $t$, for $n$ robots. We assume that robots have a finite (arbitrary) maximum velocity of $vel_{max}$. The robots in the system communicate over a network, which is represented by an undirected graph, $G = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \{1, ..., n\}$ denotes the set of node indices for the robots.
and $E \subset V \times V$ denotes the set of undirected edges. We use $\{i,j\}$ to denote the edge connecting robots $i$ and $j$. The graph and set of edges is given. The set of neighbors of robot $i$ is denoted by $N_i = \{j \in V \mid \{i,j\} \in E\} \cup \{i\}$. Note that by this definition if $i$ is a neighbor of $j$, then $j$ is also a neighbor of $i$. The neighborhood of every robot $i$ is also self-inclusive, i.e., $i \in N_i$.

We are interested in the problem where an unknown subset of the robots is malicious. In other words, the set $V$ will have the subsets $L \subset V$ of legitimate robots and $M \subset V$ of malicious robots. A legitimate robot is any robot that fully cooperates with the other robots, with $l = |L|$, and $M$ is the set of malicious robots, with $m = |M|$. We consider three types of malicious robots:

**Definition 1** (Spawning Adversary). A robot is considered a spawning adversary, $A_{\text{spawn}} \subset M$, if it is spawning other robots, i.e., broadcasting messages into the system under several unique identities.

**Definition 2** (Spoofed Robot). A robot is considered a spoofed robot, $A_{\text{spooj}} \subset M$, if it is spoofed, and is influencing the system under a fake (but unique) identity.

**Definition 3** (Hidden Adversary). A robot is considered a hidden adversary, $A_{\text{hid}} \subset M$, if it does not spawn any spoofed robots. Since they do not spawn any robots, their messages appear to be trustworthy using our model of observations over the network (Assumption 1). However, they can relay incorrect or random trust values of others away from the truth.

We say that the robots $S = A_{\text{spooj}} \cup A_{\text{spawn}}$ are detectable. These robots can be detected through the physical characteristics of their signals (see Section III-A for Threat Detection Model). Define $s = |S| = |A_{\text{spooj}}| + |A_{\text{spawn}}|$. Assume the entire sets $P$ and $V$ are known, but the subsets $M$ and $L$ are unknown. We assume that the subsets $M$ and $L$ do not change throughout the rounds of execution of the algorithm. We assume a broadcast model where messages are broadcast to other robots and we divide time into rounds.

**Definition 4** (Round). A (synchronous) round is the time needed to relay a message from all robots $i \in V$ to their one-hop neighbors, $N_i$, in the system.

We use the following notation for legitimate robot $i$. Let $l_{i,j}$ be the cardinality of the set $N_i \cap N_j \cap L$ such that $l_{i,j} = |N_i \cap N_j \cap L|$, or, the number of common neighbors between robots $i$ and $j$ that are legitimate. Let $s_{i,j}$ be the cardinality of the set $N_i \cap N_j \cap S$ such that $s_{i,j} = |N_i \cap N_j \cap S|$, or, the number of common neighbors between robots $i$ and $j$ that are either spawned or spoofed. And let $h_{i,j}$ be the cardinality of the set $N_i \cap N_j \cap A_{\text{hid}}$ such that $h_{i,j} = |N_i \cap N_j \cap A_{\text{hid}}|$, or, the number of common neighbors between robots $i$ and $j$ that are hidden adversaries. Let $t_{i,j}$ be the gap between legitimate and hidden adversaries between robots $i$ and $j$, i.e., $t_{i,j} = l_{i,j} - h_{i,j}$. These values characterize the number of common neighbors that are malicious or legitimate in the network and will be important quantities for understanding the effectiveness of leveraging neighbors trust values to converge on a global understanding of trust (see Problem 1). Along these lines, we introduce a new concept of connectivity, $\tau$-triangular connectivity, that will be critical in the development and analysis of our results.

**Definition 5** ($\tau$-triangular). A graph is called $\tau$-triangular if for every legitimate robot $i \in L$ and every $j \in N_i$, we have that $t_{i,j} = l_{i,j} - h_{i,j} \geq \tau$, or equivalently, $\tau = \min_{i,j} \{t_{i,j}\}$. If there are no hidden adversaries, this simplifies to $l_{i,j} \geq \tau$ meaning that $i \in L$ has for every neighbor $j$ at least $\tau$ robots in its neighborhood that are connected to both $i$ and $j$. Note that without adversaries any graph in which all legitimate robots form a connected graph, $\tau \geq 2$, since the definition of $l_{i,j}$ includes self-loops.

This concept of connectivity captures how well-connected the neighborhood of each robot is and in particular quantifies the number of common neighbors between robots. The definition depends on whether hidden adversaries are present. Fig. 2 demonstrates this $\tau$-triangular concept for a subgraph around two robots.

![Fig. 2: Consider the blue circles to be legitimate robots in a network, with the ones circled in orange to be the robot pair \{i,j\}. The leftmost network shows a $\tau_{i,j}=3$ since robots i and j have one common neighbor and are their own common neighbors. The middle network shows a $\tau_{i,j}=5$ and the right-most network shows a $\tau_{i,j}=8$.](image)

This paper does not require a high level of $\tau$-connectivity, but a high $\tau$-connectivity does capture the additional advantage that could be attained by leveraging neighbors observations in addition to each robot’s direct observations of trust. Thus many of the results derived in this paper will be parameterized in terms of $\tau$. We do require a mild assumption on connectivity however, which simply states that the graph over legitimate robots remains connected even if malicious robots were removed from the network.

**Definition 6** (Sufficiently Connected Graph). For a graph to be considered sufficiently connected, the legitimate robots must remain connected if all other malicious robots were to be removed from the graph. This requirement is equivalent to $\tau \geq 2$.

A. Model of Threat Detection

We assume that every message received by a robot contains data, i.e., current position and velocity of the robot, and can be tagged over the wireless channel, relates to the uniqueness of the message sender and thus can be used to reason probabilistically about the presence of a Sybil Attack for example (see Fig. 3 for an example of a Sybil Attack on flocking and tracking). More precisely, a value of $X_j^t(i)$ close to 1 indicates that the message $i$ receives from $j$ at time $t$ has a high likelihood of being unique. Likewise, a value close to 0 has a high likelihood of being spoofed. These observation values have been derived in previous work and important properties about these observations for the current work are summarized below:

**Definition 7** (Observation Over the Wireless Channel $X_j^t(i)$ [19]). An observation $X_j^t(i) \in [0,1]$ over the wireless channel is assumed
to be available. This observation denoted $X_i^j(t) \in [0, 1]$ is a random variable, where $X_i^j(t) = 0$ indicates a high likelihood of a spoofed transmission and $X_i^j(t) = 1$ indicates a high likelihood of a legitimate transmission.

Assumption 1. We assume that for all $i,j,t$ the $X_i^j(t)$ have the property that

$$\mathbb{E}[X_i^j(t) = 1 \mid j \in L \cup A_{hid}] \geq 1/2 + \epsilon$$

(1)

and

$$\mathbb{E}[X_i^j(t) = 0 \mid j \in S] \geq 1/2 + \epsilon$$

(2)

where $\epsilon \in (0,1/2)$ is related to the signal-to-noise ratio of the wireless signal and indicates the quality of the observation. A high quality observation ($\epsilon \rightarrow 1/2$) is more likely to result in the accurate sensing of a spoofed transmission. This result is derived in [19], and the bounds on its expectation used here are proven as [19, Theorem 5.4].

We also make the following independence assumption on the observations $X_i^j(t)$.

Assumption 2 (Independence of the $X_i^j(t)$). We assume, that the $X_i^j(t)$ are independent for all $i,j,t$.

Using these properties of the wireless signals, robots can develop a binary opinion about the other robots. An opinion of 1 implies trust of the robot in question, while an opinion of 0 insists the robot may be spoofed. Once robots develop opinions about the legitimacy of the other robots in the system, they can begin to share those opinions with trusted neighbors.

Observation 1. Consider a legitimate robot $i$. Let $l_i$ denote the number of $i$’s legitimate neighbors and let $s_i$ denote the number of spoofed and spawned neighbors. Assume $s_i > l_i$. Without assumption Eq. (1) and Eq. (2), robot $i$ cannot differentiate between legitimate and spawning of spoofed robots.

Our objective in this paper is to allow all robots to converge on a trust vector, or opinion on which other robots in their neighborhood they can trust.

Definition 8 (Trust vector $v_i^\ast$). Every robot wants to form a trust vector $v_i^\ast = [v_i^\ast_1,v_i^\ast_2,...,v_i^\ast_n]$ where the entries $v_i^\ast_j \in \{0,1\}$ for $j \in N_i$ has the following meaning: a 1 denotes that robot $i$ trusts robot $j$ and a 0 denotes that $i$ does not trust $j$. The value $v_i^\ast_j$ is left undecided, denoted as $\ast$, if $j \notin N_i$.

Definition 9 (Convergence of a trust vector). An algorithm achieves convergence of a trust vector if every legitimate robot correctly identifies all detectable malicious robots (i.e., the robots in the sets $A_{spoof}$ and $A_{spawn}$).

Intuitively speaking, our goal is for all legitimate robots to find out whom of their neighbors are spoofed or spawning robots. We summarize this objective below as Problem 1.

Problem 1 (Finding the final trust vector $v_i^\ast$). We wish to derive an algorithm, that takes as input all observations $\{X_i^j(t)\}_{t \geq 0}$ for robot $i$ and its neighbors $j \in N_i$ and returns a final trust vector $v_i^\ast = [v_i^\ast_1,v_i^\ast_2,...,v_i^\ast_n]$. We further wish to characterize:

1) Number of rounds $r^\ast$ - the number of communication rounds $r^\ast$ required to reach consensus amongst all robots $i \in L$ on the trust vector $v_i^\ast$.

2) Probability of success - if the probability of success is $1 - \delta$, where success is defined as the converged $v_i^\ast$ correctly identifying all malicious robots in the network for all $i \in L$, then we wish to characterize the relationship between $\delta$ and $r^\ast$.

B. Distributed Estimation of Graph Properties in an Adversarial Setting

For multi-robot coordination tasks it is often desirable for the robots of a team to communicate with each other and come to an agreement or consensus. This information can be an agreed upon goal or a position or velocity among other things. To keep analysis and results general, we will say that the information the robots want to agree upon is captured as a value, $x[t]$. Generally, robots can reach agreement by using an update rule of the form:

$$x[t+1] = Wx[t].$$

(3)

The matrix $W$ is called the weight matrix and contains a nonzero value in element $W(i,j)$ if $j \in N_i$, and contains zeros elsewhere. The weight matrix is called a consensus matrix if it is row stochastic. The properties of this weight matrix determine the ability of robots to successfully coordinate and this in turn is often related to the connectivity of the graph through the adjacency matrix or Laplacian. However, knowing the adjacency matrix of the underlying graph must be achieved through distributed estimation processes that are especially difficult to achieve in adversarial settings such as the case studied in this paper. However, if we could use the trust values learned by leveraging each robots’ neighborhood as described in Problem 1, then we could provide additional resilience to the distributed estimation process of several graph properties including the adjacency matrix.

Problem 2 (Distributed estimation in adversarial settings). We wish to derive a distributed algorithm, that takes as input the final trust vectors, $v_i^\ast$, and returns the correct adjacency matrix for the graph with probability $1 - \delta$ in unreliable networks under our Threat Model as defined in Section III-A. With the correct adjacency matrix, other graph properties such as the algebraic connectivity and observability matrix can be determined.

C. Flocking Control in Adversarial Settings

We wish to apply our results in determining inter-robot trust to the multi-robot coordination problem of flocking and target tracking. In this problem, consensus on the position of the target to be tracked must be reached, and successful tracking is accomplished if the robot team manages to form a distributed formation around the target and move along with it. Note that an important aspect of this problem is its dynamic nature where any momentary breaks in the formation due to adversarial activity must be recovered quickly in order to maintain tracking of the target.

Definition 10 (Convergence Range for Flocking). A target is considered tracked by the flock if the centroid of the legitimate robots in the flock is within a desired radius of the target. From within this desired radius, the flock can converge exponentially on the target. This range is defined as the convergence range and is derived in Section VII-B, Eq. (16).

Assume that the intended center of the formation is the position of the target. Denote the position and velocity of the target to be
where $p_{cen}[t]$, and $vel_{cen}[t]$, respectively. All robots have access to $p_{cen}[t]$ and $vel_{cen}[t]$ for all time-steps $t \geq 0$ while the target is tracked. Then following the development from [52] we have a Reynold’s-based flocking controller for the velocity of each robot as follows:

$$u_i[t] = u_{i,ref}[t] + u_{i,avoid}[t] + u_{i,match}[t],$$

where

$$u_{i,ref}[t] = k_{ref}(p_{cen}[t] - p_i[t]),$$

$$u_{i,avoid}[t] = \sum_{j \in N_i} k_{avoid}(p_i[t] - p_j[t]) \frac{\|p_i[t] - p_j[t]\|^2}{\|p_j[t] - p_i[t]\|^2},$$

$$u_{i,match}[t] = \sum_{j \in N_i} k_{match}(vel_i[t] - vel_j[t]).$$

The $u_{i,ref}$ term in the flocking controller is designed to drive each robot toward the target. The $u_{i,avoid}$ term incorporates collision avoidance between robots and encourages uniform spacing of the robots around the target center. The final term, $u_{i,match}$, integrates speed matching among robots which promotes flock velocity cohesion. The values $k_{ref}$, $k_{avoid}$, and $k_{match}$ are constants denoting the weight put on each respective term. This flocking-based controller can ensure the convergence of all cooperating robots to a formation around any stationary or moving reference point.

**Problem 3 (Flocking in Adversarial Settings).** We wish to characterize a time window $\Delta$, given a particular robot formation $P$, max robot velocities $vel_{max}$, and target velocity $vel_{cen}$, where if malicious robots launch an attack at time $t = t[0]$, then robots can successfully recover tracking if malicious robots are correctly identified and rejected by time $t = t[0] + \Delta$. By comparing $\Delta$ with $r^*$ from Problem 1 we determine the conditions under which we can successfully recover tracking, i.e. remain within Convergence Range of the target, with probability $1 - \delta$.

Finally, for ease of reference we summarize key assumptions made throughout the paper.

**Assumptions.** 1) We assume a sufficiently connected graph topology over legitimate robots. Furthermore, we will assume that $\tau_{i,j} > 0$, since we argue in Section V-D that when $\tau_{i,j} < 0$ reaching consensus is impossible.

2) We also assume that observations, $X^i(j)$, are independent for all $i,j,t$.

3) We assume that the observation quality, $\varepsilon > 0$, which means that detection of malicious robots is possible (c.f. Assumption 1).

4) We will assume that all robots and spoofed identities have unique identities. We will assume that all rounds of communication happen synchronously, meaning all robots broadcast to their neighbors simultaneously.

A table with all notation used throughout this paper can be found at the end of the Appendix in Table III.

**IV. Algorithm**

In this section, we describe the algorithm FindSpoofedRobots which returns a converged trust vector for robot $i$ as described in Problem 1. Pseudocode for FindSpoofedRobots is shown in Algorithm 1 and the accompanying analysis characterizing its correctness is in Section V.

Each robot $i$ executes the same algorithm, which consists of the following two parts. In the first part (lines 1 and 2), robot $i$ computes the interim trust vector, which indicates which robots $i$ believes to be legitimate (the $j$th entry is 1 if $i$ trusts $j$, 0 if it does not trust $j$ and “—” if they are not connected). In order for robot $i$ to establish for each other robot $j$, whether it will trust $j$, each robot broadcasts $r$ messages. To determine whether robot $i$ trusts robot $j$, $i$ simply adds up $X^i(j)$ over all rounds $r$. If this value is greater than or equal to $r/2$, then robot $i$ temporarily trusts robot $j$. The number of messages, $r$, that each robot broadcasts is determined by running another algorithm, Algorithm 3. The number of rounds needed $r^*$ can be characterized as a function of the number of legitimate robots, malicious robots, hidden adversaries, and the quality of observations that have been received (c.f. Theorem 1). However since these quantities are often unknown, Algorithm 3 provides an anytime approach that runs continuously in the background, feeding FindSpoofedRobots more rounds to broadcast each time. The idea is that the longer the robots are allowed to run the algorithms, the higher the probability that they output the correct trust vectors. Theorem 1 and Lemma 1 establish the relationship between the number of rounds $r$ completed by Algorithm 3 and the probability $\delta$ that the returned trust vector is correct. Each time a new trust vector is generated, if it is different than the one before, the new trust vector is adapted as the best current solution, since it has the highest probability of having the correct trust.

For a more detailed explanation of the process of determining the number of messages, $r$, that each robot broadcasts, see Section V-E. Each time a new trust vector is adapted as the best current solution, that trust vector can be fed into any coordination problem algorithm that utilizes trust vectors. This is done as an example with an algorithm we introduce, FindResilientAdjacencyMatrix (Algorithm 2), which is used for distributed estimation of graph properties in the presence of adversaries. Algorithm 2 and Algorithm 3 are presented in Section VI-A.

In the second part of the FindSpoofedRobots algorithm (lines 3-6), the robots share their interim trust vectors with their trusted neighbors. Based on this, every robot $i$ makes a final assessment of whether it should trust $j$, the robot in question, by looking at all other
robots \( k \) in its neighborhood and their trust assessments from the first part (interim trust vectors). Then, robot \( i \) simply takes the majority opinion among the robots it trusted from the first part as indicated by its interim trust vector. The result of the final assessment is summarized in the final trust vector. From there on, each robot \( i \) will upon receiving a message from a robot \( j \) check the \( j \)th entry in the final trust vector and if robot \( i \) believes that robot \( j \) is not legitimate, the message is simply ignored. Fig. 4 provides a visual depiction of the process run by \text{FindSpoofedRobots} and Appendix \( A \) provides analysis of the performance of this algorithm both in terms of rounds \( r \) and the probability \( \delta \) that the returned trust vector is global (such that all robots agree on the final trust vector) and correct.

**Algorithm 1** FindSpoofedRobots at robot \( i \)

Input: number of rounds \( r \), opinion \( o \)

Output: trust vector \( v^* \)

1: Broadcast for \( r \) rounds the opinion \( o \).
2: At the end of round \( r \), compute the interim trust vector \( v_i = [v_{i,1}, v_{i,2}, \ldots, v_{i,n}]^T \) with

\[
v_i := [v_{i,1}, v_{i,2}, \ldots, v_{i,n}]^T
\]

where the \( k \)th entry, \( v_{i,k} \), is 1 if \( i \) believes that \( k \) is legitimate, that is \( v_{i,k} = 1 \) if \( \sum_{t=1}^{r} X^i_t(j) \geq r/2 \) and \( v_{i,k} = 0 \) if it does not trust \( k \). For all robots \( k \) that are not neighbors of robot \( i \), the symbol ‘−’ is used. Set \( v_{i,j} = 1 \).
3: In round \( r + 1 \) broadcast the vector \( v_i \) to all neighboring robots.
4: Let \( v := (v_1, v_2, \ldots, v_n) \) be a \( n \times n \) matrix where the \( i \)th column is the vector \( v_i \).
5: Evaluate for every neighboring \( j \) whether \( i \) believes \( j \) is legitimate and stores this in \( v^* \). The reevaluation is done by aggregating the information of all robots that \( i \) currently believes are legitimate.

\[
v^* \left[ i,j \right] \begin{cases} 1 & \text{if } \left| \{k : v_{i,k} = 1 \text{ and } v_{k,j} = 1 \} \right| \geq \left| \{k : v_{i,k} = 1 \text{ and } v_{k,j} = 0 \} \right|, \\ 0 & \text{otherwise} \end{cases}
\]

Let \( v^* = [v^*_{i,1}, v^*_{i,2}, \ldots, v^*_{i,n}]^T \) be the corresponding final trust vector.
6: Output \( v^* \)

**A. Algorithm Intuition**

Recall that in the first phase, robot \( i \) temporarily trusts \( j \) if and only if \( \sum_{t=1}^{r} X^i_t(j) \geq r/2 \). This is possible due to our assumption in Eq. (1) and Eq. (2) saying that in expectation \( X^i_t(j) \) is strictly larger than 1/2 for legitimate robots and strictly smaller than 1/2 for spoofed robots. To prove that each interim trust vector is sufficiently good, we rely on Azuma-Hoeffding concentration bounds (Theorem 2) that allows us to prove concentration for non-binary variables.

After the first part of the algorithm is completed (Lines 1-2), we are in a setting where with high probability, each legitimate robot classifies a sufficient number of robots correctly, but any given robot is very unlikely to classify all robots correctly. This is exemplified in Fig. 12. However, using strong concentration bounds for binomially distributed random variables with very small expected value (Theorem 4), we can show that after asking all trusted robots for their opinion (Line 5), all legitimate robots find all the spawning and spoofed malicious robots with probability \( 1 - \delta \).

**V. Theoretical Analysis**

In this section we prove certain desirable properties of the algorithm \text{FindSpoofedRobots}. Namely, that 1) robots can converge on a global opinion of which other robots in the network can be trusted, 2) that this convergence happens in a finite number of rounds \( r^* \) that we characterize, and 3) that the converged trust vector accurately identifies spoofed and spawning malicious robots with probability of at least \( 1 - \delta \) where \( \delta \) depends on several parameters such as the number of rounds \( r \) and the quality of the observations \( X^i_t(j) \).

**A. Trust Analysis**

Our objective in this section is to use observations \( X^i_t(j) \) for each robot and its neighbors in order to arrive at a consensus on which
robots’ transmissions can be trusted as quickly as possible. In addition, we characterize the number of communication rounds needed to achieve this as a function of the quality $\varepsilon$ of the observations, $X^i_j$, and the number of legitimate and malicious robots.

Recall that $\varepsilon$ governs the probability of correctly identifying a transmission as illegitimate (see Eq. (1)). In order for Algorithm 1 to yield the correct final trust vectors, the number of rounds, parameter $r$, needs to be larger than $r^*$, the optimal number of rounds. The value $r^*$ depends on $n, \varepsilon$, and $\tau$, however, we stress that the algorithm does not have to know these quantities. They are purely for analysis purposes. Instead, the algorithm uses Algorithm 3 to probe upper bounds and will eventually find a suitable $r^*$.

**Theorem 1.** Fix a legitimate robot $i$. Assume $\tau > 0$. Let $\delta > 0$ and

$$ r^* := \left\lceil \log\left( \frac{2n}{\delta \varepsilon r^2} \right) + \frac{\log\left( \frac{2e^r d_L}{\varepsilon} \right)}{\varepsilon^2} \right\rceil + 1 $$

rounds, where and $e$ is the Euler constant and $d_L$ is the maximum degree among legitimate robots.

Then, FindSpoofedRobots achieves that robot $i$’s trust vector is correct w.p. at least $1 - \delta$ for all rounds $r \geq r^*$.

In Section V-D we argue that our assumptions are indeed necessary. To get a better understanding of how we improve upon the Baseline algorithm, we evaluate FindSpoofedRobots on the example of a complete graph. For other more general graphs, see Fig. 5 and Fig. 6.

**Definition 11 (Baseline algorithm [19].** Baseline algorithm is the algorithm that uses direct observations over the wireless channel to determine trust of neighboring robots. It does not take advantage of trusted neighbors’ opinions to improve results.

**B. Example on the Complete Graph**

In particular, consider the following example on the complete communication graph $G$, with $l$ legitimate robots, $h = 1/2$ hidden adversaries, $s = 10 \cdot l$ detectable adversaries and $\varepsilon = 1/3$.

| Required rounds | Legitimate robots $l$ | Baseline $r$ | FindSpoofedRobots $r^*$ |
|-----------------|-----------------------|--------------|------------------------|
|                 | 10                    | 100          | 1000                   |
| Baseline $r$    | 22                    | 32           | 43                     |
| FindSpoofedRobots $r^*$ | 10 | 7    | 6                       |

**TABLE I:** Empirically obtained bound on the number of rounds $r/r^*$ that are necessary to obtain the correct trust vectors w.p. at least $1/2$ for a fully connected graph $G$.

The required number of rounds is given in Table I. Note the reduction in the number of rounds $r^*$ as $l$ grows. This seems counter-intuitive, but can be understood by making a few key observations. First, note that the term $r^*$ becomes $(c_1 \log(l)/l) + c_2$ for suitable constants $c_1$ and $c_2$. To see this, note that $\tau = l/2$ and $d_L = l$. This means as $l$ grows, the first term $(c_1 \log(l)/l)$, becomes negligible and hence the required number of rounds, $r^*$ is bounded by a constant. Note that this is in stark contrast to the Baseline, which requires at least $\log(n)$ rounds, as we prove in Lemma 1, where $c$ is a suitable constant.

Note that this example was for a fully connected graph $G$, and in general it depends on various parameters of the graph topology.

**C. Lower Bound For the Baseline Algorithm**

We now show that sharing trust information among each robot’s neighborhood yields a tremendous advantage. To this end, we show that Baseline, or more general, any algorithm that does not communicate shared trust values, requires a large number of rounds. We do this by showing tight bounds on the number of trust observations required (Lemma 1 and Lemma 2).

**Lemma 1 (Lower bound).** There exists a universal constant $c > 0$ such that for any algorithm $A$ that does not share observations of trust with its neighbors results in the following. In order to obtain the correct trust vector for a given robot w.p. at least $1 - \delta$ requires at least $\log(1/\delta)/\varepsilon^2$ observations $X^i_j$.

Moreover, in order to obtain the correct trust vector for all robots w.p. at least $1/2$ requires at least $\log(n)/\varepsilon^2$ observations.

The idea of the proof is to reduce obtaining correct trust vectors to $(\varepsilon, \delta)$-testing (Definition 13 and Theorem 3). The full proof can be found in Appendix A.

We now analyze one of the main building-blocks underlying our algorithm, FindSpoofedRobots. Let legitimate$(j)$ be the indicator variable that is 1 if and only if $j$ is a legitimate robot.

**Lemma 2 (Upper bound).** If a robot $i$ receives $r = \frac{\log(1/\delta)}{2 \varepsilon^2}$ observations from another robot $j$, it will know with probability $(1 - \delta)$ whether that robot $j$ is a legitimate robot by simply relying on the majority of the observations:

$$ P[v_{ij} = \text{legitimate}(j)] \geq 1 - \delta. $$

The proof idea is to use the Azuma-Hoeffding inequality. Note that we cannot use the algorithm from Theorem 3 in Appendix A, since the domain of $X^i_j$ is not necessarily discrete. See Appendix A for the proof.

Moreover, in Lemma 1, we show that, up to constants, the round complexity of Lemma 2 is tight.

We now have all buildings blocks to prove the main theorem, Theorem 1. The proof idea is to use very strong concentration bounds (Theorem 4) to prove that each robot is very likely to obtain the correct trust vector after $r^*$ rounds. In the second part of the proof, we show that for $r \geq r^*$, the error forms a geometric series, yielding the desired bound. See Appendix A for the proof.

**D. Necessity of our Assumptions**

Note that our algorithm FindSpoofedRobots can easily tolerate the case that the spawning and spoofed robots $s$ exceeds the number of legitimate robots $l$. On the other hand, it is easy to see that without the Assumptions in Eq. (1) and Eq. (2), there is no hope of finding the spoofed robots. This is because spawning and spoofed robots are now undetectable and since the legitimate neighbors are in the minority, communication becomes futile. Hence, robot $i$ can only guess.

Moreover, our assumption $\tau > 0$ is also necessary. Suppose $\tau < 0$, then there exists $i \in L$ and $j \in N_i$ such that $h_{ij}$ (‘s hidden neighbors) is larger than $l_i$. In this case, $i$ has, regardless of the algorithm, no way of knowing that it can trust $j$ (all hidden robots between $i$ and $j$ may not have any other connections). Hence, $i$’s trust vector entry for $j$ can only be guessed in this case.
E. Unknown Upper Bound for $r^*$

Suppose we aim to solve the consensus problem given in Problem 2. To solve this problem, it is necessary that every legitimate robot computes the correct trust vector for its neighborhood. Recall that $r^*$, defined in Theorem 1, is a bound on the number of rounds required for FindSpoofedRobots to succeed with probability $1 - \delta$. Using the same algorithm for more rounds $r \geq r^*$ increases the success probability further.

What can we do if we do not know the parameters of $r^*$ (e.g., $\tau$ or $l$)? There are two solutions. The first one is to use worst-case bounds. However, such bounds are not always available and the approach is very conservative.

The second solution is to use an anytime algorithm. The idea here is that one can simply estimate an upper bound, $\hat{r}$, on $r^*$. This estimate is then doubled in the background (until we reach the worst-case bound or forever) and we simply execute the consensus algorithm to solve Problem 2 using the current estimate $\hat{r}$ and assuming it’s correct. If that estimate $\hat{r}$ happened to be larger than $r^*$, then the outcome will be correct. If it was not correct, then the current solution of the consensus algorithm may be incorrect, however, eventually we will find the correct bound through the doubling of $\hat{r}$. Therefore, this is an anytime algorithm in the sense that it returns a solution at any point and the solution quality can only improve given a larger number of runs.

We show an example of such an algorithm in Algorithm 3 applied to the problem of finding an adjacency matrix.

VI. ESTIMATING GRAPH PROPERTIES IN ADVERSARIAL SETTINGS

Estimation of graph properties in adversarial settings poses a major difficulty to resilience. Indeed, many methods achieving resilience in multi-robot networks rely on accurate calculation of graph properties such as the Laplacian matrix, adjacency matrix, observation or control matrices, among others [9, 11]. However, the question of how to accurately compute graph properties in adversarial settings where robots cannot be assumed to cooperate, is largely unanswered. In this section our objective is to derive methods for using inter-robot trust observations to estimate true underlying graph topology; i.e. selectively exclude malicious robots that could provide a false sense of security if otherwise accounted for.

Determining global properties of a network, such as the weight matrix or adjacency matrix which can show the connectivity of all robots to each other, is often necessary in order to satisfy assumptions made for resilience to adversaries in consensus systems [11, 56]. However, determining a global property in a distributed system requires collaboration and cooperation of all robots in the network, therefore making it very susceptible to adversaries. Even with global information, i.e., a fully connected graph where distributed computation is not required, computing the adjacency matrix in an unreliable network is a hard problem. During a Sybil Attack some robots in the network are spoofed, simply examining each robot’s neighborhood without a concept of which robots are trustworthy could give robots performing distributed estimation a false sense of security. Consider the simple example in Fig. 5, similar to [9].

![Fig. 5: A 12 robot network with 2 additional spoofed robots, robots 13 and 14.](image)

In this example, 12 robots are incorrectly perceiving their network to actually consist of 14 robots. The network is 3-connected so the algorithms in [10] can identify up to $m=1$ malicious robots. Furthermore, there are three internally vertex-disjoint paths from every robot outside of $\mathcal{N}_1$ to robot 1. For example, there are three paths from robot 4 to robot 1 (4 → 3 → 2 → 1, 4 → 13 → 12 → 1 → 4 → 14 → 9 → 10 → 11 → 1) all using disjoint subsets of the network. This quality means robot 1 can calculate any function of the system initial values in the presence of $m=1$ adversary using the theory presented in [11]. However, this sense of security is created by the two spoofed robots, robots 13 and 14, and this would actually fail in practice.

Consider the actual 12 robot network, with the two spoofed robots removed. This network is not $(2, 2)$-robust, and therefore cannot actually handle a single adversary following the definition from [9] for example. In fact, applying some resilience methodologies from the literature such as the W-MSR algorithm from [9] would result in robots converging to several different values (i.e. divergence of a consensus algorithm). Indeed, there are only two internally vertex-disjoint paths from some robots outside of $\mathcal{N}_1$ to robot 1, so that robot 1 cannot calculate any function of the system initial values using existing theory from [11] for example. Fig. 7 shows how a spoofing (Sybil Attack) on the system can easily result in a false sense of security where the algebraic connectivity of a graph is assumed to be higher by the presence of malicious robots in the network.

![Fig. 6: A 12 robot network with no spoofed robots](image)

A summary of the false security provided by the Sybil attack with respect to the mentioned works, named here as, W-MSR [9], Identification [10], and Distributed Function Calculation (DFC) [11], is shown in Table II, where the first row shows the number of malicious robots that are predicted to be tolerated for each resiliency algorithm, by perceiving the network in Fig. 5, and the second row shows the number of malicious robots each algorithm can actually tolerate, given the fact that the true network is what is shown in Fig. 6.

To further convey the magnitude of false security a Sybil attack can create, see Fig. 7. In this figure, robots were placed randomly into a box which created a random communication network. Each network contained a certain amount of spoofed robots, which varied
TABLE II: Number of Adversaries Each Algorithm is Resilient to

|      | W-MSR [9] | Identification [10] | DFC [11] |
|------|-----------|---------------------|----------|
| Perceived | 1         | 1                   | 1        |
| Actual  | 0         | 0                   | 0        |

from 0 to 20. The number of legitimate robots remained constant at 20. A common way to quickly test the resilience of a network is to check its algebraic connectivity [12, 13]. The algebraic connectivity is characterized by the second smallest eigenvalue of the graph Laplacian, and increasing values correspond to networks with greater connectivity, with a maximum connectivity value of $n$, corresponding to a fully connected graph. Fig. 7 shows that the algebraic connectivity of a graph that falls victim to a Sybil attack appears to be higher than it actually is. The actual connectivity of the network is characterized by the connectivity of the network with the spoofed robots ignored. The higher connectivity determined by the robots in a spoofed network gives the robots a false sense of the resiliency of the network to adversaries.

Fig. 7: Random robot networks were created in the presence of a Sybil attack and the algebraic connectivity was calculated for each. Then the spoofed robots were removed and the algebraic connectivity was calculated again. The number of legitimate robots was held constant at 20 while the number of spoofed robots varied from 0 to 20. 1000 simulations were run for each number of spoofed robots and the average algebraic connectivity is shown.

Sybil attacks can limit the resilience capabilities of [9, 10, 11] by creating a false sense of security in the graph as was shown above. In the next subsection we use the trust vectors derived in the previous sections via FindSpoofedRobots to recover true graph properties in the presence of a Sybil Attack with high probability.

A. An Algorithm for Finding Resilient Graph Properties

In this section we develop a new algorithm that allows a robot to utilize the trusted network that FindSpoofedRobots provides in order to determine the true adjacency matrix of a graph in a distributed manner with high probability, even in the presence of malicious non-cooperating robots.

Determining global properties of a network, such as the weight matrix or adjacency matrix which can show the connectivity of all robots to each other, has been shown to be necessary in order to satisfy assumptions made for resilience to adversaries in consensus systems [9, 10, 11, 12]. However, determining a global property in a distributed system requires collaboration and cooperation of all robots in the network, therefore making it very susceptible to adversaries. Even with global information, i.e., a fully connected graph where distributed computation is not required, computing the adjacency matrix in an unreliable network is a hard problem. Utilizing the FindSpoofedRobots algorithm, robots can distributely determine the correct adjacency matrix of the consensus system in the presence of a Sybil attack. This can be done using a new algorithm, FindResilientAdjacencyMatrix (FRAM), which is shown in Algorithm 2.

Algorithm 2 FindResilientAdjacencyMatrix
Input: trust vector $v^*_i$
Output: adjacency matrix $V^*_i = \mathcal{G}$, which is accurate with probability $1 - \delta$.

1: Each robot runs FindSpoofedRobots to determine their final trust vectors.
2: Each robot $i$ broadcasts its vector $v^*_i$ to all neighboring robots.
3: Let $V^*_i := (v^*_i, v^*_j, ..., v^*_n)$ be a $n \times n$ matrix where the $k$th row is the vector $v^*_k$ if $k \in N_i$ and is a row filled with “—” entries otherwise, to indicate no data.
4: For each $k \in N_i$, change any “—” in $v^*_k$ to a 0, since the lack of information in that index means the corresponding robot to that index is not a neighbor of robot $k$.
5: While $V^*_i$ has at least 1 row of “—” entries or $r \leq n - 1$ do
6: Each robot $i$ continues to broadcast $V^*_i$ and compares its matrix $V^*_i$ with its neighbors, replacing any row with “—” entries with the corresponding true row as new information disperses through the network.
7: Finally each robot $i$ returns its determined adjacency matrix $V^*_i = \mathcal{G}$, which is accurate with probability $1 - \delta$.

Algorithm 3 FindSpoofedRobotsUnknown $\mathcal{G}$ at robot $i$
Input: neighborhood $N_i$, TrustVectorProblem that has to be solved.

1: $\hat{r} = 1$
2: FindResilientAdjacencyMatrix($v^*_i$)
3: While $\hat{r} \leq 20 \log(n/\delta^2)/\epsilon^2$ do
4: $\hat{r} = 2 \cdot \hat{r}$
5: $v_i \leftarrow$ FindSpoofedRobots($\hat{r}, N_i$)
6: If $v_i$ changed then
7: FindResilientAdjacencyMatrix($v^*_i$)

The FRAM algorithm is demonstrated with a simple example. Consider the system in Fig. 8. Assume the graph to be undirected and have no adversaries with adjacency matrix

$$
\mathcal{G} = \begin{bmatrix}
1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 \\
1 & 1 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1
\end{bmatrix}.
$$

(8)
Using our FRAM algorithm, each robot will broadcast to its neighbors and compute a trust vector

\[
\begin{align*}
V_1^i &= \begin{bmatrix} 1 & -1 & 1 & - \end{bmatrix}, & V_2^i &= \begin{bmatrix} - & 1 & 1 & - \end{bmatrix}, \\
V_3^i &= \begin{bmatrix} 1 & 1 & 1 & 1 \end{bmatrix}, & V_4^i &= \begin{bmatrix} 1 & -1 & 1 & - \end{bmatrix}, \\
V_5^i &= \begin{bmatrix} - & 1 & - & - & 1 \end{bmatrix},
\end{align*}
\]

where "-" denotes no information since the robot could not communicate to all other robots. After computing the trust vector, each robot then broadcasts its vector \( V_i^* \) to its neighbors, allowing each robot \( i \) to form the matrix \( \mathbf{V}_1^i \). Only \( \mathbf{V}_1^i \) is shown here for brevity:

\[
\mathbf{V}_1^i = \begin{bmatrix} 1 & - & 1 & 1 & - \\ - & - & - & - & - \\ 1 & 1 & 1 & 1 & - \\ 1 & - & 1 & 1 & - \\ - & - & - & - & - \end{bmatrix}
\]  \tag{9}

Robot 1 still has no information about robots 2 or 5, but one can notice that rows 1, 3, and 4 of \( V_1^i \) are exactly rows 1, 3, and 4 of \( \mathcal{G} \) (replacing the "-"s in those rows with zeros which will happen in the next step). It is important to note that since the graph is sufficiently connected i.e., robot 2 gathers information from robot 5 and robot 3 gathers information from robot 2, that after several iterations robot 1 would gain access to the vectors \( v_2^i \) and \( v_3^i \) and could obtain a final matrix \( \mathbf{V}_1^* = \mathcal{G} \). All other robots could also follow the same process to determine their final matrix \( \mathbf{V}_i^* = \mathcal{G} \).

If the system is a consensus system with a row stochastic weight matrix, then calculating the weight matrix from the adjacency matrix is straightforward. However, any general weight matrix can be calculated by extending the results from [57] for a robot estimating its observability matrix, \( \mathcal{O}_i \).

The authors in [57] outline how a robot can distributely estimate its observability matrix, when there are no adversaries present. By utilizing our FRAM algorithm, a robot could also determine its observability matrix by using its filtered output of only trusted values and the algorithm in [57]. Assume that each robot \( i \) only has immediate access to the values of its neighbors. Denote its output at time-step \( t \) as \( y_i[t] = C_i x[t] \) where \( C_i = [e_{j_1}, e_{j_2}, \ldots]^T \) for all \( j \in \mathcal{N}_i \). Then:

**Definition 12 (Observability Matrix).** The output of robot \( i \) for successive time-steps can be represented as successive multiplications by the weight matrix \( W \). This is known as the observability matrix for robot \( i \) and can be denoted by \( \mathcal{O}_i = [C_i \ C_i W \ C_i W^2 \ldots \ C_i W^{n-1}] \).

This matrix, \( \mathcal{O}_{i,0:n-1} \), is made up of observations from robot \( i \) from some initial time 0 until time-step \( n - 1 \). Now, allow the robot to continue for one more observation and form another matrix \( \mathcal{O}_{i,1:n} \). Recall from Definition 12 that the output of robot \( i \) for successive time-steps can be represented as successive multiplications by the weight matrix \( W \). By utilizing this representation, it is clear that \( \mathcal{O}_{i,0:n-1} \) and \( \mathcal{O}_{i,1:n} \) are related by \( W = \mathcal{O}_{i,0:n-1} W = \mathcal{O}_{i,1:n} \). Therefore, when the two observability matrices have full column rank, the weight matrix can be calculated directly from the relationship using least-squares. Furthermore, robot \( i \) does not necessarily need to make \( n \) observations to compute \( W \), rather it only needs to run for enough time-steps to ensure the observability matrix has full column rank. This is characterized in [57] by the parameter \( L_i \). Specifically, the observability matrix estimation only needs to run for \( L_i + 1 \) time-steps to guarantee full column rank, where \( L_i \) satisfies \( 0 \leq L_i < |\mathcal{P}_i| - |\mathcal{N}_i| \). \( \mathcal{P}_i \) is defined as \( \mathcal{P}_i = \{ j | \text{there exists a path from } j \text{ to } i \text{ in } \mathcal{G} \} \). With this in mind, it is actually sufficient to form \( \mathcal{O}_{i,0:L_i+1} \) and \( \mathcal{O}_{i,1:L_i+2} \) and solve \( \mathcal{O}_{i,0:L_i+1} W = \mathcal{O}_{i,1:L_i+2} \) for \( W \).

**VII. RESILIENT FLOCKING AND DYNAMIC TRACKING**

In this section we apply our findings from previous sections to the problem of multi-robot flocking. A team of robots is tasked with arranging around, and following a moving target that is trying to escape. As long as the robot team can travel at least as fast as the target, the target would not normally be able to escape due to the flocking control law. This motivates a malicious attack where adversaries try to push the legitimate robots away from the target and disrupt the flocking control. Note that our finite time results for FindSpoofedRobots can be leveraged for problems with a dynamic nature such as this one where trust values can be learned and applied within a finite time window.

**A. Characterization of the Threat on Flocking Control**

Malicious robots are able to attack and affect the system if the system trusts the information the robots are transmitting. In order to
force the flock to fail and allow the target to escape, the malicious robots must work to strategically drive the legitimate robots out of the Convergence Range as defined in Definition 10. The way a malicious robot can affect the overall formation of robots is by virtue of the $u^\text{avoid}_i$ term in Equation Eq. (4). Examples of how the terms in the flocking controller affect each robot are shown in Fig. 3.

For a maximal attack on the system, malicious robots can try to gain the highest influence on the flocking control scheme; i.e., $u_i \approx u^\text{avoid}_i > > (u^\text{ref}_i + u^\text{match}_i)$. Once the malicious robots cause the $u^\text{avoid}_i$ term to have the highest influence in the controller, they can manipulate the flock however needed. For the case of target tracking, the best attack would be to force the flock in the opposite direction of where the target is moving such as in Fig. 3.

Next, we analyze how a malicious robot can be positioned strategically to inflict the most damage to the system performance. We do this by analyzing the $u^\text{avoid}_i$ term in Equation Eq. (4). The term is rewritten in a way that is more insightful about its qualities

$$u^\text{avoid}_i(t) = \sum_{j \in \mathbb{N}} k^\text{avoid}_{i,j} \frac{(p_i(t) - p_j(t))}{\|p_i(t) - p_j(t)\|}$$

(10)

From Eq. (10) it is obvious that the velocity input aimed at collision avoidance consists of a magnitude term and a direction term. This implies that in order for any malicious robot to affect a legitimate robot the most, it should occupy a space in the formation that would effectively influence legitimate robots to move to the areas of the formation farther away from the tracked vehicle. A spawning adversary could amplify the effect of this malicious behavior by spoofing robots to greater influence the legitimate robots.

**B. Resilient Controller**

Derivations for exponential convergence for flocking control were inspired by the works in [58] and [59]. The flock center converges on the target as $\vec{u} \rightarrow \text{vel}_{\text{cen}}$, where

$$\vec{u}(t) = \frac{\sum_{i=1}^{n} u_i(t)}{n} = k^\text{ref}_f (p^\text{cen}_t - \vec{p}(t)).$$

(11)

This can be written as a set of difference equations for $\vec{p}(t)$ and $p^\text{cen}_t$: 

$$\vec{p}[t+1] - \vec{p}(t) = \vec{u}(t) = k^\text{ref}_f (p^\text{cen}_t - \vec{p}(t)),$$

(12)

$$\frac{p^\text{cen}_t[t+1] - p^\text{cen}_t[t]}{t_s} = \text{vel}_{\text{cen}}.$$

(13)

where $t_s$ is the sampling time between time-steps. Solving this set of difference equations for $\vec{p}(t)$ gives

$$\vec{p}[t] = p^\text{cen}_t[t] - \frac{-\text{vel}_{\text{cen}}}{k^\text{ref}_f} \left( p[0] - p^\text{cen}_t[0] + \frac{\text{vel}_{\text{cen}}}{k^\text{ref}_f} \right) \left( 1 - k^\text{ref}_f t_s \right).$$

(14)

Notice that as time-steps progress $\vec{p}[t]$ converges exponentially to $p^\text{cen}_t[t] - \frac{-\text{vel}_{\text{cen}}}{k^\text{ref}_f}$ assuming $k^\text{ref}_f t_s < 1$. This result guarantees exponential convergence of the flock center to a position near the target so long as the robots are within the Convergence Range, Definition 10. This is demonstrated one-dimensionally in Fig. 10. In the figure, 10 robots start at random positions behind a target moving across the positive y-axis. They converge to within $\pm0.75$ meters of the target exponentially as determined and settle to a final position of $p^\text{cen}_t[t] - \frac{-\text{vel}_{\text{cen}}}{k^\text{ref}_f}$. However, this result fails to acknowledge the maximum velocity capability of the robots, $\text{vel}_{\text{max}}$. To incorporate $\text{vel}_{\text{max}}$, the control is bounded by a maximum control $u_{\text{max}} = \text{vel}_{\text{max}}$. This yields a new result:

$$\vec{u} = \begin{cases} u_{\text{max}}, & k^\text{ref}_f (p^\text{cen}_t[t] - \vec{p}(t)) > u_{\text{max}} \\ k^\text{ref}_f (p^\text{cen}_t[t] - \vec{p}(t)), & k^\text{ref}_f (p^\text{cen}_t[t] - \vec{p}(t)) \leq u_{\text{max}}. \end{cases}$$

(15)

With this more realistic result, we can determine necessary conditions for exponential convergence of the flock center on the target. In order to achieve exponential convergence, the control input must remain within the bounds, namely $\|\vec{u}(t)\| \leq u_{\text{max}}$ for all time-steps $t \geq 0$. This yields a maximum distance the flock center can be from the target at any time

$$\max|p^\text{cen}_t[t] - \vec{p}(t)| = \frac{t_s}{k^\text{ref}_f}.$$  

(16)

Another condition necessary to ensure convergence is $u_{\text{max}} > \text{vel}_{\text{cen}}$. This condition is obvious because if the target is moving faster than the robots can, they will never converge on it.

In the case where adversaries are present, the flock may start to diverge from the target. In order to ensure the flock can still track the target, it is desirable to keep the flock close enough to the target that it can still recover exponential convergence once all adversaries are detected and rejected. From the condition developed in Equation Eq. (16), this means the flock center must not stray more than $\frac{\text{vel}_{\text{max}}}{k^\text{ref}_f}$ meters from $p^\text{cen}_t$. It has been shown that while the flock is initially converged on the target, it trails at a distance of $\frac{\text{vel}_{\text{max}}}{k^\text{ref}_f}$ meters, which means the remaining distance it can stray from the target before the exponential convergence is compromised is $\frac{\text{vel}_{\text{max}}}{k^\text{ref}_f} - \frac{\text{vel}_{\text{max}}}{k^\text{ref}_f}$. If the flock is pushed away from the target at its maximum speed, $u_{\text{max}}$, then the distance between the flock and the target is increasing at a rate of $u_{\text{max}} + \text{vel}_{\text{cen}}$ m/s. This information can be used to derive a minimum time required for any adversarial attack to compromise flock tracking of the target:

$$\Delta = \frac{t_s}{k^\text{ref}_f} (u_{\text{max}} + \text{vel}_{\text{cen}}).$$

(17)

Fig. 10: The swarm converges exponentially on the tracked target in the nominal case of no attack.
This phenomenon is represented in Fig. 11. As long as \( \text{FindSpoofedRobots} \) can find and reject all spoofed robots in less time than this allowable time window, \( \Delta \), the flock can always recover from an attack and avoid losing the target.

An important distinction to note is that the time for \( \text{FindSpoofedRobots} \) to run is denoted in rounds, while the time for \( \Delta \) is in seconds. It has been stated, in Definition 4, that a round is the amount of time it takes for any message broadcasted to reach all other neighboring robots. This time varies on different robots depending on how the signal is transmitted and the maximum distance robots are from each other. So, the flock can recover from a maximal attack as long as the following inequality holds:

\[
t_r^* - t_0 \leq \Delta,
\]

where \( t_r^* - t_0 \) represents the amount of time, in seconds, required for \( r^* \) rounds to transmit.

Fig. 11: The target cannot escape the flock arbitrarily fast. There is a lower bound on the time required for escape. A strong attack involves the adversary impinging closely on the legitimate robots to drive them away quickly, represented by the longer red arrows in the Perfect Attack box.

Simulation results are shown below in Section VIII where a comparison to other algorithms such as W-MSR is studied.

**VIII. SIMULATION RESULTS**

In this section we test the effectiveness of \( \text{FindSpoofedRobots} \) compared to the Baseline spoof resiliency algorithm [19] from our previous work. Other qualities of the \( \text{FindSpoofedRobots} \) algorithm with respect to the \( \tau \)-triangularity of a network are also demonstrated. The presented algorithms are used to show applications to existing theory [9, 11] as well as the specific example of multi-robot flocking with dynamic target tracking. Simulations were developed using the Robot Operating System (ROS) with the Gazebo simulator and results were analyzed in MATLAB.

**A. Observing the Added Benefit of Opinion Dynamics**

Fig. 12 represents the results of simulations that were run using the Baseline algorithm [19] and \( \text{FindSpoofedRobots} \) to demonstrate the improvement in speed of \( \text{FindSpoofedRobots} \) for correctly identifying spoofed robots. The Baseline algorithm [19] uses the same observations over the wireless channel, but does not utilize opinions from a robot’s neighborhood. This is similar to running only lines 1 and 2 of \( \text{FindSpoofedRobots} \), i.e., before neighbor opinions are used. Both algorithms run a small number of rounds and produce an output trust vector. The output trust vector of each algorithm is compared with the true trust vector (the vector that would be obtained if there were perfect observations with \( \varepsilon = 0.5 \) in Eq. (1), Eq. (2)), and the result is deemed a success if the output trust vector matches the true trust vector. Both algorithms continue to run, each time with more rounds than the last, until they terminate with a successful output trust vector. The plot shows the added benefit of utilizing the opinion of trusted neighbors, as \( \text{FindSpoofedRobots} \) needs to run for less rounds before successful termination at each level of observation quality. This benefit is more pronounced when there are more neighbors for each robot to utilize, as shown in the bottom plot in Fig. 12.
B. A Study on $\tau$-Triangular Networks

An important aspect of any network running FindSpoofedRobots is how $\tau$-triangular the network is. A network with a minimum $\tau$ of 2, i.e., any graph with a chain in it, would require much more rounds of communication to confidently determine the true trust vectors, since the robots in the chain could not utilize information of any neighbors to fortify their opinion on any other neighbors in the chain. However, as the number of $\tau$-triangular neighbors increases, the power of trusted neighbor opinions becomes more evident in fortifying a robot’s opinion. This result is reflected in Fig. 13 where the average number of rounds needed in simulation to converge to the true trust vectors decreases as the minimum $\tau$-triangularity of the graph increases. This idea is further conveyed with Fig. 14 which shows an improved success rate for FindSpoofedRobots as the minimum $\tau$ increases when the number of rounds remains constant.

Since an increased minimum $\tau$-triangularity is desired for faster results, it is important to understand how the $\tau$-triangularity may vary in different networks. It is reasonable to assume that in a flocking scenario where the robots tend to condense into a formation, that communication triangles are likely to occur. However, Fig. 15 shows that these communication triangles occur in random networks as well. In Fig. 15, robots are placed into boxes of various sizes at random locations, forming a random communication network. Inter-robot communication for this study was stochastic with communication happening at a probability of 1 if the robots were inside a desired communication radius, $||p_i - p_j|| \leq 1$, a probability of $\frac{1}{||p_i - p_j||}$ when the distance is more than 1 meter away but less than 4 meters away, and a probability of 0 otherwise. Simulations suggest that with a low number of robots placed inside the box, there are bound to be less communication triangles, but as the number of robots in the box increases, the number of triangles also increases.

Furthermore, the approximately constant slopes of the curves in Fig. 15 suggest that there is a near direct relationship between the number of robots in the box and the minimum $\tau$ of the network, if we assume that communication opportunities increase with smaller inter-robot distances, which is reasonable to assume. This means larger networks would naturally have a higher minimum $\tau$ value.

C. Reinforcing the W-MSR Algorithm With FindSpoofedRobots

Simulations were run with the example robot network shown earlier in Fig. 5 to demonstrate how FindSpoofedRobots can add resilience against spoofed adversaries. Recall in Section III-B that robots often may want to share information with neighbors in order
to reach an agreement. This agreement could be on a position, desired goal, etc. For this example, consider a problem where a team of robots must agree upon the position of a static target in order to arrange around it. All robots can determine a noisy estimation of the target position, but should cooperate to strengthen their estimations and agree on a common value. The robots can utilize theory from [9] to try to add some resiliency to adversaries.

In these simulations, the robots will use the W-MSR algorithm [9] to gain some resiliency to adversaries. The network in Fig. 5 with two spoofed adversaries is perceived to be (2,2)-robust, so W-MSR can handle up to 1 adversary. The two spoofed adversaries is too much for W-MSR alone to handle. This is demonstrated in Fig. 16. In Fig. 16, the robots successfully reject the influence of one adversary, but they still tend toward the value of the second adversary, which drives the flock to consensus on a target position that is increasingly farther from the true position. However, if FindSpoofedRobots is used first to determine the trustworthy network in Fig. 6, then the robots can reject the influence of all spoofed adversaries, and achieve consensus on the target as shown in Fig. 17.

D. Flocking with Dynamic Target Tracking Results

Fig. 18 tests the flock tracking with adversaries. This simulation was run with $n = 13$ robots. The gains used were $k_{\text{ref}} = 3$, $k_{\text{avoid}} = 1$, and $k_{\text{match}} = 0.2$. The ratio of $k_{\text{ref}}:k_{\text{avoid}}$ was chosen experimentally to maintain a desired spacing between converged robots. The target moves along the x-axis at 2 m/s from an initial position of (1, 1, 0) meters. The robots start at random initial positions behind the target. The target and the robots are limited to a maximum velocity of 4.5 m/s. At $t = 10$ seconds the three rightmost robots are hacked. Each hacked robot then spawns one spoofed robot near the closest legitimate robot to it. The 6 malicious robots then start to slowly push the legitimate robots out of the exponential convergence range (shown as black lines bordering the target position). If FindSpoofedRobots were not used, the malicious robots could successfully allow the target to escape, as the legitimate robots would not want to crash into the other robots. This result was shown earlier in Fig. 9, with the time of convergence loss denoted with a red 'x'. Fig. 18 depicts what happens when FindSpoofedRobots is used and is able to find and reject the spoofed robots in time before the target escapes the Convergence Range. Once the spoofed robots are rejected, the legitimate robots can successfully evade the three hacked robots and continue to track the target, since the three hacked robots cannot occupy enough space to successfully block the other robots from advancing.

Fig. 16: The flock tends to the value of the second spoofed adversary

Fig. 17: With adversaries ignored, the flock can accurately track the target

Fig. 18: The flock successfully rejects spoofed robots quickly and never loses the target
This paper presents novel trust algorithms that utilize neighbor's opinions to strengthen convergence to the true set of legitimate and adversarial robots. We develop a theoretical convergence time in rounds for the method with respect to the size of the multi-robot network, the size of the threat, and the quality of information gathered. The utility of the algorithms is presented using a multi-robot flocking and dynamic target tracking example. The algorithms are also compared to several pre-existing solutions in the literature, and their relevance is discussed. Furthermore, a convergence requirement for the flock to track a target was derived. The results of the algorithms were extensively tested and simulation shows its effectiveness and importance for multi-robot network resilience to adversaries.

APPENDIX

A. Proofs

Proof of Lemma 2: Let \( Y_p = \sum_{i=1}^{p} X_j^i(i) \). By assumption the \( \{X_j^i(i)\}_{i} \) are independent. Without loss of generality assume \( j \) is illegitimate (the other case is analogous). Thus \( \mathbb{E}[Y_p] = r(1/2 - \varepsilon) \).

Our goal is to use Azuma-Hoeffding (Theorem 2), which requires the underlying variable to be a Martingale. Note that \( Y_p \) is not a Martingale, however \( Z_p = Y_p - \sum_{i=1}^{p} \mathbb{E}[X_j^i(i)] \) is. Thus, we will apply Azuma-Hoeffding to \( Z_p \). Note that \( |Z_t - Z_{t-1}| \leq 1 \).

\[
\mathbb{P}[i \text{ believes } j \text{ is legitimate}] = \mathbb{P}[Y_p \geq \frac{r}{2}] = \mathbb{P}[Z_p \geq \mathbb{E}[Y_p] + \varepsilon r] \leq \exp\left(-\frac{2(\varepsilon r)^2}{r}\right)
\]

\( = \exp(-2\varepsilon^2 r) = \delta. \)

The other case, where \( j \) is legitimate, is analogous.

Proof of Lemma 1: Consider a legitimate robot \( i \). We set the \( X_j^i(i) \) such that for \( j \in L, X_j^i(i) = 1 \) w.p. \( 1/2 + \varepsilon \) and 0 otherwise. Let \( D^+ \) denote this probability distribution. Moreover, for \( j \in A_{\text{spawn}} \cup A_{\text{poof}}, X_j^i(i) = 1 \) w.p. \( 1/2 - \varepsilon \) and 0 otherwise. Let \( D^- \) denote this probability distribution. Note that this satisfies the assumptions Eq. (1) and Eq. (2). Therefore, in order for \( i \) to compute w.p. at least \( 1 - \delta \), the correct trust vector entry for \( j \) having probability distribution \( D^{\text{unknown}} \), \( i \) needs to distinguish between the case that \( D^{\text{unknown}} = D^- \) and the case \( D^{\text{unknown}} = D^+ \) w.p. at least \( 1 - \delta \).

Note that the total variation distance between \( D^+ \) and \( D^- \) is

\[
TV(D^+,D^-) = \frac{1}{2} \cdot 2(1/2 + \varepsilon - (1/2 - \varepsilon)) = 2\varepsilon.
\]

Therefore, by Theorem 3, this requires \( \varepsilon \log(1/\delta)/\varepsilon^2 \) rounds, for a suitable constant \( c \). Note that in our specific setting, the domain is indeed discrete. Let \( \delta = 1/n \). Hence, the probability that all robots have the correct final trust vector is, by using the independence, \( (1-\delta)^n = (1-1/n)^n \leq 1/c \). Hence more than \( \log(n)/\varepsilon^2 \) rounds are necessary.

Proof of Theorem 1: Consider a legitimate robot \( i \).

Let \( \delta' = \frac{\delta^2 r^2}{2m} \) and \( \delta^+ = \frac{\delta^2 r^2}{2c(\delta e)^2} \). By our assumption \( r^+ \geq \log(1/\delta^+)/(2\varepsilon^2) \) and hence, by Lemma 2, each interim trust vector entry is correct w.p. at least \( 1 - \delta^+ \). Note that, it is unlikely that all entries are correct, though. Recall that \( v_{i,k} \) is the indicator variable that is 1 if \( i \) trusts robot \( k \). In order for \( v_{i,j}^* \) to be set correctly, a sufficient condition is that

\[
\sum_{k \in N_i \cap N_j} v_{i,k} v_{k,j} > \sum_{k \in N_i \cap N_j} \frac{1}{2} + \sum_{k \in N_i \cap N_j \cap (A_{\text{spawn}} \cup A_{\text{poof}})} v_{i,k} v_{k,j} \quad (19)
\]

In the following we will show Eq. (19) holds with probability at least \( p = 1 - 2\delta' \).

Recall, \( l_{i,j} = |N_i \cap N_j \cap L \), \( s_{i,j} = |N_i \cap N_j \cap (A_{\text{spawn}} \cup A_{\text{poof}})| \) and \( h_{i,j} = |N_i \cap N_j \cap A_{\text{hid}}| \).

By the above, the probability that either of the values \( v_{i,k} \) or \( v_{k,j} \) is set incorrectly is at most \( 2\delta^+ \), by union bound. Let \( X^+ \sim \text{BIN}(l_{i,j},1-2\delta^+) \) be drawn from the binomial distribution. Note that \( \sum_{k \in N_i \cap N_j \cap L} v_{i,k} v_{k,j} \) majorizes \( X^+ \). Let \( Y^+ \sim \text{BIN}(m_{i,j},\delta^+) \). Note that \( Y^+ \) majorizes \( \sum_{k \in N_i \cap N_j \cap (A_{\text{spawn}} \cup A_{\text{poof}})} v_{i,k} v_{k,j} \) and hence it is sufficient to prove that with probability \( p \)

\[
X^+ > h_{i,j} + Y^+, \quad \text{since this implies Eq. (19).}
\]

Let \( X'' \sim \text{BIN}(l_{i,j},2\delta^+) \). We have \( \mathbb{E}[X] = l_{i,j}(1-2\delta^+) \), \( \mathbb{E}[X''] = 2\delta^+ \) and \( \mathbb{E}[X'] = \delta^+ + m_{i,j} \). Let \( \alpha = \tau/(2l_{i,j}) \). Let \( \alpha = \tau/(2l_{i,j}) \). Observe that \( 2\delta^+ \leq 1/(\alpha e)^2 \).

Therefore, \( 1/(\alpha e)^2 \geq \delta^+ \). Hence, \( 1/(\sqrt{2\delta^+}) \geq (\log(1/(\sqrt{2\delta^+})) \geq (\log(1/\alpha) + e) \) and therefore \( (\log(1/(\sqrt{2\delta^+})) \geq (\log(1/\alpha) + e) \).

By Theorem 4, we get

\[
\mathbb{P}[X^+ > l_{i,j} - \tau/2] = \mathbb{P}[X' \leq \tau/2] = \mathbb{P}[X' > \alpha l_{i,j}]
\]

\[
< \exp\left(-\alpha l_{i,j} \log\left(\frac{1}{2\delta^+}\right) + \alpha l_{i,j} \log\left(\frac{1}{\alpha}\right) + e\alpha l_{i,j}\right)
\]

\[
\leq \exp\left(-\frac{r\log(1/(\sqrt{2\delta^+}))}{2}\right)
\]

\( = \delta'. \)

Let \( \alpha' = \frac{\tau}{2m_{i,j}} \). Similarly, as before, \( \log(1/(2\delta^+)) \geq 2(\log(1/\alpha') + e) \). By Theorem 4,

\[
\mathbb{P}[Y' \leq \tau/2] = \mathbb{P}[Y' \leq \alpha' m_{i,j}]
\]

\[
< \exp\left(-\alpha' m_{i,j} \log\left(\frac{1}{\delta^+}\right) + \alpha' m_{i,j} \log\left(\frac{1}{\alpha'}\right) + e\alpha' m_{i,j}\right)
\]

\[
\leq \exp\left(-\frac{r\log(1/(\delta^+))}{2}\right)
\]

\( = \delta'. \)

By assumption, \( \tau > 0 \). Thus, by Union bound, with probability at least \( p \)

\[
X'' > l_{i,j} - \tau/2 \geq h_{i,j} + \tau/2 > h_{i,j} + Y,
\]

where we used that \( l_{i,j} - h_{i,j} \geq \tau \), by definition of \( \tau \).

We have shown that for any pair of legitimate robots \( i \) and any neighboring robot \( j \), its final trust vector entry for \( j \) after round \( r^* \) is correct w.p. \( 1 - 2\delta^+ \). Taking union bound over all of all \( i \in L \) and all robots \( j \) yields that every legitimate robot has a correct final trust vector w.p. at least \( 1 - 2n\delta^+ \).

It remains to argue that the results remains true for all \( r > r^* \). In the above, we have argued that the failure probability is \( \delta' = 2ln\delta' \) after \( r^* = \log(1/\delta^+) + g \) rounds, where \( f \) and \( g \) are appropriate functions that do not depend on \( \delta' \). From this, we can derive that in order to reduce the error to \( \delta' /e^k \), we need \( \log(\delta' /e^k) \) rounds. Thus, at round \( r = r^* + k \) we get an error probability of \( \delta' /e^k \).
This allows us to consider intervals of length $2/\varepsilon^2$ Taking union bound over all rounds $r \geq r^*$ we get an error probability of
\[ \sum_k \varepsilon^k f = f \delta^k \sum_k \frac{1}{\varepsilon^k} \leq 2f \ln \delta^k = \delta. \]

B. Auxiliary Claims

The following is a slight modification of Thm. 5.2 in [60].

**Theorem 2** (Azuma-Hoeffding inequality - general version [60]). Let $Y_0, Y_1, \ldots$ be a martingale with respect to the sequence $X_0, X_1, \ldots$. Suppose also that $Y_i$ satisfies $a_i \leq Y_i - Y_{i-1} \leq b_i$ for all $i$. Then, for any $t$ and $n$ and $\alpha$, $\beta$
\[ P[Y_n - Y_0 \geq t] \leq \exp \left( \frac{-2t^2}{\sum_{i=1}^{n} (b_i - a_i)^2} \right). \]

**Definition 13** ([61]). Given a target distribution $q$ with domain $D$ of size $N$, parameters $0 < \varepsilon, \delta < 1$, and sample access to an unknown distribution $p$ over the same domain, we want to distinguish with probability at least $1 - \delta$ between the following cases: $p = q$ and $TV(p, q) \geq \varepsilon$, where $TV(\cdot, \cdot)$ denotes the total variation distance. We call this the problem of $(\varepsilon, \delta)$-testing identity to $q$.

**Theorem 3** ([61]). There exists a computationally efficient $(\varepsilon, \delta)$-identity tester for discrete distributions of support size $n$ with sample complexity $\Theta \left( \frac{1}{\varepsilon^2} \left( \sqrt{n \log(1/\delta)} + \log(1/\delta) \right) \right)$. Moreover, this sample size is information-theoretically optimal, up to a constant factor, for all $n, \varepsilon, \delta$.

**Theorem 4.** [62, Equation 10] Let $Y = \sum_{i=1}^{m} Y_i$ be the sum of $m$ independent and identically distributed random variables with $P[Y_i = 1] = p$ and $P[Y_i = 0] = 1 - p$. We have for any $\alpha \in (0,0.8)$ that
\[ P[Y \geq \alpha \cdot m] \leq \exp(-\alpha m \log(1/p) + \alpha m \log(1/(1-p)) + \varepsilon \alpha (1-\alpha) m). \] (22)

**Proof:** We have, by [62, Equation 10] and simple calculations,
\[ P[Y \geq \alpha \cdot m] \leq \left( \frac{p}{1-p} \right)^{\alpha} \left( \frac{1-p}{1} \right)^{1-\alpha} \leq \left( \frac{p}{1-p} \right)^{\alpha} \left( \frac{1}{1-\alpha} \right)^{1-\alpha} \leq \exp \left( \alpha m \log \left( \frac{p}{1-p} \right) + (1-\alpha) m \log \left( \frac{1}{1-\alpha} \right) \right) = \exp \left( -\alpha m \log \left( \frac{1}{p} \right) + \alpha m \log \left( \frac{1}{1-\alpha} \right) \right) < \exp \left( -\alpha m \log \left( \frac{1}{p} \right) + \alpha m \log \left( \frac{1}{1-\alpha} \right) + \varepsilon \alpha (1-\alpha) m \right), \] (23)

where we used that $\log(1/(1-x)) \leq ex$ for $x \in (0,0.8]$.
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