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Music rhythm detection and tracking is an important part of the music comprehension system and visualization system. The music signal is subjected to a short-time Fourier transform to obtain the frequency spectrum. According to the perception characteristics of the human auditory system, the spectrum amplitude is logarithmically processed, and the endpoint intensity curve and the phase information of the peak value are output through half-wave rectification. The Pulse Code Modulation (PCM) characteristic value is extracted according to the autocorrelation characteristic of the endpoint intensity curve. This article proposes a rhythm detection algorithm based on multipath search and cluster analysis; that is, based on the clustering algorithm, it absorbs the idea of multipath tracking and proposes its own detection and tracking algorithm. It overcomes the weakness of the clustering algorithm that needs to use Musical Instrument Digital Interface (MIDI) auxiliary input to achieve the desired effect. This article completely uses the PCM signal as the input, which is more robust than the clustering algorithm. The whole process is carried out in the time domain, and the amount of calculation is much smaller than the frequency domain calculation of multipath tracking, and the linear relationship with the rhythm of the music is much better than the filter bank algorithm. This algorithm can successfully detect the rhythm of the music with a strong sense of rhythm and can track the specific position of the rhythm point.

1. Introduction

In music, only when the time value of the sound is organized according to the rhythm of the music, the fixedness of their mutual relations, such as beat, rhythm pattern, and fixed rhythm, is meaningful. Therefore, the concept of rhythm in a narrow sense is the repetition of the sequence of pitch values, and the main purpose of rhythm recognition is to find this relatively stable rhythm pattern that is out of the relationship of pitch [1]. Because the rhythm pattern has nothing to do with the pitch, in the research of rhythm, the time value of the note is often recorded by numbers. Although this method is simple, it does not reflect the strength of the notes. Some studies use a graph with time as the horizontal axis and speed and force as the vertical axis. For rhythm recognition, first of all, we must establish a set of typical rhythm models under a fixed beat. The rhythm model and the beat model are interdependent, and they together reflect the regularity of time organization. In Western music, this rule is often multilevel, so the rhythm model should also be multilevel [2]. In rhythm recognition, the method often used is to compare the recognized music with a set of typical rhythm models. The difficulty is that the speed of the music will often change. Therefore, the current rhythm recognition is mainly for music works with relatively fixed rhythm patterns and distinctive characteristics, especially dance music. The audio file to be analyzed is passed through a low-pass filter and its information is used. Based on the analysis of the binary tree or grid structure constructed by the music signal pause, the periodic rhythm of the specified music can be detected.

Some scholars have proposed a music rhythm recognition algorithm based on spectrum analysis [3] because people’s perception of music rhythm is, in principle, a physiological feeling of musical energy fluctuations. The correct judgment of the rhythm of a piece of vocal a cappella music mainly depends on the periodicity of the strength of
the signal energy changes so that the energy signal can be analyzed in the frequency domain, and the periodic component of the energy signal can be judged in the entire song. This period is the rhythm of the music signal. In order to obtain music rhythm information, after the significant amount of the signal is analyzed and the fluctuation of the significant amount of the signal is determined, the signal integer multiple decimation method is used to reduce the amount of data to be analyzed, and the AR model (autoregressive model) power spectrum estimation is performed on the decimated signal data [4]. In this way, the energy fluctuation period of the music signal can be found in the frequency domain, and the rhythm of the music signal can be determined. Some scholars introduce the Bayesian rhythm model and then use the sequence Monte Carlo method based on Bayesian theory to infer the bars and the music fragments to obtain the position of the beat. This method can effectively extract rhythm features for music with different musical speeds and different rhythm patterns played by different instruments.

With the development of computer and multimedia technology, visualization technology has become more and more widely used. Music rhythm detection is an important part of the music visualization system. Rhythm, in the usual sense, is the phenomenon of regular strength and weakness, length and short that alternately appear in music. An ordinary person without professional training can easily tap a piece of music with his hands. This is actually a process of rhythm detection and beat tracking [5]. In the process of cluster center update, the data objects with the smallest distance to the sample in the cluster were selected as the cluster centers, and then the other data objects were divided into the corresponding clusters by the minimum distance so as to realize the clustering. At present, many researchers have proposed many algorithms in the field of intelligent rhythm detection and tracking. According to the scope of application, it is mainly divided into two categories. One category is suitable for handling musical notation [6]. This type of method uses MIDI signals as input and has high detection accuracy for both single-tone and multitone music. The second category is suitable for processing PCM-encoded music signals. Although the accuracy of this type of method is lower than that of the first type of algorithm, it is more practical because it processes more general PCM signals. In recent years, there are mainly three methods in this category: cluster detection, multipath tracking, and filter bank. The algorithm in this article does not belong to these three categories; that is, based on the clustering algorithm, it absorbs multipath tracking idea and proposes its own detection and tracking algorithm. It overcomes the weakness of the clustering method that needs to use MIDI auxiliary input to achieve the desired effect. It completely uses PCM signal as input, which is more robust than the cluster algorithm. The whole process is carried out in the time domain, and the amount of calculation is much smaller than that of frequency domain calculation, and it is only linearly related to the rhythm of the music, which is much better than the filter bank algorithm and others.

This article proposes a rhythm detection algorithm based on multipath search and clustering analysis; that is, based on the clustering algorithm, it absorbs the idea of multipath tracking and proposes its own detection and tracking algorithm. The calculation amount of the algorithm proposed in this article is much smaller than the frequency domain calculation of multipath tracking and is better than the multipath tracking algorithm. This algorithm overcomes the shortcomings of the clustering algorithm that it needs to use other parameters such as auxiliary input and can successfully detect the rhythm of the music with a strong sense of rhythm. Compared with the clustering algorithm, it is more robust and can track the specific location of the rhythm point.

2. Related Work

The acquisition of music information can be roughly divided into three research fields based on the research content and technical difficulty: onset detection of music events [7], which is an intermediate medium for acquiring other advanced music information, and the acquired starting point signal sequence called the onset detection function (ODF); the advanced music feature acquisition based on the onset detection function, such as the analysis of ODF to obtain the pitch, speed, rhythm, beat, bar, chord, or extraction of signal features of specific musical instruments; higher-level music understanding, such as Music Genre Classification, Music Mood Recognition, and Music Tag Classification [8]. Previous articles mainly focused on the acquisition of music rhythm features based on the starting point detection function, which focuses on the music beat tracking technology and briefly gives a method for estimating the tempo and beat structure. Rhythm characteristics are the most easily perceivable information for humans, and their applications are also the most extensive. Benetos et al. [9] gave a brief introduction to the research overview of these three levels.

Rhythm is the organization of music in time. It is the regular phenomenon of strength and weakness, length and short that alternately appear in music, and it is the change and repetition of priority. Compared with other music elements, human beings have the most sensitive perception and the most instinctive response to the rhythm of music. Rhythm is the backbone of music. It organizes the various musical elements in a coordinated manner in terms of the speed and the level of pitch, forming an organic and complete sound unity. From a more macro perspective, rhythm can also be the "progress" process of music. This dynamic concept of "progress" encompasses the rich movement patterns in music, including the cycle of priority and urgency, and the pitch. The abstract concept of Rajendran et al. [10] is divided into three subparts. The first part is hierarchically metrical structure, which is the temporal relationship in the music score; the second part is tempo variation, which indicates the possible time-varying rate of occurrence of music events; the third is the non-rhythmic part, it refers to some nonrhythmic information, that is, the part where there is no periodic feature.
Nakamura et al. [11] further subdivided the rhythm structure into three levels, which are secondary beat point (tatum), beat point (beat), and bar (measure). The regular appearance of beats is the most basic mode of music rhythm, and the beats are organized by mountain bars. A bar is a rhythm recording rule that is one level higher than the beat point, and it is closely related to the change of harmonics. In music with quarter notes as a beat, the duration between two beat points is the duration of a quarter note, and the duration between two minor beat points is the duration of an eighth note. Beat tracking is the detection of "pulse" or significant periodic musical events. In terms of music information retrieval, beat tracking is often used in chord recognition, song detection, music segmentation, and transcription. In the past two decades, there has been much related research on beat tracking and many improved algorithms have been proposed at the annual international music information retrieval evaluation exchange conference [12].

In addition to scientific research, beat tracking technology also has a wide range of applications in real life. For example, the automatic polyphonic transcription system proposed in [13] solved the problem of transcription of polyphonic music by people without a music professional learning background; automatic rhythmic accompaniment system impromptu performance or singing with suitable accompaniment music; some chord recognition algorithms are also mostly based on beat tracking; musical fountains set up in some squares give visitors a dual enjoyment of audiovisual as in large evening parties, dazzling the light color changes and brightness with the rhythm of the music. It analyzed the rhythm of the received music signal to make a robot [14]; some professional arranger software (such as sonic foundry acid), DJ console, and even song similarity detection are all applied to the beat tracking algorithm. It can be seen that music beat tracking has broad prospects for development, but due to the complexity and diversity of music itself, we want the cognition of the computer to fully match the human auditory system, which needs further research.

Compared with other methods, Fourier-based techniques suffer from the problem of static resolution that is currently believed to be a fundamental limitation of the Fourier Transform. Although alternative solutions overcome this limitation, none provide the simplicity, versatility, and convenience of the Fourier analysis. The lack of convenience often prevents these alternatives from replacing classical spectral methods, even in applications that suffer from the limitation of static resolution.

From another point of view, rhythm includes two concepts: beat and speed. The former refers to the regular alternating movement of music, that is, the combination of beats, and the latter refers to the speed of this rhythm. The rhythm that repeats in a certain way of strength and weakness is called the beat of the music, and the beat is specified by the time signature, which describes the pattern of the strong and weak sounds at the time interval of the music. The number combination that appears in the form of a score at the beginning of the score is the time signature. The numerator represents a measure of music composed of several beat points, and the denominator represents the fractional note in the music. For example, the meaning of the time signature 3/4 is that a quarter note is a beat, and each measure has three beats. Usually, the beats are divided into single meter and compound meter. Single meter means that each measure contains only one upbeat and a fixed number of downbeats. From the beginning to the end of the music, there is strong and weak law. The common single time is like 3/4; its strength is strong-weak-weak; compound time is generally composed of two or more single times, which means that it is within one measure. It contains two or more strong pars, but these strong beats are different in strength. In common multiple beats such as 6/8, its strength law is strong-weak-weak-second strong-weak-weak. The strength and weakness of the beat seem to be simple. Combining them can get various beat structures, which can form music with various styles and rich emotions.

3. Music Rhythm Detection Algorithm Based on Multipath Search and Cluster Analysis

3.1. Algorithm Description. First of all, it can be considered that a piece of music consists of a series of musical events, such as a guitarist plucking a string, a drummer plucking a drum, and a singer’s pronunciation. The sum of these musical events is the melodious music we usually hear. According to music theory [13], each music event has a peak corresponding to it in the PCM coded signal in this article. These crests or musical events are called onsets, as shown in Figure 1. The rhythm of the music is hidden in these incentives. For example, music in 2/4 time has two heavier incentives in each measure, and music in 4/4 time has four heavier incentives in each summary. The corresponding positions of these heavier excitations in the signal are called rhythm points. For a piece of music with little change in rhythm, the appearance of rhythm points can be regarded as periodic, and this period is called the rhythm value, as shown in Figure 1.

The purpose of this algorithm is to detect all rhythm points and rhythm values from a PCM-encoded music signal. The algorithm is mainly divided into three parts. The first part is excitation detection. The position of most of the excitations in the music from the input signal is analyzed. The second part uses the position of the signal excitation to estimate the possible rhythm values of the target music. At this step, the rhythm of the music cannot be finalized, and the third part of the rhythm track is needed to mark the rhythm points of the entire piece of music.

3.2. Onset Detection. The excitation detection module inputs the PCM signal. The output is the excitation position of the music. Music is very expressive to human thinking, and its corresponding PCM signal is also very complicated. There is no way for a computer to fully recover all the musical stimuli from such a signal. The algorithm in this article can only extract most of the excitations, and sometimes the excitation position will have an error of tens of milliseconds. However,
the practice has proved that excitation missed detection and position error have no effect on the rhythm detection system [14].

First, the PCM signal $a_i$ is passed through a first-order high-pass filter to remove the DC component. Then, the smoothing filter is used to calculate the signal amplitude envelope, denoted as $W_j = \left( \sum_{i=1}^{N} a_i^2 \right)^{1/2}$, where $N$ is the number of signal points per frame. The signal length of each frame is 20 ms, and the overlap between the two frames is 10 ms. The peak of the first-order differential signal of the envelope can be regarded as the excitation point of the signal. For envelope $W_j$, the four-point linear regression algorithm is used to detect the first-order difference of the envelope [15], which is recorded as

$$A_j = \ln(2W_{j+2} + W_{j+1} - W_j - 2W_{j-1}).$$

(2)

Then, a crest detection algorithm is used to detect the $A_j$ crest. In many peak detection algorithms, the threshold is set to be global or local. Compared with the low computational complexity of the global threshold, the local threshold has good adaptability to the change of the audio signal. This article uses dynamic threshold $\omega_j$ (med).

$$\omega_j (\text{med}) = \text{median}(j_{\text{med}}),$$

$$j_{\text{med}} \in \left[ \text{med} - \frac{t}{2}, \text{med} + \frac{t}{2} \right],$$

(3)

where $t$ is the window width and med is the median operator. For the signal after threshold filtering, if a peak has other peaks with a larger value within 50 ms, this peak will be removed. Finally, record the positions of these peaks [16].

3.3. Rhythm Detection. The input of the rhythm detection module is a series of excitation positions, denoted as $Y_i, i \in R$, and several possible music rhythms are estimated by the method of grouping and clustering [17]. First, calculate the time interval between any two $Y_i, i \in R$, denoted as InOln (inter onset interval); the flow of the beat tracking algorithm is shown in Figure 2.

$$\text{InOln}_{ij} = Y_i - Y_j, \quad i, j \in R, i > j.$$  

(4)

Using the value of InOln, as a feature, perform one-dimensional clustering analysis on interonset interval, and record it as pattern class $f_i, i \in R$. Let $\chi_i$ denote the average InOln of the pattern type $f_i$; $n_i$ denote the number of elements contained in the pattern type $f_i$.

For any $f_i$ and $f_j, i, j \in R$, when the corresponding $\chi_i$ is an integral multiple of $\chi_j$, call $f_i$ and $f_j$ as the relevant model class:

$$s_{ij} = \frac{\chi_i}{\chi_j}.$$  

(5)

The weight $y_i$ of $f_i$ is defined as follows:

$$y_i = n_i f(1) + \sum_j n_j g(s_{ij}),$$

(6)

$g(s_{ij})$ is the function of $s_{ij}$ which is defined as follows:

$$g(s_{ij}) = 1, \quad \text{if } 6 \leq s_{ij} \leq 10,$$

$$g(s_{ij}) = 7 - s_{ij}, \quad \text{if } 1 \leq s_{ij} \leq 5.$$  

(7)

The practice has proved that for music segments with little change in rhythm value, $f_i$ of several pattern classes with the highest weight $\chi_i$ include the rhythm value of the music, the integral multiple of the rhythm value, and the divisor of the rhythm value. These high-weight pattern type
record the rhythm information of the music and will be transmitted to the rhythm tracking module.

3.4. Rhythm Tracking. The short-time Fourier transform (STFT) is a general tool for speech signal processing. It defines a very useful time and frequency distribution class, which specifies the complex number of any signal with time, frequency, and amplitude. In fact, the process of calculating the short-time Fourier transform is to divide a longer time signal into shorter segments of the same length and calculate the Fourier transform on each shorter segment, that is, the Fourier spectrum.

The main task of this section is to specify the rhythm value of the music in the results of the previous summary, indicate the specific location of the rhythm point, and design a multipath search algorithm. Several $f_r$ introduced in the previous summary may all be the rhythm of the piece of music. Furthermore, the starting point of the rhythm of the music may be the first excitation of this signal, or it may be the second, third, and so on. Therefore, multiple paths are initialized with different rhythm values and starting excitation points. Each search path uses the currently determined rhythm point and rhythm value to estimate the position of the next rhythm point. Investigate the excitation $Y_i, i \in R$ that is closest to the predicted point, as shown in Figure 3, M and N, respectively, indicate that the path has been searched for rhythm points, $l$ is a prediction point, and $L$ is the excitation point closest to $l$ [18]. There are three possibilities for the positional relationship between $l$ and $L$. First, $L$ falls in the inner neighborhood of $l$. In this case, consider $L$ as a rhythm point on the path, add it to the rhythm point queue, and continue to predict the next rhythm point O. The second is that $L$ falls in the neighborhood outside $l$. In this case, $L$ is also regarded as a rhythm point on the path, but the path weight correction is different from the first case. The third is that $L$ falls outside the neighborhood of $l$, and $l$ is regarded as a rhythm point but does not join the queue and then continues to predict O through N and twice the rhythm value. These three possible reasons are generally: (1) a little change in the rhythm of the music; (2) errors caused by the excitation detection.

The weight of path $x$ is $\phi(x)$, and every time a prediction point is generated, $\phi(x)$ is modified to

$$\phi(x + 1) = \phi(x) + 5m_i.$$  

Among them, $m$ is the number of times that $Y_i, i \in R$ continuously falls in the neighborhood of each predicted point of path $x$.

$$\phi(x + 1) = \phi(x) + 10. \quad (9)$$

$Y_i, i \in R$ falls outside the neighborhood of each predicted point of path $x$.

$$\phi(x + 1) = \phi(x) + 10.$$  

After all the paths are searched separately, the rhythm value of the path with the highest weight is the rhythm of the music, and the rhythm points it contains can be determined as the rhythm points of the music.

4. Test Results and Analysis

4.1. Algorithm Accuracy Comparison. The sampling theorem states that in the process of analog/digital signal conversion, when the sampling frequency is greater than 2 times the highest frequency of the signal, the digital signal after sampling completely retains the information in the original signal. At present, in order to ensure the quality of music signals and preserve more original information, the sampling frequency of most music signals is 440 Hz. The beat information of the music signal mainly exists in the low frequency. Therefore, before the beat extraction, the music signal is resampled uniformly, and the frequency is reduced to 220 Hz [19].

The repertoire tested in this article includes pop music, country music, and rap music. The results of the algorithm in this article are shown in Figure 3. The difference between the
4.2. Algorithm Operation Time Comparison. The energy of the start point of the beat of a music signal usually changes drastically. Therefore, finding the energy mutation point is a reliable basis for determining the start point of the beat. According to the start point of the beat plus several times the beat value, all the beat point positions can be obtained. Therefore, the determination of the starting point of the beat is extremely important. Because the value of the music signal is usually between 60 and 240, that is, the time interval of the beat is 0.25 s–1 s, only a fragment can be used to detect a beat. All the test signals in this article are intercepted music signals. The signal is not stable in the first 1 s, so 1 s–2 s is selected as the detection segment in the experiment. Due to the characteristics of the music signal itself, within a short-time range of 10–30 ms, its characteristics can be regarded as a quasisteady state process; that is, it has a short-term nature. Therefore, the short-term energy method can be used to determine the starting beat point.

The algorithm in this article can be applied to real-time detection and tracking, and the calculation amount is lower than that of the clustering method and multitacking method, as shown in Figure 4. The average time consumption of multipath search and cluster analysis algorithms to process 90 s signals with high-performance computers is 35.2 s and 6.0 s, respectively. This algorithm uses a low-performance computer simulation, and the time-consuming is only 0.821 s. It can be seen that the computational complexity of this algorithm is much better than the filter bank method used by Chen and Wang [20]. Because the optimized code of multipath search and cluster analysis algorithm is not available, it cannot be compared with the configured computer. However, the comparison method used in this article is also scientific and feasible.

4.3. Multifundamental Frequency Estimation under Different Numbers of Instruments. In order to improve the multifundamental frequency estimation effect through the music rhythm detection algorithm based on multipath search and cluster analysis, we compare the improved algorithm with the method of separate cluster analysis and set up several sets of comparative experiments in the end. At the same time, the results under different numbers of instruments are compared.

The test data are 100 pieces each for duo music, trio music, and quartet music. The results under each number of instruments are counted, and the final result is shown in Figure 5.

From the data in Figure 6, it can be seen that the estimation accuracy of the first fundamental frequency and the estimation accuracy of the multiple fundamental frequencies before and after the improvement have been improved for several musical instruments. And it can be seen from Figures 7 and 8 that before and after the improvement, the improvement effect is most obvious when the number of instruments is 4, and there is a slight increase when the number of instruments is 2 and 3. All these show that the music rhythm detection algorithm of multipath search and cluster analysis in this article is effective.

This article uses various signal analysis methods, combined with the maximum and minimum distance clustering algorithm, and proposes an efficient and accurate beat tracking algorithm. The maximum distance product and the sum of the maximum and minimum distance clustering algorithm, which solved the problems that the traditional K-means algorithm had such as large randomness, poor stability, and a maximum distance product method with a large number of iterations and a long operation time problem. With the continuous development of the music signal research field and the continuous improvement of the model, the algorithm needs to be further improved to enhance the applicability and completeness of the algorithm. In the future, the algorithm will be improved in the following aspects.

Because music files with manually marked beat positions are not easy to obtain, this algorithm mainly uses MI-REX2006 test data when verifying. Although the music in this database covers various genres and different rhythm types, the number is not much. In the future, we will collect more music materials to further test this algorithm.

As a nonvocal student, there is still a lack of professional knowledge in the design of algorithms. With the learning
and accumulation of music theory in the future, the algorithm will incorporate more music theory knowledge to improve accuracy [21]. At the same time, only format music files were tested in the laboratory. In future work, we will add test music signal formats, such as MP3 and WMA format.

This algorithm simulates the process of humans playing the beat when listening to music, which is an imitation of subjective perception. Everyone has different understanding and appreciation angles of music, and the beats they play are also different. To better simulate this process, it is necessary to conduct further research on the auditory system so as to improve the degree of fit between the beat sequence output by the computer and the beat produced by human listening to music.

Some beats appear at the rest of the music (that is, the peak value of the change point signal is zero, and there is no information). The endpoint detection algorithm in this article has a poor detection effect for this type of beat point. In the future, it will be from the perspective of auditory images. The music signal is analyzed to improve the detection effect of this type of beat point, thereby improving the accuracy of the overall beat tracking.

### 4.4. Algorithm Evaluation Criteria

In terms of evaluation criteria, the most basic idea of beat tracking evaluation is to compare the similarity between the calculated beat sequence and the real beat sequence [21–23]. Although there are many evaluation methods, no consensus has been reached so far, so there is no uniform standard [24–26]. In this article, manually labeled beats are used as the standard beats, and the four indicators P-Score, Cemgil, CMLc, and AMLt proposed in the references are used to evaluate the algorithm. P-score was the impulse train cross-correlation method; Cemgil is the beat accuracy calculated by Gaussian error function with 40 ms standard deviation. CMLc is an evaluation method based on the longest continuously correctly tracked section. This article proposes a music rhythm detection algorithm data based on multipath search and cluster analysis. The beat tracking competition uses the average data of the three databases DAVDataset, MAZ Dataset, and MCK Dataset for comparison.
The principle of P-Score is to evaluate the accuracy of the beat by calculating the total number of finite cross-correlations between the pulse sequence of the standard beat point and the pulse sequence of the beat point to be evaluated \([27–29]\). Take the median value of the marked beat interval 20% as the tolerance, and the calculated beat is considered accurate within the tolerance range. Cemgil evaluates the accuracy of the beat by calculating the time error between the standard beat point and the beat point to be evaluated. The Gaussian error function is used to determine the time error. The closer the to-be-evaluated beat is to the standard beat, the higher the evaluation index value is. Grekow [30] proposed an evaluation method based on the continuity of small tolerances, which evaluated the accuracy of the beat sequence by calculating the continuity between the local beat points to be evaluated and the standard beat points. The specified tolerance is 17.5%; the beat point to be evaluated is the closest to the current standard beat point. AMLt allowed metrical levels, continuity not required, which is similar to CMLc, but the conditions are broader. The beat to be evaluated can occur at the downbeat or at twice or half of the standard beat.

In comparison with the evaluation data of other different algorithms, sorted according to the pros and cons of P-Score, the P-Score, Cemgil, CMLc, and AMLt indicators of the beat tracking algorithm based on the method proposed in this paper are shown in Figure 9. It can be seen from the definition of indicators that different indicators evaluate the beat tracking algorithm from different angles. A single comparison of a certain index cannot fully evaluate the effect of the algorithm. In addition, the beat tracking system simulates the subjective feelings of people, and it is even more difficult to use objective indicators to simply judge right or wrong.

According to the directivity of the four indicators, it can be seen that the overall performance of the algorithm is relatively stable, and it can track the beat of the music signal well in terms of continuous accuracy and global sequence accuracy. For different types and styles of music signals, whether it contains drums or not, it can accurately simulate the human auditory system to recognize the beat.

5. Conclusion

Beat tracking is one of the most challenging subjects in music signal processing. It is a question about hidden period detection and signal internal period positioning. In life, people stomped or nodded involuntarily following the music. This process is called beat tracking, and the computer's beat tracking algorithm is a simulation of this process. Beat, as one of the most basic units of music, describes the structure of music signals in terms of time. It can be used to detect deeper music events in music information retrieval, such as music classification, music similarity detection, chord recognition, and music transcription. The development prospect of beat tracking is very broad. It can be applied to the lighting control of large-scale evening parties, the change of the water column of the music fountain in the square, the automatic scoring system for singing, and some music games or sports, such as rhythm masters and dancing mats. The algorithm proposed in this article can successfully track music with a strong sense of rhythm. The result is affected by the complexity of the music. Generally speaking, the more expressive the music is, the more complicated it is. The weight evaluation method in the second and third steps of this algorithm can be further improved to achieve better detection results. The innovation of this article is to introduce the clustering algorithm into the peak extraction part of the music beat tracking algorithm.

From the perspective of clustering, the peaks are clustered, and the maximum and minimum distance clustering algorithm is used to classify the peaks simply and efficiently. At the same time, the executable degree judgment is added in the algorithm execution process, and the characteristics of the clustering algorithm and the prior information of the clustering result are used to judge whether the input music signal is tried to be used in the algorithm of this article.
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