FAMILIES OF $\phi$-CONGRUENCE SUBGROUPS OF THE MODULAR GROUP
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ABSTRACT. We introduce and study families of finite index subgroups of the modular group that generalize the congruence subgroups. Such groups, termed $\phi$-congruence subgroups, are obtained by reducing homomorphisms $\phi$ from the modular group into a linear algebraic group modulo integers. In particular, we examine two families of examples, arising on the one hand from a map into a quasi-unipotent group, and on the other hand from maps into symplectic groups of degree four. In the quasi-unipotent case we also provide a detailed discussion of the corresponding modular forms, using the fact that the tower of curves in this case contains the tower of isogenies over the elliptic curve $y^2 = x^3 - 1728$ defined by the commutator subgroup of the modular group.
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1. INTRODUCTION

The modular group $\Gamma = \text{SL}_2(\mathbb{Z})$ and its finite index subgroups play a fundamental role throughout mathematics and physics. The most well-known of these subgroups are the congruence subgroups, which have the property that membership in the group can be tested against a finite list of congruence conditions. Equivalently, a subgroup is congruence if it contains one of the principal congruence subgroups

$$\Gamma(N) = \{ \gamma \in \Gamma \mid \gamma \equiv 1 \pmod{N} \}.$$ 

The quotients of the complex upper-half plane by these congruence subgroups define the modular curves, which classify elliptic curves decorated with additional structures related to torsion points on the curves. In this paper we study a generalization of this notion of congruence subgroup to families of noncongruence subgroups.

Most subgroups of $\Gamma$ of finite index are not congruence subgroups. In recent years, it has been shown that they too define natural moduli spaces [9], and their arithmetic has been shown to impinge on problems of classical interest. For example, Chen has shown [8] that the arithmetic of certain noncongruence moduli spaces is related to the description of Markoff triples [4]. Now that the unbounded denominators conjecture on noncongruence modular forms has been resolved [6], one of the
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most interesting arithmetic open problems in this area, aside from the Grothendieck-
Teichmuller conjecture \cite{26}, is to determine the Eisenstein ideals \cite{12} associated to
noncongruence subgroups, which encode the unbounded denominators phenomenon. Determining the Eisenstein ideals arising from \( \text{SL}_2(\mathbb{F}_p) \)-Teichmuller level structures would shed light on the work of \cite{8}.

Future exploration of phenomena such as this could be aided by having at hand
a healthy supply of interesting spaces and groups to study. Thinking along these lines,
in this paper we generalize the congruence subgroups in a natural way. The notion
depends on a group homomorphism
\[
\phi: \Gamma \to G(\overline{\mathbb{Q}})
\]
where \( G \) is some algebraic group defined over a number field. Given such data, there
exists a number field \( K/\mathbb{Q} \) such that \( \phi \) takes values in \( G(\mathcal{O}_K[1/M]) \) for some integer
\( M \geq 1 \), where \( \mathcal{O}_K \) is the ring of integers in \( K \). Therefore it makes sense to reduce this
homomorphism \( \phi \) modulo all but finitely many prime ideals of \( K \). The corresponding
principal \( \phi \)-congruence subgroups of level \( N \) for \( \gcd(M,N) = 1 \) are defined as
\[
\Gamma(\phi,N) = \{ \gamma \in \Gamma \mid \phi(\gamma) \equiv 1 \pmod{N} \}.
\]
A subgroup of \( \Gamma \) is said to be \( \phi \)-congruence if it contains some principal \( \phi \)-congruence
subgroup. These are all finite index subgroups of the modular group, and when \( \phi \) is the inclusion of \( \text{SL}_2(\mathbb{Z}) \) into \( \text{SL}_2(\mathbb{Q}) \) we recover the usual congruence subgroups.
When \( \phi \) has Zariski dense image, these groups are related to the Malcev completion
of \( \Gamma \) (see \cite{16} for a nice discussion), where \( \Gamma \) is interpreted as the fundamental group
of the moduli stack of elliptic curves.

Below we study in Section 2 basic properties of these \( \phi \)-congruence subgroups
and, in particular, introduce some tools that allow us under suitable hypotheses to lift
surjective maps \( \Gamma \to G(\mathbb{F}_p) \) to continuous surjections \( \widehat{\Gamma} \to G(\mathbb{Z}_p) \), where \( \widehat{\Gamma} \) denotes
the profinite completion of \( \Gamma \) and \( \mathbb{Z}_p \) denotes the \( p \)-adic integers.

In Section 3 we study a particular family of \( \phi \)-congruence subgroups arising
from an upper-triangular but not decomposable representation of \( \Gamma \) of rank 2. The
modular curves that arise as \( \phi \)-congruence modular curves are precisely the curves
that live beneath the abelian covers of the elliptic curve \( y^2 = x^3 - 1728 \). These curves
have quite a long history, going back at least to investigations of Poincaré, though
there remain some open problems (for example, describing the modular curves and
Eisenstein constants for the genus zero groups \( G_p \) introduced in Subsection 3.4).
We describe how to compute equations for the curves defined by \( \phi \)-congruence sub-
groups that lie between the commutator \( \Gamma' \) and the double-commutator \( \Gamma'' \), as well
as give a detailed discussion of the corresponding modular forms and the Eisenstein
constants. This material uses classical results on division polynomials associated to
elliptic curves.

Finally, in Section 4 we use the moduli space of rank 4 irreducible representa-
tions of \( \Gamma \) described by Tuba-Wenzl \cite{29} to identify some \( \phi \)-congruence subgroups
related to \( \text{Sp}_4 \). We were led to consider this case in view of the probabilistic results
of \cite{22} which show that it is rarer to find surjective maps from \( \Gamma \) onto \( \text{Sp}_4(\mathbb{F}_p) \) than
for other linear algebraic groups. We compute genus and dimension formulas for
the corresponding modular curves and modular forms, though we say nothing about
finding equations for these curves, which are very high degree covers of the moduli
space of elliptic curves, nor do we say anything about the corresponding Eisenstein
constants.
By combining our symplectic results with the general theory worked out in Section 2, we are able to establish the following result:

**Theorem 1.1.** Let \( x \in \mathbb{Q}^x \setminus (\mathbb{Q}^x)^2 \), and let \( \phi : \Gamma \to \text{Sp}_4(\mathbb{Q}) \) be defined by the matrices

\[
\phi \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} x & 3x^{-1} & 3x & x^{-1} \\ 0 & x^{-1} & 2x & x^{-1} \\ 0 & 0 & x & x^{-1} \\ 0 & 0 & 0 & x^{-1} \end{pmatrix}, \quad \phi \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 & 0 & -x^{-1} \\ 0 & 0 & x & 0 \\ 0 & -x^{-1} & 0 & 0 \\ x & 0 & 0 & 0 \end{pmatrix}.
\]

Let \( p > 7 \) be a prime such that \( x \) is a primitive root mod \( p \), and let \( \hat{\Gamma} \) denote the profinite completion of \( \Gamma \). Then \( \phi \) gives rise to a continuous surjection

\[ \hat{\phi} : \hat{\Gamma} \to \text{Sp}_4(\mathbb{Z}_p). \]

Equivalently, the map \( \phi \) induces isomorphisms \( \Gamma/\Gamma(\phi, p^n) \cong \text{Sp}_4(\mathbb{Z}/p^n\mathbb{Z}) \) for all \( n \geq 0 \).

See Section 4 for more technical details on this result, and for proof of the main statements in Theorem 1.1. In particular, we warn the reader that the homomorphism \( \phi \) of Theorem 1.1 keeps a nonstandard symplectic form invariant, though the corresponding symplectic group is equivalent to that defined by more standard conventions. Briefly, the proof strategy of Theorem 1.1 has two key steps: we first establish the theorem mod \( p \) by showing that the image of \( \phi \) is not contained in any of the maximal subgroups of \( \text{Sp}_4(\mathbb{F}_p) \), using the explicit enumeration and description of these subgroups as detailed in [19]. Next we use the material from Section 2.2 to give a Hensel lifting type argument to deduce surjectivity mod prime powers from the prime case. The difficulty of executing this strategy more generally rests on the complicated nature of the maximal subgroup structure of classes of finite groups of Lie type, cf. [1]. To give the flavor of the difficulties that one encounters, even when considering symplectic groups of degree four over general finite fields, one must consider stabilizers of much more complicated symplectic spreads [2] than those that arise here over \( \mathbb{F}_p \). For other groups the possibilities are presumably even more foreboding.

There remain many interesting open questions about \( \phi \)-congruence subgroups, aside from constructing nice examples. For example, how does the absolute Galois group \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) act on the corresponding curves and associated dessins d’enfants? If the prime \( p \) is fixed in Theorem 1.1 but \( x \) is varied, does this describe a single orbit under the action of the Galois group? In a slightly different direction, under what conditions do these families give rise to expander graphs as in the case of modular curves [23]? We hope to return to some of these questions in future work.
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1.2. **Notation.**

- \( \Gamma = \text{SL}_2(\mathbb{Z}) \) or \( \text{PSL}_2(\mathbb{Z}) \), depending on circumstances. When relevant we will recall which choice is currently in effect;
- \( S = (\begin{smallmatrix} 0 & -1 \\ 1 & 0 \end{smallmatrix}) \), \( T = (\begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix}) \), \( R = ST \);
- if \( G \) is a group, then \( G' \) denotes its commutator subgroup;
- if \( K/\mathbb{Q} \) is a number field, then \( \mathcal{O}_K \) denotes the ring of integers in \( K \);
- \( \mathbb{Q}_p \) and \( \mathbb{Z}_p \) denote the \( p \)-adic numbers and the \( p \)-adic integers, respectively;
- \( v_p \) denotes the normalized \( p \)-adic valuation on \( \mathbb{Q}_p \) defined such that \( v_p(p) = 1 \);
— \( \tau \) denotes a coordinate on the complex upper-half plane;
— we write \( q = e^{2\pi i \tau /6} \) in Section 3. Any other occurrences of \( q \) should be interpreted as meaning \( q = e^{2\pi i \tau} \).

2. Families of subgroups

2.1. Definitions. Let \( \Gamma = \text{SL}_2(\mathbb{Z}) \), let \( G \) be a finite group, and suppose given a homomorphism
\[
\phi: \Gamma \to G.
\]
The kernel of \( \phi \) is necessarily of finite index, and we are interested in two basic questions:

(a) When is \( \phi \) surjective?
(b) When is \( \ker \phi \) noncongruence?

Since most subgroups of finite index in \( \Gamma \) are noncongruence, the answer to question (b) is “almost always”, and in practice it can be tested easily using Wohlfahrt’s criterion. For example, one has the following well-known result whose proof demonstrates this principle:

**Lemma 2.1.** If \( n \geq 5 \) and \( \phi: \Gamma \to S_n \) is surjective, then \( \ker \phi \) is noncongruence.

**Proof.** Assume that \( \Gamma(N) \subseteq \ker \phi \) for some \( N \geq 2 \). This yields an isomorphism
\[
\frac{\prod_{p^r \mid N} \text{SL}_2(\mathbb{Z}/p^r \mathbb{Z})}{K} \cong S_n
\]
where \( K \) is the image of \( \ker \phi \) in the quotient \( \Gamma / \Gamma(N) \cong \prod_{p^r \mid N} \text{SL}_2(\mathbb{Z}/p^r \mathbb{Z}) \). Since \( S_n \) has a unique nontrivial normal subgroup, we must have that \( N = p^r \) is a prime power. Let \( H \) be the kernel of the reduction map \( \text{SL}_2(\mathbb{Z}/p^r \mathbb{Z}) \to \text{SL}_2(\mathbb{F}_p) \) and let \( \phi: \text{SL}_2(\mathbb{Z}/p^r \mathbb{Z}) \to S_n \) denote the surjective homomorphism obtained from our congruence hypothesis. Then \( \phi(H) \) is a normal subgroup of \( S_n \), and so must be \( \{1\}, A_n \) or \( S_n \). But \( H \) is a \( p \)-group, and so the only possibility is \( \phi(H) = \{1\} \). Hence \( H \subseteq K \) and we obtain a surjection \( \text{SL}_2(\mathbb{F}_p) \to S_n \), which is absurd, since \( \text{PSL}_2(\mathbb{F}_p) \) and \( A_n \) belong to members of different families of finite simple groups. \( \square \)

The answer to question (a) is more delicate as, for example, the maximal subgroup structure of \( G \) can be quite complicated, cf. [1]. Nevertheless, the results of papers such as [22] suggest again that question (a) should frequently have a positive answer. Our aim in this paper is to describe some methods for using global homomorphisms \( \phi \) into linear algebraic groups to identify and compute with families of finite-index subgroups of the modular group. We begin with some notation and basic properties.

Let \( G \) be a linear algebraic group defined over a number field and let \( \phi: \Gamma \to G(\mathbb{Q}) \) denote a homomorphism. Since \( \Gamma \) is finitely generated, there exists a number field \( K/\mathbb{Q} \) with ring of integers \( \mathcal{O}_K \) such that \( \phi \) takes values in \( G(\mathcal{O}_K[1/M]) \) for some integer \( M \geq 1 \). That is, we have a map
\[
\phi: \Gamma \to G(\mathcal{O}_K[1/M]).
\]
It makes sense to reduce \( \phi \) mod integers \( N \) coprime to \( M \), and the kernels of such maps are our analogues of principal congruence subgroups:
Definition 2.2. For \( \phi \) as above, we define the corresponding principal \( \phi \)-congruence subgroups of level \( N \geq 1 \) for \( \gcd(M, N) = 1 \) as
\[
\Gamma(\phi, N) = \{ \gamma \in \Gamma \mid \phi(\gamma) \equiv 1 \pmod{N} \}.
\]

Definition 2.3. More generally, a subgroup \( \Lambda \subseteq \Gamma \) is said to be a \( \phi \)-congruence subgroup if there exists \( N \geq 1 \) with \( \Gamma(\phi, N) \subseteq \Lambda \).

Remark 2.4. Since isomorphism of representations corresponds to matrix conjugation, it is clear that the \( \phi \)-congruence subgroups of \( \Gamma \) only depend on \( \phi \) up to isomorphism.

Remark 2.5. Notice that \( \Gamma(\phi, 1) = \Gamma \) for all representations \( \phi \). Therefore one does not have, for example, \( \Gamma(\phi, 1) \cap \Gamma(N) = \Gamma(\phi, N) \).

Remark 2.6. Suppose that \( \Lambda \subseteq \Gamma \) is of finite index, and let \( \rho \) be a representation of \( \Lambda \) defined over \( K \). One can define \( \rho \)-congruence subgroups \( \Lambda(\rho, N) \) analogously to above. However, by considering the block description of matrices defining \( \text{Ind}^\Gamma_{\Lambda} \rho \), one sees that \( \Gamma(\text{Ind}^\Gamma_{\Lambda} \rho, N) \subseteq \Lambda(\rho, N) \).

Therefore every \( \rho \)-congruence subgroup of \( \Lambda \) is an \( \text{Ind}^\Gamma_{\Lambda} \rho \)-congruence subgroup of \( \Gamma \) and so, from this perspective, it suffices to consider \( \phi \)-congruence subgroups of the full modular group \( \Gamma \) as defined above.

Lemma 2.7. The following properties hold:

1. Each \( \Gamma(\phi, N) \) is a normal subgroup of finite index in \( \Gamma \), and so each \( \phi \)-congruence subgroup of \( \Gamma \) is of finite index in \( \Gamma \).
2. If \( N_1 \mid N_2 \) then \( \Gamma(\phi, N_2) \subseteq \Gamma(\phi, N_1) \).
3. One has \( \Gamma(\phi, N_1) \cap \Gamma(\phi, N_2) = \Gamma(\phi, \text{lcm}(N_1, N_2)) \) and
\[
\bigcap_{\gcd(M,N)=1} \Gamma(\phi, N) = \{1\}.
\]
4. Let \( \phi_1 \) and \( \phi_2 \) denote two representations of \( \Gamma \) defined over \( K \). Then
\[
\Gamma(\phi_1, N) \cap \Gamma(\phi_2, N) \subseteq \Gamma(\phi_1 \otimes \phi_2, N).
\]

Proof. Properties (2) and (3) follow directly from the definition, and the normality condition in (1) is clear since \( \Gamma(\phi, N) \) is the kernel of the composed homomorphism
\[
\begin{align*}
\Gamma &\overset{\phi}{\rightarrow} G(O_K[1/M]) \overset{\text{red}_N}{\rightarrow} G(O_K[1/M]/NO_K[1/M]).
\end{align*}
\]
The ring \( O_K[1/M]/NO_K[1/M] \) is Artinian, and so \( \text{red}_N \circ \phi \) takes values in a finite group. Therefore its kernel \( \Gamma(\phi, N) \) is finite index with
\[
[\Gamma : \Gamma(\phi, N)] \leq |G(O_K[1/M]/NO_K[1/M])|.
\]

Finally, (4) follows easily by considering the Kronecker products of matrices. \( \square \)

Recall that the character group of \( \Gamma \) is cyclic of order 12, generated by \( \chi \), where \( \chi((1 1 \ 0 1)) = e^{2\pi i/12} \). This representation is the character of the square of the Dedekind \( \eta \)-function.

Lemma 2.8. With \( \chi \) as above,
\[
\Gamma(\chi^r, N) = \begin{cases} 
\Gamma & N = 1, \\
\ker \chi^{2r} & N = 2, \\
\ker \chi^r & N > 2.
\end{cases}
\]
Proof. By definition
\[
\Gamma(\chi^r, N) = \{ \gamma \in \Gamma \mid \chi(\gamma)^r \equiv 1 \pmod{N} \}.
\]
Now, \(\chi(\gamma)^r\) is a twelfth root of unity. When \(N = 1\) there is nothing to show. If \(N = 2\) then \(\gamma \in \Gamma(\chi^r, 2)\) if and only if \(\chi(\gamma)^r = \pm 1\), equivalently, if and only if \(\chi(\gamma)^{2r} = 1\). When \(N > 2\) then \(\gamma \in \Gamma(\chi^r, N)\) if and only if \(\chi(\gamma)^r = 1\), since 1 is the only twelfth root of unity congruent to 1 mod \(N\) in this case. This concludes the proof. \(\square\)

Remark 2.9. Since \(\chi^r = \chi^r\otimes_{\mathbb{Z}}\), the preceding Lemma illustrates that the inclusion in part (4) of Lemma 2.7 is typically a proper inclusion. Though, if a subgroup is both \(\phi_1\)-congruence and \(\phi_2\)-congruence, then Lemma 2.7 shows that it is \(\phi_1 \otimes \phi_2\)-congruence.

Definition 2.10. The \(\phi\)-completion of \(\Gamma\) is the inverse limit
\[
\hat{\Gamma}_\phi := \varprojlim_N \frac{\Gamma}{\Gamma(\phi, N)}.
\]

Suppose that \(G\) satisfies strong approximation. For each prime \(p\) of \(\mathcal{O}_K\), let \(\mathcal{O}_{K,p}\) denote the \(p\)-adic completion of \(\mathcal{O}_K\). Then \(\phi\) induces canonical maps
\[
\hat{\Gamma} \to \hat{\Gamma}_\phi \to \prod_{\gcd(p,M) = 1} G(\mathcal{O}_{K,p}),
\]
where \(\hat{\Gamma}\) denotes the profinite completion of \(\Gamma\). In the next subsection we introduce some basic tools, likely known to experts, that will be used in Section 4 to describe explicit surjections
\[
\hat{\Gamma} \to \prod_{p \in S} \text{Sp}_4(\mathbb{Z}_p)
\]
for certain (conjecturally) infinite sets of primes \(S\). See Corollary 4.4 below for more details.

Remark 2.11. All modular curves obtained from the \(\phi\)-congruence groups \(\Gamma(\phi, M)\) have moduli interpretations in the sense of [9]. One expects the finite groups underlying the Teichmüller level structures of these moduli interpretations to be closely related to the image of \(\phi\), though the relationship is not always clear. The proof of Theorem 5.1 in [5] can be used to make this relationship explicit in concrete examples. The possible discrepancy between the image of \(\phi\) and the corresponding Teichmüller level structures should be borne in mind while reading Section 3 below, where we study a family of noncongruence groups arising from a homomorphism \(\phi\) with metabelian image. In [10] it is shown that the subgroups of \(\Gamma\) defined by metabelian Teichmüller level structures are all congruence subgroups of \(\Gamma\). Thus, in the examples of Section 3, the groups underlying the Teichmüller level structures certainly differ from the images of the reductions of \(\phi\).

2.2. Lifting surjectivity mod prime powers. When considering families as above, it is natural to ask when the image of a map
\[
\phi_N : SL_2(\mathbb{Z}) \to G(\mathbb{Z}/N\mathbb{Z})
\]
is surjective. It is automatic, by the Chinese remainder theorem, that it suffices to check that \(\phi_{p^r}\) is surjective for each \(p^r|\mathbb{N}\). In this section we show that typically, it would suffice to check each \(\phi_p\) where \(p|N\).
For the remainder of this section we fix a reductive group $G$ defined over $\mathcal{O}$, the ring of integers of some number field, and a prime $p|\mathfrak{o}$ of $\mathcal{O}$ which is unramified. We shall denote by $q = |\mathcal{O}/\mathfrak{p}|$ and $\mathbf{F}_q = \mathcal{O}/\mathfrak{p}$. We shall also fix a subgroup $L \subset G(\mathcal{O})$.

We will denote by $G_r = G(\mathcal{O}/\mathfrak{p}^r)$ and for $s < r$ by $G_{r,s}$ the kernel of the map $G_r \to G_s$. Similarly we shall denote by $L_r$ the image of $L$ in $G_r$ and $L_{r,s}$ the kernel of the map $L_r \to G_s$.

**Lemma 2.12.** For all but finitely many $p$ we have for each $r \geq 1$ that $G_{r+1,r}$ is isomorphic to the Lie algebra, $\text{Lie}(G_{r,s})$, over $\mathbf{F}_q$ and the conjugation action of $G_{r+1}$ on the normal subgroup $G_{r+1,r}$ induces an action of $G_1$ on $G_{r+1,r}$ given by the usual adjoint action on $\text{Lie}(G_{r,s})$.

Moreover, for almost all $p$, the map $G_{r+2,r} \to G_{r+2,r}$ given by $x \mapsto x^p$ induces an isomorphism of groups $G_{r+2,r} \to G_{r+2,r+1}$.

Consequently, if for $r_0 \geq 1$ we have $L_{r_0+1,r_0} = G_{r_0+1,r_0}$ then for all $r > r_0$ we have $L_{r,r_0} = G_{r,r_0}$.

**Proof.** We recall that $\text{Lie}(G)$ can be identified with the kernel of the map $G(\mathcal{O}[e]/\mathfrak{e}^2) \to G(\mathcal{O}[e]/\mathfrak{e})$.

So with $G$ embedded in $\text{GL}_n$, we may identify this with the $n \times n$ matrices $X$ for which

$$1 + \epsilon X \in G(\mathcal{O}[e]/\mathfrak{e}^2).$$

Similarly, we have that $G_{r+1,r}$ is precisely the $n \times n$ integer matrices $X$ for which

$$1 + p^r X \in G(\mathcal{O}/\mathfrak{p}^{r+1}).$$

The map $\mathcal{O}[e]/\mathfrak{e}^2 \to \mathcal{O}/\mathfrak{p}^{r+1}$ given by $\epsilon \mapsto p^r$ then induces the map $\text{Lie}(G) \otimes \mathbf{F}_q \hookrightarrow G_{r+1,r}$, which is clearly equivariant for the action of conjugation by $G(\mathbf{F}_q)$.

One can readily verify by case analysis that for almost all $p$ the map is bijective for all semi-simple groups. In particular, in the applications in this paper we only require this for $\text{Sp}_4$, and so this concludes the proof in that case.

Alternatively, for the general case, notice that for almost all $p$ we have that the implicit function theorem allows us to lift elements of $G_{r+1,r}$ to $G_{r+2,r}$, so that the map $G_{r+2,r} \to G_{r+2,r}$ given by $x \mapsto x^p$, so:

$$(1 + p^r X)^p = 1 + p^{r+1} X \pmod{p^{r+2}}$$

induces an injection $G_{r+1,r} \hookrightarrow G_{r+2,r+1}$ which is seen to be a group homomorphism. Whenever the implicit function theorem applies we have that $|G_{r+2,r+1}| = q^{\dim(G)} = |\text{Lie}(G) \otimes \mathbf{F}_q|$. If follows that the injection

$$\text{Lie}(G) \otimes \mathbf{F}_q \to G_{r+1,r} \to G_{r+2,r+1}$$

is indeed an isomorphism, as are the maps $G_{r+1,r} \to G_{r+2,r+1}$.

It follows that if $L_{r_0+1,r_0} = G_{r_0+1,r_0}$ then $L_{r+1,r} = G_{r+1,r}$ for all $r \geq r_0$ so that the groups $L_{r_0,r_0}$ and $G_{r_0,r_0}$ have the same size, hence are isomorphic. 

**Lemma 2.13.** If the adjoint action of $G(F)$ on the Lie algebra, $\text{Lie}(G_{F_q})$, is irreducible and $L_{2,1} \neq \{0\}$, then $L_{2,1} = G_{2,1}$ and hence $L_{r,1} = G_{r,1}$ for all $r > 1$.

**Proof.** This is a simple application of Burnside’s irreducibility criterion [17, Thm. 3.10].

**Remark 2.14.** Note that the adjoint action would typically be irreducible for simple groups, but not for instance for $\text{GL}_n$, where the adjoint action has a summand being the trivial representation.
Lemma 2.15. Suppose \( \ell \) is the maximum nilpotency degree of an element of \( \text{Lie}(G) \). If \( p > 2\ell \) and \( L_1 \) contains a nilpotent element of \( G_1 \), then \( L_{2,1} \neq \{0\} \).

Proof. Without loss of generality we may suppose that the element \( g \in L \) is an element whose image in \( L_1 \) is nilpotent. Then \( g \) has the form \( 1 + X \), will satisfy \( g^p = 1 \) (mod \( p \)) and has nilpotency degree \( \ell' \leq \ell \) so that for \( i = 1, \ldots, \ell' - 1 \) we have \( X^i \) are linearly independent over \( \mathbf{F}_q \), for \( i = \ell', \ldots, p - 1 \) we have \( X^i = 0 \) (mod \( p \)) and finally \( X^p = 0 \) (mod \( p^2 \)). Then we have

\[
(1 + X)^p = 1 + pX + \left(\frac{p}{2}\right) X^2 + \left(\frac{p}{3}\right) X^3 + \cdots + \left(\frac{p}{\ell - 1}\right) X^{\ell - 1} \quad \text{mod} \ p^2.
\]

\[\square\]

Remark 2.16. The matrix \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) is nilpotent modulo 3 but its cube is the identity modulo 9.

Combining these we obtain:

Theorem 2.17. Suppose \( p \) is at least twice the maximum nilpotency degree of \( G \) and \( p \mid p \) is such that \( G_{2,1} \cong \text{Lie}(G_{F_q}) \). Suppose also that the adjoint action of \( G(F) \) on the lie algebra, \( \text{Lie}(G_{F_q}) \), is irreducible (and non-trivial). Then if \( L_1 = G_1 \) we have for all \( r \geq 0 \) that \( L_r = G_r \).

3. A Unipotent Family

3.1. Generalities on the commutator subgroup. Let \( \Gamma = \text{SL}_2(\mathbf{Z}) \), and \( K = \mathbf{Q}(\zeta) \) where \( \zeta \) is a primitive twelfth root of unity, so that \( \zeta^4 - \zeta^2 + 1 = 0 \). If \( p \equiv 1 \) (mod \( 4 \)) then \( \mathbf{F}_{p^2} \) contains all of the roots of \( x^4 - x^2 + 1 = 0 \), so at times below we will restrict to such primes. On the other hand, we will sometimes want the image of \( \phi_p \) to not be contained in \( \text{SL}_2(\mathbf{F}_p) \), thus we'll insist that \( p \equiv 5 \) (mod \( 12 \)). This ensures that \( x^4 - x^2 + 1 \) factors into two irreducible quadratics over \( \mathbf{F}_p \).

Begin by defining a global representation \( \phi: \Gamma \to \text{SL}_2(\mathcal{O}_K) \) by setting:

\[
\phi(T) = \begin{pmatrix} \zeta & 0 \\ 0 & \zeta^{-1} \end{pmatrix}, \quad \phi(S) = \begin{pmatrix} -\zeta^3 & 1 \\ 0 & \zeta^3 \end{pmatrix}, \quad \phi(R) = \begin{pmatrix} 1 - \zeta^2 & \zeta - \zeta^3 \\ 0 & \zeta^3 \end{pmatrix}.
\]

This representation is not irreducible, but it is also not reducible into a direct sum of two one-dimensional subrepresentations. Notice that \( T^{12} \in \ker \phi \), so that this representation is certainly not injective!

Lemma 3.1. One has

\[
\phi(\Gamma) = \left\{ \begin{pmatrix} u & uv \\ 0 & u^{-1} \end{pmatrix} \mid u^{12} = 1, \ v \in \mathbf{Z} \zeta \oplus \mathbf{Z} \zeta^3 \right\}.
\]

Proof. First observe the following identities:

\[
\phi(T^2ST) = \begin{pmatrix} 1 & \zeta \\ 0 & 1 \end{pmatrix}, \quad \phi(T^3S) = \begin{pmatrix} 1 & \zeta^3 \\ 0 & 1 \end{pmatrix}.
\]

This, combined with the description of \( \phi(T) \), shows that the set on the right of the equality is contained inside \( \phi(\Gamma) \). The reverse inclusion is obvious: notice that set on the right is a subgroup, containing \( \phi(T) \) and \( \phi(S) \), which generate \( \phi(\Gamma) \). \(\square\)

Lemma 3.2. Let \( p \equiv 5 \) (mod \( 12 \)). Then \( \phi_p(\Gamma) \) is the following subgroup of \( \text{SL}_2(\mathbf{F}_{p^2}) \) of order \( 12p^2 \),

\[
\phi_p(\Gamma) = \left\{ \begin{pmatrix} u & v \\ 0 & u^{-1} \end{pmatrix} \mid u \in \mathbf{F}_{p^2}, \ u^{12} = 1, \ v \in \mathbf{F}_{p^2} \right\}.
\]

Proof. This follows by reducing Lemma 3.1 mod \( p \). \(\square\)
Let \( \Gamma' = [\Gamma, \Gamma] \) denote the commutator subgroup. For details on the group \( \Gamma' \) used below without proof, the reader can consult [25]. If \( U_p \) is the unipotent radical in \( \phi_p(\Gamma) \), then \( \phi_p(\Gamma)/U_p \cong \mathbb{Z}/12\mathbb{Z} \) whenever \( p \equiv 5 \) (mod 12), and so \( \phi \) induces an isomorphism \( \Gamma/\Gamma' \cong \phi_p(\Gamma)/U_p \). It follows that if \( p \equiv 5 \) (mod 12) then \( \phi_p^{-1}(U_p) = \Gamma' \).

It is known that \( \Gamma' \) is free nonabelian of rank 2 generated by \( A = [S, R] \) and \( B = [S, R^2] \), with the identity \( [A, B^{-1}] = -T^6 \). The group \( \Gamma' \) defines a genus one curve via its action on the upper half plane. For each prime \( p \equiv 5 \) (mod 12), the group \( \ker \phi_p \) is a normal subgroup of \( \Gamma' \) with abelian quotient \( \Gamma'/\ker \phi_p \cong \mathbb{F}_{p^2} \).

Now consider \( \Gamma'' = [\Gamma', \Gamma'] \). Notice that \( \Gamma'' \subseteq \ker \phi_p \subseteq \Gamma' \) for all primes \( p \), and thus in particular
\[
\Gamma'' \subseteq \bigcap_{p \equiv 5 \text{ (mod 12)}} \ker \phi_p \subseteq \Gamma'.
\]

If \( U \) denotes the unipotent matrices in \( \phi(\Gamma) \), then likewise \( \phi(\Gamma') = U \). Since \( U \) is abelian, we have \( \Gamma'' \subseteq \ker \phi \).

**Lemma 3.3.** We have
\[
\ker \phi = \bigcap_{p \equiv 5 \text{ (mod 12)}} \ker \phi_p = \Gamma''.
\]

**Proof.** Since \( \Gamma' \) is freely generated by \( A \) and \( B \), which are of infinite order, it follows that
\[
\frac{\Gamma'}{\Gamma''} \cong \mathbb{Z}^2.
\]

If \( p \equiv 5 \) (mod 12), then the intermediate identity
\[
\frac{\Gamma'}{\ker \phi_p} \cong \mathbb{F}_{p^2} \cong (\mathbb{Z}/p\mathbb{Z})^2
\]
is the reduction mod \( p \) map. It follows that \( \Gamma'' = \bigcap_{p \equiv 5 \text{ (mod 12)}} \ker \phi_p \). Since we have seen that \( \Gamma'' \subseteq \ker \phi \subseteq \ker \phi_p \) for all \( p \), the lemma follows. \( \square \)

Summarizing all of this, we have shown that if
\[
L = \left\{ \begin{pmatrix} u & uv \\ 0 & u^{-1} \end{pmatrix} \in \text{GL}_2(\mathbb{C}) \mid u^{12} = 1, \ v \in \mathbb{Z}\zeta \oplus \mathbb{Z}\zeta^3 \right\},
\]
then there is an exact sequence
\[
1 \to \Gamma'' \to \Gamma \overset{\phi}{\to} L \to 1.
\]

The next lemma illustrates that the notion of \( \phi \)-congruence subgroups is natural and useful.

**Lemma 3.4.** The discrete group \( L \) satisfies the congruence subgroup property. Therefore, the finite index subgroups \( G \subseteq \Gamma \) containing \( \Gamma'' \) are exactly the \( \phi \)-congruence subgroups for this indecomposable representation \( \phi \).

**Proof.** Let \( L' \subseteq L \) be a finite index subgroup, and let \( L'_0 = L' \cap U \), which is finite index in \( L \) since an intersection of finite index subgroups is of finite index. Now \( L'_0 \subseteq U \) is abelian, and since \( U \cong \mathbb{Z}\zeta \oplus \mathbb{Z}\zeta^3 \) visibly satisfies the congruence subgroup property, we find that \( L'_0 \) contains the congruence subgroup \( U^N \) for some \( N \geq 1 \). But then \( L' \) also contains \( U^N \), so that it is a congruence subgroup. By the exact sequence (1), the
inverse images under $\phi$ of the finite index subgroups of $L$ are exactly the finite index subgroups between $\Gamma''$ and $\Gamma$.

We can describe $\Gamma''$ more explicitly. Define $\Delta(N)^-$ to be the smallest normal subgroup of $\Gamma$ containing $-T^N$.

**Lemma 3.5.** One has $\Gamma'' = \Delta(6)^-$.

**Proof.** This is due to Newman [25]. We noted above that $[A, B^{-1}] = -T^6 \in \Gamma''$, so that $\Delta(6)^- \subseteq \Gamma''$. Since $\Gamma'$ is freely generated by $A$ and $B$, it follows from this that $\Gamma'/\Delta(6)^-$ is abelian. Hence also $\Gamma'' \subseteq \Delta(6)^-$. 

**Lemma 3.6.** Let $\chi$ be a one-dimensional representation of $\Gamma'$ such that $\ker \chi$ is a congruence subgroup. Then $\Gamma(6) \subseteq \ker \chi$.

**Proof.** Since $\Gamma'' \subseteq \ker \chi$ by Lemma 3.5 we have $\Delta(6) \subseteq \pm \ker \chi$ and hence by Wohlfahrt’s Theorem, see [31, Theorem 1], we have that $\Gamma(6) \subset \pm \ker \chi$. Then because $\Gamma(6) \cap \pm \ker \chi = \Gamma(6) \cap \ker \chi$ we conclude $\Gamma(6) \subseteq \ker \chi$. 

The following argument is adapted from an unpublished result of Geoff Mason, which may have been known earlier to experts.

**Lemma 3.7.** Let $G \subseteq \Gamma$ be normal, and assume that $\Gamma'' \subseteq G \subseteq \Gamma'$. Then either $G = \Gamma''$ or $G$ is a $\phi$-congruence subgroup of $\Gamma$.

**Proof.** One checks that

\[
\begin{align*}
SAS^{-1} &= A, & SBS^{-1} &= B^{-1}, \\
RAR^{-1} &= A^{-1}B, & RBR^{-1} &= A^{-1}.
\end{align*}
\]

In particular, the induced conjugation action of $R$ and $R^2$ on $\Gamma'/\Gamma'' \cong \mathbb{Z}^2$ is fixed-point free. We have $G/\Gamma'' \cong 1, \mathbb{Z}$ or $\mathbb{Z}^2$. In the first case $G = \Gamma''$, while in the latter we have $G$ of finite index in $\Gamma'$, hence it is $\phi$-congruence by Lemma 3.4. To rule out the case $G/\Gamma'' \cong \mathbb{Z}$ entirely, assume it is so, and notice that the action of the order six element $R$ would be given by multiplication by $\pm 1$. In particular, $R^2$ acts trivially on $G/\Gamma''$ in this case, contradicting its fixed-point freeness. Therefore we can’t have $G/\Gamma'' \cong \mathbb{Z}$, and this concludes the proof.

**Proposition 3.8.** All but finitely many of the finite-index normal subgroups of $SL_2(\mathbb{Z})$ of genus one that contain $-1$ are $\phi$-congruence subgroups for the indecomposable representation $\phi$ introduced above.

**Proof.** The subgroups $G$ of $\Gamma$ that are finite index, normal, and genus one were classified by Newman [25]. All but finitely many have branch schema $(2, 3, N)$ and genus

\[g = 1 + \frac{[\Gamma : G](N - 6)}{24N}.\]

This already shows $\pm T^6 \in G$ if $g = 1$, for then we must have $N = 6$, and hence since $-1 \in G$ we have $\Delta(6)^- \subseteq G$. Therefore, $\Gamma'' = \Delta(6)^- \subseteq G$ by Lemma 3.5, and so the Proposition follows by Lemma 3.4.

3.2. The tower of isogenies.
3.2.1. The Modular Curve $X(\Gamma')$. To simplify discussions with modular forms in this section, we now let $\Gamma = \text{PSL}_2(\mathbb{Z})$, which we maintain for the remainder of the section. Note that $\Gamma/\Gamma'$ is cyclic of order 6. Recall the following facts about the modular curve $X(\Gamma')$:

1. There are no elliptic points.
2. There is a unique cusp, which has width 6.
3. The curve $X(\Gamma')$ has genus 1.
4. The ring of modular forms is $M(\Gamma') = \mathbb{C}[\eta^4, E_4, E_6]$.

For explanation of the terminology above, see [11, Chapter 2].

Letting $x = E_4/\eta^8$ and $y = E_6/\eta^{12}$ we thus have that

$$y^2 = x^3 - 1728$$

so that the modular curve $X(\Gamma')$ is naturally the genus 1 curve with the above Weierstrass equation. Taking the cusp to be the distinguished point at infinity, it is seen to be an elliptic curve with complex multiplication by $\mathbb{Z}[\sqrt{-3}]$.

3.2.2. Étale Covers. If $\rho : Y \rightarrow X(\Gamma')$ is any isogeny of elliptic curves, then as the map $\rho$ is étale, we must have $Y \cong X(G)$, for some finite-index subgroup $\Gamma'' \subset G \subset \Gamma'$. Moreover, $Y$ has no elliptic points and the cusps, which are the kernel of the isogeny, have width 6. From the Weierstrass uniformization we see that such isogenies are naturally in bijection with lattices in $\mathbb{Z}[\sqrt{-3}]$.

Conversely, if $G$ is any finite index subgroup of $\Gamma'$ with $\Gamma'' \subset G \subset \Gamma'$, then $X(G)$ has no elliptic points and, because the image of $\Delta(6)^-$ inside $\text{PSL}_2(\mathbb{Z})$ is contained in $G$, all cusps have width 6. It follows both that $X(G)$ is genus 1, and the cover $X(G) \rightarrow X(\Gamma')$ is étale. In fact, it is simply an isogeny of elliptic curves.

We thus have a natural bijection between finite index lattices in $\mathbb{Z}[\sqrt{-3}]$ and finite index subgroups satisfying $\Gamma'' \subset G \subset \Gamma'$. The simplest part of this correspondence is

$$\Gamma'(N) := \langle A^N, B^N, \Gamma'' \rangle \quad \longleftrightarrow \quad N\mathbb{Z}[\sqrt{-3}].$$

We see that the index of $\Gamma'(N)$ in $\text{PSL}_2(\mathbb{Z})$ is $6N^2$.

**Proposition 3.9.** The groups $\Gamma'(N)$ are non-congruence for $N > 2$.

**Proof.** If $\Gamma'(N)$ were congruence, then by Lemma 3.5 and Wohlfahrt’s Theorem, see [31, Theorem 1], $\Gamma'(N)$ would contain $\Gamma(6)$, which we note has index $243^2$. Since $\Gamma'(N)$ has index $6N^2$, this immediately rules out all options for $N$ except $N = 1, 2$. □

**Remark 3.10.** We note that $\Gamma'(2)$ is a congruence subgroup, and that there exists $G$ with $\Gamma'(3) \not\subset G \subset \Gamma'$ where $G$ is congruence.

Since $\Gamma'(N)$ is normal in $\Gamma'$, it follows that $\Gamma'$ acts on $X(\Gamma'(N))$. By our description of these curves and the corresponding tower of isogenies, there exists a map

$$\rho_N : \Gamma' \rightarrow X(\Gamma'(N))[N],$$

where $X(\Gamma'(N))[N]$ denotes the $N$-torsion of this elliptic curve, such that the natural action of $\Gamma'$ on $X(\Gamma'(N))$ is given by $P \mapsto P + \rho_N(g)$.

It follows that an affine model for $X(\Gamma'(N))$ is described by the Weierstrass equation

$$\tilde{y}^2 = \tilde{x}^3 - 1728,$$
and the map \(X(\Gamma'(N)) \rightarrow X(\Gamma')\) can be understood through the multiplication by \(N\) map
\[
[N](\bar{x}, \bar{y}) = \left( \frac{\phi_N(\bar{x}, \bar{y})}{\psi_N(\bar{x}, \bar{y})}, \frac{\omega_N(\bar{x}, \bar{y})}{\psi_N(\bar{x}, \bar{y})^2} \right),
\]
with \(\psi, \phi, \) and \(\omega\) in \(\mathbb{Z}[x, y]\) division polynomials, whose definitions can be found in a variety of classical sources, such as [30, Section 3.2].

It follows that, where \(X(\Gamma')\) is understood in coordinates \(x\) and \(y\), we have
\[
x = \frac{\phi_N(\bar{x}, \bar{y})}{\psi_N(\bar{x}, \bar{y})^2}, \quad y = \frac{\omega_N(\bar{x}, \bar{y})}{\psi_N(\bar{x}, \bar{y})^3},
\]
and this gives us that
\[
\psi_N(\bar{x}, \bar{y})^2E_4 = \phi_N(\bar{x}, \bar{y})\eta^8, \quad \psi_N(\bar{x}, \bar{y})^3E_6 = \omega_N(\bar{x}, \bar{y})\eta^{12}.
\]
These expressions can be used to solve for \(q\)-expansions of \(\bar{x}\) and \(\bar{y}\).

Noting that \(\psi_N^2\) and \(\phi_N\) are actually polynomials in \(\bar{x}\) of degrees respectively \(N^2 - 1\) and \(N^2\), of the form
\[
\psi_N^2(\bar{x}) = N^2\bar{x}^{N^2-1} + O(\bar{x}^{N^2-2}) \quad \phi_N(\bar{x}) = \bar{x}^{N^2} + O(\bar{x}^{N^2-1}),
\]
and that \(E_4/\eta^8 \in \mathbb{Z}[q]\), we observe that the equation
\[
M(\bar{x}) = \psi_N(\bar{x})^2E_4 - \phi_N(\bar{x})\eta^8 = 0
\]
gives a polynomial satisfied by \(\bar{x}\) over \(\mathbb{Z}[q]\), where \(q = q_6 = e^{2\pi i/6}\). These equations can be used to solve for the \(q\)-series of \(\bar{x}\) and \(\bar{y}\), see below. Note that \(\bar{x}\) and \(\bar{y}\) have poles of order 2 and 3 respectively at the point at infinity, equivalently \(q = 0\), so that the solutions to these equations are given by Laurent series.

**Remark 3.11.** For each \(N\) there is an isomorphism \(X(\Gamma') \cong X(\Gamma'(N))\) and consequently \(X(\Gamma'(N))\) has Weierstrass equation \(\bar{y}^2 = \bar{x}^3 - 1728\). However, \(\bar{x}\) should not be confused with \(x = E_4/\eta^8\).

**Remark 3.12.** By comparing divisors we can see that
\[
\eta^4 = \frac{dy}{x} = \psi_n(\bar{x}, \bar{y})\frac{dy^{\con}}{\bar{x}}
\]

We next use the preceding material to describe the primes occurring in unbounded denominators of the modular forms for the groups \(\Gamma'(N)\). Of course, such existence results follow much more generally by [6], though in the very explicit case considered here one can be more precise about the primes that arise in denominators. Note also that since the forms that arise here can be expressed in terms of forms that transform under a character of the congruence group \(\Gamma'\), this case was considered even earlier by Kurth-Long in [21]. Nevertheless, we believe that our approach via isogenies of elliptic curves is of independent interest.

**Proposition 3.13.** The \(q\) series of \(\bar{x}\) has coefficients in \(\mathbb{Q}\). Moreover, suppose that \(\ell\) is a prime not dividing \(N\). Then the \(q\)-series of \(\bar{x}\) is \(\ell\)-integral.

**Proof.** Set \(\hat{x} = q^2\bar{x}\) and \(\hat{\eta}^4 = q^{-1}\eta^4\), so that \(\hat{x}\) and \(\hat{\eta}^4\) are both in \(\overline{\mathbb{Q}}[q]\). We have that \(\hat{x}\) satisfies the equation over \(\mathbb{Z}[q]\)
\[
\hat{M}(X) = q^{2N^2-2}M\left(\frac{1}{q^2}X\right),
\]
whose reduction modulo \( q \) is
\[
\hat{M}(X) = N^2X^{N^2-1} - X^{N^2} \quad (\text{mod } q),
\]
where the variable \( X \) above should not be confused with the modular curves \( X(\Gamma'(N)) \). From this it follows, using that the constant term of \( \hat{x} \) is non-vanishing, that
\[
\hat{x} = N^2 \quad (\text{mod } q).
\]

To apply Hensel’s lemma to solve equation (2) and thereby find the \( q \)-series of \( \hat{x} \), we shall need to consider the derivative
\[
\hat{M}'(N^2) = (N^2(N^2 - 1))(N^2)^{N^2-2} - N^2(N^2)^{N^2-1} = -N^{2N^2-2} \quad (\text{mod } q).
\]
The sources of any irrational quantities that might arise while applying Hensel’s lemma are the coefficients of the polynomial occurring in equation (2), as well as from the solution of the first step of Hensel’s lemma (the solution modulo \( q \)). The sources of denominators that arise from this procedure are likewise the coefficients, and inverting the constant term, as a series in \( q \), of \( \hat{M}'(\hat{x}) \). We conclude that the coefficients of \( \hat{x} \) are rational and, in fact, integral away from primes dividing \( N \).

The following result is a standard part of the theory of isogenies of elliptic curves:

**Lemma 3.14.** Suppose \( p > 3 \) is prime and write \( \psi_p(X) = \sum_i a_iX^i \). Then if \( p \) is an ordinary prime for \( X(\Gamma') \), we have \( p \mid a_i \) for \( i > (p^2 - p)/2 \), whereas if \( p \) is a supersingular prime, we have \( p \mid a_i \) for all \( i > 0 \). When \( p = 2 \) or \( p = 3 \) we have that \( \psi_p(X) = 0 \) (mod \( p \)).

**Proof.** For supersingular primes there are no (non-trivial) \( p \)-torsion points modulo \( p \), hence \( \psi_p(X) \) is a constant modulo \( p \).

For ordinary primes there are \( p - 1 \) (non-trivial) \( p \)-torsion points modulo \( p \), so the degree of \( \psi_p(X) \) modulo \( p \) must be divisible by \( (p - 1)/2 \). Since the lead coefficient is divisible by \( p \), so two are the first \( (p - 1)/2 \).

The case of \( p = 2 \) and \( p = 3 \) is a direct check. But note that in contrast to the case of other primes, these do not give division polynomials modulo 2 and 3, since the discriminant of our curve’s model is divisible by both 2 and 3.

**Lemma 3.15.** Suppose \( p > 3 \) is prime and write \( \psi_{p'}(X) = \sum_i a_i^{(p')}X^i \). Then we have that \( v_p(a^{(p')}_{(p^2-1)/2-i}) = r \) for \( i < (p - 1)/2 \), while \( v_p(a^{(p')}_{(p^2-1)/2-i}) > r - [2i/(p^2 - 1)] \) if \( i \geq (p - 1)/2 \).

**Proof.** We note, by comparing divisors and lead terms, that we have the recurrence
\[
\psi_{p'}(X) = \psi_p(x)^{p^{2r-2}}\psi_{p'r-1}
\]
from which we find
\[
\psi_{p'}(X) = \sum_{i=0}^{m} a^{(p')}_{m-i} \psi_p(X)^{2i+1} \phi_p(X)^{m-i}
\]
where for convenience \( m = \frac{p^{2(r-1)} - 1}{2} \). Comparing the degree of \( \phi_p(X) \), which is \( p^2 \), to that of \( \psi_p(X) \), which is \( (p^2 - 1)/2 \), we see that the highest order terms have \( p \)-adic valuations coming from \( a^{(p')}_{m-i} \) and \( \psi_p(x)^{2i+1} \) recursively. The \( p \)-adic valuation
Suppose $p > 3$ is prime, write $N = p^r M$ where $p \nmid M$ and write $\psi_N(X)^2 = \sum_i b_i^{(N)} x^i$. Then we have $v_p(b_i^{(N)}_{(N^2 - 1)^2 - 1}) = 2r$ for $i < (p - 1)/2$ and $v_p(b_i^{(N)}_{(N^2 - 1)^2 - 1}) > r - \lceil 2i/(p - 1) \rceil$ for $i \geq (p - 1)/2$.

**Proof.** We note, by comparing divisors and lead terms, that we have the recurrence

$$\phi_N(X) = \frac{1}{12N^2 - 1} \psi_N^2(12X), \quad \hat{\phi}_N(X) = \frac{1}{12N^2} \psi_N(12X),$$

have integer coefficients. Moreover, if for $r \geq 1$ we have $2^r \parallel N$, then $\frac{1}{2^{2r}} \hat{\psi}_N(X)^2$ is integral and

$$\frac{1}{2^{2r}} \hat{\psi}_N(X)^2 = X^{N^2 - 4}(X^3 - 1) \pmod{2}, \quad \hat{\phi}_N(X) = X^{N^2} \pmod{2}.$$

If for $r \geq 1$ we have $3^r \parallel N$, then $\frac{1}{3^{2r}} \hat{\psi}_N(X)^2$ is integral and

$$\frac{1}{3^{2r}} \hat{\psi}_N(X)^2 = X^2(X - 1)^{N^2 - 3} \pmod{3}, \quad \hat{\phi}_N(X) = (X - 1)^{N^2} \pmod{3}.$$

**Proof.** Performing the substitutions $x = 12\tilde{x}$ and $y = 24\sqrt{3}\tilde{y}$ yields the Weierstrass equation $y^2 = x^3 - 1$. As this curve is isomorphic to our curve, and the division polynomials are uniquely determined up to scaling, we can compare constant terms to conclude that

$$\hat{\psi}_N(\tilde{x})^2 = \frac{1}{12N^2 - 1} \psi_N(12\tilde{x})^2, \quad \hat{\phi}_N(\tilde{x}) = \frac{1}{12N^2} \phi_N(12\tilde{x}).$$

Next, we note that

$$\psi_N(X)^2 = \psi_{p^r}(X)^2 M^2 \psi_M \left( \frac{\phi_{p^r}(X)}{\psi_{p^r}(X)^2} \right)^2$$

implies that in either case the divisibility claim we are trying to establish, as well as the claim about reduction for $\hat{\psi}_N$, follow from the analogous claims for $\hat{\psi}_{p^r}$ and $\hat{\phi}_{p^r}$.

Similarly, using

$$\phi_N(X) = \psi_{p^r}(X)^2 M^2 \phi_M \left( \frac{\phi_{p^r}(X)}{\psi_{p^r}(X)^2} \right)^2,$$

we see that the claims about the reduction reduce to those for the case of $\phi_{p^r}$, and using the divisibility claim about $\psi_{p^r}$.

To initiate a proof by induction, we note the following identities:

$$\hat{\psi}_2(x)^2 = 4(x^3 - 1), \quad \hat{\phi}_2(x) = x^4 + 2^3 x,$$

$$\hat{\psi}_3(x)^2 = 9(x^8 - 2^3 x^5 + 2^4 x^2), \quad \hat{\phi}_3(x) = x^9 + 2^5 \cdot 3 x^6 + 2^4 \cdot 3 x^3 - 2^6.$$
The lemma thus holds in these cases.

For the inductive step, consider the recursive identity

\[
\hat{\psi}_{p^r}(x)^2 = \hat{\psi}_p(x)^{2p^{2r-2}} \psi_{p^{r-1}} \left( \frac{\hat{\phi}_p(x)}{\psi_p(x)^2} \right)^2
\]

and divide both sides by \( p^{2r} \). The claim concerning \( \hat{\psi} \) follows by induction.

Next, in considering the recursion

\[
\hat{\phi}_{p^r}(x) = \psi_{p^{r-1}}(x)^{2p^r} \phi_p \left( \frac{\hat{\phi}_{p^{r-1}}(x)}{\psi_{p^{r-1}}(x)^2} \right),
\]

we see that the claim concerning \( \hat{\phi} \) follows by induction. This concludes the proof of the Lemma. \( \square \)

Proposition 3.19. Suppose \( p > 3 \) is an odd prime. For any \( p \mid N \) the \( q \)-series for \( \tilde{x} \) has unbounded denominators at \( p \).

Proof. Beginning as in Proposition 3.13, we now set

\[
\tilde{q} = \frac{q}{N}, \quad \tilde{x} = \frac{x}{N^2} = \frac{q^2}{N^2} \tilde{x} = \tilde{q}^2 \tilde{x}
\]

and note \( \tilde{x} = 1 \pmod{\tilde{q}} \). Next set

\[
\tilde{M}(X) = \frac{1}{N^{2N^2-2}} \tilde{M}(N^2 X)
\]

\[
= \frac{1}{N^{2N^2-2}} \tilde{M} \left( \frac{N^2}{\tilde{q}^2} X \right)
\]

\[
= \tilde{q}^{2N^2-2} \tilde{M} \left( \frac{1}{\tilde{q}^2} X \right)
\]

\[
= \tilde{q}^{2N^2-2} \tilde{\psi}_N \left( \frac{1}{\tilde{q}^2} X \right)^2 E_4 - N^2 \tilde{q}^{2N^2} \tilde{\phi}_N \left( \frac{1}{\tilde{q}^2} X \right) \tilde{\eta}^8
\]

Observe that \( \tilde{M}(X) \in \mathbb{Z}[\tilde{q}][X] \). Note also that, as a series in \( \tilde{q} \), we have

\[
E_4 = \tilde{\eta}^8 = 1 \pmod{N}, \quad E_4 = \tilde{\eta}^8 = \tilde{x} = 1 \pmod{\tilde{q}}.
\]

Consequently:

\[
\tilde{M}(X) = N^2 X^{N^2-1} - N^2 X^{N^2} \pmod{\tilde{q}},
\]

\[
\tilde{M}(X) = \tilde{q}^{2N^2-2} \tilde{\psi}_N \left( \frac{1}{\tilde{q}^2} X \right)^2 \pmod{\tilde{N}}.
\]

We note that if \( \tilde{x} \) has unbounded denominators at \( p \), then we are done, since then \( \tilde{x} \) must also have unbounded denominators at \( p \).

We next consider the case that \( \tilde{x} \) has integral coefficients. Then \( \tilde{x} \) is a non-zero solution to the non-zero polynomial:

\[
\tilde{M}(X) = \tilde{q}^{2N^2-2} \tilde{\psi}_N \left( \frac{1}{\tilde{q}^2} X \right)^2 \pmod{p}.
\]

But then \( \tilde{x}/\tilde{q}^2 \) is a non-zero solution to the non-zero polynomial \( \psi_N(X)^2 \). However, since \( \tilde{x}/\tilde{q}^2 = 1/\tilde{q}^2 + O(1/\tilde{q}) \) this is not possible.

Now, suppose for the purpose of contradiction that the \( p \)-denominators of \( \tilde{x} \) as a power series in \( \tilde{q} \) are bounded. Then consider the minimal power \( a \geq 1 \) so that
\[ \hat{x} = p^a \hat{x} \] clears them. Now consider the minimal power \( b \) so that \( \hat{M}(X) = p^b \hat{M}(X/p^a) \) has integral coefficients. By Lemma 3.16 we can see that \( b = a N^2 - 2v_p(N) \) as the minimal value of \( b \) must come from the coefficient of \( X^{N^2} \) in \( \phi_N(X) \). It follows that \( \hat{x} \) is a non-zero solution to \( X^{N^2} = 0 \pmod{p} \), which is a contradiction. \( \square \)

**Proposition 3.20.** Suppose that either \( p = 2 \) and \( 4 \mid N \), or \( p = 3 \) and \( 3 \mid N \). Then the \( q \)-series for \( \hat{x} \) has unbounded denominators at \( p \).

**Proof.** Proceed as in Proposition 3.21 except set

\[ \hat{q} = \frac{\sqrt{12q}}{N}, \quad \hat{x} = \frac{x}{N^2} = \frac{q^2}{N^2} \hat{x} = \hat{q}^2 \hat{x}, \]

so that we obtain

\[
\hat{M}(X) = \frac{1}{N^{2N^2-2}} \hat{M}(N^2 X)
= \frac{1}{12N^2-1} \hat{q}^{2N^2-2} \hat{\psi}_N \left( \frac{12}{\hat{q}^2} X \right)^2 E_4 - \frac{N^{2N^2} \hat{q}^{2N^2} \phi_N \left( \frac{12}{\hat{q}^2} X \right)}{12N^2} \hat{\eta}^8.
\]

By Lemma 3.18 we have that \( \frac{1}{N} \hat{M}(X) \) has integral coefficients, and by Hensel’s lemma we find that \( \hat{x} \) will have a \( \hat{q} \)-series with coefficients in \( \mathbb{Z}[\sqrt{3}] \).

Reducing modulo 2 or \( \sqrt{3} \) respectively and exploiting our understanding of the shape of \( \frac{1}{N} \hat{M}(X) \) from Lemma 3.18 we conclude the series has infinitely many non-zero coefficients. This yields unbounded denominators, where the Eisenstein constant of [12] has a growth rate on the order of \( 2^{r-1} \), if \( 2^r \mid N \), and \( 3^{r-1/2} \) if \( 3^r \mid N \). \( \square \)

**Remark 3.21.** We may obtain a bound on the unboundedness of the denominators \( p > 3 \) by considering the alternative rescaling

\[ \hat{q} = \frac{q}{N^2}, \quad \hat{x} = \frac{x}{N^2} = \frac{q^2}{N^2} \hat{x} = N^2 \hat{q}^2 \hat{x} \]

with

\[
\hat{M}(X) = \frac{1}{N^{2N^2}} \hat{M}(N^2 X)
= \frac{q^{2N^2-2}}{N^{2N^2}} M \left( \frac{N^2}{q^2} X \right)
= N^{2N^2-4} \hat{q}^{2N^2-2} M \left( \frac{1}{N^2 \hat{q}^2} X \right)
= N^{2N^2-4} \hat{q}^{2N^2-2} \hat{\psi}_N \left( \frac{1}{N^2 \hat{q}^2} X \right)^2 E_4 - N^{2N^2} \hat{q}^{2N^2} \phi_N \left( \frac{1}{N^2 \hat{q}^2} X \right) \hat{\eta}^8.
\]

Observe that \( \hat{M}(X) \in \mathbb{Z}[\hat{q}][X] \) and since now

\[ \hat{M}(X) = X^{N^2-1} - X^{N^2} \pmod{\hat{q}} \]

it follows that we have \( \hat{x} \in \mathbb{Z}[\hat{q}] \). This shows that the \( p \)-part of the Eisenstein constant in this case is bounded above by \( p^{2v_p(N)} \) where \( v_p(N) \) is the \( p \)-adic valuation of \( N \). From the proof of Proposition one obtains a lower bound of \( p^{v_p(N)} \). These bounds can be observed in Table 1.

**Example 3.22.** The computations above can be used to compute the \( q \)-expansions of \( \hat{x} \) for various groups \( \Gamma'(N) \). See Table 1 on page 17.
Proposition 3.23. Let $\chi$ be a character of $\Gamma'/G$ and define

$$E_{2k}^\chi = \sum \chi(g_i)E_{2k}^g.$$  

Then unless $k = 1$ and $\chi = 1$, the function is a holomorphic modular form of weight 2k and character $\chi$. When $k = 1$ and $\chi = 1$ this is simply a multiple of $E_2$.  

**Table 1.** Fourier coefficients of modular functions $\tilde{x}$ on $\Gamma'(N)$ for small $N$. The case $N = 2$ is the only congruence form above.
The result is standard; the case $k \geq 2$ is addressed in [24, Section 2.6]. When $k = 1$, the congruence case is considered in [24, Theorem 7.2.12], and the noncongruence case can be derived using methods in [20, Chapters III-IV].

Remark 3.24. For $k > 1$ the forms $E^{(g, \infty)}_{2k}$ are themselves holomorphic modular forms, for $k = 1$ they are only quasi-modular.

**Proposition 3.25.** Let $G = \Gamma'(N)$. Let $\chi$ be any character of $G/\Gamma'$ and write $\chi(g) = \langle T, \rho_{N}(g) \rangle$ for some $T \in X(G)[N]$ and where the pairing is the Weil pairing.

For $F \in M_{2}(G, \chi)$, the divisor of $F$ is precisely

$$\sum_{[N]R=T} R.$$ 

**Proof.** For $\chi \neq 1$ we use the standard results used to construct the Weil pairing. That is, there exists a function $g$ on $X(G)$ which has divisor

$$\sum_{[N]R=T} R - \sum_{[N]R=0} R.$$ 

and this function transforms with character $\langle T, \rho_{N}(g) \rangle$. The function $\eta^4g$ is then a basis for the one dimensional space $M_{2}(G, \chi)$.

For $\chi = 1$ the function $\eta^4$ is a basis of $M_{2}(G, \chi)$ and has the correct divisor. □

**Proposition 3.26.** Let $G = \Gamma'(N)$. Then every weight $2k$ modular form has the form

$$(P(\tilde{x}) + Q(\tilde{x})\tilde{y}) \left( \frac{\eta^4}{\psi_{N}(\tilde{x}, \tilde{y})} \right)^k$$

where $P, Q \in \mathbb{C}[X]$ respectively have degree at most $\lfloor kN^2/2 \rfloor$ and $\lfloor (kN^2 - 3)/2 \rfloor$.

**Proof.** One readily verifies that the divisor of $\frac{\eta^4}{\psi_{N}(\tilde{x}, \tilde{y})}$ is precisely $N^2[\infty]$, so that the collection of forms given are indeed all holomorphic. A dimension count then verifies that this gives the whole space. □

**Proposition 3.27.** The Laurent series for $\frac{1}{\psi_{N}(\tilde{x}, \tilde{y})}$ has bounded denominators for all primes $\ell$ with $(\ell, N) = 1$.

**Proof.** From the proof of Proposition 3.13 we verify that the Laurent series of $\psi_{N}^2$ is of the form

$$N^{2N^2}q^{-2N^2-2} + O(q^{-2N^2-1})$$

from which it follows that inverting $\psi_{N}$ does not introduce denominators for primes not dividing $N$. □

**Proposition 3.28.** The unbounded denominators for modular forms on $\Gamma'(N)$ are precisely at odd primes dividing $N$, and if $4 \mid N$, also at 2. Specifically, there are modular forms with unbounded denominators at each of these primes, and these are the only primes which can contribute unbounded denominators.

**Proof.** That no other primes appear in denominators follows from Propositions 3.13, 3.26 and 3.27, and using that from the equation

$$\tilde{y}^2 = \tilde{x}^3 - 1728$$

the denominators for $\tilde{y}$ cannot be worse than those for $\tilde{x}$, except hypothetically at $p = 2$. However, in the case of $4 \nmid N$ then $\tilde{x}$ generates the function field as an
extension of a congruence curve, hence \( \tilde{y} \) can be expressed as a polynomial in \( \tilde{x} \) with coefficients modular functions with bounded denominators.

That unbounded denominators exist follows immediately from 3.21, 3.20, 3.26, and 3.27.

3.3.2. Dimension Formulas.

**Proposition 3.29.** Suppose \( \Gamma'' \subset G \subset \Gamma' \). Denote by \( S_k \) and \( \mathcal{E}_k \), respectively, the space of cusp forms of weight \( k \), and the space generated by Eisenstein series. Then the following facts hold:

1. The dimension for the space of modular forms \( M_{2k}(G) \) is precisely \( k|G:\Gamma'| \), and, for \( k > 1 \), we have that \( S_{2k}(G) \) has dimension precisely \( (k-1)|G:\Gamma'| \).
2. The dimension for the space of modular forms \( M_{2k}(G, \chi) \) is precisely \( k \).
3. For \( \chi \neq 1 \) we have \( S_{2k}(G, \chi) = \eta^4 M_{2(k-1)}(G, \chi) \), it is of dimension \( k-1 \), and \( \mathcal{E}_{2k}(G, \chi) \) has dimension 1.
4. For \( \chi = 1 \) we have \( S_{2k}(G, \chi) = S_{2k}(\Gamma') \). For \( k > 1 \) this has dimension \( k-1 \), and for \( k = 1 \) this has dimension 1. The space \( \mathcal{E}_2(G, \chi) = \mathcal{E}_2(\Gamma') \) has dimension 0, whereas \( \mathcal{E}_{2k}(G, \chi) = \mathcal{E}_{2k}(\Gamma') \) has dimension 1 for \( k > 1 \).

The claims all follow from general principles, see for example [27].

**Proposition 3.30.** Suppose \( \Gamma'' \subset G \subset \Gamma' \) and fix \( N \) such that \( \Gamma'(N) \subset G \). Let \( \chi \) be any character of \( \Gamma'/G \), and denote by \( \tilde{\chi} \) the character of \( \Gamma'/\Gamma'(N) \) induced by the map

\[ \Gamma'/\Gamma'(N) \to \Gamma'/G \xrightarrow{\mathcal{F}} \mathbb{C}^\times. \]

We have

\[ M_{2k}(G, \chi) = M_{2k}(\Gamma'(N), \tilde{\chi}). \]

**Proof.** We have a natural inclusion \( M_{2k}(G, \chi) \to M_{2k}(\Gamma'(N), \tilde{\chi}) \), and the spaces have the same dimension. \( \square \)

**Proposition 3.31.** Suppose \( \Gamma'' \subset G \subset \Gamma' \) and that for every character \( \chi \) of \( \Gamma'/G \) there exist non-trivial characters \( \chi_1 \) and \( \chi_2 \) of \( \Gamma'/G \) such that \( \chi = \chi_1 \chi_2 \). Then the graded ring \( M(G) = \oplus_{k \in \mathbb{Z}} M_k(G) \) is generated in weight 2. In particular this holds provided \( |\Gamma'/G| > 3 \).

**Proof.** For \( k > 1 \) we have \( S_{2k}(G, \chi) = \eta^4 M_{2(k-1)}(G, \chi) \) which, using the dimension formulas, reduces the problem to finding at least one element of \( M_{2k}(G, \chi) \setminus S_{2k}(G, \chi) \) coming from lower weights. Letting \( k = k_1 + k_2 \) we see that \( E_{2k_1} \times E_{2k_2} \) is precisely such an element. \( \square \)

**Remark 3.32.** Notice that the condition on the group of characters in Proposition 3.31 is necessary, as indeed \( M(\Gamma') \) is not generated in weight 2.

3.4. **The groups** \( G_p \). There are many intermediate \( \phi \)-congruence subgroups that are not contained in \( \Gamma' \), and so are not accounted for in the preceding discussion. One way to study modular forms coming from such groups \( G \) is to relate forms on \( G \) to forms on \( G \cap \Gamma' \). For example, by noting that the associated curves are quotients of an elliptic curve by an action of the group \( G/(G \cap \Gamma') \), we can already see via the Hurwitz genus formula that these curves would virtually all have genus 0.

We will not pursue a detailed study of all these groups here, but instead we close this discussion by identifying a family of these genus zero \( \phi \)-congruence subgroups that are maximal subgroups of \( \Gamma \).
For $p \equiv 5 \pmod{12}$ a prime let

$$G_p := \phi_p^{-1} \left\{ \begin{pmatrix} u & v \\ 0 & u^{-1} \end{pmatrix} \mid u^4 = 1, v \in \mathbb{F}_p \right\}. \tag{3}$$

Notice that $S, T^3 \in G_p$ for all primes $p$.

**Lemma 3.33.** For each prime $p \equiv 5 \pmod{12}$, the group $G_p$ is noncongruence in $\Gamma$ of index $3p$.

**Proof.** Since $S, T^3 \in G_p$, the Wohlfahrt level is 3. Therefore, $G_p$ is congruence if and only if $\Gamma(3) \subseteq G_p$. To see that this is not so, notice that

$$M := \begin{pmatrix} 13 & -9 \\ 3 & -2 \end{pmatrix} = T^4 S^{-1} T^{-2} S^{-1} T S^{-1} \in \Gamma(3),$$

$$\phi(M) = \begin{pmatrix} 1 & 2 \zeta^3 - 2 \zeta \\ 0 & 2 \zeta^3 - 2 \zeta \end{pmatrix}. $$

Since $\zeta^3 - \zeta$ is a primitive 12th root of unity, our hypothesis $p \equiv 5 \pmod{12}$ ensures that $\zeta^3 - \zeta$ does not reduce mod $p$ to an element of $\mathbb{F}_p$. We deduce that $M \notin G_p$, which shows that $\Gamma(3)$ is not contained in $G_p$. $\square$

**Lemma 3.34.** Let $p \equiv 5 \pmod{12}$. The congruence closure of $G_p$ is the unique normal subgroup $\Gamma(3)$ of $\Gamma$ of index 3.

**Proof.** For this, let

$$L_p = \left\{ \begin{pmatrix} u & v \\ 0 & u^{-1} \end{pmatrix} \mid u^4 = 1, v \in \mathbb{F}_{p^2} \right\}. $$

This is a normal subgroup of $\phi_p(\Gamma)$ of index 3. Therefore, $\phi_p^{-1}(L_p)$ must be the unique normal subgroup $\Gamma(3)$ of $\Gamma$ of index 3, which is congruence of level 3. This shows that $G_p \subseteq \Gamma(3)$. Since the index of $G_p$ inside $\Gamma$ is 3$p$, and $p$ is prime, we see that the congruence closure of $G_p$ must be $\Gamma(3)$ as claimed.$\square$

We now briefly illustrate how to study modular forms on these intermediate groups by passing to $\Gamma'$ and using the preceding material. Let $\widetilde{G}_p = \Gamma' \cap G_p$ then $X(\widetilde{G}_p)$ is a genus 1 elliptic curve with a $p$-isogeny to $X(\Gamma')$. So $X(\widetilde{G}_p)$ has $p$ cusps, the kernel of the isogeny, and no elliptic points. The group $\widetilde{G}_p$ is index 2 in $G_p$. The group $G_p/\widetilde{G}_p$ acts on $X(\widetilde{G}_p)$ by the hyper-elliptic involution and hence $X(G_p)$ is the quotient by this involution.

We conclude that $X(G_p)$ has $(p + 1)/2$ cusps, the origin being the only $p$-torsion point fixed by the involution. Additionally, $X(G_p)$ has 3 elliptic points of order 2, these are the images of the non-trivial 2-torsion points on $X(\widetilde{G}_p)$. Finally, $X(G_p)$ has no elliptic points of order 3. The Hurwitz genus formula allows us to see that the genus is 0.

The dimension formula for the spaces of modular forms of weight $2k$ on $X(\widetilde{G}_p)$ is $kp$, whereas on $X(G_p)$ it is

$$kp/2 + 1 - \begin{cases} \frac{3}{2} & 2^{\frac{1}{2}} \frac{1}{k} \\ 0 & \text{otherwise} \end{cases}.$$
Comparing with the dimension formula for $X(\Gamma_{(3)})$, where recall that $\Gamma_{(3)}$ is the unique normal subgroup of $\Gamma$ of index 3,

$$k/2 + 1 - \left\lceil \frac{\sqrt{3}}{2} \right\rceil 2 \uparrow k$$

we see that the dimension for the space of forms on $X(G_p)$ is essentially half of that on $X(\tilde{G}_p)$ with rounding issues relating to forms on $X(\tilde{G}_p)$ with trivial character, that is, forms in the subring $\mathbb{C}[\eta^8, E_4, E_6]$. As the modular forms on $X(G_p)$ are those on $X(\tilde{G}_p)$ that are fixed by the hyperelliptic involution, we have in the notation of Proposition 3.26, and either using Proposition 3.30, or adapting to $X(\tilde{G}_p)$ rather than $X(\Gamma'(p))$, the forms on $X(G_p)$ are of the form

$$P(\tilde{x}) \left( \frac{\eta^4}{\psi_p(\tilde{x}, y)} \right)^k.$$ 

Finally, noting that the hyperelliptic involution acts on characters by $\chi \mapsto \chi^{-1}$, a natural basis for forms on $X(G_p)$ comes from adding together forms from $M_k(\tilde{G}_p, \chi)$ and $M_k(\tilde{G}_p, \chi^{-1})$ for each character $\chi$ of $\Gamma'/\tilde{G}_p$.

Though we focused on the specific case of $G_p$ above, the analysis is similar if the image of $G$ in $\Gamma/\Gamma'$ has order 2 and $\Gamma'(N) \subset G$ with $N$ odd (when $N$ is even the group $G$ need not include the hyperelliptic involution). When the image has elements of order 3, there is also a quotient by a degree three automorphism of the curve. In this case the analysis is simpler if $3 \nmid n$, in which case the fixed points will be three of the 3-torsion points on the elliptic curve, which leads to two elliptic points.

We conclude this section by illustrating in Figure 1 the Belyi map corresponding to the smallest genus zero example $G_p$ for $p = 5$, which is of index 15 inside $\Gamma$. Descriptions on how to illustrate Belyi maps via dessins d’enfants are found in a variety of sources, such as [18].

4. SOME SYMPLECTIC FAMILIES

The results of [22] imply that surjective homomorphisms $\Gamma \to \text{Sp}_4(\mathbb{F}_q)$ are somewhat rarer than for other classical groups. In this section we study families of subgroups arising from such homomorphisms obtained via the moduli results of [29] on irreducible representations of $\Gamma$ of rank 4. Throughout this section we take $\Gamma = \text{SL}_2(\mathbb{Z})$, and we write $\rho$ in place of $\phi$ for our homomorphism, to distinguish this case from the previous one.
4.1. Moduli of representations of rank 4. In [29], equations for the moduli space of four-dimensional irreducible representations of $\Gamma$ were determined. The corresponding vector-valued modular forms were studied in [14]. Our goal now is to study which representations in this moduli space admit a symplectic structure. Let us recall from Proposition 2.6 of [29] that the moduli space of irreducible representations of $\Gamma$ has irreducible components determined by matrices \[
\rho(T) = \begin{pmatrix}
    x & (1 + D^{-1} + D^{-2})y & (1 + D^{-1} + D^{-2})z & w \\
    0 & y & (1 + D^{-1})z & w \\
    0 & 0 & z & w \\
    0 & 0 & 0 & w
\end{pmatrix},
\]
\[
\rho(S) = \begin{pmatrix}
    0 & 0 & 0 & -(x^2 y D^3)^{-1} \\
    0 & 0 & 0 & 0 \\
    0 & -D^2(y z^2)^{-1} & 0 & 0 \\
    (x w^2)^{-1}
\end{pmatrix},
\]
for nonzero complex numbers $x, y, z, w$, and where $D = \sqrt{yz/xw}$ denotes a choice of square-root. Moreover, the Corollary above 2.10 of [29] shows that necessarily $(xyzw)^3 = 1$, so that the space of irreducible representations has 6 irreducible components, corresponding to the third root of unity $xyzw$ and the choice of sign in $D$. See Section 2.10 of [29] for polynomial conditions that the eigenvalues of $\rho(T)$ must satisfy in order to ensure that $\rho$ is irreducible – since we will be interested in generic specializations of $\rho$, we will not be overly concerned with these conditions. Notice that $\rho$ is defined over a number field if and only if the eigenvalues of $\rho(T)$ are algebraic.

In order to simplify some of the commutative algebra to follow, we write $x = X^2$, $y = Y^2$, $z = Z^2$, $w = W^2$, so that $D = \pm YZ/XW$. Since we do not intend to be exhaustive below, we consider only the case $D = YZ/XW$ and omit discussion of the case $D = -YZ/XW$.

To begin, in terms of our new variables, we have \[
\rho(T) = \begin{pmatrix}
    X^2 & Yz^2 + XZy W + X^2 w^2 & Yz^2 + XZy W + X^2 w^2 & W^2 \\
    0 & Y^2 & Yz^2 + XZy W + X^2 w^2 & W^2 \\
    0 & 0 & Y^2 & W^2 \\
    0 & 0 & 0 & W^2
\end{pmatrix},
\]
\[
\rho(S) = \begin{pmatrix}
    0 & 0 & 0 & -W \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    1 & 0 & 0 & 0
\end{pmatrix},
\]
where $(XYZW)^6 = 1$. Initially we look for an antisymmetric matrix
\[
J = \begin{pmatrix}
    0 & A & B & C \\
    -A & 0 & D & E \\
    -B & -D & 0 & F \\
    -C & -E & -F & 0
\end{pmatrix}
\]
such that $\rho(T)^4 J \rho(T) = J$ and $\rho(S)^4 J \rho(S) = J$. Using that $XYZW \neq 0$, this already reduces us to considering a matrix of the form:

$$J = \begin{pmatrix}
0 & -\frac{X^2W^2 + 1}{X^2W^2} & 0 & -\frac{XY^2Z^2W - YZ - XW}{XY^2Z^4W} & 0 & 1 \\
\frac{X^2Y^2Z^2W + YZ + XW}{X^2Y^2Z^4W} & 0 & 0 & -X^4Z^2W^6 + X^2Z^2W^4 & 0 & 0 \\
-1 & 0 & X^4Z^2W^6 - X^2Z^2W^4 & 0 & 0 & 0 \\
\frac{X^3Y^3ZW^5 - X^2Y^2Z^4 - 1}{X^4Y^2Z^6W^5} & 0 & -\frac{X^3Y^3zw^5 + X^3Y^2ZW^3}{X^3Y^2Z^6W^5} & 0 & 1 \\
0 & \frac{xzW}{Y^3} & 0 & -xzW & 0
\end{pmatrix} \quad (C+$$

Again, since we do not intend to be exhaustive, we shall concentrate on the case $E = 0$. In this case, we can extract some polynomial equations that encode the condition that $J$ defines a symplectic form for $\rho$. These equations describe a variety with eight components, four that are one-dimensional, and four that are two-dimensional. The two-dimensional components are given by the ideals:

$$I_1 = (XW + 1, YZ + 1), \quad I_2 = (XW + 1, Y^2Z - YZ + 1),$$
$$I_3 = (XW - 1, Y^2Z + YZ + 1), \quad I_4 = (XW - 1, YZ - 1).$$

In what follows we consider only the case $I_4$, where $E = 0$, and we set $C = 1$, which we are free to do since we may rescale $J$. Under these hypotheses, we can write things easily in terms of our original variables and we find that we are considering the following surface inside of the Tuba-Wenzl moduli space:

$$\rho(T) = \begin{pmatrix} x & 3y & 3y^{-1} & x^{-1} \\ 0 & y & 2y^{-1} & x^{-1} \\ 0 & 0 & y^{-1} & x^{-1} \\ 0 & 0 & 0 & x^{-1} \end{pmatrix}, \quad \rho(S) = \begin{pmatrix} 0 & 0 & 0 & -x^{-1} \\ 0 & 0 & y^{-1} & 0 \\ 0 & -y & 0 & 0 \\ x & 0 & 0 & 0 \end{pmatrix}.$$

This family of representations preserves the symplectic form

$$J = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & -3 & 0 \\ 0 & 3 & 0 & 0 \\ -1 & 0 & 0 & 0 \end{pmatrix}.$$

4.2. Combinatorics of some $Sp_4$ families. We now have a generous supply of homomorphisms

$$\rho: \Gamma \rightarrow Sp_4(\mathbb{Q}).$$

Reducing modulo $p$ for all but finitely many primes $p$ — we must avoid 3 where $J$ has bad reducibility properties, as well as the divisors of $xy$ — we obtain homomorphisms

$$\rho_p: \Gamma \rightarrow Sp_4(\mathbb{F}_p).$$
As we will see in Theorem 4.3, by choosing $x$ and $y$ carefully, this homomorphism is surjective for (conjecturally) infinitely many primes $p$. We thereby obtain noncongruence subgroups $\ker \rho_p$ of $\Gamma$ of finite index:

$$[\Gamma : \ker \rho_p] = |\text{Sp}_4(\mathbf{F}_p)| = p^4(p^4 - 1)(p^2 - 1),$$

which grows like $O(p^{10})$. This index is too large and poses a problem for explicit study. To circumvent this problem, we compose $\rho_p$ with a primitive action of $\text{Sp}_4(\mathbf{F}_p)$ on the set of Lagrangian subspaces in $\mathbf{F}_p^4$, which will pick out a maximal noncongruence subgroup of $\Gamma$ as a point stabilizer. These symplectic point stabilizers are the analogues in our setting of the classical congruence groups $\Gamma_0(p)$.

Assume $p \geq 5$ (later we will require $p \geq 11$) and let our symplectic form be given by $J$ as above. Let $X$ denote the corresponding symplectic Grassmanian. If $p > 3$ is prime, then either 3 or $-3$ is a quadratic residue mod $p$. Using this, one can show that $X$ is isomorphic mod $p$ to the usual symplectic Grassmanian, and so

$$|X(\mathbf{F}_p)| = (p^2 + 1)(p + 1),$$

which grows instead like $O(p^3)$. Point stabilizers under this action are known to be isomorphic with $\text{GL}_2(\mathbf{F}_p)$ semi-direct producted with the additive group $\text{Sym}_2(\mathbf{F}_p)$ of symmetric $2 \times 2$-matrices. An explicit computation with the symplectic form defined by $J$ gives:

$$X = \left\{ \left\langle \begin{pmatrix} 1 \\ 0 \\ a \\ b \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ c \end{pmatrix} \right\rangle \right\} \cup \left\{ \left\langle \begin{pmatrix} 0 \\ 1 \\ a \\ b \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ c \\ 0 \end{pmatrix} \right\rangle \right\} \cup \left\{ \left\langle \begin{pmatrix} 0 \\ 1 \\ a \\ b \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} \right\rangle \right\} \cup \left\{ \left\langle \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix} \right\rangle \right\}$$

Let $A(a, b, c)$, $B(a, b)$, $C(a)$ and $D$ denote these Lagrangian subspaces. We wish to describe how $\rho(S)$, $\rho(R)$ and $\rho(T)$ act on $X$.

4.2.1. Action of $S$. In this case one easily checks that

$$\rho(S)A(a, b, c) = \begin{cases} 
A\left( -\frac{axy}{3a^2+bc}, -\frac{cx^2+bc}{3a^2+bc}, -\frac{by^2}{3a^2+bc} \right) & 3a^2 + bc \neq 0, \\
B\left( -\frac{ax}{by}, -\frac{x^2}{b} \right) & b \neq 0, \quad c = -\frac{3a^2}{b}, \\
C\left( -\frac{x^2}{c} \right) & a = b = 0, \quad c \neq 0, \\
D & a = b = c = 0.
\end{cases}$$

Similarly one easily checks:

$$\rho(S)B(a, b) = \begin{cases} 
A\left( \frac{axy}{b}, -\frac{x^2}{b} \right) & b \neq 0, \\
B\left( -\frac{x}{3ay} \right) & a \neq 0, \quad b = 0, \\
C(0) & a = b = 0.
\end{cases}$$

and finally:

$$\rho(S)C(a) = \begin{cases} 
A\left( 0, 0, -\frac{x^2}{a} \right) & a \neq 0, \\
B(0, 0) & a = 0.
\end{cases}$$

and $\rho(S)D = A(0, 0, 0)$.

\footnote{Obtaining surjectivity for infinitely many primes using our approach depends on the validity of Artin’s primitive root conjecture, which is currently only known in full generality as a consequence of the Riemann hypothesis for Dirichlet $L$-functions.}
Lemma 4.1. Let \( \varepsilon_2 \) denote the number of fixed points of \( \rho(S) \) in its action on the symplectic Grassmanian \( X(\mathbb{F}_p) \). Then

\[
\varepsilon_2 = p + 2 + \left( \frac{-1}{p} \right) = \begin{cases} 
\frac{p + 3}{4} & p \equiv 1 \pmod{4}, \\
\frac{p + 1}{4} & p \equiv 3 \pmod{4}.
\end{cases}
\]

In particular, \( \varepsilon_2 \) is independent of \( x \) and \( y \).

Proof. By the computation above, the fixed points can only possibly come from \( B(a, 0) \) with \( a \neq 0 \) or \( A(a, b, c) \) with \( 3a^2 + bc \neq 0 \). Notice that \( B(a, 0) \) is fixed by \( \rho(S) \) if and only if \( a^2 \equiv -\frac{3}{3y} \pmod{p} \). If this is true then we obtain two elliptic points from these values of \( a \). We can write this uniformly in terms of the Legendre symbol as a contribution of \( 1 + \left( \frac{-3xy}{p} \right) \) fixed points.

Now we consider \( A(a, b, c) \) for \( 3a^2 + bc \neq 0 \). If \( a \neq 0 \), then \( A(a, b, c) \) is fixed if \( xy = -3a^2 - bc \) and \( b = cx/y \). This means, in particular, that \( a^2 = -\frac{x(y^2+c^2)}{3y} \). Therefore, in this case we obtain a contribution of:

\[
\sum_{c=1}^{p} \left( 1 + \left( \frac{-3xy(y^2+c^2)}{p} \right) \right) = p - \left( 1 + \left( \frac{-1}{p} \right) \right) - \left( \frac{-3xy}{p} \right) \sum_{c=1}^{p} \left( \frac{y^2+c^2}{p} \right)
\]

fixed points.

If \( a = 0 \), then \( A(a, b, c) \) is fixed if \( b^2 = -x^2 \) and \( c^2 = -y^2 \). So if \( p \equiv 1 \pmod{4} \) this contributes 4 fixed points, while if \( p \equiv 3 \pmod{4} \) it contributes none. This can be written uniformly as \( 2 + 2 \left( \frac{-1}{p} \right) \). This concludes the proof. \( \square \)

4.2.2. Action of \( R \). In this case one easily checks that

\[
\rho(R) A(a, b, c) = \begin{cases} 
A \left( \frac{xy(ax+y^2+3a^2+bc)}{3a^2+bc}, \frac{x^2(6axy+3by^2+6a^2+2bc-cx^2)}{3a^2+bc}, \frac{-y^2(by^2+6a^2+2bc)}{3a^2+bc} \right) & 3a^2+bc \neq 0, \\
B \left( \frac{-x(ax+by)}{by^2}, \frac{x^2(6ax^2+6axy+2by^2-xy^2)}{b^2y^2} \right) & b \neq 0, c = -\frac{3a^2}{b}, \\
C \left( \frac{-y^2+2cy^2}{c} \right) & a = b = 0, c \neq 0, \\
D & a = b = c = 0.
\end{cases}
\]

Similarly one easily checks:

\[
\rho(R) B(a, b) = \begin{cases} 
A \left( \frac{xy(3a^2y^2+axy-b)}{b}, \frac{x^2(2b-9a^2y^2-6axy-x^2)}{b}, \frac{y^2(3a^2y^2-2b)}{b} \right) & b \neq 0, \\
B \left( \frac{-x(3ay+x)}{3ay^2}, \frac{x^2(18a^2y^2+18axy+6x^2)}{9a^2y^2} \right) & a \neq 0, b = 0, \\
C(-2y^2) & a = b = 0,
\end{cases}
\]

and finally:

\[
\rho(R) C(a) = \begin{cases} 
A \left( \frac{xy(y^2+a)}{a}, \frac{x^2(3y^2+2a)}{a}, \frac{-y^2(y^2+2a)}{a} \right) & a \neq 0, \\
B \left( \frac{-x}{y}, 2x^2 \right) & a = 0,
\end{cases}
\]

and \( \rho(R) D = A(-xy, 2x^2, -2y^2) \).
One could use these explicit formulas to work out the number of elliptic points of order 3 as in the case of elliptic points of order 2, but it is somewhat messier than in the preceding case. Therefore we defer this computation until Lemma 4.8 below, when we are prepared to give a simpler representation theoretic proof.

4.2.3. Action of $T$. Recall that the cusps of the point stabilizers correspond to the cycles in the action of $T$ on $X(F_p)$. However, unlike with $S$ and $R$, the order and cycle types of $T$ depend on $x$ and $y$, and the explicit calculations are not as easy or insightful. However, we can still extract useful information as follows. Let $\chi$ be the character of the permutation representation above, so that $\chi(g)$ is the number of fixed points of $\rho(g)$ acting on $X(F_p)$. The number of cusps of width $n$ equals the number cycles of length $n$ in the cycle structure of $\rho(T^n)$. In particular, $c_1 = \chi(T)$, and by induction for $n > 1$, we get the formula

$$c_n = \frac{1}{n} \left( \chi(T^n) - \sum_{d|n} dc_d \right).$$

Equivalently, $\chi(T^n) = \sum_{d|n} dc_d$. Performing Mobius inversion yields

$$c_n = \frac{1}{n} \sum_{d|n} \mu(n/d)\chi(T^d).$$

The following result is well-known, but we include the proof for completeness.

**Lemma 4.2.** Let $c$ denote the number of cusps, and let $N$ denote the order of the mod $p$ reduction of $\rho(T)$. Then

$$c = \frac{1}{N} \sum_{d|N} \varphi(N/d)\chi(T^d),$$

where $\varphi$ denotes Euler’s totient function.

**Proof.** Since $N$ is the least common multiple of the cycle lengths of $\rho(T)$ acting on $X$, and these cycle lengths are the widths of the cusps, we have $c = \sum_{n|N} c_n$ and therefore

$$c = \sum_{n|N} \frac{1}{n} \sum_{d|n} \mu(n/d)\chi(T^d)$$

$$= \sum_{d|N} \sum_{n|(N/d)} \frac{1}{d\mu(n)}\chi(T^d)$$

$$= \sum_{d|N} \frac{1}{d}\chi(T^d) \sum_{n|(N/d)} \frac{\mu(n)}{n}$$

$$= \frac{1}{N} \sum_{d|N} \varphi(N/d)\chi(T^d).$$

Thus, to compute the number of cusps, and therefore also the genus, it remains to understand the order of $T$ mod $p$, as well as the character $\chi$. We start this by imposing constraints on $p$, $x$ and $y$, which forces $\rho_p$ to be surjective, as follows.
Theorem 4.3. Suppose that
(1) $p > 7$;
(2) $x$ reduces mod $p$ to a generator of $\mathbb{F}_p^\times$;
(3) $x \equiv y^{-1} \pmod{p}$.
Then $\rho_p(T)$ has order $p(p - 1)$, and $\langle \rho_p(T), \rho_p(S) \rangle = \text{PSp}_4(\mathbb{F}_p)$.

Proof. Let us begin by working over the function field $\mathbb{Q}(x)$, and write $t = \rho(T)$, $s = \rho(S)$, so that
\[
t = \left( \begin{array}{cccc}
x^3 & 3x^2 & x & 1 \\
x & 2x & 1 & 0 \\
0 & x & 1 & 0 \\
0 & 0 & 0 & x^{-1}
\end{array} \right), \quad s = \left( \begin{array}{cccc}
0 & 0 & 0 & -x^{-1} \\
0 & 0 & x & 0 \\
0 & -x^{-1} & 0 & 0 \\
x & 0 & 0 & 0
\end{array} \right).
\]
Let
\[
P = \left( \begin{array}{cccc}
\frac{3(x^2 - 1)}{2(x^2 + x^2 + 1)} & 1 & \frac{3(x^2 + 1)}{2x} & 0 \\
\frac{x^2 + 4 + 2}{2(x^2 + x^2 + 1)} & 0 & 0 & 1 \\
0 & \frac{x^2 - 1}{2(x^2 + x^2 + 1)} & 0 & \frac{2x}{x^2 - 1} \\
0 & \frac{(x^2 - 1)^3}{2(x^2 + x^2 + 1)} & 0 & 0
\end{array} \right).
\]
and observe that
\[
\det(P) = \left( \frac{3}{16} \right) \cdot x^{-4} \cdot (x - 1)^6 \cdot (x + 1)^6 \cdot (x^2 - x + 1)^{-2} \cdot (x^2 + x + 1)^{-2} \cdot (x^2 + 1)^2.
\]
Therefore, since $p \geq 11$ and $x$ generates $\mathbb{F}_p^\times$, it follows that $\det(P)$ is invertible mod $p$. Set $t_1 = P^{-1}tP$ and observe that
\[
t_1 = \left( \begin{array}{cccc}
\frac{1}{2} & 1 & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0 \\
0 & 0 & x & 1 \\
0 & 0 & 0 & x
\end{array} \right).
\]
This shows that the reduction of $t_1 \mod p$ has order $p(p - 1)$, and hence the same holds for its conjugate $t = \rho(T)$.

Now, since $-1 = \rho(S^2)$, it will suffice to show that the image of our subgroup in $\text{PSp}_4(\mathbb{F}_p)$ is the entire group. Let $G \subseteq \text{PSp}_4(\mathbb{F}_p)$ be this image.

The maximal subgroups of $\text{PSp}_4(\mathbb{F}_p)$ were worked out by Mitchell – see Theorem 2.8 of [19] for a description. In the notation of that Theorem, we can ignore cases (a) and (b). For the remaining cases, notice that $\langle t \rangle \cap \langle stst^{-1} \rangle = \{\pm 1\}$. Therefore, inside of $\text{PSp}_4$, both $t$ and $stst^{-1}$ generate subgroups of size $p(p - 1)/2$ with trivial intersection. It follows that $G$ has order satisfying $|G| \geq p^2(p - 1)^2/4$. This is enough to eliminate the cases (i) and (j) just by order considerations alone.

Next, we consider cases (g) and (h), where the maximal subgroups have order $p(p - 1)^2(p + 1)$, and, respectively, $p(p - 1)(p + 1)^2$, and the $p$-Sylow subgroups have order $p$. We eliminate the possibility that $G$ is a subgroup of one of these two maximal subgroups in two steps: first, we show that in each case there are at most $(p + 1) p$-Sylow subgroups, and second, we find $(p + 2)$ conjugate subgroups of order $p$ inside $G$, and thus reach a contradiction.

For the first step, let $H$ be a $p$-Sylow subgroup; we may assume $H = \langle t^{p-1} \rangle$. Then the number of $p$-Sylow subgroups $n_p \equiv 1 \pmod{p}$, and equals the index of the normalizer $N(H)$ inside the group. Note that $\langle t \rangle$, which has order $p(p - 1)$, centralizes $H$, and therefore normalizes it, so $p(p - 1)$ divides the order $|N(H)|$.

In case (g), the size of the maximal subgroup is $p(p - 1)^2(p + 1)$, so $n_p$ is a divisor of $(p - 1)(p + 1)$, congruent to 1 mod $p$. Therefore, $n_p = 1$ or $n_p = p + 1$. In case (h), the group is isomorphic to a quotient of $U_2(\mathbb{F}_p^2).2$ [19], and since $p \neq 2$, has the same...
number of $p$-Sylow subgroups as the unitary group $U_2(\mathbf{F}_p^2)$. The $p$-Sylow subgroup is the unipotent part $U$ of its normalizer $N(U)$. At the same time, the image $L$ of \[
abla \left( \frac{\lambda}{0} \begin{pmatrix} \lambda & 0 \\ 0 & \lambda^{-1} \end{pmatrix} : \lambda \in \mathbf{F}_p^2 \right) \] under a homomorphism from $\text{SL}_2(\mathbf{F}_p^2)$ to $U_2(\mathbf{F}_p^2)$ normalizes $U$ (see [7, Ch. 6-8]). Since $|UL| = p(p^2 - 1)$, the index $n_p \equiv 1 \pmod{p}$ is a divisor of $(p + 1)$, and is again either 1 or $p + 1$.

Next, we explicitly construct $p + 2$ conjugate subgroups of $G$ of order $p$. Let $H = \langle p^{p-1} \rangle$, $K = \langle s^{p-1} s^{-1} \rangle$, and $K_d = t^{d(p-1)} K t^{-d(p-1)}$. Then $H$ acts on the set of $\{K_d\}_{d=1}^p$. By the orbit-stabilizer theorem, the orbit of $K_1$ either has size 1 or $p$. Since $|K| = p$ would be a $p$-Sylow subgroup, its normalizer would equal the centralizer. However, we can explicitly check that
\[
t^{p-1} = \begin{pmatrix} 1 & 0 & -3 \frac{x^2 + 1}{(x^2 - 1)^2} & -6 \frac{x^2 + 1}{(x^2 - 1)^2} \\ 0 & 1 & 0 & \frac{x^2 + 1}{(x^2 - 1)^2} \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}
\]
does not centralize $st^{p-1} s^{-1}$. Therefore, the orbit of $K$ must have size $p$, and we have $p$ conjugate subgroups of order $p$. At the same time, if $H = K_d$ for some $d$, then $\langle t^{p-1} \rangle = \langle t^{d(p-1)} s^{p-1} s^{-1} t^{-d(p-1)} \rangle$, and conjugating by $t^{d(p-1)}$ gives $H = K$, which is not true since $H$ is upper triangular, while $K$ is lower triangular. So far, we have $(p + 1)$ distinct subgroups of $G$ of order $p$.

Finally, for $k, d \in \{0, \ldots, p - 1\}$, consider the matrices of the form $C_{d,k} := t^{d(p-1)} s t^{k(p-1)} s^{-1} t^{-d(p-1)}$. Each $C_{d,k}$ belongs to $K_d$, and each matrix in any $K_d$ is of this form. Using the form of $t^{p-1}$ given above, we can explicitly check that the $(3, 2)$-entry of this matrix is 0. On the other hand, the $(3, 2)$-entry of $s C_{1,1} s^{-1}$ is $-18 \frac{(x^2 + 1)^3}{(x^2 - 1)^2}$. These matrices are therefore never equal, since $x$ is a generator modulo $p$, and $p > 3$. For the same reason, $s C_{1,1} s^{-1}$ does not belong to $H$, since $H$ is upper triangular. Therefore, $\langle s C_{1,1} s^{-1} \rangle$ gives the $(p + 2)$-nd distinct subgroup of order $p$ inside $G$, and we have eliminated cases (g) and (h).

It remains to eliminate cases (c) through (f), and this can be done by a direct computation, since $G$ is finitely generated by $t$ and $s$. For (c), this amounts to verifying that $t$ and $s$ do not simultaneously stabilize a line and a hypersurface, which is easy to check. Therefore, all that remains is to treat cases (d), (e) and (f).

Case (d) concerns the stabilizer of a self-polar line in $\mathbf{P}^3(\mathbf{F}_p)$, which corresponds to a two-dimensional Lagrangian subspace of $\mathbf{F}_p^4$. This is the case of the (conjugates of the Siegel parabolic. It will thus suffice to verify that $R$ and $S$ do not act with simultaneous fixed points on $X(\mathbf{F}_p)$, with notation as in Section 4.2. When $p \equiv 3 \pmod{4}$, already $R$ acts without fixed points by Lemma 4.8, so we may suppose that $p \equiv 1 \pmod{4}$. The fixed points of $S$ and $R$ are among the $A(a,b,c)$ and among the $B(a,b,c)$. Those $B(a,b)$ fixed by $S$ all have $b = 0$ and $3a^2 + x^2 = 0$, but $B(a,0)$ is fixed by $R$ if only if $x^4 + 3ax^2 + 3a^2 = 0$ and $a \neq 0$. This leads to $3a^2 - 3a + 1 = 0$, and coupled with $x^2 = -3a^2$, one deduces that $x$ has order 6. This contradicts the fact that $x$ is a primitive root in $\mathbf{F}_p$ for $p > 7$, thus no $B(a,b)$ is simultaneously fixed by $R$ and $S$.

Next we verify that no $A(a,b,c)$ is simultaneously fixed by both $R$ and $S$, where again we may assume that $p \equiv 1 \pmod{4}$. In order to be fixed by $S$, we must have $3a^2 + bc \neq 0$, and then we must have that $x$ satisfies the equations:
\[
a = -\frac{a}{3a^2 + bc}, \quad b = -\frac{cx^2}{3a^2 + bc}, \quad cx^2 = -\frac{b}{3a^2 + bc}.
\]
The first equation implies that either $a = 0$ or $3a^2 + bc = -1$. If $a = 0$ then $bc \neq 0$ and the last two equations simplify to $b^2 = -x^2$, $c^2 = -x^{-2}$. Since $p \equiv 1 \pmod{4}$, there are four solutions to this to consider: $A(0, \pm \sqrt{-1x}, \pm \sqrt{-1x}^{-1})$, there the signs need not match. It is easily checked that none of these four subspaces are stabilized by $R$.

It thus remains to treat the case when $3a^2 + bc = -1$ and $a \neq 0$, in which case we have $b = cx^2$. This leads to considering $A(a, 0, 0)$ and $A(a, cx^2, c)$ where $3a^2 + c^2x^2 = -1$. It is easily seen that $A(a, 0, 0)$ is not fixed by $\rho(R)$, while for the final cases we observe that

$$\rho(R)A(a, cx^2, c) = A(a + c - 1, -x^2(6a + 3c - cx^2 - 2), x^{-2}(c - 2))$$

Hence, to be fixed, we deduce that $c = 1$ and $x^2 = -1$. This contradicts the fact that $x$ is primitive mod $p$, and so again we see that no $A(a, b, c)$ is simultaneously fixed by $R$ and $S$. This verifies that $G$ is not contained in any conjugate of a Siegel parabolic and eliminates case (d) from consideration.

Next we treat the case of (e), which is the stabilizer of a pair of skew polar lines in $P^3(F_p)$. Such a pair corresponds to a pair of Lagrangian subspaces with trivial intersection. If $R$ fixes such a pair then, since it is of order 3, it fixes each Lagrangian subspace in the pair individually. Since we have already seen that $R$ and $S$ do not simultaneously fix a Lagrangian plane, to eliminate case (e), it suffices to show that $S$ does not exchange any pair of Lagrangian planes with trivial intersection that are each fixed by $R$. Again, to ensure that $R$ has fixed points, we may suppose that $p \equiv 1 \pmod{4}$.

In our analysis of the Siegel case (d), we saw that $R$ only fixes subspaces $A(a, b, c)$ with $3a^2 + bc \neq 0$. Thus, we only need to consider pairs $\{A(a, b, c), A(d, e, f)\}$ where $3a^2 + bc \neq 0$, $3d^2 + ef \neq 0$ and

$$3a^2 + bc + 3d^2 + ef - 6ad - ce - bf \neq 0,$$

where this final condition ensures that $A(a, b, c) \oplus A(d, e, f) = F_p^4$. Now, the conditions $\rho(S)A(a, b, c) = A(d, e, f)$, $\rho(R)A(a, b, c) = A(a, b, c)$, and $\rho(R)A(d, e, f) = A(d, e, f)$ (along with the various nonvanishing conditions above) are algebraic equations, and one can show that they have no simultaneous solutions in a straightforward but tedious manner using the aid of a computer. Therefore, case (e) also does not arise.

It remains to treat case (f), which is the case of a regular spread. By [13], this corresponds to the semidirect product $\text{PSL}_2(F_{p^2}) \langle \sigma \rangle$, where $\sigma$ is an order two automorphism. We will examine the orders of elements in this group; since $p \neq 2$, we can safely work with $\text{SL}_2(F_{p^2})$. By [3, Table 1.1], the elements in $\text{SL}_2(F_{p^2})$ with order divisible by $p$ must either have order $p$ or $2p$. However, the order of $t = \rho_p(T)$ is $p(p - 1)$. Since $p$ is large enough, $t$ is not contained in any subgroup of this group, and we have eliminated the last case. Therefore, the only possibility that remains is that $\langle \rho_p(T), \rho_p(S) \rangle = \text{Sp}_4(F_p)$.

\begin{corollary}
Let $p > 7$ be a prime, and let $x \in \mathbb{Z}$ be a primitive root mod $p$. Then the reduction $\phi_p$ induces a surjective map

$$\bar{G} \to \text{Sp}_4(\mathbb{Z}_p).$$

\end{corollary}

\begin{proof}
This is a direct application of Theorem 2.17. The symplectic form we are using behaves poorly if reduced modulo 3, however, for $p > 7$ the group is isomorphic with the usual symplectic group $\text{Sp}_4(F_p)$, and the necessary hypotheses required to apply Theorem 2.17 hold by the standard theory of linear algebraic groups.
\end{proof}
Next, we examine the character $\chi$. Let $p \neq 2, 3$. To bridge the results in [28] with our explicit computations for $\chi$, consider the isomorphism of symplectic spaces $\mu : V \rightarrow V'$, where $(V, J)$ is our symplectic space with invariant form $J$, $(V', J')$ is the symplectic space in [28] with form

$$J' = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -1 & 0 & 0 & 1 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0 \end{pmatrix},$$

and $\mu$ has matrix

$$M = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1/3 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}$$

with respect to the standard basis. Let $\theta_i$ be characters as defined in [28].

**Lemma 4.5.** Let $p \neq 2, 3$. If $\chi$ is the character of the permutation representation of $\text{Sp}_4(F_p)$ on $X(F_p)$, then one has

$$\chi = 1 + \theta_9 + \theta_{11}.$$ 

**Proof.** Recall that the Siegel parabolic subgroups of $\text{Sp}_4(F_p)$ stabilize the maximal isotropic subspaces; fixing such a Siegel parabolic $P$, we have that the permutation representation is the induced representation $\text{Ind}_{P}^{\text{Sp}_4} 1$. By [15, Table 2.8], given the Borel $B \subseteq P \subseteq \text{Sp}_4(F_p)$, the character of $\text{Ind}_{B}^{\text{Sp}_4} 1$ decomposes as $1 + 2\theta_9 + \theta_{11} + \theta_{12} + \theta_{13}$.

By Frobenius reciprocity and transitivity of induction, $\chi$ decomposes as the trivial representation, and some linear combination of $\theta_9, \theta_{11}, \theta_{12}$ and $\theta_{13}$.

Next, we note that the degree of the permutation representation is $|X(F_p)| = p^3 + p^2 + p + 1$. Using the degrees of the characters $\theta_i$ described in [28], $\chi$ decomposes as either $1 + \theta_9 + \theta_{11}$ or $1 + \theta_9 + \theta_{12}$.

Consider the matrix

$$M = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1/3 & 1 \\ 0 & 0 & 0 & 1 \end{pmatrix} \in \text{Sp}_4(F_p).$$

Then one easily check that the fixed points of $M$ are $A(1/3, 0, c), A(-1/3, 0, c)$ for all $c \in F_p$, and $B(0, 0)$. Therefore, $M$ has $2p + 1$ fixed points. One can also check that via the isomorphism $\mu$ defined in Equation (4), $M$ is conjugate to the class $A_{31}$ in [28]. Examining the tables in [28], the value of $(1 + \theta_9 + \theta_{11})$ on $A_{31}$ is $2p + 1$, and the value of $(1 + \theta_9 + \theta_{12})$ is $p + 1$, so $\chi$ must decompose as $1 + \theta_9 + \theta_{11}$. \hfill $\square$

Based on this decomposition and the tables in [28], we summarize in the following table the values of $\chi$ on certain conjugacy classes in $\text{Sp}_4(V)$ that will be useful for cusp calculations later on.

| Class          | Value of $\chi$          |
|----------------|---------------------------|
| $A_1, A'_1$    | $p^3 + p^2 + p + 1$       |
| $A_{31}, A'_{31}$ | $2p + 1$              |
| $B'_8$         | $p + 3$                   |
| $B_9$          | $3$                       |

**Table 2. Values of $\chi$ on certain conjugacy classes in $\text{Sp}_4(V)$**
Proposition 4.6. Suppose that \( p, x \) and \( y \) satisfy the hypotheses of Theorem 4.3. Then
\[
c = 2p + 12.
\]

Proof. In light of Lemma 4.2, we need to consider \( T^d \) for \( d|p(p-1) \). In particular, either \( d \) is a divisor of \( p-1 \), or \( d = p \cdot d' \) where \( d' \) is a divisor of \( p-1 \). As in the proof of Theorem 4.3, note that \( T \) is conjugate by \( P \) to \( t_1 \). We calculate that
\[
t_1^d = \begin{pmatrix} x^{-d} & dx^{-d} & 0 & 0 \\
0 & x^{-d} & 0 & 0 \\
0 & 0 & x^d & dx^{-d} \\
0 & 0 & 0 & x^d \end{pmatrix}.
\]

For \( 1 \leq d < \frac{p-1}{2} \), we have that \( x^d \neq x^{-d} \). In these cases, the minimal polynomial (in variable \( u \)) of \( T^d \) is \( (u-x^d)^2(u-x^{-d})^2 \), and therefore \( T^d \) belongs to the conjugacy class \( B_0(i) \) as in [28]. By Table 2, in this case \( \chi(T^d) = 3 \).

For \( p - 1 < d < \frac{p(p-1)}{2} \), where in particular \( d = p \cdot d' \), again \( x^d \neq x^{-d} \). Then \( T^d \) has minimal polynomial \( (u-x^d)(u-x^{-d}) \), and therefore belongs to \( B_0(i) \). In such cases, \( \chi(T^d) = p + 3 \).

Clearly, \( T^{p(p-1)} \) belongs to \( A_1 \) and \( T^{\frac{p(p-1)}{2}} \) belongs to \( A'_1 \), for which \( \chi(T^d) = p^3 + p^2 + p + 1 \). We have left to find the classes to which \( T^d \) belongs for \( d = \frac{p-1}{2} \) and \( d = p - 1 \).

Let \( d = \frac{p-1}{2} \). Using the matrices \( P \) and \( t_1^d \), we have
\[
T^d = \begin{pmatrix} -1 & 0 & \frac{3(x^2+1)}{2(x^2-1)} & \frac{3(x^2+1)}{(x^2-1)^2} \\
0 & -1 & 0 & -\frac{3(x^2+1)}{2(x^2-1)} \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \end{pmatrix}.
\]

Straightforward computations show that via the isomorphism \( \mu \) in Equation (4), \( T^d \) is conjugate to the class \( A_3' \) by the matrix
\[
\begin{pmatrix} -\frac{x^2-1}{4(x^2-1)} & 0 & \frac{x^2+1}{4(x^2-1)} & 0 \\
0 & -\frac{x^2-1}{x^2+1} & 0 & \frac{x^2+1}{x^2+1} \\
0 & \frac{x^2+1}{x^2+1} & 0 & \frac{x^2+1}{x^2+1} \\
-1 & 0 & -1 & 0 \end{pmatrix}.
\]

Since \( x \) is a multiplicative generator modulo \( p \), \( x^2 \neq \pm 1 \pmod{p} \) and one can check that this matrix belongs to \( \text{Sp}_4(V') \). Therefore, \( \chi(T^{\frac{p-1}{2}}) = 2p + 1 \).

Likewise, for \( d = p - 1 \), we have
\[
T^{p-1} = \begin{pmatrix} 1 & 0 & -\frac{3(x^2+1)}{(x^2-1)} & -\frac{6(x^2+1)}{(x^2-1)^2} \\
0 & 1 & 0 & \frac{2}{x^2+1} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \end{pmatrix},
\]

which is conjugate to \( A_3' \) via \( \mu \) by the matrix
\[
\begin{pmatrix} -\frac{x^2-5}{2(x^2-1)} & 0 & \frac{x^2+7}{2(x^2-1)} & 0 \\
0 & -\frac{x^2-5}{x^2+1} & 0 & \frac{x^2+1}{x^2+1} \\
0 & \frac{x^2+7}{2(x^2+1)} & 0 & \frac{x^2-5}{2(x^2+1)} \\
-1 & 0 & -1 & 0 \end{pmatrix},
\]

which again belongs to \( \text{Sp}_4(V') \). Therefore, \( \chi(T^{p-1}) = 2p + 1 \).

Finally, using Lemma 4.2, we have
\[ p(p-1)c = \sum_{d|p-1, \ 1<d<\frac{p-1}{2}} 3\varphi\left(\frac{p(p-1)}{d}\right) + \sum_{d\in\{\frac{p-1}{2}, p-1\}} (2p+1)\varphi\left(\frac{p(p-1)}{d}\right) + \sum_{d|(p-1), \ p-1<d<\frac{p(p-1)}{2}} (p+3)\varphi\left(\frac{p(p-1)}{d}\right) + \sum_{d\in\{\frac{p(p-1)}{2}, p(p-1)\}} (p^3+p^2+p+1)\varphi\left(\frac{p(p-1)}{d}\right). \]

Rearranging the terms, using \( \varphi(p) = \varphi(2p) = p - 1 \) for odd \( p \), and the identity \( \sum_{d|n} \varphi(n/d) = n \), we get

\[ p(p-1)c = 3 \sum_{d|(p-1)} \varphi\left(\frac{p(p-1)}{d}\right) + 2(2p-2)(p-1) + p \sum_{d|(p-1)} \varphi\left(\frac{p-1}{d}\right) + 2(p^3+p^2-2) \]
\[ = 3p(p-1) + 4(p-1)^2 + p(p-1) + 2(p^3+p^2-2) \]
\[ = p(p-1)(2p+12), \]

and the result follows. \( \square \)

We can say more about the cusps in the following corollary.

**Corollary 4.7.** There are 3 cusps of width 1, 4 cusps of width \( \frac{p-1}{2} \), one cusp of width \( p \), and \( 2p+4 \) cusps of width \( \frac{p(p-1)}{2} \).

**Proof.** We use the values \( \chi(T^d) \) from the proof of Proposition 4.6. First, we have \( c_1 = \chi(T) = 3 \).

Next, consider a divisor \( d | \frac{p(p-1)}{2} \) such that \( 1 < d < \frac{p-1}{2} \). Then

\[ c_d = \frac{1}{d} \left( \chi(T^d) - \sum_{1 \leq f < d} f c_f \right) = \frac{1}{d} \left( 3 - 3 - \sum_{1 \leq f < d} f c_f \right) \geq 0, \]

therefore \( c_d = 0 \). This implies that

\[ c_{\frac{p-1}{2}} = \frac{2}{p-1} \left( \chi(T^{\frac{p-1}{2}}) - \sum_{1 \leq f < \frac{p-1}{2}} f c_f \right) = \frac{2}{p-1} \left( 2p - 2 - \sum_{1 < f \leq \frac{p-1}{2}} f c_f \right) = 4. \]

Next, we have

\[ c_p = \frac{1}{p} (\chi(T^p) - c_1) = 1. \]

On the other hand, suppose \( d = p \cdot d' \) with \( d' \) a divisor of \( \frac{p-1}{2} \) such that \( 1 < d' < \frac{p-1}{2} \). Then

\[ c_d = \frac{1}{d} \left( \chi(T^d) - \sum_{1 \leq f < d} f c_f \right) = \frac{1}{d} \left( p + 3 - 3 - p - \sum_{f \neq 1, p, d} f c_f \right) \geq 0, \]

so again \( c_d = 0 \).
The only other divisor left is \( \frac{p(p-1)}{2} \) itself, and

\[ c \left( \frac{p(p-1)}{2} \right) = 2p + 12 - 1 - 3 - 4 = 2p + 4. \]

Before we can calculate the genus of the curve corresponding to our noncongruence group, we need one last result on the number of elliptic points of order 3.

**Lemma 4.8.** Let \( p > 3 \), and let \( \varepsilon_3 \) denote the number of fixed points of \( \rho(R) \) in its action on the symplectic Grassmanian \( X(F_p) \). Then

\[ \varepsilon_3 = p + 1 + (p+1) \left( \frac{-3}{p} \right) = \begin{cases} 2p + 2 & p \equiv 1 \pmod{3}, \\ 0 & p \equiv 2 \pmod{3}. \end{cases} \]

**Proof.** We use the character \( \chi = 1 + \theta_9 + \theta_{11} \) defined earlier. In particular, \( \varepsilon_3 = \chi(R) \).

Note that the minimal polynomial (in variable \( u \)) of \( TS \), which is conjugate to \( R \) in \( \text{Sp}_4(V) \), is \( u^3 + 1 \). Since \( \gamma^2 \neq \pm 1 \) in \( F_p \) for generators \( \gamma \) of \( F_p \) or \( F_{p^2} \), a straightforward computation shows that the only conjugacy classes in \( \text{Sp}_4(V) \) with minimal polynomial of degree 3 are \( C_1(i), C'_1(i), C_3(i), C'_3(i) \), and \( D_{21}, D_{22}, D_{23}, D_{24} \). We can exclude the classes \( D_{21}, D_{22}, D_{23}, D_{24} \), whose minimal polynomials are fixed and do not equal \( u^3 + 1 \).

Note that the minimal polynomials of classes \( C_1(i), C'_1(i), C_3(i) \) and \( C'_3(i) \) have the general form

\[ u^3 - \gamma^{2i} \pm \gamma^i + 1 \quad \text{or} \quad u^2 \pm \gamma^{2i} \pm \gamma^i + 1 \quad \Gamma \]

where \( \gamma \) is either a generator for \( F_{p^2} \) in case of conjugacy class \( C_1 \), or a generator for \( F_p \) in case of class \( C_3 \). Clearly \( R \) must belong to one of these conjugacy classes, and the minimal polynomial of at least one class must be \( u^3 + 1 \). Since \( p \neq 2, 3 \), we have two cases. If \( p \equiv 1 \pmod{3} \), the polynomial \( u^2 \pm v + 1 \) has a root in \( F_p \), and for no value of \( \gamma \) as a generator of \( F_{p^2} \) and \( i \) as specified in [28] is \( \gamma^{2i} \pm \gamma^i + 1 = 0 \). Therefore, \( R \) must be in some class \( C_3(i) \) or \( C'_3(i) \), for which \( \chi(C_3(i)) = \chi(C'_3(i)) = 2p + 2 \). If \( p \equiv 2 \pmod{3} \), the root of the polynomial \( u^2 \pm v + 1 \) must instead lie in \( F_{p^2} \), so \( R \) must be in some class \( C_1(i) \) or \( C'_1(i) \), for which \( \chi(C_1(i)) = \chi(C'_1(i)) = 0 \). One can easily verify that these formulas agree with \( p + 1 + (p+1) \left( \frac{-3}{p} \right) \) when \( p > 3 \).

**Theorem 4.9.** Suppose that \( p, x \) and \( y \) satisfy the hypotheses of Theorem 4.3 and let \( g \) be the genus of the curve defined by a point stabilizer for \( \Gamma \) in its action on the symplectic Grassmanian \( X(F_p) \) for a prime \( p > 7 \). Then

\[ g = \begin{cases} \frac{p^3 + p^2 - 22p - 76}{12} & p \equiv 1 \pmod{12}, \\ \frac{p^3 + p^2 - 14p - 68}{12} & p \equiv 5 \pmod{12}, \\ \frac{p^3 + p^2 - 22p - 70}{12} & p \equiv 7 \pmod{12}, \\ \frac{p^3 + p^2 - 14p - 62}{12} & p \equiv 11 \pmod{12}. \end{cases} \]

**Proof.** Since the group has index \((p^2 + 1)(p+1)\) in \( \text{SL}_2(\mathbb{Z}) \), we use the formula

\[ g = 1 + \frac{(p^2 + 1)(p+1)}{12} - \frac{\varepsilon_2}{4} - \frac{\varepsilon_3}{3} - \frac{c}{2}. \]
Putting together the formulas for $\varepsilon_2$, $\varepsilon_3$ and $c$ obtained in Lemmas 4.1, 4.2 and 4.8, we get

$$g = \frac{1}{12} \left( p^3 + p^2 - \left( 18 + 4 \left( \frac{-3}{p} \right) \right) p - \left( 69 + 3 \left( \frac{-1}{p} \right) + 4 \left( \frac{-3}{p} \right) \right) \right),$$

and obtain the result by matching up with the four possible cases for $p$. □

The genus of the curves discussed in Theorem 4.9 are listed in Table 3 for the first several primes.

| Prime $p$ | Genus |
|-----------|-------|
| 11        | 103   |
| 13        | 167   |
| 17        | 408   |
| 19        | 561   |
| 23        | 1026  |
| 29        | 2063  |
| 31        | 2500  |

Table 3. Genus values for small primes.

Remark 4.10. From the genus formula in Theorem 4.9, we can see that for weights $k \geq 2$, the dimension of the corresponding spaces of modular forms grows on the order $O(kp^3)$.

Finally, let us conclude this discussion by confirming that the groups considered above are indeed noncongruence.

Theorem 4.11. Let $p$, $x$ and $y$ satisfy the hypotheses of Theorem 4.3. Let $H_p \subseteq \Gamma$ denote the inverse image under $\phi_p$ of a point stabilizer for the action of $\text{Sp}_4(F_p)$ on the symplectic Grassmanian $X(F_p)$. Then $H_p$ is a noncongruence subgroup.

Proof. We have seen that since $\phi_p(T)$ has order $p(p-1)$, due to our hypotheses, the Wohlfahrt level is $p(p-1)$. Thus, if $H_p$ is congruence, we must have $\Gamma(p(p-1)) \subseteq H_p$. Since $\ker \phi_p$ is the intersection of the conjugates of $H_p$, this would imply that $\Gamma(p(p-1)) \subseteq \ker \phi_p$. But this is a contradiction as one sees by considering the indices of $\Gamma(p(p-1))$ and $\ker \phi_p$, which grow on the order of $p^6$ and $p^{10}$, respectively. □

Remark 4.12. At this time we do not know how these groups behave as one fixes the prime $p$ but varies the primitive root $x$ modulo $p$. We can at least say that the groups are not necessarily conjugate. For example, for $p = 11$ and $x = 2$, we have $ST^{20}S^{-1}T^{33}S^{-1}T^{20}S^{-1}T^{33} \in \ker \phi_p$, but this is not true if $x = 8$. Thus, the kernels in these two cases are distinct, and so a point stabilizer when $x = 2$ cannot be conjugate to a point stabilizer when $x = 8$. On the other hand, we can still ask the following: does one obtain groups that are equivalent under the action of the absolute Galois group $\text{Gal}(\overline{Q}/Q)$ acting via outer automorphisms on the finite-index subgroups of $\Gamma$?
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