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ABSTRACT. In this paper, a novel single machine scheduling problem with deterioration depending on waiting times is investigated. Firstly, a new deterioration model for the problem is presented. Secondly, according to characteristics of the problem, dominance properties and lower bounds are proposed and integrated into the Branch and Bound algorithm (B&B) to solve the small-medium scale problems. Thirdly, for solving a large-scale problem, the Rules Guided Nested Partitions method (RGNP) is proposed. The numerical experiments show that when the size of the problem is no more than 17 jobs, the B&B algorithm can obtain the optimal solutions in a reasonable time. The RGNP method can also obtain an average error percentage for near-optimal solutions less than 0.048 within 0.2s. The analysis shows the efficiency of RGNP, and, hence, it can be used for solving large size problems.

1. Introduction. In recent literature on scheduling problems with deterioration, the actual processing times $p_j$ of job $j$ is assumed to be dependent on the job starting time $s_j$, which means the job always deteriorates from the time 0 to the starting time, i.e., $p_j = a_j + bs_j$, where $b$ is deterioration rate. However, in some realistic problems, this assumption is not appropriate. For example, in steel production, heating the ingots is necessary to soften the ingots for rolling and in providing a
sufficiently high initial temperature to ensure that the rolling processing is completed in the required temperature region. The temperate of the ingots, however, while waiting to enter the rolling machine, drops below a certain level. This phenomenon is known as deterioration by Gupta and Gupta (1998) [7]. In such a case, if we assume that the ingots deteriorate depending on starting time, it is not reasonable. Because the starting time is from the time of entering heating furnace to rolling, however, actually, the time of ingots deterioration is from the time of outing from heating furnace to rolling. Therefore, the time of ingots deterioration should be from the time of outing from heating furnace (i.e., release time) to rolling (i.e., starting time). Based on above reasons, in this paper, the deterioration model of jobs is defined as a function of waiting times, i.e., \( p_j = a_j + b(s_j - r_j) \), where \( r_j \) is the release time of job \( j \). From the above two mathematical formulation of the actual processing time, it is clear seen that the new model is more appropriate to reflect the real problem, but it also increases the difficulty of solving the problem.

The deterioration job scheduling problem was first introduced independently by Gupta and Gupta (1998) [7] and by Browne and Yechiali (1990) [1]. Since then, related models have been extensively studied from a variety of perspectives. For instance, Cheng et al. (2010) [3] considered a new deterioration model where the actual processing time of a job was a function of the normal processing times of the jobs already processed and they proved that the problems of minimizing the total weighted completion time, maximum lateness, and maximum tardiness were polynomially solvable. Lai and Lee (2010) [9] studied a new deterioration model in which the actual job processing time was a function of the original processing times of jobs already processed and the scheduled positions. They showed that certain objectives, including makespan, total completion time, total weighted completion time, total tardiness and maximum tardiness under the proposed model, remained polynomially solvable. Shen et al. (2013) [17] considered the single-machine scheduling problem with time-dependent deterioration and gave an optimal solution corresponding to the particular problem. Ruiz-Torres et al. (2013) [16] introduced the deteriorating effect into parallel machine scheduling and considered the objective of makespan minimization. Qian and Steiner (2013) [15] introduced fast algorithms for solving single machine scheduling problems with learning/deterioration effects and time-dependent processing times, with or without due date assignment. Yin et al. (2015) [23] introduced the actual processing time of a job depends on the starting time and scheduled position of the job and showed that the related problems can be solved in \( O(n \log n) \). Oron (2014) [13] gave a polynomial time solution for the problem of a single-machine setting under the assumptions of general linear deterioration and convex resource functions. Kacem and Levner (2016) [8] propose a new dynamic programming algorithm and a faster fully polynomial time approximation scheme for the problem of scheduling a set of proportional deteriorating non-resumable jobs on a single machine subject to maintenance.

The literature mentioned above focuses on the fact that the jobs are always available. Since some practical problems need to consider different release times, for example, in steel production, different ingots have different release times. In this paper, we propose a novel single machine scheduling problem with deterioration depending on waiting times.

The main contribution of this paper is that a novel single machine scheduling problem with deterioration depending on waiting times is presented. Corresponding to the problem, a new deterioration model is proposed, and in order to solve the
problem, a Branch and Bound algorithm (B&B) integrating with dominance properties and lower bounds is proposed for solving small-medium scale problems; for solving larger scale problems, the Rules Guided Nested Partitions method (RGNP) is proposed. The results of numerical experiments show that for a size of no more than 17 jobs, the B&B algorithm can obtain the optimal solution in a reasonable time. The RGNP method can obtain the average error percentage of near-optimal solutions less than 0.048 within 0.2s. The analysis indicates the efficiency of RGNP, such that it can be used for solving large scale problems.

The rest of this paper is organized as follows. In Section 2, the problem is formulated. The branch and bound with dominance properties and low bounds and the rules guided nested partitions method are proposed for solving the problem studied in Section 3. The numerical experimentation is described in Section 4, followed by the conclusions in the last section.

2. Problem formulation. This paper considers the single machine scheduling problem with deterioration depending on waiting times to minimize the makespan.

This problem can be described as follows. Assume that there are $n$ jobs that are required to be scheduled. The normal processing time and release time for job $j$ ($j = 1, 2, \ldots, n$) are $a_j$ and $r_j$, respectively. All jobs have a common deterioration rate $b$ ($b > 0$). The actual processing time $p_j$ of job $j$ is a function of $a_j$, $b$ and the waiting time $s_j - r_j$, i.e., $p_j = a_j + b(s_j - r_j)$, where $s_j$ is the starting time of job $j$. The objective is to obtain an optimal schedule to minimize the makespan $C_{\text{max}}$. This problem can be denoted as $1|p_j = a_j + b(s_j - r_j), r_j|C_{\text{max}}$ by using the three-field notation scheme $\alpha|\beta|\gamma$ introduced by Graham et al. (1979)\[2\]. Since Cheng and Ding (1998)\[2\] have proved that the makespan problem with identical deteriorating jobs $1|p_j = a_j + bs_j, r_j|C_{\text{max}}$ is strongly NP-complete, clearly, the problem $1|p_j = a_j + b(s_j - r_j), r_j|C_{\text{max}}$ is also strongly NP-complete.

3. The B&B and RGNP method. In this section, the branch and bound algorithm integrating with the dominance properties and lower bounds, and the rules guided nested partitions method are proposed to solve the single machine scheduling problem with arbitrary deterioration rates and release times. Firstly, dominance properties and lower bounds are proposed in subsection 3.1 and 3.2, respectively. Then, the B&B and RGNP method are described in detail in subsection 3.3 and 3.4, respectively.

3.1. Dominance properties. Assume that schedules $S = (\pi, i, j, \pi')$ and $S' = (\pi, i, j, \pi')$. Here, the schedule $S = \{\pi, i, j, \pi'\}$ is a sequence, in which $\pi$ is regarded to be scheduled sequence with $k - 1$ jobs, $i$ in the $k^{th}$ position and $j$ in the $(k + 1)^{th}$ position to be unscheduled jobs, and $\pi'$ to be unscheduled sequence with $n - (k + 1)$ jobs. For convenience, generally, we only need to consider that the effect of $i$ and $j$ are scheduled at different locations. Let $t$ be the completion time of the last job in $\pi'$. Several properties are given as follows.

Property 1. If the release times of all jobs are identical, then there is an optimal schedule by ordering jobs with non-decreasing of $a_j$.

Property 2. If $t < r_i < r_j$ and $r_i + a_i < r_j$, then there is an optimal schedule with job $i$ before job $j$.

Property 3. If $t \leq \min\{r_i, r_j\}$ and $2r_i + a_i < 2r_j + a_j$, then there is an optimal schedule with job $i$ before job $j$. 

All above properties can be proved by the internal adjacent exchange method. Here, they are omitted.

3.2. Lower bounds. In this subsection, three lower bounds are developed for minimizing the makespan problem with arbitrary deterioration rates and release times.

Assume that $S$ denotes the set of scheduled jobs which includes $k$ jobs, $C[k]$ the completion time of the $k^{th}$ job in $S$, $US$ the set of unscheduled jobs, and $f^*$ the optimal makespan. Specially, $C[0] = 0$.

**Proposition 1.** $LB_1 = (1 + b)^{n-k}C[k] + \sum_{j=k+1}^{n} (1 + b)^{n-j}a_j - \sum_{i=k+1}^{n} b(1 + b)^{n-i}r[i]$, with by ordering the normal processing times $a[j]$ of jobs in $US$ according to the short processing time rule and by the release times $r[i]$ of jobs in $US$ according to the late release time rule being a lower bound.

**Proof.** The scheduled set $S$ includes $k$ jobs, the completion time of the $(k + 1)^{th}$ job is:

$$C[k+1] = C[k] + a[k+1] + b(\max\{C[k], r[k+1]\} - r[k+1]) \geq C[k] + a[k+1] + b(C[k] - r[k+1]) = (1 + b)C[k] + a[k+1] - br[k+1].$$

The completion time of the $(k + 2)^{th}$ job is:

$$C[k+2] = C[k+1] + a[k+2] + b(\max\{C[k+1], r[k+2]\} - r[k+2]) \geq C[k+1] + a[k+2] + b(C[k+1] - r[k+2]) = (1 + b)^2C[k] + (1 + b)a[k+1] + a[k+2] - b(1 + b)r[k+1] - br[k+2].$$

Similarly, the completion time of the $n^{th}$ job is:

$$C[n] \geq (1 + b)^{n-k}C[k] + \sum_{j=k+1}^{n} (1 + b)^{n-j}a_j - \sum_{i=k+1}^{n} b(1 + b)^{n-i}r[i]$$

i.e., $f^* \geq C[n] \geq (1 + b)^{n-k}C[k] + \sum_{j=k+1}^{n} (1 + b)^{n-j}a_j - \sum_{i=k+1}^{n} b(1 + b)^{n-i}r[i]$. 

Set $\phi = (1 + b)^{n-k}C[k] + \sum_{j=k+1}^{n} (1 + b)^{n-j}a_j - \sum_{i=k+1}^{n} b(1 + b)^{n-i}r[i]$, the lower bound of the partial sequence $S$ is larger than or equal to the minimum value of $\phi$. Clearly, it is observed that the first term of $\phi$ is known, so it is only needed to minimize the second term and maximize the third term of $\phi$. Since $(1 + b)^{n-j}$ gradually decreases as $j$ increases, the minimum value of $\phi$ can be obtained by ordering the normal processing times of jobs in $US$ according to the short processing time rule and by the release times of jobs in $US$ according to the late release time rule. So: $LB_1 = \min\{(1 + b)^{n-k}C[k] + \sum_{j=k+1}^{n} (1 + b)^{n-j}a_j - \sum_{i=k+1}^{n} b(1 + b)^{n-i}a[i]\}$. 

**Proposition 2.** $LB_2 = \max_{j \in US}(r_j + a_j)$ is a lower bound.

**Proof.** In an optimal schedule, each job $j$ in $US$ will not start before its release time $r_j$ and will complete its processing no later than $f^*$, So it is processed during the interval of time $[r_j, f^*]$. In this interval of time, all jobs of $US$ are processed on the machine. So: $f^* \geq \max_{j \in US}(r_j + a_j)$, i.e., $LB_2 = \max_{j \in US}(r_j + a_j)$. 

Proposition 3. \( LB_3 = r_j + a_j + b(C_{[k]} - r_j)^+; j \in \{ j \mid r_j = \max_{j \in US} r_j \} \) is a lower bound.

Proof. In an optimal schedule, the job \( j \) with the latest release time of \( US \) will start after its release time \( r_j \) and complete its processing before the optimal makespan \( f^* \). So:

\[
\begin{align*}
    f^* & \geq \max_{j \in US} \{ r_j + p_j \} \\
    & \geq r_j + p_j \quad \quad \quad j \in \{ j \mid r_j = \max_{j \in US} r_j \} \\
    & \geq r_j + a_j + b(C_{[k]} - r_j)^+ \quad j \in \{ j \mid r_j = \max_{j \in US} r_j \}
\end{align*}
\]

i.e., \( LB_3 = r_j + a_j + b(C_{[k]} - r_j)^+; j \in \{ j \mid r_j = \max_{j \in US} r_j \} \). \( \Box \)

In summary, in order to obtain a tight lower bound, select the largest value among \( LB_1 \), \( LB_2 \) and \( LB_3 \) as a lower bound, i.e., \( LB = \max_{b=1,2,3} LB_b \).

3.3. The branch and bound algorithm. As a classic algorithm, B&B is just a simple search algorithm with framework. If it is directly applied to the problem in this paper, the CPU time will be unacceptable when the number of jobs is 7. The contribution of this paper is that we not only use the depth first search strategy but combine with corresponding properties and low bounds proposed in subsection 3.1 and 3.2.

The branch and bound algorithm is firstly proposed by Land and Doig (1960) [10] and by Dakin (1965) [5]. It is also successfully applied to many areas, for example, cyclic scheduling in a robotic cell [22], rescheduling considering limited disturbance [21] and so on. In this paper, the branch and bound algorithm mainly uses the backtracking method, which incorporates systematicity with jumping characteristics. It adopts a depth first search strategy to make the search start from the root node to the whole solution space. When the algorithm searches any node in the solution space tree, it needs to judge whether the sub-tree of the node as a root contains solutions of the problem or not. If not, it will jump over all sub-trees of the node as a root and then backtrack to its father node step by step. Otherwise, it continues to search the sub-tree. If a whole sequence is obtained and its objective value is less than the current one, it will then replace the current one. Moreover, since the backtracking method only records a current sequence and its lower bounds, it makes the store space become small to a great extent. In this paper, we adopt the depth first search in the branch and bound procedure, respectively. Dominance properties and lower bounds are used for eliminating the nodes that do not satisfy the solutions of the problem. In the following paragraph, the branch and bound algorithm is described in more detail.

The branch and bound algorithm includes several following elements.

Node
A search tree consists of many nodes, each of which denotes a partial schedule.

Branch
To branch is to generate all children nodes by the current active node. Each child node denotes a branch.
Search strategy with eliminate nodes
Search strategy is designed according to the depth first search.

Step 1 Generate all children nodes of the current expansion node.
Step 2 In all children nodes, eliminate the nodes which cannot obtain the optimal schedule according to properties 1-3.
Step 3 Add the remaining nodes in all children nodes into a list of active nodes.
Step 4 Select a node from a list of active nodes as the next expansion node, which is expanded until the maximum depth is reached.

Repeat the above steps until no more active nodes can be expanded.

Upper bound and lower bound
At the beginning of the algorithm, calculate the makespan of sequences obtained according to the job’s current minimum completion time \((1 + b) \max(r_j, t) + a_j - br_j\), and select it as the initial upper bound, which will be replaced with the better solution that is generated in the search procedure.

Lower bound, \(LB\), is used for eliminating the nodes which cannot develop the optimal solution. If the new node cannot be eliminated by the properties 1-3, its \(LB\) will be calculated.

Backtracking
When all child nodes of the current node have been searched, the algorithm will backtrack to the father node of the current node and continue to search other nodes of the father node.

The procedure of B&B algorithm can be summarized as follows.

Step 1 Initialization
Calculate the initial upper bound, go to Step 2.

Step 2 Branching
All child nodes are generated by the current active node, go to Step 3.

Step 3 Search strategy
The recently generated node is selected as an active node, which is firstly expanded. Apply the properties 1-3 to eliminate child nodes of the expanded node which cannot develop the optimal solution, go to Step 4.

Step 4 Lower bound
Calculate the lower bound for each remaining node. If it is less than the current optimal solution, continue to search its branches. If it is equal to the current optimal solution, go to Step 6. Otherwise, eliminate it, continue to search other child nodes of the current active node. When a whole sequence is obtained, its makespan replaces the current optimal solution. Go to Step 5.

Step 5 Backtracking
Backtrack the father node of the current node and continue to search other children nodes of the father node. If no more nodes can be searched, go to Step 6. Otherwise, Go to Step 2.

Step 6 Stopping
Output an optimal solution.

3.4. Rules guided nested partitions method (RGNP). The original nested partitions method (ONP) was first developed by Shi and Olafsson (2000) for global optimization, and firstly proposed for solving discrete problems. It has good convergence, and integrates the capacity of the local search with that of a global search. The Nested Partitions method has been applied to knowledge discovery in databases, the local pickup and delivery problem and the discrete facility
The main idea is that the feasible region will be continuously partitioned until the most promising region includes a singleton solution, i.e., at the beginning of the method. The whole solution space is then considered as the most promising region $\sigma(0)$ and partitioned into several sub-regions and the depth of the method $d$ is 0. Then, through sampling, select a sub-region with the best promising index as the most promising region in the next step. Generally, the promising index is defined as the value of the objective. At each iteration, other than the first step, if a sub-region is selected as the most promising region $\sigma(d)$, then other regions except the most promising region are aggregated into one region which is called surrounding region or complementary region $\phi$. Generally, the method mainly comprises four elements, i.e., partitioning, sampling, selection and backtracking, the detailed process of which can be referred by Shi and Olafsson (2000) [18].

Based on original nested partitions method, a solution approach named RGNP is proposed in the section for solving the NP-hard problem of a single machine with deterioration depending on waiting times, where its objective is to minimize the makespan. Specially, a number of rules are incorporated into the sampling procedure to promote algorithm convergence, whereas in the surrounding region, randomly sampling is used to ensure the diversities of solutions and avoids trapping into the local optimal solutions. The RGNP method also has four important elements, partitioning and stopping, sampling, selection and backtracking, which are described in the following.

Give a set $N = \{1, 2, ..., n\}$, all permutations of $\{1, 2, ..., n\}$ constitute the whole solution space. In depth 0, the whole solution space is considered as the most promising region $\sigma(0)$. It is divided into $n$ sub-regions by fixing the first job on the machine to be one of 1, 2, ..., and $n$. The current most promising region can be divided into $n - d$ sub-regions when the depth is $d$. The algorithm won’t stop until the most promising region contains only a singleton solution. This process is shown as Figure 1, where $j_{k}^{S}$ denotes the $k^{th}$ job in schedule $S$. Moreover, if the algorithm always backtracks, the algorithm will stop when the times of the algorithm backtracks to the whole region are more than 100.

**Sampling**

To find the most promising region for the next depth, three related rules are given and used for sub-regions.

Rule 1 Obtain randomly a partial sequence from the unscheduled jobs.

Rule 2 Obtain a partial sequence by ordering jobs in non-decreasing order of the smallest $(1 + b) \max(r_j, t) + a_j - br_j$ from the unscheduled jobs, where $t$ is the completion time of the last jobs scheduled, especially, $t = 0$ when the depth is 0.

Rule 3 Obtain a partial sequence according to the short normal processing time from unscheduled jobs.

The above partial sequences combining with the scheduled partial sequence constitute three samples. These three samples are solutions of the problem in the sub-regions.

For the surrounding region, randomly sampling is used.

**Selection**
The most promising region

First, the makespan of each sample from the sampling procedure is calculated and the best makespan is chosen as the promising index of each sub-region. The best makespan in all sub-regions and the surrounding region is defined as $R^*$. Then, the most promising region corresponding to $R^*$ for the next step is determined by the following cases:

Case 1 If $R^*$ corresponds to the sub-region of the current most promising region, then it will be partitioned in the next step.

Case 2 If $R^*$ corresponds to more than one sub-region of the current most promising region, then one of them is selected randomly and partitioned in the next step.

Case 3 If $R^*$ accords with the surrounding region, then we adopt backtracking, the procedure of which will be introduced in later.

Case 4 If $R^*$ corresponds to the surrounding region and one or more than one of the current most promising region, then one of them is selected randomly with identical probability. In this case, if one of the current most promising regions is selected, it will be the most promising region to be partitioned in the next step. On the contrary, backtracking will be used when the surrounding region is selected.

**Backtracking**

If the surrounding region accords with the current most promising region, then the method backtracks to the adjacent super-region of the current most promising region. If the method always backtracks to the adjacent super-region of the same current most promising region, then it will backtrack to the whole solutions region when the times are more than 100.

**Figure 1.** The generic partitions for the single machine scheduling problem
The procedure of the RGNP method can be summarized as follows.

Step 1 Initialization
Set the overall solution space as the initial most promising region and the initial surrounding region as $\varphi$. Go to Step 2.

Step 2 Partition & Stopping
If the current most promising region is a singleton solution region, then the method will stop and the best solution obtained is returned. Otherwise, the current most promising region is partitioned into several sub-regions. Go to Step 3.

Step 3 Sampling
Obtain samples from each of sub-regions according to three rules and a random sample from the surrounding region. Calculate the promise indices for both the several sub-regions and the surrounding region. Go to Step 4.

Step 4 Selection
Select the most promising region among sub-regions and the surrounding region. If the surrounding region is selected, go to Step 5. Otherwise, go to Step 2.

Step 5 Backtracking
The method backtracks to the adjacent super-region. If the times of backtracking to the adjacent super-region of the same current most promising region are more than 100, then the method will backtrack to the whole region. Go to Step 1. If the times of backtracking to the whole region for the same current most promising region are more than 100, then the method will stop, and the best solution obtained from the sample of the surrounding region is returned.

4. Numerical experimentation. In this section, the numerical experimentation is used to evaluate the performance of the three algorithms. The experimental design follows the framework used by Chu (1992)[4]. All programming is run on the same personal computer with Intel (R) Core (TM) 2 processors. The normal processing times of the jobs are generated from a uniform distribution on $(1,100)$. The release times are generated from a uniform distribution on $(0, 50\lambda)$ where $n$ is the size of jobs and $\lambda$ is a control variable, which decides the scatter range of the release dates. The B&B, RGNP and ONP are used for solving the problem. The following experiments are tested.

Firstly, the performance of the B&B, RGNP and ONP with respect to a parameter $\lambda$ is tested.

The size of jobs is fixed at 8, the deterioration rate $b = 0.05, 0.1$, and the control variable $\lambda$ takes values from 0.2 to 3.0 with an increment of 0.2 each time. For each $b$ and $\lambda$, 100 replications are randomly generated. When $b = 0.05$, the average error rates of RGNP and ONP are recorded in Figure 2, and the average CPU time of algorithms is recorded in Figure 3. Likewise, when $b = 0.1$, the average error rates of RGNP and ONP are recorded as in Figure 4, and the average CPU times of the algorithms are recorded as in Figure 5.

From Figures 2 and 4, when the deterioration rate $b = 0.05, 0.01$ and the control variable $\lambda$ takes the values from 0.2 to 3.0 with an increment of 0.2 each time, the average error rate of RGNP is near or even 0 in most cases. Compared with RGNP, the average error rate of ONP is not stable and the largest value is more than 0.2. From Figure 3 and 5, when the deterioration rate $b = 0.05, 0.1$, and the control variable $\lambda$ takes the values from 0.2 to 3.0 with an increment of 0.2 each time, the
average CPU time of RGNP and ONP is less than 1s. The average CPU time of the B&B is increasing with increasing in the whole view. The average CPU time of the B&B for $b = 0.05$ is more than that in case of $b = 0.1$ when $\lambda = 3.0$.

Secondly, the performance of the B&B, RGNP and ONP with respect to a parameter $b$ is tested. The size of jobs is fixed at 8, the control variable $\lambda = 0.2, 3.0$, and the deterioration rate $b$ takes the values from 0.025 to 0.5 with an increment of 0.025 each time. For each $\lambda$ and $b$, 100 replications are randomly generated. When $b = 0.05$, average error rates of RGNP and ONP are recorded as shown in Figure 6, and the average CPU times of the algorithms are recorded in Figure 7. Likewise, when $b = 0.1$, average error rates of RGNP and ONP are as shown in Figure 8, and the average CPU time of the algorithms is shown in Figure 9.

From Figures 6 and 8, when the control variable and the deterioration rate takes values from 0.025 to 0.5 in steps of 0.025 each time, the average error rate of RGNP is 0 in most cases. In Figure 6, when $\lambda = 0.2$, the average error rate of ONP is also not stable and the largest is more than 0.2. In Figure 8, when $\lambda = 3.0$ the average error rate of ONP is increasing with $b$ increasing. As seen in Figure 7, the average CPU time of the B&B is no more than 2.5s when $\lambda = 0.2$. However, when $\lambda = 3.0$, it will need much longer time as in Figure 9, especially, when $b = 0.05$, it needs more than 30s.

Therefore, from testing $\lambda$ and $b$, a few of conclusions are as follows:
The control variable $\lambda$ takes values of 0.2, 1.0 and 3.0, and the deterioration rate $b$ takes 0.05 and 0.1. Four different sizes of jobs ($n = 5, 9, 13, 17$) are adopted. The average error rate of RGNP and ONP, respectively, relative to the optimal solution, are provided in Table 1. The error rate is $\text{var} = (H - H^*) / H^* \times 100\%$, where $H$ is a solution from RGNP or ONP, and $H^*$ is an optimal solution from the B&B. The running time of the B&B, RGNP and ONP are also recorded.

According to Table 1, the results are as follows:

(i) The branch and bound algorithm can obtain the optimal solution within 11 hours when the job size is equal to or smaller than 17.
(ii) The RGNP can obtain solutions which have the average error percentage less than 0.048 in no more than 0.2s.
Table 1. Comparison of results among algorithms

| n  | b  | λ   | Average error rate | Average CPU time(s) |
|----|----|-----|--------------------|---------------------|
|    |    |     | RGNP   | ONP    | RGNP  | ONP  |
| 5  | 0.05 | 0.2  | 0.000  | 0.000  | 1.07  | 0.00  | 0.00 |
|    | 1.0  | 0.034 | 0.054 | 0.94  | 1.26  | 0.00  | 0.00 |
|    | 3.0  | 0.000 | 0.000  | 1.17  | 0.00  | 0.00  | 0.00 |
| 0.10 | 0.2  | 0.000  | 0.004  | 1.36  | 0.00  | 0.00  | 0.00 |
|    | 1.0  | 0.000 | 0.000  | 0.82  | 0.00  | 0.00  | 0.00 |
|    | 3.0  | 0.000 | 0.005  | 1.10  | 0.00  | 0.00  | 0.00 |
| Average CPU time |  |  |  |  |  | 1.10  | 0.00  | 0.00 |
| 9  | 0.05 | 0.2  | 0.000  | 0.002  | 1.50  | 0.01  | 0.00 |
|    | 1.0  | 0.010 | 0.106 | 114.30 | 0.01  | 0.00  | 0.00 |
|    | 3.0  | 0.000 | 0.012  | 1.38  | 0.01  | 0.00  | 0.00 |
| 0.10 | 0.2  | 0.000  | 0.015  | 1.07  | 0.00  | 0.00  | 0.00 |
|    | 1.0  | 0.000 | 0.070  | 11.04 | 0.01  | 0.00  | 0.00 |
|    | 3.0  | 0.016 | 0.071  | 21.53 | 0.01  | 0.00  | 0.00 |
| Average CPU time |  |  |  |  |  | 1315.55 | 0.04  | 0.02 |
| 13 | 0.05 | 0.2  | 0.008  | 0.028  | 16.88 | 0.04  | 0.02 |
|    | 1.0  | 0.016 | 0.300  | 51.19 | 0.05  | 0.02  | 0.02 |
|    | 3.0  | 0.000 | 0.031  | 6041.71 | 0.06  | 0.01  | 0.01 |
| 0.10 | 0.2  | 0.028  | 0.057  | 13.16 | 0.04  | 0.02  | 0.02 |
|    | 1.0  | 0.021 | 0.221  | 35.32 | 0.05  | 0.02  | 0.02 |
|    | 3.0  | 0.000 | 0.109  | 1735.06 | 0.04  | 0.01  | 0.01 |
| Average CPU time |  |  |  |  |  | 25.16  | 0.01  | 0.00 |
| 17 | 0.05 | 0.2  | 0.018  | 0.038  | 1007.11 | 0.18  | 0.07 |
|    | 1.0  | 0.015 | 0.200  | 1222.28 | 0.18  | 0.07  | 0.07 |
|    | 3.0  | 0.012 | 0.216  | 38012.51 | 0.18  | 0.07  | 0.07 |
| 0.10 | 0.2  | 0.048  | 0.116  | 610.34 | 0.12  | 0.07  | 0.07 |
|    | 1.0  | 0.022 | 0.444  | 1958.67 | 0.12  | 0.07  | 0.07 |
|    | 3.0  | 0.012 | 0.245  | 18292.45 | 0.12  | 0.07  | 0.07 |
| Average CPU time |  |  |  |  |  | 10183.89 | 0.15  | 0.07 |

Figure 10. The CPU time of several algorithms with respect to n

(iii) The average error percentage of the ONP becomes larger when the size increases.
Moreover, the average CPU time of several algorithms with respect to the job size $n$ is shown in Figure 10, the time of ONP and RGNP are very few, but the time of B&B increases sharply when the job size increases.

It is shown that when the job size is equal to or smaller than 17, the B&B can be used for obtaining the optimal solution within 11 hours.

In order to further verify the efficiency of RGNP, the following experiments are done. The control variable $\lambda$ takes values of 0.2, 1.0 and 3.0, and the deterioration rate $b$ takes 0.05 and 0.1. Six different sizes of jobs ($n = 20, 40, 60, 80, 100, 120$) are adopted. The average error rate (AER) of RGNP and ONP, respectively, relative to the optimal solution, are provided in Table 2. The error rate is $\text{var} = (H - H^*)/H^* \times 100\%$, where $H$ is a solution from RGNP or ONP, and $H^*$ is a best solution between RGNP and ONP. The average CPU time (Time) of the RGNP and ONP are recorded.

**Table 2. Comparison of results among algorithms**

| $n$ | $b$ | $\lambda$ | AER | Time(s) |
|-----|-----|-----------|-----|---------|
|     |     |           | RGNP | ONP     | RGNP | ONP |
| 20  | 0.05| 0.2       | 0.723| 0.009  | 0.06 | 0.05 |
|     | 1.0 | 0.000     | 0.014| 0.009  | 0.07 | 0.05 |
|     | 0.1 | 1.0       | 0.721| 0.009  | 0.06 | 0.05 |
|     | 0.1 | 0.000     | 0.009| 0.009  | 0.07 | 0.05 |
|     | 3.0 | 0.000     | 0.723| 0.009  | 0.06 | 0.05 |
| 40  | 0.05| 0.2       | 0.723| 0.009  | 0.07 | 0.05 |
|     | 1.0 | 0.000     | 0.014| 0.009  | 0.06 | 0.05 |
|     | 0.1 | 1.0       | 0.721| 0.009  | 0.07 | 0.05 |
|     | 0.1 | 0.000     | 0.009| 0.009  | 0.07 | 0.05 |
|     | 3.0 | 0.000     | 0.723| 0.009  | 0.06 | 0.05 |
| 60  | 0.05| 0.2       | 0.723| 0.009  | 0.07 | 0.05 |
|     | 1.0 | 0.000     | 0.014| 0.009  | 0.06 | 0.05 |
|     | 0.1 | 1.0       | 0.721| 0.009  | 0.07 | 0.05 |
|     | 0.1 | 0.000     | 0.009| 0.009  | 0.07 | 0.05 |
|     | 3.0 | 0.000     | 0.723| 0.009  | 0.06 | 0.05 |
| 80  | 0.05| 0.2       | 0.723| 0.009  | 0.07 | 0.05 |
|     | 1.0 | 0.000     | 0.014| 0.009  | 0.06 | 0.05 |
|     | 0.1 | 1.0       | 0.721| 0.009  | 0.07 | 0.05 |
|     | 0.1 | 0.000     | 0.009| 0.009  | 0.07 | 0.05 |
|     | 3.0 | 0.000     | 0.723| 0.009  | 0.06 | 0.05 |
| 100 | 0.05| 0.2       | 0.723| 0.009  | 0.07 | 0.05 |
|     | 1.0 | 0.000     | 0.014| 0.009  | 0.06 | 0.05 |
|     | 0.1 | 1.0       | 0.721| 0.009  | 0.07 | 0.05 |
|     | 0.1 | 0.000     | 0.009| 0.009  | 0.07 | 0.05 |
|     | 3.0 | 0.000     | 0.723| 0.009  | 0.06 | 0.05 |
| 120 | 0.05| 0.2       | 0.723| 0.009  | 0.07 | 0.05 |
|     | 1.0 | 0.000     | 0.014| 0.009  | 0.06 | 0.05 |
|     | 0.1 | 1.0       | 0.721| 0.009  | 0.07 | 0.05 |
|     | 0.1 | 0.000     | 0.009| 0.009  | 0.07 | 0.05 |
|     | 3.0 | 0.000     | 0.723| 0.009  | 0.06 | 0.05 |
From Table 2, the performance of RGNP is far better than that of ONP. The maximum CPU time of RGNP is only 76.76s when \( n = 120 \) and the solution of it is far superior to that of ONP. For ONP, it obtains solutions which become inferior over the job size increase. The analysis further shows the efficiency of the RGNP, hence, the RGNP can be regarded as a good method for solving large scale problems.

5. Conclusions. In this paper, a novel single machine scheduling problem with deterioration depending on waiting times is presented. Firstly, a new deterioration model corresponding to the problem is proposed. Then, the branch and bound algorithm integrating with the dominance properties and lower bounds is proposed to obtain optimal solutions of small-medium scale problems. Since the branch and bound has a limit when applied to large scale problems, the rules guided nested partitions method is proposed. The results of the numerical examples with a job size smaller than 18 jobs show that, the B&B algorithm can obtain the optimal solutions in a reasonable time, and the RGNP method can obtain near-optimal solutions, with an average error rate of less than 0.048 in no more than 0.2s. When the number of jobs becomes large, RGNP can still obtain good near-optimal solutions within a short time. According to the results of the analysis, it shows the efficiency of RGNP. Therefore, it can be used for solving large size problems. In the future, multiple machines scheduling problems and other good algorithms (such as approximate algorithms\[24\], tabu search algorithm\[11\] and so on) will be considered.
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