Performing Spiking and Predictive Deconvolution on 2D Land Data (PSTM)

Mohamed Mhmod*, Liu Hai Yan, Liu Cai and Feng Xuan

College of Geo-Exploration Science and Technology, Jilin University, Changchun 130026, China

Abstract

In this paper we are performing spiking and predictive deconvolution on land 2D data, final (PSTM) data. For spiking deconvolution we are going to test the effect of operator length (operator length with n=operator length (where \( n=240, 128, 40, 10 \)) ms) and effect of percent prewhitening (0% and 1%) for each value of n. While for predictive deconvolution we will test effect of operator length (operator length with n=operator length (where \( n=240, 128, 40, 10 \)) ms) and lag (\( \alpha=0 \) ms, \( \alpha=1 \) ms, \( \alpha=2 \) ms) for each value of n. The data used in this paper 2d data (PSTM), first we will apply spiking deconvolution on our data, for spiking deconvolution, the Deconvolution which in this case the desired output is zero-lag spike. While for predictive deconvolution, the Deconvolution which in this case the desired output is a lagged version of the input. The later lags are used as the cross-correlation of the input and desired output. The standard equations are solved for the predictive operator. In final comparison for each test were made on our data. The effect of parameters on spiking deconvolution was also published.
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Introduction

The definition of deconvolution is a filtering process that removes a wavelet from the recorded seismic trace [1] and is this done by reversing the process of convolution [2]. The commonest way that perform deconvolution, by designing a Wiener filter to transform one wavelet into another wavelet in a least-squares sense [3]. It is often applied at least once to marine seismic data. The attenuation of short-period multiples (most notably reverberations from relatively flat, shallow water-bottom) can be achieved with predictive deconvolution [4]. The periodicity of the multiples is exploited to design an operator, which identifies and removes the predictable part of the wavelet, leaving only its non-predictable part (signal) [5].

Algorithm principle

The spiking deconvolution in seismic data processing is routinely applied to compress the source wavelet included in the seismic traces to improve temporal resolution. The general form of the matrix equation for a filter of length is represented in equation (1), [6]:

\[
\begin{bmatrix}
    r_0 & r_1 & r_2 & \ldots & r_{n-1} \\
    r_1 & r_2 & r_3 & \ldots & r_{n-2} \\
    r_2 & r_3 & r_4 & \ldots & r_{n-3} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    r_{n-1} & r_{n-2} & r_{n-3} & \ldots & r_0
\end{bmatrix}
\begin{bmatrix}
    a_0 \\
    a_1 \\
    a_2 \\
    \vdots \\
    a_{n-1}
\end{bmatrix}
= \begin{bmatrix}
    g_0 \\
    g_1 \\
    g_2 \\
    \vdots \\
    g_{n-1}
\end{bmatrix}
\]

(1)

Here, \( r_i \), \( a_i \), and \( g_i \), \( i=0,1,2,\ldots,n-1 \) are the autocorrelation lags of the input wavelet, Wiener coefficients, and the Crosscorrelation lags of the desired output with the input wavelet respectively.

If the desired output is zero delay spike, it is call spiking deconvolution (equation 2):

\[
\begin{bmatrix}
    r_0 & r_1 & r_2 & \ldots & r_{n-1} \\
    r_1 & r_2 & r_3 & \ldots & r_{n-2} \\
    r_2 & r_3 & r_4 & \ldots & r_{n-3} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    r_{n-1} & r_{n-2} & r_{n-3} & \ldots & r_0
\end{bmatrix}
\begin{bmatrix}
    a_0 \\
    a_1 \\
    a_2 \\
    \vdots \\
    a_{n-1}
\end{bmatrix}
= \begin{bmatrix}
    1 \\
    0 \\
    0 \\
    \vdots \\
    0
\end{bmatrix}
\]

(2)

The Equation (2) was scaled by \( 1/x_i \). The least squares inverse filter has the same form as the matrix in equation (2). Therefore, spiking deconvolution is mathematically identical to least squares inverse filter. A distinction, however, is made in practice between the two types of filtering. The autocorrelation matrix on the left side of equation (2) is computed from the input seismogram, in the case of spiking deconvolution (statistical deconvolution), whereas it is computed directly from the known source wavelet in case of least squares inverse filtering. If the input wavelet is not a minimum phase, spiking deconvolution cannot convert it to a perfect zero-lag spike. Although the amplitude spectrum is virtually flat, the phase spectrum of the output is not a minimum phase. The spiking deconvolution operator is the inverse of the minimum-phase equivalent of the input wavelet. This wavelet may or may not be minimum phase.

There is always noise in the seismogram and its additive in both time and frequency domain. An artificial level of white noise is introduced before deconvolution [7]. This is called prewhitening.

If the percent prewhitening is given by a scalar, \( 0 \leq \varepsilon < 1 \), then the normal equations (2) are modified as in equation (3):

\[
\begin{bmatrix}
    \beta r_0 & r_1 & r_2 & \ldots & r_{n-1} \\
    r_1 & \beta r_0 & r_2 & \ldots & r_{n-2} \\
    r_2 & r_1 & \beta r_0 & \ldots & r_{n-3} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    r_{n-1} & r_{n-2} & r_{n-3} & \ldots & \beta r_0
\end{bmatrix}
\begin{bmatrix}
    a_0 \\
    a_1 \\
    a_2 \\
    \vdots \\
    a_{n-1}
\end{bmatrix}
= \begin{bmatrix}
    1 \\
    0 \\
    0 \\
    \vdots \\
    0
\end{bmatrix}
\]

(3)

where \( \beta = 1 + \varepsilon \). Adding a constant \( \varepsilon \) to the zero lag of the autocorrelation function is the same as adding white noise to the spectrum, with its total energy equal to that constant.
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The predicative deconvolution desired output, a time-advance from of input series suggests a predicative processes. Given input \( x(t) \), we want to predict its value at some full time \( (t+\alpha) \), where \( \alpha \) is predication lag [8-12]. Wiener show that the filter used to estimate \( (x+\alpha) \) can be computed by using a special form of the matrix equation (4) [6].

\[
\begin{pmatrix}
  r_0 & r_1 & r_2 & \cdots & r_{n-1} \\
  r_1 & r_0 & r_1 & \cdots & r_{n-2} \\
  r_2 & r_1 & r_0 & \cdots & r_{n-3} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  r_{n-1} & r_{n-2} & r_{n-3} & \cdots & r_0
\end{pmatrix}
\begin{pmatrix}
a_0 \\
a_1 \\
a_2 \\
\vdots \\
a_{n-1}
\end{pmatrix}
= 
\begin{pmatrix}
g_0 \\
g_1 \\
g_2 \\
\vdots \\
g_{n-1}
\end{pmatrix}
\]

Where \( r_i, a_i, \) and \( g_i, i=0, 1, 2 \ldots, n-1 \) are the autocorrelation lags of the input wavelet, the Wiener filter coefficients, and the cross correlation lags of the desired output with the input wavelet respectively. Since the desired output \( x(t+\alpha) \) is the time-advance version of the input \( x(t) \), we need to specialize the right side of equation (4) for the predication problem. Consider a Five-point input time series \( x(t): (x_0, x_1, x_2, x_3, x_4) \), and set \( \alpha=2 \). The designed may be carried out using equation (5) and applied on input series as shown in Figure 1.

\[
\begin{pmatrix}
r_0 & r_1 & r_2 & \cdots & r_{n-1} \\
r_1 & r_0 & r_1 & \cdots & r_{n-2} \\
r_2 & r_1 & r_0 & \cdots & r_{n-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
r_{n-1} & r_{n-2} & r_{n-3} & \cdots & r_0
\end{pmatrix}
\begin{pmatrix}
a_0 \\
a_1 \\
a_2 \\
\vdots \\
a_{n-1}
\end{pmatrix}
= 
\begin{pmatrix}
g_0 \\
g_1 \\
g_2 \\
\vdots \\
g_{n-1}
\end{pmatrix}
\]

\[ (5) \]

Work method

This Process is executed by following steps; first we are going to apply spiking deconvolution. CMP sort is required. For Design window, is entry trace, operator length (240, 128, 40, 10) ms, the percent prewhitening (0%, 1%) for each value of n. Also using amplitude scaling (Mean scale) with applying signal band pass filter (Low Truncation Frequency 10 HZ, Low Cut Frequency 15 HZ, High Cut Frequency 200, High Truncation Frequency 250 HZ). Figure 2 shows the flow were used. The execution parameters, shot_sequence_number (0-1856), receiver_sequence_number (0-59423), channel_number (1-40), CMP_no (0-7478), inline: 2 Xline: 7479[0-7478], input traces (59424).

The spiking deconvolution algorithm is applied to original data. Figure 1a and the results are shown in Figures 3 and 4. With different

\[ \text{Input} \]
\[ \text{Output} \]
\[ \text{Compute (n+\alpha)-lags of autocorrelation} \]
\[ \text{Where n= length of predication filter} \]
\[ \alpha = \text{the predication lag} \]
\[ \text{Use equation 4 to compute the predication filter series} \ [a_0,a_1,a_2,\ldots,a_{n-1}] \]
\[ \text{Delay by predication lag} \]
\[ \text{Subtract results} \]

\[ \text{Figure 1: A flowchart for predictive -deconvolution using predictive filter (Yilmaz [16]).} \]

\[ \text{INPUT DATA} \]
\[ \text{Spiking/ Predictive Deconvolution} \]
\[ \text{Amplitude scaling (Mean scale)} \]
\[ \text{OUTPUT} \]

\[ \text{Figure 2: Show the flow processes for spiking and predictive deconvolution.} \]
Figure 3: (a) 2d land PSTM Data, CMP sort, before applying spiking-deconvolution, (b) after applying spiking-Deconvolution with Operator-length 240 ms, (c) after applying spiking Deconvolution with Operator-length 128 ms, (d) after applying spiking-Deconvolution with Operator-length 40 ms, (e) after applying spiking-Deconvolution with Operator length 10 ms and the percent prewhitening for all value of operator-length (0%).

Figure 4: (a) 2d land final PSTM Data CMP sort, before applying spiking deconvolution, (b) after applying spiking Deconvolution with Operator length 240 ms, (c) after applying spiking Deconvolution with Operator length 128 ms, (d) after applying spiking Deconvolution with Operator length 40 ms, (e) after applying spiking Deconvolution with Operator length 10 ms and the percent prewhitening for all value of operator length (1%).
Figure 5: (a) 2d land final PSTM Data CMP sort, before applying predictive-deconvolution, (b) after applying predictive-deconvolution with Operator-length 240 ms, (c) after applying predictive-deconvolution with Operator-length 128 ms, (d) after applying predictive-deconvolution with Operator-length 40 ms, (e) after applying predictive-deconvolution with Operator-length 10 ms and the lag for all value of operator-length (α=0 ms), and the percent prewhitening for all value of operator length (1%).

Figure 6: (a) before applying predictive-deconvolution, after applying predictive-deconvolution with Operator-length 240 ms, (b) after applying predictive-deconvolution with Operator-length 128 ms, (c) after applying predictive-deconvolution with Operator-length 40 ms, (d) after applying predictive-deconvolution with Operator-length 10 ms and the lag for all value of operator-length (α=1 ms), and the percent prewhitening for all value of operator length (1%). (e) Final pstm, (f) data after applying predictive-deconvolution.
operator lengths. Wiener deconvolution causes boosting in random noise, which is standard since it generally boosts the amplitudes of high frequency noise in the data [13-15]. For this reason, a conventional Wiener deconvolution process is generally followed by a band-pass filter to suppress this boosted high frequency noise. The band pass filter parameters are low truncation frequency is 10 Hz, low cut frequency is 15 Hz, high cut frequency is 200 Hz, and high truncation frequency is 250 Hz.

Second predictive deconvolution, this step creates a new data set with applied trace by trace predictive. No sort is required. For Design window, is entry trace, operator length (240, 128, 40) ms, the predication lag is unity and equal to (a=0 ms, a=1 ms, a=2 ms) sampling rate, the percent prewhitening (1%). Also using amplitude scaling (Mean scale) with applying signal band pass filter (Low Truncation Frequency 10 Hz, Low Cut Frequency 15 Hz, High Cut Frequency 200 Hz, High Truncation Frequency 250 Hz). Figure 2 show the flow was used.

We also applied predictive -Deconvolution with same parameters and a=2 ms, and due gives exactly same results, we won’t display it.

Comparing the seismic data before and after deconvolution, we can see that the deconvolved seismic data shows a significant improvement in vertical resolution and enhanced reflections which correspond to the geology. Such high resolution reflection detail is a desirable feature for seismic interpretation [16,17]. This example indicates that suitable parameters can properly enhance the resolution of the seismic data.

There are many papers done this kind of work but each of them just only took one parameter, or used for other kind of geophysics methods such as Multichannel Wiener deconvolution of vertical seismic profiles [18] and predictive deconvolution in seismic data processing in Atala prospect of rivers State, Nigeria [5]. The second paper was used same methods as in this paper but didn’t show exactly the effect of predication lag due used only one value.

Conclusions

The spiking-deconvolution operator is the inverse of the (minimum phase) equivalent of the input wavelet. This wavelet may or may not be minimum phase. When the source signature is known a designature process can be applied as an alternative or a complement to this step. In our case we had a different approach. First we applied a trace by trace spiking deconvolution, and the Deconvolution which In this case desired output (zero-lag spike). We tested operator length with n= operator length (where n=240, 128, 40, 20, 10) ms, and the percent prewhitening (1%). Then we test effect of operator length and lags for predicative deconvolution and we found that for spiking deconvolution when operator length was 10 ms and prewhitening (0%) give perfect results (Figure 3e), and for predicative deconvolution Changing the predication lag doesn’t effect, while applying predictive Deconvolution give better results and no matter the value of a (lag) (Figures 5 and 6). The standard equations are solved for the predictive operator in final comparison for each test was made on our data.

Acknowledgements

We thank CREWES Project from University of Calgary for giving out permission to use their raw data.

References

1. Claerbout JF (1976) Fundamentals of geophysical data processing.
2. Leinbach J (1995) Wiener spiking deconvolution and minimum-phase wavelets: A tutorial. The Leading Edge 14: 189-192.
3. De Monvel JB, S Le Calvez, Uffendahl M (2001) Image restoration for confocal microscopy: improving the limits of deconvolution, with application to the visualization of the mammalian hearing organ. Biophys J 80: 2455-2470.
4. Schoenenger M (1985) Seismic Deconvolution Workshop. Sponsored by the SEG Research Committee, July 18-19, 1984, Vail, Colorado. Geophysics 50: 715-715.
5. Egbai J, Atakpo E (2012) Predictive deconvolution in seismic data processing in Atala prospect of rivers State, Nigeria. Advances in Applied Science Research 3: 520-529.
6. Robinson EA, Treitel S (1980) Geophysical signal analysis, Prentice-Hall New Jersey.
7. White RE (1984) Signal and noise estimation from seismic reflection data using spectral coherence methods. Proceedings of the IEEE 72: 1340-1356.
8. Gibson B, Lam K (1984) Predictive deconvolution and the zero-phase source. Geophysics 49: 379-397.
9. Lines L, Ulych T (1977) The Old and the New in Seismic Deconvolution and Wavelet Estimation*. Geophysical Prospecting 25: 512-540.
10. Marlow GF, Gibbon PC (2005) The Gabor transform, pseudodifferential operators, and seismic deconvolution. Integrated Computer-Aided Engineering 12: 43-55.
11. Marlow GF, Lamoreux MP (2010) Nonstationary predictive deconvolution, GeoCanada.
12. McCann D, Forster A (1990) Reconnaissance geophysical methods in landslide investigations. Engineering Geology 29: 59-78.
13. Mendel JM, Kormylo J (1978) Single-channel white-noise estimators for deconvolution, Geophysics 43: 102-124.
14. Peacock K, Treitel S (1969) Predictive deconvolution: Theory and practice. Geophysics 34: 155-169.
15. Perez MA, Henley DC (2000) Multiple attenuation via predictive deconvolution in the radial domain. CREWES Project 12th Annual Research Report.
16. Yilmaz O (1987) Seismic Data Processing, SEG, Tulsa. Practical 3D Refraction Statics 211.
17. Yilmaz ÖGA, Claerbout JF (1980) Prestack partial migration. Geophysics 45: 1753-1779.
18. Holdasen JB, Miller DE, Walsh JJ (1994) Multichannel Wiener deconvolution of vertical seismic profiles. Geophysics 59: 1500-1511.