1 Introduction

Determining whether or not two planar curves are congruent under some group action is an important problem in geometry and has applications to computer vision and image processing. Calabi, Olver, Shakiban, Tannenbaum, and Haker [5] introduced the paradigm of the differential signature to address this problem. This idea has found applications in various applied problems including medical imaging and automated puzzle assembly [2–4, 8, 12]. The origins of the methods go back to Cartan’s solution of the group equivalence problem for submanifolds under Lie group actions [6], however his methodology only provides a local invariant. The differential signature is defined to be the set
\[ S := \{ (\kappa, \kappa_s) \}, \]
and it is meant to act as a kind of thumbprint, providing an identifier for whether two curves belong to the same equivalence class. The signature is particularly useful when considering closed curves as the set produced is independent of the choice of starting point, and it is often easy to compute \( \kappa(t) \) for an arbitrary parameterization, and \( \kappa_s(t) \) by the multivariable chain rule. While two congruent curves will always have the same signature, that is, \( \Gamma, g\Gamma \) will produce the same signature set, the converse does not always hold. Musso and Nicolodi showed in [15] that it is possible to insert sections of constant curvature to an initial curve to produce a 1-parameter family of non-congruent (not equivalent up to group action) curves that have the same signature.

While one approach to limit this failure is to restrict to a particular class of initial curves called non-degenerate curves (see section 3), this paper will attempt to re-imagine the necessary conditions. We will provide a new criteria for uniqueness of the differential signature, paying particular attention to cases such as Euclidean and Affine group actions. We will also work to show when the signature is robust, that is, under what conditions small perturbations of the signature will lead to only small changes in the equivalence class of curves that produce this signature.

1.1 A Review of Euclidean Curve Reconstruction

We open by discussing Euclidean curvature, and its basic relationship to the curve it comes from. For this particular differential invariant, it is convenient not only to produce the curvature from a given curve, but also how one can go in the reverse direction; starting with a continuous parameterization of the curvature and finding the curve it corresponds to. We introduce here some basic definitions and formulas that will be assumed in the sequel.

**Definition:** The angle of inclination \( \theta \) of a curve at a point \( p \) (on the curve) is the angle between the \( x \)-axis and the tangent line at \( p \).

**Definition:** Let \( \gamma(s) \) be the arc length parameterization of a curve. At the point \( \gamma(s) \), its Euclidean curvature is
\[ \kappa(s) := \theta'(s) \]

**Theorem:** Let \( h : [a, b] \to \mathbb{R} \) be continuous. There exists a unique curve (up to Special Euclidean congruence) \( \gamma \) for which \( h(s) \) is the curvature function and \( s \) is the arc length parameter.
Proof. Define \( x, y, \theta \) to be functions such that
\[
\frac{dx}{ds} = \cos(\alpha(s)), \\
\frac{dy}{ds} = \sin(\alpha(s)), \\
\frac{d\theta}{ds} = h(s).
\]
We then get the unique solution (given initial conditions \( \theta_0, x_0, y_0 \)),
\[
\theta(t) = \theta_0 + \int_0^t h(s)ds, \\
x(t) = x_0 + \int_0^t \cos(\alpha(s))ds, \\
y(t) = y_0 + \int_0^t \sin(\alpha(s))ds.
\]
We claim that \( \gamma(s) := (x(s), y(s)) \) is our desired curve. To do this, we begin by remarking the importance of \( \sin \) and \( \cos \) in the expression. Recall that \( \gamma(s) \) is an arclength parameterization \( \iff |\gamma'| \equiv 1 \). Differentiating, we get this immediately as
\[
|\gamma'(s)| = \sqrt{\cos(\theta_s(s))^2 + \sin(\theta_s(s))^2} = 1.
\]
What remains is to show \( |\gamma''| \equiv |h| \). Here again, our choice makes this rather easy as
\[
|\gamma''| = \sqrt{x''^2 + y''^2} = |\theta''| = |d\theta/ds| = |h(s)|.
\]
Now, this shows us that \( \gamma \) is a curve that works, but is it unique? By our construction, it has initial point \( (x_0, y_0) \), and \( \theta_0 \) is the initial angle of inclination. Thus, if we translate and rotate two curves so that they have the same initial point and angle of inclination, they will have corresponding initial tangent vectors and initial points, so they must be mapped onto each other, thus they are congruent. \( \square \)

2 Open Curves

2.1 Introduction

The general flow of our argument will be to show the result on robustness for curves with open (non-periodic) signatures, then use this to show uniqueness for open signatures as a corollary. This argument will not be enough for closed curves as their signatures are necessarily not open as they inherit periodicity from the curve they are derived from. We will extend this result to closed curves in the following section. We will start by considering the Euclidean case in isolation, then we will show how we can apply these results to the general case through methods such as Pincard Iterations.

2.2 Euclidean Signatures

The Euclidean signature of a curve is the set \( \{(\kappa(s), \kappa_s(s))\} \) where \( \kappa \) is the Euclidean curvature of the curve and \( \kappa_s \) is the derivative with respect to arc length. This set will be invariant to the equivalence class of a curve under the action by the special euclidean group, or \( SE(2) := SO(2) \ltimes \mathbb{R}^2 \), the rotations and translations of the plane \( \mathbb{R}^2 \).

We start by introducing some notation that will be convenient to us throughout this paper. We say a phase portrait is a set \( \{(f(s), f'(s)) : s \in I\} \) where \( I \) is some interval in the domain of \( f \). We then say that a parameterization \( \sigma(s) = (u(s), v(s)) \) is in phase if \( v(s) = u_s(s) \). Additionally, to distinguish that we are addressing phase-portrait, we will refer to the Cartesian plane as the \( u, v \) plane, rather than the traditional \( x, y \).
2.2 Euclidean Signatures

Figure 1: A curve plotted in the $u$-$v$ plane. We can think of this plane as the vector field $(y, 0)$ as depicted above, where the lighter colored arrows correspond to a greater magnitude.

We also introduce specific notation to discuss signatures as phase portraits. A signature is, of course, defined by the curve it is derived from (and often vice versa). Thus we develop notation that relates these two objects. If $S$ is the signature of $\Gamma$, then we say that $\Gamma$ defines $S$, or that it is the defining curve of $S$. As we will specifically be going from the signature to $\Gamma$, we will sometimes use the notation $S_\Gamma$ in place of $S$ to indicate that $\Gamma$ defines $S_\Gamma$. We will reserve $\gamma(s)$ as a parameterization of $\Gamma$, while $\sigma(s)$ will be used for the in phase parameterization of $S_\Gamma$.

Interpreting a signature as a phase portrait gives us some advantages. We first observe that if $\sigma(s)$ is in phase, then $s$ is the arc length parameter of $\Gamma$. If $\sigma$ has domain $[0, L]$, then its defining curves have length $L$, and vice versa (shifting the domain of $\sigma$ appropriately). Also, as $\sigma(s) = (\kappa(s), \kappa_s(s))$, the $v$-coordinate $\kappa_s(s)$ gives us information on how quickly the $u$-coordinate $\kappa(s)$ is changing with respect to $s$. In this document, we will typically refer to $\kappa_s$ as just simply $\kappa'$ as we will always take our signatures to be in phase parameterizations.

We now introduce the following set theoretical notation that will come up in the paper. Note that $\| - \|$ will always refer to the Euclidean metric in the appropriate dimension. If $S_1, S_2 \subset \mathbb{R}^2$, then we define the distance between $S_1, S_2$, or their Hausdorff distance as

$$d(p, S_1) = \inf_{q \in S_1} |p - q|$$

$$d(S_1, S_2) = \max\{ \sup_{p \in S_1} d(p, S_2), \sup_{q \in S_2} d(q, S_1) \}.$$

Figure 2: The Hausdorff distance between two ellipses restricted to the blue circle. As the circle expands, the length of the red line approaches their true Hausdorff distance.

We say that the $\delta$ neighborhood of $S \subset \mathbb{R}^n$ is the set

$$S_\delta := \{ p \in \mathbb{R}^n : d(p, S) < \delta \}.$$

Finally, we introduce our own notation for a particular neighborhood about open curves. Let $S$ be an open curve with parameterization $\sigma(s) = (u(s), v(s))$, and end points $s_\ell := (u_\ell, v_\ell) = \sigma(0)$ and $s_r := (u_r, v_r) = \sigma(L)$. Then we call the inner tube of radius $\delta$ about $S$ the set

$$IT(S, \delta) := \{ (u, v) \in \mathbb{R}^2 : \exists s, u = u(s), |v - v(s)| < \delta \}$$

and the tube of radius $\delta$ about $S$ the set

$$T(S, \delta) := \{ p = (u, v) \in \mathbb{R}^2 : u < u_\ell, \|p - s_\ell\|_\infty < \delta \} \cup \{ p = (u, v) \in \mathbb{R}^2 : u > u_r, \|p - s_r\|_\infty < \delta \} \cup IT(S, \delta).$$

where here we use the sup-norm $\|(u, v)\|_\infty = \max\{|u|, |v|\}$. You can think of these as a rectangle about the endpoints of height $2\delta$ and width $\delta$.

Figure 3: The tube neighborhood about a curve in $\mathbb{R}^2$.

The above figure illustrates how different the tube neighborhood can be from the $\delta$ neighborhood, as it is much more jagged than what we typically envision. The following lemma details how we can relate these distinct sets.
Lemma 1. If $S$ is the graph of a continuous function over a compact interval, then for all $\delta > 0$, there exists $\delta^* > 0$ such that $S_{\delta^*} \subset T(S, \delta)$.

Proof. We first discuss why we include the first part of the claim. To say that $\sigma(s) := (u(s), v(s))$ is the graph of a function, it is only necessary that $u(s)$ be an increasing function. This is a sufficient and necessary condition for $T(S, \delta)$ to be a neighborhood of $S$. It is well known that for any closed set $C$, the function $d(x, C)$ as defined above is continuous in $x$. Thus, defining $C := \mathbb{R}^2 \setminus T(S, \delta)$, we see that $m := \min_{x \in S} d(x, C)$ is achieved at some point $p \in S$. We also have that $d(p, C) > 0$ as $T(S, \delta)$ is a neighborhood about $S$. Thus we see that if we take $\delta^* := m$, then $S_{\delta^*} \subset T(S, \delta)$ as desired.

Because $S_{\delta^*} \subset T(S, \delta)$.

then if we take $d(S, S') < \delta^*$, we will have $S' \subset S_{\delta^*} \subset T(S, \delta)$.

Thus if we can prove something about the signatures that are in $T(S, \delta)$, we have shown this property holds for signatures that are within $\delta^*$ of $S_{\Gamma}$ by the Hausdorff metric. Our argument for the following is much more succinct in the former of the two options, so that is where we keep most of our attention. We aim to prove the following.

Theorem 1. Let $S_{\Gamma}$ be a signature defined by $\Gamma$, where $\Gamma$ has no vertices and has arc length parameterization $\gamma : [0, L] \to \mathbb{R}^2$. For all $\varepsilon > 0$, there exists $\delta > 0$ such that for any $\Gamma^*$ with signature $S_{\Gamma^*}$, if $d(S_{\Gamma^*}, S_{\Gamma}) < \delta$ then $d(\Gamma, g\Gamma^*) < \varepsilon$ for some $g \in SE(2)$.

This will be an immediate consequence of the following two propositions, which we devote the next two sections to proving.

Proposition 1. Let $\kappa(s) : [0, L] \to \mathbb{R}, \kappa^*(s) : [0, L^*] \to \mathbb{R}$ be curvature functions parameterized with respect to the arc length of their defining curves $\Gamma, \Gamma^*$. Then for all $\varepsilon > 0$, there exists $\delta > 0$ so that if $|\kappa(s) - \kappa^*(s)| < \delta$ for all $s \in [0, \min\{L, L^*\}]$ and $|L - L^*| < \delta$ then there exists $g \in SE(2)$ such that $d(\Gamma, g\Gamma^*) < \varepsilon$.

Proposition 2. For any phase portrait $(f(s), f'(s)), s \in [0, L]$ and $\varepsilon > 0$, there exists $\delta > 0$ such that whenever another phase portrait $(g(s), g'(s)), s \in [0, L^*]$ has the property $d(S^*, S) < \delta$, we have $|L - L^*| < \varepsilon$ and for $s \in [0, \min\{L, L^*\}], |f(s) - g(s)| < \varepsilon$.

2.2.1 Criteria for Curvatures

We first approach this problem by looking at curvatures, and from there we will attempt to reduce the statement on signatures to a statement about their curvatures.

Lemma 2. Let $\kappa : [0, L] \to \mathbb{R}, \kappa^* : [0, L^*] \to \mathbb{R}$ be curvature functions parameterized with respect to arc length. For all $\varepsilon > 0$, there exists $\delta > 0$ where if $|\kappa(s) - \kappa^*(s)| < \delta$ for all $s \in [0, L]$, then $d(\Gamma, g\Gamma^*) < \varepsilon$ for some $g \in SE(2)$.

Proof. Apply $g$ so that $\Gamma, g\Gamma^*$ have the same initial point and unit tangent vector. If $\gamma(s), \gamma^*(s)$ are the corresponding arc length parameterizations, it is well established that for $\theta_\delta(s) := \kappa(s)$, we have $|\gamma(s) - \gamma(0)| = \int_0^s e^{i\theta(s)} dt$, and likewise for its counterpart $\gamma^*$. Thus

$$|\gamma(t) - \gamma^*(t)| = |\int_0^s e^{i\theta(t)} - e^{i\theta^*(t)} dt|$$

As $e^{i\theta}$ is Lipschitz with Lipschitz constant 1,

$$\leq \int_0^s |\theta(t) - \theta^*(t)| dt$$

$$\leq \int_0^s \int_0^t \kappa(h) dh - \int_0^t \kappa^*(h) dh dt$$

$$\leq \int_0^s \int_0^t |\kappa(h) - \kappa^*(h)| dh dt$$

$$\leq \int_0^s t \delta dt = s^2 \delta \leq L^2 \delta / 2.$$

Thus if we take $\delta < 2\varepsilon / L^2$, the result follows.

We now want to prove a more general formulation of Proposition 1. The phrasing here is more
intimidating, but what it asserts is that it is sufficient that the common domains just take up a sufficiently large portion of the domains of $\kappa, \kappa^*$. The reason that this is sufficient comes from the following lemma.

**Lemma 3.** Let $\gamma$ be parameterized with respect to arc length. Then $|\gamma(a) - \gamma(b)| \leq |a - b|$.

**Proof.** Take $a \leq b$ without loss of generality. Then

$$|\gamma(b) - \gamma(a)| = \left| \int_a^b e^{i\theta(s)} ds \right|$$

$$\leq \int_a^b |e^{i\theta(s)}| ds \leq b - a$$

\qed

**Lemma 4.** Let $\kappa(s) : [0, L] \to \mathbb{R}, \kappa^*(s) : [0, L^*] \to \mathbb{R}$ be curvature functions parameterized with respect to arc length. Let $I := [x_1, y_1] \subset [0, L]$ and $I^* := [x_2, y_2] \subset [0, L^*]$ be intervals of the same length $y_1 - x_1 = y_2 - x_2 = \ell$. For all $\varepsilon > 0$, there exists $\delta > 0$ so that if $|\kappa(s + x_1) - \kappa^*(s + x_2)| < \delta$ for all $s \in [0, \ell]$ and $\max\{d([0, L], I), d([0, L^*], I^*)\} < \delta$ then $d(\Gamma, g\Gamma^*) < \varepsilon$ for some $g \in SE(2)$.

**Proof.** By lemma 2 we see that the claim is satisfied for $\gamma(I)$ and $\gamma^*(I^*)$. In particular, we choose $\delta$ so that, taking the same $g$ as in lemma 2

$$d(\gamma(I), g\gamma^*(I^*)) < \varepsilon/2.$$  

By the argument presented previously, we particularly take it so that $|\gamma(y_1) - \gamma^*(y_2)|, |\gamma(x_1) - \gamma^*(x_2)| < \varepsilon/2$. We now check the remaining portions of the curves. We first observe that because $d(I, [0, L]), d(I^*, [0, L^*]) < \delta$,

$$|x_1|, |x_2|, |L - y_1|, |L^* - y_2| < \delta.$$  

thus by lemma 3 for all $s \in [0, x_1]$,

$$|\gamma^*(x_2) - \gamma(s)| \leq |\gamma^*(x_2) - \gamma(x_1)| + |\gamma(x_1) - \gamma(s)|$$

$$\leq \varepsilon/2 + |x_1 - s| \leq \varepsilon/2 + \delta < \varepsilon$$

if we take $\delta < \varepsilon/2$. The other cases follow similarly. \qed

### 2.2.2 The Signature as a Phase Portrait

Our main task now is to show that $\kappa$ and $\kappa^*$ are close given that their signatures are close under the Hausdorff metric. We would expect this to be true as they start and end close to each other, and go at about the same pace as they have similar $v$-coordinates. To show this formally, we want to construct a “fastest” and “slowest” curvature that correspond to signatures in a sufficiently small neighborhood about $S$.

Define the top and bottom curves of $T(S, \delta)$ to be the functions

$$\sigma^+(s) := (\kappa(\rho^+(s)), \kappa'(\rho^+(s)) + \delta)$$

$$\sigma^-(s) := (\kappa(\rho^-(s)), \kappa'(\rho^-(s)) - \delta)$$

where $\rho^\pm$ is the parameterization so that they are in phase, and $S = \{\sigma(s) = \{\kappa(s), \kappa'(s)\}$ is a phase portrait. Our intuition is that $\rho^+$ will define a slight “speed-up” in the input as $\sigma^+$ is raised in the $v$-direction, and $\rho^-$ will be a slight “slow-down” for the opposite reason.

A slight disclaimer about this language is that it is only reflective of the case where $T(S, \delta)$ does not intersect the $u$-axis. Otherwise, the curve does not slow-down, but rather changes direction, as the derivative of the curvature changes. For this reason, an important constant will be the distance from the $u$-axis,

$$m := \min|\kappa'|.$$
Lemma 5. The parameterizations $\rho^\pm$ defined above exist so long as $\delta < m$. In this case, we also have that

$$s(1 - \delta / m) \leq \rho^\pm(s) \leq s(1 + \delta / m).$$

Proof. As $\sigma^\pm$ are in phase, we get the defining ODE

$$\kappa'(\rho^\pm(s)) + s = \kappa'(\rho^\pm(s)) \pm \delta \implies (\rho^\pm)'(s) = 1 \pm \delta / \kappa'(\rho^\pm(s)).$$

Because the initial condition is $\rho^\pm(0) = 0$, the second claim immediately follows assuming existence. Define

$$H^\pm(s) := 1 \pm \delta / \kappa'(s),$$

so that we now have the separable system of equations

$$\frac{d\rho^\pm}{ds} = H^\pm(\rho^\pm).$$

$H^\pm$ is continuous and non-zero by our choice of $\delta$, so we have the unique solution given by

$$\frac{d\rho^\pm}{H(\rho^\pm)} = ds.$$

This argument paves the way for a method we will need to relate a curvature to its signature in a more general setting. We use these ideas to establish a relationship between the signature and its interpretation as the graph of a function.

Lemma 6. Let $F : \mathbb{R} \to \mathbb{R}$ be non-zero and continuous. Then there exists a parameterization $\sigma(s) = (u(s), F(u(s)))$ of its graph that is in phase, that is

$$u'(s) = F(u(s)).$$

Proof. We start by taking the above differential equation, and solve to get

$$\frac{u'(s)}{F(u(s))} = 1 \implies \int_0^t \frac{u'(s)}{F(u(s))} ds = t$$

$$\iff \int_{u(0)}^{u(s)} \frac{du}{F(u)} = t.$$

Thus the function

$$G(s) := \int_{u(0)}^s \frac{du}{F(u)}$$

has the property $u(G(s)) = G(u(s)) = t$, that is, $G = u^{-1}(s)$. This is exactly as we should expect as, assuming the existence of $u$, we get

$$u'(s) = F(u(s))$$

$$\implies (u^{-1})'(s) = \frac{1}{F(u(u^{-1}(s)))} = \frac{1}{F(s)}.$$

As $F$ is non-zero and continuous, $G$ is differentiable and strictly increasing/decreasing. Thus we can invert to get $u$ as desired. \qed

With this in mind, we can now make precise the idea that the top and bottom curves are the fastest/slowest. That is, what we want to show is that given any curvature function, if we take the curvature that corresponds to the signature at the top of the tube it will have a faster rate of change, while that on the bottom will have a slower rate of change.

Lemma 7. Let $S^* \subset IT(S, \delta)$, where $0 < \delta < m$. Then, for $t$ such that $\rho^+(s) \leq L$ (in other words, $t \leq (\rho^-)^{-1}(L)$),

$$\kappa(\rho^-(s + a)) \leq \kappa^*(s) \leq \kappa(\rho^+(s + b))$$

where $a, b$ are chosen so that $\kappa(\rho^-(a)) = \kappa(\rho^+(b)) = \kappa^*(0)$. In particular, if $\kappa^*(0) = \kappa(0)$ then

$$\kappa(\rho^-(s)) \leq \kappa^*(s) \leq \kappa(\rho^+(s))$$

Proof. We first show that such an $a, b$ exist. As has been discussed, $\kappa, \rho^\pm$ are monotone and invertible, thus examining the desired values we see that

$$a = (\rho^-)^{-1}(\kappa^*(0))$$
$$b = (\rho^+)^{-1}(\kappa^*(0))$$

so it remains to show that this is a well defined formula. $S^* \subset IT(S, \delta)$ implies that $\kappa^*(s) \in \kappa([0, L])$ thus the inverse is defined on this set.
\(\rho^\pm\) have image \([0, L]\) which is the domain of \(\kappa\), so the claim follows. Note that these expressions make the second claim immediate as in that case \(a = b = 0\).

Define

\[\kappa^-(s) := \kappa(\rho^-(s + a)), \quad \kappa^+(s) := \kappa(\rho^+(s + b)).\]

As before, we re-interpret these signatures as the graphs of the function \(F^-, F, F^+\) respectively and write \(t_0 := \kappa^*(0)\) as their common starting point. Note that the requirement for the curvature functions to be defined is equivalent to only integrating these graph functions on the domain where they are defined, as by lemma 6 this gives us their inverses. Explicitly,

\[
\begin{align*}
(k^*)^{-1}(s) &= \int_{t_0}^{t} \frac{dt}{F(s)}, \\
(k^+)^{-1}(s) &= \int_{t_0}^{t} \frac{dt}{F^+(s)}, \\
(k^-)^{-1}(s) &= \int_{t_0}^{t} \frac{dt}{F^-(s)}.
\end{align*}
\]

By construction, we also have that \(F^-, F^+\) are the top and bottom curves of \(\text{IT}(S, \delta)\), thus

\[
F^- \leq F \leq F^+ \implies (k^+)^{-1}(s) \leq (k^*)^{-1}(s) \leq (k^-)^{-1}(s).
\]

Because each of these curvatures are monotonically increasing, this gives us the desired inequality. We make the above restriction on \(s\) as again, \(\kappa\) is only defined on \([0, L]\), and thus it is necessary that

\[s \leq \rho^+(s) \leq L.\]

Lemma 8. Let \(0 < \delta < \min\{\kappa(0) - \kappa(L)/2, m\}\), and define

\[
\begin{align*}
\ell_\tau &:= \frac{\kappa^{-1}(\kappa(0) + \delta)}{1 + \delta/m}, \\
L_\tau &:= \frac{\kappa^{-1}(\kappa(L) - \delta)}{1 + \delta/m} - \ell_\tau.
\end{align*}
\]

Then, for all \(s \in [0, L_\tau]\),

\[
s(1 - \delta/m) \leq \rho^-(s) \leq \rho^+(s + \rho_\delta) \leq (s + \ell_\tau)(1 + \delta/m)
\]

Proof. Note that the condition on \(\delta\) is necessary so that \(\rho^\pm\) are defined and that \(L_\tau > 0\).

Notice that by construction,

\[
0(1 - \delta/m) = 0 = \rho^-(s) < \rho^+(s + \rho_\delta) = \kappa^{-1}(\kappa(0) + \delta) = (\ell_\tau)(1 + \delta/m),
\]

and by lemma 5

\[
\frac{d}{ds}s(1 - \delta/m) = 1 - \delta/m \leq \frac{d}{ds}\rho^-(s) \leq \frac{d}{ds}\rho^+(s) \leq 1 + \delta/m = \frac{d}{ds}(s + \ell_\tau)(1 + \delta/m)
\]

and so the result follows.

Lemma 9. Let \(S = \{(\kappa(s), \kappa'(s))\}\) be a phase portrait such that \(\kappa'(s) \neq 0\). Take \(0 < \delta < \min\{\kappa(0) - \kappa(L)/2, m\}\). Let \(S^* := \{(\kappa^*(s), (\kappa^*)'(s))\} \subset \text{IT}(S, \delta)\), and \(d(S, S^*) < \delta\). Then for

\[
\tau(s) := \kappa((s + \ell_\tau)(1 + \delta/m)), \quad s \in [0, L_\tau], \\
\beta(s) := \kappa(s(1 - \delta/m)), \quad s \in [0, L_\tau],
\]

for all \(s \in [0, L_\tau]\),

\[
\beta(s) \leq \kappa(s), (\kappa^*)(s) \leq \tau(s)
\]
Lemma 10. Let \( f' \neq 0 \) and \( S := \{(f(s), f'(s)); s \in [0, L]\} \). For all \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that whenever another phase portrait \( S^* := \{(g(s), g'(s)); s \in [0, L^*]\} \) has the property \( d(S, S^*) < \delta \), \( S^* \subset T(S, \delta) \), then the conditions of lemma 4 are met up to the bound \( \varepsilon \). That is, there exists intervals \( I = [x_1, y_1] \subset [0, L], I^* = [x_2, y_2] \subset [0, L^*], \) where they have common length \( y_1 - x_1 = y_2 - x_2 = \ell \), \( \max\{d(I, [0, L]), d(I^*, [0, L^*])\} < \varepsilon \), and for all \( s \in [0, L], |f'(s + x_1) - g'(s + x_2)| < \varepsilon \).

Proof. We first specify that \( \delta \) meets the requirements of the preceding lemmas. Without loss of generality we assume that \( S \) is in the upper half plane.

Our main focus will be on signatures where \( \kappa^*(0) \geq \kappa(0) \). This is because if it starts further left, that portion can only contribute \( \delta/m_1 \) length to the curve at maximum. We argue this formally. Suppose that \( \kappa^*(0) \leq \kappa(0) \). Then we can take \( t_0 \) so that \( \kappa^*(t_0) = \kappa(0) \). Now, on \([0, t_0] \), \( (\kappa^*)'(s) \geq m_1 \), thus

\[
\kappa^*(\delta/m_1) \geq \kappa^*(0) + \delta \geq \kappa(0)
\]

so \( t_0 \leq \delta/m_1 \). Thus the parameter \( x_2 := \delta/m_1 \) can be made as small as desired and this portion of the domain can be disregarded as specified in the lemma.

From lemma 9 we see that, for \( s \in [0, L_\tau] \), for any signature \( S^* \) as hypothesized, we have that

\[
\beta(s) \leq \kappa^*(s), \kappa(s) \leq \tau(s),
\]

thus, on this interval,

\[
|\kappa^*(s) - \kappa(s)| \leq \max\{|\kappa(s) - \beta(s)|, |\kappa(s) - \tau(s)|\}.
\]

We could also take the distance between \( \beta \) and \( \tau \), but this gives a somewhat sharper bound. Importantly, \( \kappa \) is \( C^1 \) on a compact domain, so it has Lipschitz constant \( M := \max_{s \in [0, L]} \kappa'(s) \). Thus, \( \forall s \in [0, L_\tau], \)

\[
|\kappa(s) - \tau(s)| = |\kappa(s) - \kappa(s + \ell_\tau(1 + \delta/m_1))| \\
\leq M |s - s - s\delta/m_1 - \ell_\tau(1 + \delta/m_1)| \\
= M (s\delta/m_1 + \ell_\tau(1 + \delta/m_1)) \\
\leq M (\delta L_\tau/m + \ell_\tau(1 + \delta/m_1))
\]

as \( L_\tau < L \),

\[
< M (\delta L/m + \ell_\tau(1 + \delta/m_1)) =: \alpha_1(\delta).
\]

\( \forall s \in [0, L_\tau] \)

\[
|\kappa(s) - \beta(s)| = |\kappa(s) - \kappa(s(1 - \delta/m_1))| \\
\leq M |\delta/m_1| \\
\leq M L\delta/m =: \alpha_2(\delta).
\]
where we write each $\alpha_i(\delta)$ functionally as the only non-constant involved is $\delta$. From the above, it is clear that $\lim_{\delta \to 0} \alpha_1(\delta) = \lim_{\delta \to 0} \alpha_2(\delta) = 0$, upon recollection that

$$\ell_\tau := \frac{\kappa^{-1}(\kappa(0) + \delta)}{1 + \delta/m}.$$ 

Thus,

$$|\kappa(s) - \kappa^*(s)| \leq \alpha_3(\delta) := \max\{\alpha_1(\delta), \alpha_2(\delta)\} < \varepsilon,$$

on $[0, L_\tau]$ for $\delta$ sufficiently small. Thus for $\ell_\tau$ the length of the common interval as stated in the lemma, we set $\ell = L_\tau$. What remains to be shown is that $|L_\tau - L^*| < \varepsilon$ and $|L - L_\tau| < \varepsilon$ for sufficiently small $\delta$. The second of these inequalities is clear by definition of $L_\tau$, so we must only show the first.

What we want is to find a maximal domain for $\kappa^*$ so that we can bound $L^*$. To do this, we extend the function $\beta$ to be

$$\beta(s) := \begin{cases} 
\kappa(s(1 - \delta/m_1)), & s \in [0, \ell_\beta], \\
m_2 s + k(L), & s \in [\ell_\beta, L_\beta],
\end{cases}$$

where $\ell_\beta$ is the value such that

$$\kappa(\ell_\beta(1 - \delta/m_1)) = \kappa(L),$$

and $L_\beta$ is such that $\beta(L_\beta) = \kappa(L) + \delta$. It can be checked analogously to lemmas 9 and 7 that

$$\beta(s) \leq \kappa^*(s),$$

thus, because $\kappa^* \leq \kappa(L) + \delta$ for all $s$, it must be that $L^* \leq L_\beta$ as

$$\beta(L_\beta) = \kappa(L) + \delta.$$ 

By construction, we see that

$$\ell_\beta = L/(1 - \delta/m_1), \quad L_\beta = \ell_\beta + \delta/m_2,$$

and so $\lim_{\delta \to 0} L_\tau = \lim_{\delta \to 0} L_\beta = L$ as desired.

The main theorem follows immediately from this lemma and lemma 4, as was previously remarked.

### 2.2.3 Explicit Bound

**Corollary 1.** Let $S_\Gamma$ be a signature defined by the curve $\Gamma$, where $\Gamma$ has no vertices and has arc length parameterization $\gamma : [0, L] \to \mathbb{R}^2$. Let $0 < \delta < \max\{|\kappa(L) - (\kappa(0))/2, m\}$, and $\Gamma^*$ have signature $S_{\Gamma^*}$. If $d(S_{\Gamma^*}, S_\Gamma) < \delta$ and $S_{\Gamma^*} \subset T(S_\Gamma, \delta)$, then there exists $g \in SE(2)$ such that $d(\Gamma, g\Gamma^*) < \varepsilon(\delta)$ where

$$\varepsilon(\delta) := \max\{\delta/m_1, |L_\tau - L^*| + L^2 \delta (1 + \delta/m)/2\}$$

which is $O(\delta)$.

**Proof.** We argue in two parts, first parallel to lemma 10, then lemma 4.

In lemma 10, we showed that there exists intervals $I = [x_1, y_1] \subset [0, L]$ and $I^* = [x_2, y_2] \subset [0, L^*]$ such that $y_1 - x_1 = y_2 - x_2 = L_\tau$ and for all $s \in [0, L_\tau]$,

$$|\kappa(s + x_1) - \kappa^*(s + x_2)| \leq \alpha_3(\delta).$$

We note that $\alpha_3(\delta) = \alpha_1(\delta)$ as $\alpha_1(\delta) \geq \alpha_2(\delta)$. Further, we also have that

$$d(I, [0, L]) \leq |L_\tau - L|,$$

$$d(I^*, [0, L^*]) \leq \max\{\delta/m_1, |L^* - L_\tau|\} \leq \max\{\delta/m_1, |L_\beta - L_\tau|\}.$$
If we now follow the proof of lemma 4, we see that we can choose \( g \in SE(2) \) so that

\[
d(\Gamma, g\Gamma^*) \leq \max\{\max\{\delta/m_1, |L^* - L_\tau|\}, |L_\tau - L| + L_\tau^2 M(\delta L_\tau/m + \ell_\tau(1 + \delta/m))/2\},
\]

\[
\leq \max\{\delta/m_1, |L_\beta - L_\tau|\}
\]

\[
+ L_\tau^2 M(\delta L_\tau/m + \ell_\tau(1 + \delta/m))/2.
\]

As \( L, L^* \leq L_\beta \). We can in fact do slightly better as the \( g \) chosen is such that \( \gamma(x_1) = \gamma^*(x_2) \), and so again, following the prior proof, we get,

\[
d(\Gamma, g\Gamma^*) \leq \max\{\delta/m_1, |L_\beta - L_\tau| \}
\]

\[
+ L_\tau^2 M(\delta L_\tau/m + \ell_\tau(1 + \delta/m))/2.
\]

What is not immediately clear is what the order of this formula is. We can find an upper-bound for \( \ell_\tau \) as we already have \( m \) to be the minimum of \( \kappa' \). Thus, to get from \( \kappa(0) \) to \( \kappa(0) + \delta \), it will be at most \( \delta/m \) time, so we can replace \( \ell_\tau \) with \( \delta/(m(1 + \delta/m)) \). Similarly, we can replace \( L_\tau \) with \( (L - \delta/m)/(1 + \delta/m) - \delta/(m(1 + \delta/m)) \) to completely remove inverses from the expression. \( L_\beta \) does not involve inverses, so it does not provide any additional challenge computationally. With these substitutions, we see that our bound is \( O(\delta) \).

Remark 1. Note that for practical purposes, it may be best to choose the common point/tangent line not at the beginning of the curves \( \Gamma, \Gamma^* \), but somewhere in their centers. The methodology above then would apply to considering the two halves of these curves as their deviations propagate moving away from this point.

2.3 Interpreting Signatures through the \( L^1 \) metric

It is clear that the argument above is sufficient but not necessary for two curves to be close together.

Small, sharp perturbations of a curve can cause large differences between signatures that are short-lived. As this example alludes to, perhaps an alternate approach to quantifying the distance between signatures could be more useful in this case. Intuitively, the area between two signatures seems like it should communicate the difference between curvatures, as the curvature is, in a sense, the accumulation of the \( v \)-coordinate. We begin by recalling lemma 6 which gives us a relationship between the signature as a graph of a function and as a phase portrait.
2.3 Interpreting Signatures through the $L^1$ metric

Let $F : [x, y] \to [m, M], F^* : [x, y] \to [m, M]$ be continuous, non-zero functions. For all $\varepsilon > 0$, there exists $\delta > 0$ so that, taking $u : [0, L] \to \mathbb{R}, u^* : [0, L^*] \to \mathbb{R}$ such that

$$(u(s), F(u(s))), \quad (u^*(s), F(u^*(s)))$$

are in phase,

$$\int_x^y |F - F^*| < \delta \implies |u(s) - u^*(s)| < \varepsilon$$

for all $s \in [0, L - \varepsilon]$.

**Proof.** Assume without loss of generality that $0 < m < M$. By lemma 6 we see that, for all $s \in [0, L]$,

$$|u^{-1}(s) - (u^*)^{-1}(s)| = |\int_t^u \frac{1}{F} - \frac{1}{F^*}| \leq \int_t^u \frac{1}{F} - \frac{1}{F^*} \leq \int_t^u m^{-2}|F - F^*| \leq \frac{\delta}{m^2},$$

as $1/x$ has Lipschitz constant $m^{-2}$. In other words, if $s = u^{-1}(s)$, then for $s^* = (u^*)^{-1}(s)$, $s - \delta/m^2 < s^* < s + \delta/m^2$, so that $u^*$ reached the value $t$ in at most $\delta/m^2$ “time” before $u$, or $\delta/m^2$ after $u$. As $F, F^*$ are the derivatives of $u, u^*$, we see that $\max\{|u'|, |(u^*)'|\} \leq M$, thus

$$|u(s) - u^*(s)| \leq \delta \frac{M}{m^2} < \varepsilon,$$

for $\delta < \varepsilon m^2/M$. The claim in regard to domains comes from the inequality

$$|u^{-1}(y) - (u^*)^{-1}(y)| < \varepsilon,$$

so that $|L^* - L| < \varepsilon$.

---

**Corollary 2.** Let $F : [x, y] \to [m, M], F^* : [x, y] \to [m, M], 0 < |m| < |M|$, be continuous, non-zero functions. Then

$$\int_x^y |F - F^*| < \delta \implies |u(s) - u^*(s)| \leq \delta M/m^2$$

for all $s \in [0, L - \varepsilon]$.

From this, the previous results can be worked out in a similar way to extend to curves that are not exactly over each other. This alternate viewpoint can be very useful when approaching more noisy signatures that might have smaller, more dramatic deviations in the estimated signatures.

**Corollary 3.** Let $F : [x_1, y_1] \to [m, M], F^* : [x_2, y_2] \to [m, M], 0 < |m| < |M|$, be continuous, non-zero functions, $\max\{x_1, x_2\} < \min\{y_1, y_2\}$. Let $\sigma(s) = (u(s), F(u(s))), \sigma^*$ defined similarly be the graphs of two euclidean signatures. Then there exists $g \in SE(2)$ such that

$$\int_{\min\{y_1, y_2\}}^{\max\{x_1, x_2\}} |F - F^*| < \delta \implies d(\Gamma, g^{-1}\Gamma) \leq \max\{|x_1 - x_2|/m, |y_1 - y_2|/m\} + \delta M/\max\{x_1, x_2\} - \min\{y_1, y_2\}/2m^3 + M\delta/m^2.$$

**Proof.** Let $x := \max\{x_1, x_2\}, y := \min\{y_1, y_2\}$. We want to choose our $g$ to align the points $(x, \gamma(x))$. Thus, parallel to lemma 4 the portions of the signatures between $x_1, x_2$ and $y_1, y_2$ can contribute at most $|x_1 - x_2|/m$ and $|y_1 - y_2|/m$ additional arc length respectively, and we can account for them as we did in corollary 1.

By corollary 2 on the common domain of the in phase parameterizations of these signatures, $|u(s) - u^*(s)| < \delta M/m^2$. This common domain has maximal length $\max\{x_1, x_2\} - \min\{y_1, y_2\}/m$, so we can combine this with lemma 2 to get the factor of $\delta M/\max\{x_1, x_2\} - \min\{y_1, y_2\}/2m^3$ added to our bound.

Our final consideration is that the common domain of the two in phase parameterizations may not be the entire interval $[\max\{x_1, x_2\}, \min\{y_1, y_2\}]$, indeed, we only know that

$$|u^{-1}(\min\{y_1, y_2\}) - (u^*)^{-1}(\min\{y_1, y_2\})| < \delta/m^2.$$
so there can be an additional length of $M\delta/m^2$ added to the error, as argued before.

Observe that this formula is on the order of $1/m^3$, while the previous only depends on $1/m^2$, so while it can account for these small, large deviations, it may be weaker for signatures closer to the $u$-axis.

### 2.4 Affine Signatures

Shifting focus, we can argue in parallel to the above for invariants under the Affine group $GL_n(\mathbb{R}) \ltimes \mathbb{R}^2$. Here, there is a different notion of arc length and curvature which are invariant under this alternate group action. The affine arc length, $\alpha$, is given by the formula

$$\alpha(s) = \int_0^t \sqrt{\kappa(s)}dt$$

and likewise the affine curvature is given by

$$\frac{1}{\kappa^{3/2}} \frac{d}{d\alpha}.$$

As in the Euclidean case, this allows us to define the Affine signature to be the set $S := \{\mu(\alpha), \mu_\alpha(\alpha)\}$. These functions are related to the Affine frame, $A(\alpha)$,

$$A(\alpha) = \begin{bmatrix} T(\alpha) \\ N(\alpha) \end{bmatrix}$$

where $T, N$ are the tangent and normal vectors of the curve at $\gamma(\alpha)$ with derivative being taken with respect to the affine parameterization. Taking the Cartan matrix of $A(\sigma)$ to be

$$C(A(\sigma)) = K(\sigma) = A'(\sigma)A^{-1}(\sigma),$$

we get

$$K(\alpha) = \begin{bmatrix} 0 & 1 \\ \mu(\alpha) & 0 \end{bmatrix}$$

where $\mu$ is the affine curvature. We further define $|A| := \max_{i,j \in [n]} |a_{i,j}|$, which is the sup-norm metric, and observe that for all $\varepsilon > 0$, there exists $\delta > 0$ so that

$$|\mu(\alpha) - \mu^*(\alpha)| < \delta \implies |K(\sigma) - K^*(\sigma)| < \varepsilon,$$

that is, if two curves have close affine curvature with respect to affine arc length then these cartan matrices will be close. In particular, it suffices to take $\delta = \varepsilon$. Another useful observation will be that for $K \in gl_n(\mathbb{C})$ if $|K| < M$, then

$$|K^m| < (Mn)^m.$$ 

It has been established how we can reconstruct a curve from its euclidean curvature, but the following lemma from [9] shows us how this can be done more generally via Picard Iterations.

**Lemma 12.** Let $K(s)$ be a continuous matrix function, $s_0 \leq s \leq s_1$. For any $s^*$, $s_0 \leq s^* \leq s_1$, there exists an interval about $s^*$ and a nonsingular matrix function $A(s)$ defined in the interval such that $K(s) = C(A(s))$, $A(s^*) = U$ where $U$ is a generic nonsingular matrix.

**Proof.** We observe that

$$A'A^{-1} = K \iff A' = KA,$$

so it suffices to solve the latter with the given initial condition. We iteratively define

$$A_0 = U, \quad A_j(s) = U + \int_{s^*}^s K(\sigma)A_{j-1}(\sigma)d\sigma$$

where the integration is element-wise. $K$ is continuous on $[s_0, s_1]$, so it achieves a maximum $M := \max_{s \in [s_0, s_1]} |K(s)|$. We now argue by induction that

$$|A_j(s) - A_{j-1}(s)| \leq n^{j-1}M^j |s - s^*|^j/j!.$$ 

For our base case, we have that

$$|A_1(s) - A_0| \leq \int_{s^*}^s |K(\sigma)||d\sigma| \leq M|s - s^*|.$$ 

Assuming the inductive hypothesis, we get

$$|A_{j+1}(s) - A_j(s)| = |\int_{s^*}^s K(\sigma)(A_j(\sigma) - A_{j-1}(\sigma))d\sigma|$$

$$\leq nMn^{j-1}M^j \int_{s^*}^|s - s^*|^n/n!$$

$$= n^jM^{j+1}|s - s^*|^{n+1}/(n+1)!.$$
As this is the \((n+1)\)th term in the taylor expansion of \(e^{M|s-s^*|/n}\), it tends to zero with increasing \(j\), as does \(|A_j - A_j|\) for \(i > j\). Therefore, \(A(s) = \lim_{j \to \infty} A_j(s)\) is our solution, and satisfies the equation

\[ A(s) = U + \int_s^\infty K(\sigma) A(\sigma) d\sigma.\]

We also observe that this convergence is uniform as \(|s-s^*| \leq |s_0 - s_1|\).

Before proceeding any further, we will now outline the main steps in our argument. For any \(\varepsilon > 0\) and affine signatures \(S, S^*\), we want to find \(\delta_j > 0\) and \(g\) in the affine group so that,

\[d(S, S^*) < \delta_1 \implies |\mu(\alpha) - \mu^*(\alpha)| < \delta_2 \]  \hspace{1cm} (1)
\[\implies |K(\alpha) - K^*(\alpha)| < \delta_3 \]  \hspace{1cm} (2)
\[\implies |A(\alpha) - A^*(\alpha)| < \delta_4 \]  \hspace{1cm} (3)
\[\implies d(\Gamma, h^*\Gamma) < \varepsilon \]  \hspace{1cm} (4)

where the first three inequalities are only valid on the common domain of \(\mu, \mu^*\), and the remaining domain is arbitrarily small. Inequality (1) was already shown generally for phase portraits that do not intersect the \(u\)-axis. (2) was already discussed, so what remains is to show (3) and (4).

We start now with acquiring the necessary tools to go from (2) to (3). What we want to do first is bound the rate of convergence of the previously discussed Picard Iterations. From now on, we will use the notation \(K_j\) rather than \(A_j\) to clearly indicate to which matrix the picard iterations correspond. We prove the following for general matrix functions.

**Lemma 13.** Let \(|M(\sigma)|\) be any continuous matrix function on \([0, L]\). Then for all \(\varepsilon > 0\), there exists \(N > 0\) where for all \(K(\sigma)\) on this interval, \(|K(\sigma)| \leq |M(\sigma)|\), if \(j > N\), \(|K_j(\sigma) - A_K(\sigma)| < \varepsilon\).

**Proof.** Let \(M\) be the max of \(M(\sigma)\), so that for any such \(K(\sigma), |K(\sigma)| \leq M\). Then by lemma \[12\], we see that

\[|K_j(\sigma) - K_{j-1}(\sigma)| \leq M^{j-1} \frac{|s-s^*|}{j!} =: \alpha_j(s).\]

We recall that this corresponds to the \((n+1)\)th term of the taylor expansion of \(e^{M|s-s^*|/n}\), so the sum of these terms converges, and for any \(\varepsilon > 0\), there exists \(N > 0\) so that for \(j_1, j_2 \geq N\),

\[|K_{j_1}(\sigma) - K_{j_2}(\sigma)| \leq \sum_{i=j_1}^{j_2} \alpha_i(s) < \varepsilon/2.\]

In particular, this tells us that the sequence \((K_j)_{j=N}^{\infty} \subset (K_N)_{\varepsilon/2},\) and so \(|A_K - K_j| \leq \varepsilon/2 < \varepsilon\), as desired. \(\square\)

**Lemma 14.** Let \(|M(\sigma)|\) be any continuous matrix function on a compact interval. Then there exists \(M > 0\) such that for any \(|K(\sigma)| \leq |M(\sigma)|\) defined on a domain \([0, L]\), for all \(j\), \(K_j(\sigma) \leq M\).

**Proof.** By lemma \[12\] we have that, taking \(M_1 \geq |M(\sigma)|,\)

\[|K_j(\sigma) - K(\sigma)| \leq \sum_{i=1}^{j} \alpha_i(s) \leq e^{M_1 L}/n.\]

Thus

\[|K_j(\sigma)| \leq M_1 + e^{M_1 L}/n =: M\]

as desired. \(\square\)

**Lemma 15.** Let \(K(\sigma)\) be a continuous matrix function. For all \(\varepsilon > 0\), there exists \(\delta > 0\) so that \(|K^*(\sigma) - K(\sigma)| < \delta\) implies \(|A_K(\sigma) - A_K^*(\sigma)| < \varepsilon\).

**Proof.** We first show that for all \(\varepsilon > 0\), all \(N > 0\), there exists \(\delta > 0\) so that \(|K_j(\sigma) - K_j^*(\sigma)| < \varepsilon\) given the same initial condition \(U\). We verify this by induction. The base case is trivial as

\[|K_0 - K_0^*| = |U - U^*| = 0.\]

Assume the hypothesis for \(j\), and take \(\delta < 1\). Then by lemma \[14\], we can take \(M > |K|, |K_j^*| \]
Lemma 16. For all \( \varepsilon > 0 \), there exists \( \delta > 0 \) \( |A_K(\alpha) - A_{K^*}(\alpha)| < \delta \) for all \( \alpha \in [0, L] \), then \( d(\Gamma, g\Gamma) < \varepsilon \) for some \( g \) in the affine group.

Proof. We again choose \( g \) so that the initial points and tangents agree. Then we see that

\[
|\gamma(\alpha) - g\gamma^*(\alpha)| = \left| \int_0^\alpha (T(s) - T^*(s)) ds \right| \\
\leq \int_0^\alpha \delta ds = \alpha \delta \leq L \delta < \varepsilon
\]

for \( \delta < \varepsilon / L \).

Lemma 17. Let \( A_K \) be the affine frame for \( \gamma \), and let \( M > 0 \) be such that \( |A_K| \leq M \). Then \( |\gamma(a) - \gamma(b)| \leq (b-a)M \).

Proof.

\[
|\gamma(a) - \gamma(b)| = \left| \int_a^b T(s) ds \right| \leq (b-a)M.
\]

We see then that we have reproduced the necessary pieces to prove lemma \([4]\) in the affine case. Because lemma \([10]\) also applies, we get the desired result.

Theorem 2. Let \( S \) be an affine signature with no intersection with the \( u \)-axis. Then for all \( \varepsilon > 0 \), there exists \( \delta > 0 \) so that if \( d(S, S^*) < \delta \), then \( d(\Gamma, g\Gamma) < \varepsilon \) for some \( g \) in the affine group.

What we can observe is that this argument is not particularly special to the Affine group. In fact, the same argument will hold for any group where we can establish a frame with the following two properties.

- There is a curvature associated with the cartan matrix of the frame that has a continuous relationship with all of its components.
- The frame has a continuous relationship with the tangent of the curve \( \gamma \).

3 Closed Curves

3.1 The Non-degenerate Case

We first show an extension of a result from \([1]\) regarding the euclidean signature, where we take the euclidean curvature \( \kappa \) and arc length parameterization \( s \). Here we must additionally stipulate that our curves are non-degenerate, that is, they are such that \( \kappa_0(s) = 0 \) for only finitely many values of \( s \) in the minimal period of \( \kappa \). We will use the notation \( \sigma_\gamma(p) : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) to refer to the map from a point on the curve to its corresponding point on the signature. We highlight the following
argument as it stresses the point that our condition really ought to be on the signature and only implicitly on the curve itself, as in the proper conditions, the curve will be determined by its signature, and vice versa. We cite the fundamental result from [1].

**Theorem 3.** Let $\Gamma_1$ and $\Gamma_2$ be two curves parameterized by $\gamma_1: \mathbb{R} \to \mathbb{R}^2$, and $\gamma_2: \mathbb{R} \to \mathbb{R}^2$ respectively. Suppose that there exists open intervals $I_1, I_2 \subset \mathbb{R}$ where $\sigma_1|_{I_1}$ and $\sigma_2|_{I_2}$ are injective and have common image $S'$ homeomorphic to $\mathbb{R}$. Then $\Gamma_1' := \gamma_1(I_1)$ and $\Gamma_2' := \gamma_2(I_2)$ are congruent.

Later in this paper, we will show that we can drop the non-degeneracy condition entirely, however in the preceding argument that condition was necessary.

As will be re-emphasized later, the same result holds if we take the $i$th order signature $S^{(i)} := \{\kappa(s), \frac{d}{ds}\kappa(s), \ldots, \frac{d^i}{ds^i}\kappa(s)\} \subset \mathbb{R}^{i+1}$ in place of $S$. This slightly strengthens the result, as when we take higher order derivatives, it becomes increasingly likely that $S^{(i)}$ is injective. The importance of this idea is that higher order derivatives will also determine the curvature under the proper circumstances. The proof goes through in the same way, as it is only the first two coordinates that really matter, but what this gives us is an additional means to identify different curves. If two open curves have the same signature, but that signature intersects itself at say, points $s_1, s_2$ of its parameterization, the above criteria would not be able to tell if they are congruent or not. However, looking at this location on the curve, we see that it is of the form $(\kappa(s_1), \kappa(s_2)) = (\kappa(s_2), \kappa(s_2))$, so upon differentiating to a higher order the point of intersection may dissipate. It is only when the curves agree at all derivatives that this additional criteria again can fail. Intuitively, this tells us that as long at each point of the signature there is only one path that preserves smoothness of the curve, then there is a unique curve that it corresponds to.

While artificially, it is not impossible to construct curves that have this ambiguity, in the wild this is exceedingly unlikely, and the following argument is meant to express this rigorously.

Let $\kappa(s)$ be $C^2$ such that there exists finitely many points $\{s_n\}_{n=1}^N$ where $\sigma_i(s_i) = \sigma_j(s_j)$ for all $i, j$. Looking at just two of these points, we see that for their intersection to persist in $S^{(2)}$, it must be that $\kappa_{ss}(s_1) = \kappa_{ss}(s_2)$. Define $x := \kappa_{ss}(s_1)$, $y := \kappa_{ss}(s_2)$. These values are independent of each other, as smoothness is a local property, so that values at $s_1$ and $s_2$ in principal have no relation to each other. Thus they must independently fall in the set $\{(x, y) \mid x = y\} \subset \mathbb{R}^2$. As this is the graph of a continuous function, it has Lebesgue measure 0. As the Lebesgue measure is sub-additive, this argument then extends to the larger collection of intersections to show that the intersection persisting is probability 0.

### 3.1.1 Closed Curves

We will now use the theorem from the previous section to prove an analogous result for closed curves that are not necessarily simple (the proof for simple curves was done previously in [1]).

**Theorem 4.** Assume $\Gamma_1$ and $\Gamma_2$ are closed non-degenerate curves with the same $i$th order signature $S^{(i)}$, which is simple and closed. Then $\Gamma_1$ and $\Gamma_2$ are congruent.

**Proof.** Let $\gamma_1$ and $\gamma_2$ be unit speed parameterizations of $\Gamma_1$ and $\Gamma_2$, respectively and let $p_1 = \gamma_1(0) \in \Gamma_1$ and $q_0 = \gamma_1(p_1) \in S$. As our signatures have the same image, there exists $p_2 \in \Gamma_2$ such that $\gamma_2(p_2) = q_0$. In short, we ensure that our parameterizations start in the same place on the signature. Let $\gamma_1$ and $\gamma_2$ have minimum periods $L_1$ and $L_2$ respectively, and translate them so that their domains are $[0, L_1]$ and $[0, L_2]$ where we take $L_1, L_2$ to be their minimal period, and they both have initial points $p_1, p_2$ respectively. Define $t_0^i := 0 < t_1^i < \cdots < t_1^i = L_1$, $t_2^i := 0 < t_1^i < \cdots < t_1^i = L_2$, and $t_0^i := 0 < t_1^i < \cdots < t_1^i = L_1$. For each $i$, let $I_i := \{t_i^1, t_i^2, \ldots, t_i^N\}$, for some $N$. Further, define $I_0 := \{0, L_1, L_2\}$, $I_1 := \{0, L_1, L_2\}$, and $I_2 := \{0, L_1, L_2\}$.
Let us first consider the intervals \((t_0^1, t_1^1)\) and \((t_0^2, t_1^2)\). We argue \(\sigma_1((t_0^1, t_1^1)) = \sigma_2((t_0^2, t_1^2))\).

Suppose not. Both open arcs have a common starting point \(\sigma_1(0) = \sigma_2(0)\) by construction, and because the traversal of the signature is given by the values of \(\kappa, \kappa_s\) encoded in this point, both curves must be traversed in the same direction from here, thus it must be that one properly contains the other.

Without loss of generality, let \(\sigma_1((t_0^1, t_1^1)) \not\subseteq \sigma_2((t_0^2, t_1^2))\). It follows that

\[
\sigma_1(t_1^1) = \sigma_2(t^*), \quad t^* \in (t_0^2, t_1^2),
\]

however, by theorem \(3\)

\[
\gamma_1((t_0^1, t_1^1)) = \gamma_2((t_0^2, t^*)).
\]

The closure of the first has a point of intersection, whereas in the second \(t^* < t_1^1\), so the first point of intersection is not achieved. Thus we have derived a contradiction and \(t_1^1 = t_1^2\).

We can repeat this argument inductively to verify that \(\gamma_1([0, t_1^i]) = \gamma_2([0, t_1^j])\) for all \(i\), so it follows that \(n_1 = n_2\), and the curves must be congruent.

\[
\square
\]

### 4 Partitions of The Signature

Our following methodology will be based on section 1. This gives us a very different perspective on the problem, as will be argued from the viewpoint of the signature as a differential equation \(\sigma(s) = (\kappa(s), \kappa_s(s))\), rather than through the use of topological arguments as above.

As such, we re-introduce notation regarding phase-portraits, that is, sets of the form

\[
S^{(i)} := \{(f, f’, f”, \ldots, f^{(i)})\}.
\]

We say that a parameterization

\[
\sigma^{(i)}(t) := (f(t), f_1(t), \ldots, f_i(t))
\]

is in-phase if \(f_i = f^{(i)}\).

In the following, a signature or \(i\)th order signature will not necessarily refer to a euclidean signature, but rather the set as described before, where our curvature and parameterization are chosen with respect to the action of a particular group \(G\).

We recall the following theorem from section 2, re-worded in terms of this new language.

**Theorem 5.** Let \(S\) be a 1st order signature such that \(\kappa_\alpha \neq 0\). Then for all \(\varepsilon > 0\), there exists \(\delta > 0\) so that if \(d(S, S^*) < \delta\), then \(d(G, gG^*) < \varepsilon\) for some \(g \in G\). In fact, if \(\gamma : [0, L_1] \to \mathbb{R}^2\), and \(\gamma^* : [0, L_2] \to \mathbb{R}^2\), then we can choose such a \(g, \delta\) so that setting \(L := \max\{L_1, L_2\}, \ell := \min\{L_1, L_2\}\)

\[
|\gamma(t) - g\gamma^*(t)| < \varepsilon, \quad \forall t \in [0, \ell]
\]

and for \(t_1 := \min\{t, L_1\}, t_2 := \min\{t, L_2\}\),

\[
|\gamma(t_1) - \gamma(t_2)| < \varepsilon, \quad \forall t \in [\ell, L].
\]

What this says is that if our two signatures are close enough to each other, then we can expect the curves themselves to be traversed in more or less the same way. The focus of this section will be to extend this result to the case where some higher-order derivative of the curvature is non-zero. The main idea of this proof is that we will be able to locally verify that the curves are congruent due to the non-zero derivatives of the curvature and similar initial values, and then we will be able to piece together this local data to cover our curve and show global congruence.

We define a **partition** of \(S^{(i)}\) to be a sequence

\[0 = t_0 < t_1 < \cdots < t_n = L\]

for any \(0 < j < n\), that has the following property. Let \(\sigma^{(i)}(t) := (f(t), f'(t), \ldots, f^{(i)}(t))\), and define \(S_j := \sigma^{(i)}([t_{j-1}, t_j])\) with in phase parameterization \(\sigma_j := (f_j, \ldots, f^{(i)}_j)\). For all \(j \in [n]\), for all \(\varepsilon > 0\), there exists \(\delta > 0\) such that, for any \(S_j^*, \sigma_j^* : [0, L^*_j] \to \mathbb{R}^i\) defined similarly, \(\ell, L, t_1, t_2\) as before,

\[
d(S_j, S_j^*) < \delta_j \implies |\sigma_j(t) - \sigma_j^*(t)| < \varepsilon, \quad \forall t \in [0, \ell],
\]

\[
|\sigma_j(t_1) - \sigma_j^*(t_2)| < \varepsilon, \quad \forall t \in [\ell, L],
\]

and \(|L - L^*| < \varepsilon\).
the condition for one derivative to be non-zero is equivalent to the point not lying on the $x$-axis.

Our main motivation for this definition, and the following lemmas, will be to establish that it is enough that our curve has no high order vertices, that is, points of the form $(x, 0, \ldots, 0) \subset S^{(i)}$.

We see that the definition of a partition corresponds very nicely to the case elaborated on in theorem 5 and it in essence spells out how exactly we will approach the proof. Having a partition essentially states that we know how to handle our phase portrait between each of these points $\sigma^{(i)}(t_j)$, and what we will want to show next is that we can extend this information to the phase portrait globally. From now on, we will be using $\kappa, \kappa^*$ rather than $f$ and $g$ as these align more with the notation used in arguments regarding curvatures, although in principle they are still only being viewed as phase portraits. Our argument will take multiple steps, but the main idea is that we want to break our $S^{(i)}_*$ into pieces $S^*_j$ that correspond as desired to each $S_j$.

Lemma 18. Let $0 = t_0 \prec t_1 \prec \cdots < t_n = L$ be a partition of $S^{(i)}$ an injective signature. Then there exists $\delta > 0$ so that $(S_i)_\delta \cap (S_j)_\delta = \emptyset$ if $|i-j| > 1$.

Proof. We first see that each $S_i$ is compact, and for $|i-j| > 1$, $S_i \cap S_j = \emptyset$. Thus $d(S_i, S_j) > 0$, and we can separate them by uniform neighborhoods. Because there are only finitely many such $S_j$, we can take the smallest necessary neighborhood, and repeat this procedure for each $S_i$. \hfill \Box

Figure 9: A partition depicted on a 1st order signature. In this case, the condition for one derivative to be non-zero is equivalent to the point not lying on the $x$-axis.

We see that the definition of a partition corresponds very nicely to the case elaborated on in theorem 5 and it in essence spells out how exactly we will approach the proof. Having a partition essentially states that we know how to handle our phase portrait between each of these points $\sigma^{(i)}(t_j)$, and what we will want to show next is that we can extend this information to the phase portrait globally. From now on, we will be using $\kappa, \kappa^*$ rather than $f$ and $g$ as these align more with the notation used in arguments regarding curvatures, although in principle they are still only being viewed as phase portraits. Our argument will take multiple steps, but the main idea is that we want to break our $S^{(i)}_*$ into pieces $S^*_j$ that correspond as desired to each $S_j$.

Lemma 19. Let $0 = t_0 \prec t_1 \prec \cdots < t_n = L$ be a partition of $S^{(i)}$ an injective signature, and let $S^{(i)}_*$ be another phase portrait. For any $\varepsilon > 0$, there exists $\delta > 0$ such that if $d(S^{(i)}_*, S^{(i)}_j) < \delta$ then there exists a path component $S^*_j \subset S^{(i)}_* \cap (S_j)_\delta$, with in phase parameterization $\sigma^*_j$ such that $|\sigma^*_j(0) - \sigma_j(0)| < \varepsilon$ and $|\sigma^*_j(L_j^*) - \sigma_j(L_j)| < \varepsilon$.

Proof. Take $\delta := \min \{\delta_j\}$, and further restrict it so that $(S_i)_\delta \cap (S_j)_\delta = \emptyset$ if $|i-j| > 1$ by lemma 18.

Define $s_{\ell} := \gamma_j(0)$, $s_r := \gamma_j(L)$, $W_1 := (S_{j-1})_\delta \cap (S_j)_\delta$, $W_2 := (S_{j+1})_\delta \cap (S_j)_\delta$. Because $d(S^{(i)}_*, S^{(i)}_j) < \delta$, we have that there is some $p_1 \in S^{(i)}_* \cap W_1$ and $p_2 \in S^{(i)}_* \cap W_2$. Now, $p_1$ and $p_2$ are connected by a path in $S^{(i)}_*$ as this set is a path. By our choice of $\delta$, because each of these neighborhoods is disjoint accept to the neighborhoods adjacent to them, this path must go through $(S_j)_\delta$. Thus, there is a path component $S^*_j \subset (S_j)_\delta$ with initial point in $W_1$ and terminal point in $W_2$ (because this is a phase portrait its orientation necessitates this), concluding our proof. \hfill \Box

Figure 10: A depiction of choosing uniform neighborhoods as specified in the above lemma.
Lemma 20. For all $\varepsilon > 0$ we can choose $\delta > 0$ so that $W_1 \subset (s_\ell)_\varepsilon$ and $W_2 \subset (s_r)_\varepsilon$.

Proof. This is trivial for $W_1$ or $W_2$ respectively if $j = 1, n$ as they coincide with the uniform neighborhood, so assume otherwise. We can also assume that the first derivatives are non-zero, and $\kappa_s(t_{j-1}), \kappa_s(t_j) > 0$. This is because we will only need to apply our argument to the next highest derivative, so it is inconsequential which one we start at. We will only consider $W_2$, as the argument is mirrored.

Set $2\alpha := \kappa_s(t_j)$. As $\kappa_s$ is continuous, there exists some $\beta > 0$ where for all $t \in [t_j - \beta, t_j + \beta]$, $\kappa_s(t) > \alpha$. In particular, $\kappa$ is increasing on this interval, and

$$|\kappa(t_j + \beta) - \kappa(t_j - \beta)| \geq \beta \alpha.$$ 

Thus if we take $\delta < \beta \alpha/2$, we see that $\kappa(t_j + \beta), \kappa(t_j - \beta) \not\in W_2$ as

$$\kappa(t_j \pm \beta) \not\in (\kappa(t_j \mp \beta))_{\delta},$$

so that $W_2 \subset (\sigma^{(i)}([t_j - \beta, t_j + \beta]))_{\delta}$. As $\sigma^{(i)}$ is continuous, for all $\varepsilon > 0$, there exists $\beta > 0$ such that

$$\sigma^{(i)}([t_j - \beta, t_j + \beta]) \subset (\sigma^{(i)}(t_j))_{\varepsilon}$$

$$\implies (\sigma^{(i)}([t_j - \beta, t_j + \beta]))_{\delta} \subset (\sigma^{(i)}(t_j))_{\varepsilon + \delta}$$

and the claim follows.

What this lemma tells us is that there are certain portions of $S_j^*$ that suit us well, however we have yet to verify that we can connect them seamlessly. We now show that this is resolved upon small enough choice of $\delta$.

Lemma 21. Let $0 = t_0^j < t_1^j < \cdots < t_n^j = L$ be a partition of $S^{(i)}$ and let $S^{(i)}_j$ be another phase portrait. For all $\varepsilon > 0$, there exists $\delta > 0$ so that given $d(S^{(i)}_j, S^{(i)}_j) < \delta$, we can find a sequence $0 = t_0^j = t_1^j < \cdots < t_n^j = L^*$ where $|\nu_j^{(i)}(t_n^j) - \nu_j^{(i)}(t_1^j)| < \varepsilon$, and $|t_j^1 - t_j^2| < \varepsilon$.

Proof. By lemma 19 we can take $\min\{\delta_j\} > \delta > 0$ so that we get segments $S_j^* \subset S^{(i)}_j \cap (S_j)_\delta$. Under these conditions, we can invoke the properties of the partition to get

$$|\kappa_j(0) - \kappa_j^*(0)| < \varepsilon,$$

$$|\kappa_j(L_j) - \kappa_j^*(L_j)| < \varepsilon.$$ 

We now take $0 = t_0^2 < t_1^2 < \cdots < t_n^2 = L^*$ so that $\sigma_j^*(t_n^2) = \sigma_j^*(0)$, that is, we take these to be the initial points of each $S_j^*$. We are guaranteed this same ordering as it follows the orientation of $S^{(i)}$. Define $\mathcal{L}_j^* := t_j^1 - t_j^2$, and let $L_j^*$ be such that

$$\sigma_j^*(0, L_j^*) = S_j^*.$$ 

What we mean here is that our choice of the path component $S_j^*$ gives us some initial value for how long its domain should be ($L_j^*$). What we want to show next is that we can safely extend it so that we can include the filler between $S_j^*$ and $S_{j+1}$ while maintaining the properties of the partition. That is, at the end of the day we want it to be safe to replace $L_j^*$ with $\mathcal{L}_j^*$. We first want to show that for any $\varepsilon > 0$, we can choose $\delta > 0$ so that $|\mathcal{L}_j^* - L_j| < \varepsilon$. In the case where $L_j^* \leq L_j^*$, we have that $|\mathcal{L}_j^* - L_j| \leq |L_j^* - L_j| < \varepsilon$ choosing $\delta$ as given in the partition hypotheses. Thus we can assume $\mathcal{L}_j^* > L_j$.

By lemma 20 we can take $\delta$ such that

$$\sigma_j^*(\mathcal{L}_j^*), \sigma_j^*(L_j^*) \in W_2 \subset (s_r)_\varepsilon,$$

as this is where $S_j^*$ ends, and $S_{j+1}^*$ begins. We now argue that there must be a lower bound for “how long” it will take before $\sigma_j^*$ to leave $(s_r)_\varepsilon$ and not return locally. This is because our derivative being non-zero will push the curve away from this point. We make this formal in the following.

We again assume that the first derivative is non-zero and positive without loss of generality. Recall again that $s_r = \sigma^{(i)}(t_j^1)$, and so $2\alpha := \kappa_s(t_j^1) > 0$. By the continuity of $\kappa_s$, we can take $\beta > 0$ so that for all $t \in [t_j^1 - \beta, t_j^1 + \beta]$,
\[ \kappa_s(t) - \delta > \alpha \text{ if } \delta < \alpha/2. \] Fix such a \( \beta, \delta' \) and take \( \varepsilon > 0 \), so that
\[ W_2 \subset (s_r)_\varepsilon \subset (\sigma^{(i)}([t_1^1 - \beta, t_1^1 + \beta]))_{\delta'}. \]

In particular, take \( \varepsilon < |\sigma^{(i)}(t_1^1) - \sigma^{(i)}(t_1^1 \pm \beta)| \).

Combining this with the preceding discussion, we have for \( |\kappa^*(t) - \kappa(t_1^1)| < \varepsilon, \kappa^*(t) > \alpha. \) Once \( \kappa^*(t) > \kappa(t_1^1) + \varepsilon, \) because \( \kappa^* \) can only increase locally, we will have
\[ |\sigma^{(i)}(t) - \sigma^{(i)}(t_1^1)| \geq |\kappa^*(t) - \kappa(t_1^1)| > \varepsilon \]
and so \( \sigma^{(i)}(t) \notin W_2. \) By our choice of \( \delta, \) we recall that \( \kappa^*_s(t) > \alpha, \) so that
\[ |\kappa^*(t + L^*_j) - \kappa^*(L^*_j)| \geq \alpha |t| > \varepsilon \]
for \( t > \varepsilon/\alpha. \) This implies that \( |L^*_j - L^*_j| < \varepsilon/\alpha \)
which can be made arbitrarily small by choice of \( \delta. \) In summary, we can choose \( \delta > 0 \) so that \( |L^*_j - L^*_j| < \varepsilon/2, \) and \( |L^*_j - L^*_j| < \varepsilon/2. \) Thus
\[ |L^*_j - L^*_j| < \varepsilon \]
as desired.

The remaining results follow easily after this. By hypothesis we have that
\[ M := \max |\kappa^*_s| \leq \max |\kappa_s| + \delta, \]
and so \( |\kappa^*(L^*_j) - \kappa^*(t)| \leq M|L^*_j - t| \leq M|L^*_j - L^*_j| \) can be made less than \( \varepsilon \) for all \( t \in [L^*_j, L^*_j]. \)

From this, we immediately get the next result.

**Corollary 4.** If we can find a partition of \( S^{(i)} \), then for all \( \varepsilon > 0, \) there exists \( \delta > 0 \) so that, for \( d(S^{(i)}, S^{(i)}) < \delta, \) we can parameterize \( \kappa^* \)
in phase to have domain \([0, L^*], \) where \( |L - L^*| < \varepsilon, \) and for all \( t \in [0, \ell := \min\{L, L^*\}], |\kappa(t) - \kappa^*(t)| < \varepsilon. \)

**Proof.** By lemma 21, we can get analogous sequences \( \{t_1^j\}, \{t_2^j\}. \) We argue by induction on \( j. \)

For \( t \in [0, \min\{t_1^1, t_2^1\}], \) this is true by hypothesis. Assume without loss of generality that \( t_1^1 < t_2^1. \) We have already shown that for all \( \varepsilon > 0 \) we can take \( \delta > 0 \) so that for all \( t \in [t_1^1, t_2^1], \) \( |\kappa^*(t) - \kappa(t_1^1)| < \varepsilon/2, \) and \( \alpha := t_1^1 - t_1^1 \) can be made arbitrarily small. \( \kappa \) is continuous on a compact interval so it is uniformly continuous. Thus we can take \( \alpha > 0 \) so that \( |\kappa(t_1^1) - \kappa(t_2^1)| < \varepsilon/2 \)
for all \( t_1^1 - t_2^1 < \varepsilon. \) Thus \( |\kappa^*(t) - \kappa(t)| < \varepsilon \) for all \( t \in [t_1^1, t_2^1] \) as desired.

Now, assume the inductive hypothesis for \( j. \) We then have that \( |\kappa^*(t) - \kappa(t)| \leq \varepsilon/2 \)
for all \( t \in \text{[0, max}\{t_1^j, t_2^j\}], \) and we can pick \( \delta > 0 \) so that \( t_1^1 - t_2^1 < \alpha \) as described before. Assume without loss of generality that \( t_1^1 < t_2^1 < t_1^{j+1} < t_2^{j+1} \) for convenience. By hypothesis, for \( t \in [t_2^j, t_1^{j+1}], \)
\[ |\kappa^*(t) - \kappa(t)| = |\kappa^*(t) - \kappa(t - t_1^j - t_2^j)| \]
\[ + |\kappa(t - t_1^j - t_2^j) - \kappa(t)| \]
\[ \leq |\kappa^*(t) - \kappa(t - t_1^j - t_2^j)| + |\kappa(t - t_1^j - t_2^j) - \kappa(t)| \]
\[ < \varepsilon/2 + \varepsilon/2 = \varepsilon. \]

\[ \square \]

Thus if we can find a nice criteria for when we can find a partition, then we will be able to make a global statement on the relationship between the signature and the equivalence class of curves it corresponds to.

5 Uniqueness Criteria

We show the following so that we can extend theorem 5 to the finite order vertex case.

**Lemma 22.** Let \( S^{(i)} \) be an injective phase portrait such that, for some \( k \leq i, \kappa^{(k)}_s(t) \neq 0 \) for any \( t, \) and let \( S^{(i)}_c \) be any other phase portrait. For all \( \varepsilon > 0, \) there exists \( \delta > 0 \) such that \( d(S^{(i)}, S^{(i)}_c) < \delta \)
implies \( |\sigma^{(k)}(t) - \sigma^{(k)}_c(t)| < \varepsilon, \forall t \in [0, \ell := \min\{L, L^*\}], |L - L^*| < \varepsilon. \)

**Proof.** Fix \( \varepsilon > 0. \) As the phase portrait determines the orientation, we can take \( \delta > 0 \) so that \( |\sigma^{(i)}_c(0) - \sigma^{(i)}(0)| < \varepsilon. \) What we now want to do
is apply theorem [5] to the two coordinate projection \( \{(\kappa_s^{(k-1)}, \kappa_s^{(k)})\} \). As this set satisfies the necessary hypotheses, we can restrict \( \delta > 0 \) so that \( |L - L^*| < \varepsilon \). Take \( L^* > L \) without loss of generality, so that for all \( t \in [0, L] \),

\[
|\kappa_s^{(k-1)}(t) - (\kappa^*)(s)^{(k-1)}(t)| < \varepsilon.
\]

We now inductively show that this holds for all lower order derivatives. The base case has already been shown for \( (k-1) \), so let us assume it holds for some \( j < k-1 \). We see then

\[
|\kappa_s^{(j-1)}(t) - (\kappa^*)(s)^{(j-1)}(t)| \\
\leq |\kappa_s^{(j-1)}(0) - (\kappa^*)(s)^{(j-1)}(0)| \\
+ \int_0^t |\kappa_s^{(j)}(s) - (\kappa^*)(s)^{(j)}(s)| ds \\
\leq \varepsilon + t\varepsilon \leq \varepsilon(1 + L)
\]

which can be made as small as desired. This completes our induction. For all \( \varepsilon > 0 \), we can then take \( \delta > 0 \) so that \( |\kappa(t) - \kappa^*(t)| < \varepsilon \) on \([0, L]\), and \( |L - L^*| < \varepsilon \).

We are now prepared to prove the main result.

**Theorem 6.** Let \( S^{(i)} \) be a phase portrait that is injective and

\[
S^{(i)} \cap \{(x, 0, \ldots, 0)\} = \emptyset.
\]

Then for any \( S^{(i)}_\varepsilon \), for all \( \varepsilon > 0 \), there exists \( \delta > 0 \) so that

\[
d(S^{(i)}, S^{(i)}_\varepsilon) < \delta \implies |\kappa^*(t) - \kappa(t)| < \varepsilon
\]

for \( t \in [0, \ell := \min\{L, L^*\} \), and \( |L - L^*| < \varepsilon \).

*Proof.* It suffices to find a partition of \( S^{(i)} \), as shown in corollary 4. For every \( t \in [0, L] \), by hypothesis it must be that

\[
\sigma^{(i)}(t) = (u_1, \ldots, u_{k_1}, \ldots, u_i)
\]

where \( u_{k_i} \neq 0, k_i > 1 \). Thus there exists \( \delta_t > 0 \) so that \( |\kappa_s^{(k_i)}(x)| > |\kappa_s^{(k_i)}(t)/2| \) on \((t - \delta_t, t + \delta_t) \cap [0, L] \). Because this interval is compact, we can then take a finite sub-cover of these sets, which we call \( \{B_n\}_{n=1}^N \). We take the left and right endpoints of the closures of each of these intervals, and order them so that

\[
0 = t_0 \leq t_1 \leq t_2 \leq \cdots \leq t_{2n} = L.
\]

By our construction, there exists some \( k \geq 2 \) on each of the intervals \([t_j, t_{j+1}]\) so that \( \kappa_s^{(k)} \neq 0 \). By lemma 22, this satisfies the requirements of a partition, and so we are done.

In summary, we have shown the following.

**Theorem 7.** Let \( \kappa(t) : [0, L] \to \mathbb{R}, \kappa^*(t) : [0, L^*] \to \mathbb{R} \) be curvature functions of their defining curves \( \Gamma, \Gamma^* \). Then for all \( \varepsilon > 0 \), there exists \( \delta > 0 \) so that if \( |\kappa(t) - \kappa^*(t)| < \delta \) for all \( t \in [0, \min\{L, L^*\}] \) and \( |L - L^*| < \delta \) then there exists \( g \in G \) such that \( d(\Gamma, g\Gamma^*) < \delta \).
Corollary 5. Let $S^{(i)}$ be a signature that is injective and 

$$S^{(i)} \cap \{(x,0,\ldots,0)\} = \emptyset.$$ 

Then for any $S^{(i)}_\ast$, for all $\varepsilon > 0$, there exists $\delta > 0$ so that 

$$d(S^{(i)}, S^{(i)}_\ast) < \delta \implies d(\Gamma, g\Gamma) < \varepsilon$$ 

for some $g \in G$.

We now extend this to a uniqueness result on injective signatures first, then simple signatures.

Theorem 8. Let $S^{(i)}$ be a phase portrait that is injective and 

$$S^{(i)} \cap \{(x,0,\ldots,0)\} = \emptyset.$$ 

Then there is a unique equivalence class of curves with respect to the group action $G$ that have this signature.

Proof. If any two curves have the same signature, by theorem 5, then we see that 

$$d(S^{(i)}, S^{(i)}_\ast) < \delta, \quad \forall \delta > 0.$$ 

Since we choose the same $g$ in our argument regardless of $\delta$, we see then that there exists $g \in G$ so that 

$$d(\Gamma, g\Gamma^\ast) < \varepsilon, \quad \forall \varepsilon > 0$$ 

thus $d(\Gamma, g\Gamma^\ast) = 0 \implies \Gamma = g\Gamma^\ast$ so they are in the same equivalence class. \qed

For the next step we will need our proof to additionally hold for open curves/signatures, which we quickly verify.

Lemma 23. Let $S_0^{(i)}$ be a pre-compact signature that is injective and can be extended to a compact signature $S^{(i)}$ by taking its closure, and 

$$d(S^{(i)}, \{(x,0,\ldots,0)\}) > 0.$$ 

Then there is a unique equivalence class of curves with respect to the group action $G$ that have this signature.

Proof. To prove uniqueness in this case, it is easier instead to rely on the uniqueness of solutions to ODEs. Indeed, taking a partition as before, we can apply lemma 6 to solve for the function $\kappa^{(k-1)}$ explicitly. Because the initial values are determined by the location on the signature, we can uniquely solve for $\kappa$ on each of these intervals in the partition, and then use them together to define a global solution. \qed

Theorem 9. Let $S^{(i)}$ be a phase portrait that is simple and 

$$S^{(i)} \cap \{(x,0,\ldots,0)\} = \emptyset.$$ 

Then there is a unique equivalence class of curves with respect to the group action $G$ that have this signature.

Proof. The proof follows by the argument of theorem 2. \qed

This is in fact an equivalence. Indeed, at any such point $(x,0,\ldots,0)$, we can insert a section of constant curvature $x$ without altering smoothness. As all such curves will produce this same signature, we see that there is not a unique defining curve equivalence class.

5.1 Metrics on Closed Curves

For a closed curve $\gamma$, with minimal period $L$, and minimal period of the curvature $\ell$, we call its index of symmetry $i_{\Sigma}(\Gamma) := L/\ell$. It will be useful for us to think of our signature not as one set that is repeated after each revolution, but rather its injection into $\mathbb{R}^{i+1}$, given by 

$$S_p^{(i)} := \{(\kappa(t),\ldots,\kappa^{(i)}(t),t)\}$$ 

where $p := \gamma(0)$.

Lemma 24. Let $S^{(i)} \cap \{(x,0,\ldots,0)\} = \emptyset$. The set $\{t_n\}_{n=1}^{i_{\Sigma}(\Gamma)}$ forms a partition of $S_p^{(i)}$.

Proof. This follows immediately from corollary 5 as each segment $\sigma_p^{(i)}([t_i, t_{i+1}])$ meets the desired hypotheses. \qed
Corollary 6. Let $S^{(i)}$ be a simple signature and

$S^{(i)} \cap \{(x,0,\ldots,0)\} = \emptyset.$

Then for any $S_{*}^{(i)}$ with $i_{*}(\Gamma^{*}) = i_{*}(\Gamma)$, for all $\varepsilon > 0$, there exists $\delta > 0$ so that

$$d(S^{(i)}, S_{*}^{(i)}) < \delta \implies d(\Gamma, g^* \Gamma) < \varepsilon$$

for some $g \in G$.
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