A scaling law to determine phase morphologies during ion intercalation†
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Driven phase separation in ion intercalation materials is known to result in different non-equilibrium phase morphologies, such as intercalation waves and shrinking-core structures, but the mechanisms of pattern selection are poorly understood. Here, based on the idea that the coarsening of the slowest phase is the rate limiting step, we introduce a scaling law that quantifies the transition from quasi-equilibrium intercalation-wave to diffusion-limited shrinking-core behavior. The scaling law is validated by phase-field simulations of single LiCoO2 particles, in situ optical imaging of single LiC6 particles undergoing transitions between stage 1 (χ = 1) and 2 (χ = 0.5) at different rates, and all the available literature data for single-particle imaging of LiCoO2, LiC6 and LiFePO4. The results are summarized in operational phase diagrams to guide simulations, experiments, and engineering applications of phase-separating active materials. Implications for Li-ion battery performance and degradation are discussed.

Broader context

Phase separation is ubiquitous in most commercial Li-ion battery materials, e.g. LiFePO4, LiC6, LiCoO2, and affects the (dis)charging dynamics on both single- and multi-particle levels. Based on the (dis)charge rate, different phase morphologies – intercalation wave or core–shell structures – within single particles can be observed. These morphologies are intimately linked to the performance and lifetime of Li-ion batteries. Therefore, it is important to understand the conditions for intra-particle phase separation, not only for its scientific interest, but also for battery engineering. When intercalation waves arise, the active area within the battery is reduced as intercalation reactions concentrate on the exposed phase boundaries, leaving a large area of the electrode inert during cycling. Additionally, core–shell morphologies are undesirable since they are associated with large concentration overpotentials and reduce the utilization of the available stored energy. Also, phase separation is responsible for mechanical deformation that can lead to battery degradation via microstructure fracture and damage. In this work, we provide a simple way to classify the observed phase morphologies during battery operation through a simple scaling law that combines the (dis)charge current, the size of the particles, and the diffusivity of the slowest phase.

Introduction

Ion intercalation materials have proven paramount in the field of energy storage.1 Their best known application is the Li-ion battery,2 where the process of lithium intercalation in solid active particles enables portable storage devices that exhibit high power and energy densities.1,3 Traditional engineering models assume purely diffusive transport of intercalated ions,4–6 but many common electrode materials undergo phase separation during cycling into thermodynamically stable phases at specific filling fractions (χ ∈ [0,1]). Important examples include most commercialized Li-ion battery materials, such as iron phosphate (LiFePO4, LFP)7 and cobalt oxide (LiCoO2, LCO)8 for the cathode and graphite (LiC6)9–12 and titanate (Li4Ti5O12, LTO)13,14 for the anode, as well as some emerging materials, such as Ni-rich oxides15 and anatase (Li2TiO3).16,17 Phase separation results in spatial heterogeneity, which complicates the interpretation of experimental data and often defies the common assumption of spherical shrinking-core phase morphology, e.g. for LFP18–20 or graphite.21 A more consistent and accurate approach is to use phase-field models,22–27 generalized for electrochemical
thermodynamics\textsuperscript{28} of single particles\textsuperscript{23,29–39} and porous electrodes,\textsuperscript{40–45} but a clear classification of the possible non-equilibrium phase morphologies has not yet emerged.

Phase-separation dynamics are intimately linked to the performance and degradation of Li-ion batteries.\textsuperscript{7,12,24,29,40,46–48} In porous electrodes, the so-called “mosaic phase separation” between different nearly homogeneous, stress-free particles\textsuperscript{30,49,50} affects performance through the rate-dependent active population,\textsuperscript{12,42–44,47} but this collective phenomenon competes with the more fundamental process of coherent phase separation within individual particles. In particular, the formation of intra-particle interfaces between high-and low-concentration phases has been shown to: (i) affect the local intercalation current, where the largest electrochemical driving force results in the vicinity of the formed interfaces;\textsuperscript{23,29,35,51} (ii) lead to accumulation of elastic,\textsuperscript{10–12,35,37,39} and consequently inelastic stresses, resulting in the formation of dislocations,\textsuperscript{52,53} fatigue and cracking of battery particles;\textsuperscript{54–56} (iii) cause abrupt changes of the local electronic conductivity,\textsuperscript{14,48,57} which suppress electron transfer reactions associated with ion intercalation. The morphology of phase boundaries within single particles is thus directly connected to the rate capability and degradation of the battery.

Electrochemical phase separation differs from other types of phase transformations in that it occurs in a driven open system:\textsuperscript{58} the applied current or voltage modulates the availability of electrons for faradaic reactions and thus controls the pattern formation.\textsuperscript{59} In the case of ion intercalation, reaction limitations can lead to intercalation waves\textsuperscript{23,29,35,60} that propagate across the reacting surface until the insertion or extraction of ions is completed, as shown in Fig. 1(a). In contrast, when bulk diffusion cannot keep up with ion insertion/extraction, the phase boundary assumes a non-equilibrium shrinking-core behavior\textsuperscript{18,19,21} as shown in Fig. 1(d). In this case, the reactive boundaries attain the extreme stable ion concentration, highest during insertion\textsuperscript{61} and lowest during extraction,\textsuperscript{51} resulting in poor utilization of the bulk material and potentially damaging stresses. The rate-dependent transition between the different morphologies thus has a direct impact on battery performance and begs a quantitative description.

Although many battery materials exhibit phase separation, both in situ experimental imaging\textsuperscript{7,46,52,63,64} and computational studies\textsuperscript{23,29–32,35,36,39,65,66} of non-equilibrium phase morphologies have focused on LFP,\textsuperscript{67} despite its highly anisotropic properties,\textsuperscript{68} which strongly affect the dynamics.\textsuperscript{23,37,60} In contrast, very few studies have been conducted to understand single-particle phase separation in other common battery materials, such as LCO\textsuperscript{70} or graphite,\textsuperscript{11} which exhibit far less anisotropy. Recently, we developed a phase-field model for LCO to describe its phase separation and metal–insulator transition for $x \in [0.75, 0.94]$,\textsuperscript{48} which predicts two distinct dynamical regimes. For particle sizes around ~100 nm and under realistic lithiation rates, three-dimensional intercalation waves are observed, as shown in Fig. 1(b and c). For very large particles (> 10 μm), there is a transition to shrinking core behavior with approximately one-dimensional axisymmetric profiles, as shown in Fig. 1(e and f).

In the latter case, the high concentration of Li-ions at the boundaries shuts down the intercalation reaction prior to full lithiation of the system. Similar observations have been reported for LFP,\textsuperscript{51,53} but as yet, there have been no attempts to unify the description of this morphological transition across different intercalation materials and applied currents.

We thus arrive at our central question: what are the conditions that control the morphology of phase separation in single particles undergoing ion intercalation? The answer lies in a universal scaling law, based only upon the reactive surface area, bulk volume, dimensionality of transport, diffusivity of the slowest phase, and the applied current, which determines whether subsurface phase separation can maintain quasi-equilibrium patterns or must form a diffusion-limited shrinking core. Reaction kinetics play only a secondary role in controlling phase patterns, unless the bulk and surface concentrations are strongly coupled,\textsuperscript{58} as in the special case of LFP nanoparticles.\textsuperscript{7,31,32,37} The scaling
analysis is supported by 3D phase-field simulations of LCO, as well as in situ optical imaging of lithiated graphite. The results are summarized in operational phase diagrams that may be used to guide the design of both simulations and experiments.

Theory

During battery operation, there are conditions where the Li average concentration enters the phase-separating regime, leading to the formation of Li-rich and Li-poor regions. The dynamics of the formed interfaces, however, are coupled through surface reactions and bulk diffusion. In this section, we describe the theoretical framework for reaction-driven phase separation and then derive the scaling law quantifying the transition between intercalation wave (quasi-equilibrium) and shrinking-core (diffusion-limited) morphologies.

Model for reaction-driven phase separation

We begin by describing the general mathematical structure of phase-field models of intercalation driven by faradaic reactions. We consider the insertion of a chemical species in a system of volume \( V \) (in m\(^3\)) through reactive boundaries of total surface area, \( A \) (in m\(^2\)). The concentration \( c \) (in mol m\(^{-3}\)) of the species evolves according to mass conservation

\[
\frac{\partial c}{\partial t} = -\nabla \cdot j
\]

where \( j \) is the diffusive flux defined in terms of the gradient of species chemical potential \( j = -M(c)\nabla \mu \) where \( \mu \) is the diffusional chemical potential and \( M(c) \) is the tracer mobility, often assumed to be proportional to the tracer diffusivity, via the Einstein relation, \( D(c) = M(c)RT \), where \( R \) and \( T \) are Boltzmann’s constant and absolute temperature, respectively. Intercalation is described by a boundary condition expressing mass conservation on the reactive surfaces,

\[
-n \cdot j = R
\]

where \( R(c,\eta) \) is the reaction rate, which depends on the interfacial concentration \( c \) and local overpotential \( \eta = (\mu_{\text{res}} - \mu)/nF \), e.g. via generalized Butler–Volmer, Marcus or Marcus–Hush–Chidsey kinetics.

A unique characteristic of electrochemical systems is the ability to control the overall reaction rate by applying a constant current \( i \), which implies the following integral constraint,

\[
-n \cdot j \, dA = \int R \, dA = Ri
\]

where \( Ri = inF \) is the applied reaction rate, \( F \) is the Faraday constant, \( n \) the number of electrons transferred per intercalated ion (\( n = 1 \) for Li\(^+\)), and the integral is over the reactive surface area. For a specified current, eqn (3) implicitly determines the electrode voltage \( V_c \) or equivalently, chemical potential \( \mu_{\text{res}} \) of the electrolyte reservoir, which determines the local overpotential \( \eta \). We should note that eqn (3) allows for the applied current to redistribute itself based on the local thermodynamics of the system. In the case of a phase separated system, for example, it has been shown that eqn (3) allows for the imposed current to concentrate automatically in the vicinity of the formed interfaces, leading to intercalation wave structures.

The model is completed by specifying the thermodynamics of the bulk material through the free energy functional,

\[
G = \int_V \left( g_{\text{eh}}(c) + \frac{1}{2} \frac{\mu}{\kappa} |\nabla c|^2 + \frac{1}{2} \frac{\mu_{\text{res}}}{\kappa} \nabla \cdot c \right) \, dV
\]

where the first term is the homogeneous free energy used to describe the Li\(^+\)-Li\(^+\) and Li\(^+\)-vacancy interactions and can have multiple minima corresponding to stable phases; the second describes the interfacial tension between the phases, with \( \kappa \) to control both the interfacial thickness and the value of the surface tension between the formed phases; and the third accounts for the energy of mechanical deformation. The stresses are typically assumed to be elastic, \( \sigma = C\varepsilon \), and determined by mechanical equilibrium,

\[
\nabla \sigma = 0
\]

with stress-free (or sometimes fixed-displacement) boundary conditions. Finally, the diffusional chemical potential, which controls the flux \( j \) and reaction rate \( R \), is defined as the variational derivative of the free energy with respect to the concentration field, \( \mu = \delta G/\delta c \).

In this work, we use the above framework to simulate the evolution of driven phase morphologies in LCO, using our recently published chemo-mechanical model. The functional form of the mobility/diffusivity as a function of concentration is determined through ab initio calculations, while ion intercalation is described through generalized Butler–Volmer kinetics. The complete functional forms of the homogeneous chemical free energy \( g_{\text{eh}} \), the mobility \( M \) and the reaction model \( R \) are given in the ESI. Finally, we discretize the model equations using the finite element method by expressing the unknown functions with linear basis functions.

Scaling law for phase morphologies

The scaling relation can be derived by comparing the timescales of ion insertion and the coarsening process during phase separation. In a single electrode particle that undergoes (de)lithiation, there are three important timescales. Two are material timescales, related to intercalation reactions, \( \tau_i \sim Q/\lambda_i \), and solid diffusion, \( \tau_D \sim L^2/D_{\text{eh}} \), and the third is the process timescale, \( \tau_p \sim Q/\lambda_p \) specified by the time required to (dis)charge the particle, where \( Q = FE_{\text{max}} \) corresponds to the maximum ion storage capacity of the particle; \( \lambda_0 = Fk_0 \) is the characteristic (e.g. mean) exchange current density and \( k_0 \) is the reaction rate constant; \( L \sim V/A \) is the characteristic size of the particle; and \( D_{\text{eh}} \) is a characteristic value of the diffusivity, to be specified below.

When phase separation occurs under constant current, there is a competition between ion insertion over the active surfaces and the re-distribution of the inserted ions in bulk, as shown in Fig. 2(b–e), which can be quantified by the following dimensionless ratio \( \tau_D/\tau_i \sim iL^2/D_{\text{eh}}E_{\text{max}} \). For \( \tau_D/\tau_i > 1 \), the diffusion of ions in the phase-separated domain is the slow
process, while for \( \tau_p/\tau_i < 1 \), bulk diffusion is fast enough to maintain a quasi-equilibrium, meta-stable state. By rescaling each time scale to the reaction time, \( \tau_R \), this criterion can be restated as

\[
\frac{D_a \times l}{I} = \frac{\tau_p}{\tau_i} \begin{cases} < 1 & \text{quasi-equilibrium} \\ > 1 & \text{diffusion-limited} \end{cases}
\]

where \( D_a \) is the Damköhler number based on material properties alone, defined as \( D_a = \tau_p/\tau_i = I_0/aC_{\text{max}} \) and \( I = I_0/l \) is the absolute value of the applied current scaled to the characteristic exchange current \( I \in [0, \infty] \). (A detailed derivation of eqn (6) can be found in the ESI.)

In chemical engineering, it is well known that the ratio of the diffusion time \( \tau_D \) to an imposed “process time” \( \tau_p \) generally controls the transition from pseudo-steady \( (\tau_p > \tau_D) \) to diffusion-limited \( (\tau_p < \tau_D) \) transient concentration profiles. Applications of the pseudo-steady approximation range from driven transport in fixed membranes to moving free boundaries of combustion, dissolution, drying, or melting, including the transition to 1D radial shrinking-core morphologies in spherical particles. In the context of Li-ion batteries with \( \tau_p = \tau_i \), Doyle, Fuller and Newman first noted that \( \tau_p/\tau_i \) similarly controls the onset of 1D diffusion limitation for spherical solid-solution particles. Here, we demonstrate the role of eqn (6) for heterogeneous phase-separating particles, where the pseudo-steady regime corresponds to 3D quasi-equilibrium phase separation, strongly influenced by boundary conditions and surface reactions, and we identify the relevant diffusivity controlling the transition.

In phase-separating materials, the co-existing phases often have vastly different ionic diffusivities, which must be taken into account. In LCO for example, \textit{ab initio} calculations predict that the diffusivity ratio between the Li-poor \((x = 0.75)\) and Li-rich \((x = 0.94)\) phases is \( D_{0.75}/D_{0.94} \approx 300 \), which implies that ion transport in the ‘dilute’ phase is over two orders of magnitude faster than the ‘concentrated’ one. When comparing the rates of ion insertion and phase separation, it is reasonable to focus on the phase with the smaller diffusivity, i.e. the Li-rich one in the case of LiCoO2, so the definition of \( D_a \) should be based on the diffusivity of slowest phase, \( D_{\text{ch}} = D_{\text{slow}} \).

Results

In order to test the proposed scaling law for phase-separating intercalation materials, we perform simulations of LCO and \textit{in situ} optical microscopy experiments on graphite single particles. In both cases, we visualize the non-equilibrium phase morphologies over a range of operational conditions and observe when the transition between the quasi-equilibrium and diffusion-limited regimes occurs.

Simulations of rate-dependent phase morphologies

The spatial dependence of the predicted concentration profile varies with the rate-limiting conditions. For \( \tau_i > \tau_D \), intercalation waves are formed, while for \( \tau_i < \tau_D \) shrinking-core structures are observed. In the former case, the insertion process is slow compared to the diffusive flux to allow the collapse of the nucleated phases, Fig. 2(b), into a single region due to coarsening, Fig. 2(c). As Li insertion continues, the intercalation wave propagates across the solid until the particle is fully lithiated. This corresponds to the quasi-equilibrium regime, where solid diffusion is fast compared to ion insertion and bulk equilibrium is achieved. In the opposite limit, where \( \tau_i > \tau_D \), the applied current is larger than the diffusional flux of the Li-rich phase (slowest phase). In this case, there is no time for the formed nuclei to coarsen into a single domain as before, Fig. 2(d). At later times, Li ions pile up at the sides of the domain forming a core–shell structure, Fig. 2(e), which eventually shuts down the reaction because there is no space for more lithium ions to be inserted.

In the quasi-equilibrium case, the nucleated phases, Fig. 2(b), as well as the advancing intercalation wave, Fig. 2(c), do not result in simple one-dimensional structures. On the contrary, when the...
diffusion of Li-rich phase is the limiting step, the concentration profile can be considered as symmetric, both during the nucleation, Fig. 2(d), and the time at which the sides of the particle are fully lithiated, Fig. 2(e). After the reaction stops, the profile is radially symmetric, Fig. 2(e). To conclude, quasi-equilibrium conditions give rise to full 3D interface morphologies, Fig. 2(c), while diffusion limitations can be approximated by 1D axisymmetric models, Fig. 2(e). More details on the implications of these findings on modeling the insertion in phase-separating materials is presented in the Discussion section.

To summarize our findings related to eqn (6), we construct the phase morphology diagram based on the Da of the system and the applied current \( i \) scaled to the intrinsic reaction rate \( i_0 \), Fig. 3(a). The light red region corresponds to the diffusion-limited (\( \tau_{D} > \tau_{t} \)) regime, while the light blue and green ones to the quasi-equilibrium bulk regime (\( \tau_{D} < \tau_{t} \)). In the latter regime, all the combinations of \( D_a \) and \( I \) produce qualitatively similar concentration profiles, viz. intercalation wave patterns. In the diffusion-limited regime, however, the lithiated regions have qualitatively different concentration profiles, namely shrinking-core structure, Fig. 3(b). For example, under constant \( I \) and increasing \( D_a \) the penetration depth of the Li-rich region decreases because solid-state transport cannot keep up with the imposed ion insertion rate. From Fig. 3(b) in the diffusion-limited regime, it is apparent that the Li-rich region transforms from a radially symmetric to a purely planar one.

Although the intrinsic reaction timescale \( \tau_{R} \) does not affect the observed phase morphologies, we show in Fig. 3(a) that there are two distinct regions for \( \tau_{t} > \tau_{D} \) that affect the dependence of the battery voltage \( V \) as a function of the stored capacity, Fig. 3(c and d). When the morphology attains its quasi-equilibrium state (intercalation wave), the two regimes separate at \( I = 1(\tau_{t} = \tau_{R}) \). For \( I < 1(\tau_{t} < \tau_{D}) \), the surface reactions equilibrate equally fast with the diffusion and no reaction overpotential is built up allowing the voltage to attain its open-circuit value (dark blue line). When the system is under diffusion-limited conditions, \( \tau_{D} > \tau_{t} \), the inserted ions pile up on the sides of the domain, effectively shutting down the reaction and causing a large diffusion overpotential, which limits the maximum attainable capacity, Fig. 3(c). For \( I > 1(\tau_{t} < \tau_{D}) \), however, the intrinsic kinetic capability of the system cannot balance the imposed insertion rate, leading in the development of reaction overpotential. Therefore, when neither solid nor liquid diffusion limit the dynamics, any decrease in the maximum capacity as a function of the applied current, Fig. 3(d), is due to slow kinetics of the intercalation reactions, especially at high concentration near lattice saturation.

**Scaling of the critical rate with particle size**

For practical considerations, we express eqn (6) in terms of experimentally accessible quantities. More specifically, given specific ion intercalation chemistry, the criterion related to \( \tau_{D} / \tau_{t} \) can be written in terms of the system size, \( V/A \), and the applied C rate as

\[
C \text{ rate } \begin{cases} < D_{\text{slow}}(A/V)^2 & \text{ quasi-equilibrium} \\ \text{ } & \text{(7a)} \\ > D_{\text{slow}}(A/V)^2 & \text{ diffusion-limited} \end{cases}
\]

This form of the criterion is demonstrated in Fig. 4(a) for three different phase-separating materials, which are widely used in commercial Li-ion batteries. The black lines correspond to LiCoO\(_2\) for \( x \in [0.5, 1.0] \), LiFePO\(_4\) for \( x \in [0.0, 1.0] \), and Li\(_2\)C\(_6\) with \( x \in [0.5, 0.95] \) (State 2 to Stage 1), respectively. The diffusivities of the slowest phase for these materials are taken from \textit{ab initio} calculations.

It is important to determine the upper bound of the quasi-equilibrium regime in terms of particle size for a given C rate in order to identify whether the maximum capacity is controlled by intercalation kinetics or solid-state diffusion. Fig. 4(a) can serve as a design guideline for battery electrodes. The main
Fig. 4  Experimental validation of the scaling law. (a) Phase diagram classifying the quasi-equilibrium and diffusion-limited regimes given the volume to reactive surface area ratio \( V/A \) and the applied \( C \) rate, for three different materials, viz. \( \text{Li}_x\text{CoO}_2 \) (LCO), \( \text{Li}_x\text{FePO}_4 \) (LFP), and \( \text{Li}_6\text{C}_6 \) (graphite). Here, the diffusivity of the slowest phase in the insertion direction is used (\( D_{\text{LiC}_6} \approx 3 \times 10^{-14} \text{ m}^2 \text{s}^{-1} \)). Literature data for LCO,\(^7,\)\(^8,\)\(^51,\)\(^64,\)\(^84–86\) are shown with \( \Delta \) for LFP,\(^7,\)\(^51,\)\(^64,\)\(^84–86\) with \( \square \), and for graphite\(^11,\)\(^12,\)\(^82\) with \( \triangledown \). Our results on the lithiation of \( \text{Li}_x\text{C}_6 \) particles based on \textit{in situ} optical experiments are shown with \( \bigcirc \). The blue color indicates the quasi-equilibrium regime, while the red the diffusion limited particles showing shrinking-core morphologies. The experimentally observed transition point for both LCO and graphite agree with the predictions by the simple scaling that is based on the predicted \textit{ab initio} diffusivities.\(^81,\)\(^87\) (b) Morphology classification map based on the data of (a), in terms of the dimensionless numbers \( D_{\text{A}} \) and \( l = il_0 \). The black line separates the diffusion limited from the quasi-equilibrium regime. (c and d) Dynamics of Li-ion intercalation of two representative single \( \text{Li}_x\text{C}_6 \) polycrystalline particles for \( x \in [0.5, 1.0] \). The images are obtained using \textit{in situ} optical microscopy (see ESI† for experimental details). The particle size \( V/A \) is approximately 125 \( \mu \text{m} \). The \( C \) rate is (c) 0.02 \( \text{h}^{-1} \) and (d) 0.15 \( \text{h}^{-1} \), respectively. The interface between the Li-rich \( (x \approx 0.95) \) and the Li-poor \( (x \approx 0.50) \) regions is shown with the blue line. The boundary of the particles is shown with light green line. At the smaller applied \( C \) rate, Li-ion insertion proceeds via the intercalation wave mechanism (c), while for applied \( C \) rates the particles form shrinking-core structures (d).

Information that is contained in eqn (7) is the maximum particle size that should be used in order to fully utilize the active material under a given (dis)charge time, where the marginal stability curve scales as \( V/A \approx C^{-1/2} \). For example, in order to discharge a Li-ion battery in 6 minutes (10C), we find from the diagram that the maximum particle size to avoid diffusion-limited shrinking-core morphologies is \( \approx 300 \text{ nm} \) for LCO, \( \approx 800 \text{ nm} \) for \( \text{Li}_6\text{C}_6 \) phase 2, \( \approx 9 \text{ \mu m} \) for \( \text{Li}_6\text{C}_6 \) phase 3, and \( \approx 35 \text{ \mu m} \) for LFP. Larger particle sizes for each material would lead to incomplete capacity utilization at the desired current.

To validate the predictions of the scaling law, we first resort to reported literature data on graphite,\(^11,\)\(^13,\)\(^82\) LCO\(^3\) and LFP.\(^7,\)\(^51,\)\(^64,\)\(^84–86\) The goal of the comparison is to test the universality of the scaling law and to validate the use of eqn (7) for the design of Li-ion batteries with phase-separating materials. Several experimental studies have been conducted trying to understand the impact of phase separation dynamics in LFP and graphite electrodes, as well as how different phase morphologies affect the performance of Li-ion batteries. All the symbols in Fig. 4(a) (except the circles) correspond to the reported phase morphologies data for specific \( C \) rates (exact values are given in the ESI†). The blue color corresponds to particles that undergo intercalation wave lithiation, and the red ones to shrinking-core structures due to diffusion limitations. With light red are mixed cases where either shrinking-core or intercalation waves are observed (\( D_{\text{A}} \times l \approx 1 \)). The different symbols denote the different materials used, i.e. \( \square \) for LFP, \( \triangledown \) for graphite, and \( \Delta \) for LCO.
From Fig. 4(a), it is clear that most of the LFP and graphite data are either deep in the quasi-equilibrium regime or in the diffusion-limited one, while only those of LCO show a clear transition behavior. In order to strengthen our conclusion regarding the proposed scaling law, we need to design controlled experiments that probe the transition between the two regimes.

Experimental validation for lithium intercalation in graphite

Next, we test the predictions of the proposed scaling by performing in situ optical microscopy of single graphite particles during lithium insertion. As in previous work,\textsuperscript{10–12,43} graphite is a convenient material for microscopy because its phases (stages) appear as different optical colors. Relatively large flake-like particles of average size \( V/A \simeq 125 \mu m \) were used, in order to visualize clearly the intra-particle phase morphologies. The experiment was done in a custom electrochemical visualization cell, in which a working electrode/separator/Li counter electrode sandwich was pushed against a spacer and washed by a quartz window. The working electrode consisted of graphite flakes loaded onto a stainless-steel mesh, and the electrolyte was 1 M LiPF\(_6\)-EC–EMC. The particles were initially prepared at \( x = 0.5 \) in order to study the Stage 2 to Stage 1 transition due to the distinct color change from red to gold with increasing Li fraction. A digital camera was used to record images of the graphite electrode during charge/discharge cycles.

Fig. 4(c) and (d) demonstrate two representative graphite particles undergoing Li intercalation under different applied C rates, 0.02C and 0.15C. The particle of Fig. 4(c) undergoes lithiation via the intercalation wave mechanism, while that of Fig. 4(d) shows a clear shrinking-core structure. According to the simulation results, Fig. 2, the first case corresponds to the quasi-equilibrium regime, the second to the diffusion-limited regime. Using the size of the particles, \( V/A \simeq 125 \mu m \), the applied C rate, and the \textit{ab initio} calculated diffusivity of the slowest graphite phase for \( x \in [0.5, 0.95] \)\textsuperscript{41} we predict the slowest charged particle to be in quasi-equilibrium, Fig. 4(c), and the fastest charged one to be diffusion-limited, Fig. 4(d), in qualitative agreement with the experimental observations.

For a more quantitative comparison that validates the critical C rate where the transition between the two regimes occurs, we perform statistical analysis for quantifying how many of the particles undergo shrinking-core lithiation for two intermediate values of C rate, \( i.e. 0.045C \) and 0.075C. In Fig. 4(a), the circle symbols show the results for 60 different Li\(_x\)C\(_6\) particles (with \( x \in [0.5, 0.95] \)) under four different applied C rates. The different shades of red indicate different percentage of particles that undergo core–shell structure during lithiation: (i) light red for around 20%, (ii) red for more than 60%. For applied current less than the critical value, \( i_c \sim 0.055C \), the majority of the particles are lithiated via intercalation wave mechanism as less than 5% of them undergo core–shell lithiation. When the applied current, however, increases slightly above \( i_c \), then more than half of the particles start showing a core–shell structure at around 80% state-of-charge (see ESI\(^\dagger\) Fig. S3). For the largest applied rate, \( i.e. 0.15C \), more than 60% of the particles are core–shell, Fig. 4(c), and full lithiation of the active material is prevented due to diffusion limitations. The other 40% of the particles are not lithiated before the voltage of the cell approaches 0 V Li\(^+\) vs. Li. Our observations are in very good agreement with the phase diagram predicted by eqn (7) and show that the \textit{ab initio} calculated diffusivity for Li\(_x\)C\(_6\) (at \( x = 0.95 \))\textsuperscript{41} provides a good estimate for practical graphite electrodes.

Morphology classification map of literature data

We close the Results section by demonstrating the classification of all the available experimental data for \textit{in situ} phase visualization in single particles of Li-ion battery materials (tabulated with references in the ESI), along with our new results for graphite flakes, on a dimensionless map, Fig. 4(b), showing the observed phase morphology (shrinking core or intercalation wave) \textit{versus} the Damköller number, \( Da \) and the applied dimensionless current \( I = i/C_0 \). For the construction of the master plot, we used the following estimated values for the characteristic exchange current densities \( i_{0,LFP} \approx 10^{-3} \text{ A m}^{-2} \), \( i_{0,LCO} \approx 10^{-4} \text{ A m}^{-2} \), and \( i_{0,LiC_{6}} \approx 10^{-2} \text{ A m}^{-2} \).\textsuperscript{11,82} While these values are only rough estimates, which are expected to vary between different systems, our conclusions on the classification of the data across orders of magnitude in the dimensionless variables will not change. More specifically, in all cases where intercalation waves are observed the collected data lie below the black line \( (\tau_D = \tau_i) \), while experiments with shrinking-core structures are always above the predicted boundary. The successful prediction of all of the observed morphologies for three different battery materials (one anode and two cathodes) over a wide range of currents and particle sizes shows the power of simple scaling arguments to reveal the underlying physics.

Discussion

The proposed scaling law, eqn (6), is of both experimental and theoretical significance. Given the diffusivity of the slowest phase in a two-phase system and the applied reaction rate, the criterion can be used to provide an upper bound of system size below which the maximum capacity is governed only by the ion intercalation characteristics, eqn (7). For example, in LCO, we find that particles smaller than 100 nm can support up to 100C current before diffusion limitation arises, in agreement with previous experimental observations.\textsuperscript{88} Moreover, our simulations reveal that the quasi-equilibrium regime is described by 3D interface morphologies, while diffusion-limited systems can be approximated by axisymmetric or planar 1D models.

Although we have focused on layered materials (LCO and graphite) where diffusion is restricted to two-dimensional planes, the analysis of our results, as well as the constructed phase diagrams, Fig. 3(a) and 4(a, b), should hold for any 3D diffusion mechanism, even anisotropic ones, given that the diffusivity of the slowest phase in the insertion direction is used in the developed scaling law. Whenever the dynamics
are limited by insertion reactions, the formed phase boundaries will always have three-dimensional structure (see ESI,† Fig. S4(a)). The specific diffusion mechanism, however, will lead to different concentration profiles in the diffusion-limited case, as phase separation is only allowed in specific directions. For example, when diffusion occurs through 1D channels, as in LFP,89 the diffusion-limited case is expected to be characterized by a ‘sandwich’/layered structure, ESI,† Fig. S4(b), where the phase of the highest concentration is located at the insertion boundaries on the (010) facets. The 2D case is described in Fig. 2(e), and in (ESI†) Fig. S4(c), where a shrinking-core structure is observed. In the 3D case, the visualization becomes more complicated, but again a shrinking-core structure is expected, leading to all the boundaries to be surrounded by the phase of the higher concentration.

Regarding simulations, the use of 1D models for phase-separating particles under quasi-equilibrium conditions can inaccurately predict the battery voltage. For phase-separating mixtures, the ion concentration at the reactive boundary experiences sudden increase during phase separation. When electrochemical insertion is driven galvanostatically, the artificially increased concentration tends to shut-down the reaction,37,58,61 leading to abrupt decrease in the voltage. Therefore, in cases where we are interested in predicting when the voltage reaches a critical value, such as the Li plating on graphite at 0 V (Li/Li+), reduced-order models can lead to inaccurate predictions. Therefore, the criterion of eqn (6) and the morphology phase diagram of Fig. 3(a) can be used to inform computational studies for the conditions in which one-dimensional models40,42,61 could be applicable.

As noted above, various forms of eqn (6) and (7) have appeared in the chemical engineering literature75–79 to describe the transition from pseudo-steady to shrinking-core concentration profiles, including the case of solid-solution Li-ion battery particles.89 Here, we have shown their relevance for driven phase separation, whether by heterogeneous nucleation or spinodal decomposition. When the average concentration of the active material lies in the spinodal region,90 the concentration of the system is approximately fixed to the values of the binodal points, which are likely to have a very different diffusivities.80,87 Until the average concentration leaves the spinodal region, the onset of diffusion-limited phase morphologies is governed by diffusivity of the slowest phase. This observation, which has been overlooked in previous theoretical works,62,91 is clear from our simulations of LCO particles and experimental observations of graphite intercalation.

The parameters in the theory can be augmented to account for material and microstructural complexities. It is commonly observed that battery materials are polycrystalline in nature with the presence of a large number of grain boundaries. In such a case, the diffusivity required to evaluate the criterion will be the effective diffusivity that can be predicted by averaging techniques such as percolation or effective medium theories.92,93 However, our results for single Li,C6 particles suggest this correction might not be necessary. Another example is when the system has a non-uniform coating at the reactive boundaries.7,94,95 This is expected to induce a spatially dependent reaction rate constant. Previous studies on LiFePO4 have shown that surface ‘wetting’ by competing phases of different surface tensions can influence pattern formation during ion insertion.31,37,61 In particular, when the surface is fully wetted by one phase (Young–Laplace contact angle of 0 or 180°), then shrinking-core patterns are observed, and intercalation waves are suppressed at the surface. Although this situation is expected for binary solids with large differences in surface energy, it has not been directly observed experimentally for Li-ion battery materials14,57 other than LFP.96

A surprising prediction of our theory is that the phase morphology is not affected by surface reactions, even in reaction-limited particles with Da ≪ 1 (τD ≪ τB), as long as phase separation proceeds by bulk diffusion. A characteristic example is shown in our previous work on LCO, where the intercalation wave structure (shown in Fig. 3B of ref. 48) that corresponds to Da × I ≈ 5 × 10−6 is almost identical to the result shown in Fig. 2(a–c) for Da × I = 0.98. Of course, slow reactions will alter transient phase morphologies close to the surface, and in some unusual situations where the formed interface thickness λ ~ √κ/Ω (where Ω is a characteristic free energy barrier, such as the regular solution parameter97) is comparable to the size of the system L,37 there can be reaction-limited phase separation in single particles controlled by non-linearities in the reaction rate (‘electroautocatalysis’).58 In particular, depth-averaged models have predicted28–30 and experiments have confirmed42,43 this regime for thin platelets of anisotropic single-crystal LFP (L ≤ 22 nm or L/λ ≤ 4 < 31,98), consistent with suppressed bulk phase separation,37 fast b-axis (depth) bulk diffusion,23 and slow surface diffusion.94

Another important dimensionless parameter is the ratio of the interfacial thickness λ to the system size, L, assumed here to be large (L/λ > 20), corresponding to ‘thin’ phase boundaries. For very small particles with L < λ, the predictions of our criterion may break down. In particular, it is known that for nano-sized particles phase separation can be suppressed due to the large energy penalty for forming interfaces inside the domain.37,98 Additionally, elastic effects due to the existence of misfit strains can also affect the phase separation behavior. An example is given in ref. 30 and 32, where coherent elasticity forces the formed interfaces to orient towards specific crystallographic directions such that to minimize the developed misfit stresses.48,99 While in our simulations we showed the formation of a single intercalation wave, in the case of constrained nanosized particles multiple interfaces can show up in the form of ‘stripes’. Their spacing has been shown30,32,99 to depend on the directional elastic modulus of the material and on the ratio L/λ.

It is also important to stress that slow reactions, which are typical for most battery materials in Fig. 4, can influence macroscopic patterns of phase separation across a collection of many interacting particles in a porous electrode, where diffusion of Li+ in the electrolyte also plays an important role.42,43,100 For thick Li-ion battery electrodes, electrolyte transport is often the rate-limiting step, in which case the capacity decrease at high currents can be attributed to concentration polarization in
the liquid matrix, as opposite the solid particles. In phase separating materials, macroscopic reaction limitation can also lead to electro-autocatalytic suppression or enhancement of mosaic instability,\(^4,44\) while electrolyte diffusion limitation leads to macroscopic intercalation waves (or reaction fronts),\(^3,12\) as observed in both LFP\(^6\),\(^47\) and graphite.\(^10,12\) In non-phase-separating materials, such as Li\(_{1/3}\)Co\(_{1/3}\)Mn\(_{1/3}\)O\(_2\), reaction limitation can also be observed, leading to fictitious ‘phase separation’ in porous electrodes driven by electro-autocatalysis.\(^44,58\) Nevertheless, in all of these cases, the concentration evolution within each individual particle will be governed by the scaling principles revealed here, based on the dimensionless ratio \(\tau_D/\tau_I = iVAD_{\text{ion}}F_{\text{max}}\).

The results of the present study are expected to apply not only in Li-ion batteries but also to other situations of chemical intercalation, such as hydrogen insertion in palladium (H\(_x\)Pd). As in the case of Li\(_2\)CO\(_3\), H\(_x\)Pd co-exists in hydrogen-rich and poor phases\(^101,102\) for a certain range of hydrogen fraction. Recent \textit{in situ} imaging techniques were able to visualize the hydrogen distribution inside nanosized Pd particles\(^102–104\) where an insertion-limited hydrogen intercalation wave was directly observed for small (~20 nm) nanoparticles. In addition, combined computational and experimental work\(^102\) demonstrated the importance of the morphology of the formed interfaces on the accumulation of dislocations inside nanosized Pd particles. Therefore, understanding the competition between insertion and diffusion limitations can also help engineer hydrogen storage systems.

Conclusion

In summary, we have introduced a scaling law to classify pattern formation for driven ion intercalation in phase-separating particles, analogous to the diffusion-to-process-time ratio which controls the onset of diffusion limitation in single-phase systems. The criterion requires only the knowledge of the solid-state diffusivity of the slowest phase, \(D\), the size of the system, which is expressed as the ratio between the volume to the reactive surface area, \(V/A\), and the applied reaction rate \(R_i\) (or current density \(i\)). We have tested the criterion by carrying out phase-field simulations and \textit{in situ} optical experiments and demonstrating the classification of literature data for a wide range of particle sizes and C-rates in the most common Li-ion battery materials (LCO, graphite and LFP). The simulations and experiments reveal that under quasi-equilibrium conditions with fast diffusion, the formation of three-dimensional intercalation waves is favored, while under diffusion limitation, the phases form a shrinking core. Surface reaction limitation, which is common in most Li-ion battery materials, affects the voltage behavior through internal resistance but does not influence the phase morphology, which is typically controlled by bulk diffusion. The dimensionless criterion allows us to construct an operational diagram that determines when reduced-order models may be valid and, more importantly, how the detrimental effects of intra-particle phase separation may be avoided in the design of Li-ion batteries.
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