Dynamics of Kuramoto oscillators with time-delayed positive and negative couplings
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Introduction. The Kuramoto model [1], originally formulated to simplify the Winfree's biological oscillator model for the circadian rhythms of living systems [2], represents an analytically tractable model to study collective synchronization in large systems of coupled nonlinear oscillators. Since its conception, the Kuramoto model has been generalized to explain collective dynamical behaviors in many natural and technological systems of coupled nonlinear oscillators often with various coupling scenarios [3–6]. As the nature is replete with beautiful complexities such as self-organized critical phenomena [7] arising from opposing forces, the interplay of positive-negative time-delayed interactions in the Kuramoto model of oscillators can also be expected to show rich dynamical behaviors yet to be investigated.

The generalizations of the Kuramoto model previously analyzed include coupling scenarios with separate time-delayed interactions, and positive as well as negative coupling. In an outstanding analytical work, Yeung and Strogatz [8] considered time delay in a mean-field sinusoidal coupling of Kuramoto model and derived exact formulas for the stability boundaries of the incoherent and synchronized states as a functional of the delay in a special case where the oscillators were identical. Later, Earl and Strogatz [9] extended the analysis to a variety of coupling topologies (regular, small-world and random network graphs) to find that the same stability criterion held true as for the mean-field case. In another more recent study, Hong and Strogatz [10, 11] studied the Kuramoto model with positive and negative coupling parameters (without time-delay) and reported a variety of dynamical behaviors including fully synchronized, partially synchronized, desynchronized and traveling states. Qui and colleagues [12] recently discovered a new non-stationary state (named Bellerophone) along with a synchronized state in the model with positive and negative coupling. However, the dynamics of the Kuramoto model with combined time-delayed interactions and positive-negative (attractive-repulsive or excitatory-inhibitory) couplings have largely remained unexplored despite their relevance to many natural systems, such as biological, physical, chemical and social networks.

Interaction time-delays and excitation-inhibition (E-I) are usually characteristics of spatially distributed, self-organized systems, such as neurons in the brain in which the E-I balance is required to maintain normal temporal and spatial functional organization in healthy cognitive functions and behaviors [13–17]. Networks of coupled excitatory and inhibitory neurons can exhibit a complex dynamical behaviors including synchronization, multiclustered solutions, oscillator death [18]. E-I couplings in Belousov-Zhabotinsky can lead to a large number of spatiotemporal patterns, simple to complex behaviors [19]. In social networks of conformists (dynamical units with positive coupling) and contrarians (those with negative coupling) also, various collective behaviors are possible [11, 20, 21]. Interactions in spatially distributed oscillator network systems are not generally instantaneous. On the contrary, finite speed of signal transmission over a distance gives rise to a finite time delay. For example, signal transmission time delays are inherent in networks of neurons in the brain. While the chemical synaptic time delays are small (~2 ms), the axonal conduction delays, which depend on the distance between neurons in the brain, can reach up to tens of milliseconds [22]. Time delays comparable to time-scales of neuronal oscillations are known to have significant effects in the collective (ensemble) activity of neurons [22, 23]. Time delays in networks of coupled inhibitory neurons can induce a variety of phase-coherent dynamic behaviors [24]. Time delays in networks with E-I can be expected to induce a variety of collective dynamical behaviors.

In this work, we analyze a generalized Kuramoto model of nonlinear oscillators with time-delayed positive and
negative couplings for stability of coherent states and incoherent states and derive the exact analytical solutions to define the parameter boundaries for these states. As general results, we come to show that fully coherent, incoherent states and mixed states are possible, and time delays facilitate synchronized states in case of a stronger combined negative coupling than positive one.

Methods and results. We start with the following generalized Kuramoto model of $N$ oscillators globally connected with time-delayed positive and negative couplings:

$$\dot{\theta}_i(t) = w_0 + \frac{k_1}{N_1} \sum_{j=1}^{N_1} f(\theta_j(t - \tau_1) - \theta_i(t))$$

$$+ \frac{k_2}{N_2} \sum_{j=N_1+1}^{N} f(\theta_j(t - \tau_2) - \theta_i(t)) \quad (1)$$

Here, the coupled system consists of $N_1$ and $N_2$ numbers of positively and negatively coupled oscillators. The total number is $N = N_1 + N_2$, and $k_1 + k_2 = (1-c)k := K$. $k$ is the coupling strength, $k_1$ is a positive coupling strength, $k_2$ is a negative coupling strength, and $c = k_2/k$ is the coupling ratio. $\theta_i(t)$ is the phase of the $i$th oscillator, $\dot{\theta}_i(t)$ its derivative and each oscillator has the same natural frequency $w_0$. $f$ is a general coupling function, which we replace with a sinusoidal function in our examples below. $\tau_1$ is the time delay associated with positive coupling and $\tau_2$ is the time delay with negative coupling. Below, we explore the interplay of the parameters ($k$, $c$, $\tau_1$ and $\tau_2$) in the emergence of stable coherent states.

The rest of the paper is organized as follows: (a) we analyzed the stability of a completely coherent state and derive the boundary curves for the coherent state, (b) we analyzed the stability of a completely incoherent state and derive the boundary curves for the incoherent state. In each case, we consider the following scenarios of delays (i) $\tau_1 = \tau_2 = \tau$, and (ii) $\tau_1 = \tau > 0$ and $\tau_2 = 0$. For the first case (a), we analyzed the time-evolution of a perturbation to a synchronized state. For the second case (b), we linearize the continuity equation around the incoherent state ($\rho(\theta, \omega, t) = 1/2\pi$) describing the time-evolution of instantaneous phase distribution $\rho(\theta, \omega, t)$ on a unit circle, analyzed the effect of a perturbation on the incoherent state.

(a) Stability Analysis of coherent (synchronized) state. We assume the system reaches a complete synchronized state described by the following equation:

$$\theta_i(t) = \Omega t \quad (2)$$

The collective frequency $\Omega$ is given by

$$\Omega = w_0 + k_1 f(-\Omega \tau_1) + k_2 f(-\Omega \tau_2) \quad (3)$$

Now, we add a small perturbation term on $\theta_i(t)$:

$$\theta_i(t) = \Omega t + \epsilon \phi_i(t), \quad (4)$$

where $0 < \epsilon \ll 1$. Now, if we define $\Delta_i(t) := \phi_i(t) - \phi_1(t)$:

$$\dot{\Delta}_i(t) = -\frac{k_1}{N_1} f'(-\Omega \tau_1) \sum_{j=1}^{N_1} \Delta_j(t) - \frac{k_2}{N_2} f'(-\Omega \tau_2) \sum_{j=N_1+1}^{N} \Delta_j(t)$$

$$= -[k_1 f'(-\Omega \tau_1) + k_2 f'(-\Omega \tau_2)] \Delta_i(t) \quad (5)$$

The stability requirement for synchronization is that $\Delta_i(t)$ be decaying to zero instead of diverging to infinity. Hence,

$$k_1 f'(-\Omega \tau_1) + k_2 f'(-\Omega \tau_2) > 0 \quad (6)$$

When $|\theta|$ is satisfied for $\forall i = 1, 2, 3, ...N$, $\phi_i(t)$ exponential converges to the same function $\phi(t)$. Thus, $\phi(t)$ satisfies the following time delay equation:

$$\dot{\phi}(t) = \frac{k_1}{N_1} f'(-\Omega \tau_1) \sum_{j=1}^{N_1} [\phi(t - \tau_1) - \phi(t)]$$

$$+ \frac{k_2}{N_2} f'(-\Omega \tau_2) \sum_{j=N_1+1}^{N} [\phi(t - \tau_2) - \phi(t)] \quad (7)$$

If we let $\tau_1 = \tau_2 = \tau$ for a synchronization state, we have

$$(1-c) f'(-\Omega \tau) > 0 \quad (8)$$

$$\dot{\phi}(t) = (1-c) kf'(-\Omega \tau) [\phi(t - \tau) - \phi(t)]$$

With $\phi(t) = e^{\lambda t}$ to find the characteristic function, we have

$$\lambda = (1-c) k f'(-\Omega \tau) (e^{-\lambda \tau} - 1) \quad (9)$$

A brief analysis shows that when $\lambda$ is satisfied, for this type of characteristic function and $\lambda \neq 0$, all eigenvalues have negative real parts, i. e. $\text{Re}(\lambda) < 0$ (stable state).

If we let $\tau_1 = \tau > 0$, $\tau_2 = 0$, $[\theta]$ becomes

$$f'(-\Omega \tau) - cf'(0) > 0 \quad (10)$$

We now let the general coupling function to be a sinusoidal, $f(\theta) = \sin(\theta)$, for $\tau_1 = \tau_2 = \tau$ and we arrive at the following two cases: (i) if $1-c > 0$, then $\cos(\Omega \tau) > 0$, and (ii) if $1-c < 0$, then $\cos(\Omega \tau) < 0$.

We let $T = \frac{2\pi}{\Omega}$, $y = \frac{\theta}{\Omega}$ and arrive at the solutions for the boundary curves of the unstable coherent states in two cases: (i) when $1-c > 0$, we have

$$\frac{4n + 1}{4(1-(1-c)y)} < \frac{\tau}{T} < \frac{4n + 3}{4(1+(1-c)y)} \quad (11)$$

and $0 < y < \frac{1}{2(1-c)(2n+1)}$.

and (ii) when $1-c < 0$, we have

$$\frac{4n - 1}{4(1+(1-c)y)} < \frac{\tau}{T} < \frac{4n + 1}{4(1-(1-c)y)} \quad (12)$$
and $0 < y < \frac{1}{4n(e-1)}$. We use (11) and (12) to draw the boundary curves and areas for unstable synchronized states, as shown in black shades of Fig. 1(a).

We now consider $f(\theta) = \sin(\theta)$, $\tau_1 = \tau > 0$, $\tau_2 = 0$. According to (10),

$$\cos(\Omega \tau) - c > 0$$

(13)

is required to have a stable solution. This solution (10) implies that a time delay is needed for a stable synchronization in case of a stronger negative coupling ($c > 1$). When $\cos(\Omega \tau) - c > 0$, $\forall i = 1, 2, ...N$: $\phi_i(t)$ exponentially converges to the same $\phi(t)$, $\phi(t)$ then satisfies the following equation:

$$\dot{\phi}(t) = k \cos(\Omega \tau)[\phi(t - \tau) - \phi(t)]$$

Then, the characteristic function satisfies:

$$\lambda = k \cos(\Omega \tau)(e^{-\lambda \tau} - 1)$$

(14)

It is easy to show that for any $k > 0$ and $\cos(\Omega \tau) > c$, for all $\lambda \neq 0$, $Re(\lambda) < 0$. Therefore, the synchronization state is always linearly stable. Whenever $c \geq 1$, we do not have a stable coherent state. Taking $y = \frac{k}{\omega_0}$, $T = \frac{2\pi}{\omega_0}$, when $0 < c < 1$, there is no stable synchronization state if and only if $\tau$ satisfies following inequality:

$$\frac{2n\pi + \arccos c}{2\pi(1 - \sqrt{1 - c^2} y)} < \frac{\tau}{T} < \frac{2(n + 1)\pi - \arccos c}{2\pi(1 + \sqrt{1 - c^2} y)}$$

(15)

and

$$0 < y < \frac{\pi - \arccos c}{(2n + 1)\pi \sqrt{1 - c^2}}$$

(16)

We use (14) and (15) to draw the boundary curves and areas for this unstable coherent state, as shown with black shade in Fig. 1(b).

(b) Stability analysis of incoherent state.

We now approach the stability of incoherent state, from equation (1), by considering the mean field of positive oscillators and the mean field of negative oscillators:

$$r_1 e^{i\phi_1} = \frac{1}{N_1} \sum_{j=1}^{N_1} e^{i\theta_j}$$

$$r_2 e^{i\phi_2} = \frac{1}{N_2} \sum_{j=N_1+1}^{N} e^{i\theta_j}$$

(17)

The conditional probability density function $\rho(\theta, \omega, t)$ satisfies

$$\int_0^{2\pi} \rho(\theta, \omega, t) d\theta = 1$$

(18)

For complete incoherent state:

$$\rho(\theta, \omega, t) = \frac{1}{2\pi}$$

(19)

Considering the imaginary part of (20) and (21), we can transfer the dynamical equation in the mean field form as:

$$\dot{\theta}_i(t) = \omega_i + k_1 r_1 \sin(\theta_j(t - \tau_1) - \theta_i(t)) + k_2 r_2 \sin(\theta_j(t - \tau_2) - \theta_i(t))$$

(22)

The equation with a perturbation to the incoherent state is then:

$$\rho(\theta, \omega, t) = \frac{1}{2\pi} + c\eta(\theta, \omega, t)$$

(23)

with $c \ll 1$.

Here $\eta(\theta, \omega, \tau)$ can be expanded into following Fourier series:

$$\eta(\theta, \omega, t) = c(\omega, t)e^{i\theta} + c^*(\omega, t)e^{-i\theta} + \eta^{\perp}(\theta, \omega, t)$$

(24)
Here, $\eta^4$ are higher Fourier Harmonics. We now look for a type of solution of the form:

$$c(\omega, t) = b(\omega)e^{\lambda t}$$  \hspace{1cm} (25)$$

$$\lambda b(\omega) = -i\omega b(\omega) + \frac{k_1 e^{-\lambda \tau_1}}{2} \int_{-\infty}^{\infty} b(v)g(v)dv + \frac{k_2 e^{-\lambda \tau_2}}{2} \int_{-\infty}^{\infty} b(v)g(v)dv$$  \hspace{1cm} (26)$$

For identical frequencies, $\omega_i = \omega_0$, $\forall i = 1, 2, ..., N$, $g(\omega) = \delta(\omega - \omega_0)$, $\delta$ is the dirac delta function.

The eigenvalue $\lambda$ satisfies the following equation:

$$\lambda + i\omega_0 = \frac{1}{2}(k_1 e^{-\lambda \tau_1} + k_2 e^{-\lambda \tau_2})$$  \hspace{1cm} (27)$$

When $\tau_1 = \tau_2 = \tau$, $k_1 = k > 0$, $k_2 = -ck < 0$, $c > 0$ is a constant,

$$(1 - c)k = 2(-1)^{m-1}(R + \omega_0)$$  \hspace{1cm} (29)$$

$$2\omega_0 \tau + (-1)^m(1 - c)k \tau = -2R \tau$$

$$= 2(m - \frac{1}{2})\pi = (2m - 1)\pi$$  \hspace{1cm} (30)$$

Taking $m = 2n + 1$ odd positive integers, we get one boundary for $\tau$:

$$\tau_{c1} = \frac{(4n + 1)\pi}{2\omega_0 - (1 - c)k}$$  \hspace{1cm} (31)$$

If we take $m = 2n$ or $m = 2(n + 1)$ even positive integers, we get other boundaries for $\tau$:

$$\tau_{c2} = \frac{(4n - 1)\pi}{2\omega_0 + (1 - c)k}$$  \hspace{1cm} (32)$$

$$\tau_{c3} = \frac{(4n + 3)\pi}{2\omega_0 + (1 - c)k}$$  \hspace{1cm} (33)$$

Letting $T = \frac{2\pi}{\omega_0}$, $y = \frac{\delta}{\omega_0}$, for $(1 - c)k = K > 0$ and $\tau_{c1} < \tau < \tau_{c3}$, we have the stable incoherent state within:

$$\frac{4n + 1}{4(1 - \frac{(1-c)\delta}{2})} < \tau < \frac{4n + 3}{4(1 + \frac{(1-c)\delta}{2})}$$  \hspace{1cm} (34)$$

For $(1 - c)k = K < 0$, $\tau_{c2} < \tau < \tau_{c1}$, we have the stable incoherent state within:

$$\frac{4n + 1}{4(1 + \frac{(1-c)\delta}{2})} < \tau < \frac{4n + 1}{4(1 + \frac{(1-c)\delta}{2})}$$  \hspace{1cm} (35)$$

We use (34) and (35) to draw the boundary curves and areas for this unstable incoherent state, as shown with grey shade in Fig. 1(a).

For $\tau_1 = \tau > 0$, $\tau_2 = 0$, the eigenvalue $\lambda$ has to satisfy the following equation:

$$\lambda + i\omega_0 = \frac{1}{2}(k_1 e^{-\lambda \tau} + k_2)$$  \hspace{1cm} (36)$$

If $c \geq 1$, let $\lambda = \alpha + iR$, $\alpha$, $R$ are real.

$$k(e^{-\alpha \tau} \cos(R\tau) - c) = 2\alpha$$  \hspace{1cm} (37)$$

It is easy to see that when $c > 1$, (37) requires $\alpha < 0$, while $c = 1$ and $\alpha \geq 0$, then the only possibility to satisfy (37) is $\alpha = R = 0$. So, the incoherent state is always neutrally stable whenever $c \geq 1$. An unstable incoherent state only possibly exist for $0 < c < 1$.

At a bifurcation point, $\lambda = R\alpha$, $R$ is real. Substituting it to (30):

$$2(R + \omega_0)i = k(\cos(\tau R) - i \sin(\tau R)) - c k$$  \hspace{1cm} (38)$$

$$(2R + 2\omega_0 + k \sin(\tau R))i = k(\cos(\tau R) - c)$$  \hspace{1cm} (39)$$

The above equation is satisfied if and only if $\cos(\tau R) = c$ and

$$k \sin(\tau R) = -2(R + \omega_0)$$  \hspace{1cm} (40)$$

$$\tau R = -2m\pi \pm \arccos c, \quad m \text{ are integers}.$$  \hspace{1cm} \sin(\tau R) = \pm \sqrt{1 - c^2}.$$  \hspace{1cm} (41)$$

If we take $m = n$ and $\tau R = -2n\pi - \arccos c$, we get the left boundary for $\omega_0 \tau$ as:

$$\omega_0 \tau_{c} = 2n\pi + \arccos c + \frac{1}{2}kT \sqrt{1 - c^2}$$  \hspace{1cm} (42)$$

Similarly, if take $m = n+1$ and $\tau R = -2m\pi + \arccos c$, we get the right boundary for $\omega_0 \tau$ as:

$$\omega_0 \tau_{c} = 2(n + 1)\pi - \arccos c - \frac{1}{2}kT \sqrt{1 - c^2}$$  \hspace{1cm} (43)$$

The incoherent state is stable if and only if $\omega_0 \tau < \omega_0 \tau_{c}$. If make $y = \frac{1}{\omega_0}$, we have

$$\frac{2n\pi + \arccos c}{2\pi(1 - \frac{\arccos c}{2})} < \frac{\tau}{T} < \frac{2(n + 1)\pi - \arccos c}{2\pi(1 + \frac{\arccos c}{2})}$$  \hspace{1cm} (44)$$
We use (43) and (44) to draw the boundary curves and areas for this unstable incoherent state, as shown with grey shade in Fig. 1(b).

Finally, we have also numerically verified all these analytical results of Fig.1(a,b).

Conclusions and discussion. Here, we generalize the Kuramoto model of globally coupled phase oscillators with time-delayed positive-negative coupling. We have analytically and numerically studied the stability of synchronized and incoherent states in this generalized Kuramoto model. We derive the exact solutions for the critical coupling strengths at different time delays for stable incoherent and coherent states. These derivations provide new insights into how the interplay of time delays can affect collective synchronization. We find that fully coherent, incoherent and mixed states are possible dependent on the parameters in this generalized model. Time delayed interactions are helpful for achieving synchronization in the case of dominant negative network coupling. We expect that our theoretical work will be useful for further research in trying to understand the role of excitation-inhibition in self-organized systems of distributed oscillators like the neuronal systems in the brain.
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