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Orbit-localised thermosphere density prediction using a Kalman filter based calibration of empirical models

George Bowden

• A method is described for estimating the time-varying linear calibration of thermosphere density models for a particular satellite using a Kalman filtering algorithm.

• The method is applied to orbit means and principal components of densities from precise orbit determination of the Swarm C satellite.
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Abstract

Accurate estimation of thermosphere mass density is critical to determining how satellite orbits evolve over time and thus to planning and managing space missions. Empirical thermosphere models are commonly employed for this purpose, but have substantial uncertainties. In this work, a Kalman filter method for calibrating these models along a particular satellite’s trajectory is described. This method was applied to calibrate the NRLMSISE-00, JB2008, and DTM-2020 models with respect to densities measured by the Swarm-C satellite. Substantial improvements in root mean squared density residuals were obtained using the technique when compared with either uncalibrated model output or calibration using a linear regression on previous data. Further improvement was obtained by combining estimates from different models using a best linear unbiased estimator method.
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1. Introduction

Aerodynamic drag is the greatest source of uncertainty for the determination and propagation of satellite trajectories in Low Earth Orbit (LEO). This force arises from interaction with the thermosphere, the atmospheric layer from ~ 90 to 600 km altitude. Accurately estimating satellite drag is a key challenge for mission planning, lifetime estimation, reentry prediction, collision avoidance, and propulsionless manoeuvring. Satellite drag, $F_D$, can be expressed in terms of atmospheric density, $\rho$, drag coefficient, $C_D$, speed
relative to the atmosphere, \( v \), and reference area, \( A \),

\[
F_D = \frac{C_D \rho v^2 A}{2}.
\]  

(1)

For a particular satellite, \( F_D \) may be inferred from on-board accelerometer measurements or orbit determination from some combination of radar, laser ranging, and Global Navigation Satellite System (GNSS) measurements.

Significant uncertainty typically exists regarding thermospheric density and satellite aerodynamic properties [1]. Drag coefficient is determined by complex flow physics and therefore challenging to compute accurately. It is dependent on often complicated satellite geometries, gas-surface interactions, and thermosphere composition, though it is not sensitive to density, velocity, and length scale. Thermosphere densities vary due to fluctuations in incoming extreme ultraviolet (EUV) radiation, electrical energy and energetic particles from the solar wind, and waves and instabilities propagating from the lower atmosphere [2]. Empirical thermosphere models incorporate the former two influences through parameterisations based on climatological data. However, their accuracy is limited by the relative sparseness of underlying data and unmodelled physics.

An alternative to applying global thermosphere models to individual satellites is to obtain orbit-localised density estimates for those satellites based on their previous density measurements. Here density estimates are restricted to individual satellite trajectories and based on prior density measurements from the satellites. An example of such an approach, employing a linear autoregressive filter to forecast density data from the CHAllenging Minisatellite Payload (CHAMP) satellite, was described by Stastny et al. [3]. Similarly, Pérez et al. detailed the use of feed-forward time-delay artificial neural networks (ANNs) to predict density for CHAMP [4]. Solar and geomagnetic index data were included as inputs to incorporate space weather effects. These computationally inexpensive models could feasibly be implemented as part of on-board orbit propagation.

In addition to the aforementioned work, Pérez and Bevilacqua investigated the use of ANNs for calibrating density predictions from empirical thermosphere models [5]. Their networks were trained and validated on the Gravity Recovery and Climate Experiment (GRACE) A data, though tested on CHAMP data. The influence of uncertainty in the drag coefficient of a satellite on its orbit determination and propagation could be reduced by calibrating density estimates for that particular satellite. This calibration would
help ensure that density and drag coefficient estimates together estimate drag accelerations accurately, despite there being significant uncertainty in the former quantities individually.

Here a Kalman filter based method for calibrating thermosphere density estimates from empirical models along the trajectory of a particular satellite is described and evaluated. Such a method can be used with irregularly spaced and delayed density data, by contrast with prior orbit-localised methods. The method can account for data with non-uniform uncertainties. It also has the advantage of providing uncertainties associated with its estimates. Furthermore, the filter parameters indicate how rapidly the relationship between empirical model estimates and satellite drag changes.

In this Kalman filter implementation, the calibration is assumed to be linear with temporal evolution described by a stochastic process. It is iteratively updated based on measured orbit densities. This technique is applied to historical data for the Swarm-C satellite, one component of a constellation studying Earth’s magnetic field [6].

2. Empirical thermosphere models

Empirical thermosphere models represent the dependence of density on parameters such as altitude, local time, latitude, day of year, solar EUV flux, and geomagnetic activity. They are considered climatological, being based on average observed behaviour, though usually incorporate certain physics-based constraints. The development of such models is discussed in review articles by Vallado and Finkleman [1] and Emmert [2]. Estimates vary between models due to use of different thermosphere data-sets in their derivation, different space weather indices as input, and different fitting functions to represent dependence on time and location. Three empirical models, summarised below, are considered in this study. The model implementations used here are available online [7, 8, 9].

2.1. NRLMISE-00

The Naval Research Laboratory Mass Spectrometer Incoherent Scatter radar Extended 2000 model (NRLMSISE-00) [10] belongs to the MSIS family of empirical thermosphere models [11, 12]. This model provides mass density, number densities of major thermosphere species, and neutral temperature. It was derived from a combination of satellite mass spectrometer
(MS), incoherent scatter radar (ISR), satellite accelerometer, orbit determination, occultation, and sounding rocket data. Solar EUV variation is included through daily and 81-day averaged $F_{10.7}$ solar flux indices (ground-based radio proxies for EUV radiation) and geomagnetic activity is included through a history of 3-hourly planetary $a_p$ indices.

2.2. JB2008

The Jacchia-Bowman 2008 model (JB2008) is based on satellite orbit determination and accelerometer data [13]. The model computes mass density and temperature. As well as the $F_{10.7}$ index, the model incorporates $S_{10.7}$, $M_{10.7}$, and $Y_{10.7}$ indices derived from satellite-based EUV, ultraviolet, and X-ray measurements respectively. Geomagnetic activity is represented through estimated changes in exosphere temperature, which are derived from the Disturbance Storm Time ($Dst$) index.

2.3. DTM-2020

The Drag Temperature Model 2020 (DTM2020) [14] was developed from the DTM family of empirical thermosphere models [15, 16]. These models are fitted to satellite MS, ISR, satellite accelerometer, orbit determination, and optical spectrometer measurements. The version of the model in this study takes as input daily and 81-day averaged $F_{10.7}$ to represent EUV variation and 3-hour delayed and 24-hour averaged $K_p$ indices to represent geomagnetic activity.

3. Kalman filter approach

The Kalman filter is a widely-used algorithm for recursively estimating the state of a system based on noisy measurements [17]. This filter determines the most likely state of a system with additive Gaussian measurement and process noise. It is applicable to smoothing, filtering, and prediction problems. Here, the Kalman filter is used to estimate coefficients for calibration of empirical model orbit mean thermosphere mass density encountered by a satellite. Scores for each thermosphere mass density principal component can be calibrated using a similar method. Combining these data allow estimation of thermosphere mass density at specific locations on the satellite orbit.
3.1. Transition model and measurements

Assume that the mean thermosphere mass density over an orbit has an expectation value which is linearly related to that predicted by an empirical model, \( \rho_m \) (i.e. \( \langle \rho \rangle = m \rho_m + c \) where \( m \) and \( c \) are constants). Furthermore, assume that the measured value is perturbed by a stochastic component with a Gaussian distribution \( p(\epsilon_\rho) \sim \mathcal{N}(0, R) \). This term represents both measurement noise and the effect of transient perturbations excluded from climatological models, such as atmospheric waves. Thus, the measured mean density can be expressed as

\[
\rho = m \rho_m + c + \epsilon_\rho. \tag{2}
\]

A state vector can be constructed from the coefficients in Eq. 2 for time-step \( k \),

\[
x_k = \begin{bmatrix} m_k \\ c_k \end{bmatrix}. \tag{3}
\]

Temporal evolution is modelled as a Gaussian random walk process,

\[
x_{k+1} = F_k x_k + w_k \tag{4}
\]

where state transition matrix \( F_k \) is the identity matrix and \( p(w_k) \sim \mathcal{N}(0, Q_k) \) where \( Q_k = (t_{k+1} - t_k) M \). Eq. 2 can be rewritten in matrix form to represent an observation at time \( k \),

\[
z_k = H_k x_k + v_k, \tag{5}
\]

where \( z_k = \rho, H_k = \begin{bmatrix} \rho_m & 1 \end{bmatrix} \), and \( p(v_k) \sim \mathcal{N}(0, R) \).

3.2. Filter algorithm

A Kalman filter provides the optimal (maximum likelihood) estimate of the updated state, \( \hat{x}_k \), and its associated covariance matrix, \( P_k \), based on prior values, \( \hat{x}_{k-} \) and \( P_{k-} \), and observation \( z_k \). First, the state and covariance are updated based on the density measurement at time \( k \),

\[
\hat{x}_k = \hat{x}_{k-} + K_k (z_k - H_k \hat{x}_{k-}) \tag{6}
\]

\[
P_k = (I - K_k H_k) P_{k-}, \tag{7}
\]

where \( K_k \) is the optimal Kalman gain,

\[
K_k = P_{k-} H_k^T (H_k P_{k-} H_k^T + R_k)^{-1}. \tag{8}
\]
The state is then advanced in time
\[ \hat{x}_{k+1} = F_k \hat{x}_k \]  
\[ P_{k+1} = F_k P_k F_k^T + Q_k. \]

This provides prior values for the next measurement update, so the process can be repeated.

In practice, for nowcasting and forecasting such a calibration must be used some time period after the data from which it was derived. If this is done \( n \) time steps ahead, the estimated density and measurement uncertainty are found to be
\[ \tilde{\rho}_{k+n} = H_{k+n} \left( \prod_{i=1}^{n} F_{k+i-1} \right) \hat{x}_k \]  
and
\[ \tilde{\sigma}_{k+n} = H_{k+n} \left( \prod_{i=1}^{n} F_{k+i-1} \right) P_k \left( \prod_{i=1}^{n} F_{k+i-1} \right)^T \]
\[ + \sum_{i=1}^{n} \left( \prod_{j=i+1}^{n} F_{k+j-1} \right) Q_{k+i-1} \left( \prod_{j=i+1}^{n} F_{k+j-1} \right)^T H_{k+n}^T + R_{k+n}. \]

For the system described in Subsection 3.1 these equations reduce to
\[ \tilde{\rho}_{k+n} = H_{k+n} \hat{x}_k \]  
and
\[ \tilde{\sigma}_{k+n} = H_{k+n} (P_k + nM) H_{k+n}^T + R. \]

3.3. Parameter estimation

The filter and process noise parameters, \( R \) and \( M \), are challenging to estimate on theoretical grounds. Both short time-scale thermosphere density perturbations and random errors in density measurements are expected to contribute significantly to \( R \). These may not be independent, given that both can be associated with changes in thermosphere composition. Moreover, the somewhat abstract nature of a state vector formed from calibration coefficients makes it difficult to relate \( M \) to known quantities. Consequently, the best approach is to determine \( R \) and \( M \) based on filter performance for a set
of data. These are referred to as ‘training’ data, by analogy with machine 
learning.

A maximum likelihood method is used to compute \( R \) and \( M \). The 
marginal probability density \( p(R, M|\rho_i) \) is maximised, where \( \rho_i \) is the set 
of \( m \) density measurements in the training data. Following the derivation 
of Eq. 14 of Mehra’s paper on adaptive filtering \([18]\), the likelihood estimate 
can be obtained by maximising

\[
L(R, M) = -\frac{1}{2} \sum_{i=1}^{m} \left\{ \frac{(\rho_i - H_i\hat{x}_{i-n})^2}{H_i(P_{i-n} + nM)H_i^T + R} \right. \\
+ \ln \left( H_i(P_{i-n} + nM)H_i^T + R \right) \right\}. 
\tag{15}
\]

Here it is assumed that there is no prior information regarding the values of 
\( R \) and \( M \), which would otherwise result in the addition of the term \( \ln (p(R, M)) \) 
to the right hand side of the above equation.

Unconstrained numerical optimisation is performed using the log-Cholesky 
parametrisation \( M = LL^T \) where \( L \) is a real lower triangular matrix \([19]\). The 
optimisation parameters are the logarithms of on-diagonal elements of \( L \) and 
values of off-diagonal elements. Doing so ensures that \( M \) is a positive definite 
symmetric matrix, which are essential properties of a realistic covariance ma-
trix. Similarly, using the optimisation parameter \( \ln R \) to represent \( R \) ensures 
that this parameter has a realistic positive value.

### 3.4. Combining density estimates

Using the above, Kalman filters can be obtained for calibrating various 
empirical thermosphere models. This leads to the question of how to best 
combine their density estimates. Residuals in these predictions cannot be 
considered independent, given the common contributions of measurement 
errors and non-climatological perturbations. The best linear unbiased esti-
mate based on correlated estimates is \([20]\)

\[
\tilde{\rho}_c = \alpha^T \hat{\rho}, 
\tag{16}
\]

where the weight vector is

\[
\alpha = \frac{K_{e_p e_p}^{-1} u}{u^T K_{e_p e_p}^{-1} u} 
\tag{17}
\]
with \( \mathbf{u} \) being a vector in which each element is unity. The variance is estimated by

\[
\sigma_{\rho e}^2 = \alpha^T \mathbf{K}_{\epsilon, \rho} \alpha.
\]  

(18)

In these equations, \( \tilde{\rho} \) is a vector of calibrated orbit mean densities and \( \mathbf{K}_{\epsilon, \rho} \) is the covariance matrix for residuals \( \epsilon_\rho \).

While Eq. 14 provides an estimate of the variance for the estimates derived from each empirical model, it does not provide a straightforward method of computing off-diagonal terms of \( \mathbf{K}_{\epsilon, \rho} \). Therefore, \( \mathbf{K}_{\epsilon, \rho} \) is instead estimated based on residuals for the training data. As \( \mathbf{P}_k \) is found to stabilise very quickly for constant \( \mathbf{Q}_k \) and \( \mathbf{R}_k \) in practice, the assumption of constant \( \mathbf{K}_{\epsilon, \rho} \) is reasonable.

4. Example case: Swarm-C densities

4.1. Swarm-C precise orbit determination densities

The thermosphere mass density data used in this study were values published by ESA derived from Swarm-C GNSS measurements using Precise Orbit Determination (POD) [21]. This entailed estimation of aerodynamic accelerations using an extended Kalman filter method with a force model incorporating gravitational and radiation forces. Densities were calculated from these accelerations using direct simulation Monte Carlo simulation to compute \( C_D \). Thermosphere composition was taken from NRLMSISE-00 and a constant accommodation coefficient (ratio of energy exchanged in gas-surface interaction to its thermodynamic maximum) assumed. The fastest density variations this method captured were a factor of 4-5 times shorter than the orbital period, corresponding to a resolution of about 80° in argument of latitude, \( u \). However, the published data had a 30 s sampling rate.

4.2. Data selection

Density measurements from 2018 and 2019 constituted the training and test data sets respectively. These data coincided with the solar minimum at the end of Solar Cycle 24. During this time period, Swarm-C had an altitude of approximately 450 km and orbital inclination of 87.4°. Slow nodal precession occurred such that local time of the ascending node (LTAN) covered the full 24 hour range over a period of approximately 9 months. Training and test orbit mean density data are plotted along with space weather indices in Fig. 1.
Figure 1: Swarm-C orbit mean density, \( \rho \), geomagnetic activity, \( a_p \), and solar flux index, \( F_{10.7} \), for 2018 and 2019.
4.3. Data processing

For each orbit during the training and test periods, Swarm-C POD density data were interpolated to a grid with spacing 1° in satellite argument of latitude, $u$. Orbits with missing data or erroneous values were excluded from the analysis. Mean orbit densities were then computed averaging over $u$.

Principal component coefficients were computed for the training period data. This was done without the usual practice of subtracting mean values for each $u$, as means for a training period will not be applicable for different periods of the solar cycle. Consequently, the first principal component reflects these mean values in addition to changes driven by geomagnetic and solar activity. The first 6 principal components, those accounting for more than 1% variation in density, are plotted in Fig. 2. These were used to compute scores, $t_i$, for both the training and test data sets, plotted in Fig. 3.

The first principal component largely represents the global mean density, with changes driven by variations in geomagnetic and solar activity. Peaks in its value correspond to times of elevated $a_p$ index in Fig. 2. By contrast, the second principal component correlates with density changes due to nodal precession. Fig. 3 indicates that the corresponding score varies with mean 0 and period of about 9 months. This function is continuous from $u = 360°$ to $0°$ and is approximately odd symmetric about $u = 90°$, as expected for a circular polar orbit. The third component seems to reflect seasonal variation in the thermosphere itself. It has period 12 months, is continuous from $u = 360°$ to $0°$ and is approximately odd symmetric about $u = 0°$. The fifth and sixth principal components have large discontinuities from $u = 360°$ to $0°$ corresponding to changes in density during the time the satellite takes to complete an orbit.

4.4. Orbit mean data

The Kalman filter based calibration technique detailed in Section 3 was applied to the orbit mean density data and estimates of the NRLMSISE-00, JB2008, and DTM-2020 models. For the purpose of this example, the NRLMSISE-00 and DTM-2020 empirical models were driven with the definitive solar flux and geomagnetic indices available from CLS (Collecte Localisation Satellites) [22] and GFZ (German Research Centre for Geosciences) [23] respectively. The JB2008 model used data available from [24].

The method was applied estimating the calibration coefficient 1 and 3 days ahead. This could represent the case of very short-term density prediction (nowcasting) where accurate and timely solar flux and geomagnetic
Figure 2: Principal components of Swarm-C precise orbit determination density as functions of argument of latitude, \( u \), for 2018. Coefficients for the first (blue), second (orange), third (yellow), fourth (purple), fifth (green), and sixth (cyan) components are plotted. Color available in online version.
Figure 3: Scores for Swarm-C precise orbit determination density in 2018 and 2019, for the principal components plotted in Fig. 2. Scores for first (blue), second (orange), third (yellow), fourth (purple), fifth (green), and sixth (cyan) components are plotted.
Table 1: RMS residuals for different orbit mean density calibration methods. All quantities are shown in $10^{-12}$ kg.m$^{-3}$ (without brackets) and ratio with the mean value (within brackets).

| Calibration method          | NRLMSISE-00 | JB2008  | DTM-2020 | Combined |
|-----------------------------|-------------|---------|----------|----------|
| Linear regression           |             |         |          |          |
| on training data            | 0.0469 (0.31)| 0.0379 (0.25) | 0.0478 (0.32) | 0.0411 (0.27) |
| Linear regression           |             |         |          |          |
| on test data                | 0.0306 (0.20)| 0.0286 (0.19) | 0.0235 (0.16) | 0.0214 (0.14) |
| 1-day offset                |             |         |          |          |
| Kalman filter               | 0.0279 (0.19)| 0.0278 (0.19) | 0.0247 (0.16) | 0.0211 (0.14) |
| 3-day offset                |             |         |          |          |
| Kalman filter               | 0.0286 (0.19)| 0.0300 (0.20) | 0.0244 (0.16) | 0.0233 (0.16) |

indices are available but satellite-based density measurements are delayed. Alternatively, it can be considered a best case scenario for density forecasts where solar flux and geomagnetic indices can be predicted very accurately.

For comparison purposes, fixed calibration coefficients were obtained from linear least squares regression. These were computed separately from both the training and the test data. The former represented calibration of test data based solely on training data. The latter represented the best possible calibration with fixed coefficients for the test data. However, linear regression is clearly not a practical method of obtaining this calibration as it incorporates future data.

The root mean square (RMS) residuals for orbit mean densities estimated using the four calibration methods are tabulated in Tab. 1. These may be compared with the mean value of $0.1496 \times 10^{-12}$ kg.m$^{-3}$ for the test data. The calibrated RMS residuals in the table can be compared with the corresponding values without calibration; for NRLMSISE-00, JB2008, and DTM-2020 these are $0.1720 \times 10^{-12}$ kg.m$^{-3}$, $0.0548 \times 10^{-12}$ kg.m$^{-3}$, and $0.0349 \times 10^{-12}$ kg.m$^{-3}$ respectively. Tab. 1 also includes residuals for results combined using the method detailed in Subsection 3.4.

Residuals are plotted for estimation of the calibration coefficient for NRLMSISE-00 1 day ahead in Fig. 4. Also plotted for comparison is the predicted standard error for this quantity, $\sqrt{S}$, which adopted a near constant value. The mean value of $\sqrt{S}$ was $0.0337 \times 10^{-12}$ kg.m$^{-3}$, approximating the RMS value of the residual $0.0279 \times 10^{-12}$ kg.m$^{-3}$. Similar results were found for each model.
Figure 4: Mean orbit density residuals, $r_\rho$, for 1-day offset Kalman filter calibration of NRLMSIS-00 output (solid line). $\pm \sqrt{S}$, the predicted standard error (dashed lines).
Temporal variation of the orbit mean density residuals is plotted in Fig. 5 for NRLMSISE-00 and Fig. 6 for the combined output. These plots show RMS residuals computed over a moving window of 100 orbits, omitting missing values. In each case, there are periods where the magnitude of residuals for the test data linear regression and Kalman filter calibrations sharply increased. Comparing the plots with Fig. 11 these periods often coincided with increases in density and relatively high geomagnetic activity (large peaks in $a_p$).
Figure 6: RMS mean orbit density residual values, taken over a moving window of 100 orbits (\(\sim\) 1 week). Plotted for combined training data linear regression (blue), test data linear regression (orange), 1-day offset Kalman filter calibration (yellow), and 3-day offset Kalman filter calibration estimates (purple).
Table 2: RMS residuals for different density principal component calibration methods. All quantities are shown in $10^{-12}$ kg.$m^{-3}$ (without brackets) and ratio with the mean value (within brackets).

| Calibration method | NRLMSISE-00 | JB2008  | DTM-2020 | Combined |
|--------------------|-------------|---------|----------|----------|
| Linear regression  |             |         |          |          |
| on training data   | 0.0581 (0.39) | 0.0508 (0.34) | 0.0582 (0.39) | 0.0521 (0.35) |
| Linear regression  |             |         |          |          |
| on test data       | 0.0448 (0.30) | 0.0434 (0.29) | 0.0390 (0.26) | 0.0376 (0.25) |
| 1-day offset Kalman filter | 0.0457 (0.31) | 0.0431 (0.29) | 0.0382 (0.26) | 0.0364 (0.24) |
| 3-day offset Kalman filter | 0.0476 (0.32) | 0.0455 (0.30) | 0.0390 (0.26) | 0.0384 (0.26) |

4.5. Principal component data

The calibration technique described in Section 3 was also applied to scores for the first 6 density principal components. Fixed calibrations of these scores from linear regressions were also computed for comparison. Predicted scores were combined to give density estimates as a function of $u$ over each orbit for each of the empirical models (driven as before). The resulting RMS residuals are tabulated in Tab. 2. Temporal variation in density residuals is plotted in Fig. 7 for predictions based on NRLMSISE-00 and Fig. 8 for those based on a combination of model predictions. Similar sharp increases in residuals occurred during the same time periods as those for orbit mean density predictions.

5. Discussion

The results presented in Tab. 1 and Tab. 2 show that the Kalman filter calibration method provided substantially more accurate predictions than the linear regression on training data. Allowing the relationship between between the thermosphere model output and satellite density measurements to evolve over time helps account for trends not well represented by the climatological and aerodynamic models used. This was true for each of the models examined and their combination estimating the calibration coefficients 1 and 3 days ahead.

The proportional improvement using the Kalman filter calibration method was greater for predicting orbit mean densities than densities at specific locations (based on principal component scores). Comparison of Fig. 5 and Fig. 7
Figure 7: RMS density residual values, taken over a moving window of 100 orbits (~1 week). Plotted for NRLMSISE-00 test data linear regression (blue), training data linear regression (orange), 1-day offset Kalman filter calibration (yellow), and 3-day offset Kalman filter calibration (purple) principal component estimates.
Figure 8: RMS density residual values, taken over a moving window of 100 orbits (~1 week). Plotted for combined test data linear regression (blue), training data linear regression (orange), 1-day offset Kalman filter calibration (yellow), and 3-day offset Kalman filter calibration (purple) principal component estimates.
and of Fig. 6 and Fig. 8 shows very similar trends in RMS residuals over time. However, there is an approximate floor which is substantially lower for the orbit mean density residuals. The greater improvement in orbit mean density predictions reflects the reduced effect of uncertainty in measurements and effect of unmodelled processes through averaging. Future work will examine the relative importance of these factors.

The Kalman filter calibration method had similar accuracy to applying a constant linear regression across all the test data. Moreover, changes in the accuracy of their predictions over time were highly correlated. Times when residuals were large may indicate when thermosphere variations not well-represented by the empirical models were important.

Changes in the calibration coefficients could have resulted from inaccuracies in thermosphere or satellite aerodynamic modelling. Where the empirical model response to geomagnetic activity or changing solar flux was inaccurate calibration changes would have occurred. Empirical thermosphere models all have greatly reduced performance during geomagnetic storms [25]. The combination of any inaccuracy in model local time dependence and nodal precession would have produced longer-term changes. Moreover, unmodelled changes in satellite gas-surface interaction properties and thermosphere composition would have caused calibration changes by introducing systematic errors in the POD density measurements. Investigation of the magnitude of such effects would be worthwhile but is beyond the scope of the present study.

The accuracy of this technique may be dependent on where in the solar cycle it is applied. Localised density predictions have previously been reported to be less accurate at solar minimum, suggesting that stochastic effects originating from the lower atmosphere are more prominent at this time [4]. Moreover, the accuracy of Swarm-C POD thermosphere density measurements is reduced at solar minimum due to relatively low aerodynamic accelerations compared with other non-gravitational forces [21]. Other satellite-based thermosphere density estimation techniques would have similar issues. Therefore, it is likely that better performance could be obtained applying this technique near solar maximum conditions.

By considering additional data, a better model of the temporal evolution of the calibration coefficients may be obtained. This could involve introducing dependences of $R$ and $M$ on solar flux and geomagnetic indices. The former would account for change in the magnitude of unmodelled short timescale thermosphere variability and the latter for variation in model cal-
ibration. Alternatively, the trivial \( F \) used here could be replaced with some function of these indices.

The methods presented here could form part of a dual Kalman filter approach to orbit determination and orbit localised density estimation. In such an approach one Kalman filter would estimate the orbit state and another would simultaneously estimate the model density calibration. Kalman filtering itself is computationally inexpensive, which would allow such a technique to be implemented aboard a satellite. The approach could be implemented in conjunction with surrogate models representing mean density or principal component scores in terms of geomagnetic and solar flux indices, reducing processing and storage costs associated with density models. The development of operational Kalman filter density prediction tools for satellites would improve the fidelity of orbit determination and prediction. In so doing it would aid accurate and efficient collision avoidance and propulsionless manoeuvring.

6. Conclusions

A Kalman filter method has been developed for calibrating thermosphere density predictions from empirical models for a particular satellite. This method substantially improved upon density estimates made using a calibration based on linear regression over previous data. Combination of estimates from different models using a best linear unbiased technique further improved performance. However, the Kalman filter calibration technique suffered from periods of reduced performance, suggestive of short time-scale thermosphere processes which were not well-represented by the climatological empirical models.
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