State-dependent error bound for digital quantum simulation of driven systems
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Digital quantum simulation is a promising application of quantum computers, where quantum dynamics is simulated by using quantum gate operations. Many techniques for decomposing a time-evolution operator of quantum dynamics into simulatable quantum gate operations have been proposed, while these methods cause some errors. To evaluate these errors, we derive a lower bound for overlap between true dynamics and digital simulated dynamics at the final time. Our result enables us to guarantee how obtained digital simulated dynamics is close to unknown true dynamics. We also extend our formalism to error evaluation of digital quantum simulation on noisy quantum computers.

Introduction.— Simulation of quantum dynamics is a basic approach for deep understanding of quantum nature. However, its implementation on classical computers is limited since it generally requires exponentially large degrees of freedom against system size. Quantum computers can simultaneously handle exponentially large number of orthogonal states as quantum superpositions. This is why simulation of quantum dynamics on quantum computers was expected at the dawn of quantum information science [1]. After that, it was shown that this expectation is correct, i.e., quantum computers can efficiently simulate quantum dynamics in a discrete way [2].

In digital quantum simulation, time-evolution operators of quantum dynamics are divided into short time slices and each slice is further decomposed into a series of simulatable quantum gate operations [2–8]. Decomposition is exact for infinitesimal time slices, but in practice such decomposition is impossible and finite decomposition causes errors [9–12]. The amount of errors during each time slice has been evaluated in terms of time-evolution operators for true dynamics and digital simulated dynamics [2–8]. However, this error evaluation may overestimate contributions which are irrelevant to dynamics.

To avoid this overestimation, we should directly consider difference between true dynamics and digital simulated dynamics, while information of true dynamics cannot be used since finding it is nothing but the purpose of quantum simulation. Recently, it was found that lower bounds for overlap between two different dynamics can be calculated by using one of these two dynamics [13–17]. These results enable us to evaluate overlap between unknown true dynamics and known approximate dynamics by using only known approximate dynamics (see, Sec. II. A of Ref. [16]) although their formalism cannot straightforwardly be applied to the present problem.

In this paper, we introduce distance between true dynamics and its digital simulated dynamics at the final time. Then, we derive its upper bound which is equivalent to a lower bound for overlap between these two dynamics. We point out that our result gives a more straightforward and tighter bound for error evaluation of digital quantum simulation than conventional approaches. We also extend our formalism to error evaluation of noisy digital quantum simulation, i.e., digital quantum simulation on noisy quantum computers.

Digital quantum simulation.— We consider obtaining a target state |Ψ(T)⟩ generated by a time-evolution operator

$$\hat{U}(T, 0) = T \exp \left(-\frac{i}{\hbar} \int_0^T dt \hat{H}(t)\right)$$

$$= \lim_{M \to \infty} \prod_{m=M}^1 \exp \left(-\frac{i}{\hbar} \frac{T}{M} \hat{H}(mT/M)\right)$$

$$\equiv \lim_{M \to \infty} \prod_{m=M}^1 \hat{U}(mT/M, (m-1)T/M),$$

i.e., |Ψ(T)⟩ = \hat{U}(T, 0)|0⟩, where T is total operation time, \(\hat{H}(t)\) is a time-dependent Hamiltonian, T is the time-ordering operator, and |0⟩ is an initial state. In digital quantum simulation, we stroboscopically simulate this dynamics by

$$|\Phi(nT/M)\rangle = \prod_{m=n}^1 \hat{U}(mT/M, (m-1)T/M)|0\rangle, \quad n = 1, 2, \ldots, M,$$

with finite, but large M compared with T, where each sub-factor of the time-evolution operator \(\hat{U}(mT/M, (m-1)T/M)\) can be decomposed into simulatable quantum gate operations since it just puts time forward by a small time interval T/M.

Error bound.— In conventional approaches, the amount of errors is evaluated by

$$\|\hat{U}(nT/M, (n-1)T/M) - \hat{U}(nT/M, (n-1)T/M)\|,$$

where \(\| \cdot \|\) is a certain norm, e.g., the spectral norm. However, it may overestimate errors which are irrelevant to simulated dynamics since the norm gives the worst case deviation among all possible states. Note that only recently this point was taken into account [5], but its formalism still requires information of true dynamics.

We rather focus on distance between the digital simulated dynamics |Φ(T)⟩ and the true dynamics |Ψ(T)⟩, i.e., the Fubini-Study angle

$$\mathcal{L}(|\Phi(T)\rangle, |\Psi(T)\rangle) = \arccos \langle |\Phi(T)\rangle |\Psi(T)\rangle\rangle,$$

which is the statistical distance between two quantum states [18]. From the definition, it can be rewritten as
$$\mathcal{L}(|\Phi(T)\rangle, |\Psi(T)\rangle) = \mathcal{L}(|\chi(T)\rangle, |0\rangle),$$

where $|\chi(nT/M)\rangle = |U(nT/M, 0)\rangle |\Phi(nT/M)\rangle$. Since $|\chi(0)\rangle = |0\rangle$, we find an inequality $\mathcal{L}(|\chi(T)\rangle, |0\rangle) \leq \sum_{n=1}^{M} \mathcal{L}(|\chi(nT/M)\rangle, |\chi((n-1)T/M)\rangle)$ by using the triangle inequality of the distance. Finally, we obtain an upper bound

$$\mathcal{L}(|\Phi(T)\rangle, |\Psi(T)\rangle) \leq \sum_{n=1}^{M} \mathcal{L}_n, \quad (5)$$

where

$$\mathcal{L}_n = \arccos |\langle \Phi(nT/M)|\hat{U}(nT/M, (n-1)T/M)\rangle \times |\langle \hat{U}(nT/M, (n-1)T/M)|\Phi(nT/M)\rangle|. \quad (6)$$

This upper bound for the distance (4) is equivalent to a lower bound for overlap between the digital simulated dynamics and the true dynamics. Indeed, we can rewrite it as

$$|\langle \Phi(T)|\Psi(T)\rangle| \geq \cos \left( \sum_{n=1}^{M} \mathcal{L}_n \right), \quad (7)$$

for $\sum_n \mathcal{L}_n \leq \pi/2$ (it results in a trivial bound $|\langle \Phi(T)|\Psi(T)\rangle| \geq 0$ for $\sum_n \mathcal{L}_n > \pi/2$).

The advantage of our result is that the deviation of the digital simulated dynamics from the true dynamics at the final time (4) is straightforwardly evaluated instead of the difference in the time-evolution operators for each time slice (3). Moreover, our result is tighter than conventional approaches. In conventional approaches, we discuss how Eq. (3) is close to 0. In our case, we discuss how $\cos \mathcal{L}_n$ is close to 1. Since $\| \cdot \| = \max_{|\psi\rangle} \| \cdot |\psi\rangle \| \geq \| \cdot |\Phi\rangle \|$ and $\text{Re}(\cdot) \leq |\cdot|$, we find

$$\text{Eq. (3)} \geq \sqrt{2 - 2 \cos \mathcal{L}_n}. \quad (8)$$

Note that this inequality approximately gives $\text{Eq. (3)} \approx \mathcal{L}_n$ for small $\mathcal{L}_n \ll 1$. In addition, since $0 \leq \sqrt{2(1 - \cos \mathcal{L}_n)} \leq \sqrt{2 - 2 \cos \mathcal{L}_n}$, we obtain

$$\text{Eq. (3)} \geq 1 - \cos \mathcal{L}_n \geq 0. \quad (9)$$

Namely, $1 - \cos \mathcal{L}_n$ is closer to 0 than Eq. (3). Note that later we also confirm tightness of our bound by numerical simulation.

Now we calculate each distance $\mathcal{L}_n$. For simplicity, we use the first-order Suzuki-Trotter decomposition, but it can easily be sophisticated by adopting higher-order decomposition or other expansion techniques (see the state-of-the-art technique for Eq. (3) in Ref. [8] and references therein). Suppose that the Hamiltonian is given by

$$\hat{H}(t) = \sum_{k=1}^{K} \hat{H}_k(t), \quad (10)$$

where dynamics under each sub-Hamiltonian $\hat{H}_k(t)$ is simulatable, and the Hamiltonian $\hat{H}(t)$ can be regarded as a time-independent Hamiltonian within each slice, i.e., $\hat{H}(nT/M) \approx \hat{H}((m - 1)t/M)$. Since the time interval $T/M$ is small, we find

$$\mathcal{L}_n \approx \frac{T^2}{2\kappa^2 M^2} \left| \langle \Phi(nT/M)|\hat{A}(nT/M)|\Phi(nT/M)\rangle \right|, \quad (11)$$

$$\hat{A}(nT/M) = \sum_{k,l=1}^{K} |\hat{H}_k(nT/M), \hat{H}_l(nT/M)\rangle$$

to the second order of $T/M$. This is of course consistent with the previous result using the first-order Suzuki-Trotter decomposition [4], but it is improved by replacing the norm with the absolute value of the expectation value. As mentioned above, we can also improve other results in a similar way. Notably, without information of the true dynamics, Eqs. (7) and (11) provide an approximate lower bound for the overlap between these two dynamics $|\langle \Phi(T)|\Psi(T)\rangle|$.

Example.— Now we demonstrate how our result improves the previous result. We consider digital quantum simulation of quantum annealing in the transverse-field Ising chain. The Hamiltonian is given by

$$\hat{H}(t) = -\frac{t}{T} \sum_{i=1}^{L} \hat{Z}_i \hat{Z}_{i+1} - \left( 1 - \frac{t}{T} \right) \sum_{i=1}^{L} \hat{X}_i, \quad (12)$$

where $\{\hat{X}_i, \hat{Y}_i, \hat{Z}_i\}_{i=1}^{L}$ is a set of the Pauli matrices for $L$ qubits. To adopt the conventional notation of quantum annealing, we set $\hbar = 1$. Note that we adopt the periodic boundary condition, $\hat{W}_{L+1} = \hat{W}_1$ ($W = X, Y, Z$), and a dimensionless expression, i.e., we assume that the interaction term and the transverse field term have a same energy scale and it is omitted. In digital quantum simulation, the time-evolution operator for each time slice is decomposed into the interaction term and the transverse field term. Then, we obtain

$$\hat{A}(nT/M) = \pm 2i \frac{n}{M} \left( 1 - \frac{n}{M} \right) \sum_{i=1}^{L} (\hat{Y}_i \hat{Z}_{i+1} + \hat{Z}_i \hat{Y}_{i+1}), \quad (13)$$

where the sign depends on the order of decomposition, but it does not affect the final conclusion.

Now we numerically compare our result (11) with the conventional one

$$\mathcal{L}_{n}^{\text{conv}} = \frac{T^2}{2M^2} \| \hat{A}(nT/M) \|, \quad (14)$$

where $\| \cdot \|$ is the spectral norm. In numerical simulation, we set $L = 100$, and then there are two variables, the annealing time $T$ and the number of the time slices $M$. First, we change the annealing time $T$. The total amount of the errors is roughly scaled as $T^2/M$ since the amount of the errors for each slice is roughly scaled as $T^2/M^2$ and there are $M$ time slices. Here we set $M = T^2$, for which digital quantum simulation using the first-order Suzuki-Trotter decomposition may be broken down. In Fig. 1, the overlap between the digital simulated dynamics and the true dynamics for various annealing time $T$
both our bound \[ \langle \Phi(T) | \Psi(T) \rangle \] and a completely positive trace preserving map \( E[\cdot] \), which induces certain noise, we can express noisy digital simulated dynamics as

\[
\hat{\sigma}(nT/M) = \left( \prod_{m=n}^{1} E \circ D_m \right) [0]\langle 0 |, \quad n = 1, 2, \ldots, M,
\]

for a small time interval \( T/M \). In this case, distance between the noisy digital simulated dynamics \( \hat{\sigma}(T) \) and the true dynamics \( \hat{\rho}(T) \) is given by the Bures angle

\[
L(\hat{\sigma}(T), \hat{\rho}(T)) = \arccos \left| \text{Tr} \sqrt{\hat{\sigma}(T) \hat{\rho}(T) \hat{\rho}(T)^\dagger \hat{\sigma}(T)^\dagger} \right|, \quad (16)
\]

which is the generalization of the Fubini-Study angle, i.e., the statistical distance between two mixed states [19]. By using the unitary invariance of the Bures angle, it can be rewritten as \( L(\hat{\sigma}(T), \hat{\rho}(T)) = L(\check{\hat{\sigma}}(T), [0]\langle 0 |) \), where \( \check{\hat{\sigma}}(nT/M) = [\hat{U}(nT/M, 0)]\check{\hat{\sigma}}(nT/M)\hat{U}^\dagger(nT/M, 0) \). Now, as in the case of the Fubini-Study angle, we use the triangle inequality of the distance, and then we obtain an upper bound

\[
L(\hat{\sigma}(T), \hat{\rho}(T)) \leq \sum_{n=1}^{M} L_n, \quad (17)
\]

where

\[
L_n = L(\hat{\sigma}((n-1)T/M), \check{\hat{\sigma}}((n-1)T/M)), \quad (18)
\]

and

\[
F[\check{\hat{\sigma}}((n-1)T/M)] = [\hat{U}(nT/M, (n-1)T/M)]\check{\hat{\sigma}}((n-1)T/M) \times \hat{U}^\dagger(nT/M, (n-1)T/M). \quad (19)
\]

As in the case of the Fubini-Study angle, this upper bound is equivalent to a lower bound for overlap between the noisy digital simulated dynamics and the true dynamics.

As an example, we calculate each distance \( L_n \) by using the first-order Suzuki-Trotter decomposition and by adopting depolarizing noise

\[
E[\cdot] = (1 - p) \cdot +p \frac{\hat{1}}{D}, \quad (20)
\]

where \( D \) is the dimension of the present Hilbert space and \( p \) represents the ratio of depolarization. Since this noise channel is induced for each small time interval \( T/M \), we assume that \( p = \gamma T/hM \), where \( \gamma \) is the decay rate. Then, each distance \( L_n \) is given by

\[
L_n \approx \frac{1}{2} \left( \frac{T^2}{2h^2 M^2} \right)^2 \sum_{i,j \neq 0} \frac{(p_i - p_j)^2}{p_i + p_j} \left| \langle i | \hat{A}(nT/M) | j \rangle \right|^2 + \frac{1}{2} \left( \frac{\gamma T}{hM} \right)^2 \sum_{i \neq 0} \frac{(p_i - 1/D)^2}{2p_i} \right)^{1/2}, \quad (21)
\]
where \( p_i \) and \( |i\rangle \) is given by the spectral decomposition of the noisy digital simulated dynamics

\[
\hat{\sigma}((n - 1)T/M) = \sum_i p_i |i\rangle \langle i|.
\]  

(22)

It is also possible to further improve the first term as well as the noiseless case.

**Summary.**— In this paper, we introduced distance between the true dynamics and its digital simulated dynamics at the final time. Then, we derived its upper bound which is equivalent to the lower bound for the overlap between these two dynamics. We showed both in the analytical way and the numerical way that our result gives the more straightforward and tighter bound for error evaluation of digital quantum simulation than conventional approaches. We also extended our formalism to error evaluation of noisy digital quantum simulation, i.e., digital quantum simulation on noisy quantum computers. In the noisy case, spectral information of the noisy digital simulated dynamics is required for calculating the bound, but it is generally a hard task. Therefore, it is important future work to develop a way for efficiently calculating this bound. Methods of efficient quantum state tomography [20] may resolve this problem.
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