mvHOTA: A multi-view higher order tracking accuracy metric to measure spatial and temporal associations in multi-point detection
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Abstract. Multi-object tracking (MOT) is a challenging task that involves detecting objects in the scene and tracking them across a sequence of frames. Evaluating this task is difficult due to temporal occlusions, and varying trajectories across a sequence of images. The main evaluation metric to benchmark MOT methods on datasets such as KITTI has recently become the higher order tracking accuracy (HOTA) metric, which is capable of providing a better description of the performance over metrics such as MOTA, DetA, and IDF1. Point detection and tracking is a closely related task, which could be regarded as a special case of object detection. However, there are differences in evaluating the detection task itself (point distances vs. bounding box overlap). When including the temporal dimension and multi-view scenarios, the evaluation task becomes even more complex. In this work, we propose a multi-view higher order tracking metric (mvHOTA) to determine the accuracy of multi-point (multi-instance and multi-class) detection, while taking into account temporal and spatial associations. mvHOTA can be interpreted as the geometric mean of the detection, association, and correspondence accuracies, thereby providing equal weighting to each of the factors. We demonstrate a use-case through a publicly available endoscopic point detection dataset from a previously organised medical challenge. Furthermore, we compare with other adjusted MOT metrics for this use-case, discuss the properties of mvHOTA, and show how the proposed correspondence accuracy and the Occlusion index facilitate analysis of methods with respect to handling of occlusions. The code will be made publicly available.
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1 Introduction

A range of use cases exist for point or landmark detection in the computer vision and biomedical domain. These range from motion tracking in traffic scenes [7].
pose estimation [3], and multi-view reconstruction [16]; to respiratory motion estimation [18], and surgical suture detection [17] in endoscopy. In applications where several points should be identified, they can either represent multiple instances of the same class (e.g., the same type of cell), or represent multiple classes (e.g., the tip of different surgical instruments). Similar to multi-object tracking (MOT), we refer to both cases as a multi-point tracking problem. Furthermore, one can differentiate between single- and multi-view settings, where the same scene or object is captured from different angles. This is typically the case in stereo-endoscopy, where correspondences need to be matched between multiple views. Here, the same point can be contained in all perspectives or might be occluded in some. In reality a point may be occluded from one frame to another, may move out of the scene and reappear, or be visible in only one of the views. This poses challenges to the proper evaluation of all involved subtasks of finding temporal associations and spatial correspondences and detection of the points themselves. Hence, developing a single metric which treats all of these subtasks as equally important is crucial.

Recent work in our field by the MICCAI Special Interest Group Biomedical Image Analysis Challenges (SIG-BIAC) [13,12] has emphasized the considerable impact of evaluation metrics in benchmarking and ranking the performance of different methods, and interpreting the results with respect to different performance criteria. Our aim is to propose an extension to current metrics in the application area of point detection, taking also into account temporal associations and/or spatial correspondences.

Although multi-point tracking is a closely related task to, and can be considered a special case of a multi-object tracking task [7,5], crucial differences exist in evaluating the intrinsic detection task. In MOT, bounding boxes are predicted for each object, where an Intersection over Union (IoU) is typically used to compute the overlap of a source and target bounding box (see Fig. 1(I) (a)). The IoU has the value 0 when there is no overlap, and 1 when there is complete overlap. Then, a matching algorithm is employed to match the ground-truth labels and predictions. The matches obtained through this algorithm are then filtered with

![Fig. 1. (I) A sample case that shows the detection, association and correspondence (II) (a) The IoU metric used in object detection vs. (b) thresholded radius used in point detection.](image-url)
a threshold $\alpha$, where the label-prediction pairs with an overlap greater than $\alpha$ are considered a successful match. The algorithm maximises the global similarity and the number of true positive detections [11]. In contrast, in point detection, the minimum distance between two points is 0, but the maximum distance is theoretically unbounded. Practically, the maximum distance between two points in an image is bounded by the image diagonal, e.g., as shown in [8]. Moreover, unlike bounding boxes, comparison in the case of point detection is equivalent to considering a radius centered around the point (see Fig. 1(I) (b)).

The previously proposed Higher Order Tracking Accuracy (HOTA) metric [11] equally weights the detection and temporal association, and is used by the KITTI [7] and MOT [5] benchmarks to evaluate submitted methods. In this work, we extend the HOTA metric [11] and propose a metric to evaluate the multi-view higher order tracking accuracy (mvHOTA) by incorporating both temporal and spatial associations (see Fig. 1(II)). This is realized by computing a Correspondence Accuracy (CorresAcc) along with detection and association accuracies. While previous work [11] presents a trivial extension to a multi-view setup, here we propose a metric that can be used to analyse the handling of spatial occlusions, along with the detection and temporal associations. We demonstrate the use of this metric on a publicly available surgical endoscopic dataset [6]. Furthermore, we present an analysis of the metric properties, and a comparison to other MOT metrics, which were adjusted to the point tracking use case.

2 Related Work

Currently, multiple metrics exist to evaluate a tracking task, albeit borrowed from the closely related task of multi-object tracking (MOT) [1, 14]. The CLEAR-MOT [11] metrics were introduced as a standard to evaluate a range of tracking methods, and has been used for years as the standard to benchmark a range of MOT methods. Primarily, the Multi Object Tracking Accuracy (MOTA) and Multi Object Tracking Precision (MOTP) are used to track the association of detection over time. The IDF1 proposed by Ristani et al. [14] is another metric initially proposed for use in multi-target multi-camera tracking systems and later also adopted for MOT evaluation. Track-mAP is commonly used in benchmarks such as Image-Net [15], and TAO [4], which requires the use of confidence scores along with the tracker predictions. The recently proposed Higher Order Tracking Accuracy (HOTA) introduced by Luiten et al. [11] has replaced many of the multi-object tracking benchmarks, for example in KITTI MOT [7] and the MOTS challenge [5]. Besides proposing a single unifying metric to measure detection and association, the work analyses the drawbacks of the previously used MOTA and IDF1 metrics in terms of monotonicity and error type differentiability, as explained by [10].
3 Methods

ID Assignment In multi-point tracking, each labelled (GT) and predicted (Pred) point is assigned an ID that denotes a unique identifier to each of the GTs and Preds across the temporal sequence and views. While GT IDs are assigned from the labels, Pred ID assignment is performed with algorithmic matching. The Hungarian matching algorithm [9] can be used to identify related points and assign the IDs [11]. The Hungarian algorithm [9] amounts to a minimum weight bipartite graph matching, where the bipartite sets of the graph represent the predictions of the current and previous frame. In multi-point tracking, the Euclidean distance $|d|_{p_{t-1}, p_t}$ between a point $p_{t-1}$ from the previous time step and a point $p_t$ is computed as the matching cost for this pair of points. To adapt the Hungarian algorithm [9] for multi-point tracking, we first perform thresholding and then upper bound the values of all the points that lie above the threshold, to a value of the image diagonal. We subsequently minimize this distance cost to match the IDs between one frame to another. By matching each point in the current frame with a global ID list, we can then assign the same ID to the Preds at similar locations across a temporal sequence even though they move in and out of the scene across time.

Detection The temporal ID assignment is a pre-cursor to the actual matching step between the GTs and the Preds. Once the IDs are assigned for each of the $p_{gt}$ and $p_{pred}$ in each views and each time step, we can now match the GT and Pred in each frame, again, using the Hungarian algorithm [9]. In this case, the two sets of a bipartite graph are the GT and Pred points respectively. If a point $p_{pred}$ lies within the radius of threshold $\alpha$, then it is a True Positive (TP) (see Eqn. 1). If more than one point lies within the radius, then the point with the closest distance $|d|$ is matched with the GT. A False Negative (FN) detection is a $p_{gt}$ that is not matched with any $p_{pred}$, and a False Positive (FP) is a $p_{pred}$ that is not matched with any $p_{gt}$. Typically, a balanced $F_1$ score (e.g., in [17]) is used to combine the TP, FP, and FN points in a single metric. However, the $F_1$ score is non-monotonic with respect to detections [11] and therefore, we use a Jaccard formulation to compute the detection accuracy, similar to [11].

$$TP(gt, pred) = \{p_{pred} : |d|_{p_{gt}, p_{pred}} < \alpha\}$$  (1)

Temporal Association Like in HOTA [11], in order to track the temporal association of the detected points, a Jaccard score between the GT and Pred trajectories is computed [11]. Practically, the normalised cost for each GT-Pred pair is accumulated across the temporal sequence of frames and incorporated into the matching cost. The association accuracy is computed as,

$$\text{AssAcc} = \frac{1}{|TP|} \sum_{c \in \{TP\}} \frac{|TPA(c)|}{|TPA(c)| + |FPA(c)| + |FNA(c)|}$$  (2)
Multi-view correspondence

In this work, we introduce the concept of a matched correspondence between multiple views. The correspondence $c_p$ of a point $p$, is defined as $m$, where $m$ is the number of views where a point in a view is additionally found. For example, if a point $p$ exists in all $n$ views of an $n$ camera setup, then $c_p = n - 1$. A True Positive Correspondence (TPC), False Negative Correspondence (FNC), and False Positive Correspondence (FPC), is computed as:

$$\forall p_{gt}, TPC : c_p = c_{gt}, FPC : c_p < c_{gt}, FNC : c_p > c_{gt} \quad (3)$$

Fig. 2 (I) illustrates the possible scenarios for a stereo setup. For example, Pt. 1 in Fig. 2 (I) is visible in both views. Here, a TPC is defined when a TP is found in both views. An FNC is defined when there are no TP detections found for this GT in one or both the views. Pt. 2 in Fig. 2 (I), is present in only one of the views. This is a typical scenario due to occlusions or differences in field of view. Here, a TPC is defined only when a TP detection exists for the GT point in its respective view. If there are no matched TP detections, then it is an FNC, and if the Pred is found in both frames, then it is an FPC. The correspondence accuracy can then be defined as the Jaccard score averaged for all TP points $c$ for each frame in the sequence, given by:

$$CorresAcc = \frac{1}{|TP|} \sum_{c \in \{TP\}} \frac{|TP(c)|}{|TP(c)| + |FPC(c)| + |FNC(c)|} \quad (4)$$
Multi-view HOTA We now combine the above mentioned concepts of detection, association, and correspondence accuracy to formulate the multi-view higher order tracking accuracy:

\[ mvHOTA = \sqrt[3]{\text{DetAcc} \cdot \text{AssAcc} \cdot \text{CorresAcc}} \]  (5)

Each of AssAcc and CorresAcc are averaged over each TP detection, and therefore can be seen as augmenting a TP detection score with the AssAcc and CorresAcc instead of double counting the errors. Furthermore, mvHOTA can be interpreted as the geometric mean of the detection, association, and correspondence accuracies, thereby providing equal weighting to each of the factors.

Occlusion Index Besides mvHOTA, we propose an Occlusion index \(o\). The extent of occlusion in the dataset for an \(n\)-view setup, can be computed by,

\[ o = 1 - \frac{|p_{\text{corres}}|}{|p_{g}} \]  (6)

where \(p_{\text{corres}}\) refers to the points that are present in all the views. Here the Occlusion index not only denotes the physically occluded points, but also the points that are present in only one view due to differences in camera position, or field of view. Essentially, they represent the points that do not have a correspondence.

3.1 Properties

For a single-view, single-instance tracking scenario, mvHOTA simplifies into a Jaccard formulation of \(|TP|/(|TP| + |FP| + |FN|))\. Luiten et al. [11] showed that HOTA is both monotonic and differentiable into the different error types, as proposed by [10]. mvHOTA follows a similar formulation while including the correspondence information between the multiple views. Furthermore, the interpretation as the geometric mean ensures the metric is balanced between the different aspects of detection, tracking, and correspondence. The ability to differentiate the metric into different error types [10] and analyse their aspects is especially crucial for benchmarking, ranking, and interpreting the performance of the different methods. More information can be found in Appendix C.

4 Experiments and Results

In this section we present two application scenarios of the mvHOTA metric. Firstly, we construct a toy example to demonstrate how mvHOTA can accommodate the correspondence information from different views, when other factors are unchanged. Secondly, we present a use-case on an endoscopic dataset in surgery and show how to use this metric on a real-life dataset.
**Toy dataset** Fig. 2 (II) represents an example case in point detection with two GT IDs. Fig. 2 (II)a. contains two GT points and their respective predictions. In Fig. 2 (II)b., we now remove one of the GT IDs and the associated predictions. This changes the correspondence without affecting the detection and association accuracies. Here, *mvHOTA* is able to accommodate this change, while computing the MOT metrics for each view (see Tab. 1) does not account for the correspondence. A further example of *mvHOTA* applied to more than two views can be found in Appendix D.

**Endoscopic dataset** In this work, we demonstrate the use of the *mvHOTA* metric in a multi-point detection and tracking problem in surgery. The mitral valve dataset is an endoscopic dataset acquired from minimally invasive mitral valve repair [6, 17], comprising images captured from a stereo-endoscope. Occlusions are present between the two views and in the temporal domain with respect to the points of interest, e.g., surgical instruments may occlude parts of the sutures. An illustration of this is shown in Fig. 3 where cases of temporal occlusions and cases of spatial occlusions can be seen. Additionally the *Occlusion index (o)* indicates the fraction of points that are occluded (computed for GTs for each frame in Fig. 3). The multi-point task is to detect the entry and exit points of sutures, which are stitched. The suture points do not occur at anatomically unique locations and the number of suture points vary in each image temporally and between the views. The dataset was made publicly available as part of the AdaptOR challenge [6].

Other works have primarily focused on the detection task and treated the stereo-information as two mono instances. Furthermore, they have formulated it as a multi-instance heatmap regression problem [1719]. Evaluation was done using a balanced $F_1$ score. A threshold of 6px was set as the similarity threshold, as it roughly corresponds to the thickness of the suture in this image resolution. In this work, we additionally focus on the stereo as well as on the temporal information. We build on the detection method described in [17], and use the Hungarian matching algorithm with a thresholded distance computation to assign the IDs temporally in each view. Additionally a global GT ID list is created that includes a union of points found in both views, and a per-view contiguous list of IDs is created to be able to apply the matching algorithm. By then counting the number of matches accumulated for each ID, we can compute the detection and association metrics. In order to compute the correspondence accuracy, we compare the correspondences of the GT points before and after matching with the predictions.

### Table 1.
Comparison of MOT metrics on the two cases of the toy example as shown in Fig. 2 (II). Change in *mvHOTA* is highlighted in bold.

| Case | MOTA | IDF1 | F1  | HOTA | *mvHOTA* |
|------|------|------|-----|------|----------|
| (II)a | 0.58 | 0.76 | 0.85| 0.76 | 0.66     |
| (II)b | 0.58 | 0.76 | 0.85| 0.76 | 0.73     |
Fig. 3. An example from the stereo-endoscopic dataset that illustrates occlusions in the temporal and spatial domains. A suture is assigned a unique ID across views and time (the colors represent the IDs). A point can disappear and appear in view due to temporal (brown, left, $t$ to $t+2$) or spatial (red, left vs. right) occlusion. For all frames in this figure, the average $o = 0.25$.

Table 2. Comparison of MOT metrics on the surgical endoscopic dataset. The MOTA, IDF1, F1, and HOTA metrics are averaged for each view.

| Metric      | MOTA | IDF1 | F1  | DetAcc | AssAcc | HOTA | CorresAcc | mvHOTA |
|-------------|------|------|-----|--------|--------|------|-----------|--------|
| AdaptOR     | -0.059 | 0.127 | 0.328 | 0.219 | 0.202 | 0.205 | 0.206 | 0.207 |

Table 2 presents the evaluation of the suture point detection method, in comparison with various MOT metrics, which were adjusted to the multi-view point detection and tracking case. It can be seen that since the method is not optimised for point tracking, but rather for point detection, the association accuracy is low, while the $F1$ score is higher. The dataset has an Occlusion index ($o$) of 41.98%. The multi-view $DetAcc$ is 21.9%, $AssAcc$ 20.2%, and the $CorresAcc$ 20.6%. The $CorresAcc$ indicates how well the model was able to handle the presence of spatial occlusions in the dataset. In this dataset, the low scores of $AssAcc$ and $CorresAcc$ indicate that the model performs poorly when it comes to detecting points consistently temporally and spatially across the views.

5 Discussion and Conclusion

While a range of metrics have been proposed to evaluate a MOT task [1, 4, 14], in this work we propose a metric to track spatial and temporal association in multi-point tracking. Different endoscopic datasets, be it laparoscopy [2] or heart surgery [17], contain varying amounts of temporal or spatial occlusions depending on the moving or static nature of the camera and the scene. The $mvHOTA$ metric is especially useful in this case, as it incorporates both spatial and temporal occlusion, and enables analysis and benchmarking of different aspects of a model performance. Alternatively, computing HOTA [11] for each view and averaging them, does not embed the correspondence information (see Fig. 2 (II)b.) However, there exist some limitations of $mvHOTA$. Firstly, the metric is
biased towards a complete correspondence in all views. Furthermore, the quality of temporal ID assignment has an impact on the computation of the association scores. Similar to the HOTA metric \[ \text{HOTA} \], \( \text{mvHOTA} \) cannot be used for online evaluation, since it requires the whole sequence of IDs to be able to compute a global associations. A future work is to show how the localisation accuracy is computed by averaging \( \text{mvHOTA} \) across multiple thresholds, so as to apply to other object detection tasks.

6 Supplemental Material

![Diagram](image)

**Fig. 4. Appendix A:** The use of \( \text{mvHOTA} \) requires temporally matched IDs assigned to both the GT (x) and predicted points (●). This figure show how (a) global GT IDs are created based on labels, but are mapped to locally contiguous IDs assigned to each view. (b) Predicted points are temporally matched to a global list for each view, which is averaged after every frame is matched. (c) \( \text{CorresAcc} \) is computed after matching the GT with the predictions.

![Table](image)

**Fig. 5. Appendix B:** (a) Split-up of the 3 surgeries used to compute the metrics presented for the endoscopic dataset. (b) sample images from each surgery and their respective \( \text{DetAcc} \), \( \text{AssAcc} \), \( \text{CorresAcc} \). Surgery 1 has a lower \( \text{AssAcc} \) than 2, but still has a better \( \text{mvHOTA} \) score due to better \( \text{DetAcc} \) and \( \text{CorresAcc} \).
Appendix C: Metric properties Evaluating a metric with respect to different aspects of performance not only helps in comparing methods, but also in aligning this comparison towards an application that favours specific aspects of performance. In this regard, [10] define 5 basic error types for MOT tasks, namely False Negatives, False Positives, Fragmentation, Mergers, and Deviations. [11] showed how for the tracking task HOTA decomposes into the five error types with an equivalent computation of detection recall, detection precision, association recall, association precision, and localisation. \(\text{mvHOTA}\) that is built upon this work can be similarly analysed with respect to the basic error types. In addition, we propose a new basic error type in a multi-view scenario, namely Occlusions.

![Diagram](image)

Fig. 6. Appendix D: An example illustration of a 3-view setup with GT (x) and Preds (•). (I) shows how the correspondence is calculated for each point in different scenarios. (IIa), (IIb), and (IIc) show the calculation of TPC, FPC, and FNC in each case, which is then used to compute the \(\text{CorresAcc}\) with a Jaccard formulation.
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