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Abstract

The spectral problem for self-adjoint extensions is studied using the machinery of boundary triplets. For a class of symmetric operators having Weyl functions of a special type we calculate explicitly the spectral projections in the form of operator-valued integrals. This allows one to give a constructive proof of the fact that, in certain intervals, the resulting self-adjoint extensions are unitarily equivalent to the parameterizing boundary operator acting in a smaller space, and one is able to provide an explicit form for the associated unitary transform. Applications to differential operators on metric graphs and to direct sums are discussed.
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1 Introduction

Let $S$ be a closed densely defined symmetric operator in a separable Hilbert space $\mathcal{H}$ with equal deficiency indices $n_{\pm}(S) = n$; it is a well known fact that the self-adjoint extensions of $S$ are then parameterized by the unitary operators or self-adjoint linear relations in the $n$-dimensional Hilbert space $^{[26]}$. From the point of view of quantum mechanics, the choice of a particular self-adjoint extension can be viewed as a quantization problem, as different extensions correspond to Hamiltonians defining different quantum dynamics $^{[25]}$, and understanding the role of the extension parameters in the properties of the associated Hamiltonians is one of the central problems. Questions of the control of the point spectrum in terms of parameters were addressed already by Krein $^{[30]}$ for the case of finite deficiency indices, and it was then extended in a series of papers to more sophisticated situations including the study of singular and absolutely continuous spectra, see the discussion in $^{[3,10]}$. The progress in the spectral analysis of self-adjoint extensions was mainly possible due to the concept of boundary triplet and associated Weyl functions $^{[17,18,26]}$, whose main points we briefly recall now. A boundary triplet $^{[26]}$ for $S$ consists of an auxiliary Hilbert space $\mathcal{G}$ and two linear maps $\Gamma, \Gamma': \text{dom} S \rightarrow \mathcal{G}$ satisfying the following two conditions:
\( \langle f, S^* g \rangle_H - \langle S^* f, g \rangle_H = \langle \Gamma f, \Gamma' g \rangle_G - \langle \Gamma' f, \Gamma g \rangle_G \) for all \( f, g \in \text{dom } S^* \),

- the application \((\Gamma, \Gamma') : \text{dom } S^* \ni f \mapsto (\Gamma f, \Gamma' f) \in G \oplus G\) is surjective.

The boundary triplets provide an efficient way of dealing with the self-adjoint extensions of the operator \( S \). We restrict ourselves by considering two distinguished self-adjoint extensions, namely,

\[
H^0 := S^* \upharpoonright \text{ker } \Gamma, \quad H := S^* \upharpoonright \text{ker } \Gamma';
\]

here and below \( A \upharpoonright L \) denotes the restriction of \( A \) to \( L \). In our setting \( H^0 \) will be considered as a reference operator, and \( H \) is viewed as its perturbation, and we will show below that various situations are reduced to the above case, and the parameters may be included into the boundary triplet.

An essential role in the analysis of the self-adjoint extensions is played by the so-called Weyl function \( M(z) \) which is defined as follows \[17\]. It is known that for \( z \notin \text{spec } H^0 \) the operator \( \gamma(z) := (\Gamma \upharpoonright \text{ker}(S^* - z))^{-1} \)

is well defined, and it is a linear topological isomorphism between \( G \) and \( \ker(S^* - z) \subset H \). The map

\[
\mathbb{C} \setminus \text{spec } H^0 \ni z \mapsto \gamma(z) \in \mathcal{L}(G, \mathcal{H}),
\]

which is usually called the \( \gamma \)-field, is holomorph. The holomorph operator function

\[
\mathbb{C} \setminus \text{spec } H^0 \ni z \mapsto M(z) := \Gamma' \gamma(z) \in \mathcal{L}(G)
\]

is referred to as the Weyl function associated with the boundary triplet. The following result is well known \[17\]:

**Theorem 1.** For any \( z \notin \text{spec } H^0 \) there holds

\[
\ker(H - z) = \gamma(z) \ker M(z). \tag{1}
\]

Moreover, for \( z \notin \text{spec } H^0 \cup \text{spec } H \) the Krein resolvent formula holds,

\[
(H - z)^{-1} = (H^0 - z)^{-1} - \gamma(z) M(z)^{-1} \gamma(\bar{z})^*. \tag{2}
\]

A direct consequence of the resolvent formula \[2\] is the relation

\[
\text{spec } H \setminus \text{spec } H^0 = \left\{ z \notin \text{spec } H^0 : 0 \in \text{spec } M(z) \right\}. \tag{3}
\]

Numerous papers were dedicated to the study of possible refinements of \[3\] in order to recover the spectral nature of \( H \) in terms of the Weyl function, see e.g. the discussion in \[2,10,11,17,18,31\]. Such an analysis becomes deeper if some additional properties of \( H^0 \) and \( M \) are available. In the present paper we assume that the following two conditions hold:

- the operator \( H^0 \) has a spectral gap, i.e. there exists an open interval \( J := (a_0, b_0) \subset \mathbb{R} \setminus \text{spec } H^0 \), and
the Weyl function $M$ can be represented as

$$M(z) = \frac{m(z) - T}{n(z)}, \quad (4)$$

where $T$ is a bounded self-adjoint operator in $G$ and $m, n$ are scalar functions which are holomorphic outside $\text{spec} \ H^0$, with $n$ non-vanishing in $J$.

Such situations arise in several important applications such as the analysis of differential operators on metric graphs, this will be reviewed in Section 4. In this case, Eq. (3) gives a rather simple characterization of the spectrum of $H$ in $J$:

$$\text{spec} \ H \cap J = \{ \lambda \in J : m(\lambda) \in \text{spec} \ T \}.$$  

This relation was refined in [13] in order to describe all spectral types of $H$:

$$\text{spec}_\ast H \cap J = \{ \lambda \in J : m(\lambda) \in \text{spec}_\ast T \}, \quad \ast \in \{ p, pp, disc, ess, ac, sc \}. \quad (5)$$

A further improvement was obtained first in [2] for the particular case $n = \text{const}$ and then extended in [37] to general denominators $n$, and we need to introduce an additional notation to formulate it. Let $B(\mathbb{R})$ denote the set of the borelian subsets of $\mathbb{R}$. For a self-adjoint operator $A$ acting in a Hilbert space $H$ we denote by $E_A : B(\mathbb{R}) \to \mathcal{L}(H)$ the operator-valued spectral measure associated with $A$, i.e. for any $\Omega \in B(\mathbb{R})$ we have $E_A(\Omega) := 1_\Omega(A)$, where $1_\Omega : \mathbb{R} \to \mathbb{R}$ is the indicator function of $\Omega$. For the same $\Omega$, we denote by $A_\Omega$ the operator $AE_A(\Omega)$ viewed as a self-adjoint operator in the Hilbert space $\text{ran} \ E_A(\Omega)$ equipped with the induced scalar product. Using this notation, the main result of [2,37] can be formulated as follows: If the Weyl function admits the representation (4), then $m : J \cap \text{spec} \ H \to m(J \cap \text{spec} \ H)$ is a bijection, and the operator $H_J$ is unitarily equivalent to $m^{-1}(T_{m(J)})$. This indeed implies the spectral relations (5).

One has to emphasize that the approach suggested in [2] and then used in [37] was rather implicit. In particular, the unitary equivalence of the two operators was shown using the so-called generalized Naimark theorem on minimal orthogonal dilations of operator-valued measures [33], and no information on the unitary transform was obtained. Finding this transform in an explicit form is the subject of the present work. The main results of the present paper can be summarized as follows (see Theorem 10 and Corollary 11):

- for any borelian subset $\Omega \subset J$ one has the equality $E_H(\Omega) = UE_T(m(\Omega))U^*$, where $U$ is the operator given by

  $$U = \int_J \sqrt{\frac{n(\lambda)}{m'(\lambda)}} \gamma(\lambda)dE_T(m(\lambda))$$

  understood as an improper operator-valued Riemann-Stieltjes integral (the precise meaning will be discussed in detail in Sections 2 and 3).

- Moreover, $U$ viewed as a map from $\text{ran} \ E_T(m(J))$ to $\text{ran} \ E_H(J)$ is unitary, and $m(H_J) = UT_{m(J)}U^*$.

As we will see below, in various situations the operator $T$ plays the role of a parameter of self-adjoint extensions, so the above results provide a direct translation of the spectral properties of the parameters to the spectral properties of the associated self-adjoint extensions.
We believe that the knowledge of a certain explicit form for the unitary transform $U$ relating the operators $H$ and $T$ provides a considerable progress compared to the previously known results. In particular, it allows one to reduce the functional calculus for $H$ to that for $T$ and, for example, to make a link between various evolution problems associated with the two operators. It should be emphasized that the approach used in the present paper differs from the one employed in the previous works [2,37], we calculate the spectral projections for $H$ in a rather direct way using the limit values of the resolvent, which allows one to write an explicit formula for the unitary transform in question. While the situation we look at is indeed very special, we show below that it admits some useful applications in mathematical physics, see Section 4. Moreover, we are not aware of any previous work giving any explicit expression for the spectral projections of suitably large classes of self-adjoint extensions in a closed form, and we believe that the approach presented here may admit some generalizations to more sophisticated Weyl functions and might shed a new light on the spectral analysis and the functional calculus of self-adjoint extensions.

2 Basic formula for spectral projections

The aim of the present section is to express the spectral projections for $H$ in terms of the spectral measure for $T$. The main formula is given in Lemma 4 and it will be used for the subsequent spectral analysis. Throughout the rest of the paper we use the notation

$$S_T := [\inf \text{spec } T, \sup \text{spec } T] \subset \mathbb{R}.$$ 

The following simple properties of $m$ and $n$ were proved in [37, Section 2.2]:

**Lemma 2.** Denote $K := m^{-1}(S_T) \cap J$, then

- $n(x) \cdot m'(x) > 0$ for all $x \in K$,
- $K$ is a connected set.

The maps $\gamma(z)$ and $M(z)$ satisfy a number of identities, see e.g. [13,17]. In particular,

$$M(z)^* = M(\overline{z}), \quad z \notin \text{spec } H^0, \quad (6)$$

$$M(z_1) - M(z_2) = (z_1 - z_2)\gamma(z_2)^* \gamma(z_1), \quad z_1, z_2 \notin \text{spec } H^0, \quad (7)$$

$$\exists M(z) > 0 \text{ for } \Im z > 0.$$ 

The last property means that $M$ is a strict operator-valued Nevanlinna-Herglotz function. Recall that for any operator-valued Nevanlinna-Herglotz function $F$ in $\mathcal{G}$ and any $f \in \mathcal{G}$, the map

$$\mathbb{C}_+ := \{z \in \mathbb{C} : \Im z > 0\} \ni z \mapsto F_f(z) := \langle f, F(z)f \rangle_\mathcal{G}$$

is a scalar Nevanlinna-Herglotz function (called also $R$-function), hence for almost all $x \in \mathbb{R}$ there exists a finite limit $\lim_{\varepsilon \to 0^+} \langle f, F(x + i\varepsilon)f \rangle_\mathcal{G}$. Using the polar identity we see that, for any $f, g \in \mathcal{G}$, the limit $\lim_{\varepsilon \to 0^+} \langle f, F(x + i\varepsilon)g \rangle_\mathcal{G}$ is finite for almost all $x \in \mathbb{R}$.

The following proposition will not be used in the rest of the text, but it provides us with a certain intuition in the study of the spectral projections for $H$. 

Theorem 5. For any $x \in \mathbb{R}$ there exists a finite limit $\lim_{\varepsilon \to 0^+} \langle f, F(x + i\varepsilon)f \rangle_\mathcal{G}$.
Proposition 3. For any \( \lambda \in J \cap \text{spec}_p H \) there holds
\[
E_H(\{\lambda\}) = \frac{n(\lambda)}{m'(\lambda)} \gamma(\lambda) E_T(\{m(\lambda)\})\gamma(\lambda)^*.
\]

Proof. Let \((e_j)\) be an orthonormal basis in \(\ker (T - m(\lambda))\). It follows from (1) that the family \(\left(\sqrt{\frac{n(\lambda)}{m'(\lambda)}} \gamma(\lambda)e_j\right)\) is a basis in \(\ker (H - \lambda)\), and we just need to show that this basis is orthonormal. To see this, take any \(\xi_1, \xi_2 \in \ker (T - m(\lambda))\), then, using (7),
\[
\left\langle \sqrt{\frac{n(\lambda)}{m'(\lambda)}} \gamma(\lambda)\xi_1, \sqrt{\frac{n(\lambda)}{m'(\lambda)}} \gamma(\lambda)\xi_2 \right\rangle_H = \frac{n(\lambda)}{m'(\lambda)} \left\langle \xi_1, \gamma(\lambda)^* \gamma(\lambda)\xi_2 \right\rangle_G
= \frac{n(\lambda)}{m'(\lambda)} \left\langle \xi_1, \left(\frac{m'(\lambda)}{n(\lambda)} - \frac{n'(\lambda)}{n(\lambda)^2} \cdot (m(\lambda) - T)\right)\xi_2 \right\rangle_G
= \frac{n(\lambda)}{m'(\lambda)} \left\langle \xi_1, \frac{m'(\lambda)}{n(\lambda)} \xi_2 \right\rangle_G = \langle \xi_1, \xi_2 \rangle_G.
\]
which concludes the proof.

The aim of the present section is to find a certain analog of Proposition 3 for operators with continuous spectra. Take an arbitrary segment \([a, b] \subset J\) whose endpoints satisfy
\[
a, b \notin \text{spec}_p H \quad \text{or, equivalently, } m(a), m(b) \notin \text{spec}_p T,
\]
and consider the operator
\[
\Phi([a, b]) := \int_a^b \sqrt{\frac{n(\lambda)}{m'(\lambda)}} \gamma(\lambda) \, dE_T(m(\lambda)) \in \mathcal{L}(\mathcal{G}, \mathcal{H})
\]
and its adjoint
\[
\Phi^* \equiv \Phi([a, b])^* := \int_a^b \sqrt{\frac{n(\lambda)}{m'(\lambda)}} \gamma(\lambda)^* \, dE_T(m(\lambda)) \in \mathcal{L}(\mathcal{H}, \mathcal{G}).
\]

These two operators are defined as suitable limits of the associated Riemann-Stieltjes integral sums. More precisely, consider a partition \(\Delta\) of \([a, b]\), \(\lambda_0 < \lambda_1 < \cdots < \lambda_n = b\), denote \(\Delta_j := [\lambda_{j-1}, \lambda_j]\), pick some \(\xi_j \in \sum_j\) and consider the Riemann-Stieltjes integral sum
\[
\Phi_\Delta = \sum_{j=1}^n \sqrt{\frac{n(\xi_j)}{m'(\xi_j)}} \gamma(\xi_j) E_T(m(\Delta_j)).
\]

The strong limit of \(\Phi_\Delta\) as \(\max_j |\Delta_j| \to 0\), if it exists and is independent of the choice of the partition points \(\lambda_j, \xi_j\), is then denoted by the above integral expression (9). The general theory of such integrals is rather involved, see e.g. [5, Section 7], but in our case the maps \(\gamma\) are holomorphic, and the study of the above integral reduces to the study of usual (scalar) Riemann-Stieltjes integral with respect to spectral measures. The existence in our case can be proved in an easier way using the constructions of [1]. Note that the
Let us show that the map $\lambda \mapsto \sqrt{\frac{n(\lambda)}{m'(\lambda)}} \gamma(\lambda)$ is lipschitzian on $[a, b] \cap m^{-1}(S_T)$. This is sufficient to show that, for $\max_j |\Delta_j| \to 0$, the above integral sums $\Phi_\Delta$ and their adjoints $\Phi_\Delta^*$ converge in the operator norm to their limit values $\Phi = \Phi([a, b])$ and $\Phi([a, b])^*$ respectively, see [11] Remark 7.3. The following lemma is the main result of the section and provides the main technical ingredient of the subsequent discussion.

**Lemma 4.** Let a segment $[a, b] \subset J$ satisfy $\Phi$, then $E_H([a, b]) = \Phi([a, b]) \Phi([a, b])^*$.

**Proof.** Throughout the proof we denote for brevity

$$P := E_H([a, b]), \quad \Phi := \Phi([a, b]) \quad \text{and} \quad \Pi := \Phi \Phi^*.$$ 

So we need to prove the equality $P = \Pi$. By the Stone formula for the spectral projections, cf. [27, Theorem 42], we have

$$P = s\text{-lim}_{\epsilon \to +0} \frac{1}{\pi} \int_a^b \Im(H - x - i\epsilon)^{-1}dx,$$

Let us assume first that $m'(x) \neq 0$ for all $x \in [a, b], \quad (11)$

As the map $z \mapsto (H^0 - z)^{-1}$ is holomorphic in a complex neighborhood of $[a, b]$, one has

$$s\text{-lim}_{\epsilon \to +0} \frac{1}{\pi} \int_a^b \Im(H^0 - x - i\epsilon)^{-1}dx = 0.$$

Using the resolvent formula [2] we arrive at

$$P = -s\text{-lim}_{\epsilon \to +0} \frac{1}{\pi} \int_a^b \Im \left[ \gamma(x + i\epsilon)M(x + i\epsilon)^{-1}\gamma(x - i\epsilon)^* \right] dx. \quad (12)$$

Let $D$ be the algebraic linear hull of the set $\{\gamma(z)\xi : z \in \mathbb{C} \setminus \mathbb{R}, \xi \in G\}$ and let $f \in D^\perp$. First, for all $z \notin \mathbb{R}$ there holds $\gamma(z)^*f = 0$, and Eq. \(12\) gives $P f = 0$. On the other hand, the map $z \mapsto \gamma(z)^* f$ extends by continuity to $z \in [a, b]$, which shows that $\gamma(\lambda)^* f = 0$ for all $\lambda \in [a, b]$, which, in its turn, gives the equalities $\Phi^* f = 0$ and $\Pi f = 0$. Therefore, the operators $P$ and $\Pi$ coincide on $D^\perp$.

Now let us show that $P$ coincides with $\Pi$ on the closure of $D$. As both $P$ and $\Pi$ are bounded operators, it is now sufficient to prove that $(f, P g)_H = (f, \Pi g)_H$ for the vectors $f$ and $g$ having the form $f = \gamma(z_1)\xi_1$ and $g = \gamma(z_2)\xi_2$ with arbitrary $z_1, z_2 \in \mathbb{C} \setminus \mathbb{R}$ and $\xi_1, \xi_2 \in G$. For such $f$ and $g$ we have

$$\langle f, P g \rangle_H = \lim_{\epsilon \to +0} \frac{1}{\pi} \int_a^b \langle \gamma(z_1)\xi_1, \Im \left[ \gamma(x + i\epsilon)M(x + i\epsilon)^{-1}\gamma(x - i\epsilon)^* \right] \gamma(z_2)\xi_2 \rangle_H dx$$

$$= -\frac{1}{\pi} \lim_{\epsilon \to +0} \int_a^b \langle \xi_1, \gamma(z_1)^* \Im \left[ \gamma(x + i\epsilon)M(x + i\epsilon)^{-1}\gamma(x - i\epsilon)^* \right] \gamma(z_2)\xi_2 \rangle_G dx.$$
Using (6) and (7) we have

\[ 2i\gamma(z_1)^* \Im \left[ \gamma(x + i\varepsilon)M(x + i\varepsilon)^{-1}\gamma(x - i\varepsilon)^* \right] \gamma(z_2) \]

\[ = \gamma(z_1)^* \gamma(x + i\varepsilon)M(x + i\varepsilon)^{-1}\gamma(x - i\varepsilon)^* \gamma(z_2) \]

\[ - \gamma(z_1)^* \gamma(x - i\varepsilon)M(x - i\varepsilon)^{-1}\gamma(x + i\varepsilon)^* \gamma(z_2) \]

\[ = \frac{M(x + i\varepsilon) - M(z_1)}{x + i\varepsilon - z_1} \frac{M(z_2) - M(x + i\varepsilon)}{z_2 - x - i\varepsilon} \]

\[ - \frac{M(x - i\varepsilon) - M(z_1)}{x - i\varepsilon - z_1} \frac{M(z_2) - M(x - i\varepsilon)}{z_2 - x + i\varepsilon} \]

\[ = \frac{M(z_2) + M(z_1) - M(x + i\varepsilon) - M(z_1)M(z_2)M(x + i\varepsilon)^{-1}}{(x + i\varepsilon - z_1)(z_2 - x - i\varepsilon)} \]

\[ - \frac{M(z_2) + M(z_1) - M(x - i\varepsilon) - M(z_1)M(z_2)M(x - i\varepsilon)^{-1}}{(x - i\varepsilon - z_1)(z_2 - x + i\varepsilon)}. \]

As the map \( z \mapsto M(z) \) is holomorphic in a certain complex neighborhood of \([a, b]\) and \( z_1 \) and \( z_2 \) are fixed non-real numbers, we have the obvious relations

\[ \lim_{\varepsilon \to 0} \int_a^b \frac{M(z_2) + M(z_1) - M(x + i\varepsilon)}{(x + i\varepsilon - z_1)(z_2 - x)} \, dx = \lim_{\varepsilon \to 0} \int_a^b \frac{M(z_2) + M(z_1) - M(x - i\varepsilon)}{(x - i\varepsilon - z_1)(z_2 - x)} \, dx \]

\[ = \int_a^b \frac{M(z_2) + M(z_1) - M(x)}{(x - z_1)(z_2 - x)} \, dx. \]

Hence,

\[ \langle f, Pg \rangle_\mathcal{H} = \frac{1}{2\pi i} \lim_{\varepsilon \to 0} \int_a^b \left\langle \xi_1, \frac{M(z_1)M(z_2)M(x - i\varepsilon)^{-1}}{(z_1 - x + i\varepsilon)(z_2 - x + i\varepsilon)} \right. \]

\[ \left. - \frac{M(z_1)M(z_2)M(x + i\varepsilon)^{-1}}{(z_1 - x - i\varepsilon)(z_2 - x - i\varepsilon)} \right\rangle \xi_2 \, dx. \]

Furthermore, we have the representation

\[ \frac{1}{(z_1 - x - i\varepsilon)(z_2 - x - i\varepsilon)} = \frac{1 + \varepsilon h(x, \varepsilon)}{(z_1 - x)(z_2 - x)}, \]

where \( h \) is a continuous function with \( h(x, 0) = 1 \) and such that for some \( \varepsilon_0 > 0 \) one has the bound \( h_0 := \sup_{x \in [a, b], |\varepsilon| < \varepsilon_0} |h(x, \varepsilon)| < \infty. \) We have then

\[ \langle f, Pg \rangle_\mathcal{G} = \lim_{\varepsilon \to 0} \int_a^b \left\langle \xi_1, \frac{M(z_1)}{z_1 - x} \frac{M(z_2)}{z_2 - x} \cdot \frac{M(x - i\varepsilon)^{-1} - M(x + i\varepsilon)^{-1}}{2\pi i} \right\rangle \xi_2 \, dx \]

\[ - \lim_{\varepsilon \to 0} \int_a^b \frac{\varepsilon h(x, -\varepsilon)M(z_1)\xi_1, M(x - i\varepsilon)^{-1}M(z_2)\xi_2 \rangle_\mathcal{G}}{2\pi i(z_1 - x)(z_2 - x)} \, dx \]

\[ - \lim_{\varepsilon \to 0} \int_a^b \frac{\varepsilon h(x, \varepsilon)M(z_1)\xi_1, M(x + i\varepsilon)^{-1}M(z_2)\xi_2 \rangle_\mathcal{G}}{2\pi i(z_1 - x)(z_2 - x)} \, dx. \]
By elementary considerations, see \cite[Lemma 3.14]{13}, for small but non-zero $\varepsilon$ we have the representation
\[ M(x+i\varepsilon)^{-1} = n(x+i\varepsilon)L(x,\varepsilon)(m(x)+i\varepsilon m'(x)-T)^{-1}, \]
where $L(x,\varepsilon) \in \mathcal{L}(\mathcal{G})$ such that $\lim_{\varepsilon \to 0} \sup_{x \in [a,b]} \| L(x,\varepsilon) - 1 \|_{\mathcal{L}(\mathcal{G})} = 0$. By the assumption (11) made at the beginning, we have the bound
\[ \kappa := \inf_{x \in [a,b]} |m'(x)| > 0. \]
and for sufficiently small $\varepsilon \neq 0$ and all $x \in [a,b]$ one has the uniform estimate, with some fixed $C > 0$,
\[ \left| \frac{\varepsilon h(x,\pm \varepsilon)}{(z_1-x)(z_2-x)} \left\langle M(z_1)\xi_1, M(x \pm i\varepsilon)^{-1}M(z_2)\xi_2 \right\rangle_G \right| \leq C. \]
On the other hand, as noted at the beginning of the section, for almost all $x \in \mathbb{R}$ there exist finite limits
\[ \lim_{\varepsilon \to 0^+} \left\langle M(z_1)\xi_1, M(x \pm i\varepsilon)^{-1}M(z_2)\xi_2 \right\rangle_G =: C_\pm(x). \]
Therefore, by using the dominated convergence we arrive at
\[ \lim_{\varepsilon \to +0} \int_a^b \frac{\varepsilon h(x,\pm \varepsilon)}{(z_1-x)(z_2-x)} \left\langle M(z_1)\xi_1, M(x \pm i\varepsilon)^{-1}M(z_2)\xi_2 \right\rangle_G dx \]
\[ = \int_a^b \lim_{\varepsilon \to +0} \frac{\varepsilon h(x,\pm \varepsilon)}{(z_1-x)(z_2-x)} \left\langle M(z_1)\xi_1, M(x \pm i\varepsilon)^{-1}M(z_2)\xi_2 \right\rangle_G dx \]
\[ = \int_a^b \lim_{\varepsilon \to +0} \frac{\varepsilon h(x,\pm \varepsilon)}{(z_1-x)(z_2-x)} \lim_{\varepsilon \to +0} \left\langle M(z_1)\xi_1, M(x \pm i\varepsilon)^{-1}M(z_2)\xi_2 \right\rangle_G dx \]
\[ = \int_a^b \lim_{\varepsilon \to +0} \frac{\varepsilon h(x,\pm \varepsilon)}{(z_1-x)(z_2-x)} C_\pm(x) dx = 0. \]
Substituting these equalities into (13) we arrive at
\[ \left\langle f, Pg \right\rangle_{\mathcal{H}} = \lim_{\varepsilon \to +0} \int_a^b \left\langle \xi_1, \frac{M(z_1)M(z_2)}{(z_1-x)(z_2-x)} \cdot \frac{M(x-i\varepsilon)^{-1} - M(x+i\varepsilon)^{-1}}{2\pi i} \xi_2 \right\rangle_G dx \quad (14) \]
Denote by $\mu$ the spectral measure for the operator $T$ associated with the vectors $M(z_1)\xi_1$
and $M(z_2)\xi_2$. With the help of $\mu$ one can rewrite the equality (14) as follows:

$$\int_{a}^{b} \left\langle \xi_1, \frac{M(z_1) M(z_2)}{(z_1-x)(z_2-x)} \cdot \frac{M(x-i\varepsilon)^{-1} - M(x+i\varepsilon)^{-1}}{2\pi i} \xi_2 \right\rangle \, dx$$

$$= \int_{a}^{b} \frac{1}{(z_1-x)(z_2-x)} \left\langle M(z_1) \xi_1, \frac{M(x-i\varepsilon)^{-1} - M(x+i\varepsilon)^{-1}}{2\pi i} M(z_2) \xi_2 \right\rangle \, dx$$

$$= \int_{a}^{b} \int_{S_T} \frac{1}{2\pi i(z_1-x)(z_2-x)} \left( \frac{n(x+i\varepsilon)}{\lambda - m(x+i\varepsilon)} - \frac{n(x-i\varepsilon)}{\lambda - m(x-i\varepsilon)} \right) d\mu(\lambda) \, dx$$

$$= \int_{S_T} k(\lambda, \varepsilon) \, d\mu(\lambda),$$

where we denoted

$$k(\lambda, \varepsilon) = \int_{a}^{b} \frac{1}{2\pi i(z_1-x)(z_2-x)} \cdot \left( \frac{n(x+i\varepsilon)}{\lambda - m(x+i\varepsilon)} - \frac{n(x-i\varepsilon)}{\lambda - m(x-i\varepsilon)} \right) \, dx.$$ 

Our aim now is to pass to the limit $\varepsilon \to +0$ in the integral on the right-hand side of (15). By [37, Lemma 10] one has

$$\sup_{x \in [a,b], \lambda \in \mathbb{R}, \varepsilon > 0} |g(x, \lambda, \varepsilon)| < +\infty.$$ 

As $n$ is a holomorph function, one has the representation $n(x+i\varepsilon) = n(x) + \varepsilon p(x, \varepsilon)$ with

$$\sup_{x \in [a,b], \varepsilon > 0} |p(x, \varepsilon)| < +\infty.$$ 

Hence one can represent the above function $k$ as

$$k(\lambda, \varepsilon) = \int_{a}^{b} \frac{n(x)}{2\pi i(z_1-x)(z_2-x)} \cdot \left( \frac{1}{\lambda - m(x) - i\varepsilon m'(x)} - \frac{1}{\lambda - m(x) + i\varepsilon m'(x)} \right) \, dx$$

$$+ \int_{a}^{b} \frac{1}{2\pi i(z_1-x)(z_2-x)} \frac{\varepsilon r(x, \lambda, \varepsilon)}{\lambda - m(x) - i\varepsilon m'(x)} \, dx$$

$$+ \int_{a}^{b} \frac{1}{2\pi i(z_1-x)(z_2-x)} \frac{\varepsilon r(x, \lambda, -\varepsilon)}{\lambda - m(x) + i\varepsilon m'(x)} \, dx$$

with $r(x, \lambda, \varepsilon) := p(x, \varepsilon)(1 + \varepsilon g(x, \lambda, \varepsilon)) + n(x)g(x, \lambda, \varepsilon)$, and one has the obvious bound

$$\sup_{x \in [a,b], \lambda \in \mathbb{R}, \varepsilon > 0} |r(x, \lambda, \varepsilon)| =: R < +\infty.$$
Denote the three summands on the right-hand side of (16) by \( I_1(\lambda, \varepsilon) \), \( I_2(\lambda, \varepsilon) \) and \( I_3(\lambda, \varepsilon) \), respectively. For all \( \lambda \in \mathbb{R} \) and \( 0 < |\varepsilon| < \varepsilon_0 \) we can estimate

\[
\left| \frac{\varepsilon r(x, \lambda, \varepsilon)}{\lambda - m(x) + i\varepsilon m'(x)} \right| \leq \frac{R}{\kappa},
\]

implying the bound

\[
|I_{2/3}(\lambda, \varepsilon)| \leq \frac{R|b - a|}{2\pi \kappa \cdot |\Im \lambda|} \quad \text{for all } \lambda \in \mathbb{R} \text{ and } 0 < |\varepsilon| < \varepsilon_0.
\]

To study \( I_1 \), we rewrite the above expression in the form

\[
I_1(\lambda, \varepsilon) = \frac{1}{\pi} \int_a^b \frac{1}{(\lambda - m(x))^2 + \varepsilon^2 \kappa^2} \cdot \frac{\varepsilon m'(x) n(x)}{(\lambda - m(x))^2 + (\varepsilon m'(x))^2} \, dx.
\]

Denoting \( N := \sup_{x \in [a, b]} |n(x)| \) one obtains

\[
|I_1| \leq \frac{N}{\pi |\Im \lambda|} \int_a^b \frac{|m'(x)|}{(\lambda - m(x))^2 + \varepsilon^2 \kappa^2} \, dx = \frac{N}{\pi |\Im \lambda|} \int_{\min(a)}^{\max(b)} \frac{\varepsilon}{(\lambda - y)^2 + \varepsilon^2 \kappa^2} \, dy \leq \frac{N}{\pi |\Im \lambda|} \int_{-\infty}^{+\infty} \frac{\varepsilon}{y^2 + \varepsilon^2 \kappa^2} \, dy = \frac{N}{\kappa |\Im \lambda|}.
\]

Therefore, we have shown the estimate \( \sup_{\lambda \in S_T, \varepsilon \in (0, \varepsilon_0]} |k(\lambda, \varepsilon)| < \infty \), and the dominated convergence gives

\[
\langle f, Pg \rangle = \lim_{\varepsilon \to +0} \int_{S_T} k(\lambda, \varepsilon) d\mu(\lambda) = \int_{S_T} \lim_{\varepsilon \to +0} k(\lambda, \varepsilon) d\mu(\lambda). \quad (17)
\]

We are now going to calculate the limit \( \lim_{\varepsilon \to +0} k(\lambda, \varepsilon) \). Consider first the limits of the terms \( I_2 \) and \( I_3 \). As noted above, the subintegral functions are uniformly bounded for small \( \varepsilon \), and by applying the dominated convergence we obtain

\[
\lim_{\varepsilon \to +0} I_2(\lambda, \varepsilon) = \int_a^b \frac{1}{(\lambda - m(x))^2 + \varepsilon^2 \kappa^2} \lim_{\varepsilon \to +0} \frac{\varepsilon r(x, \lambda, \varepsilon)}{\lambda - m(x) + i\varepsilon m'(x)} \, dx.
\]

For all but at most one \( x \in [a, b] \) we have \( \lambda \neq m(x) \) and

\[
\lim_{\varepsilon \to +0} \frac{\varepsilon r(x, \lambda, \varepsilon)}{\lambda - m(x) + i\varepsilon m'(x)} = 0,
\]

which gives \( \lim_{\varepsilon \to +0} I_2(\lambda, \varepsilon) = 0 \). Similarly, \( \lim_{\varepsilon \to +0} I_3(\lambda, \varepsilon) = 0 \)

To calculate the limit of \( I_1 \), without loss of generality we assume that that \( m'(x) > 0 \) for all \( x \in [a, b] \); otherwise one can change simultaneously the signs of \( T, m \) and \( n \). Introduce
a new variable $y = m(x)$. By the implicit function theorem we have $x = \varphi(y)$ and $\varphi'(y) = 1/m'(x)$, and the expression for $I_1$ can be rewritten in the form

$$I_1(\lambda, \varepsilon) = \frac{1}{\pi} \int_{m(a)}^{m(b)} \frac{1}{(z_1 - \varphi(y))(z_2 - \varphi(y))} \frac{\varepsilon n(\varphi(y))}{(\lambda - y)^2 + \varepsilon^2} dy.$$  

Introducing another new variable $t$ by $y = \varepsilon t + \lambda$ we arrive at

$$I_1(\lambda, \varepsilon) = \frac{1}{\pi} \int_{m(a)-\lambda}^{m(b)-\lambda} \frac{1}{(z_1 - \varphi(\varepsilon t + \lambda))(z_2 - \varphi(\varepsilon t + \lambda))} \frac{n(\varphi(\varepsilon t + \lambda))}{t^2 + \frac{1}{\varphi'(\varepsilon t + \lambda)^2}} dt.$$ 

One has the bounds

$$\sup_{\varepsilon \leq \frac{m(a) - \lambda}{\varepsilon}} \left| n(\varphi(\varepsilon t + \lambda)) \right| = \sup_{a \leq x \leq b} \left| n(x) \right| = N < +\infty$$

and

$$\inf_{\varepsilon \leq \frac{m(a) - \lambda}{\varepsilon}} \frac{1}{\varphi'(\varepsilon t + \lambda)^2} = \inf_{a \leq x \leq b} m'(x)^2 = \kappa^2 > 0.$$ 

This leads to the estimate

$$\left| \frac{1}{(z_1 - \varphi(\varepsilon t + \lambda))(z_2 - \varphi(\varepsilon t + \lambda))} \frac{n(\varphi(\varepsilon t + \lambda))}{t^2 + \frac{1}{\varphi'(\varepsilon t + \lambda)^2}} \right| \leq \frac{N}{|3z_1 z_2|(t^2 + \kappa^2)}.$$ 

Using the fact that the function $t \mapsto (t^2 + \kappa^2)^{-1}$ belongs to $L^1(\mathbb{R})$ and applying the dominated convergence one obtains the equality

$$\lim_{\varepsilon \to 0^+} I_1(\lambda, \varepsilon) = \frac{1}{\pi} \lim_{\varepsilon \to 0^+} \int_{m(a)-\lambda}^{m(b)-\lambda} \lim_{\varepsilon \to 0^+} \frac{1}{(z_1 - \varphi(\varepsilon t + \lambda))(z_2 - \varphi(\varepsilon t + \lambda))} \frac{n(\varphi(\varepsilon t + \lambda))}{t^2 + \frac{1}{\varphi'(\varepsilon t + \lambda)^2}} dt.$$ 

For any $a \neq 0$ there holds

$$\int_{-\infty}^{0} \frac{dt}{a^2 + t^2} = \int_{0}^{+\infty} \frac{dt}{a^2 + t^2} = \frac{1}{2} \int_{-\infty}^{+\infty} \frac{dt}{a^2 + t^2} = \frac{\pi}{2|a|},$$

and for any $c \in [a, b]$ one has

$$\lim_{\varepsilon \to 0^+} \frac{m(c) - \lambda}{\varepsilon} = \begin{cases} +\infty, & \text{if } \lambda < m(c) \\ 0, & \text{if } \lambda = m(c) \\ -\infty, & \text{if } \lambda > m(c) \end{cases}.$$
Finally, note that for \( \lambda \in [m(a), m(b)] \) there holds

\[
\lim_{\varepsilon \to 0+} \frac{1}{(z_1 - \varphi(\varepsilon t + \lambda))(z_2 - \varphi(\varepsilon t + \lambda))} \left( \frac{n(\varphi(\varepsilon t + \lambda))}{z^2 + \frac{1}{\varphi'(\varepsilon t + \lambda)^2}} - 1 \right) = \frac{1}{(z_1 - \varphi(\lambda))(z_2 - \varphi(\lambda))} \frac{n(\varphi(\lambda))}{t^2 + \frac{1}{\varphi'(\lambda)^2}}.
\]

Putting all together we arrive at the equalities

\[
\lim_{\varepsilon \to 0+} k(\lambda, \varepsilon) = \begin{cases} 0, & \text{if } \lambda \notin m([a, b]), \\ \frac{\varphi'(\lambda)n(\varphi(\lambda))}{2(z_1 - \varphi(\lambda))(z_2 - \varphi(\lambda))}, & \text{if } \lambda \in \{m(a), m(b)\}, \\ \frac{\varphi'(\lambda)n(\varphi(\lambda))}{(z_1 - \varphi(\lambda))(z_2 - \varphi(\lambda))}, & \text{if } \lambda \in m((a, b)). \end{cases}
\]

Substituting these equalities into (17) and noting that, by assumption (8), we have \( E_T(\{m(a)\}) = E_T(\{m(b)\}) = 0 \) and \( \mu(\{m(a)\}) = \mu(\{m(b)\}) = 0 \), we arrive at

\[
\langle f, P g \rangle_{\mathcal{H}} = \int_{m([a, b]) \cap S_T} \frac{\varphi'(\lambda)n(\varphi(\lambda))}{(z_1 - \varphi(\lambda))(z_2 - \varphi(\lambda))} d\mu(\lambda)
\]

\[
= \int_{[a, b] \cap m^{-1}(S_T)} \frac{1}{(z_1 - \lambda)(z_2 - \lambda)} \frac{n(\lambda)}{m'(\lambda)} d\mu(m(\lambda)).
\]

Finally, using the inclusion \( \text{supp } \mu \subset S_T \), we can rewrite it as

\[
\langle f, P g \rangle_{\mathcal{H}} = \left\langle M(z_1)\xi_1, \int_a^b \frac{1}{(z_1 - \lambda)(z_2 - \lambda)} \frac{n(\lambda)}{m'(\lambda)} dE_T(m(\lambda)) M(z_2)\xi_2 \right\rangle_{\mathcal{G}}. \tag{18}
\]

Now let us switch to the operator \( \Pi \). Take a partition \( \Delta \) of \([a, b]\), \( a = \lambda_0 < \lambda_1 < \cdots < \lambda_n = b \), denote \( \Delta_j := [\lambda_{j-1}, \lambda_j] \) and \( \delta := \max |\Delta_j| \), and consider the integral sums \( \Phi_{\Delta} \) defined by (10) with \( \xi_j := \lambda_j \). As \( \Phi_{\Delta} \) converge in the norm sense to \( \Phi \) as \( \delta \) tends to 0, the products \( \Phi_{\Delta} \Phi_{\Delta}^* \) converge to \( \Pi \). On the other hand, using the orthogonality property: \( E(m(\Delta_j)) E(m(\Delta_k)) = 0 \) for \( j \neq k \), we have the representation

\[
\Phi_{\Delta} \Phi_{\Delta}^* = \sum_{j=1}^{n} \frac{n(\lambda_j)}{m'(\lambda_j)} \gamma(\lambda_j) E_T(m(\Delta_j)) \gamma(\lambda_j)^*.
\]
Therefore, with the help of the identity (7) we arrive at

\[ (f, \Pi g)_H = \lim_{\delta \to 0} \sum_{j=1}^{n} \frac{n(\lambda_j)}{m'(\lambda_j)} \left< f, \gamma(\lambda_j)E_T(m(\Delta_j)) \gamma(\lambda_j)^*g \right>_g \]

\[ = \lim_{\delta \to 0} \sum_{j=1}^{n} \frac{n(\lambda_j)}{m'(\lambda_j)(\overline{\lambda}_1 - \lambda_j)(z_2 - \lambda_j)} \cdot \left< (M(z_1) - M(\lambda_j)) \xi_1, E_T(m(\Delta_j)) (M(z_2) - M(\lambda_j)) \xi_2 \right>_g. \]  \tag{19}

Denote

\[ n_0 := \min_{x \in [a, b]} |n(x)|, \quad n_1 := \max_{x \in [a, b]} |n(x)|, \]

\[ m_0 := \min_{x \in [a, b]} |m'(x)|, \quad m_1 := \max_{x \in [a, b]} |m'(x)|, \quad A := \frac{n_1 m_1}{m_0 n_0}. \] \tag{20}

One has obviously \( n_0 > 0, m_0 > 0 \), and, for any \( h \in G \),

\[ \| E_T(m(\Delta_j)) M(\lambda_j) h \|_g = \left\| \frac{m(\lambda_j) - T}{n(\lambda_j)} E_T(m(\Delta_j)) h \right\|_g \leq \frac{m_1 |\Delta_j| \cdot \| E_T(m(\Delta_j)) h \|_g}{n_0}. \]

Using this estimate we obtain

\[ \left| \lim_{\delta \to 0} \sum_{j=1}^{n} \frac{n(\lambda_j)}{m'(\lambda_j)(\overline{\lambda}_1 - \lambda_j)(z_2 - \lambda_j)} \cdot \left< (M(z_1) \xi_1, E_T(m(\Delta_j)) M(\lambda_j) \xi_2 \right>_g \right| \]

\[ \leq A \lim_{\delta \to 0} \sum_{j=1}^{n} |\Delta_j| \cdot \left\| E_T(m(\Delta_j)) M(z_1) \xi_1 \right\|_g \cdot \left\| E_T(m(\Delta_j)) \xi_2 \right\|_g \]

\[ \leq A \lim_{\delta \to 0} \left( \delta \left( \sum_{j=1}^{n} \left\| E_T(m(\Delta_j)) M(z_1) \xi_1 \right\|_g^2 \cdot \sum_{j=1}^{n} \left\| E_T(m(\Delta_j)) \xi_2 \right\|_g^2 \right) \right) \]

\[ = A \lim_{\delta \to 0} \left( \delta \left\| E_T([a, b]) M(z_1) \xi_1 \right\|_g \cdot \left\| E_T([a, b]) \xi_2 \right\|_g \right) \]

\[ = 0. \]

In a similar way,

\[ \lim_{\delta \to 0} \sum_{j=1}^{n} \frac{n(\lambda_j)}{m'(\lambda_j)(\overline{\lambda}_1 - \lambda_j)(z_2 - \lambda_j)} \cdot \left< M(\lambda_j) \xi_1, E_T(m(\Delta_j)) M(z_2) \xi_2 \right>_g \]

\[ = \lim_{\delta \to 0} \sum_{j=1}^{n} \frac{n(\lambda_j)}{m'(\lambda_j)(\overline{\lambda}_1 - \lambda_j)(z_2 - \lambda_j)} \cdot \left< M(\lambda_j) \xi_1, E_T(m(\Delta_j)) M(\lambda_j) \xi_2 \right>_g = 0. \]
Injecting these estimates into (19) one arrives at
\[
\langle f, \Pi g \rangle_H = \lim_{\delta \to 0} \sum_{j=1}^{\infty} \frac{n(\lambda_j)}{m(\lambda_j)(z_1 - \lambda_j)(z_2 - \lambda_j)} \cdot \left\langle M(z_1) \xi_1, E_T(m(\Delta_j))M(z_2)\xi_2 \right\rangle_G = \left\langle \frac{m(z_1) - T}{n(z_1)} \xi_1, \int_a^b \frac{n(\lambda)}{m'(\lambda)(\xi_1 - \lambda)(\xi_2 - \lambda)} dE_T(m(\lambda))\frac{m(z_2) - T}{n(z_1)} \xi_2 \right\rangle_G.
\]
Comparing this expression with (18) we conclude that \( P = \Pi \) coincide in \( D \). Therefore, the assertion of Lemma 4 holds under the additional assumption (11).

Now let \([a, b] \subset J\) be an arbitrary interval satisfying (5). By Lemma 2 one can find an open interval \((c, d) \subset [a, b]\) with the following properties:

- \( c, d \notin \text{spec}_p H \),
- \( m^{-1}(S_T) \subset J \subset (c, d) \),
- \( m'(x) \neq 0 \) for all \( x \in [c, d] \).

By the first part of the proof, we have \( E_H([c, d]) = \Pi([c, d]) := \Phi([c, d])\Phi([c, d])^* \). On the other hand, the interval \([c, d]\) contains all \( \lambda \in [a, b] \) with \( m(\lambda) \in \text{spec} T \), or, equivalently, all \( \lambda \in [a, b] \cap \text{spec} H \). This means that \( E_T([a, c]) = E_T([d, b]) = \Pi([a, c]) = \Pi([d, b]) = 0 \), and, finally,
\[
E_H([a, b]) = E_H([a, c]) + E_H([c, d]) + E_H([d, b]) = E_H([c, d]) = \Pi([c, d]) = \Pi([a, c]) + \Pi([c, d]) + \Pi([d, b]) = \Pi([a, b]).
\]
This concludes the proof of Lemma 4.

\[\square\]

3 Unitary equivalence

To avoid potential confusions let us introduce a definition.

**Definition 5.** Let \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) be Hilbert spaces. Let \( \mathcal{L}_j \subset \mathcal{H}_j \) be closed linear subspaces viewed as Hilbert spaces with the induced scalar products, and let \( P_j : \mathcal{H}_j \to \mathcal{L}_j \) be the orthogonal projections, \( j = 1, 2 \). We say that an operator \( U \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2) \) defines a unitary map from \( \mathcal{L}_1 \) to \( \mathcal{L}_2 \) if

- \( U(\mathcal{L}_1) \subset \mathcal{L}_2 \)
- the map \( P_2U^*P_1 : \mathcal{L}_1 \to \mathcal{L}_2 \) is a unitary operator.

**Lemma 6.** Let \( \mathcal{H}_j, \mathcal{L}_j, P_j, j = 1, 2, \) be as in Definition 5 and let an operator \( U \in \mathcal{L}(\mathcal{H}_1, \mathcal{H}_2) \) satisfy
\[
(i) \ U^*U = P_1^*P_1 \quad \text{and} \quad (ii) \ UU^* = P_2^*P_2,
\]
then

(a) \( U \) defines a unitary map from \( \mathcal{L}_1 \) to \( \mathcal{L}_2 \) and
(b) \( UP_1^* P_1 = P_2^* P_2 U \).

**Proof.** This is an elementary result and we give the proof just for the sake of completeness. The part (b) follows directly from (21), so we just need to prove the part (a). Let us show first the inclusion \( U(\mathcal{L}_1) \subset \mathcal{L}_2 \). Let \( x \in \mathcal{L}_1 \) such that \( U x \subset \mathcal{L}_2^\perp \). In view of the definition of \( P_2 \) the last equality means that \( P_2 U x = 0 \). On the other hand, with the help of (21) we obtain:

\[
0 = \| P_2 U x \|_{\mathcal{L}_2}^2 = \langle P_2 U x, P_2 U x \rangle_{\mathcal{L}_2} = \langle x, U^*(P_2^* P_2) U x \rangle_{\mathcal{H}_2} = \langle x, U(U^* U) U x \rangle_{\mathcal{H}_2} = \| x \|_{\mathcal{H}_1}^2,
\]

which shows the equality \( U(\mathcal{L}_1) \cap \mathcal{L}_2^\perp = \{0\} \) and the sought inclusion.

Now we have, with the help of (21),

\[
(P_2 U P_1^*)(P_2 U P_1^*)^* = P_2 U (P_1^* P_1) U^* P_2^* = P_2 U (U^* U) U^* P_2^* = P_2 P_2^* \equiv \text{Id}_{\mathcal{L}_2},
\]

and

\[
(P_2 U P_1^*)(P_2 U P_1^*) = P_1 U^* (P_2^* P_2) U P_1^* = P_1 U^* (U U^*) U P_1^* = P_1 P_1^* \equiv \text{Id}_{\mathcal{L}_1},
\]

which shows the unitarity of \( P_2 U P_1^* \).

\( \square \)

**Lemma 7.** If a segment \((a, b) \subset J\) satisfies (5), then:

(a) \( \Phi([a, b])^* \Phi([a, b]) = E_T\left(m([a, b])\right) \)

(b) \( \Phi([a, b]) \) defines a unitary map from \( \text{ran} E_T\left(m([a, b])\right) \subset \mathcal{G} \) and \( \text{ran} E_H([a, b]) \subset \mathcal{H}, \)

(c) \( E_H([a, b]) = \Phi([a, b]) E_T\left(m([a, b])\right) \Phi([a, b])^* \).

**Proof.** Taking into account Lemmas 4 and 5 we see that the assertions (b) and (c) follow if we prove (a).

Take again a partition \( \Delta \) of \([a, b]\), \( a = \lambda_0 < \lambda_1 < \cdots < \lambda_n = b \), denote \( \Delta_j := [\lambda_{j-1}, \lambda_j) \) and consider the Riemann-Stieltjes integral sum (10) with \( \xi_j := \lambda_j, \)

\[
\Phi_\Delta = \sum_{j=1}^{n} \sqrt{\frac{n(\lambda_j)}{m'(\lambda_j)}} \gamma(\lambda_j) E_T\left(m(\Delta_j)\right).
\]

As noted above, the sums \( \Phi_\Delta \) converge in the operator norm to \( \Phi := \Phi([a, b]) \), the adjoint operators \( \Phi_\Delta^* \) converge then to \( \Phi^* \), and the products \( \Phi_\Delta^* \Phi_\Delta \) converge to \( \Phi^* \Phi \) as \( \delta := \max_j |\Delta_j| \) tends to 0. We have

\[
\Phi_\Delta^* \Phi_\Delta = \sum_{j,k=1}^{n} \sqrt{\frac{n(\lambda_j)}{m'(\lambda_j)}} \sqrt{\frac{n(\lambda_k)}{m'(\lambda_k)}} E_T\left(m(\Delta_j)\right) \gamma(\lambda_j)^* \gamma(\lambda_k) E_T\left(m(\Delta_k)\right).
\]
Using (7) we can write

\[
\gamma(\lambda_j)^* \gamma(\lambda_k) = L(\lambda_j, \lambda_k) := \begin{cases} 
\frac{M(\lambda_k) - M(\lambda_j)}{\lambda_k - \lambda_j}, & j \neq k, \\
M'(\lambda_j) \equiv \frac{n'(\lambda_j)}{n(\lambda_j)} - \frac{n'(\lambda_j)}{n(\lambda_j)^2} (m(\lambda_j) - T), & j = k.
\end{cases}
\]

Note that the operators \( L(\lambda_j, \lambda_k) \) commute with \( T \) for any \( j, k = 1, \ldots, n \) and that we have the equality \( E_T(m(\Delta_j)) E_T(m(\Delta_k)) = 0 \) for all \( j \neq k \). This simplifies the above expression:

\[
\Phi_\Delta^* \Phi_\Delta = \sum_{j=1}^n \frac{n(\lambda_j)}{m'(\lambda_j)} M'(\lambda_j) E(m(\Delta_j))
\]

\[
= \sum_{j=1}^n \frac{n(\lambda_j)}{m'(\lambda_j)} \frac{n'(\lambda_j)}{n(\lambda_j)} E(m(\Delta_j)) - \sum_{j=1}^n \frac{n(\lambda_j)}{m'(\lambda_j)} \frac{n'(\lambda_j)}{n(\lambda_j)^2} (m(\lambda_j) - T) E(m(\Delta_j))
\]

\[
= \sum_{j=1}^n E(m(\Delta_j)) - \sum_{j=1}^n \frac{n(\lambda_j)}{m'(\lambda_j)} \frac{n'(\lambda_j)}{n(\lambda_j)^2} (m(\lambda_j) - T) E(m(\Delta_j))
\]

\[
= E\left(m([a, b])\right) - \sum_{j=1}^n \frac{n(\lambda_j)}{m'(\lambda_j)} \frac{n'(\lambda_j)}{n(\lambda_j)^2} (m(\lambda_j) - T) E(m(\Delta_j)).
\]

Using the constants (20) and \( n_2 := \max_{x \in [a, b]} |n'(x)| \) one can estimate, for any \( h \in \mathcal{G} \),

\[
\left\| (m(\lambda_j) - T) E(m(\Delta_j)) h \right\|_\mathcal{G} \leq m_1 |\Delta_j| \cdot \left\| E(m(\Delta_j)) h \right\|_\mathcal{G}
\]

and, using the Cauchy-Schwarz inequality, we obtain

\[
\left\| \sum_{j=1}^n \frac{n(\lambda_j)}{m'(\lambda_j)} \frac{n'(\lambda_j)}{n(\lambda_j)^2} (m(\lambda_j) - T) E(m(\Delta_j)) h \right\|_\mathcal{G} \leq \frac{n_2 m_1}{n_0 m_0} \sum_{j=1}^n |\Delta_j| \left\| E(m(\Delta_j)) h \right\|_\mathcal{G}
\]

\[
\leq \frac{n_2 m_1}{n_0 m_0} \sqrt{\sum_{j=1}^n |\Delta_j|} \cdot \sqrt{\sum_{j=1}^n |\Delta_j| \left\| E(m(\Delta_j)) h \right\|_\mathcal{G}^2}
\]

\[
\leq \frac{n_2 m_1 \sqrt{b - a}}{n_0 m_0} \max_j |\Delta_j| \sqrt{\sum_{j=1}^n \left\| E(m(\Delta_j)) h \right\|_\mathcal{G}^2}
\]

\[
\leq \frac{n_2 m_1 \sqrt{b - a}}{n_0 m_0} \max_j |\Delta_j| \left\| E\left(m([a, b])\right) h \right\|_\mathcal{G}.
\]

Hence, \( \Phi_\Phi^* = \lim_{\max |\Delta_j| \to 0} \Phi_\Delta^* \Phi_\Delta^* = E\left(m([a, b])\right) \), which proves (a).

**Lemma 8.** Let intervals \([a, b] \subset J \) and \([c, d] \subset J \) be such that

- \(a, b, c, d\) do not belong to \( \text{spec}_p H\),
- \((a, b) \cap (c, d) = \emptyset\),

then \( \Phi([a, b]) E_T\left(m([c, d])\right) = 0\), \( \Phi([a, b])\Phi([c, d])^* = 0 \) and \( \Phi([a, b])^* \Phi([c, d]) = 0 \).
**Proof.** Take a partition $\Delta$ of $[a, b]$, $a = \lambda_0 < \lambda_1 < \cdots < \lambda_n = b$, denote $\Delta_j := [\lambda_{j-1}, \lambda_j)$ and consider the Riemann-Stieltjes integral sum \[ (10) \] with $\xi_j := \lambda_j$,

$$
\Phi_\Delta = \sum_{j=1}^n \sqrt{\frac{n(\lambda_j)}{m'(\lambda_j)}} \gamma(\lambda_j) E_T(m(\Delta_j)).
$$

Furthermore, take a partition $\Pi$ of $[c, d]$, $c = \mu_0 < \mu_1 < \cdots < \mu_m = d$, denote $\Pi_j := [\mu_{j-1}, \mu_j)$ and consider the Riemann-Stieltjes integral sum \[ (10) \] with $\xi_j := \mu_j$,

$$
\Phi_\Pi = \sum_{j=1}^m \sqrt{\frac{n(\mu_j)}{m'(\mu_j)}} \gamma(\mu_j) E_T(m(\Pi_j)).
$$

We know that $\Phi_\Delta$ and $\Phi_\Pi$ converge in the norm to $\Phi([a, b])$ and $\Phi([c, d])$ respectively as both $\delta := \max_j |\Delta_j|$ and $\varepsilon := \max_j |\Pi_j|$ tend to 0.

On the other hand, under the assumptions made we have $E_T(m(\Delta_j)) E_T(m([c, d])) = 0$ for any $j$, which implies $\Phi_\Delta E_T(m([c, d])) = 0$ and $\Phi([a, b]) E_T(m([c, d])) = 0$.

In a similar way, using the equalities $E_T(m(\Delta_j)) E_T(m(\Pi_j)) = 0$ for all $j = 1, \ldots, n$ and $k = 1, \ldots, m$, we obtain $\Phi_\Delta \Phi_\Pi = 0$, which implies $\Phi([a, b]) \Phi([c, d])^* = 0$.

Finally, we have, using (7),

$$
\Phi_\Delta \Phi_\Pi = \sum_{j=1}^n \sum_{k=1}^m \sqrt{\frac{n(\lambda_j)}{m'(\lambda_j)}} \sqrt{\frac{n(\mu_k)}{m'(\mu_k)}} E_T(m(\Delta_j)) \gamma(\lambda_j)^* \gamma(\mu_k) E_T(m(\Pi_k))
$$

$$
= \sum_{j=1}^n \sum_{k=1}^m \sqrt{\frac{n(\lambda_j)}{m'(\lambda_j)}} \sqrt{\frac{n(\mu_k)}{m'(\mu_k)}} E_T(m(\Delta_j)) \frac{M(\mu_k) - M(\lambda_j)}{\mu_k - \lambda_j} E_T(m(\Pi_k))
$$

$$
= \sum_{j=1}^n \sum_{k=1}^m \sqrt{\frac{n(\lambda_j)}{m'(\lambda_j)}} \sqrt{\frac{n(\mu_k)}{m'(\mu_k)}} \frac{M(\mu_k) - M(\lambda_j)}{\mu_k - \lambda_j} E_T(m(\Delta_j)) E_T(m(\Pi_k)) = 0,
$$

which proves the remaining equality $\Phi([a, b])^* \Phi([c, d]) = 0$. \qed

All the intervals we considered so far were contained in the gap $J$ together with their closures. Let us extend the above considerations to arbitrary subintervals of $J$.

**Lemma 9.** The strong limit

$$
\Phi(J) := \text{s-lim}_{\varepsilon \to +0} \Phi([a_0 + \varepsilon, b_0 - \varepsilon])
$$

exists and defines a unitary map from $\text{ran } E_T(m(J))$ to $\text{ran } E_H(J)$

**Proof.** Let us take a monotonically decreasing sequence of $(\varepsilon_n)_{n \geq 0}$ converging to 0 such that $a_0 + \varepsilon_n, b_0 - \varepsilon_n \notin \text{spec}_p H$. Denote $J_n := [a_0 + \varepsilon_n, b - \varepsilon_n]$ and

$$
\Phi(J_n \setminus J_{n-1}) := \Phi([a_0 + \varepsilon_n, a_0 + \varepsilon_{n-1}]) + \Phi([b_0 - \varepsilon_{n-1}, b_0 - \varepsilon_n]).
$$

Let $\xi \in G$, then

$$
\Phi(J_n)\xi = \Phi(J_0)\xi + \sum_{j=0}^n \Phi(J_n \setminus J_{n-1})\xi. \quad (22)
$$
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By Lemma 8, the summands on the right-hand side of (22) are pairwise orthogonal. Moreover, by Lemma 7(a) we have

$$\left\| \Phi(\sigma) \right\|^2_\mathcal{H} = \left\| E_T(m(\sigma)) \right\|^2_\mathcal{G}$$

and

$$\left\| \Phi(J) \right\|^2_\mathcal{H} = \left\| E_T(m(J)) \right\|^2_\mathcal{G},$$

and once can estimate

$$\left\| \Phi(\sigma) \right\|^2_\mathcal{H} + \sum_{j=0}^n \left\| \Phi(J_\sigma J_{n-j}) \right\|^2_\mathcal{H} = \left\| E_T(m(\sigma)) \right\|^2_\mathcal{G} + \sum_{j=0}^n \left\| E_T(m(J_\sigma J_{n-j})) \right\|^2_\mathcal{G}$$

$$\leq \left\| E_T(m(J)) \right\|^2_\mathcal{G} < \infty.$$

Hence, the series on the right-hand side of (22) converges, and one shows that the limit is in fact independent of the choice of the sequence \( \varepsilon_n \) in the standard way using the relations

$$s\text{-lim}_{\varepsilon \rightarrow +0} E_T((a_\sigma a_0 + \varepsilon)) = s\text{-lim}_{\varepsilon \rightarrow +0} E_T((b_\sigma b_0 - \varepsilon)) = 0.$$

Therefore, the map \( \Phi(J) \) is well defined. Let us show that the assumptions of Lemma 6 are satisfied. First, proceeding as above we can show the equality

$$\Phi(J)^* := s\text{-lim}_{\varepsilon \rightarrow +0} \Phi([a_\sigma a_0 + \varepsilon, b_\sigma b_0 - \varepsilon])^*.$$ 

Second, by combining the results of Lemma 4, Lemma 7(a) and Lemma 8 we see that for \( n < m \) one has the identities \( \Phi(J_\sigma J_m) = \Phi(J_n) \Phi(J_m)^* = \Phi(J_n) \). Taking first the strong limit for \( m \rightarrow +\infty \) and then the strong limit as \( n \rightarrow +\infty \), we arrive at \( \Phi(J)^* \Phi(J) = E_T(m(J)) \) and \( \Phi(J) \Phi(J)^* = E_H(J) \), which gives the conclusion by applying Lemma 6.

The following theorem summarizes the above constructions.

**Theorem 10.** For any borelian subset \( \Omega \) of \( J \) one has \( E_H(\Omega) = \Phi(J) E_T(m(\Omega)) \Phi(J)^* \).

**Proof.** Assume first that \( \Omega \subset J \) is a closed interval whose endpoints are not eigenvalues of \( H \). Take the same family of intervals \( (J_m) \) as in the above proof of Lemma 9 then for sufficiently large \( m \) and \( n \) one has \( \Omega \subset J_m \) and \( \Omega \subset J_n \). By Lemma 7 and Lemma 8 we have \( E_H(\Omega) = \Phi(J_m) E_T(m(\Omega)) \Phi(J_n)^* \). Taking the repeated strong limit, first for \( n \rightarrow +\infty \) and then for \( m \rightarrow +\infty \), one arrives at \( E_H(\Omega) = \Phi(J) E_T(m(\Omega)) \Phi(J)^* \). This identity is then extended to all borelian subsets \( \Omega \subset J \) using the \( \sigma \)-additivity.

As an immediate corollary we have the following relation between \( H \) and \( T \):

**Corollary 11.** Introduce the orthogonal projections \( P_H : \mathcal{H} \rightarrow \text{ran} E_H(J) \) and \( P_T : \mathcal{G} \rightarrow \text{ran} E_T(m(J)) \), then the operators \( m(H_J) \) and \( T(m(J)) \) are related by \( m(H_J) = UT(m(J))U^* \), where \( U \) is the unitary operator from \( \text{ran} E_T(m(J)) \) to \( \text{ran} E_H(J) \) defined by \( U := P_H \Phi(J) P_T^* \).
Proof. The unitarity of the map $U$ was already shown in Lemma 9, and the requested equality is obtained from the spectral theorem and Theorem 10 as follows

$$m(H_J) = P_H \int J m(\lambda) dE_H(\lambda) P_H^*$$

$$= P_H \Phi(J) \int J m(\lambda) \Phi(J)^* P_H = P_H \Phi(J) \int \lambda dE_T(\lambda) \Phi(J)^* P_H^*$$

$$= P_H \Phi(J) P_T \int R \lambda dE_T(\lambda) \Phi(J)^* P_H = U T_{m(J)} U^*.$$

Remark 12. The assertions of Corollary 11 can also be rewritten in an equivalent form as

$$H_J = U m^{-1}(T_{m(J)}) U^*.$$ Taking into account the identity

$$m^{-1}(T_{m(J)}) = \int J m(\lambda)$$

and applying the elementary arguments with the Riemann-Stieltjes integral sums one can represent $H_J$ as a two-side operator Riemann-Stieltjes integral

$$H_J = P_H \int J m(\lambda) \gamma dE_T(\lambda) \gamma^* P_H^*,$$

which may be viewed as a direct generalization of Proposition 3 to the case of arbitrary spectra.

4 Applications

4.1 Direct sums and arrays of quantum dots

Let $L$ be a closed symmetric densely defined operator in a Hilbert space $K$ with deficiency indices $(1,1)$, and let $(\mathcal{C}, \pi, \pi')$ be a boundary triplet for $L$; we denote by $\nu$ and $m$ be the associated $\gamma$-field and Weyl function, respectively. Denote by $K^0$ the self-adjoint extension of $L$ defined by the boundary conditions $\pi f = 0$.

Now let $\mathcal{A}$ be a non-empty countable set. Introduce a Hilbert space $H$ and an operator $S$ in $H$ by

$$H := \bigoplus_{\alpha \in \mathcal{A}} H_\alpha, \quad S = \bigoplus_{\alpha \in \mathcal{A}} S_\alpha,$$

where each $H_\alpha$ is a copy of $K$ and $S_\alpha := L$. Elementary considerations show that $S$ is a closed densely defined symmetric operator whose deficiency indices are $(a,a)$, where $a$ is the cardinality of the set $\mathcal{A}$, and as a boundary triplet for $S$ one can take $(\mathcal{G}, \Gamma, \Gamma')$ with

$$\mathcal{G} := l^2(\mathcal{A}), \quad \Gamma(f_\alpha) = (\pi f_\alpha), \quad \Gamma'(f_\alpha) = (\pi' f_\alpha).$$

Clearly, the associated $\gamma$-field $\gamma(z)$ is just the direct sum, $\gamma(z)(\xi_\alpha) = (\nu(z) \xi_\alpha)$, and the Weyl function is $M(z) = m(z) \text{Id}$, where $\text{Id}$ the identity operator in $\mathcal{G}$. We refer to [29, Section 3] for a detailed discussion of boundary triplet machinery for direct sums. We also
remark that the above construction exhausts, up to a unitary equivalence, all the cases in which the Weyl function is of scalar type, i.e. is just the multiplication by a scalar function, see [2].

Our aim now is to study the self-adjoint extensions of \( S \). Note first that, due to the above construction, the distinguished extension of \( S \) defined by \( H^0 := S^* \mid \ker \Gamma \) is just the direct sum of the copies of the operator \( K^0 \) and, in particular, one has the equality \( \text{spec} H^0 = \text{spec} K^0 \). Now let \( T \) be a bounded self-adjoint operator in \( \mathcal{G} \). Consider the self-adjoint operator

\[
H_T := S^* \mid \ker (\Gamma' - TT);
\]

it is known that \( H_T \) is a self-adjoint extension of \( S \) [17], and we are going to show that its spectral analysis is covered by the scheme of the present paper. Define

\[
\Gamma_T := \Gamma, \quad \Gamma'_T := \Gamma' - TT,
\]

then one can easily see that \((\mathcal{G}, \Gamma_T, \Gamma'_T)\) is another boundary triplet for \( S \), that the associated \( \gamma \)-field is the same as for \((\mathcal{G}, \Gamma, \Gamma')\), and that the associated Weyl function \( M_T \) has the form \( M_T(z) := m(z) - T \). At the same time, with respect to this new boundary triplet the operator \( H^0 \) corresponds to the boundary conditions \( \Gamma_T f = 0 \), and \( H_T \) corresponds to the boundary conditions \( \Gamma'_T f = 0 \).

The physical interpretation of the above situation is as follows. The operator \( K^0 \) may be viewed as a Hamiltonian of a single quantum dot, and a copy of the quantum dot is placed at each node of a discrete structure \( A \). Then the operator \( H^0 \) describes the array of non-interacting quantum dots, while \( H_T \) is Hamiltonian of the quantum dots interacting with each other through the boundary conditions \( \Gamma'_f = TTf \), and one can be interested in the dependence of the spectral properties of \( H_T \) on the “interaction parameter” \( T \) describing the inter-node interactions. Such an approach is known under the name “restriction-extension procedure” which proved its usefulness in the study of solvable models in quantum mechanics [11, 16, 38]. So Corollary [11] being applied to the present situation gives the following results:

**Theorem 13.** For any bounded self-adjoint operator \( T \) in \( \ell^2(A) \) and any interval \( J \subset \mathbb{R} \setminus \text{spec} K^0 \) one has \( (H_T)_J = U m^{-1}(T m(J)) U^* \), where \( U \) acts as

\[
U = \int_J \sqrt{\frac{1}{m'(\lambda)}} \gamma(\lambda) dE_T(m(\lambda))
\]

being considered as a unitary map from \( \text{ran} E_T(m(J)) \) to \( \text{ran} E_{H_T}(J) \).

For example, the papers [22, 23] study the case when \( K^0 \) is a magnetic harmonic oscillator,

\[
\mathcal{K} = L^2(\mathbb{R}^2), \quad K^0 = -\left( \frac{\partial}{\partial x_1} - iBx_2 \right)^2 - \frac{\partial^2}{\partial x_2^2} + \omega^2 (x_1^2 + x_2^2), \quad \omega, B > 0,
\]

and \( L \) is the restriction of \( K^0 \) on the functions vanishing at the origin. Under a certain standard choice of the boundary triplet, the associated maps \( \nu(z) \) and \( m(z) \) are of the form

\[
\nu(z) \xi = \xi G(\cdot, 0; z), \quad m(z) = \lim_{x \to 0} \left( G(x, 0; z) + \frac{\log |x|}{2\pi} \right)
\]
where $G$ is the Green function of $K^0$, i.e. the integral kernel of the resolvent $(K^0 - z)^{-1}$ for $z \notin \text{spec } K^0$; explicit analytic expressions for $G$ and $m$ are given in [22]. The operator $K^0$ has a discrete spectrum, which means that $\text{spec } H^0$ is a discrete set. Outside this “forbidden set” the Hamiltonian $H_T$ is completely described in terms of $T$.

4.2 Differential operators on networks

Another series of examples comes from the study of differential operators on networks, also called metric graphs or quantum graphs, see the recent monograph [8] and the collections [20, 40]. Let us describe a representative particular case where our machinery works; we use the notation proposed in [14].

Let $X$ be a countable connected graph with symmetric neighborhood relation $\sim$ and without loops and multiple edges. We shall view it as a one-complex, where each edge is a homeomorphic copy of the unit interval, and the edges are glued together at common endpoints. We write $X^0$ for the vertex set and $X^1$ for the one-skeleton of $X$. Every point of $X^1$ is of the form $(xy, t)$, the point at distance $t$ from $x$ on the non-oriented edge $[x, y] = [y, x]$, where $t \in [0, 1]$ and $x, y \in X^0$ with $x \sim y$. Thus one has $(xy, 0) = x$ and $(xy, t) = (yx, 1 - t)$. In this way, the discrete graph metric on the vertex set (minimal length = number of edges of a connecting path) has a natural extension to $X^1$.

On $X^0$ one has a natural discrete measure $m^0$ defined by

$$m^0(x) = \# \{y \in X^0 : y \sim x\}$$

and we assume that

$$m^0(x) < \infty \text{ for any } x \in X^0.$$

On $X^1$ we introduce the continuous Lebesgue measure $m^1$ which at the point $(xy, t)$ is given by $dt$ if $t \in (0, 1)$, and the vertex set has $m^1$-measure equal to zero. The graph $X$ equipped with the above constructions will be called a network or a metric graph.

For any function $F : X^1 \to \mathbb{C}$ and for $x \in X^0$ and $y \sim x$ denote by $F_{xy}$ the function $t \mapsto F(xy, t)$, then the Hilbert space $L^2(X^1, m^1)$ is exactly the space of the measurable functions $F$ such that

$$\|F\|_{L^2(X^1, m^1)}^2 := \sum_{x \sim y} \|F_{xy}\|_{L^2(0, 1)}^2 < \infty;$$

we assume that each edge appears only once in the sum. Associated with a network, there are at least two natural operators. The first one is the discrete transition operator $P$ acting on functions $g : X^0 \to \mathbb{C}$ by

$$Pg(x) = \frac{1}{m^0(x)} \sum_{y : y \sim x} g(y).$$

The above expression defines a bounded self-adjoint operator in $\ell^2(X^0, m^0)$ with the norm $\leq 1$, to be denoted by the same symbol $P$. The second operator is the continuous (positive) Laplace operator $L$ acting in the space $L^2(X^1, m^1)$ as the second derivative. More precisely, for any function $F$ the prime sign will denote the derivation with respect to the length parameter, i.e.

$$F'(xy, t) := F''_{xy}(t).$$
We introduce the space 
\[ \hat{H}^k(X^1, m^1) := \left\{ F \in L^2(X^1, m^1) : F^{(k)} \in L^2(X^1, m^1) \right\}, \]
then the operator \( L \) acts as \( LF = -F'' \) on functions \( F \in \hat{H}^2(X^1, m^1) \) satisfying the boundary conditions
\[ F(xu, 0) = F(xv, 0) =: F(x) \quad \text{for all } x, u, v \in X^0 \text{ with } u \sim x \text{ and } v \sim x, \quad (23) \]
\[ F'(x) = 0 \quad \text{for all } x \in X^0, \quad \text{where } F'(x) := \sum_{y : y \sim x} F'(xy, 0^+). \]

It has been known for a long time that the discrete operator \( P \) and the network laplacian \( L \) are closely related \([6, 15, 19, 35]\). In particular, for the case of a finite \( X \) it was shown in \([6]\) that
\[ \text{spec } L \setminus \Sigma = \left\{ z \notin \Sigma : \cos \sqrt{z} \in \text{spec } P \right\} \quad \text{with} \quad \Sigma := \left\{ (\pi n)^2 : n \in \mathbb{N} \right\}, \]
and it was extended in \([15]\) to the case of arbitrary graphs. The set \( \Sigma \) plays a special role, and its relation with the spectrum of \( L \) is also known but the presentation of the respective results would need some special vocabulary from the graph theory; an interested reader may consult the respective section in \([15]\). It was pointed out in the author’s paper \([36]\) that the boundary triplet machinery can be applied to the study of the operator \( L \). This approach was used to improve the above relation: it was first shown that
\[ \text{spec}_* L \setminus \Sigma = \left\{ z \notin \Sigma : \cos \sqrt{z} \in \text{spec}_* P \right\}, \quad * \in \{ p, \text{pp, disc, ess, ac, sc} \}, \]
see \([13\, \text{Section 3.5}]\), and later it was shown that for any interval \( J \subset \mathbb{R} \setminus \Sigma \) the operator \( \cos \sqrt{\lambda J} \) is unitarily equivalent to \( P_{\cos \sqrt{\lambda J}} \), see \([37, \text{Theorem 17}]\); here and below we use the notation
\[ \cos \sqrt{J} := \left\{ \cos \sqrt{\lambda} : \lambda \in J \right\}. \]

Let us recall how the boundary triplet machinery applies to this case and explain what kind of improvements can be obtained.

Denote by \( S \) the restriction of \( L \) to the functions \( F \) for which \( F(x) = 0 \) for all \( x \in X^0 \). Clearly, this is a closed densely defined symmetric operator. The following assertions are proved in \([36]\):

- the adjoint operator \( S^* \) acts as \( F \mapsto -F'' \) on the domain
  \[ \text{dom } S^* = \left\{ F \in \hat{H}^2(X^1, m^1) : \text{Eq. (23) holds} \right\}, \]
- as a boundary triplet for \( S \) one can take \((G, \Gamma, \Gamma')\) with
  \[ G = l^2(X^0, m^0), \quad \Gamma f := (F(x)), \quad \Gamma' f := \left( \frac{F'(x)}{m^0(x)} \right), \]
- the associated \( \gamma \)-field is given by
  \[ \gamma(z) \xi (xy, t) = \xi(x) \frac{\sin(\sqrt{z}(1-t))}{\sin \sqrt{z}} + \xi(y) \frac{\sin(\sqrt{z}t)}{\sin \sqrt{z}}, \]
the associated Weyl function takes the form

\[ M(z) = -\frac{\sqrt{z}}{\sin \sqrt{z}} \left( \cos \sqrt{z} - P \right). \]

It is easy to see that:

- \( L \) is exactly the restriction of \( S^* \) to \( \ker \Gamma' \),
- the restriction \( L^0 := S^* \mid \ker \Gamma \) is the direct sum (over all edges \( xy \)) of the Dirichlet Laplacians on \((0, 1)\), and \( \text{spec} L^0 = \Sigma \).

So we are in the situation covered by the present paper. Using the equality \( n = 2m' \) and applying Corollary 11 we arrive at the following result:

**Theorem 14.** For any interval \( J \subset \mathbb{R} \setminus \Sigma \) one has \( \cos \sqrt{L_J} = UP_{\cos \sqrt{J}}U^* \), where the operator \( U \) acts by

\[ U = \sqrt{2} \int_J \gamma(\lambda)dE_P(\cos \sqrt{\lambda}). \]

and defines a unitary map from \( \text{ran} E_P(\cos \sqrt{J}) \) to \( \text{ran} L_J \).

We note that the above operator \( L \) is just a particular case of a differential operator acting on a network. It was shown in several papers that Weyl functions of the form (4) appear also in other cases, for example, for operators with magnetic fields, more general boundary conditions, additional scalar potentials, we refer e.g. to \([12, 36, 37, 39]\) and to the references there-in. In all those cases one obtains a similar result on a unitary equivalence between a differential operator and a certain discrete operator: the operator \( P \) becomes then a generalized discrete Laplacian [39], and the function \( z \mapsto \cos \sqrt{z} \) should be replaced by a certain analytic function expressed in terms of fundamental solutions [37, Section 3.2].

**Remark 15.** The above operator \( P \) is just one operator from a large family of Laplace-type operators associated with a graph. There exists various unbounded counterparts for which the problem of self-adjoint extensions has its own interest, cf. the recent works [24, 28].

**Remark 16.** The operators \( L \) of the above type could be viewed as operator-valued ordinary differential operators, whose study is rather active during the last years [7, 21, 26, 32, 34], but are not aware of any previous result giving a unitary equivalence between such an operator and the coefficients in the respective boundary conditions.
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