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Abstract

Probabilistic programs with mixed support (both continuous and discrete latent random variables) commonly appear in many probabilistic programming systems (PPSs). However, the existence of the discrete random variables prohibits many basic gradient-based inference engines, which makes the inference procedure on such models particularly challenging. Existing PPSs either require the user to manually marginalize out the discrete variables or to perform a composing inference by running inference separately on discrete and continuous variables. The former is infeasible in most cases whereas the latter has some fundamental shortcomings. We present a novel approach to run inference efficiently and robustly in such programs using stochastic gradient Markov Chain Monte Carlo family of algorithms. We compare our stochastic gradient-based inference algorithm against conventional baselines in several important cases of probabilistic programs with mixed support, and demonstrate that it outperforms existing composing inference baselines and works almost as well as inference in marginalized versions of the programs, but with less programming effort and at a lower computation cost.

1 Introduction

Probabilistic programming [8, 11, 26, 7] represents statistical models as programs written in an otherwise general programming language that provides syntax for the definition and conditioning of random variables. Inference can be performed on probabilistic programs to obtain the posterior distribution or point estimates of the variables. Inference algorithms are provided by the probabilistic programming framework, and each algorithm is usually applicable to a wide class of probabilistic programs in a black-box automated manner. The algorithms include Markov Chain Monte Carlo (MCMC) variants — Metropolis-Hastings [24, 11, 27], Hamiltonian Monte Carlo (HMC) [14, 2], as well as expectation propagation [12], extensions of Sequential Monte Carlo [26, 23, 15, 17, 13], variational inference [25, 9], and gradient-based optimization [2, 1].

A probabilistic program computes the (unnormalized) probability of its execution [26]. An execution is summarized as an instantiation of the program trace, and the probability is a function of the trace. Some probabilistic programming frameworks require that the trace shape be specified upfront, i.e. static [2, 21], while others allow introduction of trace components dynamically [8, 16, 7, 5, 22], in the course of a program execution.

Efficient inference methods for probabilistic programs, especially in the high-dimensional scenario, often involve computation of the gradient with respect to the latent variables [19, 2, 5, 21, 1]. This restricts gradient-based inference methods to differentiable programs with continuous variables only. Probabilistic programs with a mixture of continuous and discrete variables, such as mixture models, state space models, and factor models, must resort to alternatives which do not rely solely on differentiability, at the cost of lower performance and poorer scalability.

Take a standard Gaussian mixture model (GMM) as an example. In GMM, the continuous latent variables are usually the mean and variance of the Gaussian distribution of each mixture component, and the discrete variables are the assignments of each data point to a mixture component. Inference in GMM can be performed by either manually marginalizing out the discrete latent vari-
ables, or by combining conditional gradient-based inference on continuous variables, and conditional gradient-free (such as Gibbs sampling) inference on discrete variables. Manual marginalization is straightforward in the case of GMM, as suggested by Stan [19], but can be more complex in most other cases, and even intractable. Conditional inference on each group of variables is prone to slow mixing and poor robustness in the face of multimodality. A generic robust inference method which both exploits differentiability and is applicable to probabilistic programs with mixed support is highly desirable.

In this work, we focus on the probabilistic programs with a mixture of continuous and discrete variables, differentiable with respect to the continuous variables, and propose to treat them as stochastically differentiable. We derive an unbiased stochastic estimate of the gradient of the marginal log likelihood that can be efficiently computed. We then demonstrate how one can apply stochastic gradient-based inference methods [10], in particular stochastic gradient Hamiltonian Monte Carlo (sgHMC) [3], on stochastically differentiable models with this estimate. To show the potential usage, a reference implementation of the probabilistic programming facility that supports stochastically differentiable probabilistic programs is presented in Section 4. We compare our proposed adaptation of sgHMC on three stochastically differentiable models against manually marginalized inference and the state-of-the-art automated method in PPSs, composing inference, and empirically confirm the substantial improvements of our approach.

Contributions This work brings the following contributions:

- the notion of a stochastically differentiable probabilistic program;
- an unbiased stochastic estimator for the gradient of the marginal log likelihood of such a program;
- an adaptation of sgHMC with this estimator as the automated inference engine;
- a reference implementation of probabilistic programming with support for stochastically differentiable probabilistic programs in Go programming language [6].

Notation We denote by \( p(\mathbf{x}) \) the probability or probability density of random variable \( \mathbf{x} \), and by \( p(\mathbf{x}|\mathbf{y}) \) the conditional probability or probability density of \( \mathbf{x} \) given \( \mathbf{y} \), depending on the domain of \( \mathbf{x} \). We write \( \mathbf{z} \sim p(\cdot) \) when \( \mathbf{z} \) is a random variable with probability \( p(\cdot) \). We denote by \( \tilde{p}(\cdot) \) a probability known up to a normalization constant, i.e. the unnormalized probability.

2 Stochastically Differentiable Probabilistic Program

To define a stochastically differentiable probabilistic program, we begin with definitions of a deterministic and a stochastic probabilistic program. Different definitions of (deterministic) probabilistic programs are given in the literature and reflect different views and accents. For the purpose of this work, let us give the following broad definition:

**Definition 1.** A deterministic probabilistic program \( \Pi \) that defines a distribution over traces \( p(\mathbf{x}|\mathbf{y}) \) is a computer program that accepts a trace assignment \( \mathbf{x} \) as one of its arguments, and returns the unnormalized probability of \( \mathbf{x} \) conditioned on other arguments \( \mathbf{y} \):

\[
\Pi(\mathbf{x}, \mathbf{y}) \Rightarrow \tilde{p}(\mathbf{x}|\mathbf{y}).
\]  

The trace assignment \( \mathbf{x} \) may have the form of a vector, or of a list of address-value pairs, or any other form suitable for a particular implementation. Accordingly, let us define a stochastic probabilistic program:

**Definition 2.** A stochastic probabilistic program \( \Xi \) that defines a distribution over traces \( p(\mathbf{x}|\mathbf{y}) \) is a computer program that accepts a trace assignment \( \mathbf{x} \) as one of its arguments, and returns the unnormalized probability of \( \mathbf{x} \) conditioned on other arguments \( \mathbf{y} \) and random variable \( \mathbf{z} \) conditioned on \( \mathbf{y} \):

\[
z \sim p(\mathbf{z}|\mathbf{y}) \\
\Xi(\mathbf{x}, \mathbf{y}) \Rightarrow \tilde{p}(\mathbf{x}|\mathbf{y}, \mathbf{z}).
\]  

A rationale for this definition is that \( \mathbf{z} \) corresponds to the nuisance parameters or nondeterministic choices inside the program. Finally, let us define a stochastically differentiable probabilistic program:

**Definition 3.** A stochastically differentiable probabilistic program \( \Xi \) is a stochastic probabilistic program (Definition 2) with trace \( \mathbf{x} \in \mathbb{R}^n \) such that \( \tilde{p}(\mathbf{x}|\mathbf{y}, \mathbf{z}) \) is differentiable w.r.t. \( \mathbf{x} \) for any \( \mathbf{y} \) and \( \mathbf{z} \).

Let us illustrate a stochastic (and stochastically differentiable) probabilistic program on an example:

**Example 1.** A survey is conducted among a company’s employees. The survey contains a single question: “Are you satisfied with your compensation?” To preserve employees’ privacy, the employee flips a coin before answering the question. If the coin shows head, the employee answers honestly; otherwise, the employee flips a coin again, and answers ‘yes’ on head, ‘no’ on tail. Based on survey outcomes, we want to know how many of the employees are satisfied with their compensations.
of large data sets, where the gradient was estimated by a posterior inference was originally motivated by the handling of nuisance random variables coin representing coin flips which are sampled inside the program from their prior distribution, but are not included in the trace — this makes the probabilistic program stochastic. The unnormalized probability of the trace is accumulated in variable prob. First, a Beta prior is imposed on theta (line 2). Then, prob is multiplied by the probability of each answer given theta and coin (lines 5–9).

**Manual marginalization** Though not generally the case, the program in Figure 1a can be rewritten as a deterministic probabilistic program (Figure 1b). Instead of flipping a coin as in line 4 of the stochastic program in Figure 1a, the probability of observation \( y[i] \) is computed in lines 5–6 as the sum of probabilities given either head or tail, weighted by the probabilities of head and tail (both are 0.5). For case studies (Section 4), we chose probabilistic programs for which manual marginalization was possible, and compared inference in stochastic and marginalized versions.

### 3 Inference

Efficient posterior inference in probabilistic models for which a stochastic gradient estimate of the logarithm of the unnormalized posterior density is available can be performed using a stochastic gradient Markov Chain Monte Carlo method [10]. Stochastic gradient posterior inference was originally motivated by the handling of large data sets, where the gradient was estimated by subsampling — computing the gradient on a small part of the dataset [3], but stochastic gradient MCMC methods are agnostic to the way the gradient is estimated, given an unbiased estimate is available, and can as well be applied to stochastically differentiable probabilistic programs. However, a naive estimate of the gradient as

\[
\nabla_x \log \tilde{p}(x|y) = \frac{\int_z p(z|y) \tilde{p}(x|y,z)dz}{\tilde{p}(x|y)}
\]

In what follows, we derive an unbiased estimate of the stochastic gradient, and elaborate on the use of the estimate within the framework of stochastic gradient Hamiltonian Monte Carlo (sgHMC).

### 3.1 Unbiased Stochastic Gradient Estimate

The unnormalized probability density \( \tilde{p}(x|y) \) is a marginalization of \( \hat{p}(x|y,z) \) over \( z \):

\[
\hat{p}(x|y) = \int_z p(z|y) \hat{p}(x|y,z)dz
\]

Posterior inference and maximum a posteriori estimation require a stochastic estimate of \( \nabla_x \log \tilde{p}(x|y) \):

\[
\nabla_x \log \tilde{p}(x|y) = \frac{\int_z p(z|y) \hat{p}(x|y,z) \nabla_x \log \tilde{p}(x|y,z)dz}{\hat{p}(x|y)}
\]

\[
= \int_z p(z|y) \hat{p}(x|y,z) \nabla_x \log \tilde{p}(x|y,z)dz
\]

\[
= \int_z p(x|y,z) p(z|y) \nabla_x \log \hat{p}(x|y,z)dz
\]

\[
= \int_z p(z|x, y) \nabla_x \log \hat{p}(x|y,z)dz
\]
By Monte Carlo approximation,
\[ z_i \sim p(z|x, y) \]
\[ \nabla_x \log \tilde{p}(x|y) \approx \frac{1}{N} \sum_{i=1}^{N} \nabla_x \log \tilde{p}(x|y, z_i) \tag{5} \]

Draws of \( z_i \) are conditioned on \( x \) and can be approximated by a Monte Carlo method, such as Markov chain Monte Carlo; \( p(z|y) \) need not be known for the approximation. Note that there are two Monte Carlo approximations involved:

1. gradient \( \nabla_x \log \tilde{p}(x|y) \) is approximated by a finite sum of gradients \( \nabla_x \log \tilde{p}(x|y, z_i) \);
2. draws of \( z_i \) from \( p(z|x, y) \) are approximated.

An intuition behind estimate (5) is that for marginalization, assignments to nuisance parameters which make the trace assignment more likely contribute more to the gradient estimate.

### 3.2 Inference with Stochastic Gradient HMC

Stochastic gradient Hamiltonian Monte Carlo [3] does not involve Metropolis-Hastings correction and requires only that a routine that computes a stochastic estimate of the gradient of the unnormalized posterior probability density should be provided. We propose here to use a single-sample gradient estimate, where \( z \) is drawn using an MCMC method, such as a Gibbs sampler or a variant of Metropolis-Hastings:

**Algorithm 1:** Single-sample gradient estimate

1. Draw \( z \) from \( p(z|x, y) \) (MCMC).
2. Return \( \nabla_x \log \tilde{p}(x|y, z) \).

Note that \( z \) is freshly drawn for each estimation of the gradient. Hence, every step through \( z \) is performed using a gradient estimate based on a new sample of \( z \).

Variance of this stochastic gradient estimate can be reduced by computing and averaging multiple estimates, each for a new draw of \( z \). This is similar to the well-known mini-batch stochastic gradient descent in stochastic optimization. In the case studies (Section 4), we compare statistical efficiency and computation time of inference with the single-sample and multi-sample stochastic gradient estimates.

Compare inference with sgHMC, using Algorithm 1 as the gradient estimate, to alternating inference, with (non-stochastic) HMC on \( x \) and an MCMC variant on \( z \):

**Algorithm 2:** Baseline: alternating HMC on \( x \) and MCMC on \( z \)

1. Draw \( z \) from \( p(z|x, y) \) (MCMC).
2. Draw \( x \) from \( p(x|y, z) \) (HMC).

Despite apparent similarity between Algorithms 1 and 2, one HMC iteration of Algorithm 1 involves multiple computations of the gradient for each draw of \( x \), all for the same sample of \( z \), as in the Leapfrog steps. A new sample of \( z \) is only drawn between iterations of HMC. This results in poorer mixing and may lead the sampler to get stuck in one of the modes of a multimodal posterior distribution.

As an illustration, consider the probabilistic program in Figure 2. This program specifies a Gaussian mixture model, \( p(x) = 0.5p(x|\mu = -1, \sigma = 0.5) + 0.5p(x|\mu = 1, \sigma = 0.5) \). Nuisance variable \( z \) selects either component with equal probability. Figure 3 shows densities of each of the components and of the mixture. For Algorithm 1, it directly samples from the entire mixture density, i.e. it re-draws \( z \) before each gradient step of \( x \), which enables the posterior samples of \( x \) to cover both modes. However, the HMC step of Algorithm 2 will condition on a fixed \( z \), i.e. sample \( x \) for \( L \) leapfrog steps conditioned on \( z = 1 \) or 2, which makes the samples mainly concentrated around one mode. The estimates of \( x \) will only evolve to the other mode once \( z \) changes based on samples from the current mode, with potentially low mixing rate.

More evidence for poorer mixing and lower statistical efficiency is provided in the case studies. Compared to that, Algorithm 1 estimates the gradient for a new draw of \( z \) on each invocation.

### 4 Case Studies

We implemented inference in stochastically differentiable probabilistic programs using Infergo [21], a probabilistic programming facility for the Go programming language. Due to reliance of Infergo on pure Go code for probabilistic programs, no changes were necessary to the way probabilistic programs are represented. Implementation of sgHMC for the case studies in this paper will be made publicly available upon publication and proposed for inclusion into Infergo.

We evaluated inference in stochastically differentiable probabilistic programs on several models. In each evaluation, we created two probabilistic programs: the standard probabilistic program with a mixed support as
```python
func TwoNormals(x float) float {
  z := Bernoulli (0.5). sample()
  if z {
    return Normal(1, 0.5). pdf(x)
  } else {
    return Normal(-1, 0.5).pdf(x)
  }
}
```

(a) Mixture of two Gaussians: nuisance variable \( z \) selects either \( N(-1, 0.5) \) or \( 5N(1, 0.5) \).

(b) Mixture of two Gaussians: HMC conditioned on either \( z = \text{false} \) or \( z = \text{true} \) will alternate between exploring each of the components, while sgHMC will directly draw samples from the posterior.

Figure 2: An illustration example: sgHMC vs. MCMC + HMC

users may write (akin to Figure 1a) and a corresponding marginalized program (akin to Figure 1b). Additionally, for comparison, we implemented a marginalized program for each model in Stan \([2]\); we verified that the posterior distributions inferred by each of inference schemes on both mixed support and marginalized programs are consistent with the Stan version. We provide results for three models in this study: compensation survey (Section 4.1), Gaussian mixture model, and hidden Markov model. Details of each model are provided later in this section. The full source code, data, and evaluation scripts for the case studies will be made publicly available upon publication.

The purpose of these case studies is to compare statistical efficiency and computation time of sgHMC, combination of MCMC and HMC on mixed-support models, and HMC on marginalized models. For each model, we measured, and averaged over 10 independent runs, the effective sample size and the computation time. Four inference schemes were applied:

- (ours) sgHMC with a single-sample gradient estimate;
- (ours) sgHMC with 10-sample gradient estimate;
- a combination of MCMC (sitewise Metropolis-Hastings) on discrete variables and HMC on continuous variables;
- HMC on the marginalized model.

All inference schemes were run to produce 10 000 samples (sufficient for convergence on all models in the studies), with 10 steps (gradient estimates) between samples. The step resulting in the largest effective sample size for HMC on the marginalized model was chosen and fixed for all over schemes on the same model. This choice of the step size favors HMC in comparison, meaning that the actual comparative performance of sgHMC on stochastically differentiable probabilistic programs is at least as good, or better, as what follows from the evaluation.

The measurements are summarized in Tables 1 and 2 including empirical standard deviations over multiple runs. Table 1 shows effective sample sizes. Larger numbers are better. Effective sample size of HMC on marginalized program is 15%–20% larger than sgHMC with a single-sample gradient estimate and 5–7% larger than sgHMC with 10-sample estimate. The MH+HMC combination consistently produces sample sizes which are lower by 30–60%. Table 2 shows computation times. While 10-sample gradient estimate is computationally expensive and results in almost linear increase in the total computation time, cancelling the improvement due to a less noisy gradient estimate, sgHMC exhibits the shortest computation time for all models, 2.5–4.5 times shorter than HMC on the marginalized program. This is because the marginalized version has both a higher asymptotic complexity (more details are in descriptions of each of the case studies) and involves computationally expensive exponentiation (calls to LogSumExp in Figures 3b, 4b, and 5b).

Table 3 combines Tables 1 and 2 to show approximate effective sample size in seconds. Despite a slightly lower total effective sample size of sgHMC, the effective sample size of sgHMC with a single-sample gradient estimate is 2–4 times larger than that of HMC on the marginalized model. To summarize, sgHMC with a single-sample gradient estimate has the best performance on the mixed support probabilistic programs used in the case studies, outperforming HMC on marginalized models by a number of times even for parameters favoring...
Table 1: Effective sample size

| model       | sgHMC, 1 sample | sgHMC, 10 samples | MH+HMC    | HMC, marginalized |
|-------------|-----------------|-------------------|-----------|-------------------|
| Survey      | 4600 ± 180      | 5000 ± 160        | 2800 ± 300| 5200 ± 200        |
| GMM         | 5900 ± 240      | 6800 ± 200        | 1900 ± 200| 7200 ± 150        |
| HMM         | 6200 ± 280      | 6300 ± 220        | 4800 ± 190| 6700 ± 180        |

Table 2: Computation time, seconds

| model       | sgHMC, 1 sample | sgHMC, 10 samples | MH+HMC    | HMC, marginalized |
|-------------|-----------------|-------------------|-----------|-------------------|
| Survey      | 6.5 ± 0.1       | 40 ± 1            | 7.4 ± 0.1 | 21 ± 0.5          |
| GMM         | 35 ± 0.7        | 340 ± 5           | 38 ± 0.7  | 95 ± 2            |
| HMM         | 10 ± 0.3        | 98 ± 3            | 10 ± 0.3  | 46 ± 0.8          |

Table 3: Effective sample size per second

| model       | sgHMC | MH+HMC | HMC |
|-------------|-------|--------|-----|
| Survey      | 650   | 380    | 240 |
| GMM         | 170   | 50     | 75  |
| HMM         | 620   | 480    | 145 |

HMC in the comparison.

4.1 Compensation Survey

The compensation survey follows the description in Section 4.1. The mixed support program is shown in Figure 3a and the marginalized version in Figure 3b. For evaluation, a data set of 60 observations, corresponding to 67% satisfaction, was used. The marginalized version has the same asymptotic complexity as the mixed support version, but should take at least twice as long to run due to computation of the log probability for both coin flip outcomes (lines 5–7). This is consistent with the empirical measurements, 21 vs 6.5 seconds, (Table 2), with extra time spent in LogSumExp.

4.2 Gaussian Mixture Model

The Gaussian mixture model infers means and standard deviation of the components, given a set of samples from the mixture and the number of components. The mixed support program is shown in Figure 4a and the marginalized version in Figure 4b. For evaluation, a data set of 100 observations, corresponding to two components with equal probability of either component, was used. The computation time of the marginalized version is at least the computation time of the mixed support program times the number of components (at least twice longer for two components) due to the inner loop in lines 8–15. This is consistent with the empirical measurements, 95 vs. 35 seconds (Table 2), with extra time spent in LogSumExp.

4.3 Hidden Markov Model

The Hidden Markov model infers the transition matrix given the emission matrix and the observations. The mixed support program is shown in Figure 5a and the marginalized version in Figure 5b. For evaluation, a data set of 16 observations, corresponding to three distinct hidden states, was used. Following [20], the marginalized version implements the costly forward pass of the forward-backward algorithm. The computation time of the marginalized version, in a naive implementation, is at least the computation time of the mixed support program times the squared number of hidden states (at least nine times longer for three hidden states). This is due to the doubly-nested loop in lines 11–20. The forward pass also involves two distinct calls to LogSumExp, one in line 18, on each iteration of the inner loop, and the other in line 22. The marginalized version in Figure 5b optimizes the inner loop by reusing computations, but the computation time of the marginalized version is still five times longer than that of the mixed support version, 46 vs. 10 seconds (Table 2).

5 Related Work

Stochastically differentiable probabilistic programs as introduced in Section 2, though may be named differently, commonly appeared in many different probabilistic programming systems (PPSs). However, the mixture of continuous and discrete random variables substantially complicates the inference procedures in PPS as automated engines. Especially, the inference procedure...
1 func (m *StochasticModel)
2 Observe(x [] float64) float64 {
3 ll := 0.
4 theta := mathx.Sigm(x[0])
5 for i := 0; i < len(m.Y); i++ {
6 if m.Coin[i] {
7 ll += Flip.Logp(theta, m.Y[i])
8 } else {
9 ll += Flip.Logp(0.5, m.Y[i])
10 }
11 }
12 return ll
13 }

(a) Compensation survey

Figure 3: Code Example for the Compensation Survey

1 func (m *StochasticModel)
2 Observe(x [] float64) float64 {
3 ll := Normal.Logps(0, 10, x ...)
4 for j := range m.Mu {
5 m.Mu[j] = x[2*j]
6 m.Sigma[j] = math.Exp(x[2*j+1])
7 }
8 for i := 0; i < len(m.Data); i++ {
9 lj := Normal.Logp(m.Mu[j], m.Sigma[j], m.Data[i])
10 if j == 0 {
11 l = lj
12 } else {
13 l = mathx.LogSumExp(l, lj)
14 }
15 ll += l
16 }
17 return ll
18 }

(b) Gaussian mixture model

Figure 4: Code Example for the GMM

can become extremely challenging if the program trace is not static, i.e. the support of the program is dynamic.

To perform inference in such models in PPSs such as Stan [2], which are usually designed around one or two efficient gradient-based inference methods such as HMC, the user would need to manually marginalize out the discrete nuisance variables since they violate the prerequisite of the inference engines. Unfortunately, this is not feasible in most cases and also adds unnecessary burden for the user, which violates the principle of automation in PPS at the first place.

Alternative choices may be PPSs such as PyMC3 [19], Turing.jl [5], and Gen [4] where one can customize different kernels for different variables as composing inference. For example, one can use the Metropolis-within-Gibbs sampler for the nuisance variables and HMC for
1 func (m *StochasticModel)
2 Observe(x [] float64) float64 {
3 ll := Normal.Logps(0, 10, x ...)
4 for i := range m.logT {
5 D.SoftMax(x[i*m.NStat:(i+1)*m.NStat], m.logT[i])
6 for j := range m.logT[i] {
7 m.logT[i][j] = math.Log(m.logT[i][j])
8 }
9 }
10 noise := math.Exp(m.Noise)
11 for i := range m.Data {
12 ll += Normal.Logp(float64(m.States[i]), noise, m.Data[i])
13 if i != 0 {
14 for j := 0; j != m.NStat; j++ {
15 m.acc[j] = m.gamma[i-1][j] + m.logT[j][j]
16 m.gamma[i][j] += D.LogSumExp(m.acc)
17 }
18 }
19 return ll
20 }

(a) Hidden Markov model

1 func (m *DeterministicModel)
2 Observe(x [] float64) float64 {
3 ll := Normal.Logps(0, 10, x ...)
4 for i := range m.logT {
5 D.SoftMax(x[i+m.NStat:(i+1)*m.NStat], m.logT[i])
6 for j := range m.logT[i] {
7 m.logT[i][j] = math.Log(m.logT[i][j])
8 }
9 }
10 noise := math.Exp(m.Noise)
11 for i := range m.Data {
12 for j := 0; j != m.NStat; j++ {
13 m.gamma[i][j] = Normal.Logp(float64(m.States[i]), noise, m.Data[i])
14 if i != 0 {
15 for j_ := 0; j_ != m.NStat; j_++ {
16 m.gamma[i][j] += D.LogSumExp(m.gamma[i][j])
17 m.gamma[i][j] += D.LogSumExp(m.gamma[i][j])
18 }
19 return ll
20 }

(b) Hidden Markov model, marginalized

Figure 5: Code Example for the HMM

the remaining continuous ones. It is probably the state-of-the-art method for this type of models, especially in the PPSs oriented for the gradient-based inference engines. However, as we have discussed in Section 3 and empirically confirmed in Section 4 this method has some fundamental shortcomings and our approach provides substantial practical improvements.

There are also some other approaches for improving inference performance for this type of models. For example, LF-PPL [28] proposed a novel low-level language for PPS to incorporate more sophisticated inference techniques for piecewise differentiable models; Stochaskell [18] provided a way to perform reversible jump MCMC in PPS; [29] introduced a new sampling scheme, called Divide, Conquer and Combine, to perform inference in the general purpose PPS by dividing the program into sub-programs and conquering individual one before coming into an overall estimate. However, LF-PPL imposes some restrictions to the language of the PPS that are not required in our setup, whereas the latter two do not exploit gradient information at all. Therefore, they are less relevant to our approach and we leave the possible connection for future work.

6 Discussion

In this paper, we introduced the notion of a stochastically differentiable probabilistic program as well as an inference scheme for such programs. We provided a reference implementation of probabilistic programming with stochastically differentiable probabilistic programs. Stochastically differentiable probabilistic programs facilitate natural specification of probabilistic models and support efficient inference in the models, providing a viable alternative to explicit model marginalization, whether manual or algorithmic.

Our understanding of stochastically differentiable probabilistic programs, classes of models for which they are best suited, and inference schemes is still at an early stage and evolving. In particular, we are working towards future publications, on maximum a posteriori estimation in stochastically differentiable probabilistic programs. Another research direction would be selection and adaption of stochastic gradient-based inference al-
gorithms to probabilistic programming inference. Last
but not least, we are looking into introducing support for
stochastically differentiable probabilistic programs into
existing probabilistic programming frameworks.
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A Stan versions of the programs in the case studies

A.1 Compensation Survey

```stan
data {
  int<lower=0> N;
  int<lower=0,upper=1> y[N];
}
parameters {
  real<lower=0,upper=1> theta;
}
model {
  for (n in 1:N) {
    target += log_mix(0.5, bernoulli_lpmf(y[n] | theta), bernoulli_lpmf(y[n] | 0.5));
  }
}
```

A.2 Gaussian Mixture Model

```stan
data {
  int<lower = 0> N;
  vector[N] y;
}
parameters {
  vector[2] mu;
  real<lower=0> sigma[2];
}
model {
  mu ~ normal(0, 10);
  sigma ~ lognormal(0, 10);
  for (n in 1:N)
    target += log_mix(0.5, normal_lpdf(y[n] | mu[1], sigma[1]),
                      normal_lpdf(y[n] | mu[2], sigma[2]));
}
```

A.3 Hidden Markov model

```stan
```
data {
  real<lower=0> noise;
  int<lower=1> K; // number of states
  int<lower=1> N;
  real y[N];
}

parameters {
  simplex[K] theta[K];
}

model {
  real acc[K];
  real gamma[N,K];
  for (k in 1:K)
    gamma[1,k] = normal_lpdf(y[0]|k−1, noise);
  for (t in 2:N) {
    for (k in 1:K) {
      for (j in 1:K)
        acc[j] = gamma[t−1,j] + log(theta[j,k])
            + normal_lpdf(y[t]|k−1, noise);
    gamma[t,k] = log_sum_exp(acc);
    }
  }
  target += log_sum_exp(gamma[N]);
}