ON THE UNIQUENESS OF VARIABLE COEFFICIENT SCHRÖDINGER EQUATIONS
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ABSTRACT. We prove unique continuation properties for linear variable coefficient Schrödinger equations with bounded real potentials. Under certain smallness conditions on the leading coefficients, we prove that solutions decaying faster than any cubic exponential rate at two different times must be identically zero. Assuming a transversally anisotropic type condition, we recover the sharp Gaussian (quadratic exponential) rate in the series of works by Escauriaza-Kenig-Ponce-Vega [14, 17, 18].

1. Introduction

In this paper, we consider Schrödinger equations with variable coefficients of the form
\[ \partial_t u = i(L + V)u, \quad (t, x) \in [0, 1] \times \mathbb{R}^n. \]  
(1.1)

Here
\[ L = L(x) = \sum_{j,k=1}^{n} \partial_{k}(a_{kj}(x)\partial_j), \]
(1.2)

with \( A(x) = (a_{kj}(x))_{k,j=1,\ldots,n} \) being a real symmetric matrix. Throughout this paper, we assume the boundedness and ellipticity
\[ \exists \lambda, \Lambda > 0, \ \forall x, \xi \in \mathbb{R}^n, \ \lambda|\xi|^2 \leq \sum_{j,k=1}^{n} a_{jk}(x)\xi_j \xi_k \leq \Lambda|\xi|^2. \]  
(1.3)

Due to the symmetry of \( A(x) \), the operator \( L \) is self-adjoint, that is \( L = L^* \). In our main results, the potential is assumed to be real valued and bounded, that is, \( V \in L^\infty(\mathbb{R}^n, \mathbb{R}) \). Moreover, we will often omit the dependence on \( x \) and simply write \( A, a_{jk} \) and \( V \), in place of \( A(x), a_{jk}(x) \), and \( V(x) \).
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The aim of this work is to find the (minimal) assumptions on the variable coefficients $a_{kj}$ such that

\[
\text{if both } u(0, x) \text{ and } u(1, x) \text{ decay fast enough, then } u \equiv 0.
\]

These kinds of problems, dealing with conditions ensuring the existence of an identically vanishing solution (or, equivalently, of a unique solution), are usually known under the name of “unique continuation problems”. Before stating our main results, let us discuss the background of such unique continuation problems and give some physical motivation for variable coefficient Schrödinger equations.

1.1. Background.

1.1.1. History of the study on the unique continuation question. Unique continuation type of questions on partial differential equations (PDEs) has been receiving lots of attention since last century. The first unique continuation problem for two dimensional elliptic equations on bounded domains traces back to the work of Carleman [6], where the so called “Carleman estimates” appeared for the first time. In this direction, people study local unique continuation problems across a smooth oriented hypersurface — whether solutions vanishing on one side of the surface have to vanish on the other side locally. Such property is in the spirit of Holmgren’s uniqueness theorem, in smooth instead of analytic settings. Hörmander (see [27] and references therein) showed that, given a (smooth) partial differential operator $P$, and a (smooth) hypersurface $\Sigma$ being strongly pseudoconvex with respect to $P$, then unique continuation properties hold (locally) across $\Sigma$. Hörmander’s theory was later adapted by Isakov and Tataru [31, 44] for anisotropic operators including variable-coefficient parabolic and Schrödinger operators. In particular, their theories indicate that solutions vanishing on a proper (large enough) space-time open subset of $\mathbb{R} \times \mathbb{R}^n$ must be identically zero everywhere.

In the current work, we are interested in a global unique continuation problem. For (variable or constant-coefficient, linear or nonlinear) Schrödinger equations, in view of the time-reversibility, one asks:

**Question.** Assume two solutions $u_1$ and $u_2$ are close to each other at two different times, say $t = 0, 1$. Can we conclude that $u_1 \equiv u_2$?

Such problem was studied for constant-coefficient nonlinear Schrödinger equations by Zhang [47], Bourgain [5], and Kenig-Ponce-Vega [36]. Eventually in [29, 30], Ionescu and Kenig proved that for nonlinear Schrödinger equation with constant-coefficient leading terms

\[
(i\partial_t + \Delta)u = G(t, x, u, \bar{u}, \nabla u, \nabla \bar{u}) \quad \text{on } [0, 1] \times \mathbb{R}^n,
\]

and under proper conditions on $G$, if two (sufficiently regular) solutions $u_1$ and $u_2$ are such that $u_1 - u_2$ is supported inside some ball $B_R$ at two different times $t = 0, 1$, then they must be exactly the same.

Later, motivated by Hardy’s uncertainty principle [26], Escauriaza-Kenig-Ponce-Vega replaced the compact support assumption by fast (spatial) Gaussian decay. In a series of papers [8, 14, 16, 17, 18, 19, 35, 36], they discussed linear constant-coefficient equations with general potentials

\[
i \partial_t u + \Delta u = V(t, x)u, \quad (t, x) \in [0, 1] \times \mathbb{R}^n.
\]

For completeness, we present the statement of their unique continuation result for classical Schrödinger equations with the sharpest decay assumption of this type. This result will be recalled and compared to our result in later sections.
Theorem A (Theorem 1 in [18]). Assume that $u \in C([0, 1], L^2(\mathbb{R}^n))$ solves (1.4). Then, under proper boundedness and decay assumptions on $V$, if for $A, B > 0$ with $AB > 1/16$, we have
\[
\left\| e^{A|t|^2} u(0, x) \right\|_{L^2(\mathbb{R}^n)} + \left\| e^{B|t|^2} u(1, x) \right\|_{L^2(\mathbb{R}^n)} < \infty,
\]
then $u \equiv 0$.

As a corollary, by considering the difference equation of the two nonlinear solutions, one obtains similar results for the corresponding nonlinear equations. To motivate such result and see the sharpness of the decay assumption (1.5), one considers the free Schrödinger flow (that is (1.4) with $V = 0$)
\[
e^{it\Delta} u_0 = (4\pi it)^{-n/2} \int_{\mathbb{R}^n} e^{i|x-y|^2} u_0(y) \, dy = (2\pi i t)^{-n/2} e^{\frac{it}{4}} e^{\frac{t}{4}} u_0 \left( \frac{x}{\sqrt{t}} \right).
\]
On the one hand, if a solution starts from a Gaussian initial data $u|_{t=0}$, then so is $u|_{t=1}$. On the other hand, solutions to free Schrödinger equations cannot have both $u|_{t=0}$ and $u|_{t=1}$ simultaneously decaying at fast Gaussian rates, by Hardy’s uncertainty principle.

Theorem B (Hardy’s uncertainty principle in [26]). For any function $f : \mathbb{R} \to \mathbb{C}$, if the function $f$ itself and its Fourier transform $\hat{f}$ satisfy
\[
f(x) = O(e^{-Ax^2}) \quad \text{and} \quad \hat{f}(\xi) = O(e^{-4B\xi^2})
\]
with $A, B > 0$ and $AB > 1/16$, then $f \equiv 0$. Moreover, if $A = B = 1/4$, then $f(x) = C e^{-x^2/4}$.

In turn, our previous remark about free solutions with Gaussian decay, amounts to a Hardy uncertainty principle for Schrödinger equations. In view of this, Theorem A can be regarded as a perturbation of Hardy’s uncertainty principle for free Schrödinger equations, with a zeroth order perturbation term $Vu$.

Similar results for (1.4) with gradient terms was proved by Dong-Staubach in [11]. Unique continuation results were also proved for other dispersive models including discrete Schrödinger equations [3, 32], KdV equations [15], and higher order Schrödinger equations [28, 37]. Finally we would like to mention that there is a research line on Hardy’s uncertainty principles for Schrödinger equations with magnetic potential. In this direction we refer the interested readers to [1, 2, 7] and references therein. In the current paper, we are interested in perturbations in the leading terms, i.e., linear Schrödinger equations with variable coefficients $a_{jk}$.

1.1.2. Motivation for variable coefficient extensions of Schrödinger equations. The nonlinear Schrödinger equation (NLS) is an important model arisen in physics and it plays a fundamental role in nonlinear optics and many other areas of physics. As the NLS equation allows for soliton solutions, optical solitons are regarded as an important alternative to the next generation of ultrafast optical telecommunication systems. In fact, the problem of soliton control in the nonlinear systems is governed by the NLS equation with variable coefficients, where the variable coefficients represent the group velocity dispersion [25]. Further physical motivations of variable coefficient versions of dispersive equations can be found, for example, in [4, 24, 35, 40] and the references therein. In particular, for Schrödinger equations with time variable coefficients connected to soliton control, we refer to [20, 21, 22] and references therein.

We would like to emphasize that in the last decades important progress have been made in the study of Schrödinger equations with variable coefficients. Local well-posedness results for semilinear and nonlinear initial value problems have been established thanks to the derivation
of the fundamental Strichartz and smoothing estimates. For Schrödinger equations with the Laplacian replaced by its compactly supported perturbation, Strichartz estimates were proved to be valid in [43]. This result was later generalized in the case of asymptotically flat perturbations of the Laplacian in [42] (see also [39] and references therein). Both the aforementioned results were proved under the so-called nontrapping condition (for details about this condition see, for instance, [10]). Other results about Strichartz estimates in the asymptotically flat case can be found in [38], where some nontrapping situations are studied as well. Homogeneous smoothing estimates for Schrödinger equations with space-variable coefficients were proved in [10] and [9]. Inhomogeneous smoothing estimates, that is with a gain of one derivative, under the nontrapping condition, were first proved in [34]. Recently, the previous estimates have been investigated also for some time-degenerate variable coefficient Schrödinger operators. In this setting, weighted smoothing estimates (both homogeneous and inhomogeneous) and weighted Strichartz estimates were established in [22] and [21] respectively.

Motivated by the variable coefficient extensions of Schrödinger equations and the series of works [8, 14, 16, 17, 18, 19, 35, 36], we would like to investigate the analogue of unique continuation results for variable coefficient Schrödinger equations.

1.2. Main results. We now present our main results.

**Theorem 1.1.** Let \( u \in C^0([0, 1], L^2(\mathbb{R}^n)) \) be a solution to (1.1) with
\[
A \in C^3(\mathbb{R}^n), \quad V = V(x) \in L^\infty(\mathbb{R}^n, \mathbb{R}).
\]
Then there exists a small positive number \( \varepsilon_0 = \varepsilon_0(n, \lambda, \Lambda) \), such that if
\[
\sup_{\mathbb{R}^n} |x| |\nabla A| \leq \varepsilon_0
\]
and
\[
e^{k|x|^3} |u(0, x)|, \quad e^{k|x|^3} |u(1, x)| \in L^2_\mathcal{A}(\mathbb{R}^n), \quad \forall k > 0,
\]
then \( u \equiv 0 \).

In the second result, we assume the following transversally anisotropic type condition on the leading term coefficients matrix \( A(x) \): under a suitable choice of coordinates, for \( x = (x_1, x') \in \mathbb{R} \times \mathbb{R}^{n-1} \),
\[
A = A(x_1, x') = \begin{pmatrix}
a_{11}(x_1) & 0 \\
0 & \tilde{A}(x')
\end{pmatrix}, \quad \text{where } \tilde{A} \text{ is an } (n-1) \times (n-1) \text{ symmetric matrix.}
\]

**Theorem 1.2.** Let \( u \in C^0([0, 1], L^2(\mathbb{R}^n)) \) be a solution to (1.1) with the above transversally anisotropic type condition (1.7),
\[
a_{11} \in C^2(\mathbb{R}), \quad \tilde{A} \in C^3(\mathbb{R}^{n-1}), \quad V = V(x) \in L^\infty(\mathbb{R}^n, \mathbb{R}).
\]
Then there exists a small positive number \( \varepsilon_0 = \varepsilon_0(n, \lambda, \Lambda) \) and a large number \( k = k(n, \lambda, \Lambda, \|a_{11}\|_{C^2}, \|\tilde{A}\|_{C^3}) \), such that if
\[
\sup_{\mathbb{R}^{n-1}} |x'| |\nabla x' \tilde{A}| \leq \varepsilon_0,
\]
and
\[
e^{k|x|^3} |u(0, x)|, \quad e^{k|x|^3} |u(1, x)| \in L^2_\mathcal{A}(\mathbb{R}^n),
\]
then \( u \equiv 0 \).
Remark 1.3. (1) With merely the decay, size, and smoothness conditions on $A$, currently in Theorem 1.1, we obtain the uniqueness under cubic exponential decays. The sharp Gaussian decay rates as in the constant coefficient case are recovered in Theorem 1.2, by assuming (1.7). Similar conditions also appear in the study of inverse problems under the name of conformally transversally anisotropic condition, cf. [12, Definition 1.5] and [13].

(2) In the current paper, we assume the potential $V$ to be real-valued, depending only on $x$. This is needed when we take “parabolic flow approximations” in our proof. Actually, we expect that a certain perturbation $V = V_1(x) + V_2(t,x)$ with $V_1$ being real-valued and $V_2$ having fast decay is allowed.

(3) As is commonly known, due to the nontrivial behavior of the Hamiltonian flow, the setting of Schrödinger equations with variable coefficients is much more complicated to study than the classical constant coefficients one, hence less favorable. Our main assumption (1.6) is comparable to those in [38, 39, 42, 43, 45] in the sense that the global smallness prevents the possible trapping of the Hamiltonian flow. Actually in terms of smallness at the spatial infinity, our assumption is slightly weaker than asymptotic flatness. It is interesting to ask whether similar unique continuation results still hold if we merely assume the (weak) asymptotic flatness at the spatial infinity, i.e.,

$$\limsup_{|x| \to \infty} |x||\nabla A| < \infty \quad \text{or} \quad \limsup_{|x| \to \infty} |x||\nabla A| < \varepsilon \ll 1,$$

instead of (1.6). We would like to emphasize that under (suitable) weak asymptotic flatness assumptions, Strichartz and local smoothing estimates have been established; see [38, 39] and references therein for an in-depth analysis of the problem. Closely related to our uniqueness problem here – see also [46] for the backward uniqueness of variable coefficient parabolic equations – is the so-called Landis-Oleinik conjecture, where (1.8) instead of our condition (1.6) is assumed.

1.3. Outline of the proofs and organization of the paper. The major parts of this paper will be devoted to the proof of Theorem 1.1, which we split into the following main steps.

(1) Persistence of decays at $t = 0, 1$.

In Section 3, we study the evolution of the weighted norm $\|e^{\beta|x|^2} u(t,x)\|_{L^2}$. In particular, we show that the logarithm of such quantity is almost convex in time. While proving such log-convexity, fast decays at any intermediate times ($0 < t < 1$) is needed in order to employ integration by parts, which we do not know a priori. To this end, we utilize the idea in [17] and introduce an “artificial dissipation”. Thanks to the decay and regularity inherited from the parabolic estimate, after a proper limiting argument, we are able to close the log-convexity computation. Furthermore, by a subordination type inequality, we can prove that any decay faster than Gaussian at initial and terminal times will be preserved for the intermediate time.

(2) Carleman estimates and lower bounds.

In Section 4, we derive an absolute lower bound away from $t = 0, 1$ for non-trivial solutions. Such lower bound is absolute in the sense that the decay power is independent of the decay at initial/terminal times. The proof is by deriving a Carleman inequality with carefully designed weight function, from which the lower bound is obtained by a usual localization procedure.

As mentioned earlier, inequalities of Carleman type are widely used in unique continuation principles, where the criticality (and actually, difficulty) falls on hunting suitable weight functions to cooperate assumptions to be made on $A(x)$. In fact, in our Theorems 1.1 and 1.2, two different weights are employed under two different smallness assumptions on $A$.

(3) A contradiction argument.
With the upper and lower bounds obtained in previous steps, in Section 5, we prove the uniqueness in Theorem 1.1. This is by contradiction: the persistence of decay shows that faster decays at \( t = 0, 1 \) lead to faster intermediate time decays, while there is an absolute lower bound away from \( t = 0 \) and \( t = 1 \).

In Section 6, we prove Theorem 1.2 transversally anisotropic type condition. The proof is very similar to the general case. We first prove that the log-convexity still holds under the new assumption. Then we prove a Carleman estimate with a better “translated in \( x_1 \)” weight. Such weight leads to the sharp Gaussian lower bound, and hence the sharp uniqueness theorem.

Besides these, In Section 2, we introduce notations and calculate a general formula for commutators that will be used repeatedly (but with possibly different weights) in the current paper. In Appendices A, B and C, some technical lemmas including a subordination-type inequality, a Sobolev inequality, and a parabolic approximation result are proved.
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2. Preliminaries

In this section, we preform a general computation for the symmetric and antisymmetric operators associated with \( e^{i\phi(t_\partial t + L)}e^{-\phi} \) (with a very general weight function \( \phi = \phi(t, x) \)) and their commutator expansion. This will be repeatedly used in later sections.

2.1. Notations. In the remainder of the present article, we write

\[
\langle f, g \rangle_{L^2_x} := \int_{\mathbb{R}^n} f(x)\overline{g}(x) \, dx \quad \text{and} \quad \langle f, g \rangle_{L^2_{t,x}} := \int_{\mathbb{R}} \int_{\mathbb{R}^n} f(t, x)\overline{g}(t, x) \, dx \, dt.
\]

When the context is clear, we will simple write \( \langle \cdot, \cdot \rangle \) to keep our notations compact.

We denote the ball centered at the origin with radius \( R \) by \( B_R := \{ x \in \mathbb{R}^n : |x| \leq R \} \).

For every multi-index \( \alpha \in (\mathbb{N} \cup \{0\})^n \), and for every variable coefficient \((n \times n)\) matrix \( A = A(x) = \{a_{jk}(x)\}_{j,k=1,...,n} \), we use the notation

\[
|\nabla^\alpha A| := \left( \sum_{j,k=1}^{n} |\partial_{x_j} a_{jk}|^2 \right)^{1/2},
\]

where \( \partial^\alpha := \partial_{x_1}^{\alpha_1} \ldots \partial_{x_n}^{\alpha_n} \).

For every \( k \in (\mathbb{N} \cup \{0\}) \), we say that \( A \in C^k(\mathbb{R}^n) \) if \( a_{jk} \in C^k(\mathbb{R}^n) \) for all \( j, k = 1, \ldots, n \), and we define

\[
\|A\|_{C^k} := \sum_{i=1}^{k} \sup_{x \in \mathbb{R}^n, a \in (\mathbb{N} \cup \{0\})^n, |\alpha| = i} |\nabla^\alpha A|, \quad \text{where} \quad |\alpha| = \alpha_1 + \cdots + \alpha_n.
\]
Finally, we shall often use the abbreviations

\[
\int f(x) \, dx := \int_{\mathbb{R}^n} f(x) \, dx, \quad \iint g(t) \, dx \, dt := \int_{\mathbb{R}} \int_{\mathbb{R}^n} g(t, x) \, dx \, dt.
\]

2.2. General formulas for commutator computation. Let \( \phi = \phi(t, x) \) be a general weight function and \( \mathcal{L} \) be given in (1.2). We decompose

\[
e^\phi (i\partial_t + \mathcal{L})e^{-\phi} = \mathcal{S} + \mathcal{A},
\]

where

\[
\mathcal{S} := i\partial_t + a_{kj}\partial^2_{kl}\phi + (\partial_t a_{kj})\partial_j + (\partial_t \phi)(\partial_j \phi) a_{kj},
\]

\[
\mathcal{A} := -2(\partial_t \phi)a_{ml}\partial_m - (\partial_t \phi)(\partial_m a_{ml}) - (\partial^2_m \phi)a_{ml} - i\partial_t \phi.
\]

are the symmetric and antisymmetric parts with respect to the inner product \( \langle \cdot, \cdot \rangle_{L^2} \).

A direct computation shows that formally the commutator \([\mathcal{S}, \mathcal{A}]\) is given by

\[
[S, \mathcal{A}] = \mathcal{S}\mathcal{A} - \mathcal{A}\mathcal{S} = T_2 + T_1 + T_{0,1} + T_{0,2},
\]

where

\[
T_2 := -4a_{kj}a_{ml}(\partial^2_{kl}\phi)\partial^2_{ml} - 4a_{kj}(\partial_t a_{ml})(\partial_t \phi)\partial^2_{ml} + 2a_{ml}(\partial_m a_{kj})(\partial_t \phi)\partial^2_{kj},
\]

\[
T_1 := -4i a_{ml}(\partial_t a_{ml})\partial_m - 4i a_{ml}(\partial^3_{kl}\phi)\partial_m
- 4a_{kj}(\partial^2_{kl}\phi)(\partial_t a_{ml})\partial_m - 4a_{ml}(\partial^2_{ml}\phi)(\partial_t a_{kj})\partial_m - 2a_{kj}(\partial^2_{ml}\phi)(\partial_t a_{ml})\partial_j
- 2(\partial_t \phi)(\partial_t a_{kj})\partial_m - 2a_{kj}(\partial_t \phi)(\partial^2_{km} a_{ml})\partial_j + 2a_{ml}(\partial_t \phi)(\partial^2_{km} a_{kj})\partial_j,
\]

\[
T_{0,1} := 4a_{ml}a_{kj}(\partial_t \phi)(\partial^2_{km} \phi)(\partial_t \phi) + 2a_{ml}(\partial_m a_{kj})(\partial_t \phi)(\partial_t \phi)(\partial_j \phi),
\]

\[
T_{0,2} := -4a_{kj}a_{ml}(\partial^4_{km} \phi) - 2i a_{kj}(\partial_t a_{mj})\phi + \partial_t \phi
- 2i(\partial_t a_{mj})\phi)\partial_m a_{kj} - 2a_{kj} a_{ml}(\partial^3_{km} \phi)(\partial_t a_{mj}) + 2a_{kj}(\partial^2_{km} \phi)(\partial_t a_{ml}) - 2a_{kj}(\partial^2_{km} \phi)(\partial^2_{lm} a_{ml}) - a_{kj}(\partial^2_{km} \phi)(\partial^2_{lj} a_{ml})
- (\partial_t a_{kj})(\partial_t \phi)(\partial^2_{jm} a_{ml}) - a_{kj}(\partial_t \phi)(\partial^3_{jm} a_{ml}).
\]

Note that here \( T_2, T_1 \) are of order 2 and 1 respectively, while \( T_{0,1} \) and \( T_{0,2} \) are order 0 terms. The (complicated) explicit expressions for \( T_1, T_{0,2} \) are only needed in Section 6, where some cancellation needs to be verified. Everywhere else, it suffices to work with the following:

\[
T_1 := -4i(\partial_t a_{mj})\phi)\partial_m a_{kj} - 4a_{kj} a_{ml}(\partial^3_{km} \phi)\partial_m a_{kj} + O(1)(|\partial^2 \phi||\nabla A| + |\nabla \phi||\nabla A|^2 + |\partial_t \phi||\nabla^3 A|) \nabla,
\]

\[
T_{0,2} := -4a_{kj} a_{ml}(\partial^4_{km} \phi) - 2i a_{kj}(\partial_t a_{mj})\phi + \partial_t \phi
+ O(1)(|\partial_t \phi||\nabla A| + |\partial_t \phi||\nabla A| + |\partial^2 \phi||\nabla A|^2 + |\nabla \phi||\nabla^2 A| + |\nabla \phi||\nabla A||\nabla^2 A| + |\nabla \phi||\nabla^3 A|),
\]

where

\[
\nabla = \nabla_x
\]

and \( O(1) \) stands for a function which is bounded from above by \( C(\Lambda, n)|g| \).
3. Log-convexity with Quadratic Weight and Persistence of Decay

The goal of this section is to prove that if \( u \) solves equation (1.1), then the function \( H : [0, 1] \to \mathbb{R} \), defined as

\[
H(t) := \|e^{\beta |x|^2} u(t, x)\|_{L^2_x}^2,
\]

is log-convex. More specifically, we will focus on establishing the following result.

**Theorem 3.1.** Let \( u \in C([0, 1], L^2(\mathbb{R}^n)) \) be a solution to (1.1) with

\[
A \in C^3(\mathbb{R}^n), \quad V = V(x) \text{ being real-valued, and } M_1 := \|V\|_{L^\infty} < \infty.
\]

Then there exist a small enough \( \varepsilon_0 = \varepsilon_0(n, \lambda, \Lambda) > 0 \) and a large enough \( \beta_0 = \beta_0(n, \lambda, \Lambda, \|A\|_{C^3}) \), such that if

\[
\sup_{\mathbb{R}^n} |x| \|V A| \leq \varepsilon_0 \quad (3.1)
\]

and

\[
e^{\beta |x|^2} u(0, x), \quad e^{\beta |x|^2} u(1, x) \in L^2(\mathbb{R}^n), \quad \text{with } \beta > \beta_0, \quad (3.2)
\]

then for all \( t \in (0, 1) \), we have

\[
\|e^{\beta |x|^2} u(t, x)\|_{L^2_x}^2 \leq C e^{M_1 t} (\|e^{\beta |x|^2} u(0, x)\|_{L^2_x}^2 + \|e^{\beta |x|^2} u(1, x)\|_{L^2_x}^2)^{1-t}, \quad (3.3)
\]

and

\[
\beta \| \sqrt{t(1-t)} e^{\beta |x|^2} |\nabla u||_{L^2_x}^2 + \beta^3 \| \sqrt{t(1-t)} e^{\beta |x|^2} |xu||_{L^2_x}^2 \leq C e^{M_1 t} (\|e^{\beta |x|^2} u(0, x)\|_{L^2_x}^2 + \|e^{\beta |x|^2} u(1, x)\|_{L^2_x}^2). \quad (3.4)
\]

Here \( C \) is an absolute constant.

In particular, when \( A = I_n \), we can take \( \beta_0 = 0 \).

From Theorem 3.1, we can further derive the persistence of higher order decays.

**Corollary 3.2.** Under the assumptions of Theorem 3.1, for any \( \alpha > 1 \), there exists some \( \kappa_0 = \kappa_0(\beta_0, \alpha) \), such that if we further assume that for some \( \kappa > \kappa_0 \)

\[
e^{\kappa |x|^2} u(0, x), \quad e^{\kappa |x|^2} u(1, x) \in L^2(\mathbb{R}^n),
\]

then for any \( t \in (0, 1) \), we also have

\[
e^{\kappa |x|^2} u(t, x) \in L^2(\mathbb{R}^n)
\]

and

\[
\sqrt{t(1-t)} e^{\kappa |x|^2} \nabla u(t, x), \quad \sqrt{t(1-t)} e^{\kappa |x|^2} xu(t, x) \in L^2([0, 1], L^2(\mathbb{R}^n)),
\]

with estimates

\[
\int_{\mathbb{R}^n} e^{\kappa |x|^2} |u(t, x)|^2 \, dx \leq C \left( \int_{\mathbb{R}^n} e^{\kappa |x|^2} |u_0|^2 \, dx \right)^{1-t} \left( \int_{\mathbb{R}^n} e^{\kappa |x|^2} |u_1|^2 \, dx \right)^t \quad (3.5)
\]

and

\[
\| \sqrt{t(1-t)} e^{\kappa |x|^2} \nabla u||_{L^2_x}^2 + \| \sqrt{t(1-t)} e^{\kappa |x|^2} xu||_{L^2_x}^2 \leq C (\|e^{\kappa |x|^2} u(0, x)||_{L^2_x}^2 + \|e^{\kappa |x|^2} u(1, x)||_{L^2_x}^2). \quad (3.6)
\]

**Remark 3.3.** The proof of Theorem 3.1 is based on the lower bound for the operator

\[
[S, \mathcal{A}]
\]

in (3.23). By assuming a certain regularity and a Gaussian decay at any intermediate time of the solution, such convexity result is proved in Lemma 3.6. However, such decay and regularity are not known a priori. To this end, we introduce an “artificial dissipation” by considering the parabolic flow approximation \( u_\varepsilon = e^{\varepsilon (L+V)} u \) (see (3.40)), then use the parabolic estimate to get the
desired decay and regularity of \( u \), and hence the log-convexity of the weighted norm. Finally, passing \( \varepsilon \to 0 \), we get the result for \( u \) solving the original equation (1.1). We remark that a similar strategy was also used in [17] to prove Theorem 3.1 in the case when \( a_{jk} = \delta_{jk} \).

For the reasons explained in Remark 3.3, we postpone the proof of Theorem 3.1 till the end of the section (Section 3.2) and devote the subsection below (Section 3.1) to the proof of the results concerning the “dissipative case”.

3.1. Log-convexity for equations with dissipation. In this subsection we study the equation
\[
\partial_t u = (a + ib)(Lu + Vu), \quad (t, x) \in [0, 1] \times \mathbb{R}^n.
\]

We prove the log-convexity property in Proposition 3.4, with dissipation.

**Proposition 3.4.** Let \( u \in C^0([0, 1], L^2(\mathbb{R}^n)) \cap L^2([0, 1], H^1(\mathbb{R}^n)) \) be a solution to
\[
\partial_t u = (a + ib)(Lu + Vu + g(t, x)), \quad (t, x) \in [0, 1] \times \mathbb{R}^n
\]
with \( A \in C^3(\mathbb{R}^n) \),
\[
a > 0, \quad b \in \mathbb{R}, \quad \text{and } V = V(x) \text{ being real-valued. (3.9)}
\]
There exist a small enough \( \varepsilon_0 = \varepsilon_0(n, \lambda, \Lambda) > 0 \) and a large enough \( \beta_0 = \beta_0(n, \lambda, \Lambda, ||A||_{C^3}) \), such that if (3.1)-(3.2) are satisfied, then the following estimates hold \( e^{\beta t} g \in L^\infty([0, 1], L^2(\mathbb{R}^n)) \)
\[
||e^{\beta x^2} u(t, x)||_{L^2_x}^2 \leq C e^{(a^2 + b^2)(t + M_1^2 + M_2^2)} (||e^{\beta x^2} u(0, x)||_{L^2_x}^2)^{1-t} (||e^{\beta x^2} u(1, x)||_{L^2_x}^2)^t, \quad (3.10)
\]
\[
\beta \sqrt{1-t} e^{\beta x^2} |Vu||_{L^2_x} + \beta^2 ||\sqrt{1-t} e^{\beta x^2} |xu||_{L^2_x} \leq C (a^2 + b^2)^{-1} + (1 + M_1^2 + M_2^2)e^{(a^2 + b^2)(1 + M_1^2 + M_2^2)} \max \{|H(0), H(1)|. \}
\]
Here,
\[
M_1 := ||V||_{L^\infty_{x}} \quad \text{and} \quad M_2 := \sup_t ||e^{\beta x^2} g||_{L^2_x}. \quad (3.12)
\]

**Remark 3.5.** [Outline of the proof of Proposition 3.4] We split the proof of this result in three steps, treated, respectively, in three Subsections:

**Step 1** We prove a log-convexity result under some decay assumptions on the solution; this is Lemma 3.6 in Subsection 3.1.1.

**Step 2** We prove decay properties for solutions to dissipative equations at any intermediate time \( t \in (0, 1) \) in Subsection 3.1.2;

**Step 3** We use Step 2 to derive the decay rate required in Step 1 and conclude the proof of Proposition 3.4 in Subsection 3.1.3.

3.1.1. Log-convexity for equations with dissipation under decay assumptions. In order to prove Proposition 3.4 we need several lemmas, of which the main one is the following a priori estimate.

**Lemma 3.6.** The conclusions of Proposition 3.4 hold if we further assume that \( u \in L^2_{t, loc}((0, 1), H^2_{x, loc}(\mathbb{R}^n)) \) and for each \( t \in (0, 1) \) there exists some small constant \( \beta_\varepsilon = \beta_\varepsilon(t) > 0 \),
\[
|u(t, x)| + |\nabla_x u(t, x)| = o(e^{-(\beta + \beta_\varepsilon) |x|^2}) \quad \text{as } |x| \to \infty. \quad (3.13)
\]
In this case, assumption (3.9) can be relaxed to
\[
a, b \in \mathbb{R}, \quad a^2 + b^2 \neq 0, \quad \text{and } V = V(t, x) \in L^\infty([0, 1] \times \mathbb{R}^n) \text{ not necessarily being real-valued.} \]
It is worth mentioning that with the extra decay assumption (3.13), \( a > 0 \) is not needed here. The proof of Lemma 3.6 is essentially obtained by combining the commutator lower bound (3.28) and the following consequence of Poincaré inequality, which we prove in Appendix B for completeness.

**Lemma 3.7.** For any \( f = f(x) \in H^1(B_2) \) and any \( r > 0 \),
\[
\|f\|_{L^2_r(B_r)} \leq C \left( r \|\nabla f\|_{L^2_r(B_r)} + r^{-1} \|xf\|_{L^2_r(B_r)} \right),
\]
where \( C = C(n) \).

Now we are ready to give the proof of Lemma 3.6.

**Proof of Lemma 3.6.** Below the computations until (3.21) basically follow the abstract framework in [17, Lemma 2]. Here, for completeness we provide a proof with explicit computations. Note that in the following, all the formal integration by parts are justified due to our decay assumption (3.13). Denote
\[
f(t, x) := e^{ib|x|^2} u(t, x), \quad H(t) := \langle f, f \rangle_{L^2}, \quad h(t, x) := e^{ib|x|^2} g(t, x),
\]
where \( u \) and \( g \) are as in (3.8). In this proof, we denote
\[
\langle \cdot, \cdot \rangle := \langle \cdot, \cdot \rangle_{L^2},
\]
and call \( S \) and \( A \) the symmetric and antisymmetric operators in the decomposition
\[
e^{ib|x|^2} L(e^{-ib|x|^2}) = S + A
\]
with respect to the \( L^2 \)-inner product (instead of \( L^2, \) as in (2.1)). Now, since \( u \) is a solution to (3.8) and our weight \( e^{ib|x|^2} \) is independent of \( t \),
\[
\partial_t f = (a + ib)(e^{ib|x|^2} L(e^{-ib|x|^2}) + V)f = (a + ib)(S + A)f + (a + ib)(Vf + h)
\]
\[
= \underbrace{(aS + ibA)f + (ibS + aA)f} + (a + ib)(Vf + h).
\]

Therefore,
\[
\frac{dH}{dt} = 2\text{Re} \langle \partial_t f, f \rangle = 2 \langle (aS + ibA)f, f \rangle + 2\text{Re} \langle (a + ib)(Vf + h), f \rangle.
\]

We define
\[
D(t) := \langle (aS + ibA)f, f \rangle \quad \text{and} \quad N(t) := \frac{D(t)}{H(t)}.
\]

Now, since both \( S \) and \( A \) have coefficients independent of \( t \), we have
\[
\frac{dD}{dt} = \langle (aS + ibA)\partial_t f, f \rangle + \langle (aS + ibA)f, \partial_t f \rangle.
\]

Using (3.15) and the symmetry and antisymmetry of the operators \( S \) and \( A \), we can further compute
\[
\frac{dD}{dt} = \langle (aS + ibA)f + (ibS + aA)f + (a + ib)(Vf + h), (aS + ibA)f \rangle
\]
\[
+ \langle (aS + ibA)f, (aS + ibA)f + (ibS + aA)f + (a + ib)(Vf + h) \rangle
\]
\[
= \langle (aS + ibA)f, (aS + ibA)f \rangle + 2\| (aS + ibA)f \|^2_{L^2} + 2\text{Re} \langle (aS + ibA)f, (a + ib)(Vf + h) \rangle
\]
\[
= (a^2 + b^2) \langle [S, A], f, f \rangle + 2\| (aS + ibA)f \|^2_{L^2} + 2\text{Re} \langle (aS + ibA)f, (a + ib)(Vf + h) \rangle.
\]
Hence,
\[
\frac{dN}{dt} = \frac{D'H - DH'}{H^2} = \frac{(a^2 + b^2) \langle [S, A] f, f \rangle}{H} + 2\frac{\| (aS + ibA)f \|^2_{L^2} + \text{Re} \langle (aS + ibA)f, (a + ib)(Vf + h) \rangle}{H} - \frac{DH'}{H^2} \tag{3.19}
\]

By the bilinearity and the polarization identity,
\[
\| (aS + ibA)f \|^2_{L^2} + \text{Re} \langle (aS + ibA)f, (a + ib)(Vf + h) \rangle = \text{Re} \langle (aS + ibA)f, (aS + ibA)f + (a + ib)(Vf + h) \rangle = \frac{1}{4} \left( \| 2(aS + ibA)f + (a + ib)(Vf + h) \|^2_{L^2} - \| (a + ib)(Vf + h) \|^2_{L^2} \right). \tag{3.20}
\]

From (3.16) and the bilinearity,
\[
DH' = \langle (aS + ibA)f, f \rangle \left( 2 \langle (aS + ibA)f, f \rangle + 2\text{Re} \langle (a + ib)(Vf + h), f \rangle \right)
= \frac{1}{2} \left( \text{Re} \langle 2(aS + ibA)f + (a + ib)(Vf + h), f \rangle - \text{Re} \langle (a + ib)(Vf + h), f \rangle \right)
\times \langle 2(aS + ibA)f + (a + ib)(Vf + h), f \rangle + \text{Re} \langle (a + ib)(Vf + h), f \rangle
= \frac{1}{2} \left( \text{Re} \langle 2(aS + ibA)f + (a + ib)(Vf + h), f \rangle - \langle (a + ib)(Vf + h), f \rangle \right)^2. \tag{3.21}
\]

Substituting (3.20) - (3.21) back to (3.19), then using the Cauchy-Schwarz inequality, the triangle inequality, and (3.12), we have
\[
\frac{dN}{dt} = \frac{(a^2 + b^2) \langle [S, A] f, f \rangle}{H} + \frac{1}{2H} \left( \| 2(aS + ibA)f + (a + ib)(Vf + h) \|^2_{L^2} - \| (a + ib)(Vf + h) \|^2_{L^2} \right)
- \frac{1}{2H^2} \left( \text{Re} \langle 2(aS + ibA)f + (a + ib)(Vf + h), f \rangle - \langle (a + ib)(Vf + h), f \rangle \right)^2
\geq \frac{(a^2 + b^2) \langle [S, A] f, f \rangle}{H} + \frac{1}{2H} \left( \| 2(aS + ibA)f + (a + ib)(Vf + h) \|^2_{L^2} - \| (a + ib)(Vf + h) \|^2_{L^2} \right)
- \frac{1}{2H^2} \| 2(aS + ibA)f + (a + ib)(Vf + h) \|^2_{L^2} | f |^2_{L^2}
\geq \frac{(a^2 + b^2) \langle [S, A] f, f \rangle}{H} - (a^2 + 2b^2)(M_1^2 + M_2^2). \tag{3.22}
\]

Next, we bound the term involving \([S, A]\) from below. Note that, although here we are computing with respect to \(\langle \cdot, \cdot \rangle_{L^2}\) instead of \(\langle \cdot, \cdot \rangle_{L^2}\), the results in (2.2) - (2.4) are still applicable due to the weight being time-independent. Therefore we obtain
\[
[S, A] = [a_k \delta_{ij} + (\partial_k a_i) \partial_j + 4\beta^2 a_k x_i x_j, -4\beta a_m x_i \partial_m - 2\beta(\partial_m a_m) x_i - 2\beta \text{tr}(A)]
= -8\beta a_m (\partial_k x_i) \partial_{m}^2 - 8\beta a_k (\partial_m a_m) x_i \partial_{m}^2 + 4\beta a_m x_i (\partial_m a_k) \partial_{k}^2
+ O(1)\beta \left( |x||\nabla A| + |x||\nabla A|^2 + |\nabla A|^2 \right)\n\]
\[ + 32 \beta^3 a_{mk} \partial_m x_i \partial_n x_j + 16 \beta^3 a_{mk} \partial_m \partial_n x_k x_j \]
\[ + O(1) \beta (|x| \|V^3 A| + |x| \|V^2 A\| V A| + |V^2 A| + |V| A^2). \] (3.23)

Now, since \( f = e^{\beta |x|^2} \) along with its derivative decay fast enough, integration by parts in the second order terms yields
\[
\langle [S, A] f, f \rangle = 8 \beta \int_a \left[ a_{nk} (\partial_m x_k \partial_n x_j + 16 \beta^3 a_{mk} \partial_m \partial_n x_k x_j) \right] x_i x_j f^2 dx + 8 \beta \int_a (\partial_m a_{nk}) x_i \partial_n f \partial_m x_j f^2 dx - 4 \beta \int_a \partial_m x_i (\partial_m a_{kj}) \partial_k f \partial_j f^2 dx
\]
\[ - O(1) \beta \int_a \left( |x| \|V^2 A| + |x| \|V A| \|V f| f \right) dx \]
\[ + 32 \beta^3 \int_a a_{nk} x_i x_j f^2 dx + 16 \beta^3 \int_a a_{nk} x_i \partial_m (a_{kj}) x_k x_j f^2 dx \]
\[ - O(1) \beta \int_a \left( |x| \|V^3 A| + |x| \|V^2 A\| V A| + |V A^2| + |V| A^2 \right) |f|^2 dx. \] (3.24)

Noting that \( a_{nk} = (A^2)_{mk} \), the ellipticity condition in (1.3) gives
\[ \lambda_{\min}(A^2) \geq (\lambda_{\min}(A))^2 \geq \lambda^2, \quad \text{i.e., } a_{nk} \geq \lambda^2 \delta_{nj}, \]
which implies
\[ a_{nk} \partial_m x_i \partial_n f \partial_m x_j \geq \lambda^2 |x|^2, \quad a_{nk} x_i x_j \geq \lambda^2 |x|^2. \] (3.25)

Using Young’s inequality, we have
\[ I \leq \beta \int_a \lambda^2 |V f|^2 dx + C \beta \int_a \left( |x|^2 |V^2 A|^2 + |x|^2 |V A| |V f|^2 \right) |f|^2 dx. \] (3.26)

Moreover, from the boundedness of \( a_{jk} \) in (1.3),
\[ \|II_1\| \leq C \beta A \int_a |x||V A||V f|^2 dx \quad \text{and} \quad |II_2| \leq C \beta A \int_a |x||V A||x|^2 f^2 dx. \] (3.27)

Substituting (3.25), (3.26), and (3.27) back to (3.24), we get
\[
\langle [S, A] f, f \rangle \geq \beta \int_a \left( 8 \lambda^2 - C \Lambda |x||V A| - \lambda^2 \right) |V f|^2 dx
\]
\[ + \beta^3 \int_a \left( 32 \lambda^2 - C \Lambda |x||V A| - \frac{C}{\beta^2} \left( \frac{|V^3 A|}{|x|^4} + |V^2 A|^2 + |V A|^4 + \frac{|V^2 A| |V A|}{|x|^2} + \frac{|V A^2|^2}{|x|^2} \right) \right) |x f|^2 dx, \] (3.28)

where \( C = C(\beta, \Lambda, n) \). Hence, if we choose \( \epsilon_0 \) in (3.1) small enough, such that
\[ C \Lambda |x||V A| \leq \lambda^2, \]
then for each \( t \in (0, 1) \), we have
\[
\langle [S, A] f(t, \cdot), f(t, \cdot) \rangle \geq 6 \beta \lambda^2 \int_{\mathbb{R}^n} |V f(t, x)|^2 dx + 31 \beta^3 \lambda^2 \int_{\mathbb{R}^n} |x f(t, x)|^2 dx - III, \] (3.29)
Hence, defining
\[ III = C\beta \int_{\mathbb{R}^n} (|\nabla^2 A|^2 + |\nabla A|^4) |x|^2 |f|^2 \, dx + C\beta \int_{\mathbb{R}^n} (|\nabla^3 A| + |\nabla^2 A||\nabla A|) |x| |f|^2 \, dx + C\beta \int_{\mathbb{R}^n} (|\nabla^2 A| + |\nabla A|^2) |f|^2 \, dx. \]

For some \( r > 0 \) to be fixed later, splitting
\[ IV \leq C\beta \int_{|x| \geq r} (|\nabla^2 A|^2 + |\nabla A|^4) |x|/r^2 |f|^2 \, dx + C\beta \int_{|x| \leq r} (|\nabla^2 A| + |\nabla A|^2) |f|^2 \, dx, \]
and using Young's inequality, we obtain
\[
III \leq C\left( \beta \sup_{\mathbb{R}^n} (|\nabla^2 A|^2 + |\nabla A|^4) + \beta^2 \sup_{B_r} (|\nabla^3 A| + |\nabla^2 A||\nabla A|)^2 + \beta r^{-2} \sup_{B_r} (|\nabla^2 A| + |\nabla A|^2) \right) \int_{\mathbb{R}^n} |x| |f|^2 \, dx + C\beta \sup_{B_r} (|\nabla^2 A| + |\nabla A|^2) \int_{|x| \leq r} |f|^2 \, dx 
\]
\[
\leq C_1 (\beta + \beta^2 + \beta r^{-2}) \int_{\mathbb{R}^n} |x| |f|^2 \, dx + H(t) + C_1 \beta \left( \int_{B_{2r}} (\beta^2 |\nabla f|^2 + r^{-2} |x| |f|^2) \, dx \right), \tag{3.30}
\]
where \( C_1 \) is a constant depending on \( (\lambda, \Lambda, n, ||A||_{C^5}) \). Note that to get the last inequality we applied Lemma 3.7 to \( f(t, \cdot) \). Substituting (3.30) back to (3.29), if we choose
\[
r = \lambda/\sqrt{C_1} \quad \text{and} \quad \beta_0 = \beta_0(\lambda, \Lambda, n, ||A||_{C^5}) \text{ large enough}
\]
and such that
\[
C_1 r^2 < \lambda^2, \quad C_1 (\beta_0 + \beta_0^2 + 2\beta_0 r^{-2}) < \beta_0^3 \lambda^2,
\]
then for any \( \beta > \beta_0 \),
\[
\langle [S, R] f(t, \cdot), f(t, \cdot) \rangle \geq 5\beta \lambda^2 \int_{\mathbb{R}^n} |\nabla f(t, x)|^2 \, dx + 30\beta^3 \lambda^2 \int_{\mathbb{R}^n} |x f(t, x)|^2 \, dx - H(t). \tag{3.31}
\]
Now, using (3.16) and (3.17), then substituting (3.31) back to (3.22), we have
\[
\frac{d}{dt} \left( \frac{d \log(H(t))}{dt} - 2 \text{Re} \left( \frac{(a + ib)(V f + h), f} {H} \right) \right) = 2 \frac{dN}{dt} \geq 2(a^2 + b^2) \left( 5\beta \lambda^2 \int_{\mathbb{R}^n} |\nabla f(t, x)|^2 \, dx + 30\beta^3 \lambda^2 \int_{\mathbb{R}^n} |x f(t, x)|^2 \, dx - H(t) \right) - 2(a^2 + b^2)(M_1^2 + M_2^2)
\]
\[
\geq - 2(a^2 + b^2)(1 + M_1^2 + M_2^2).
\]
Hence, defining
\[
\tilde{M}(t) := \int_0^t \frac{2 \text{Re} \langle (a + ib)(V f + h)(s, x), f(s, x) \rangle_{L^2_x}} {H(s)} \, ds,
\]
we obtain
\[
\frac{d^2 \left( \log(H(t)) - 2\tilde{M}(t) + t^2(a^2 + b^2)(1 + M_1^2 + M_2^2) \right)} {dt^2} = \frac{d^2 \log \left( H(t)e^{-2\tilde{M}(t)+t^2(a^2+b^2)(1+M_1^2+M_2^2)} \right)} {dt^2} \geq 0,
\]
meaning that \( \log \left( H(t)e^{-2\tilde{M}(t)+t^2(a^2+b^2)(1+M_1^2+M_2^2)} \right) \) is convex in \( t \), that is,

\[
H(t)e^{-2\tilde{M}(t)+t^2(a^2+b^2)(1+M_1^2+M_2^2)} \leq H(0)^{1-t} \left( H(1)e^{-2\tilde{M}(1)+(a^2+b^2)(1+M_1^2+M_2^2)} \right)^t
\]

From (3.14) and (3.12),

\[
|\tilde{M}(t)| \leq \sqrt{a^2 + b^2}(M_1 + M_2)t.
\]

Eventually,

\[
H(t) \leq H(0)^{1-t}H(1)^t e^{2\tilde{M}(t)-t^2(a^2+b^2)(1+M_1^2+M_2^2)+t(-2\tilde{M}(1)+(a^2+b^2)(1+M_1^2+M_2^2))} \leq Ce^{(a^2+b^2)(1+M_1^2+M_2^2)H(0)^{1-t}H(1)^t}.
\]

Hence, (3.10) is proved. We are left to bound the derivatives in (3.11). From (3.16), (3.18), (3.31), the Cauchy-Schwarz inequality, and (3.12), we have

\[
\frac{d}{dt} \left( \frac{dH(t)}{dt} - 2\text{Re} \langle (a + ib)(Vf + h), f \rangle \right) = 2 \frac{dD(t)}{dt} = 2 \left( (a^2 + b^2) \langle [S, \mathcal{A}]f, f \rangle + 2\| (aS + ib\mathcal{A})f \|_{L^2_x}^2 + 2\text{Re} \langle (aS + ib\mathcal{A})f, (a + ib)(Vf + h) \rangle \right)
\]

\[
\geq 2(a^2 + b^2) \left( 5\beta^2 \lambda^2 \int_{R^n} |Vf(t, x)|^2 \, dx + 30\beta^2 \lambda^2 \int_{R^n} |xf(t, x)|^2 \, dx - H(t) \right)
\]

\[
+ 4\| (aS + ib\mathcal{A})f \|_{L^2_x}^2 - 4\| (aS + ib\mathcal{A})f \|_{L^2_x} \cdot \| (a + ib)(Vf + h) \|_{L^2_x}^2
\]

\[
\geq 2(a^2 + b^2) \left( 5\beta^2 \lambda^2 \int_{R^n} |Vf(t, x)|^2 \, dx + 30\beta^2 \lambda^2 \int_{R^n} |xf(t, x)|^2 \, dx - H(t) \right) - \| (a + ib)(Vf + h) \|_{L^2_x}^2
\]

\[
\geq 2(a^2 + b^2) \left( 5\beta^2 \lambda^2 \int_{R^n} |Vf(t, x)|^2 \, dx + 30\beta^2 \lambda^2 \int_{R^n} |xf(t, x)|^2 \, dx - (1 + M_1^2 + M_2^2)H(t) \right).
\]

Multiplying \( t(1 - t) \) to both sides, integrating in time over \([0, 1]\), then doing integration by parts, we obtain

\[
2(a^2 + b^2) \left( 5\beta^2 \lambda^2 \int_0^1 \int_{R^n} t(1 - t)|Vf(t, x)|^2 \, dx \, dt + 30\beta^2 \lambda^2 \int_0^1 \int_{R^n} t(1 - t)|xf(t, x)|^2 \, dx \, dt \right)
\]

\[
- (1 + M_1^2 + M_2^2) \int_0^1 \int_{R^n} t(1 - t)H(t) \, dx \, dt
\]

\[
\leq \int_0^1 \int_{R^n} t(1 - t) \frac{d^2H(t)}{dt^2} \, dx \, dt - 2\text{Re} \int_0^1 \int_{R^n} t(1 - t) \frac{dH(t)}{dt} \langle (a + ib)(Vf + h), f \rangle_{L^2_x} \, dx \, dt
\]

\[
\leq (1 - 2t)H(t)|_{0}^{1} - 2\int_0^1 H(t) \, dt + 2\sqrt{a^2 + b^2}(M_1 + M_2) \int_0^1 H(t) \, dt
\]

\[
= H(1) + H(0) + 2 \left( 2\sqrt{a^2 + b^2}(M_1 + M_2) - 1 \right) \int_0^1 H(t) \, dt.
\]
Furthermore, from (3.10),
\[ H(t) \leq C(e^{a^2 + b^2}(1 + M^2 + M^3) \max[H(0), H(1)], \quad \forall t \in (0, 1). \] (3.33)
Substituting (3.33) and the following point-wise inequality
\[ \beta |\nabla f|^2 + \beta^3 |x f|^2 = \beta|\nabla(e^{\beta|xf|^2} u)|^2 + \beta^3 |xe^{\beta|xf|^2} u|^2 \geq \frac{\beta}{4} |e^{\beta|xf|^2} \nabla u| + \frac{\beta^3}{4} |e^{\beta|xf|^2} xu| \]
back to (3.32), we reach (3.11).

This completes the proof of Lemma 3.6.

### 3.1.2. Decay and regularity of solutions to (3.8)

In this section, we first study the evolution of weighted \( L^2 \)-norms. In particular, in the dissipative case \((a > 0 \text{ in Lemma 3.8})\), solutions with Gaussian decay initial data will also have (possibly slower) Gaussian decay at later times. Actually our proof for Lemma 3.8 also works for a space-time dependent operator \( \mathcal{L} \), i.e., with \( a_{kj} = a_{kj}(t, x) \).

**Lemma 3.8.** Let \( u \in L^\infty([0, 1], L^2(\mathbb{R}^n)) \cap L^2([0, 1], H^1(\mathbb{R}^n)) \) solve (3.8) with \( a^2 + b^2 \neq 0, \quad a \geq 0, \quad \text{and} \quad V = V(t, x) \in L^\infty([0, 1] \times \mathbb{R}^n) \) not necessarily being real-valued.

Furthermore, assume that for some \( \gamma > 0, \)
\[ e^{\gamma|xt|^2} u(0) \in L^2(\mathbb{R}^n), \quad e^{\gamma|xt|^2} g(t, x) \in L^\infty([0, 1], L^2(\mathbb{R}^n)). \]
Then, for any \( t \in [0, 1], u(t) \) has a Gaussian decay:
\[ \|e^{\lambda t|t|^2} u(t)\|_{L^2} \leq e^{\lambda t\max|a ReV - b ImV|_{L^\infty} u(0)} \|e^{\gamma|xt|^2} u(0)\|_{L^2} \]
\[ + \sqrt{a^2 + b^2} \int_0^t e^{(t-s)\max|a ReV - b ImV|_{L^\infty}}\|e^{\gamma|xt|^2} g(s)\|_{L^2} ds, \]
where \( C \) is a constant depending only on the spatial dimension \( n \).

**Proof of Lemma 3.8.** Let \( v := e^{\phi} u \) with \( \phi = \phi(t, x) \) being a weight function to be chosen later. In the following, all the integration by parts are symbolic and will be justified once we fix \( \phi \). In the proof, we write
\[ \langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_{L^2}, \quad \text{and} \quad e^{\phi} \mathcal{L}e^{-\phi} = \mathcal{S} + \mathcal{A} \]
by the decomposition into symmetric(\( \mathcal{S} \)) and antisymmetric(\( \mathcal{A} \)) parts with respect to \( \langle \cdot, \cdot \rangle_{L^2} \). Then \( v \) satisfies
\[ \partial_t \tilde{v} = (a + ib)e^{\phi} (\mathcal{L}e^{-\phi} v) + (a + ib)e^{\phi} g + (a + ib)Vv + \partial_t \phi \tilde{v} \]
\[ = (a + ib)(\mathcal{S} + \mathcal{A})v + (a + ib)e^{\phi} g + (a + ib)(ReV + iImV)v + \partial_t \phi \tilde{v} \]
\[ =: \tilde{S}v + \tilde{A}v + (a + ib)e^{\phi} g \]
where
\[ \tilde{S} = (aS + ib\mathcal{A}) + (a ReV - b ImV) + \partial_t \phi, \]
\[ \tilde{A} = (a\mathcal{A} + ibS) + (aImV + bReV). \]

Then,
\[ \partial_t \|v\|_{L^2}^2 = 2Re \langle \tilde{S}v, v \rangle + 2Re \langle (a + ib)e^{\phi} g, v \rangle. \] (3.34)
Now we bound
\[ \text{Re} \left( \langle Sv, v \rangle \right) = \text{Re} \left( \langle (aS + ibA)v, v \rangle \right) + \text{Re} \left( \langle aReV - b\text{Im}V, v \rangle \right) + \text{Re} \left( \langle \partial_i \phi, v \rangle \right) \]

term by term. First, we consider the inner product involving \( S \). By doing integration by parts, we write
\[ \text{Re} \langle Sv, v \rangle = \langle Sv, v \rangle = \int \partial_k(a_k \partial_j \overline{v}) dx + \int \partial_j \phi \partial_j a_k \overline{v} dx \]
\[ = - \int a_k(\partial_j v)(\partial_j \overline{v}) dx + \int a_k(\partial_k \phi)(\partial_j \overline{v}) dx. \]  
(3.35)

For the \( A \) term, similarly, we have
\[ \text{Re} \langle iA v, v \rangle = \text{Im} \langle A v, v \rangle \]
\[ = -\text{Im} \int (\partial_j \phi) \partial_k(a_k \partial_j \overline{v}) dx - \text{Im} \int (\partial_k \phi)(a_k(\partial_j \overline{v}) dx - \text{Im} \int (\partial_k \phi)(\partial_j v)(\partial_j \overline{v}) dx \]
\[ = 2\text{Im} \int (\partial_k \phi)(a_k(\partial_j \overline{v}) dx, \]
where in the last line we used
\[ \langle A(\nabla \phi)v, \nabla v \rangle - \langle \nabla v, A(\nabla \phi)v \rangle = 2i\text{Im} \left( A \nabla \phi v, v \right). \]

Combining (3.35)-(3.35), and noting
\[ \lambda \leq (a_k) \leq \Lambda, \]
we have
\[ \text{Re} \left( \langle S v, v \rangle \right) = \text{Re} \left( \langle (aS + ibA)v, v \rangle \right) + \text{Re} \left( \langle aReV - b\text{Im}V, v \rangle \right) + \text{Re} \left( \langle \partial_i \phi, v \rangle \right) \]
\[ = -a \int a_k(\partial_j v)(\partial_j \overline{v}) dx + a \int a_k(\partial_k \phi)(\partial_j \overline{v}) dx \]
\[ + 2\text{Im} \int (\partial_k \phi)(a_k(\partial_j \overline{v}) dx + \int (aReV - b\text{Im}V + \partial_k \phi)\|v\|^2 dx \]
\[ \leq -a\lambda \|\nabla v\|_{L^2}^2 + a\Lambda \|\nabla \phi\|_{L^2}^2 + 2\text{Im} \int (\partial_k \phi)(a_k(\partial_j \overline{v}) dx + \int (aReV - b\text{Im}V + \partial_k \phi)\|v\|^2 dx. \]

Furthermore,
\[ 2\text{Im} \int (\partial_k \phi)(a_k(\partial_j \overline{v}) dx \leq C|b|\Lambda^2 \int \frac{\sqrt{\lambda a}}{\sqrt{\Lambda a}} |\nabla \phi| |\nabla v| |v| dx \]
\[ \leq \int \lambda a |\nabla v|^2 + C\frac{b^2}{\lambda a} \Lambda^2 |\nabla \phi|^2 |v|^2 dx \]
\[ = \Lambda a \|\nabla v\|_{L^2}^2 + C\frac{b^2}{\lambda a} \Lambda^2 \int |\nabla \phi|^2 |v|^2 dx \]
where \( C = C(n) \). Hence,
\[ \text{Re} \left( \langle S v, v \rangle \right) \leq \int (aReV - b\text{Im}V + \partial_i \phi)\|v\|^2 dx + a\Lambda \int |\nabla \phi|^2 |v|^2 dx + C\frac{b^2}{\lambda a} \Lambda^2 \int |\nabla \phi|^2 |v|^2 dx \]
\[ \leq |aReV - b\text{Im}V|_{L^\infty} \|v\|_{L^2}^2 + \int [(a\Lambda)|\nabla \phi|^2 + C\frac{b^2}{\lambda a} \Lambda^2] |\nabla \phi|^2 + \partial_i \phi |v|^2 dx. \]  
(3.36)
We are going to choose a proper $\phi$ such that
\[
(a\Lambda)|\nabla \phi|^2 + C \frac{b^2}{\lambda a} \Lambda^2 |\nabla \phi|^2 + \partial_t \phi \leq 0.
\] (3.37)
For simplicity, we choose $\phi$ in the format of
\[
\phi = a(t) \left( (\min(|x|, R))^2 \ast \eta_e \right), \quad \text{where } R > \epsilon > 0 \text{ and } \eta_e \in C^\infty(B_\epsilon) \text{ is a usual mollifier.}
\]
With such choice, the requirement (3.37) becomes
\[
(4a\Lambda + C \frac{4b^2}{\lambda a} \Lambda^2) \alpha^2(t) + \alpha'(t) \leq 0, \quad \alpha'(t) \leq 0,
\]
for which we solve
\[
\begin{align*}
\alpha'(t) &= -4(a\Lambda + C \frac{4b^2}{\lambda a} \Lambda^2) \alpha^2(t), \\
\alpha(0) &= \gamma.
\end{align*}
\]
This yields
\[
\alpha(t) = \frac{\gamma \lambda a}{\lambda a + 4\gamma (\lambda a^2 \Lambda + 4b^2 \|A\|_L^2) C} t.
\]
Combining (3.34), (3.36), and (3.37), we have
\[
\partial_t \|v\|_{L_x^2}^2 \leq 2 \|a \text{Re} V - b \text{Im} V\|_{L_t^\infty} \|v(t)\|_{L_x^2}^2 + 2 \sqrt{a^2 + b^2} \left\| e^{\phi} g \right\|_{L_x^2} \|v(t)\|_{L_x^2},
\]
from which,
\[
\partial_t \|v\|_{L_x^2} \leq \|a \text{Re} V - b \text{Im} V\|_{L_t^\infty} \|v(t)\|_{L_x^2} + \sqrt{a^2 + b^2} \left\| e^{\phi} g \right\|_{L_x^2}.
\]
Hence,
\[
\|v(t)\|_{L_x^2} \leq e^{\int \|a \text{Re} V - b \text{Im} V\|_{L_t^\infty} \|v(0)\|_{L_x^2}} + \sqrt{a^2 + b^2} \int_0^t e^{(t-s)\|a \text{Re} V - b \text{Im} V\|_{L_t^\infty}} \left\| e^{\phi(s)} g(s) \right\|_{L_x^2} ds.
\]
Passing $\epsilon \to 0, R \to \infty$, we finish the proof of Lemma 3.8.

Combining Lemma 3.8, semigroup theories, and standard parabolic regularity theories, we have the following regularity result. The proof of Lemma 3.9 can be found in Appendix C.

**Lemma 3.9.** Suppose $u \in C([0, 1], L^2(\mathbb{R}^n))$ is a solution to (3.7) with
\[
a > 0, \ b \in \mathbb{R}, \ V = V(x) \text{ being real-valued and bounded.}
\]
If for some $\beta > 0$
\[
e^{\beta |x|^2} u(t, x) \in L^2(\mathbb{R}^n) \quad \forall t \in (0, 1),
\] (3.38)
then we have $u \in L^2_{t, \text{loc}}((0, 1), H^2_{x, \text{loc}}(\mathbb{R}^n))$ and for all $\epsilon > 0$,
\[
|u(t, x)| + |\nabla_x u(t, x)| = o(e^{-\beta |x|^2}) \quad \text{as } |x| \to \infty, \quad \forall t \in (0, 1).
\]
3.1.3. Log-convexity property with dissipation (Proposition 3.4).

Proof of Proposition 3.4. First, applying Lemma 3.8, we obtain a sub-Gaussian decay $e^{\beta|x|^2} u(t, x) \in L^2(\mathbb{R}^n)$ for all $t \in (0, 1)$ and all small $\delta > 0$. From this, we can employ the integration by parts and prove a log-convexity result similar to (3.10), but with $e^{\beta|x|^2}$ being replaced by $e^{\beta|x|^{2-\delta}}$, which in particular, implies

$$\sup_{t \in (0,1)} \|e^{\beta|x|^{2-\delta}} u(t, x)\|_{L^2_x} \leq C \quad \text{with C independent of } \delta. \quad (3.39)$$

The proof is very similar to that of Lemma 3.6, which we sketch below. For a usual cutoff function $\eta = \eta(x) \in C_0^\infty(B_1^2)$ with $\eta = 1$ on $B_2^c$, let

$$f^\delta = e^{\beta|x|^{2-\delta}} u \eta.$$ 

Then $f^\delta$ solves

$$\partial_t f^\delta = (a + ib)(e^{\beta|x|^{2-\delta}} (L + V)e^{-\beta|x|^{2-\delta}} f^\delta + h^\delta),$$

where

$$h^\delta = -e^{\beta|x|^{2-\delta}} [L, \eta]u \in C_0^\infty([0,1] \times (B_2 \setminus B_1)).$$

Define $S^\delta$ and $A^\delta$ from the decomposition

$$e^{\beta|x|^{2-\delta}} (L - e^{-\beta|x|^{2-\delta}}) = S^\delta + A^\delta$$

into symmetric and antisymmetric parts. Direct computation shows

$$\left< [S^\delta, A^\delta] f, f \right>_{L^2_x}$$

$$= 4\beta(2 - \delta) \int a_{ij}\partial_i f \partial_j f dx + O(1) \int |x|^{-\delta} |\nabla f|^2 dx + \beta \delta O(1) \int |x|^{-\delta} |\nabla f|^2 dx + O(1) \beta^3 \delta \int |x|^{-3\delta} |\nabla f|^2 dx + \beta \delta O(1) \beta^3 \int |x|^{-3\delta} |\nabla f|^2 dx + O(1) \beta^3 \int |x|^{-3\delta} |\nabla f|^2 dx$$

Further following the computation (3.24) - (3.29) and noticing $f^\delta = 0$ when $|x| \leq 1$, such commutator term is nonnegative if we choose $\delta$ and $\varepsilon_0$ in (3.1) to be sufficiently small and $\beta$ sufficiently large. The rest of the proof follows from similar steps in Lemma 3.6. Here, the Gaussian decay in Lemma 3.8 together with the regularity and derivative decay in Lemma 3.9 guarantee that all the integration by parts are justified. Hence, (3.39) is proved.

From (3.39) and the monotone convergence theorem, we know

$$e^{\beta|x|^2} u(t, x) \in L^2_x(\mathbb{R}^n) \quad \forall t \in (0,1).$$

Using Lemma 3.9, we know $u \in L^2_{t, loc} H^2_{x, loc}$ and for all $\varepsilon > 0$,

$$|u(t, x)| + |\nabla u(t, x)| = o(e^{-\varepsilon|x|^2}).$$

Hence, we can apply Lemma 3.6 with $\beta$ being replaced by $\beta - 2\varepsilon$. Finally, Proposition 3.4 follows from passing $\varepsilon$ to zero and another application of the monotone convergence theorem. ■
3.2. Proof of Theorem 3.1 and Corollary 3.2.

Proofs of Theorem 3.1. Define
\[ u_\varepsilon(t) := e^{t(\mathcal{L} + V)}u(t), \tag{3.40} \]
to be the parabolic flow approximation of \( u \). From the semigroup property
\[ e^{t(z_{1,2} + z_{1,2})} \mathcal{L} V = e^{t(z_{1,2})} e^{t(z_{1,2})} \mathcal{L} V, \quad \forall \text{Re} z_{1,2} \geq 0, \]
we have
\[ u_\varepsilon(t) = e^{t(\mathcal{L} + V)}u_0, \]
i.e., \( u_\varepsilon \) solves
\[ \begin{cases} \partial_t u_\varepsilon = (\varepsilon + i)(\mathcal{L} + V)u_\varepsilon, \\ u_\varepsilon(0) = u_0. \end{cases} \]
Here we used the fact that \( V = V(x) \) is real-valued. Furthermore, from
\[ u_\varepsilon(1) = e^{t(\mathcal{L} + V)}u(1), \]
we can apply Lemma 3.8 to obtain that for some \( \beta_\varepsilon \in (0, \beta) \) with \( \beta_\varepsilon \to \beta \) as \( \varepsilon \to 0 \),
\[ e^{\varepsilon |x|^2} u_\varepsilon(1, x) \in L^2(\mathbb{R}^n). \]
Now we apply Proposition 3.4 with \( a = \varepsilon, b = 1, \gamma = 0, \beta = \beta_\varepsilon \) to \( u_\varepsilon \) to obtain (3.10) - (3.11) with \( \beta, u \)
being replaced by \( \beta_\varepsilon, u_\varepsilon \). The desired estimate follows by sending \( \varepsilon \to 0 \).

This completes the proofs of Theorem 3.1. \( \blacksquare \)

Proof of Corollary 3.2. The proof is based on a “subordination type” inequality in Lemma A.1 in Appendix A. We only prove the inequality (3.5) since (3.6) can be derived analogously by noting that \( \beta_0 \geq 1 \).

We start by proving (3.5) in the case \( \alpha \in (1, 2) \). Taking \( q \in (1, 2) \) as the conjugate exponent of \( \alpha \), multiplying both members of (3.3) by \( e^{-\frac{2\beta_0}{\alpha r}} (2\beta)^{\frac{2}{r}} \) with \( \kappa > 0 \), and integrating against \( \beta \) in \( (\beta_0, \infty) \), we get
\[ \int_{\mathbb{R}^n} \left( \int_{\beta_0}^{+\infty} e^{2\beta |x|^2 - \frac{2\beta_0}{\alpha r}} (2\beta)^{\frac{2}{r}} \, d\beta \right) |u(t, x)|^2 \, dx \]
\[ \leq C \left( \int_{\mathbb{R}^n} \left( \int_{\beta_0}^{+\infty} e^{2\beta |x|^2 - \frac{2\beta_0}{\alpha r}} (2\beta)^{\frac{2}{r}} \, d\beta \right) |u_0(x)|^2 \, dx \right)^{1-t} \left( \int_{\mathbb{R}^n} \left( \int_{\beta_0}^{+\infty} e^{2\beta |x|^2 - \frac{2\beta_0}{\alpha r}} (2\beta)^{\frac{2}{r}} \, d\beta \right) |u_1(x)|^2 \, dx \right)^{t}. \tag{3.41} \]

By Lemma A.1 with \( r = |x|^2 \) and \( \alpha = p, \) for every \( \kappa \) with
\[ \frac{\kappa \alpha}{\alpha} > \kappa_0 := \frac{1}{\alpha} \left( 4\beta_0 \left( \frac{2}{q - 2} \right)^{1/q} \right)^{\alpha}, \]
we have
\[ \int_{\beta_0}^{+\infty} e^{2\beta |x|^2 - \frac{2\beta_0}{\alpha r}} (2\beta)^{\frac{2}{r}} \, d\beta \approx_{\kappa, \alpha} e^{\varepsilon \theta \varepsilon^{2\alpha}/\alpha}, \]
which, replaced in (3.41), gives the result for \( \alpha \in (1, 2) \). Here the notation \( f \approx_{a,b} g \) means that there
exists a positive constant \( C \) depending on \( a, b \) such that \( 1/C g(x) \leq f(x) \leq C g(x) \).

The proof of (3.5) in the case when \( \alpha = 2^m \), with \( m \) being an integer \( m \geq 1 \), follows by using the strategy of “completing the square”. We just show how to prove the case \( m = 1 \), since iterating this result one can further get the conclusion for any \( m \geq 1 \).
Multiplying $e^{-\frac{1}{4}t^2}$ to both sides of (3.3), with $\kappa \geq \beta_0$ (recall, $\beta_0$ is as before such that (3.4) holds for $\beta \geq \beta_0$), and completing the square, we obtain
\[
\int_{\mathbb{R}^n} e^{-\frac{1}{4}(\beta - \kappa|x|^2)^2} e^{\kappa^2|x|^4} |u(t,x)|^2 \, dx \leq C \left( \int_{\mathbb{R}^n} e^{-\frac{1}{4}(\beta - \kappa|x|^2)^2} e^{\kappa^2|x|^4} |u(0,x)|^2 \, dx \right)^{1-t} \left( \int_{\mathbb{R}^n} e^{-\frac{1}{4}(\beta - \kappa|x|^2)^2} e^{\kappa^2|x|^4} |u(1,x)|^2 \, dx \right)^t.
\]

Next we integrate both sides in $\beta$, from $\beta_0$ to $+\infty$. By Hölder’s inequality and Fubini’s theorem,
\[
\int_{\mathbb{R}^n} e^{\kappa^2|x|^4} |u(t,x)|^2 \int_{\beta_0}^{\infty} e^{-\frac{1}{4}(\beta - \kappa|x|^2)^2} \, d\beta \, dx \leq C \left( \int_{\mathbb{R}^n} e^{\kappa^2|x|^4} |u(0,x)|^2 \int_{\beta_0}^{\infty} e^{-\frac{1}{4}(\beta - \kappa|x|^2)^2} \, d\beta \, dx \right)^{1-t} \left( \int_{\mathbb{R}^n} e^{\kappa^2|x|^4} |u(1,x)|^2 \int_{\beta_0}^{\infty} e^{-\frac{1}{4}(\beta - \kappa|x|^2)^2} \, d\beta \, dx \right)^t. \tag{3.42}
\]

Taking the change of variable $\gamma = \beta - \kappa|x|^2$, since $\kappa \geq \beta_0$
\[
\int_{\beta_0}^{\infty} e^{-\frac{1}{4}(\beta - \kappa|x|^2)^2} \, d\beta = \kappa \int_{\beta_0/\kappa - |x|^2}^{\infty} e^{-\gamma^2} \, d\gamma \begin{cases}
\leq \kappa \int_{\beta_0/\kappa - |x|^2}^{\infty} e^{-\gamma^2} = \frac{\kappa}{\sqrt{\pi}} \, & (\text{above bound}) \\
\geq \kappa \int_{\beta_0/\kappa - |x|^2}^{\infty} e^{-\gamma^2} > \kappa/10 \, & (\text{below bound}). \end{cases} \tag{3.43}
\]

Substituting the upper (lower) bound in (3.43) back to the right (left)-hand side of (3.42), we reach the desired estimate.

We are now left with the case $\alpha \in (2^m, 2^{m+1})$ with $m \geq 1$. The strategy to be used is the same as the one used for the case $\alpha \in (1, 2)$. The only difference here is that Lemma A.1 is applied with $r = |x|^{2^{m+1}}$ and $p = \alpha/2^m \in (1, 2)$. Corollary 3.2 is proved.

\section{Carleman inequalities and lower bounds of solutions in the general case}

In this section, we prove a Carleman estimate with a cubic exponential weight (Lemma 4.1), and then show a lower bound for non-trivial solutions (Theorem 4.2). The latter will be used in Section 5 to prove the main theorem (Theorem 1.1).

\begin{lemma}
Assume $A \in C^3_b(\mathbb{R}^n)$, $\varphi = \varphi(t) \in C^\infty_c(\mathbb{R})$, and $r_0 > 0$. There exists an $\varepsilon_0 = \varepsilon_0(n, \lambda, A)$, such that if
\[
\sup_{x \in \mathbb{R}^n} |x| |\nabla A| < \varepsilon_0,
\]
then for any function
\[
f \in C^\infty_c(\mathbb{R} \times B_{r_0}^c)
\]
and $\beta, R$ satisfying
\[
\beta \geq \beta_1 := \max\{\lambda^{-1}||\varphi'''||_{L^\infty} r_0^{-1} R^3, C_1(1 + r_0^{-1}) R^2\}, \quad R \geq 1 \tag{4.1}
\]
with $C_1 = C_1(n, \lambda, A, ||A||_{C^3})$, we have
\[
\beta R^{-2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |\nabla f|^2 \, dx \, dt + \beta^3 R^{-6} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |x|^2 |f|^2 \, dx \, dt \leq \lambda^{-2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \left| e^{\beta (|x|^2 + \varphi(t))} (\partial_t \varphi + \mathcal{L}) e^{-\beta (|x|^2 + \varphi(t))} f \right|^2 \, dx \, dt
\]

\begin{proof}[Proof of Lemma 4.1] Let $\phi = \phi(t, x)$. For $\mathcal{L} = \partial_t^2(a_{ij} \partial_j)$ with $a_{kj} = a_{kj}(x)$, we decompose
\[
e^{\phi} (\partial_t^2 + \mathcal{L}) e^{-\phi} =: \mathcal{S} + \mathcal{A},
\]

where $S$ and $\mathcal{A}$ are symmetric and anti-symmetric operators with respect to $\langle \cdot, \cdot \rangle_{l^2_x}$.

Now we plug in $\phi = \beta(|x/R|^2 + \varphi(t))$. Using the formula in Section 2.2, noting

$$\partial_j \phi = \frac{2\beta}{R^2} x_j, \quad \partial^2_{jk} \phi = \frac{2\beta}{R^2} \delta_{kj}, \quad \partial_t \phi = \beta \varphi', \quad \partial_{tt} \phi = \beta \varphi'',$$

and

$$\nabla^3 \phi = \nabla^2 \phi = 0,$$

we have

$$[S, \mathcal{A}] = -\frac{8\beta}{R^2} a^i_{jk} a^m \partial^2_{mj} + \frac{8\beta}{R^2} a^i_{jk} (\partial_i a_{ml}) x_l \partial^2_{mj} + \frac{4\beta}{R^2} a^m (\partial_m a_k) x_l \partial^2_{kj}$$

$$+ O(1) \frac{\beta}{R^2} (|\nabla A| + |x||\nabla^2 A| + |x||\nabla A|^2) V$$

$$+ 32 \frac{\beta^3}{R^6} a^i_{jk} a^m x_l x_j + 16 \frac{\beta^3}{R^6} a^i_{jk} (\partial_m a_k) x_l x_l$$

$$+ \beta \varphi'' + O(1) \frac{\beta}{R^2} (|\nabla^2 A| + |x||\nabla A||\nabla^2 A| + |x||\nabla A|^2 + |x||\nabla^3 A| + |\nabla A|^2).$$

Hence,

$$\|e^{\beta(t \partial_t + \mathcal{L})} e^{-\beta f}\|_{l^2_x}^2 = \|(S + \mathcal{A}) f\|_{l^2_x}^2$$

$$\geq \langle [S, \mathcal{A}] f, f \rangle_{l^2_x}$$

$$= \frac{8\beta}{R^2} \int \int a^i_{jk} a^m \partial^2_{mj} \partial_j f \partial_i f \, dx \, dt + O(1) \frac{\beta}{R^2} \int \int |x||\nabla A||\nabla f|^2 \, dx \, dt$$

$$+ O(1) \frac{\beta}{R^2} \int \int (|\nabla A| + |x||\nabla A|^2 + |x||\nabla^2 A|)|\nabla f||f| \, dx \, dt$$

$$+ 32 \frac{\beta^3}{R^6} \int \int a^i_{jk} a^m x_l x_j |f|^2 \, dx \, dt + O(1) \frac{\beta^3}{R^6} \int \int |x|^3 |\nabla A||f|^2 \, dx \, dt + \int \beta \varphi'' |f|^2 \, dx \, dt$$

$$+ O(1) \frac{\beta}{R^2} \int \int (|\nabla^2 A| + |x||\nabla A||\nabla^2 A| + |x||\nabla A|^2 + |x||\nabla^3 A|^2 + |x|^2 |\nabla A|^4) |f|^2 \, dx \, dt$$

$$\geq 7\beta R^{-2} \lambda^2 \int \int |V f|^2 \, dx \, dt + O(1) \beta R^{-2} \int \int |x||\nabla A||\nabla f|^2 \, dx \, dt$$

$$+ 32 \beta^3 R^{-6} \lambda^2 \int \int |x|^2 |f|^2 \, dx \, dt + O(1) \beta^3 R^{-6} \int \int |x|^3 |\nabla A||f|^2 \, dx \, dt + \int \beta \varphi'' |f|^2 \, dx \, dt$$

$$+ O(1) \beta R^{-2} \int \int (|V^2 A| + |x||\nabla^2 A| + |V A|^2 + |x|^2 |V^2 A|^2 + |x|^2 |\nabla A|^4) |f|^2 \, dx \, dt.$$

Here we used

$$\int \int |x||\nabla A||\nabla^2 A||f|^2 \, dx \, dt \leq \frac{1}{2} \int \int |x|^2 |\nabla^2 A|^2 |f|^2 \, dx \, dt + \frac{1}{2} \int \int |V A|^2 |f|^2 \, dx \, dt,$$

$$\int \int (|\nabla A| + |x||\nabla A|^2 + |x||\nabla^2 A||V f||f| \, dx \, dt \leq \delta \int \int |V f|^2 + \frac{C}{\delta} \int \int (|\nabla A|^2 + |x|^2 |\nabla A|^4 + |x|^2 |V^2 A|^2) |f|^2 \, dx \, dt,$$

and the following inequality coming from the ellipticity

$$a^i_{jk} a^m \xi_m \xi_j \geq \lambda^2 |\xi|^2 \quad \forall \xi \in \mathbb{R}^n,$$

then chose $\delta$ to be small enough. Furthermore, choosing $\varepsilon_0$ in (3.1) to be small enough, we have

$$\langle [S, \mathcal{A}] f, f \rangle_{l^2_x} \geq 4\beta R^{-2} \lambda^2 \int \int |V f|^2 \, dx \, dt + 16 \beta^3 R^{-6} \lambda^2 \int \int |x|^2 |f|^2 \, dx \, dt.$$
+\beta \iint \varphi''|f|^2\,dx\,dt + O(1)\beta R^{-2} \iint (|\nabla^2 A| + |x||\nabla^3 A| + |\nabla A|^2 + |x|^2|\nabla^2 A|^2)|f|^2\,dx\,dt.

Hence, if on supp$(f)$

$$8\beta^3 R^{-6} \lambda^2 |x|^2 \geq \beta \left\| \varphi'' \right\|_{L^\infty} + O(1)\beta R^{-2} (|\nabla^2 A| + |x||\nabla^3 A| + |\nabla A|^2 + |x|^2|\nabla^2 A|^2),$$

the term $I$ can be absorbed. Recall supp$(f) \subset \{|x| \geq r_0\}$, it suffices to assume

$$\beta^2 R^{-6} \lambda^2 r_0^2 \geq \left\| \varphi'' \right\|_{L^\infty}$$

and

$$\beta^2 R^{-4} \geq C \left( \frac{\left\| \nabla^2 A \right\|_{L^\infty}}{r_0^2} + \frac{\left\| \nabla^3 A \right\|_{L^\infty}}{r_0} + \frac{\left\| \nabla A \right\|_{L^\infty}^2}{r_0^2} + \frac{\left\| \nabla^2 A \right\|_{L^\infty}^2}{r_0} \right)$$

where $C = C(n, \lambda, \Lambda)$. Lemma 4.1 is proved. \hfill \blacksquare

Next, we prove lower bounds for non-trivial solutions.

**Theorem 4.2.** Let $u \in L^\infty([0, 1], L^2(\mathbb{R}^n)) \cap L^2_{loc}((0, 1), H^1(\mathbb{R}^n))$ be a solution of

$$\partial_t u = i(\Delta + V)u,$$

where $a_{jk}$ satisfies the assumptions of Lemma 4.1, $V \in L^\infty(\mathbb{R} \times \mathbb{R}^n, \mathbb{C})$. Denote by $M_1 := \|V\|_{L^\infty}$.

Furthermore, let $E_1, E_2, R_0, \epsilon$ be the numbers such that

$$\int_{1/8}^{7/8} \int_{\mathbb{R}^n} (|u|^2 + |\nabla u|^2)(t, x)\,dt\,dx \leq E_1^2 < \infty$$  \hspace{1cm} (4.2)

and

$$\int_{1/4}^{3/4} \int_{B_{R_0} \setminus B_{2\epsilon}} |u|^2(t, x)\,dt\,dx \geq E_2^2$$  \hspace{1cm} (4.3)

then there exist positive constants $R_2 = R_1(n, \lambda, \Lambda, \|A\|_{C^1}, \epsilon, M_1, E_1, E_2, R_0), C_0 = C_0(\lambda, \epsilon)$, and $C = C(n, \lambda, \Lambda, \|A\|_{C^1}, \epsilon, M_1, E_1, E_2, R_0)$, such that, for any $R > R_1$,

$$\delta(R) := \int_{1/8}^{7/8} \int_{B_R \setminus B_{R-1}} (|u|^2 + |\nabla u|^2)(t, x)\,dx\,dt \geq C e^{-C_0 R^3}.$$

**Proof of Theorem 4.2.** We start by defining a cutoff function in time

$$\varphi = \varphi(t) \in C^\infty_c((1/8, 7/8)), \quad \text{with } \varphi = 3 \text{ on } [1/4, 3/4].$$

Furthermore, define $\vartheta, \vartheta^{(R)}, \vartheta^{(\epsilon)} \in C^\infty(\mathbb{R}^n)$:

$$\vartheta(r) = \begin{cases} 0 & r \leq 1, \\ 1 & r \geq 2 \end{cases}, \quad \vartheta^{(R)}(x) = \begin{cases} 1, & x \in B_{R-1}, \\ 0, & x \in B_R^c, \end{cases} \quad \vartheta^{(\epsilon)}(x) = \begin{cases} 0, & x \in B_{\epsilon}, \\ 1, & x \in B_{2\epsilon}^c. \end{cases}$$

As usual, we require

$$|\varphi'| + |\vartheta'| + |\nabla \vartheta^{(R)}| + |\nabla^2 \vartheta^{(R)}| \leq C, \quad |\vartheta^{(\epsilon)}'| \leq C \frac{1}{\epsilon}.$$
Write also
\[ \psi(t, x) = |x/R|^2 + \varphi(t) \left( \frac{\phi(t, x)}{\beta} \right), \]
and let
\[ g = \theta(\psi(t, x)) \theta^{(R)}(x) \theta^{(\varepsilon)}(x) u(t, x) = \theta \left( |x/R|^2 + \varphi(t) \right) \theta^{(R)} \theta^{(\varepsilon)} u. \]

We get the following properties of \( g \) and of its support.

- From the supports of \( \theta^{(R)} \) and \( \theta^{(\varepsilon)} \),
  \[ \text{supp}(g) \subset [0, 1] \times (B_R \setminus B_\varepsilon). \]  
  \[ (4.4) \]

- The support of the function \( \theta(\psi) \) implies that
  \[ \text{supp}(g) \subset \{ \psi(t, x) \geq 1 \}. \]

In particular, when \( t \in [0, 1/8] \cup [7/8, 1], \varphi = 0, \) which gives \( \psi = |x/R|^2 \leq 1 \) in \( (0, 1/8] \cup [7/8, 1) \times B_R. \) Hence, combined with \( (4.4), \)
\[ g = 0 \quad \text{for} \quad t \in [0, 1/8] \cup [7/8, 1]. \]

In fact, \( \theta(\psi) \) is a cutoff in time such that
\[ \text{supp}(\theta'(\psi)) \subset [1 \leq \psi \leq 2], \]
which gives a nice control of time cutoff terms in Carleman estimates. Also, we extend \( g \) by zero for \( t \not\in [0, 1]. \) This way the extension, that we still denote by \( g, \) has compact support in \( \mathbb{R} \times \mathbb{R}^n. \)

- When \( t \in [1/4, 3/4], \varphi = 3 \) and
  \[ \psi = |x/R|^2 + \varphi \geq |x/R|^2 + 3 \geq 3, \]
  which implies \( \theta(\psi) = 1 \) in \([1/4, 3/4]. \) This, in particular, gives
  \[ g = u \quad \text{on} \quad [1/4, 3/4] \times (B_{R-1} \setminus B_{2\varepsilon}). \]  
  \[ (4.5) \]

With these properties at hand, we now apply the quadratic Carleman estimate in Lemma 4.1 to \( f = \rho^3 g. \) Below we shall use the notation \( LHSC, RHSC \) for the left and the right-hand side of the Carleman estimate in Lemma 4.1 applied on \( f, \) respectively. Then, for \( \beta_1 \) defined in (4.1) with \( r_0 = \varepsilon, \) if
\[ \beta \geq \beta_1, \quad R - 1 \geq R_0, \]
we have
\[
LHSC \geq \beta^3 R^{-6} \int_R \int_{\mathbb{R}^n} |x|^2 |f|^2 dxdt = \beta^3 R^{-6} \int_R \int_{B_R} |x|^2 e^{2\phi} |g|^2 dxdt \\
= \frac{1}{2} \beta^3 R^{-6} \int_R \int_{\mathbb{R}^n} |x|^2 |f|^2 dxdt + \frac{1}{2} \beta^3 R^{-6} \int_R \int_{\mathbb{R}^n} |x|^2 |f|^2 dxdt \\
\geq \frac{1}{2} \beta^3 R^{-6} e^2 \int_R \int_{\mathbb{R}^n} e^{2\phi} |g|^2 dxdt + 2 \beta^3 R^{-6} e^2 \int_{[1/4,3/4]} \int_{B_{R_0} \setminus B_{2\varepsilon}} e^{2\phi(4|x|^2 + 3)} |u|^2 dxdt \\
\geq \frac{1}{2} \beta^3 R^{-6} e^2 \int_R \int_{\mathbb{R}^n} e^{2\phi} |g|^2 dxdt + 2 \beta^3 R^{-6} e^2 e^{2\phi(4|x|^2 + 3)} E^2_2.
\]

Here we used \( (4.4), (4.5), \) and \( (4.3). \)

To estimate the RHSC we first observe that
\[ (i\partial_t + \mathcal{L})g = (i\partial_t + \mathcal{L})(\theta \theta^{(R)} \theta^{(\varepsilon)} u) \]
\[
\theta \quad \text{which splits the RHSC into two terms. For the } \theta \text{ term, we have}
\]
\[
\int_0^1 \int_{\mathbb{R}^n} e^{2\phi |Vg|^2} dx dt \leq \|V\|_{L^2}^2 \int_0^1 \int_{\mathbb{R}^n} e^{2\phi |g|^2} dx dt.
\]

For the commutator term, we split it into four pieces. For simplicity, in the following we write \( \theta \) for \( \theta(\psi) \).

\[
[i\partial_t + L, \theta \theta^{(R)} \theta] u = i\theta' \phi' \theta^{(R)} \theta u + O(1) \frac{|x|}{R^2} |\theta'(|\nabla A| \theta^{(R)} \theta) u| + |\nabla (\theta^{(R)} \theta u)|
\]

\[
+ O(1) (\frac{|x|^2}{R^2} |\theta''|) \theta^{(R)} \theta |u| \quad I_1
\]

\[
+ O(1) (|\nabla \theta| \theta(|\nabla A| \theta^{(R)} |u|) + |\nabla (\theta^{(R)} u)|) + O(1) |\nabla^2 \theta \theta^{(R)} | |u|)
\]

\[
+ \theta \theta^{(R)} [L, \theta^{(R)}] u . \quad (4.7)
\]

Note that \( I_1 \) and \( I_2 \) are terms with at least one derivative hitting on \( \theta(\psi) \), that in \( I_3 \) no derivative hits on \( \theta \) and at least one derivative hits on \( \theta(\varepsilon) \), and that term \( I_4 \) has derivatives only hitting on \( \theta^{(R)} \) but not on \( \theta \) nor \( \theta(\varepsilon) \).

We first bound \( I_1 \) and \( I_2 \). Since

\[
\text{supp}(\theta'(\psi)) \subseteq \{1 \leq \psi \leq 2\}, \quad \Rightarrow \phi = \beta \psi \in [\beta, 2\beta]
\]

and

\[
\text{supp}(g) \subseteq \{t \in [1/8, 7/8], \quad |x/R| \leq 1\}.
\]

Recall (4.2), we get

\[
\int_0^1 \int_{\mathbb{R}^n} e^{2\phi} |I_1 + I_2|^2 dx dt \leq C \int_{1/8}^{7/8} \int_{\mathbb{R}^n} e^{4\phi} (|u|^2 + |\nabla u|^2) dx dt \leq C_1 e^{4\beta} E_1^2,
\]

where \( C_1 = C_1(n, \lambda, \Lambda, \|\nabla A\|_{L^\infty}, \varepsilon) \).

Next we bound \( I_3 \). From \( \text{supp}(\nabla \theta(\varepsilon)) \subseteq B_{2\varepsilon} \setminus B_{\varepsilon} \) and \( \varphi \leq 3 \),

\[
\int_0^1 \int_{\mathbb{R}^n} e^{2\phi} |I_3|^2 dx dt \leq C_2 e^{2\beta(4(\varepsilon)^2 + 3)} \int_{1/8}^{7/8} \int_{B_{2\varepsilon} \setminus B_{\varepsilon}} (|u|^2 + |\nabla u|^2) dx dt \leq C_2 e^{2\beta(4(\varepsilon)^2 + 3)} E_1^2,
\]

where \( C_2 = C_2(n, \lambda, \Lambda, \|\nabla A\|_{L^\infty}, \varepsilon) \).

Finally, for the last term \( I_4 \), we use that

\[
e^{\beta(|x/R|^2 + \varphi)} \leq e^{\beta(1 + 3)} \leq e^{4\beta}, \quad \text{in } [0, 1] \times B_{\delta} \supset \text{supp}(g),
\]

which gives

\[
\int_0^1 \int_{\mathbb{R}^n} e^{2\phi} |I_4|^2 dx dt \leq C_3 e^{8\beta} \int_{1/8}^{7/8} \int_{B_{\delta} \setminus B_{\delta - 1}} (|u|^2 + |\nabla u|^2) dx dt = C_3 e^{8\beta} \delta(R),
\]
with \( C_3 = C_3(n, \lambda, \Lambda, \|VA\|_{L^\infty}) \).

Combining all the calculations above, we have
\[
\frac{1}{2}\beta^3 R^{-6} \epsilon^2 \int_0^1 \int_{\mathbb{R}^n} e^{2\phi} |\nabla|^2 \, dx \, dt + 2\beta^3 R^{-6} \epsilon^2 e^{2\beta(\|\xi\|^2/3)} E_2^2 \\
\leq \lambda^{-2} \left( \|V\|_{L^\infty}^2 \int_0^1 \int_{\mathbb{R}^n} e^{2\phi} |\nabla|^2 \, dx \, dt + C_1 e^{A\beta} E_1^2 + C_2 e^{2\beta(\|\xi\|^2/3)} E_2^2 + C_3 e^{8\beta} \delta(R) \right).
\]

Finally observe that, if besides (4.6), we also require that \( \beta \) and \( R \) satisfy
\[
\beta^3 R^{-6} > 2\lambda^{-2} \epsilon^2 \|V\|_{L^\infty}^2, \quad \beta^3 R^{-6} \epsilon^2 E_2^2 > \lambda^{-2}(C_2 E_2^2 + C_1 E_1^2),
\]
then all except the \( \delta(R) \) term on the right-hand side can be absorbed, from which
\[
\delta(R) \geq (\beta^3 R^{-6} \epsilon^2 E_2^2 - \lambda^{-2} C_2 E_2^2 - \lambda^{-2} C_1 E_1^2) e^{-2\beta}.
\]

For (4.6) and (4.8), it suffices to choose
\[
\beta = \frac{10\|\phi''\|_{L^\infty}}{\lambda \epsilon} R^3,
\]
which means \( C_0 = 10\|\phi''\|_{L^\infty}/(\lambda \epsilon) \), and restrict
\[
R \geq R_1 := C_4(n, \lambda, \Lambda, \|A\|_{C_3}, M_1, \|\phi''\|_{L^\infty}, \epsilon, E_1, E_2) + R_0 + 1,
\]
with \( C_4 \) sufficiently large. This concludes the proof of Theorem 4.2.

5. Proof of Theorem 1.1

We include the proof of Theorem 1.1 in this section.

Proof. We prove Theorem 1.1 by contradiction. Suppose that \( u \neq 0 \), then there exist some \( R_0 > 0 \) sufficiently large and \( \epsilon > 0 \) sufficiently small (might both depend on \( u \)), such that
\[
\int_{1/4}^{3/4} \int_{B_{R_0}\setminus B_2} |u|^2 \, dx \, dt \in (0, \infty).
\]
Furthermore, from Theorem 3.1,
\[
\int_{1/8}^{7/8} \int_{\mathbb{R}^n} (|u|^2 + |Vu|^2) \, dx \, dt < \infty,
\]
hence, applying Theorem 4.2, we have the lower bound
\[
\int_{1/8}^{7/8} \int_{B_R\setminus B_{R-1}} |u|^2 + |Vu|^2 \, dx \, dt \geq C_1 e^{-C_0 R^3},
\]
with the same \( C_0 \) chosen as in Theorem 4.2. On the other hand, from Corollary 3.2 with \( \alpha = 3/2 \) and the decay properties of \( u_0, u_1 \), for \( \kappa > \kappa_0 \), we have
\[
\int_0^1 \int_{\mathbb{R}^n} e^{\kappa |x|^2} (|u(t, x)|^2 + t(1-t)|Vu(t, x)|) \, dx \, dt < \infty,
\]
implying that
\[
\lim_{R \to \infty} e^{\kappa R^3} \left( \int_{1/8}^{7/8} \int_{B_{R+1}\setminus B_R} |u(t, x)|^2 + |Vu(t, x)|^2 \, dx \, dt \right) = 0.
\]
Choosing \( \kappa \) large enough, we reach a contradiction with (5.1). Now Theorem 4.2 is proved.
6. Proof of Theorem 1.2

In this section, we focus on the case when the matrix coefficients $a_{kj}$ are translation-invariant in one spatial variable. Without loss of generality, we assume such space variable to be $x_1$, and we write a point in $\mathbb{R}^n$ as $x = (x_1, x') \in \mathbb{R} \times \mathbb{R}^{n-1}$.

**Assumption 6.1.** Let

$$A = A(x') = \begin{pmatrix} a_{11} & 0 \\ 0 & \tilde{A}(x') \end{pmatrix},$$

where $\tilde{a}_{11} > 0$ is a constant, and $\tilde{A} \in C^3(\mathbb{R}^{n-1})$ is a symmetric $(n-1) \times (n-1)$ matrix.

Later we will impose smallness conditions on $|x'|\|\nabla_x \tilde{A}|$. It is worth mentioning that we cannot require the previous decay assumption (1.6) anymore, since

$$\forall x' \in \mathbb{R}^{n-1}, |x_1|\|\nabla_x A(x')\| \text{ bounded as } |x_1| \to \infty \text{ implies } \nabla_x A \equiv 0, \text{ from which } A \equiv A(0).$$

Later, in the proof of Theorem 1.2, we will show that if $A$ is as in (1.7), then it can always be reduced in the form as in Assumption 6.1. For this reason, up to the proof of Theorem 1.2 we shall work with $A$ as in Assumption 6.1.

The proof of Theorem 1.2 includes the following ingredients:

- A log-convexity result in Section 6.1;
- A “better” Carleman estimate in Section 6.2, from which we derive a “sharp” lower bound;
- A contradiction argument in Section 6.3.

6.1. log-convexity. The results in Theorem 3.1 turn out to be still true under Assumption 6.1.

**Theorem 6.2.** Let $u \in C([0,1], L^2(\mathbb{R}^n))$ be a solution to (1.1) with $\mathcal{L}$ defined as in (1.2) satisfying Assumption 6.1. Let also $V$ be real-valued and such that $M_1 := \|V\|_{L^\infty} < \infty$. Then there exist a small enough $\varepsilon_0 = \varepsilon_0(n, \lambda, \Lambda) > 0$ and a large enough $\beta_2 = \beta_2(n, \lambda, \Lambda, \|A\|_{C^1})$, such that if

$$\sup_{x' \in \mathbb{R}^{n-1}} |x'|\|\nabla_x \tilde{A}| \leq \varepsilon_0 \tag{6.1}$$

and

$$e^{\beta|t|^2} u(0, x), e^{\beta|t|^2} u(1, x) \in L^2(\mathbb{R}^n), \text{ for some } \beta > \beta_2,$$

then we have

$$\|e^{\beta|t|^2} u(t, x)\|_{L^1_x}^2 \leq C e^{M_1^2} (\|e^{\beta|t|^2} u(0, x)\|_{L^1_x}^2)^{1-t} (\|e^{\beta|t|^2} u(1, x)\|_{L^1_x}^2)^{t},$$

and

$$\beta \|\sqrt{t(1-t)} e^{\beta|t|^2} |\nabla u|\|_{L^2_x}^2 + \beta^3 \|\sqrt{t(1-t)} e^{\beta|t|^2} |xu|\|_{L^2_x}^2$$

$$\leq C e^{M_1^2} (\|e^{\beta|t|^2} u(0, x)\|_{L^1_x}^2 + \|e^{\beta|t|^2} u(1, x)\|_{L^1_x}^2).$$

Here $C$ is an absolute constant.

In particular, when $A = I_n$, we can take $\beta_2 = 0$. 

Sketch of the proof of Theorem 6.2. Recall that in Section 3, the proof of the log-convexity property is based on a lower bound for \([S, A]\) and on the use of a viscosity argument (see Remark 3.3). See the detailed strategy in Remark 3.5. Actually the only place where two different types of assumptions on \(a_{jk}\) play a role lies in the the commutator estimate (3.29), which we give a proof below.

First notice that, taking the weight function \(\phi = \beta |x|^2\), Assumption 6.1 implies each summand
\[ a_{kj}(\partial_k a_{ml}) \partial_l \phi = 2a_{kj}(\partial_k a_{ml}) x_i = 0, \quad \text{if at least one of } j, k, m, l \text{ equals } 1. \]
Hence, the formulas in Section 2.2, specifically formulas in (2.3), show that
\[ [S, A] = T_2 + T_1 + T_{0,1} + T_{0,2}, \]
where \(T_2, T_1, T_{0,1}, T_{0,2}\) can be written as
\[
T_2 = -8\beta \int a_{kj} a_{ml} \partial_m^2 j_i - 8\beta \sum_{j,k,l,m \geq 2} a_{kj}(\partial_k a_{ml}) x_i \partial_m^2 j_i + 4\beta \sum_{j,k,l,m \geq 2} a_{mj}(\partial_m a_{kj}) x_i \partial_m^2 j_i,
\]
\[
T_1 = O(1)\beta (\tilde{A} \lambda |x|^2 A + |x|^2 \tilde{A}^2 A^2 + \tilde{A} |x|^2 |x|^2 A) \mathcal{V},
\]
\[
T_{0,1} = 32\beta^3 a_{mj} a_{kj} x_i x_i a_{mj} + 16\beta^3 \sum_{j,m \geq 2} a_{mj}(\partial_m a_{kj}) x_i x_i x_j,
\]
\[
T_{0,2} = O(1)\beta (|x|^2 \tilde{A} + |x|^2 \tilde{A}^2 A + |x|^2 \tilde{A}^2 A + |x|^2 \tilde{A}^2 A^2).
\]

Here and below, the usual Einstein convention of summation (summing from 1 to \(n\)) is used if the range is not specified. Now, using (6.2) we can follow the steps in the proof of Lemma 3.6 to conclude (3.29). Indeed, (3.24) - (3.28) become
\[
\langle [S, A] f, f \rangle_{L_2^\beta} = 8\beta \int a_{kj} a_{ml} \partial_m f \partial_j f \, dx + \sum_{m \geq 2} \left( 8\beta a_{kj}(\partial_k a_{ml}) x_i \partial_m f \partial_j f - 4\beta a_{mj}(\partial_m a_{kj}) \partial_k f \partial_j f \right) \, dx
\]
\[
+ O(1)\beta \int (|x|^2 \tilde{A} + |x|^2 \tilde{A}^2 A + |x|^2 \tilde{A}^2 A) |x|^2 f |f| \, dx
\]
\[
+ 32\beta^3 \int a_{kj} a_{ml} x_i x_i |f|^2 \, dx + \sum_{m \geq 2} \left( 16\beta^3 a_{mj}(\partial_m a_{kj}) x_i x_i x_j |f|^2 \right) \, dx
\]
\[
- O(1)\beta \int (|x|^2 \tilde{A} + |x|^2 \tilde{A}^2 A + |x|^2 \tilde{A}^2 A + |x|^2 \tilde{A}^2 A) |f|^2 \, dx
\]
\[
\geq \beta (8\lambda^2 - C|x|^2 \tilde{A} - C\delta) \int |x|^2 f |f| \, dx + \beta^3 (32\lambda^2 - C\epsilon_0) \int |x|^2 f |f| \, dx
\]
\[
- O(1)\beta \int (|x|^2 \tilde{A} + |x|^2 \tilde{A}^2 A + |x|^2 \tilde{A}^2 A) |f|^2 \, dx
\]
\[
- O(1)\beta \int (|x|^2 \tilde{A} + |x|^2 \tilde{A}^2 A + |x|^2 \tilde{A}^2 A) |f|^2 \, dx
\]
\[
\geq \beta (8\lambda^2 - C\epsilon_0 - C\delta) \int |x|^2 f |f| \, dx + \beta^3 (32\lambda^2 - \frac{C}{\beta^2}(1 + \delta^{-1})(|x|^2 \tilde{A}^2 A + |x|^2 \tilde{A}^2 A)) |x|^2 f |f| \, dx
\]
\[
- C\beta (1 + \delta^{-1}) \int (|x|^2 \tilde{A} + |x|^2 \tilde{A}^2 A) |f|^2 \, dx,
\]
where the factor \(|x|^2 \tilde{A}| does not appear in the leading terms due to Assumption 6.1. Finally, choosing \(\epsilon_0\) and \(\delta\) small enough we get (3.29).

The rest of the proof remains the same with Section 3.1, and hence, is omitted.
6.2. “Better” Carleman estimate and “sharp” lower bound. Next, we prove a Carleman inequality with an “$x_1$-translated” weight.

**Lemma 6.3.** Let $L$ be the operator in (1.2) with $a_{kj}$ satisfying Assumption 6.1. Let $R > 1$ and $\varphi = \varphi(t) \in C^\infty_c(\mathbb{R})$. Then there exists a large constant $c_0 = c_0(n, \lambda, \Lambda, ||A||_{L^\infty}, ||\varphi'||_{L^\infty}, ||\varphi''||_{L^\infty}) > 0$, such that if (6.1) is satisfied, then for any $R \geq 1$, $f \in C^\infty_c(\mathbb{R} \times \mathbb{R}^n)$ with

$$\text{supp}(f) \subseteq \{|x/R + \varphi(t)e_1| \geq 1\},$$

and

$$\beta \geq \beta_3 := c_0 R^2,$$

we have

$$\frac{\beta}{R^2}||\nabla_x f||^2_{L^2(x)} + \frac{\beta^3}{R^6}||x/R + \varphi e_1 f||^2_{L^2(x)} \leq C||e^{\beta|x/R + \varphi e_1|^2} (i \partial_t + L)e^{-\beta|x/R + \varphi e_1|^2} f||^2_{L^2(x)}.$$  

Here $e_1$ is the unit vector $(1,0,\ldots,0)$.

**Proof.** Denote

$$\phi = \phi(t,x) = \beta|x/R + \varphi(t)e_1|^2.$$  

For all $j,k,l \in \{1,\ldots,n\}$, Assumption 6.1 and the choice of $\phi$ imply

$$a_{ij} = a_{ij} = a_{11} \delta_{jl}, \quad \partial_l a_{ij} = \partial_k a_{11} = 0, \quad \partial_1 a_{kl} = 0,$$

and

$$\partial^3_{jk l} \phi = 0, \quad \partial^2_{jk} \phi = 2\beta R^{-2} \delta_{jk}, \quad \partial^2_{jk l} \phi = 2\beta R^{-1} \varphi' \delta_{jl}.$$  

Hence,

$$\partial_l a_{jk} = 0 \quad \text{if at least one of } j,k,l \text{ equals } 1,$$

$$a_{ml}(\partial_m a_{kj}) = 0 \quad \text{if at least one of } j,k,m,l \text{ equals } 1,$$

$$a_{ml}(\partial_m a_{kj})(\frac{x_j}{R} + \varphi(t) \delta_{ij}) = 0 \quad \text{if at least one of } j,k,m,l \text{ equals } 1. \quad (6.6)$$

In particular, there is no $\partial_2, \text{or } (x_1 \cdot)$ in every term of the form $a_{ml}(\partial_m a_{kj})(\frac{x_j}{R} + \varphi(t) \delta_{ij})$. Now, formulas (2.3) in Section 2.2 and (6.5) – (6.6) lead to

$$[S,A] = T_2 + T_1 + T_{0,1} + T_{0,2},$$

where

$$T_2 = -\frac{8\beta}{R^2} a_{kj} a_{mk} \partial^2_{mj} - \sum_{j,k,m,l \geq 2} \frac{8\beta}{R^2} a_{kj}(\partial_l a_{ml})(\frac{x_j}{R} + \varphi(t) \delta_{ij})(\partial^2_{mj}) + \sum_{j,k,m,l \geq 2} \frac{4\beta}{R^2} a_{ml}(\partial_m a_{kj})(\frac{x_j}{R} + \varphi(t) \delta_{ij}) \partial^2_{kj}$$

$$T_1 = -8i \frac{\beta}{R^2} \varphi' a_{11} \partial_1 + O(1) \frac{\beta}{R^2} \left( ||\nabla_x A|| + ||x' \cdot \nabla_x \tilde{A}||^2 + ||x' || \nabla_x \tilde{A}||^2 \right) \nabla$$

$$T_{0,1} = \frac{32\beta^3}{R^4} a_{kj} a_{k}(\frac{x_j}{R} + \varphi(t) \delta_{ij})(\frac{x_j}{R} + \varphi(t) \delta_{ij})$$

$$+ \sum_{j,k,m,l \geq 2} \frac{16\beta^3}{R^3} a_{ml}(\partial_m a_{kj})(\frac{x_j}{R} + \varphi(t) \delta_{ij})(\frac{x_k}{R} + \varphi(t) \delta_{ij})(\frac{x_j}{R} + \varphi(t) \delta_{ij})$$

$$= \frac{32\beta^3}{R^4} a_{kj} a_{k}(\frac{x_j}{R} + \varphi(t) \delta_{ij})(\frac{x_j}{R} + \varphi(t) \delta_{ij}) + O(1) \frac{\beta^3}{R^6} (||\nabla_x A||^3) + O(1) \frac{\beta^3}{R^6} (||\nabla_x A||^3)$$

$$T_{0,2} = 2 \frac{\beta}{R^2} \frac{x_j}{R} + \varphi \varphi'' + 2 \frac{\beta}{R^2} \varphi' \varphi'' + 2 \frac{\beta}{R^2} (\varphi')^2$$

$$+ O(1) \frac{\beta}{R} \left( ||x' \cdot \nabla_x A|| + ||x' \cdot \nabla_x \tilde{A}|| + ||x'|| \nabla_x A||^2 + ||x'|| \nabla_x \tilde{A}||^2 \right).$$
To bound the commutator $[S, \mathcal{A}]$ we proceed as in (6.3) with suitable adjustments. Since
\[ R \geq 1, \quad |x'/R| \leq |x/R + \varphi(t)e_1| \forall (x,t), \quad \text{and} \quad |x/R + \varphi(t)e_1| \geq 1 \quad \text{on supp} f, \]
what we get is
\[
\langle [S, \mathcal{A}] f, f \rangle_{L^2_{t,x}} \\
\geq \beta R^{-2}(8\lambda^2 - C\varepsilon_0 - C\delta)||\nabla f||^2_{L^2_{t,x}} - \frac{C}{\delta}||\varphi'||^2_{L^\infty} + ||\bar{A}||^2_{C^2}||x/R + \varphi(t)e_1||^2_{L^2_{t,x}} \\
+ \frac{\beta^3}{R^4}(32\lambda^2 - C\varepsilon_0)||x/R + \varphi(t)e_1||^2_{L^2_{t,x}} - \frac{\beta}{R}C(||\bar{A}||_{C^3}, ||\varphi'||_{L^\infty}, ||\varphi''||_{L^\infty})||x/R + \varphi(t)e_1||^2_{L^2_{t,x}}.
\]
Hence, by choosing $\varepsilon_0$ and $\delta$ small enough,
\[
\langle [S, \mathcal{A}] f, f \rangle_{L^2_{t,x}} \\
\geq 7\beta R^{-2}||\nabla f||^2_{L^2_{t,x}} + \beta^3 R^{-4}(31\lambda^2 - C(\bar{A}||_{C^3}, ||\varphi'||_{L^\infty}, ||\varphi''||_{L^\infty})(\beta^{-2}R^4 + \beta^{-2}R^3))||x/R + \varphi(t)e_1||^2_{L^2_{t,x}}.
\]
Finally, as in the proof of Lemma 4.1, to have the conclusion it suffices to assume $\beta \geq c_0 R^2$ with a sufficiently large $c_0 = c_0(n, \lambda, \Lambda, ||\bar{A}||_{C^3}, ||\varphi'||, ||\varphi''||)$, and with $R \geq 1$. This completes the proof. ■

Compared to Lemma 4.1, the “better” weight in Lemma 6.3 leads to the following sharp lower bound.

**Theorem 6.4.** Let $u \in L^\infty L^2 \cap L^2 H^1$ be a solution of (1.1) with $a_{ij}$ satisfying Assumption 6.1 and $V \in L^\infty([0,1] \times \mathbb{R}^n, \mathbb{R})$, and denote by $M_1 := ||V||_{L^\infty}$.

Furthermore, let $E_1, E_2, R_0$ be the numbers such that
\[
\int_{1/8}^{7/8} \int_{\mathbb{R}^n} (|u|^2 + |\nabla u|^2)(t,x) \, dx \, dt \leq E_1^2 < \infty
\]
and
\[
\int_{1/4}^{3/4} \int_{B_{R_0}} |u|^2(t,x) \, dx \, dt \geq E_2^2 > 0,
\]
(6.7)

then there exist some positive constants $R_1 = R_1(n, \lambda, \Lambda, ||\bar{A}||_{C^3}, M_1, E_1, E_2, R_0)$, $C_0 = C_0(n, \lambda, \Lambda, ||\bar{A}||_{C^3})$, and $C_1 = C_1(n, \lambda, \Lambda, ||\bar{A}||_{C^3}, M_1, E_1, E_2, R_0)$, such that, for any $R > R_1$,
\[
\delta(R) := \int_{1/8}^{7/8} \int_{B_R \setminus B_{R-1}} |u|^2 + |\nabla u|^2 \, dx \, dt \geq C_1 e^{-C_0 R^2}.
\]

**Proof of Theorem 6.4.** We define the cutoff functions $\varphi = \varphi(t)$ and $\theta, \theta^{(R)} = \theta, \theta^{(R)}(x)$ as in the proof of Theorem 4.2, and
\[
g(t,x) := \theta^{(R)}(x)\theta(x/R + \varphi(t)e_1)u(t,x).
\]
Note that $\theta_{(\theta)}$ is not needed here. Clearly, from $\theta^{(R)}$ and $\theta$,
\[
\text{supp}(g) \subset \{|x| \leq R\} \cap \{|x/R + \varphi(t)e_1| \geq 1\}.
\]
Furthermore, when $t \in [0,1/8] \cup [7/8, 1]$, $\varphi = 0$. Hence, for any $|x| \leq R$ and every $t \in [0,1/8] \cup [7/8, 1]$,
\[
|x/R + \varphi(t)e_1| = |x/R| \leq 1 \implies \theta(x/R + \varphi(t)e_1) = 0.
\]
From all the above,
\[
\text{supp}(g) \subset \left\{(1/8,7/8) \times B_R\right\} \cap \{|x/R + \varphi(t)e_1| \geq 1\}.
\]
Also, the previous considerations allow us to apply Lemma 6.3 to $e^{\beta|x/R+\varphi e_1|^2}g(t, x)$ to obtain: for all $\beta \geq \beta_3$, with $\beta_3$ as in (6.4),

$$\frac{\beta}{R^2}\|\nabla_x e^{\beta|x/R+\varphi e_1|^2}g\|_{L^2}^2 + \frac{\beta^3}{R^6}\|e^{\beta|x/R+\varphi e_1|^2}|x/R+\varphi e_1|g\|_{L^2}^2 \leq C\|e^{\beta|x/R+\varphi e_1|^2}(id_t + \mathcal{L})g\|_{L^2}^2. \quad (6.8)$$

Next, we bound the left and right-hand side of the Carleman estimate (6.8), denoted, for short, by LHSC and RHSC respectively.

We start with LHSC, which we bound from below as in the proof of Theorem 4.2. Suppose $R \geq R_0 + 1$. For any point

$$(t, x) \in [1/4, 3/4] \times B_{R_0} \cap [1/4, 3/4] \times B_{R_0},$$

from the construction, we have

$$\theta^{(R)}(x) = 1 \text{ and } \varphi(t, x) = 3, \quad \Rightarrow |x/R + \varphi(t)e_1| \geq 3 - |x/R| \geq 2 \quad \Rightarrow \theta(x/R + \varphi(t)e_1) = 1,$$

from which

$$g(t, x) = u(t, x) \quad \forall (t, x) \in [1/4, 3/4] \times B_{R_0}.$$

Then, by (6.7) and the properties of supp($g$), we get

$$LHSC \geq \frac{1}{2} \beta^3 R^{-6}\|e^{\beta|x/R+\varphi e_1|^2}g\|_{L^2}^2 + \frac{1}{2}\beta^3 R^{-6}E_2 \geq \frac{1}{2}\beta^3 R^{-6}\|e^{\beta|x/R+\varphi e_1|^2}g\|_{L^2}^2 + \frac{1}{2}\beta^3 R^{-6}E_2.$$

To estimate from above the term RHSC we follow the proof of Theorem 4.2. By repeating the same steps in that proof, we get

$$RHSC \leq \|V\|_{L^\infty}^2\|e^{\beta|x/R+\varphi e_1|^2}g\|_{L^2}^2 + C\int_0^1 \int_{\mathbb{R}^6} (|I_1|^2 + |I_2|^2 + |I_3|^2 + |I_4|^2) \, dxdt,$$

where $I_j$, $j = 1, \ldots, 4$, are as in (4.7) with $\theta^{(\cdot)}$ simply replaced by 1 (recall, we do not have the cutoff $\theta^{(\cdot)}$ in $g$ here). This gives, in particular, that $I_3 \equiv 0$. Now, since $\theta'(x/R + \varphi e_1) \neq 0$ if and only if $1 < |x/R + \varphi e_1| < 2$ and $t \in (1/8, 7/8)$, we get

$$\int_0^1 \int_{\mathbb{R}^6} (|I_1|^2 + |I_2|^2) \, dxdt \leq C e^{4\beta} E_1^2.$$

Also, since $|x/R + \varphi e_1|^2 \leq 16$ on supp($g$), we have

$$\int_0^1 \int_{\mathbb{R}^6} |I_4|^2 \, dxdt \leq C e^{32\beta} \delta(R).$$

Putting together the estimates for LHSC and RHSC, and arguing as in the end of the proof of Theorem 4.2, that is by choosing $\beta = C_0 R^2$, with $C_0 \geq c_0$ (as in Lemma 6.3, so that $\beta \geq \beta_3$), and $R$ sufficiently large, we find

$$\delta(R) \geq C_1 e^{-28C_0 R^2}.$$

Note finally that the power $R^2$ (instead of $R^3$ of the general case) in the lower bound for $\delta(R)$ is allowed by the choice $\beta = C_0 R^2$. \hfill \blacksquare
6.3. **Proof of uniqueness.**

**Proof of Theorem 1.2.** Let us first make some reduction. Take the change of variables

\[
\begin{align*}
  y_1 &= y_1(x_1) \\
  y' &= x' \\
  \frac{dy_1}{dx_1} &= \frac{1}{\sqrt{a_{11}(x_1)}}
\end{align*}
\]

and the gauge transform

\[ v(t, y) = e^{\psi} u(t, x(y)), \]

where

\[ \psi = \psi(y_1) = -\frac{1}{4} \int_0^{y_1} a_{11}'(s) ds. \]

One could check that \( v \) satisfies

\[ (\partial_t + i \partial_{y_1}(b_{kj}\partial_{y_j})) v = \left( V + (\partial_{y_1}\psi)^2 + \partial^2_{y_1y_1}\psi \right) v, \]

where

\[ B = (b_{kj})_{n \times n} = \left( \begin{array}{c} 1 \end{array} \right) \]

verifies Assumption 6.1, and

\[ V(x(y)) - (\partial_{y_1}\psi)^2 - \partial^2_{y_1y_1}\psi \in L^\infty_y. \]

See [23]. Since

\[ e^{\psi(y_1)} \leq e^{\psi_{11}'|.|_{L^{\infty}_{\inf}|a_{11}|^{-1}}[y_1]}, \]

we still have

\[ e^{\psi(y_1)}|u(0, y)|, \quad e^{\psi(y)}|u(1, y)| \in L^2_y(\mathbb{R}^n), \]

for some large \( C \) depending only on \( \beta \) and \( a_{11} \).

The rest of the proof stays the same as in Theorem 1.1, with an application of Theorem 6.4 in place of that of Theorem 4.2. Theorem 1.2 is proved. 

### Appendix A. A subordination inequality

**Notations.** We shall use the notation \( f \approx g \) to indicate that there exists a positive constant \( C \) such that \( 1/Cg(x) \leq f(x) \leq Cg(x) \) for every \( x \) in a suitable set. When the aforementioned constant depends on some parameters, say \( a, b \), we shall often just use the symbol \( \approx_{a,b} \). Also we say \( f(x) \leq g(x) \), if \( f(x) \leq Cg(x) \).

**Lemma A.1.** Let \( p \in (1, 2), \lambda_0 > 0, \) and \( q \) the conjugate exponent of \( p \), that is such that \( 1/p + 1/q = 1 \). Then, for any \( \kappa > 2\lambda_0 \left( \frac{p}{q-2} \right)^{\frac{1}{2}} \) and \( r > 0 \),

\[ \int_{\lambda_0}^{\lambda_1} e^{\lambda r - \frac{\kappa}{p} |\lambda|^{2/p}} d\lambda \approx_{\kappa, p} e^{\psi(r) \lambda_0}. \]

**Proof of Lemma A.1.** By Proposition 1 in [19] (see also the comments after Proposition 1 in [19]), for \( p \in (1, 2), q \) conjugate exponent of \( p \), and \( r > 0 \),

\[ \int_{I_q(r, \lambda)} e^{\lambda r - \frac{\kappa}{p} |\lambda|^{2/p}} d\lambda \approx_{p} e^{\frac{\kappa}{p} \rho}. \]
where the constant realizing the equivalence ≈_p is C = C(p) > 1. Now, since
\[
\int_{\mathbb{R}_+} I_q(r, \lambda) \, d\lambda \leq \int_{\mathbb{R}_+} I_q(r, \lambda) \, d\lambda,
\]
we have
\[
\int_{\mathbb{R}_+} I_q(r, \lambda) \, d\lambda \approx_p e^r.
\]
Consequently, for any given \( \kappa > 0 \), the change of variable \( \lambda' = \lambda\kappa \) yields
\[
e^{\frac{\kappa r}{\sqrt{\kappa}}} \approx_p \int_{\mathbb{R}_+} I_q(\kappa r, \lambda) \, d\lambda = \kappa^{-1} \int_{\mathbb{R}_+} I_q(\kappa r, \lambda') \, d\lambda' = \kappa^{-q/2} \int_{\mathbb{R}_+} e^{\lambda'\kappa - \frac{\lambda'^2}{\kappa q}} \, d\lambda',
\]
that is
\[
\int_0^{+\infty} e^{\lambda'\kappa - \frac{\lambda'^2}{\kappa q}} \, d\lambda' \approx_{\kappa, p} e^{\frac{\kappa r}{\sqrt{\kappa}}},
\]
where the constant realizing the equivalence is \( C(p)\kappa^{q/2} \) with \( C(p) > 1 \).

To conclude the proof we just have to show that for any fixed \( \lambda_0 > 0 \)
\[
\int_0^{+\infty} e^{\lambda'\kappa - \frac{\lambda'^2}{\kappa q}} \, d\lambda' \approx \int_{\lambda_0}^{+\infty} e^{\lambda'\kappa - \frac{\lambda'^2}{\kappa q}} \, d\lambda.
\]
(A.1)
Since the relation \( \text{LHS of (A.1)} \geq \text{RHS of (A.1)} \) is trivial, we are then left to show
\[
\text{LHS of (A.1)} \leq \text{RHS of (A.1)},
\]
(A.2)
We now denote by
\[
\tilde{I}_{q, r, \kappa}(\lambda) := e^{\lambda'\kappa - \frac{\lambda'^2}{\kappa q}}.
\]
From
\[
\frac{d}{d\lambda} \tilde{I}_{q, r, \kappa} = (r - \frac{\lambda_{q-1}}{\kappa^q} + \frac{q - 2}{2} \lambda^{-1}) \tilde{I}_{q, r, \kappa},
\]
it is not hard to see that for every fixed \( \lambda_0 > 0 \) and every \( \kappa \geq 2 \lambda_0 (\frac{2}{q-2})^{1/q} \) (recall that \( p \in (1, 2) \), therefore \( q > 2 \)), the function \( \tilde{I}_{q, r, \kappa} \) (as a function of \( \lambda \)) is increasing in \((0, 2 \lambda_0)\). Hence,
\[
\text{LHS of (A.1)} = \int_0^{\lambda_0} \tilde{I}_{q, r, \kappa}(\lambda) \, d\lambda + \int_{\lambda_0}^{+\infty} \tilde{I}_{q, r, \kappa}(\lambda) \, d\lambda
\]
\[
\leq \int_0^{2 \lambda_0} \tilde{I}_{q, r, \kappa}(\lambda) \, d\lambda + \int_{\lambda_0}^{+\infty} \tilde{I}_{q, r, \kappa}(\lambda) \, d\lambda
\]
\[
\leq 2 \text{RHS of (A.1)},
\]
which proves (A.2) and concludes the proof of Lemma A.1.

**Appendix B. Proof of Lemma 3.7**

*Proof of Lemma 3.7.* Let \( g(x) = (4r^2 - |x|^2) f(x) \). Then,
\[
g \in H^1(B_{2r}), \quad g = 0 \text{ on } \partial B_{2r}.
\]
Applying the Poincaré inequality to \( g \) on \( B_{2r} \), we obtain
\[
\int_{B_{2r}} |g|^2 \, dx \leq C r^2 \int_{B_{2r}} |\nabla g|^2 \, dx = C r^2 \int_{B_{2r}} |\nabla((4r^2 - |x|^2) f)|^2 \, dx
\]
\[ 4C r^2 \int_{B_{2r}} |x f|^2 \, dx + C r^2 \int_{B_{2r}} (4r^2 - |x|^2) |\nabla f|^2 \, dx \leq 4C r^2 \int_{B_{2r}} |x|^2 \, dx + 16Cr^6 \int_{B_{2r}} |f|^2 \, dx. \]

Since \( 4r^2 - |x|^2 \geq 3r^2 \) for \( x \in B_r \),
\[
\int_{B_{2r}} |g|^2 \, dx = \int_{B_{2r}} (4r^2 - |x|^2) f^2 \, dx \geq 9r^4 \int_{B_r} |f|^2 \, dx.
\]
Combining the estimates above, Lemma 3.7 is proved.

\section*{Appendix C. Proof of Lemma 3.9}

\textbf{Proof of Lemma 3.9.} From the semigroup property (cf. [41]), we rewrite
\[
u(t) = e^{(a+ib)(L+V)t} \nu_0 = e^{ib/2(L+V)} e^{(a+ib)(L+V)} e^{(t-\delta)(a+ib)(L+V)} \nu_0,
\]
where \( \delta \in (0, t) \) is a small enough number to be chosen later. From (3.38), we have
\[
e^{ib/2} e^{(t-\delta)(a+ib)(L+V)} \nu_0 \in L^2.
\]
Now we apply Lemma 3.8 with \( \gamma = \beta \), \( \nu(0) \) being replaced by \( e^{(t-\delta)(a+ib)(L+V)} \nu_0 \), and \( g = 0 \). By choosing \( \delta > 0 \) small enough according to \( \varepsilon \), we have
\[
\|e^{(\beta-\varepsilon)2/|x|^2} (e^{a(L+V)} e^{ib/2(L+V)} e^{(L+V)} e^{(t-\delta)(a+ib)(L+V)} \nu_0)\|_{L^2} \leq C \quad \forall \varepsilon \in (0, \delta).
\]
Now the conclusion follows from the standard parabolic regularity theory for the operator
\[
\partial_t - a(L + V).
\]
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