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Abstract
In the present work, we study the dynamical evolution of a homogeneous and anisotropic KS cosmological model, considering general relativity as the gravitational theory, such that there are three different perfect fluids in the matter sector. They are radiation, dust and phantom fluid. Our main motivation is determining if the present model tends to a homogeneous and isotropic FRW model, during its evolution. Also, we want to establish how the parameters and initial conditions of the model, quantitatively, influence the isotropization of the present model. In order to simplify our task, we use the Misner parametrization of the KS metric. In terms of that parametrization the KS metric has two metric functions: the scale factor \( a(t) \) and \( \beta(t) \), which measures the spatial anisotropy of the model. We solve, numerically, the Einstein’s equations of the model and find a solution where the universe starts to expand from a small initial size and continues to expand until it ends in a Big Rip singularity. We explicitly show that for the expansive solution, after some time, the universe becomes isotropic. Based on that result, we can speculate that the expansive solution may represent an initial anisotropic stage of our Universe, that later, due to the expansion, became isotropic.
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1 Introduction
In the early moments, after its birth, the Universe may have been very different from what it is today. For instance, many physicists believe that during a brief moment, just after the birth of the Universe, the gravitational interaction, governing the dynamics of the Universe, was quantized. Therefore, the geometry of the Universe, at the beginning, must have had a foam like structure, resonating between one configuration and another [1]. If one accepts that possibility, it is natural to question the validity of the Cosmological Principle, at the early moments of the Universe. That principle states the Universe is homogeneous and isotropic, at sufficiently large scales [2]. Let us suppose the Cosmological Principle is not valid at the beginning of the Universe. Then, let us consider the Universe is initially inhomogeneous and anisotropic. That initial inhomogeneous and anisotropic state, after some time, was transformed in the present homogeneous and isotropic state we know today. That transformation must have happened before the decoupling between matter and radiation, because the cosmic microwave background radiation, produced due to the decoupling, is almost uniformly distributed in all directions with very small irregularities in different directions [3]. One moment when the isotropization and homogenization of the primordial Universe could had taken place was during the Cosmological Inflation. During that very brief period of time, just after the initial singularity, the Universe expanded in an accelerated rate and increased its size many orders of magnitude [4]. The idea of an initial inhomogeneous and anisotropic Universe that later becomes homogeneous and isotropic, is not new [5] and many physicists have already contributed to that area. Many of those contributions are concentrated...
in a particular situation, where the initial Universe is homogeneous and anisotropic. Even considering that particular situation, one is left with many options for the choice of a particular homogeneous and anisotropic spacetime. One very interesting candidate is the Kantowski-Sachs (KS) spacetime [6]. That spacetime has a $S^2 \times \mathbb{R}$ spatial topology (or $S^2 \times S^1$, if the real line is compactified due to identifications), therefore due to the spherical symmetry one needs just two scale factors to describe it. That fact is one of the appealing properties of the KS spacetime. The curvatures of the spatial slices, of that spacetime, are constants and positives. Another important property of the KS spacetime is that it may describe the interior of a Schwarzschild black hole [6].

In the traditional parametrization the KS metric is given by,

$$ds^2 = -dt^2 + \frac{a(t)^2 dr^2}{\tilde{a}(t)} + \frac{(dr^2 + \sin^2 \theta d\phi^2)}{b(t)},$$  \hspace{1cm} (1)

where $t$ is the time coordinate, $\tilde{a}(t)$ e $b(t)$ are scale factors, $r$ is the radial coordinate, such that, $r \in [0, +\infty)$ and $\theta$ and $\phi$ are the spherical angular coordinates. They vary, respectively, in the ranges: $[0, \pi]$ and $[0, 2\pi]$. We are using the natural unit system, where $c = 8\pi G = 1$. Many works, considering general relativity as the gravitational theory, have already been produced where the Universe started with a KS metric and later had a period of rapid expansion. Some of these works, explicitly, discuss the isotropization due to the period of rapid expansion. We give some examples of those works in Refs. [7–22]. Even if the gravitational theory is not general relativity, we may find several works where the cosmological models have a KS spacetime. We give some examples of those works in Refs. [23–33]. Finally, we would like to mention that some authors studied quantum cosmological models such that the spacetime is a KS one. We give some examples of those works in Refs. [34–38].

In the present work, we want to contribute to that important research area. In particular, we want to study the dynamical evolution of a KS cosmological model, considering general relativity as the gravitational theory, such that there are three different perfect fluids in the matter sector. They are: (i) radiation, which was very important at the beginning of the Universe; (ii) dust, which represents the ordinary matter of the Universe; and (iii) phantom fluid, which describes the dark energy responsible for the present period of accelerated expansion of the Universe [39, 40]. Our main motivation is verifying, initially, if the present model tends to a homogeneous and isotropic Friedman–Robertson–Walker (FRW) model during its evolution. If the isotropization indeed takes place, we want to determine how the parameters and initial conditions influence it. In order to simplify our task, we use a parametrization of the KS metric different from Eq. (1). It is called the Misner parametrization and was first introduced in Ref. [41]. Therefore, inspired by the Misner parametrization, we may write the KS metric in the following way,

$$ds^2 = -\frac{dt^2}{\alpha(t)^2} + \alpha(t)^2 e^{-\beta(t)} dr^2 + \alpha(t)^2 e^{\beta(t)} (d\theta^2 + \sin^2 \theta d\phi^2),$$  \hspace{1cm} (2)

where $\alpha(t)$ and $\beta(t)$ are functions of the time coordinate. One may recover the KS metric, written in the traditional parametrization Eq. (1), if one imposes the following conditions on the metric functions of Eq. (2),

$$a(t) = \sqrt{\alpha(t) b(t)}, \hspace{1cm} \beta(t) = \ln \left( \frac{b(t)}{\alpha(t)} \right).$$  \hspace{1cm} (3)

Observing Eq. (2), we notice that if $\beta(t)$ tends to zero or a constant value, for a given finite or infinity value of time, the KS metric Eq. (2) goes to the FRW metric, for that given value of time. Therefore, it is very simple to identify the isotropization of the KS spacetime, using the KS metric written in the Misner parametrization Eq. (2). Based on those considerations, we may interpret the metric functions $a(t)$ and $\beta(t)$ in the following way: $a(t)$ is a scale factor and $\beta(t)$ is a function that measures the spatial anisotropy of the model. Then, in order to investigate under which conditions our anisotropic KS model goes to an isotropic FRW one, we must study the dynamical evolution of $a(t)$ and $\beta(t)$.

In Sect. 2, we compute the Hamiltonian of the KS model coupled to three different perfect fluids: radiation, dust and phantom. Then, using that Hamiltonian we derive the coupled system of differential equations for the metric variables. In Sect. 3, we start constructing in Sect. 3.1 phase portraits of the model, in order to give a general idea of the different dynamical behaviors of the metric functions. In Sect. 3.2, we solve numerically the system of coupled differential equations and determine how the scale factor $a(t)$ and the anisotropic function $\beta(t)$ behave, as functions of the time coordinate, few parameters and the initial conditions. We pay special attention for the solution representing expansion. Finally, in Sect. 4 we give our conclusions.

2 The Hamiltonian and Field Equations of the Model

As we have mentioned in Sect. 1, we want to study a homogeneous and anisotropic cosmological model with the KS metric Eq. (2). The matter content of the model is represented by a perfect fluid with four-velocity $U^\mu = \delta^\mu_0$, in the comoving coordinate system used. The total energy–momentum tensor is given by,

$$T_{\nu\sigma} = (\rho + p) U_\nu U_\sigma + p g_{\nu\sigma},$$ \hspace{1cm} (4)

where $\rho$ and $p$ are the energy density and pressure of the fluid, respectively. Here, we assume the following equation of state for the fluid,
\[ \rho = w p, \]  
(5)  
where \( w \) is a constant which defines the fluid. The matter content of our model consist of three different perfect fluids, representing some of the matter, we believe, are present in our Universe. They are: a radiation perfect fluid \((w = 1/3)\), a dust perfect fluid \((w = 0)\) and a phantom perfect fluid \((w < -1)\) [42]. It is important to mention that, taking in account the data coming from recent observations, the possible values of \( w \) are greatly limited [43, 44]. In the present work, we restrict our attention to the values of \( w \) which are permitted by the observations.

We start writing the Einstein’s equations for the present model. In order to do that, we consider the Hamiltonian formalism. Therefore, we begin computing the action \((S)\) of the model,

\[
S = \int \left\{ \frac{R}{2} + \mathcal{L}_m \right\} \sqrt{-g} d^4x,
\]  
(6)  
where \( R \) is the Ricci scalar, \( \mathcal{L}_m \) is the matter Lagrangian and \( g \) is the determinant of the metric Eq. (2). For the metric Eq. (2), the Ricci scalar is given by,

\[
R = \dddot{\beta} + \dddot{\alpha} + \frac{6a^2}{a^2} + 6\dddot{a} + \frac{2}{a^2e^\theta} + \frac{4\dot{a}\dot{\beta}}{a}. \]  
(7)

For a perfect fluid,

\[
\mathcal{L}_m = -\rho, \]  
(8)  
where \( \rho \) is the perfect fluid energy density. In order to determine \( \rho \) as function of \( a(t) \) and \( \beta(t) \), we write the \( T_{\mu\nu} \) expression Eq. (4) using the KS metric Eq. (2) and the four-velocity \( U^\mu \) in the comoving coordinates. We obtain the following nonzero components of the energy–momentum tensor,

\[
T^{tt} = (\rho + p)U^t U^t + p g^{tt} = \rho, \\
T^{rr} = (\rho + p)U^r U^r + p g^{rr} = pa^{-2}e^\theta, \\
T^{\theta\theta} = (\rho + p)U^\theta U^\theta + p g^{\theta\theta} = pa^{-2}e^{-\theta}, \\
T^{\phi\phi} = (\rho + p)U^\phi U^\phi + p g^{\phi\phi} = pa^{-2}e^{-\theta} \sin^2 \theta. \]  
(9)

It is important to mention that, as a simplification, we consider that the perfect fluid is isotropic, in the sense that the pressure \( p \) is the same in all directions. Now, we may compute from the energy–momentum tensor conservation equation, \( T^{\mu\nu}_{\nu} = 0 \), with the aid of the nonzero components of \( T^{\mu\nu} \) Eqs. (9), an expression relating the energy density \( \rho(t) \) with the metric functions \( a(t) \) and \( \beta(t) \). For a perfect fluid with equation of state given by Eq. (5), it is given by,

\[
\rho = Ca^{-3(1+w)} e^{\frac{z}{2}(1+w)}, \]  
(10)

where \( C \) is a positive integration constant associated with the fluid energy density, at a given moment. As we have mentioned before, the matter content of our model consist of three different types of perfect fluids, a radiation perfect fluid \((w = 1/3)\), a dust perfect fluid \((w = 0)\) and a phantom perfect fluid \((w < -1)\). Therefore, the total energy density of the matter content of the model, which we call \( \rho_c \), may be written with the aid of Eq. (10) by,

\[
\rho_c = C_r a^{-4} e^{-\frac{2z}{3}} + C_d a^{-3} e^{-\frac{z}{3}} + C_p a^{-3(1+w)} e^{-\frac{3(1+w)}{2}}, \]  
(11)

where \( C_r, C_d \) and \( C_p \) are the integration constants for the radiation, dust and phantom fluid, respectively. Now, introducing the results from Eqs. (7) and (11) in the action (6), we obtain, the following action,

\[
S = \int \mathcal{L}_{\text{eff}} dt, \]  
(12)

where \( \mathcal{L}_{\text{eff}} \) is the sum of the matter and gravitational Lagrangians and we discarded a numerical multiplicative constant.

After performing two integrations by part, we derive the following expression for \( \mathcal{L}_{\text{eff}} \),

\[
\mathcal{L}_{\text{eff}} = \frac{a}{2} e^{\beta/2} \left\{ \frac{a^2}{2} \dddot{\beta}^2 - 6\dddot{a}^2 - 2a\dddot{a}\dot{\beta} - 2e^{-\theta} \right\} \\
- C_r a^{-1} e^{\frac{z}{6}} - C_d a^{-3} e^{-\frac{z}{3}} - C_p a^{-3(1+w)} e^{-\frac{3(1+w)}{2}}. \]  
(13)

The next step in order to write the Hamiltonian of the model is to compute the canonically conjugated momenta to \( a(t) \) and \( \beta(t) \). They are given by,

\[
p_a = \frac{\partial \mathcal{L}_{\text{eff}}}{\partial \dot{a}} = \frac{a}{2} e^{\beta/2} \left\{ -12\dddot{a} - 2a\dddot{a} \dot{\beta} \right\} \\
p_\beta = \frac{\partial \mathcal{L}_{\text{eff}}}{\partial \dddot{\beta}} = \frac{a}{2} e^{\beta/2} \left\{ a^2 \dddot{\beta} - 2a\dddot{a} \right\}. \]  
(14)

Now, inverting Eqs. (14) we may write \( \dddot{a} \) and \( \dddot{\beta} \) in terms of \( p_a \) and \( p_\beta \). That furnishes,

\[
\dddot{a} = - \frac{\left( ap_a + 2p_\beta \right)}{8a^2 e^{\theta/2}}, \\
\dddot{\beta} = - \frac{\left( ap_a - 6p_\beta \right)}{4a^2 e^{\theta/2}}. \]  
(15)

From the general expression for an Hamiltonian we obtain, for the present model, the following Hamiltonian,

\[
\mathcal{H}_{\text{eff}} = p_a \dddot{a} + p_\beta \dddot{\beta} - \mathcal{L}_{\text{eff}}. \]  
(16)

With the aid of Eqs. (13) and (15) the effective Hamiltonian, \( \mathcal{H}_{\text{eff}} \) Eq. (16), has the following expression,
From the general theory of constrained dynamics, we learn that general relativity is a constrained theory [45]. It means that, along with the Hamilton’s equations, there are constraint equations that must be satisfied. For the present model, there is only one constraint equation, which is,

\[
H_{\text{eff}} = \left( -\frac{p_a^2}{16a} + \frac{3p^2}{4a^2} - \frac{p\dot{a}p}{4a^2} - a \right) e^{-\frac{\beta}{2}} + \frac{C_r}{a} e^{-\frac{\beta}{2}} + C_d + C_p a^{-3w} e^{-\frac{\beta}{2}w}. \tag{17}
\]

From the general theory of constrained dynamics, we learn that general relativity is a constrained theory [45]. It means that, along with the Hamilton’s equations, there are constraint equations that must be satisfied. For the present model, there is only one constraint equation, which is,

\[
H_{\text{eff}} = 0. \tag{18}
\]

In the literature that constraint is called the super-Hamiltonian constraint [1] and it is also known as one of the initial value constraint equations [46]. Equation (18) is equivalent to the following component of the Einstein’s equations,

\[
G_{00} = T_{00}. \tag{19}
\]

where \(G_{\mu\nu}\) is the Einstein’s tensor and \(0\) stands for the time component. Therefore, if we impose Eq. (18), rewrite the momenta \(p_a\) and \(p_\beta\) in terms of \(\dot{a}\) and \(\dot{\beta}\), in the resulting equation and, finally, multiply the resulting equation by \(-\frac{1}{a^2} e^{-\frac{\beta}{2}}\), we obtain,

\[
-\frac{\dot{\beta}^2}{4} + \frac{e^{-\beta}}{a^2} + \frac{\dot{a}\dot{\beta}}{a} + \frac{3\dot{\beta}^2}{a^2} = \frac{C_r}{a^4} e^{-\frac{\beta}{2}} + \frac{C_d}{a^4} e^{-\frac{\beta}{2}} + C_p a^{-3(1+w)} e^{-\frac{\beta}{2}(1+w)} \tag{20}
\]
Now, from the effective Hamiltonian $H_{\text{eff}}$, Eq. (17), we compute the Hamilton’s equations in order to find the other independent Einstein’s equations. The Hamilton’s equations are given by,

$$\dot{a} = \frac{\partial H_{\text{eff}}}{\partial \dot{a}} = \left( -\frac{p_a}{8a} - \frac{p_\beta}{4a^2} \right) e^{-\frac{p_\beta}{a}} \quad (21)$$

$$p_a = -\frac{\partial H_{\text{eff}}}{\partial a} = -\left( \frac{p_a^2}{16a^2} - \frac{9p_\beta^2}{4a^4} + \frac{p_a p_\beta}{2a^3} - 1 \right) e^{-\frac{p_\beta}{a}} + \frac{C_r}{a^2} e^{-\frac{p_\beta}{a}} + \frac{3wC_p}{a^{3w+1}} e^{-\frac{p_\beta}{a}} \quad (22)$$

$$\dot{\beta} = \frac{\partial H_{\text{eff}}}{\partial \dot{\beta}} = \left( \frac{3p_\beta}{2a^3} - \frac{p_a}{4a^2} \right) e^{-\frac{p_\beta}{a}} \quad (23)$$

$$p_\beta = -\frac{\partial H_{\text{eff}}}{\partial \beta} = -\frac{1}{2} \left( \frac{p_a^2}{16a} + \frac{3p_\beta^2}{4a^3} - \frac{p_a p_\beta}{4a^2} - a \right) e^{-\frac{p_\beta}{a}} + \frac{C_r}{6a} e^{-\frac{p_\beta}{a}} + \frac{wC_p}{2a^{3w}} e^{-\frac{p_\beta}{a}} \quad (24)$$

Next, we must work with those equations in order to obtain the independent Einstein’s equations. We start computing the second derivative of Eq. (21). Then, we introduce in the resulting equation the values of $\dot{p}_a$ Eq. (22), $\dot{p}_\beta$ Eq. (24), $p_a$ and $p_\beta$ Eqs. (14). Finally, we multiply it by $-2a$ and obtain,

$$-2a\ddot{a} - a^2 \frac{a^2 \dot{\beta}^2}{4} = C_r - \frac{3a^2 e^{-\frac{p_\beta}{a}}}{a^{3w+1}} e^{-\frac{p_\beta}{a}} (25)$$

Now, we compute the second derivative of Eq. (23). Then, we introduce, in the resulting equation, the values of $\ddot{p}_a$ Eq. (22), $\ddot{p}_\beta$ Eq. (24), $p_a$ and $p_\beta$ Eqs. (14). Finally, we multiply it by $-a^2$ and obtain,

$$-a^2 \ddot{\beta} = 3a\dot{a} \dot{\beta} + e^{-\frac{p_\beta}{a}} + a^2 \frac{\dot{\beta}^2}{2}. \quad (26)$$

If we sum Eqs. (25) and (26) and rewrite the RHS of the resulting equation, such that it may be written in terms of the pressure $p_c$, associated with $p_c$ Eq. (11), we find the following equation,

$$-\frac{3a^2 \dot{\beta}^2}{4} - 3a\ddot{a} \beta - a^2 \ddot{\beta} - a^2 - 2a\dot{a} - e^{-\beta} = p_c a^2, \quad (27)$$

where the pressure $p_c$, with the aid of Eqs. (5) and (11) is given, by,

$$p_c = \frac{1}{3} C_r a^{-4} e^{-\frac{p_\beta}{a}} + wC_p a^{-3(1+w)} e^{-\frac{p_\beta}{a}}. \quad (28)$$
Equation (27) is the \((r, r)\) component of the Einstein’s equations. Finally, the final independent Einstein’s equation is obtained by rewrite the RHS of Eq. (25), such that it may be written in terms of the pressure \(p_c\) Eq. (28). Then, we find,

\[ \frac{-a^2 \dot{\beta}^2}{4} - \dot{a}^2 - 2a \ddot{a} = p_c a^2. \]  

Equation (29) is the \((\theta, \theta)\) or \((\phi, \phi)\) component of the Einstein’s equations, because they are identical in the present model.

Equations (20), (28) and (29) form a system of second-order, ordinary differential equations. In order to solve it, we must furnish initial conditions for \(a(t) (a_0)\), \(\beta(t) (\beta_0)\), \(\dot{a}(t) (\dot{a}_0)\) and \(\dot{\beta}(t) (\dot{\beta}_0)\). Observing the system, Eqs. (20), (28) and (29), we notice that there are three equations and two variables: \(a(t)\) and \(\beta(t)\). Therefore, we need only two equations in order to compute the dynamical evolution of those variables. We decided to use Eq. (20) along with one of the remaining equations or a combinations of those equations. After several tests, showing that, numerically, any choice would lead to the same qualitative behavior for the dynamical evolutions of \(a(t)\) and \(\beta(t)\), with very small quantitative differences, we have decided to use Eq. (20) along with the linear combination: (27)-(29),

\[ \frac{a^2 \dot{\beta}^2}{2} + 3a \dot{a} \dot{\beta} + a^2 \ddot{\beta} + e^{-\beta} = 0 \]  

(30)

We use the first-order, ordinary differential Eq. (20), in order to compute the physically acceptable initial conditions. Given the values of \(a_0\), \(\beta_0\), \(\dot{a}_0\), and all the parameters \(C_r\), \(C_d\), \(C_p\), \(w\), using Eq. (20), we compute the value of \(\dot{\beta}_0\).

3 Results

3.1 Phase Portraits

Before we proceed to the detailed solution to the system of second-order ordinary differential equations, formed by Eqs. (20) and (30), let us try to learn the general behavior of those solutions. In order to do that, we draw the phase portraits for the model with the aid of \(H_{eff}\) Eq. (17).
start imposing the super-Hamiltonian constraint. Then, we study separately the solutions to the model in the two planes \((a, p_a)\) and \((\beta, p_\beta)\). After considering different values of the parameters: \(w, C_r, C_d, C_p\); and different, physically acceptable, values of the initial conditions: \(a_0, \beta_0, \dot{a}_0, \dot{\beta}_0\); we notice that the solutions are of two types. In the first type, the scale factor \(a\) starts expanding very rapidly from a singularity at \(a = 0\). Then, it reduces the rate of expansion for a small \(a\) interval and, finally, for larger values of \(a\) it resumes the expansion in an accelerated rate. On the other hand, the anisotropy parameter \(\beta\) start expanding from \(\beta = 0\) and rapidly tends to a constant, finite, positive value. Therefore, in that type of solution, we have the isotropization of the model. Since, we are interested in the behavior of the solution for large values of \(a\), where the isotropization takes place, we shall not study, in the rest of the paper, that solution near the initial singularity. As an example of that type of solution, we show in Figs. 1 and 2. In order to draw those figures, we considered few models with different values of \(C_r\) and the other parameters with the following fixed values: \(w = -1.1, C_d = 1\) and \(C_p = 1\). In the other type of solution, both the scale factor \(a\) and the anisotropy parameter \(\beta\) start expanding, very rapidly, from an initial singularity at the zero value. Then, they reduce the rate of expansion until they reach maximum values and stop the expansion. Then, they start a contraction until they reach a final singularity at the zero value. As an example of that type of solution, we show in Fig. 3. In order to draw that figure, we have considered few models with different values of \(C_r\) and the other parameters with the following fixed values: \(w = -1.1, C_d = 1\) and \(C_p = 0.000001\). Since, in the second type of solution, there is no isotropization of the model, because \(\beta\) does not go to a finite constant value or a non-singular zero value, we shall not consider that type of solution, in the rest of the paper.

### 3.2 Detailed Study of the Solutions

Now, we want to solve the system of second-order ordinary differential equations formed by Eqs. (20) and (30). Unfortunately, it is not possible to find algebraic solutions to \(a(t)\) and \(\beta(t)\). Therefore, we solve it numerically. After we do that for different values of the initial conditions, \(a_0, \beta_0, \dot{a}_0, \dot{\beta}_0\) and the parameters, \(w, C_r, C_d, C_p\), all compatible with the first type of solution described in the previous Sect. 3.1, we obtain that the scale factor \(a(t)\) is expansive and \(\beta(t)\) goes, asymptotically, to a constant. Then, qualitatively, \(a(t)\) starts to expand from a small finite value and after a finite time interval it reaches an infinite value giving rise to a Big Rip singularity. The presence of that singularity could not be identified in the phase portrait, because only when one solves the dynamical equations, to find \(a(t)\) as a function of time, one obtains that, after a finite time interval, \(a(t)\) tends to an infinity value. In the present model we identified the Big Rip numerically. On the other hand, \(\beta(t)\) starts to expand from a small finite value and then it goes, asymptotically, to a constant when the universe goes to the Big Rip singularity. The fact that \(\beta(t)\) goes asymptotically to a constant is very important, because, as we have mentioned before, it guarantees that the solution is asymptotically isotropic. More precisely, the behavior of \(\beta(t)\) means that the KS metric (2) goes asymptotically to a FRW metric, where \(a(t)\) plays the role of the scale factor.

Next, we investigate how the variation of the parameters: \(C_r, C_d, C_p, w\); and the initial conditions: \(a_0, \beta_0, \dot{a}_0, \dot{\beta}_0\),

### Table 2

| \(C_r\) | \(t_s\) | \(\beta(t_s)\) | \(\dot{\beta}(t_s) \times 10^{11}\) | \(a(t_s) \times 10^{35}\) | \(\ddot{a}(t_s) \times 10^{60}\) |
|-------|--------|---------------|-------------------------------|----------------------------|----------------------------|
| 2.5   | 2715.1697 | 5.59125634581611 | 4.56282724193407 | 0.06758657183341 | 0.15981091430542 |
| 3.0   | 2728.9531 | 5.11623481515159 | 3.8872764913975 | 0.6479927009430 | 2.1259963888805 |
| 3.5   | 2753.5333 | 4.52557697221503 | 0.43380204341171 | 819062.279161754 | 21777646.5367323 |
| 3.8   | 2778.7691 | 4.04140044102756 | 0.00008381890417 | 0.00006986873644 | 0.00006986873644 |
| 4.0   | 2805.3962 | 3.58872648281192 | 1.9027430203213 | 48.5196921274799 | 292.67846515815 |

### Table 3

| \(C_d\) | \(t_s\) | \(\beta(t_s)\) | \(\dot{\beta}(t_s) \times 10^{12}\) | \(a(t_s) \times 10^{36}\) | \(\ddot{a}(t_s) \times 10^{64}\) |
|-------|--------|---------------|-------------------------------|----------------------------|----------------------------|
| 1.0   | 845.9108 | 3.24313564489162 | 3.18062492431909 | 901.419677187459 | 39.3384605214735 |
| 1.5   | 832.2015 | 2.84788531548713 | 1.65287764020868 | 33534.6735155386 | 2492.74644873038 |
| 2.0   | 823.5573 | 2.48264689888932 | 2.08267084822867 | 5503.20371488189 | 309.102355895917 |
| 2.5   | 818.1293 | 2.11631995055807 | 9.45061067232921 | 0.3223094631128 | 0.00415836402737 |
| 3.0   | 815.4073 | 1.71713132493646 | 8.85194118230273 | 0.0752332950967 | 0.00077260007253 |
modify, quantitatively, the dynamical evolution of \( a(t) \) and \( \beta(t) \). In order to do that, we vary the value of one of the parameters or initial conditions and we fix the values of all other quantities. In all the examples we give in the next subsections, the values of the parameters and initial conditions are chosen for a better visualization of the results. In particular, when we are not varying the initial conditions, they have the following values,

\[
a_0 = 1, \quad \beta_0 = 1, \quad a_0 = 1. \quad (31)
\]

In order to compute the physically acceptable initial conditions for each case, \( \beta_0 \) is free to vary. Its value is determined by the first-order, ordinary differential Eq. (20).

### 3.3 Varying \( w \)

Let us start studying how the phantom fluid parameter \( w \) modifies, quantitatively, the dynamical evolution of \( a(t) \) and \( \beta(t) \). After computing the solution to the system Eqs. (20) and (30), for different values of \( w \) with fixed values of \( C_r \), \( C_d \) and \( C_p \), we find that: The scale factor \( a(t) \) expands more rapidly for smaller values of \( w \) and the anisotropy parameter \( \beta(t) \) tends, asymptotically, to greater constant values when one increases the value of \( w \). The fact that \( a(t) \) expands more rapidly for smaller values of \( w \) is expected, because in that situation the phantom fluid is becoming more, gravitationally, repulsive. We present, respectively, in Figs. 4 and 5 examples of these behaviors. In order to verify that the anisotropy parameter \( \beta(t) \) tends asymptotically to a constant value, because its time derivative tends asymptotically to zero.

### 3.4 Varying \( C_r \) or \( C_d \)

Now, we may study how the variations of the energy density parameters \( C_r \) or \( C_d \) modify, quantitatively, the dynamical evolution of \( a(t) \) and \( \beta(t) \). We may study both parameters together, because their variations lead to the same general

\[
t_a, \text{ which is the time just before the universe reaches the Big Rip singularity. One can, also, see } a(t), \beta(t), \dot{a}(t) \text{ and } \beta(t) \text{ at } t = t_a \text{, for the values of } w \text{ shown in Figs. 4 and 5. From that Table, it is clear that } \beta(t) \text{ tends asymptotically to a constant value, because its time derivative tends asymptotically to zero.}
\]

| Table 5 Comparison between \( C_r \) and \( C_d \) for models where \( a(t) \) expands more rapidly for increasing values of \( C_r \) or \( C_d \). We show values of \( t_a \) for two models. In the first model, one has \( C_r = 1, C_p = 0.001 \), \( w = -1.1 \) and different values of \( C_d \). In the second model, one has \( C_r = 1, C_p = 0.001 \), \( w = -1.1 \) and different values of \( C_d \).

| \( C_r/C_d \) | \( t_a(C_r) \) | \( t_a(C_d) \) |
|----------------|----------------|----------------|
| 1.0            | 284.51999      | 284.51999      |
| 1.2            | 284.41462      | 282.90961      |
| 1.4            | 284.31986      | 281.49669      |
| 1.6            | 284.23592      | 280.24085      |
| 1.8            | 284.16307      | 279.11311      |

\[
\text{Fig. 11 } \beta(t) \text{ as a function of } t \text{ for different values of } C_p \text{ with } w = -1.1, \quad C_r = C_d = 1
\]

\[
\text{Fig. 10 } a(t) \text{ as a function of } t \text{ for different values of } C_p \text{ with } w = -1.1, \quad C_r = C_d = 1
\]
results. After computing the solution to the system Eqs. (20) and (30), for different values of \( C_r \) (\( C_d \)), with fixed values of \( w \), \( C_d (C_r) \) and \( C_p \), we find that: the scale factor \( a(t) \) may expand more rapidly or slowly for increasing values of \( C_r (C_d) \). It expands more slowly in two different situations: (i) when the values of \( C_r, C_d \) and \( C_p \) have the same order of magnitude; and (ii) when \( C_r \) is very small in its own and also much smaller than \( C_d \) and \( C_p \). For all other solutions \( a(t) \) expands more rapidly for increasing values of \( C_r (C_d) \). The anisotropy parameter \( \beta(t) \) tends asymptotically to smaller constant values when one increases the value of \( C_r (C_d) \). In Figs. 6 and 7, we show examples that increasing the value of \( C_r, a(t) \) expands more slowly and \( \beta(t) \) tends asymptotically to smaller constants. In Figs. 8 and 9, we show examples that increasing the value of \( C_d, a(t) \) expands more rapidly and \( \beta(t) \) tends asymptotically to smaller constant values. In Tables 2 and 3, we show the values of \( t_s \) and \( a(t) \), \( \beta(t) \), \( \dot{a}(t) \), \( \beta(t) \) at \( t = t_s \), for the values of \( C_r \) and \( C_p \), displayed in Figs. 6, 7 and 8, 9, respectively. From those tables, it is clear that \( \beta(t) \) tends asymptotically to a constant value, because its time derivative tends asymptotically to zero. Although the variations of \( C_r \) and \( C_d \) lead to the same general results, concerning the dynamical evolutions of \( a(t) \) and \( \beta(t) \), it is possible to identify differences between those two parameters. For models where \( a(t) \) expands more slowly, for increasing values of \( C_r \) or \( C_d \), \( a(t) \) expands more slowly when one increases \( C_d \) rather than \( C_r \), at least for values of \( w \) close to -1, as we are considering in the present paper. We give an example of that behavior in Table 5. There, we compare the values of \( t_s \) for two models. In the first one, we vary \( C_r \) leaving the other quantities fixed. In the second one, we vary \( C_d \) leaving the other quantities fixed. We use the same values of all quantities in both models, in order to facilitate the comparison.

### 3.5 Varying \( C_p \)

Consider, now, how the phantom fluid modifies quantitatively the dynamical evolution of \( a(t) \) and \( \beta(t) \). In order to do that, we vary the phantom fluid energy density \( C_p \). After computing the solution to the system Eqs. (20) and (30), for different values of \( C_p \) with fixed values of \( w \), \( C_r \) and \( C_d \), we find that: the scale factor \( a(t) \) expands more rapidly for greater values of \( C_p \) and the anisotropy parameter \( \beta(t) \) tends asymptotically to smaller constant values when one increases the value of \( C_p \). We present, respectively, in Figs. 10 and 11 examples of those behaviors. In Table 6,

| \( C_p \) | \( t_s \) | \( \beta(t_s) \) | \( a(t_s) \times 10^{-13} \) | \( \dot{a}(t_s) \times 10^{39} \) |
|---|---|---|---|---|
| 0.1 | 32.624343 | 3.53369958328574 | 9.70755448882401 | 1.34140366376024 |
| 0.15 | 26.904543 | 3.88304144616686 | 12.62273609268788 | 2.51839386985870 |
| 0.2 | 23.460575 | 3.27942712596351 | 13.6403478494652 | 0.00389947504858 |
| 0.3 | 19.336389 | 3.11764418144080 | 12.241314817451 | 5.44238730940724 |
| 0.4 | 16.854697 | 2.99667866376576 | 10.4636340547498 | 36.9632062135056 |

### Table 7

| \( C_r (M1)/C_d (M2) \) | \( t_s (M1) \) | \( t_s (M2) \) | \( t_s (M3) \) | \( t_s (M4) \) |
|---|---|---|---|---|
| 100 | 9.2617433 | 9.2617433 | 1.0390959 | 1.0384126 |
| 200 | 9.2509050 | 9.1962492 | 0.74577457 | 0.74544914 |
| 300 | 9.2404239 | 9.1401386 | 0.61411678 | 0.61390783 |
| 400 | 9.2302778 | 9.0910855 | 0.53500221 | 0.53485036 |
| 500 | 9.2204467 | 9.0475321 | 0.48069881 | 0.48058062 |

Fig. 12 \( a(t) \) as a function of \( t \) for different values of \( \beta_0 \) with \( w = -1.1 \). \( C_r = C_d = 1, C_p = 0.0001 \)
one can see the values of $t_s$ and $a(t)$, $\beta(t)$, $\dot{a}(t)$ at $t = t_s$, for the values of $C_p$ shown in Figs. 10 and 11. From that table, it is clear that $\beta(t)$ tends asymptotically to a constant value, because its time derivative tends asymptotically to zero. Now, we may compare the differences between $C_p$ and the other two energy densities $C_r$ and $C_d$. For models where $a(t)$ expands more rapidly, for increasing values of $C_p$, $C_r$ or $C_d$, $a(t)$ expands much more rapidly when one increases $C_p$ rather than $C_r$ or $C_d$. We give an example of that behavior in Table 7. There, we compare the values of $t_s$ for four models. In the first one, which we call $M_1$, we vary $C_r$ leaving the other quantities fixed: $C_d = 100$, $C_p = 1$. In the second one, which we call $M_2$, we vary $C_d$ leaving the other quantities fixed: $C_r = 100$, $C_p = 1$. Since, we want to consider the models as similar as possible, in order to facilitate the comparison, we are left with two choices for the other two models. In the third model, which we call $M_3$, we vary $C_p$ leaving the other quantities fixed: $C_r = 100$, $C_d = 100$. Finally, in the fourth model, which we call $M_4$, we vary $C_d$ leaving the other quantities fixed: $C_r = 1$, $C_d = 100$. In all four models, we consider $w = -1.1$. In order to obtain a better comparison, we had to modify the initial condition $\dot{a}_0$ in all four models, from its usual value Eq. (31), to the new value $30. The values of the other initial conditions are as given in Eq. (31). Taking in account the results of that comparison, between $C_p$, $C_r$ and $C_d$, we may say that the phantom fluid

| $\beta(t)$ | $\dot{a}(t)$ | $\beta(t) \times 10^{11}$ | $\dot{a}(t) \times 10^{55}$ | $\dot{a}(t) \times 10^{61}$ |
|------------|--------------|--------------------------|--------------------------|--------------------------|
| $\beta(0)$ | $t_s$ | $\beta(t_s)$ | $\beta(t_s) \times 10^{11}$ | $\dot{a}(t_s) \times 10^{55}$ | $\dot{a}(t_s) \times 10^{61}$ |
| $2.0$ | 811.73741 | 6.11370236528730 | 1.77824715943403 | 0.03967559412333 | 0.02924960561632 |
| $3.0$ | 801.48347 | 7.76302566371272 | 0.06287085580604 | 8015275.9645251 | 1531900209.17144 |
| $4.0$ | 792.77484 | 9.17832743641840 | 0.907437347347746 | 3.5306052217025 | 5.50957792385288 |
| $5.0$ | 782.87444 | 10.4699415099347 | 1.33506258765488 | 0.01825875905885 | 0.01376720031198 |
| $6.0$ | 771.13366 | 11.6708168916073 | 1.41839949973251 | 0.01825875905885 | 0.01376720031198 |
gives the most important contribution to the expansion of the universe in those models.

### 3.6 Varying $\beta_0$

Let us consider, how $\beta_0$ modifies quantitatively the dynamical evolution of $a(t)$ and $\beta(t)$. After computing the solution to the system Eqs. (20) and (30), for different values of $\beta_0$ with fixed values of $w, C_r, C_d$ and $C_p$, we find that: the scale factor $a(t)$ expands more rapidly for greater values of $\beta_0$ and the anisotropy parameter $\beta(t)$ tends asymptotically to greater constant values, when one increases the value of $\beta_0$. We present, respectively, in Figs. 12 and 13 examples of these behaviors. In Table 8, one can see the values of $t_s$ and $a(t)$, $\beta(t)$, $\dot{a}(t)$, $\dot{\beta}(t)$ at $t = t_s$, for the values of $\beta_0$ shown in Figs. 12 and 13. From that table, it is clear that $\beta(t)$ tends asymptotically to a constant value, because its time derivative tends asymptotically to zero.

### 3.7 Varying $\dot{a}_0$

The next initial condition we consider is $\dot{a}_0$. Let us study how it modifies quantitatively the dynamical evolution of $a(t)$ and $\beta(t)$. After computing the solution to the system Eqs. (20) and (30), for different values of $\dot{a}_0$ with fixed values of $w, C_r, C_d$ and $C_p$, we find that: the scale factor $a(t)$ expands more rapidly for greater values of $\dot{a}_0$ and the anisotropy parameter $\beta(t)$ tends asymptotically to greater constant values, when one increases the value of $\dot{a}_0$. We present, respectively, in Figs. 14 and 15 examples of these behaviors. In Table 9, one can see the values of $t_s$ and $a(t)$, $\beta(t)$, $\dot{a}(t)$, $\dot{\beta}(t)$ at $t = t_s$, for the values of $\dot{a}_0$ shown in Figs. 14 and 15. From that Table, it is clear that $\beta(t)$ tends asymptotically to a constant value, because its time derivative tends asymptotically to zero.

### 3.8 Varying $\dot{\beta}_0$

Finally, we consider how $\dot{\beta}_0$ modifies quantitatively the dynamical evolution of $a(t)$ and $\beta(t)$. After computing the solution to the system Eqs. (20) and (30), for different values of $\dot{\beta}_0$ with fixed values of $w, C_r, C_d$ and $C_p$, we find that: the scale factor $a(t)$ expands more rapidly for greater values of $\dot{\beta}_0$ and the anisotropy parameter $\beta(t)$ tends asymptotically to greater constant values, when one increases the value of $\dot{\beta}_0$. We present, respectively, in Figs. 16 and 17 examples of these behaviors. In Table 10, one can see the values of $t_s$ and $a(t)$, $\beta(t)$, $\dot{a}(t)$, $\dot{\beta}(t)$ at $t = t_s$, just before reaching the
singularity, for the values of $\dot{\rho}_0$ shown in Figs. 16 and 17. From that Table, it is clear that $\beta(t)$ tends asymptotically to a constant value, because its time derivative tends asymptotically to zero. In this case, we let $\dot{a}_0$ vary freely and determined its values using the first-order, ordinary differential Eq. (20), for the initial conditions. The values of the other initial conditions are as given in Eq. (31).

### 4 Conclusions

In the present work, we studied the dynamical evolution of a homogeneous and anisotropic KS cosmological model considering general relativity as the gravitational theory, such that there are three different perfect fluids in the matter sector. They are radiation, dust and phantom fluid. Our main motivation was verifying if the present model tends to a homogeneous and isotropic FRW model during its evolution. Also, we wanted to establish how the parameters and initial conditions of the model, quantitatively, influence the isotropization of the present model. In order to simplify our task, we used the Misner parametrization of the KS metric. In terms of that parametrization the KS metric has two metric functions: the scale factor $a(t)$ and $\beta(t)$, which measures the spatial anisotropy of the model. In terms of those metric functions, the isotropization takes place if $\beta(t)$ tends to zero or a constant, for a given finite or infinity value of time. Initially, we obtained the Hamiltonian of the model. Then, from that Hamiltonian, we computed the three independent Einstein’s equations. Before we solved them, we identified the two different types of solutions by drawing some phase portraits of the model. The first type of solution is expansive and after some time the isotropization, of the model, takes place. The second type of solution is not expansive. There, after an initial period of expansion $a(t)$ and $\beta(t)$ reach their maximum values and, finally, they contract to their initial values. In the second type of solution we do not have isotropization of the model. After that qualitative study of the solutions, we started solving numerically a system formed by two second-order ordinary differential equations. They were obtained from the Einstein’s equations. We restricted our attention to the study of the expansive solutions. We investigated how the phantom fluid parameter $w$, the energy density parameters of the fluids $C_r$, $C_d$, $C_p$ and the initial conditions $\rho_0$, $\dot{a}_0$, $\dot{\rho}_0$ modify the evolution of $a(t)$ and $\beta(t)$.

As the initial result of our investigations, we determined that, for all solutions of the expansive type, $a(t)$ starts to expand from a small finite value and after a finite time interval it reaches an infinite value, giving rise to a Big Rip singularity. If we want that the present model describes our Universe, that period of rapid accelerated expansion, which, we believe, took place when the Universe was very young, must had finished before the development of the Big Rip singularity. It means that, after the Universe had expanded in an accelerated rate for some time and had developed a high level of isotropy, it started to expand in a slower rate and did not form the Big Rip singularity. Then, after another period of time, it started to expand in the present way. We, also, determined that $\beta(t)$ starts to expand from a small finite value and then it goes asymptotically to a constant, when the universe goes to the Big Rip singularity. The fact that, $\beta(t)$ goes asymptotically to a constant is very important, because it guarantees that the solution is asymptotically isotropic. More precisely, the behavior of $\beta(t)$ means that the KS metric (2) goes asymptotically to a FRW metric, where $a(t)$ plays the role of a scale factor. We determined that $\beta(t)$ goes to a constant by computing the value of its time derivative ($\dot{\beta}(t)$), for different moments during its evolution. We observed that $\beta(t)$ decreases for increasing values of the coordinate time $t$, such that in the last moment before the universe reaches the Big Rip singularity ($t^*$) this quantity is very small. Finally, from our investigations of the expansive solutions, we concluded that: (i) $a(t)$ expands more rapidly for greater values of $C_p$ and all the initial conditions $\rho_0$, $\dot{a}_0$, $\dot{\rho}_0$; (ii) $a(t)$ expands more rapidly for smaller values of $w$; (iii) $a(t)$ expands more rapidly or slowly, depending upon certain conditions, for greater values of $C_r$, $C_d$; (iv) $\beta(t)$ tends asymptotically to greater constant values, when one increases the values of $w$, $\rho_0$, $\dot{a}_0$ or $\dot{\rho}_0$; (v) $\beta(t)$ tends asymptotically to smaller constant values, when one increases the values of $C_r$, $C_d$, $C_p$. Based on our results, we can speculate that the expansive solution may represent an initial anisotropic stage of our Universe, that later, due to the expansion, became isotropic.

As a final comment, we would like to mention that the present work is mainly theoretical, in a sense that the values of almost all parameters and initial conditions considered were not chosen taking in account observations. The only

| $\dot{\rho}_0$ | $t_*$ | $\beta(t_*)$ | $\dot{a}(t_*) \times 10^{-13}$ | $a(t_*) \times 10^{54}$ | $\dot{a}(t_*) \times 10^{60}$ |
|----------------|-------|--------------|-----------------------------|--------------------------|-----------------------------|
| 2.0            | 33.635909 | 2.20400036527583 | 5.41105315102437 | 0.35814159709550 | 7.45644831177239 |
| 3.0            | 33.278382 | 2.74370270689163 | 3.29327803956557 | 4.38488267648020 | 134.735009107271 |
| 4.0            | 32.987569 | 3.12103246754285 | 3.29336406000771 | 5.00242428604606 | 158.264383858287 |
| 5.0            | 32.742931 | 3.40503232580914 | 20.9195946308192 | 0.00016066920001 | 0.00108450502199 |
| 6.0            | 32.532211 | 3.63016257516486 | 2.78541954805054 | 10.7232659284524  | 385.238371229742 |
parameter which values are restricted by observations is the phantom fluid parameter $w$. We believe that, qualitatively, all conclusions we obtained here do not depend on the precise values of the parameters and initial conditions considered. On the other hand, it is clear that in order to obtain a more precise quantitatively behavior of the solutions, it would be important to consider values of the parameters and initial conditions more close to the observable ones. We hope to do that important study in a future work.
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