Non-convergence of stochastic gradient descent in the training of deep neural networks
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Abstract
Deep neural networks have successfully been trained in various application areas with stochastic gradient descent. However, there exists no rigorous mathematical explanation why this works so well. The training of neural networks with stochastic gradient descent has four different discretization parameters: (i) the network architecture; (ii) the amount of training data; (iii) the number of gradient steps; and (iv) the number of randomly initialized gradient trajectories. While it can be shown that the approximation error converges to zero if all four parameters are sent to infinity in the right order, we demonstrate in this paper that stochastic gradient descent fails to converge for ReLU networks if their depth is much larger than their width and the number of random initializations does not increase to infinity fast enough.
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1. Introduction
Deep learning has produced remarkable results in different practical applications such as image classification, speech recognition, machine translation, and game intelligence. In this paper, we analyze it in the context of a supervised learning task, though it has also successfully been applied in unsupervised learning and reinforcement learning. Deep learning is usually implemented with a stochastic gradient descent (SGD) method based on training data. Gradient descent methods have long been known to work, even with good rates, for convex problems; see, e.g., [3]. However, the training of a deep neural network (DNN) is a non-convex problem, and questions about guarantees and convergence rates of SGD in this context are currently among the most important research topics in the mathematical theory of machine learning.

To obtain optimal approximation results with a DNN, several hyper-parameters have to be fine-tuned. First, the architecture of the network determines what type of functions can be approximated. To be able to efficiently approximate complicated functions, it needs to be sufficiently wide and deep. Secondly, the goal is to approximate the target function with respect to the true risk, but the algorithm only has access to the empirical risk. The gap between the two goes to zero as the amount of training data increases to infinity. Thirdly, the gradient method attempts to minimize the empirical risk, and the chance of finding a good approximate minimum increases with the number of gradient steps. Finally, since a single gradient trajectory may not yield good results, it is common to run several of them with different random initializations. [2, 11] have shown that general networks converge if their size, the amount of training data, and the number of random initializations are increased to infinity in the correct way, albeit with an extremely slow speed of convergence. In general, one cannot hope to overcome the slow speed of convergence; see [17]. On the other hand, it has been shown that, for the training error, faster convergence can be guaranteed with certain probabilities if over-parametrized networks are used; see [4, 6, 7, 10, 23] and the references therein. A different approach to the convergence problem relies on landscape analysis of the loss surface. For example, it is known that there are no local minima if the networks are linear; see [1, 12]. This is no longer true for non-linear networks; see [16]. But in this case, there are results about the frequency of local minima; see, e.g., [5, 8, 15, 16, 21, 22]. The initialization method is important for any type of network. But for ReLU networks it plays a special role due to the particular form of the ReLU activation function; see [9, 10, 14, 18].
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1Unless the loss is measured with respect to a finite data set on which the network is heavily overfitted by, e.g., greatly over-parametrizing the last hidden layer; see [13, 20].
The main contribution of this paper is a demonstration that SGD fails to converge for ReLU networks if the number of random initializations does not increase fast enough compared to the size of the network. To illustrate our findings, we present a special case of our main result, Theorem 5.3, in Section 1.1 below.

We denote by $d \in \mathbb{N} = \{1, 2, \ldots \}$ the dimension of the input domain of the approximation problem. The set $A_d = \bigcup_{D \in \mathbb{N}} \{(d) \times N^{d-1} \times \{1\}\}$ represents all network architectures with input dimension $d$ and output dimension 1. In particular, a vector $\mathbf{a} = (a_0, \ldots, a_D) \in A_d$ describes the depth $D$ of a network and the number of neurons $a_0, \ldots, a_D$ in the different layers. For any such architecture $\mathbf{a}$, the quantity $P(a) = \sum_{j=1}^d a_j (a_{j-1} + 1)$ counts the number of real parameters, that is, the number of weights and biases of a DNN with architecture $\mathbf{a}$. We consider networks with ReLU activation in the hidden layers and a linear read-out map. That is, the realization function $\mathcal{R}_\theta : \mathbb{R}^d \to \mathbb{R}$ of a fully connected feedforward DNN with architecture $\mathbf{a} = (a_0, \ldots, a_D) \in A_d$ and weights and biases $\theta \in \mathbb{R}^{P(a)}$ is given by

$$\mathcal{R}_\theta = A_{\mathbf{a}, D}^{\theta} \circ \cdots \circ A_{\mathbf{a}, 2}^{\theta} \circ A_{\mathbf{a}, 1}^{\theta} : \mathbb{R}^d \to \mathbb{R},$$

where $A_{\mathbf{a}, k}^{\theta} : \mathbb{R}^k \to \mathbb{R}$ denotes the affine mapping

$$\begin{pmatrix} x_1 \\ \vdots \\ x_k \end{pmatrix} \mapsto \begin{pmatrix} \theta_{k+1} \\ \theta_{k+2} \\ \vdots \\ \theta_{k+n} \end{pmatrix} \begin{pmatrix} x_1 \\ \vdots \\ x_k \end{pmatrix},$$

and $\rho : \mathcal{R}_{\mathbf{a}} \times \mathcal{R}^{\mathbf{a}} \to \mathcal{R}_{\mathbf{a}}$ is the ReLU function $(x_1, \ldots, x_k) \mapsto \max\{x_1, 0\}, \ldots, \max\{x_k, 0\}$.

The following description of the SGD algorithm, $n \in \mathbb{N}$ is the index of the trajectory, $t \in \mathbb{N}_0$ represents the index of the step along the trajectory, $m \in \mathbb{N}$ denotes the batch size of the empirical risk, and $\mathbf{a} \in A_d$ describes the architecture under consideration. We assume the training data is given by functions $X_j^{n,t} : \Omega \to [0, 1]^d$ and $Y_j^{n,t} : \Omega \to [0, 1]$, $j, n, t \in \mathbb{N}_0$, on a given probability space $(\Omega, \mathcal{F}, \mathbb{P})$. In a typical learning problem, $(X_j^{n,t}, Y_j^{n,t})$, $j, n, t \in \mathbb{N}_0$, are i.i.d. random variables. But for Theorem 1.1 to hold, it is enough if $(X_1^{0,0}, Y_1^{0,0}), \ldots, (X_{\mathbf{a}, \mathbf{n}}^{0,0})$ are i.i.d. random variables, whereas $(X_j^{n,t}, Y_j^{n,t}) : \Omega \to [0, 1]^{d+1}$ are arbitrary mappings for $(n, t) \neq (0, 0)$. The target function $\mathcal{E} : [0, 1]^d \to [0, 1]$ we are trying to learn is the factorized conditional expectation given (P-a.s.) by $\mathcal{E}(X_0^{0,0}) = \mathbb{E}[Y_0^{0,0} | X_0^{0,0}]$. The empirical risk used for training is

$$\mathcal{L}_{\mathbf{n}, m}^{n,t}(\theta) = \frac{1}{m} \sum_{j=1}^m \| \mathcal{R}_\theta(X_j^{n,t}) - Y_j^{n,t} \|^2,$$

where we compose the network realization with the clipping function $\zeta(x) = \max\{0, \min\{x, 1\}\}$. This composition inside the risk is equivalent to a non-linear read-out map of the network. However, it is more convenient for us to view $\zeta$ as part of the risk criterion instead of the network. But this is only a matter of notation. Observe that (1.3) is a supervised learning task with noise since, in general, the best possible least squares approximation of $Y_0^{0,0}$ with a deterministic function of $X_0^{0,0}$ is $\mathcal{E}(X_0^{0,0})$, which is only equal to $Y_0^{0,0}$ in the special case where $Y_0^{0,0}$ is $X_0^{0,0}$-measurable. We let $\Theta_{\mathbf{n}, m}^{n,t} : \mathbb{R}^{P(a)} \times \Omega \to \mathbb{R}^{P(a)}$ be a function that is equal to the gradient of $\mathcal{L}_{\mathbf{n}, m}^{n,t}$ where it exists. The trajectories of the SGD algorithm are given by random variables $\Theta_{\mathbf{n}, m}^{n,t} : \Omega \to \mathbb{R}^{P(a)}$ satisfying the defining relation

$$\Theta_{\mathbf{n}, m}^{n,t} = \Theta_{\mathbf{n}, m}^{n,t-1} - \gamma \mathcal{G}_{\mathbf{n}, m}^{n,t}(\Theta_{\mathbf{n}, m}^{n,t-1})$$

for given step sizes $(\gamma_{\mathbf{n}, m})_{\mathbf{n}, m} \subseteq \mathbb{R}$. Now, we are ready to state the following result, which is a consequence of Theorem 6.5 in [11] and Corollary 5.4 below.

**Theorem 1.1.** Assume that the target function $\mathcal{E}$ is Lipschitz continuous and that $\mathcal{E}(X_0^{0,0})$ is not P-a.s.-constant. Suppose that, for all $\mathbf{a} \in A_d$ and $m \in \mathbb{N}$, the random initializations $\Theta_{\mathbf{n}, m}^{n,t}$, $n \in \mathbb{N}$, are independent and uniformly distributed on $[-c, c]^{P(a)}$, where $c \in [2, \infty)$ is larger than the Lipschitz constant of $\mathcal{E}$. Let $\mathbf{k}_{\mathbf{n}, \mathbf{M}, \mathbf{N}, T} : \Omega \to \mathbb{N} \times \mathbb{N}_0$ be random variables satisfying

$$\begin{align*}
\mathbf{k}_{\mathbf{n}, \mathbf{M}, \mathbf{N}, T}^{n,t}(\omega) &\in \arg\min_{n,t} \{ (1, 0), \ldots, (N, T), \Theta_{\mathbf{n}, \mathbf{M}, \mathbf{N}, T}^{n,t}(\omega) = \mathcal{G}_{\mathbf{n}, \mathbf{M}}^{n,t}(\Theta_{\mathbf{n}, \mathbf{M}, \mathbf{N}, T}^{n,t}(\omega), \omega) \}.
\end{align*}$$

Then, one has

$$\lim_{\mathbf{a} = (a_0, \ldots, a_D) \in A_d} \lim_{\min(D, a_0, \ldots, a_{D-1}) \to \infty} \sup_{M, N \in \mathbb{N}} \sup_{T \in \mathbb{N}_0} \mathbb{E} \left[ \min \left( \int_{[0, 1]^d} \left\{ \zeta \circ R_{\Theta_{\mathbf{n}, \mathbf{M}}^{k_{\mathbf{n}, \mathbf{M}}^{n,t}(\omega), \omega}}^{\mathbf{k}_{\mathbf{n}, \mathbf{M}, \mathbf{N}, T}^{n,t}(\omega)}(x) - \mathcal{E}(x) \right\} \mathcal{P}_{X_0^{0,0}}(dx) \right) 1 \right] = 0 \quad (1.6)$$
and

\[
\inf_{N \in \mathbb{N}} \limsup_{a = (a_0, \ldots, a_D) \in A_d \atop \min(D, a_1, \ldots, a_{D-1}) \to \infty} \inf_{M \in \mathbb{N}} \mathbb{E} \left[ \min \left\{ \int_{[0,1]^d} \left| (\epsilon \circ R_u^{\theta_{a,M,N,T}}) (x) - \mathcal{E}(x) \right| \mathbb{P}_{X_0^a}(dx), 1 \right\} \right] > 0. \tag{1.7}
\]

The integrals in (1.6) and (1.7) describe the true risk. Note that in Theorem 1.1 the random initializations of the different trajectories are assumed to be independent uniformly distributed on the hypercube \([-c, c]^d\), but our main result, Theorem 5.3 below, also covers more general cases. The random variable \(k_{a,M,N,T}\) determines the specific trajectory and gradient step among the first \(N\) trajectories and \(T\) steps which minimize the empirical risk corresponding to batch size \(M\). Note that \(\mathcal{E}(X_0^a)\) not being a.s.-constant is a weak assumption since it merely means that the learning task is non-trivial. Moreover, the stronger condition that \(\mathcal{E}\) must be Lipschitz continuous is made only to ensure the validity of the positive result (1.6), whereas our new contribution (1.7) does not need this requirement. Similarly, we use the clipping function \(\epsilon\) to ensure the validity of (1.6), which in [11] is formulated for networks with clipping function as read-out map.

Our arguments are based on an analysis of regions in the parameter space related to “inactive” neurons. In these regions, the realization function is constant not only in its argument but also in the network parameter. For example, if \(\theta\) contains only strictly negative parameters, then \(\rho \circ A_{a_1,a_2} (a_0 + 1) \circ \rho(x)\) is constantly zero in \(x\) and in a neighborhood of \(\theta\). As a consequence, SGD will not be able to escape from such a region. The fact that random initialization can render parts of a ReLU network inactive has already been noticed in [14,18]. While the focus of [14,18] is on the design of alternative random initialization schemes to make the training more efficient, we here give precise estimates on the probability that the whole network becomes inactive and deduce that SGD fails to converge if the number of random initializations does not increase fast enough. Note that in (1.7) we take the limit superior over all architectures \((a_0, \ldots, a_D) \in A_d\) whose depth \(D\) and minimal width \(\min\{a_1, \ldots, a_{D-1}\}\) both tend to infinity. In particular, to prove (1.7), it is sufficient to construct a single sequence of such architectures over which the limit is positive. For the sequence we use, the depth grows much faster than the maximal width \(\max\{a_1, \ldots, a_{D-1}\}\). This imbalance between depth and width has the effect that the training procedure does not converge.

The remainder of this article is organized as follows. In Section 2, we provide an abstract version of the SGD algorithm for training neural networks in a supervised learning framework. Section 3 contains preliminary results on inactive neurons and constant network realization functions. In Section 4, we discuss the consequences of these preliminary results for the convergence of the SGD method, and Section 5 contains our main results, Theorem 5.3 and Corollary 5.4.

2. Mathematical description of the SGD method

In this section, we give a mathematical description of an abstract version of the SGD algorithm for training neural networks in a supervised learning framework. To do that, we slightly generalize the setup of the introduction. We begin with an informal description and give a precise formulation afterwards. First, fix a network architecture \(a = (a_0, \ldots, a_D) \in A_d\). Let \(X: \Omega \to [u,v]^d\) and \(B: \Omega \to [u,v]\) be random variables on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), on which the true risk \(\mathcal{E}(\theta) = \mathbb{E}[(\epsilon \circ R_u^\theta)(X) - B]\) of a network \(\theta \in \mathbb{R}^P(a)\) is based. Here, \(\epsilon: \mathbb{R} \to \mathbb{R}\) can be any continuous function, which covers the case of network realizations with non-linear read-out maps. In the context of the introduction, \(B\) stands for the random variable \(\mathcal{E}(X_0^a)\). Throughout, \(n \in \mathbb{N}\) will denote the index of the gradient trajectory and \(t \in \mathbb{N}_0\) the index of the gradient step. \(L_n^t\) denotes the empirical risk defined on the space of functions \(C(\mathbb{R}^d, \mathbb{R})\). In this general setting, \(L_n^t\) can be any function from \(C(\mathbb{R}^d, \mathbb{R}) \times \Omega \to \mathbb{R}\), but the specific example we have in mind is

\[
L_n^t(f) = \frac{1}{m} \sum_{j=1}^{m} \left| f(X_j^{n^t}) - Y_j^{n^t} \right|^2
\]

for a given batch size \(m \in \mathbb{N}\). \(L_n^t\) is the empirical risk defined on the space of network parameters, given in terms of \(L_n^t\) by \(L_n^t(\theta) = L_n^t(\epsilon \circ R_u^\theta)\). Let \(G^{\theta,n,t}: \mathbb{R}^P(a) \times \Omega \to \mathbb{R}^P(a)\) be a function that agrees with the gradient of \(L_n^t\) where it exists. Then, we can introduce the gradient trajectories \(\Theta^{\theta,n,t}: \Omega \to \mathbb{R}^P(a)\) satisfying

\[
\Theta^{\theta,n,t} = \Theta^{\theta,n,t-1} - \gamma_t G^{\theta,n,t}(\Theta^{\theta,n,t-1})
\]

for given step sizes \(\gamma_t\). The \(N\) random initializations \(\Theta^{\theta,n,t}, n = 1, \ldots, N\), are assumed to be i.i.d in \(n\) and have independent marginals. Lastly, \(k: \Omega \to \mathbb{N} \times \mathbb{N}_0\) specifies the output of the algorithm consisting of a pair
of indices for a gradient trajectory and a gradient step. The expected true risk is \( \mathcal{V} = \mathbb{E}[\min\{\mathcal{L}(\Theta^k), 1\}] \). In the following, we present the formal algorithm.

**Setting 2.1.** Let \( u, v \in \mathbb{R}, v \in (u, \infty), v \in (u, \infty), \epsilon \in C(\mathbb{R}, \mathbb{R}), d, D, N \in \mathbb{N}, a = (a_0, \ldots, a_D) \in A_d, \) and \( \gamma \in \mathbb{N} \subseteq \mathbb{R} \). Consider random variables \( X' : \Omega \to [0, \infty]^d \) and \( \mathcal{B} : \Omega \to [0, v] \) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\).

Let \( \mathcal{L} : \mathbb{R}^P(\omega) \to [0, \infty] \) be given by \( \mathcal{L}(\theta) = \mathbb{E}[\|\epsilon \circ \mathcal{R}_\epsilon^\theta(X') - \mathcal{B}\|] \). For all \( n \in \mathbb{N} \) and \( t \in \mathbb{N}_0 \), let \( L^{n,t} \) be a function from \( C(\mathbb{R}^d, \mathbb{R}) \times \Omega \to \mathbb{R} \) and denote by \( L^{n,t} : \mathbb{R}^P(\omega) \times \Omega \to \mathbb{R} \) the mapping given by \( L^{n,t}(\theta) = L^{n,t}(\epsilon \circ \mathcal{R}_\epsilon^\theta) \). Let \( G_{n,t} = (G_{n,t,1}, \ldots, G_{n,t,P(\omega)}) : \mathbb{R}^P(\omega) \times \Omega \to \mathbb{R}^P(\omega) \) be a function satisfying

\[
G_{n,t}^{\theta}(\theta, \omega) = \frac{\partial}{\partial \theta^i} L^{n,t}(\theta, \omega)
\]

for all \( n, t \in \mathbb{N}, i \in \{1, \ldots, P(\omega)\}, \omega \in \Omega \), and

\[
\theta = (\theta_1, \ldots, \theta_{P(\omega)}) \in \left\{ \theta = (\theta_1, \ldots, \theta_{P(\omega)}) \in \mathbb{R}^P(\omega) : \mathcal{L}^{n,t}(\theta_1, \ldots, \theta_{i-1}, (\cdot, \cdot), \theta_{i+1}, \ldots, \theta_{P(\omega)}, \omega) \right. \text{ as a function } \mathbb{R} \to \mathbb{R} \text{ is differentiable at } \theta_i. \}
\]

Let \( \Theta^{n,t} = (\Theta_1^{n,t}, \ldots, \Theta_{P(\omega)}^{n,t}) : \Omega \to \mathbb{R}^P(\omega), n \in \mathbb{N}, t \in \mathbb{N}_0, \) be random variables such that \( \Theta^{1,0}, \ldots, \Theta^{N,0} \) are i.i.d., \( \Theta_1^{1,0}, \ldots, \Theta_{P(\omega)}^{1,0} \) are independent, and

\[
\Theta^{n,t} = \Theta^{n,t-1} - \gamma G_{n,t}^{\theta}(\Theta^{n,t-1})
\]

for all \( n, t \in \mathbb{N} \). Let \( k : \Omega \to \{1, \ldots, N\} \times \mathbb{N}_0 \) be a random variable, and denote \( \mathcal{V} = \mathbb{E}[\min\{\mathcal{L}(\Theta^k), 1\}] \) is measurable and, as a consequence, \( \mathcal{V} = \mathbb{E}[\min\{\mathcal{L}(\Theta^k), 1\}] \) is well-defined.

### 3. DNNs with constant realization functions

In this section, we study a subset of the parameter space, specified in Definition 3.1 below, for which neurons in a DNN become “inactive”, rendering the realization function of the DNN constant. We deduce a few properties for such DNNs in Lemmas 3.2, 3.3, and 3.4 below. The material in this section is related to the findings in [14, 18].

**Definition 3.1.** Let \( D \in \mathbb{N} \) and \( a = (a_0, \ldots, a_D) \in \mathbb{N}^{D+1} \). For all \( j \in \mathbb{N} \cap (0, D) \), let \( \mathcal{I}_{a,j} \subseteq \mathbb{R}^P(\omega) \) be the set

\[
\mathcal{I}_{a,j} = \left\{ \theta = (\theta_1, \ldots, \theta_{P(\omega)}) \in \mathbb{R}^P(\omega) : \forall k < n \in \mathbb{N} \cap \left( \sum_{i=1}^{j-1} a_i (a_i-1), \sum_{i=1}^{j} a_i (a_i+1) \right) : \theta_k < 0 \right\}, \tag{3.1}
\]

and denote \( \mathcal{I}_a = \bigcup_{j \in \mathbb{N} \cap (1, D)} \mathcal{I}_{a,j} \).

First, we verify that the realization function is constant in both the argument and the network parameter on certain subsets of \( \mathcal{I}_{a,j} \).

**Lemma 3.2.** Let \( D \in \mathbb{N}, j \in \mathbb{N} \cap (1, D), a = (a_0, \ldots, a_D) \in \mathbb{N}^{D+1}, \theta = (\theta_1, \ldots, \theta_{P(\omega)}), \vartheta = (\vartheta_1, \ldots, \vartheta_{P(\omega)}) \in \mathcal{I}_{a,j}, x \in \mathbb{R}^{\alpha_0}, \) and assume that \( \theta_k = \vartheta_k \) for all \( k \in \mathbb{N} \cap \left( \sum_{i=1}^{j-1} a_i (a_i+1), \sum_{i=1}^{j} a_i (a_i+1) \right), P(\omega) \). Then \( \mathcal{R}_a(0) = \mathcal{R}_a(x) = \mathcal{R}_a(\vartheta) \).

**Proof.** For all \( k \in \{1, \ldots, D\} \), denote \( m_k = \sum_{i=1}^{k} a_i (a_i+1) \). Since, by assumption, \( \theta, \vartheta \in \mathcal{I}_{a,j} \), one has for all \( k \in \mathbb{N} \cap (m_{j-1}, m_j) \) that \( \theta_k < 0 \) and \( \vartheta_k < 0 \). This and \( \rho(\mathbb{R}^{\alpha_0-j}) = [0, \infty)^{\alpha_0-j} \) imply for all \( y \in \mathbb{R}^{\alpha_0-j}, \phi \in (\theta, \vartheta) \) that \( A_{a_i, a_i+1}^{\alpha_0-j} \circ \rho(y) \in (-\infty, 0]^{\alpha_0} \). This ensures for all \( y \in \mathbb{R}^{\alpha_0-j}, \phi \in (\theta, \vartheta) \) that \( \rho \circ A_{a_i, a_i+1}^{\alpha_0-j} \circ \rho(y) = 0 \). Moreover, the assumption that \( \theta_k = \vartheta_k \) for all \( k \in \mathbb{N} \cap (m_{j-1}, m_j), P(\omega) \) yields \( A_{a_j, a_j+1}^{\alpha_0-j} = A_{a_i, a_i+1}^{\alpha_0-j} \) for all \( k \in \mathbb{N} \cap (j, D) \). This implies that \( \mathcal{R}_a(y) = \mathcal{R}_a(z) \) for all \( y, z \in \mathbb{R}^{\alpha_0} \), which completes the proof of Lemma 3.2.

The next lemma shows that networks with parameters in \( \mathcal{I}_a \) cannot perform better than a constant solution to the learning task.

**Lemma 3.3.** Assume Setting 2.1 and let \( \theta \in \mathcal{I}_a \). Then \( \mathcal{L}(\theta) \geq \inf_{b \in \mathbb{R}} \mathbb{E}[|b - \mathcal{B}|] \).
Proof. Let \( \zeta \in \Omega \). By Lemma 3.2, one has \( \mathcal{R}_\omega(x) = \mathcal{R}_\omega(0) \) for all \( x \in \mathbb{R}^d \). Therefore, we obtain \( \mathcal{R}_\omega(\mathcal{X}(\omega)) = \mathcal{R}_\omega(\mathcal{X}(\zeta)) \) for all \( \omega \in \Omega \). In particular, \( \mathcal{L}(\theta) = \mathbb{E}[(\phi \circ \mathcal{R}_\omega(\mathcal{X}(\omega)) - \mathcal{B})^2] \geq \inf_{b \in \mathbb{R}} \mathbb{E}[(b - \mathcal{B})^2] \).

Finally, we show that SGD cannot escape from \( I_0 \).

Lemma 3.4. Assume Setting 2.1 and let \( t, n \in \mathbb{N}, \omega \in \Omega, j \in \mathbb{N} \cap (1, D) \). Suppose that \( \Theta^{n,0}(\omega) \in \mathcal{J}_{a,j} \). Then \( \Theta^{n,0}(\omega) \in \mathcal{J}_{a,j} \).

Proof. Denote \( m_0 = \sum_{i=1}^{j-1} a_i(a_i-1) + 1 \) and \( m_1 = \sum_{i=1}^{j} a_i(a_i-1) + 1 \). We prove by induction that for all \( s \in \mathbb{N}_0 \) we have \( \Theta^{n,s}(\omega) \in \mathcal{J}_{a,j} \). The case \( s = 0 \) is true by assumption. Now suppose that \( s \in \mathbb{N}_0 \) and \( \theta = (\theta_1, \ldots, \theta_{P(\omega)}) \in \mathbb{R}^{P(\omega)} \) satisfy \( \theta = \Theta^{n,s}(\omega) \in \mathcal{J}_{a,j} \). Let \( U \subseteq \mathbb{R}^{P(\omega)} \) be the set given by \( U = \{ (\theta_1, \ldots, \theta_{m_{\omega}}) \} \times (-\infty, 0)^{m_1 - m_{\omega}} \times \{ (\theta_{m_{\omega}+1}, \ldots, \theta_{P(\omega)}) \} \). Then \( \theta \in U \subseteq \mathcal{J}_{a,j} \). By Lemma 3.2, we have \( \mathcal{R}_\omega(x) = \mathcal{R}_\omega(x) \) for all \( \phi \in U \) and \( x \in \mathbb{R}^d \). Hence, \( \mathcal{L}^{n,s+1}(\phi, \omega) = \mathcal{L}^{n,s+1}(\theta, \omega) \) for all \( \phi \in U \) and, as a consequence, \( \frac{d}{d\omega} \mathcal{L}^{n,s+1}(\theta, \omega) = 0 \) for all \( k \in \mathbb{N} \cap (m_0, m_1) \). So, it follows from (2.3), (2.5), and the induction hypothesis that \( \Theta^{n,s+1}(\omega) \in \mathcal{J}_{a,j} \), which completes the proof of Lemma 3.4.

4. Quantitative lower bounds for the SGD method in the training of DNNs

In this section, we establish in Proposition 4.2 below a quantitative lower bound for the error of the SGD method in the training of DNNs.

Lemma 4.1. Assume Setting 2.1 and suppose \( D \geq 3 \). For all \( j \in \{1, \ldots, D-1\} \), denote \( k_j = \sum_{i=1}^{j} a_i(a_i-1) + 1 \), \( p = \inf_{i \in \{1, \ldots, P(\omega)\}} \mathbb{P}(\Theta_1^{1,0} < 0) \), and \( W = \max\{a_1, \ldots, a_D-1\} \). Then

\[
\mathbb{P}(\forall n \in \{1, \ldots, N\}, t \in \mathbb{N}_0 : \Theta^{n,t}(\omega) \in I_0) = \left[ 1 - \frac{D-1}{2} \left( 1 - \prod_{i=1}^{k} \mathbb{P}(\Theta_1^{1,0} < 0) \right) \right]^N
\]

\[
\geq \left[ 1 - (1 - p^{W(W+1)})^{D-2} \right]^N.
\]

Proof. It follows from the independence of \( \Theta_1^{1,0}, \ldots, \Theta_{P(\omega)}^{1,0} \) that

\[
\mathbb{P}(\Theta^{1,0} \in I_0) = \mathbb{P}(\exists j \in \mathbb{N} \cap (1, D) : \forall i \in \mathbb{N} \cap (k_{j-1}, k_j) : \Theta_1^{1,0} < 0) = 1 - \frac{D-1}{2} \left( 1 - \prod_{i=1}^{k} \mathbb{P}(\Theta_1^{1,0} < 0) \right).
\]

By definition of \( p \) and \( W \), the right hand side is greater than or equal to \( 1 - (1 - p^{W(W+1)})^{D-2} \). Moreover, Lemma 3.4 and the assumption that \( \Theta^{1,0}, \ldots, \Theta^{N,0} \) are i.i.d. yield

\[
\mathbb{P}(\forall n \in \{1, \ldots, N\}, t \in \mathbb{N}_0 : \Theta^{n,t}(\omega) \in I_0) = \mathbb{P}(\forall n \in \{1, \ldots, N\} : \Theta^{n,0}(\omega) \in I_0) = (\mathbb{P}(\Theta^{1,0} \in I_0))^N,
\]

which completes the proof of Lemma 4.1.

Proposition 4.2. Under the same assumptions as in Lemma 4.1, one has

\[
\mathcal{V} = \mathbb{E}[\min\{\mathcal{L}(\Theta^k), 1\}] \geq \left[ 1 - \frac{D-1}{2} \left( 1 - \prod_{i=1}^{k} \mathbb{P}(\Theta_1^{1,0} < 0) \right) \right]^N \inf_{b \in \mathbb{R}} \mathbb{E}[(b - \mathcal{B})], 1 \)

\[
\geq \left[ 1 - (1 - p^{W(W+1)})^{D-2} \right]^N \inf_{b \in \mathbb{R}} \mathbb{E}[(b - \mathcal{B})], 1 \)

Proof. Denote \( C = \min_{b \in \mathbb{R}} \mathbb{E}[(b - \mathcal{B})], 1 \) and observe that Lemma 3.3 implies for all \( \omega \in \Omega \) with \( \Theta^{k,0}(\omega) \in I_0 \) that \( \min\{\mathcal{L}(\Theta^k(\omega)), 1\} \geq C \). Markov’s inequality hence ensures that

\[
C \mathbb{P}(\Theta^k \in I_0) \leq \mathbb{P}(\min\{\mathcal{L}(\Theta^k), 1\} \geq C) \leq \mathcal{V}.
\]

Combining this with Lemma 4.1 and the fact that \( \mathbb{P}(\Theta^k \in I_0) \geq \mathbb{P}(\forall n \in \{1, \ldots, N\}, t \in \mathbb{N}_0 : \Theta^{n,t} \in I_0) \) establishes (4.4).
Let us briefly discuss how the inequality in Proposition 4.2 relates to prior work in the literature. Fix a depth \( D \in \mathbb{N} \) and consider the problem of distributing a given number of neurons among the \( D - 1 \) hidden layers. In order to minimize the chance of starting with an inactive network, one needs to minimize the quantity \( 1 - \prod_{j=2}^{D-1} (1 - \prod_{i=1}^{k_j} P(\Theta_{i,j}^0 < 0)) \) from (4.4). Under the assumption that \( P(\Theta_{i,j}^0 < 0) \) does not depend on \( j \), this can be achieved by choosing the same number of neurons in each layer.

The effects of initialization and architecture on early training have also been studied in \([9,10]\). While \([9]\) investigates the problem of vanishing and exploding gradients, \([10]\) studies two failure modes associated with poor starting conditions. Both find that, given a total number of neurons to spend, distributing them evenly among the hidden layers, yields the best results. This is in line with our findings.

5. Main results

In this section, we prove the paper’s main results, Theorem 5.3 and Corollary 5.4. While Theorem 5.3 provides precise quantitative conditions under which SGD does not converge in the training of DNNs, Corollary 5.4 is a qualitative result. To prove them, we need the following elementary result. Throughout, \( \log \) denotes the natural logarithm.

**Lemma 5.1.** Let \( D, N, W \in (0, \infty) \) and \( \kappa, p \in (0, 1) \) be such that \( D \geq |\log(p)| W p^{-W} \) and \( N \leq |\log(\kappa)|(1 - p^W)^{1-D} \). Then \( (1 - (1 - p^W)^{D}) |N| \geq \kappa \).

**Proof.** Let the functions \( f : [0,1] \to \mathbb{R} \) and \( g : [0,1] \to \mathbb{R} \) be given by \( f(x) = x + \log(1-x) \) and \( g(x) = (1 - p^W)^{-1} x + \log(1-x) \). Since \( f(0) = 0 \) and \( f'(x) = 1 - (1-x)^{-1} < 0 \) for all \( x \in (0,1) \), one has \( |\log(1-x)|^{-1} < x^{-1} \) for all \( x \in (0,1) \). Hence, \( D > |\log(p)| W |\log(1-p^W)|^{-1} \), from which it follows that \( (1 - p^W)^{D} < p^W \). In addition, \( g(0) = 0 \) and \( g'(x) = (1 - p^W)^{-1} - (1 - x)^{-1} > 0 \) for all \( x \in (0, p^W) \), which implies that \( |\log(1-x)| < (1 - p^W)^{-1} x \) for all \( x \in (0, p^W) \). Hence, we deduce from \( (1 - p^W)^{D} < p^W \) that \( N |\log(1 - (1 - p^W)^{D})| < N (1 - p^W)^{D-1} \leq |\log(\kappa)| \), and taking the exponential yields the desired statement. \( \square \)

We proved Proposition 4.2 in the abstract framework of Setting 2.1. For the sake of concreteness, we now return to the setup of the introduction. We quickly recall it below.

**Setting 5.2.** Let \( u, v \in \mathbb{R}, \nu \in [u, \infty), \epsilon \in C(\mathbb{R}, \mathbb{R}), \lambda \in \mathbb{N}, \text{ and } (\gamma_t)_{t \in \mathbb{N}} \subseteq \mathbb{R} \). Consider functions \( X_{n,t} : \Omega \to [u, \nu] \) and \( Y_{n,t} : \Omega \to [u, \nu], \) \( j, n, t \in \mathbb{N}_0 \), on a probability space \((\Omega, F, P)\) such that \( X_{0,0}^n \) and \( Y_{0,0}^n \) are random variables. Let \( E : [u, \nu]^d \to [u, \nu] \) be a measurable function such that \( P \)-a.s. \( E(X_{0,0}) = E(Y_{0,0} | X_{0,0}) \). Let \( L_{a,m} : \mathbb{R}^{P(a)} \times \Omega \to \mathbb{R}, m \in \mathbb{N}, n, t \in \mathbb{N}_0, a \in A_d, \) be given by

\[
L_{a,m}^{n,t}(\theta) = \frac{1}{m} \sum_{j=1}^{m} |(\epsilon \circ R_{a,m}^j)(X_{n,t}^j) - Y_{n,t}^j|^2,
\]

and assume \( G_{a,m}^{n,t} = (G_{a,m,1}^{n,t}, \ldots, G_{a,m,P(a)}^{n,t}) : \mathbb{R}^{P(a)} \times \Omega \to \mathbb{R}^{P(a)} \) are mappings satisfying

\[
G_{a,m,i}^{n,t}(\theta, \omega) = \frac{\partial}{\partial \theta_i} L_{a,m}^{n,t}(\theta, \omega)
\]

for all \( m, n, t \in \mathbb{N}, a \in A_d, i \in \{1, \ldots, P(a)\}, \omega \in \Omega, \) and

\[
\theta = (\theta_1, \ldots, \theta_{P(a)}) \in \mathbb{R}^{P(a)}: \quad L_{a,m}^{n,t}(\theta_1, \ldots, \theta_{P(a)}, \omega) \text{ is a function } \mathbb{R} \to \mathbb{R} \text{ is differentiable at } \partial_i \quad \text{ (5.3)}
\]

Let \( \Theta_{a,m}^{n,t} = (\Theta_{a,m,i}^{n,t}, \ldots, \Theta_{a,m,P(a)}^{n,t}) : \Omega \to \mathbb{R}^{P(a)}, m, n \in \mathbb{N}, t \in \mathbb{N}_0, a \in A_d, \) be random variables such that \( \Theta_{a,m,i}^{n,0}, \ldots, \Theta_{a,m,i}^{n,0} \) are i.i.d., \( \Theta_{a,m,i}^{1,0}, \ldots, \Theta_{a,m,i}^{1,0} \) are independent for all \( m \in \mathbb{N}, a \in A_d, \) and

\[
\Theta_{a,m}^{n,t} = \Theta_{a,m}^{n,t-1} - \gamma_t G_{a,m}^{n,t}(\Theta_{a,m}^{n,t-1})
\]

for all \( m, n, t \in \mathbb{N}, a \in A_d. \) Let \( k_{a,M,N,T} : \Omega \to \{1, \ldots, N\} \times \mathbb{N}, M, N \in \mathbb{N}, T \in \mathbb{N}_0, a \in A_d, \) be random variables.

The following is the main result of this article.
Theorem 5.3. Assume Setting 5.2 and fix $M \in \mathbb{N}$. Consider sequences $(D, N_i, W_i)_{i \in \mathbb{N}} \subseteq \mathbb{N}^3$, $(a'_i)_{i \in \mathbb{N}} = (a'_0, \ldots, a'_D) \subseteq A_d$ and constants $\kappa, p \in (0, 1)$ such that, for all $l \in \mathbb{N}_0$, $W_i = \max\{a'_1, \ldots, a'_D\}$, $D_t \geq \log(p) W_i(W_i+1) p^{-W_i(W_i+1)+2}$, and $N_i \leq |\log(\kappa)| (1 - p W_i(W_i+1))^{3-D_t}$. Let $\Phi_{l,T}: \Omega \rightarrow \mathbb{R}^{P(a'}, l, T \in \mathbb{N}_0$, be given by $\Phi_{l,T} = \Theta_{a'_l,M,N_i,T}$, and assume that $\inf_{i \in \mathbb{N}_0} \inf_{i \in \{1, \ldots, P(a')\}} \mathbb{P}(\Theta_{a'_l,M,1,i}^1 < 0) \geq p$. Then

$$\lim_{l \to \infty} \inf_{T \in \mathbb{N}_0} \mathbb{E}\left[ \min\left\{ \int_{[u,v]} |(\epsilon \circ R_{a'_l}^{\Theta_{a'_l,M,N_i,T}^l}) (x) - \mathcal{E}(x)| \mathbb{P}_{X_{\mathcal{D},0}}(dx), 1 \right\} \right] \geq \kappa \min\left\{ \inf_{b \in \mathbb{R}} \mathbb{E}[|b - \mathcal{E}(X_{0,0}^0)|], 1 \right\}.$$

(5.5)

Proof. Denote $q = \inf_{i \in \mathbb{N}_0} \inf_{i \in \{1, \ldots, P(a')\}} \mathbb{P}(\Theta_{a'_l,M,1,i}^1 < 0)$. By Proposition 4.2, one has, for all $l, T \in \mathbb{N}_0$,

$$\mathbb{E}\left[ \min\left\{ \int_{[u,v]} |(\epsilon \circ R_{a'_l}^{\Theta_{a'_l,M,N_i,T}^l}) (x) - \mathcal{E}(x)| \mathbb{P}_{X_{\mathcal{D},0}}(dx), 1 \right\} \right] \geq 1 - (1 - q W_i(W_i+1) D_t-2)^N_i \kappa \min\left\{ \inf_{b \in \mathbb{R}} \mathbb{E}[|b - \mathcal{E}(X_{0,0}^0)|], 1 \right\}.$$

(5.6)

Moreover, Lemma 5.1 implies that, for all $l \in \mathbb{N}_0$,

$$1 - (1 - q W_i(W_i+1) D_t-2)^N_i \geq 1 - (1 - p W_i(W_i+1) D_t-2)^N_i \geq \kappa,$$

(5.7)

which completes the proof of Theorem 5.3. \qed

Instead of focusing on a single sequence of architectures as in Theorem 5.3, one can instead consider the limit superior over all possible architectures, which we do in Corollary 5.4 below. Note that this allows us to increase the constant from (5.5) to 1.

Corollary 5.4. Assume Setting 5.2 and let $c \in (0, \infty)$. Suppose that $\text{Var}(\mathcal{E}(X_{0,0}^0)) > 0$ and assume that $\Theta_{a,m}^{a'_0,0}$ is uniformly distributed on $[-c, c]^{P(a)}$ for all $m, n \in \mathbb{N}, a \in A_d$. Then

$$\inf_{N \in \mathbb{N}} \lim_{M \to \infty} \sup_{a=(a_0, \ldots, a_D) \in A_d} \inf_{T \in \mathbb{N}_0} \mathbb{E}\left[ \min\left\{ \int_{[u,v]} |(\epsilon \circ R_{a}^{\Theta_{a,m,M,N_i,T}^l}) (x) - \mathcal{E}(x)| \mathbb{P}_{X_{\mathcal{D},0}}(dx), 1 \right\} \right] \geq \kappa \min\left\{ \inf_{b \in \mathbb{R}} \mathbb{E}[|b - \mathcal{E}(X_{0,0}^0)|], 1 \right\}.$$

(5.8)

Proof. First note that $\inf_{M \in \mathbb{N}} \inf_{a \in A_d} \inf_{i \in \{1, \ldots, P(a)\}} \mathbb{P}(\Theta_{a,M,1,i}^1 < 0) = \frac{1}{2}$. So, it follows from Theorem 5.3 that for all $k, N \in \mathbb{N}, \kappa \in (0, 1)$ there exist $D \in \mathbb{N}$ and $a = (a_0, \ldots, a_D) \in A_d$ such that $\min\{D, a_1, \ldots, a_{D-1}\} \geq k$ and

$$\inf_{T \in \mathbb{N}_0} \mathbb{E}\left[ \min\left\{ \int_{[u,v]} |(\epsilon \circ R_{a}^{\Theta_{a,M,N_i,T}^l}) (x) - \mathcal{E}(x)| \mathbb{P}_{X_{\mathcal{D},0}}(dx), 1 \right\} \right] \geq \kappa \min\left\{ \inf_{b \in \mathbb{R}} \mathbb{E}[|b - \mathcal{E}(X_{0,0}^0)|], 1 \right\}.$$

(5.9)

for all $M \in \mathbb{N}$. As a result, one has

$$\inf_{N \in \mathbb{N}} \lim_{M \to \infty} \sup_{a=(a_0, \ldots, a_D) \in A_d} \inf_{T \in \mathbb{N}_0} \mathbb{E}\left[ \min\left\{ \int_{[u,v]} |(\epsilon \circ R_{a}^{\Theta_{a,M,N_i,T}^l}) (x) - \mathcal{E}(x)| \mathbb{P}_{X_{\mathcal{D},0}}(dx), 1 \right\} \right] \geq \kappa \min\left\{ \inf_{b \in \mathbb{R}} \mathbb{E}[|b - \mathcal{E}(X_{0,0}^0)|], 1 \right\}.$$

(5.10)

for all $\kappa \in (0, 1)$. Taking the limit $\kappa \uparrow 1$ and noting that the assumption $\text{Var}(\mathcal{E}(X_{0,0}^0)) > 0$ implies $\inf_{b \in \mathbb{R}} \mathbb{E}[|b - \mathcal{E}(X_{0,0}^0)|] > 0$ completes the proof of the corollary. \qed
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