THE SPEED CALCULATING INCREASING METHOD OF THE MARKOV MODEL NETWORK NODE

Abstract. The subject of this research is the image classification methods based on a set of key points descriptors. The goal is to increase the performance of classification methods, in particular, to improve the time characteristics of classification by introducing hashing tools for reference data representation. Methods used: ORB detector and descriptors, data hashing tools, search methods in data arrays, metrics-based apparatus for determining the relevance of vectors, software modeling. The obtained results: developed an effective method of image classification based on the introduction of high-speed search using hash structures, which speeds up the calculation dozens of times; the classification time for the considered experimental descriptions increases linearly with decreasing number of hashes; the minimum metric value limit choice on setting the class for object descriptors significantly affects the accuracy of classification; the choice of such limit can be optimized for fixed samples databases; the experimentally achieved accuracy of classification indicates the efficiency of the proposed method based on data hashing. The practical significance of the work is - the classification model’s synthesis in the hash data representations space, efficiency proof of the proposed classifiers modifications on image examples, development of applied software models implementing the proposed classification methods in computer vision systems.
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Introduction

A network node solves a set of tasks for servicing packet flows, which in terms of Markov, queuing systems are called queries. Queries are generated by various sources in a random way, at random time moments and arrive at the network node interface. Next, the packets pass through the node interface to a free intelligent node to initiate the service process. If all intelligent nodes are busy at the moment, then the newly arrived query from the interface enters the queue to wait for service (Fig. 1).

![Fig. 1. Scheme of the work of network node for packets service](image)

The network node functioning for packet flows service can be described by using models of multidimensional continuous random processes with a discrete states set.

Analysis of the literature

Queuing systems (QS) are the most common mathematical apparatus used to analyze processes in networks. Classical works in the field of the theory of QS are [1, 2, 3]. Sources [2, 3] generalize the theory of QS, considering the subject area objects as a set of “queues” and “service channels” at the input of which queries for service are received. Single and multi-link, single and multichannel QS with a normal uniform and exponential queries flow are considered in these sources. The general laws of the query delay time calculating, the length of the queue, etc., depending on the type of QS and the flow of queries, are substantiated and deduced. The source [2] considers the QS theory for substantiating the structure and topology of ARPONET networks. In this work, the main assumptions that allowed to obtain analytical dependencies for the network quality assessment are substantiated. Kleinrock-Jackson Model represents a network as a set of independent networks, each of them is a single-channel QS with an infinite queue and flow of packets (queries). Kleinrock Independence Approximation is the assumption about the independence of the flow at each node, the independence of the query arrival time and its length from the previous queries, while it is assumed that the query flow is stationary and the query arrival time and service time are distributed exponentially. In [2] the main network quality indicators (QoS) are formulated as:

- average time of query service;
- effective bandwidth with constraints on the denial of service probability, on the network topology, on the network cost (directly proportional to the length and maximum network bandwidth);
- denial of service probability.

The constraints and assumptions of [2] will subsequently form the basis of many studies on the information computing network (ICN) quality assessment. Further works set the goal of various types network modeling on the QS basis. It were substantiated the ALOHA models for satellite channels [4, 2], multiple access models for radio communication networks [2, 12], models of wired (including fiber-optic) “point-to-point” type networks [4, 2, 5, 6]. Based on the QS, two-level models were built, which include backbone network model, serving traffic between computer complexes and terminal networks, describing terminal access to computer complexes [7, 4, 8, 9, 11]. However, the traffic redistribution, the new data transmission technologies emergence [10, 11], the formation of glob-
al networks associated with the information and computing support growth in the 80-90s lead to the needs of new adequate ICN models forming [12, 13]. For adequately describe processes in ICN it starts to widely use models with constraints on buffer devices, adaptive traffic distribution models, models with priority dispatching of incoming queries, multichannel service models [9, 12]. However, all of the above models, describing real traffic in network nodes, have an ultra-high dimension, which makes the problem solving as very time-consuming or impossible. The paper proposes a technology for accelerating the problem solution using the decomposition approach.

The problem formulation

Let’s postulate that the total flow of queries at the node interface, which resulting from the superposition of several flows from different sources, is Markov flow. This assumption is natural and has the following substantiation.

Let’s assume that each of the queries flows entering the computer network is a stationary, ordinary random process, and the number of generate query sources is quite large. If the query sources have the same priority, then they have an approximately equal influence on the overall process. Then, similar to the central limit theorem, we can prove that summing (overlapping) of a large number of ordinary stationary flows with practically any aftereffect leads to a flow arbitrarily close to the simplest one. In practice, it is enough to add 4-5 flows to get a flow that can be operated as the simplest one [1].

Let at random time moments from different sources queries arrive to the network input with intensity \( \lambda_i \), and the queries service intensity by intelligent nodes is equal to \( \mu_j \). Let’s create a graph of states and transitions for a quite simple system with three servicing nodes, a superposition of two flows comes to the input of it (Fig. 2).

In the resulting graph, the vertices correspond to the states of the system. Each state corresponds to a \( N \)-dimensional vector, the components of which reflect the queries amount in the queue in front of the corresponding node.

When a new query arrives or an already received one is processing, the system switches to another state corresponding to the queries amount in the queue in front of each node.

To find the final probability distribution of the system, the Kolmogorov differential equations system can be used, based of which a system of linear algebraic equations relative to the sought states probabilities of the system forms. In this case it is significantly that for a real network node and real traffic the problem dimension is very large and its solution is associated with serious computational problems.

The states and transitions graph for the simplest network (Fig. 2) illustrates this remark well.

Due to this, the work goal is to substantiate a practical methodology for solving the problem of analyzing service quality indicators for network nodes, the model of which has a large dimension.

Analysis method for high dimensional Markov systems

To solve the large dimension problems, the phase consolidation technology of the Markov chain states, which implements the decomposition approach, can be applied [2]. The essence of the method is as follows. The problem solution is cyclical. Each cycle contains a number of iterations. Let’s consider the first cycle content. The set of all system states is divided into subsets, and all subsets, except one, are upsized. At the first iteration the first subset remains non-up-sized. As a result, the problem dimension is significantly reduced, which allows to calculate the states probabilities for such a system (Fig. 3, a). At the next iteration the second subset is downsized and all others are upsized. The states probabilities are calculated already for such a system (Fig. 3, b). The probabilities of the system stay in each upsized states are equal to the sum of the probabilities of being in the states of the corresponding subset. Thus, if the upsized state \( I_q \) contains states with numbers \( i_{q1}, i_{q2},...,i_{qn} \), then the probability of the system being in this upsized state \( \pi^{(k)}_{I_q} \), calculated at the next step, is calculated by the formula

\[
\pi^{(k)}_{I_q} = \sum_{s=1}^{n_q} \pi^{(k)}_{qs} \cdot q = 1, 2, 3,..., \ell - 1, \ell + 1,..., m . \tag{1}
\]

In this case we obtain a system with a set of possible states

\[ \{I_1, I_2,..., I_{\ell-1}, i_{\ell1}, i_{\ell2},..., i_{\ell n}, I_{\ell+1},..., I_m \} \]

and the probability distribution of the system being in these states

Fig. 2. The states and transitions graph of the network functioning Markov model with three independent incoming flows of queries, when the maximum number of each type queries in the system is two.
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This distribution will be called group distribution.

Let’s calculate the transition probabilities in this new system. The numerical value of these probabilities depends on the type of the corresponding states. The transition probabilities from the states of the selected subset \( \mathcal{I} \) to the states of the same subset \( \mathcal{R} \) remain the same as they were in the original matrix \( W \), that is

\[
\pi^{(k)} = \begin{pmatrix}
\pi^{(k)}_{I_1}, \pi^{(k)}_{I_2}, \ldots, \pi^{(k)}_{I_{l-1}}, \pi^{(k)}_{I_{l+1}}, \ldots, \pi^{(k)}_{I_{m}}
\end{pmatrix}.
\]

The transition probability from any non-upsized state \( i_{s} \) to any upsized state \( I_{v} \) is equal to the sum of the true transition probabilities from this non-upsized state \( i_{s} \) to all states included in the upsized state \( I_{v} \), that is

\[
\tilde{p}^{(k)}_{i_{s}, I_{v}} = \sum_{v=1}^{m} \pi^{(k)}_{i_{s}, v}, \quad (v, q) \in \mathcal{E}_{v}.
\] (2)

The transition probability from the upsized state \( I_{v} \) to some non-upsized state \( i_{v} \) is equal to the sum of the products of the true transition probabilities \( P_{vq, I_{L}} \) from the states of subsets \( \mathcal{E}_{v} \) to the state \( i_{v} \) by conditional probabilities \( W^{(k)}_{vq} \) of the system stay in these states of the subset \( \mathcal{E}_{v} \). In turn of, this conditional probability \( W^{(k)}_{vq} \) of the system stay in the state \( i_{v} \) of subset \( \mathcal{E}_{v} \) is calculated as the ratio of the probability of being in this state, corresponding to the next obtained complete distribution, to the sum of such probabilities for all states of the subset. Thus

\[
\tilde{p}^{(k)}_{I_{v}, i_{v}} = \sum_{q=1}^{n_{v}} \pi^{(k)}_{vq, i_{v}} \cdot W^{(k)}_{vq} = \sum_{q=1}^{n_{v}} \pi^{(k)}_{vq} \cdot \frac{n_{v}}{\sum_{q=1}^{n_{v}} \pi^{(k)}_{vq}}.
\] (3)

Finally, the transition probability from any upsized state \( I_{v_{1}} \) to another upsized state \( I_{v_{2}} \) is calculated as the sum of the system transition probabilities from the upsized state \( I_{v_{1}} \) to all states included in the upsized state \( I_{v_{2}} \), that is

\[
\tilde{p}^{(k)}_{I_{v_{1}}, I_{v_{2}}} = \sum_{q_{1}=1}^{n_{v_{1}}} \sum_{q_{2}=1}^{n_{v_{2}}} \pi^{(k)}_{v_{1}q_{1}, v_{2}q_{2}} \cdot \frac{n_{v_{2}}}{\sum_{q_{2}=1}^{n_{v_{2}}}} \frac{n_{v_{1}}}{\sum_{q_{1}=1}^{n_{v_{1}}}}.
\] (4)

Thus, using formulas (1) - (4), the next group probability distribution of the system stay on the set of states \( \pi^{(k+1)} \), obtained after the upsizing, and the transition probability matrix corresponding to the next upsizing stage are calculated as

\[
\tilde{p}^{(k+1)} = \begin{pmatrix}
\tilde{p}^{(k+1)}_{1}, \tilde{p}^{(k+1)}_{2}, \ldots, \tilde{p}^{(k+1)}_{l}
\end{pmatrix},
\]

\[
(i, j) \in \{ I_{1}, I_{2}, \ldots, I_{l-1}, i_{1}, i_{2}, \ldots, i_{m}, I_{l+1}, \ldots I_{m} \}.
\] (5)

The preparatory calculations have been completed. Now the new group probability distribution is calculated using the formula

\[
\pi^{(k+1)} = \begin{pmatrix}
\pi^{(k+1)}_{1}, \pi^{(k+1)}_{2}, \ldots, \pi^{(k+1)}_{l-1}, \pi^{(k+1)}_{l+1}, \pi^{(k+1)}_{m}
\end{pmatrix}.
\]
The resulting group distribution is used to obtain a new whole distribution
\[ \pi^{(k+1)} = \left( \pi^{(k+1)}_1, \pi^{(k+1)}_2, \ldots, \pi^{(k+1)}_{m_1}, \ldots, \pi^{(k+1)}_1, \pi^{(k+1)}_2, \ldots, \pi^{(k+1)}_{m_1}, \ldots \right) \]

The components of this distribution are calculated by the formulas
\[ \pi^{(k+1)}_{\ell s} = \pi^{(k)}_{\ell s}, \ell = 1, 2, \ldots, n_1, \]
\[ \pi^{(k+1)}_{n q} = \pi^{(k)}_{n q} \sum_{\ell=1}^{n_1} \pi^{(k)}_{\ell q}, \]
\[ v = 1, 2, \ldots, \ell - 1, \ell + 1, \ldots, m, q = 1, 2, \ldots, n_v. \]

The iterations are repeated until the last subset is downsized (Fig. 3, c).
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Метод підвищення швидкості модельного вузла Маркова

П. Є. Пустовий, М. Ю. Охрименко, В. М. Воронець, Д. В. Удалов

Анотація. Попередньою є методи класифікації зображень за множинною дескрипторами ключових точок. Метою є підвищення продуктивності методів класифікації, зокрема, прискорення часу показників класифікації шляхом впровадження засобів хешування для подання еталонних даних. Методи, що застосовуються: детектор та дескрипторы ORB, засоби хешування даних, методи пошуку в масивах даних. Отримані результати: розроблено ефективний метод класифікації зображень на основі впровадження швидкого пошуку із використанням хеш-структури, що прискорює обчислення в десятки разів; час класифікації для розглянутих експериментальних описів лінійно зростає зі зменшенням числа ключових точок; вибір порогу для виявлення значимих метрик при відповідних вимогах до досліджуваних даних оптимальний. Практична значущість: побудова моделей класифікації у просторі хеш-корзин. Ключові слова: комп’ютерний зір; структурні методи класифікації зображень; дескриптор ORB; хешування; лінійний пошук; хеш-корзина; швидкість оброблення; точність класифікації.