We study effectively one-dimensional systems that emerge at the edge of a two-dimensional topologically ordered state, or at the boundary between two topologically ordered states. We argue that anyons of the bulk are associated with emergent symmetries of the edge, which play a crucial role in the structure of its phase diagram. Using this symmetry principle, transitions between distinct gapped phases at the boundaries of Abelian states can be understood in terms of symmetry breaking transitions or transitions between symmetry protected topological phases. Yet more exotic phenomena occur when the bulk hosts non-Abelian anyons. To demonstrate these principles, we explore the phase diagrams of the edges of a single and a double layer of the toric code, as well as those of domain walls in a single and double-layer Kitaev spin liquid (KSL). In the case of the KSL, we find that the presence of a non-Abelian anyon in the bulk enforces Kramers-Wannier self-duality as a symmetry of the effective boundary theory. These examples illustrate a number of surprising phenomena, such as spontaneous duality-breaking, two-sector phase transitions, and unfreezing of marginal operators at a transition between different gapless phases.

**I. INTRODUCTION**

The study of topological phases deals with phenomena which are beyond the Landau symmetry breaking paradigm. However, symmetry still plays a ubiquitous role. The two most studied examples are symmetry protected topological (SPT) phases and topologically ordered phases. SPT phases are gapped phases with an unbroken symmetry, which are distinct from the trivial symmetric phase—as long as the symmetry is preserved, one cannot adiabatically interpolate to a trivial phase without closing the spectral gap. SPT phases may be characterized in several equivalent ways: by the existence of symmetry and entanglement in the system [2, 3], and by non-local order parameters [4, 5].

Topologically ordered phases are non-trivial gapped phases which are stable without imposing any microscopic symmetry. They are distinguished from SPT and symmetry breaking phases by a ground state degeneracy (GSD) which depends on the topology of space. For example, a system on a sphere has a unique ground state in the absence of extra symmetry breaking, while a system on a torus has several [6]. This torus GSD is associated with superselection sectors of anyons—special quasiparticles which are in general neither bosons nor fermions but may instead have exotic spin, braiding, and fusion rules which characterize the topological order [7, 8].

As bizarre a phenomenon as it is, topological order may actually also be understood via symmetry principles: these phases spontaneously break emergent higher form symmetries, whose order parameters are the quasiparticle string operators [9–12]. Since the order parameters are loop-like rather than point-like, the number of independent ones, and hence the GSD, depends on the topology of space. For instance, the sphere has no loops, while the torus has effectively one loop (the other constitutes a canonically conjugate basis of ground states [13]) and so the torus GSD counts the number of symmetry generators, i.e. the anyon superselection sectors.

Boundaries between topological phases are fascinating physical systems. For topologically ordered systems, gapped boundaries have been primarily classified in terms of how the anyons behave at the boundary—some are condensed while others are confined. The consistency conditions for the anyon condensate are by now well-understood [14–19]. More general boundary phases, such as critical points between different condensates and stable gapless boundaries have been studied in specific models [20–24] and a more systematic picture of the constraints imposed on conformally-invariant boundaries by modularity is slowly emerging [25–29].

In this work, we focus on the role of the emergent symmetries, associated with the anyon string operators, for the phase diagrams of general boundaries. We find that the emergent symmetries are a powerful tool for understanding the phase diagram of the boundary. For instance, the gapped anyon condensates can be understood as spontaneous symmetry breaking and SPT phases for the emergent symmetries. Transitions between different boundaries realize familiar Landau universality classes, as well as more exotic ones, such as transitions between SPT phases and deconfined quantum critical points [30]. The emergent-symmetry principle places the study of boundaries of topological order on the same footing as the study of boundaries of SPT phases, which are understood by anomaly in-flow, and correspond precisely to the case that the topological order is a finite gauge theory [31, 32]. For a complementary approach to ours, motivated by the analogy to gauge theory, see [33].

We demonstrate these principles in several model systems of increasing complexity. Section II presents the
general physical picture and reviews some of the results. Section III discusses the phase diagram of a domain wall in the Kitaev spin liquid. Section IV discusses the phase diagram of a bilayer toric code edge. In Section V we discuss phase diagram of a domain wall in a Kitaev spin liquid bilayer. In Section VI we summarize and discuss our results. The paper is followed by several appendices discussing technical details.

II. PHYSICAL PICTURE AND OVERVIEW OF RESULTS

In this section we illustrate the general physical picture using the example of the toric code, and review some of the results of later sections. We will explain how emergent symmetries, non-local order parameters, and dualities in the effective 1d boundary theory are inherited from the topologically ordered bulk.

We consider a system on a wide cylinder, with two circular edges on the top and bottom. The bottom is held in a reference gapped phases and the interactions at the top edge are tuned. We consider the top edge of the cylinder as an effectively one-dimensional (1d) system, in a limit where the circumference of the cylinder is much larger than its height, while the height is still much larger than the bulk correlation length:

\[ L_{\text{circumference}} \gg L_{\text{height}} \gg \xi_{\text{bulk}}. \]  

The system is shown schematically in Fig. 1.

A. Boundaries of the Toric Code

To illustrate the general principles, let us consider the example of the toric code topological order. This topological order supports two distinct gapped boundaries with the vacuum, corresponding to the \( e \) and \( m \) anyon condensates [34]. There is a third non-trivial anyon, \( em \), but being a fermion it cannot condense.

1. Symmetries

The symmetry operators in the quasi-1d system are the string operators \( \mathcal{L}_e^X, \mathcal{L}_m^X \) encircling the cylinder in Fig. 1. These operators are implemented by the creation of a pair of \( e \) (resp. \( m \)) particles, moving one of them adiabatically along the circumference loop \( X \), and annihilating them again [32]. Note that in the geometry of Fig. 1, these operators are considered non-local from the point of view of the quasi-1d system, since they wrap the longest cycle of the cylinder. Because these operators are topological, they can be applied far away from both boundaries. When applied far away from the boundary, \( \mathcal{L}_e^X, \mathcal{L}_m^X \) commute with the Hamiltonian up to corrections that decay exponentially with the system size. Thus, \( \mathcal{L}_e^X \) and \( \mathcal{L}_m^X \) define emergent symmetries of the effectively 1d system.

Let us fix the bottom edge of the cylinder to be gapped via \( m \) condensation and consider the phase diagram of the top edge. The operator \( \mathcal{L}_m^X \) acts trivially in this setup. Indeed, being a topological operator we can freely move it to the bottom edge, where it is absorbed into the \( m \) condensate.

The operator \( \mathcal{L}_e^X \) is also topological, but cannot be absorbed into the \( m \) condensate. This means that we expect it to act non-trivially in the low energy Hilbert space. Further, the \( \mathbb{Z}_2 \) fusion rule of \( e \) implies \((\mathcal{L}_e^X)^2 = 1\), so \( \mathcal{L}_e^X \) generates a \( \mathbb{Z}_2 \) global symmetry. Moreover, since the \( e \) anyon is a self-bosons, open string operators of the \( e \) particle commute with each other. Thus, \( \mathcal{L}_e^X \) can be thought of as a product of local unitary symmetry operators at the edge.

The existence of this symmetry in the quasi-1d system rests only upon having a boundary of the toric code. Indeed, symmetries defined in this way cannot be explicitly broken by any local perturbation, unless the bulk goes through a phase transition. The phases of a 1d system with such global symmetry are in one-to-one correspondence with the possible boundary conditions of the toric code [33]. Thus, the study of the toric code boundary phase diagram is the same as the study of phase dia-
grams of 1d systems with a $\mathbb{Z}_2$ symmetry.\footnote{If one repeats the same construction for the double semion model, one finds a $\mathbb{Z}_2$ symmetry with only one gapped phase where the symmetry is spontaneously broken. This is because in this case, the $\mathbb{Z}_2$ symmetry cannot be thought of as a product of local operators. In other words, the symmetry is anomalous—the ends of the symmetry string carry (fractional) charge under the symmetry. This charge is inherited from the topological spin of the semions, which braids non-trivially with themselves, unlike the $e$ and $m$ quasiparticles which are self bosons. It is more precise to say that the bulk specifies not just the fusion algebra of the symmetry lines, but also their crossing relations (i.e. F-symbols), which encode their anomaly in the group-like case, and a fusion category in the general case [25, 33, 35].}

Tracking the fate of the $\mathbb{Z}_2$ symmetry can help us in classifying the phases of the edge. For example, when the top edge is in the $m$ condensate (same as the bottom edge), the topological ground state degeneracy (GSD) of the system is two, and we consider the $\mathbb{Z}_2$ symmetry to be spontaneously broken. Indeed, the two ground states in this case are distinguished by the presence of a long $e$ string wrapping the circumference of the cylinder in one state but not in the other. The operator $\mathcal{L}_e^X$ exchanges these two ground states by adding an extra such $e$ string, hence it is a spontaneously broken symmetry.

On the other hand, when the top edge is in the $e$ condensate, there is no GSD, and we consider the $\mathbb{Z}_2$ symmetry to be preserved. This is so because in this case, the global symmetry operator $\mathcal{L}_e^X$ can be moved to the top edge (the $e$ condensate) where it is absorbed and acts trivially.

As we tune parameters on the top edge, we may encounter phase transitions between those two condensates. A second order phase transition between the $e$ and the $m$ condensates is characterized by a spontaneous breaking of the above $\mathbb{Z}_2$ symmetry, and is known to be in the $c = 1/2$ Ising universality class [27, 28, 36–38]. It is also possible to induce a first order transition between the two gapped phases. In the phase diagram of the edge, the lines of first and second order transitions meet at a $c = 7/10$ tricritical Ising point.

2. Order parameters

To further understand the breaking of the $\mathcal{L}_e^X$ symmetry, we determine the relevant order parameter. Consider an $m$ string operator $\mathcal{L}_m^Y(x)$ which brings an $m$ particle from the $m$ condensate at the bottom edge to the top edge [18, 39], at fixed circumferential coordinate $x$. In our quasi-1d setup, this is considered as a local operator. We observe

$$\mathcal{L}_e^X \mathcal{L}_m^Y(x) = -\mathcal{L}_m^Y(x) \mathcal{L}_e^X,$$

so $\mathcal{L}_m^Y(x)$ may serve as an order parameter for the $\mathbb{Z}_2$ symmetry breaking.

Indeed, in the case where the top edge is also in the $m$ condensate, the short $m$ string operator $\mathcal{L}_m^Y(x)$ is long range ordered:

$$\langle \mathcal{L}_m^Y(x) \mathcal{L}_m^Y(0) \rangle \to \text{const.} \neq 0 \quad (3)$$

for large $|x|$. The associated symmetry $\mathcal{L}_e^X$ is spontaneously broken and the two ground states can be distinguished by the sign of the vacuum expectation value (VEV) $\langle \mathcal{L}_m^Y(x) \rangle$.

On the other hand, if the top edge supports the $e$ condensate, $m$ particles are confined there because they braid non-trivially with $e$. Thus, we expect $\langle \mathcal{L}_m^Y(0) \mathcal{L}_m^Y(x) \rangle$ to decay exponentially quickly with increasing $x$. The operator $\mathcal{L}_m^Y(x)$ does not develop a VEV, and the symmetry $\mathcal{L}_e^X$ is preserved. Hence the GSD in this case is one.

In general, if there is an anyon $a$ which is condensed at both the top and the bottom edges, the tunneling string operator $\mathcal{L}_m^Y(x)$ is long range ordered. Each global symmetry $\mathcal{L}_b^X$, which is associated with an anyon $b$ that braids non-trivially with $a$ is spontaneously broken.

3. Dualities

If we exchanged $e$ with $m$ everywhere in the above discussion, all our claims would still be accurate. Indeed, the topological order of the toric code has a well-known anyon permuting symmetry (sometimes called a “duality”) which exchanges $e$ and $m$ [40, 41]. In general, such dualities are not symmetries of the microscopic Hamiltonian, but are nonetheless a robust feature of topologically ordered states [42, 43].

Each anyon permuting symmetry has a twist defect associated with it. When an anyon crosses such a twist defect line, it may change its type. For example, the toric code supports twist defects which exchange $e$ and $m$ [41].

In our quasi-1d setup, anyon permuting symmetries of the bulk act as dualities on the edge. This is done by wrapping a bulk defect line around the circumference of the cylinder, and then fusing it onto one of the edges. In the toric code example, applying $e \leftrightarrow m$ to one of the edges interchanges the symmetry-broken and symmetry-preserving phases. Evidently, applying the duality to the top edge exchanges the $m$ and $e$ condensates, where $\mathcal{L}_e^X$ symmetry is broken and unbroken, respectively. On the other hand, applying $e \leftrightarrow m$ to the bottom edge transforms the reference boundary condition from the $m$ to the $e$ condensate. Now, the relevant symmetry line is $\mathcal{L}_m^Y$ instead of $\mathcal{L}_e^X$, and the $e$ boundary of the top edge is identified with the symmetry broken phase, instead of the symmetric one.

In the first case described above, the dynamical edge has changed, and the symmetry operator remained the same, while in the second case the identification of global symmetries has changed, while the dynamical edge remained the same. In both cases, the symmetry breaking labels of the phases are exchanged, so this bulk defect
acts as a Kramers-Wannier duality transformation of the quasi-1d system [44].

**B. Boundaries of Non-Abelian Topological Phases**

We are also interested in analyzing boundaries of non-Abelian topologically ordered phases. For these boundaries, we restrict ourselves to non-chiral phases, and again employ the same cylinder geometry of Fig. 1, using a reference gapped boundary condition. We will also study the related problem of domain walls in chiral phases below.

As before, for every bulk anyon a we have a topological line operator \( \mathcal{L}_a^X \). The reference boundary condition may be described as a condensate of some subset of these anyons [14, 16]. If a is condensed at the reference boundary, the operators \( \mathcal{L}_a^X \) act trivially because they may be absorbed at the bottom edge. However, for anyons a not in the condensate, \( \mathcal{L}_a^X \) defines a non-trivial topological operator. Because these operators commute with the Hamiltonian, we regard them as global symmetries.

The algebra of the nontrivial operators \( \mathcal{L}_a^X \) is closed, but it is not a group algebra. Instead, the operators satisfy the fusion algebra of the associated bulk anyons:

\[
\mathcal{L}_a^X \mathcal{L}_b^X = \sum_c N_{ab}^c \mathcal{L}_c^X. \quad (4)
\]

Where \( N_{ab}^c \) are the fusion coefficients of the bulk theory. These so-called “fusion category symmetries” have been studied from a number of different perspectives, see for instance [20, 24–26, 33, 35]. They are more difficult to work with than ordinary symmetries, but many familiar concepts such as spontaneous symmetry breaking, SPT phases, and anomalies still apply.

As before, these symmetries are unbreakable by local operators, and we find a general correspondence between the phase diagram of the boundary and the phase diagram of 1d systems enjoying this associated fusion category symmetry.\(^2\)

**C. Example: Domain Walls of the Kitaev Spin Liquid**

Perhaps the simplest example of a boundary of a non-Abelian phase is the case of a domain wall in the Kitaev spin liquid (KSL) [7]. The KSL is a gapped, chiral, non-Abelian topological order. Domain walls are 1d boundaries between this phase and itself. A domain wall is equivalent, by folding the system around the domain wall, to a boundary of a bilayer of a KSL and its chiral partner \( \overline{\text{KSL}} \) with the vacuum.

We place the KSL on a torus, and study the phase diagram of a domain wall by tuning the Hamiltonian along the top cycle, see Fig. 2. The torus geometry is related to the cylinder geometry of the bilayer (Fig. 1) by squashing the cross-section of the torus. On the bottom edge of the cylinder we obtain the “fold” boundary condition that “glues” the KSL and \( \overline{\text{KSL}} \). With respect to this boundary condition, using the procedure described in II A we obtain a symmetry operator for each anyon in the original chiral theory. The symmetry operators satisfy the same fusion rules and crossing relations (F-moves) of the anyons in the KSL bulk [7].

In the case of the KSL, there are two nontrivial anyons: a fermion \( \psi \), and a non-Abelian anyon \( \sigma \). In the cylindrical geometry, we denote the operators that wind a \( \psi \) particle along the circumference of the cylinder in the KSL and \( \overline{\text{KSL}} \) as \( \mathcal{L}_\psi^X \) and \( \mathcal{L}_0^X \), respectively. Since the bottom edge of the cylinder is in the “fold” boundary conditions, these two operators act in the same way, as a \( \mathbb{Z}_2 \) symmetry: \( (\mathcal{L}_\psi^X)^2 = 1 \). On the other hand, as it will turn out, \( \mathcal{L}_\sigma^X \) (as well as \( \mathcal{L}_\overline{\sigma}^X \)) act as the Kramers-Wannier (KW) duality associated with \( \mathcal{L}_\psi^X \). This will be argued qualitatively in Sec. III and derived from the fusion rules in Appendix A3. We stress that here, in contrast to the toric code edge case, the Kramers-Wannier duality acts as a physical symmetry of the system. This is since, unlike the defect of the toric code, the \( \sigma \) anyon of the KSL

---

\(^2\) We note that the symmetry depends crucially on the phase of the reference boundary. For example, let us consider \( D_8 \) gauge theory. This is a non-chiral, non-Abelian phase whose gapped boundaries can be described as 1d systems enjoying a \( D_8 \) global symmetry. On the other hand, each boundary phase has an equivalent description as a 1d system with \( \mathbb{Z}_2 \times \mathbb{Z}_2 \times \mathbb{Z}_2 \) global symmetry and the cubic anomaly—or as a 1d system with a certain symmetry algebra called the Tambara-Yamagami fusion category [33].
is a deconfined excitation, and hence $L^X_\sigma$ commutes with the Hamiltonian.

The domain wall phases of the KSL correspond to the phases of a 1d system which is invariant under a $\mathbb{Z}_2$ symmetry and its associated KW duality. There are two such stable phases: one is gapped, and the other is gapless. The gapped phase is analogous to a coexistence phase at a first-order transition between a $\mathbb{Z}_2$ preserving and a $\mathbb{Z}_2$ breaking phase, which are swapped under KW duality. This phase corresponds to the trivial “gluing” domain wall of the KSL boundary.

The stable gapless phase corresponds to the “cut open” domain wall of the KSL, described by the (non-chiral) $c = 1/2$ Ising conformal field theory (CFT). This theory enjoys its usual $\mathbb{Z}_2$ spin flip symmetry and its Kramers-Wannier duality. The generic continuous phase transition between the gapped and the gapless phases respecting the full symmetry algebra is the $c = 7/10$ tricritical Ising model [35]. The generic phase diagram of a KSL domain wall is shown in Fig. 3.

This picture can be related to the microscopic Kitaev Honeycomb model. In that model, the local spin degrees of freedom are decomposed into Majorana fermions, and the chiral edge carries a $c = 1/2$ Majorana mode. The cut open domain wall corresponds to two counter-propagating Majorana modes. In the fermion variables, the KW duality is implemented by the chiral fermion parity operator.

The presence of the duality symmetry $L^X_\sigma$ stabilizes the “cut open” domain wall. One might expect any small inter-edge tunneling to generate a two-body mass term between the two edge modes, gapping the domain wall immediately. However, the two-Majorana mass term is not a local operator in the spin degrees of freedom of the honeycomb model. Indeed, this mass term is odd under the KW duality $L^X_\sigma$. This additional symmetry is seen to encode the appropriate notion of locality on the edge degrees of freedom.

D. General Principles and Further Examples

To summarize the method we outlined so far, we introduce three general principles to analyze boundary phase diagrams of topologically ordered states. Those principles apply both to the Abelian and non-Abelian cases. We refer to the cylindrical geometry of Fig. 1, where the bottom boundary is gapped in some reference anyon condensate, and the top edge is dynamical.

1. Anyon line operators of the bulk act as emergent symmetries of the effectively 1d low energy theory, constraining the allowed edge interactions. Anyons which are condensed at the reference boundary give rise to line operators which act trivially (gauge symmetries), while line operators of anyons which are confined at the reference boundary act as global symmetries. In the case of a non-Abelian topological order in the bulk, some of the symmetries of the edge may act as duality operations; we refer to these as “duality symmetries”.

2. For each anyon which is condensed at the reference boundary, we can define a line operator which creates it at the reference boundary and drags it to the boundary we study. From the point of view of the quasi-1d system, this is a local operator, that carries a certain charge under the emergent symmetries. Such operators serve as order parameters for the dynamical edge, and can detect spontaneous breaking of the emergent symmetries.

3. Anyon permuting symmetries of the bulk topological order act as dualities on the phase diagram of the edge (these are not symmetries of the Hamiltonian, unlike the duality symmetries defined above). The “duality frame” of the system is determined by the boundary condition on the reference edge. The identification of the symmetries and order parameters of the quasi 1d system depends on the choice of reference boundary condition.

In the rest of this subsection, we outline how these principles are applied to two additional examples, highlighting some additional aspects.

1. Boundaries of a Toric Code Bilayer

In section IV we analyze an edge of a toric code bilayer. This edge has an interesting phase diagram, and is equivalent to a one-dimensional system with a $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry. In addition to the various spontaneously symmetry broken phases, such a system supports a SPT phase. After fixing a boundary condition, each of these gapped phases corresponds to a particular anyon condensate at the boundary of the toric code bilayer. Moreover, the rich phase diagram of the toric code bilayer boundary can be read off directly from the known phase diagram of a $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetric 1d system [45]. The phase diagram enjoys various dualities, corresponding to the various twist defects of the toric code bilayer.

2. Domain Walls in a Kitaev Spin Liquid Bilayer

In Section V we turn to our main example: domain walls in a Kitaev spin liquid bilayer. The relevant symmetry algebra is dubbed the Ising×Ising category symmetry. This symmetry algebra consists of a $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry, along with the two associated KW dualities acting as additional symmetries. The system supports a stable gapless phase, corresponding to the “cut open” domain wall, in which both layers are cut, and two pairs of counter-propagating $c = 1/2$ Majorana edge modes are exposed. On the gapped side, the system supports three distinct phases. The first corresponds to a trivial domain wall, in which each layer is “healed” separately. The second is
the genon twist defect line [46], in which the healing is performed in a swapped fashion. Interestingly, there is a third phase that corresponds to an intermediate toric code region connecting the two layers. This phase may be understood by recalling that the toric code can be obtained from a bilayer of KSL and KSL by condensing a bound state $\psi \bar{\psi}$ of fermions from each layer [14, 47]. Applying the methods developed in this work, we are able to construct several diagrams around different critical points of this system. This includes an elaborate analysis of the possible transitions between the different phases, and the effective field theories describing them. Some of the highlights of this analysis are as follows:

- In addition to the $c = 1$ cut-open gapless phase, there are several additional stable gapless phases. In particular, there is a $c = 1$ gapless phase that is distinct from the cut-open one. This phase, described by an orbifold CFT, is distinguished from the cut-open phase in two main ways: first, it has a doubly degenerate ground state, while the cut-open phase has only one; second, it has a symmetry allowed marginal perturbation, whereas the cut-open phase has none.

- The phase transition between the orbifold and the cut-open phases occurs via a $c = 3/2$ critical point. At this point, the two KW duality symmetries which are preserved in the cut-open phases become spontaneously broken, while their product is preserved. The spontaneous breaking of those duality symmetries is responsible for the phenomenology of the orbifold phase.

- The $c = 1$ orbifold also describes the phase transition between the genon and trivial domain walls of the KSL bilayer. The transitions between the “toric code gluing” domain wall and the two other gapped domain walls are described by a $c = 1/2$ Ising CFT with multiple degenerate ground states. For instance, for our choice of boundary conditions, the transition between the toric code gluing (GSD 6) and the trivial domain wall (GSD 9) is described by an Ising CFT with 5 ground states.

To make contact with a concrete microscopic model we study a chain of genon twist defects in a KSL bilayer. A related model has been studied as a string-net with tension, primarily numerically, in the context of topology-changing phase transitions by Gils et al. [21, 48, 49]. The emergent symmetries allow us to derive the phase diagrams for this model and argue for their robustness to arbitrary perturbations. We are also able to identify the operators responsible for the various phase transitions. This model provides explicit realizations for the gapped phases and some of the possible phase transitions at a domain wall in a KSL bilayer.

### III. Slicing the Kitaev Spin Liquid and the Tricritical Ising CFT

In this section, we expand on the phase diagram of a domain wall in the Kitaev spin liquid (KSL). This system has a trivial domain wall as well as a stable gapless one, hosting the $c = 1/2$ Ising CFT. We will describe the phase diagram from an emergent symmetries perspective as well as from a lattice perspective.

#### A. Domain Walls of the Kitaev Spin Liquid and Ising Symmetry

First, following Section II C, we identify the emergent symmetries that act in the quasi-1d system associated with the domain wall. The topological order of the KSL is a TQFT described by the Ising braided fusion category with $\nu = 1$ in [7], which we call Ising for short. It has three anyons, 1 (the trivial anyon), $\psi$ (a fermion), and $\sigma$ (the non-Abelian vortex) with the fusion rules

\[
\begin{align*}
\psi^2 &= 1 \\
\psi \sigma &= \sigma \\
\sigma^2 &= 1 + \psi.
\end{align*}
\]

We start with a torus geometry as in Fig. 2. A squashing procedure yields a cylinder whose bulk carries the doubled topological order Ising $\times$ Ising, while its bottom edge is in the fold reference boundary condition. This implies that the fusion algebra (5) acts as a global symmetry of the top edge.

The fusion rule $\psi^2 = 1$ implies that $\mathcal{L}_\psi$ generates a $\mathbb{Z}_2$ global symmetry of the top boundary. The fusion rules for $\sigma$, however, imply that $\mathcal{L}_\sigma$ defines a non-invertible global symmetry. Indeed, $(\mathcal{L}_\sigma^\psi)^2 = 1 + \mathcal{L}_\psi$ is proportional to the operator that projects onto $\mathcal{L}_\psi^\psi$-even states. The operator $\mathcal{L}_\sigma^\psi$ is a duality symmetry, associated with a Kramers-Wannier duality (see Appendix A 1). We will motivate the identification of $\mathcal{L}_\sigma^\psi$ with the KW duality further below.

Thus, we can identify the domain walls of the Kitaev spin liquid with 1d systems which are invariant under a $\mathbb{Z}_2$ global symmetry, and are also KW self-dual. We refer to this structure as Ising-category symmetry, where Ising refers to a fusion category with the fusion rules (5). There is a unique stable gapped phase, with three degenerate ground states. This three ground states in this phase corresponds to the direct sum of a $\mathbb{Z}_2$ symmetry preserving state and two $\mathbb{Z}_2$ symmetry breaking

---

3 More precisely, there are two fusion categories associated with the Ising fusion rules, which differ by their Frobenius-Schur indicator $(−1)^{(c^2−1)/8}$ [7]. We study symmetric phases associated with the positive indicator. The other category is $SU(2)_2$, see [35] for more details.
states. Under the duality symmetry, the $\mathbb{Z}_2$ symmetric state transforms into a linear combination of the $\mathbb{Z}_2$ breaking states. We denote this phase as

$$\text{Brok + Symm} \quad (6)$$

This gapped phase is equivalent to a system tuned to a first order phase transition between the $\mathbb{Z}_2$ ordered and disordered phases, see Fig. 3b. Since KW duality is enforced as physical symmetry, the first order transition line becomes a stable phase. I.e., the ordered and disordered ground states are degenerate without any fine tuning. This degeneracy cannot be lifted by any local perturbation, because favouring one over the other breaks the duality symmetry. The Brok + Symm phase can be viewed as a phase where the duality symmetry is spontaneously broken, in the sense that it has ground states that are not invariant under the duality symmetry.

The Brok + Symm gapped phase corresponds to the trivial domain wall of the KSL. Indeed, the KSL on the torus with a trivial domain wall has three ground states, corresponding to the superselection sector of an anyon $1$, $\psi$, or $\sigma$ encircling the long (horizontal) direction. Let us denote these three states as $|1\rangle$, $|\psi\rangle$, $|\sigma\rangle$. The symmetries $L^X_\alpha$ act on these states by fusion. We see that $|1\rangle$ and $|\psi\rangle$ form a closed orbit under $L^X_\sigma$, corresponding to two $\mathbb{Z}_2$ symmetry breaking states, while $|\sigma\rangle$ is $\mathbb{Z}_2$ symmetry preserving. This matches our description above. Further, $L^X_\sigma |\sigma\rangle = |1\rangle + |\psi\rangle$, in accordance with the expected action of the KW duality (see Appendix A 1).

There exists another stable Ising symmetric phase which is gapless and is described by the critical Ising CFT. This phase has a unique ground state and is formally KW self-dual. To see why this is a stable phase, recall that the Ising critical point has two relevant perturbations: a longitudinal magnetic field, and a transverse field, which is the tuning parameter for the critical point. The longitudinal field is forbidden by the $\mathbb{Z}_2$ symmetry, while the transverse field is forbidden by the KW duality symmetry [50].

One can understand the duality transformation of the transverse field operator as follows. With one sign of the deviation of the transverse field from its critical value, this term perturbs the critical point into the disordered phase, while with the other sign perturbs it into the ordered phase. Since these two phases are related by KW duality, this operator must change sign when we apply $L^X_\sigma$. While the critical gapless phase has no symmetric relevant operators, there are symmetric irrelevant operators. One such operator eventually tunes the theory to the tricritical Ising point, a CFT of central charge $c = 7/10$, beyond which the symmetry breaking transition becomes first order. This first order line is the Ising-category symmetric stable gapped phase Brok + Symm described above. The Ising-category symmetry of the $c = 7/10$ CFT was studied in [35]. There is one $\mathbb{Z}_2$ and KW duality-invariant relevant perturbation, known as $\epsilon'$ [51], which drives us into either of the two phases depending on its sign, see Fig. 3b and 3c. Thus, we conclude that the transition between the gapless and gapped phases at a domain wall in a KSL is generically of the tricritical Ising universality class.

We will further interpret both of these domain wall phases and the continuous transition between them in the context of the Kitaev honeycomb model below.

**B. The Honeycomb Model**

To make contact with a concrete microscopic model, we consider the Kitaev honeycomb model in its non-Abelian phase [7]. This is a spin model on the honeycomb lattice, with the spins sitting at the vertices. The Hamiltonian consists of spin-spin interactions and a transverse field term, and is given by:

$$H = - \sum_{\alpha} \sum_{\text{links } jk} J_\alpha \sigma^\alpha_j \sigma^\alpha_k - \sum_i h_\alpha \sigma^\alpha_i. \quad (7)$$

Where $\alpha = x, y, z$, see Fig. 3a. The non-Abelian phase may be accessed with the isotropic choice $J_\alpha = J$, $h_\alpha = h$, for sufficiently small but non-zero $h$ [7].

The model is solved by a transformation to Majorana
fermion variables along with a $Z_2$ gauge field. In these variables, for $h = 0$, the system is equivalent to a free Majorana fermion moving in the background of a $Z_2$ gauge field. The ground state is in the sector with no $Z_2$ fluxes, and in this sector, the Majorana fermion is massless. Turning on a small $h$ breaks time reversal symmetry, and the spectrum becomes that of a gapped $p + ip$ topological superconductor. In terms of the physical degrees of freedom, this phase is actually topologically ordered—it supports two nontrivial anyons, a vortex $\sigma$ and a fermion $\psi$ realizing the fusion rules (5) above.

If one terminates the Hamiltonian (7) at an edge, one finds gapless modes, which are described in the Majorana variables as the $c = 1/2$ chiral mode of a $p + ip$ superconductor [52]. Bringing two such $c = 1/2$ edges of the KSL near each other, one chiral and one anti-chiral, and considering the system as a single non-chiral Majorana mode, one might expect that a local interaction can turn on a mass term, coupling the two edges together and creating a gapped domain wall. However, because the Majorana operators are non-local in the physical spin degrees of freedom, it turns out that the mass term is forbidden, and instead the gapless domain wall is stable. This matches the gapless Ising-category symmetric phase we observed above. Below, we describe how the emergent symmetry forbids the mass term.

C. Two edges and the cut torus

We place the honeycomb model on a torus and consider a circular edge between the model and itself by turning off the bond interactions along a cycle. We will then perturbatively turn these interactions back on. The effective domain wall Hamiltonian consists of two counter-propagating Majoranas:

$$H = iv \int dx (\gamma_R \partial_x \gamma_R - \gamma_L \partial_x \gamma_L). \tag{8}$$

While the Majorana operators $\gamma_{L,R}$ themselves are non-local in terms of the original spin variables, polynomials in the bilinears $\gamma_L \partial_x \gamma_L$ and $\gamma_R \partial_x \gamma_R$ are local. We can think of the $\gamma_{L,R}$ operators as living at the ends of string operators with $Z_2$ fusion rules (these are the Wilson lines of the $Z_2$ gauge field mentioned above). As long as all the strings can be connected without any string going off to infinity, the operator is local [7, 54]. An operator like the mass term $\gamma_L\gamma_R$ is non-local since the string for $\gamma_L$ and the string for $\gamma_R$ are located in different halves of the system and cannot be connected locally.

According to these rules, the most relevant operator which may be generated by local spin interactions across the cut is the four-fermion term

$$\delta H = g \int dx (\gamma_R \partial_x \gamma_R \gamma_L \partial_x \gamma_L), \tag{9}$$

which matches the spin-spin bond coupling when we translate back to the lattice variables [7]. This perturbation is irrelevant with scaling dimension 4, ensuring stability of the $c = 1/2$ gapless domain wall to any small enough local perturbation.

The locality rules for the Majorana fields can be succinctly stated: local operators are those which have both an even number of $\gamma_L$’s and $\gamma_R$’s, i.e. operators which are invariant under both chiral fermion parities [53]. Let us connect these rules with the Ising-category symmetry perspective in Section III A above.

The Majorana field theory and the critical Ising CFT are related by bosonization. The emergent $Z_2$ symmetry line $L_\sigma$ (we suppress the $X$ label in the loop operator), which acts as the spin-flip symmetry of the Ising model, is associated with fermion parity, while the KW duality associated with $L_\sigma$ acts in the Majorana variables as a chiral fermion parity [55–57]

$$\gamma_L \rightarrow -\gamma_L$$

$$\gamma_R \rightarrow \gamma_R. \tag{10}$$

Indeed, the mass term $i\gamma_L\gamma_R$ corresponds to the transverse field operator of the Ising model, which perturbs the system into the ordered and disordered phases, depending on the sign of its coefficient. These correspond to the trivial and topological phases of the Majorana fermions and are also exchanged by the $\sigma$ line operators from either side of the cut [55]. Combining (10) with the usual fermion parity, we can generate the other chiral fermion parity, so the Ising-category symmetric operators exactly match the operators in the Majorana field theory we identified as local operators in the KSL above. Intuitively, the string operators associated with the $\gamma$’s braid non-trivially with $L_\psi$ and $L_\sigma$, so their charges are tied to their non-locality.

For some critical value of the perturbation (9) we encounter a $c = 7/10$ multicritical point associated with the tricritical Ising theory in the spin degrees of freedom [58–60]. The operator (9) is approximately the scaling operator $\epsilon'$ at the tricritical point. As we tune (9) beyond this critical point, the cut bonds in the honeycomb model are effectively restored and we find ourselves in the phase of the trivial domain wall. This is consistent with our anticipation based on symmetry considerations in Section III A.

D. Electric-Magnetic Duality and Ising Anyons

Let us make contact with our discussion in Section II of the toric code boundary phase diagram. Recall that studying these boundaries is equivalent to studying $Z_2$-symmetric 1d systems. KW duality for these theories is
associated with the electric-magnetic duality which exchanges the e and m anyons of the toric code topological order. In this context, it is an accidental symmetry of the Ising critical point between the e and m condensates on the top edge.

If we enforce this extra duality as a global symmetry in both the bulk and the boundary of the toric code, we will find the same phase diagram as for the Ising × Ising boundaries. Indeed, there is a gauging procedure of the electromagnetic duality in the bulk of the toric code which directly relates it to the Ising × Ising system. In general one can take such anyon permuting symmetry and attempt to promote its associated twist defect to a deconfined anyon, resulting in a new topological order [42, 43, 61]. If one performs this procedure for the electric-magnetic duality of the toric code, one obtains the Ising × Ising topological order [14, 42, 61]. Conversely, if one condenses the ψψ anyon in the Ising string-net one obtains the toric code again [47, 61].

IV. TORIC CODE BILAYER BOUNDARIES AND \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) SYMMETRIC SPIN CHAINS

In this section we study boundaries of the toric code bilayer, which we denote (TC)\(^2\). These boundaries are equivalent to domain walls in a single-layer toric code by unfolding. The bilayer theory has six distinct gapped boundary conditions with the vacuum [62], listed in Table I as anyon condensates.

The boundaries of the bilayer match the following six domain walls of a single toric code: the first is the trivial domain wall between TC and itself, corresponding to a plain fold boundary for the bilayer. This boundary condition is the anyon condensate \( \{e_1 e_2, m_1 m_2\} \) in Table I. The second is the electromagnetic duality defect of the toric code, such that an \( e \) from one layer may pass through the domain wall and come back as an \( m \) from the other layer (the condensate \( \{e_1 m_2, m_1 e_2\} \)). The other four boundary conditions correspond to composite domain walls, where the single toric code is cut open along the domain wall and then one creates a condensate on each side of the domain wall. One may choose to condense \( e \) or \( m \) on either side, yielding four different gapped domain walls. \(^6\)

We will discuss the associated boundary conditions in terms of the emergent \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry, two copies of the \( \mathbb{Z}_2 \) we described in Section II for a single toric code. In particular, the symmetry point of view will help us understand the critical points between these gapped boundaries and make contact with the rich phase diagram of \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetric spin chains [45].

A. Matching Gapped Boundaries (TC)\(^2\) with \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) Symmetric 1d Phases

We now study the (TC)\(^2\) topological order on a cylinder as in Section II. Two circular boundaries are exposed, and for now we will fix the bottom boundary to be gapped by \( m \) condensation in each layer, a boundary condensate which we indicate as \( \{m_1, m_2\} \) (in general anyons of type \( a \) from layer \( i \) will be denoted \( a_i \)). As we discussed in Section II, the operators \( \mathcal{L}_i \), define two \( \mathbb{Z}_2 \) global symmetries for the quasi-1d system. These symmetries commute and have no anomaly, i.e., the ends of one symmetry string are not charged under the other.

We wish to identify the six gapped boundary conditions with different gapped \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetric phases in 1d. In fact there are also six of the latter! To wit, we have one trivial symmetric phase which we denote as “Symm”, one SPT phase “SPT”, three partial symmetries with different gapped \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) elements which we indicate as \( \{m_1, m_2\} \). For \( \{m_1, m_2\} \) condensation on the both edges of the cylinder, both of the symmetries are broken, and we identify the \( \{m_1, m_2\} \) condensate with the trivial symmetric phase from the SPT, it distinguishes the trivial symmetric phase from the SPT, it has no anomaly, i.e., the ends of one symmetry string are not charged under the other.

To match the above phases with the gapped boundary conditions, we may identify the order parameters which are long range ordered and determine which symmetries are broken. For instance, with the \( \{m_1, m_2\} \) condensate on the both edges of the cylinder, both of the \( \mathcal{L}_i \) symmetries are broken, and we identify the \( \{m_1, m_2\} \) condensate (on top) as the phase Brok with GSD 4.

The two condensates which preserve the full \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry are \( \{e_1, e_2\} \) and \( \{e_1 m_2, e_2 m_1\} \). Those two condensates correspond to the phases Symm and SPT. To distinguish the trivial symmetric phase from the SPT, it is known that one must consider non-local string order parameters [5]. In our case, these are the open symmetry strings (symmetry twist operators) where the \( \mathcal{L}_1 \) string begins and ends on the top edge.

In \( \{e_1, e_2\} \) phase, the condensate contains \( e_i \), so the long range ordered \( \mathcal{L}_i \) string can end on an \( e_i \) particle. Observe that \( e_1 \) and \( e_2 \) have trivial braiding, so the ends of the operator are uncharged under both \( \mathbb{Z}_2 \) symmetries. Thus, \( \{e_1, e_2\} \) condensate is identified with the trivial symmetric (Symm) phase.

For the \( \{e_1 m_2, e_2 m_1\} \) phase, the condensate does not

\(^5\) Note that the fusion category one obtains from the gauging procedure is not fixed uniquely by specifying the permutation of the anyons. This ambiguity is resolved in any microscopic model of the bulk. To relate the phase diagram for \( \mathbb{Z}_2 \)-symmetric theories with KW self-duality to the boundary phase diagram of the Ising × Ising topological order, one has the ensure that the Frobenius-Schur indicator of the Ising fusion category obtained is positive [35].

\(^6\) Those four domain walls are not invertible under stacking, and are similar to the surface operators studied in [63].
TABLE I: Gapped boundaries of $(TC)^2$ and their labeling in terms of anyon condensates. We match those with gapped phases of $\mathbb{Z}_2 \times \mathbb{Z}_2$ spin chains, by fixing the bottom edge to the $\{m_1, m_2\}$ condensate.

| Condensed Anyons | GSD | Unbroken Symm. | $\mathbb{Z}_2 \times \mathbb{Z}_2$ Label |
|------------------|-----|----------------|---------------------------------------|
| $e_1, m_2$       | 2   | $\mathcal{L}_{e_1}$ | $I_x$                                  |
| $m_1, e_2$       | 2   | $\mathcal{L}_{e_2}$ | $I_y$                                  |
| $e_1 e_2, m_1 m_2$ | 2   | $\mathcal{L}_{e_1 e_2}$ | $I_z$                                  |
| $m_1, m_2$       | 4   | none             | Brok                                   |
| $e_1, e_2$       | 1   | all              | Symm                                   |
| $e_1 m_2, m_1 e_2$ | 1   | all              | SPT                                    |

contain $e_1$, but an $\mathcal{L}_{e_2}$ string can end on an $e_1 m_2$ particle, and likewise for $\mathcal{L}_{e_2}$, giving us a different open symmetry string operator with long range order on the top edge. Now, since $e_2$ has nontrivial braiding with $m_2$, the ends of the of the first $\mathbb{Z}_2$ string are charged under the second $\mathbb{Z}_2$ and vice versa, and we recognize this condensate as the SPT phase. The remaining identifications are summarized in Table 1.

B. Bulk Defects and Edge Dualities

In the previous discussion we fixed the boundary condition of the bottom edge to be in the $\{m_1, m_2\}$ condensate. If we chose a different boundary condition, the identification between the gapped boundary conditions on the top edge and the $\mathbb{Z}_2 \times \mathbb{Z}_2$ phases of the quasi-1d system would change. For example, choosing a $\{e_1, e_2\}$ boundary condition at the bottom edge, one would identify $\{e_1, e_2\}$ as the symmetry broken phase, etc. If one is only given the Hamiltonian at the top edge, there is an ambiguity in identifying the condensates with symmetry breaking phases. We will now quantitatively this ambiguity, and show the relation to dualities of $\mathbb{Z}_2 \times \mathbb{Z}_2$ spin chains.

The $(TC)^2$ topological order enjoys a wide array of anyon permuting symmetries, 72 in total, which were studied in [65, 66]. These form a group, generated by three defects, with the following action on the anyons:

$$\text{Swap}: (e_1, m_1) \leftrightarrow (e_2, m_2)$$
$$S_1: e_1 \leftrightarrow m_1$$
$$E: (e_1, e_2) \leftrightarrow (e_1 m_2, e_2 m_1)$$

The defect group includes the duality Swap which exchanges the two layers ($e_1 \leftrightarrow e_2$, $m_1 \leftrightarrow m_2$ etc.), as well as the electric-magnetic dualities of either layer, $S_1$ and $S_2 = \text{Swap}S_1\text{Swap}$. There are also order 3 elements such as $T = E\text{Swap}S_1S_2$, which corresponds to a triality recently studied in Refs. [33].

By applying these dualities to the condensate on the top edge and using Table I (fixing the $\{m_1, m_2\}$ condensate on the top edge), we can read off a corresponding action on the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetric phases. We find $S_1$ and $S_2$ act as the KW duality transformations associated with the two $\mathbb{Z}_2$ symmetries. Explicitly, $S_1$ and $S_2$ act on the $\mathbb{Z}_2 \times \mathbb{Z}_2$ gapped phases by:

$$S_1: (I_x, I_y, I_z) \leftrightarrow (\text{Brok}, \text{Symm}, \text{SPT})$$
$$S_2: (I_x, I_y, I_z) \leftrightarrow (\text{Symm}, \text{Brok}, \text{SPT})$$

C.f. Appendix C of [45]. Meanwhile $E$ is the SPT entangler

$$E: (\text{Symm}, \text{SPT}) \leftrightarrow (\text{SPT}, \text{Symm}).$$

There are also simple dualities related to automorphisms of $\mathbb{Z}_2 \times \mathbb{Z}_2$, such as $S_1 E S_2$ which is the order 3 automorphism and acts on the phases by

$$S_1 E S_2: I_x \rightarrow I_y \rightarrow I_z \rightarrow I_x.$$ 

To summarize, by fixing a boundary condition on the bottom edge of the cylinder, we fix the duality frame for the emergent symmetries. The bulk twist defects may be dragged either to the bottom boundary condition, changing the reference boundary condition, or onto the dynamical edge on top, implementing a duality.

C. Phase Diagrams

After fixing a boundary condition and identifying the gapped boundaries with the $\mathbb{Z}_2 \times \mathbb{Z}_2$ phases, one can draw phase diagrams describing transitions between the different gapped phases. One can approach the problem
by finding CFTs with a $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry and a small number of symmetric relevant operators. For instance, in Fig. 4 we draw the nearby phase diagram of two $c = 1$ multicoherent points, each with two symmetric relevant operators. These points were recently discussed in [45] in the context of spin chains, where accessing the critical point required enforcing the symmetry as well as tuning two parameters. In our setting the emergent symmetry is enforced by the bulk topological order, so one only has to tune two parameters to access these points.

The group of 72 duality transformations acts non-trivially on these phase diagrams. For instance, the two phase diagrams in Fig. 4a and Fig. 4b are related by the duality $S_1$ in (14). The $c = 1$ point in Fig. 4a is a compact boson CFT at the free fermion point $K = 1$ (see Section V below) while the $c = 1$ point in Fig. 4b corresponds to a product of two decoupled Ising CFTs.

V. THE KITAEV SPIN LIQUID BILAYER AND GENON CHAIN

We now turn our attention to our main example: the domain wall phase diagram of a bilayer of KSLs with the same chirality, labeled (KSL)$^2$. By folding, this domain wall is equivalent to the boundary of a bilayer of non-chiral Ising$\times$Ising topological orders. The corresponding quasi-1d system enjoys the Ising$\times$Ising category symmetry, the symmetry operators being the bulk anyon lines in both layers. As we argue below, there are three gapped domain walls: a trivial domain wall, a genon domain wall that swaps the layers, and a third domain wall that we refer to as a “toric code gluing” of the two layers (see below). In addition, we find several kinds of stable gapless domain walls. In the following, we derive these phases and the critical points that separate them from the properties of the Ising$\times$Ising category symmetry.

To substantiate these results, we study a microscopic model of interacting bilayer twist defects known as the genon chain. We use this model to investigate the phase transition between the trivial and layer swap domain walls, and the nearby phase diagram. The analysis of this model is quite complex, but the symmetry principles we have outlined can be used to understand the phase diagram in great detail and make contact with previous numerical and analytic results on the genon chain model [48].

As it turns out, the genon chain cannot describe the gapless cut-open domain wall of the bilayer, which hosts two pairs of decoupled counter-propagating $c = 1/2$ modes (compare Fig. 3), such that the total central charge is $c = 1$. However, the system supports a different $c = 1$ stable gapless domain wall, where the layers are strongly interacting. The two types of $c = 1$ gapless phases can be connected by a direct continuous transition, described by a $c = 3/2$ theory. We will characterize the three-dimensional phase diagram that connects the phases of the genon chain with the cut-open domain wall.

We also study two $c = 7/5$ multicritical points enjoying the full Ising$\times$Ising category symmetry, making contact with the discussion of Section III. One of those points is the direct product of two $c = 7/10$ points discussed in that section. The other point is a kind of twisted product of the two $c = 7/10$ points, and is related to the first by a duality transformation. The duality relating the two theories is associated with the genon defect of the bulk (KSL)$^2$. We discuss the action of this duality on the phase diagram of the domain wall.

A. (KSL)$^2$ Gapped Domain Walls and Ising$\times$Ising Category Symmetry

Let us begin by describing the three gapped domain walls between (KSL)$^2$ and itself, illustrated graphically in Fig. 5. Each of these domain walls may be also thought of as a gapped boundary condition for (Ising)$^2 \times$ (Ising) topological order by folding. We relate these domain walls to symmetric phases of the (Ising)$^2$ fusion category, generated by $L_{\psi_1}, L_{\psi_2}, j = 1, 2$, with each pair satisfying the fusion rules (5).

First, we have the trivial domain wall (Fig. 5a1) at which each of the two layers is healed separately. The ground states of the system correspond to those of the (Ising)$^2$ topological order on a torus. The basis state can be labelled by the possible anyons encircling the long ($x$ direction) cycle. There are nine such states, labeled as $|a_1a_2\rangle$ with $a_i = 1, \psi, \sigma$. The (Ising)$^2$ category symmetry acts in this basis according to the fusion rules\footnote{Eq. (17) is written in a particular gauge choice for the basis states $|a_1a_2\rangle$, such that there are no additional phase factors. To see that such a gauge choice is possible, we start from a basis $|\psi_h\rangle$ of eigenstates of $L_b$, such that $L_b|\psi_h\rangle = \frac{2}{\sqrt{N}}|\psi_h\rangle$, where $S$ is the topological S-matrix of the theory. We construct another basis according to $|a\rangle = \sum_b S_{ab}|\psi_b\rangle$. The Verlinde formula [67] then assures that in the $|a\rangle$ basis, Eq. (17) is satisfied with no additional phases.}:

$$L_{\psi_1} L_{\psi_2} |a_1, a_2\rangle = \sum_{c_1, c_2} N^c_{a_1 b_1} N^c_{a_2 b_2} |c_1, c_2\rangle. \quad (17)$$

Where $N^c_{a b}$ are the fusion coefficients [7] of the Ising theory. Since every element of the (Ising)$^2$ category symmetry acts non-trivially in the ground state subspace, the category symmetry is completely broken in the trivial domain wall phase.

Next is the layer swap or “genon” domain wall (Fig. 5a2). This domain wall reconnects the two layers, so that an anyon which crosses through the domain wall is transported to the other layer. The system is topologically equivalent to a single Ising torus (as can be seen by noticing that there are two inequivalent cycles), and thus has GSD 3. From the symmetry point of view this phase corresponds to a symmetry breaking pattern where the
two Ising fusion categories act on a set of three states \( \langle a \rangle \), with \( a = 1, \psi, \sigma \), according to:
\[
\mathcal{L}_0 |\tilde{a}\rangle = \sum c \mathcal{N}_{ab} |\tilde{c}\rangle,
\]

independently of the layer index \( j \).

There is a third gapped domain wall, which we refer to as the “toric code gluing” domain wall. To understand this domain wall, we recall that Ising \( \times \) Ising becomes the toric code after condensing the boson \( \psi \psi \) (the bound state of the fermion from each layer) \cite{Brok1,Brok2}. Therefore, there is a three-way junction where a toric code can end on a Kitaev spin liquid. We can use this to construct a domain wall in a bilayer of this chiral phase by connecting the two layers with a toric code as in Fig. 5a3. In the anyon condensation framework, this gapped domain walls corresponds to a boundary of Ising\( \times \)Ising with the vacuum obtained by condensing the anyons \( \psi_1 \psi_2 \) with \( i, j \in \{1, 2, 1, 2\} \) as well as \( \sigma_1 \sigma_2 \sigma_1 \sigma_2 \). All other anyons are confined.

To characterize the ground states of the system in the presence of this domain wall, we start with the nine states of two disconnected layers, that belong to nine distinct topological sectors. We consider the fate of these nine sectors after connecting the two layers by a toric code domain wall. First, \( \psi \)'s from both layers may enter the toric code and annihilate each other, and therefore the states \( |1, 1 \rangle \) and \( |\psi, \psi \rangle \) are identified, and can be labeled as a single state \( |1 \rangle \). Similarly, any pair of states \( |a_1, a_2 \rangle, |b_1, b_2 \rangle \) such that \( a_1 a_2 = \psi_1 \psi_2 b_1 b_2 \) are identified for the same reason. The state \( |\psi, \sigma \rangle \) is special since it is invariant under fusion with \( \psi_1 \psi_2 \). We claim that \(|\sigma, \sigma \rangle \) splits into two different ground states in the presence of the toric code gluing domain wall, see Fig. 5b. This gives a total of 6 ground states: \(|1\rangle, |\psi_1\rangle, |\sigma_1\rangle, |\sigma_2\rangle, |\sigma_1 \sigma_2\rangle, \sigma_1 \sigma_2\rangle, \) summarized in Table II.

We now discuss the splitting of \(|\sigma, \sigma \rangle \). In the presence of the toric code gluing domain wall, there are two versions of this state, distinguished by the presence of a \( \psi \) line that connects the \( \sigma_1 \) and \( \sigma_2 \) lines through the domain wall (see Fig. 5b). These are the states \( |\sigma_1 \sigma_2\rangle, |\sigma_1 \sigma_2\rangle \) in Table II. To show that these are distinct states, we compute the action of \( \mathcal{L}_{\psi} \) on the two states using the fusion rules and F-moves of the Ising theory. This gives:
\[
\mathcal{L}_{\psi} |\sigma_1 \sigma_2\rangle = |\sigma_1 \sigma_2\rangle,
\]
\[
\mathcal{L}_{\psi} |\sigma_1 \sigma_2\rangle = -|\sigma_1 \sigma_2\rangle.
\]

Hence, the state \( |\sigma, \sigma \rangle \) of the trivial domain wall corresponds to two distinct states of the toric code gluing domain wall.

The three domain walls and their ground states can be viewed in relation to the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) subgroup of the Ising\( \times \)Ising category symmetry, generated by \( \mathcal{L}_{\psi_1}, \mathcal{L}_{\psi_2} \). We may label the states according to the action of the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) subgroup; each state is a ground state of one of the six gapped phases of a \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetric 1d system, described in Sec. IV, \{Symm, SPT, Brok, \( I_x \), \( I_y \), \( I_z \)\}.

Then, we study the action of the operators \( \mathcal{L}_{\sigma_1}, \mathcal{L}_{\sigma_1}, \) associated with the KW dualities of the \( \mathbb{Z}_2 \) symmetries \( \mathcal{L}_{\psi_1}, \mathcal{L}_{\psi_2} \), corresponding to \( R_x, R_y \) respectively. We find two closed orbits under the action of the KW dualities\( \textsuperscript{8} \) (Eq. 14),
\[
\text{Brok} + I_x + I_y + \text{Symm}
\]

\( \text{FIG. 5: (a)} \) The three domain walls in the Kitaev spin liquid bilayer, inserted along the top cycle of a torus (compare Fig. 2). The view is from the direction parallel to the domain wall. (1) is the trivial domain wall with GSD 9, (2) is the genon domain wall with GSD 3, and (3) has the two Ising layers glued with a toric code (shown in yellow) with GSD 6. The gluing of each single KSL to a toric code may be understood when the gluing line is regarded as a gapped boundary between a KSL\( \times \)KSL and a toric code \cite{Brok1}. (b) In the toric code gluing domain wall, the state \( |\sigma, \sigma \rangle \) is split into \( |\sigma_1 \sigma_2\rangle \) (left) and \( |\sigma_1 \sigma_2\rangle \) (right). The red lines denote \( \sigma \) lines wrapping around the tori. The state are distinguished by a \( \psi \) line going through the domain wall, ending on the \( \sigma \) lines.

\( \text{TABLE II: Ground states of the toric code gluing domain wall and their corresponding states in the trivial domain wall, before connecting the layers.} \)

| Toric code gluing | Trivial domain wall |
|-------------------|---------------------|
| \(|1\rangle\)     | \(|1, 1\rangle, |\psi, \psi\rangle\) |
| \(|\psi_1\rangle\) | \(|\psi, \psi\rangle\) |
| \(|\sigma_1\rangle\) | \(|\sigma, \psi\rangle\) |
| \(|\sigma_2\rangle\) | \(|\sigma, \sigma\rangle\) |
| \(|\sigma_1 \sigma_2\rangle\) | \(|\sigma_1 \sigma_2\rangle\) |

\( \text{\textsuperscript{8} Those orbits can be thought of as first order transitions in a} \) \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetric system, which become stable phases after promoting the KW dualities to symmetries, as in the case of the single KSL, see Sec. III.
of total GSD 9, and

\[ I_z + \text{SPT} \quad (21) \]

of total GSD 3. Since both phases in the second orbit are self-dual under gauging the full \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry (corresponding to acting with the symmetry line \( \mathcal{L}_{\sigma_1 \sigma_2} \)), this orbit gives rise to two phases - one of GSD 3 where \( \mathcal{L}_{\sigma_1 \sigma_2} \) is preserved, and one of GSD 6 where \( \mathcal{L}_{\sigma_1 \sigma_2} \) is spontaneously broken. Thus we have completely accounted for the three gapped domain walls described above.

Let us elaborate on this point. When \( \mathcal{L}_{\sigma_1 \sigma_2} \) is spontaneously broken, we can use the operator \( \mathcal{L}_{\psi_1 \psi_2} \) as an order parameter. This operator can be described using Fig. 5b as a horizontal \( \psi \) line in layer 2, transverse to the \( \sigma \) line. Note that the left and right edges of each layer are glued together, thus this \( \psi \) line is a closed loop. \( \mathcal{L}_{\psi_1 \psi_2} \) is an order parameter for the broken symmetry \( \mathcal{L}_{\sigma_1 \sigma_2} \) (see the discussion in II A 2 for a reminder). This follows from the fact that \( \mathcal{L}_{\psi_1 \psi_2} \) anti-commutes with \( \mathcal{L}_{\sigma_1 \sigma_2} \). We label the six ground states in the symmetry broken phase according to the sign of \( \langle \mathcal{L}_{\psi_1 \psi_2} \rangle \). There are two triplets with opposite signs of \( \langle \mathcal{L}_{\psi_1 \psi_2} \rangle \), which we can identify in our previous description of those states in Table II as:

\[
\begin{align*}
    \langle \mathcal{L}_{\psi_1 \psi_2} \rangle > 0 : & |1 \rangle, |\psi_1 \rangle, |\sigma_1 \rangle \\
    \langle \mathcal{L}_{\psi_1 \psi_2} \rangle < 0 : & |\sigma_1 \sigma_2 \rangle, |\sigma_1 \sigma_2 \rangle^* , |\sigma_2 \rangle
\end{align*}
\]  

(22)

Within this subspace, the action of the symmetries \( \mathcal{L}_{\psi_1} \) and \( \mathcal{L}_{\psi_2} \) is identical (since the toric gluing domain wall allows a \( \psi \) line to pass between the layers). Both symmetries switch the two first states of each triplet in (22), and fix the third. Hence, we identify the first two states of each triplet as the two ground states of \( I_z \). On the third state, open strings of \( \mathcal{L}_{\psi_1 \psi_2} \) are charged under each other, as can be shown using the F-moves of the Ising theory [in a similar manner to the step that leads to Eq. (19)]. Therefore, we identify the two states \( |\sigma_1 \rangle \) and \( |\sigma_2 \rangle \) as ground states of the SPT phase. We can therefore write each triplet in (22) as “\( I_z \) + SPT” in terms of the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) action.

The total ground state degeneracies of the three types of gapped domain walls, and their unbroken symmetries, are summarized in Table III. As one may expect, the more symmetries are broken, the larger the ground state degeneracy.

### Table III: KSL\(^2\) phases in terms of unbroken symmetry.

| KSL\(^2\) Label | GSD | Unbroken Symm. |
|-----------------|-----|----------------|
| Trivial         | 9   | None           |
| TC gluing       | 6   | \( \mathcal{L}_{\psi_1 \psi_2} \) |
| Genon           | 3   | \( \mathcal{L}_{\psi_1 \psi_2}, \mathcal{L}_{\sigma_1 \sigma_2} \) |

---

### B. Ising Genon Chain

We will now present a microscopic model that realizes the three domain walls discussed above, and serves as a natural setup to study the phase transitions between them. The model consists of a 1d chain of interacting genons, which are the point defects sitting at the ends of layer flip domain walls [42, 46], see Fig. 6a. When the genons are far away from each other, the system has a ground state degeneracy that scales exponentially with the number of genons. Those ground states form the Hilbert space of the genon chain. Coupling between the genons arising from their finite separation introduces a Hamiltonian within this Hilbert space, and such couplings are modeled as tunneling events of anyons around and between the genons. The genon chain we discuss may also be realized as a chain of lattice dislocations in a certain crystalline-symmetry-enriched version of the toric code bilayer [68].

The Ising×Ising fusion category symmetry must be respected by any local Hamiltonian for the genon chain. We will use this category symmetry in our analysis of the system, and interpret the phases of the chain as different patterns of symmetry breaking. We will construct an effective field theory of the genon chain near its phase transitions, and show that the Ising×Ising category symmetry plays a crucial role in stabilizing the phase diagram and identifying the different order parameters.

#### 1. Hilbert Space and Symmetries

To understand the structure of the Hilbert space of a multi-genon system, it is useful to map the system onto a monolayer topological order on a higher genus surface [46]. The mapping can be described as flipping the orientation of one of the two layers. After this procedure, an anyon crossing the defect line from one layer is reflected back in the other layer. Effectively, the defect line is equivalent to a “hole” in the geometry, or more precisely a tube connecting the two layers, see Fig 6.

Bases for the ground state subspace of a topologically ordered system on a high genus surface are given in terms of fusion graphs [8, 69, 70]. This is done using the so-called “pants decompositions” [71]. The idea is as follows: one picks a decomposition of the surface into pairs of pants. Each pair of pants is then drawn as a trivalent vertex of a graph. The edges of the graph are assigned anyon labels, and the fusion rules are enforced at each vertex. It is useful to have several different pants decompositions at one’s disposal in analyzing the genon chain. The different bases are related to each other by applying the F and S moves [71], see Appendix B 1.

In our case of interest, the labels are taken from the Ising fusion algebra, and the Ising×Ising symmetry lines act by fusion with the graph, such that \( \mathcal{L}_{\psi_1}, \mathcal{L}_{\sigma_1} \) act by fusion from the top of the graph and \( \mathcal{L}_{\psi_2}, \mathcal{L}_{\sigma_2} \) act by...
fusion from the bottom of the graph, see Fig. 6d. The Hilbert space of the chain turns out to have $2^g(2^{g+1} + 1)$ states per $2g$ genons on the torus, corresponding to the GSD of the Ising TQFT on a genus $g$ surface, see [52, 72]. In particular, the Hilbert space cannot be decomposed into a tensor product on sites.

2. Hamiltonian and Solvable Points

Let us now discuss a particular family of Hamiltonians of the genon chain. Following Ref. [48], we consider Hamiltonians that include two types of terms, that we refer to as “rung” and “plaquette” operators. The rung operators $W^R_\sigma$ and $W^R_\psi$ correspond to creating a pair of $\sigma$ or $\psi$ anyons from the vacuum, winding one of the two anyons around the $i$th rung of the “ladder” (see Fig. 6c,d), and annihilating the pair. Since the rung has topological charge $c_i$ (Fig. 6d), this yields the statistical phase that corresponds to winding $\psi$ or $\sigma$ around the anyon $c_i = 1, \psi, \sigma$. The plaquette operators $W^P_\psi$ and $W^P_\sigma$ similarly create a pair of anyons, wind one of the anyons around the $i$th hole of the surface in Fig. 6c, and annihilate the pair. This corresponds to nucleating a small $\psi$ or $\sigma$ loop from the vacuum and fusing it into the plaquette $P_i$ of the ladder, whose edges carry charges $c_{i-1}, a_i, b_i, c_i$ (Fig. 6d). The Hamiltonian has the form

$$H = -\sum_R (J^P_\sigma W^R_\sigma + J^R_\sigma W^P_\sigma) - \sum_P (J^P_\psi W^P_\psi + J^P_\psi W^P_\psi) ,$$

with parameters $J^R_\psi, J^R_\sigma, J^P_\psi, J^P_\sigma$. See Fig. 6c for a graphical representation of the terms in the above Hamiltonian.

Clearly, (23) is not the most general Hamiltonian that commutes with the Ising$x$Ising symmetry lines. In principle, we should allow for any finite-range loop operator that does not wrap around the upper or lower edge of the surface in Fig. 6c (the edges are assumed to be very far from the genon chain). See the loop operator $W^a_\psi$ in Fig. 6c for one such possible long-range term. We note also that, in addition to the Ising$x$Ising category symmetry, the Hamiltonian (23) is invariant under translation by one rung of the ladder, and under flipping the two legs of the ladder (corresponding to interchanging the two layers of the Ising$x$Ising system). However, as we shall argue below, perturbing the Hamiltonian (23) with terms that break these two symmetries will not change any of the qualitative features of the phase diagram, as long the Ising$x$Ising category symmetry is maintained.

Importantly, the model realizes all three gapped (KSL)$^2$ domain walls discussed in Sec. VA. For each of the three, there is a representative exactly solvable point in the space of parameters of (23), where the Hamiltonian is a sum of commuting terms.

1. The trivial domain wall (GSD 9) is realized for $J^P_\psi = J^P_\sigma = J^R_\psi = 0, J^R_\sigma > 0$. The $J^R_\sigma$ term forces all the rung labels to be $c_i = 1$ in the ground states.

---

This presentation is special to double-cover genons, however we expect a similarly rich structure to arise for permutation defects in $n$-layer systems.

FIG. 6: (a) The genon chain is placed on a bilayer of two KSLs with the same chirality. The dark blue lines are used as a fusion graph labeling the states in the Hilbert space of the chain. (b) After a $\pi$ rotation of the bottom layer around the axis indicated by a dashed line in (a), the two layers have opposite chiralities, and the defect lines become tubes which reflect anyons as they pass from one layer to the other. The system is equivalent to a monolayer system of Ising anyons on a covering space of high genus, shown in (c). In this construction, we have used the fact that each of the two layers in (b) has periodic boundary conditions. The fusion graph in (c) is associated with a “pants” decomposition of the surface as explained in Appendix B1. In (c), from left to right, we have drawn a plaquette operator, a rung operator (both are terms in the Hamiltonian (23)) and a next nearest neighbour loop operator, not in the Hamiltonian. (d) Each edge of the fusion graph is labeled by an anyon charge: $a_i, b_i, c_i = 1, \psi, \sigma$. Note that the labels $a_i, b_i, c_i$ appear also in panel (b). The Ising fusion rules are respected at each vertex of the graph. The emergent symmetries coming from the bulk anyon lines act by fusion of lines $\mathcal{L}_{a_1,2}$ with the top and bottom of this graph.
FIG. 7: The phase diagram of the genon chain. The Hilbert space can be divided into sectors, $\mathcal{H}^+$ and $\mathcal{H}^-$, discussed in Sec. VIB3. In (a), we consider both sectors together as an Ising $\times$ Ising symmetric system and find three gapped phases of GSD’s 9, 6, and 3 (clockwise from top) and one gapless phase (left, in purple), corresponding to the trivial, TC gluing, genon, and a stable gapless phase with GSD 2, as explained in the text. In (b), we consider the two sectors of the broken symmetries $\mathcal{L}_{\sigma_i}$. Each of the sectors is treated separately as a $\mathbb{Z}_2 \times \mathbb{Z}_2$ Tambara-Yamagami symmetric system, and the two sectors are related by $\mathcal{L}_{\sigma_j}$. We have labelled the phases by their GSD. Observe that they add up to the proper values in (a) and compare the splitting to sectors with Table IV. The points $a, b$ in (b) are described by orbifold theories with $K = 1/2$ and $K = 2$, while their partners $a', b'$ in $\mathcal{H}^+$ are orbifolds with $K = 2$ and $K = 8$ respectively.

effectively separating the top and bottom legs of the ladder. By the fusion rules, we are forced to have $a_i = a$ and $b_i = b$ for all $i$, so we find 9 ground states for the three choices of $a$ and $b$ from $1, \psi, \sigma$. In terms of the covering surface, we can picture the cycles dual to the rungs as pinching off, turning our surface into two disconnected tori. Each torus contributes a factor of 3 to the GSD. Note that this is distinct from the “cut open” domain wall, which is gapless.

2. The genon domain wall (GSD 3) is realized for $J_R^P = J^R_P = 0, J^R_P > 0$. In this case, the ground states are states with the plaquettes invariant under fusion with a $\sigma$ loop. In terms of the covering surface, this pinches off the cycles encircled by the plaquettes, and we are left with a single torus topology, with GSD 3 and a diagonal action of the Ising $\times$ Ising fusion algebra. Explicit ground states in terms of a fusion graph are given in Appendix B1.

3. The toric code gluing domain wall (GSD 6) is realized for $J^R_P = J^R_P = 0, J^R_P > 0$. Note that $[J^R_P, J^R_P] = 0$ for any rung and plaquette. This Hamiltonian favors superpositions of 1 and $\psi$'s along both rungs and plaquettes. In Appendix B1 we verify that there are indeed six ground state and give their explicit form.

Some features of the phase diagram of the model (23) can be inferred from qualitative considerations. The ratio of rungs versus plaquettes $\sigma$ terms controls the transition between genon and trivial phase. Those two phases correspond to two different dimerization patterns of the genons. Therefore, if we set $J_R^P = 0$, we expect a phase transition between the trivial and genon domain wall phases at $J^R_P = J^P_P$. In addition, when $J^R_P$ and $J^P_P$ are both large and positive, we should enter the toric code gluing phase. A two-dimensional cut through the phase diagram, to be discussed in detail below, is shown in Fig. 7a.

3. $\mathcal{L}_{\sigma_j}$, Symmetry Breaking and Splitting into Sectors

Interestingly, the symmetries $\mathcal{L}_{\sigma_j=1,2}$ are spontaneously broken in all three gapped phases (see Table III). This can be seen explicitly by noting that none of the ground states of any of the gapped phases is invariant under $\mathcal{L}_{\sigma_j}$.

The $\mathcal{L}_{\sigma_j}$ symmetry breaking can be understood within the genon chain model. Note that the operator $\mathcal{L}_{\psi_1,\psi_2,\psi_1,\psi_2}(l)$ that wraps two $\psi$ loops around two legs $a_l$ and $b_l$ of a single plaquette of the ladder (Fig. 6d) anticommutes with $\mathcal{L}_{\sigma_j}$ (cf. Section II). Hence, $\mathcal{L}_{\psi_1,\psi_2,\psi_1,\psi_2}(l)$ may serve as an order parameter for the breaking of $\mathcal{L}_{\sigma_j}$. Every state in the basis of the Hilbert space labelled by $a_l, b_l, c_l$ in Fig. 6d is an eigenstate of $\mathcal{L}_{\psi_1,\psi_2,\psi_1,\psi_2}(l)$, and the fusion rules dictate that the eigenvalues are indepen-
4. Phase diagram within $\mathcal{H}^-$: Ashkin-Teller model

As was noticed in [48], the $\mathcal{H}^-$ sector factorizes into a tensor product on sites, and the Hamiltonian (23) may be mapped onto the Ashkin-Teller model. This mapping is very helpful in constructing the phase diagram of the genon chain. Concretely, one sets $J^{P,R}_y = \beta J^{P,R}_x$, $J^P = \beta J^R$ and identifies $\beta, \lambda$, as the two parameters in the Ashkin-Teller model as formulated in [73]. This allows us to draw a phase diagram for this sector, shown in Fig. 7b. There are three gapped phases, with GSD’s 1, 2 and 4. We will show how these combine with the ground states of $\mathcal{H}^+$ sector (related to the ground states of $\mathcal{H}^-$ by acting with either $\mathcal{L}_{\sigma_1}$ or $\mathcal{L}_{\sigma_2}$) to form the three gapped phases of the (Ising)$^2$ domain wall above, see Fig. 7.

The model also realizes a stable gapless orbifold phase with $c = 1$, which shrinks upon increasing $\lambda$ until it collapses into a $c = 1$ transition line separating the GSD 1 and 4 phases. For even larger $\lambda$, this $c = 1$ line splits into two $c = 1/2$ lines, one separating the GSD 1 and 2 phases, while the other separating the GSD 2 and 4 phases (see Fig. 7b).

5. Remaining symmetry within $\mathcal{H}^\pm$

Let us discuss the remaining unbroken symmetry algebra within each sector, which will be used to understand the structure of the phase diagram and the nature of the phase transitions. In fact, analyzing one sector will assist us in analyzing the other since the two are related by application of the broken symmetry $\mathcal{L}_{\sigma_j}$.

The remaining symmetries within each sector generate a fusion subalgebra

$$\mathcal{L}_{\sigma_1}^2 = \mathcal{L}_{\sigma_2}^2 = 1$$

$$(\mathcal{L}_{\sigma_1,\sigma_2}^2)^2 = (1 + \mathcal{L}_{\psi_1})(1 + \mathcal{L}_{\psi_2}),$$

known as a $\mathbb{Z}_2 \times \mathbb{Z}_2$ Tambara-Yamagami (TY) fusion algebra [74] (the relevant fusion category is known as $\text{Rep}(H_8)$, which was recently studied in a related context in [33]).

To construct gapped phases for this symmetry algebra, we follow the same logic as we used in the (Ising)$^2$ case in Sec. V A. The product of the duality symmetries $\mathcal{L}_{\sigma_1,\sigma_2}$ acts on the $\mathbb{Z}_2 \times \mathbb{Z}_2$ phases as:

$$(\mathcal{L}_{\psi_1,\psi_2}, \text{Brok, Symm}) \leftrightarrow (\mathcal{L}_{\psi_1,\psi_2}, \text{I}_x, \text{Symm, Brok})$$

While $\mathcal{L}_{\psi_1,\psi_2}$ and SPT are fixed. (To see, for example, the transformation laws of the $\mathcal{I}_x$ and SPT phase under $\mathcal{L}_{\sigma_1,\sigma_2}$, recall that these phases correspond to the three ground states of the genon domain wall, see Sec. V A.) There are four closed orbits under the operation of $\mathcal{L}_{\sigma_1,\sigma_2}$:

$$\{\mathcal{I}_x, \mathcal{I}_y, \{\text{Brok, Symm}\}, \{\mathcal{I}_x\} \text{ and } \{\text{SPT}\}.$$  

By comparing with the discussion in Sec. V A, we can understand how the ground states of the three gapped phases of the (Ising)$^2$ domain wall are split between the two sectors $\mathcal{H}^\pm$. This is summarized in Table IV (to be compared with Table III). We label the phases that build up the TC domain wall duality $\mathcal{L}_{\psi_1,\psi_2}$ in terms of $\mathcal{I}_x, \mathcal{I}_y$ and $\mathcal{SPT}$. This labeling indicates, as discussed in V A, that in the TC gluing phase $\mathcal{L}_{\sigma_1,\sigma_2}$ is spontaneously broken and each ground state can be labeled by the sign of the VEV $\langle \mathcal{L}_{\psi_1,\psi_2} \rangle$.

In Fig. 7 and the corresponding Hamiltonians (23), the phases described in Table IV are realized. In Appendix B we present a different family of local Hamiltonians for the genon chain for which the first and second columns of Table IV are interchanged. E.g., the $\mathcal{I}_x + \mathcal{I}_y$ phase is realized in the $\mathcal{H}^+$ sector, and so forth.

6. Effective Field Theory: $\mathcal{H}^-$ Sector

Our goal is to develop an effective field theory for the Hamiltonian (23) near the $c = 1$ critical line (the line between the points $a$ and $b$ in Fig. 7b) and use it to establish the stability of the nearby phase diagram. Let us focus on the Hilbert space sector $\mathcal{H}^-$. In Subsection V B 7 we will derive the field theory of the $c = 1$ critical line in the $\mathcal{H}^+$ sector, using our knowledge of $\mathcal{H}^-$.  

| $\mathcal{H}^-$ Sector | $\mathcal{H}^+$ Sector | GS Splitting | (KSL)² |
|------------------------|------------------------|--------------|--------|
| $\mathcal{I}_x + \mathcal{I}_y$ | Brok + Symm | 4+5 | Trivial |
| $\langle \mathcal{L}_{\psi_1,\psi_2} \rangle$ SPT | $\langle \mathcal{L}_{\psi_1,\psi_2} \rangle I_x$ | 2+4 | TC gluing |
| $I_y$ | $I_x$ | 1+2 | Genon |

\textbf{TABLE IV: Splitting of the ground states of the genon chain (Eq. (23)) into the $\mathcal{H}^\pm$ sectors.}
A key observation is that the $c = 1$ critical line is described by an $S^1/Z_2$ orbifold theory \cite{51, 75}. This is well-known for the corresponding critical line in the phase diagram of the Ashkin-Teller model \cite{75}, and was confirmed numerically for the genon chain Hamiltonian \cite{23} in the $\mathcal{H}^+$ sector in Ref. \cite{48}. We will describe the action of the TY symmetry operators \cite{24} within this critical theory, which would allow us to identify the symmetry-allowed relevant perturbations and the nearby gapped phases.

Let us briefly review the properties of the $c = 1$ orbifold theory. Its construction begins with a $U(1)$ compact boson (Luttinger liquid), which is conveniently described as a pair of 2-periodic fields $\phi$ and $\theta$, satisfying

$$[\partial_x \phi(x), \theta(y)] = 2\pi i \delta(x-y).$$

The Hamiltonian is

$$H = \frac{1}{2\pi} \int \left( K (\partial_x \phi)^2 + \frac{1}{4K} (\partial_x \theta)^2 \right) dx,$$

where $K$ is the Luttinger parameter. This theory has a primary vertex operator $V_{m,n} = e^{i n \phi(x) + i m \theta}$ for every $m, n \in \mathbb{Z}$ of dimension

$$\Delta_{m,n} = \frac{n^2}{4K} + Km^2.$$

It also has a pair of $U(1)$ currents $\partial \phi, \partial \theta$ from which we construct the remaining operators in the spectrum \cite{51}.

The theory at $K = 1$ is equivalent to a free Dirac fermion. The moduli of theories enjoy the so-called $T$-duality:

$$K \leftrightarrow \frac{1}{4K}, \quad \phi \leftrightarrow \theta,$$

for which $K = 1/2$ is the self-dual point, equivalent to the $SU(2)$-symmetric spin-1/2 Heisenberg chain. Finally, $K = 2$ is the Berezinski-Kosterlitz-Thouless point. For more details, see \cite{75}.

This theory has two $U(1)$ symmetries acting as shifts of $\phi$ and $\theta$, as well as a charge conjugation symmetry

$$C : \begin{cases} \phi \rightarrow -\phi, \\ \theta \rightarrow -\theta. \end{cases}$$

The $S^1/Z_2$ orbifold is obtained from this theory by gauging $C$. This procedure projects out all states that are charged under $C$, and adds the states from the $C$ twisted sectors (see Appendix A). Intuitively, this identifies $\theta \sim -\theta$ and $\phi \sim -\phi$, effectively restricting the range of $\theta$ and $\phi$ to $[0, \pi]$. All $C$-odd operators such as $\sin \theta \sim i(V_{0,1} - V_{0,-1})$ and $\partial \phi$ are projected out, while $C$-even combinations such as $\cos \phi \sim V_{1,0} + V_{-1,0}$ remain and have dimensions determined by \cite{28}. The marginal operator $(\partial \phi)^2$, which tunes $K$, also remains in the spectrum.

Gauging $C$ also introduces four additional primaries in the twisted sector: $\sigma_i$ of dimension 1/8, and $\tau_i$ of dimension 9/8, with $i = 1, 2$ corresponding to the two $C$-fixed points $\theta = 0, \pi$. The dimensions of the twist operators are insensitive to the marginal parameter $K$ \cite{51}.

Let us elaborate on this point. After the gauging procedure, the Hilbert space includes states defined by configurations of $\theta$ or $\phi$ with symmetry-twisted boundary conditions. Configurations with constant $\theta = 0, \pi$ define states that satisfy either periodic or anti-periodic boundary conditions for both $\theta$ and $\phi$. The twist operator $\sigma_1$ has eigenvalue $\pm 1$ when acting on the twisted/untwisted state with $\theta = 0$, respectively. Similarly, $\sigma_2$ returns $\pm 1$ when acting on the two states with $\theta = \pi$.

There exists a point in parameter space where the Hamiltonian decouples into two critical Ising models, matching the $K = 1$ point along the orbifold line. At this point, the twists fields are identified with the familiar spin operators of the Ising critical point $s_1, s_2$, respectively.

In the genon chain Hamiltonian \cite{23}, this point corresponds to $J_{1\sigma}^L = J_{2\sigma}^R, J_{1\sigma}^R = J_{2\sigma}^L = 0$, where $H \psi$ can be written explicitly as a sum of two decoupled transverse Ising models (Appendix B 2). By examining the action of the line operators $\mathcal{L}_{\psi_1,2}$ on the genon chain operators at this point we find the action of the emergent symmetries on the scaling fields:

$$\mathcal{L}_{\psi_1} : (s_1, s_2, \epsilon_1, \epsilon_2) \rightarrow (s_2, s_1, \epsilon_2, \epsilon_1),$$

$$\mathcal{L}_{\psi_2} : (s_1, s_2, \epsilon_1, \epsilon_2) \rightarrow (-s_2, -s_1, \epsilon_1, \epsilon_2).$$

These transformation rules are derived in Appendix B 2. The symmetry action may be extended to the rest of the orbifold by matching the $(\text{Ising}_2)^2$ fields with the orbifold ones via their scaling dimensions at the $K = 1$ point. The spin fields are identified with the twist operators with scaling dimension 1/8. The product of the spins $s_1s_2$ is identified with $\cos \phi$ with scaling dimension 1/4. The operators $\epsilon_1 + \epsilon_2$ and $\epsilon_1 - \epsilon_2$ are identified with $\cos 2\phi$ and $\cos \theta$, respectively, with scaling dimension 1. This can be checked by using these operators to perturb the system to nearby gapped phases. For example, tuning the coefficient of a perturbation of the form $g \cos 2\phi$ from $g < 0$ to $g > 0$ tunes the system between a phase with 4 ground states, and a phase with a unique ground state, as $\epsilon_1 + \epsilon_2$ does. See Fig. 8 for details. The extension of \cite{31} to the rest of the orbifold is\footnote{The symmetries and fields can be matched to the Ising$^2$ operators using Section 4 of \cite{33}, although note that our conventions are $T$-duals of each other, so $\phi$ and $\theta$ are switched. As a subgroup of $D_8$ in that reference, the $Z_2 \times Z_2$ symmetry we consider in the $\mathcal{H}^+$ (resp. $\mathcal{H}^-$) sector is $(r^2, s)$ (resp. $(r^2, sr)$).}:

$$\mathcal{L}_{\psi_1} : (\theta, \phi, \sigma_1, \sigma_2) \rightarrow (\theta + \pi, \phi, \sigma_2, \sigma_1),$$

$$\mathcal{L}_{\psi_2} : (\theta, \phi, \sigma_1, \sigma_2) \rightarrow (\theta + \pi, \phi, -\sigma_2, -\sigma_1).$$

\textbf{\HRule}
We also need to understand the $\mathbb{Z}_2 \times \mathbb{Z}_2$ action in the twisted sectors. In other words, we need to know the charges of open string operators of $L_{\psi_1}$ and $L_{\psi_2}$ in the microscopic genon chain model. There are two possibilities given the above action of $L_{\psi_1,2}$ distinguished either by the $L_{\psi_2}$ charge of the open $L_{\psi_1}$ string operator with the smallest scaling dimension for $K > 1/2$, or by analyzing the nearby gapped phase obtained by perturbing by $\cos 2\phi$. This gapped phase is either a trivial or SPT phase, depending on whether that charge of the end of the $L_{\psi_1}$ is trivial or nontrivial under $L_{\psi_2}$ (the latter has a non-zero VEV in this phase). We verify in Appendix B.2 using the microscopic model that, in the gapped phase, the ends of the $L_{\psi_1}$ string are charged under $L_{\psi_2}$, and hence this phase is indeed an SPT. (We refer to this property of the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry as discrete torsion.) In fact, without this property, the theory would not be self-dual under gauging $\mathbb{Z}_2 \times \mathbb{Z}_2$, which we know it must be to have $L_{\sigma_1,\sigma_2}$ symmetry. See [33] for a related discussion at the Ising$^2$ point $K = 1$.

Next, we would like to determine the action of the duality-symmetry $L_{\sigma_1,\sigma_2}$ on the local operators of the theory. It is useful to keep in mind the case of the usual KW duality in the Ising CFT, where the energy density operator $\epsilon$ is charged under KW duality. This can be seen from the fact that $\epsilon$ perturbs the CFT into either the ordered or disordered phases, neither of which is KW self-dual. Similarly, we can perturb the orbifold by local operators, and check whether the theory flows to a phase which is self-dual under $L_{\sigma_1,\sigma_2}$. Any operator that triggers a flow to a phase which is not self-dual is symmetry disallowed. In other words, if the flow ends up at one of the phases in Table IV, the operator is $L_{\sigma_1,\sigma_2}$ even, and if we end up in another $\mathbb{Z}_2 \times \mathbb{Z}_2$-symmetric gapped phase, then it is odd.

Consider, for example, the operator $\pm \cos 2\phi \sim \epsilon_1 + \epsilon_2$. Perturbing the theory with this operator with a negative sign yields a ferromagnetic phase with four ground states. In terms of the fields, the potential has two minima, $\phi = 0$ and $\phi = \pi$. Since both of these points are fixed by the gauge symmetry $C$, they each contribute two ground states where the magnetic symmetry $\sigma_j \mapsto -\sigma_j$ is spontaneously broken. Considering the action of the $\mathbb{Z}_2$ symmetries in Eq. (31) on these four ground states, we find that they transform as the ground states of $I_x + I_y$ with the two $\phi = 0$ states transforming as $I_x$ and the two $\phi = \pi$ states transforming as $I_y$. For example, the $\phi = 0$ states are both invariant under $L_{\psi_1}$ ($\phi$ is the eigenvalue of the $\theta$ shift operator), while $L_{\psi_2}$ is $L_{\psi_1}$ times the magnetic symmetry and is therefore broken, along with $L_{\psi_1} L_{\psi_2}$. Comparing with Table I, this is $I_x$. With the positive sign $\cos 2\phi$ perturbation on the other hand, the theory flows into a phase with one symmetric ground state, which can be verified to be an SPT state (as we mentioned above). Since both $I_x + I_y$ and SPT are self-dual under $L_{\sigma_1,\sigma_2}$ (see Eq. 25), we conclude that the operator $\cos 2\phi$ is symmetry allowed.

Next, let us consider the operator $\cos \phi \sim s_1 s_2$. Considering the action of this operator on the four ground states of $I_x + I_y$, we find that $\langle \cos \phi \rangle$ has an opposite sign for the ground states of $I_x$ and $I_y$. Since those ground states interchanged under $L_{\sigma_1,\sigma_2}$, we conclude that $\cos \phi$ is symmetry disallowed.

In Appendix B.3 we derive a general formula for the action of $L_{\sigma_1,\sigma_2}$ on all the vertex operators

$$L_{\sigma_1,\sigma_2} | \Psi_{m,n} \rangle = i^{m+2n} \frac{1}{2} (1 + L_{\psi_1}) (1 + L_{\psi_2}) | \Psi_{m,n} \rangle,$$

where $m, n$ are the momentum and winding numbers of the state $| \Psi_{m,n} \rangle$ related by operator-state correspondence to the operator $V_{m,n}$. The state $| \Psi_{m,n} \rangle$ is sent to zero if $m$ is odd, otherwise it gets a factor $2(-1)^{m/2+n}$. Meanwhile all twist operators are sent to zero. Observe that

$$L_{\sigma_1,\sigma_2}^2 = (1 + L_{\psi_1})(1 + L_{\psi_2})$$

as required by the TY fusion algebra (24). From Eq. (33) and the above considerations, one finds the charges of all the vertex operators in the theory under the elements of the TY symmetry. The charges are summarized in Table V in Appendix B.3.

In Fig. 8, we show the target space of the orbifold theory, and identify the phases discussed above. The vacua at $\phi = 0$ and $\phi = \pi$ belong to the phases $I_x$ and $I_y$ respectively, while $\phi = \pm \pi/2$ belongs to the SPT phase. The two ground states of $\langle L_{\psi_2}^Y \rangle \text{SPT}$ (belonging to the TC gluing domain wall) correspond to $\phi = \pi/4$ and $\phi = 3\pi/4$. Indeed, $\langle \cos \phi \rangle$ has opposite sign at those two points, and serves as an order parameter for the spontaneous breaking of $L_{\sigma_1,\sigma_2}$. Those ground states are accessed by the operator $\cos 4\phi$, which can be checked to be TY symmetric by the methods above. We have thus accounted for all the gapped states in the $\mathcal{H}^-$ sector, appearing in Table IV.

We will now derive the phase diagram in Fig. 7b and its stability. We start from the critical orbifold line, consider all symmetry allowed operators (see charge assignments of Appendix B.3), and identify the relevant perturbations using Eq. (28).

For the critical line between the points $a$ and $b$ in Fig. 7b, corresponding to $1/2 < K < 2$, there is a single symmetry allowed relevant operator $\cos 2\phi$. Along this line $\pm \cos 2\phi$ perturbs into the phases SPT and $I_x + I_y$ respectively, See Fig. 8. Those are the expected TY symmetric phases in Fig. 7b.

For $K > 2$, the operator $\cos 4\phi$ is relevant. With a positive coefficient [realized in the microscopic genon chain Hamiltonian, Eq. (23)] this leads to the spontaneous duality breaking phase $\langle L_{\psi_2}^Y \rangle \text{SPT}$, as explained above. With negative coefficient, the critical line becomes a first order line (this is not realized in this Hamiltonian).

At $K = 2$, the $c = 1$ critical line ends and splits off into two $c = 1/2$ lines (the point $b$ in Fig. 7b). The lower line in Fig. 7b is a transition between the phases SPT and $\langle L_{\psi_2}^Y \rangle \text{SPT}$. This critical line is in the Ising universality class, where the order parameter $\cos \phi$ is charged under $L_{\sigma_1,\sigma_2}$. 

The target space of the orbifold is visualized as half of a circle, with special points at the top and bottom, corresponding to $\phi = 0, \pi$. Each of the special points contributes two ground states, since they are compatible with both possible boundary conditions. Consider the perturbation $\pm \cos 2\phi$. With the positive sign, $\phi$ settles to the minima $\phi = \pm \pi/2$, both identified with the blue point representing a unique ground state, which is an SPT phase. This is the phase on the bottom of Fig. 7b. With the negative sign, $\phi$ settles into the minima $\phi = 0, \pi$ (yellow points). The values $\phi = 0, \pi$ each contributes two ground states, to a four-ground-state TY phase identified as $I_x + I_y$, as explained in the main text. This is the top phase in Fig. 7b. The two signs of $\langle \cos \phi \rangle$ distinguish $I_x$ and $I_y$. The red points at $\phi = \pi/4$ and $\phi = 3\pi/4$ represent ground states in the TC gluing phase, which may be accessed by perturbing with the operator $\cos 4\phi$. 

The upper critical line coming off the $K = 2$ point is a $c = 1/2$ transition from the 2 ground state phase $\langle \mathcal{L}^Y_{\psi_2 \bar{\psi}_2} \rangle_{\text{SPT}}$ to the 4 ground state phase $I_x + I_y$. The critical theory has two sectors, each an Ising CFT but with one order parameter charged under $\mathcal{L}_{\psi_2}$ and the other charged under $\mathcal{L}_{\bar{\psi}_2}$, so that individually each looks like a transition from the SPT to $I_x$ or $I_y$, respectively. The two sectors are exchanged by the already broken symmetry $\mathcal{L}_{\sigma_1 \sigma_2}$.

For $1/8 < K < 1/2$, there is a $c = 1$ gapless region with no relevant operators. The boundaries between this region and the gapped phases are of Berezinskii-Kosterlitz-Thouless universality class.

As discussed in Sec. V B 5, these are the only phases realized in $\mathcal{H}^-$ within the model (23). These are the phases appearing in the first column of Table IV. Within the field theory description, the possibility is open to find also the phases corresponding to the second column of Table IV in $\mathcal{H}^-$. At $K \leq 1/8$, the TY symmetric operator $\cos 4\phi$ becomes relevant. In that region, one can verify that a positive perturbation flows to the phase $I_x$ while a negative perturbation flows to Symm + Brok.

As we show below, these phases have simple realizations in the $\mathcal{H}^+$ sector, and can also be accessed in $\mathcal{H}^-$ by augmenting the genon chain Hamiltonian with longer-range terms (see Appendix B 1). If one keeps decreasing $K$, one accesses a phase diagram that is a mirror to Fig.

7, with the phases in the two sectors swapped, and the effective field theories related by $T$-duality.

7. Effective Field Theory : $\mathcal{H}^+$ Sector

We now turn our attention to the $\mathcal{H}^+$ sector of the Hilbert space. Recall that the two sectors are related by applying $\mathcal{L}_{\psi_1}$. This is equivalent to gauging either of the $\mathbb{Z}_2$ symmetries (see Appendix A). The gapped phases are matched with those of $\mathcal{H}^-$ according to Table IV.

Along the $c = 1$ critical line it is convenient to gauge $\mathcal{L}_{\psi_1}$, represented in the effective field theory as a shift symmetry (32). Gauging this symmetry results in an $S^1/\mathbb{Z}_2$ orbifold with fields $\theta, \phi \hat{\phi}$ at $K = 4K$. Intuitively, gauging the symmetry in Eq. (32) effectively restricts the range of $\theta$ to $[0, \pi/2]$, and rescaling this range back changes the radius of the orbifold and its parameter $K$ accordingly, see Appendix A 4. However, because of the discrete torsion, the symmetries $\mathcal{L}_{\psi_j}$ act differently on the $\hat{\theta}, \phi$ fields than on the $\theta, \phi$ fields in (32). Instead, we have:

\[
\begin{align*}
\mathcal{L}_{\psi_1} : (\tilde{\theta}, \phi, \sigma_1, \sigma_2) &\mapsto (\tilde{\theta}, \phi + \pi, -\sigma_1, \sigma_2), \\
\mathcal{L}_{\psi_2} : (\tilde{\theta}, \phi, \sigma_1, \sigma_2) &\mapsto (\tilde{\theta}, \phi + \pi, \sigma_1, -\sigma_2).
\end{align*}
\]

Likewise we find (see Appendix B 3)

\[
\mathcal{L}_{\sigma_1 \sigma_2} |\Psi_{m,n}\rangle = i^{n+2m} \frac{1}{2} (1 + \mathcal{L}_{\psi_1})(1 + \mathcal{L}_{\psi_2}) |\Psi_{m,n}\rangle.
\]

compare Eq. (36) to (33)—the two equations are $T$-duals, see also Section V C below.

The $c = 1$ line in the $\mathcal{H}^+$ sector extends from $\tilde{K} = 2$ to $\tilde{K} = 8$ (the points $a_+$ and $b_+$ in Fig. 7c). This matches the critical line in the $\mathcal{H}^-$ sector, by recalling $K = 4K$. Along this line, we find a single symmetry allowed relevant operator $\cos 4\phi$, which tunes from the phase $I_x$ to the phase Symm + Brok (see Appendix B 3). Those are the GSD 2 and GSD 5 phases in Fig. 7c.

For $\tilde{K} > 8$, the operator $\cos 8\phi$ becomes relevant and drives spontaneous breaking of the symmetry $\mathcal{L}_{\sigma_1 \sigma_2}$, leading to the phase $\langle \mathcal{L}^Y_{\psi_2 \bar{\psi}_2} \rangle I_x$. This phase has GSD 4, and is the representative in $\mathcal{H}^+$ of the toric code gluing domain wall, see Fig. 7c.

The lower $c = 1/2$ line emerging from the $\tilde{K} = 8$ point ($\tilde{b}_+$ in Fig. 7c) is in the Ising universality class, with order parameter charged under the TY symmetry $\mathcal{L}_{\sigma_1 \sigma_2}$. This line is the transition between the phases $I_x$ and $\langle \mathcal{L}^Y_{\psi_2 \bar{\psi}_2} \rangle I_x$.

The upper $c = 1/2$ line is an Ising CFT with three degenerate ground states, representing two transition sectors corresponding to the two possible signs of the VEV $\langle \mathcal{L}^Y_{\psi_2 \bar{\psi}_2} \rangle$. Those two sectors are toggled by the duality symmetry $\mathcal{L}_{\sigma_1 \sigma_2}$. One sector undergoes an $\langle \mathcal{L}^Y_{\psi_2 \bar{\psi}_2} \rangle I_x$ (with a fixed sign of $\langle \mathcal{L}^Y_{\psi_2 \bar{\psi}_2} \rangle$) to Symm transition, while
the other undergoes an \( \langle L_{\psi_3} \rangle \) to Brok transition.\(^{12}\) Notice that interestingly, one sector undergoes symmetry breaking while in the other sector a symmetry is restored.

For \( K < 2 \), the operator \( \cos 4\theta \) becomes irrelevant and we have a stable gapless phase with GSD 1 which is eventually destroyed at \( K = 1/2 \). For smaller \( K \) the operator \( \cos 2\theta \) becomes relevant and perturbs to the phases \( \langle I_x \rangle \) or \( \langle I_y \rangle \) or SPT, depending on its sign (this regime is not realized in the model (23), and is the analogue to the regime accessed by \( \cos 4\theta \) in the \( \mathcal{H}^- \) sector, see previous subsection).

**C. \( c = 3/2 \) Point Restoring the Symmetries \( L_{\sigma_j} \)**

The \((\mathrm{KSL})^2\) topological order supports a stable gapless domain wall with \( c = 1 \), corresponding to “cutting open” both layers. This domain wall is not realized in the genon chain model. In this section we will propose a field theoretical description for the phase transition connecting this domain wall with the \( c = 1 \) orbifold gapless phase of the genon chain.

In the genon chain, the symmetries \( L_{\sigma_j} \) were spontaneously broken throughout the whole phase diagram, as explained in \textbf{V B 3}. In fact, this was built into the very nature of the Hilbert space. One could imagine enlarging this Hilbert space to access some gapped degrees of freedom that eventually drive the symmetry breaking transition of \( L_{\sigma_j} \). The phase transition point connects the two-sector stable gapless phase of Fig. 7 to another stable gapless phase with a unique ground state, corresponding to the “cut open” domain wall of the KSL bilayer.

To describe this critical point, we consider the \( c = 3/2 \) theory (Ising)\(^3\), a tensor product of three decoupled critical Ising chains. This theory has energy and spin operators \( \epsilon_i, s_i, i = 1, 2, 3 \). We take the Ising\times Ising category symmetry to act so that \( L_{\psi_j} \) act as the usual \( \mathbb{Z}_2 \) spin flip symmetries of the \( j \)th chain, \( j = 1, 2 \). This forces \( L_{\sigma_j} \) to act by KW duality on the \( j \)th chain. However, we will also choose both \( L_{\sigma_j} \) to act on the third chain as a \( \mathbb{Z}_2 \) symmetry \( s_3 \rightarrow -s_3 \).

The resulting theory has one symmetric relevant operator \( \epsilon_3 \) and no symmetric marginal operators. Perturbation by \( \epsilon_3 \) with positive coefficient gaps the third chain, resulting in a stable gapless (Ising)\(^3\) phase with a unique ground state and all symmetries preserved. This phase corresponds to the “cut open” domain wall of the KSL bilayer.

With a negative sign of the perturbation \( \epsilon_3, s_3 \) obtains a non-zero VEV and the symmetries \( L_{\sigma_j} \) spontaneously break. The result is a two-sector (Ising)\(^3\) theory, characterized by the sign of \( \langle s_3 \rangle \), where the sectors are nothing but \( \mathcal{H}^\pm \) discussed above. In each individual sector, the unbroken TY symmetry \( L_{\sigma_i, \sigma_3} \) acts as the diagonal KW duality. Meanwhile, the operators \( L_{\sigma_i, 1, 2} \) exchange the sectors and gauge the corresponding \( L_{\psi_i} \) symmetries. Note that there are no symmetric relevant perturbations, but there is an exactly marginal operator:

\[
\epsilon_1 \epsilon_2 \langle s_3 \rangle
\]

\( \text{(37)} \)

\( ^{12} \) We find a disagreement with the numerics of [48] with regards to the spectrum of of this \( c = 1/2 \) theory. We find that both the vacuum and the spin field are threefold degenerate, while in [48] the reported degeneracies are 1 for the vacuum and 3 for the spin field.
FIG. 9: The 3-parameter RG flow surrounding the $c = 3/2$ critical point (a). This critical point has a single relevant direction labelled by $\epsilon_3$. With one sign, this perturbation triggers a flow to the cut open $c = 1$ gapless phase, with no marginal directions, point (b). With the other sign, this perturbation triggers a flow from the fixed point to the $K = 1/4$ point (c) in the $c = 1$ orbifold phase of the genon chain (cf. Fig. 7; the corresponding point in $H^+$ is $\tilde{K} = 1$). At this point, $s_3$ obtains a nonzero VEV and the operator $\epsilon_1 \epsilon_2 s_3$ becomes marginal.

D. Multicritical Points with $c = 7/5$ and the Genon Duality

Finally, let us connect our description of the domain wall phase diagram to the discussion in Section III. Recall in the case of a single KSL layer, the cut open domain wall hosts a (non-chiral) $c = 1/2$ Ising CFT, stabilized by a $\mathbb{Z}_2$ symmetry and KW duality. The most relevant symmetric perturbation is the $T\bar{T}$ operator with scaling dimension 4, where $T$ is the stress-energy tensor of the chiral Ising CFT. This perturbation is the four-Majorana interaction in Eq. (9). When this perturbation is sufficiently strong, it drives the system into a $c = 7/10$ critical point, beyond which a gap open.

Likewise, in the cut open domain wall of a KSL bilayer, we have two decoupled Ising CFTs that can be coupled by $T_i \bar{T}_j$ for $i, j = 1, 2$, where $T_j$ denotes the stress-energy tensor of the $j$th layer\textsuperscript{13}. Such a perturbation is generated by a two-body spin interaction in the honeycomb model connecting the $i$th and $j$th layers (in analogy with the ZZ interaction for the horizontal cut in Fig. 3). It is clear from the analysis of a single layer that for each of the perturbations

$$T_1 \bar{T}_1 + T_2 \bar{T}_2 \quad \text{and} \quad T_1 \bar{T}_2 + T_2 \bar{T}_1$$

there is a critical strength where the system encounters a continuous transition and becomes a pair of two decoupled tricritical Ising models, with total central charge $c = 7/5$. Tuning above the critical value will result in the trivial domain wall for $T_1 \bar{T}_1 + T_2 \bar{T}_2$ and the genon domain wall for $T_1 \bar{T}_2 + T_2 \bar{T}_1$, see Fig. 10.

The two $c = 7/5$ theories in Fig. 10a,b must corre-

\textsuperscript{13} We do not consider couplings such as $T_1 T_2$, as these cannot open a gap due to chirality. Meanwhile, the $T_j$ themselves only change the Fermi velocities.
spond to two different critical points. This can be seen from the fact that there is only one symmetry allowed perturbation of the $c = 7/5$ theory that gaps the system completely, and this perturbation drives the system into different gapped phases in the two $c = 7/5$ theories. The gapping operator is $\epsilon_1' + \epsilon_2'$, where $\epsilon_1', \epsilon_2'$ is the self-dual operator [35, 51] which appeared in the study of a single layer (cf. Fig. 3).

There is an interesting duality which we denote by $G$, which is realized by applying a genon defect to the domain wall, effectively interchanging the layers on one side of the domain wall. This “genon duality” relates the above tricritical points and their nearby phase diagrams. $G$ is a self-duality of the cut open phase, and acts on the antiholomorphic stress tensors by $\bar{T}_1 \leftrightarrow \bar{T}_2$, while the holomorphic stress tensors are invariant. The two $c = 7/5$ points are exchanged under this duality. See Fig. 10 for an illustration of the duality action on the critical points and their nearby phases.

Similar to the $c \leftrightarrow m$ duality of the toric code, we can write $G$ as an operator acting on the quasi-1d system, satisfying a fusion algebra related to the anyons of the bulk. This operator permutes the phase diagram so that the trivial and genon domain walls are interchanged, while the toric code gluing phase and the two $c = 1$ gapless domain walls are self-dual. Applying the general expressions for the genon fusion rules in [42, 46], $G$ satisfies

$$G^2 = 1 + \mathcal{L}_{\psi_1 \psi_2} + \mathcal{L}_{\sigma_1 \sigma_2}. \quad (39)$$

While it is straightforward to understand how $G$ acts in the gapped phases, determining the action on the gapless phases is much harder. We start in the cut open phase, identified with the orbifold CFT at $K = 1$ with $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry action as in (35). The stress tensors of the (Ising)$^2$ theory can be written in the orbifold variables as:

$$T_1 - T_2 \sim \cos(2\tilde{\phi} + \tilde{\theta}) \quad \bar{T}_1 - \bar{T}_2 \sim \cos(2\tilde{\phi} - \tilde{\theta}), \quad (40)$$

which can be checked by matching the conformal spins (the combinations $T_1 + T_2$ and its conjugate are not vertex operators).

By the action of $G$ on the stress energy tensors, the first of the operators in (40) should be $G$-even while the second should be $G$-odd. We hence find that $G$ involves a transformation

$$\tilde{\phi} \mapsto \tilde{\phi} + \pi/4 \quad \tilde{\theta} \mapsto \tilde{\theta} - \pi/2. \quad (41)$$

This does not completely determine the transformation rules under $G$, but it is sufficient for determining the action of $G$ on the phase diagram of the genon chain. We leave the complete derivation of the action of $G$ to future work.

We can track this duality action through the $c = 3/2$ point and into the orbifold phase of the genon chain. In the latter, the symmetries $\mathcal{L}_\sigma$ are spontaneously broken and the two sectors are determined by the presence or absence of a $\sigma$ loop encircling the torus (cf. Section V B 3). This property is clearly preserved under inserting a genon line, and thus $G$ preserves the sectors. Another way to see the above is to note that the order parameter that detects the sectors, $\mathcal{L}_{\psi_1 \psi_2 \psi_3 \psi_4}$, is $G$-invariant.

We conclude that $G$ has a well-defined action on the orbifold CFT in each sector. Furthermore, $G$ acts on the $c = 3/2$ point by acting trivially on the third Ising theory, which mediates the spontaneous duality breaking.

From these considerations, we can deduce the action of $G$ on the $c = 1$ orbifold phase of the genon chain. To this end, we focus on the $K = 1$ point in the $\mathcal{H}^+$ sector, which corresponds to two critical Ising theories. At this point, Eqs. (40) and (41) hold. This implies that the $c = 1$ critical line that separates the trivial and the genon domain walls is self-dual. Furthermore, the operator $\cos 4\phi$ that tunes from the critical line to nearby gapped phases is odd under $G$, and hence $G$ interchanges the trivial and genon domain walls, as expected. The operator $\cos 8\phi$ that drives the system into the TC gluing phase is $G$ even, indicating that this phase is $G$ self-dual. In the $\mathcal{H}^-$ sector, related to $\mathcal{H}^+$ by T-duality, one arrives at similar conclusions by exchanging $\phi$ and $\phi$. Interestingly, this allows us to relate the relevant directions in the genon chain to microscopic operators acting on a cut open domain wall of a (KSL)$^2$. In the $\mathcal{H}^+$ sector, by Eq. (40), we have

$$(T_1 - T_2)(\bar{T}_1 - \bar{T}_2) = (T_1 \bar{T}_1 + T_2 \bar{T}_2) - (T_1 \bar{T}_2 + T_2 \bar{T}_1) \sim \cos 4\phi + \cos 2\tilde{\theta}. \quad (42)$$

In terms of the microscopic operators of the cut open domain wall, $T_1 \bar{T}_1$ corresponds to a spin-spin interaction across the domain wall in the first layer, $T_1 \bar{T}_2$ couples spins from one layer with spins from the other layer across the domain wall and so forth. From this, we see e.g. that the operator $\cos 4\phi$ that tunes between the trivial and genon domain walls corresponds microscopically to the difference of the direct and crossed spin-spin interactions across the domain wall.

VI. DISCUSSION

In this work, we have analyzed gapped and gapless boundaries in topologically ordered systems by using symmetry principles. The relevant symmetries are not microscopic, but emergent, and encode the locality rules for boundary operators. For gapped boundaries

---

14 One could apply the defect to either side of the domain wall, resulting in two similar but distinct dualities, which differ by an overall swap of the two layers.

15 For instance, for states $|a_1, a_2\rangle$ in the trivial domain wall one has $G|a_1, a_2\rangle = |a_1 \times a_2\rangle$ in the genon domain wall, where $a_1 \times a_2$ is the result of fusing $a_1$ and $a_2$. For the other direction, one uses (39).
the symmetry principle recovers results based on anyon-condensation. However, the emergent symmetries hold throughout the whole phase diagram of the boundary, and this fact allowed us to characterize gapless phases and phase transitions in several examples.

We focused on a cylinder geometry, where one boundary is fixed in some gapped phase and the other boundary is dynamical. The symmetry operators are bulk anyonic strings encircling the cylinder, while strings connecting the two boundaries serve as order parameters. Twist defects of the bulk topological order induce dualities of the edge phase diagram.

In the case of abelian topological states, the different edge phases are characterized by spontaneous symmetry broken states or SPT phases for the emergent symmetries. On the other hand, for non-Abelian states one must study the less familiar fusion category symmetries. Those may include non-invertible symmetries, as well as transformations that are usually treated as dualities in 1d systems.

There are a couple of questions left to address related to the Ising genon chain we studied. For instance, while we have shown that the stable gapless phase is connected to the cut-open domain wall through a $c = 3/2$ critical point, we have only done so from field theoretic considerations. It remains to realize this transition in a microscopic model, either extending the genon chain or starting from a honeycomb bilayer.

Another microscopic model enjoying the same fusion category symmetry is an (Ising)$^2$ anyon chain [20, 24, 49]. We suspect that phase diagrams of such model have the same structure as the ones we obtained for the (KSL)$^2$ domain walls, but this remains to be seen. An interesting question in comparing the two is to understand the role of translation invariance, which appears to have a Lieb-Schultz-Mattis-type relationship with the fusion category symmetry [76].

It may be possible to adapt our methods to study 2d bulk transitions using coupled wire constructions [77–84]. Those system can be thought of as an array of domain walls ("wires") in some topologically ordered bulk. In these systems, one has a fusion category symmetry acting on each wire. This seems like a natural setting to try to extend our methods, and we hope to analyze it in the future.

Another interesting direction to explore is to study the zero dimensional edge modes between different gapped or gapless boundaries, à la [45, 46, 85–89]. Edge modes between SPT phases protected by fusion category symmetries were studied in [33]. Interestingly, there is typically no fully symmetric "trivial phase" in systems protected by such symmetries. For instance, the Tambara-Yamagami symmetry class we studied has a unique SPT, but no symmetric trivial phase. A closely related symmetry class $\text{Rep}(D_8)$, related to domain walls in the all-fermion topological order $SO(8)_1$, has three SPT phases, and a triality acting on them [33]. It would be fascinating to see what phase diagram appears for such domain walls.

Philosophically speaking, as the topology of the bulk phase is encoded in the identity of the local operators at the boundary, we may now appreciate a kind of global bulk-boundary correspondence. That is, while any given boundary state may not be able to characterize the topological bulk, the complete boundary phase diagram may do so. In particular, there may be certain features of the boundary phase diagram that are unique to a given bulk phase, and if they are observed, can diagnose the topological order of the bulk. A simple example is a $c = 1/2$ boundary transition which requires tuning only a single parameter, even in the absence of any global symmetry. This is a feature which is unique to a bulk topological order with an Abelian anyon of even order, e.g. if it is a $\mathbb{Z}_2$ spin liquid [38]. Thus we expect the study of boundary critical points of low co-dimension to become central to the study of 2d topological order.
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Let us consider a chain with $L$ sites and periodic boundary conditions:

$$H = \sum_j J \sigma_j^x \sigma_{j+1}^x + h \tau_j^x. \quad (A1)$$

The Hamiltonian has a global $\mathbb{Z}_2$ symmetry $Q = \prod_{j=1}^L \sigma_j^z$. To facilitate the duality transformation, we introduce an auxiliary spin $\tau_j^z$ on every link $(j, j+1)$, supplemented by the constraints

$$G_j = \sigma_j^x \tau_j^x \sigma_{j+1}^x = 1 \quad (A2)$$

for all $j$. Note that this means, in particular, that

$$Q_z \equiv \prod_j G_j = \prod_j \tau_j^z = 1. \quad (A3)$$

We replace the Hamiltonian by

$$H' = \sum_j J \sigma_j^x \sigma_{j+1}^x + h \tau_j^x \sigma_j^z \tau_{j+1}^z + 1. \quad (A4)$$

Note that $[H', G_j] = 0$ and $[H', \tau_j^z] = 0$ for all $j$, while $G_j$ and $\tau_j^z$ do not commute. Consequently, the spectrum of $H'$ is $2^L$-fold degenerate. This degeneracy is removed by projecting to the physical Hilbert space, defined by the constraints $(A2)$. We can choose a gauge where $\tau_j^z = 1$ for all $j$ and recover the original Hamiltonian $H$, showing that $H$ and $H'$ have the same spectrum.
The KW duality amounts to rewriting $H'$ in terms of the $\tau$ spins (i.e., “integrating out” the $\sigma$ spins). This is done by choosing a different gauge where the state of the $\sigma$ spins is fixed. The $\sigma$ spins in the first term in $H'$ can be eliminated using the constraint:

$$\sigma_j^x \sigma_{j+1}^x = \tau_j^x. \quad \text{(A5)}$$

The second term can be treated as follows. Using the $\sigma_j^x$ basis, consider a state in the gauge $\tau_j^z = 1$:

$$|\Psi\rangle = |\sigma_1^x = s_1, \ldots, \sigma_L^x = s_L\rangle \otimes |\tau_1^z = 1, \ldots, \tau_L^z = 1\rangle. \quad \text{(A6)}$$

To perform the transformation, let us first assume that on this state, $Q = \prod_j \sigma_j^z = 1$. Then, we can apply a series of gauge transformations to $|\Psi\rangle$ and bring it to the form

$$|\Psi\rangle \rightarrow |\tilde{\Psi}\rangle = |\sigma_1^x = 1, \ldots, \sigma_L^x = 1\rangle \otimes |\tau_1^z = s_1, \tau_2^z = s_1s_2, \ldots, \tau_L^z = s_1s_2 \ldots s_L = +1\rangle, \quad \text{(A7)}$$

in such a way that

$$\tau_j^z \tau_{j+1}^z = s_j = \sigma_j^x. \quad \text{(A8)}$$

Hence, in the new gauge,

$$\tilde{H} = \sum_j J \tau_j^x + h \tau_j^z \tau_{j+1}^z. \quad \text{(A9)}$$

Eq. (A9) is the KW dual of the original Hamiltonian, with $h$ and $J$ interchanged.

Note that:

1. Keeping $\sigma_j^x$ in the Hamiltonian (A4), we obtain $\tilde{H} = \sum_j J \tau_j^x + h \tau_j^z \sigma_{j+1}^x \tau_{j+1}^z$, where $\sigma_{j+1}^x$ plays the role of a gauge field coupled to a matter field with charge $\tau_j^z$. $Q$ is the flux through the ring, and is referred to in the gauge theory context as the “magnetic symmetry”. The number of physical degrees of freedom in $H$ and $\tilde{H}$ is the same, since $Q_\tau = 1$, but the Hilbert space contains both states with $Q = 1$ and $-1$. The order parameter in the original theory, $\sigma_j^x$, twists the boundary condition for the $\tau$ spins.

2. The transformation (A7) is done for states where $Q = \prod_{j=1}^L s_j = 1$, as can be seen by multiplying the relation (A8) on all the bonds. Consistently, the $\tau$ spins also satisfy a single $\mathbb{Z}_2$ constraint: $Q_\tau = 1$. Had we started from a state with $Q = -1$, the application of the gauge transformation would inevitably leave an odd number of negative $\sigma_j^x$’s, since $[Q, G_j] = 0$. This would leave the $h$ term in the Hamiltonian (A4) with $\sigma_j^x = -1$ on a single site, i.e., the $\tau_j^z$’s satisfy twisted (anti-periodic) boundary conditions. Henceforth, we limit the transformation (A7) to states that satisfy $Q = 1$. States with $Q = -1$ are sent to zero.

3. In the gauge theory, the disorder operator becomes a local operator $\tau_j^z$. The disordered phase ($h > J$) is the ferromagnetic phase of the $\tau$ spins. However, this phase has a unique ground state on a ring, due to the constraint $Q_\tau = 1$. The ordered phase ($J > h$) is the paramagnetic phase of the $\tau$ spins, but it has two degenerate ground states with $Q = \pm 1$ (corresponding to periodic and anti-periodic boundary conditions for $\tau_j^z$). We can think of this phase as spontaneously breaking the magnetic symmetry $Q$ of the gauge theory, whose $\mathbb{Z}_2$ conserved charge measures the holonomy (or flux) of the gauge field around a circle and for which all twist operators $\sigma_j^x$ are charged [91, 92].

The KW duality transformation may also be regarded as an operator $D$ that maps between the Hilbert space of the $\sigma$’s and itself. Explicitly,

$$D \{\sigma_j^x = s_j\} = (1 + Q) \{\sigma_j^x = \prod_{i \leq j} s_i\}. \quad \text{(A10)}$$

(cf. Eqs. A6,A7). The transformation first maps the Hilbert space of the $\sigma$’s to that of the $\tau$’s that reside on the links of the lattice, then shifts the lattice by half a unit cell and finally renames the $\tau$’s back to $\sigma$’s.

The gauging procedure is reminiscent of Kramers-Wannier duality in higher dimensions [93, 94], although one dimension is special because we can identify the gauge degrees of freedom (which live on the bonds) with the spin degrees of freedom (which live on the sites) by a “half unit” translation.

Along with the global symmetry $Q$, the operator $D$ satisfies an algebra dubbed the Ising fusion algebra [25, 95]:
\[ Q^2 = 1 \]
\[ QD = DQ = D \]
\[ D^2 = 1 + Q. \] (A11)

For the interpretation of the duality and symmetry operators in the context of topological defects on the lattice, see [25]. For a related discussion on \( \mathbb{Z}_2 \) gauging see Ref. [37].

2. Gauging Symmetries in CFT

Recall the operator–state correspondence in CFT’s. Via a conformal mapping between the cylinder and the plane, one maps boundary states on a cylinder to local operators on the plane [51, 75]. One could consider a twisted version of this correspondence, relating operators at the end of defect lines to states in the twisted sector associated with this defect. This is done by inserting a defect line at some point in space, extending in the time direction. By applying the same conformal mapping to the plane, a correspondence between states in the twisted sector and operators at the end of defect lines (twist operators) is established.

We will now gauge the \( \mathbb{Z}_2 \) symmetry of the Ising CFT, complementing our description on the lattice in Appendix A1. This amounts to including states in the twisted sector of the symmetry, as well as symmetrizing all the states. By operator state correspondence, we the result is a CFT where all charged operators are projected out and twist operators are included.

This procedure is implemented neatly at the level of partition functions: to include the twisted sector, one adds to the original partition function the sector with twisted boundary conditions in the space direction. To remain only with symmetric states, one adds two additional partition function, with the symmetry line inserted in the time direction (in red).

\[ \text{Tr} \left( \frac{1}{2} (1 + \mathcal{L}_\epsilon) e^{-\beta \mathcal{H}} \right) \] (A12)

The first and second terms combine into:

\[ \text{Tr} \frac{1}{2} (1 + \mathcal{L}_\epsilon) e^{-\beta \mathcal{H}} \] (A13)

which projects onto symmetric operators in the untwisted sector. The operator \( \mathcal{L}_\epsilon \) is the Verlinde line for \( \epsilon \), which implements the \( \mathbb{Z}_2 \) global symmetry \( Q \) in the CFT. The third and fourth terms combine into

\[ \text{Tr}_{\mathcal{H}_{\text{twisted}}} \frac{1}{2} (1 + \mathcal{L}_\epsilon) e^{-\beta \mathcal{H}}, \] (A14)

which projects onto symmetric operators in the twisted sector \( \mathcal{H}_{\text{twisted}} \) of the Hilbert space. This matches the expected operator content we mentioned above.

3. Ising CFT and its Duality Defect

The Ising CFT has three primary fields, \( \sigma, \epsilon \). The spin field \( \sigma \) is charged under the \( \mathbb{Z}_2 \) symmetry, and represents the scaling limit of the lattice operator \( Z_i \). The energy field \( \epsilon \) is uncharged and relevant, and perturbs off criticality. The CFT also contains a non-local disorder field \( \mu \), which is the scaling limit of the finite symmetry string:

\[ \sigma_i^z \sim \sigma(x) \]
\[ \sigma_i^z \sigma_{i+1}^z - \sigma_i^x \sim \epsilon(x) \]
\[ \prod_{j<i} \sigma_j^x \sim \mu(x) \] (A15)
The Ising CFT has topological defect lines (TDL) with the Ising fusion algebra [95] (The Verlinde lines for the primary fields [67]). When a TDL is dragged over local bulk fields, there are two possible scenarios. Either the TDL is associated with an invertible operator, meaning it maps local operators to local operators, or it is non-invertible, and some local operators are sent to non-local ones attached to the end-point of a string in the fusion of the TDL with its dual. In the Ising case, \(\mathcal{L}_\epsilon\) is the invertible \(\mathbb{Z}_2\) symmetry line, while \(\mathcal{L}_\sigma\) annihilates all \(\mathbb{Z}_2\)-charged states. The operator \(\mathcal{L}_\sigma\) should be thought of as the continuum counterpart of the operator \(D\) in (A10) - it is the KW duality when considered as a transformation on the Hilbert space. When the \(\mathcal{L}_\sigma\) line is dragged over a spin field, it changes it to the disorder operator, which lives at the end-point of a \(\mathbb{Z}_2\) string [96]. The energy operator is charged under this duality line.

The fusion rules of these TDLs

\[
\mathcal{L}_\sigma^2 = 1 + \mathcal{L}_\epsilon
\]  

(A16)

along with their F-moves allow us to make contact with the picture of Kramers-Wannier duality as \(\mathbb{Z}_2\) gauging. Indeed, following Section 5.1 of [25], we imagine nucleating a small \(\mathcal{L}_\sigma\) loop (in green) and then dragging it around the system. This does not affect the partition function because it is a symmetry, and one can derive the identity:

\[
\frac{1}{\sqrt{2}} = \frac{1}{2} \left( \begin{array}{c}
\frac{1}{2} + \mathcal{L}_\epsilon \mathcal{L}_\sigma \mathcal{L}_\epsilon \\
\frac{1}{2} + \mathcal{L}_\sigma \mathcal{L}_\epsilon \\
\frac{1}{2} + \mathcal{L}_\epsilon \\
\frac{1}{2}
\end{array} \right).
\]

(A17)

On the LHS we have the usual partition function of the Ising CFT, while on the RHS we have the \(\mathbb{Z}_2\) gauged partition function. When we expand either side in terms of the Ising characters, we find this equality corresponds to the mapping of operators in Eqs. (A8),(A5). For instance, from the untwisted sector the \(\bar{\chi}_\sigma \chi_\sigma\) piece corresponding to the order parameter is projected out (occurring with opposite sign in the first and third terms), while from the untwisted sector we regain a \(\bar{\chi}_\sigma \chi_\sigma\) piece from the disorder operator, but the fermion towers \(\bar{\chi}_I \chi_\psi\) and \(\bar{\chi}_\psi \chi_I\) are projected out.

4. Shift Symmetries of the Compact Boson

The compact boson has an anomaly free shift symmetry

\[
S_\theta = \begin{cases} 
\theta &\mapsto \theta + \pi \\
\phi &\mapsto \phi
\end{cases}
\]

(A18)

the gauging of which leads to a compact boson of different radius, with fields

\[
\hat{\theta} = 2\theta  \\
\hat{\phi} = \phi/2,
\]

(A19)

effectively rescaling the Luttinger liquid parameter by \(\tilde{K} = 4K\). Indeed, gauging \(S_\theta\) projects out all vertex operators \(\sin n\theta, \cos n\theta\) with \(n\) odd. Meanwhile, the operators in the \(S_\theta\)-twisted sector are \(\phi\) vertex operators with half-integer coefficient. This is since the open symmetry string operator for the \(\theta\) shift symmetry is:

\[
\exp \left( i \frac{\alpha}{2\pi} \int_0^x \partial \phi \right) = e^{-i \tilde{\phi}(0)} e^{i \tilde{\phi}(x)}.
\]

(A20)

Thus, the periodicity of \(\theta\) is effectively doubled while that of \(\phi\) is effectively halved, hence we find (A19). See [75] for more details.

The magnetic symmetry we obtain by gauging by definition gives \(-1\) to operators in the twisted sector and \(+1\) to all other operators. We see in these variables that it acts as

\[
M = \begin{cases} 
\hat{\theta} &\mapsto \hat{\theta} \\
\hat{\phi} &\mapsto \hat{\phi} + \pi
\end{cases}
\]

(A21)

as this picks out those operators such as \(\cos(\phi/2)\) which come from the twisted sector, and are non-local in the ungauged theory. We observe that while \(S_\theta\) shifts \(\theta\), \(M\) shifts \(\phi\), as we have observed in the two sectors in Section V. This is related to \(T\)-duality in Section V C.
FIG. 11: Three convenient pants decompositions of the infinite genon double cover. The surface is cut on the black circles, and split into pair of pants. Each line in the blue skeleton carries an anyon label, and fusion rules are enforced on each vertex.

Appendix B: The Genon Chain

1. Different Bases and Gapped Phases

As discussed in VB, different pants decompositions of high genus surfaces give rise to different bases for the Hilbert space of the genon chain. In Fig. 11 we present three different pants decompositions along with their respective fusion graphs. The first two decompositions are related by an F move. The first and the third are related by an F move, followed by an S move [71].

The ground states in the three gapped phases of the genon chain can be written explicitly using those three bases. Conveniently, states which are difficult to write in one pants decomposition are easy to write in another. We list the ground state wave-functions, sticking to the notation of Sec. VA. The 9 ground states in the trivial domain wall are:

\[
|a_1 a_2 \rangle = \left| \begin{array}{c}
\circ \circ \circ \\
\circ \circ \circ \\
\circ \circ \circ \\
\circ \circ \circ \\
\end{array} \right|
\]

The 3 ground states of the genon domain wall are:

\[
|\sigma_1 \rangle = \left| \begin{array}{c}
\circ \circ \circ \\
\circ \circ \circ \\
\circ \circ \circ \\
\circ \circ \circ \\
\end{array} \right|
\]

The 6 ground states in the toric code gluing domain wall are:

\[
|1 \rangle = \left| \begin{array}{c}
1 \psi & 1 \psi & 1 \psi \\
1 \psi & 1 \psi & 1 \psi \\
1 \psi & 1 \psi & 1 \psi \\
1 \psi & 1 \psi & 1 \psi \\
\end{array} \right| \\
|\sigma_1 \sigma_2 \rangle + |\sigma_1 \sigma_2 \rangle = \left| \begin{array}{c}
\sigma & \sigma & \sigma \\
\sigma & \sigma & \sigma \\
\sigma & \sigma & \sigma \\
\sigma & \sigma & \sigma \\
\end{array} \right|
\]

\[
|\psi \rangle = \left| \begin{array}{c}
1 \psi & 1 \psi & 1 \psi \\
1 \psi & 1 \psi & 1 \psi \\
1 \psi & 1 \psi & 1 \psi \\
1 \psi & 1 \psi & 1 \psi \\
\end{array} \right| \\
|\sigma_1 \sigma_2 \rangle - |\sigma_1 \sigma_2 \rangle = \left| \begin{array}{c}
\sigma & \sigma & \sigma \\
\sigma & \sigma & \sigma \\
\sigma & \sigma & \sigma \\
\sigma & \sigma & \sigma \\
\end{array} \right|
\]

\[
|\sigma_1 \rangle = \left| \begin{array}{c}
\sigma & \sigma & \sigma \\
\sigma & \sigma & \sigma \\
\sigma & \sigma & \sigma \\
\sigma & \sigma & \sigma \\
\end{array} \right| \\
|\sigma_2 \rangle = \left| \begin{array}{c}
1 \psi & 1 \psi & 1 \psi \\
1 \psi & 1 \psi & 1 \psi \\
1 \psi & 1 \psi & 1 \psi \\
1 \psi & 1 \psi & 1 \psi \\
\end{array} \right|
\]

Each of these ground states belongs to one of the sectors $\mathcal{H}^\pm$. Together, the ground state subspace forms the phases listed in the first three rows of Table IV. For example, consider the nine ground states of the trivial domain
FIG. 12: Microscopic construction of the phases in the last three rows in Table IV. We illustrate the construction for the Brok phase in the $\mathcal{H}^{-}$ sector. The corresponding states are shown in (a). To obtain these states, we first deform our surface so that every even-numbered hole is moved on top of its left neighbor. This deformation, and a convenient “three-leg ladder” basis corresponding to it, are shown in (b). In this setup, global symmetries still act by fusion at the top and bottom legs of the ladder. The phase Brok in $\mathcal{H}^{-}$ is realized by passing a $\sigma$ string through the central leg, 1’s on all rungs, and 1 or $\psi$ on the outer legs. This state corresponds to the disconnected surface shown in (c). By separating the part containing $\sigma$ this way, we have an effective two-leg ladder skeleton in the $\mathcal{H}^{+}$ sector, and we can apply the constructions above to find the other phases. Deforming the holes back to their original position, we find that the $\sigma$ string zig-zags through the system, as shown in (a).

wall (Eq. B1). The four states $|\sigma, a\rangle$ and $|a, \sigma\rangle$ with $a = 1, \psi$ are in the $\mathcal{H}^{-}$ sector; by applying $L_{\psi_1}$ and $L_{\psi_2}$ to these states, one can verify that these are the ground states of $I_x + I_y$. Similarly, the other five ground states (where either both $a_1, a_2$ are equal to $\sigma$, or neither is equal to $\sigma$) are in $\mathcal{H}^{+}$, and these states form the phases Brok+Symm.

This naturally raises the question whether the phases in the first column of Table IV [realized by the Hamiltonian (23) in the $\mathcal{H}^{-}$ sector] can also be realized by a different Hamiltonian in the $\mathcal{H}^{+}$ sector, and vice versa. E.g., can the phase Brok+Symm be realized in the $\mathcal{H}^{-}$ sector by a different Hamiltonian? The field theory construction suggests that should be possible. E.g., as argued at the end of Sec. V B 6, when the Luttinger parameter $K$ is small enough, the operator $\cos 4\theta$ becomes relevant and drives the system into Brok+Symm if its coefficient is negative. It turns out that this phase can indeed be accessed microscopically, if one allows for longer-range interactions in the genon chain model. Such a construction is shown in Fig. 12.

2. Mapping to the Ashkin-Teller Model

In the $\mathcal{H}^{-}$ sector we have four states per two genons [48], which we represent in the bubble basis with an angular variable $\alpha$:

$$
\begin{align*}
|\alpha = 0\rangle &= \sigma_1 \sigma, \quad |\alpha = \pi\rangle = \sigma_1 \psi \\
|\alpha = \pi/2\rangle &= \sigma_1 \sigma, \quad |\alpha = 3\pi/2\rangle = \sigma_1 \sigma
\end{align*}
$$

We also define a dual operator $e^{i\beta}$ which rotates $\alpha$ by $\pi/2$.

Recall that the genon chain Hamiltonian has 4 terms:

$$
H = \sum_{R} J^R_{\sigma} W^R_{\sigma} + J^R_{\psi} W^R_{\psi} + \sum_{P} J^P_{\sigma} W^P_{\sigma} + J^P_{\psi} W^P_{\psi}
$$

Those operators are represented pictorially on the surface as:

$$
W^H_{\eta, P} = -\varnothing_{\eta}, \quad W^R_{\eta, P} = -\varnothing_{\eta}
$$
FIG. 13: By using pictorial calculus, we find that each $\psi$ string is charged under the other, so that the presence of the $\sigma$ line induces an SPT twist (aka discrete torsion for the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry). This is a consequence of $F^\sigma_{\psi \psi} = -1$.

In addition, we define the operators:

$$W^\eta_{\uparrow \downarrow} = -\sigma, \quad W^\eta_{\downarrow \uparrow} = \sigma$$

Gils shows [48] that in term of 4-states clock variables the operators are:

$$W^P = \cos(2\beta_i), \quad W^R = \frac{1}{\sqrt{2}} \cos(3\alpha_i)$$

To get the Ashkin-Teller spin chain as defined in Ref. [73], one sets $J^P, J^R = \lambda J^P, J^R = \beta J^P$ and identifies $\beta, \lambda$, as the two parameters in the Ashkin Teller model and and set the overall coefficient.

One can show using the pictorial calculus that in this basis the $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetries act as:

$$L_{\psi_1}: (Z_1, Z_2) \mapsto (Z_2, Z_1), \quad L_{\psi_2}: (Z_1, Z_2) \mapsto (-Z_2, -Z_1).$$

The above equations are used to read off the action on the (Ising)$^2$ CFT scaling fields (Eq. (31) in the main text).
TABLE V: Orbifold charge assignments of vertex operators (i.e. the action of the symmetries on the corresponding states). For the duality symmetry $L_{\sigma_1,\sigma_2}$, eigenstates with eigenvalues 2 correspond to symmetric operators. Twist field are transformed as in Eqs. (32),(33). The operators $L_{\sigma_1}, L_{\sigma_2}$ map the first column to the second and vice versa. Symmetry-allowed perturbations are highlighted in boldface.

| $\mathcal{H}$ Operator | $\mathcal{H}^+$ Operator | $L_{\sigma_1}$ | $L_{\sigma_2}$ | $L_{\sigma_1,\sigma_2}$ |
|------------------------|---------------------------|----------------|----------------|----------------------|
| $\cos \phi$            | $\cos \phi$               | $-1$           | $-1$           | 0                    |
| $\cos 2\phi$           | $\cos 2\phi$              | 1              | 1              | $-2$                 |
| $\cos 3\phi$           | $\cos 3\phi$              | $-1$           | $-1$           | 0                    |
| $\cos 4\phi$           | $\cos 4\phi$              | 1              | 1              | $-2$                 |
| $\cos 5\phi$           | $\cos 5\phi$              | $-1$           | $-1$           | 0                    |
| $\cos 6\phi$           | $\cos 6\phi$              | 1              | 1              | $-2$                 |
| $\cos 7\phi$           | $\cos 7\phi$              | $-1$           | $-1$           | 0                    |
| $\cos 8\phi$           | $\cos 8\phi$              | 1              | 1              | $-2$                 |
| $\cos 9\phi$           | $\cos 9\phi$              | $-1$           | $-1$           | 0                    |

3. KW Duality Action on Local Operators

Let us focus on the $\mathcal{H}^-$ sector. Under $L_{\psi_1}, L_{\psi_2}$, the operators of the orbifold transform as in Eqs. (32). By considering the symmetry action on minima of potentials such as $\cos n\phi$, $\cos n\theta$, one can figure out to which $\mathbb{Z}_2 \times \mathbb{Z}_2$ phase they belong. For example, the state $\phi = \pi/2$ is invariant under both $\mathbb{Z}_2$ generators, but as argued above, the ends of the two $\mathbb{Z}_2$ strings anti-commute and the system is in the SPT phase. At the fixed points $\phi = 0, \pi$ or $\theta = 0, \pi$, we must take into account the twisted sectors—there are two states associated with each of these values of $\phi$ or $\theta$, leading to a spontaneously breaking of the magnetic symmetry $M$ (cf. (32)). We find that the six $\mathbb{Z}_2 \times \mathbb{Z}_2$ gapped phases are represented as:

$$
\begin{align*}
|\phi = \pi/2\rangle & \in \text{SPT} \\
|\theta = \pi/2\rangle & \in \text{Sym} \\
|\phi = 0\rangle & \in I_x \\
|\phi = \pi\rangle & \in I_y \\
|\theta = \pi/4\rangle, |\theta = 3\pi/4\rangle & \in I_z \\
|\theta = 0\rangle, |\theta = \pi\rangle & \in \text{Brok}.
\end{align*}
$$

(B13)

To find the charges of the operators $\cos n\phi$, $\cos n\theta$ under $L_{\sigma_1,\sigma_2}$, we can check to which gapped phases the operator perturbs the orbifold (for either sign), and then consider the action of $L_{\sigma_1,\sigma_2}$ on this phase. If this results in the same phase, the operator is neutral, otherwise it is charged. For example, $\pm \cos \phi$ perturbs into $I_x$ or $I_y$, depending on the sign of its coefficient. Under $L_{\sigma_1,\sigma_2}$, the phases $I_x$ and $I_y$ are exchanged (cf. Table II), therefore $L_{\sigma_1,\sigma_2}$ maps $\cos \phi$ to $-\cos \phi$. In contrast, consider $\pm \cos 2\phi$ tunes between the SPT and $I_x + I_y$. Both phases are invariant under $L_{\sigma_1,\sigma_2}$, so $\pm \cos 2\phi$ is uncharged.

For each operator $\hat{O}$ in the table, we present the eigenvalue of the symmetry when acting on its corresponding state $\hat{O}|0\rangle$. Note that for non-unitary symmetries, symmetric operators are characterized by this eigenvalue being equal to the quantum dimension, or VEV of the symmetry operator (which is 1 for unitary symmetries) [35] (this is a generalization of the Perron-Frobenius theorem on the dominant eigenvalue, and in fact provides an equivalent definition for the quantum dimension [97]).

To obtain a complete list of charge assignments for all operators, one must apply modular bootstrap techniques to compute the torus partition function twisted by $L_{\sigma_1,\sigma_2}$. This was solved for the $\mathcal{H}^+$ sector in [33] at the (Ising)$^2$ CFT point $\tilde{K} = 1$. The general formula will appear in [98]:

$$
\text{Tr}_{\mathcal{H}^+} L_{\sigma_1,\sigma_2} q^{L_0-1/24} \bar{q}^{-L_0-1/24} = \frac{1}{|q|^2} \left( \sum_{m,n \in \mathbb{Z}} (-1)^{m+n} q^{1/2} \left( \frac{m+n}{q^{1/2}} \right)^2 q^{1/2} \left( \frac{2m-n}{q^{1/2}} \right)^2 + \sum_{m,n \in \mathbb{Z}} (-1)^{m+n} q^{m^2} \bar{q}^{n^2} \right),
$$

(B14)

where $R^2 = 4\tilde{K}$. For comparison, the untwisted partition function is [51]

$$
\text{Tr}_{\mathcal{H}^+} q^{L_0-1/24} \bar{q}^{-L_0-1/24}
$$

(B15)
\[
= \frac{1}{|\eta|^2} \left( \frac{1}{2} \sum_{m,n \in \mathbb{Z}} q^{\frac{1}{2} n \tilde{\phi} + \frac{m \tilde{\theta}}{2}} q^{\frac{1}{2} (\frac{m \tilde{\theta}}{2} - \frac{n \tilde{\phi}}{2})} + \sum_{j=0}^{3} \sum_{m,n \in \mathbb{Z}} q^{(8n+2j+1)^2/16} q^{(8m+2j+1)^2/16} + \frac{1}{2} \sum_{m,n \in \mathbb{Z}} (-1)^{m+n} q^{m^2} q^{n^2} \right).
\]

(B16)

The first part of this partition function counts the \(C\)-invariant vertex operators \(\cos \tilde{\phi}, \cos m \tilde{\theta}\) and their \(C\)-invariant products \(\cos \tilde{\phi} \cos \tilde{\theta}, \sin \tilde{\phi} \sin \tilde{\theta}\), etc. The second term counts the twist operators \(\sigma_i\) (corresponding to \(j = 0, 2\)) and \(\tau_i\) (corresponding to \(j = 1, 3\)). The third term is there for the proper counting of \(C\)-invariant operators made only from the currents \(\partial \theta, \partial \phi\), and no vertex operator.

We see by comparing with the above that the operators with \(n\) odd, corresponding to \(\cos n \tilde{\phi}\), have been projected out. The charge of \(\cos 2n \tilde{\phi}\) is \((-1)^n\) and the charge of \(\cos m \tilde{\theta}\) is \((-1)^m\). An operator such as \(\sin 2 \tilde{\phi} \sin \tilde{\theta}\) which we could not easily analyze by the method above is seen to be even. Meanwhile the lowest surviving non-vertex operator is the exactly marginal \((1,1)\) operator, as we expected. In general, we have

\[
V^\pm_{n,m} \mapsto \begin{cases} 0 & n \text{ is odd} \\ 2(-1)^{n/2+m}V^\pm_{n,m} & \text{otherwise} \end{cases}
\]

(B17)

where \(V^\pm_{n,m}\) is any \(C\)-invariant vertex operator with \(\tilde{\phi}\) index \(n\) and \(\tilde{\theta}\) index \(m\). All twist operators are sent to zero, while all \(C\)-invariant Schur polynomials in the compact boson currents have eigenvalue 2. More succinctly,

\[
\mathcal{L}^X_{\sigma_1 \sigma_2} = \frac{1}{2} (1 + (-1)^n)(1 + M)^{i^{n+2m}} \quad \mathcal{H}^+ \text{ sector.}
\]

(B18)

Using \(\mathcal{L}^X_{\psi_1} = (-1)^n, \mathcal{L}^X_{\psi_2} = (-1)^n M\), we find

\[
(\mathcal{L}^X_{\sigma_1 \sigma_2})^2 = (1 + (-1)^n)(1 + M) = 1 + \mathcal{L}^X_{\psi_1} + \mathcal{L}^X_{\psi_2} + \mathcal{L}^X_{\psi_1 \psi_2},
\]

as required by (24). The action in the \(\mathcal{H}^-\) sector is obtained by applying \(T\)-duality:

\[
\mathcal{L}^X_{\sigma_1 \sigma_2} = \frac{1}{2} (1 + (-1)^m)(1 + M)^{i^{m+2n}} \quad \mathcal{H}^- \text{ sector.}
\]

(B20)