Abstract

This paper deals with the following important research question. Traditionally, the neural network employs non-linear activation functions concatenated with linear operators to approximate a given physical phenomenon. They “fill the space” with the concatenations of the activation functions and linear operators and adjust their coefficients to approximate the physical phenomena. We claim that it is better to ”fill the space” with linear combinations of smooth higher-order B-splines base functions as employed by isogeometric analysis and utilize the neural networks to adjust the coefficients of linear combinations. In other words, the possibilities of using neural networks for approximating the B-spline base functions’ coefficients and by approximating the solution directly are evaluated. Solving differential equations with neural networks has been proposed by Maziar Raissi et al. in 2017 [16] by introducing Physics-informed Neural Networks (PINN), which naturally encode underlying physical laws as prior information. Approximation of coefficients using a function as an input leverages the well-known capability of neural networks being universal function approximators [9]. In essence, in the PINN approach the network approximates the value of the given field at a given point. We present an alternative approach, where the physical quantity is approximated as a linear combination of smooth B-spline basis functions, and the neural network approximates the coefficients of B-splines. This research compares results from the DNN approximating the coefficients of the linear combination of B-spline basis functions, with the DNN approximating the solution directly. We show that our approach is cheaper and more accurate when
approximating smooth physical fields.
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1. Introduction

Isogeometric analysis (IGA) has been proposed in 2005 by T.J.R.Hughes et al. \[8\] as a generalization of the Finite Element Method into higher order and continuity B-spline basis functions. The method employs smooth B-spline basis to approximate scalar or vector fields representing solutions of different physical phenomena. The implementation aspects of IGA are summarized in \[12\]. There are a couple of open source libraries offering the isogeometric analysis computational framework. One of them is PetIGA. PetIGA, a framework for high-performance isogeometric analysis has been developed and described in an article by L. Dalcin, et. al.\[4\]. The framework is based on PETSc\[1\], a high-performance library for the scalable solution of partial differential equations. This library uses traditional solvers for ordinary and partial differential equations. Another open source package is GeoPDE\[2\], a package for isogeometric analysis in MATLAB and Octave. There are also some MATLAB implementations of stabilized finite element method computations available in an e-book by M. Paszyński\[14\]. Approximation of physics-based fields with splines requires selecting appropriate coefficients for the base functions. In IGA the coefficients are obtained by solving appropriate systems of linear equations.

The usage of neural networks for solving differential equations has been proposed many times. An article by C. Michoski et al.\[10\] presents work on solving partial differential equations with deep neural networks, reviews and extends some of them and focuses on irregular solutions.

Deep neural networks have recently been shown \[2\] to solve ordinary differential equations with an adaptive precision to speed ratio. In the paper by Yulia Rubinova et. al., neural networks are used to parameterize the derivative of the hidden state instead of the traditional approach of specifying a discrete sequence of hidden layers. In other words, an ODE is embedded into a neural network, by using differential equations solvers as the layers and hidden layers are not predetermined beforehand, but rather the number of layers depends on the desired accuracy. This new family of deep neural network models could possibly replace residual networks. ODE-nets

\[1\]https://www.mcs.anl.gov/petsc/
\[2\]http://rafavzqz.github.io/geopdes/
are suitable for time-series data. While ordinary neural networks are discrete and have problems with irregular data, ODE-nets are continuous and allow for evaluation at any point, which results in better accuracy for time-series data. They also have faster testing times at the expense of longer training times. Deep Neural Network are also used for optimization of the computational procedures of finite element method [1, 7].

An article by M. Raissi et al. [16] introduced Physics-informed Neural Networks, which naturally encode underlying physical laws as prior information and can be used for both continuous and discrete time models. They are constructed with the help of automatic differentiation to differentiate neural networks with respect to their input coordinates and model parameters. PINNs is used for some frequently modelled physical phenomena, like heat transport or flow simulation [13, 15].

Application of Physics-informed Neural Networks in electric power systems has been recently researched in a preprint by George S. Misyris et. al. [11]. The authors state that the usage of PINNs allows to accurately determine results of differential equations up to 87 times faster than conventional methods. The method used requires less initial training data and can result in smaller neural networks while demonstrating high performance.

Physics-informed neural networks sometimes fail to be trained, however some research on that topic is being conducted. In the preprint by S. Wang, et al. [17] a novel gradient descent algorithm is being proposed to improve PINNs. One of the PINN models’ disadvantages over regular deep neural networks, is that they can only predict one specific solution of a Partial Differential Equation. This may be possible to overcome by adapting the PINN learning method to accommodate additional PDE solutions. Nevertheless, they could be trained with minimal to no data from the actual solution if the appropriate boundary conditions were given.

Approximation of coefficients using a function as an input leverages the well-known capability of neural networks being universal function approximators [6]. This work establishes that the standard multilayer feedforward network architectures can approximate virtually any function of interest to any desired degree of accuracy, provided sufficiently many hidden units are available. It does not, however, address the issue of how many units are needed to attain a given accuracy of approximation. For this paper, it means that a possible failure of the approach with approximating field values could be attributed not to a misuse of neural networks, but rather to inadequate learning, inadequate numbers of hidden units, or the presence of a stochastic rather than a deterministic relation between the input and the target.

This paper proposes a new method to reduce the computational cost of the approximation by applying Deep Neural Networks (DNN) to approximate the base
functions’ coefficients. We compare this method to the DNN approximating the solution obtained directly from IGA solver. We also compare the method to Physics Informed Neural Networks (PINN) [16] approach where we approximate the field values directly.

There are the following open research questions:

1. **What is the approximation error of similar DNN in both approaches?**
   The approximation error may differ for the same problem solved with different approaches. One method might tend to be more accurate than the other methods.

2. **What is the approximation errors difference between the IGA solution and the solutions from DNN based approaches?**
   If applying DNN in IGA problems proves to be faster than the traditional IGA method, it might still be unusable in practice, because of high approximation errors.

3. **Which approach is better?**
   The Universal Approximation Theorem[6] states that neural networks can represent a variety of functions when given appropriate weights, it does not, however, provide a way to construct those networks and weights, only stating that such a construction is possible.

There are the following research objectives:

1. **Investigating the viability of using DNN for approximating coefficients of base B-spline functions used in IGA.**
   Neural networks may prove to be usable in IGA. DNN based approaches should be inspected in terms of accuracy, performance and model size.

2. **Comparing the approaches in applying DNN in terms of accuracy and training time.**
   Direct solution approximation with DNN, B-spline coefficient approximation using DNN, and PINN approximations may differ in accuracy and training time, due to inherent differences in the nature of all approaches.

Paper [5] presents an application of PINN into solid mechanics examples, and it compares the PINN model learning based on the exact solution, on the finite element method solution and on the isogeometric analysis solution. It concludes that IGA smooth model results in superior convergence of the PINN training. In our paper, we show that DNN can actually learn the coefficients of the B-spline basis functions, and it results in a faster convergence and more accurate approximation of the solution than either standard PINN or DNN learning IGA solution.
The structure of our paper is the following. We start in Section 2 by introducing the coefficients of the linear combination of B-splines and their applicability to approximate smooth physical fields. Next, Section 3 compares the three methods employed to incorporate the DNN for the solution of PDEs. Section 4 presents the discussion on the conclusions and future work. We also introduce three Appendixes where we derive the three compared methods on a simple one-dimensional example.

2. Solving differential equations with neural networks and linear combinations of higher-order and continuity B-spline base functions

Let assume we want to approximate a function \( f(x, y) \) with a linear combination of B-spline functions \( u(x, y) \):

\[
f(x, y) \approx u(x, y)
\]

\[
u(x, y) = \sum_{i=1,j=1}^{N_x,N_y} u_{i,j} B_i^x B_j^y
\]

where \( B_i^x \) and \( B_j^y \) denote basis functions over the \( x \) and \( y \) axis respectively, while \( N_x \) and \( N_y \) denote numbers of basis functions. An example 2D quadratic base is shown in Figure 1. The coefficients of the best approximation can be obtained by solving

\[
\begin{bmatrix}
\int B_i^x B_j^y B_1^x B_1^y dx dy & \ldots & \int B_i^x B_j^y B_{N_x}^x B_{N_y}^y dx dy \\
\vdots & \ddots & \vdots \\
\int B_N^x B_N^y B_1^x B_1^y dx dy & \ldots & \int B_N^x B_N^y B_{N_x}^x B_{N_y}^y dx dy
\end{bmatrix}
\begin{bmatrix}
u_{1,1} \\
\vdots \\
u_{N_x,N_y}
\end{bmatrix} =
\begin{bmatrix}
\int f(x, y) B_1^x B_1^y dx dy \\
\vdots \\
\int f(x, y) B_{N_x}^x B_{N_y}^y dx dy
\end{bmatrix}
\]

This system is solvable using traditional solvers but computation-heavy [3], despite symmetries in the matrix, especially for a case of non-regular geometry of the computational domain where the B-spline basis functions are span.

The main goal of this project is to verify three different approaches for training deep neural networks in order to provide solutions of IGA simulations with partial differential equations.
• **Approximation of coefficients** The first method is based on "indirect" approximation of the solution, where a DNN predicts the coefficients of the B-spline basis functions that span over the computational mesh. Linear combinations of those basis functions approximate the solution field. In this approach, neural networks approximate the values of the base functions’ coefficients, $AN_i,n_j(n) \approx u_{i,j}$, of the linear combination $u_h(x,y) = \sum_{i=1,...,N_x;j=1,...,N_y} u_{i,j} B_x^i B_y^j$ (where $B_x^i$ and $B_y^j$ are the B-spline base functions). This linear combination approximates the exact solution $u_h(x,y) \approx u(x,y)$ of a given problem. The final solution $u_h$ is obtained by multiplying the relevant base functions by the coefficients predicted by the neural network. There may exist some correlation between the coefficients, that the neural networks can learn, especially in the case of a family of functions. The details of this method for simple one-dimensional example are presented in Appendix A.

• **Direct approximation of the result** The second method is based on direct approximation of the solution scalar field by a DNN. Here we have a neural network approximating the solution directly, $ANN_n(x,y) \approx u(x,y)$, we do not use the intermediate linear combination $u_h(x,y)$ in contrast to the previous case. The details of this method for simple one-dimensional example are presented in Appendix B.

• **Physics Informed Neural Network** The third method is based on classical
PINN approach \cite{16}. The details of this method for simple one-dimensional example are presented in Appendix C.

The input data for the DNNs in the first and second cases are the physical model parameters (eg. boundary conditions, material data and forcing), but the outputs from the DNNs black boxes are different in both cases. In the first case, the output is the coefficients of the linear combination of B-spline basis functions, which depend on the dimensions of the knot vectors and the order and continuity of the basis functions. In the second case, it is the set of point-wise values of the solution scalar field. The output is thus parameterized with the number of point values along the X and Y-axes.

DNN for the first and second cases learned a family of functions. Physics-informed neural networks can learn only a selected function from the family, due to the training method used. The DNN for PINN takes as an input the $x$ and $y$ coordinates of the point, and the $n$ parameter is fixed for the PINN neural network.

3. Comparison of three methods

Heat transfer experiments have been conducted for two-dimensional heat equation on an L-shaped area. External sides are bound with a Neumann boundary condition and internal sides are bound with a Dirichlet boundary condition. This models the heating of the external boundary and fixed zero temperature at the internal boundary.

The equation that we solve is $\Delta u = 0$ where $\Delta$ is the Laplacian, namely $\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} = 0$ the forcing term is equal to 0, the Dirichlet boundary condition is equal to 0, and the Neumann boundary condition is $\frac{\partial u}{\partial n} = g$, where we compute the directional derivative in the direction $\mathbf{v}$ perpendicular to the boundary, and $g(x, y)$ is a given "heating" function. We enforce the parameterized heating of the external boundary by using a family of "heating" functions, namely

$$g(x, y) = v_i 2\pi n cos(2\pi n \cdot x_i) \cdot sin(2\pi n \cdot x_j)$$ for $|x_i| = 1$

where $i = 1, 2$, $[j = (i + 1) mod 1] + 1$, and $\mathbf{v} = (v_1, v_2)$ is the versor normal to the boundary. By changing the $n$ parameter we adjust the heating function $g$ and we obtain different solutions to the heat transfer problem.

Following \cite{14} (chapter 3), we transform the problem into the weak formulation.
Figure 2: Visualization of the heat transfer problem. The red (external) edge has a Neumann boundary condition \( \frac{\partial u}{\partial v}(x) = g(x) \) and the black (internal) edge has a Dirichlet boundary condition \( u = 0 \), where \( u \) is the heat function, \( v \) is the versor normal to the boundary, and \( g(x) \) is a given function.
We introduce the domain $\Omega = [-1, 1]^2$, and we test and integrate by parts to obtain

$$
\begin{align*}
    b(u, v) &= l(v) \quad \forall v \in V \\
    b(u, v) &= \int_{\Omega} \nabla u \cdot \nabla v dxdy \\
    l(v) &= \int_{\partial \Omega} gv dS
\end{align*}
$$

We discretize with B-spline base functions. We introduce the knot vectors along $x$ and $y$ axis of coordinates, where we repeat the knot at 0, to obtain the tensor product basis function $B^x_i B^y_j$, $i = 1, ..., N_x$, $j = 1, ..., N_y$. An example of knot vectors $[0 0 0 0.5 1 1 1.5 2 2 2] \times [0 0 0 0.5 1 1 1.5 2 2 2]$ and resulting B-spline base functions with B-splines over lower-left corner of the domain set to 0, are illustrated in Figure 3.

The coefficients of B-splines employed for training of the DNN are obtained by solving the system of equations.
\[
\begin{bmatrix}
  b\left(B_{1x}^x B_{1y}^y, B_{1x}^x B_{1y}^y\right) & \ldots & b\left(B_{Nx}^x B_{Ny}^y, B_{Nx}^x B_{Ny}^y\right) \\
  \vdots & \vdots & \vdots \\
 b\left(B_{Nx}^x B_{Ny}^y, B_{1y}^y\right) & \ldots & b\left(B_{Nx}^x B_{Ny}^y, B_{Nx}^x B_{Ny}^y\right)
\end{bmatrix}
\]

\[
\begin{bmatrix}
  u_{1,1} \\
  \vdots \\
  u_{N_x,N_y}
\end{bmatrix}
= 
\begin{bmatrix}
  l\left(B_{1x}^x B_{1y}^y\right) \\
  \vdots \\
  l\left(B_{Nx}^x B_{Ny}^y\right)
\end{bmatrix}
\]

(4)

Additionally, for the rows related to B-splines located in the left-lower quarter of the domain, we set the rows to zero, we put 1.0 on the diagonal and zero on the right-hand side. An alternative way of setting boundary conditions would be to add an additional non-trainable layer to the neural network enforcing the Dirichlet boundary condition following the ideas described in \[9\].

3.1. Coefficient approximation by DNN

We’d like the network to learn a family of solutions of the heat transfer problem. The input to the network is the \(n\) parameter. The output to the network are the coefficients \(u_{ij}\) of the linear combination of B-splines.

The network architecture varies with input data - the output layer has to have the same number of neurons as coefficients. This is the main drawback of this approach, as the network has to be reconfigured with each mesh change. The model was trained with a learning rate reduction on plateau.

| Layer         | Number of neurons | Activation function |
|---------------|------------------|---------------------|
| input         | 100 - 1000       | ReLU                |
| hidden layer 1| 100 - 1000       | ReLU                |
| output 2      | equal to         | none                |
|               | the number of coefficients |          |

Table 1: Network architecture of the DNN used to approximate the coefficients of the heat transfer solution. The number of neurons in the hidden layer varied with inputs. For 169 output coefficients the hidden layer had 100 neurons and the number rose to as much as 1000 neurons for 2025 output coefficients. ReLU stands for Rectified Linear Unit.
Figure 4: Visualization of the neural network architecture. The value of $i$ is between 100 and 1000, and the value of $j$ is equal to the number of coefficients, as explained in Table 1.
Figure 5: Approximating the $B_{5,2}(x)B_{1,2}(y)$ and $B_{7,2}(x)B_{7,2}(y)$ coefficients with a neural network trained to approximate the coefficient value directly.

We present results obtained for 7 quadratic B-spline functions in each direction spanned over the $[0, 0, 0, 1, 2, 3, 4, 4, 4]$ knot vector, which gives $7 \times 7 = 49$ coefficients in total. Coefficient approximation yielded satisfactory results, see left panel in Figure 6.

Figure 6: Left panel: The IGA solution of [4] (green-blue) and the coefficients approximating DNN (orange-red) solutions. The solutions are practically identical. The MSE of the coefficients is $2.27e-8$, the pointwise MSE is $6.60e-9$. Right panel: The IGA solution of [4] (blue-green) and the DNN approximating the solution directly (red-yellow). The solutions are practically identical. The mean squared error is approximately $8.42e-7$. 
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Figure 7: Difference between the solutions constructed using coefficients from IGA solver (4) and the coefficients obtained from trained DNN. The mean squared error is approximately $6.60 \times 10^{-9}$. 
The neural network could learn a family of heat functions and accurately predict the coefficients for the base functions, as shown in Figure 5. The difference between the solution obtained with IGA solver (4) and the solution obtained from the DNN trained to approximate the coefficients is shown in the Figure 7. Model convergence is visible in the Figure 8. Table 2 summarizes the results for several different meshes and different base functions.
| Mesh   | # coeffs | Spline degree | MSE value  | Training time [s] |
|--------|----------|---------------|------------|-------------------|
| 10 x 10 | 121      | linear        | 1.98e-07   | 9                 |
| 10 x 10 | 169      | quadratic     | 5.29e-07   | 10                |
| 10 x 10 | 225      | cubic         | 2.18e-07   | 11                |
| 20 x 20 | 441      | linear        | 6.99e-07   | 14                |
| 20 x 20 | 529      | quadratic     | 6.96e-07   | 18                |
| 20 x 20 | 625      | cubic         | 9.14e-08   | 19                |
| 40 x 40 | 1681     | linear        | 1.46e-06   | 15                |
| 40 x 40 | 1849     | quadratic     | 1.37e-06   | 16                |
| 40 x 40 | 2025     | cubic         | 7.58e-06   | 18                |

Table 2: Summary of obtained training results for a coefficient-approximating DNN. The training time rises with the number of coefficients, as expected. The training times are only an indication of the time required to train the model, because they vary significantly with batch size and the number of iterations. The error tends to increase with the number of coefficients, however the actual output is still perfectly usable.

3.2. DNN approximating the solution directly

A deep neural network with 2 hidden layers has been trained to directly approximate the result. The network was designed to take 3 arguments - the value of \( n \), and \( x \) and \( y \) coordinates of the desired point of the solution. The model was a fully-connected feed-forward neural network with 2 hidden layers, 100 neurons each. Direct approximation also yielded satisfactory results. The neural network could learn a family of heat functions and accurately predict the solutions, as shown in right panel in Figure 6. The solution is slightly less accurate than the one obtained with coefficient approximation, however it should still be usable. A difference between the solution obtained from IGA solver and the DNN approximating the solution directly is shown in Figure 6. Model convergence is visible in the Figure 11. Table 4 summarizes the learning times for several different meshes and different base functions and compares them to the learning times of the \( n \) input network. It is worth mentioning here that the network approximating the solution does not have to be retrained for different meshes, in contrast to the coefficient approximation, which has to be retrained for different meshes, so the training times here should be treated only as an indication of the order of magnitude.
| Layer          | Number of neurons | Activation function |
|---------------|------------------|---------------------|
| input         | 100              | ReLU                |
| hidden layer 1| 100              | ReLU                |
| hidden layer 2| 100              | ReLU                |
| output        | 1                | none                |

Table 3: Summary of the layers and activation functions of the DNN used to directly approximate the heat transfer solution. ReLU stands for Rectified Linear Unit.

Figure 9: Visualization of the architecture of the DNN used to directly approximate the heat transfer solution.
Figure 10: Difference between the solution obtained with IGA solver (4) and the DNN approximating the solution directly. The mean squared error is approximately $8.42 \text{e}-7$. 
Figure 11: Mean squared error loss function over 40 training epochs.

| Mesh size | Spline degree | Coefficient network training time [s] | Direct network training time [s] |
|-----------|---------------|--------------------------------------|----------------------------------|
| 10 x 10   | linear        | 9                                    | 115                              |
| 10 x 10   | quadratic     | 10                                   | 114                              |
| 10 x 10   | cubic         | 11                                   | 48                               |
| 20 x 20   | linear        | 14                                   | 43                               |
| 20 x 20   | quadratic     | 18                                   | 47                               |
| 20 x 20   | cubic         | 19                                   | 42                               |
| 40 x 40   | linear        | 15                                   | 44                               |
| 40 x 40   | quadratic     | 16                                   | 42                               |
| 40 x 40   | cubic         | 18                                   | 48                               |

Table 4: Comparison of training times of the coefficient-approximating neural network and the solution approximating neural network. The MSE of achieved outputs had the same order of magnitude.
3.3. Direct approximation with PINN

Deep neural networks in previous sections learned a family of functions. Physics-informed neural networks can learn only a selected function from the family, due to the training method used. The network was designed to take 2 arguments - the value of \( x \) and \( y \) coordinates of the desired point of the solution. The model was a fully-connected feed-forward neural network with 2 hidden layers, 50 neurons each:

| Layer          | Number of neurons | Activation function |
|----------------|-------------------|---------------------|
| input          | 50                | ReLU                |
| hidden layer 1 | 50                | ReLU                |
| hidden layer 2 | 50                | ReLU                |
| output         | 1                 | none                |

Table 5: Summary of the layers and activation functions of the PINN used to directly approximate the heat transfer solution. ReLU stands for Rectified Linear Unit.

![Figure 12: Visualization of the architecture of the PINN used to directly approximate the heat transfer solution.](image)

Figure 12: Visualization of the architecture of the PINN used to directly approximate the heat transfer solution.

A physics-informed neural network has been trained to directly approximate the result, respecting the heat transport differential equation, the heat source function, and boundary conditions presented in subsection 3.1. A difference between the solution obtained with the IGA solver and the solution obtained from the PINN is
shown in Figure 13. The results are satisfactory, unfortunately PINNs can’t learn families of functions, at least not in their original form.

3.4. A short note on overfitting and network capacity

Despite the loss function plots suggesting the overfitting of models, all networks performed well on never–seen-before data with MSE values of the same order of magnitude as in the training data. Coefficient approximating models were also evaluated with a 5-fold cross validation. While the network architectures might suggest reduced network capacity compared to the architectures with the same number of input nodes as the number of input parameters, adding dropout layers hasn’t improved the accuracy.

Figure 13: Visualization of the difference between the solution obtained with classical solution and the solution from the PINN. The mean squared error is approximately 2.43e-6.
4. Conclusions and future work

In terms of research objectives, the results of this paper are as follows:

1. **Investigating the viability of using NN for approximating coefficients of base B-spline functions used in IGA.**
   Application of neural networks in approximating coefficients of the base functions proved to be possible. Deep Neural Networks were able to learn a family of functions with more than acceptable accuracy for CAD applications such as prototyping. More research is needed to check whether neural networks can accurately approximate coefficients with arbitrary knot vectors as an input, as opposed to a predefined knot vectors used in this paper.

2. **Comparing the two approaches in applying NNs to IGA in terms of accuracy and training time.**
   Approximating base functions’ coefficients was a more accurate (figures 6, 7, 10, and 13) and quicker (figure 8, 11 and 14) to train approach, but the network has to be retrained for different meshes. Direct approximation with deep neural
networks was slower to train (table 4) but was independent of the underlying mesh, as the networks approximate the final solution. Physics-informed Neural Networks could only predict one specific function, but it required less data from solved problems, provided all the underlying equations and boundary conditions are known at training time.

Further research is needed in some areas. The question whether the number of B-splines and coefficients along with the size of the network impact the approximation error is left unanswered. The data summarized in the table 2 suggest that there might exist a correlation between the problem size, the desired accuracy and the approximation error, due to the more difficult learning process which involves more variables.
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5. Appendix A: One-dimensional example of neural network learning coefficients of B-splines

5.1. One dimensional heat-transfer problem

Let us introduce the knot vector \([0 \ 0 \ 0 \ 1 \ 1 \ 1]\) defining the quadratic B-spline basis functions with \(C^0\) separators

\[
B_{1,2}(x) = (1-x)^2; \quad B_{2,2}(x) = 2x(1-x); \quad B_{3,2}(x) = x^2
\]

Let us introduce the problem

\[
-u''(x) = f(x) \quad x \in (0, 0.5)
\]

defined over \(x \in (0, 0.5)\), with boundary conditions \(u(0) = 0\) and \(u'(0.5) = g(x)\). We setup \(g(x) = n\pi cos(n\pi x)\) and \(f(x) = n^2\pi^2 sin(n\pi x)\). The family of solution of this problem are

\[
f_n(x) = sin(n\pi x)
\]

We transform this problem into the weak form

\[
\int_0^{0.5} u'(x)v'(x)dx = \int_0^{0.5} f(x)v(x)dx + v(0.5)g(0.5) \quad \forall v
\]
and we discretize with B-spline basis functions

\[ u_h = \sum_{i=1,2,3} u_i B_{i,2}(x) \] (9)

to obtain

\[
\begin{bmatrix}
\int_{0,1/2} B'_{1,2}(x) B'_{1,2}(x) dx \\
\int_{0,1/2} B'_{2,2}(x) B'_{1,2}(x) dx \\
\int_{0,1/2} B'_{3,2}(x) B'_{1,2}(x) dx \\
\int_{0,1/2} B'_{1,2}(x) B'_{2,2}(x) dx \\
\int_{0,1/2} B'_{2,2}(x) B'_{2,2}(x) dx \\
\int_{0,1/2} B'_{3,2}(x) B'_{2,2}(x) dx \\
\int_{0,1/2} B'_{1,2}(x) B'_{3,2}(x) dx \\
\int_{0,1/2} B'_{2,2}(x) B'_{3,2}(x) dx \\
\int_{0,1/2} B'_{3,2}(x) B'_{3,2}(x) dx \\
\end{bmatrix}
\begin{bmatrix}
u_1 \\
u_2 \\
u_3 \\
\end{bmatrix}
= \begin{bmatrix}
\int_{0,1/2} B_{1,2}(x) f_n(x) dx \\
\int_{0,1/2} B_{2,2}(x) f_n(x) dx \\
\int_{0,1/2} B_{3,2}(x) f_n(x) dx + n\pi \cos(n\pi 0.5) \\
\end{bmatrix} \] (10)

5.2. Artificial neural network for \( u_i \)

Let us introduce the artificial neural network

\[ \text{ANN}_i(n) = u_i \] (11)

where \( n \) is the index of the \( f_n \) function, \( i = 1, 2, 3 \) (for three coefficients of B-splines).
Given sinus family function index $n$, it returns the coefficient $u_i$ of B-splines for approximation of this function over $(0, 0.5)$.

$$ANN_i(n) = c_i \sigma(a_i n + b_i) + d_i$$

where the activation function

$$\sigma(x) = \frac{1}{1 + e^{-x}}$$

5.3. Training

The goal of the training is to find values of the weights $a_i, b_i, c_i, d_i$.

We prepare a set of samples

- We randomly select $n \in (0, 1)$
- We solve the IGA problem $\text{[29]}$
- Input data ($n$), output data ($u_1, u_2, u_3$)

In other words, we train the neural network for some selected functions $f_n$, with a hope, that it will work for a given function of interest from the family.
How to train the artificial neural network? We define the error function

\[ e_i(n) = 0.5 \left( (AN N_i(n) - u_i(n))^2 = 0.5 \left( (c_i \sigma(a_i n + b_i) + d_i - u_i(n))^2 = \right. \right. \]

\[ 0.5 \left( \left( \frac{c_i}{1 + \exp(-(a_i n + b_i) + d_i) - u_i(n)} \right)^2 \right. \]

\[ = 0.5 \left( \left( \frac{c_i}{1 + \exp(-(a_i n + b_i) + d_i) - u_i(n)} \right)^2 \right. \]

Now, we compute the derivatives

\[ \frac{\partial e_i(n)}{\partial a_i} = \frac{c_i n \exp(-a_i n - b_i)(AN N_i(n) - u_i(n))}{(\exp(-a x - b) + 1)^2} \]

\[ \frac{\partial e_i(n)}{\partial b_i} = \frac{c_i \exp(-a_i n - b_i)(AN N_i(n) - u_i(n))}{(\exp(-a x - b) + 1)^2} \]

\[ \frac{\partial e_i(n)}{\partial c_i} = \frac{(AN N_i(n) - u_i(n))}{(\exp(-a x - b) + 1)} \]

\[ \frac{\partial e_i(n)}{\partial d_i} = \frac{(AN N_i(n) - u_i(n))}{(\exp(-a x - b) + 1)} \]

they say “how fast the error is changing if I modify a given coefficient”.

We loop through the data set \( \{n, (u_1(n), u_2(n), u_3(n))\}_{n \in A} \) where \( A \) is the set of selected points from \( (0, 0.5) \), and we train each of the three \( AN N_1, AN N_2, \) and \( AN N_3 \)
1. Select \((n, (u_1, u_2, u_3))\)
2. Compute \(u_i = ANN_i(n) = c_i \sigma(a_in + b_i) + d_i\)
3. Compute \(c_i(n)\)
4. Compute \(\frac{\partial e_i(n)}{\partial a_i}, \frac{\partial e_i(n)}{\partial b_i}, \frac{\partial e_i(n)}{\partial c_i}, \frac{\partial e_i(n)}{\partial d_i}\) 
5. Correct

\[
a_i = a_i - \eta \frac{\partial e_i(n)}{\partial a_i}
\]

\[
b_i = b_i - \eta \frac{\partial e_i(n)}{\partial b_i}
\]

\[
c_i = c_i - \eta \frac{\partial e_i(n)}{\partial c_i}
\]

\[
d_i = d_i - \eta \frac{\partial e_i(n)}{\partial d_i}
\]

where \(\eta \in (0, 1)\). This is like a local gradient method.

5.4. MATLAB implementation

```matlab
% Creation of dataset
A = [1/5 1/10 1/30; 1/10 2/15 1/10; 1/30 1/10 1/5];
i=1;
for n=0.01:0.01:0.5
    rhs= [ (pi*pi*n*n+2*cos(pi*n)-2)/(pi*pi*pi*n*n*n);
          (-2*pi*n*sin(pi*n)-4*cos(pi*n)+4)/(pi*pi*pi*n*n*n);
          ((2-pi*pi*n*n)*cos(pi*n)+2*pi*n*sin(pi*n)-2)/(pi*pi*pi*n*n*n) ];
    u=A \ rhs;
    dataset.in(i)=n;
    dataset.u1(i)=u(1);
    dataset.u2(i)=u(2);
    dataset.u3(i)=u(3);
    i=i+1;
endfor
ndataset=i-1;

% Training
a1=1.0; b1=1.0; c1=1.0; d1=1.0;
eta1=0.1;
r = 0 + (1-0).*rand(ndataset,1);
r=r.*ndataset;
```
for j=1:ndataset
i=floor(r(j));
eval1 = c1*1.0/(1.0+exp(-(a1*dataset_in(i)+b1)))+d1;
error1 = 0.5*(eval1-dataset_u1(i))^2;
derrorda = c1*dataset_in(i)*exp(-a1*dataset_in(i)-b1)*
(eval1-dataset_u1(i))/(exp(-a1*dataset_in(i)-b1)+1)^2;
a1=a1-eta1* derrorda;
derrordb = c1*exp(-a1*dataset_in(i)-b1)*
(eval1-dataset_u1(i))/(exp(-a1*dataset_in(i)-b1); b1=b1-eta1* derrordb;
derrordc = (eval1-dataset_u1(i))/(exp(-a1*dataset_in(i)-b1)+1);
c1=c1-eta1* derrordc;
derrordd = (eval1-dataset_u1(i));
d1=d1-eta1* derrordd;

% evaluation of ANN approximation of sin(n*pi*x) for n=0.333
n=0.333;
u1 = c1*1.0/(1.0+exp(-(a1*n+b1)))+d1;
u2 = c2*1.0/(1.0+exp(-(a2*n+b2)))+d2;
u3 = c3*1.0/(1.0+exp(-(a3*n+b3)))+d3;
x=0:0.01:0.5;
y=sin(n*pi.*x);
z=u1*(1-x).^2+u2*2*x.*(1-x)+u3*x.^2;
plot(x,y,x,z);

We tried starting points 1.0, 10.0, -1.0, -10.0 for all the combinations of a_i, b_i, c_i, d_i
(256 runs) and the best result (smaller errors) we obtain for
a_1 = b_1 = c_1 = d_1 = 1.0; a_2 = b_2 = 1, c_2 = 10.0, d_2 = -1.0 a_3 = b_3 = 3, c_3 =
10.0, d_3 = -1.0

We used \eta = 0.1. We coded the ANN and the training in hand-made MATLAB code.

5.5. Verification

In Figure 18 we present the training over 50 samples, and in Figure 19 we present
the convergence of the training.

We select n = 0.333 and we compute
Figure 18: Training for the simple artificial neural network (11) starting from $a_1 = b_1 = c_1 = d_1 = 1.0; a_2 = b_2 = 1, c_2 = 10.0, d_2 = -1.0, a_3 = b_2 = 3, c_3 = 10.0, d_3 = -1.0$, for $\eta = 0.1$.

$$z(x) = ANN_1(n) * B_{1,2}(x) + ANN_2(n) * B_{2,2}(x) + ANN_3(n) * B_{3,2}(x) = (25)$$
\[
\left( \frac{c_1}{1 + exp(-a_1 * n - b_1)} + d_1 \right) * (1 - x)^2 + \left( \frac{c_2}{1 + exp(-a_2 * x - b_2)} + d_2 \right) * 2x(1 - x)^2 + \left( \frac{c_3}{1 + exp(-a_3 * x - b_3)} + d_3 \right) * x^2(27)
\]

we compare with $\sin(0.333\pi x)$ and $\sin(0.777\pi x)$ in Figure [20].

6. Appendix B: One-dimensional example of neural network learning IGA solution

6.1. One dimensional heat-transfer problem

We focus again on the heat-transfer problem
\[-u''(x) = f(x) \quad x \in (0, 0.5) \tag{28}\]
defined over $x \in (0, 0.5)$, with boundary conditions $u(0) = 0$ and $u'(0.5) = g(x)$, with $g(x) = n\pi\cos(n\pi x)$ and $f(x) = n^2\pi^2\sin(n\pi x)$. We transform this problem into
the weak form and we discretize with B-spline basis functions

\[
\begin{bmatrix}
\int_{0,1/2} B_{1,2}'(x)B_{1,2}'(x)dx & \int_{0,1/2} B_{1,2}'(x)B_{2,2}'(x)dx & \int_{0,1/2} B_{1,2}'(x)B_{3,2}'(x)dx \\
\int_{0,1/2} B_{2,2}'(x)B_{1,2}'(x)dx & \int_{0,1/2} B_{2,2}'(x)B_{2,2}'(x)dx & \int_{0,1/2} B_{2,2}'(x)B_{3,2}'(x)dx \\
\int_{0,1/2} B_{3,2}'(x)B_{1,2}'(x)dx & \int_{0,1/2} B_{3,2}'(x)B_{2,2}'(x)dx & \int_{0,1/2} B_{3,2}'(x)B_{3,2}'(x)dx
\end{bmatrix}
\begin{bmatrix}
u_1 \\ u_2 \\ u_3
\end{bmatrix} = \\
\begin{bmatrix}
\int_{0,1/2} B_{1,2}(x)f_n(x)dx \\
\int_{0,1/2} B_{2,2}(x)f_n(x)dx \\
\int_{0,1/2} B_{3,2}(x)f_n(x)dx + n \pi \cos(n \pi 0.5)
\end{bmatrix}
\]

(29)

6.2. Artificial neural network approximating solution

Let us introduce the artificial neural network

\[
ANN(n, x) = y
\]

(30)

where \( n \) is the index of the \( f_n \) function, and \( x \) is the argument.

\[
ANN(n, x) = c \sigma \left( [a_1 a_2] \left[ \frac{n}{x} \right] + b \right) + d
\]

(31)

where the activation function

\[
\sigma(x) = \frac{1}{1 + e^{-x}}
\]

(32)
6.3. Training

The goal of the training is to find values of the weights $a_1, a_2, b, c, d$

We prepare a set of samples

- We randomly select $n \in (0, 1)$ and $x \in (0, 1)$
- We solve the IGA problem (29) to obtain $(u_1, u_2, u_3)$
- Input data $(n, x)$, output data $y(n, x) = u_1 B_{1,2} + u_2 B_{2,2} + u_3 B_{3,2}$

We define the error function

$$e(n, x) = 0.5 \left( \frac{c}{1 + \exp(-a_1n - a_2x - b)} + d - y(n, x) \right)^2 = 0.5 \left( \frac{c}{1 + \exp(-a_1n - a_2x - b)} + d - y(n, x) \right)^2 \quad (33)$$
Now, we compute the derivatives

\[
\frac{\partial e(n, x)}{\partial a_1} = \frac{c n \exp(-a_1 n - a_2 x - b) \left(\exp(-a_1 n - a_2 x - b) + 1\right) + d - y}{(\exp(-a_1 n - a_2 x - b) + 1)^2}
\]

(34)

\[
\frac{\partial e(n, x)}{\partial a_2} = \frac{c x \exp(-a_1 n - a_2 x - b) \left(\exp(-a_1 n - a_2 x - b) + 1\right) + d - y}{(\exp(-a_1 n - a_2 x - b) + 1)^2}
\]

(35)

\[
\frac{\partial e(n, x)}{\partial b} = \frac{c x \exp(-a_1 n - a_2 x - b) \left(\exp(-a_1 n - a_2 x - b) + 1\right) + d - y}{\left(\exp(-a_1 n - a_2 x - b) + 1\right)^2}
\]

(36)

\[
\frac{\partial e(n, x)}{\partial c} = \frac{c x \exp(-a_1 n - a_2 x - b) \left(\exp(-a_1 n - a_2 x - b) + 1\right) + d - y}{\left(\exp(-a_1 n - a_2 x - b) + 1\right)^2}
\]

(37)

\[
\frac{\partial e(n, x)}{\partial d} = \frac{c x \exp(-a_1 n - a_2 x - b) \left(\exp(-a_1 n - a_2 x - b) + 1\right) + d - y}{\left(\exp(-a_1 n - a_2 x - b) + 1\right)^2}
\]

(38)

We loop through the data set \(\{(n, x, y)\}_{(n, x) \in A}\) where \(A\) is the set of selected points from \((0, 0.5) \times (0, 1)\), and we train \(\text{ANN}\)

1. Select \(((n, x), y)\)
2. Compute \(y = \text{ANN}(n, x) = c \sigma \left(\begin{bmatrix} a_1 a_2 \\ n \\ x \end{bmatrix} + b\right) + d\)
3. Compute \(e(n, x)\)
4. Compute \(\frac{\partial e(n, x)}{\partial a_1}, \frac{\partial e(n, x)}{\partial a_2}, \frac{\partial e(n, x)}{\partial b}, \frac{\partial e(n, x)}{\partial c}, \frac{\partial e(n, x)}{\partial d}\)
5. Correct

\[
a_1 = a_1 - \eta * \frac{\partial e(n, x)}{\partial a_1}
\]

(39)

\[
a_2 = a_2 - \eta * \frac{\partial e(n, x)}{\partial a_2}
\]

(40)

\[
b = b - \eta * \frac{\partial e(n, x)}{\partial b}
\]

(41)

\[
c = c - \eta * \frac{\partial e(n, x)}{\partial c}
\]

(42)

\[
d = d - \eta * \frac{\partial e(n, x)}{\partial d}
\]

(43)

where \(\eta \in (0, 1)\).
Figure 21: Training for the simple artificial neural network starting from \( a_1 = a_2 = b = c = d = 1.0 \), for \( \eta = 0.1 \).

6.4. MATLAB implementation

```matlab
% Creation of dataset
A = [1/5 1/10 1/30; 1/10 2/15 1/10; 1/30 1/10 1/5];
i=1;
for n=0.01:0.001:0.5
  for x=0.01:0.001:0.5
    rhs= [ (pi*pi*n*n+2*cos(pi*n)-2)/(pi*pi*pi*n*n*n);
          (-2*pi*n*sin(pi*n)-4*cos(pi*n)+4)/(pi*pi*pi*n*n*n);
          ((2-pi*pi*n*n)*cos(pi*n)+2*pi*n*sin(pi*n)-2)/(pi*pi*pi*n*n*n) ];
    u=A \ rhs;
    y=u(1)*(1-x).^2+u(2)*2*x.*(1-x)+u(3)*x.^2;
    dataset_in_n(i)=n;
    dataset_in_x(i)=x;
    dataset_y(i)=y;
    i=i+1;
  endfor
endfor
ndataset=i-1;
% Training
a1=1.0; a2=1.0; b=1.0; c=1.0; d=1.0;
```
eta=0.1;
r = 0 + (1-0).*rand(ndataset,1);
r=r.*ndataset;
for j=1:ndataset
  i=floor(r(j));
  eval = c*1.0/(1.0+exp(-(a1*dataset_in_n(i)+a2*dataset_in_x(i)+b)))+d;
  error = 0.5*(eval-dataset_y(i))^2;;
  derrorda1 = ( c*dataset_in_n(i)*exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b)*
               (c / (exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b))+1)+d-dataset_y(i))
            / power((exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b)+1),2);
  a1=a1-eta* derrorda1;
  derrorda2 = ( c*dataset_in_x(i)*exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b)*
               (c / (exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b)+1)+d-dataset_y(i))
            / power((exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b)+1),2);
  a2=a2-eta* derrorda2;
  derrordb = ( c*exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b)*
               (c / (exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b)+1)+d-dataset_y(i))
            / (exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b)+1);
  b=b-eta* derrordb;
  derrordc = ( c / (exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b)+1)+d-dataset_y(i)
            ) / (exp(-a1*dataset_in_n(i)-a2*dataset_in_x(i)-b)+1);
\[ c = c - \text{eta} \cdot \text{derrordc}; \]
\[ \text{derrorrd} = \frac{c}{\exp(-a1\cdot\text{dataset}_\text{in}_n(i) - a2\cdot\text{dataset}_\text{in}_x(i) - b) + 1} + \text{d} - \text{dataset}_\text{y}(i); \]
\[ d = d - \text{eta} \cdot \text{derrorrd}; \]

\text{% evaluation of ANN approximation of } \sin(n\pi x) \text{ for } n=0.333
\]
\[ n = 0.333; \]
\[ x = 0:0.01:0.5; \]
\[ y = \sin(n\pi \cdot x); \]
\[ \text{eval} = c \cdot 1.0 / (1.0 + \exp(-a1\cdot n + a2 \cdot x + b)) + d; \]
\[ \text{plot}(x, y, x, \text{eval}); \]

6.5. Verification

In Figure [21] we present the training over 250,000 samples, and in Figure [22] we present the convergence of the training.

We select \( n = 0.333 \) and we compute

\[ y(x) = \text{ANN}(n, x) = \frac{c}{1 + \exp(-a1 \cdot n - a2 \cdot x - b)} + d \]  \( (44) \)

we compare with \( \sin(0.333\pi x) \) in Figure [23].

7. Appendix C: One-dimensional example of Physics Informed Neural Network

7.1. One dimensional heat-transfer problem

We focus again on the heat-transfer problem

\[ u''(x) + f(x) = 0 \quad x \in (0, 0.5) \]

\( (45) \)

defined over \( x \in (0, 0.5) \), with boundary conditions \( u(0) = 0 \) and \( u'(0.5) = g(0.5) \), with \( g(x) = n\pi \cos(n\pi x) \) and \( f(x) = n^2\pi^2 \sin(n\pi x) \).

7.2. Physics informed neural network

We define the neural network

\[ \text{PINN}(x) = u \]

\( (46) \)

where

\[ \text{PINN}(x) = c\sigma(ax + b) + d = \frac{c}{1 + \exp(-ax - b)} + d \]  \( (47) \)
We compute the derivatives

\[ PINN_x(x) = \frac{a \cdot c \cdot e^{ax-b}}{(e^{ax-b}+1)^2} \]  

(48)

and

\[ PINN_{xx}(x) = c \left( \frac{2a^2 e^{ax-2b}}{(e^{ax-b}+1)^3} - \frac{a^2 e^{ax-b}}{(e^{ax-b}+1)^2} \right) \]  

(49)

7.3. Training

The goal of the training is to find values of the weights \(a, b, c, d\)

We prepare a set of samples

- We randomly select \(x \in (0, 0.5)\)
- Input data \(x\), output data \(u = PINN(x)\)

We define

\[ F(x) = PINN_{xx}(x) + n^2 \pi^2 \sin(n \pi x) \]  

(50)
We define the error of approximation of PDE

\[
\text{error}_1(x) = 0.5 \times F(x)^2 = 0.5 \times (\text{PINN}_{xx}(x) + n^2 \pi^2 \sin(n \pi x))^2 = 0.5 \times \left( c \left( \frac{2a^2 \exp(-2ax - 2b)}{(\exp(-ax - b) + 1)^3} - \frac{a^2 \exp(-ax - b)}{(\exp(-ax - b) + 1)^2} \right) + n^2 \pi^2 \sin(n \pi x) \right)^2
\]

as well as the error of approximation of the boundary condition at \(x = 0\)

\[
\text{error}_2(0) = 0.5 \times (\text{PINN}(0) - 0)^2 = 0.5 \times \left( \frac{c}{1 + \exp(-b)} + d - 0 \right)^2
\]

as well as the error of approximation of the boundary condition at \(x = 0.5\)

\[
\text{error}_3(0.5) = 0.5 \times (\text{PINN}_x(0.5) - g(0.5))^2 = 0.5 \times \left( \frac{a \times c \times \exp(-a0.5 - b)}{(\exp(-a0.5 - b) + 1)^2} - n \pi \cos(n \pi 0.5) \right)^2
\]

1. Select \(x\)
2. Compute \(u = \text{PINN}(x) = c \sigma (ax + b) + d = \frac{c}{1 + \exp(-ax-b)} + d\)
3. Compute \(\text{error}_1(x), \text{error}_2(0), \text{error}_3(0.5)\)
4. Compute \(\frac{\partial \text{error}_1(x)}{\partial a}, \frac{\partial \text{error}_1(x)}{\partial b}, \frac{\partial \text{error}_1(x)}{\partial c}, \frac{\partial \text{error}_1(x)}{\partial d}\)
5. Compute \(\frac{\partial \text{error}_2(0)}{\partial a}, \frac{\partial \text{error}_2(0)}{\partial b}, \frac{\partial \text{error}_2(0)}{\partial c}, \frac{\partial \text{error}_2(0)}{\partial d}\)
6. Compute \(\frac{\partial \text{error}_3(0.5)}{\partial a}, \frac{\partial \text{error}_3(0.5)}{\partial b}, \frac{\partial \text{error}_3(0.5)}{\partial c}, \frac{\partial \text{error}_3(0.5)}{\partial d}\)
7. Correct

\[
a = a - \eta \times \frac{\partial e(x)}{\partial a}
\]

\[
b = b - \eta \times \frac{\partial e(x)}{\partial b}
\]

\[
c = c - \eta \times \frac{\partial e(x)}{\partial c}
\]

\[
d = d - \eta \times \frac{\partial e(x)}{\partial d}
\]

where \(e(x) = \text{error}_1(x) + \text{error}_2(x) + \text{error}_3(x)\) for \(\eta \in (0, 1)\).
We compute

\[
\frac{\partial PINN_{xx}(x)}{\partial a} = c \left( \frac{a^2 x \exp(-ax - b)}{(\exp(-ax - b) + 1)^2} - \frac{6a^2 x \exp(-2ax - 2b)}{(\exp(-ax - b) + 1)^3} + \frac{6a^2 x \exp(-3ax - 3b)}{(\exp(-ax - b) + 1)^4} \right)
\]

\[
\frac{\partial PINN_{xx}(x)}{\partial b} = \frac{c \left( a^2 \exp(ax + b) (-4 \exp(ax + b) + \exp(2ax + 2b) + 1) \right)}{(\exp(ax + b) + 1)^4}
\]

\[
\frac{\partial PINN_{xx}(x)}{\partial c} = \left( \frac{2a^2 \exp(-2ax - 2b)}{(\exp(-ax - b) + 1)^3} - \frac{a^2 \exp(-ax - b)}{(\exp(-ax - b) + 1)^2} \right)
\]

\[
\frac{\partial PINN_{xx}(x)}{\partial d} = 0
\]

\[
\frac{\partial PINN(0)}{\partial a} = 0
\]

\[
\frac{\partial PINN(0)}{\partial b} = \frac{\exp(-b)c}{(\exp(-b) + 1)^2}
\]

\[
\frac{\partial PINN(0)}{\partial c} = \frac{1}{(\exp(-b) + 1)}
\]

\[
\frac{\partial PINN(0)}{\partial d} = 1.0
\]

\[
\frac{\partial PINN_{x}(0.5)}{\partial a} = c \cdot \exp(b - a) \left( \frac{(1 - 0.5a) \exp(2a + b) + (0.5a + 1) \exp(1.5a)}{\exp(0.5a + b) + 1} \right)
\]

\[
\frac{\partial PINN_{x}(0.5)}{\partial b} = \frac{ac \cdot \exp(b - 0.5a) (\exp(a) - \exp(1.5a + b))}{(\exp(0.5a + b) + 1)^3}
\]

\[
\frac{\partial PINN_{x}(0.5)}{\partial c} = \frac{a \cdot \exp(-0.5a - b)}{(\exp(-0.5a - b) + 1)^2}
\]

\[
\frac{\partial PINN_{x}(0.5)}{\partial d} = 0
\]
Using the above formulas we have

\[
\frac{\partial \text{error}_1(x)}{\partial a} = \left( c \left( \frac{2a^2 \exp(-2ax - 2b)}{(\exp(-ax - b) + 1)^3} - \frac{a^2 \exp(-ax - b)}{(\exp(-ax - b) + 1)^2} \right) + n^2 \pi^2 \sin(n \pi x) \right) \\
\frac{6a^2 \exp(-3ax - 3b)}{(\exp(-ax - b) + 1)^4} - \frac{2a \exp(-ax - b)}{(\exp(-ax - b) + 1)^2} + \frac{4a \exp(-2ax - 2b)}{(\exp(-ax - b) + 1)^3} \tag{70}
\]

\[
\frac{\partial \text{error}_1(x)}{\partial b} = \left( c \left( \frac{2a^2 \exp(-2ax - 2b)}{(\exp(-ax - b) + 1)^3} - \frac{a^2 \exp(-ax - b)}{(\exp(-ax - b) + 1)^2} \right) + n^2 \pi^2 \sin(n \pi x) \right) \\
\frac{a^2 \exp(ax + b)}{(\exp(ax + b) + 1)^4} \tag{71}
\]

\[
\frac{\partial \text{error}_1(x)}{\partial c} = \left( c \left( \frac{2a^2 \exp(-2ax - 2b)}{(\exp(-ax - b) + 1)^3} - \frac{a^2 \exp(-ax - b)}{(\exp(-ax - b) + 1)^2} \right) + n^2 \pi^2 \sin(n \pi x) \right) \\
\left( \frac{2a^2 \exp(-2ax - 2b)}{(\exp(-ax - b) + 1)^3} - \frac{a^2 \exp(-ax - b)}{(\exp(-ax - b) + 1)^2} \right) \tag{72}
\]

\[
\frac{\partial \text{error}_1(x)}{\partial d} = 0 \tag{73}
\]

\[
\frac{\partial \text{error}_2(x)}{\partial a} = 0 \tag{74}
\]

\[
\frac{\partial \text{error}_2(x)}{\partial b} = \left( \frac{c}{1 + \exp(-b)} + d - 0 \right) \frac{\exp(-b)c}{(\exp(-b) + 1)^2} \tag{75}
\]

\[
\frac{\partial \text{error}_2(x)}{\partial c} = \left( \frac{c}{1 + \exp(-b)} + d - 0 \right) \left( \frac{2a^2 \exp(-2ax - 2b)}{(\exp(-ax - b) + 1)^3} - \frac{a^2 \exp(-ax - b)}{(\exp(-ax - b) + 1)^2} \right) \tag{76}
\]
\[
\frac{\partial \text{error}2(x)}{\partial d} = \left( \frac{c}{1 + \exp(-b)} + d - 0 \right) 
\]

(77)

\[
\frac{\partial \text{error}3(x)}{\partial a} = \frac{(a \ast c \ast \exp(-a0.5 - b) - n\pi \cos(n\pi 0.5))}{(\exp(-a0.5 - b) + 1)^2 - n\pi \cos(n\pi 0.5) \ast (a \ast c \ast (1 - 0.5a) \ast \exp(2a + b) + (0.5a + 1) \exp(1.5a))}{(\exp(0.5a + b) + 1)^3}
\]

(78)

\[
\frac{\partial \text{error}3(x)}{\partial b} = \frac{(a \ast c \ast \exp(-a0.5 - b) - n\pi \cos(n\pi 0.5))}{(\exp(-a0.5 - b) + 1)^2 - n\pi \cos(n\pi 0.5) \ast (a \ast c \ast \exp(0.5a + b) + 1)}
\]

(79)

\[
\frac{\partial \text{error}3(x)}{\partial c} = \frac{(a \ast c \ast \exp(-a0.5 - b) - n\pi \cos(n\pi 0.5))}{(\exp(-a0.5 - b) + 1)^2 - n\pi \cos(n\pi 0.5) \ast \exp(-0.5a - b)}
\]

(80)

\[
\frac{\partial \text{error}3(x)}{\partial d} = 0
\]

(81)

7.4. MATLAB implementation

% Creation of dataset
i=1;
n=0.333;
for x=0.01:0.01:0.5
y=sin(n*pi*x);
dataset in x(i)=x;
dataset y(i)=y;
i=i+1;
endfor
ndataset=i-1;

% Training
a1=1.0; a2=1.0; b=1.0; c=3.0; d=1.0;
eta=0.1;
 r = 0 + (1-0).*rand(ndataset,1);
r=r.*ndataset;
for j=1:ndataset
 i=floor(r(j));
eval = c*1.0/((1.0+exp(-(a*dataset_in_x(i)+b)))+d);
error = 0.5*(eval-dataset_y(i))^2;

% Training of the PDE
x = dataset_in_x(i);
n = dataset_in_n(i);
Fx = c*(2*a*a*exp(-2*a*x-2*b) / power((exp(-a*x-b)+1),3)
 - a*a*exp(-a*x-b) / power((exp(-a*x-b)+1),2)) + n*n*pi*pi*sin(n*pi);
derrorida = Fx*c *( (a*a*x*exp(-a*x-b))/power((exp(-a*x-b)+1),2)
 - (6*a*a*x*exp(-2*a*x-2*b))/power((exp(-a*x-b)+1),3)
 + (6*a*a*x*exp(-3*a*x-3*b))/power((exp(-a*x-b)+1),4)
 - (2*a*exp(-a*x-b))/power((exp(-a*x-b)+1),2)
 + (4*a*exp(-2*a*x-2*b))/power((exp(-a*x-b)+1),3));
a=a-eta* derrorida;
derror1db = Fx*c*( (a*a*exp(a*x+b))*(4*exp(a*x+b)
 +exp(2*a*x+2*b)+1)/power((exp(a*x+b)+1),4));
b=b-eta* derror1db;
Figure 25: Convergence of error for training of PINN

derror1dc = Fx*( (2*a*a*exp(-2*a*x-2*b))/power((exp(-a*x-b)+1),3) 
   -(a*a*exp(-a*x-b))/power((exp(-a*x-b)+1),2));
c=c-eta* derror1dc;
derror1dd = 0;
d=d-eta* derror1dd;
% Training of the boundary condition at x=0
x=0;
derror2da = 0;
a=a-eta* derror2da;
derror2db = (c / (1+exp(-b))+d)* (exp(-b)*c)/power((exp(-b)+1),2);
b=b-eta* derror2db;
derror2dc = (c/(1+exp(-b))+d)* (2*a*a*exp(-2*a*x-2*b))/power(exp(-a*x-b)+1,3) 
   - (a*a*exp(-a*x-b))/power(exp(-a*x-b)+1,2));
c=c-eta* derror2dc;
derror2dd = c/(1+exp(-b))+d;
d=d-eta* derror2dd;
% Training of the boundary condition at x=0.5
x=0.5;
derror3da = (a*c*exp(-a*0.5-b)/power((exp(-a*0.5-b)+1),2) 
   -n*pi*cos(n*pi*0.5)) *c*exp(b-a)*((1-0.5*a)*exp(2*a+b) 
   +(0.5*a+1)*exp(1.5*a))/power((exp(0.5*a+b)+1),3);
\( a = a - \eta \cdot d\text{error}_3 \)
\( d\text{error}_{3b} = \frac{a \cdot c \cdot \exp(-a \cdot 0.5 - b)}{\text{power}(\exp(-a \cdot 0.5 - b) + 1, 2)} - n \cdot \pi \cdot \cos(n \cdot \pi \cdot 0.5) \cdot a \cdot c \cdot \exp(b - 0.5 \cdot a) \cdot (\exp(a) + \exp(1.5 \cdot a + b))}{\text{power}(\exp(0.5 \cdot a + b) + 1, 3)} \)
\( b = b - \eta \cdot d\text{error}_{3b} \)
\( d\text{error}_{3c} = \frac{a \cdot c \cdot \exp(-a \cdot 0.5 - b)}{\text{power}(\exp(-a \cdot 0.5 - b) + 1, 2)} - n \cdot \pi \cdot \cos(n \cdot \pi \cdot 0.5) \cdot a \cdot \exp(-b - 0.5 \cdot a)}{\text{power}(\exp(-0.5 \cdot a - b) + 1, 2)} \)
\( c = c - \eta \cdot d\text{error}_{3c} \)
\( d\text{error}_{3d} = 0 \)
\( d = d - \eta \cdot d\text{error}_{3d} \)
endfor

% evaluation of PINN approximation of \( \sin(0.333 \cdot \pi \cdot x) \)
\( n = 0.333; \)
\( x = 0:0.01:0.5; \)
\( y = \sin(n \cdot \pi \cdot x); \)
\( \text{eval} = \frac{c}{1 + \exp(-a \cdot x + b)} + d; \)
plot(x,y,x,eval);

7.5. Verification
In Figure 24 we present the training over 50 samples, and in Figure 25 we present the convergence of the training.
The PINN has been trained for \( n = 0.333 \) so we compute
\[
y(x) = \text{ANN}(n, x) = \frac{c}{1 + \exp(a \cdot x - b)} + d \tag{82}
\]
we compare with \( \sin(0.333\pi x) \) in Figure 26.
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