Abstract

Visual counterfactual explanations identify modifications to an image that would change the prediction of a classifier. We propose a set of techniques based on generative models (VAE) and a classifier ensemble directly trained in the latent space, which, all together, improve the quality of the gradient required to compute visual counterfactuals. These improvements lead to a novel classification model, Clarity, which produces realistic counterfactual explanations over all images. We also present several experiments that give insights on why these techniques lead to better quality results than those in the literature. The explanations produced are competitive with the state-of-the-art and emphasize the importance of selecting a meaningful input space for training.

1 INTRODUCTION

In many application areas, deep neural networks must not only be powerful predictive tools but they must also produce interpretable results that can be understood and accepted by humans (Callahan and Shah, 2017; Sartor and Lagioia, 2020; Singla, 2020). One of the techniques contributing to the interpretability of results produced by deep classifiers is the generation of counterfactuals (Keane et al., 2021; Watcher et al., 2017): given a classifier \( C \), an input \( X \) and its predicted class \( y = \arg \max(C(X)) \) with \( C(X) \) the output distribution of the classifier, a counterfactual \( X' \) of \( X \) for a target class \( y' \neq y \) is an input as close as possible to \( X \) but of predicted class \( y' = \arg \max(C(X')) \). To do this we add the additional constraint that \( X' \) must be a realistic/plausible example of the class \( y' \) (i.e., belongs to the collection of examples of the class \( y' \)), which distinguishes a counterfactual from an adversarial attack (Szegedy et al., 2014). A counterfactual thus expresses the minimal modifications that must be made to \( X \) so that it is interpreted by the classifier as belonging to the target class \( y' \) instead of \( y \).

The production of counterfactuals was first applied to low-dimensional tabular data (Watcher et al., 2017), where the gap between the counterfactual \( X' \) and \( X \) can be measured simply by the minimum number of controllable features to modify (e.g., number of renovation works to sell a house). This problem was then extended to high-dimensional spaces such as images to give rise to visual counterfactual explanations (Boreiko et al., 2022; Chang et al., 2019; Goyal et al., 2019; Liu et al., 2019; Sanchez and Tsaftaris, 2022).

In this paper we focus on gradient-based methods for generating visual counterfactuals. Under this term we gather all methods (Höltgen et al., 2021; Joshi et al., 2019; Liu et al., 2019; Schut et al., 2021) that are based on gradient descent to find the counterfactual image \( X' \), typically by searching an image that substantially maximizes the probability \( P(Y = y'|X') \) of the target class, starting from \( X \). This restriction is motivated by the fact that gradient-based methods remain simple and fast (as they can benefit from deep learning frameworks running on GPUs) compared to other more sophisticated counterfactual search techniques, such as those based on vectorial quantification (Van Looveren and Klaise, 2021) or sparse changes around an \( l_p \)-ball, which is sensitive to multiple hyperparameters and adversarial robustness (Boreiko et al., 2022).

In this context of gradient-based methods, we propose a new and simpler classification model that is able to produce quality visual counterfactuals, where other gradient-based methods fail to do so, even on an image classification problem as simple as MNIST. This new model has been conceived to be explainable by design, which can be desirable in areas where explainability is expected. The counterpart is that our method integrates its own classifiers and thus does not allow, unlike other methods (Joshi et al., 2019;
Schut et al., 2021; Van Looveren and Klaise, 2021), to take any arbitrary classifier as an input. Therefore our method does not serve as a debugging tool to inspect the consistency of the results produced by some external classifier.

We call our model Clarity, and it consists in computing the gradient from an ensemble of classifiers trained directly in the latent space of a VAE. We show that only the combined contributions of the VAE and of a model ensemble enable a stable computation of the gradient (i.e., reduce its variance), ensure the convergence of the gradient descent and, eventually, result in quality counterfactuals.

To summarize, our main contributions are the following:

- a set of techniques to improve the quality of the gradient used to compute counterfactuals;
- a classification model Clarity based on these techniques to produce quality counterfactual images;
- insights based on many experiments that explain why these techniques are essential to obtain quality counterfactuals.

The next four sections sequentially describe the difficulties encountered when computing a gradient-based visual counterfactual and how each of these issues can be overcome, leading to our method Clarity.

2 COUNTERFACTUAL EXPLANATIONS IN IMAGE SPACE

In this section, we will study how counterfactual explanations behave when applied to deep learning models on images, in the simplest form. Recall that a counterfactual explanation consists in finding the minimal changes to an image $X$, such that the model predicts the new target class: $y' = \arg \max(C(X'))$, and $X' = X + \Delta$, where $\Delta$ is the counterfactual perturbation.

In most methods, counterfactual explanations are obtained by iteratively minimizing the following quantity

$$L_{CE}(X') = L(C(X'), y') + \lambda d(X, X'),$$  \hspace{1cm} (1)

where $L$ denotes the cross-entropy loss and $d$ is a distance function. The first term ensures that the counterfactual explanation is classified as $y'$ by the model, and the second term forces the explanation to not be too far off the original input $X$. Usually $d$ is chosen as the distance function of the L1 or L2 norm. $\lambda$ is a hyperparameter that defines how strongly the counterfactual is penalized from going too far from the original example. One might note that this optimization problem is the same as the one used to generate adversarial examples (Szegedy et al., 2014; Watcher et al., 2017). This fact raises the problem of ensuring that the counterfactual explanations appear to be realistic.

The notion of realism in counterfactual explanations has been the subject to several discussions in the research community. For tabular data, it can be as easy as checking that the different values make sense, but it does not exclude some cases that can be challenging, especially when the number of attributes and possible values grow. For image data, it can be even more challenging to define what a realistic image looks like. One way to reliably say whether a counterfactual image is realistic is simply to ask an expert if the new image $X'$ truly belongs to the intended target class $y'$ (Freiesleben, 2022). If this is not the case, then it means that $X'$ is rather an adversarial example that tricked the classifier into predicting the wrong label.

Our first experiment is then to naively optimise (1) by applying a gradient-based algorithm. We train a CNN on MNIST dataset (LeCun et al., 2010), with adversarial training (Goodfellow et al., 2015). Adversarial training has been shown to highly improve the quality of counterfactual explanations (Boreiko et al., 2022; Schut et al., 2021). We then generate a counterfactual example by using the Adam optimizer (Kingma and Ba, 2015) to solve (1), similarly to the Fast Gradient Sign Method (FGSM) (Goodfellow et al., 2015). We choose L1-norm as the distance, with $\lambda = 0.001$ since higher values prevent the counterfactual to converge to the target class. We stop once we reach a target probability $P(Y = y'|X') \geq 0.99$ or more than 500 steps. On dozens of attempts, many of them failed to converge to a convincing counterfactual. For instance, Figure 1a shows the result when trying to generate a counterfactual image of a 1 from an image of a 5. Even with adversarial training, the generated counterfactual is noisy and does not look like a 1 nor like any number at all.

In order to limit the presence of noise in the data, and to obtain sparse counterfactual explanations, Schut et al. (Schut et al., 2021) propose an algorithm based on the Jacobian-based Saliency Map Attack (JSMA) (Papernot et al., 2016). The results have failed to converge after 500 iterations.

The next four sections sequentially describe the difficulties encountered when computing a gradient-based visual counterfactual and how each of these issues can be overcome, leading to our method Clarity.
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\caption{Comparison of counterfactual explanations ($5 \rightarrow 1$) between two image space algorithms. Top left: original image. Top right: Counterfactual explanation. Bottom: Difference between explanation and original image. Schut has failed to converge after 500 iterations.}
\end{figure}
changes to the image itself.

Their algorithm revolves around a Bayesian Neural Network (BNN) based on an ensemble of models (Lakshminarayanan et al., 2017), in order to implicitly minimize the “epistemic uncertainty” of the prediction. **Epistemic uncertainty** represents the uncertainty of the model due to the lack of knowledge in the data distribution. As such, a trained BNN will have higher epistemic uncertainty on unrealistic out-of-distribution samples. They also use **aleatoric uncertainty**, which measures the uncertainty related to the noise in the data itself, to generate unambiguous counterfactuals. Both uncertainties can be retrieved by decomposing the overall predictive uncertainty (Depeweg et al., 2018; Kendall and Gal, 2017).

In practice, they replace the second term in (1) by the predictive entropy, which measures the overall interpretability of the counterfactual. They show that simply minimizing the expected value of the cross-entropy also minimizes the predictive entropy. By using an ensemble of models \((C_m)_{m=1}^M\), their objective function then becomes

\[
\mathcal{L}_{Schut}(X') = \frac{1}{M} \sum_{m=1}^M L(C_m(X'), y'). \tag{2}
\]

The results of this algorithm on the same counterfactual example, are shown in Figure 1b. While this algorithm works sometimes on examples where the distance between the image and its counterfactual is minimal, it is not able to create meaningful and realistic counterfactuals for any image. Here, we let the algorithm run for 500 iterations with a step \(\delta = 0.2\). The result doesn’t resemble the intended class, with a final target probability \(P(Y = 1|X')\) around \(10^{-5}\). While the changes are sparse compared to the simple gradient descent algorithm, there is still noise present on the image. The fact that this algorithm is not suited for every couple of starting and target classes was observed in the original paper (Schut et al., 2021). We observed this fact on several images of MNIST. More examples are shown in Table 1, where the algorithm either failed to converge or converged to an unrealistic counterfactual.

### 3 COUNTERFACTUAL EXPLANATIONS IN A LATENT SPACE

We now understand that trying to generate realistic counterfactual explanations in a highly dimensional space such as an image space, can be challenging. A fundamental issue is that we are trying to generate a realistic image representing a high-level concept by modifying low-level data.

In Joshi et al. (2019) the authors propose to restrict the space in which an explanation can be generated. They do this by using a generative model, which produces data samples from a distribution \(p(X)\). The most widely used generative models are Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) and Variational Auto-Encoders (VAEs) (Kingma and Welling, 2014). The generative model chosen in Joshi et al. (2019) for most of their experiments was a VAE, although it is also possible on a GAN (Liu et al., 2019). In this case, we will use a VAE. Let \(q(\mathbf{z}|X)\) be the normal variational posterior which samples a latent variable \(\mathbf{z} \in \mathcal{Z} \subseteq \mathbb{R}^d\) from an image \(X \in \mathcal{X} \subseteq \mathbb{R}^k\), with \(d \ll k\), thanks to an encoder network parameterized by \(\theta\). Let \(z \mapsto G_\psi(z)\) be the generative function, implemented as a decoder network parameterized by \(\psi\), that decodes the latent variable \(z\) into the image \(X\), i.e. \(G_\psi(z) \approx X\).

The counterfactual generation algorithm in Joshi et al. (2019) called **REVISE**, aims to optimize the loss function

\[
\mathcal{L}_{Revise}(z') = L(C(G_\psi(z')), y') + \lambda d(X, G_\psi(z')). \tag{3}
\]

Solving this optimization problem can be done using the same gradient-based algorithm, but the optimization is done on \(z'\) rather than \(X'\). The initial latent embedding is given by the encoder: \(z' \sim q_\theta(z|X)\).

Figure 2a and 2b present some counterfactual explanations produced by REVISE. We use the same CNN as in the image space-based counterfactual algorithms shown in Section 2. We use \(\lambda = 0.001\) with an L1-norm (the algorithm does not converge for higher values of \(\lambda\)). In both cases, the algorithm converged to an \(X'\) with \(P(Y = y'|X') \geq 0.99\). The counterfactual images obtained by REVISE are generally better and less noisy, but there are still some cases where the counterfactual examples are not realistic. Figure 2a is ambiguous and presents some artifacts, and Figure 2b does not look like any number at all but rather an arbitrary symbol that fools the classifier into believing it is a 1.
We checked whether an ensemble approach such as the one used by Schut et al. (2021), when applied to REVISE, could improve the counterfactual quality. The idea is to implicitly minimize the epistemic uncertainty of the counterfactual. The new objective function is now given by:

\[
L_{\text{Revise-}e}(z') = \frac{1}{M} \sum_{m=1}^{M} L(C_m(G_{\psi}(z'))), y') + \lambda d(X, G_{\psi}(z')) ,
\]

where \((C_m)_{m=1}^{M}\) denotes the ensemble of classifiers. This modification will be referred to as REVISE-ENSEMBLE, or REVISE-E.

Figures 2c and 2d show the qualitative results of this modification, with an ensemble of \(M = 50\) classifiers. The improvements, if any, are marginal in the realism of these counterfactuals.

### 4 THE LATENT SPACE AS A BASIS FOR CLASSIFICATION MODELS

In this section, we propose to show how using a classifier directly trained on the latent space of a VAE leads to higher quality explanations, and we give some insights on why this is the case.

Similarly to REVISE, this new method relies on a latent space from a VAE for producing explanations. However, instead of using a classifier trained on the image space \(X\), it uses a model trained directly onto the latent space \(Z\). Equation 5 describes the new objective function

\[
L_{\text{latent}}(z') = L(C(z'), y') + \lambda d(z, z'),
\]

with \(z \sim q_{\theta}(z|X)\) being sampled from the encoder.

Notice that the distance is now computed on the latent space rather than on the image space. While we have not found much difference empirically on MNIST dataset, this “semantic” distance (rather than the pixel-wise distance) yields better results on the CelebA dataset (Subramanian, 2020). See Section 5 for more details on this aspect.

We show in Figure 3 the architectural difference between REVISE and our approach. REVISE uses a classifier in which both blue and red parts are trained for the classification task, whereas we only train the red part after the encoder of the VAE. In the end, the architecture of the classifier for REVISE and the “Encoder + Classifier” for our method is the same: they share the same amount of parameters, for fairness reasons. On the one hand, our approach directly computes the gradient \(\frac{\partial L}{\partial z}\) w.r.t. \(z\), with \(L\) being the objective function to optimize. On the other hand, REVISE has to go all the way through the decoder: \(\frac{\partial L}{\partial z} = \frac{\partial L}{\partial X} \frac{\partial X}{\partial z}\). Therefore, we can achieve a faster computation of the gradient compared to REVISE, up to an order of magnitude faster in practice.

Figure 3: Difference of architecture between REVISE and using a latent space classifier. Blocks of same color share the same architecture.

Figure 4 shows the qualitative results of our approach on MNIST. Just like the image space classifiers, we use adversarial training. The explanations are generated using \(\lambda = 0.001\), and stop at a target probability of 0.99. As we can see, the counterfactual explanation 6 → 3 is very realistic as it presents no artifacts nor ambiguity. The explanation even preserves features such as handwriting since the thickness of the stroke is the same in both the original image and the counterfactual explanation. However, the transformation 5 → 1 is not quite satisfactory, as it still presents artifacts and ambiguity.

Given these results, one might ask how training a model directly on a VAE latent space can achieve more realistic explanations. In Figure 5, we interpolate two images of two different classes into the latent space given the equation \(z(t) = (1-t)z_1 + tz_2, t \in [0,1]\). Both \(z_1\) and \(z_2\) are latent representations from the encoder of the VAE of the two images \(X_1\) and \(X_2\), with distinct respective classes \(y_1\) and \(y_2\). We also plot the target probability \(t \mapsto P(Y = y_2 \mid z(t))\) for both the image and the latent space classifiers. For the image space classifier, we first decode \(X(t) = G_{\psi}(z(t))\) and then compute the predictive probability of \(X(t)\). For each type of model, we trained 50 of them and plotted their curves in order to make sure the behavior observed is independent of the epistemic variance.

Notice how steep the curves for the image classifiers are
when interpolating the latent space, in contrast to the classifiers directly trained in it. To understand the reason for this, let us recall that the density induced by the training data is extremely sparse when expressed in the image space: each class forms an “isolated island” of density. To go from one class to another, it is therefore necessary to cross spaces of very low density, corresponding to out-of-distribution unrealistic images. A classifier trained directly in the image space will therefore have the possibility to arbitrarily place separating boundaries between classes within this space, as illustrated on Fig. 6a. Moreover, the cross-entropy will encourage transitions to be as steep as possible, unless there is a strong regularization on weights. Consequently, outside of these transition zones, the probability of the target class will be particularly stable, often equal to $0 + \varepsilon$ or $1 - \varepsilon$. This is exactly the “plateau effect” observable on the left and right-hand sides of the curves in Figure 5.

How do these facts translate into the VAE’s latent space? During training, the VAE compresses the information contained in the density underlying the training data in such a way that the high density subspaces occupy a preponderant part of the latent space and, on the contrary, that the low density areas are mapped to very small volumes. The distribution of each class of images being represented by numerous examples (e.g., many characteristic images in MNIST) is thus mapped to significant volumes of the latent space, whereas the inter-class transition zones, corresponding to unrealistic images not observed during training, are reduced to very thin layers of the latent space, as illustrated on Fig. 6b. Experimental results shown on Figure 7 confirm this phenomenon: if we consider the interpolated segments of images either in the image or in the latent space, we see that the probability transitions of classifiers trained in the image space clearly appear more tightened in the latent space than in the image space, reflecting the compression effect on low density areas. Since the probability transition areas are very small when viewed from the latent space, the smoothing of the probabilities by a ensemble of classifiers is very localized and thus rendered inefficient, which explains why REVISE-ENSEMBLE does not add much compared to REVISE.

As a consequence, the VAE distorts geometry in the latent space in such a way that unrealistic transition areas can appear very close to realistic image plateaux, attracting the gradient in a wrong direction, all the more easily as probability transitions are steep. Once the transition is underway, the probability of the target class reaches the extreme value of 1 very quickly so that the gradient descent stops, without the corresponding counterfactual being realistic.

On the other hand, by training the classifier directly in the latent space, the model is forced to be constrained by the lower dimension, which leads to smoother separations less prone to overfitting, as illustrated in Fig. 6c. We can clearly see in Fig. 5 how the model trained in latent space isn’t
confident as long as the example is ambiguous. This can explain why latent-space based classifiers are more interpretable, as the gradients lead more naturally to examples closer to the target class and not outliers.

We can also notice in Fig. 5a how, in the case of REVISE, the probability curve is not monotonous, with multiple local maxima. These instabilities again illustrate how the image space classifier is not well calibrated when observed from the latent space. They also entail the risk for REVISE of being stuck in local maxima when trying to generate an explanation. This has been noticed in a few cases, like in Fig. 8c where we ask REVISE-E to come up with a counterfactual explanation from a 3 to an 8. REVISE-E struggles for more than 200 steps to get out of a local maximum and fails by returning an unrealistic counterfactual. This is contrasted by the results of the latent space trained classifiers, which not only yield smooth curves, but monotonous as well. However, we can notice in Figure 5 the variance be-

between the different classifiers in the interpolated probability curves. We will explain in the next section how leveraging an ensemble of models to minimize the epistemic uncertainty (in addition to the latent space classifiers) can lead to better explanations.

5 CLARITY: AN EXPLAINABLE BAYESIAN LATENT SPACE CLASSIFIER

We will now present Clarity, a type of classifier that subsumes every component we have seen so far to produce quality visual counterfactual explanations. The basis behind Clarity is to use a Bayesian classifier trained on a latent space of a VAE. In Section 4, we have seen how using a latent space classifier helps to produce classifiers that are less overconfident on ambiguous examples, due to the fact that the latent space, being lower-dimensional and continuous, removes sparsity in the input space. However, in Figure 5, we can see that, given an ensemble of latent space classifiers \((C_m)_{m=1}^M\), there is a noticeable variance on how each of the classifiers predict its target probability. In order to minimize the epistemic uncertainty during the process of generating a counterfactual explanation, we propose to use an ensemble of classifiers just like in Schüt et al. (2021).

The new objective function is given Equation 6. We choose as a starting point the mean of the variational posterior, and thus our algorithm is deterministic.

\[
L_{\text{Clarity}}(z) = \frac{1}{M} \sum_{m=1}^M L(C_m(z), y) + \lambda d(z, z').
\]  

Following this new objective, we define our counterfactual generation algorithm in Algorithm 1.

Algorithm 1 Clarity counterfactual example generation

**Input:** Original image \(X\), target class \(y'\), target probability \(\gamma\), maximum number of iterations \(N\), hyperparameter \(\lambda\), VAE with variational posterior \(q_\theta(z|X) = N(\mu, \Sigma)\) and decoder \(G_\psi(z)\), ensemble of classifiers \((C_m(z))_{m=1}^M\), optimizer opt

**Output:** counterfactual image \(X'\)

\(\mu, \Sigma \leftarrow q_\theta(z|X)\)
\(z \leftarrow \mu, z' \leftarrow z, i \leftarrow 0\)
while \(\frac{1}{M} \sum_{m=1}^M p(y' | z') \leq \gamma\) and \(i \leq N\) do
\[
S(z', y') = \nabla_{z'} \left( \frac{1}{M} \sum_{m=1}^M L(C_m(z'), y') + \lambda d(z, z') \right)
\]
\(z' \leftarrow \text{opt}(z', S(z', y'))\)
\(i \leftarrow i + 1\)
end
**return** \(X' = G_\psi(z')\)

In Figure 9, we show qualitative results of this new method. Figure 9a displays some slight improvements on the counterfactual explanation, as the 3 is more continuous, especially in the middle. However, the most noticeable improvements are seen in Figure 9b. The counterfactual image is much more realistic when considering it is representing a 1, compared to previous methods.
Returning to the example of Figure 8, Clarity produces a more realistic counterfactual than REVISE-E. Clarity is also more consistent than REVISE-E in terms of uncertainty, since with REVISE-E the final uncertainties, both epistemic and aleatoric, are much higher than the uncertainties of the original example, whereas the initial and final uncertainties are around the same value with our method.

In addition to those counterfactual images, we show the trajectories of the $5 \rightarrow 1$ counterfactual explanations for each method on a 2D latent space, in Figure 10. This 2D latent space has been generated by another VAE, as described in the work of Smith and Gal (2018). The background grey scale represents the epistemic uncertainty of the current classifier (latent space based for Clarity, image space based for the others), for each sampled point in the 2D latent space. Firstly, notice how the image space classifier is overconfident in areas that are well beyond the test samples, while the latent space classifier is more conservative with its uncertainty estimates. Secondly, among all counterfactual generation algorithms, the one given by Clarity ends up in the middle of the data distribution of the class “1” (in cyan), which is what we expected. Image space based algorithms fail to change the image in a meaningful way, as the counterfactual is very close to the original example in the 2D latent space, even though the image has been clearly modified. Finally, REVISE produces an example that is indeed different in the 2D latent space, but that does not end up in the area of the space that interests us and instead gives an example that is far away from the class “1”.

These empirical results show how the combined techniques given by Clarity help to compute a gradient that is more meaningful since the direction of the gradient descent algorithm leads to a realistic example that lies in the data distribution. Training a classifier on a latent space forces the model to learn class separations that are well-fitted in terms of semantic and high-level features. Furthermore, the use of an ensemble of models helps to reduce the variance in the gradient and to follow a direction that ends up minimizing both epistemic and aleatoric uncertainties.

Additional experiments In Table 1 we show additional empirical results on the MNIST dataset. Each row represents a particular example, and each column a different counterfactual explanation algorithm, with the exception of the first column being the original image. The VAE encoder uses 3 convolutional layers with Batch Normalization (Ioffe and Szegedy., 2015) with PReLU activation (He et al., 2015). Then, the latent space is of size 16 and the decoder mirrors the encoder with deconvolution layers. For Clarity, the latent space classifier is composed of an input layer of size 16, two dense layers of size 16 with ReLU activation, and the final output layer. For all other methods, as explained above, the classifier used has the architecture of the encoder plus the latent space classifier, but now all layers are trained for the classification task. The image space classifiers reach on average an accuracy of around 99% on the test dataset, while our latent space classifier averages its test accuracy at 96%.

Table 2 shows results on the CelebA dataset (Liu et al., 2015). We used a $\beta$-VAE (Higgins et al., 2016) with the same architecture proposed by Subramanian (2020). The latent space itself is of dimension 128. We used, for both REVISE-E and Clarity, an ensemble of 20 models with adversarial training. There are two versions of REVISE-E: R-E (image) is using a penalty on the image space $d(G_{\psi}(z'), X)$, and R-E (latent) is using a penalty on the latent space $d(z', z)$, similarly to Clarity. The classifiers were trained to predict the hair color, and as such, the goal...
Table 1: Counterfactual explanations comparison on the MNIST dataset. From top to bottom, the explanations are: 3 → 8, 0 → 9, 4 → 7, 8 → 0, 2 → 1, 9 → 5.

| Original | FGSM | Schut | REVISE-E | Clarity |
|----------|------|-------|----------|---------|
| ![Image](3.png) | ![Image](8.png) | ![Image](8.png) | ![Image](8.png) | ![Image](8.png) |
| ![Image](0.png) | ![Image](9.png) | ![Image](9.png) | ![Image](9.png) | ![Image](9.png) |
| ![Image](4.png) | ![Image](7.png) | ![Image](7.png) | ![Image](7.png) | ![Image](7.png) |
| ![Image](8.png) | ![Image](0.png) | ![Image](0.png) | ![Image](0.png) | ![Image](0.png) |
| ![Image](2.png) | ![Image](1.png) | ![Image](1.png) | ![Image](1.png) | ![Image](1.png) |
| ![Image](9.png) | ![Image](5.png) | ![Image](5.png) | ![Image](5.png) | ![Image](5.png) |

Table 2: Hair color counterfactual explanation comparison on the CelebA dataset. From top to bottom, the explanations are: Blond → Black, Black → Grey, Black → Blond. Columns represent the original image, the same image reconstructed by the VAE and the images obtained by the different counterfactual explanation methods.

| Original | VAE (image) | R-E | R-E (latent) | Clarity |
|----------|-------------|-----|-------------|---------|
| ![Image](Blond.png) | ![Image](Blond.png) | ![Image](Blond.png) | ![Image](Blond.png) | ![Image](Blond.png) |
| ![Image](Black.png) | ![Image](Grey.png) | ![Image](Grey.png) | ![Image](Grey.png) | ![Image](Grey.png) |
| ![Image](Black.png) | ![Image](Blond.png) | ![Image](Blond.png) | ![Image](Blond.png) | ![Image](Blond.png) |

Clarity: an improved gradient method for producing quality visual counterfactual explanations
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Table 2: Hair color counterfactual explanation comparison on the CelebA dataset. From top to bottom, the explanations are: Blond → Black, Black → Grey, Black → Blond. Columns represent the original image, the same image reconstructed by the VAE and the images obtained by the different counterfactual explanation methods.

| Original | VAE (image) | R-E | R-E (latent) | Clarity |
|----------|-------------|-----|-------------|---------|
| ![Image](Blond.png) | ![Image](Blond.png) | ![Image](Blond.png) | ![Image](Blond.png) | ![Image](Blond.png) |
| ![Image](Black.png) | ![Image](Grey.png) | ![Image](Grey.png) | ![Image](Grey.png) | ![Image](Grey.png) |
| ![Image](Black.png) | ![Image](Blond.png) | ![Image](Blond.png) | ![Image](Blond.png) | ![Image](Blond.png) |

6 DISCUSSION

In this section, we will discuss the possible implications of the practical use of these findings, the current limitations of our method as well as potential directions for further research. While counterfactual explanations are a useful tool to debug deep neural networks and to show modes of failure, they are often useless to end users if they do not make sense to them. Therefore, we hope that the results shown in this paper will help to put in place models that are designed to be understandable to any person. In addition, we believe that models interpretable “by design” might be a key to produce fairer models that do not discriminate in salient/sensible features irrelevant to the prediction task.

On the other hand, our approach is dependent on the presence of a generative model that, if not trained properly, could lead to undesirable side effects, such as introduction of possible biases in the generation process. For instance, a malicious user could train the generative model in a biased manner to create a classifier that is also biased and unfair by design. Another limitation of our method is the fact that the level of detail, and thus, the level of realism, of the produced counterfactuals rely on the quality of the generative model of the VAE, which is known to be inferior to other types of generative models such as GANs. Special care must therefore be taken in the training stage of the VAE.

This last remark leads us to a perspective: all of the techniques presented on this paper could be adapted to any generative model, such as GANs or Normalizing Flows (Rezende and Blei, 2015) or more sophisticated VAE architectures (Dai and Wipf, 2019; Larsen et al., 2016). Several counterfactual explanation methods already use GANs (Lang et al., 2021; Liu et al., 2019) and even diffusion models (Sanchez and Tsaftaris, 2022). This opens several new and interesting directions of further research, namely, investigating the behavior of these techniques on such generative models, in order to overcome the limitations of VAEs in terms of image sharpness and level of detail.

7 CONCLUSION

In this paper we propose a method based on generative models and classifier ensembles, that improves the quality of counterfactual visual explanations. This method contributes to make models more interpretable by design, and capable of generating realistic and unambiguous counterfactual images with minimal unnecessary changes. Moreover, such counterfactual images are an order of magnitude faster to compute. At a more fundamental level, we give insights, supported by experiments, into the reason why
applying a gradient-based method to a classifier trained in the latent space of a VAE is more likely to produce quality counterfactual images in comparison to a classifier trained in the image space.
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