A Static Area Coverage Algorithm for Heterogeneous AUV Group Based on Biological Competition Mechanism
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Static area coverage of the heterogeneous autonomous underwater vehicle (AUV) group is widely used in many fields. With the use of the centroidal Voronoi tessellation (CVT) algorithm, the coverage problem can be resolved. However, the CVT method, which is optimized with the location evaluation function, cannot consider the heterogeneity of AUVs when the group performs the static area coverage task and will cause a waste of resources. In this paper, considering different AUVs’ task requirements and detection capabilities comprehensively, we propose a coverage control optimization algorithm based on a biological competition mechanism (BCM). By using BCM, the task load of each AUV can be distributed consistently. In addition, we provide strict proof of the consistency of the algorithm based on the Lyapunov method. Simulation results demonstrate that with the proposed algorithm, the location distribution of the heterogeneous AUV group for area coverage is close to the balanced value, and the performance is better than the CVT algorithm for static area coverage.
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1 INTRODUCTION

Interest in the development of the autonomous underwater vehicle (AUV) has grown rapidly over the past few decades. AUV plays an important role in ocean exploration and development, such as deep-sea inspections, long-term surveys, and oceanographic mapping for detecting, locating, and eliminating submarine mines (Hussain et al., 2020; Makavita et al., 2020; Kuhlman et al., 2021). However, it is difficult for a single AUV to complete complex or high-disk tasks with low cost and fewer sensors, especially in the presence of uncertainty, incomplete information, and distributed control. To make up for the inadequacy of a single AUV, the AUV group is used for many marine tasks (Sun et al., 2020; Yan et al., 2020). AUV group faces the problem of area coverage in the process of carrying out tasks such as seafloor sonar array exploration, resource exploration, and ocean hydrographic environment exploration (Antonelli and Antonelli, 2014; Wadoo and Kachroo, 2017; Yan et al., 2019; Xin et al., 2021; Yang et al., 2021). In conditions where the task area environment is unknown, the AUVs scan the entire area by sensors with a specific detection range. The static area coverage problem is the static deployment of the AUVs in the target area for detection according to the needs of the detection task (Zhong and Cassandras, 2008). The primary approach to static area division is the Voronoi diagram method (Cortes et al., 2004). The distribution with the location optimal function as the optimization objective is called the CVT method, which can assign each AUV into the area where the nearest one of the initial points is located, and the density in the area is considered comprehensively to achieve a uniform distribution of the area.
However, with the increasing complexity and the danger of underwater tasks, a single AUV or a homogeneous AUV group is difficult to complete the tasks. In order to improve efficiency of task execution, AUVs with different characteristics and abilities are grouped to perform tasks collaboratively, which is called heterogeneous AUV group (HEAUVs). In HEAUVs, since each AUV has a different task load and often has different ability to complete tasks, there is a problem of task load imbalance. For the static area coverage problem of HEAUVs, AUVs are usually made and produced from different manufacturers. They often carry different types and numbers of sensors and thus have different detection ranges and capabilities. Therefore, the CVT method that relies on the distance evaluation function for allocation results in a waste of resources and cannot optimally solve the static coverage problem of HEAUVs (Cassandras and Li, 2005).

The competition of organisms for territory and resources in nature can eventually reach a state of relative equilibrium and realize the rational allocation of resources. This behavior can be called a biological competition mechanism (BCM). BCM provides a solution to the problem of uneven distribution of regions in HEAUVs due to different task requirements and detection capabilities (Buiu and Florea, 2019; Mitrana, 2019; Barbuti et al., 2020). In this paper, BCM is introduced to establish the allocation model of the target area, and the optimal allocation of static regions of HEAUVs is achieved with the optimization goal of balancing the AUV detection capability with the task demand.

Researchers have done a lot of research on static area coverage. Using the Voronoi diagram to divide the task environment into multiple and non-overlapping Voronoi units is introduced in (Cortes et al., 2004). Although this method can easily achieve distributed coverage, it requires a large amount of computation, which costs too much when faced with a large area. Since then, a large number of researchers have extended the Voronoi diagram-based approach to solving more complex and practical coverage problems (Stergiopoulos and Tzes, 2009; Stergiopoulos and Tzes, 2010; Sun et al., 2019). Baginčkić et al. (2017) used the AUV group to form a monitoring network and proposed a multi-objective optimal coverage control method for the AUV group based on a discrete information prediction method with known navigation trajectories. This method solves the problem of optimal coverage in the multi-target area of the AUV group, but its performance is insufficient in the face of unknown tracks and areas (Chen et al., 2021). Studied the optimal coverage control problem based on side-scan sonar, then designed an optimal navigation trajectory with less navigation consumption and wide monitoring area. This method has certain limitations on the load of the AUV. Similarly, to address the problem of prediction errors in the underwater environment, a least squares-based optimal coverage method was proposed in (Zhu et al., 2012). Wu et al. (2007) designed a multi-AUV distributed coverage control algorithm to make a homogeneous AUV group initially gathered together. This method is able to communicate with each other through the CVT method to be distributed in some specific pattern in a particular ocean area for scientific investigation. Although this method performs well on the optimal coverage of homogeneous AUV groups, it has certain limitations when facing HEAUVs.

It can be seen that the heterogeneous characteristics of the AUV group are rarely considered in the existing research of area coverage algorithms. When there is task load imbalance in HEAUVs, the CVT method cannot be directly used for static coverage control of the group. In order to solve the above problem, we first make a preliminary CVT division of the area according to the location optimal function, then combine the BCM to construct the allocation model of the target area. Finally, with the task demand capability ratio as the optimization goal, the uniform distribution of the target area of the heterogeneous AUV group is realized. The simulation results prove the superiority of the algorithm proposed in this paper. The main contributions of this paper are as follows:

1. A well-defined CVT method is provided for the AUV static area coverage problem. The target area can be segmented by this method based on location and sensitivity;
2. A biological competition mechanism model is designed to optimize the CVT distribution. AUV detection capabilities are linked to task requirements, which significantly improves the effectiveness of area allocation;
3. An area allocation optimization algorithm is proposed to achieve load balancing of task distribution while a strict proof of the consistency of the algorithm is provided based on the Lyapunov method;
4. Extensive simulation studies reveal the superior convergence of the proposed optimal static coverage control algorithm.

The rest of the paper is organized as follows. In Section 2, we state the static area coverage problem for HEAUVs. In Section 3, we design the optimal static area coverage control algorithm based on BCM and prove the consistency of the algorithm. The simulation and results are described in Section 4. The conclusion is drawn in Section 5.

2 PROBLEM FORMULATION

Due to the different manufacturers of each AUV, there are differences in the underlying technical architecture, equipment usage management, task load functions, which is called HEAUVs. In the case of harsh hydrological environment and complex detection tasks in the sea area, the highly intelligent and multifunctional cooperative detection of HEAUVs can complete tasks that cannot be completed or difficult to complete by single AUV and homogeneous AUV groups. When performing cooperative detection tasks, HEAUVs usually carry different equipment and resources, and the detection range and target type usually depend on the load capacity of each AUV. In addition, due to the unknown marine environment and underwater targets, it is more difficult to allocate the group detection area. Therefore, how to allocate the task detection area reasonably and efficiently is also a
breakthrough and difficulty in developing a heterogeneous AUV group cooperative detection system.

Various types of AUVs usually carry different devices and resources, which causes a problem of unbalanced task load. Therefore, when HEAUVs are performing cooperative detection tasks, AUVs use the onboard sensing equipment to traverse all the positions of the detection target area through the coordination and cooperation mechanism to collect corresponding data. Among them, how to reasonably allocate the task area to make HEAUVs achieve the optimization goals of short task time, small repeated coverage area, low overall energy consumption and average task load is the focus of this paper.

When assigning task areas to HEAUVs, it is necessary to allocate the task areas reasonably according to the performance of each AUV. Based on the Voronoi area assignment and consistency conditions, the sub-detection areas of all AUVs are evenly distributed. In natural environments such as jungles, grasslands, and oceans, there is competition among organisms for resources such as living space and food, including interspeciﬁc competition and intraspeciﬁc competition. At the same time, it can also be found that, for any region, after a certain period of evolution, the competition among and within species can reach a state of relative equilibrium to achieve a reasonable allocation of resources. This result has many similarities with the task area allocation problem studied in this paper. Therefore, this paper will use a mathematical modeling of the above-mentioned biological competition mechanism (BCM), and analyze the theoretical basis that the model can realize the rational allocation of resources. On this basis, HEAUVs can reasonably allocate cooperative detection tasks only by simulating their dynamic processes.

Inspired by the resource ratio in BCM, let the number of targets appearing in the area be the task requirement $T_{\text{tauv}}$, the detection capability of each AUV is set with a constant $E_{\text{tauv}}$. The ratio of task requirements to detection capability can be defined as $R_{\text{tauv}} = T_{\text{tauv}}/E_{\text{tauv}}$. The area forms the optimal allocation when and only when the $R_{\text{tauv}}$ of each AUV reaches consistency.

### 3 COVERAGE ALGORITHM DESIGN

For the static area coverage problem of HEAUVs, the allocation scheme needs to be studied for each AUV to reach the designated area. In order to achieve the load balancing of task assignment, we propose a scheme to match the task requirements in the area with the detection capability of each AUV. Based on the CVT method, the scheme map the concept of resource ratio in BCM model to the ratio of task demand to detection capability in the area assignment. The overall algorithm steps are as follows.

**Algorithm 1**: Coverage Algorithm for HEAUVs.

**Input**: $x_0, y_0$, initial position for each AUV; $\phi(\cdot)$, density function; $f(\cdot, \cdot)$, cost function.

**Output**: Optimized area assignment.

1. Using the CVT method to divide the target area;
2. Establishing a BCM evaluation model;
3. Constructing evaluation criteria and obtaining the ratio of task requirements to detection capability $R_{\text{tauv}}$ for HEAUVs;
4. If $R_{\text{tauv}}$ equals $R_{\text{tauv}}$, then return to step 3;
5. else;
6. Generating optimized area assignment results;
7. Achieving assigned area to reach the designated area.
8. end if.

We build the appropriate mathematical model based on the business problem requirements of static area coverage. Consider $n$ AUVs randomly distributed in the target area $W \in \mathbb{R}^2$. The initial locations are $\eta = \{\eta_1, \eta_2, \ldots, \eta_n\}$, and $\xi$ is any point in the area. The density function of the target area is $\phi(\cdot): \mathbb{R}^2 \to \mathbb{R}^+$. Figure 1 shows a schematic diagram of the area coverage problem. Voronoi diagram method divides the target area into planar convex polygons.

In order to achieve CVT distribution in the target area, we take the position evaluation function as the optimization goal.

$$H(\eta, W, \phi) = \sum_{i=1}^{n} \int_{W_i} f(\eta_i, \xi) \phi(\xi) d\xi,$$

where $W = \{W_1, W_2, \ldots, W_n\}$ denotes the assigned area for each AUV, $f(\eta_i, \xi)$ denotes the measurement cost of the distance from the AUV to any point $\xi$ in its assigned area. The purpose of this paper is to find the lowest $H(\eta, W, \phi)$ for each AUV in the assigned area, which is a distributed global optimization problem. The optimization process is based on global optimization.

### 3.1 CVT Distribution of the Target Area

In order to achieve static area coverage of the heterogeneous AUV group, the initial division of the target area needs to be completed first. And on this basis, a biological competition mechanism model is proposed for the secondary allocation of the target area.

The main methods for target area-oriented area partitioning are the raster method (Grediac et al., 2016), topological map (Ren et al., 2021), and Voronoi diagram (Cortes et al., 2004). The advantage of the raster method is that it is a method of representing the environment with approximate accuracy, good robustness, and good consistency in spatial expression.
The disadvantage is that the raster update requires a large amount of calculation, which is not suitable for map representation in a large environment. The topological map is a compact map representation method, especially suitable for large and simple environments, but it loses applicability in the face of a complex sea environment. The Voronoi diagram generates several initial points in the plane randomly and connects two adjacent initial points to form a line segment, thereby forming a series of convex polygonal area divisions. The method is not affected by the size of the environment, and its applicability is broad.

In this paper, the Voronoi allocation principle is used to segment the target area. With Voronoi partitioning, the initial division of the target area can be achieved. The Voronoi division principle can be expressed as follow.

\[
V_i = \{\xi \in W | f(\eta_i, \xi) \leq f(\eta_j, \xi), \forall i \neq j, \forall i, j \in n\},
\]

where \(V_i\) denotes the Voronoi area of the \(i\)th AUV. An important property of this division area is that any point in the plane will be divided into the area in which the nearest initial point is located. However, the Voronoi division alone will make the area of each polygon vary in size, and the area is not uniform enough. During actual oceanographic tasks, we often want to make detailed observations of certain locations of interest. Therefore, the density function \(\phi(\xi)\) is introduced to weight different locations in the ocean to describe the importance of the area. By defining the density function, the AUVs can gradually move toward the place where the density function is large, and finally form the desired stable distribution, which is centroid Voronoi distribution.

We assume that the group performs the coverage task at a fixed depth, so only the division within the two-dimensional area is considered in this paper. Define the location evaluation function of the \(i\)th AUV for its coverage area as \(H_i(\eta)\).

\[
H_i(\eta) = \int_{V_i} f(\eta, \xi) \phi(\xi) d\xi,
\]

where \(f(\eta, \xi)\) is the distance measurement function, defined as \(f(\eta, \xi) = |\eta - \xi|^2\), \(\phi(\xi)\) is the sensitivity of random point \(\xi\) in the target area. Taking into account the location and sensitivity within the target area, the CVT distribution of the AUV group can be derived. We can observe that the CVT distribution is a distribution with the smallest position evaluation function. The characteristic of this distribution is that the points constituting the CVT distribution are both the initial point of the Voronoi diagram and the centroid of the Voronoi area. This results in a more uniform division of the entire area, and a certain distance is maintained between each initial point and its adjacent initial points. However, the CVT distribution does not consider the difference in individual detection capabilities of the heterogeneous AUV group. Although the result of the area division is uniform, the lack of adaptation to the detection capability of the AUVs can lead to the consequence that some AUVs are overburdened while others are underutilized. Therefore, the following will propose a biological competition mechanism model to further optimize the results of CVT distribution.

### 3.2 Biological Competition Mechanism Model

The process of biological competition involves many complex biological principles that cannot be precisely mathematically modeled (Wiens et al., 2014; Liu et al., 2022; Wu and Liu, 2022). This subsection focuses on the main features of AUV group coverage control, abstracting the process into a dynamic process determined by several key elements. Although the proposed model greatly simplifies the actual process, for the AUV group, the model contains the main system variables in the control. At the same time, abstract mathematical models make theoretical analysis possible and have stronger practicability. The definitions of the three elements of the model are given below, and the model is mapped accordingly with the coverage control of the heterogeneous AUV group.

- **Power**: indicates the competitiveness of individual organisms for resources. Power can indicate its ability to perform corresponding tasks, mainly determined by many factors such as AUV’s dynamic characteristics, sensor performance, and computing power.
- **Territory**: indicates the area controlled by an individual organism, for which all resources in the territory are occupied by the individual. In conjunction with the study in this paper, the territory can then denote the task area of each AUV.
- **Resources**: The total resources possessed by an organism, combined with the concept of territory, means that the total resources possessed by an organism are all the resources in its territory. Considering the threat probability model developed below, the concept of resources can be equated to the threat probability for each location in the area, with the total resources being the defined task load.

In addition, we assume that apart from the boundaries of territories, there is no overlap of territories and resource sharing among creatures. For coverage control, it means that an area does not need multiple AUVs to detect together. In the competition of nature, individuals at the upper level of the food chain often determine their possession of natural resources according to the degree of evolution. Combining the definitions of the above three elements, we can see that the greater the biological control, the more total resources they occupy. Therefore, this paper assumes a proportional relationship between the total resources of organisms and the control power, and proposes the following concept of resource ratio.

\[
\text{Resource ratio} = \frac{\text{Resource}}{\text{Power}}
\]

According to the definition, the resource ratio represents the resources occupied by the unit’s control power. When there are several creatures in a certain area, and the resource ratio of each creature is not equal, encroachment will occur at the border of the territory. Creatures with higher resources will be invaded by creatures with lower resources. At the same time, the invaded creatures will adopt a strategy of retreat to avoid possible dangers,
which will eventually lead to the reallocation of territory and resources. In this paper, the resource ratio corresponds to the task demand and detection capability ratio of AUVs. An evaluation model based on the biological competition mechanism is established to optimize the CVT method further.

3.3 Area Allocation Optimization Algorithm Based on Biological Competition Mechanism Model

In order to describe the correlation between the task area of AUV group and task requirements, we propose a position-probability model to describe the probability of the target appear in the search area. The larger the probability is, the wider the search area of the AUV group is, which means the larger the task payload of this AUV group. For any location in a task region, assuming that there are \( m \) suspicious locations in the area. Target occurrence probability utilized by Gaussian probability function (Adeniran et al., 2020; Fritz, 2020) can be expressed as

\[
\text{target}(r) = \frac{1}{2\pi} \exp \left[-\frac{1}{2} (r - r_i)^T K_i (r - r_i) \right],
\]

where \( r_i \) represents the location where the target is most likely to appear, which is mainly judged according to environmental features and prior knowledge. And we use random value in this work. \( K_i \) is a diagonal matrix, represents the probability weight of occurrence of \( r_i \). According to the above equation, the probability of occurrence of the target is a continuous function. Assuming that the location information of the \( i \)th AUV is \( \eta_i \), the task payload of the \( i \)th AUV can be expressed as the sum of the probability of occurrence of all targets in its task partition \( V_i \).

\[
\text{task}(i) = \int_{r \in V_i} \text{target}(r) dr.
\]

Consider a convex polygon with \( N \) vertices as task area, then \( V_i \) is also a convex polygon. Let \( \{v_1, v_2, \ldots, v_N\} \) denotes the vertices, and the task area can be divided into \( N \) triangles whose vertices are respectively represented as \( \{\eta_0, v_p, v_{p+1}\} \), where \( j \in \{1, 2, \ldots, N - 1\} \). The task payload of the \( i \)th AUV can be expressed by a double integral:

\[
\text{task}(i) = \sum_{j=1}^{N} \int_{r \in V_j} \frac{1}{2\pi} \exp \left[-\frac{1}{2} (r - r_i)^T K_i (r - r_i) \right] dr.
\]

Assuming that the heterogeneous AUV group is randomly distributed in the task area, and the location is represented as \( \eta = \{\eta_1, \eta_2, \ldots, \eta_n\}, \eta_i \in \mathbb{R}^2 \). With the partitioning method defined above, we can get

\[
V_i = \{\xi \in W | f(\eta_j, \xi) \leq f(\eta_j, \tilde{x}), \forall j, \forall i, j \in n\}.
\]

The initial partition \( \{V_1, V_2, \ldots, V_n\} \) of all AUVs can be obtained, and the task payload of each AUV can be calculated by combining the target occurrence probability \( \text{target}(r) \), the sum of target occurrence probability \( \text{task}(i) \), which is represented as \( \{T_{\text{auv}1}, T_{\text{auv}2}, \ldots, T_{\text{auv}i}\} \). We set a constant for the search capability of each AUV.

\[
\{E_{\text{auv}1}, E_{\text{auv}2}, \ldots, E_{\text{auv}i}\},
\]

where \( E_{\text{auv}} \) denotes the search capability of the \( i \)th AUV.

The ratio of task and capability \( R_{\text{auv}} = T_{\text{auv}}/E_{\text{auv}} \) of each AUV can be calculated. Therefore, the consistency formula of the task payload can be represented as below:

\[
R_{\text{auv}1} = R_{\text{auv}2} = \ldots = R_{\text{auv}i}.
\]

AUV \( i \) will move toward AUV \( j \) when \( R_{\text{auv}i} < R_{\text{auv}j} \) and \( i \neq j \). Since the area assignment is based on the Voronoi partitioning principle, the task area of AUV \( i \) will be reassigned to AUV \( j \). The dynamics of the \( i \)th AUV is modelled as a second-order integral system:

\[
\dot{\eta_i} = \eta_i - \gamma_i \sum_{j=1}^{n} n_j \overset{\sim}{a}_{ij} ((R_{\text{auv}i} - R_{\text{auv}j}) + b_{ij} (\eta_{\text{Auvi}} - \eta_{\text{Auvt}})),
\]

where \( \gamma_i \) is the feedback control gain coefficient greater than zero. \( n_j = \frac{\eta_j - \eta_i}{||\eta_j - \eta_i||} \) is the direction vector. \( a_{ij} \) represents the degree of coupling between AUV \( i \) and AUV \( j \) in the task area. According to the occurrence probability of the target, \( a_{ij} \) can be obtained

\[
a_{ij} = \int_{r \in V_j \cap V_i} \text{target}(r) dr.
\]

3.4 Consistency Analysis

In order to prove whether the algorithm proposed in this paper can achieve the uniform distribution of the detection area, it is necessary to analyze its convergence.

Lemma 3.1. (Sayyaadi and Moarref, 2010) For \( n \) variables \( \{\delta_1, \delta_2, \ldots, \delta_n\} \), satisfy \( \sum_{i=1}^{n} \delta_i = \Delta \), where \( \Delta \) is a constant value. Then for a set of positive real numbers \( \{\beta_1, \beta_2, \ldots, \beta_n\} \), there exists:

\[
\min \left( \sum_{i=1}^{n} \frac{\delta_i^2}{\beta_i} \right) = \frac{\Delta^2}{\sum_{i=1}^{n} \beta_i}.
\]

And for \( \{\delta_1, \delta_2, \ldots, \delta_n\} \), it satisfies

\[
\frac{\delta_i}{\beta_i} = \frac{\Delta}{\sum_{i=1}^{n} \beta_i}.
\]

Proof. According to the Lagrange multiplier method, the extremum of the objective function is obtained, and the Lagrange function is obtained as follows:

\[
L(\delta_1, \delta_2, \ldots, \delta_n) = \sum_{i=1}^{n} \frac{\delta_i^2}{\beta_i} + \lambda (\sum_{i=1}^{n} \delta_i - \Delta),
\]
where \( \lambda \) is the Lagrange multiplier, then the extreme value of the function can be calculated by the following partial differential equation system

\[
\frac{\partial L(\delta_1, \delta_2, \ldots, \delta_n)}{\partial \delta_i} = 0, \quad i = 1, 2, \ldots, n, \tag{15}
\]

by Eq. 15, we can get

\[
\frac{\delta_1}{\bar{\beta}_1} = \frac{\delta_2}{\bar{\beta}_2} = \cdots = \frac{\delta_n}{\bar{\beta}_n} \tag{16}
\]

by \( \sum_{i=1}^{n} \delta_i = \Delta \), the following conclusions can be drawn

\[
\frac{\delta_1}{\bar{\beta}_1} = \frac{\delta_2}{\bar{\beta}_2} = \cdots = \frac{\delta_n}{\bar{\beta}_n} = \frac{\Delta}{\sum_{i=1}^{n} \bar{\beta}_i} \tag{17}
\]

where

\[
\sum_{i=1}^{n} \delta_i^2 \bar{\beta}_i = \frac{\Delta^2}{\sum_{i=1}^{n} \bar{\beta}_i} \tag{18}
\]

Since the value in Eq. 18 is not a maximal value, Lemma 3.1 is proved.

According to Lemma 3.1, if the objective function can obtain a minimum value, the consistency shown in Eq. 17 can be achieved among the variables. Combining with the definition of resource ratio, it can be seen that the task payload \( T_{\text{aurv}} \) of AUV, is taken as \( \delta_i \), and the search capability \( E_{\text{aurv}} \) is taken as \( \bar{\beta}_i \). When the search region does not change, there is the following formula:

\[
T_{\text{aurv}} + T_{\text{aurv}2} + \cdots + T_{\text{aurv}n} = T_S, \tag{19}
\]

where \( T_S \) is a constant and represents the sum of the probability of targets occurrence in the search area. The conditions for the variable delta in the lemma can also be satisfied. Therefore, we can define a Lyapunov-like function as follows.

\[
V = V_1 + V_2 + \cdots + V_n = \frac{T_{\text{aurv}1}}{E_{\text{aurv}1}} + \frac{T_{\text{aurv}2}}{E_{\text{aurv}2}} + \cdots + \frac{T_{\text{aurv}n}}{E_{\text{aurv}n}}, \tag{20}
\]

Because the selected Lyapunov function cannot guarantee the inner \( \dot{V} < 0 \) condition, the Lyapunov theory is subject to many limitations in the application process. The Lasalle invariance principle further generalizes the Lyapunov stability theory, and analyzes the asymptotic characteristics of the system by studying the position of the limit set of the dynamic system. In (Khalil, 2002), we can get the following definition of invariant set and Lasalle’s invariance theorem.

For a dynamic system whose definition domain is \( \Omega \in \mathbb{R}^n \), if there is a set \( M \subseteq \Omega \), and for any initial state \( x(0) \in M \) of the system, all satisfy \( x(t) \in M, \forall t \in \mathbb{R} \), then the set \( M \) is called the invariant set of the dynamic system. For a continuously differentiable function \( V \), if in \( M \), there is a set of system states when \( \dot{V} \leq 0 \) and \( Q \) is \( \dot{V} = 0 \), for any initial state \( x(0) \in M \), the system state converges to the largest invariant set in \( Q \).

Theorem 3.1. According to Lasalle’s invariance theorem, for a second-order integral system \( \bar{p}_i = \eta_i, \bar{h}_i = \mu_i \) with Eq. 10 as the system input. If and only if Lyapunov function achieves minimum value, the task-capability ratio of each AUV in the HEAUVs is consistent. That is, the search area is evenly distributed according to the load.

Proof. The time derivative of Eq. 20 can be expressed as

\[
\frac{\partial V}{\partial t} = \frac{\partial V_1}{\partial t} + \frac{\partial V_2}{\partial t} + \cdots + \frac{\partial V_n}{\partial t} = \left( \frac{\partial V_1}{\partial \bar{\beta}_1} + \frac{\partial V_2}{\partial \bar{\beta}_2} + \cdots + \frac{\partial V_n}{\partial \bar{\beta}_n} \right) \frac{\partial \bar{\beta}}{\partial \bar{\beta}} \tag{21}
\]

where \( \frac{\partial \bar{\beta}_i}{\partial \bar{\beta}_i} = \eta_i \). For \( j \neq i, j \in N_i \) and \( N_i \) denotes the set of neighbors of the AUVi

\[
\frac{\partial T_{\text{aurv}i}}{\partial \eta_j} = 0, \tag{22}
\]

then

\[
\frac{\partial V}{\partial \eta_j} = \frac{2T_{\text{aurv}i}}{E_{\text{aurv}i}} \frac{\partial T_{\text{aurv}i}}{\partial \eta_j} + \sum_{j \in N_i} \frac{2T_{\text{aurv}j}}{E_{\text{aurv}j}} \frac{\partial T_{\text{aurv}j}}{\partial \eta_j}, \tag{23}
\]

where \( T_{\text{aurv}} \) can be represented as

\[
\frac{\partial T_{\text{aurv}}}{\partial \eta_k} = \frac{\partial}{\partial \eta_k} \int_{\text{target}(r)dr} \frac{\partial}{\partial \eta_j} \int_{\text{target}(r)dr} + \int_{\text{target}(r)dr} \frac{\partial}{\partial \eta_j} \int_{\text{target}(r)dr} \tag{24}
\]

where \( \partial V_i \) represents the boundary of \( V_i \), \( \mu \) is the parameterized expression of the boundary. \( n^T(\mu) \) is the outgoing normal line at the boundary, which is the unit vector. Since the probability distribution function target(r) of the occurrence of the target does not depend on the location of \( \eta_k \), \( \int_{\eta_k} \frac{\partial}{\partial \eta_k} \int_{\text{target}(r)dr} \) is always zero. So we have the following formula

\[
\frac{\partial T_{\text{aurv}}}{\partial \eta_k} = \int_{\eta_j} \int_{\text{target}(r)dr} \frac{\partial}{\partial \eta_j} \int_{\text{target}(r)dr} \tag{25}
\]

with \( \partial V_i = \sum_{j \in N_i} V_i \cap V_j \), the above equation can be expressed as

\[
\frac{\partial T_{\text{aurv}}}{\partial \eta_k} = \sum_{j \in N_i} \int_{\text{target}(r)dr} \frac{\partial}{\partial \eta_j} \int_{\text{target}(r)dr} \tag{26}
\]

In summary, we can get

\[
\frac{\partial V}{\partial \eta_i} = \frac{2T_{\text{aurv}}}{E_{\text{aurv}}} \sum_{j \in N_i} \int_{\text{target}(r)dr} \frac{\partial}{\partial \eta_j} \int_{\text{target}(r)dr} + \sum_{j \in N_i} \frac{2T_{\text{aurv}j}}{E_{\text{aurv}j}} \int_{\text{target}(r)dr} \frac{\partial}{\partial \eta_j} \int_{\text{target}(r)dr}. \tag{27}
\]

For any two adjacent \( i \) and \( j \), \( \mu_{ij} \) can be expressed as:

\[
\mu_{ij} = \frac{1}{2} \begin{bmatrix} 0 & -1 & 1 \end{bmatrix} \begin{bmatrix} \eta_i - \eta_j \end{bmatrix} \lambda_i, \lambda_j \in \{-a_{ij}, b_{ij}\}. \tag{28}
\]
TABLE 1 | The location and threat probability of suspicious targets.

| Suspicious target | Location     | Threat probability |
|-------------------|--------------|-------------------|
| 1                 | [729, 624]   | 0.534             |
| 2                 | [872, 410]   | 0.591             |
| 3                 | [467, 166]   | 0.810             |
| 4                 | [739, 574]   | 0.405             |
| 5                 | [425, 176]   | 0.781             |
| 6                 | [48, 409]    | 0.810             |
| 7                 | [487, 892]   | 0.441             |
| 8                 | [104, 432]   | 0.467             |
| 9                 | [488, 479]   | 0.935             |
| 10                | [201, 573]   | 0.956             |

where  is the perpendicular bisector of , and represents the boundary length. Since and are orthogonal, it can be concluded that:

\[

n^T (\mu_{ij}) \frac{\partial \mu_{ij}}{\partial \eta_j} = n^T (\mu_{ij}) \frac{\partial \mu_{ij}}{\partial \eta_j} = \frac{1}{2} n^T (\mu_{ij}).
\]

(29)

Substituted into Eq. 27, we can get:

\[

\frac{\partial V}{\partial \eta_j} = \frac{T_{avvi}}{E_{avvi}} \sum_{j \in N_i} n^T (\mu_{ij}) \int_{V_{avvi}} \text{target}(\mu_{ij}) d\mu_j + \sum_{j \in N_i} \frac{T_{avvi}}{E_{avvi}} n^T (\mu_{ij}) \int_{V_{avvi}} \text{target}(\mu_{ij}) \frac{\partial \mu_{ij}}{\partial \eta_j} d\mu_j.
\]

By further simplifying ,

\[

\frac{\partial V}{\partial \eta_j} = \sum_{j \in N_i} (R_{avvi} - R_{avvj}) n^T (\mu_{ij}) \int_{V_{avvi}} \text{target}(\mu_{ij}) d\mu_j.
\]

(30)

then

\[

\frac{\partial P}{\partial t} = -\sum_{i=1}^{n} \left[ \sum_{j \in N_i} (R_{avvi} - R_{avvj}) n(\mu_{ij}) a_{ij} \right]^2.
\]

(32)

Since is continuously differentiable and , according to the LaSalle invariance principle (Ding and Ding, 2016), if , the state values will converge to the maximum invariant set of the system. According to Eq. 32, when ,

\[

\sum_{j \in N_i} (R_{avvi} - R_{avvj}) n(\mu_{ij}) a_{ij} = 0_{2x1}.
\]

(33)

The matrix form of the above expression is expressed as:

\[

\begin{pmatrix}
    I_{11} & \cdots & I_{1n} \\
    \vdots & \ddots & \vdots \\
    I_{m1} & \cdots & I_{mn}
\end{pmatrix}
\begin{pmatrix}
    R_{avvi} \\
    \vdots \\
    R_{avvn}
\end{pmatrix}
= \begin{pmatrix}
    0_{2x1} \\
    \vdots \\
    0_{2x1}
\end{pmatrix}.
\]

(34)

where \( I_{ij} \in \mathbb{R}^2 \), then

\[

I_{ij} = \begin{cases} 
    \sum_{k \in N_i} n(\mu_{ik}) a_{ik}, j = i \\
    -n(\mu_{ij}) a_{ij}, j \in N_i.
\end{cases}
\]

(35)

The speciﬁc information is shown in Table 1. It is worth noting that, in the actual task, the suspicious target points are only obtained through analysis and judgment based on the regional situation and a priori knowledge.

Based on the locations and the threat probabilities in Table 1, the probability of occurrence of the target for each coordinate is calculated using Eq. 37.

\[

\text{target}(x, y) = \sum_{i=1}^{4} \text{target}_i \exp\left(-10^{-3} (x_i - x)^2 + (y_i - y)^2\right).
\]

(37)

The task area is meshed with a precision of 1 m, and the task of each AUV is represented as the sum of the threat probabilities of all grid points in its task area. In this simulation, four HEAUVs are used to perform the coverage search task jointly. The task capability of each AUV is chosen within [0, 100]. The initial positions and the task execution capabilities are shown in Table 2.
Combined with the information in Tables 1, 2, using the BCM-based area allocation optimization algorithm proposed in Section 3.3, the experimental results shown below can be obtained.

From Figures 2, 3, it can be seen that the resource ratio of HEAUVs has achieved consistency, and its area has also achieved stability. Therefore, the experimental results validate the BCM-based region allocation algorithm proposed in Section 3.3.

### 4.2 Method Application

In this subsection, we apply the proposed method to perform the task of region assignment for HEAUVs. The initial scene settings remain the same as in Section 4.1. However, the initial positions and capabilities of HEAUVs vary, as shown in the Table 3.

After the initial CVT is generated, the state information is updated according to the optimal coverage control law in this paper until the task loads of all AUVs in the group are consistent. The simulation process is shown in Figures 4, 5. The triangle in Figure 4 indicates the initial positions of the AUV group coverage network, and the dot indicates the optimal coverage position. The navigational trajectories of the group are shown as the solid line, and the Voronoi diagram formed by the dashed line represents the optimal partition area of the AUV group coverage network. The simulation result shown in Figure 4 indicates that the AUV group coverage network can converge from any location in the area to the optimal coverage location under the control law presented in this paper.

The gray values in Figure 5 represent different target densities. The darker the color, the smaller the proportion. It can be seen from the final distribution map that the gray values of each area are the same. Based on the CVT optimal allocation, we successfully use the control law presented in this paper to achieve a balanced area allocation. The final state of the heterogeneous group is shown in Figure 6.

As shown in Figure 6, the method used in this paper can effectively achieve a balanced distribution of the given task area according to the task loads of different AUVs. The final task load ratio tends to be consistent, and the control values of each AUV in the $x$ and $y$ directions also converge to the same. The area values of the covered subregions also stabilized eventually.

### 4.3 Comparative Experiment

In order to demonstrate the advantages of the algorithm designed in this paper, two existing coverage control algorithms based on Voronoi partition (Lee et al., 2015; Miah et al., 2017) are used for simulation experiments to
compare for a similar coverage control problem. The optimization objectives based on the biological competition model proposed in this paper are slightly different from those used in other literature. Therefore, two time integral-type evaluation metrics \( H_t = \int_0^T H(\xi, t) dt \) and \( E_t = \int_0^T \sum_{i=1}^N \| e_i(t) \| dt \) are introduced for optimization performance comparison, where \( H_t \) is the integral of the optimization objective and \( \| e_i(t) \| \) is the error between the AUV and its optimal position. The results of \( H_t \) show the convergence of the objective function, and the results of \( \| e_i(t) \| \) indicate the convergence of tracking error. As shown in Table 4, the method proposed in this paper performs better than the other two methods. The values of both evaluation indexes are minimum.

Several more scenarios are selected for numerical comparison and validation of the proposed method with (Lee et al., 2015; Miah et al., 2017). The area range is set to 1,000 m \( \times \) 1,000 m and 2,000 m \( \times \) 2,000 m respectively. The experiment is conducted using groups of 10/20/30/40/50 AUVs. The initial position and task execution capability of each AUV are chosen randomly, with the initial position within the set area and the capability value in the range [10, 100]. The number of threat targets uses random values in the range [10, 20] for an area size of 1,000 m \( \times \) 1,000 m and [20, 40] for an area size of 2,000 m \( \times \) 2,000 m, with threat values in the range [0.1, 1.0].

A total of 6 groups of tests are conducted, where each test is conducted 100 times, and the mean and variance of the performance evaluation indexes are calculated. In each case, the AUVs are initialized to the same positions to mitigate an inherently problematic comparison. As shown in Tables 5, 6. In all cases the proposed method performs better than (Lee et al., 2015; Miah et al., 2017), which is because the BCM ensures the speed of area allocation. The percent reduction comparing the proposed method and the other methods is shown in Table 7, indicating the superiority of the proposed method. Moreover, the proposed method guarantees load balancing under different AUV task execution capability, which is not considered by the compared algorithms.

5 CONCLUSION

A novel algorithm for static area coverage control of the heterogeneous AUV group in an unknown environment has been introduced in this study. First, the initial partitioning of the target area based on the CVT method is given. Then, a dynamic model of the regional allocation of the heterogeneous AUV group based on the biological competition mechanism is developed. Finally, the task demand to capacity ratio is used as an evaluation criterion to achieve a uniform and consistent
TABLE 4 | Performance comparison of different coverage control algorithms.

| Evaluation index | This paper | Reference (Lee et al., 2015) | Reference (Miah et al., 2017) |
|------------------|------------|-----------------------------|-----------------------------|
| $H_t = \int_0^t H(t) \, dt$ | 134.226 | 135.537 | 135.238 |
| $E_t = \int_0^t \sum_{i=1}^N |e_i(t)| \, dt$ | 3141.45 | 3161.13 | 3165.62 |

TABLE 5 | Comparison of algorithms performance under 1,000 m x 1,000 m area range.

| Number of AUVs | This paper | Reference (Lee et al., 2015) | Reference (Miah et al., 2017) |
|----------------|------------|-----------------------------|-----------------------------|
| $H_t$ | $E_t$ | $H_t$ | $E_t$ | $H_t$ | $E_t$ |
| Mean | Variance | Mean | Variance | Mean | Variance | Mean | Variance | Mean | Variance |
| 10 | 158.16 | 16.21 | 3325.34 | 89.12 | 167.59 | 15.30 | 3371.55 | 86.02 | 163.48 | 16.05 | 3378.16 | 90.19 |
| 20 | 182.35 | 18.11 | 3712.72 | 97.32 | 189.49 | 17.41 | 3777.12 | 96.94 | 185.84 | 17.59 | 3784.28 | 92.61 |
| 30 | 197.85 | 19.62 | 4026.11 | 91.39 | 204.83 | 19.46 | 4051.83 | 85.26 | 204.83 | 19.46 | 4051.83 | 85.26 |
| 40 | 224.81 | 18.62 | 4366.41 | 101.44 | 229.15 | 19.84 | 4371.47 | 99.88 | 226.23 | 20.73 | 4382.37 | 94.56 |
| 50 | 241.13 | 20.77 | 4621.83 | 96.79 | 248.51 | 21.04 | 4683.19 | 97.92 | 245.81 | 20.24 | 4690.26 | 98.49 |
The consistency of the algorithm is proved based on the Lyapunov method. The stability and superiority of the area coverage algorithm proposed in this paper are verified by comparison with simulation experiments.

The static area coverage algorithm of HEAUVs proposed in this paper does not consider the situation that there are dynamic or static obstacles in the target area. When there are dynamically changing obstacles in the area, we also need to consider the problem that the AUV avoids obstacles in the process of traveling. This is a complex multi-objective optimization problem that needs our further study. At the same time, the movement of the target was not taken into account under the disturbance of wind, waves and currents on the sea surface. The different anti-interference capabilities of each AUV will also affect the results of area allocation, which is also a constraint that needs to be considered. Therefore, in future research work, we can consider studying the dynamic area coverage of HEAUVs under the disturbance of marine environment.

The research in this paper can be applied to HEAVUS’s collaborative reconnaissance and early warning, on-call submarine search, and swarm formation operations, and it also has good compatibility with homogeneous AUV groups. However, the research of the algorithm in this paper is still in the simulation experiment, and needs to be further verified in the dynamic changing real sea area.
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**TABLE 6 | Comparison of algorithms performance under 2,000 m × 2,000 m area range.**

| Number of AUVs | This paper | Reference (Lee et al., 2015) | Reference (Miah et al., 2017) |
|----------------|------------|-----------------------------|------------------------------|
|                | $H_t$      | $E_t$                        | $H_t$                        | $E_t$                        |
|                | Mean       | Variance                    | Mean                        | Variance                    | Mean                        | Variance                    | Mean                        | Variance                    |
| 10             | 718.84     | 27.89                        | 10208.30                    | 194.67                      | 739.59                      | 27.80                        | 10312.38                    | 196.30                      |
| 20             | 813.19     | 29.75                        | 11609.51                    | 198.61                      | 835.97                      | 30.05                        | 11698.52                    | 199.76                      |
| 30             | 852.23     | 29.80                        | 12280.23                    | 203.72                      | 889.75                      | 28.77                        | 12394.93                    | 202.49                      |
| 40             | 971.07     | 33.79                        | 13135.86                    | 195.09                      | 1020.43                     | 31.76                        | 13229.71                    | 196.96                      |
| 50             | 1091.09    | 31.40                        | 14357.12                    | 197.34                      | 1118.67                     | 32.59                        | 14461.13                    | 204.26                      |

**TABLE 7 | Percent reduction in the mean value of evaluation metrics between the proposed method and the comparison methods.**

| Area range      | Number of AUVs | Reference (Lee et al., 2015) | Reference (Miah et al., 2017) |
|-----------------|----------------|-----------------------------|------------------------------|
| $1,000 \times 1,000 \text{m}$ | $H_t$   | $E_t$   | $H_t$   | $E_t$   |
|                 | Mean       | Variance                    | Mean                        | Variance                    | Mean                        | Variance                    |
| 10              | −5.96%     | −1.39%                       | −3.36%                      | −1.59%                      |
| 20              | −3.92%     | −1.73%                       | −1.91%                      | −1.93%                      |
| 30              | −3.53%     | −0.64%                       | −0.79%                      | −0.73%                      |
| 40              | −1.93%     | −0.12%                       | −0.63%                      | −0.37%                      |
| 50              | −3.06%     | −1.33%                       | −1.94%                      | −1.48%                      |

| $2,000 \times 2,000 \text{m}$ | $H_t$   | $E_t$   | $H_t$   | $E_t$   |
|-----------------|---------|---------|---------|---------|
| 10              | −2.81%  | −1.02%  | −1.25%  | −1.27%  |
| 20              | −2.72%  | −0.77%  | −1.38%  | −0.92%  |
| 30              | −4.22%  | −0.93%  | −1.61%  | −1.05%  |
| 40              | −2.67%  | −0.71%  | −2.06%  | −0.86%  |
| 50              | −2.47%  | −0.72%  | −1.96%  | −0.88%  |
REFERENCES

Adeniran, A. T., Faweya, O., Ogulade, T. O., and Balogun, K. O. (2020). Derivation of Gaussian Probability Distribution: A New Approach. Am. 11, 436–446. doi:10.4236/2020.11.400031

Antonelli, G., and Antonelli, G. (2014). Underwater Robots. 3 Cham, Switzerland: Springer.

Bagmuti, A., Inzartsev, A., and Pavin, A. (2017). "Planning and Correction of the Auv Coverage Path in Real Time," in 2017 IEEE Underwater Technology (UT) (Busan, South Korea: IEEE), 1–6. doi:10.1109/UT.2017.7890299

Barbui, R., Gorri, R., Milazzo, P., and Nasti, L. (2020). A Survey of Gene Regulatory Networks Modelling Methods: from Differential Equations, to Boolean and Qualitative Bioinspired Models. J. Membr. Comput. 2 (3), 207–226. doi:10.1007/s41965-020-00046-y

Buiu, C., and Florea, A. G. (2019). Membrane Computing Models and Robot Controller Design, Current Results and Challenges. J. Membr. Comput. 1, 262–269. doi:10.4236/jmemrc.2019.1.00029-8

Cassandras, C. G., and Li, W. (2005). Sensor Networks and Cooperative Control. Eur. J. Control. 11, 436–463. doi:10.3166/ejc.11.436-463

Chen, G., Shen, Y., Qu, N., Wang, D., and He, B. (2021). Control Architecture of Autonomous Underwater Vehicle for Coverage mission in Irregular Region. Ocean Eng. 236, 109407. doi:10.1016/j.oceaneng.2021.109407

Cortes, J., Martinez, S., Karatas, T., and Bullo, F. (2004). Coverage Control for Autonomous Underwater Vehicle for Coverage mission in Irregular Region. Ocean Eng. 236, 109407. doi:10.1016/j.oceaneng.2021.109407

Derivation of Gaussian Probability Distribution: A New Approach. Autom. 1 (2), 127–143. doi:10.4236/am.2020.11.400031

Mitrana, V. (2019). Polarization: a New Communication Protocol in Networks of Bio-Inspired Processors. J. Membr. Comput. 1 (2), 127–143. doi:10.1007/s41965-018-00019

Ren, Y., Zhou, W., Li, Z., Liu, L., and Sun, Y. (2021). Prescribed-time Cluster Lag Consensus Control for Second-Order Non-linear Leader-Following Multiagent Systems. ISA Trans. 109, 49–60. doi:10.1016/j.isatra.2020.09.012

Sayyaadi, H., and Moarref, M. (2010). A Distributed Algorithm for Proportional Task Allocation in Networks of mobile Agents. IEEE Trans. Automat. Control. 55, 405–410.

Stergiopoulos, J., and Tzes, A. (2009). “Voronoi-based Coverage Optimization for mobile Networks with Limited Sensing Range-A Directional Search Approach,” in 2009 American Control Conference (St. Louis, MO, United States: IEEE), 2642–2647. doi:10.1109/acc.2009.5160709

Stergiopoulos, J., and Tzes, A. (2010). Convex Voronoi-Inspired Space Partitioning for Heterogeneous Networks: A Coverage-Oriented Approach. IET Control Theory Appl. 4, 2802–2812. doi:10.1049/iet-cta.2009.0298

Sun, S., Song, B., Wang, P., Dong, H., and Chen, X. (2022). Real-time mission-motion Planner for Multi-Uavs Cooperative Work Using Tri-level Programming. IEEE Trans. Intell. Transp. 23, 1260–1273. doi:10.1109/TITS.2020.3023819

Sun, X., Cassandras, C. G., and Meng, X. (2019). Exploiting Submodularity to Quantify Near-Optimality in Multi-Agent Coverage Problems. Automatica 100, 349–359. doi:10.1016/j.automatica.2018.11.020

Wadoo, S., and Kachroo, P. (2017). Autonomous Underwater Vehicles: Modeling, Control Design and Simulation. Boca Raton, United States: CRC Press.

Wiens, J. D., Anthony, R. G., and Forsman, E. D. (2014). Competitive Interactions and Resource Partitioning between Northern Spotted Owls and Barred Owls in Western Oregon. Wild. Mon. 185, 1–50. doi:10.1002/wmn.1209

Wu, W., and Liu, W. (2022). Adaptive Door Opening Control Algorithm of Bio-Inspired mobile Manipulator Based on Synchronous Sensing. Front. Bioeng. Biotechnol. 9, doi:10.3389/fbioe.2021.821981

Wu, X., Feng, Z., Zhu, J., and Allen, R. (2007). Ga-based Path Planning for Multiple Auv. Int. J. Control. 80, 1180–1185. doi:10.1080/00207170601452589

Xin, B., Zhang, J., Chen, J., Wang, Q., and Yu, Y. (2021). Overview of Research on Transformation of Multi-Auv Formations. Complex Syst. Model. 1, 1–14. doi:10.23919/cms.2021.0003

Yan, Z., Pan, X., Yang, Z., and Yue, L. (2019). Formation Control of Leader-Following Multi-UuvS with Uncertain Factors and Time-Varying Delays. IEEE Access 7, 118792–118805. doi:10.1109/access.2019.2935067

Yan, Z., Yang, Z., Pan, X., Zhou, J., and Wu, D. (2020). Virtual Leader Based Path Tracking Control for Multi-Uuv Considering Sampled-Data Delays and Packet Losses. Ocean Eng. 216, 108065. doi:10.1016/j.oceaneng.2020.108065

Yang, Y., Xiao, Y., and Li, T. (2021). A Survey of Autonomous Underwater Vehicle Formation: Performance, Formation Control, and Communication Capability. IEEE Commun. Surv. Tutorials 23, 815–841. doi:10.1109/comst.2021.3059998

Zhong, M., and Cassandras, C. G. (2008). Distributed Coverage Control in Sensor Network Environments with Polygonal Obstacles. IFAC Proc. Volumes 41, 405–405. doi:10.3182/20080706-5-kr-1001.00700

Zhu, X., Yu, J., and Wang, X. (2012). Adaptive Coverage Sampling of Underwater Glider. Robot. 34, 566–573. doi:10.3724/sp.j.1218.2012.00566

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Guo, Chen, Zhao and Luo. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.