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Abstract
In this note we extend kernel function approximation results for neural networks with Gaussian-distributed weights to single-layer networks initialized using Haar-distributed random orthogonal matrices (with possible rescaling). This is accomplished using recent results from random matrix theory.

1 Initial definitions and statement of problem
The main object of our analysis will be a fully-connected “combined layer” \( f \), which is defined by

\[ f(z) = \phi(Wz), \]

where \( W \in \mathbb{R}^{m \times k} \) is matrix of weights, \( z \in \mathbb{R}^k \) is a input vector, and \( \phi \) is a scalar activation function which is applied element-wise for vector inputs. We call this a “combined layer”, as it combines both a fully-connected layer and a nonlinear layer.

We are interested in characterizing the high probability initialization-time behavior of \( f \)'s kernel function

\[ \kappa_f(z, z') \equiv \frac{1}{m} f(z)^\top f(z') \]

given certain initialization schemes for \( W \). In particular, we wish to show that \( \kappa_f(z, z') \), evaluated with \( f \)'s initial weights, converges in probability as \( m \to \infty \) to \( f \)'s approximate kernel function, which is defined by

\[ \tilde{\kappa}_f(\Sigma_{z,z'}) = \mathbb{E}_{u \sim N(0, \Sigma_{u,u'})}[\phi(u_1)\phi(u_2)], \]

where

\[ \Sigma_{z,z'} = \frac{1}{k} \begin{bmatrix} z^\top z & z^\top z' \\ z'^\top z & z'^\top z' \end{bmatrix} \in \mathbb{R}^{2 \times 2}. \]
We are also interested in characterizing the rate of this convergence as a function of $m$, as this gives us some idea of how wide a layer needs to be in practice for its kernel function to be well approximated.

## 2 Prior result for Gaussian weights

When the elements of $W$ are drawn iid from $N(0,1/k)$, this is known as a *Gaussian fan-in initialization* [LeCun et al., 1998]. Given such an initialization, we have the following result due to Daniely et al. [2016], which we have adapted here for single layer networks.

**Theorem 1** (Adapted from Theorem 2 of Daniely et al. [2016]). Suppose $W$ is initialized according to a Gaussian fan-in initialization, and that $\phi$ is a twice continuously differentiable function satisfying $E_{x \sim N(0,1)}[\phi(x)^2] = 1$ and $\|\phi\|_\infty, \|\phi'\|_\infty, \|\phi''\|_\infty \leq C$ for some $C$ (with $\|\cdot\|_\infty$ denoting the supremal value). Suppose further that $m \geq \frac{4C^4 \log(8/\delta)}{\epsilon^2}$.

Then at initialization time, for all input vectors $z$ and $z'$ to $f$ satisfying $\|z\|^2 = \|z'\|^2 = k$, we have

\[
|\kappa_f(z, z') - \widetilde{\kappa}_f(\Sigma_{z,z'})| \leq \epsilon
\]

with probability at least $1 - \delta$.

**Remark 1.** Because $1 = \sqrt{E_{u \sim N(0,1)}[\phi(u)^2]} \leq \sqrt{E_{u \sim N(0,1)}[\|\phi\|_\infty^2]} = \|\phi\|_\infty$, it thus follows that $C \geq 1$ in the above theorem.

**Remark 2.** In addition to being restricted to the single layer case, this theorem statement differs from the one in Daniely et al. [2016] by explicitly assuming that the activation function $\phi$ satisfies $E_{x \sim N(0,1)}[\phi(x)^2] = 1$, or is in other words “normalized”. As far as we can tell, this assumption is implicit in the definitions made by Daniely et al. [2016].

**Remark 3.** Another assumption implicit in the definitions of Daniely et al. [2016] is that the activation function of the last layer is the identity, which would seem to render their result trivial for one layer networks (and the above adaptation unjustified). However, as far as we can tell, this assumption isn’t actually used anywhere in their proofs.

**Remark 4.** The hypothesis that $\|\phi''\|_\infty \leq C$ can likely be removed in the single layer case since it appears to be used by Daniely et al. [2016] only to bound the expansion of the approximation error across multiple layers.
3 Main result

The goal of this note is to prove an analogous result to Theorem 1 for the case where $W$ is initialized according to what we will call a “scaled-corrected uniform orthogonal (SUO) distribution”. This is a distribution of scaled orthogonal matrices (or submatrices of these, when $m \neq k$) which is sometimes used in neural network training, and which has appeared in various theoretical works [e.g. Sokol and Park, 2018, Hu et al., 2020]. While approximate kernel function analysis (or signal propagation/mean-field analysis, which makes equivalent predictions from non-rigorous foundations) has been used in the context of orthogonally-initialized neural networks before [e.g. Saxe et al., 2013, Xiao et al., 2018], to the best of our knowledge this practice has never before been rigorously justified.

When $m \leq k$, samples from the SUO distribution can be generated as $(XX^\top)^{-1/2}X$, where $X$ is a $m \times k$ matrix with entries sampled iid from $N(0,1)$. When $m > k$, we may apply the same procedure but with $k$ and $m$ reversed, and then transpose the result. To be consistent with the scaling characteristics of the Gaussian fan-in initialization, we multiply the resulting matrix by $\max(\sqrt{m/k},1)$, which will have an effect only when $k \leq m$. Note that without this multiplicative rescaling, the distribution corresponds to the well-known 

Haar measure.

Our main result is the following theorem.

**Theorem 2.** Suppose $W$ is initialized according to an SUO distribution, and that $\phi$ satisfies $\|\phi\|_\infty,\|\phi\|_\infty \leq C$ for some $C$ (with $\|\cdot\|_\infty$ denoting the supremal value). Denote $n = \max(k,m)$, and suppose that for $\delta, \epsilon \geq 0$ we have

$$\frac{m^{5/2}}{(n+1)^2} \geq \log(2/\delta) \quad \text{and} \quad \frac{n-1}{m^{3/4}} \geq \frac{8\sqrt{2}C^2}{\epsilon}.$$ 

Then, at initialization time, for all pairs of vectors $z, z' \in \mathbb{R}^k$ satisfying $\|z\|^2 = \|z\|^2 = k$, we have that

$$|\kappa_f(z, z') - \tilde{\kappa}_f(\Sigma_{z,z'})| \leq \epsilon$$

with probability at least $1 - \delta$.

**Remark 5.** The conditions on $k$, $m$, and $n = \max(k,m)$ in the theorem statement will be satisfied as long as $n$ is sufficiently large and $k$ is not too much larger than $m$. In the case where $m \geq k$, the LHS’s of these bounds simplifies to approximately $m^{1/2}$ and $m^{1/4}$, respectively. It thus follows that $\kappa_f(z, z')$ converges in probability to $\tilde{\kappa}_f(\Sigma_{z,z'})$ as the output dimension $m$ goes to $\infty$.

**Remark 6.** In the case where $m \geq k$, the conditions imply that

$$n \geq \frac{128C^4\log(2/\delta)^2}{\epsilon^2},$$

which is similar to the condition from Theorem 1 for Gaussian fan-in initializations.
Remark 7. The result may be generalized to the case where $\|z\|^2 = \|z'\|^2 = \alpha^2 k$ for some $\alpha$, in which case $C$ is replaced by $\alpha C$. To see this, observe that $f(\alpha z) = \psi(Wz)$, where we have defined $\psi(x) = \phi(\alpha x)$, and that $\|\psi\|_\infty, \|\psi'\|_\infty \leq \alpha C$.

4 Proof of main result

To prove Theorem 2, we will use some fairly recent results from the probability/statistics literature. The first of these results, due to Chatterjee and Meckes [2008], is stated below. It makes use of the 1st Wasserstein distance, which for two random variables $X$ and $Y$ of the same dimension $d$ is defined by

$$D_{\text{Wass}}(X, Y) \equiv \sup \{|E[f(X)] - E[f(Y)]| \mid f: \mathbb{R}^d \to \mathbb{R}, L_f = 1 \},$$

where $L_f$ denotes the Lipschitz constant of $f$.

**Theorem 3** (Adapted from Theorem 11 of Chatterjee and Meckes [2008]). Let $B_1, B_2, \ldots, B_d \in \mathbb{R}^{n \times n}$ be linearly independent matrices such that $\text{tr}(B_i B_j^\top) = n$. Let $M$ be random $n \times n$ orthogonal matrix distributed according to the Haar measure, and define the $d$-dimensional random vector $X = (\text{tr}(B_1 M), \text{tr}(B_2 M), \ldots, \text{tr}(B_d M))$.

Then for $n \geq 2$ we have

$$D_{\text{Wass}}(X, Y) \leq \frac{\sqrt{2} \|A\|}{n - 1},$$

where $A \in \mathbb{R}^{d \times d}$ is defined by $[A]_{i,j} = \frac{1}{n} \text{tr}(B_i B_j^\top)$, $Y \sim N(0, A)$, and $\|A\|$ is the operator norm of $A$.

From this theorem we will prove the following corollary, which is specialized to our particular situation. It shows that multiplication of constant vectors by an SUO distributed matrix produces an output which is approximately Gaussian distributed, according to the 1st Wasserstein distance.

Note that throughout the rest of this section we will assume most of the hypotheses of Theorem 2. Namely that $W$ is SUO distributed, $\phi$ satisfies $\|\phi\|_\infty, \|\phi'\|_\infty \leq C$ for some $C$, and that $z, z' \in \mathbb{R}^k$ are vectors satisfying $\|z\|^2 = \|z'\|^2 = k$.

**Corollary 1.** Suppose that $z \neq z'$, and that $y, y'$ are $m$-dimensional vectors distributed according to $\begin{bmatrix} y & y' \end{bmatrix} \sim N \left( \begin{bmatrix} 0 & c \\ c & 1 \end{bmatrix} \otimes I_m \right)$, where $c = \frac{1}{k} z^\top z' = z^\top z'/(\|z\| \|z'\|) \neq 1$. Then for $n \equiv \max(k, m) \geq 2$ we have

$$D_{\text{Wass}}((Wz, Wz'), (y, y')) \leq \frac{4m}{n - 1}.$$
Moreover, $\text{tr}(B)$ viewed as the top left submatrix of a larger $k$ zero matrix and replacing the first $k$ entries of the $i$-th column by the vector $(\sqrt{n/k})z \in \mathbb{R}^k$. And for $i = m + 1, m + 2, \ldots, 2m$ similarly let $B_i$ be matrices formed by taking the zero matrix and replacing the first $k$ entries of the $(i - m)$-th column by the vector $(\sqrt{n/k})z'$. It is straightforward to verify from these definitions that $(\text{tr}(B_1M),\text{tr}(B_2M),\ldots,\text{tr}(B_{2m}M)) = (Wz,Wz')$.

We also observe that since $z \neq z'$, these $B_i$'s are linearly independent.

Moreover, $\text{tr}(B_iB_i^\top) = \left(\sqrt{n/k}\right)^2 z^\top z = (n/k)k = n$ for $i = 1, 2, \ldots, m$ and similarly for $i = m + 1, m + 2, \ldots, 2m$. Also, for $i = 1, \ldots, m$ we have that $\text{tr}(B_iB_{i+m}^\top) = \text{tr}(B_{i+m}B_i^\top) = \left(\sqrt{n/k}\right)^2 z^\top z' = (n/k)z^\top z' = nc$. Meanwhile, for all other combinations of $i$ and $j$ not covered by these cases we have $\text{tr}(B_iB_j^\top) = \text{tr}(B_jB_i^\top) = 0$.

Defining $A \in \mathbb{R}^{d \times d}$ by $[A]_{i,j} = \frac{1}{n}\text{tr}(B_iB_j^\top)$, we thus have

$$A = \frac{1}{n} \begin{bmatrix} n & nc \\ nc & n \end{bmatrix} \otimes I_m = \left[ \begin{bmatrix} 1 & c \\ c & 1 \end{bmatrix} \right] \otimes I_m.$$ Since $-1 \leq c \leq 1$, it follows that $\left\| \left[ \begin{bmatrix} 1 & c \\ c & 1 \end{bmatrix} \right] \right\| \leq 2$, and thus $\|A\| = \left\| \left[ \begin{bmatrix} 1 & c \\ c & 1 \end{bmatrix} \right] \right\| \|I_m\| \leq 2$.

Applying Theorem 3 with $d = 2m$ we finally get that

$$D_{\text{Wass}}((Wz,Wz'),(y,y')) \leq \frac{2m\sqrt{2\|A\|}}{n-1} \leq \frac{4m}{n-1},$$

where $y$ and $y'$ are defined as in the statement. \hfill \Box

Corollary 1 is useful because it allows us to relate $\mathbb{E}[\kappa_f(z,z')]$ to $\tilde{\kappa}_f(\Sigma_z,z')$, given certain assumptions on $f$'s activation function $\phi$. This is done in the following proposition.

**Proposition 1.** For $n \equiv \max(k,m) \geq 2$ we have

$$|\mathbb{E}[\kappa_f(z,z')] - \tilde{\kappa}_f(\Sigma_z,z')| \leq \frac{4\sqrt{2m}C^2}{n-1}.$$  

Proof. Denote

$$g(x,x') \equiv \frac{1}{m}\phi(x)^\top \phi(x') = \frac{1}{m} \sum_{i=1}^{m} \phi([x]_i)\phi([x']_i).$$
The gradient of $g$ with respect to $x$ and $x'$ is given by

$$
\frac{1}{m} \left[ \frac{\phi(x) \odot \phi(x')}{m} \right] \in \mathbb{R}^{2m},
$$

where $\odot$ denotes the element-wise product.

As we have $\|\phi\|_\infty, \|\phi'\|_\infty \leq C$, it follows that each entry of this vector is upper bounded by $C^2/m$. Its norm is thus upper bounded by

$$
\sqrt{2m \left( \frac{C^2}{m} \right)^2} = \sqrt{2}C^2 \sqrt{m}.
$$

Since this bound is universal, it is also an upper bound on the Lipschitz constant $L_g$ of $g$.

Suppose that $z \neq z'$. Since $g(x, x')/L_g$ has a Lipschitz constant of 1, we have by Corollary \[\text{1}\] and the definition of $D_{\text{Wass}}$ that

$$
\left| \mathbb{E} \left[ g(Wz, Wz') \middle/ L_g \right] - \mathbb{E} \left[ g(y, y') \middle/ L_g \right] \right| \leq D_{\text{Wass}}((Wz, Wz'), (y, y')) \leq \frac{4m}{n-1}
$$

for $\begin{bmatrix} y \\ y' \end{bmatrix} \sim N \left( \begin{bmatrix} 1 \\ c \end{bmatrix}, I_m \right)$, which implies that

$$
|\mathbb{E}[g(Wz, Wz')] - \mathbb{E}[g(y, y')]| \leq \frac{4mL_g}{n-1} \leq \frac{4\sqrt{2} \sqrt{m}C^2}{n-1}.
$$

Observing that $\kappa_f(z, z') = g(Wz, Wz')$ by definition of $\kappa_f$, and also that

$$
\mathbb{E}[g(y, y')] = \frac{1}{m} \sum_{i=1}^{m} \mathbb{E}[\phi([x]_i)\phi([x']_i)]
$$

$$
= \frac{1}{m} m\mathbb{E} \left[ \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} \sim N \left( \begin{bmatrix} 0 \\ \begin{bmatrix} 1 \\ c \end{bmatrix} \end{bmatrix} \right) \right] [\phi(u_1)\phi(u_2)] = \tilde{\kappa}_f(\Sigma_{z, z'})
$$

(where we have used the fact that $\Sigma_{z, z'} = \begin{bmatrix} 1 \\ c \end{bmatrix}$), the proposition then follows for the case $z \neq z'$.

It remains to handle the $z = z'$ case. We observe that both $\kappa_f(z, z')$ and $\tilde{\kappa}_f(\Sigma_{z, z'})$ are continuous functions of $z'$, and thus so is $|\kappa_f(z, z') - \tilde{\kappa}_f(\Sigma_{z, z'})|$. It thus follows from the $z \neq z'$ case that

$$
|\kappa_f(z, z') - \tilde{\kappa}_f(\Sigma_{z, z'})| = \lim_{z' \rightarrow z, \|z'-z\|^2=k} |\kappa_f(z, z') - \tilde{\kappa}_f(\Sigma_{z, z'})| \leq \frac{4\sqrt{2} \sqrt{m}C^2}{n-1}.
$$

\[\Box\]
Having characterized the speed at which $\mathbb{E}[\kappa_f(z, z')]$ converges to $\tilde{\kappa}_f(\Sigma_z z')$ as $n = \max(k, m)$ grows, it remains to characterize the rate at which $\kappa_f(z, z')$ concentrates around its expectation. For Gaussian distributed weights this is easy, since the input to each unit becomes iid, allowing one to use well-known and powerful concentration bounds for sums of iid variables, such as Hoeffding’s inequality. (This is the approach taken by Daniely et al. [2016].) However, one does not have this kind of independence for SUO distributed weights, and so we must use a more specialized approach.

Following the strategy outlined by Meckes [2019], we will use a concentration inequality that applies to distributions on metric spaces that satisfy so-called log-Sobolev inequalities (LSIs). Note that the Haar measure on the space $O(n)$ of $n \times n$ orthogonal matrices, with the Hilbert-Schmidt distance metric (given by $\|\text{vec}(M_1) - \text{vec}(M_2)\|$), does not satisfy an LSI due to $O(n)$ being disconnected. Fortunately, the same measure restricted to either of $O(n)$’s two connected components (and then renormalized) does satisfy such an inequality. These components are $SO(n)$ and $SO^-(n)$, which correspond to orthogonal matrices with determinants 1 and $-1$ respectively (which are the only two possible values). As shown by Meckes [2019], the constant of the LSI inequality is $4/(n - 2)$ for $SO(n)$, which leads to the theorem stated below.

Before we state the theorem we will quickly define some additional notation. Given a set $T$ of orthogonal matrices, we denote by $H(T)$ the distribution on $T$ given by the Haar measure. We will also extend the notation “$O(n)$” to include sets $O(m,k)$ of non-square $m \times k$ orthogonal matrices.

**Theorem 4** (Adapted from Theorem 5.5 of Meckes [2019], as applied to $SO(n)$). Suppose that $M \sim H(SO(n))$ and that $h : SO(n) \rightarrow \mathbb{R}$ is a Lipschitz-continuous function with constant $L_h$ (in the Hilbert-Schmidt metric space) such that $\mathbb{E}[|h(M)|] < \infty$. Then for every $r \geq 0$ we have

$$P(|h(M) - \mathbb{E}[h(M)]| \geq r) \leq 2 \exp\left(-\frac{r^2(n - 2)}{8L_h^2}\right).$$

We now have all of the tools required to prove our main result.

**Proof of Theorem 4** Let $R$ be a $k \times k$ orthogonal matrix that maps $z$ and $z'$ into the subspace $S$ spanned by the unit vectors $e_1$ and $e_2$ (or just $e_1$ if $z = z'$). We will begin the proof by showing that $(Wz, Wz')$ is distributed as $(Vv, Vv')$, where $(v, v') = (Rz, Rz')$, and $V/\sqrt{n/k}$ is the top left submatrix of a matrix $M \sim H(SO(n))$.

Because $W$ is SUO distributed, $W/\sqrt{n/k}$ has distribution $H(O(m,k))$, which is invariant to right multiplication by orthogonal matrices such as $R$ [Eaton, 1989, Chapter 7], and thus the distribution of $W$ is also invariant. It therefore follows that $((WR)z, (WR)z') = (Wv, Wv')$ has the same distribution as $(Wz, Wz')$.

Since $W/\sqrt{n/k}$ has distribution $H(O(m,k))$, it is distributed as the top-left submatrix of a matrix $Q \sim H(O(n))$ [Eaton, 1989, Chapter 7]. Because $(Wv, Wv')$ depends only on the first one or two column(s) of $W$, it thus depends
only on the first one or two column(s) of $Q$. As argued below, the first $n - 1$ columns of an $n \times n$ matrix has the same distribution whether that matrix is distributed according to $H(O(n))$, $H(SO(n))$ or $H(SO^{-}(n))$, and so for $n \geq 3$ we have that $(Wv, Wv')$ is distributed as $(Vv, Vv')$, where $V/\sqrt{n/k}$ is the top-left submatrix of a matrix $M$ with distribution $H(SO(n))$.

To see that the first $n - 1$ columns of an $n \times n$ matrix have the same distribution whether that matrix is distributed according to $H(O(n))$, $H(SO(n))$ or $H(SO^{-}(n))$, consider the effect of multiplying by the orthogonal matrix $T = \begin{bmatrix} I_{n-1} & 0 \\ 0 & -1 \end{bmatrix}$. This keeps $H(O(n))$ invariant, doesn’t change the first $n - 1$ columns of the matrix, and flips membership between $SO(n)$ and $SO^{-}(n)$. Because the Haar measure on $SO(n)$ and $SO^{-}(n)$ is given by the restriction of the Haar measure on $O(n)$ (followed by renormalization), it follows that multiplication by $T$ is a measure preserving transform between $H(SO(n))$ and $H(SO^{-}(n))$ which doesn’t change the first $n - 1$ columns.

The remainder of the proof is now just an application of Proposition 1 and Theorem 4.

Define

$$g(x, x') \equiv \frac{1}{m} \phi(x)\top \phi(x') = \frac{1}{m} \sum_{i=1}^{m} \phi([x]_i)\phi([x']_i),$$

so that $\kappa_{\ell}(z, z') = g(Wz, Wz')$. Given the above relationship between $M$ and $V$ (i.e. that $V$ is the top-left submatrix of $\sqrt{n/k}M$), we define

$$h(M) \equiv g(Vv, Vv').$$

To bound the Lipschitz constant $L_h$ of $h$ in the Hilbert-Schmidt metric it suffices to compute the gradient $G$ of $h$ with respect to $M$, and bound its Hilbert-Schmidt norm (which is given by its standard Euclidean norm as a vector in $\mathbb{R}^{s^2}$, or equivalently by $\text{tr}(GG\top)^{1/2}$). As the gradient is zero for all entries of $M$ except the top-left $m \times k$ submatrix (used to form $V/\sqrt{n/k}$), we can restrict our computation to these entries, which gives

$$G = \frac{\sqrt{n}}{m\sqrt{k}} [(\phi(Vv') \odot \phi'(Vv))v\top + (\phi(Vv) \odot \phi'(Vv'))v'\top].$$

Observing that $\text{tr}(ab\top cd\top) = \text{tr}(bc\top da) = (b\top c)(d\top a)$ for vectors $a$, $b$, $c$, and $d$, and defining $s_1 = (\phi(Vv') \odot \phi'(Vv)) \in \mathbb{R}^m$ and $s_2 = (\phi(Vv) \odot \phi'(Vv')) \in \mathbb{R}^m$ we have that the Hilbert-Schmidt norm of $G$ is thus equal to

$$\text{tr}(GG\top)^{1/2} = \frac{\sqrt{n}}{m\sqrt{k}} \sqrt{\sum_{i,j} s_{ij}^2 + \sum_i (s_i v')^2 + 2 \sum_i (s^\top s) v'.}$$

As $\phi$ and $\phi'$ are bounded by $C$ by hypothesis, we have $|s_1|^2, |s_2|^2, |s^\top s| \leq mC^4$. And because $R$ is orthogonal we have $\|v\|^2 = \|Rz\|^2 = \|z\|^2 = k$ and similarly $\|v'\|^2 = k$, and also $|v^\top v'| = |z^\top z'| \leq k$. Combining these inequalities
we get the following upper bound on the norm of $G$ (and thus on $L_h$):

$$\frac{\sqrt{n}}{m^{1/4}k} \sqrt{4mC^4k} = \frac{2C^2\sqrt{n}}{\sqrt{m}}.$$  

Since $h$ is clearly bounded (because $\phi$ is), we have that $\mathbb{E}[|h(M)|] < \infty$.

We have now satisfied the hypotheses of Theorem II which for $h(M) = g(Vv, Vv')$, gives us that

$$P(|g(Vv, Vv') - \mathbb{E}[g(Vv, Vv')]| \geq r) \leq 2 \exp \left( -\frac{r^2(n-2)}{8L_h^2} \right) \leq 2 \exp \left( -\frac{r^2(n-2)m}{32nC^4} \right).$$

By Proposition I we also have

$$|\mathbb{E}[\kappa_f(z, z')] - \tilde{\kappa}_f(\Sigma_{z, z'})| \leq \frac{4\sqrt{2\sqrt{m}C^2}}{n-1}.$$ 

Let $\epsilon$ be such that

$$\epsilon \geq \frac{4\sqrt{2m^{3/4}C^2}}{n-1} + \frac{4\sqrt{2\sqrt{m}C^2}}{n-1}. \quad (1)$$

Using the above three inequalities we have

$$P(|\kappa_f(z, z') - \tilde{\kappa}_f(\Sigma_{z, z'})| \geq \epsilon) \leq P(|g(Wz, Wz') - \tilde{\kappa}_f(\Sigma_{z, z'})| \geq \epsilon) \leq P(|g(Wz, Wz') - \mathbb{E}[g(Wz, Wz')] + |\mathbb{E}[g(Wz, Wz')] - \tilde{\kappa}_f(\Sigma_{z, z'})| \geq \epsilon)$$

$$\leq P \left( |g(Wz, Wz') - \mathbb{E}[g(Wz, Wz')]| \geq \epsilon - \frac{4\sqrt{2\sqrt{m}C^2}}{n-1} \right)$$

$$\leq P \left( |g(Wz, Wz') - \mathbb{E}[g(Wz, Wz')]| \geq \epsilon - \frac{4\sqrt{2m^{3/4}C^2}}{n-1} \right).$$

$$\leq P \left( |g(Vv, Vv') - \mathbb{E}[g(Vv, Vv')]| \geq \epsilon - \frac{4\sqrt{2m^{3/4}C^2}}{n-1} \right)$$

$$\leq 2 \exp \left( -\frac{4\sqrt{2m^{3/4}C^2}}{n-1} \frac{(n-2)m}{32nC^4} \right)$$

$$= 2 \exp \left( -\frac{(n-2)m^{5/2}}{n(n-1)^2} \right).$$

By this inequality we thus have that the condition $2 \exp \left( -\frac{(n-2)m^{5/2}}{n(n-1)^2} \right) \leq \delta$ would be sufficient to establish that $P(|\kappa_f(z, z') - \tilde{\kappa}_f(\Sigma_{z, z'})| < \epsilon) = 1 - \delta.$
\[ P(\kappa_f(z, z') - \tilde{\kappa}_f(\Sigma_{z,z'}) \geq \epsilon) \geq 1 - \delta. \]

Taking logs of both sides and simplifying this condition becomes
\[
(n - 2) \frac{m^{5/2}}{n(n - 1)^2} \geq \log(2/\delta).
\]

For \( n \geq 2 \) we have \((n - 2)/(n(n - 1)^2) \geq 1/(n + 1)^2\), and so for the condition to be satisfied it suffices that
\[
\frac{m^{5/2}}{(n + 1)^2} \geq \log(2/\delta).
\]

It remains to derive conditions on \( m \) and \( n \) such that Equation 1 is satisfied. Since the first term on the RHS of Equation 1 clearly upper bounds the second term, it follows that a sufficient condition is that \( \epsilon \) is greater than or equal to 2 times the first term. Taking this condition and rearranging we have
\[
\frac{n - 1}{m^{3/4}} \geq \frac{8\sqrt{2}C^2}{\epsilon}.
\]

\[\square\]

5 A previous solution to this problem?

[Huang et al. 2020, arXiv version 3] claim a result which is in many ways stronger than Theorem 2, although without an explicit convergence rate. In particular, they show that the kernel function of a multi-layer fully-connected network initialized with SUO distributed weights converges to the composition of the approximate kernel functions for its individual layers, as the widths of the layers all go to infinity. They then extend their analysis to verify the formula for the Neural Tangent Kernel [Li and Liang, 2018, Jacot et al., 2018, Du et al., 2018] of such networks, which had previously only been proven for Gaussian-distributed weights.

The main technical tool that they use is a simplified version of Theorem 3 (which they also adapt from Chatterjee and Meckes 2008) where \( d = 1 \), and the type and rate of convergence of \( \text{tr}(B_1M) \) is left unspecified. Using this, they argue that each scalar component of \( Wz \) converges to a Gaussian distribution as \( z \)'s dimension \( k \) goes to infinity. Then, because each component of \( Wz \) is Gaussian in the limit and has zero covariance with the other components, they become independent in the limit. This property is then used to argue about the behavior of \( \phi(Wz) \) for an element-wise activation function \( \phi \).

Unfortunately, there appears to be several errors in this argument that are not easily repaired. Firstly, even if each variable in some set is Gaussian distributed, this does not imply that they will be jointly Gaussian distributed. See Cardinal 2012 for various counterexamples. Secondly, it is not mathematically rigorous to talk about a set of variables “becoming independent” in the limit. From the standpoint of formulas and theorems that require independence (such
as the Central Limit Theorem), a set of variables are either independent or they are not. Thirdly, without being precise about the type and rate of convergence experienced by a arbitrary set of 1D projections of an orthogonal matrix, one cannot make any strong statements about the limiting behavior of a function of those projections (such as the output of a fully-connected combined layer in this case). For example, if $M$ is a random $n \times n$ orthogonal matrix distributed according to the Haar measure, then for all $n \geq 1$, $|M|$ takes on values 1 or $-1$ each with 0.5 probability, while the distribution of $|M|$ for an entry-wise iid Gaussian distributed $M$ looks very different. Finally, to apply their argument inductively to deeper networks, [Huang et al., 2020] take the width of the current layer to infinity at each step, giving a “sequential limit” over the layers. While such limits have appeared before in the literature [e.g. Novak et al., 2018, Jacot et al., 2018], it is not clear that they are mathematically meaningful, as a layer in a neural network can never actually be “infinitely wide”. Moreover, even if one accepts sequential limits as valid (e.g. by adopting a Gaussian-process interpretation), they can never actually describe the approximate behavior of a really wide (but finite) multi-layer neural network, which arguably defeats the main purpose of computing such limits.

6 Future directions

While Theorem 2 only handles single combined layers, we conjecture that it could be generalized to deeper networks following an argument along the lines of the one given by [Daniely et al., 2016] for deep Gaussian-initialized networks. We leave this to future work.
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