Broadband interferometric subtraction of optical fields
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Abstract: We present a Mach-Zehnder-like interferometer capable of simultaneous super-octave (950 – 2100 nm) destructive interference with an intensity extinction of 4 × 10^{-4}. Achromatic nulling is achieved by unbalancing the number of Fresnel reflections off optically denser media in the two interferometer arms. With a methane gas sample in one interferometer arm, we isolate the coherent molecular vibrational emission from the broadband, impulsive excitation and quantitatively examine the potential improvement in detectable concentration, compared to direct transmission geometry. The novel concept will benefit sensing applications requiring high detection sensitivity and dynamic range, including time-domain and frequency-domain spectroscopy.
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1. Introduction

In traditional spectroscopic techniques, the signal associated with the process under scrutiny manifests as a change of the radiation source intensity (or field). This imposes two main limitations on the smallest detectable signal: Firstly, its magnitude is lower-bound by excess source noise. Secondly, resolving a small change of a comparatively large signal requires high-dynamic-range detection.

In the field of Fourier transform infrared (FTIR) spectroscopy, the idea of a dual-beam approach to overcome part of these limitations was first realized by Bar-Lev [1] in 1966. He utilized both the interferogram and the anti-interferogram beam produced by an FTIR spectrometer and measured the resulting difference signal with a balanced detector. Later works inserted a reference and a sample into each beam and focused both outputs on a single detector [2,3], which results in the cancellation of the common AC-components of the opposing interferograms. In doing so, the effect of excess source noise on the detection limit can be in principle suppressed down to the shot-noise level of the source [4]. Because sequential measurements of sample and reference signal become unnecessary, the measurement time and systematic errors are reduced and the dynamic range requirements of the digitization electronics are relaxed [5]. However, none of the various dual-beam FTIR schemes [1–6], addressed the issue of the limited dynamic range of the detector because the DC-component of the interferograms was always present. In contrast, optically subtracting a reference signal before detection spatially isolates the sought-for signal, disclosing it in front of a quasi-zero background. This can be realized by an interferometer in whose arms the propagation of light differs precisely by the process under scrutiny [7]. Ideally, in the interferometer port combining both arms with opposing phase, only the (miniscule) differences do not interfere destructively [8]. Thereby, the cancellation of the – usually orders of magnitude stronger – reference signal facilitates excitation intensities far above the saturation limit of the detector. Thus, the amplitude of the detected sample response can always be raised above the detector and shot noise levels. In particular, interferometric,
optical subtraction facilitates the direct comparison of two samples by increasing the visibility of slight differences between their spectra.

To adapt interferometric, optical subtraction for broadband frequency-domain and ultrafast, time-domain spectroscopy (which by definition is broadband) the challenge of simultaneous cancellation of super-octave spectra has to be addressed. In this paper, we present a Mach-Zehnder-type interferometer, with an unprecedented combination of broad bandwidth (950 nm - 2100 nm) and achromatic intensity suppression ($4 \times 10^{-4}$). Compared to the more complex approaches developed, e.g., for the direct observation of extrasolar planets [9], our concept for achromatic nulling solely relies on the combination of Fresnel reflections off boundaries between media with different refractive indices. In a proof-of-principle experiment of differential molecular fingerprinting, we spatially isolate the resonant response of a molecular sample to an impulsive, linear excitation from the instantaneous sample response, carrying negligible fingerprint information.

A phase shift between two interferometer arms can be achieved by increasing the length of one arm with respect to the other. The acquired phase shift $\Delta \varphi$ is given by:

$$\Delta \varphi = \frac{2 \pi \Delta l}{\lambda},$$

where $\Delta l$ is the difference in optical path length and $\lambda$ the wavelength. For broadband destructive interference, a wavelength-independent phase shift of $\pi$ between the interfering electro-magnetic fields is necessary. As Eq. (1) shows, the phase shift due to mutual delaying however, is always wavelength dependent.

Several solutions for achromatic phase shifting have been developed in the field of observational astronomy [10]. For instance, a pair of mirror-symmetric periscopes can be used to geometrically implement a phase shift [11], the Gouy phase shift introduced by an additional focus in one arm can be exploited [12], and a pair of right-angle Fresnel rhombs acts as achromatic quarter-wave plates [13]. However, all these concepts are either technically complex or not suitable for ultrashort-pulse applications. Here, we adapt a simple concept, employed by Hayden et al. [14] for spectral absorption and dispersion measurements of a liquid sample with a tunable narrowband laser, to broadband, achromatic nulling.

### 2. Interferometric setup

The experimental setup is sketched in Fig. 1. Apart from two adaptations, our setup is equivalent to a Mach-Zehnder interferometer with uncoated surfaces for beam splitting and combining. In the latter, an achromatic phase difference of $\pi$ between the interferometer arms is caused by the fundamental property of light waves undergoing no phase change when reflected off a boundary to a medium with lower refractive index. However, light propagating to the destructive port of such an interferometer is reflected three times in one arm and transmitted twice and reflected once in the other arm, which leads to imperfect cancellation for broadband radiation due to refractive index changes. Therefore, here we combine an equal number of reflections and transmissions in each arm in the destructive port. For achromaticity, the resulting additional material passage in arm 1 is exactly compensated for by adding a window twice as thick as the beam combiner in arm 2. In the upper output port of the interferometer in Fig. 1, the interfering light has opposing phase because the light is reflected off the first surface of the beam splitter in arm 1 and off the second surface of the beam combiner in arm 2.

The interferometer employs plane, 3-mm thick borosilicate crown glass (N-BK7) windows for beam splitting and combining. The substrate thickness and material were chosen to provide reasonable spatial separation between the reflection off the first and the second surface for spatially filtering of undesired multiple reflections. The angle of incidence on the windows is $60^\circ$, providing a reflectivity of approximately 18% for s-polarized light which is close to the optimum splitting ratio of 20:80 for maximized power in the destructive port (see...
Appendix). For symmetry reasons, small pointing fluctuations of the incident beam do not affect the extinction. For stabilization of the optical path difference (OPD), the length of arm 1 is controlled via a feed-back loop acting on a piezo-electric transducer (PZT). A Hänsch-Couillaud error signal [15] is generated using an auxiliary laser which exactly follows the beam path of the main laser, except for an offset in beam height. The input polarization of the auxiliary laser is linear with 45° rotation with respect to the propagation plane, so that both arms acquire a polarization change in the constructive port (two transmissions in arm 2 and two reflections in arm 1).

Our experiments were carried out with a super-octave spectrum generated by a femtosecond Er:fiber laser system. The commercial oscillator-amplifier combination operates at a repetition rate of 56 MHz. The 90-fs output is coupled into a highly nonlinear fiber assembly, and spectrally broadened. Temporal compression results in a pulse duration of 11 fs spanning a spectrum between 950 nm and 2100 nm with 175 mW of average power (for details see [16]).

It is noteworthy that our interferometer design is not specific to ultrashort, pulsed laser sources and can in general be adapted to any kind of light source (including, e.g., thermal sources) if the transmissive optics are selected according to the desired wavelength range.

3. Theoretical limitations of interferometric extinction

Besides equal arm length, the alignment of the optical components within the interferometer is critical for achromatic nulling. Ideally, all optical surfaces should be parallel to each other and substrate thicknesses should match to minimize the influence of transverse misalignment, and unbalance of intensity and dispersion. Figure 2(a) shows the calculated influence of angular misalignment on the spatial overlap of both 30-cm-long arms after recombination, which identically translates into a degradation of the extinction ratio (see Appendix). According to our calculations, a misalignment of any optical element has the same quantitative influence on the extinction ratio. For longer arm length, the alignment sensitivity increases. With the precision of commercially available motorized kinematic mounts (1 µrad) an extinction ratio of $6 \times 10^{-8}$ for a central wavelength of 1550 nm and $6 \times 10^{-7}$ for 10-µm central wavelength is in principle attainable if only the spatial overlap is considered.

In addition to the alignment, the extinction ratio is influenced by dispersive effects owing to substrate thickness variations. Figure 2(b) shows that the influence of substrate thickness mismatch decreases for increasing pulse duration. The shaded orange area corresponds to
thickness tolerances typically specified by manufacturers. If the worst combination of thickness mismatch (0.9 mm between arm 1 and 2) is considered, the extinction ratio for 10-fs input pulses is limited to $2 \times 10^{-4}$.

Fig. 2. (a) Simulated decrease of extinction ratio for misalignment of two different optical elements in the interferometer at 1550 nm and 10 µm central wavelength. (b) Simulated decrease of extinction ratio depending on the difference in substrate thickness of beam splitter and beam combiner for different input pulse durations. Shaded area: typical thickness tolerances specified by the manufacturer.

4. Experimental interferometric extinction

In the experiment, the performance of the interferometer was characterized by recording the signal at the destructive port with a photodiode (PD) while applying a saw-tooth voltage to the PZT to scan the OPD through zero. Far from OPD = 0 a calibrated neutral density filter was applied to ensure a linear response of the PD. Ideally, the interfering fields $E_1$ and $E_2$ are identical and the following equality holds:

$$I_{\text{con}} = |E_1 + E_2|^2 = |2E_1|^2 = 4I_1$$

where $I_{\text{con}}$ is the intensity of the ideal constructive interference and $I_1$ is the intensity of one arm. We measured the voltage corresponding to the intensity of one arm and divided the recorded signal during destructive interference by four times this value. The resulting extinction ratio reaches a minimum of $4.2 \times 10^{-4}$. This value is in good agreement with the computed values given the limited precision of manual alignment and the presence of air fluctuations in our experiment.

It is worth noting that broadband constructive interference cannot be reached in the port designed for destructive interference, because a modification of the OPD will result in a wavelength-dependent phase difference between the two interferometer arms.

Figure 3(a) shows a comparison of the locked and the free-running PD signal at the destructive port of the interferometer on a timescale of 30 s. In the locked state, the root mean square (RMS) value of the extinction ratio is $6.1 \times 10^{-4}$. Comparing the standard deviation of the free-running and the locked PD signal reveals a reduction of the fluctuations of the extinction ratio by almost one order of magnitude from $6.4 \times 10^{-4}$ in the free-running to $7.2 \times 10^{-5}$ in the locked state. The discrepancy between the values of the extinction ratio in the scanned and in the locked state is most likely caused by differing air fluctuations in the two arms of the interferometer, which cannot be removed by the 1-dimensional PZT lock.

To investigate the wavelength dependence of the extinction, the stabilized signal was sent to an optical spectrum analyzer (OSA). The power spectral densities (PSD) of the destructive and the ideal constructive interference (defined as four times the PSD from a single arm) are depicted in Fig. 3(b). The RMS value of the spectrally resolved extinction ratio of $6.2 \times 10^{-4}$ is in excellent agreement with that of the spectrally integrated extinction ratio determined with the PD.
Fig. 3. (a) Extinction ratio measured with a photo diode for the free-running interferometer and the interferometer locked via the Hänsch-Couillaud error signal. (b) Spectrally resolved constructive and destructive interference. The modulation of the destructive interference spectrum at constant frequency corresponds to the thickness of the beam splitter/ combiner and can be explained by imperfect spatial filtering of multiple reflections in the substrate(s). The dashed orange curve shows the extinction ratio calculated by integrating the PSD in steps of 40 nm and dividing the destructive by the constructive PSD. The integration avoids extrema due to non-coinciding modulations in the two signals arising from the fact that the destructive interference lies only slightly above the detector noise of the OSA and therefore shows stronger fluctuations than the constructive interference.

5. Sensitivity improvement for differential spectroscopy

In the following, we discuss the potential afforded by this interferometric extinction for spectroscopic applications. To quantitatively investigate the advantages of the differential measurement over the direct one, regarding dynamic range and detection sensitivity, in the following we derive expressions for the signal strength (i.e. power in a given spectral element) associated purely with the light-matter interaction and for the noise background, for the direct and the differential measurement case, in analogy to [14]. In the direct measurement, for each spectral element the power attenuation in a molecular sample is given by Beer’s law:

\[ P_{S,\text{dir}} = P_0 e^{-A} \]  

(3)

where \( P_0 \) is the power recorded by the detector without sample, \( P_{S,\text{dir}} \) is the power recorded with sample, and \( A \) is the attenuation which is linearly proportional to the sample thickness, the absorption cross section, and the concentration. For simplicity, we do not include the complex molecular response here assuming that the considered concentrations are so small that the influence of phase effects is negligible with respect to the extinction ratio. Note, that in our experiment the “reference power” \( P_0 \) is that of the laser beam, after propagation along the empty sample arm when the other arm is blocked, and constitutes the background in the direct measurement. Furthermore, the two power values refer to the nominal levels, i.e. do not account for noise. Then, the difference between \( P_0 \) and \( P_{S,\text{dir}} \) yields a signal which can be associated purely with the light-matter interaction in the sample arm, which we henceforth refer to as “molecular signal” \( P_{M,\text{dir}} \):

\[ P_{M,\text{dir}} = P_0 - P_{S,\text{dir}} = P_0 (1 - e^{-A}) \]  

(4)

This signal vanishes in the limit \( A \to 0 \). Furthermore, in the above equation the background \( P_0 \) can be interpreted as \( P_0 = \lim_{A \to 0} (P_{S,\text{dir}}) \), which holds in a more general sense. The amplitudes \( E \) of the electric fields involved are connected to the measured powers \( P \) via the equality
\( E = c \sqrt{P} \), with some proportionality constant \( c \). Thus, for the electric field amplitude \( E_{S, \text{dir}} \) the following equation can be derived:

\[
E_{(S, \text{dir})} = c \sqrt{P_{S, \text{dir}}} = E_0 e^{-\Delta/2}.
\]  

(5)

where \( E_0 = c \sqrt{P_0} \). To model the differential measurement, we consider the overlap of the electric fields \( E_1 \) and \( E_2 \) in the two interferometer arms, with opposing phase and a small difference \( \delta \) in field amplitude describing the imperfect extinction. According to the definition of the extinction ratio \( \Delta \), the unbalance factor \( \delta \) is given by \( \delta = \sqrt{4\Delta} \). In the following, we account for the unbalance by reducing the amplitude of \( E_f \) with respect to the ideal case. Thus, after transmission through the sample, the field amplitude \( E_1 \) reads:

\[
E_1 = E_0 (1 - \delta) e^{-\Delta/2}
\]  

(6)

and the reference field amplitude \( E_2 \) is \( E_0 \). The electric field amplitude at the destructive port of the interferometer \( E_{S, \text{diff}} \) is given by:

\[
E_{S, \text{diff}} = E_2 - E_1
\]  

(7)

and the power \( P_{S, \text{diff}} \) arriving at the detector is:

\[
P_{S, \text{diff}} = \frac{1}{c^2} E_{S, \text{diff}}^2 = P_0 \left(1 - (1 - \delta) e^{-\Delta/2}\right)^2.
\]  

(8)

In analogy to the argumentation for the direct signal, the molecular signal in the differential measurement is given by:

\[
P_{M, \text{diff}} = P_{S, \text{diff}} - \lim_{\Delta \to 0} \left(P_{S, \text{diff}}\right) = P_0 \left((1 - (1 - \delta) e^{-\Delta/2})^2 - \delta^2\right).
\]  

(9)

For both cases – direct and differential measurement – to determine the weakest detectable attenuation \( A \), the molecular signals, as derived in Eq. (4) and Eq. (9), need to be, compared to the respective noise powers. For modeling the latter, we consider intensity noise of the laser source \( P_L \), shot noise \( P_{SN} \), and detector noise \( P_{det} \) as uncorrelated contributions to the total noise power \( P_N \) [8]:

\[
P_N = \sqrt{P_L^2 + P_{SN}^2 + P_{det}^2}.
\]  

(10)

The total noise power \( P_{N, \text{dir}} \) in the direct measurement is given by:

\[
P_{N, \text{dir}} = \sqrt{(\Delta P_{S, \text{dir}})^2 + \frac{P_{S, \text{dir}} h \nu}{T} + (P_{det})^2},
\]  

(11)

where \( \sigma \) is the relative intensity noise of the source (in our experiment 0.21%, determined as the relative standard deviation of 70 measurements of \( P_0 \) with the OSA at 1645 nm), \( h \) is Planck’s constant, \( \nu \) is the optical frequency, and \( T \) is the measurement time for the respective spectral element. Accordingly, the total noise power \( P_{N, \text{diff}} \) is given by:

\[
P_{N, \text{diff}} = \sqrt{(\Delta P_{S, \text{diff}})^2 + \frac{P_{S, \text{diff}} h \nu}{T} + (P_{det})^2}.
\]  

(12)
Here, we assume an ideal lock, i.e. that the mean extinction ratio $\Delta$ is maintained over the entire measurement time. Note that the shot noise in our classical, linear optical system is proportional to the square root of the number of photons arriving at the detector.

To be detectable, the molecular signal has to be larger than the total noise power, which leads to the following inequalities:

$$P_{M, \text{dir}} > P_{N, \text{dir}}$$  \hspace{1cm} (13)

and

$$P_{M, \text{diff}} > P_{N, \text{diff}}.$$  \hspace{1cm} (14)

Setting the lhs equal to the rhs in Eq. (13) and Eq. (14) and solving for the attenuation $A$ reveals the smallest detectable attenuation in the direct and differential case depending on the input power, the extinction ratio, and the relative intensity noise. Note that in this derivation we accounted for the interferometer unbalancing by reducing the electric field $E_1$ in the sample arm by the factor $(1-\delta)$, see Eq. (6). A similar derivation can be performed by reducing $E_2$. While this leads to a slightly different strength of the molecular signal, this difference is negligible for most practical cases.

Figure 4(a) shows the calculated limit of detection (LOD) defined as the minimum detectable attenuation for increasing power per spectral element in the direct and differential configuration for an extinction ratio of $6 \times 10^{-4}$, considering a $10^{-3}$-nm broad spectral element centered at 1545 nm and a measurement time of 10 ms for this spectral element. The magnitude of the different noise contributions to the LOD is also shown in Fig. 4(a). In general, the influence of detector noise and shot noise on the LOD decreases with increasing power, i.e., number of photons, but the influence of intensity noise is constant. Thus, for all configurations, the reachable LOD is ultimately limited by the intensity noise. However, detector saturation sets a significantly stronger constraint on increasing the power in the direct configuration, whereas in differential measurements the power reaching the detector predominantly consists of signal specific to the light-matter interaction under scrutiny. In the latter case, the incident power can exceed the saturation limit of the detector by orders of magnitude.

![Graph](image)

**Fig. 4.** (a) Calculated limit of detection for increasing power per spectral element in the direct and the differential configuration for an extinction ratio of $6 \times 10^{-4}$ and a constant relative intensity noise (RIN) of 0.2%. SN: shot noise. (b) Ratio of the direct and the differential LOD for four different extinction ratios in the intensity-noise-limited regime (red crosses) and $1/\sqrt{4\Delta}$ for comparison (dashed black line).

Figure 4(b) shows the ratio of the direct and the differential LOD for four different extinction ratios in the intensity-noise-limited regime. The improvement towards the direct measurement approaches $1/\sqrt{4\Delta}$ (dashed black line) for decreasing extinction ratio. The
coincidence of the two shot-noise-limited LOD curves in Fig. 4(a) confirms the fundamental limit imposed by linear spectroscopy with classical light.

At our current input power, the optimum LOD is expected to be detector-noise limited, and a factor of 20 better than in the direct measurement. Characterizing the RIN of the destructive interference by calculating the standard deviation of 70 measurements with the OSA, however, yields a value of 8%, which is more than one order of magnitude higher than the 0.21% measured for the RIN in the direct measurement. The additional fluctuations of the destructive interference must be caused by interferometer instabilities which cannot be compensated for by our simple active locking scheme. Consequently, with the current combination of a beam path in air, a one-dimensional PZT lock and a slow OSA for spectral measurements, we are not able to experimentally demonstrate an increased sensitivity in differential spectroscopy. However, in future implementations, the influence of these residual fluctuations on the LOD can be mitigated – or even completely removed – by a mechanically more stable design, by evacuating the interferometer environment, by an improved active stabilization scheme and/or by fast acquisition of spectra such as, e.g., in dual-comb configuration [17,18].

6. Differential molecular fingerprinting

For a proof-of-principle differential molecular fingerprinting measurement, we introduced methane molecules in one arm of the interferometer. To this end, we placed a rudimentary gas cell into one interferometer arm and, for balancing Fresnel reflections and dispersion, two windows equivalent to those of the cell in the other arm. With ambient air in the gas cell the extinction ratio was not notably affected. Filling the 8-cm long gas cell in the sample arm with methane at an estimated pressure of roughly 1 bar resulted in an additional phase difference between the two interferometer arms due to the non-resonant interaction with the methane molecules. The group delay was compensated by geometrically adjusting the OPD.

![Fig. 5. Methane resonances within the spectral coverage of the utilized OSA, in direct and differential measurement configuration, at ~1 bar. For comparison, the inverted theory curve for the differential measurement is shown.]

Figure 5 shows the resonances in the 2ν₃ vibrational overtone band of methane within the spectral coverage of the utilized OSA, measured in the interferometric, differential configuration as well as in a direct configuration, i.e. with the reference arm of the interferometer blocked. The theory curve based on Eq. (9) and absorption data from HITRAN [19] shows good qualitative agreement with the measurement. Due to the absence of a suitable pressure gauge and the limited spectral resolution of the OSA, in the following we explain the experimental observations in a qualitative picture rather than quantitatively. Up to a small fraction of energy transferred to molecular vibrations, the instantaneous response of the methane sample is identical to the excitation. Thus, in the differential measurement the instantaneous response destructively interferes with the excitation pulse in the reference arm and the differential signal mainly contains the isolated, resonant response emitted by the vibrationally excited methane molecules [20]. However, in the direct measurement, the
interference of the instantaneous and the phase-shifted, resonant sample response manifests itself as a depletion of the PSD at the resonance frequencies (i.e. absorption in classical spectroscopy).

7. Conclusion and outlook

We showed an unprecedented combination of interferometric deep nulling and broad bandwidth with a Mach-Zehnder-like interferometer. Optimizing the quality of the optics, and utilizing high-precision, kinematic mounts for alignment will push the extinction ratio towards the theoretical limit. Improving the mechanical stability, operating the system in vacuum and enhancing the active path length stabilization scheme will reduce residual fluctuations of the destructive interference. In combination with higher input powers and a better extinction ratio, this promises an improvement of the LOD by at least two orders of magnitude as compared to the direct measurement.

Our proof of principle demonstrates the suitability of the novel concept for a variety of applications. For instance, optical subtraction combined with frequency-comb spectroscopy [21–23] will yield an unprecedented combination of sensitivity and spectral resolution. Furthermore, time-resolved detection of the difference signal [17,18,24–27] promises fully background-free detection of molecular fingerprints, by spatial and temporal separation of the latter from an impulsive excitation.

Finally, the techniques presented here might both benefit, and profit from related interferometer work. For instance, the broadband extinction might be useful in Mach-Zehnder-type white-light interferometry, and technical solutions from gravitational wave detectors [28] might help improve the stability of the interferometer.

8. Appendix

8.1 Optimum splitting ratio

We define the optimum power-splitting ratio at the beam splitter (and combiner) as the value that maximizes the power propagating through each arm (with the other arm blocked) to the destructive port. This optimization criterion maximizes the signal related to the light-matter interaction under scrutiny, in the destructive interference arm. In the case of uncoated optics, the power transmission $T$ and reflection $R$ at a material-air interface is defined by the Fresnel equations for the refractive index of the material, the angle of incidence (AOI), and polarization. For our interferometer geometry, the following equation describes the intensities $I_1$ and $I_2$ in the interferometer arms 1 and 2 – respectively – reaching the difference port while the other arm is blocked:

$$I_1 = I_0 \left( \frac{T^4}{R} \right), \quad I_2 = I_0 \left( \frac{RT^4}{R} \right) = I_0 RT^4,$$

where $I_0$ is the intensity entering the interferometer. Eq. (15) assumes that the external AOI on all optics are identical, resulting in identical transmission and reflection. Neglecting absorption, $R = 1 - T$ holds and one can easily calculate that $I_1$ and $I_2$ are maximized for $R = 0.2$ and $T = 0.8$. For N-BK7 this splitting ratio is achieved at an AOI of 62.5° for s-polarized light.

8.2 Influence of misalignment

To analyze the influence of misalignment of optical elements on the extinction ratio, we built a geometrical optics model of the interferometer using ray transfer matrix analysis. Angular misalignments of the interferometer were included by extending the ABCD-matrices to 3x3-matrices [29]. The observed quantity is the spatial overlap of the two arms after recombination, which is mathematically expressed by the overlap integral over the normalized complex transverse field distributions of both arms [30]. The overlap integral of
two Gaussian beams for a certain angular misalignment normalized to the overlap integral of two perfectly overlapping Gaussian beams (i.e. with equal beam parameters and no misalignment) yields the extinction ratio given by 1 minus the aforementioned normalized overlap integral.

8.3 Influence of beam splitter thickness mismatch

Ideally, the beam splitter and beam combiner should have the exact same thickness and the compensation plate should have exactly twice this thickness. We calculated the influence of deviations from this ideal case on the extinction ratio by comparing the intensities in the destructive and constructive interference arms. The intensity of the destructive interference is that of the difference of the electric fields of the input pulse dispersed by 9 mm borosilicate crown glass (N-BK7) and by 9 mm + Δd N-BK7 where Δd is the thickness tolerance/mismatch. The intensity of the constructive interference is that of the sum of the electric fields of the input pulse dispersed by 9 mm N-BK7 and by 9 mm + Δd N-BK7. The ratio of these two intensities is the extinction ratio plotted in Fig. 2(b).
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