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Abstract. We, as humans, can impeccably navigate to localise a target object, even in an unseen environment. We argue that this impressive ability is largely due to incorporation of prior knowledge (or experience) and visual cues—current visual navigation approaches lack. In this paper, we propose to use externally learned prior knowledge of object relations, which is integrated to our model via constructing a neural graph. To combine appropriate assessment of the states and the prior (knowledge), we propose to decompose the value function in the actor-critic reinforcement learning algorithm and incorporate the prior in the critic in a novel way that reduces the model complexity and improves model generalisation. Our approach outperforms the current state-of-the-art in AI2THOR visual navigation dataset.
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1 Introduction

We, human beings, are capable of finding an object in an unexplored environment, e.g. a room in a new house. We primarily rely on our prior knowledge, in addition to other sensory information. For example, we know in any bathroom, bar soap or liquid hand wash is probably near the basin, thus observing one helps finding the other. Our belief also needs to be adjusted upon observations. For example, bar soap or liquid hand wash might be misplaced. It is desirable to develop a navigation robot or agent that can utilise the prior knowledge while being prepared for updating beliefs and adapting to a new environment.

Most current visual navigation approaches use either supervised learning or reinforcement learning (RL) to learn the visual associations. That is, during training the agent explores the environment to seek the optimal mapping from (primarily) the ego-centric observational inputs to series of actions. There are two main issues with this approach. Firstly no prior knowledge about the environment is provided and used by the navigating agent which significantly limits its use and generalisability. Secondly, the agent learns everything from scratch (i.e. forgets everything and has to re-learn) when it encounters a new environment, hence limiting the reusability.

To address the first issue, recent works [18][19][38] used graph neural networks, as the most natural representation of the prior knowledge, to encode the object-object relationships in a pre-trained knowledge graph. On the other hand, to
Motivated by humans’ navigation system, our agent is able to benefit from beliefs on object relationships, stored in its knowledge graph, while updating them in order to navigate towards a given object, e.g. TV, for example.

handle the second issue, there are works [35] that use meta-learning to allow the agent quickly adapt to a new environment. They have shown success in handling the train-test distribution shift while being more sample efficient. Their efficiency in adapting external knowledge to unobserved scenes, however, has remained unexplored.

While these recent advances address parts of the problem, the main issue of incorporating prior graph (e.g. semantic graph of relationships between objects) to a navigating agent using reinforcement learning (RL) persists. In addition, the semantic prior graph has to be grounded to the visual cues in RL and updated when presented with a new environment.

To that end, we propose an approach to efficiently benefit from external knowledge while dynamically updating it as our agent observes new scenes. The external knowledge presents the agent with general rules about the semantic relationships of the objects in indoor environments. Thus, our graph contains as the nodes, both name of the objects and scene representations and as the edges, the existence of a relation between a pair of objects, hence capturing the correlation between the semantics of the scene and the agent’s ego-centric view. We further use Graph Transformer Networks (GTN) [39] to learn a representation for that graph to be subsequently used in our agent’s decisions. GTN, contrary to its counterparts such as Graph Convolutional Networks (GCN) [15], allows for heterogeneous objects and generating new structures—corresponding to new connections that are not in the initial graph. This is particularly useful in our case when an agent may encounter objects with relations different to that of the prior, for instance, while dish-washing soap and hand-wash may be semantically very close, they are typically in different locations in an indoor environment (e.g. bathroom and kitchen that can be far). As such, the desired graph solution has to be able to learn these connections from the data, rendering GTN the better choice.

To incorporate the graph into the RL algorithm, we further found that simply conditioning the RL’s policy on the prior graph does not lead to better perfor-
To remedy the issue, we first noticed that, intuitively, the prior graph should be used to guide the RL training, rather than providing a signal for each individual action. Secondly, the success of the agent, which is reflected in its expected (accumulated) reward, is partially due to a proper prior rather than the current state alone. As such, we devise an approach to decompose the reward to account for both the state (as is the convention) in addition to the prior graph’s contribution. This, moreover, enables the policy to distil the prior’s knowledge rather than seeking to exploit all the details that might not necessarily be related to its navigation decisions.

This further entails when we use a variant of an actor-critic RL algorithm (e.g. Asynchronous Advantage Actor-Critic; A3C [23] in our case), where the critic’s role is divided between its evaluation of the current state and the prior graph. We show that reduces the variance of the gradients leading to a guided learning that improves the performance. Finally, we employ Model Agnostic Meta-Learning (MAML) [9] to enable test time adaptation of the prior and the policy. All in all, this leads to a principled and modular approach that can be employed in conjunction with other approaches for navigation. We show the combination of these three components lead to the state-of-the-art results in AI2THOR dataset.

In summary, our main contributions are:

– For the first time, we introduce a method to distil and adapt prior knowledge for RL-based visual navigation;
– We theoretically prove, and empirically demonstrate, how to efficiently inject prior for value estimation in actor-critic RL models which leads to lower variance and higher performance;
– Finally, our proposed method outperforms the existing state-of-the-art on AI2THOR public navigation dataset in all four evaluation metrics.

2 Related Work

2.1 Visual Navigation

Classical approaches to robotic navigation mainly divide the problem into localisation, mapping and planning [5, 21, 24]. Besides the computational complexity issues, those approaches lack the semantic scene understanding [6]. Semantic understanding is, especially, important for real-world navigation scenarios. For example, in scenarios where the robot is asked to navigate to an object [11, 42] or an outdoor location [12, 22]. End-to-end visual navigation has recently been extensively studied [1, 23] and many novel tasks have been introduced. The main approaches can be divided into supervised (Imitation Learning) [2, 3] and unsupervised (RL) [23]. The target is also given in different modalities. Some tasks consider target images [11, 12] while most others consider language instructions [1, 3, 34, 35, 38]. Providing the target as an image simplifies the task by introducing similarity measure options between observation and target. Multimodality, however, increases the challenges. This is mainly because the agent has...
to ground language instructions on observations while performing planning and navigation. This is further complicated where the agent has to learn through exploration, e.g. RL. There have been a few valuable simulators released recently for various visual (or vision and language) navigation tasks [3, 16, 29, 36]. AI2THOR, among them, is of especial interest to us. This is mainly due to its high quality near photo-realistic design and continuous state space. The latter renders the task specifically more challenging compared to other environments like [3]. The main reason is that rather than traversing graph nodes in the environment, the agent is placed in a near-real-world setup with a hugely expanded state space. In this environment, it’s very likely for a sub-optimal agent to stand in front of a blocked path, e.g. an obstacle, and continuously perform a failing action, e.g. move forward, until the maximum step limit is exhausted. In our task, we use RL to train an agent to navigate to target objects given object names as language instruction.

2.2 Knowledge Graph

Graph Neural Networks have recently been applied to different supervised and semi-supervised tasks successfully [15, 31, 39, 41]. While most of the tasks are classification of structured data, such as citation graphs, they’ve also been used to represent structured knowledge and reasoning [37, 40]. Graph neural networks have also been used in RL-based navigation tasks to represent topological environment maps [20] and help more efficient exploration [7]. In [20] the author use the graph to localise the agent in the environment. Generating and incorporating scene graphs [10] is also closely related to our problem. However, here we construct our knowledge graph externally and refine the node relationships without explicit object detection. This also separates our approach from [26], where an off-the-shelf object detector is used. These methods, while improving the performance, have been explored before and can be applied to any other approach for further improvements, including ours. A similar work to ours is proposed by Vijay et. al. [32] where the prior knowledge is injected to RL for navigation. In that work, the authors learn various edge features encoded as one-hot vectors. The authors apply their approach to a 2D fully-observable environment while in our case the environment is more challenging. The most relevant work to ours is proposed by Yang et. al. [38]. In that work, the authors use a similarly trained knowledge graph for navigation in a different scenario, where all the objects in graph are used as a target. This is to show the ability of agent to navigate to the objects not trained for. There are a few major differences between our approaches, however. Firstly, we have five layers of graphs, as discussed in 3.2. Secondly, our graph is adaptively used for value estimation rather than as observation input. Thirdly, our graph embeddings are fundamentally different, where ours is inspired by the latest Graph Transformer Networks [39].
2.3 Meta Learning

Generalisability of trained neural networks has always been a major challenge due to the gap of distribution between training and test environments. In some cases this gap is between simulation and real-world [27, 28]. In simulation the gap is narrower which makes it a decent feed for meta-learning approaches [9, 30]. In meta-learning the aim is to learn a loss that bridges the two distributions. In [9] the authors propose to learn an initialisation of the whole network for faster and more efficient adaptation using second order derivatives. Meta-learning has also been applied to RL in different scenarios [8, 33]. Of especial interest to us, is the recent work of Wortsman et al. [35] where the authors benefit from Model Agnostic Meta-Learning [9] and design a trainable self-adaptation loss.

3 Our Method

In this section, we first define the problem and then discuss our proposed method in more depth.

3.1 Problem Setup

Our proposed method is based on actor-critic methods in RL. The navigation task is divided into episodes. The overall episode scenario is as follows: the agent is randomly spawned in a position in one of the four available scenes for a randomly selected room type. There are many different scenes in each room type with their specific design and configuration. Then a randomly sampled target object, from among visible objects in the scene, is presented to the agent in plain language, e.g. "fridge" or "soap", for example. The only accessible observation to the agent is its egocentric RGB image at each time step. The agent has to take actions sampled from its policy based on the observation at each time step to find the target object. An episode ends if either the agent stops within a defined distance of an instance of the target object or the maximum number of actions is exhausted. In our RL-based method we define the problem as a Partially-Observable Markov Decision Problem (POMDP), tuple of \( \{X, A, r, \gamma\} \). Here \( \{X\} \) is the state space comprising of RGB observation images, the action space is \( A \), \( r \) is the reward and \( \gamma \) is the discount factor. This setup follows our main baseline [35].

Following the recent conventions in visual navigation tasks, we measure the performance of our method based on success rate and SPL; the former considers just the outcome while the latter measures the quality of navigation relative to the optimal trajectory, using the following formula:

\[
\frac{1}{N} \sum_{i=0}^{N} S_i \frac{O_i}{\max(O_i, L_i)},
\]

where \( S_i \) is a binary value for success, \( O_i \) is the optimal length of the \( i \)-th trajectory and \( L_i \) is the actual length traversed by the agent.

In the this setup, the agent is trained to maximise the accumulated expected return, \( \sum_{\tau \sim \pi} \mathbb{E}_{\tau \sim \pi} \left[ \sum_{t=1}^{T} \gamma^t r_t \right] \), where \( \tau \) is the trajectory and \( \pi \) is the agent’s policy. The policy is approximated by a neural network approximator, here a CNN-LSTM variant, \( \pi = f(x_t, Y; \theta, \theta_x, \theta_v) \); \( x_t \) is the state observation, \( Y \) is the
target vector and \([\theta, \theta_x, \theta_z]\) the network parameters, which are defined in more details in the following sections. More details on the network architecture are presented in section 4.2.

3.2 Our Knowledge Graph

Graph Structure
Our prior knowledge graph \(G(V, E)\) encodes the semantic and the correlation of objects in the scene. The set of nodes \(V\) includes features related to all the objects in the environment (e.g. whether used as navigation target or not). Each node feature, \(v_i \in \mathbb{R}^d\), encodes the concatenation of observation features \(x_i\) and the semantic vector embedding of the object. For the edges, \(e_{ij} = 1\) if and only if the concerned objects appear in the same egocentric view of the agent. All the edge weights are initialised as one, which means different distances are considered equal initially and just the co-occurrence is injected as prior.

Furthermore, different from [38], our adjacency matrix, \(A \in \mathbb{R}^{n \times n \times C}\), is a three-dimensional tensor where each channel \(C\) encodes the knowledge specific to a scene type. We also add a last channel of self-connections in practice to ensure the trivial relation is included. The graph separation enables the agent to mainly attend to one of the graph channels in each scene and avoid distraction. This way, more scene-specific knowledge can be encoded. Intuitively, the agent should be able to reason about the kitchen utensils different from the living room furniture. Despite the separation of channels, in our method we enable cross-channel reasoning which is necessary when objects are shared between scenes. To do so, we adopt the recently proposed approach by Yun et al. [39], GTN, that suits our purpose.

Prior Knowledge Initialisation

Inspired by [38], we also initialise our graph using the knowledge existing in the Visual Genome [17] dataset. The graph encodes the co-occurrence of objects as edges, if it is higher than a threshold frequency [38]. However, we consider this as a coarse initialisation for two main reasons: any prior knowledge obtained from external sources may not contain all the relevant information for the target environments we are interested in; what is referred to as the dataset bias. Additionally, we argue that even a knowledge graph built from the given training environments is unreliable. This is mainly because the objects visually change significantly in every new scene. Therefore, rather than relying on the graph we

Fig. 2. We acquire our knowledge graph from the relationships between objects of our environment in Visual Gnome dataset [17].
propose to adapt it dynamically starting from the prior by distilling it into the policy network parameters.

**Knowledge Learning and Adaptation** In order to overcome the distributional shift in different scenes, our method updates the prior knowledge and adapts it to the new environments. This shift is specifically a major challenge in our task where no perfect prior applicable to all the scene objects can be found. Therefore, we use the prior knowledge as just an initial belief of the new scenes and not a strict rule.

Using GTN [39], our agent is able to learn new edges and weights among all the nodes whether inside an adjacency layer or across different ones. This way, depending on the scene, we are able to extract features from the graph that help more efficient navigation. Furthermore, the graph structure along with the extracted features are adapted to the episode at hand. Formally, we have:

$$H_l^i = \text{softmax}(W_l^i A), \quad H_i = \prod H_l^i,$$

(1)

where we learn multiple normalised (softmax) weighted sums across the channels of adjacency matrix $A$, in $H_l^i$, where $l$ and $M$ are hyper-parameters. Here, $H_i$ learns the adjacency matrix as the result of matrix multiplication of $H_l^i$ s. We can learn up to $M$ different new adjacency matrices. In addition, using $\|$, we concatenate $M$ learnt graph representations using node feature extractor weights $G_\psi$, i.e.

$$Q = \|_{i=1}^M \sigma(\tilde{D}_i^{-1} \tilde{H}_i G_\psi(X)).$$

(2)

The input node feature matrix is $X \in \mathbb{R}^{n \times d}$. Also, $\tilde{H}_i = H_i + I$ the augmented $i$th adjacency matrix with self-connections, $\tilde{D}_i^{-1}$ is its inverse degree matrix for normalisation. Therefore, the output graph representation vector $Q$ is the result of both node and edge operations dynamically learnt during training, before being distilled and adapted by the policy. The edge operations on adjacency matrix allow us to go beyond prior knowledge incorporation to learning and adapting it, as we will discuss in the subsequent sections.

For the adaptation, we adopt (MAML) [9] to continuously adapt the learnt knowledge during test time. To do so, in our RL setup, we devide the training trajectories into meta-train $D$ and meta-validation $D'$ domains. Then, a loss function parameterised by $\phi$ is learnt to compensate for the domain shift during test. So, the overall optimisation objective for each training trajectory sample is:

$$\min_{\theta_{\text{total}}, \phi} \quad \min_{\theta_{\text{total}}, \phi} L_{\text{RL}}([\theta_{\text{total}}, \phi] - \alpha_{\text{meta}} \nabla_{\theta_{\text{total}}} L^D_d (\theta_{\text{total}}, D), D').$$

(3)

We define $\theta_{\text{total}} = [\theta, \theta_x, \theta_v, \psi]$ in this equation for readability. In addition, $\alpha$ is a learning rate hyper-parameter for adaptation relative to each parameter set in $\theta_{\text{total}}$.

### 3.3 Actor-Critic Reinforcement Learning for Visual Navigation

We employ a variant of actor-critic RL algorithm known as A3C as the RL core of our method to build upon. Even though we experiment around a sin-
ingle algorithm, we observe no specific requirement preventing our method from applicability to other actor-critic algorithms.

In our method, the actions are sampled from \( \pi = f(x_t, Y; \theta_\pi, \theta_v) \), where \( x_t \) is the RGB image observation at time \( t \), \( Y \) is the semantic embedding vector of the target object in the current episode, \( \theta \) is the set of parameters of the backbone (CNN-LSTM) embedding network, \( \theta_\pi \) is the parameters of the policy sub-network (a.k.a actor) and \( \theta_v \) is the set of value sub-network’s parameters (a.k.a critic).

It is proven that policy gradient methods have high variance in practice. Therefore, in actor-critic the gradient variance is reduced by using the bootstrapped estimates of the state-value function as the baseline. This estimate is provided using \( V = g(x_t, Y, G; \theta_v, \psi) \) where \( G \) is our graph neural network parameterised by \( \psi \). An overall demonstration of our method is found in Figure 3.3.

Conventionally, the policy and value functions share the network parameters, except for the last layer. However, in our proposed method, we augment the critic sub-network with our knowledge features extracted from our knowledge proposed graph. These features lead to a more accurate value estimate which then reduces the variance of the final policy updates. This is because the Advantage function at each state is defined as \( A(x_t) = r(a_t|x_t) + V(x_{t+1}) - V(x_t) \) and the policy is updated using the gradients from \( L_\pi = -\log(\pi(a_t|x_t)) \times A(x_t) - \beta \times H_t(\pi) \). \( H_t \) is the entropy and \( \beta \) its hyper-parameter to encourage exploration, which are not our concern at this point. Therefore, a more accurate value estimation reduces the variance in the gradients of the policy which we hypothesise can then improve the optimality of the learned policy. We empirically validate this hypothesis.

### 3.4 Value Estimation in Actor-Critic

In A3C, the variance of policy gradients are reduced by integrating estimates of state-value in advantage function. Unlike common practice, here we partially separate the critic head’s parameters \( \theta_v \) from the policy head’s \( \theta_\pi \) to improve the value estimation and the variance as a result. Intuitively, there’s a correlation between the objects present in the observation at current time-step \( x_t \) and the target object to navigate to. This correlation is shown in the estimated value of the current state, that is: \( V(x_t) = \mathbb{E}[\sum_t \gamma^t r_t] \), as the relationships defined by edges of our

![Fig. 3. Overview of our approach. Inspired by MAML [9], during training we learn an adaptation loss that can adapt the knowledge to unseen scenes.](image-url)
Therefore, in our method we regress the state-value function in according to:

$$V(x_t) = \mathbb{E}\left[ \sum_{t=0}^{T-1} \gamma^t r_t \right]$$

$$V(x_t) = W_1 G(x_t, X; \psi) + W_2 f(x_t, Y; \theta)$$

$W_1$ and $W_2$ are aggregation parameters of the two sub-networks, implemented as linear layers in practice. Theoretically, we observe this method as the decomposition of the reward (or return, e.g. expectation of cumulative future rewards) into two components: one, estimated by the main back-bone network parameterised with $\theta$ and the other component estimated by the relations between the semantic target, semantic correlation of the available objects in the scene and the correlation of those with the current observation $x_t$. This way we reduce the variance of gradients in our actor-critic algorithm as defined in the following loss function, per step:

$$L_{A3C}(a_t|x_t) = -\log \pi(a_t|x_t; \theta, \theta_\pi)(r_t(a_t|x_t) + (V(x_{t+1}) - V(x_t)))$$

It should be noted that we continue following the original A3C method by augmenting the above loss with entropy regulariser to encourage exploration.

## 4 Experiments

### 4.1 Experimental Setup

We use AI2THOR environment as our experimental framework. This simulator consists of photo-realistic indoor environments (e.g. houses) categorised into four different room types: kitchen, bedroom, bathroom and living room. In order for fair comparison, we follow the same setup as SAVN [35]. In this setup, 20 scenes of each room type are used for training; 5 scenes for each as validation and 5 for test. We train all our methods until convergence with the maximum seven million episodes, whichever occurs first. The target objects for each scene are listed as follows: kitchen: toaster, microwave, fridge, coffee maker, garbage can, box and bowl; living room: pillow, laptop, TV, garbage can, box and bowl; bedroom: plant, book, lamp and alarm clock; and bathroom: sink, toilet paper, soap bottle and light switch, totalling 23. All the objects available in the dataset are 89 that are included in the graph. The objects are chosen to be small enough not be easily seen from distance without exploration; The same target objects list is shared between training, validation and test but the scenes are unique. In order to train our model, we use Pytorch framework. We use SGD for adaptation optimizer and Adam [14] otherwise. The loss function of our A3C algorithm is same as the original approach. For the reward, we use 5 for reaching the target and -0.01 for each single step, limited to 50.
Table 1. Comparison of our results with the baselines. Our approach improves all the baselines in all the four evaluation metrics, conventionally used in previous SOTA.

| Method | SPL | Success | SPL >5 | Success >5 |
|--------|-----|---------|--------|------------|
| Random | 3.64 | 8.01 | 0.1 | 0.28 |
| A3C    | 14.68 | 33.04 | 11.69 | 21.44 |
| GCN    | 15.47 | 35.13 | 11.37 | 22.25 |
| SAVN   | 16.15 | 40.86 | 13.91 | 28.70 |
| Ours   | **17.27** | **43.8** | **15.39** | **33.68** |

4.2 Implementation Details

We extract the observation features $x_t$ using a pre-trained ResNet-18 at each time-step. For computational efficiency, these features are extracted and saved once for later use. We use Glove [13] to generate 300-dimensional semantic embeddings for the target as well as graph objects. Therefore, the input to our actor-critic network is the concatenation of target object and the observation features, as a 1024-dimensional feature vector.

Our actor-critic network comprises of a LSTM with 512 hidden states and two fully-connected layers one for actor and the other for critic. The actor outputs a 6-dimensional distribution $\pi(a_t|x_t)$ over actions using a Softmax while the critic estimates a single value. As mentioned before, another novelty of our approach is an unconventional value estimation network. In this network, the hidden state of the LSTM is concatenated with a 512-dimensional representation vector extracted from the graph.

The input to the graph, as node features, is a 1024-dimensional vector. This vector is a concatenation of 512 observation features with 512 Glove embeddings of the objects in the simulator. The Glove embeddings are mapped from 300 to 512 using linear layers. There are 89 nodes in each layer of the graph’s adjacency matrix and 5 layers in total; 4 layers dedicated to the edges between objects in each scene and one self-connections layer for regularisation. We learn a two layer adjacency matrix using GTN.

4.3 Baseline Comparison

In order to better show the contribution and necessity of each component to our final method, we first compare it with a few different baselines (shown in Table 1). First, the previous state-of-the-art introduced by Wortsman et. al. [35], abbreviated as SAVN. Second, a similar work proposed by Yang et. al. [38], where the authors use a fixed knowledge graph structure, abbreviated as GCN. In SAVN, the authors use MAML [9] to learn a loss function $L_{int}$, approximated by an instance of Temporal Convolutional Networks [4], over training episodes. The learnt loss is then used during validation/ test to produce gradients to update the network weights according to the task at hand. We share the general adaptation framework while performing it quite differently on our knowledge graph. In GCN [38], the authors use a single graph for all the objects existing in the dataset. The embedding output of the graph is concatenated to the target
Fig. 4. Qualitative comparison. Our approach improves both effective trajectory length (SPL) and success rate. Trajectories steps are randomly sub-sampled for visualisation purposes.

vector embedding and observation features comprising the input to the policy network. We conjugate, and experimentally prove, that this approach increases the difficulty of policy optimisation by increasing the observed state space. In our approach, we benefit from the graph information more efficiently using our proposed value estimation method. In addition to that, our graph structure and embedding architecture is also different. Additionally, to further show the capabilities of our method, we compare our results with trivial methods. One methods is a random agent for which the policy is to uniformly sample an action at all times. Another relatively trivial baseline is named A3C. This method is the result of removing the effect of knowledge graph as well as adaptation framework. Therefore, it acts as the simplest RL-based agent. We present the new state-of-the-art results on AI2THOR public visual navigation dataset achieved using our method. All the baselines are also trained in the same setting for fair comparisons.

4.4 Ablation Study

In this section we seek to answer a few principal questions with regards to our proposed method that sheds more light on its strengths as well as weaknesses.
We answer the aforementioned questions, and some minor unlisted ones as a results, using extensive experiments.

– What is the quantitative improvement with respect to the baselines and previous state-of-the-art results?
– What is the contribution of the graph adaptation method?

As can be seen in Table 1, ours improves the previous SOTA by almost 3% on success rate and more than 1% on SPL. This shows that our graph adaptation helps the agent find the targets in smaller number of steps. This is further emphasised on longer trajectory lengths where the knowledge graph can receive more adaptation gradients (remember we perform test-time gradients every six steps). As is shown, this adaptation further increases the performance gain to more than 5% on success rate and more than 2% on SPL, which is double the gain in shorter distances. Thus, the shorter trajectory performance gain can be assigned to the adaptation learnt by the knowledge graph; while the longer trajectory gain can be then related to the test-time gradient-based adaptation. This confirms the effectiveness of our two layer adaptation approach. Furthermore, this also confirms the intuitive idea behind our approach that a fixed prior knowledge has limitations. This limitation is to some extent compensated using our approach. We, also, hope this can encourage future research in this promising area.

– What is the contribution of the graph-based value estimation? How would the approach perform without value estimation part?

In order to observe the effectiveness of our graph-based value estimation, we will analyse the results shown on Table 2. In this table, we compare our final method with two variants. First variant, termed as ours-input is to simply add our graph as part of the state space observation to the main network. This is similar to the approach propose in [38]. As can be seen we can still improve the baseline results; however, we do not observe significant gain as compared with two other methods. We conjugate that estimating the value using our graph can, instead, directly draw relations between the states for better action sampling and policy training. As another variant, termed as ours-policy, we study the effect of removing the state-space expansion, by directly using the graph as a side knowledge base for the policy to condition the actions upon. This approach can be observed as a weighted ensemble of policy functions representing different distributions. Again, as is observed, the performance gain is limited compared to our final model. This further confirms the effectivity of integration of knowledge graph for value estimation. This way, the size of observed state space by the model is kept limited, while the algorithm best learns how to employ and adapt the provided knowledge.

– What is the contribution of some of our design choices like the graph node features?
Table 2. Our three different methods for knowledge incorporation. This shows the effectiveness of graph-based value estimation.

| Method    | SPL   | Success | SPL >5 | Success >5 |
|-----------|-------|---------|--------|------------|
| Ours-input| 15.13 | 38.8    | 13.68  | 29.64      |
| Ours-policy| 13.88 | 43.3    | 12.93  | 33.53      |
| Ours-value | 17.27 | 43.8    | 15.39  | 33.68      |

There are different hyper-parameters in our method that are optimised using conventional routines. Due to computational complexity an extensive study of all these parameters is practically infeasible (a single training of our method from scratch takes up to six days on a single Quadro RTX8000 GPU with 12 parallel agents). Therefore, we believe current results can potentially be further improved by more careful hyper-parameter tuning. Among these parameters, however, graph’s node features is considered a significant design part. In order to show the integrity of current design, we show the effect of removing observation (egocentric image) features from the node features. Thus, the graph will reduce to fixed correlations among the objects. It can also be observed as a sub-network for the value estimation to store value decomposition information without considering the observational correlations. As can be seen in table 3 there is a significant drop in performance. This further proves the contribution of prior knowledge for value estimation. Additionally, this is a counter-argument for the following argument: the graph sub-network acts as additional parameters for the value function to decompose the return irrespective of the knowledge stored in the graph.

– Under what circumstances the model has gained performance improvements and what are its weaknesses?

Finally, in this section, we provide analysis of the practical performance of our method compared to previous SOTA ref [35] using sample test-set trajectories. As is shown in figure 4 top, the agent is navigating towards an instance of ”box” in a kitchen scene. SAVN, passes the target location (green star) without successful stopping.

In contrast, our method successfully stops at the target after 13 steps. In this trajectory only two single adaptation step is performed (six step intervals). A similar scenario happens in the figure 4 bottom where the agent is navigating towards a ”book” in a bedroom scene. In this example, our agent misses the target once; however it’s able to return after more adaptation steps are taken to conform the prior knowledge to the current scene. For more detailed comparison, we also provide detailed results per room type, in Table 4.

Table 3. Ours-no-image is the variant of our model where the image features are removed from the graph node features. We can see the graph is highly reliant on the observations to learn the relationships.

| Method     | SPL   | Success |
|------------|-------|---------|
| Ours-no-image| 12.84 | 42.4    |
| Ours-best  | 17.27 | 43.8    |
Table 4. Detailed comparison with previous SOTA; SPL/Success rate are reported per room type. We can see that our method is general enough that improves the performance in 3/4 of the room types, with marginal performance on 1/4.

| Method   | Bathroom  | Bedroom  | Kitchen  | Living room |
|----------|-----------|----------|----------|-------------|
| SAVN     | 28.49/69.6| 8.65/29.2| 17.8/43.6| 7.71/21.6   |
| Ours     | 31.03/75.6| 8.06/27.6| 17.93/45.6| 9.41/25.2   |

Adaptation Steps  How many adaptation steps is enough during testing? This question is answered here using experimental results. As can be seen in Table 5, we once limit the number of adaptation steps, using learning rate 0.01, to only four steps. This is experimentally chosen as having the best performance compared to higher values. If we continue the adaptation during testing the performance declines. We conjugate that this is due to two different reasons: one is the well-known forgetting problem associated with meta-learning approaches. That is the agent updates itself to the extent it loses the useful information stored as network weights. Second is a limitation of our approach that we plan to investigate further in the future. That is, in longer episodes, the agent experiences more different observation states that the adaptation loss in no longer able to provide useful feedback on. Thus, the gradient updates are hurting more than improving the performance.

Table 5. Ours-unlimited is the variant of our model where the during test time unlimited adaptation steps are taken every six steps. Ours-best is when this is limited to four updates.

| Method             | SPL  | Success |
|--------------------|------|---------|
| Ours-unlimited     | 15.87| 42.5    |
| Ours-best          | 17.27| 43.8    |

5 Conclusion

In this paper, we present, for the first time, the use of knowledge graphs in conjunction with meta-learning for visual navigation without explicitly employing off-the-shelf object detectors. Using extensive experiments and ablation studies, we prove the efficiency of our approach in benefiting from externally gained prior knowledge while adapting it to the new environments, where necessary. We showed, for the first time, that knowledge distillation from the critic and prior knowledge graph improves performance in navigating agents.

Since we have empirically proven efficacy of our approach, as part of our future work, we plan to extend it to other RL algorithms. Furthermore, we plan to investigate incorporating various knowledge bases required for the task of navigation, like object categories, relative location etc. We believe this work creates new avenues for future research for improved knowledge distillation techniques for navigation.
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