Phase-resolved spectroscopy of a quasi-periodic oscillation in the black hole X-ray binary GRS 1915+105 with NICER and NuSTAR
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ABSTRACT
Quasi-periodic oscillations (QPOs) are often present in the X-ray flux from accreting stellar-mass black holes (BHs). If they are due to relativistic (Lense-Thirring) precession of an inner accretion flow which is misaligned with the disc, the iron emission line caused by irradiation of the disc by the inner flow will rock systematically between red and blue shifted during each QPO cycle. Here we conduct phase-resolved spectroscopy of a ~ 2.2 Hz type-C QPO from the BH X-ray binary GRS 1915+105, observed simultaneously with NICER and NuSTAR. We apply a tomographic model in order to constrain the QPO phase-dependent illumination profile of the disc. We detect the predicted QPO phase-dependent shifts of the iron line centroid energy, with our best fit featuring an asymmetric illumination profile (> 2σ confidence). The observed line energy shifts can alternatively be explained by the spiral density waves of the accretion-ejection instability model. However we additionally measure a significant (> 3σ) modulation in reflection fraction, strongly favouring a geometric QPO origin. We infer that the disc is misaligned with previously observed jet ejections, which is consistent with the model of a truncated disc with an inner precessing hot flow. Moreover our inferred disc inner radius is small (r_in ~ 1.4 GM/c²). For this disc inner radius, Lense-Thirring precession cannot reproduce the observed QPO frequency. In fact, this disc inner radius is incompatible with the predictions of all well-studied QPO models in the literature.
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1 INTRODUCTION
In a black hole (BH) X-ray binary system (XRB), the BH accretes matter from its stellar companion via a geometrically thin, optically thick accretion disc (Shakura & Sunyaev 1973; Novikov & Thorne 1973) which radiates a multi-temperature blackbody spectrum. We also see a power law component as a result of photons being Compton up-scattered by a population of hot electrons near the central BH (Thorne & Price 1975; Sunyaev & Trümper 1979), typically referred to as the corona. This power law component has lower- and upper-cutoffs determined by the temperature of the seed photons and electrons respectively. The third and final major spectral component comes from a fraction of the coronal photons irradiating the disc and being scattered into our line-of-sight. As a result of being reprocessed in the disc’s atmosphere, these photons have a reflec- tion spectrum with characteristic features. The scattering produces a broad Compton hump peaking at ~ 20 – 30 keV (e.g. Lightman & Rybicki 1980); and there are many spectral lines, the strongest being the Fe Kα line at ~ 6.4 keV (George & Fabian 1991; Ross & Fabian 2005; García et al. 2013a). These reflection features are distorted and broadened from their rest-frame energies by Doppler shifting and boosting due to the relativistic orbital speed of the disc material, and general relativistic effects due to the strong field gravity around the compact object (Fabian et al. 1989). Modelling of these reflection features has been used to trace the inner disc radius, which leads to the BH spin if the disc extends down to the innermost circular stable orbit (ISCO) (e.g. Plant et al. 2014; García et al. 2015).

XRBs are usually discovered as transient events, as they undergo outbursts typically lasting weeks to months. During these outbursts they increase in X-ray flux from the quiescent level by multiple orders of magnitude, but are also seen to transition between
different canonical X-ray spectral-timing accretion states. After rising from quiescence, the source is initially in the hard state, where the X-ray spectrum is dominated by the power law component. After rising to the peak of the hard state, the source transitions to the disc-dominated soft state via the intermediate state. Eventually, the source transitions back to the hard state, always at a lower flux than the hard-to-soft transition, and then finally back to quiescence. The radio properties are correlated with the X-ray state, with a steady jet observed in the hard state and a discrete ejection observed during the hard-to-soft transition (e.g. Done et al. 2007; Fender et al. 2004; Belloni 2010; Fender & Belloni 2012).

While the physics of the accretion disc is relatively well understood, the structure of the corona is still debated. One popular model is the truncated disc model (Eardley et al. 1975; Ichimaru 1977; Done et al. 2007) whereby, in the hard and intermediate states, the disc is truncated at some radius greater than the ISCO of the BH; inside of this truncation radius the flow becomes geometrically thick and optically thin, which is the observed corona. In this model, the truncation radius of the thin disc decreases during the rise from quiescence until it reaches the ISCO in the soft state, but it moves out once again during the decay back to quiescence. Other models suggest that the corona sits above the disc (Galeev et al. 1979; Miyamoto & Kitamoto 1991; Haardt & Maraschi 1991), or that the corona is actually outflowing in such a way that is the base of a jet (Miyamoto & Kitamoto 1991; Fender et al. 1999; Markoff et al. 2005).

Quasi-periodic oscillations (QPOs) are often seen in the light curves of XRBs. These are characterised by a narrow peak with finite width in their power spectra, and are often accompanied by a test mass in the accretion flow (representing e.g. a hot-spot or over-density). Another example is corrugation modes (c-modes): transverse standing waves in the disc height with resonant angular frequency related to the Lense-Thirring precession frequency (Lense & Thirring 1918), which is induced from quiescence, the source is initially in the hard state, whereby the intrinsic luminosity of the accretion flow oscillates – or geometric – whereby the observed oscillation in flux is instead caused by a variation of the beaming pattern of the corona.

Intrinsic models include resonant oscillations in a property of the accretion flow such as accretion rate, pressure, or electron temperature (e.g. Cabanac et al. 2010; O’Neill et al. 2011; Karpouzas et al. 2021). For instance, an oscillating shock at the interface between disc and corona (the propagating oscillatory shock – POS – model: Chakrabarti & Molteni 1993), or spiral density waves in the disc set-up by instabilities in the vertical magnetic field (the accretion ejection instability – AEI – model: Tagger & Pellat 1999).

Geometric models mostly focus on relativistic (Lense-Thirring) precession (Lense & Thirring 1918), which is induced in orbits that are not aligned with the BH spin axis by the frame dragging effect. The relativistic precession model (RPM: Stella & Vietri 1998; Stella et al. 1999) considers precession frequencies of a test mass in the accretion flow (representing e.g. a hot-spot or over-density). Another example is corragation modes (c-modes): transverse standing waves in the disc height with resonant angular frequency related to the Lense-Thirring precession frequency (Wagoner 1999). Schnittman et al. (2006) instead considered a precessing ring in the disc. Ingram et al. (2009) proposed that within the truncated disc model the entire corona precesses (as seen in simulations by Fragile et al. 2007) whereas the disc stays stationary due to viscous diffusion (Bardeen & Petterson 1975; Liska et al. 2019).
2.1 NuSTAR Data Reduction

We used the NuSTAR analysis software, NuSTARDAS v1.8.0 with heasoft v6.22. We generated a cleaned event list with associated list of good time intervals (GTIs) for both focal plane modules (FPMs) – FPMA and FPMB – using custom code written in Python3 (Van Rossum & Drake 2009). For both observatories, we extract light curves with time step $\delta t$ $\approx$ 0.6 s throughout this paper, so our segments are $128 \times 8192$ = 1048576 segments $\approx 1$ s. Except for when otherwise stated we use $\delta t = 1/128$ s throughout this paper, so our segments are $T = 64$ s long. The NuSTAR power spectrum is calculated in the standard way.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Ratio of the NICER 0.24 – 10 keV, and the NuSTAR FPMA and FMPB 3 – 75 keV spectra in black, red, and blue respectively, to an absorbed power law model with photon index 2.01, and absorption with hydrogen column density $6.2 \times 10^{22}$ cm$^{-2}$. (2014), and custom code written in Python3 (Van Rossum & Drake 2009).
}
\end{figure}

\section{Energy spectrum}

Fig. 1 shows the NICER (black) and NuSTAR (red: FPMA; blue: FMPB) background subtracted flux-energy spectrum plotted as a ratio to a folded absorbed power-law model. We set the hydrogen column density to $N_H = 6.2 \times 10^{22}$ cm$^{-2}$ (the absorption model is tbbabs with the abundances of Wilms et al. 2000) and the power-law index to $\Gamma = 2.01$ for all three spectra, but allow the three spectra to each have their own normalisation. We see strong reflection features including an iron line at ~ 6.4 keV and a broad Compton hump peaking at ~ 30 keV. We also see that the cross-calibration between NICER and NuSTAR is excellent in the ~ 3 – 10 keV energy range in which their band passes overlap. At energies below ~ 2.7 keV, the NICER spectrum includes features that are likely due to calibration uncertainties, and the ‘shell’ of the response from higher energy photons (NASA 2021) which is dominant below ~ 1 keV due to the astrophysical absorption leaving very few source photons at low energies. We therefore only consider energy channels $> 2.7$ keV in our spectral analysis. We note there is a cross-calibration discrepancy between NuSTAR FMPA & FMPB in the energy range ~ 3 – 3.5 keV due to a tear in the Multi Layer Insulation around NuSTAR’S FMPA (Madsen et al. 2020), so we also ignore the FMA energy channels $< 3.48$ keV.

\section{Power spectrum}

Fig. 2 shows the 3–10 keV power spectrum calculated for the merged NICER observation (blue) and the NuSTAR observation (orange). For both observatories, we extract light curves with time step $\delta t$ from the cleaned event list. For the purposes of ensemble averaging (e.g. van der Klis 1989), we split the light curves into $M$ segments labelled $1 \leq m \leq M$, each having $N$ time bins and therefore a length $T = N \delta t$. Except for when otherwise stated we use $N = 8192$ and $\delta t = 1/128$ s throughout this paper, so our segments are $T = 64$ s long. The NICER power spectrum is calculated in the standard way.
(the magnitude-squared of the fast Fourier transform (FFT) of the lightcurve), with a constant Poisson noise level subtracted (van der Klis 1989; Uttley et al. 2014). For NuSTAR we instead calculate the co-spectrum between the FPMA and FPMB (Bachetti et al. 2015) in order to avoid instrumental features caused by the fairly large NuSTAR deadtime of $T_D \approx 2.5$ ms. We also correct for the suppression of variability caused by the NuSTAR dead time using the simple formula $(\text{RMS}_{\text{det}}/\text{RMS}_{\text{intr}}) \approx 1/(1+T_D/\tau_{\text{intr}})$, where RMS$_{\text{det}}$ and RMS$_{\text{intr}}$ are respectively the detected and intrinsic RMS variability amplitudes and $\tau_{\text{det}}$ and $\tau_{\text{intr}}$ are the detected and intrinsic count rates (Bachetti et al. 2015). For this observation, the ratio of detected to intrinsic variability is RMS$_{\text{det}}$/RMS$_{\text{intr}} \approx 0.754$ (recorded in the NuSTAR spectral files as the keyword ‘DEADC’). We see that the NuSTAR co-spectrum is very similar to the NICER power spectrum. In both, we see a strong low-frequency QPO with a fundamental frequency of $\sim 2.2$ Hz and a 2nd harmonic at twice that frequency. We can classify this low-frequency QPO as ‘type-C’ based upon its frequency, $\text{RMS}_2 \gtrsim 15\%$, and the presence of the ‘flat-top’ broadband noise (see e.g. Ingram & Motta 2019 for a summary of the characteristic features of type-A, B, and C low frequency QPOS).

### 2.5 Spectral Timing State

Belloni et al. (2000) identified 15 different states from spectral and variability patterns that GRS 1915+105 transitions between (also see Huppenkothen et al. 2017), most of which have only to date been observed in one other XRB (Altamirano et al. 2011). From the flux-energy spectrum and power spectrum, it is clear that GRS 1915+105 was in the designated $\chi$–state during this observation. The $\chi$–state is one of the few that behaves similarly to one of the canonical states, and corresponds to the hard state. The $\chi$–state can either be radio loud or quiet; during our X-ray observations the source was radio quiet (Motta et al. 2021). This happens to be the dimmest $\chi$–state ever observed, preceding the transition of the source into its current heavily obscured state (Motta et al. 2021). The QPO frequency of $\sim 2.2$ Hz is also somewhat special, since it is at around this QPO frequency when the QPO phase lags transition from positive (hard photons lag soft photons) to negative (soft photons lag hard photons); the phase lag reduces approximately linearly with the log of QPO frequency, passing through zero at $v_{\text{QPO}} \sim 2$ Hz (Reig et al. 2000; Qu et al. 2010; van den Eijnden et al. 2017; Zhang et al. 2020).
of the background is appropriate because the background is not expected to be variable on the QPO period.

The following subsections which describe these parts of the analysis are each further split into two sub-subsections, with the first describing the method used, and the second presenting the results obtained from the observations analysed in this paper.

3.1 QPO frequency tracking

During the observations, the frequency of the QPO drifts over time by $\pm 5\%$. To account for this, we identify the frequency of the QPO during each of the M segments so that we can later average Fourier products over the frequency range containing the instantaneous QPO frequency.

3.1.1 Method

We determine the QPO frequency for each segment by fitting a model to the power spectrum of each segment of the NICER and NuSTAR (we sum the FPMA and FPMB counts) light curves. Our model comprises of four Lorentzian functions (van Straaten et al. 2002), two of which are harmonically locked to represent the two QPO harmonics, and a Poisson noise component. The Poisson noise component is very simple for NICER, taking a constant value of $2/\mu$ where $\mu$ is the mean count rate (van der Klis 1989). The Poisson noise is much more complicated for NuSTAR, due to the large detector deadtime, $t_D$. Since there is currently no accurate deadtime model for NuSTAR, we model the Poisson noise with the function (Bult 2017)

$$f(v|A, B, t_D) = A - 2Bt_D \sin(2\pi vt_D),$$

and determine the parameters $A$, $B$ and $t_D$ by fitting the above function to the power spectrum averaged over the entire observation. We only consider $v > 20$ Hz since this frequency range is Poisson noise dominated. This fit yields $A = (1.783 \pm 0.006) \times 10^{-2}$, $B = 0.15 \pm 0.01$ and $t_D = 3.3 \pm 0.2$ ms. We then freeze $A$, $B$ and $t_D$ to these best fitting values for the remainder of the analysis.

As each frequency bin of a single power spectrum (without any ensemble or frequency averaging) follows a $\chi^2$ probability distribution with two degrees of freedom (van der Klis 1989), we are unable to use $\chi^2$ minimisation for the model fit as this depends on each frequency bin following a Gaussian distribution. We therefore use the maximum likelihood estimation method described in Barret & Vaughan (2012). This method does not require the probability distribution to be Gaussian, it only requires it to be known analytically. We find best fitting model parameters, including the frequency of the QPO fundamental, by maximising the likelihood function calculated assuming a $\chi^2$ probability distribution with two degrees of freedom.

It is important to note that the probability distribution underlying each frequency bin of an un-averaged co-spectrum is not known analytically (Huppenkothen & Bachetti 2018). We are therefore unable to use the maximum likelihood method on the co-spectrum between FPMA and FPMB, which is why we resort to modelling the Poisson noise of the power spectrum, which does have well-understood statistics.

3.1.2 Results

Fig. 3 shows the resulting measurements of QPO frequency (black crosses) as a function of time for NuSTAR (top) and NICER (bottom). Rather than uncertainties, the error bars shown are the measured full width at half maximum (FWHM) of the Lorentzian function representing the QPO fundamental. In our fits, we restricted the QPO frequency to a range given by the running average of the QPO frequencies of the previous 5 segments $\pm 3/2$ times the running average FWHM of the previous 5 segments, starting with the QPO frequency and FWHM from the average power spectrum. This range is represented by the grey dashed lines. To smooth out the results of our tracking algorithm we use a degree-15 polynomial to model QPO frequency with time, that we fit simultaneously to the NICER and NuSTAR data (the solid red line in Fig. 3). It is encouraging that the instantaneous QPO frequencies we measure here are very similar to those inferred by Huppenkothen & Bachetti (2021) using a more sophisticated method (see their fig. 23).

3.2 Phase lag spectrum

3.2.1 Method

In order to calculate the energy-dependent phase lag of the $j$th harmonic $\Delta_j(E)$, we first calculate the cross-spectrum between the light curve of the energy band centred on energy $E$ (the subject band) and the light curve summed over all energy channels (the reference band) for each of the M segments. For the $m$th segment, the cross-spectrum as a function of frequency is

$$G_m(v, E) = S_{\text{subject}}(v, E)S_{\text{reference}}(v),$$

where $S_{\text{subject}}(v, E)$ and $S_{\text{reference}}(v, E)$ are the Fourier transforms of the reference and subject band light curves respectively, and the constant of proportionality is a normalisation into fractional RMS. For NICER, the photons in the subject band light curve are also in the reference band light curve (since the reference band consists of all the photons detected by NICER). This contributes Poisson noise, which we subtract off following Ingram (2019).

For NuSTAR, we instead extract the subject band light curves from the FPMB and the reference band light curve from the FPMA to ensure that the subject and reference band signals are statistically independent of one another, and therefore the cross-spectrum contains no contribution from deadtime affected Poisson noise.

We consider the ‘shifted-and-added’ cross-spectrum of the $j$th QPO harmonic by first averaging over the QPO harmonic in each time segment based upon the tracked QPO frequency. For the $m$th segment we average over the frequency range $v = jv_{\text{qpo}}(m)[1 \pm 1/(2Q)]$, where we assume $Q = 8$ for the quality factor (a typical value for a type-C QPO; Ingram & Motta 2019), using the smoothed estimate from our QPO tracking algorithm for $v_{\text{qpo}}(m)$. We then average over the time segments to find the overall average value for cross-spectrum for each of the QPO harmonics.

The phase lag for the $j$th harmonic, $\Delta_j(E)$, is the argument of the averaged cross-spectrum of the corresponding harmonic, of which we estimate the uncertainties using the formula from Ingram (2019, eq 19).

---

3 Apart from the bin at the Nyquist frequency which is a $\chi^2$ distribution with only a single degree of freedom, but this bin was ignored in our calculations for simplicity.

4 The difference in the scatter of QPO frequencies between the lower count rate NuSTAR and higher count rate NICER data suggests that this is noise in the measurement rather than intrinsic short timescale changes.

5 As we are using the FFT, we actually use discrete frequency bins $v_k = k/T$.
3.2.2 Results

We display the measured phase lag spectrum in Fig. 4 (bottom) for NICER (blue) and NuSTAR (orange). We see that the phase lag of the QPO fundamental is almost constant with energy, which is consistent with previous RXTE observations showing that the phase lag monotonically reduces from hard lags (a positive lag vs energy gradient) to soft lags (a negative lag vs energy gradient) as the QPO frequency increases, with the cross over occurring for $v_{qpo}$ $\approx 2$ Hz (e.g. van den Eijnden et al. 2017). Note that a slight offset between NICER and NuSTAR lags results from a phase lag between the NICER and NuSTAR reference bands. Although the offset is very small for this observation because the energy dependence of the lag is subtle, we account for it in our modelling with a floating phase offset.

3.3 Fractional RMS Spectrum

3.3.1 Method

To calculate the fractional RMS of the QPO harmonics in each energy band, instead of the power spectrum in that energy band, we boost signal to noise by using the shift-and-added cross-spectrum

$$G(v, E) = \sum_{m} G_{m}(v + \delta v_{m}, E),$$

where $\delta v_{m}$ is the difference between the QPO frequency in that segment (from our smoothed tracking) and the average QPO frequency.

Since the QPO harmonics are well correlated between energy bands, we assume unity coherence between the subject bands and the reference band, in which case the shifted-and-added power spectrum of the subject band can be written as (Wilkinson & Uttley 2009; Ingram et al. 2016)

$$P_{s}(v, E) = \frac{|G(v, E)|^2 - \hat{b}^2(v, E)}{P_{r}(v)},$$

where $\hat{b}^2(v, E)$ results from a positive-bias in the calculation of $|G(v, E)|^2$ (see Ingram 2019 for details, where $b$ is used instead of $\hat{b}$) and $P_{r}(v)$ is the Poisson noise subtracted shift-and-added power spectrum of the reference band for NICER and the shift-and-added co-spectrum between the FPMA and FPMB for NuSTAR.

We fit a multi-Lorentzian model to the resulting power spectral estimate for each energy band. We use three Lorentzian functions: one with $Q = 0$ to represent the broad band noise; and the other two with centroid frequencies and $Q$ tied (such that the centroid frequencies are harmonically related) in order to represent the two QPO harmonics. We normalise our power spectral estimate (Belloni & Hasinger 1990) and Lorentzian functions (van Straaten et al. 2002) such that the best-fitting normalisation of the two Lorentzian components representing the QPO harmonics gives their fractional RMS. We calculate 1σ uncertainties on the RMS by searching parameter space for a marginalised $\chi^2 = 1$.

3.3.2 Results

We display the measured RMS spectrum in Fig. 4 (top). Error bars without a lower cap correspond to points consistent with zero within 1σ. We see that, as is typically the case for type-C QPOs, the fractional RMS increases with energy for $E \lesssim 10$ keV before levelling off. We note good agreement between NICER and NuSTAR.
3.4 Phase difference between harmonics

3.4.1 Method

As we have the phase lag of each QPO harmonic in the energy bands compared to their counterpart in the reference band, we now need to find the phase lag between the harmonics in the reference band \( \phi \). For this, we use the bispectrum\(^6\) as suggested by Arur & Maccarone (2019). This yields similar results to the method of Ingram & van der Klis (2015) used in Ingram et al. (2016), Ingram et al. (2017) and de Ruiter et al. (2019), but is more statistically robust. In particular there is no Poisson noise correction in the Ingram & van der Klis (2015) method, whereas the effect of Poisson noise on the bispectrum is well covered in the literature (e.g. Wirnitzer 1985; van der Klis 1989; Kovach et al. 2018). The bispectrum method should therefore be more robust to low count rate observations. The bispectrum is defined as a function of two frequencies, \( v_1 \) and \( v_2 \), such that the bispectrum of the reference band light curve in the absence of Poisson noise is

\[
\mathcal{B}(v_1, v_2) = \frac{1}{M} \sum_{m=1}^{M} R_m(v_1) R_m(v_2) R_m^*(v_1 + v_2).
\]  

(7)

The phase-difference between harmonics can be retrieved from the ‘auto-bispectrum’, \( B(v) = \mathcal{B}(v_1 = v, v_2 = v) \), which is

\[
B(v) = \frac{1}{M} \sum_{m=1}^{M} B_m(v) = \frac{1}{M} \sum_{m=1}^{M} R_m(v) R_m^*(2v).
\]  

(8)

Since \( R_m(v) = |R_m(v)| e^{i\Phi_m(v)} \), we see that

\[
B(v) = \frac{1}{M} \sum_{m=1}^{M} |R_m(v)|^2 |R_m(2v)| e^{i[2\Phi_m(v) - \Phi_m(2v)]}.
\]  

(9)

Therefore the bi-phase is \( \arg[B(v)] = 2\Phi(v) - \Phi(2v) = -2\psi(v) \), where we take the phase difference between frequency \( v \) and frequency \( 2v \) to be \( \psi(v) = \frac{i}{2}[\Phi(2v) - \Phi(v)] \) following Ingram & van der Klis (2015). The phase difference between the two QPO harmonics is therefore \( \psi = -\frac{i}{2}\arg[B(v_{QPO})] \).

In order to calculate \( B(v_{QPO}) \), we adopt the same shift-and-add technique for the auto-bispectrum as described in the previous section for the cross-spectrum, again employing our smoothed estimate for the instantaneous QPO frequency from Fig. 3. The QPO is only coherent on timescales of \( O \) cycles (e.g. van den Eijnden et al. 2016)), and so it is reasonable to use segments of duration
$T \sim Q/Q_{\nu}$ (Ingram & van der Klis 2015). As the QPO frequency in our observations is $\sim 2.2$ Hz, and with an assumed quality factor $Q = 8$, we use 4 s long segments. Using $\delta t = 1/128$ s, this gives segments with $N = 512$ time bins. We correct the NICER auto-bispectrum for Poisson noise as described in Appendix A1. For NuSTAR, we avoid deadtime effects by using FPMA data for $R(\nu)$ and FMPB data for $R(2\nu)$.

### 3.4.2 Results

Using the bi-spectrum method described above, we measure $\psi/\pi = 0.20 \pm 0.02$ for NuSTAR and $\psi/\pi = 0.125 \pm 0.006$ for NICER. The slight difference in $\psi$ between observatories is statistically significant, and indicates that the QPO waveform depends on photon energy.

We compare the results using this method to the method used in the literature (e.g. Ingram et al. 2016) where $\Phi(\nu)$ and $\Phi(2\nu)$ are taken directly from the FFT, and a minimisation is used to find $\psi$. For NuSTAR this gives $\psi/\pi = 0.21 \pm 0.04$, and for NICER this gives $\psi/\pi = 0.12 \pm 0.01$, which are consistent with the values from our updated method. Here, we again avoid the deadtime affected NuSTAR Poisson noise by taking $\Phi(\nu)$ from the FFT of the FMPA light curve, but $\Phi(2\nu)$ from the FFT of the FMPB light curve.

As discussed in Ingram & van der Klis (2015), it only makes sense to measure the phase difference between harmonics if the phases of those two harmonics are correlated. In such a case, the QPO has some well-defined underlying waveform, and it makes sense to do phase-resolved spectroscopy. Otherwise, the spectrum does not vary in shape in a systematic way with QPO phase, and a QPO phase-resolved analysis would thus be meaningless. It is therefore important to measure how well correlated the two dominant QPO harmonics are before continuing. We explore this in the following sub-section.

### 3.4.3 Phase correlation between QPO harmonics

The auto-bispectrum can also be used to measure the extent to which the phases of the two harmonics are correlated. Specifically, the auto-bicoherence is the modulus of the auto-bispectrum, renormalised in some useful way. We use the Kim & Powers (1979) normalisation for which the auto-bicoherence, $b^2(\nu)$, is unity if the phases of the $\nu$ and $2\nu$ components are perfectly correlated. In the opposite case of a completely uncorrelated signal, $b^2(\nu) \rightarrow 0$ as the number of light curve segments used to calculate $b^2(\nu)$ tends to $M \rightarrow \infty$, and it becomes meaningless to measure the phase difference between the harmonics at $\nu$ and $2\nu$. 

---

Figure 5. The random walk of the auto-bispectrum $B(\nu_k)$ for frequency bins $\nu_k$ which cover the frequency range $\nu_k < 10$ Hz. Between 6-10 Hz the frequency bins are geometrically re-binned to reduce the number of bins by a factor of 4 between 6-10 Hz. Each grey chain has steps $B_m(\nu_k)$, but the segments that correspond to the instantaneous QPO frequency are highlighted in orange. All the segments that contain the QPO are summed into a purple chain. On the lower panel, the auto-bicoherence $b^2(\nu_k)$ of each chain is given for each frequency. The grey uncertainties, and also the vertical $1\sigma$ uncertainty of the tracked QPO auto-bicoherence, are calculated from percentiles of a bootstrapped population.
In the absence of Poisson noise the auto-bicoherence is given by (Kim & Powers 1979)

$$b^2(v) = \frac{\sum_{m=1}^{M} B_m(v)^2}{\sum_{m=1}^{M} |R_{mm}(v)|^2}$$

We describe how we account for Poisson noise and deadtime effects in the denominator of the above equation in Appendix A1, and also describe a bootstrapping technique (following Stevens & Uttley 2016) we use to calculate the errors on the auto-bicoherence in Appendix A2.

The auto-bicoherence as a function of frequency is shown in Fig. 5 (bottom) for NuSTAR (left) and NICER (right). The black stepped lines show the measured values and the shaded regions represent the 1 and 3 $\sigma$ confidence regions (calculated using a bootstrapping method). We see that the auto-bicoherence is consistent with zero for all frequencies except for around the QPO fundamental frequency. This indicates that the phase of the first harmonic is well correlated with that of the second harmonic, and that there is therefore an underlying QPO waveform (Ingram & van der Klis 2015; de Ruiter et al. 2019). In contrast, all other pairs of frequencies are uncorrelated.

The width of the feature around the QPO frequency in these plots of the bispectrum could be because the QPO frequency drifts during the observation, and therefore the frequency bin that contains the QPO frequency may not be the same for each segment. We therefore calculate $b^2(v_{qpo})$ using the same shift-and-add techniques as described in the previous sub-sections. The result is marked in magenta. The vertical error bar is 1$\sigma$ and again calculated by bootstrapping (as discussed in Appendix A2), and the horizontal error bar shows the frequency range covered by the QPO fundamental during the observation. We see that this new shifted-and-added bicoherence is consistent with the black stepped line, and therefore the shift-and-add does not enhance the coherence of the QPO for this particular observation. While the coherence between the QPO harmonics is statistically non-zero, it is still not unity. This can be partly explained by the presence of uncorrelated broad band noise at the QPO frequency. However, the QPO dominates over the broad band noise in the power spectrum for $v \approx v_{qpo}$. It is therefore likely that $\psi$ is not constant in time – as would be the case for a perfectly periodic oscillation – but instead varies around a well-defined mean value.

We visualise the auto-bispectrum in Fig. 5 with ‘jellyfish plots’ (top panels). Here, for each Fourier frequency, we plot $B(v)$ as a vector sum on the complex plane. The vector sum for each frequency is plotted as a grey line and there are a total of 29 frequencies after geometric re-binning above 6 Hz. We see that this forms a random walk on the complex plane. For most frequencies, this random walk forms a blob that never gets far from the origin, indicating that the phase at $v$ is poorly correlated with that at $2v$. For a narrow range of frequencies, the random walk instead forms a much straighter path that extends far from the origin, indicating good correlation between $v$ and $2v$. The auto-bicoherence is a measure of how far from the origin the vector sum ends up, and the biphase is a measure of the orientation on the complex plane of the summed vector. The jellyfish plots therefore demonstrate that $b^2(v)$ is large for $v \approx v_{qpo}$ because each segment has a similar bi-phase, and so the segments all line up well on the complex plane.

We also demonstrate how the drifting of the QPO frequency during the observation leads to the frequency bin that contains the QPO changing from one segment to another. To do this, we mark segments on the jellyfish plots that contain the instantaneous QPO frequency by colouring them orange. We see that the QPO frequency does indeed jump from one frequency bin to another. This is particularly noticeable in the NICER jellyfish plot. The magenta line instead shows the vector sum of $B(v_{qpo})$ that we use to calculate $b^2(v_{qpo})$; i.e. we take only the segments that contain the instantaneous QPO frequency and add them on the complex plane. Consistent with the bicoherence plots, we see that the magenta line reaches a comparable distance from the origin to the two grey lines around the QPO frequency.

3.5 Reconstructed Fourier Transformed Spectra

We use the phase lag spectra $\Delta_1(E)$ and $\Delta_2(E)$ found in Section 3.2.2, the RMS spectra $\sigma_1(E)$ and $\sigma_2(E)$ found in Section 3.3.2, and the phase difference between harmonics $\psi$ found in Section 3.4.2 to calculate our Fourier Transformed spectra $W_1(E)$ and $W_2(E)$ using Eqs. 2 and 3. As $W_j(E)$ ($j = 1, 2$) is a complex quantity, we separate these into real and imaginary parts $\Re \left[ W_j(E) \right]$ and $\Im \left[ W_j(E) \right]$. Therefore, for both of our NuSTAR and NICER observations we have calculated 4 spectra

(i) $\Re \left[ W_1(E) \right]$, the real part of the FT spectra of first QPO harmonic,

(ii) $\Im \left[ W_1(E) \right]$, the imaginary part of the FT spectra of first QPO harmonic,

(iii) $\Re \left[ W_2(E) \right]$, the real part of the FT spectra of second QPO harmonic,

(iv) $\Im \left[ W_2(E) \right]$, the imaginary part of the FT spectra of second QPO harmonic,

giving a total of 8 FT spectra. We also have the phase-average flux-energy spectra ‘$W_0(E)$’ for each of NuSTAR’s FMPA and FMPB, plus NICER’s, bringing our total to 11 spectra which we will simultaneously fit with the model described in the following section.

The resulting spectra are shown in Fig 6. The left panel shows the phase-averaged flux-energy spectrum, $W_0(E)$, observed by NICER (black), FPMA (red) and FPMB (blue). The derived FT spectra are plotted on the right hand side as grey and black points. The first and second harmonic (i.e. $j = 1$ and $j = 2$, or in other words the fundamental and the first overtone) are plotted respectively in the first and second panels from the top (as labelled), and grey and black points correspond respectively to the real ($\Re \left[ W_j(E) \right]$) and imaginary ($\Im \left[ W_j(E) \right]$) parts respectively. Open circles correspond to NuSTAR and the points with no marker to NICER. Note that each part of each harmonic has only one NuSTAR FT spectrum, and not one for the FPMA and another for the FPMB. This is because the NuSTAR FT spectra are derived by extracting the subject bands of the cross-spectrum from the FPMB and the reference band from the FPMA. Both FPMs are therefore used for this single measurement.

4 THEORETICAL MODEL

Our model for the QPO FT calculates the X-ray spectrum as a function of QPO phase, $\gamma$, before Fourier transforming to output the real and imaginary parts of the QPO FT for the zeroth, first and second harmonics. The model is similar to the one described in Ingram et al. (2017), but with some extra features. As in Ingram et al. (2017), we assume that the accretion flow has two components: a thin accretion disc and a corona. We assume that the disc is stationary with inner and outer radii $r_{\text{in}}$ and $r_{\text{out}}$. We make no assumptions about the shape of the corona, but we assume that its intrinsic bolometric luminosity is constant in time, and variation in
the observed flux is caused by us viewing the corona from different directions at different QPO phases.

The spectrum from the corona is described in Section 4.1. Section 4.2 describes the spectrum from the disc, which we split into a thermal component (Section 4.2.2) and a non-thermal component (Section 4.2.3).

4.1 Corona

We represent the corona spectrum with the model nthscomp (Zdziarski et al. 1996), which is a power-law (index $\Gamma$) such that the photons emitted per unit energy is $\propto E^{-\Gamma}$ between low and high energy cut-offs that are respectively governed by the seed photon temperature $T_{bb}$ and the electron temperature $T_e$. We parameterise the QPO phase-dependent bolometric flux observed from the corona as

$$N_c(\gamma) = N_0 + A_1 N \sin[\gamma - \phi_1 N] + A_2 N \sin[2(\gamma - \phi_2 N)],$$

(11)

where $N_0$, $A_1 N$, $A_2 N$, $\phi_1 N$ and $\phi_2 N$ are left as free parameters. We parameterise the photon index $\Gamma(\gamma)$ and electron temperature $T_e(\gamma)$ in a similar way (see e.g. Eq. 5 of Ingram et al. 2017). We tie $T_{bb}$ to the peak disc temperature, which we discuss at the end of Section 4.2.2.

4.2 Disc

The corona irradiates the disc, and since the disc is very optically thick, all of the irradiating flux is reprocessed in the disc atmosphere and re-emitted. The disc is also heated by viscous dissipation of gravitational potential energy, generating intrinsic disc flux. The total radiated flux is the sum of intrinsic and reprocessed flux. We assume that all of the intrinsic flux plus some fraction of the reprocessed flux is in thermal equilibrium with the disc, thus contributing a blackbody component to the emitted spectrum. The total restframe specific intensity emergent from the disc coordinate $(r, \phi)$ at QPO phase $\gamma$ is therefore the sum of this blackbody component, and a non-thermal component which includes well-known ‘reflection’ features such as the iron line and Compton hump

$$I(E_d, r, \phi, \gamma) = I_{bb}(E_d, r, \phi, \gamma) + I_{int}(E_d, r, \phi, \gamma),$$

(12)

where $E_d$ is photon energy in the restframe of disc coordinate $(r, \phi)$. From this, we calculate the observed specific disc flux by tracing rays from the disc to the observer following null-geodesics in the Kerr metric (using the code vsook, which is based on gkerr: Yang & Wang 2013; Dexter & Agol 2009). A summary of the ray tracing procedure can be found in Appendix B1 (or see e.g. Ingram et al. 2019 for a more detailed description.)

4.2.1 Illumination of the disc

A precessing corona will preferentially illuminate different disc azimuths at different phases of its precession cycle. Instead of making assumptions about the shape of the corona, we follow Ingram et al. (2017) by parameterising the QPO phase-dependent illuminating function as a function of disc radius and azimuth with the emissivity function, $\epsilon(\phi, \gamma)$, such that

$$\frac{I_{int}(E_d, r, \phi, \gamma)}{D^2} = f_R(\gamma)N_c(\gamma)\epsilon(r, \phi, \gamma)R(E_d),$$

(13)

where $D$ is the distance from the observer to the BH. Here, we normalise $\epsilon(r, \phi, \gamma)$ and $R(E_d)$ (Eqs. B3 and B2 in Appendix B2) such that $f_R(\gamma)$ is the observer’s reflection fraction. This is defined by Ingram et al. (2019) as the observed bolometric reflected flux divided by the directly observed bolometric coronal flux in the simplified case in which the disc re-emits the incident radiation isotropically. In this case, since $N_c(\gamma)$ is defined as the directly observed bolometric coronal flux, the observed bolometric reflected flux is simply $f_R(\gamma)N_c(\gamma)$. In reality, the reflected flux is not emitted isotropically. The function $R(E_d)$, which we discuss below, includes this subtlety.

We employ the following form for the emissivity function

$$\epsilon(r, \phi, \gamma) = N_c \epsilon(\gamma) \left[ 1 + A_1 \cos^2 \frac{1}{2}(\gamma - \phi_1) \right]$$

$$+ A_2 \cos^2 \left[ \gamma - \phi_2 \right],$$

(14)

where the radial dependence is given by a twice broken power-law (Wilkins & Fabian 2011, 2012). The function $R(E_d)$, which we discuss below, includes this subtlety.

4.2.2 Thermal flux

We assume that the blackbody component of the disc specific intensity is given by

$$I_{bb}(E_d, r, \phi, \gamma) = N_d B(E_d, T(r, \phi, \gamma)),$$

(16)

where $N_d$ is a constant model parameter, $B(E, T)$ is the Planck function, and $T(r, \phi, \gamma)$ the ‘intrinsic’ disc temperature; i.e. the temperature in the absence of irradiation. $T_{int}(r, \phi, \gamma)$ is the ‘irradiation’ disc temperature; i.e. the temperature in the absence of viscous dissipation.

We set the intrinsic disc temperature as

$$T_{\text{visc}}(r) \propto \frac{T_{\text{visc,max}}}{(r^2 dA/dr)^{1/4}},$$

(18)

where the constant of proportionality is set to ensure that the maximum temperature is $T_{\text{visc,max}}$ and the relativistic expression for $dA/dr$ is given by e.g. Equation A1 in Ingram et al. (2019). In Newtonian gravity, $dA/dr = 2\pi r$, and so the familiar $T_{\text{visc}} \propto r^{-3/4}$ emissivity of a simple disc model is recovered. Note that any

Note that we do not employ a stress free inner boundary condition, which is appropriate if the corona is located inside of the disc, providing a torque.
colour–temperature correction factor accounting for the spectrum not being strictly blackbody is simply swallowed up into the definition of $T_{\text{vsc,max}}$.

The irradiation temperature is related to the thermalised portion of the illuminating flux via the Stefan–Boltzmann law. We parameterise it as

$$T_{\text{irr}}^4(r, \phi, \gamma) \propto f_R(\gamma - \Delta \gamma)N_C(\gamma - \Delta \gamma)\kappa(r, \phi, \gamma - \Delta \gamma).$$  \hfill (19)

Defining $T_{\text{irr,max}}(\gamma)$ as the maximum value of $T_{\text{irr}}(r, \phi, \gamma)$ for a given QPO phase, we set the constant of proportionality in the above equation to ensure that the QPO phase-averaged value of $T_{\text{irr,max}}(\gamma)$ is proportional to the model parameter $kT_{\gamma}$. Note that $kT_{\gamma}$ effectively sets the fraction of the illuminating flux that thermalises in the disc atmosphere. The model parameter $\Delta \gamma$ accounts for the thermalisation timescale, which is the time it takes for the irradiating flux to thermalise in the disc. This timescale is currently poorly understood, but it should lead to the thermal component responding to changes in the illuminating flux with a delay compared to the non-thermal component (e.g. emission lines: García et al. 2013b). Here we parameterise this thermalisation timescale such that the current disc temperature depends on what the irradiating flux was some time $\Delta \gamma/(2\pi v_{\text{phot}})$ ago. This is an extremely simplified formalism. In reality, we may expect $T_{\gamma}(\gamma)$ to be smeared as well as delayed, and we may also expect the delay itself to depend on e.g. disc radius.

Finally, we set the seed photon temperature in sthcomp to

$$T_{\text{bb}}(\gamma) = \left[ T_{\text{vsc,max}}^4 + T_{\text{irr,max}}^4(\gamma) \right]^{1/4}. \hfill (20)$$

### 4.2.3 Non-thermal flux

We use the model xillerCCp to calculate the non-thermal component of the restframe emergent disc spectrum, $R(E, \gamma)$. xillerCCp calculates the emergent spectrum from a passive $(T_{\text{vsc}} = 0)$, constant density slab (electron number density $n_e = 10^{13}$ cm$^{-3}$) being irradiated by an sthcomp spectrum$^8$. The output spectrum includes emission lines (most prominently the iron Kα line), absorption edges (most prominently the iron K edge) and the Compton hump. It also includes a quasi-thermal component caused by some fraction of the irradiating photons thermalising in the disc, which we must ignore because we have already accounted for the thermalised illuminating flux in our blackbody component (see previous section). For xillerCCp, this component peaks in the UV and is entirely below our bandpass, and so is simple to ignore.

An important input parameter of xillerCCp is the ionisation parameter $\xi = 4 \pi F_x / n_e$, where $F_x$ is the illuminating X-ray flux. We set the ionisation parameter from our existing parameterisation of the illuminating flux such that

$$\xi(r, \phi, \gamma) \propto f_g(\gamma) N_C(\gamma) \epsilon(r, \phi, \gamma)/n_e(r).$$  \hfill (21)

Defining $\xi_{\text{max}}(\gamma)$ as the maximum value of $\xi(r, \phi, \gamma)$ for a given QPO phase, we set the constant of proportionality in the above equation to ensure that the QPO phase-averaged value of $\xi_{\text{max}}(\gamma)$ is equal to the model parameter $\xi_0$. For $\xi_0(r)$ we adopt the form corresponding to Zone A of the Shakura & Sunyaev (1973) disc model, following e.g. Ingram et al. (2019); Mastroserio et al. (2019); Shreeram & Ingram (2020): $n_e(r) \propto r^{3/2} \left[ 1 - \sqrt{r_{\text{in}}/r} \right]^{-2}$.

### 4.2.4 Approximations

Our treatment of the restframe spectrum emergent from a given disc patch is very approximate. First of all, the xillerCCp model that we use has $n_e = 10^{15}$ cm$^{-3}$ hardwired, whereas we would theoretically expect the density of the disc in GRS 1915+105 to be closer to $n_e \sim 10^{20}$ cm$^{-3}$ (Shakura & Sunyaev 1973). Second, the emergent spectrum is not strictly the sum of a thermal and a non-thermal component. In reality, the disc atmosphere is being irradiated from below by the intrinsic disc emission and from above by the corona, and the true emergent spectrum would need to be calculated by solving the radiative transfer equation with these boundary conditions (Reis et al. 2008). However, although high density xiller models are now available (García et al. 2016; Mastroserio et al. 2021), they only consider irradiation by the corona and ignore the intrinsic disc emission. Moreover, the xiller solutions are calculated in steady-state, and so there is no thermalisation timescale. Our treatment is therefore the best time-dependent approximation of a high density irradiated disc with strong intrinsic emission currently available.

### 4.3 The complete model

The total observed QPO phase-dependent specific flux, $F(E, \gamma)$, is the sum of the disc and coronal contributions. Our model calculates $F(E, \gamma)$ for 16 QPO phases and Fourier transforms to get the QPO FT for the zeroth (phase-average), first, and second harmonics.

Additionally, on top of the phase-dependent model described above, we include an extra xillerCCp component to account for distant reflection. This component is fixed to be constant with QPO phase, as variations on the timescale of the QPO period should be strongly washed out by light-crossing delays for a distant reflector. Finally, we account for line-of-sight absorption with the model $\text{trabs}$. The hydrogen absorption column $N_H$ is a free parameter, and we adopt the abundances of all other elements relative to hydrogen of Wilms et al. (2000).

### 5 MODEL FITS

#### 5.1 Fitting procedure

We fit our model simultaneously to 11 spectra overall. As described in Section 3.5, these are: the flux-energy Nicer, Fpma and Fpmb NuSTAR spectra, plus the first and second harmonics of the real and imaginary parts of the QPO FT measured separately by Nicer and NuSTAR. Using xspec version 12.10.1f, we applied the same Nicer response matrix to all 5 Nicer spectra, we used the Fpma response for the flux-energy Fpma spectrum, and the Fpmb response for both the Fpmb flux-energy spectrum and the NuSTAR QPO FT. This is because the NuSTAR QPO FT was calculated using Fpmb channels as the subject bands, and the full band Fpma light curve as the reference band. We see from Fig. 1 that the cross-calibration between Nicer and the NuSTAR modules is good, except for the normalisation. We account for this by multiplying our model by a floating constant, which is fixed to unity for Nicer and left free for the NuSTAR Fpma and Fpmb.

As we used different reference bands for the calculation of the Nicer and NuSTAR QPO FTs (the full band Nicer and NuSTAR Fpmb light curves respectively), there is a phase difference between...
them caused by the phase lag between the two reference bands (see Section 3.2). We account for this by setting a phase offset $\phi_k$ for the first harmonic (the phase offset for the second harmonic is exactly $2\phi_k$). Similarly to floating calibration constants employed for flux-energy spectra, we set $\phi_k = 0$ for NICER and leave $\phi_k$ as a free parameter for NuSTAR.

In our fits, we leave the truncation radius $r_{in}$ as a free parameter and fix the spin to $a = 0.998$. While we do not necessarily expect that this choice reflects the true value of the spin (see e.g. Mills et al. 2021), this value enables the widest possible range of the $r_{in}$ parameter to be explored without it becoming smaller than the ISCO. Although the spin does affect the geodesics, this only has a very subtle effect on the spectrum compared with the location of the disc inner radius.

The full list of the free parameters in our model is included in Table 2, with those modulated with QPO phase $\gamma$ in the manner of Eq. 11 grouped together, and are labeled in the manner of `$N_c(\gamma)$'. We begin by finding a global best fit by minimising the $\chi^2$ fit statistic, before running a long Markov Chain Monte Carlo (MCMC) simulation around the best fit to explore the parameter space and understand the significance of the best fitting parameter values.

### 5.2 Results

Our global best fit, which is shown in Fig. 6, has $\chi^2 = 3374.6$ for 3179 degrees of freedom (DoF). The phase-average flux-energy spectrum in the upper-left of the figure shows the good fit, especially to the Fe Kα line. The right-hand side of the figure shows the real and imaginary parts of the FT spectra of the first two harmonics. The features of these spectra are markedly less intuitive, and so we rely on analysis of the parameter space to understand the model fit. As the distant reflector is constant on the QPO timescale, the FT spectra do not include this component. However, as they are normalised to the observed flux (see Eq. 3), the absorption column does matter and therefore is included.

We explored parameter space by running a long MCMC simulation with 120 walkers which each run for 250,000 steps from an initial distribution based on the covariance matrix of the best fit. Every parameter had a uniform prior with bounds considerably far from the range required, except where parameters must be non-negative. We burn the first 50,000 steps of each walker, enough to ensure that the Geweke convergence diagnostic (Geweke 1992) is within ±0.3 for every parameter and we therefore only consider steps where the MCMC has converged. Finally, we thin the MCMC down, only taking every 100th step from each walker. We show the posterior means and 1$\sigma$ credible intervals from the MCMC in Table 2.

In Fig. 8, we visualise our results by reconstructing parameter modulations from the thinned chain. For each step in the chain (there are 240,000 steps altogether), we use the parameter values corresponding to that step in order to calculate each of the 7 quantities plotted in Fig. 8 as a function of QPO phase. From these 240,000

---

Note: The natural text is a concise representation of the original content, retaining the key points and context. For detailed analysis, refer to the original publication.
Figure 6. The unfolded best fit model, and the ratio of the data to the model, for the flux-energy spectra (left) and the harmonics of the QPO (right). The flux-energy spectra from \textit{NICER} is in black, \textit{NuSTAR} FPMA is in red, and \textit{NuSTAR} FPMB is in blue, which have been rebinned for plotting purposes. The spectra of the real and imaginary components of the 1st QPO harmonic are in purple and orange respectively. Likewise, the 2nd QPO harmonic components are shown in magenta and light blue. Both harmonics have the \textit{NuSTAR} data points with circles and a dotted line, with the circle-less points and solid lines corresponding to \textit{NICER}. The markers in grey show the real component of the FT spectra, whereas those in black show the imaginary component. The axis labels apply to both the left and right hand sides of the figure, including the units; this follows from the Fourier transformed spectra being the RMS multiplied by a unitless phase term.

The top panel is iron line centroid energy. In order to determine this, we first calculate the observed QPO phase-dependent reflection spectrum (Eq. B1) assuming a $\delta$–function iron line in the disc restframe (i.e. $I(E_d) = \delta(E_d - 6.4\text{keV})$) and then calculate the centroid energy of the resulting QPO phase-dependent line profile (using Equation 7 from Ingram et al. 2017). Any modulations of this function with QPO phase are caused entirely by QPO phase dependence of the emissivity function $\epsilon(r, \phi, \gamma)$, which in turn is driven exclusively by the asymmetry parameters $A_1$ and $A_2$. We see that the line centroid energy is strongly modulated with QPO phase, implying that the emissivity function is required by the fit to vary with QPO phase. We show the posterior distribution of the asymmetry parameters from the MCMC in Fig. 9. The point $A_1 = A_2 = 0$ lies outside of the $2\sigma$ contour (in red), therefore we are able to reject the axisymmetric null-hypothesis of $A_1 = A_2 = 0$ at the $2\sigma$ significance level.

We show the QPO phase-dependent spectrum of the best-fitting model in Fig. 7, without the line-of-sight absorption and distant reflector. We see large changes in spectral shape over the course of the 8 QPO phases pictured, most obviously the change in continuum normalisation $N_c(\gamma)$ following the same trend as shown in Fig. 8. As the normalisation of the reflection spectrum is broadly constant with phase, its key features of the Fe Kα and Compton hump are less pronounced when $N_c(\gamma)$ is larger. The temperature of the Compton hump itself does change, most noticeably at its lowest value of $\gamma \approx 1/4$ cycles.

When we consider the covariance between the modulated variables (see Fig. D1), we see the strongest correlation is between the reflection fraction $f_R$ and continuum normalisation $N_c$. Interestingly, the phase-averaged values are negatively correlated, however the size and phases of the modulations are positively correlated. We can see in Fig. 8 that these modulations are also in anti-phase, and
so their modulations work against each other to keep the incident flux onto the disc approximately constant, as can be seen in the waveforms of log $\xi_{\text{max}}(\gamma)$ and $kT_{\text{irr}}(\gamma)$.

We find that the posterior mean of the phase lag $\Delta \gamma$, intended to represent the time it takes photons to thermalise in the disc atmosphere, is $\Delta \gamma \approx 0.17$ QPO cycles. Fig. 10 shows the posterior distribution of $\Delta \gamma$ from the MCMC, including a conversion from QPO cycles to time lag for a QPO frequency of $\nu_{\text{QPO}} = 2.2$ Hz. This phase lag can be seen in the bottom two panels of Fig. 8, since the dip in $kT_{\text{irr}}(\gamma)$ occurs $\sim 0.17$ QPO cycles after the dip in log $\xi_{\text{max}}(\gamma)$. It can also be seen in Fig. 7: e.g. the orange line for QPO phase $= 0.125$ cycles corresponds to a peak in iron line centroid energy but not to a peak in disc peak temperature. Converting $\Delta \gamma$ to a time lag gives $\sim 75$ ms, which is rather large. This large value is possibly due to model systematics, since if the thermalisation timescale really were this long, then we would see much longer thermal reverberation lags than have been observed (e.g. Uttley et al. 2011; Kara et al. 2019).

6 DISCUSSION

We have conducted a phase-resolved spectral analysis of a $\approx 2.2$ Hz QPO from GRS 1915+105 observed simultaneously by NICER and NuSTAR. We found that the continuum normalisation $N_c(\gamma)$, photon index $\Gamma(\gamma)$, reflection fraction $f_R(\gamma)$, and electron temperature $kT_e(\gamma)$ are all required to be modulated with QPO phase to $\gtrsim 3\sigma$ confidence, plus we rule out that the asymmetric illumination parameters $A_1 = A_2 = 0$ at the $2\sigma$ confidence level. Alongside this, we found a small inner truncation radius $r_{\text{in}}$, and a large thermalisation phase lag $\Delta \gamma$. We now discuss the implications of these results.

6.1 Comparison with H1743-322

We compare our results with the previous similar study of a $\sim 0.25$ Hz type-C QPO in H 1713-322 by Ingram et al. (2017) (hereafter I17). The first thing to note is the strikingly similar profiles of the continuum normalisation, $N_c(\gamma)$ (compare our Fig. 8 with the Fig. 5 in I17), which is a proxy for the X-ray flux. Whereas
the fractional amplitude of the $N_c(\gamma)$ modulation is larger here, the profiles – and therefore the QPO waveforms – are similar for the two observations, despite the QPO frequencies being very different. This similarity is confirmed by the measured phase difference between harmonics, $\psi$, which defines the QPO waveform (Ingram & van der Klis 2015). Here we measure $\psi/\pi \approx 0.2$ for the NuSTAR observation, whereas the NuSTAR measurement for H 1743-322 was $\psi/\pi \approx 0.3$ (Ingram et al. 2016). This indicates that the $N_c(\gamma)$ modulation for H 1743-322 should be similar to what we measure here for GRS 1915+105 but with the peak slightly delayed, which can indeed be seen in the $N_c(\gamma)$ profiles. It is perhaps surprising that the QPO waveform of the two observations is so similar given that Ingram & van der Klis (2015) observed it to change dramatically between two RXTE observations of GRS 1915+105 with QPO frequencies of $\sim 0.5$ Hz and $\sim 2.25$ Hz. Fig. 5 (right panel) in de Ruiter et al. (2019) reveals that this is because $\phi$ reduces more steeply with QPO frequency in GRS 1915+105 than it does in H 1743-322, such that its value for GRS 1915+105 at $\nu_{qpo} \sim 2$ Hz is close to the corresponding value for H 1743-322 at $\nu_{qpo} \sim 0.2$ Hz. The measurement of $\psi$ presented here is therefore consistent with the trends found by de Ruiter et al. (2019). Beyond the overall shape, we also see a much wider spread in our $N_c(\gamma)$ histogram than that presented by I17. This is because we are now using a much more flexible model than in previous work, including modulations in $kT_e$, and so it is better able to compensate when $N_c(\gamma)$ deviates from its best fitting functional form.

As for the modulation in iron line centroid energy, $E_c(\gamma)$, we see a strong second harmonic (evidenced by there being two maxima per QPO phase as opposed to one) both in our observation and in the I17 analysis of H 1743-322. This property was also previously observed for GRS 1915+105 by (Ingram & van der Klis 2015), albeit with a low statistical significance. We however see that the phase of the $E_c(\gamma)$ modulation is shifted here with respect to the H 1743-322 observation: here the maxima in $E_c$ occur at QPO phase $\gamma \approx 0$ and 0.5 cycles, whereas for H 1743-322 they occur at $\gamma \approx 0.2$ and $\sim 0.7$ cycles. A similar evolution in the $E_c(\gamma)$ waveform is seen between the two GRS 1915+105 observations presented in Ingram & van der Klis (2015): their $E_c(\gamma)$ waveforms for $\nu_{qpo} \sim 0.5$ Hz and $\nu_{qpo} \sim 2.25$ Hz QPOs are respectively similar to the $\sim 0.2$ Hz QPO in H 1743-322 and the $\sim 2.2$ Hz QPO in GRS 1915+105 presented here. This gives a potential hint that the phase of the line centroid energy modulation evolves systematically with QPO frequency, as is the case for the flux modulation (de Ruiter et al. 2019). We additionally see that the $E_c(\gamma)$ modulation presented here has a lower mean and a higher amplitude than that presented by I17. This is consistent with the disc inner radius reducing as the QPO frequency increases: the mean is reduced by increased gravitational redshift and the amplitude is increased by faster orbital motion closer to the BH.

I17 found modulations of the reflection fraction, $f_R$, and power law index, $\Gamma$, to have 3.52$\sigma$ and 0.95$\sigma$ significance respectively, whereas here we find both modulations to have $> 3\sigma$ significance. As the reflected spectrum is spectrally harder than the directly observed spectrum, an increase in spectral hardness can be caused either by a reduction in $\Gamma$ or an increase in $f_R$. Whereas the $\Gamma(\gamma)$ and $f_R(\gamma)$ modulations presented by I17 are broadly in phase, suggesting they somewhat compensate for each other. Here we find they are broadly in anti-phase suggesting they are both contributing to the modulation of the spectral hardness.

6.2 Asymmetric illumination profile

Our model requires an asymmetric illumination profile with $A_1 = 0.5 \pm 0.3$ and $A_2 = 1.3 \pm 0.7$ which is consistent with two, non-identical bright patches rotating around the disc with QPO phase. The QPO phase dependence of the iron line profile could, to some extent, be reproduced by changes in the ionisation state of the disc atmosphere, which would cause changes in the shape and centroid energy of the iron line in the restframe reflection spectrum (since e.g. Compton broadening of the line increases with the number of free electrons and higher order ions are more tightly bound and therefore produce higher energy fluorescence lines). The parame-
ters that affect the shape of the restframe reflection spectrum and are modulated with QPO phase in our model are $\Gamma$, $kT_e$, and $\log \xi$. All three affect the ionisation state of the disc, with larger $kT_e$, larger $\log \xi$, and smaller $\Gamma$ increasing the number of irradiating photons with a high enough energy to ionize neutral iron ($E > 7.1$ keV). In the model employed by I17, only $\Gamma$ was allowed to vary with QPO phase, whereas here we also allow $kT_e$ and $\log \xi$ to vary, with $\log \xi$ tied to the illuminating flux. We also note that here we employ a radial $\log \xi$ profile, whereas only a single ionisation parameter was used for the entire disc in I17. Given the flexibility of our model and the conservative nature of our analysis, we find that the asymmetric illumination parameters $A_1$ and $A_2$ are only required to be non-zero at $> 2\sigma$ confidence level.

Such an asymmetric, QPO phase-dependent illumination pattern is naturally expected if the corona illuminating the disc is precessing (Ingram & Done 2012). Alternatively, precession of the disc itself (i.e. precession of the reflector and not the illuminator) could potentially explain our data (Schnittman et al. 2006). However, disc precession is not expected theoretically (Bardeen & Petterson 1975; Liska et al. 2019) unless the frame dragging effect is strong enough to tear the disc into a number of discrete, independently precessing rings (Nixon & King 2012; Liska et al. 2020). Such a configuration could in principle cause QPOs if the number of independent rings is small enough to produce a coherent oscillation. However, disc tearing requires a large misalignment between the binary and BH rotation axes, which is expected to be rare since the biggest natal kicks, which would produce the largest misalignments, are also the most likely to completely disrupt the binary system (Fragos et al. 2010). This is in contrast to the near-ubiquity of Type-C QPOs. Line profile modulations could also result from c-mode disco-seismic waves (e.g. Kato & Fukue 1980; Kato 2001). However, this would not explain the QPO being much stronger in the Comptonised spectrum than in the disc spectrum, and the line profile variations produced by c-modes are quite subtle compared with what we observe (see e.g. Fig 5 in Tsang & Butsky 2013), due to the c-mode oscillation only occurring in a narrow range of disc radii. The spiral waves of the AEI model are also consistent with the asymmetric illumination profile we measure here (Varniere et al. 2002). However, the AEI model is not consistent with a reflection fraction modulation, which we measure with $> 3\sigma$ significance, whereas the precessing corona model is.

A new QPO diagnostic will soon be available in the form of X-ray polarization. Whereas the precession model predicts the polarization degree and angle to be modulated on the QPO period (Ingram et al. 2015), alternative models such as the AEI do not. After its launch later this year, the Imaging X-ray Polarisatim Explorer (IXPE) should be capable of detecting QPOs in the X-ray polarization properties in a long exposure observation of a bright X-ray binary, as long as high inclination X-ray binaries turn out to be moderately polarized ($> 4\%$; Ingram & Maccarone 2017).

### 6.3 Inner Radius

Our best-fitting model also requires a small disc inner radius of $r_{in} \approx 1.43^{+0.01}_{-0.02} r_g$, where $r_g = GM/c^2$. While this is compatible with previous reflection spectroscopy results (Miller et al. 2013; Zhang et al. 2019; Shreeram & Ingram 2020), it does not leave much room for a corona to precess within this truncation radius in order to give rise to the best fitting asymmetric illumination profile. Moreover, it is very much incompatible with the precession being specifically at the Lense-Thirring precession frequency, which requires $r_{in} \approx 41 r_g$ to reproduce a QPO frequency of $\approx 2.2$ Hz\textsuperscript{12}.

We therefore first consider if our analysis has returned an artificially small disc inner radius due to the use of an inadequate continuum model. Including a second, softer power law component can yield a larger truncation radius in fits to the flux-energy spectrum, since the new component takes the place of the broad red wing characteristic of small $r_{in}$ (Yamada et al. 2013; Mahmoud & Done 2018; Mahmoud et al. 2019; Zdziarski et al. 2021a,b). Such a treatment could therefore yield a larger truncation radius in our analysis if our measured disc inner radius is driven primarily by the time-averaged iron line profile. However, our analysis is also sensitive to the QPO phase-dependence of the iron line profile. For a large truncation radius, the red wing can dominate over the blue wing when the receding disc material is illuminated, whereas for a small truncation radius the variability is entirely in the blue wing because the red wing is always suppressed by gravitational redshift (Ingram & Done 2012; You et al. 2020).

By excluding the iron line from the flux-energy spectrum, but leaving in those bands for the Fourier transformed spectra, we are able to investigate whether this small $r_{in}$ is required by only the phase-average spectrum or also by the QPO phase dependence of the spectrum. We therefore run a new phase-resolved fit in which we ignore the 5–8 keV data from the flux-energy spectrum but leave in those bands for the Fourier transformed spectra. For this new fit, the measured $r_{in}$ value will not be driven by the time-averaged shape of the iron line, but by how its shape changes throughout the course of each QPO cycle. This new fit also returns a small disc inner radius of $r_{in} = 1.49^{+0.03}_{-0.02} r_g$. It is still possible that including a more complex continuum could allow for a slightly larger $r_{in}$, but this would add many more degrees of freedom to our already extremely flexible model.

Our fits therefore indicate (although not definitively) asymmetric illumination of a disc extending to a very small inner radius. It could be that the corona is not radially extended but instead a vertically extended structure, such as a precessing jet (Kalamkar et al. 2015; Stevens & Uttley 2016; Kylafis et al. 2020) (if the jet base is sufficiently X-ray bright; Fender et al. 1999; Markoff et al. 2005). GRMHD simulations show that jet precession can be induced by the frame dragging effect (Liska et al. 2018), but only so far in the presence of a thick disc. Indeed, our best fitting model includes a very strongly peaked emissivity function, with $q_1 = 13.6^{+0.8}_{-0.5}$ for disc radii $r < 3.3 \times 10^{-6}$ pc. This emissivity profile is roughly compatible with one created by a vertically extended corona raised slightly above the thin accretion disc (Wilkins & Fabian 2012).

It is, however, unclear exactly how the frame dragging effect could drive such slow precession for such a small disc inner radius. Perhaps the corona is vertically extended with the density increasing with distance from the BH. This weighting of the density to larger distances from the BH will slow down precession compared with a precessing ring at the same $r_{in}$. The torque exerted on the corona by the outer disc, which is not currently considered in calculations of the precession frequency, will also slow down precession. It is not, however, clear whether or not these two effects are sufficient to solve the discrepancy we find here. Even if they are, and Lense-Thirring precession really is the true type-C QPO mechanism, their presence will make it much more difficult to infer BH mass and spin from the

\textsuperscript{12} Using Eq. 2 of Ingram et al. (2009) with $\zeta = 0$, as seen in numerical simulations (Fragile et al. 2007), $r_{in} = r_{in0} \alpha$, $\alpha \approx 0.998$, and $M = 10.1 M_\odot$ (Steeghs et al. 2013).
QPO frequency than previously hoped. A clear counter-argument to this point is provided by the QPO triplet in GRO J1655-40, the frequencies of which can be explained very well by the relativistic precession model, returning a precise mass prediction that agrees with the dynamical value (Motta et al. 2014; Fragile et al. 2016). This result instead argues that our very small disc inner radius is instead the result of modelling systematics such as employing an overly simplified continuum, as discussed above.

It is important to note that all well-studied QPO models in the literature assume that the QPO frequency increases during the state transition primarily due to the disc inner radius moving inwards (Ingram & Motta 2019). There is therefore no published QPO model that can reproduce our observed QPO frequency for our measured disc inner radius without significant modification.

### 6.4 Misalignment

Our best fitting disc inclination angle is \( i = 75.1 \pm 0.5 \) degrees, whereas the jet inclination angle, inferred from radio observations of superluminal ejections (Fender et al. 1999), is \( \theta \approx 60^\circ \) (using the radio parallax distance of \( D = 8.6 \) kpc; Reid et al. 2014). We therefore infer a misaligned system, consistent with QPO models that invoke Lense-Thirring precession (Stella & Vietri 1998; Ingram et al. 2009). Following I17, we can estimate the misalignment angle \( \beta \) between the disc and BH spin axes by taking the large-scale jet as a proxy for the BH spin axis\(^{13}\). This is not necessarily simply given by \( \beta = i - \theta \), since the azimuthal disc viewing angle, \( \Phi \), is unknown. Rather, it can be found by solving the equation (Veledina et al. 2013; Ingram et al. 2017)

\[
\cos \theta = \sin i \sin \beta \cos \Phi + \cos i \cos \beta. \tag{22}
\]

Fig. 11 shows all of the solutions for \( \beta \) for the full range of \( \Phi \) and \( \theta \) values (colour scale), and assuming \( i = 75^\circ \). The red line represents the solutions corresponding to \( \theta = 60^\circ \), which cover the range \( 15.1^\circ < \beta < 135.1^\circ \) for \( |\Phi| < 63.7^\circ \) (i.e. for some values of \( \Phi \) there is no solution). The minimum misalignment compatible with our results is therefore \( \beta = 15^\circ \), which is a large enough misalignment to produce the observed \( \sim 15\% \) RMS QPO amplitude with a corona precessing around the BH spin axis (Ingram et al. 2017).

This misalignment will greatly influence the BH spin inferred from disc continuum fitting in the soft state. In the most recent such analysis of GRS 1915+105, Mills et al. (2021) report a best fit of \( a \approx 0.86 (r_{isc}) (a) = r_{in} \approx 2.57 r_g \), with the very high spin required by reflection spectroscopy measurements (including our own) also within uncertainties. However, they assume a completely aligned system, with the binary inclination \( \delta \) equal to the disc inclination \( i \) equal to the jet inclination \( \theta \). Ignoring relativistic corrections, the disc inner radius inferred from disc fitting is \( r_{in} \propto D / (M \sqrt{\cos i}) r_g \), and so adopting \( i = 75^\circ \) in place of \( i = \theta = 60^\circ \) (but still assuming \( \delta = \theta \) and \( D = 8.6 \) kpc) would instead give \( r_{in} \approx 3.63 r_g \). The inferred inner radius is pushed even further out if we set \( \delta = i \) as is assumed in the precession model (Ingram et al. 2009; Ingram et al. 2015), since the BH mass is related to the binary mass function \( f(M) \propto M \sqrt{\sin^2 \delta} \). For \( \delta = i = 75^\circ \) and assuming \( D = 8.6 \) kpc, the inner radius becomes \( r_{in} \approx 5 r_g \), which is incompatible with our measured value of \( r_{in} \approx 1.4 r_g \). If we instead assume that \( \delta \) is unknown, we find that for \( i = 75^\circ \) and \( D = 8.6 \) kpc the disc continuum fitting inner radius is equal to our value if \( \delta \approx 39^\circ \), implying a BH mass of \( M \approx 32 M_\odot \) which is much greater than the dynamical measurement of \( 10.1 \pm 0.6 M_\odot \) (Steeghs et al. 2013).

We note, however, that a thin misaligned disc is expected to form a so-called Bardeen-Petterson configuration (Bardeen & Petterson 1975), whereby the outer and inner regions align respectively with the binary and BH spin axes. GRMHD simulations show that the transition from misaligned to aligned can be close to the BH \((r \sim 6 r_g;\) Liska et al. 2019), but still further out than our very small inner radius of \( r_{in} \approx 1.4 r_g \). In contrast, our simplified model only considers a planar disc. It could be that failing to account for a more realistic warped disc geometry has introduced a bias into our measurement of \( i \), or even of \( r_{in} \).

### 6.5 Biases in the phase-averaged spectrum

The shape of our best fitting phase-resolved spectrum changes dramatically with QPO phase (Fig. 7). These non-linear variations over each QPO cycle may cause biases in analyses that only fit a steady-state model to the time-averaged flux-energy spectrum. Following I17, we investigate these potential biases in Fig. 12 by plotting the phase-averaged spectrum of our best fitting phase-resolved model (black) alongside the spectrum calculated by setting all modulated parameters to their phase-averaged values (red), as well as the percentage difference with respect to the phase-averaged model (bottom panel). We see that the difference between the two spectra is only \( \sim 1\% \) in the \(~ 5 - 20\) keV region, but is much larger at lower and higher energies, indicating that ignoring spectral variability does indeed cause a bias. We investigate further by fitting the observed flux-energy spectrum with a steady-state model (blue lines), which reproduces the phase-averaged model very well (except for a narrow feature at \(~ 6.7\) keV, which Nicer and NuSTAR cannot resolve, but future missions such as Athena will be able to). The parameters of the new fit are consistent with those of the phase-resolved model except \( kT_{int}, kT_{visc} \) and \( kT_e \) are all cooler and the disc normalisation is larger. We therefore conclude that these parameters are biased by spectral variability, but not other key parameters such as \( i \) and \( r_{in} \).

### 6.6 Thermalisation lags

In our model we include a phase lag, \( \Delta \gamma \), between variations in the illuminating flux and corresponding variations in disc heating.

---

\(^{13}\) This of course might not be correct, as jets have been observed to precess as in e.g. Miller-Jones et al. (2019).
This is to allow for the finite time it takes for incident radiation to thermalise in the disc atmosphere. This timescale is poorly understood theoretically, but is surely longer than the corresponding timescales for other processes such as fluorescence and scattering, which are almost instantaneous (García et al. 2013b). Leaving $\Delta \nu$ as a free parameter in principle enables us to empirically measure this thermalisation timescale. Our best fitting value of $\Delta \nu = 0.15^{+0.06}_{-0.05}$ cycles corresponds to a time lag of $\sim 70 r_0^{2\alpha}$ ms given that the QPO frequency is 2.2 Hz, which is much larger than expected. This very long thermalisation time delay is incompatible with observations of $\lesssim 1$ ms soft lags in e.g. MAXI J 1820+070 (Kara et al. 2019) and GX 339-4 (Uttley et al. 2011), and so it is very likely that the $\Delta \nu$ parameter is accounting for some other over-simplification in our model. This is perhaps not surprising, since our prescription is so simple. For instance, we assume a single thermalisation delay, whereas in reality it is likely dependent on disc radius (Frank et al. 2002) and on ionisation parameter (which varies with both disc radius and azimuth in our model). Moreover, in reality there will be some smearing such that e.g. very fast fluctuations in the irradiating flux will not be efficiently transferred into fluctuations in disc temperature, which we currently completely ignore.

In the context of the precessing corona model, there are a number of effects that we do not account for here which would lead to modulations of the observed disc temperature. For instance shadowing: the precessing corona and/or jet obscuring different disc azimuths at different precession phases leading to a variation in the shape of the overall observed disc spectrum. We also note that in the precessing corona model, the misalignment between the disc and BH spin axes, $\beta$, remains constant but as the corona precesses around the BH spin axis its misalignment with the disc axis varies between 0 and 2$\beta$ (e.g. Ingram et al. 2015). This would lead to the illumination profile being axisymmetric once per QPO cycle, which is not accounted for by the illumination profile employed here. There are also potential sources of systematic error in our spectral model. For instance in the xillverCe grids that we use, the seed photon temperature is hardwired to $kT_{\text{BB}} = 0.05$ keV, whereas the seed photon temperature of the NuCOMP component in our model varies with QPO phase. Finally, we ignore light crossing delays in our parameterisation of the disc illumination profile, which can be the order of milliseconds for reflection from $r \sim 10s$ of $r_g$. This is $< 1\%$ of the $\sim 0.45s$ QPO period, but will become increasingly important for the study of QPOs with increasingly higher centroid frequency.

7 CONCLUSIONS

We have conducted a phase-resolved spectral analysis of a Type-C QPO in a simultaneous NICER and NuSTAR observation of GRS 1915+105. We used a QPO phase-resolving technique, following Ingram et al. (2016) but significantly improved on their work, by including a QPO frequency tracking algorithm that makes it possible to analyse long observations over which the QPO frequency may change, and using the bispectrum to constrain the phase difference between QPO harmonics which has the advantage of enabling a proper Poisson noise correction. We have also used a significantly more advanced version of the Ingram et al. (2017) tomographic model with which to fit the phase-resolved spectra in the Fourier domain. Our new model allows more parameters to be simultaneously modulated and includes self-consistent modulations to the ionisation parameter and disc heating due to irradiation.

Our fit requires the asymmetric illumination parameters $A_1$ and $A_2$ to be $> 0$ with $> 2\sigma$ confidence. Similar to the results of I17 for H 1743-322, this is consistent with that expected for precession of the illuminator, but our measurement has only moderate statistical significance. We also detect a $> 3\sigma$ significant modulation of the reflection fraction, indicating that the geometry of the inner accretion disc changes systematically with QPO phase. We inferred a high disc inclination ($i \sim 75^\circ$), which implies that the disc is misaligned with the previously observed jet ejections ($\theta \sim 60^\circ$). This is consistent with the precessing corona model for the QPO (Ingram et al. 2009). However, our fit also favoured a small disc inner radius, which requires the corona to be vertically rather than radially extended and is inconsistent with the precession frequency being set purely by the frame dragging effect. We discussed some possible effects that could slow down Lense-Thirring precession compared with the simplest prediction. We note that no QPO model currently in the published literature can reproduce the observed QPO frequency for our measured disc inner radius (Ingram & Motta 2019). Therefore, either our measured radius is affected by modelling systematics – such as the continuum in reality being more complex than we assume – or new or modified theories must be developed to model the QPO frequencies.

We also recovered a large thermalisation delay, which implies that irradiating photons take $\sim 70$ ms to thermalise in the disc atmosphere. We argued that this is infeasibly large and discussed
potential sources of systematic error that could be contributing to the measurement.

We compared this analysis and the work of Ingram et al. (2016, 2017) on H 1743–332, and in particular note they both show a strong second harmonic in the modulation of the iron line centroid energy $E_c(\gamma)$. We found hints that the $E_c(\gamma)$ modulation evolves systematically with QPO frequency, as would be expected for example if the disc inner radius reduces as the QPO frequency increases. Further work is required to test this hypothesis.
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APPENDIX A: PHASE DIFFERENCE FROM BISPECTRUM

A1 Treatment of Poisson noise in the Bispectrum

The ‘jellyfish plots’ in Fig. 5 are corrected for Poisson noise and deadtime effects. Failing to correct for these effects introduces an instrumental component into the real part of the bispectrum, which presents itself as a general ‘drift’ of the random walks along the positive real axis. In turn, this reduces the measured bi-phase from the true value.

There exists a Poisson-noise free estimate of the bispectrum, as discussed in Wirtzitter (1985), which we use in the form

\[ B_m(v) = R_m(v)R_m(v)R_m^*(2v) - 2|R_m(v)R_m^*(v)|^2 - |R_m(2v)R_m^*(v)|^2 + 2N, \]  

(A1)

where \( R_m(v) \) are the Fourier transforms of segments of the lightcurve, and \( N = \langle R_m(0) \rangle \) is the average number of photons per light curve segment\(^{14}\).\(^{15}\). Likewise, we want to use a Poisson-free estimate for the normalisation of \( b^2(v) \). Considering the expectation of random variables \( X \) representing the Fourier transform of a series containing a signal with power \( P_x \), but also noise \( P_n \)

\[ E[XX]\| = 2(P_x + P_n)^2, \]  

(A2)

and clearly in the noiseless case it is \( 2P_x^2 \). While we could use a rearrangement of Eq. A2, we instead opt to simply use a noise-subtracted estimate of \( P_x \) from the powerspectrum. Therefore, we also replace the denominator of Eq. 10 with

\[ 2\left(\langle |R_m(v)|^2 \rangle - N\right)^2 \left(\langle |R_m(2v)|^2 \rangle - N\right). \]  

(A3)

However, the deadtime effects of NuSTAR are still more complex than the base Poisson noise. Therefore we take inspiration from Bachetti et al. (2015) and use the co-bispectrum between light curve segments from FPMA and FPMB (\( R_{A,m}(v) \) and \( R_{B,m}(v) \) respectively)

\[ B_m(v) = R_{A,m}(v)X_{A,m}(v)R_{B,m}^*(2v), \]  

(A4)

and also normalise \( b^2 \) using the denominator

\[ \Re \left[ \langle R_{A,m}(v)R_{B,m}(v) \rangle \right]^2 \Re \left[ \langle R_{A,m}(2v)R_{B,m}(2v) \rangle \right] \left(\frac{\langle R_{A,m}(0) \rangle}{\langle R_{B,m}(0) \rangle}\right). \]  

(A5)

A2 Jellyfish Bootstrapping

We use a bootstrapping method to calculate the uncertainties in the bispectrum for our determination of the phase-difference between the QPO harmonics.

Each observation has already been split up into \( M \) segments, so we draw from this (with replacement) a sample of \( M \) segments, \( 1000 \) times\(^ {15}\). Therefore, each of these \( 1000 \) random draws is the same ‘length’ as the original observation. We then calculate the bispectrum for each of these samples. When performing the QPO tracking, we ensure to use the QPO frequency corresponding to the segment’s true time.

As \( b^2 \) is restricted to be positive\(^ {16}\), we show the range corresponding to the \( \pm 1\sigma \) and \( \pm 3\sigma \) quantiles in Fig. 5.

To ensure we don’t fall foul of any issues relating to the cyclic nature of the biphase, to calculate the error on the QPO phase-difference we take the measurement from each 1000-segment sample. For these values, we phase-wrap them so each lies within \( \pi \) rad of the true measurement and then report the standard deviation on these values as our uncertainty.

APPENDIX B: MODEL DETAILS

B1 Ray tracing

A disc patch at coordinate \((r, \phi)\) with radial and azimuthal extent \( dr \) and \( d\phi \) will subtend a solid angle \( d\Omega = \frac{d\phi}{D^2} \) on the image plane, and will be centered at horizontal and vertical coordinates on the image plane \( \alpha \) and \( \beta \). Here, \( D \) is the distance from observer to source, and \( \alpha \) and \( \beta \) are the impact parameters at infinity, where the singularity occupies the position \( \alpha = \beta = 0 \) on the image plane. The total QPO phase-dependent specific flux observed from the disc is (e.g. Ingram et al. 2019)

\[ F_{d}(E, \gamma) = \int_{0}^{2\pi} \int_{m}^{n} g^{3}(r, \phi) \frac{1}{E^2 g} d\phi d\Omega, \]  

(B1)

where \( g = E/E_{d} \) is the energy shift experienced by a photon travelling from disc coordinate \((r, \phi)\) to the observer (given by Equation 4 in Ingram et al. 2017) and \( E \) is photon energy in the observer restframe.

B2 Model Normalisation

We normalise the xilieverCr spectrum, \( \mathcal{R}(E) \), such that the incident spectrum that goes into the calculation has an integral over all energies of unity. Due to the internal xilieverCr normalisation (see Eq. 16 of Ingram et al. 2019), this gives

\[ \int_{0}^{2\pi} \int_{0}^{1} \int_{0}^{\infty} \mu_{e} \mathcal{R}(E) dE d\mu_{e} d\phi = 1, \]  

(B2)

where \( \mu_{e} \) is the cosine of the emission angle. We normalise the emissivity function such that

\[ \int_{0}^{\infty} g^{3}(r, \phi) e(r, \phi, \gamma) d\phi d\beta = 1. \]  

(B3)

These two conditions together ensure that the observed bolometric reflected flux (in the case of \( N_{d} = 0 \) would be \( f_{k}(\gamma)N_{e}(\gamma) \) if the function \( \mathcal{R}(E) \) was independent of emission angle.

APPENDIX C: PHASE OFFSETS WITH DIFFERENT REFERENCE BANDS

Recalling Eq. 3, the FT of the \( j^{th} \) QPO harmonic is

\[ W_{j}(E) = \mu(E) r_{j}(E) e^{i\Phi_{j}(E)}, \]  

(C1)

\(^{14}\) As here for normalisation consistency, we consider light curve segments measured in photon counts, as opposed to the count-rate.

\(^{15}\) As an example, if \( M = 5 \), with segments labelled ‘A’, ‘B’, ‘C’, ‘D’, and ‘E’ we would use 1000 random draws such as ‘ABAAD’, ‘EECDC’, and so on.

\(^{16}\) However in the region of low signal/noise, the Poisson correction we make can push an estimate below 0, see Appendix A2 for details.
where (recalling Eq. 2)
\[ \Phi_1(E) = \Phi_1 + \Delta_1(E) \]
\[ \Phi_2(E) = 2(\Phi_1 + \psi) + \Delta_2(E). \]  
(C2)

Here, denoting the subject band as \( S_j \) and reference band as \( R_j \), the phase lags are (taking the argument of Eq. 5)
\[ \Delta_j(E) = \arg[S_j(E)R_j^*]. \]  
(C3)

When we measure the same QPO FT but with a different instrument, and therefore with a different reference band, we consider a different reference band \( T_j \), where \( T_j \) lags behind \( R_j \) by a phase difference \( \delta_j \). The QPO FT we measure from our new instrument is therefore
\[ Q^T_j(E) = \mu^T(E)\sigma_j(E)e^{\Phi_j^T(E)}, \]  
(C4)
where \( \Phi_j^T(E) \) is
\[ \Phi_1^T(E) = \Phi_1(E) - \delta_1 \]
\[ \Phi_2^T(E) = 2(\Phi_1 + \psi)^T + \Delta_2(E) - \delta_2, \]  
(C5)
and where \( \psi^T \) is the phase difference between harmonics in the \( T \) band, which in principle can be different from \( \psi \) as the reference bands come from instruments with different energy bands, and even have different responses within overlapping bands.

Combining Eqs. C2 and C5, we find that
\[ \Phi_1^T(E) = \Phi_1(E) - \delta_1 \]
\[ \Phi_2^T(E) = \Phi_2(E) + 2(\psi^T - \psi) - \delta_2. \]  
(C6)

Considering the phase difference between the harmonics in any energy band (Ingram et al. 2016)
\[ \psi(E) = \psi - \Delta_1(E) + \frac{1}{2}\Delta_2(E). \]  
(C7)
we can similarly construct that
\[ \psi^T = \psi - \delta_1 + \frac{1}{2}\delta_2, \]  
(C8)
and therefore
\[ \Phi_1^T(E) = \Phi_1(E) - \delta_1 \]
\[ \Phi_2^T(E) = \Phi_2(E) - 2\delta_1. \]  
(C9)

Putting this together, the relation between the QPO FT when measured with the different reference bands is
\[ Q^T_j(E) = Q_j(E)\exp(-ij\delta_1). \]  
(C10)
and so the phase offset of the \( j \)th harmonic is
\[ \phi_{c,j} = -j\delta_1, \]  
(C11)
so finally we have
\[ \phi_{c,1} = \phi_c \]
\[ \phi_{c,2} = 2\phi_c. \]  
(C12)

**APPENDIX D: MCMC CORNER PLOTS OF MODULATED PARAMETERS**

This appendix contains corner plots of some of the parameters from the MCMC. Fig. D1 shows the phase average, and the 1st harmonic and 2nd harmonic amplitudes for each of the modulated parameters, from which we can see how significantly away from \((0,0)\) the parameter is, which would correspond to that parameter not being modulated.

For the majority of the parameters, the posterior is mostly symmetric and approximately Gaussian. However, this is not true for some of radially emissivity parameters \( q_1, q_2, r_{in,1}, r_{in,2}, \) and \( r_{he,2} \) likely due to their interdependence (see Eq. 15). For completeness they are shown as a corner plot in Fig. D3; all parameters whose posterior distributions are not otherwise shown in this paper are included as histograms in Fig. D4 with symbols matching those in Table 2.
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Figure D1. Corner plots from the MCMC of the modulated parameters within the model. The purple, orange, and red lines show the 1, 2, 3σ credible intervals respectively. The phase-average, and also the amplitudes of the first and second harmonics are shown separately.
Figure D2. Corner plots from the MCMC of the amplitudes of the modulations within the model. The purple, orange, and red lines show the 1, 2, 3σ credible intervals respectively. In all cases, the (0, 0) lies outside of the 3σ contour showing that all four parameters are consistent with being modulated.
Figure D3. Corner plots from the MCMC of the radial emissivity parameters. The purple, orange, and red lines show the 1, 2, 3$\sigma$ credible intervals respectively. It is important to note that the two break radii $r_{br,1}$ and $r_{br,2}$ have units of the disc truncation radius $r_{in}$ and $r_{in,1}$ respectively. As $q_1$ and $q_2$ are the power law indices within there relevant break radii, the model becomes insensitive to them when $r_{br,1}$ and $r_{br,2}$ approach 1 respectively.
Figure D4. The posteriors of all the parameters not otherwise shown in this paper, with the ±1σ credible interval shown by the dashed purple vertical lines. For visual simplicity the parameter values are not shown here, as the shape of the distribution is the key feature. The parameters marked with † relate solely to the distant reflector component of the model.