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Abstract

Ziba ASSADI

Decidability of the Multiplicative and Order Theory of Numbers

The ordered structures of natural, integer, rational and real numbers are studied in this thesis. The theories of these numbers in the language of order are decidable and finitely axiomatizable. Also, their theories in the language of order and addition are decidable and infinitely axiomatizable. For the language of order and multiplication, it is known that the theories of \( \mathbb{N} \) and \( \mathbb{Z} \) are not decidable (and so not axiomatizable by any computably enumerable set of sentences). By Tarski’s theorem, the multiplicative ordered structure of \( \mathbb{R} \) is decidable also. In this thesis we prove this result directly by quantifier elimination and present an explicit infinite axiomatization. The structure of \( \mathbb{Q} \) in the language of order and multiplication seems to be missing in the literature. We show the decidability of its theory by the technique of quantifier elimination and after presenting an infinite axiomatization for this structure, we prove that it is not finitely axiomatizable.

**Keywords:** Decidability, Undecidability, Completeness, Incompleteness, First-Order Theory, Quantifier Elimination, Ordered Structures.
Introduction

Entscheidungsproblem, one of the fundamental problems of (mathematical) logic, asks for a single-input Boolean-output algorithm that takes a formula \( \varphi \) as input and outputs ‘yes’ if \( \varphi \) is logically valid and outputs ‘no’ otherwise. Now, we know that this problem is not (computably) solvable. One reason for this is the existence of an essentially undecidable and finitely axiomatizable theory, see e.g. [20]; for another proof see [3, Theorem 11.2]. However, by Gödel’s completeness theorem, the set of logically valid formulas is computably enumerable, i.e., there exists an input-free algorithms that (after running) lists all the valid formulas (and nothing else). For the structures, since their theories are complete, the story is different: the theory of a structure is either decidable or that structure is not axiomatizable (by any computably enumerable set of sentences; see e.g. [7, Corollaries 25G and 26I] or [12, Theorem 15.2]). Axiomatizability or decidability of theories of natural, integer, rational, real and complex numbers in different languages have long been considered by logicians and mathematicians. For example, the additive theory of natural numbers \( \langle \mathbb{N}; + \rangle \) was shown to be decidable by Presburger in 1929 (and by Skolem in 1930; see [19]). The multiplicative theory of the natural numbers \( \langle \mathbb{N}; \times \rangle \) was announced to be decidable by Skolem in 1930. Then it was expected that the theory of addition and multiplication of natural numbers would be decidable too; confirming Hilbert’s Program. But the world was shocked in 1931 by Gödel’s incompleteness theorem which implies that the theory of \( \langle \mathbb{N}; +, \times \rangle \) is undecidable (see the subsection 4.1 below).

In this thesis we study the theories of the sets \( \mathbb{N}, \mathbb{Z}, \mathbb{Q} \) and \( \mathbb{R} \) in the languages \( \{<\} \), \( \{<, +\} \) and \( \{<, \times\} \); see the table below.
Let us note that order is definable in the language \{+\}\times in these sets: in \(\mathbb{N}\) by \(x < y \iff \exists z (z + z \neq z \land x + z = y)\), and in \(\mathbb{Z}\) by Lagrange’s four square theorem \(x < y\) is equivalent with \(\exists t, u, v, w (x \neq y \land x + t \cdot t + u \cdot u + v \cdot v + w \cdot w = y)\). The four square theorem holds in \(\mathbb{Q}\) too: for any \(p/q \in \mathbb{Q}^+\) we have \(pq > 0\) so \(pq = a^2 + b^2 + c^2 + d^2\) for some integers \(a, b, c, d\); therefore, \(p/q = pq/q^2 = (a/q)^2 + (b/q)^2 + (c/q)^2 + (d/q)^2\) holds. Thus, the same formula defines the order \((x < y)\) in \(\mathbb{Q}\) as well. Finally, in \(\mathbb{R}\) the relation \(x < y\) is equivalent with the formula \(\exists z (z + z \neq z \land x + z \cdot z = y)\).

The decidability of \(\mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R}\) in the languages \(\{<\}\) and \(\{<, +\}\) is already known. It is also known that the theories of \(\mathbb{N}\) and \(\mathbb{Z}\) in the language \(\{<, \times\}\) are undecidable, because the addition operation is definable in the multiplicative ordered structure of natural numbers by Tarski-Robinson’s identity. Whence, the theory of \(\langle \mathbb{N}; \times, <\rangle\) is undecidable. This also holds for the domain of the integer numbers, since the addition operation is definable in \(\langle \mathbb{Z}; \times, <\rangle\) which implies the undecidability of the theory of \(\langle \mathbb{Z}; \times, <\rangle\). The theory of \(\mathbb{R}\) in the language \(\{<, \times\}\) is decidable by Tarski-Seidenberg’s theorem which states the decidability of the theory of \(\langle \mathbb{R}; <, +, \times\rangle\) by showing that \(\langle \mathbb{R}; <, +, \times\rangle\) is axiomatizable by the theory of real closed ordered fields. Indeed, no heavy algebraic tools are needed for axiomatizing the multiplicative order theory of the real numbers, \(\langle \mathbb{R}; \times, <\rangle\). The proof of Tarski’s theorem appears in a few number of logic books; see e.g. \([1]\) and \([10]\). Interestingly, the algebraic-geometric proof is more beautiful and more clever; see e.g. \([4]\) and \([5]\). Although this theorem of Tarski implies the decidability of \(\langle \mathbb{R}; \times, <\rangle\), it does not present an explicit axiomatization for this structure. Here, we prove this directly by presenting an explicit axiomatization. Finally, the structure \(\langle \mathbb{Q}; <, \times\rangle\) is studied.
in this thesis (seemingly, for the first time). We show, by the method of quantifier elimination, that the theory of this structure is decidable. Here, the (super-)structure \(<\mathbb{Q}; +, \times>\) is not usable since it is undecidable (proved by Robinson [16]; see also [19, Theorem 8.30]). On the other hand its (sub-)structure \(<\mathbb{Q}; \times>\) is decidable (proved in [13] by Mostowski; see also [17]). So, the three structures \(<\mathbb{Q}; +, \times>\) and \(<\mathbb{Q}; <, \times>\) and \(<\mathbb{Q}; \times>\) are different from each other; the order relation < is not definable in \(<\mathbb{Q}; \times>\) and the addition operation + is not definable in \(<\mathbb{Q}; <, \times>\) (by our results).
Chapter 1

Some Preliminaries

1.1 Ordered Structures

Definition 1.1.1 (Ordered Structure) An ordered structure is a triple \( <, L > \) in which \( A \) is a non-empty set and \( < \) is a binary relation on \( A \) which satisfies the following axioms:

\[
\begin{align*}
(\mathcal{O}_1) \quad & \forall x, y (x < y \rightarrow y \not< x), \\
(\mathcal{O}_2) \quad & \forall x, y, z (x < y < z \rightarrow x < z), \text{ and} \\
(\mathcal{O}_3) \quad & \forall x, y (x < y \lor y = x \lor y < x);
\end{align*}
\]

and \( L \) is a first-order language.

Here, \( L \) could be empty, or any language, for example \( \{+\} \) or \( \{\times\} \) or \( \{+, \times\} \).

1.2 Various Types of Orders

Definition 1.2.1 (Dense Linear Order) A linear order relation < is called dense if it satisfies

\[
(\mathcal{O}_4) \quad \forall x, y (x < y \rightarrow \exists z [x < z < y]).
\]
1.3. The Main Lemma of Quantifier Elimination

Definition 1.2.2 (Orders Without Endpoints) An order relation $<$ is called *without endpoints* if it satisfies

\[ (O_5) \forall x \exists y (x < y), \text{ and} \]
\[ (O_6) \forall x \exists y (y < x). \]

Definition 1.2.3 (Discrete Order) A *discrete* order has the property that any element has an immediate successor (i.e., there is no other element in between them). If the successor of $x$ is denoted by $s(x)$, then a discrete order satisfies

\[ (O_7) \forall x, y (x < y \iff s(x) < y \lor s(x) = y). \]

Convention 1.2.4 The successor of an integer $x$ is $s(x) = x + 1$.

1.3 The Main Lemma of Quantifier Elimination

Definition 1.3.1 (Disjunctive Normal Form) The disjunctive normal form of a formula is another formula such that (i) is equivalent to the original formula, and (ii) is the disjunction of some formulas each of which is the conjunction of some atomic or negated-atomic formulas.

Remark 1.3.2 Every quantifier-free formula can be written equivalently in disjunctive normal form by elimination of connectives other than \{\lor, \land, \neg\} using DeMorgan’s laws and the double negation rule, and distributing $\land$ over $\lor$, if any.

The following lemma which is known as “The Main Lemma of Quantifier Elimination”, has been proved in e.g. [7, Theorem 31F], [9, Lemma 2.4.30], [10, Theorem 1, Chapter 4], [11, Lemma 3.1.5] and [19, Lemma 4.1, Chapter III].
Lemma 1.3.3 (The Main Lemma of Quantifier Elimination) A theory (or a structure) admits quantifier elimination if and only if every formula of the form $\exists x (\bigwedge_i \alpha_i)$ is equivalent with a quantifier-free formula, where each $\alpha_i$ is an atomic formula or the negation of an atomic formula.

Proof. The “only if” part is obvious. We prove the “if” part by induction on the complexity of $\varphi$. The statement holds for quantifier-free formulas. So it suffices to check quantifiers: $\forall$ and $\exists$. By the equivalence $\forall x \varphi \equiv \neg \exists \neg \varphi$, the universal quantifier is reducible to the existential quantifier. Therefore, the quantifier elimination of the formula $\exists x \varphi$ suffices, where $\varphi$ is quantifier-free. Now, by Convention 1.3.2, every quantifier-free formula can be written in the conjunctive normal form. So we have:

$$\exists x \varphi \equiv \exists x \bigvee_j (\bigwedge_i \alpha_{i,j}) \equiv \bigvee_j (\exists x (\bigwedge_i \alpha_{i,j}))$$

By the assumption, each formula $\exists x (\bigwedge_i \alpha_{i,j})$ is equivalent with a quantifier-free formula. So, the formula $\exists x \varphi$ is also equivalent with a quantifier-free formula.

Remark 1.3.4 In the presence of a linear order relation ($<$) by the two equivalences $(s \neq t) \leftrightarrow (s < t \lor t < s)$ and $(s \neq t) \leftrightarrow (t < s \lor t = s)$, which follow from the axioms $\{O_1, O_2, O_3\}$ (of Definition 1.1.1), we do not need to consider the negated atomic formulas (when there is no relation symbol other than $<$, $=$).
Chapter 2

Ordered Structures of Numbers

2.1 Axiomatizability and Quantifier Elimination

**Definition 2.1.1 (Theory)** A theory is a set of sentences which is closed under the logical deduction.

**Definition 2.1.2 (Complete theory)** A theory $T$ is said to be complete if for every sentence $\sigma$ either $\sigma \in T$ or $(\neg \sigma) \in T$.

**Remark 2.1.3** Since the theory of a structure is a set of sentences which are satisfied within that structure, this theory is complete.

**Definition 2.1.4 (Decidable set)** A set $A$ of expressions is decidable if and only if there exists an effective procedure that, given an expression $\alpha$, will decide whether or not $\alpha \in A$.

**Definition 2.1.5 (Effectively enumerable set)** A set $A$ of expressions is effectively enumerable if and only if there exists an effective procedure that lists, in some order, the members of $A$.

**Definition 2.1.6 (Axiomatizability)** The theory of a structure $\mathcal{A} = \langle A; \mathcal{L} \rangle$ is axiomatizable if and only if there exists a decidable set of $\mathcal{L}$—sentences such that the set of its logical consequences is equal to the theory of $\mathcal{A}$.

- The structure $\mathcal{A}$ is finitely axiomatizable if the above set of sentences is finite.
**Proposition 2.1.7** For a finite or countable language:

1. An axiomatizable theory is effectively enumerable.
2. A complete axiomatizable theory is decidable.

**Proof.** These results have been proved in e.g. [7, Corollaries 25F and 25G].

**Remark 2.1.8** By Remark 2.1.3 and Proposition 2.1.7 the theory of an axiomatizable structure is decidable.

**Definition 2.1.9** (The theory of) A structure $\mathcal{A} = \langle A; \mathcal{L} \rangle$ admits quantifier elimination if and only if every formula in the language $\mathcal{L}$ is equivalent to a quantifier-free formula in the same language with the same free variables.

- Since every atom can be proved or disproved, so can the quantifier-free sentences. Whence, the Quantifier Elimination Algorithm is in fact a Decision Algorithm.
- Here, we have presented axiomatizations for structures and have eliminated the quantifiers of their theories. Whence, axiomatizability and decidability of the structures are proved this way.

### 2.1.1 Finite Axiomatizability of $\langle \mathbb{R}; < \rangle$ and $\langle \mathbb{Q}; < \rangle$

**Convention 2.1.10** The axioms of The Finite Theory of Dense Linear Orders Without Endpoints are as follows:

\begin{align*}
(0_1) & \forall x, y (x < y \rightarrow y \not< x) \\
(0_2) & \forall x, y, z (x < y < z \rightarrow x < z) \\
(0_3) & \forall x, y (x < y \lor x = y \lor y < x) \\
(0_4) & \forall x, y (x < y \rightarrow \exists z [x < z < y]) \\
(0_5) & \forall x \exists y (x < y) \\
(0_6) & \forall x \exists y (y < x)
\end{align*}
The following theorem has been proved in [11, Theorems 2.4.1 and 3.1.3].

- Here, we present a syntactic (proof-theoretic) proof.

**Theorem 2.1.11** The finite theory of dense linear orders without endpoints (with the axioms \{O_1, O_2, O_3, O_4, O_5, O_6\}) completely axiomatizes the order theory of the real and rational numbers and, moreover, the structures \(\langle \mathbb{R}; < \rangle\) and \(\langle \mathbb{Q}; < \rangle\) admit quantifier elimination, and so their theories are decidable.

**Proof.** By Remark 1.3.4, all the atomic formulas are either of the form \(u < v\) or \(u = v\) for some variables \(u\) and \(v\). If both of the variables are equal then \(u < u\) is equivalent with \(\bot\) by \(O_1\) and \(u = u\) is equivalent with \(\top\). So, by Lemma 1.3.3, it suffices to eliminate the quantifier of the formulas of the form

\[
\exists x(\bigwedge_{i < \ell} y_i < x \land \bigwedge_{j < m} x < z_j \land \bigwedge_{k < n} x = u_k)
\]

(2.1)

where \(y_i\)’s, \(z_j\)’s and \(u_k\)’s are variables.

Now, if \(n \neq 0\) then the formula (2.1) is equivalent with the quantifier-free formula

\[
\bigwedge_{i < \ell} y_i < u_0 \land \bigwedge_{j < m} u_0 < z_j \land \bigwedge_{k < n} u_0 = u_k.
\]

So, let us suppose that \(n = 0\). Then if \(\ell, m \neq 0\), the formula (2.1) is equivalent with the quantifier-free formula \(\top\), by the axioms \(O_5\) and \(O_6\) (with \(O_2\) and \(O_3\)) respectively, and if \(\ell, m \neq 0\), it is equivalent with the quantifier-free formula \(\bigwedge_{i < \ell, j < m} y_i < z_j\) by the axiom \(O_4\) (with \(O_2\) and \(O_3\)).

**Corollary 2.1.12** In fact, for any set \(A\) such that \(\mathbb{Q} \subseteq A \subseteq \mathbb{R}\), the structure \(\langle A; < \rangle\) can be completely axiomatized by the finite set of axioms \(\{O_1, O_2, O_3, O_4, O_5, O_6\}\).

### 2.1.2 Finite Axiomatizability of \(\langle \mathbb{Z}; < \rangle\)

**Proposition 2.1.13** The theory of the structure \(\langle \mathbb{Z}; < \rangle\) does not admit quantifier elimination.
Proof. We show that the formula $\exists x(y < x < z)$ is not equivalent with any quantifier-free formula in the language $\{<\}$ (note that it is not equivalent with $y < z$): all the atomic formulas with the free variables $y$ and $z$ are $y < z$, $z < y$, $y = y(\equiv \top)$, $z = z(\equiv \top)$, $y < y(\equiv \bot)$ and $z < z(\equiv \bot)$. None of the propositional compositions of these formulas can be equivalent to the formula $\exists x(y < x < z)$.

Remark 2.1.14 If we add the successor operation $s$ to the language, we will have:

$$\exists x(y < x < z) \iff s(y) < z,$$

and we will show that the process of quantifier elimination will go through in this language [Theorem 2.1.16].

Convention 2.1.15 The axioms of The Finite Theory of Discrete Linear Orders Without Endpoints are as follows:

$$(0_1)\quad \forall x,y(x < y \rightarrow y \not< x)$$
$$(0_2)\quad \forall x,y,z(x < y < z \rightarrow x < z)$$
$$(0_3)\quad \forall x,y(x < y \lor x = y \lor y < x)$$
$$(0_7)\quad \forall x,y(x < y \leftrightarrow s(x) < y \lor s(x) = y)$$
$$(0_8)\quad \forall x\exists y(s(y) = x)$$

The following has been proved earlier; see [15, Theorem 2.12].

Theorem 2.1.16 The finite theory of discrete linear orders without endpoints, consisting of the axioms $\{0_1,0_2,0_3,0_7,0_8\}$, completely axiomatizes the order theory of the integer numbers and, moreover, the structure $\langle \mathbb{Z};<,s\rangle$ admits quantifier elimination, and so its theory is decidable.

Proof. We note that all the terms in the language $\{<,s\}$ are of the form $s^n(y)$ for some variable $y$ and $n \in \mathbb{N}$. So, by Remark 1.3.4, all the atomic formulas are of
the form \( s^n(u) = s^n(v) \) or \( s^n(u) < s^n(v) \), for some variables \( u, v \). If a variable \( x \) appears in the both sides of an atomic formula, then we have either \( s^n(x) = s^m(x) \) or \( s^n(x) < s^m(x) \). The formula \( s^n(x) = s^m(x) \) is equivalent with \( \top \) when \( n = m \) and with \( \bot \) otherwise; also \( s^n(x) < s^m(x) \) is equivalent with \( \top \) when \( n < m \) and with \( \bot \) otherwise. So, it suffices to consider the atomic formulas of the form \( t < s^n(x) \) or \( s^n(x) < t \) or \( s^n(x) = t \), for some \( x \)-free term \( t \) and \( n \in \mathbb{N}^+ \). Now, by Lemma 1.3.3, we eliminate the quantifier of the following formulas

\[
\exists x \left( \bigwedge_{i < \ell} t_i < s^{p_i}(x) \land \bigwedge_{j < m} s^{q_j}(x) < s_j \land \bigwedge_{k < n} s^{r_k}(x) = u_k \right). \tag{2.2}
\]

The axiom \( O_7 \) proves \([a < b] \leftrightarrow [s(a) < s(b)]\) and \([a = b] \leftrightarrow [s(a) = s(b)]\); so we can assume that \( p_i \)'s and \( q_j \)'s and \( r_k \)'s in the formula (2.2) are equal to each other, say to \( \alpha \). Then, by \( O_8 \), the formula (2.2) is equivalent with

\[
\exists y \left( \bigwedge_{i < \ell} t'_i < y \land \bigwedge_{j < m} y < s'_j \land \bigwedge_{k < n} y = u'_k \right), \tag{2.3}
\]

for some (possibly new) terms \( t'_i, s'_j, u'_k \) (and \( y = s^\alpha(x) \)).

Now, if \( n \neq 0 \), then the formula (2.3) is equivalent with the quantifier-free formula

\[
\bigwedge_{i < \ell} t'_i < u'_0 \land \bigwedge_{j < m} u'_0 < s'_j \land \bigwedge_{k < n} u'_0 = u'_k.
\]

Let us then assume that \( n = 0 \). The formula

\[
\exists x \left( \bigwedge_{i < \ell} t_i < x \land \bigwedge_{j < m} x < s_j \right) \tag{2.4}
\]

is equivalent with the quantifier-free formula

\[
\bigwedge_{i,j} s(t_i) < s_j
\]

by the axiom \( O_7 \).
2.1.3 Finite Axiomatizability of $\langle \mathbb{N}; < \rangle$

**Proposition 2.1.17** The theory of the structure $\langle \mathbb{N}; < \rangle$ does not admit quantifier elimination.

**Proof.** We show that the formula $\exists x(s(x) = y)$ is not equivalent with any quantifier-free formula. All the atomic formulas with the free variable $y$ are either of the form $y < y$ or $y = y$. The equivalences $(y < y) \equiv \bot$ and $(y = y) \equiv \top$ show that none of the propositional compositions of them can be equivalent to $\exists x(s(x) = y)$, because its truth depends on $y$ (it is equivalent with $\bot$ for $y = 0$ and with $\top$ otherwise).

**Remark 2.1.18** By adding the constant $0$ to the language $\{<\}$ we will have:

$$\exists x(x < y) \iff 0 < y.$$ 

Still quantifier elimination is not possible [Proposition 2.1.19, below].

**Proposition 2.1.19** The theory of the structure $\langle \mathbb{N}; <, 0 \rangle$ does not admit quantifier elimination.

**Proof.** It suffices to show that the formula $\exists x(y < x < z)$ is not equivalent with any quantifier-free formula. All the atomic formulas with the free variables $y$ and $z$ are $y = 0, z = 0, 0 < y, 0 < z, y = y(\equiv \top), z = z(\equiv \top), y < y(\equiv \bot), z < z(\equiv \bot), y = z, z = y, z < y$ and $y < z$. None of the propositional compositions of these formulas can be equivalent with the formula $\exists x(y < x < z)$.

**Remark 2.1.20** If we add the successor operation $s$ to the language $\{<\}$ we will have:

$$\exists x(y < x < z) \iff s(y) < z,$$

and now we show that the quantifier elimination is still not possible in the language $\{<, s\}$ [Proposition 2.1.21, below].
**Proposition 2.1.21** The theory of the structure $\langle \mathbb{N}; <, s \rangle$ does not admit quantifier elimination.

**Proof.** We show that the formula $\exists x (s(x) = y)$ is not equivalent with any quantifier-free formula. All the atomic formulas with the free variable $y$ are either of the form $s^n(y) < s^m(y)$ or $s^n(y) = s^m(y)$ which do not depend on $y$ and are equivalent to either $\top$ or $\bot$. So, the formula $\exists x (s(x) = y)$ (which is equivalent with $\bot$ for $y = 0$ and with $\top$ otherwise) is not equivalent with any quantifier-free $\{<, s\}$-formula. \(\blacksquare\)

In the following we will show the quantifier elimination of the theory of the structure $\langle \mathbb{N}; <, s, 0 \rangle$. This theorem has been proved in [7, Theorem 32A].

**Theorem 2.1.22** The following axioms completely axiomatize the order theory of the ordered natural numbers:

\[
\begin{align*}
\text{(O}_1\text{)} & \quad \forall x, y (x < y \rightarrow y \not< x) \\
\text{(O}_2\text{)} & \quad \forall x, y, z (x < y < z \rightarrow x < z) \\
\text{(O}_3\text{)} & \quad \forall x, y (x < y \lor x = y < y < x) \\
\text{(O}_7\text{)} & \quad \forall x, y (x < y \leftrightarrow s(x) < y \lor s(x) = y) \\
\text{(O}_8\text{)} & \quad \forall x \exists y (x \neq 0 \rightarrow s(y) = x) \\
\text{(O}_9\text{)} & \quad \forall x (x \not< 0)
\end{align*}
\]

and, moreover, the structure $\langle \mathbb{N}; <, s, 0 \rangle$ admits quantifier elimination, and so its theory is decidable.

**Proof.** All the atomic formulas of the free variable $u$ in the language $\{<, s, 0\}$ are of the form $s^n(u) = s^m(u)$ or $s^n(u) < s^m(u)$ or $s^n(0) = s^m(u)$ or $s^n(0) < s^m(u)$ or $s^n(u) < s^m(0)$. The formula $s^n(u) = s^m(u)$ is equivalent with $\top$ when $n = m$ and with $\bot$ otherwise; also $s^n(u) < s^m(u)$ is equivalent with $\top$ when $n < m$ and with $\bot$ otherwise. So, it suffices to consider the atomic formulas of the form $t < s^n(x)$ or $s^n(x) < t$ or $s^n(x) = t$ for some $x$-free term $t$ and $n \in \mathbb{N}^+$. Now, by Lemma 1.3.3 and the presence of $<$, which eliminates the negation already, we eliminate the quantifier...
of the following formulas

\[ \exists x ( \bigwedge_{i < \ell} t_i < s^{p_i}(x) \land \bigwedge_{j < m} s^{q_j}(x) < s_j \land \bigwedge_{k < n} s^{r_k}(x) = u_k ). \]  

(2.5)

By the provable formulas

\[ s(x) < s(y) \iff x < y \quad \text{and} \quad s(x) = s(y) \iff x = y, \]

the formula (2.5), for \( N = \max\{p_i, q_j, r_k\} \), is equivalent with

\[ \exists x \left( \bigwedge_{i < \ell} s^{N-p_i}(t_i) < s^{N}(x) \land \bigwedge_{j < m} s^{N}(x) < s^{N-q_j}(s_j) \land \bigwedge_{k < n} s^{N}(x) = s^{N-r_k}(u_k) \right). \]  

(2.6)

Now for \( y = s^{N}(x) \), \( t'_i = s^{N-p_i}(t_i) \), \( s'_j = s^{N-q_j}(s_j) \) and \( u'_k = s^{N-r_k}(u_k) \) the formula (2.6) is equivalent with

\[ \exists y \left( \bigwedge_{i < \ell} t'_i < y \land \bigwedge_{j < m} y < s'_j \land \bigwedge_{k < n} y = u'_k \land s^{N}(0) \leq y \right). \]

So, it suffices to eliminate the quantifiers of the following formulas:

\[ \exists y \left( \bigwedge_{i < \ell} t_i < y \land \bigwedge_{j < m} y < s_j \land \bigwedge_{k < n} y = u_k \right). \]  

(2.7)

If \( n \neq 0 \), then the formula (2.7) is equivalent with the following quantifier-free formula:

\[ \bigwedge_{i < \ell} t_i < u_0 \land \bigwedge_{j < m} u_0 < s_j \land \bigwedge_{k < n} u_0 = u_k. \]

And, if \( n = 0 \), then we eliminate the quantifier of:

\[ \exists y \left( \bigwedge_{i < \ell} t_i < y \land \bigwedge_{j < m} y < s_j \right). \]  

(2.8)
Now, if $\ell = 0$, then the formula (2.8) is equivalent with the following quantifier-free formula:

$$\bigwedge_{j<m} 0 < s_j.$$ 

If $m = 0$, then the formula (2.8) is equivalent with $\top$.

Finally, if $\ell \neq 0 \neq m$, then the formula (2.8) is equivalent with the following quantifier-free formula:

$$\bigwedge_{i,j} s(t_i) < s_j.$$
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Additive Ordered Structures

In this chapter, we study the structures of the sets \( \mathbb{N}, \mathbb{Z}, \mathbb{Q}, \mathbb{R} \) over the language \{+,<\}.

3.1 Some Group Theory

**Definition 3.1.1 (Group)** A group is a structure \( \langle G; *, e, t \rangle \), where \(*\) is a binary operation on \( G \), \( e \) is a constant (a special element of \( G \)) and \( t \) is a unary operation on \( G \), which satisfy the following axioms:

\[
\forall x, y, z [x * (y * z) = (x * y) * z]; \\
\forall x (x * e = x); \\
\forall x (x * t(x) = e).
\]

- A group is called *non-trivial* when

\[
\exists x (x \neq e).
\]

**Definition 3.1.2 (Abelian group)** A group is called *abelian* when it satisfies the commutativity axiom:

\[
\forall x, y (x * y = y * x).
\]
Definition 3.1.3 (Divisible group) A group is called *divisible* when for any \( n \in \mathbb{N}^+ \) we have
\[
\forall x \exists y [x = y \ast \cdots \ast y]. \quad \text{\( n \)-times}
\]

Definition 3.1.4 (Ordered group) An *ordered group* is a group equipped with an order relation \(<\) (which satisfies \( O_1, O_2, O_3 \)) such that also the axiom
\[
\forall x, y, z (x < y \rightarrow x \ast z < y \ast z \land z \ast x < z \ast y)
\]
is satisfied in it.

Remark 3.1.5 The axioms of The Theory of Non-trivial Ordered Divisible Abelian Groups in the language \( \mathcal{L} = \{<, +, -, 0\} \) are as follows:

\[
\begin{align*}
(0_1) & \quad \forall x, y (x < y \rightarrow y \not< x) \\
(0_2) & \quad \forall x, y, z (x < y < z \rightarrow x < z) \\
(0_3) & \quad \forall x, y (x < y \lor x = y \lor y < x) \\
(A_1) & \quad \forall x, y, z (x + (y + z) = (x + y) + z) \\
(A_2) & \quad \forall x (x + 0 = x) \\
(A_3) & \quad \forall x (x + (-x) = 0) \\
(A_4) & \quad \forall x, y (x + y = y + x) \\
(A_5) & \quad \forall x, y, z (x < y \rightarrow x + z < y + z) \\
(A_6) & \quad \exists y (y \neq 0) \\
(A_7) & \quad \forall x \exists y (x = n \ast y) \quad n \in \mathbb{N}^+
\end{align*}
\]
3.2 The Rational and Real Numbers with Order and Addition

3.2.1 Quantifier Elimination of $\langle \mathbb{R}; <, + \rangle$ and $\langle \mathbb{Q}; <, + \rangle$

**Theorem 3.2.1** The infinite theory of non-trivial ordered divisible abelian groups completely axiomatizes the order and additive theory of the real and rational numbers and, moreover, the structures $\langle \mathbb{R}; <, +, -, 0 \rangle$ and $\langle \mathbb{Q}; <, +, -, 0 \rangle$ admit quantifier elimination, and so their theories are decidable [11, Corollary 3.1.17].

**Proof.** Firstly, let us note that $0_4$, $0_5$ and $0_6$ can be proved from the presented axioms: if $a < b$ then by $A_7$ there exists some $c$ such that $c + c = a + b$; one can easily show that $a < c < b$ holds. Thus $0_4$ is proved; for $0_5$ note that for any $0 < a$ we have $a < a + a$ by $A_5$. A dual argument can prove the axiom $0_6$. Also, the equivalences

(i) $[a < b] \leftrightarrow [n \cdot a < n \cdot b]$

(ii) $[a = b] \leftrightarrow [n \cdot a = n \cdot b]$

can be proved from the axioms: (i) follows from $A_5$ (with $0_1, 0_2, 0_3$) and (ii) follows from $\forall x (n \cdot x = 0 \rightarrow x = 0)$ which is derived from $A_5$ (with $0_1, 0_2, 0_3$).

Secondly, every term containing $x$ is equal to $n \cdot x + t$ for some $x$-free term $t$ and $n \in \mathbb{Z} - \{0\}$. So, every atomic formula containing $x$ is equivalent with $n \cdot x \square t$ where $\square \in \{=, <, >\}$. Whence, by Remark 1.3.3, it suffices to prove the equivalence of the formula

$$\exists x (\bigwedge_{i \leq \ell} t_i < p_i \cdot x \wedge \bigwedge_{j < m} q_j \cdot x < s_j \wedge \bigwedge_{k < n} r_k \cdot x = u_k)$$  \hspace{1cm} (3.1)$$

with a quantifier-free formula. By the equivalences (i) and (ii) above, we can assume that $p_i$’s and $q_j$’s and $r_k$’s in the formula (3.1) are equal to each other, say to $\alpha$. Then by $A_7$, the formula (3.1) is equivalent with

$$\exists y (\bigwedge_{i < \ell} t_i' < y \wedge \bigwedge_{j < m} y < s_j' \wedge \bigwedge_{k < n} y = u_k')$$  \hspace{1cm} (3.2)$$
for some (possibly new) terms $t'_i, s'_j, u'_k$ (and $y = \alpha \cdot x$).

Now, if $n \neq 0$ then the formula (3.2) is equivalent with the quantifier-free formula

$$\bigwedge_{i < \ell} t'_i < u_0 \land \bigwedge_{j < m} u_0 < s'_j \land \bigwedge_{k < n} u_0 = u'_k.$$ 

So, let us suppose that $n = 0$. Then if $\ell = 0$ or $m = 0$, the formula (3.2) is equivalent with the quantifier-free formula $\top$, by the axioms $O_5$ and $O_6$ (with $O_2$ and $O_3$) respectively, and if $\ell, m \neq 0$, it is equivalent with the quantifier-free formula $\bigwedge_{i < \ell, j < m} t'_i < s'_j$ by the axiom $O_4$ (with $O_2$ and $O_3$). (Compare with the proof of Theorem 2.1.11)

### 3.2.2 Non-finite Axiomatizability of $\langle \mathbb{R}; <, + \rangle$ and $\langle \mathbb{Q}; <, + \rangle$

**Proposition 3.2.2** The structures $\langle \mathbb{R}; <, + \rangle$ and $\langle \mathbb{Q}; <, + \rangle$ are not finitely axiomatizable.

**Proof.** It suffices to note that for a given natural number $N$, the set

$$\mathbb{Q}/N! = \{m/(N!)^k \mid m \in \mathbb{Z}, k \in \mathbb{N}\}$$

of rational numbers, where $N! = 2 \times 3 \times \cdots \times N$, is closed under addition and so satisfies the axioms $O_1$, $O_2$, $O_3$, $A_1$, $A_2$, $A_3$, $A_4$, $A_5$, $A_6$ and the finite number of the instances of the axiom $A_7$ (for $n = 1, \cdots, N$) but does not satisfy the instance of $A_7$ for $n = p$, where $p$ is a prime number larger than $N!$.

### 3.3 The Chinese Remainders

For eliminating the quantifiers of the formulas of the structure $\langle \mathbb{Z}; <, + \rangle$, we add the (binary) congruence relations $\{\equiv_n\}_{n \geq 2}$ (modulo standard natural numbers) to the language; let us note that $a \equiv_n b$ is equivalent with $\exists x(a + n \cdot x = b)$. About these congruence relations the following Generalized Chinese Remainder Theorem will be useful later.
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The Chinese Remainder Theorem has been an important tool in astronomical calculations and in religious observance (what day does Easter fall on?); it has been a source for mathematical puzzles. It has been abstracted in algebra to a theorem on the isomorphism of one homomorphic image of a ring of a given type to a product of two homomorphic images of the ring; it has been applied by computer scientists to obtain multiple precision, and, somewhere along the way, it has been used in logic as a means of coding finite sequences [19].

3.3.1 The Bézout’s Theorem

Lemma 3.3.1 [Bézout’s Identity] Given integers $a$ and $b$, not both of which are zero, and for $d$ which is the greatest common divisor of $a$ and $b$, there exist integers $x$ and $y$ such that

$$d = ax + by.$$

Proof. Consider the set $S$ of all the positive linear combinations of $a$ and $b$:

$$S = \{au + bv \mid u, v \in \mathbb{Z}, \ au + bv > 0\}.$$

Notice first that $S$ is not empty. For example, if $a \neq 0$, then the integer $|a| = au + b.0$ lies in $S$, where we choose $u = 1$ or $u = -1$ according as $a$ is positive or negative. By virtue of the Well-Ordering Principle, $S$ must contain a smallest element $d$. Thus, from the very definition of $S$, there exist integers $x$ and $y$ for which $d = ax + by$ holds. We claim that $d$ is the greatest common divisor of $a$ and $b$.

By the Division Algorithm, we can obtain integers $q$ and $r$ such that $a = qd + r$, where $0 \leq r < d$. Then $r$ can be written in the form

$$r = a - qd = a - q(ax + by) = a(1 - qx) + b(-qy).$$

If $r$ were positive, then this representation would imply that $r$ is a member of $S$, contradicting the fact that $d$ is the least integer in $S$ (recall that $r < d$). Therefore,
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\[ r = 0, \text{ and so } a = qd, \text{ or equivalently } d \mid a. \]  
By similar reasoning, \( d \mid b \), the effect of which is to make \( d \) a common divisor of \( a \) and \( b \).

Now if \( c \) is an arbitrary positive common divisor of the integers \( a \) and \( b \), then we conclude that \( c \mid (ax + by) \); that is, \( c \mid d \) and \( c = |c| \leq |d| = d \), so that \( d \) is greater than every positive common divisor of \( a \) and \( b \). Piecing the bits of information together, we see that \( d \) is the greatest common divisor of \( a \) and \( b \).

3.3.2 The Chinese Remainder Theorem

**Proposition 3.3.2** [Chinese Remainder] For integers \( n_0, n_1, \cdots, n_k \geq 2 \) which are pairwise co-prime and arbitrary \( t_0, t_1, \cdots, t_k \), there exists some integer \( x \) such that \( x \equiv_{n_i} t_i \) for \( i = 0, \cdots, k \).

**Proof.** We take \( m = n_0 n_1 \cdots n_k \). Since the integers \( n_0, n_1, \cdots, n_k \geq 2 \) are pairwise co-prime, we have:

\[
\begin{cases}
(n_0, \frac{m}{n_0}) = 1 \\
(n_1, \frac{m}{n_1}) = 1 \\
\vdots \\
(n_k, \frac{m}{n_k}) = 1
\end{cases}
\]  
(3.3)

By lemma 3.3.1 and relation (3.3), there exist integers \( c_0, c_1, \cdots, c_k \) and \( d_0, d_1, \cdots, d_k \) such that:

\[
\begin{cases}
c_0n_0 + d_0 \frac{m}{n_0} = 1 \\
c_1n_1 + d_1 \frac{m}{n_1} = 1 \\
\vdots \\
c_kn_k + d_k \frac{m}{n_k} = 1
\end{cases}
\]  
(3.4)

We show that

\[
x = \sum_{i=0}^{k} d_i t_i \frac{m}{n_i}
\]
satisfies the conclusion of the theorem.

For \( j = 0, \ldots, k \) we have:

\[
x = d_j t_j \frac{m}{n_j} + \sum_{i \neq j} d_i t_i \frac{m}{n_i}
\]

by (3.4)

\[
= t_j (1 - c_j n_j) + \sum_{i \neq j} d_i t_i \frac{m}{n_i}
= t_j + n_j (-t_j c_j + \sum_{i \neq j} d_i t_i \frac{m}{n_j n_i})
\]

So, \( x \equiv n_j t_j \) holds for \( j = 0, \ldots, k \).

3.3.3 The Generalized Chinese Remainder Theorem

Lemma 3.3.3 For integers \( n_0, n_1, \ldots, n_{k+1} \) we have:

\[
n_{k+1} \land (n_0 \lor n_1 \lor \cdots \lor n_k) = (n_{k+1} \land n_0) \lor (n_{k+1} \land n_1) \lor \cdots \lor (n_{k+1} \land n_k),
\]

where \( n_i \lor n_j = \max\{n_i, n_j\} \) and \( n_i \land n_j = \min\{n_i, n_j\} \).

Proof. First we take:

\[
\beta = (n_{k+1} \land n_0) \lor (n_{k+1} \land n_1) \lor \cdots \lor (n_{k+1} \land n_k) \text{ and } \alpha = n_{k+1} \land (n_0 \lor n_1 \lor \cdots \lor n_k).
\]

Without loss of generality, we can assume that \( n_0 \geq n_1 \geq \cdots \geq n_k \). There are three cases to be considered:

(a) \( n_{k+1} \geq n_0 \); for which we have

\[
\alpha = n_0 = \beta.
\]

(b) \( n_j \geq n_{k+1} \geq n_{j+1} \) for some \( 0 \leq j < k \); for which we have

\[
\alpha = n_{k+1} = \beta.
\]
(c) \( n_k \geq n_{k+1} \); for which we also have

\[
\alpha = n_{k+1} = \beta.
\]

**Lemma 3.3.4** For integers \( n_0, n_1, \ldots, n_k \), let \( n \) be the least common multiplier of \( n_0, \ldots, n_k \) and \( d_{i,j} \) be the greatest common divisor of \( n_i \) and \( n_j \) for \( i \neq j \). Then the greatest common divisor of integers \( n \) and \( n_{k+1} \) is the least common multiplier of \( d_{0,k+1}, \ldots, d_{k,k+1} \).

**Proof.** Suppose that \( \rho_0, \rho_1, \rho_2, \cdots \) is the sequence of all prime numbers \((2, 3, 5, \ldots)\). If \( n_j = \prod_i \rho_i^{m_i(j)} \) for \( j = 0, 1, \ldots, k + 1 \), then

\[
[n_0, n_1, n_2, \ldots, n_k] = \prod_i \rho_i^{\max(m_i(0), m_i(1), \ldots, m_i(k))}
\]

and

\[
d_{j,k+1} = (n_j, n_{k+1}) = \prod_i \rho_i^{m_i(j) \land m_i(k+1)}.
\]

So, by Lemma 3.3.3:

\[
(n_{k+1}, [n_0, n_1, n_2, \ldots, n_k]) = \prod_i \rho_i^{m_i(k+1) \land \max(m_i(0) \lor m_i(1) \lor \cdots \lor m_i(k))}
\]

\[
= \prod_i \rho_i^{\max(m_i(k+1) \land m_i(0)) \lor (m_i(k+1) \land m_i(1)) \lor \cdots \lor (m_i(k+1) \land m_i(k))}
\]

\[
= \left[ (n_0, n_{k+1}), (n_1, n_{k+1}), \ldots, (n_k, n_{k+1}) \right]
\]

\[
= [d_{0,k+1}, d_{1,k+1}, \ldots, d_{k,k+1}].
\]

**Proposition 3.3.5 (The Generalized Chinese Remainder)** For integers \( t_0, t_1, \cdots, t_k \) and \( n_0, n_1, \ldots, n_k \geq 2 \), we have:

\[
\exists x \left( \bigwedge_{i=0}^{k} x \equiv_{n_i} t_i \iff \bigwedge_{0 \leq i < j \leq k} t_i \equiv_{d_{i,j}} t_j \right)
\]

where \( d_{i,j} \) is the greatest common divisor of \( n_i \) and \( n_j \) for \( i \neq j \); see [8].
Proof. The ‘only if’ part is easy: For integers \( t_0, t_1, \ldots, t_k \) and \( n_0, n_1, \ldots, n_k \geq 2 \), suppose that there exists some \( x \) such that \( x \equiv n_i t_i \) holds for \( i = 0, \ldots, k \). By \( d_{i,j} \mid n_j \) and \( d_{i,j} \mid n_i \) for \( i \neq j \), we have:

\[
x \equiv d_{i,j} t_j \quad \text{and} \quad x \equiv d_{i,j} t_i.
\]

And so, \( t_i \equiv d_{i,j} t_j \).

We prove the ‘if’ part by induction on \( k \). For \( k = 0 \) there is nothing to prove, and for \( k = 1 \) we note that by Lemma 3.3.1, there are \( a_0, a_1 \) such that

\[
a_0 n_0 + a_1 n_1 = d_{0,1}.
\]  (3.5)

Also, by the assumption there exists some \( c \) such that

\[
t_0 - t_1 = cd_{0,1}.
\]  (3.6)

Now, if we take \( x \) to be \( a_0 (n_0 / d_{0,1}) t_1 + a_1 (n_1 / d_{0,1}) t_0 \), then by (3.5) and (3.6) we have

\[
x = t_0 - a_0 n_0 c \quad \text{and} \quad x = t_1 + a_1 n_1 c.
\]

And so we have:

\[
x \equiv n_0 t_0 \quad \text{and} \quad x \equiv n_1 t_1.
\]

For the induction step \((k + 1)\) we note that by the assumption, \( t_i \equiv d_{i,j} t_j \) holds for each \( 0 \leq i < j \leq k + 1 \), and suppose that the following relations hold for some integer \( x \) (the induction hypothesis):

\[
\begin{align*}
x &\equiv n_0 t_0 \\
x &\equiv n_1 t_1 \\
\vdots \\
x &\equiv n_k t_k
\end{align*}
\]  (3.7)
Let $n$ be the least common multiplier of $n_0, \cdots, n_k$; then the greatest common divisor $m$ of $n$ and $n_{k+1}$ is the least common multiplier of $d_{0,k+1}, \cdots, d_{k,k+1}$ by Lemma 3.3.4. Now, by (3.7) we have:

$$
\begin{align*}
\begin{cases}
x \equiv d_{0,k+1} t_0 \\
x \equiv d_{1,k+1} t_1 \\
\vdots \\
x \equiv d_{k,k+1} t_k
\end{cases}
\end{align*}
$$

and by the assumption we have:

$$
\begin{align*}
\begin{cases}
t_0 \equiv d_{0,k+1} t_{k+1} \\
t_1 \equiv d_{1,k+1} t_{k+1} \\
\vdots \\
t_k \equiv d_{k,k+1} t_{k+1}
\end{cases}
\end{align*}
$$

so by (3.8) and (3.9)

$$
\begin{align*}
\begin{cases}
x \equiv d_{0,k+1} t_{k+1} \\
x \equiv d_{1,k+1} t_{k+1} \\
\vdots \\
x \equiv d_{k,k+1} t_{k+1}
\end{cases}
\end{align*}
$$

thus $x \equiv m t_{k+1}$ holds by (3.10) and so, for some $c$ we have:

$$x - t_{k+1} = mc. \tag{3.11}$$

By Lemma 3.3.1, there are $a, b$ such that

$$an + bn_{k+1} = m. \tag{3.12}$$
Now, by (3.11) and (3.12) for \( y = x - \text{anc} \), we have:

\[
y = t_{k+1} + bn_{k+1}c \equiv_{n_{k+1}} t_{k+1}.
\]

And also \( y \equiv_{n_i} x \equiv_{n_i} t_i \) holds for each \( 0 \leq i \leq k \).

### 3.4 Integer Numbers with Order and Addition

#### 3.4.1 Quantifier Elimination of \( \langle \mathbb{Z}; <, + \rangle \)

Theorem 3.4.3 has been proved, in various formats, in e.g. the following references:

[3, Chapter 24], [7, Theorem 32E], [9, Corollary 2.5.18], [10, Section III, Chapter 4],
[11, Corollary 3.1.21], [12, Theorem 13.10] and [19, Section 4, Chapter III].

- Here, we present a slightly different proof.

**Convention 3.4.1** The Axioms of the Theory of Non-trivial Discretely Ordered Abelian Groups with the Division Algorithm are as follows:

\[
\begin{align*}
(0_1) \quad & \forall x, y (x < y \rightarrow y \not< x) \\
(0_2) \quad & \forall x, y, z (x < y < z \rightarrow x < z) \\
(0_3) \quad & \forall x, y (x < y \lor x = y \lor y < x) \\
(A_1) \quad & \forall x, y, z (x + (y + z) = (x + y) + z) \\
(A_2) \quad & \forall x (x + 0 = x) \\
(A_3) \quad & \forall x (x + (-x) = 0) \\
(A_4) \quad & \forall x, y (x + y = y + x) \\
(A_5) \quad & \forall x, y, z (x < y \rightarrow x + z < y + z) \\
(0_7) \quad & \forall x, y (x < y \leftrightarrow x + 1 < y) \\
(A_7) \quad & \forall x \exists y \left( \forall i < n x = n \cdot y + \bar{1} \right) \quad n \in \mathbb{N}^+, \quad \bar{1} = \underbrace{1 + \cdots + 1}_{\text{i-times}}
\end{align*}
\]
3.4. Integer Numbers with Order and Addition

Proposition 3.4.2 The theory of the structure \(\langle \mathbb{Z}; <, +, -, 0, 1 \rangle\) does not admit quantifier elimination.

Proof. It suffices to show that the formula \(\exists x(x + x = y)\) is not equivalent with any quantifier-free formula. All the terms including the free variable \(y\) in the language \(\langle +, -, 0, 1 \rangle\) are equal to \(m \cdot y\) for some \(m \in \mathbb{Z}\), so all the atomic formulas are \(m \cdot y = k\), \(m \cdot y > k\) or \(m \cdot y < k\), for some \(m, k \in \mathbb{Z}\). It is easy to see that all the definable sets of the above structure are finite or co-finite, whereas the set \(\{ y \in \mathbb{Z} \mid \exists x(x + x = y) \}\) is neither finite nor co-finite. \(\square\)

Theorem 3.4.3 The infinite theory of non-trivial discretely ordered abelian groups with the division algorithm, that is \(O_1, O_2, O_3, A_1, A_2, A_3, A_4, A_5, O^7, A^7\), completely axiomatizes the order and additive theory of the integer numbers and, moreover, the (theory of the) structure \(\langle \mathbb{Z}; <, +, -, 0, 1, \{\equiv n\}_{n \geq 2} \rangle\) admits quantifier elimination, so has a decidable theory.

Proof. Indeed, the axiom \(A^7\) is equivalent with

\[
\forall x \bigwedge_{i < n} (x \equiv n \bar{i} \land \bigwedge_{i \neq j < n} x \neq n \bar{j}),
\]

which is rather easy to verify, and so the negation signs behind the congruences can be eliminated by

\[
(a \not\equiv_n b) \leftrightarrow \bigvee_{0 < i < n} (a \equiv_n b + \bar{i}).
\]

Since every term containing the variable \(x\) is equal to \(n \cdot x + t\), for some \(x\)-free term \(t\) and \(n \in \mathbb{Z} - \{0\}\), every atomic formula containing \(x\) is equivalent with \(n \cdot x \square t\) where \(\square \in \{=, <, >, \{\equiv n\}_{n \geq 2}\}\) and \(t\) is an \(x\)-free term. Whence, by Remark 1.3.3, it suffices to prove the equivalence of the formula

\[
\exists x \left( \bigwedge_{i < m} a_i \cdot x \equiv_n t_i \land \bigwedge_{j < p} u_j < b_j \cdot x \land \bigwedge_{k < q} c_k \cdot x < v_k \land \bigwedge_{l < r} d_l \cdot x = w_l \right) \tag{3.13}
\]
with some quantifier-free formula, where $a_i$’s, $b_j$’s, $c_k$’s and $d_\ell$’s are natural numbers and $t_i$’s, $u_j$’s, $v_k$’s and $w_\ell$’s are $x$-free terms.

By the equivalences

(i) $[a < b] \leftrightarrow [n \cdot a < n \cdot b],$

(ii) $[a = b] \leftrightarrow [n \cdot a = n \cdot b],$

(iii) $[a \equiv m b] \leftrightarrow [n \cdot a \equiv m n \cdot b],$

which are provable from the axioms, we can assume that $a_i$’s, $b_j$’s, $c_k$’s and $d_\ell$’s in the formula (3.13) are equal to each other, say to $\alpha$. Now, (3.13) is equivalent with

$$\exists y (y \equiv \alpha \land \bigwedge_{i < m} y \equiv n_i t_i' \land \bigwedge_{j < p} u_j' < y \land \bigwedge_{k < q} y < v_k' \land \bigwedge_{\ell < r} y = w_\ell'),$$

(3.14)

for $y = \alpha \cdot x$ and some (possibly new) terms $t_i$’s, $u_j$’s, $v_k$’s and $w_\ell$’s.

If $r \neq 0$, then (3.14) is readily equivalent with the quantifier-free formula which results from substituting $w_0'$ with $y$. So, it suffices to eliminate the quantifier of

$$\exists x (\bigwedge_{i < m} x \equiv n_i t_i \land \bigwedge_{j < p} u_j < x \land \bigwedge_{k < q} x < v_k).$$

(3.15)

By the equivalence of the formula $\exists x (\theta(x) \land u_0 < x \land u_1 < x)$ with the formula

$$[\exists x (\theta(x) \land u_0 < x) \land u_1 \leq u_0] \lor [\exists x (\theta(x) \land u_1 < x) \land u_0 \leq u_1],$$

we can assume that $p \leq 1$ (and $q \leq 1$ by a dual argument). Also, the following formula with two $x$-congruences

$$\exists x (\theta(x) \land x \equiv n_0 t_0 \land x \equiv n_1 t_1)$$

is equivalent with the following formula with just one $x$-congruence

$$\exists x (\theta(x) \land x \equiv n t) \land t_0 \equiv_d t_1,$$
where $d$ is the greatest common divisor of $n_0$ and $n_1$, $n$ is their least common multiplier, and $t = a_0(n_0/d)t_1 + a_1(n_1/d)t_0$ where $a_0, a_1$ satisfy $a_0n_0 + a_1n_1 = d$ (see the proof of Proposition 3.3.5). So, we can assume that $m \leq 1$ as well.

Now, if $m = 0$ then the formula (3.15) is equivalent with a quantifier-free formula by Theorem 2.1.16 (with $s(x) = x + 1$ just like the way formula (2.4) was equivalent with some quantifier-free formula).

So, suppose $m = 1$. In this case, if any of $p$ or $q$ is equal to 0 then (3.15) is equivalent with $\top$ (since any congruence can have infinitely large or infinitely small solutions).

Finally, if we have $p = q = 1 = m$, then the formula $\exists x(x \equiv_n t \land u < x \land x < v)$ is equivalent with the formula $\exists y(r < n \cdot y \leq s)$ for $x = t + n \cdot y$, $r = u - t$ and $s = v - t - 1$. Now, the formula $\exists y(r < n \cdot y \leq s)$ is equivalent with the quantifier-free formula $\forall i < n(s \equiv_n i \land r + i < s)$, since there are some $q$ and some $i < n$ such that $s = qn + i$. The existence of some $y$ such that $r < n \cdot y \leq s$ is then equivalent with $r < nq (= s - i)$.

### 3.4.2 Non-finite Axiomatizability of $\langle \mathbb{Z}; <, + \rangle$

**Proposition 3.4.4** The theory of $\langle \mathbb{Z}; <, + \rangle$ cannot be axiomatized finitely.

**Proof.** We show that $0_1, 0_2, 0_3, A_1, A_2, A_3, A_4, A_5, 0_7^0$ and any finite number of the instances of $A_7^0$ cannot prove all the instances of $A_7^0$. To see this take $p$ to be a sufficiently large prime number and put $N = (p - 1)!$. Let us recall that the (rational) set $\mathbb{Q}/N = \{m/Nk \mid m \in \mathbb{Z}, k \in \mathbb{N}\}$ (Theorem 3.2.2) is closed under the addition operation and $x \mapsto x/n$ for any $1 < n < p$. Define the set $\mathcal{A} = (\mathbb{Q}/N) \times \mathbb{Z}$ and put the structure $\mathfrak{A} = \langle \mathcal{A}; <_{\mathfrak{A}}, +_{\mathfrak{A}}, -_{\mathfrak{A}}, 0_{\mathfrak{A}}, 1_{\mathfrak{A}} \rangle$ on it by the following:

- $(<_{\mathfrak{A}}): (a, \ell) <_{\mathfrak{A}} (b, m) \iff (a < b) \lor (a = b \land \ell < m)$;
- $(+_{\mathfrak{A}}): (a, \ell) +_{\mathfrak{A}} (b, m) = (a + b, \ell + m)$;
- $(-_{\mathfrak{A}}): -_{\mathfrak{A}}(a, \ell) = (-a, -\ell)$;
- $(0_{\mathfrak{A}}): 0_{\mathfrak{A}} = (0, 0)$. 


(1₂): 1₂ = (0, 1).

It is straightforward to see that ₂ satisfies the axioms 0₁, 0₂, 0₃, A₁, A₂, A₃, A₄, A₅ and 0₂; but does not satisfy A₇ for n = p since the equality (1, 0) = p ⋅ (a, ℓ) + i for any a ∈ Q/N, ℓ ∈ Z, i ∈ N (with i < p) implies that a = 1/p but 1/p ∉ Q/N. However, ₂ satisfies the finite number of the instances of A₇ (for any 1 < n < p): for any element (a, ℓ) ∈ ₂ we have a = m/Nᵏ for some m ∈ Z, k ∈ N, and ℓ = nq + r for some q, r with 0 ≤ r < n; now, (a, ℓ) = n ⋅ (m′/Nᵏ⁺¹, q) +₁ (0, r) (where m′ = m ⋅ (N/n) ∈ Z) and so (a, ℓ) = n ⋅ (m′/Nᵏ⁺¹, q) +₁ r (where r = 1₂ +₁ +₁ +₁ ₁₂ for r times).

3.5 Natural Numbers with Order and Addition

3.5.1 Axiomatization of 〈N; <, +〉

**Theorem 3.5.1** The following axioms completely axiomatize the theory of the structure of 〈N; <, +, 0, 1〉:

\[(1) \forall x, y (x < y \rightarrow y \not< x)\]
\[(2) \forall x, y, z (x < y < z \rightarrow x < z)\]
\[(3) \forall x, y (x < y \vee x = y \vee y < x)\]
\[(4) \forall x, y (x < y \iff x + 1 < y \vee x + 1 = y)\]
\[(5) \forall x \exists y (x < 0 \rightarrow y + 1 = x)\]
\[(6) \forall x (x < 0),\]
\[(7) \forall x, y, z (x + (y + z) = (x + y) + z)\]
\[(8) \forall x (x + 0 = x)\]
\[(9) \forall x, y (x + y = y + x)\]
\[(10) \forall x, y, z (x < y \rightarrow x + z < y + z)\]

\[(11) \forall x \exists y \left( \forall i < n x = n \cdot y + i \right) \quad n \in \mathbb{N}^{+}, \quad i = \underbrace{0 + \cdots + 0}_{i\text{-times}}\]

and, moreover, the structure 〈N; <, +, 0, {≡ₙ}_{n≥2}〉 admits quantifier elimination, and so its theory is decidable.
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**Proof.** The quantifier elimination of this structure is shown in [7, Theorem 32E].

### 3.5.2 Decidability of \( \langle \mathbb{N}; <, + \rangle \)

Here, we use the super-structure \( \langle \mathbb{Z}; <, + \rangle \) to show the decidability of the theory of natural numbers with order and addition.

**Remark 3.5.2** The set of natural numbers is definable in structure \( \langle \mathbb{Z}; <, + \rangle \) by

\[
"x \in \mathbb{N}" \iff \exists y(y + y = y \land y \leq x).
\]

**Theorem 3.5.3** The theory of the structure \( \langle \mathbb{N}; <, + \rangle \) is decidable.

**Proof.** We show that the decidability of the structure \( \langle \mathbb{Z}; <, + \rangle \) implies the decidability of the structure \( \langle \mathbb{N}; <, + \rangle \). Relativization \( \psi^\mathbb{N} \) of a \( \{<, +\} \)-formula \( \psi \) resulted from substituting any subformula of the form \( \forall x \theta(x) \) by \( \forall x["x \in \mathbb{N}" \to \theta(x)] \) and \( \exists x \theta(x) \) by \( \exists x["x \in \mathbb{N}" \land \theta(x)] \) by Remark 3.5.2 has the following property:

\[
\langle \mathbb{N}; <, + \rangle \models \psi \iff \langle \mathbb{Z}; <, + \rangle \models \psi^\mathbb{N}.
\]

So, the theory of the structure \( \langle \mathbb{N}; <, + \rangle \) is decidable.
Chapter 4

Multiplicative Ordered Structures

In this chapter we consider the theories of the number sets \(\mathbb{N}, \mathbb{Z}, \mathbb{R}\) and \(\mathbb{Q}\) over the language \(\{<, \times\}\).

4.1 Natural numbers with order and multiplication

4.1.1 Non-Axiomatizability of \(\langle \mathbb{N}; <, \times\rangle\)

**Proposition 4.1.1** The theory of the structure \(\langle \mathbb{N}; <, \times\rangle\) is undecidable.

**Proof.** First we notice that the addition operation is definable in \(\langle \mathbb{N}; <, \times\rangle\), since

1. successor \(s\) is definable from \(<\):

   \[
y = s(x) \iff x < y \land \lnot \exists z (x < z < y);
   \]

2. and addition is definable from the successor and multiplication:

   \[
z = x + y \iff \\
   [\lnot \exists u (s(u) = z) \land x = y = z] \lor [\exists u (s(u) = z) \land s(z \cdot x) \cdot s(z \cdot y) = s(z \cdot s(x \cdot y))].
   \]

(The above identity was first introduced by Robinson [16]; also see e.g. [3, Chapter 24] or [7, Exercise 2 on page 281].)

Now by (1) and (2), the structure \(\langle \mathbb{N}; <, \times\rangle\) can interpret the structure \(\langle \mathbb{N}; +, \times\rangle\) whose theory is undecidable by Gödel’s Incompleteness theorem. Thus, the theory
of the structure \(\langle \mathbb{N}; <, \times \rangle\) is undecidable (see [3, Theorem 17.4], [7, Corollary 35A], [9, Theorem 4.1.7], [12, Chapter 15] or [19, Corollary 6.4 in Chapter III] for a proof of the undecidability of the structure \(\langle \mathbb{N}; <, \times \rangle\) and some more details).}

**Corollary 4.1.2** The structure \(\langle \mathbb{N}; <, \times \rangle\) can not be axiomatized by any computably enumerable set of sentences.

### 4.2 Integer numbers with order and multiplication

#### 4.2.1 Non-Axiomatizability of \(\langle \mathbb{Z}; <, \times \rangle\)

The undecidability of the theory of the structure \(\langle \mathbb{N}; +, \times \rangle\) also implies the undecidability of the theories of the structures \(\langle \mathbb{Z}; +, \times \rangle\) and \(\langle \mathbb{Z}; <, \times \rangle\).

**Proposition 4.2.1** The theory of the structure \(\langle \mathbb{Z}; +, \times \rangle\) is undecidable.

**Proof.** By Lagrange’s Four Square Theorem (see e.g. [12, Theorem 16.6]) \(\mathbb{N}\) is definable in \(\langle \mathbb{Z}; +, \times \rangle\):

\[
\forall x \in \mathbb{N} \iff \exists y, z, t (u = x \cdot x + y \cdot y + z \cdot z + t \cdot t).
\]

Whence, \(\langle \mathbb{N}; +, \times \rangle\) is definable in \(\langle \mathbb{Z}; +, \times \rangle\), and so \(\langle \mathbb{Z}; +, \times \rangle\) has an undecidable theory by Gödel’s Incompleteness theorem (see e.g. [12, Theorem 16.7] or [19, Corollary 8.29 in Chapter III]).

**Proposition 4.2.2** The theory of the structure \(\langle \mathbb{Z}; <, \times \rangle\) is undecidable.

**Proof.** First we notice that the following numbers and operations are definable in the structure \(\langle \mathbb{Z}; <, \times \rangle\):

- The number zero:

\[
u = 0 \iff \forall x (x \cdot u = u).
\]

- The number one:

\[
u = 1 \iff \forall x (x \cdot u = x).
\]
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– The number $-1$:

\[ u = -1 \iff u \cdot u = 1 \land u \neq 1. \]

– The additive inverse:

\[ y = -x \iff y = (-1) \cdot x. \]

– The successor:

\[ y = s(x) \iff x < y \land \neg \exists z (x < z < y). \]

– The addition:

\[ z = x + y \iff [z = 0 \land y = -x] \lor [z \neq 0 \land s(z \cdot x) \cdot s(z \cdot y) = s(z \cdot s(x \cdot y))]. \]

There is another beautiful definition for $+$ in terms of $s$ and $\times$ in $\mathbb{Z}$ in [9, p. 187]:

\[ z = x + y \iff [z \cdot s(z) = z \land s(z \cdot y) = s(x) \cdot s(y)] \lor [z \cdot s(z) \neq z \land s(z \cdot x) \cdot s(z \cdot y) = s(z \cdot s(x \cdot y))]. \]

And so, the structure $\langle \mathbb{Z}; +, \times \rangle$ somehow includes the structure $\langle \mathbb{Z}; <, \times \rangle$. By Proposition 4.2.1, the theory of the structure $\langle \mathbb{Z}; +, \times \rangle$ is undecidable. Thus the theory of the structure $\langle \mathbb{Z}; <, \times \rangle$ is undecidable too.

**Corollary 4.2.3** The structure $\langle \mathbb{Z}; <, \times \rangle$ can not be axiomatized by any computably enumerable set of sentences.

4.3 Real numbers with order and multiplication

The structure $\langle \mathbb{R}; <, \times \rangle$ is decidable since by a theorem of Tarski the (theory of the) structure $\langle \mathbb{R}; <, +, \times \rangle$ can be completely axiomatized by the theory of real closed
ordered fields, and so has a decidable theory; see e.g. [10, Theorem 7, Chapter 4], [11, Theorem 3.3.15] or [12, Theorem 21.36].

**Corollary 4.3.1** For the reason that the structure $\langle \mathbb{R}; <, \times \rangle$ is included in the structure $\langle \mathbb{R}; <, +, \times \rangle$, the theory of the structure $\langle \mathbb{R}; <, \times \rangle$ is also decidable.

- Here, we prove the decidability of this theory directly (without using Tarski’s theorem) and provide an explicit axiomatization for it.

### 4.3.1 Axiomatization and Quantifier Elimination of $\langle \mathbb{R}; <, \times \rangle$

First we study the structure $\langle \mathbb{R}^+; <, \times \rangle$.

**Proposition 4.3.2** The following infinite theory (of the non-trivial ordered divisible abelian groups) completely axiomatizes the order and multiplicative theory of the positive real numbers:

1. (O₁) $\forall x, y (x < y \rightarrow y \neq x)$
2. (O₂) $\forall x, y, z (x < y < z \rightarrow x < z)$
3. (O₃) $\forall x, y (x < y \lor x = y \lor y < x)$
4. (M₁) $\forall x, y, z (x \cdot (y \cdot z) = (x \cdot y) \cdot z)$
5. (M₂) $\forall x (x \cdot 1 = x)$
6. (M₃) $\forall x (x \cdot x^{-1} = 1)$
7. (M₄) $\forall x, y (x \cdot y = y \cdot x)$
8. (M₅) $\forall x, y, z (x < y \rightarrow x \cdot z < y \cdot z)$
9. (M₆) $\exists y (y \neq 1)$
10. (M₇) $\forall x \exists y (x = y^n)$ \quad \(n \geq 2\)

The structure $\langle \mathbb{R}^+; <, \times, \square^{-1}, 1 \rangle$ admits quantifier elimination, and so its theory is decidable.

**Proof.** The structure $\langle \mathbb{R}^+; <, \times \rangle$ (of the positive real numbers) is (algebraically) isomorphic to the structure $\langle \mathbb{R}; <, + \rangle$ by the mapping $x \mapsto \log(x)$. So, Theorem 3.2.1 implies the decidability of the structure $\langle \mathbb{R}^+; <, \times \rangle$. 

\[\Box\]
Proposition 4.3.3  The following infinite theory completely axiomatizes the order and multiplicative theory of the real numbers:

\[(O_1) \forall x, y (x < y \rightarrow y \not< x)\]
\[(O_2) \forall x, y, z (x < y < z \rightarrow x < z)\]
\[(O_3) \forall x, y (x < y \lor x = y \lor y < x)\]
\[(M_1) \forall x, y, z (x \cdot (y \cdot z) = (x \cdot y) \cdot z)\]
\[(M_2^\circ) \forall x (x \cdot 1 = x \land x \cdot 0 = 0 = 0^{-1})\]
\[(M_3^\circ) \forall x (x \not= 0 \rightarrow x \cdot x^{-1} = 1)\]
\[(M_4) \forall x, y (x \cdot y = y \cdot x)\]
\[(M_5^\circ) \forall x, y, z (x < y \land 0 < z \rightarrow x \cdot z < y \cdot z)\]
\[(M_6^\circ) \forall x, y, z (x < y \land z < 0 \rightarrow y \cdot z < x \cdot z)\]
\[(M_7^\circ) \exists y (-1 < 0 < 1 < y)\]
\[(M_8) \forall x \exists y (x = y^{2n+1}) \quad n \in \mathbb{N}\]
\[(M_9) \forall x (0 < x \leftrightarrow \exists y [y \neq 0 \land x = y^2])\]

and, moreover, the structure \([\mathbb{R}; <, \times, 0^{-1}, -1, 0, 1]\) admits quantifier elimination, and so its theory is decidable.

**Proof.** We have \((x < 0) \leftrightarrow (0 < -x)\) by \(M_5^\circ, M_2^\circ, M_6^\circ\) and \(M_8\), where \(-x = (\text{-}1) \cdot x\).

Whence, for any formula \(\eta\) we have

\[\exists x \eta(x) \equiv \exists x > 0 \eta(x) \lor \eta(0) \lor \exists y > 0 \eta(-y).\]

Also, if \(z\) is another variable in \(\eta\), then \(\eta(x, z)\) is equivalent with

\[\exists x \eta(x) \land \eta(x, z) \lor \eta(x, 0) \lor [0 < -z \land \eta(x, z)].\]

For the last disjunct, if we let \(z' = -z\), then \(0 < -z \land \eta(x, z)\) will be \(0 < z' \land \eta(x, -z')\).

Thus, by introducing the constants 0 and \(-1\) (and renaming the variables if necessary) we can assume that all the variables of a quantifier-free formula are positive.

Now, the process of eliminating the quantifier of the formula \(\exists x \eta(x)\), where \(\eta\) is the
Proposition 4.3.2 provided that the relativized form of the axioms
we have the equivalence of thus resulted formula with a quantifier-free formula by
and 
t − at most once since 
positive (all the variables are positive) or equals to 0 or is the negation of a positive term
(is −t for some positive term t). Then by replacing 0 = 0 with ⊤ and 0 < 0 with ⊥,
we can assume that 0 appears at most once in any atomic formula; also −1 appears
at most once since −t = −s is equivalent with t = s and −t < −s with s < t. Now,
we can eliminate the constant −1 by replacing the atomic formulas −t = s, t = −s
and t < −s by ⊥ and −t < s by ⊤ for positive or zero terms t, s (note that −0 = 0
by \( M_2 \)). Also the constant 0 can be eliminated by replacing 0 < t with ⊤ and t < 0
and t = 0 (also 0 = t) with ⊥ for positive terms t. Thus, we get a formula whose all
variables are positive, and so we are in the realm of \( \mathbb{R}^+ \). Finally, for the second part
we have the equivalence of thus resulted formula with a quantifier-free formula by
Proposition 4.3.2 provided that the relativized form of the axioms \( O_1, O_2, O_3, M_1, M_2,
M_3, M_4, M_5, M_6 \) and \( M_7 \) to \( \mathbb{R}^+ \) can be proved from the axioms \( O_1, O_2, O_3, M_1, M_2, M_3, M_4,
M_5, M_6, M_7, M_8 \), and \( M_9 \). We need to consider \( M_6 \) and \( M_7 \) only, when relativized to
\( \mathbb{R}^+ \), i.e., \( \exists y(0 < y ∧ y ≠ 1) \) and \( \forall x \exists y[0 < x → 0 < y ∧ x = y^n] \). The relativization of
\( M_6 \) immediately follows from \( M_6^0 \). For the relativization of \( M_7 \) take any \( a > 0 \), and any
\( n ∈ \mathbb{N} \). Write \( n = 2^k(2m + 1) \); by \( M_6^0 \) there exists some \( c \) such that \( c^{2m+1} = a \), and by
\( M_6^0 \) and \( M_7^0 \) we should have \( c > 0 \). Now, by using \( M_9 \) for \( k \) times there must exist some
\( b \) such that \( b^{2^k} = c \) and we can assume that \( b > 0 \) (since otherwise we can take −b
instead of b). Now, we have \( b^{2^k(2m+1)} = c^{2m+1} = a \) and so \( a = b^n \).

4.3.2 Non-finite Axiomatizability of \( ⟨ \mathbb{R}; <, ×⟩ \)

Proposition 4.3.4 The structure \( ⟨ \mathbb{R}^+; <, ×⟩ \) is not finitely axiomatizable.

Proof. For the infinite axiomatizability it suffices to note that for a sufficiently large
\( N \), the set \( \{2^{m(\lambda ^k)} | m ∈ \mathbb{Z}, k ∈ \mathbb{N} \} \) of positive real numbers is a multiplicative
subgroup and so satisfies all the axioms \( (O_1, O_2, O_3, M_1, M_2, M_3, M_4, M_5, M_6) \) and finitely
many instances of the axiom \( M_7 \) (for \( n \leq N \)) but not all the instances of \( M_7 \) (for example when \( n = p \) is a prime larger than \( N! \)).

**Theorem 4.3.5** The structure \( \langle \mathbb{R}; <, \times \rangle \) is not finitely axiomatizable.

**Proof.** The set \( \{0\} \cup \{-2^m(N!)^{-k}, 2^m(N!)^{-k} | m \in \mathbb{Z}, k \in \mathbb{N}\} \) of real numbers, for some \( N > 2 \), satisfies all the axioms of Theorem 4.3.3 except \( M^\circ_7 \); however it satisfies a finite number of its instances (when \( 2n + 1 \leq N \)) but not all the instances of \( M^\circ_7 \) (e.g. when \( 2n + 1 \) is a prime greater than \( N! \)).

### 4.4 Rational numbers with order and multiplication

The technique of the proof of Theorem 4.3.3 enables us to consider first the multiplicative and order structure of the positive rational numbers, that is \( \langle \mathbb{Q}^+; <, \times \rangle \).

#### 4.4.1 Quantifier Elimination of \( \langle \mathbb{Q}; <, \times \rangle \)

**Proposition 4.4.1** The theory of the structure \( \langle \mathbb{Q}^+; <, \times \rangle \) does not admit quantifier elimination.

**Proof.** We show that the formula \( \exists x(y = x^n) \) (for \( n > 1 \)) is not equivalent with any quantifier-free formula. All the atomic formulas of the free variable \( y \), are \( y^n < y^m \) or \( y^n = y^m \) which do not depend on \( y \) and are equivalent with \( \top \) or \( \bot \). So the formula \( \exists x(y = x^n) \) (which depends on \( y \) and \( n \) and can be \( \top \) or \( \bot \) is not equivalent with any of them.

**Definition 4.4.2** (\( \mathcal{R} \)) Let \( \mathcal{R}_n(y) \) be the formula \( \exists x(y = x^n) \), stating that “\( y \) is the \( n \)th power of a number” (for \( n > 1 \)).

**Remark 4.4.3** For any \( r \in \mathbb{Q} \) and any natural \( n > 1 \) the formula \( \mathcal{R}_n(r) \) holds if and only if every exponent of the unique factorization (of the numerators and denominators of the reduced form) of \( r \) is divisible by \( n \). Thus \( \mathcal{R}_n(r) \) is an algorithmically decidable relation of \( r \) (and \( n \)).
Definition 4.4.4 (TQ) Let TQ be the theory axiomatized by the axioms

\[\begin{align*}
&D_1 \forall x, y (x < y \rightarrow y \nless x) \\
&D_2 \forall x, y, z (x < y < z \rightarrow x < z) \\
&D_3 \forall x, y (x < y \lor x = y \lor y < x) \\
&M_1 \forall x, y, z (x \cdot (y \cdot z) = (x \cdot y) \cdot z) \\
&M_2 \forall x (x \cdot 1 = x) \\
&M_3 \forall x (x \cdot x^{-1} = 1) \\
&M_4 \forall x, y (x \cdot y = y \cdot x) \\
&M_5 \forall x, y, z (x < y \rightarrow x \cdot z < y \cdot z) \\
&M_6 \exists y (y \neq 1) \\
&M_{10} \forall x, z \exists y (x < z \rightarrow x < y^n < z) \quad n \in \mathbb{N}, \text{ and} \\
&M_{11} \forall \{x_j\}_{j \in q} \exists y \forall z \bigwedge_{m_j \mid n \cdot q} (y^n \cdot x_j \neq z^{m_j}) \quad \text{for each } n \geq 1 \text{ (and } m_j > 1) \\
\end{align*}\]

Some explanations on the new axioms: M_10 and M_{11} are in order:

The axiom M_{10}, interpreted in Q^+, states that Q^+ is dense not only in itself but also in the radicals of its elements (or more generally in R^+: for any x, z \in Q^+ there exists some y \in Q^+ that satisfies \sqrt[n]{x} < y < \sqrt[n]{z}).

The axiom M_{11}, interpreted in Q^+ again, is actually equivalent with the fact that for any sequences x_1, \cdots, x_q \in Q^+ and m_1, \cdots, m_q \in \mathbb{N}^+ none of which divides n (in symbols \ m_j \nmid n), there exists some y \in Q^+ such that \bigwedge_{j \in q} \not\mathcal{R}_{m_j}(y^n \cdot x_j). This axiom is not true in R^+ (while M_{10} is true in it) and to see that why M_{11} is true in Q^+ it suffices to note that for given x_1, \cdots, x_q one can take y to be a prime number which does not appear in the unique factorization (of the numerators and denominators of the reduced forms) of any of x_j’s. In this case y^n \cdot x_j can be an m_j’s power (of a rational number) only when m_j divides n. The condition m_j \nmid n is necessary, since otherwise (if m_j \mid n and) if x_j happens to satisfy \mathcal{R}_{m_j}(x_j), then no y can satisfy the relation \not\mathcal{R}_{m_j}(y^n \cdot x_j).
• We now show that $TQ$ completely axiomatizes the theory of the structure $\langle Q^+, <, \times, \oplus^{-1}, 1, \{R_n\}_{n>1} \rangle$ and moreover this structure admits quantifier elimination, thus the theory of the structure $\langle Q^+, <, \times \rangle$ is decidable. For that, we will need the following lemmas.

Lemma 4.4.5 For any $x \in Q^+$ and any natural $n_1, n_2 > 1$,

$$R_{n_1}(x) \land R_{n_2}(x) \iff R_n(x),$$

where $n$ is the least common multiplier of $n_1$ and $n_2$.

Proof. Since $n$ divides $n_1$ and $n_2$, the $\iff$ part is straightforward; for the $\Rightarrow$ direction suppose that $x = y^{n_1} = z^{n_2}$. By Bézout’s Identity there are some $c_1, c_2 \in \mathbb{Z}$ such that $c_1n/n_1 + c_2n/n_2 = 1$; therefore,

$$x = x^{c_1n/n_1} \cdot x^{c_2n/n_2} = y^{c_1} \cdot z^{c_2} = (y^{c_1}z^{c_2})^n,$$

and this completes the proof. ☐

Lemma 4.4.6 For natural numbers $\{n_i\}_{i<p}$ with $n_i > 1$ and positive rational numbers $\{t_i\}_{i<p}$ and $x$,

$$\bigwedge_{i<p} R_{n_i}(x \cdot t_i) \iff R_n(x \cdot \beta) \land \bigwedge_{i \neq j} R_{d_{i,j}}(t_i \cdot t_j^{-1}),$$

where $n$ is the least common multiplier of $n_i$’s, $d_{i,j}$ is the greatest common divisor of $n_i$ and $n_j$ (for each $i \neq j$) and $\beta = \prod_{i<p} t_i^{c(n/n_i)}$ in which $c_i$’s satisfy the (Bézout’s) identity $\sum_{i<p} c_i(n/n_i) = 1$.

Proof. For $t_i$’s, $n_i$’s, $c_i$’s, $d_{i,j}$’s and $n$ as given above, we show that the relation $R_{n_k}(t_k \cdot \beta^{-1})$ holds for each fixed $k < p$ when $\bigwedge_{i \neq j} R_{d_{i,j}}(t_i \cdot t_j^{-1})$ holds. Let $m_{k,i}$ be the least common multiplier of $n_k$ and $n_i$ (which is then a divisor of $n$). Let us note that $d_{k,i}/n_i = n_k/m_{k,i}$. Since $R_{d_{k,i}}(t_k \cdot t_i^{-1})$, there should exists some $w_{k,i}$’s (for $i \neq k$)
such that $t_k \cdot t_i^{-1} = w_{k,i}^{d_{k,i}}$. Now, the relation $R_{n_k}(t_k \cdot \beta^{-1})$ follows from the following identities:

\[
\begin{align*}
t_k \cdot \beta^{-1} &= t_k \sum_{i} c_i(n/n_i) \cdot \prod_i t_i^{-c_i(n/n_i)} \\
&= \prod_{i \neq k} (t_k \cdot t_i^{-1}) c_i(n/n_i) \\
&= \prod_{i \neq k} (w_{k,i}^{d_{k,i}}) c_i(n/n_i) \\
&= \prod_{i \neq k} w_{k,i}^{c_i n_i(n/m_{k,i})} \\
&= (\prod_{i \neq k} w_{k,i}^{c_i(n/m_{k,i})}) n_k.
\end{align*}
\]

$(\Rightarrow)$: The relations $R_{n_i}(x \cdot t_i)$ and $R_{n_j}(x \cdot t_j)$ immediately imply that $R_{d_{i,j}}(x \cdot t_i)$ and $R_{d_{i,j}}(x \cdot t_j)$ and so $R_{d_{i,j}}(t_i \cdot t_j^{-1})$. For showing $R_n(x \cdot \beta)$ it suffices, by Lemma 4.4.5, to show that $R_{n_i}(x \cdot \beta)$ holds for each $i < p$. This follows from $R_{n_i}(t_i \cdot \beta^{-1})$, which was proved above, and the assumption $R_{n_i}(x \cdot t_i)$.

$(\Leftarrow)$: From the first part of the proof we have $R_{n_k}(t_k \cdot \beta^{-1})$ for each $k < p$; now by $R_n(x \cdot \beta)$ we have $R_{n_k}(x \cdot \beta)$ and so $R_{n_k}(x \cdot t_k)$ for each $k < p$.

- Let us note that Lemmas 4.4.5 and 4.4.6 are provable in TQ. The idea of the proof of Lemma 4.4.6 is taken from [14].

**Lemma 4.4.7** The following sentences are provable in TQ, for any $n > 1$:

\[
\begin{align*}
\forall u \exists y[R_n(y \cdot u)], \\
\forall x, u \exists y[x < y \wedge R_n(y \cdot u)], \\
\forall z, u \exists y[y < z \wedge R_n(y \cdot u)] \\
\wedge \forall x, z, u \exists y[x < z \Rightarrow x < y < z \wedge R_n(y \cdot u)].
\end{align*}
\]

**Proof.** We present a proof for the last formula only. By $m_{10}$ (of Definition 4.4.4) there exists some $v$ such that $x \cdot u < v^n < z \cdot u$. Then for $y = v^n \cdot u^{-1}$ we will have $x < y < z$ and $R_n(y \cdot u)$.

**Lemma 4.4.8** The following sentences are provable in TQ, for any $\{m_j > 1\}_{j < q}$:

\[
\begin{align*}
\forall \{x_j\}_{j < q} \exists y[M_{j < q} \neg R_{m_j}(y \cdot x_j)], \\
\forall \{x_j\}_{j < q}, u \exists y[y < y \wedge M_{j < q} \neg R_{m_j}(y \cdot x_j)],
\end{align*}
\]
\[ \forall \{x_j\}_{j < q}, v \exists y [y < v \land \bigwedge_{j < q} \neg R_{m_j}(y \cdot x_j)] \text{ and } \]
\[ \forall \{x_j\}_{j < q}, u, v \exists y [u < v \rightarrow u < y \land \bigwedge_{j < q} \neg R_{m_j}(y \cdot x_j)]. \]

**Proof.** The first sentence is an immediate consequence of \( \mathbb{M}_{11} \) (of Definition 4.4.4) for \( n = 1 \). We show the last sentence. There exists \( \gamma \), by \( \mathbb{M}_{11} \), such that the relation
\[ \bigwedge_{j \in \mathbb{N}} \neg R_{m_j}(\gamma \cdot x_j) \] holds. Let \( M = \prod_j m_j \); by \( \mathbb{M}_{10} \) there exists some \( \delta \) such that the inequalities \( u \cdot \gamma^{-1} < \delta^M < v \cdot \gamma^{-1} \) holds. Now for \( y = \gamma \cdot \delta^M \) we have \( u < y < v \) and also \( \bigwedge_{j \in \mathbb{N}} \neg R_{m_j}(y \cdot x_j) \), since if (otherwise) we had \( R_{m_j}(y \cdot x_j) \), then \( R_{m_j}(\gamma \cdot \delta^M \cdot x_j) \) and so \( R_{m_j}(\gamma \cdot x_j) \) would hold; a contradiction. \( \square \)

**Lemma 4.4.9** In the theory \( TQ \) the following formulas
\[ \exists x [R_n(x \cdot t) \land \bigwedge_{j < q} \neg R_{m_j}(x \cdot s_j)], \]
\[ \exists x [u < x \land R_n(x \cdot t) \land \bigwedge_{j < q} \neg R_{m_j}(x \cdot s_j)] \] and
\[ \exists x [x < v \land R_n(x \cdot t) \land \bigwedge_{j < q} \neg R_{m_j}(x \cdot s_j)] \]
are equivalent with
\[ \bigwedge_{m_j | n(j < q)} \neg R_{m_j}(t^{-1} \cdot s_j); \]
and the formula
\[ \exists x [u < x < v \land R_n(x \cdot t) \land \bigwedge_{j < q} \neg R_{m_j}(x \cdot s_j)] \]
is equivalent with
\[ \bigwedge_{m_j | n(j < q)} \neg R_{m_j}(t^{-1} \cdot s_j) \land u < v. \]

**Proof.** If \( m_j \mid n \) then \( R_n(x \cdot t) \) implies \( R_{m_j}(x \cdot t) \). Now, if \( R_{m_j}(t^{-1} \cdot s_j) \) were true, then \( R_{m_j}(x \cdot s_j) \) would be true too; contradicting \( \bigwedge_{j < q} \neg R_{m_j}(x \cdot s_j) \). Suppose now that the relation \( \bigwedge_{m_j | n} \neg R_{m_j}(t^{-1} \cdot s_j) \) holds. By \( \mathbb{M}_{11} \) there exists some \( \gamma \) such that
\[ \bigwedge_{m_j | n} \neg R_{m_j}(\gamma \cdot t^{-1} \cdot s_j) \] holds. By \( \mathbb{M}_{10} \) there exists some \( \delta \) such that the inequalities \( u \cdot t \cdot \gamma^{-n} < \delta^M \cdot n < v \cdot t \cdot \gamma^{-n} \) (if \( u < v \)) hold, where \( M \) is the product \( \prod_{j < q} m_j \). For \( x = \delta^M \cdot n \cdot \gamma^n \cdot t^{-1} \) we have \( u < x < v \) and \( R_n(x \cdot t) \). We show \( \neg R_{m_j}(x \cdot s_j) \) for each \( j < q \) by distinguishing two cases: if \( m_j \mid n \) then \( \neg R_{m_j}(t^{-1} \cdot s_j) \) implies the relation
\[ \neg R_{m_j}(\delta^M \cdot n \cdot \gamma^n \cdot t^{-1} \cdot s_j); \] if \( m_j \nmid n \) then by \( \neg R_{m_j}(\gamma \cdot t^{-1} \cdot s_j) \) we have the relation
\[ \neg R_{m_j}(\delta^M \cdot n \cdot \gamma^n \cdot t^{-1} \cdot s_j). \] \( \square \)
Finally we can prove the main result which appears for the first time in this thesis.

**Theorem 4.4.10** The infinite theory $\mathbb{T}_\mathbb{Q}$ completely axiomatizes the theory of the structure $\langle \mathbb{Q}^+; <, \times \rangle$, and moreover the structure $\langle \mathbb{Q}^+; <, \times, \square^{-1}, 1, \{\mathbb{R}_n\}_{n>1} \rangle$ admits quantifier elimination.

**Proof.** We are to eliminate the quantifier of the formula

$$\exists x \left( \bigwedge_{i<p} \mathbb{R}_n(x^{a_i} \cdot t_i) \land \bigwedge_{j<q} -\mathbb{R}_m(x^{b_j} \cdot s_j) \land \bigwedge_{k<f} u_k < x^{c_k} \land \bigwedge_{\ell<g} x^{d_\ell} < v_\ell \land \bigwedge_{i<h} x^{e_i} = w_i \right).$$

(4.1)

By the equivalences

(i) $a^n < b^n \iff a < b$

(ii) $\mathbb{R}_{m,n}(a^n) \iff \mathbb{R}_m(a)$

we can assume that all the $a_i$’s, $b_j$’s, $c_k$’s, $d_\ell$’s and $e_i$’s are equal to each other, and moreover, equal to one (cf. the proof of Theorem 3.4.3). We can also assume that $h = 0$ and that $f, g \leq 1$. By Lemma 4.4.6 we can also assume that $p \leq 1$.

- If $q = 0$, then Lemma 4.4.7 implies that the quantifier of the formula (4.1) can be eliminated. So, we assume that $q > 0$.

- If $p = 0$, then the quantifier of (4.1) can be eliminated by Lemma 4.4.8.

- Finally, if $p = 1$ (and $q \neq 0 = h$ and $f, g \leq 1$), then Lemma 4.4.9 implies that the formula (4.1) is equivalent with a quantifier-free formula.
Corollary 4.4.11  The below infinite theory completely axiomatized the theory of the structure $\langle \mathbb{Q}; <, \times \rangle$:

\begin{align*}
(0_1) & \forall x, y (x < y \rightarrow y \not< x) \\
(0_2) & \forall x, y, z (x < y < z \rightarrow x < z) \\
(0_3) & \forall x, y, z (x < y \lor x = y \lor y < x) \\
(M_1) & \forall x, y, z (x \cdot (y \cdot z) = (x \cdot y) \cdot z) \\
(M_2^0) & \forall x (x \cdot 1 = x \land x \cdot 0 = 0 = 0^{-1}) \\
(M_3^0) & \forall x (x \not= 0 \rightarrow x \cdot x^{-1} = 1) \\
(M_4) & \forall x, y (x \cdot y = y \cdot x) \\
(M_5^0) & \forall x, y, z (x < y \land 0 < z \rightarrow x \cdot z < y \cdot z) \\
(M_6^0) & \forall x, y, z (x < y \land 0 < z \rightarrow y \cdot z < x \cdot z) \\
(M_7) & \exists y (-1 < 0 < 1 < y) \\
(M_8) & \forall x (x^{2n} = 1 \leftrightarrow x = 1 \lor x = -1) \\
(M_{10}^n) & \forall x, z, \exists y (0 < x < z \rightarrow x < y^n < z) \quad n \in \mathbb{N} \\
(M_{11}) & \forall \{x_j\}_{j<q} \exists y \forall z \not\in \mathbb{N} (y^n \cdot x_j \neq z^{m_j}) \quad \text{for each } n \geq 1 \text{ (and } m_j > 1) \\
\end{align*}

and moreover the structure $\langle \mathbb{Q}; <, \times, \square^{-1}, -1, 0, 1, \{\mathbb{R}_n\}_{n>1} \rangle$ admits quantifier elimination.

Proof. Quantifier elimination of the theory of $\langle \mathbb{Q}; <, \times, \square^{-1}, -1, 0, 1, \{\mathbb{R}_n\}_{n>1} \rangle$ follows from Theorem 4.4.10: it suffices to distinguish the signs by noting that for all $x$ one of the three cases $-x > 0$ or $x = 0$ or $x > 0$ holds.

Proposition 4.4.12  The theory of the structure $\langle \mathbb{Q}; +, \times \rangle$ is undecidable.

Proof. Since the set of integer numbers is definable in $\langle \mathbb{Q}; +, \times \rangle$ [16], the decidability of the theory of the structure $\langle \mathbb{Q}; +, \times \rangle$ implies the decidability of the theory of the structure $\langle \mathbb{Z}; +, \times \rangle$ and this contradicts Proposition 4.2.1.

4.4.2 Non-finite Axiomatizability of $\langle \mathbb{Q}; <, \times \rangle$

Theorem 4.4.13  The structure $\langle \mathbb{Q}^+; <, \times \rangle$ is not finitely axiomatizable.
4.4. Rational numbers with order and multiplication

Proof. To see that the structure \( \langle \mathbb{Q}^+; <, \times \rangle \) cannot be axiomatized by a finite set of sentences we present an ordered multiplicative structure that satisfies any sufficiently large finite number of the axioms of \( T \mathbb{Q} \) but does not satisfy all of its axioms. Let \( p \) be a sufficiently large prime number. The set

\[
\mathbb{Q}/p = \{ m/p^k \mid m \in \mathbb{Z}, k \in \mathbb{N} \}
\]

is closed under addition and the operation \( x \mapsto x/p \), and the inclusions \( \mathbb{Z} \subseteq \mathbb{Q}/p \subseteq \mathbb{Q} \) hold. Let \( \rho_0, \rho_1, \rho_2, \ldots \) denote the sequence of all prime numbers \( 2, 3, 5, \ldots \). Let \( (\mathbb{Q}/p)^* \) be the set \( \{ \prod_{i \leq q} \rho_i^{r_i} \mid r_i \in \mathbb{Q}/p \} \); this is closed under multiplication and the operation \( x \mapsto x^{1/p} \), and we have the inclusions \( \mathbb{Q}+ \subseteq (\mathbb{Q}/p)^* \subseteq \mathbb{R}^+ \). Thus, \( (\mathbb{Q}/p)^* \) satisfies the axioms \( O_1, O_2, O_3, M_1, M_2, M_3, M_4, M_5 \) and \( M_6 \) of Proposition 4.3.2, and also the axiom \( M_{10} \). However, it does not satisfy the axiom \( M_{11} \) for \( n = q = x_0 = 1 \) and \( m_0 = p \) because \( (\mathbb{Q}/p)^* \models \forall y \mathcal{R}_p(y) \). We show that \( (\mathbb{Q}/p)^* \) satisfies the instances of the axiom \( M_{11} \) when \( 1 < m_j < p \) (for each \( j < q \) and arbitrary \( n, q \)). Thus, no finite number of the instances of \( M_{11} \) can prove all of its instances (with the rest of the axioms of \( T \mathbb{Q} \)). Let \( x_j \)'s be given from \( (\mathbb{Q}/p)^* \); write \( x_j = \prod_{i < \ell_j} \rho_i^{r_{ij}} \) where we can assume that \( \ell_j \geq q \). Put \( r_{j,k} = u_{j}/p^{v_j} \) where \( u_j \in \mathbb{Z} \) and \( v_j \in \mathbb{N} \) (for each \( j < q \)). Define \( t_j \) to be 1 when \( m_j \mid u_j \) and be \( m_j \) when \( m_j \nmid u_j \). Let

\[
y = \prod_{i < q} \rho_i^{(r_i/p^{v_i}+1)} \in (\mathbb{Q}/p)^*.
\]

We show

\[
\bigwedge_{j < q} \neg \mathcal{R}_{m_j}(y^n \cdot x_j)
\]

under the assumption \( \bigwedge_{j < q} m_j \nmid n \). Take a \( k < q \), and assume (for the sake of contradiction) that \( \mathcal{R}_{m_k}(y^n \cdot x_k) \). Then \( \mathcal{R}_{m_k}(\rho_k^{m_k/p^{v_k}+1} \cdot \rho_k^{u_k/p^{v_k}}) \) holds, and so there should exist some \( a, b \) such that

\[
\rho_k^{(m_k+p u_k)/p^{v_k}+1} = \rho_k^{(m_k-a)/p^b}.
\]
Therefore,

\[ m_k \mid nt_k + pu_k. \]

We reach to a contradiction by distinguishing two cases:

(i) if \( m_k \mid u_k \) then \( t_k = 1 \) and so \( m_k \mid n + pu_k \) whence \( m_k \mid n \), contradicting \( \bigwedge_{j < q} m_j \not \mid n \);

(ii) if \( m_k \not \mid u_k \) then \( t_k = m_k \) and so \( m_k \mid nm_k + pu_k \) whence \( m_k \mid pu_k \) which by \( (m_k, p) = 1 \) implies that \( m_k \mid u_k \), contradicting the assumption (of \( m_k \not \mid u_k \)).
Chapter 5

Conclusions and Open Problems

5.1 Some Conclusions

In the following table the decidable structures are denoted by \( \Delta_1 \) and the undecidable ones by \( \tilde{\Delta}_1 \):

|     | \( \mathbb{N} \) | \( \mathbb{Z} \) | \( \mathbb{Q} \) | \( \mathbb{R} \) |
|-----|----------------|----------------|----------------|----------------|
| \{<\} | \( \Delta_1 \) | \( \Delta_1 \) | \( \Delta_1 \) | \( \Delta_1 \) |
| \{<, +\} | \( \Delta_1 \) | \( \Delta_1 \) | \( \Delta_1 \) | \( \Delta_1 \) |
| \{<, ×\} | \( \tilde{\Delta}_1 \) | \( \tilde{\Delta}_1 \) | \( \Delta_1 \) | \( \Delta_1 \) |
| \{+, ×\} | \( \tilde{\Delta}_1 \) | \( \tilde{\Delta}_1 \) | \( \tilde{\Delta}_1 \) | \( \Delta_1 \) |

- Decidability of the theory of the structure \( \langle \mathbb{Q}; <, × \rangle \) and also the presentation of an explicit axiomatization for the theory of the structure \( \langle \mathbb{R}; <, × \rangle \) are some new results in this thesis.

- For the theory of some other decidable structures, the old and new (syntactic) proofs were given along with some explicit axiomatizations.

- It is interesting to note that
– the undecidability of the theories of $\langle \mathbb{N}; <, \times \rangle$ and $\langle \mathbb{Z}; <, \times \rangle$ follow from the undecidability of the theories of $\langle \mathbb{N}; +, \times \rangle$ and $\langle \mathbb{Z}; +, \times \rangle$ (and the definability of $+$ from $<$ and $\times$ in $\mathbb{N}$ and $\mathbb{Z}$);

– the decidability of the theory of the structure $\langle \mathbb{R}; <, \times \rangle$ follows from the decidability of the theory of the structure $\langle \mathbb{R}; +, \times \rangle$ (and the definability of $<$ from $+$ and $\times$ in $\mathbb{R}$);

– though, the undecidability of the additive and multiplicative structure $\langle \mathbb{Q}; +, \times \rangle$ has nothing to do with the (decidable) theory of multiplicative structure $\langle \mathbb{Q}; <, \times \rangle$; as a matter of fact $+$ is not definable in the multiplicative structure $\langle \mathbb{Q}; <, \times \rangle$ while $<$ is definable in $\langle \mathbb{Q}; +, \times \rangle$.

5.2 Some Open Problems

There are lots of notable sets between $\mathbb{Q}$ and $\mathbb{R}$. For example

– $\mathbb{Q}[\sqrt{2}]$.

– $\mathbb{Q}[\sqrt{2}, \sqrt{3}, \sqrt{5}, \cdots]$.

– $\Omega = \{\text{the set of real numbers that are constructible by ruler and compass}\}$.

– The field generated by the radicals of rational numbers (when they exist in the real numbers).

For any set $A$ with $\mathbb{Q} \subseteq A \subseteq \mathbb{R}$, Theorem 3.2.1 axiomatizes the theory of the structure $\langle A; <, + \rangle$ when $A$ is closed under the addition operation and also the operations $x \mapsto x/n$ ($n \in \mathbb{N}^+$). But the theory of the structure $\langle A; <, \times \rangle$ could be different, when $A$ is closed under $\times$ (it could not be even axiomatizable, or be axiomatizable by a different set of axioms). For example, it is not yet known if the theory of the structure $\langle \Omega; <, \times \rangle$ is decidable or not!?

Investigating any of these problems could lead to some wonderful results in Mathematical Logic and Computer Science.
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