Non-equilibrium scalar field dynamics starting from Fock states: Absence of thermalization in one dimensional phonons coupled to fermions
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We propose a new method to study non-equilibrium dynamics of scalar fields starting from non-Gaussian initial conditions using Keldysh field theory. We use it to study dynamics of phonons coupled to non-interacting bosonic and fermionic baths, starting from initial Fock states. We find that in one dimension long wavelength phonons coupled to fermionic baths do not thermalize both at low and high bath-temperatures. At low temperature, constraints from energy-momentum conservation lead to a narrow bandwidth of particle-hole excitations and the phonons effectively do not see this bath. On the other hand, the strong band-edge divergence of the particle-hole density of states leads to an undamped polaritonic mode of the dressed phonons above the band edge of the particle-hole excitations. These undamped modes contribute to the lack of thermalization of long wavelength phonons at high temperatures. In higher dimensions, these constraints and the divergence of density of states are weakened and lead to thermalization at all wavelengths.

I. INTRODUCTION

Scalar fields are paradigmatic degrees of freedom in quantum field theories, with wide ranging applications from particle physics to astrophysics and cosmology to condensed matter physics. In particle physics they played a big role in the construction of the Higgs mechanism, which leads to descriptions of massive particles\textsuperscript{1-3}. In cosmology and astrophysics, scalar fields have been used to describe inflationary expansion of the early universe\textsuperscript{4,5}; they have also been projected as possible candidates for dark matter in various models\textsuperscript{6-8}. They are also ubiquitous in condensed matter physics, often rearing their heads as low energy fluctuations around ordered (symmetry broken) states of matter. From phonons in solids\textsuperscript{9} to magnons in certain types of magnets\textsuperscript{10} to phase fluctuations in a superfluid\textsuperscript{11,12}, there are a large variety of scalar fields which occur in descriptions of quantum many body systems. More recently, with the advent of technology to create strong light-matter interactions, photons in optical cavities\textsuperscript{13-16} or dressed excitations like polaritons\textsuperscript{17-21} can also be described by effective scalar fields.

Compared to the well developed equilibrium and ground state theory for scalar fields (including interacting field theories)\textsuperscript{22-24}, the non-equilibrium dynamics of scalar fields are relatively less studied. The primary motivation for earlier studies of non-equilibrium dynamics of scalar fields was related to non-equilibrium processes in the early universe and in high energy collisions\textsuperscript{25-28}. More recent advances in creating non-equilibrium states, either by pumping solid state systems with intense energy sources\textsuperscript{29-32}, or by pulse shaping\textsuperscript{33-37} and cavity engineering\textsuperscript{38-41}, has led to a renewed focus on this topic. In many of these cases, the system evolves starting from an athermal state. A typical example is a cavity where the photons are initiated to a squeezed state\textsuperscript{39,42-45}. Thus it is very important to obtain a description of dynamics of scalar fields starting from athermal initial conditions.

The standard Schwinger-Keldysh field theory used to describe non-equilibrium dynamics of many body systems, unfortunately requires a thermal initial condition to work\textsuperscript{46-50}. Recently Chakraborty et. al.\textsuperscript{51} looked at this problem for Schrödinger bosons (fields obeying saddle point Schrödinger equation with single time derivatives). They found that arbitrary initial conditions can be incorporated in the field theory provided an additional source is coupled to the fields at the initial time. The correlators are calculated within this theory with the additional source. The physical correlation functions are then obtained by taking derivatives of these correlators with respect to the initial sources, with the set of derivatives determined by the initial conditions. In this paper, we extend this formalism to describe non-equilibrium dynamics of scalar fields starting from density matrices diagonal in occupation number (Fock) states. Other than having different symmetries, the key difference between Schrödinger bosons and scalar fields is that scalar fields obey a classical equation of motion which has $2^{nd}$ order time derivatives. Our formalism also requires additional sources at initial times. However, these sources couple to bilinears of both the initial fields and their time derivatives, reflecting the fact that the classical equations for these fields are now $2^{nd}$ order in time derivatives and require knowledge of both initial configurations and their time derivatives to be solved. The rest of the formalism is similar to Ref.\textsuperscript{51}; i.e. we calculate the correlators in presence of these sources and then take derivatives with respect to the initial sources to get physical correlation functions.

We use our formalism to study the thermalization of a system of scalar fields coupled to external baths, and initialized to athermal Fock states. Although we consider phonons as a concrete example in this case, similar considerations can be used for other scalar fields including complex ($O(2)$) and $O(N)$ scalar fields. We first consider coupling the phonons to a Markovian ohmic bath with a smooth ultra-violet cut-off\textsuperscript{53}. Here, as expected, the phonons thermalize at a rate which becomes momentum independent as we go to the broad bandwidth limits of pure white noise\textsuperscript{53}.

We then consider the coupling of phonons with the particle-hole excitations of a non-interacting fermionic bath. The dynamics of electrons coupled to phonons has been extensively studied in the context of thermalization of “hot electrons”\textsuperscript{54-62}. Relatively less attention has been paid to the dynamics of the phonons coupled to fermions\textsuperscript{63-67}. We note
that the evolution of one-particle distribution functions have been treated before using Kadanoff-Baym equations\textsuperscript{27}. In one dimension, at low temperatures, the density of particle-hole excitations with a fixed low momentum transfer is finite only over a narrow region of energy. In the long wavelength limit this almost reduces to a linearly dispersing mode with a width which scales quadratically with the momentum. As a result, the long wavelength phonon modes effectively do not see the fermionic bath as it is not possible to satisfy both energy and momentum conservation during exchange with the bath.\textsuperscript{68,69} Hence these modes undergo quantum oscillations and remember their initial occupation numbers even at very long times. These modes thus do not thermalize at low bath temperature. In principle two phonon scatterings, which occur at higher orders of system-bath couplings, do not suffer from the tight energy-momentum conservation requirements. However we find that in presence of a Fermi sea, the decay rate of a phonon with energy $\omega_{ph}$ remains exponentially small ($\sim \omega_{ph} e^{-\frac{q^2}{\omega_{ph}}}$) for $T \ll \omega_{ph}$. For $T \gg \omega_{ph}$, we obtain a decay rate $\sim T$. This high $T$ classical limit is similar to those considered in Refs.\textsuperscript{70} and \textsuperscript{71}. The difference in the exponent between our results and earlier works\textsuperscript{70,71} comes from considering the fact that the relevant two-phonon process is mediated by a fermion with energy mismatch (i.e. off-shell) $\Delta \epsilon$, which scale with the momentum of the phonon which is decaying. Note that this is the dominant relaxation process for $\Delta \epsilon \gg T \gg \omega_{ph}$, while the relaxation is dominated by the single phonon process for $T \sim \Delta \epsilon$. We note that even higher order (8-th order in system-bath coupling) processes which involve two particle-hole excitations (three phonon processes), result in a decay rate which is polynomial in temperature and hence not exponentially small. But for small values of system-bath coupling these processes are highly suppressed.

At high temperatures, the particle-hole density of states extend from zero energy to a band maximum (due to a finite bandwidth of the fermions). An interesting feature of one dimensional fermions is a divergence in the single particle density of states at the upper edge of the corresponding band. This leads to a strong divergence in the particle-hole density of states near their band edge. This divergence in the bath density of states results in the formation of new dressed modes of the phonons just outside the upper band edge for the particle-hole excitations. This new mode, which we call a “polariton” due to its similarity to polaritons formed by dressing of light with excitons\textsuperscript{24,48–50}, remains undamped, leading to the absence of thermalization of long-wavelength phonons, even at high bath temperatures. This is contrary to the general expectation that thermalization should be easier at high temperatures since energy-momentum constraints in scattering processes are relaxed. This new mode can be studied in one dimensional systems with strong electron-phonon coupling.

To contrast with the singular case of one dimensional particle-hole bath, we also consider a bath of two dimensional non-interacting electrons. In this case, there is no lower bound for the existence of particle-hole excitations and the phonons thermalize unless the Debye frequency of the phonons is larger than the bandwidth of the electrons. Further the singularities in the density of states of the particle-hole bath are weakened, and hence there is no additional mode formation in this case. The scalar fields thermalize unless they are massive, which describes optical phonons in the present context. In that case, coupling to the Fermionic bath fails to thermalize the long wavelength phonons as energy-momentum constraints cannot be satisfied simultaneously.

We now provide a brief route map of the different sections of our paper. In section II, we set up the Keldysh field theory based formalism to describe non-equilibrium dynamics of scalar fields starting from Fock states. We initially work out the case of a single harmonic oscillator in section II A and extend it to the case of scalar fields in section II B. In section III we first set up the problem of dynamics of phonons coupled to external baths, where the phonons are initialized to a non-thermal Fock state. In section III A, we focus on the effects of a bosonic ohmic bath, while section III B 1 illustrates the example of a one dimensional fermionic bath, where the long wavelength phonons do not thermalize. We finish this section with the case of two dimensional fermionic bath in section III B 2. Finally we have summarized the results in the concluding section IV.

## II. DYNAMICS WITH INITIAL CONDITIONS

Several problems in non-equilibrium dynamics relevant to different branches of physics require the description of dynamics of scalar fields starting from athermal initial conditions. Such initial conditions can result from sophisticated pulse-shaping techniques creating squeezed lights in optical cavities\textsuperscript{39,44,45}. They can also be created when a large amount of energy is dumped into a system with broken symmetry, as is done in the case of pump-probe experiments\textsuperscript{29–32,74–76}. This can also be relevant for high energy particles which can be created in non-equilibrium distributions due to particle collision/decay\textsuperscript{77}.

The standard textbook formalism of Schwinger-Keldysh field theory used to describe non-equilibrium dynamics however works when the initial condition is described by a thermal initial density matrix\textsuperscript{24,48–50}. In a recent paper, Chakraborty et. al\textsuperscript{51} had constructed a formalism to treat open system dynamics of bosons and fermions starting from arbitrary initial conditions. The bosons/fermions were described by a Schrödinger equation, which was suitably modified for open system dynamics. Here we will extend this formalism to the case of scalar fields whose classical equation of motion has 2\textsuperscript{nd} order time-derivative which brings additional complications. Before we describe the formalism for scalars, we first review the structure of the formalism put forward in Ref. 51. It will serve as a paradigm for comparing and contrasting the formalism developed here.

In Ref. 51 it was proposed that the athermal initial density matrix can be exponentiated by using a source term which allows it to be included in the action. In this formalism, the Schwinger-Keldysh action is modified by adding a source dependent action $\delta S(u)$ where the source $u$ couples to the bilinears of the fields only at the initial time. The source only couple to the Keldysh $(\dot{q} - q)$ part of the action which carries
information about the initial state. For example, in the case of a single bosonic mode $\delta S(u) = i \frac{\delta}{\delta \phi_q(0)} \phi_q(0)$, when the system starts with an arbitrary initial density matrix $\rho_0 = \sum_n c_n |n\rangle \langle n |$ in the Fock basis. The correlation functions are calculated from the action with this extra source dependent part, which makes them dependent on the source $u$ in general. The physical correlation functions $G_\rho$ are then calculated by taking a particular set of derivatives on the source dependent correlation functions $G(u)$. This set of derivatives depends on the initial condition the system starts with. For the simple case of a single bosonic mode, $G_\rho = \sum_n \frac{\delta}{\delta u_n} G(u)|_{u=0}$. We will now extend the Schwinger-Keldysh field theory for scalar fields to include initial density matrices diagonal in Fock basis. We will first consider the case of a single harmonic oscillator in position basis which represents a single mode of scalar fields. Then we will generalize it for the scalar fields containing multiple modes.

A. The Case of a single Harmonic Oscillator

It is instructive to first consider the case of a single harmonic oscillator in the position basis. This will provide us with the basic structure of the theory, which can then be extended to real scalar fields. We consider the dynamics of a closed system of a one dimensional simple harmonic oscillator with frequency $\Omega$, which is governed by the action

$$ S = \int dt \frac{m}{2} \dot{x}^2 - \frac{1}{2} m \Omega^2 x^2. \tag{1} $$

We want to consider the dynamics of this system starting from the number or Fock states. However, in a harmonic oscillator (and similarly in scalar field theory), construction of the Fock states involves an additional energy scale. One can contrast this to Schrödinger theories, where one can define a Fock basis independent of any external scales. To see this, note that creation-annihilation operators defined by $a_\omega^\dagger = \sqrt{\frac{m}{\hbar}} (\hat{p} - i \frac{\hat{p}}{\sqrt{m \omega}}) / \sqrt{2}$ and $a_\omega = \sqrt{\frac{m}{\hbar}} (\hat{p} + i \frac{\hat{p}}{\sqrt{m \omega}}) / \sqrt{2}$ satisfy the standard bosonic algebra $[a_\omega^\dagger, a_\omega] = 1$ for any value of $\omega$, and can be used to construct a complete number basis with non-negative integer eigenvalues. Unless $\omega = \Omega$, these states will not be the stationary states of our harmonic oscillator; nevertheless they can provide a complete basis to write the initial density matrix. This will allow us to consider density matrices which do not commute with the Hamiltonian of the system. In a closed system, this allows us to consider quench problems with non-trivial dynamics.$^{78-80}$ We will consider an initial density matrix which is diagonal in the number basis corresponding to $a_\omega$ operators, i.e.

$$ \hat{\rho}_0 = \sum_n c_n |n_\omega\rangle \langle n_\omega |, \tag{2} $$

where $\sum_n c_n = 1$ for probability conservation. Shifting now to the Keldysh theory with doubled time contours (+ for forward propagation and − for backward propagation), the Keldysh partition function can be written as

$$ Z = \int D[x_+] D[x_-] e^{\int dt \frac{m}{2} \left( (x_+)^2 - (x_-)^2 \right) - \frac{1}{4} m \Omega^2 (x_+^2 - x_-^2) \langle x_+(0) | \hat{\rho}_0 | x_-(0) \rangle}. \tag{3} $$

Using the Harmonic oscillator energy eigenfunctions, $\psi_n(x) = \langle x | n_\omega \rangle = (\frac{m \omega}{\pi})^{\frac{1}{4}} \frac{1}{\sqrt{2^n n!}} e^{-\frac{1}{2} m \omega x^2} \frac{H_n(\sqrt{m \omega} x)}{\sqrt{m \omega} x}$, where $H_n$ are the Hermite polynomials (we have set $\hbar = 1$), the matrix element of the initial density matrix is given by

$$ \langle x_+ | \hat{\rho}_0 | x_- \rangle = \sqrt{\frac{m \omega}{\pi}} e^{-\frac{1}{2} m \omega (x_+^2 + x_-^2)} \sum_n \frac{c_n}{2^n n!} H_n(\sqrt{m \omega} x_+) H_n(\sqrt{m \omega} x_-) \left. \frac{\partial^n}{\partial u^n} \frac{1}{\sqrt{1 - u^2}} e^{m \omega f(u) x_+ x_- - \frac{1}{2} m \omega g(u) (x_+^2 + x_-^2)} \right|_{u=0}, \tag{4} $$

where $f(u) = \frac{2u}{1-u^2}$, $g(u) = \frac{1+u^2}{1-u^2}$, and we have used the Mehler formula$^{81}$ for the generating function of products of Hermite polynomials to obtain the last expression.

One can now write the partition function describing the dynamics starting from this initial condition as

$$ Z = \tilde{L}(\partial_u, \rho_0) Z(u) \bigg|_{u=0}, \tag{5} $$

where the differential operator $\tilde{L} = \sum_n \frac{\omega_n}{\sqrt{1-u^2}} (\partial_u)^n \frac{1}{\sqrt{1-u^2}}$ depends on the initial density matrix. It is useful to write $\tilde{L} = L \mathcal{M}(u)$, where $L = \sum_n \frac{\omega_n}{\sqrt{1-u^2}} (\partial_u)^n$ and $\mathcal{M}(u) = \frac{1}{\sqrt{1-u^2}}$. Here, the partition function in presence of source terms at the initial time is
\[ Z(u) = \sqrt{\frac{\omega}{\pi}} \int D[x_+]D[x_-]e^{iS(u)} \],

where

\[ S(u) = \frac{m}{2} \int dt \int dt' (x_+(t), x_-(t)) \left( \begin{array}{cc} \delta(t-t')(\partial_t^2 + \Omega^2) + \delta(t)\delta(t') & \omega f(u)\delta(t)\delta(t') \\ i\omega f(u)\delta(t)\delta(t') & \delta(t-t')(-\partial_t^2 - \Omega^2) - \delta(t)\delta(t')/\partial_t^2 + i\omega g(u) \end{array} \right) \left( \begin{array}{c} x_+(t') \\ x_-(t') \end{array} \right). \] (6)

Note that in addition to the source terms related to imposing the correct initial condition on the dynamics, there is an additional time derivative term at \( t = 0 \). This boundary term comes from an integration by parts, which converts \( x^2 \rightarrow \hat{x}\hat{x} \) in the action and is ignored in theories where the time co-ordinate extends up-to \(-\infty\). As a simple check, one can easily show that without any additional sources present, \( Z(u) = \sqrt{\frac{1+u}{1-u}} \), and hence \( Z = \sum_n c_n = 1 \), as one expects for the Keldysh partition function.

The correlation functions in this theory can be calculated by adding sources coupling linearly to \( x \) at arbitrary times and taking derivatives with respect to these sources. The derivatives with respect to these linear sources commute with the derivatives with respect to the bilinear initial source \( u \). Hence one can write

\[ D(\rho_0) = \mathcal{L}(\partial_u, \rho_0)\mathcal{N}(u)D(u)|_{u=0} \] (7)

where \( D(\rho_0) \) is the correlator corresponding to the physical dynamics with the initial condition, while \( D(u) \) is the correlation function in the theory with the initial sources. The normalization \( \mathcal{N}(u) = M(u)Z(u) = \frac{1}{1-u} \). Focussing on the single particle Green’s function, we can invert the matrix in Eq. (6) to write

\[ D^+(t, t', u) = \frac{1}{2m\Omega} \sin \Omega(t-t') - \frac{i}{2m\omega} \frac{1+u}{1-u} \left\{ \cos \Omega t \cos \Omega t' + \frac{\omega^2}{\Omega^2} \sin \Omega t \sin \Omega t' \right\} \]

\[ D^-(t, t', u) = \frac{-1}{2m\Omega} \sin \Omega(t-t') - \frac{i}{2m\omega} \frac{1+u}{1-u} \left\{ \cos \Omega t \cos \Omega t' + \frac{\omega^2}{\Omega^2} \sin \Omega t \sin \Omega t' \right\} \]

\[ D^{++}(t, t', u) = \Theta(t-t')D^+(t, t', u) + \Theta(t'-t)D^{-+}(t, t', u) \] and

\[ D^{--}(t, t', u) = \Theta(t-t')D^{-+}(t, t', u) + \Theta(t'-t)D^{++}(t, t', u). \] (8)

The details of this calculation are presented in Appendix A.

It is useful to work with the Keldysh rotated classical \( x_{cl} = \frac{1}{2}(x_+ + x_-) \) and the quantum \( x_q = \frac{1}{2}(x_+ - x_-) \) degrees of freedom. In this basis, the one particle Green’s functions take the form

\[ \hat{D} = \left( \begin{array}{cc} D^K & D^R \\ D^A & 0 \end{array} \right), \] (9)

with

\[ D^R(t, t', u) = -\Theta(t-t') \frac{\sin \Omega(t-t')}{2m\Omega} = D^A(t', t, u) \] and

\[ D^K(t, t', u) = -\frac{i}{2m\omega} \frac{1+u}{1-u} \left[ \cos \Omega t \cos \Omega t' + \frac{\omega^2}{\Omega^2} \sin \Omega t \sin \Omega t' \right] \]

\[ = -2i\omega \frac{1+u}{1-u} D^R(t, \epsilon) \left[ 1 + \frac{\epsilon}{\omega^2} \frac{\partial}{\partial \epsilon} \right] D^A(\epsilon, t') \bigg|_{\epsilon=0}. \] (10)

We find that the retarded (and advanced) Green’s functions are independent of the initial conditions/ initial sources, while the Keldysh Green’s function depends on them. It is then easy to show that the retarded Green’s function for the actual dynamics starting from the initial condition has the same form as in Eq. (10), while the physical Keldysh Green’s function is given by

\[ D^K(t, t', \rho_0) = -2i\omega \sum_n c_n(1+2n)D^R(t, \epsilon) \left[ 1 + \frac{1}{\omega^2} \frac{\partial}{\partial \epsilon} \right] D^A(\epsilon, t') \bigg|_{\epsilon=0}. \] (11)

One can now write the action in the Keldysh rotated basis including the source terms, which will reproduce the correlators

\[ S = -m \int dt \int dt' (x_{cl}(t), x_q(t)) \left( \begin{array}{c} \hat{0} \\ \delta(t-t')(\partial_t^2 + \Omega^2) - i\omega \frac{1+u}{1-u} \left[ \delta(t)\delta(t') + \frac{1}{\omega^2} \partial_t \delta(t)\delta(t') \right] \end{array} \right) \left( \begin{array}{c} x_{cl}(t') \\ x_q(t') \end{array} \right). \] (12)
Note that in continuum, it is preferable to do a Keldysh rotation on the correlators in $\pm$ basis to get the correlators in $cl-q$ basis and then write an action in the $cl-q$ basis which reproduces the correct correlators. A direct field rotation on the continuum action Eq. (6) does not reproduce Eq. (12). This is a well-known problem in standard Keldysh field theory in continuum, which does not appear in discrete time versions\(^4\). The steps outlined here correctly reproduces all correlators in the system.

We note that the structure of the action is similar to that obtained for a Schrödinger theory of bosons, i.e. we add a bilinear source $u$ which couples only to the quantum fields at the initial time. This anti-Hermitian term effectivley acts as a Keldysh self energy for the fields. However, there is one key difference: unlike the Schrödinger bosons, where the $u$ terms are only coupled to bilinears of the fields at $t = 0$, here the additional terms couple both to the position and its time-derivatives at the initial time. This is a reflection of the fact that the saddle point equation is second order in time in this case and both the initial position and the initial velocity of the particle are required to solve this equation.

There is an alternate way of deriving the effective action Eq. (12). One can start with the coherent state representation of the harmonic oscillator and using the theory derived in Ref. 51, derive the effective action in the Keldysh rotated basis of complex Schrödinger bosons. One can then write the coherent state fields in terms of position and momentum degrees of freedom in a path integral on the phase space. Integrating out the momentum degrees of freedom, one can arrive at the effective action derived above. In this case, it is easy to see that the initial sources couple to both position and momentum, and hence, on integrating out the momentum degrees of freedom, they couple to the time derivative of the position at initial times. We note that this derivation works when $\omega$ and $\Omega$ are same, while the detailed derivation provided in this paper also works even when the Fock states of the initial density matrix are not the eigenstates of the closed system dynamics.

Before we move to the case of the scalar fields, we need to discuss how the dynamics changes if the system is coupled to an external bath starting at $t = 0$, leading to open quantum system dynamics. The addition of a bath (at least the simplest baths where the position of the oscillator couples to the bath degrees of freedom), leads to a quadratic theory where the effect of the bath can be incorporated through a retarded self-energy $\Sigma^R$ and a Keldysh self-energy $\Sigma^K$, corresponding respectively to dissipative and stochastic effects of the bath. The Keldysh self energy simply adds to the initial self-energy from the bilinear sources, so the correlators in presence of the external bath are given by

\[
D^R(t-t') = D^R_0(t-t') + \int_{t'}^{t} dt_1 \int_{t'}^{t_1} dt_2 D^R_0(t-t_1) \Sigma^R(t_1-t_2) D^R(t_2-t'),
\]

\[
D^K(t,t',\rho_0) = -2i\beta \sum_n c_n (1+2n) D^R(t,\epsilon) \left[ 1 + i \frac{1}{\omega_n} \frac{\delta \epsilon}{\delta \epsilon} \right] D^A(\epsilon,t') \bigg|_{\epsilon=0} + \int_0^t dt_1 \int_0^{t_1} dt_2 D^R(t-t_1) \Sigma^K(t_1,t_2) D^A(t_2-t'),
\]

where $D^R_0(t-t')$ is the retarded correlator in absence of the bath (given by Eq. 10).

Finally, we note that one can introduce effects of interaction by adding an interaction term in the Keldysh action. In this case, the dynamics is not exactly solvable, and one needs to make approximations to treat effects of interaction on the open system dynamics. It is important to note that even in this case, one can use standard diagrammatic techniques for calculating $D(u)$, and then obtain $D(\rho_0)$ by taking appropriate derivatives.

\[
S = \int dt \int d^d x \left( \phi_{cl}(x,t), \phi_q(x,t) \right) \begin{pmatrix} 0 & \Omega^2 \\ \Omega^2 & -2 \end{pmatrix} \begin{pmatrix} \phi_{cl}(x,t) \\ \phi_q(x,t) \end{pmatrix}.
\]

Working with momenta instead of real space, this gives

\[
S = \int dt \int d^d k \left( \phi_{cl}(-k,t), \phi_q(-k,t) \right) \begin{pmatrix} 0 & \Omega^2 \\ \Omega^2 & -2 \end{pmatrix} \begin{pmatrix} \phi_{cl}(k,t) \\ \phi_q(k,t) \end{pmatrix},
\]

where $\Omega_k = \sqrt{\omega^2 k^2 + m^2}$ is the dispersion of a generic massive scalar field. One can of course set $m = 0$ to describe massless scalar fields. We note that the theory would be written in terms of $\Omega_k$, one can also put the system on a lattice and consider...
lattice dispersions with associated finite range of lattice momenta (Brillouin zones).

We assume that the system is initialized to a density matrix which is diagonal in the Fock basis of the number operators 
\[ \hat{n}_k = a_k^\dagger a_k, \]
where \( a_k = \sqrt{\frac{\pi}{2\omega_k}} \phi(k) + i\sqrt{\frac{1}{2\omega_k}} \phi(k) \). Here \( \omega_k \) is a dispersion which can be different from \( \Omega_k \), and hence the initial state may not be an eigenstate of the Hamiltonian which generates the dynamics of the system.

In this case, we can generalize the answers we obtained for the simple harmonic oscillator in a straightforward way. The source \( \nu \) is generalized to a source field \( u_k \) for each mode \( k \) and the source dependent action in the Keldysh basis is

\[
S = \int dt \int dt' \int d^d k \left( \phi_c(-k, t), \phi_q(-k, t) \right) \begin{pmatrix} 0 & \delta(t - t')(-\partial^2_t - \Omega^2_k) \\ \delta(t - t')(\partial^2_t + \Omega^2_k) & i\omega_k \frac{1+\nu_k}{\nu_k} \left[ \delta(t)\delta(t') + \frac{1}{\omega_k^2} \delta_t \delta(t)\delta(t') \right] \end{pmatrix} \begin{pmatrix} \phi_c(k, t') \\ \phi_q(k, t') \end{pmatrix}. \tag{16}
\]

We consider a system starting from \( \rho_0 = \sum_n c_{\{n\}}|\{n\}\rangle \langle \{n\}| \). The physical correlation functions for this dynamics is given by

\[
D^R(k; t - t') = D^R_0(k; t - t') + \int_{t'}^t dt_1 \int_{t'}^{t_1} dt_2 D^R_0(k; t - t_1)\Sigma^R(k; t_1 - t_2)D^R(k; t_2 - t') \tag{17}
\]

\[
D^K(k; t', \rho_0) = -2i\omega_k \sum_{\{n\}} c_{\{n\}}(1 + 2n_k)D^R(k; t', \epsilon) \left[ 1 + \frac{1}{\omega_k^2} \partial_t \partial_{\epsilon} \right] D^A(k; \epsilon, t') \bigg|_{\epsilon = 0} \nonumber
\]

\[
+ \int_0^t dt_1 \int_0^{t'} dt_2 D^R(k; t - t_1)\Sigma^K(k; t_1, t_2)D^A(k; t_2 - t'),
\]

where \( \Sigma^R(k; t - t') \) and \( \Sigma^K(k; t, t') \) are retarded self-energy and Keldysh self-energy respectively for each mode. The self energies can arise if the system is coupled to an external bath, or from the interaction between the modes of the scalar fields. We will now use this formalism to study the non-equilibrium dynamics of scalar fields coupled to external baths. While this formalism is valid for any scalar fields, we will look into the concrete example of phonons coupled to various kinds of external baths to illustrate the use of this formalism.

### III. Dynamics of Phonons Coupled to External Bath

We now consider the dynamics of a system of phonons (quantized lattice vibrations) initialized to a non-thermal state and coupled to an external bath. In one dimension, the bare dispersion of the phonons is given by

\[
\Omega_k = \sqrt{\omega_0^2 \sin^2(k a/2) + m^2}, \tag{18}
\]

where \( a \) is the lattice spacing and \( m \) is the mass, which can be set to 0 to describe longitudinal phonons. For the massless phonons, the long wavelength modes have a linear dispersion \( \Omega_k \sim c_s k \), with the sound velocity \( c_s = \frac{\omega_0}{2} \). Since we are working on a lattice, the Brillouin zone extends from \( k = -\pi/a \) to \( k = \pi/a \). The bandwidth of the massless phonons is then given by \( \omega_0 \), which controls both the ultraviolet and the infrared dispersions in this simple model. We also note that this kind of dispersion is not specific to phonons, there exist other systems (for example magnons or quantized spin waves), which can be described by similar scalar field dispersion. The massive fields, which can be used to represent optical phonons, have a low energy dispersion \( \Omega_k \sim \sqrt{c_s^2 k^2 + m^2} \sim m + k^2/2m \), where the curvature \( m^* \sim m/c_s^2 \).

In two dimensions, we consider phonons on a square lattice of lattice spacing \( a \), with the bare dispersion given by

\[
\Omega_k = \sqrt{\omega_0^2 [\sin^2(k_x a/2) + \sin^2(k_y a/2)] + m^2}. \tag{19}
\]

Once again, for the massless scalar fields, the long wavelength modes have a linear dispersion \( \Omega_k \sim c_s |k| \), with speed \( c_s = \frac{\omega_0}{2} \), while for the massive fields, the low energy dispersion \( \Omega_k \sim \sqrt{c_s^2 k^2 + m^2} \sim m + k^2/2m \), where \( m^* \) has the same form as in the one dimensional case. We note that for a square lattice, the Brillouin zone extends from \( k_x = -\pi/a \) to \( k_x = \pi/a \) and \( k_y = -\pi/a \) to \( k_y = \pi/a \).

We study the dynamics of these phonon modes starting...
from an athermal initial condition. Since the coupling to the bath will anyway generate non-trivial dynamics, we consider the initial state of the system to be a Fock state corresponding to the bare phonon dispersion $\Omega(k)$ i.e. we consider the annihilation operator $a_k = \sqrt{\frac{\Omega_k}{2}} \phi(k) + i \sqrt{\frac{\Omega_k}{2\pi k}} \delta(k)$ and the occupation number states corresponding to $\hat{n}_k = a_k^+ a_k$. In one dimension, we consider a lattice of even number of sites $2L$ with momenta $k = \pm \pi i / L$ with integer $i$. The initial Fock state then corresponds to $n_k = 1$ for even values of $i$ and $n_k = 0$ for odd values of $i$. Similarly in two dimensions we consider a square lattice of $(2L)^2$ sites with momenta $(k_x, k_y) = (\pm \pi i / L, \pm \pi j / L)$ with integer $i$ and $j$. The initial Fock state then corresponds to $n_{k} = 1$ for even values of $i$ and $n_{k} = 0$ for odd values of $i$. The initial state. However, details of phase oscillations in systems that do not thermalize will depend on the initial conditions. The initial conditions are chosen to provide a simple system dynamics, like presence/absence of thermalization or the rates of thermalization, do not depend on this particular choice of initial state.
to distinguish between the modes that thermalize versus the modes that do not thermalize. We will now consider different kinds of baths and study their effects on the dynamics of the phonons.

A. Phonons Coupled to an Ohmic Bath

We first consider phonons in one dimension coupled to a bosonic bath. The effect of the bath on the phonons is controlled by the bath spectral function \( J(\omega) \). Here we consider the case where all the phonon modes see the same ohmic bath with \( J(\omega) = \omega e^{-\frac{\omega^2}{\sigma^2}} \). This bath spectral function is linear in energy for low \( \omega \) which is characteristic of the ohmic bath.\(^{52,82}\) The parameter \( \sigma \) ensures that the bath is well behaved in the ultra-violet limit with the spectral function smoothly decaying to zero at large energy. So \( \sigma \) plays the role of an effective bandwidth for the bath without producing non-analyticities which lead to non-Markovian dynamics.\(^{83}\) The bath spectral function \( J(\omega) \) is plotted as a function of energy for five different values of \( \sigma \) ranging from \( \sigma = \omega_0 \) to \( \sigma = 5\omega_0 \) in Fig. 1(a). It is clear that the bath spectral function deviates from its linear behaviour at progressively lower energies as \( \sigma \) is decreased. We note that we have absorbed certain constants into the system bath coupling here, so that both \( \kappa^2 \) and \( J(k,\omega) \) have dimensions of energy in this problem.

In this case, the momentum independent retarded self-energy is given by

\[
\Sigma^R(\omega) = -\kappa^2 \int_{-\infty}^{\infty} \frac{dz}{2\pi} J(z) \left[ \frac{1}{z - \omega - i0^+} + \frac{1}{z + \omega + i0^+} \right].
\]

Note that \( Im \Sigma^R(\omega) = -\kappa^2 J(\omega) \) and \( Re \Sigma^R(\omega) = -\frac{\kappa^2}{\sqrt{\pi}} \left[ \sigma - \omega F_D(\frac{\sigma}{\omega}) \right] \), where \( F_D(x) = e^{-x^2} \int_0^x dy e^{y^2} \) is the Dawson’s function.\(^{84}\)

The Keldysh self energy is

\[
\Sigma^K(\omega) = -i\kappa^2 2 \coth \left( \frac{\omega}{2T} \right) J(\omega),
\]

which follows from fluctuation-dissipation theorem.\(^{49}\) Here \( T \) is the temperature of the bath.

If the effective bandwidth of the bath \( \sigma \) is much larger than the phonon bandwidth \( \omega_0 \), then all the phonon modes effectively see a Gaussian white noise and one would expect the modes to thermalize at the same rate \( \gamma = \kappa^2/2 \). On the other hand, if \( \sigma \) is less than or comparable to \( \omega_0 \) then the relaxation of different phonon modes depends on their energies with the slowest relaxation rate for the highest phonon energy. To see this, we track the dynamics of the phonons coupled to this ohmic bath \((T = 0.2\omega_0, \sigma = 2\omega_0)\) with a system-bath coupling strength \( \kappa^2 = 0.05\omega_0 \). In Fig. 1(b), we plot the time evolution of the correlation function \( \langle \phi_\omega(k,t)\phi_d(-k,t) \rangle \) for four different values of momentum \( k \). The correlation function decays to its thermal value with damped oscillations. While the steady state is independent of the initial condition, the modes which are initially populated approach the steady value from above while the correlation in the unpopulated modes oscillate around the long time value. We plot the absolute value of the deviation of the correlation function from its steady value on a log scale for \( k = 0.25\pi/\sigma (n_k = 0 \text{ at } t = 0) \) in Fig. 1(c) and for \( k = 0.5\pi/\sigma (n_k = 1 \text{ at } t = 0) \) in Fig. 1(d). An exponential fit to the envelope of such curves is used to determine the momentum dependent decay rate \( \gamma_k \). In Fig. 1(e), we plot \( \gamma_k \) as a function of \( k \) for the five different bath bandwidths ranging from \( \sigma = \omega_0 \) to \( \sigma = 5\omega_0 \). For \( \sigma = \omega_0 \) we find that the decay rate strongly depends on \( k \), decreasing by a factor of 2.5 as we go from the zone centre to the edge of the Brillouin zone. As \( \sigma \) is increased, the dependence of \( \gamma_k \) on \( k \) is weakened with an almost \( k \)-independent \( \gamma \) for \( \sigma = 5\omega_0 \). The large bandwidth bath thus behaves like a source of Gaussian white noise.\(^{51}\) In the large bandwidth limit, we consider the effect of the system bath coupling on the decay rate \( \gamma \) in Fig. 1(f). As expected, the system decays faster as system bath coupling is increased. We note that with increasing system bath coupling \( \gamma \) acquires a weak \( k \)-dependence even for \( \sigma = 5\omega_0 \).

B. Phonons Coupled to a Fermionic Bath

We now consider the dynamics a system of scalar fields initialized to a Fock state and coupled to a bath of non-interacting fermions. This is prototype of a system which can be found in varied contexts in nature, like phonons coupled to electrons,\(^{85-87}\) light coupled to metallic systems,\(^{88,89}\) ultracold atoms in cavity,\(^{90}\) descriptions of early universe and multi-component dark matter systems.\(^{91}\) For concreteness, we will consider phonons coupled to non-interacting fermions.

We consider a bath of non-interacting spinless fermions with a Hamiltonian given by

\[
H_F = \sum_k \epsilon_k \psi_\dagger(k)\psi(k),
\]

where \( \psi(k) \) and \( \epsilon_k \) are the fermion annihilation operators in mode \( k \) and \( \epsilon_k \) is the corresponding dispersion. We consider fermions hopping on a linear chain in one dimension and on a square lattice in two dimensions with only nearest neighbour hopping, which results in the dispersions \( \epsilon_k = -\epsilon_B \cos ka \) and \( \epsilon_k = -\epsilon_B [\cos k_x a + \cos k_y a] \) respectively, where \( a \) is the lattice constant. Here, the bandwidth of the fermions is given by \( 2\epsilon_B \) (1-D) and \( 4\epsilon_B \) (2-D) respectively. The fermionic bath is characterized by a temperature \( T \) and a chemical potential \( \mu \), which fixes the particle density in the bath.

The phonons couple to the fermionic bath through the Hamiltonian

\[
H_{int} = \kappa \sum_{k,q} \lambda(k)\psi_\dagger(k+q)\psi(q)\phi(k),
\]

where \( \kappa \) is the system bath coupling strength and the form factor \( \lambda(k) = \sqrt{\sum_{j=1}^{D} \sin^2(k_j a/2)} \) is related to the deformation potential acting between electrons and phonons.\(^{92}\) Here \( \phi(q) \) has the dimension of \( \sqrt{\text{volume/energy}} \), while \( \psi(k) \) has the dimension of \( \sqrt{\text{volume}} \), hence \( \kappa^2 \) has the dimension of...
[energy]$^3 \times \text{volume}$. We would like to note that the system bath coupling in this problem has different dimensions than in the problem with the ohmic bath.

The non-unitary dynamics of the phonons is governed by the retarded self energy $\Sigma^R(k, t - t')$ and the Keldysh self energy $\Sigma^K(k, t, t')$. The real part of $\Sigma^R$ leads to the dressing of phonon dispersion while its imaginary part controls the dissipation in the system. The Keldysh self energy $\Sigma^K$ controls the stochastic noise from the external bath. It is clear from Eq. (23) that the phonons actually couple to the particle-hole excitations of the fermionic system. The retarded self energy is then given by,

$$\Sigma^R(k, \omega) = \kappa^2 \lambda(k)^2 \sum_q \frac{F(\epsilon_{k+q}) - F(\epsilon_q)}{\omega + i\eta + \epsilon_q - \epsilon_{k+q}},$$

(24)

where $F(x) = \tanh \left( \frac{x - \mu}{2T} \right)$ (see Appendix B for a derivation).

The imaginary part of $\Sigma^R$, which controls the dissipation in the system, is related to the spectral function of the effective bath $J(k, \omega)$ by

$$\text{Im}[\Sigma^R(k, \omega)] = -\kappa^2 J(k, \omega) = -\pi \kappa^2 \lambda(k)^2 \sum_q \delta(\omega - \epsilon_{k+q} + \epsilon_q) [F(\epsilon_{k+q}) - F(\epsilon_q)].$$

(25)

Using fluctuation-dissipation theorem, the Keldysh self energy is given by

$$\Sigma^K(k, \omega) = 2i \coth \left( \frac{\omega}{2T} \right) \text{Im}[\Sigma^R(k, \omega)] = i2\pi \kappa^2 \lambda(k)^2 \sum_q \delta(\omega - \epsilon_{k+q} + \epsilon_q) [F(\epsilon_{k+q})F(\epsilon_q) - 1].$$

(26)

For the non-equilibrium evolution of the phonon correlator, we find it easier to construct the retarded Green’s function in frequency space, $D^R(k, \omega) = \frac{1}{2[(\omega + i\eta)^2 - \Sigma^R(k, \omega)]}$ and then Fourier transform $D^R(k, \omega)$ and $i\omega D^R(k, \omega)$ to get $D^R(k, t - t')$ and its derivatives. $\Sigma^K(k, \omega)$ is Fourier transformed to get $\Sigma^K(k, t - t')$. The integrals for the Dyson equation for $D^R(k, t, t)$ [Eq. (17)] are then performed numerically to obtain the physical correlators.

The particle-hole excitations, to which the scalar fields couple, have qualitatively different density of states (DOS) in one and two dimensions. This difference is reflected in the dynamics of the scalar fields through the self-energies. So, we will consider the case of one and two dimensional systems separately.

1. One dimensional systems

There are two reasons why one dimensional systems show atypical behaviour: (a) energy-momentum conservation relations impose tight constraints on possible processes in one dimension and (b) the density of states of excitations have strong singular behaviour in one dimension. As we will see in this section, both these factors play an important role in the absence of thermalization for long wavelength phonons in one dimension.

To understand the novel behaviour of the system, we focus on the polarization function of a one dimensional free Fermi gas. We first consider $T = 0$. In Fig. 2(a), the region in the $k - \omega$ plane where $J(k, \omega)$ is finite at $T = 0$ is shown as a shaded region bounded by solid lines. The upper limit is given by the curves $\omega = (v_F/a) \sin ka + \mu(1 - \cos ka)$ for $k \leq |2k_F - \pi|$ and $\omega = 2eB \sin (ka/2)$ for $k > |2k_F - \pi|$, while the lower limit is given by $\omega = (v_F/a) \sin ka - \mu(1 - \cos ka)$ for $k \leq 2k_F$ and $\omega = -(v_F/a) \sin ka + \mu(1 - \cos ka)$ for $k > 2k_F$, where $k_F$ is the Fermi wave-vector of the Fermions and $v_F$ is the Fermi velocity. At low momenta, both the upper and lower limits $\sim v_F k$, and thus the region actually merges into a single line with a slope of $v_F$. For the particle-hole symmetric point at half-filling ($\mu = 0$), the collapse of upper and lower limits is exact for low $k$. As we move away from half-filling, the width of the region at low $k \sim (\mu a^2/2)^2 k^2$. This is a consequence of the strong constraints of energy and momentum conservation in one dimension. In this case, the long-wavelength phonons will not see any bath and undergo unitary quantum dynamics unless the phonon velocity $c_s$ is exactly equal to $v_F$. Note that, in an interacting system, where one would expect a Luttinger liquid like behaviour, one would once again get a linearly dispersing mode with the velocity tuned by the Luttinger parameter. Further, at low temperatures, the particle-hole spectral weight outside this region is exponentially small. Since this fine tuning ($v_F = c_s$) is impossible in real systems, the long wavelength phonons will not thermalize at low temperature in one dimension. More precisely, for $T \ll c_s k$, the thermalization timescale will be exponentially large in inverse temperature ($\tau^{-1} \sim e^{-(v_F - c_s) k}$). One might think that this statement is only true for $O(\kappa^2)$ and when one includes two-phonon processes ($\sim O(\kappa^4)$), where the energy-momentum constraints can be relaxed, the decay rate of phonons will be a power law. In fact for scattering of a single massive particle by scalar fields, this is true, as shown in Refs. 70 and 71. However for a finite density of fermions, with a Fermi surface, it can be shown that for $T \ll c_s k$, the decay rate remains exponentially small ($\tau^{-1} \sim k_F^{-2} e^{-(v_F - c_s) k}$) even when two-phonon processes are included in the description. This difference primarily arises from the fact that while the single particle can be treated classically ($k_F^2 \sim T$), the particle-hole excitations in our problem remain quantum objects as long as the phonons retain their quantum nature ($T \ll c_s k$). In the limit $T \gg c_s k$, we obtain $\tau^{-1} \sim T$. The difference in the exponent between our results and earlier work(70,71) comes from considering the fact that the relevant two-phonon process is mediated by a fermion with energy mismatch (i.e. off-shell) $\sim (v_F - c_s)k$. Note that this is the dominant relaxation process for $(v_F - c_s)k \gg T \gg c_s k$, while the relaxation is dominated by the single phonon process for $T \sim (v_F - c_s)k$. See Appendix C for the detailed calculation. Note that two-phonon processes involve effectively one particle-hole excitation. Three-phonon processes, which involve two particle-
hole excitations also satisfy energy-momentum conservation constraints. They can result in a decay rate which is polynomial in temperature and hence not exponentially small. But these processes are of $O(\kappa^5)$ and for small values of system-bath coupling they are highly suppressed.

To see this, we consider the case where the density of bath electrons gives $\mu = 0.5\epsilon_B$, so that $v_F = \frac{2\sqrt{3}\epsilon_B}{a}$. We choose a phonon dispersion with $\omega_0 = \epsilon_B$ so that $c_s = 0.5\epsilon_B$, i.e. $c_s = \frac{1}{\sqrt{3}}v_F$. Here the phonon dispersion lies below the electronic dispersion at low momenta, as shown by the dashed line in Fig. 2(a). We consider a low bath temperature of $T = 0.02\epsilon_B$ to illustrate the low temperature behaviour of the system. We have set the system-bath coupling strength $\kappa^2 = 0.5\epsilon_B^2/a$. In Fig. 2(b) we plot the time dependence of the correlation function for the setup given above (solid lines) for two different momenta: a low momentum $k_1 = 0.1\pi/a$, where the phonon dispersion is outside the energy range of the bath, and a high momentum $k_2 = 0.4\pi/a$, where the phonon dispersion lies within the bath energy range. The thermal value of the correlator is also indicated in this plot with dashed lines. It is clear that the mode at $k_2$ thermalizes, whereas the long wavelength mode $k_1$ does not thermalize in this case. The correlator at $k_1$ undergoes unitary quantum dynamics with a dressed phonon energy, oscillating about its initial value and never approaching the thermal value shown with the dashed red line.

On the other hand, the damped correlator at $k_2$ approaches the thermal value (dashed blue line) at long times. To see which modes are thermalizing, we plot the difference between the long-time value of the non-equilibrium correlators and its thermal value, $\delta D^K(k,t) = \delta \langle \phi_{cl}(k,t)\phi_{cl}(-k,t) \rangle$, as a function of $k$ in Fig. 2(c). We use the value of the correlator at $\epsilon_Bt = 10^2$ as the “long time” value, and average over a timescale of $\epsilon_Bt \sim 10^3$ to smooth out effects of the oscillations in modes that do not thermalize. It is clear that the low momentum modes that lie outside the effective bath do not thermalize. For these modes, the long time value of the correlator depends on the initial condition, and the oscillations with $k$ represent the (1,0,1,0,...) pattern of initial occupation of the momentum modes.

The energy conservation constraints are relaxed as we increase the bath temperature. In this case, the bath spectral function gains weight at low energies starting from $\omega = 0$ for all $k$. The region in the $k-\omega$ plane where $J(k,\omega)$ is finite at high temperatures is shown as shaded region in Fig. 3(a). Note that the finite bandwidth of the fermions still results in an ultraviolet cut-off in the bath; i.e. for each $k$, there is a maximum energy $\omega_{max}(k) = 2\epsilon_B \sin(ka/2)$ beyond which the bath has no spectral weight at any temperature. This is plotted as a solid line in Fig. 3(a). One would thus expect the low momentum modes to thermalize once the bath has sufficiently high temperature, provided the phonon dispersion lies below this maximum energy, i.e. the phonon velocity $c_s < \epsilon_B/a$, which is expected to be valid in generic one dimensional ma-
Dressed undamped modes

FIG. 3. Dynamics of phonons coupled to high temperature fermionic bath and emergence of dressed undamped modes in one dimension. (a) Particle-hole density of states (DOS) of the fermionic bath is finite only in the shaded region in the \( k - \omega \) plane at finite temperature. It is bounded above by the solid black line given by \( \omega_{\text{max}}(k) = 2 \epsilon_B \sin(ka/2) \). The phonon dispersion with \( c_s = 0.5 \epsilon_B a \) is also plotted as a dashed blue line. The dots above \( \omega_{\text{max}}(k) \) correspond to the undamped “polarinon” modes formed due to strong fermion-phonon coupling. (b) The deviation of the correlation function at long times from its thermal value at a moderate temperature \( T = 0.2 \epsilon_B \) and system-bath coupling strength \( \kappa^2 = 0.5 \epsilon_B a \). A few long wavelength phonon modes do not thermalize. (c) Phonon spectral function for a few low momentum modes. The broader peak represents the original dressed damped modes of the phonons. The sharp peaks indicate undamped modes. (d) Bath spectral functions for \( k = 0.04 \pi / a \) and \( k = 0.07 \pi / a \) are plotted in solid red and blue lines respectively. They have sharp cut-offs at \( \omega = \omega_{\text{max}}(k) \), indicated by dashed vertical lines. The spectral function has a \( \sqrt{\omega_{\text{max}} - \omega} \) singularity near this edge. (e) \( Re \Sigma^R(k, \omega) / \epsilon^2_B \) as function of \( \omega \) for \( k = 0.05 \pi / a \). It diverges at \( \omega = \omega_{\text{max}}(k) \) (vertical green dashed line) from above and goes to a constant value inside. (f) The real part of the inverse propagator of phonon modes dressed by the fermionic bath. The inverse propagator has two zero crossings, one near the bare phonon frequency, corresponding to damped dressed phonons, and one above the bath edge (\( \omega_{\text{max}}(k) \), shown as dashed green line) corresponding to undamped polarinons [inset shows the region near \( \omega_{\text{max}}(k) \) clearly showing the second zero crossing].

material systems like nanowires\textsuperscript{94,95}. In Fig. 3(b), we plot the difference between the long time value and the thermal value of the correlator, \( i \delta \mathcal{D}^R(k; t, t) = \delta \langle \phi_d(k, t) \phi_d(-k, t) \rangle \) for the phonon modes with \( c_s = \frac{\pi a}{\sqrt{2}} \), for which we had earlier looked at thermalization at low bath temperatures. The dispersion of this mode is shown as a dashed blue line in Fig. 3(a). We see that the low momentum modes do not thermalize even at a reasonably high temperature of \( T = 0.2 \epsilon_B \), although all the modes now see a particle-hole bath with sufficient spectral weight. We note that this lack of thermalization persists if the temperature of the bath is further increased.

To get an insight into the lack of thermalization of low momentum modes even at high temperatures, in Fig. 3(c), we plot the spectral function of the dressed phonons in the steady state,

\[
\mathcal{A}(k, \omega) = -(1/\pi) \text{Im} \mathcal{D}^R(k, \omega),
\]  

(27)
as a function of \( \omega \) for several values of \( k \). In Fig. 3(c), the spectral functions for different modes are shifted by arbitrary
the upper edge of the bath; i.e. close to \(\omega \sim D\). Energy dresses the spectrum, and its divergence ensures that energy approaches a constant as the frequency comes close to the band edge in 1-d, which gives a similar divergence at low momenta at both the temperatures. The system-bath coupling strength is \(\kappa^2 = 0.5\epsilon_B^2a\).

This explains the lack of thermalization seen in Fig. 3(c), even at high temperatures. This example shows the non-equilibrium nature of the system-bath spectral density.

The dispersion of the polariton mode \(\omega_{\mathbf{k}}^{pl}\) is shown schematically as a dotted line in Fig. 3(a). We note that the quasiparticle residue for the polariton is given by (see Appendix D for details)

\[
Z^{pl}(\mathbf{k}) = \left[ 4 \omega_{\mathbf{k}}^{pl} - \frac{\partial \text{Re} \Sigma^R(\mathbf{k}, \omega)}{\partial \omega} \right]^{-1} \sim \left[ \omega_{\mathbf{k}}^{pl} - \omega_{\mathbf{k}}^{\text{max}} \right]^{3/2} \frac{1}{|\langle \phi \rangle|^{2}}
\]

As \(\mathbf{k}\) increases, \(\omega_{\mathbf{k}}^{pl} - \omega_{\mathbf{k}}^{\text{max}}\) increases, while \(1/|\langle \phi \rangle|^{2}\) decreases. The suppression from the form factor dominates over the increase in separation between the polariton energy and the band edge, and the quasiparticle residue of this mode decreases with increasing \(\mathbf{k}\). Thus the polariton dominated lack of thermalization is not seen at large momenta. Further, since the polariton occurs outside the band edge it is not smeared out by thermal fluctuations. This is shown in Fig. 4(a), where we plot the spectral function of a phonon mode with \(\mathbf{k} = 0.06\pi/a\) at two different temperatures, \(T_1 = 0.2\epsilon_B\) and \(T_2 = 0.4\epsilon_B\). While the original phonon mode broadens with increasing temperature, the polariton mode remains sharp with almost constant spectral weight at these two temperatures. With increasing temperature, the deviations of the phonon correlators from their thermal values increases slightly, as seen in Fig. 4(b).

To summarize, in one dimension, phonons coupled to fermionic baths do not thermalize, especially the modes at low momenta. At low temperature, this is primarily due to strong energy momentum constraints, which leads to a very narrow energy band of particle-hole excitations. However, the lack of thermalization at high temperatures is dominated by the formation of undamped polariton modes with energies above the bath band edge due to strong divergence of the bath density of states near the band edge. The effect of these modes increases with electron-phonon coupling in the system. The effect also increases if the phonons are stiffer, so that the gap between the phonon dispersion and the band edge is reduced.

2. Two dimensional systems

In this section, we will consider the non-equilibrium dynamics of phonons coupled to fermions in two dimensions and see how the dynamics differs from that in one dimension. As we have seen before, the dynamics is governed by the density of states of particle-hole pairs of fermions. Contrary to one dimension, the energy momentum conservation relations can be satisfied much more easily in two dimensions. Hence even at \(T = 0\), the density of states of particle-hole excitations with a given momentum transfer \(\mathbf{k}\) remains finite at arbitrary low energies.
FIG. 5. Non-equilibrium dynamics of phonons coupled to fermionic bath in two dimensions. (a) A schematic depiction of particle-hole density of states (DOS) of the fermionic bath on $k - \omega$ plane along $(1, 1)$ direction where $k = (k, k)$ at $T = 0$. The shaded region, from $\omega = 0$ to $\omega_{\text{max}}(k) = \sqrt{2s_B} \sin ka + \mu (1 - \cos ka)$ (shown in brown solid line) has finite DOS. The dispersion of acoustic (massless) phonons ($m = 0$) with $c_s = \epsilon_B a = 0.73e_B$ is given by the dashed green line. The dashed purple line is the dispersion of optical (massive) phonons with $m = 0.2\epsilon_B$ and $c_s = \epsilon_B a = 0.73e_B$. (b) Time evolution of the correlation function $iD^R(k; t, t) = \langle \phi_{cl}(k, t)\phi_{cl}(-k, t) \rangle$ at $k = (0.03\pi/a, 0.03\pi/a)$ (red solid line) and $k = (0.08\pi/a, 0.08\pi/a)$ (blue solid line) for massless phonons are plotted. Both the correlators relax to their thermal values (shown with dashed lines) at long times. (c) Bath spectral functions for $k = (0.03\pi/a, 0.03\pi/a)$ and $k = (0.08\pi/a, 0.08\pi/a)$ are plotted in solid red and blue lines respectively. Their finite value at low $\omega$ indicates the absence of a lower bound in two dimensions. Unlike in one dimension, there is no divergence in the bath spectral function in two dimensions. (d) Dynamics of the correlation function $iD^R(k; t, t)$ at $k = (0.03\pi/a, 0.03\pi/a)$ (red line) and $k = (0.08\pi/a, 0.08\pi/a)$ (blue line) for massive phonons with $m = 0.2\epsilon_B$ and $c_s = \epsilon_B a = 0.73e_B$. The dispersion of the mode at $k = (0.03\pi/a, 0.03\pi/a)$ lies above the band threshold and hence the correlator does not relax to its thermal value (shown by dashed red line). On the other hand, the energy of the mode at $k = (0.08\pi/a, 0.08\pi/a)$ lies within the region of finite bath spectral function. So the corresponding correlator relaxes to its thermal value at long times. (e) The deviation of the low time value of the correlation function $iD^R(k; t, t)$ from its thermal value as a function of momenta. The low momentum modes, with dispersion above the band threshold do not thermalize. All data in this figure are obtained for a bath temperature $T = 0.02\epsilon_B$ and chemical potential $\mu = 0.5\epsilon_B$ and system-bath coupling strength $\kappa^2 = 0.5\epsilon_B^2/a^2$.

width of the lattice fermions leads to an upper threshold energy $\omega_{\text{max}}(k) = \sqrt{2\epsilon_B} \sin ka + \mu (1 - \cos ka)$ along the $(1, 1)$ direction where $k = (k, k)$. It disperses linearly at low $|k|$, i.e. $\omega_{\text{max}}(k) \sim v_F k$, where $v_F$ is the Fermi velocity of the fermions in the bath. Beyond this threshold energy the density of states of particle-hole excitations vanish. In Fig. 5(a) the particle-hole DOS is sketched schematically in the $k - \omega$ plane along the $(1, 1)$ direction in $k$-space up to $k = (0.1\pi/a, 0.1\pi/a)$. In the figure, the upper bound $\omega_{\text{max}}(k)$ is represented by a solid brown line. In the shaded region below this line we have finite particle-hole DOS.

Linearly dispersing long wavelength phonon modes with $c_s < v_F$ would see a bath with substantial spectral density even at very low temperatures and would thermalize. In
functions from their thermal value as a function of energy ranges, approaches its thermal value in the long time cillates about its initial value sufficiently far from the thermal

\[ \frac{1}{2} \varepsilon_B \] values of the correlators (dashed lines). The mode with the

momentum is increased, the dispersion enters the region of finite

particle-hole excitations and hence one would expect that the

In Fig. 5(b) we have plotted the dynamics of the correlation function \( \langle \phi_{cl}(\mathbf{k}, t)\phi_{cl}(-\mathbf{k}, t) \rangle \) as a function of time for massless phonon modes \( (c_s = 0.73v_F) \) with two different

values of momenta, \( \mathbf{k}_1 = (0.03\pi, 0.03\pi) \) (red line) and \( \mathbf{k}_2 = (0.08\pi, 0.08\pi) \) (blue line) at a low temperature \( T = 0.02\varepsilon_B \) and system-bath coupling strength \( \kappa^2 = 0.5\varepsilon_B^2\alpha^2 \). The thermal values of the correlators are indicated by the dashed lines. It is clear in this case that both these modes thermalize at long times.

We would like to note that the bath density of states in two dimensions do not have the strong divergence at the band edges that was present in the one dimensional case. This is shown in Fig. 5(c), where we plot the spectral density of the particle-hole excitations for two different momentum transfers. The softening of the band edge non-analyticity means that there is no corresponding divergence in the real part of self energy and hence there are no additional undamped dressed states (poles in the Green’s function) of the system. Thus the system continues to thermalize as temperature is increased, unlike the one dimensional phonons.

The thermalization of the scalar fields can be prohibited if the fields are massive. In the context of phonons, this would correspond to optical phonons in the system. The low momentum dispersion of the massive fields, with \( m = 0.2\varepsilon_B \) is plotted in Fig. 5(a) as a dashed purple line. As \( k \to 0 \), the dispersion of the phonons lies above the bandwidth of the particle-hole excitations and hence one would expect that the long wavelength modes would not thermalize. As the momentum is increased, the dispersion enters the region of finite bath spectral density and these higher momentum modes thermalize. This is clearly seen in Fig. 5(d) where we plot the time evolution of the correlator \( \langle \phi_{cl}(\mathbf{k}, t)\phi_{cl}(-\mathbf{k}, t) \rangle \) (solid lines) for two different values of \( k \) along with the thermal values of the correlators (dashed lines). The mode with the low momentum \( (0.03\pi/\alpha, 0.03\pi/\alpha) \) (shown by red line) does not thermalize as its energy lies above the bath band. It oscillates about its initial value sufficiently far from the thermal value (dashed red line). On the other hand, the correlator of the mode at \( (0.08\pi/\alpha, 0.08\pi/\alpha) \), which lies within the bath energy ranges, approaches its thermal value in the long time limit. Fig. 5(e) plots the deviation of the long time correlation functions from their thermal value as a function of \( |\mathbf{k}|/\sqrt{2} \) along the \((1, 1)\) direction. It is clear that there is a sharp cut-off in momentum, below which the modes do not thermalize for the massive scalar field. This corresponds to the lowest moment for which the dressed dispersion lies below \( \omega_{max}(\mathbf{k}) \).

IV. CONCLUSION

In this paper, we have proposed a new method to study non-equilibrium dynamics of scalar fields starting from non-thermal initial conditions. This extends earlier work on Schrödinger bosons \(^{51}\) to the case of scalar fields. The method works by adding a source to the bilinears of quantum fields at the initial time in a Schwinger-Keldysh field theoretic formalism. The correlation functions are calculated in presence of this source. One then takes a set of derivatives of this correlation function with respect to this source (with the set determined by the initial conditions) to obtain the physical correlators. The key difference between the earlier and present formalism is the coupling of the sources to both the fields and their time derivatives, reflecting the nature of the classical equations of motion.

We use this method to study non-equilibrium dynamics of massless and massive scalar fields, initialized to athermal states, and coupled to external baths. For concreteness, we consider a system of phonons with the massive fields corresponding to optical phonons and the massless fields corresponding to longitudinal phonons. We first consider coupling the system to an ohmic bath with a smooth ultraviolet cut-off. In this case, the system thermalizes with the one particle distributions relaxing to their thermal values. The relaxation rate is momentum dependent when the ultraviolet cut-off is small, and approaches a momentum independent Gaussian white noise limit as the cut-off is increased.

We then consider the dynamics of these phonon modes coupled to a system of non-interacting fermions, where the phonons couple to the particle-hole excitations of the system. In one dimension we find that the long wavelength phonons fail to thermalize at all temperatures. At low temperatures, this is due to the effectively zero bandwidth of the particle-hole excitations with small momentum transfer, as a result of which the long wavelength phonon modes do not see any bath and undergoes unitary quantum motion. At high temperatures, the lack of thermalization is dominated by the formation of undamped dressed modes just above the upper threshold of the bath. These modes are neither phonon, nor fermion modes; rather these “polariton” modes arise due to strong fermion phonon coupling in the system together with divergences in the density of states of one dimensional particle-hole excitations. These modes remain sharp with increasing temperature; as a result the long wavelength modes fail to thermalize at any temperature.

We finally consider phonons coupled to fermionic baths in two dimensions. Here simultaneous energy momentum conservation does not lead to stringent criteria and the bath bandwidth is finite at low momenta at all temperatures. Further the strong divergence of density of states is also absent. As a result, we recover the typical thermalizing behaviour of the phonon modes in two dimensions.

We note that the method we have constructed is much more widely applicable than the models we have considered in this paper, including the study of non equilibrium dynamics of interacting scalar field theories. We believe this method will find much wider applications in the future.
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Appendix A: Green’s functions for single Harmonic Oscillator

In developing the extended Keldysh formalism for the harmonic oscillators in the position basis, a crucial step was the inversion of the matrix that appears in the \( u \) dependent action, Eq. (6). This leads to the \( u \) dependent one-particle correlator \( D(u) \), which finally leads to the physical correlation functions in the system. In this appendix, we present the details of this non-trivial inversion.

The matrix in Eq. (6) can be separated two parts, one of which is independent of the source \( u \). This decomposition can be written as

\[
D^{-1}(t, t'; u) = D^{-1}(t, t'; 0) - \Delta(t, t'; u), \tag{A1}
\]

where

\[
D^{-1}(t, t'; 0) = \delta(t - t') \left[ (-\partial^2_t - \Omega^2) + \delta_{t0}(-\partial_t + i\omega) \right]^{0}_{0} \left( \partial^2_t + \Omega^2 \right) + \delta_{t0}(\partial_t + i\omega), \tag{A2}
\]

and

\[
\Delta(t, t'; u) = i\omega \frac{2u}{1 - u^2} [-u\mathbb{I}_2 + \sigma^z] \delta_{t0}\delta_{t0}. \tag{A3}
\]

Here \( \mathbb{I}_2 \) is 2 \times 2 identity matrix. Inverting \( D^{-1}(t, t'; 0) \) we get the components of \( D(t, t'; 0) \)

\[
D^{+ \pm}(t, t'; 0) = \frac{1}{2\Omega} \sin \Omega(t - t') - \frac{i}{2\omega} \left\{ \cos \Omega t \cos \Omega t' + \frac{\omega^2}{\Omega^2} \sin \Omega t \sin \Omega t' \right\}
\]

\[
D^{- \pm}(t, t'; 0) = -\frac{1}{2\Omega} \sin \Omega(t - t') - \frac{i}{2\omega} \left\{ \cos \Omega t \cos \Omega t' + \frac{\omega^2}{\Omega^2} \sin \Omega t \sin \Omega t' \right\}
\]

\[
D^{\pm \pm}(t, t'; 0) = \Theta(t - t')D^{- \pm}(t, t'; 0) + \Theta(t' - t)D^{+ \pm}(t, t'; 0) \text{ and}
\]

\[
D^{\pm \mp}(t, t'; 0) = \Theta(t - t')D^{\pm \mp}(t, t'; 0) + \Theta(t' - t)D^{\mp \pm}(t, t'; 0). \tag{A4}
\]

One can easily check that \( D^{-1}(t, t''; 0)D(t'', t'; u) = \delta(t - t')\mathbb{I}_2 \). Now \( D(t, t'; u) \) can be found using the Dyson series

\[
D(t, t'; u) = D(t, t'; 0) + D(t, 0; 0)[\Delta(0, u) + \Theta(t - 0)D^{+ \pm}(t, t'; 0)] + \ldots \tag{A5}
\]

Using the fact that \( D(0, 0; 0) = \frac{i}{2\omega}[\mathbb{I} + \sigma^x] \), the series inside the brackets of Eq. (A5) can be evaluated using standard Pauli matrix identities to be \( i\omega \left( \frac{2u}{1 - u^2} \right) \sigma^z \). Using this and Eq. (A4) we get the source dependent Green’s functions in Eq. (8). One then takes the required \( u \) derivatives to get the physical correlation function.

Appendix B: Phonon self energy from the fermionic bath

In this appendix we present the details of the derivation of the phonon self-energy when the phonons are coupled to a bath of free fermions through the Hamiltonian

\[
H_{\text{int}} = \kappa \sum_{k, q} \lambda(k) \phi^\dagger(k + q, t) \psi(q, t) \phi(k, t). \tag{B1}
\]
where $\kappa$ is the system bath coupling strength and 

$$\lambda(\mathbf{k}) = \sqrt{\sum_{j=1}^{D} \sin^2 (k_j a/2)}$$

is related to the deformation potential acting between electrons and phonons. On the Keldysh contour (+/− basis) its contribution to the action is given by

$$S_{int} = -\kappa \sum_{\mathbf{k}, \mathbf{q}} \lambda(\mathbf{k}) \int_{-\infty}^{+\infty} dt \left[ \psi_1^\dagger (\mathbf{k}+\mathbf{q}, t) \psi_+ (\mathbf{q}, t) \phi_+ (\mathbf{k}, t) \right. \\
- \left. \psi_2^\dagger (\mathbf{k}+\mathbf{q}, t) \psi_+ (\mathbf{q}, t) \phi_- (\mathbf{k}, t) \right]$$  \hspace{1cm} (B2)

It is useful to work in the Keldysh rotated basis. The Keldysh rotated basis for scalar fields are given by

$$\phi_{cl}(\mathbf{k}, t) = \frac{1}{2} [\phi_+ (\mathbf{k}, t) + \phi_- (\mathbf{k}, t)]$$

$$\phi_q(\mathbf{k}, t) = \frac{1}{2} [\phi_+ (\mathbf{k}, t) - \phi_- (\mathbf{k}, t)]$$  \hspace{1cm} (B3)
while Keldysh rotated basis for fermions is given by

\[
\psi_1(k, t) = \frac{1}{\sqrt{2}} [\psi_+(k, t) + \psi_-(k, t)] \\
\psi_2(k, t) = \frac{1}{\sqrt{2}} [\psi_+(k, t) - \psi_-(k, t)] \\
\psi_3(k, t) = \frac{1}{\sqrt{2}} [\psi_+(k, t) - \psi_-(k, t)] \\
\psi_4(k, t) = \frac{1}{\sqrt{2}} [\psi_+(k, t) + \psi_-(k, t)].
\] (B4)

In the Keldysh rotated basis the fermion-phonon coupling can be written as

\[
S_{int} = -\kappa \sum_{k,q} \lambda(k) \int_{-\infty}^{+\infty} dt \int_{-\infty}^{+\infty} d\Omega \frac{2\pi}{\omega} \left[ \psi_1^+(k + q, t) \psi_1(q, t) \phi_{cl}(k, t) + \psi_2^+(k + q, t) \psi_2(q, t) \phi_{cl}(k, t) \right.
\]
\[
+ \psi_1^+(k + q, t) \psi_2(q, t) \phi_q(k, t) + \psi_2^+(k + q, t) \psi_1(q, t) \phi_q(k, t) \].
\] (B5)

In frequency space it turns into

\[
S_{int} = -\kappa \sum_{k,q} \lambda(k) \int_{-\infty}^{+\infty} d\omega \int_{-\infty}^{+\infty} d\Omega \omega \frac{2\pi}{\omega} \left[ \psi_1^+(k + q, \omega + \Omega) \psi_1(q, \Omega) \phi_{cl}(k, \omega) + \psi_2^+(k + q, \omega + \Omega) \psi_2(q, \Omega) \phi_{cl}(k, \omega) \right.
\]
\[
+ \psi_1^+(k + q, \omega + \Omega) \psi_2(q, \Omega) \phi_q(k, \omega) + \psi_2^+(k + q, \omega + \Omega) \psi_1(q, \Omega) \phi_q(k, \omega) \].
\] (B6)

The terms in Eq. (B6) gives allowed vertices for system-bath coupling. They are sketched in Fig. 6(a). Diagrams for retarded self energy of the phonons are sketched in Fig. 6(b), where solid straight lines represent \(\psi_1^+(k, t)\), solid wavy lines indicate \(\phi_{cl}\), dashed straight lines represent \(\psi_2^+(k, t)\), solid wavy lines indicate \(\phi_q\), and dashed wavy lines represent \(\phi_q\). Note that due to different Keldysh rotations for fermionic and bosonic fields (we follow the convention in Ref. 49), the diagrammatic representations of the bosonic and fermionic propagators look different, e.g. while \(G_R = i \langle \phi_{cl} | \phi_{cl} \rangle\) for bosons is represented by a fully solid line, for fermions \(G_R = i \langle \psi_1 | \psi_2 \rangle\) is represented by a dashed-solid line. Similar adjustments occur for \(G^K\) and \(G^A\) as well. The diagrams for self-energy are given in terms of the vertices and free fermionic Green’s functions. The retarded self energy is

\[
\Sigma^R(k, \omega) = -i\kappa^2 \lambda(k)^2 \sum_q \int_{-\infty}^{+\infty} d\Omega \frac{2\pi}{\omega} \left[ G^R(k + q, \omega + \Omega) G^K(q, \Omega) + G^K(k + q, \omega + \Omega) G^A(q, \Omega) \right].
\] (B7)

Here Green’s functions of the free fermions at thermal equilibrium are

\[
G^R_0(k, \omega) = [G^A(k, \omega)]^* = \frac{1}{1 + e^{\omega - \mu / T}} \quad \text{and} \quad G^K_0(k, \omega) = -2\pi i F(\omega) \delta(\omega - \epsilon_k),
\]

where \(F(\omega) = \tanh(\omega - \mu / 2T)\). \(T\) is the temperature of the bath and \(\mu\) is the chemical potential.

It is then easy to see (see Fig. 6(b) for the corresponding Feynman diagrams) that the retarded self energy for phonons is just the polarization function of free Fermi gas multiplied by factors of system-bath coupling strength. Upon simplifying we get,

\[
\Sigma^R(k, \omega) = \kappa^2 \lambda(k)^2 \sum_q \frac{F(\epsilon_{k+q}) - F(\epsilon_q)}{\omega + i0^+ + \epsilon_q - \epsilon_{k+q}}
\]
\[
= -\kappa^2 \lambda(k)^2 \int_{-\infty}^{+\infty} d\omega' \frac{J(k, \omega')}{2\pi} \frac{1}{\omega' - \omega - i0^+},
\] (B10)

where bath spectral function \(J(k, \omega)\) is given by

\[
J(k, \omega) = \pi \lambda(k)^2 \sum_q [F(\epsilon_{k+q}) - F(\epsilon_q)] \delta(\omega - \epsilon_{k+q} + \epsilon_q).
\] (B11)
The Keldysh self energy is given by (using fluctuation-dissipation theorem)

\[
\Sigma^K(k, \omega) = 2i \coth \left( \frac{\omega}{2T} \right) \text{Im}[\Sigma^R(k, \omega)] \\
= -i2\pi\kappa^2\lambda(k)^2 \sum_q \coth \left( \frac{\omega}{2T} \right) [F(\epsilon_{k+q}) - F(\epsilon_{q})]\delta(\omega - \epsilon_{k+q} + \epsilon_{q}) \\
= -i2\pi\kappa^2\lambda(k)^2 \sum_q \coth \left( \frac{\epsilon_{k+q} - \mu}{2T} \right) \left[ \tanh \left( \frac{\epsilon_{k+q} - \mu}{2T} \right) - \tanh \left( \frac{\epsilon_{q} - \mu}{2T} \right) \right] \delta(\omega - \epsilon_{k+q} + \epsilon_{q}) \\
= -i2\pi\kappa^2\lambda(k)^2 \sum_q \left[ 1 - \tanh \left( \frac{\epsilon_{k+q} - \mu}{2T} \right) \tanh \left( \frac{\epsilon_{q} - \mu}{2T} \right) \right] \delta(\omega - \epsilon_{k+q} + \epsilon_{q}) \\
= i2\pi\kappa^2\lambda(k)^2 \sum_q [F(\epsilon_{k+q}) F(\epsilon_{q}) - 1] \delta(\omega - \epsilon_{k+q} + \epsilon_{q}).
\]

(B12)

Appendix C: Multi-phonon processes and phonon relaxation

FIG. 7. Multi-phonon processes giving rise to $O(\kappa^4)$ corrections to the phonon self energy: (a) A representative diagram where the fermion correlators in the polarization function are dressed by self energy corrections due to emission/absorption of an additional phonon. Note that the particle-hole pair with momenta $(k_1 + k_2, k_2)$ together with the phonon at $k - k_1$ can satisfy the energy-momentum conservation criterion. The intermediate fermion lines at $k_2 + k_1 - k$ are off-shell propagators. There are many such diagrams for the retarded self energy. We have shown one to indicate the structure of the diagram. (b) A representative diagram where the polarization function of the fermions is dressed by a vertex. These vertex corrections do not play leading role in relaxing the energy momentum constraints and are neglected in our calculations. Once again we have shown one of the many vertex diagrams to illustrate their structure.

We have shown in the main text that the energy momentum constraints in 1D lead to an exponentially small relaxation rate for the phonons at low temperatures. We have shown this to $O(\kappa^2)$, where the phonon self energy is proportional to the polarization function of the fermionic bath. A natural question arises: Do multi-phonon processes, where other phonons can carry away energy and momentum, relax the constraints and lead to a power law behaviour at low $T$? Earlier works, which modelled relaxation of a single particle in a Luttinger liquid or in spinor gas, predicted a scattering rate $\Gamma \sim T^4$, coming from two-phonon processes. In this appendix we show that for our problem of phonons coupled to a Fermi sea, the scattering rate remains exponentially small at low $T << c_s k$; i.e., $\Gamma_k \sim k e^{-c_s k/T}$. For $T \gg c_s k$, we recover the expected thermal broadening $\Gamma_k \sim T$.

The key difference between our paper and earlier works stems from the fact that we are considering a finite density of particles with a Fermi sea whereas the earlier works considered a single particle.

We would like to note that since we are interested in the decay rate for phonons, we focus on the imaginary part of the retarded self-energy of the phonons on shell, i.e.

\[
\Gamma_k \sim -\frac{1}{\Omega_k} \text{Im} \Sigma^{R}_{\epsilon}(k, \Omega_k),
\]

(C1)

calculated to $O(\kappa^4)$. There are two types of diagrams which contribute at $O(\kappa^4)$: (i) diagrams where the fermion lines in
Fig. 8. Phonon relaxation due to two phonons scattering with fermions: (a) Allowed vertices for effective interaction between 2 phonons and particle-hole excitations. Solid (dashed) wavy lines are classical (quantum) phonon fields and solid (dashed) double lines are classical (quantum) particle-hole excitation fields. (b) Retarded self-energy diagrams for phonons: $D^{R/K}$ are phonon correlators (retarded/Keldysh components) and $\Pi^{R/K}$ are polarization functions (retarded/Keldysh components).

Let us focus on the diagram shown in Fig. 7(a). As we argued in the section on phonon self energy, the particle-hole pair with momenta $(k_2 + k_1, k_2 + k_1 - k)$ cannot satisfy energy-momentum conservation. However, the particle hole pair with momenta $(k_2 + k_1, k_2)$, together with the phonon at $(k - k_1)$ can satisfy the on-shell condition and give rise to a finite contribution to $\text{Im} \Sigma^{(4)}(k, \Omega_k)$. Note that the intermediate fermion at $k_2 + k_1 - k$ is necessarily off-shell. To make initial headway, and to compare with the earlier works, we replace these off-shell propagators by a constant (which we take to be 1, since we are interested in scaling of the decay rate). This effectively gives a 2-phonon, 2-fermion scattering vertex $O(\kappa^4)$, similar to Ref. 70. We can also think of this as a vertex between two phonons and a particle-hole excitation. These effective vertices are shown in Fig. 8(a), where the double line represents a particle-hole propagator. The retarded self energy corrections for the phonons due to these effective vertices are shown in Fig. 8(b). The self energy is given by

$$\Sigma^{R(4)}(k, \omega) = i\kappa^4 \lambda(k)^2 \int \frac{d\omega_1}{2\pi} \sum_{k_1} \lambda(k - k_1)^2 \left[ D^R(k - k_1, \omega - \omega_1)\Pi^K(k_1, \omega_1) + D^K(k - k_1, \omega - \omega_1)\Pi^R(k_1, \omega_1) \right], \quad (C2)$$

where $\lambda$ is the form factor from the deformation potential, and $\Pi^{R/K}$ are polarization functions of the fermions which are also
particle-hole propagators. We note that solving the full non-equilibrium problem at this order is beyond the scope of this paper; however, the calculation can be simplified by assuming thermal equilibrium, i.e. $D^{(1)}(p, \omega) = 2i \coth \left( \frac{\omega}{2T} \right) Im D^{(1)}(p, \omega)$, which is simply a statement of fluctuation dissipation theorem. The imaginary part of $\Sigma^{R}\left(4\right)(k, \omega)$ is then given by

$$
\text{Im} \left[ \Sigma^{R}\left(4\right)(k, \omega) \right] = -\kappa^4 \lambda(k)^2 \int \frac{d\omega}{\pi} \sum_{k_1} \lambda(k - k_1)^2 \left[ \coth \left( \frac{\omega_1}{2T} \right) + \coth \left( \omega - \omega_1 \right) \right] Im D^{R}(k - k_1, \omega - \omega_1) Im \Pi^{R}(k_1, \omega_1).
$$

(C3)

Now, we are interested in the behaviour of this function at small $k$ and $\omega = \Omega_k \sim c_v k$ (we assume $k, \Omega_k > 0$). In Fig. 9(a) we plot the region in $k_1, \omega_1$ plane where the 1D particle-hole excitations have a finite spectral weight. This corresponds to the shaded area between the solid lines. The dashed lines correspond to the sum and difference of phonon energies, $\Omega_k + \Omega_{k-k_1}$ and $\Omega_k - \Omega_{k-k_1}$. The location $(k, \Omega_k)$ is shown as a solid black circle. The crossing of the red lines with the shaded regions indicate the values of $(k_1, \omega_1)$ which contributes to the self energy integral. For small $k_1$ at low temperature, the contribution of the regions at large $k_1$, where the phonon lines enter the particle hole continuum, is exponentially suppressed by thermal factors.

FIG. 9. Particle-hole continuum and contribution of 2-phonon processes to the decay rate (at momenta $k$): (a) The 1D particle-hole excitations have a finite spectral weight in the shaded region in $k_1, \omega_1$ plane, bounded by solid blue lines. The dashed red lines correspond to the sum and difference of phonon energies, $\Omega_k + \Omega_{k-k_1}$ and $\Omega_k - \Omega_{k-k_1}$. The location $(k, \Omega_k)$ is shown as a solid black circle. The crossing of the red lines with the shaded regions indicate the values of $(k_1, \omega_1)$ which contributes to the self energy integral. For small $k$ at low temperature, the contribution of the regions at large $k_1$, where the phonon lines enter the particle hole continuum, is exponentially suppressed by thermal factors. (b) The small region at low values of $k_1$, where the energy-momentum conditions are satisfied, is shown in detail. The shaded region, where particle-hole excitations have finite spectral weight, is around $v_F k$ and is bounded by $\epsilon_+ = v_F k + k_1^2/2m$ and $\epsilon_- = v_F k - k_1^2/2m$ (solid blue lines). The region of interest, where the phonon line crosses the shaded region, lies between $k_+$ and $k_-$, where $k_\pm \approx \frac{2c_v}{v_F + c_v} \pm \frac{2c_v^2}{(v_F + c_v)^2} k^2$. Here $v_F$ is the Fermi velocity of the Fermi gas and $m$ is the mass of the Fermions in the low energy long wavelength continuum description. Note that the width of this region is $k_1^2$ and is small at low $k_1$. Further, the retarded phonon propagator has two poles at $\Omega_1 = \Omega_k \pm \Omega_{k-k_1}$. From Fig. 9(b), we see that $\omega_1 > \Omega_k$ and hence
we only consider the residue of the propagator at $\omega_1 = \Omega_k + \Omega_{k-k_1}$. Putting all these together, we get

$$\text{Im} \left[ \Sigma_{(4)}^R (k, c_s k) \right] \sim \frac{k^4}{4} \lambda (k)^2 \int_{k_+}^{k_-} \frac{dk_1}{\Omega_{k_1} - \Omega_k} \left[ \coth \left( \frac{c_s k + \Omega_{k-k_1}}{2T} \right) - \coth \left( \frac{\Omega_{k-k_1}}{2T} \right) \right],$$

(C4)

For small $k$, we can replace the integration by the function value at $k_0 = \frac{1}{2} (k_+ + k_-) = \frac{2c_s}{v_F + c_s} k$ multiplied by the width of the region $\Delta k = \frac{4c_s^2}{m(v_F + c_s)^2} T^2$ to get the leading order estimate of $\text{Im} \left[ \Sigma_{(4)}^R (k, c_s k) \right]$

$$\text{Im} \left[ \Sigma_{(4)}^R (k, c_s k) \right] \sim \frac{k^4}{4c_s} k^2 \frac{|k-k_0|}{|k_0|} \left[ \coth \left( \frac{c_s k + \Omega_{k-k_0}}{2T} \right) - \coth \left( \frac{\Omega_{k-k_0}}{2T} \right) \right] \Delta k
\sim -k^4 \left( \frac{v_F - c_s}{2m(v_F + c_s)^3} \right) k^4 \left[ \coth \left( \frac{v_F - c_s k}{v_F + c_s} \right) - \coth \left( \frac{2v_F}{v_F + c_s} \right) \right].$$

(C5)

We assume that $v_F$ and $c_s$ are of similar magnitude but $c_s < v_F$, so that $2v_F/(v_F + c_s) \sim 1$ and $(v_F - c_S)/(v_F + c_S) \sim 1$. In this case, for $T \ll c_s k$, the arguments of both the $\coth$ functions in the above expression will be large and the value of each thermal factor will be exponentially (in inverse temperature) close to 1. So their difference will result in a decay rate which is exponentially small in inverse temperature, i.e. $\Gamma_k \sim k^3 e^{-\omega_0}/T^2$. Note that if $v_F \gg c_s$, this argument is bolstered even more. For $T \gg c_s k$, the argument of the $\coth$ functions are small, and we get $\Gamma_k \sim T k^2$.

The above calculations have neglected the energy momentum dependence of the off-shell fermionic propagators, which will give additional momentum dependence to the vertex between two phonons and particle-hole excitations. Since the energy mismatch (which determines how far off shell the fermionic propagators are) $\sim (v_F - c_s) k$, one would expect the fermion propagators to be $\sim \frac{k^2}{(v_F - c_s) k^2}$. This would reduce a factor of $k^2$ from the scaling. In this case, one would obtain $\Gamma_k \sim k e^{-\omega_0}/T$ for $T \ll c_s k$ and $\Gamma_k \sim T$ for $T \gg c_s k$. Note that the high temperature result is equivalent to a standard thermal broadening, while the low $T$ result is exponentially small rather than being a power law. This high $T$ limit is similar to the case considered in Ref. 70 (where $\frac{k^2}{2m} \sim T$ for the single particle). In addition, the vertex in Ref. 70 does not have the extra $1/k$ factor from the off-shell fermion propagator.

We finally comment on why our calculations at the lowest temperatures show a different scaling of the decay rate from the earlier works.

In the earlier works, which looks at scattering of single particles, the relevant momenta of fermions are close to 0 $\sim \sqrt{T}$, while we are considering a Fermi sea at a finite density of fermions; so the fermions relevant for phonon relaxation in our case have momenta $\sim k_F$. Refs. 70 and 71 considered the scattering of a massive particle which can be treated classically $\left( \frac{k^2}{2m} \sim T \right)$. Since we have $c_s < v_F$, we do not have a temperature regime where the phonons are quantum but the relevant particle-hole excitations can be treated classically. Thus both degrees of freedom have quantum nature in our calculations. For low $T \ll c_s k$, the thermal factor in both the loss and gain rates in the collision integral approaches 1 to exponential accuracy. The leading order 1 is cancelled, leaving us with an exponentially small remaining term. This is the key reason the relaxation rate of phonons coupled to a Fermi sea in 1D remains exponential even when two phonon processes are considered, in contrast to the case of scattering of a single massive particle. Further the additional $1/k$ factors from the off-shell fermion lines change the power of $k$ sitting in the prefactor to the exponential.

We also note that three-phonon processes involve two particle-hole excitations and satisfy energy-momentum conservation constraints. They can result in a decay rate which is polynomial in temperature and hence not exponentially small. However, these processes are of $O(\kappa^5)$ and for small system-bath coupling they are suppressed.

### Appendix D: Characterization of polarinon mode in 1D

In this appendix we will discuss some details about the undamped polarinon mode situated just outside particle-hole band edge. We noticed (as discussed in Section III B 1) that particle-hole DOS has inverse square root divergence near band edge in 1D. Using Kramers-Kronig relations, one can show that the real part of the retarded self energy diverges in the same way just outside the particle-hole band edge [see Fig. 3(e)].

Now, for the pole of the inverse Green’s function outside the particle-hole band edge we have the equation

$$\omega^2 - \Omega_k^2 - \frac{g(k, \omega)}{\sqrt{\omega - \omega_{\text{max}}(k)}} = 0,$$  

(D1)

where we have assumed $\Sigma^R(k, \omega) \sim \frac{2g(k, \omega)}{\sqrt{\omega - \omega_{\text{max}}(k)}}$ and $g(k, \omega)$ is a function of $k$ and $\omega$ (also depends on the bath parameters) but varies slowly with $\omega$ as we have separated out the divergent piece. We also considered a phonon mode below the particle-hole band edge so that $\Omega_k < \omega_{\text{max}}(k)$. 

Now we define $x = \omega - \omega_{\text{max}}(k)$. For small positive $x$, the solution of Eq. (D1) becomes

$$x(k) = \frac{|g(k, \omega_{\text{max}}(k))|^2}{(\omega_{\text{max}}(k)^2 - \Omega_k^2)^2}. \quad (D2)$$

The spectral weight of this mode is given by

$$Z_{\text{pl}}(k) \approx \frac{|x(k)|^{3/2}}{g(k, \omega_{\text{max}}(k))} = \frac{|g(k, \omega_{\text{max}}(k))|^2}{(\omega_{\text{max}}(k)^2 - \Omega_k^2)^3}. \quad (D3)$$

We have $\omega_{\text{max}} = 2\epsilon_B |\sin(ka/2)|$ and $\Omega_k = \omega_0 |\sin(ka/2)|$ where $2\epsilon_B$ is the fermion bandwidth and $\omega_0$ is the phonon bandwidth. For the electron-phonon coupling we have considered, we can separate out leading $k$-dependence of $g$ as $g(k, \omega_{\text{max}}(k)) = \sin^2(ka/2) f(k)$, where $f(k)$ is a smooth function. With these inputs we have

$$x(k) = \frac{1}{4\epsilon_B^2 - \omega_0^2} [f(k)]^2 \quad (D4)$$

$$Z_{\text{pl}}(k) = \frac{1}{4\epsilon_B^2 - \omega_0^2} [f(k)]^2. \quad (D5)$$

We have calculated $x(k)$ and $Z_{\text{pl}}(k)$ numerically and plotted them as a function of momenta $k$ at bath temperature $T = 0.2\epsilon_B$ and chemical potential $\mu = 0.5\epsilon_B$ in Fig. 10. The system-bath coupling strength is $\kappa^2 = 0.9\epsilon_B^3 a$. We note that their behaviour is consistent with the analytical forms [see Eq. (D4)]. While $x(k)$ increases with $k$, $Z_{\text{pl}}(k)$ falls sharply with $k$ and hence they have little role to play in the dynamics of the phonons at higher momenta.

FIG. 10. Specifications of “polarinon” modes. (a) Distance of the polarinon modes from particle-hole band edge is plotted as a function of momenta. It increases smoothly with momenta. (b) Spectral weight of the polarinon modes is plotted as a function of momenta. The weight falls sharply with momenta. Hence the polarinon modes will not affect the dynamics of the phonons at higher momenta. The bath is set at $T = 0.2\epsilon_B$ and $\mu = 0.5\epsilon_B$. The system-bath coupling strength is $\kappa^2 = 0.9\epsilon_B^3 a$.
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