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Abstract. We define the topological entropy per unit volume in parabolic PDE’s such as the complex Ginzburg-Landau equation, and show that it exists, and is bounded by the upper Hausdorff dimension times the maximal expansion rate. We then give a constructive implementation of a bound on the inertial range of such equations. Using this bound, we are able to propose a finite sampling algorithm which allows (in principle) to measure this entropy from experimental data.

1. Introduction

In this paper, we shall deal with a general reaction-diffusion equation, and we have in mind an N-component system in R³ which is of the form

\[ \partial_t u_i(x, t) = \sum_{j=1}^{N} d_{ij} \Delta u_j + F_i(u_1, \ldots, u_N), \quad i = 1, \ldots, N, \quad (1.1) \]

where all quantities are real. For example, the complex Ginzburg-Landau equation (CGL) is

\[ \partial_t v(x, t) = (1 + i\alpha)v''(x, t) + v(x, t) - (1 + i\beta)v(x, t)|v(x, t)|^2, \quad (1.2) \]

which clearly can be brought to the form of Eq.(1.1) by writing equations for the 2 components \( u_1 = \text{Re} \, v, u_2 = \text{Im} \, v \). We shall write Eq.(1.1) short as

\[ \partial_t u = D\Delta u + F(u). \]
We state now our assumptions on $D$ and $F$. We let $D_{\text{sym}} = (D + D^T)/2$ denote the symmetric part of $D$, and we assume that the matrix $D_{\text{sym}}$ has spectrum $\{\nu_i\}_{i=1,...,N}$ in the open right half-line. We next define

$$\nu_* \equiv \min_{i=1,...,N} \nu_i , \quad D_* \equiv \|D\| ,$$

(1.3)

where $\|D\|$ is the norm of the matrix $D$ as a linear map from $\mathbb{R}^N$ (equipped with the $l^2$ norm) to itself. Note that $\nu_*$ is the minimal dissipation rate in Eq.(1.1). Our assumptions on $F$ are somewhat vague, but they are intended to cover a large variety of possible applications. We first assume that $F$ is “globally stabilizing” in the sense that there is a constant $Q_*$ such that for any initial condition $u(x,0)$ which is bounded in $L^\infty$ there is a $t < \infty$ such that $\|u(\cdot, t')\|_\infty \leq Q_*/2$, for all $t' > t$. (The factor $\frac{1}{2}$ is convenient for later use.) In this sense, $Q_*$ is the radius of a globally invariant set (usually this will be an attracting set).

In the case of the real Ginzburg-Landau equation (Eq.(1.2) with $\alpha = \beta = 0$), one has $Q_*/2 = 1$ and for the CGL it has been shown in [C,GV] that $Q_* < \infty$ when $d = 1$ or $d = 2$, and also in dimension $d = 3$ for some nontrivial parameter range of $\alpha$ and $\beta$. For many other equations one can derive similar bounds using the localization techniques of [CE1]. Since this is not the central issue of our paper, we shall just assume that

$$\|u_t\|_\infty \leq Q_*/2 ,$$

(1.4)

for all $t$. Here, and in the sequel $u_t(x) = u(x,t)$. Our last general assumption is a bound on the maximal local expansion rate. Consider two solutions $u$ and $v$ with $\|u_t\|_\infty$ and $\|v_t\|_\infty$ bounded by $Q_*$ for all $t \geq 0$. (This is no loss of generality if we consider later functions in the “global attractor” $A$.) We define $w = u - v$. Then, we assume that the non-linearity $F$ is such that $w$ satisfies an equation of the form

$$\partial_t w(x,t) = D\Delta w(x,t) + M(x,t)w(x,t) ,$$

(1.5)

where the matrix $M$ has a norm (as a map from $\mathbb{R}^N$ to itself) bounded by

$$\|M(x,t)\| \leq M_* ,$$

(1.6)

for all $x$ and $t$. If $F$ is a polynomial, such a bound will follow automatically from the bound of Eq.(1.4). For example, for the CGL, written in complex notation, we have

$$\partial_t w = (1 + i\alpha)\Delta w + (1 + (1 + i\beta)(uw + v\bar{w}))w + ((1 + i\beta)u^2)\bar{w} ,$$

so that in this case $M$ is a $2 \times 2$ matrix whose norm is bounded by

$$\|M\| \leq 1 + 3(1 + |\beta|)Q_*^2/4 .$$

---

1 We shall try to stick to the following notation: Quantities with a * as an index depend on the parameters of the Eq.(1.1), and the constants $C_0, C_1, \ldots$ do not depend on them.
Again, many other examples can be handled in this manner and are left to the imagination of the reader.

Our study of the topological entropy is based on a detailed analysis of the Eq.(1.5), and in particular on the control of information which is localized in space, in the conjugate momentum, and in time. The localization in space and time has been developed earlier [CE2] and used to prove the existence of the $\varepsilon$-entropy per unit volume of Kolmogorov and Tikhomirov [KT] for systems such as CGL. Here, we use these estimates to show the existence of the topological entropy per unit volume. We then improve the bounds to localize at high frequencies, where the flow defined by Eq.(1.5) will be seen to be essentially a contraction. Using this information, we shall then show that the topological entropy per unit volume can be measured in terms of a discrete sampling of the signal $u$ in space and time. The amount of data needed for such an enterprise is, however, quite prohibitive [ER2] if any reasonable precision is to be attained. But this is probably unavoidable. For a similar study in finite volume, see [CJT].

We end this introduction by explaining in more detail how the various physical scales interact as we bound $w$, since this should be useful to prove further results for dissipative systems in unbounded domains. We wish to argue in “dimensionally correct units” so that $w$ has the dimension of the observed fields (e.g., a temperature), $[M] \sim [t]^{-1}$ and $[D] \sim [t^2 t^{-1}]$, where $t$ is time and $\ell$ is length. In the long wavelength limit, diffusion is inactive, and the growth of $w$ is dominated by $M$. Given the a priori bound $M_*$ on $M$, we shall fix the unit of time to

\[ \tau_* \equiv \frac{1}{M_*}. \] (1.7)

Recall that $D_*$ is the norm of $D$ and the (dimensionless) quotient $D_*/\nu_*$ compares essentially the strongest to the weakest dissipation rates. The time $\tau_*$ is the time in which errors can grow at most by a bounded factor, which depends on $D_*/\nu_*$, and we shall see that $1/\tau_*$ is also the natural sampling rate for the determination of the entropy. The dissipative range of the equation (1.5) is given by those $k$-values for which dissipation is guaranteed to exceed the growth, i.e., for $\nu_* k^2 \geq M_*$. Hence we set the cut-off for the $k$-values to

\[ k_* \equiv \left( \frac{1}{\tau_* \nu_*} \right)^{1/2} \cdot F(D_*/\nu_*), \] (1.8)

where the correcting factor $F$ will be defined in Eq.(6.12). The natural unit of length is almost the inverse of $k_*:

\[ \delta_* \equiv \left( \tau_* \nu_* \right)^{1/2}. \] (1.9)

(The correcting factor in Eq.(1.8) is used in the bounds, but for a more intuitive understanding the reader should assume $D_* = \nu_*$. ) In terms of these units, we can now explain our “sampling bound” of Theorem 6.7: Consider an $\varepsilon > 0$, which will be the precision we want to achieve (up to a factor). Assume that two solutions of Eq.(1.1), $u$, and $v$ satisfy the bound

\[ |u(m\delta_*, t - n\tau_*) - v(m\delta_*, t - n\tau_*)| \leq \varepsilon, \] (1.10)
for all \( n \) with \( 0 \leq n \leq C \log(1/\varepsilon) \) and for all \( |m| \leq (L + C/\varepsilon)/\delta_* \) where \( C \) is some universal constant. There is another universal constant \( C' \) such that Eq.(1.10) implies
\[
|u(x, t) - v(x, t)| \leq C' \varepsilon ,
\] (1.11)
for all \( |x| \leq L \). Thus, a discrete sampling at spacings \( \delta_* \) and \( \tau_* \) suffices to bound the difference of the two functions everywhere in \( \{|x| \leq L\} \). In other words, sampling in the inertial range for a time of order \( \tau_* \log(1/\varepsilon) \) suffices to bound the dissipative part of \( u - v \) as a function of the sampling precision.

This result is in line with our earlier bound [CE2] where we showed that, expressed in the units of the present paper, the number of balls of radius \( \varepsilon \) in \( L^\infty \) needed to cover the global attractor (when restricted to \( |x| \leq L \)) has a bound of the order of
\[
\exp(C(L/\delta_*)^{d-1} \log(1/\varepsilon)^2) \cdot \exp(C(L/\delta_*)^d \log(1/\varepsilon)) .
\]

One of the main ingredients of the proof of Eq.(1.11) is the “dissipative bound” of Theorem 5.1 below. In [CE2], we showed the inequality [CE2, Eq.(6.6)]:
\[
\sup_{|x| \leq \lambda - \varepsilon^{-1}} |w(x, t)| \leq C \varepsilon ,
\] (1.12)

Fig. 1: A symbolic representation of the space-time points which need to be sampled with differences less than \( \varepsilon \) to get a bound on the difference of two functions on the interval labeled \( L \) to a precision \( B_{25}^* \varepsilon \). See Theorem 6.7 for a definition of the constants \( B_{23}^* \), \( B_{24}^* \) and \( B_{25}^* \).
when $0 \leq t \leq \tau_*$, and $\sup_{|x| \leq \lambda} |w(x, 0)| \leq \varepsilon$. We can improve this bound (slightly) as follows and write it in natural units (see Eq.(5.8) for a precise formulation):

$$\sup_{|x| \leq \lambda - \ell} |w(x, \tau_*)| \leq C \left( \sup_{|x| \leq \lambda} |w(x, 0)| + (\delta_* / \ell) \|w(\cdot, 0)\|_\infty \right) \left( \frac{D_*}{\nu_*} \right)^{(1+d)/2}.$$

Our improved bound in this paper exploits the dissipation as follows: Let $P_>$ denote a localization of the Fourier transform of $w$ to wave numbers $k$ satisfying $|k| > k_*$ (see below for a more precise definition). Then,

$$\sup_{|x| \leq \lambda - \ell} |P_> w(x, \tau_*)| \leq C \left( \frac{M_*}{\nu_* k_*^2} \right)^{1-d/4} \left( \sup_{|x| \leq \lambda} |w(x, 0)| + (\delta_* / \ell) \|w(\cdot, 0)\|_\infty \right) \left( \frac{D_*}{\nu_*} \right)^{(1+d)/2}.$$

Thus, if $k_*$ is sufficiently large, the high frequency part of $w$ decays.

Our paper is organized as follows: We first show that the topological entropy per unit volume is defined and is bounded by the expansion rate. We then show the dissipative bound mentioned above, and finally show how it can be used to prove the sampling bound. From this, an estimate of the topological entropy per unit volume can be derived.
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#### 2. Existence of the Topological Entropy per Unit Volume

We start by proving existence of the topological entropy per unit volume. This is somewhat similar to the standard proof of existence of topological entropy (see [AKM]). We define the global attractor $A$ by

$$A(B, \tau) = \bigcap_{n \geq 0} \Phi_{n \tau}(B). \quad (2.1)$$

Here, $B$ is a ball in $L^\infty$ and $\Phi_t$ is the semi-flow defined by the evolution Eq.(1.1). It can be shown (see [MS]) that $A(B, \tau)$ is invariant and that it does not depend on the initial ball $B$ (if it is large enough) nor on the (large enough) time $\tau \geq \tau_0(B)$. Thus, we define $A = A(B, \tau_0(B))$.

For any $\varepsilon > 0$ and any bounded set $Q$ in $\mathbb{R}^d$, whose boundary has Lebesgue measure 0, we define $W^\varepsilon_Q$ as the set of all finite coverings of $A$ by open sets in $L^\infty(Q)$ of diameter at most $\varepsilon$. Note that by the compactness of $A|_Q$, which follows from the uniform bounds on the gradient by Ascoli [MS], such finite coverings exist.

Let $\tau > 0$ be a fixed time step, and let $T = n \tau$ with $n \in \mathbb{Z}$. For $U \in W^\varepsilon_Q$, we say that two trajectories $A_1$ and $A_2$ in $A$ are $U$-different before time $T$ if there is at least one $j$, $0 \leq j \leq n$ for which the points $\Phi_{j \tau}(A_1)$ and $\Phi_{j \tau}(A_2)$ do not belong to the same element of $U$. Let

$$N_{T, \tau}(U)$$
be the largest number of trajectories which are pairwise $U$-different before time $T$ (and considered with time-step $\tau$.) Note that this number is finite since it is at most $(\text{Card } U)^{T/\tau}$. Let

$$N_{Q,T,\tau,\varepsilon} = \inf_{U \in \mathcal{W}^\varepsilon_Q} N_{T,\tau}(U).$$

**Lemma 2.1.** Let $Q_1$ and $Q_2$ be two bounded domains with boundary of zero Lebesgue measure and $Q_1 \cap Q_2$ of zero Lebesgue measure. The functions $N_{Q,T,\tau,\varepsilon}$ satisfy the following bounds:

i) $N_{Q,T,\tau,\varepsilon}$ is non-increasing in $\varepsilon$.

ii) $N_{Q,T_1+T_2,\tau,\varepsilon} \leq N_{Q,T_1,\tau,\varepsilon} N_{Q,T_2,\tau,\varepsilon}$.

iii) $N_{Q_1 \cup Q_2,T,\tau,\varepsilon} \leq N_{Q_1,T,\tau,\varepsilon} N_{Q_2,T,\tau,\varepsilon}$.

**Proof.** i) follows since $\mathcal{W}^\varepsilon_Q$ is non-decreasing in $\varepsilon$. For a given $U \in \mathcal{W}^\varepsilon_Q$, we have easily from the definition

$$N_{T_1+T_2,\tau}(U) \leq N_{T_1,\tau}(U) N_{T_2,\tau}(U).$$

Indeed, if we consider a maximal collection of trajectories $A_1, A_2, \cdots, A_{N_{T_1+T_2,\tau}(U)}$, we can collect with $A_1$ all the remaining $A_j$ ($j > 1$) whose step $\tau$ orbit $U$ coincides with that of $A_1$ up to $T_1$. We know that since these orbits should differ between $T_1$ and $T_2$ their number is at most $N_{T_2,\tau}(U)$. We continue with the remaining orbits and this leads to at most $N_{T_1,\tau}(U)$ groups. ii) now follows immediately.

In order to prove iii), we consider $U_1 \in \mathcal{W}^\varepsilon_{Q_1}$ and $U_2 \in \mathcal{W}^\varepsilon_{Q_2}$. Since we are using the $L^\infty$ norm, an argument similar to the one above leads to

$$N_{T,\tau}(U_1 \times U_2) \leq N_{T,\tau}(U_1) N_{T,\tau}(U_2).$$

We also have easily (again because we are using the $L^\infty$ norm)

$$\mathcal{W}^\varepsilon_{Q_1} \times \mathcal{W}^\varepsilon_{Q_2} \subset \mathcal{W}^\varepsilon_{Q_1 \cup Q_2}.$$

The claim iii) now follows easily.

**Definition.** Henceforth, we shall work with domains which are cubes, and we denote $Q_L$ the cube of side $L$ centered at the origin.

**Theorem 2.2.** The following limit exists

$$h = \lim_{\varepsilon \to 0} \lim_{L \to \infty} \frac{1}{L^d} \lim_{T \to \infty} \frac{1}{T} \log N_{Q_L,T,\tau,\varepsilon}. \quad (2.2)$$

Moreover, $h$ does not depend on $\tau$. It is called the topological entropy per unit volume of the system.

**Proof.** From ii) of the Lemma 2.1, and the usual subadditivity argument, we conclude that the following limit exists

$$h^{(1)}_{Q,\tau,\varepsilon} = \lim_{T \to \infty} \frac{1}{T} \log N_{Q,T,\tau,\varepsilon}.$$
Moreover, from i) it is non-increasing in \( \varepsilon \) and from iii) it satisfies
\[
h_{Q_1 \cup Q_2, \tau, \varepsilon}^{(1)} \leq h_{Q_1, \tau, \varepsilon}^{(1)} + h_{Q_2, \tau, \varepsilon}^{(1)}.
\]

Therefore the following limit exists
\[
h_{\tau, \varepsilon}^{(2)} = \lim_{L \to \infty} \frac{1}{L^d} \int_{Q} h_{Q_L, \tau, \varepsilon}^{(1)}.
\]

Moreover, \( h_{\tau, \varepsilon}^{(2)} \) is non-increasing in \( \varepsilon \). This proves that the limit Eq.(2.2) exists.

We now show that it is independent of \( \tau \). As in the treatment of topological entropy for finite dimensional systems, we start by giving an equivalent definition. Given a positive number \( \zeta \), we say that two trajectories \( A_1 \) and \( A_2 \) in \( A \) are \( \zeta \)-separated in \( Q \) before time \( T \) (with time-steps \( \tau \)) if there exists an integer \( j \in [0, T/\tau] \) for which
\[
\| \Phi_{j \tau}(A_1) - \Phi_{j \tau}(A_2) \|_{L^\infty(Q)} \geq \zeta.
\]

We denote by \( R_{Q,T,\tau}(\zeta) \) the maximum of the cardinalities of the sets of trajectories which are pairwise \( \zeta \)-different before time \( T \). Since the coverings in \( \mathcal{W}_Q^\zeta \) are of diameter less than \( \zeta \), one has
\[
R_{Q,T,\tau}(\zeta) \leq N_{Q,T,\tau,\zeta/2}.
\]

Let now \( \mathcal{U} \) be a finite covering of \( A \) by balls of radius \( \zeta \) in \( L^\infty(Q) \). Then, if two trajectories differ on \( \mathcal{U} \) at some time, their distance is at least \( \zeta \). Therefore
\[
N_{Q,T,\tau,2\zeta} \leq R_{Q,T,\tau}(\zeta).
\]

These two estimates imply immediately that
\[
\lim_{\varepsilon \to 0} h_{\tau, \varepsilon}^{(2)} = \lim_{\varepsilon \to 0} \lim_{L \to \infty} \frac{1}{L^d} \lim_{T \to \infty} \frac{\log R_{Q_L,T,\tau}(\varepsilon)}{T}.
\]

\textbf{Lemma 2.3.} There are numbers \( \gamma > 0 \), \( \Gamma > 1 \) and \( C < \infty \) such that for all \( L, \varepsilon > 0 \) satisfying \( L > C\varepsilon^{-1} \) and for all \( A_1 \) and \( A_2 \) in \( A \) for which \( \| A_1 - A_2 \|_{L^\infty(Q_L)} \leq \varepsilon \), we have for any \( 0 \leq t \leq C^{-1}\varepsilon L - 1 \),
\[
\| \Phi_t(A_1) - \Phi_t(A_2) \|_{L^\infty(Q_{L-\Gamma\varepsilon^{-1}(t+1)})} \leq \Gamma \varepsilon^{\gamma t},
\]
with \( \Gamma > 1 \).

\textbf{Proof.} See Theorem 5.1, Eq.(5.8) below. In fact, the statement was already shown in \[CE2].

Using the above estimate one has easily for \( \tau' < \tau \),
\[
R_{Q_L,T,\tau'}(\varepsilon) \leq R_{Q_L+C\varepsilon^{-1}(t+1),T,\tau}(\varepsilon\Gamma^{-1}e^{-\gamma t}),
\]
and
\[
R_{Q_L,T,\tau}(\varepsilon) \leq R_{Q_L+C\varepsilon^{-1}(t+1),T,\tau'}(\varepsilon\Gamma^{-1}e^{-\gamma t}).
\]

It follows now immediately from Eq.(2.3) that \( \lim_{\varepsilon \to 0} h_{\varepsilon,\tau}^{(2)} \) does not depend on \( \tau \). This concludes the proof of Theorem 2.2.
3. Upper Bound on the Entropy per Unit Volume

It does not follow from what was said in the previous section that we have defined a finite number. We now give an upper bound. We first observe that from the sub-additivity argument we have

$$\lim_{T \to \infty} \frac{1}{T} \log R_{Q_L, T, \tau}(\varepsilon) = \inf_{T} \frac{1}{T} \log N_{Q_L, T, \tau, \varepsilon}.$$ 

Therefore, in order to obtain an upper bound, we can fix a $T$ and vary $L$.

Let $H_{\varepsilon}$ denote the $\varepsilon$-entropy per unit volume defined in [KT], (see also [CE2] for the application to the case at hand). This means that we first define $N_{Q}(\varepsilon)$ as the minimum number of balls of radius $\varepsilon$ in $L^{\infty}(Q)$ needed to cover $A|_Q$ (the functions on the attractor $A$ restricted to $Q$), and then

$$H_{\varepsilon} = \lim_{L \to \infty} \frac{\log N_{Q_L}(\varepsilon)}{L^d}.$$  

We define the upper dimension per unit volume $d_{up}$ of $A$ by

$$d_{up} = \limsup_{\varepsilon \to 0} \frac{H_{\varepsilon}}{\log(1/\varepsilon)}.$$

Note that it follows from [CE2] that $d_{up}$ is finite. It is an open question to prove that the limit exists. However, we have a bound:

**Theorem 3.1.** The topological entropy per unit volume is bounded by

$$h \leq d_{up} \gamma,$$

where $\gamma$ is the constant appearing in Lemma 2.3.

**Remark.** In terms of the variables which scale like the system, we have $\gamma = M_*$.

**Proof.** Let $\eta > 0$ be a fixed number. Let $\varepsilon_0 > 0$ be small enough such that for all $\varepsilon \in (0, \varepsilon_0)$ we have

$$\frac{H_{\varepsilon}}{\log(1/\varepsilon)} \leq d_{up} + \eta.$$

For a fixed $\varepsilon \in (0, \varepsilon_0)$ let $L_{\eta, \varepsilon} > 0$ be such that for any $L > L_{\eta, \varepsilon}$ we have,

$$\left| \frac{\log N_{Q_L}(\varepsilon)}{L^d} - H_{\varepsilon} \right| \leq \eta.$$

We now give an upper bound on $R_{Q_L, T, \tau}(\zeta)$. For $\varepsilon \in (0, \varepsilon_0)$, choose a finite covering $U$ of $A$ in $L^{\infty}(Q_{L+(T+1)\varepsilon^{-1}})$ by balls of radius $\varepsilon \Gamma^{-1} e^{-\gamma T}/2$. By [CE2] and the previous discussion, we know that we can find such a covering $U$ of cardinality at most

$$\exp\left((L + C\varepsilon^{-1}(T + 1))^d \cdot (\eta + (d_{up} + \eta)(\gamma T + \log(2\Gamma\varepsilon^{-1}))))\right).$$
Moreover, from the definition of $\gamma$, if $A_1$ and $A_2$ belong to the same element of $\mathcal{U}$, it follows from Lemma 2.3 that
\[
\sup_{0 \leq t \leq T} \| \Phi_t(A_1) - \Phi_t(A_2) \|_{L^\infty(Q_L)} \leq \varepsilon.
\]
Therefore,
\[
R_{Q,T,\tau}(\varepsilon) \leq \exp \left( (L + C\varepsilon^{-1}(T + 1))^d \cdot (\eta + (d_{up} + \eta)(\gamma T + \log(2\Gamma\varepsilon^{-1}))) \right).
\]
It follows that
\[
\lim_{L \to \infty} \frac{1}{L^d} \inf_{T} \frac{1}{T} \log R_{Q_L,T,\tau}(\varepsilon) \leq \lim_{L \to \infty} \frac{1}{L^d} \frac{1}{T} \log R_{Q_L,T,\tau}(\varepsilon)
\]
\[
\leq \eta + (d_{up} + \eta)(\gamma + T^{-1} \log(2\Gamma\varepsilon^{-1})) ,
\]
and the result follows by letting $T \to \infty$ and then $\eta \to 0$.

4. Localization in Momentum Space and Bounds on the Semi-Group

In this section, we deal with some simple bounds on the semi-group generated by $D\Delta$. We begin by constructing the localization in momentum space. Let $\chi \geq 0$ be a smooth function with support in $|k| \leq 2$ and which is equal to 1 for $|k| \leq 1$. We also assume $\chi \leq 1$. We shall denote $\chi_{k<k_*} = \chi(k/k_*)$ and $\chi_{k>k_*} = 1 - \chi(k/k_*)$. We define the convolution operators $\mathcal{G}_\tau$, $\mathcal{G}_{\tau,>}$ and $\mathcal{G}_{\tau,<}$ by
\[
\mathcal{G}_\tau(x) = \int dk e^{ikx-Dk^2\tau},
\]
\[
\mathcal{G}_{\tau,>}(x) = \int dk e^{ikx} e^{-Dk^2\tau} \chi_{k>k_*},
\]
\[
\mathcal{G}_{\tau,<}(x) = \int dk e^{ikx} e^{-Dk^2\tau} \chi_{k<k_*} = \mathcal{G}_\tau(x) - \mathcal{G}_{\tau,>}(x).
\]

Notation. The constants $B^*_0, B^*_1, \ldots$, do only depend on the quotient $D_*/\nu_*$ (something like the condition number of the matrix $D$), but not on any other parameters of the problem, except $d$. We also recall that the constants $C_0, \ldots$, are numerical factors which do not depend on any parameters of the problem except $d$.

We now state and prove various estimates on these kernels.

Lemma 4.1. For every $p \geq 0$ there is a constant $B^*_0(p)$ such that for all $\tau > 0$ one has the bound
\[
\left\| \int dk e^{ikx} e^{-Dk^2\tau} \right\| \leq B^*_0(p) \frac{1}{(\nu_\tau)^{d/2}(1 + \frac{|x|^2}{D_*\tau})^{p/2}} . \tag{4.1}
\]
Furthermore, convolution with $G_\tau$ is a well-defined operator on bounded functions and has norm (as a map from $L^\infty$ to itself) bounded by

$$
\|G_\tau\|_\infty \leq B_1^* , \tag{4.2}
$$

for some $B_1^*$.

**Proof.** For simplicity, we write the proof for the case of $d = 1$, but with a distinction of the upper and lower bounds ($D_*, \nu_*$, resp.) on the matrix $D$. For example

$$
\int dk \ e^{ikx} e^{-Dk^2 \tau} = \int dk \ (-i\partial_k e^{ikx}) e^{-Dk^2 \tau}
= -i \int dk \ e^{ikx} e^{-Dk^2 \tau} 2Dk \tau .
$$

Thus, in this case,

$$
\left| \int dk \ e^{ikx} e^{-Dk^2 \tau} \right| \leq |x|^{-1} \int dk \ e^{-Dk^2 \tau} 2D|k| \tau
\leq C_0 \left( \frac{D_* \tau}{|x|^2} \right)^{1/2} \frac{1}{(\nu_* \tau)^{1/2}} \left( \frac{D_*}{\nu_*} \right)^{1/2} . \tag{4.3}
$$

Using $D_* / \nu_* \geq 1$, the generalization to arbitrary $d$ and $p$ is easy and is left to the reader. The second assertion follows by taking $p = d + 2$ and integrating. The reader can also check that $B_1^* = C_1 (D_*/\nu_*)^{d+2}$, for some $C_1$.

**Lemma 4.2.** Let $\tau \geq 0$. For all $p \geq 0$ there is a constant $B_2^*(p)$ such that for all $z \in \mathbb{C}^d$ one has a bound

$$
\left\| \int dk \ e^{ikz} e^{-Dk^2 \tau} \chi_{k < k_*} \right\| \leq B_2^*(p) \frac{1}{(k_*^{-2} + \nu_* \tau)^{d/2}} \left( 1 + \frac{|z|^2}{k_*^{-2} + D_* \tau} \right)^{p/2} , \tag{4.4}
$$

where $|\text{Im} \ z| \equiv \sum_{i=1}^{d} |\text{Im} \ z_i|$.

**Proof.** We get, for $z \in \mathbb{C}$,

$$
z^p \int dk \ e^{ikz} e^{-Dk^2 \tau} \chi_{k < k_*} = \int dk \ (-i\partial_k)^p e^{ikz} e^{-Dk^2 \tau} \chi(k/k_*) ,
$$

and integrating by parts this leads to a finite sum of terms of the form

$$
O(1) \int dk \ e^{ikz} e^{-Dk^2 \tau} (D\tau k)^{n_1} \frac{k^{-n_2} k_*^{-n_3}}{k_*^{-2}} \left( \partial_k^{n_3} \chi \right)(k/k_*) ,
$$
where \( n_1 + n_2 + n_3 = p \), with \( n_2 \leq n_1 \). We let \( f = \partial_{k_1}^{n_1} \chi \), and we write \( n_1 = s_1 + s_2 \), \( n_2 = s_1 \), and \( n_3 = s_3 \), where now \( s_i \geq 0 \) and \( p = 2s_1 + s_2 + s_3 \). Thus we need to bound expressions of the form

\[
\int_{|k| \leq 2k_*} dk e^{-Dk^2 \tau} (D\tau)^{s_1+s_2} k_1^{s_3} f(k) .
\]

(4.5)

It will be useful to consider first the case \( \nu_* \tau < 1/k_*^2 \). Then we can bound (4.5) in \( d \) dimensions by

\[
\Theta(1) \left( \frac{D_*}{\nu_*} \right)^p k_*^d (\nu_* \tau)^{s_1+s_2} k_*^{s_3} \leq \Theta(1) \left( \frac{D_*}{\nu_*} \right)^p k_*^{d-2s_1-2s_2} k_*^{s_3} = \Theta(1) \left( \frac{D_*}{\nu_*} \right)^p k_*^{d-p} .
\]

(4.6)

In the case when \( \nu_* \tau \geq 1/k_*^2 \), we bound (4.5) by

\[
\Theta(1) \left( \frac{D_*}{\nu_*} \right)^p \int dk e^{-\nu_* k^2 \tau} (\nu_* \tau)^{s_1+s_2} |k|^{s_3} (\nu_* \tau)^{s_3/2}
\leq \Theta(1) \left( \frac{D_*}{\nu_*} \right)^p (\nu_* \tau)^{-d/2+s_1+s_2-s_3/2}
= \Theta(1) \left( \frac{D_*}{\nu_*} \right)^p (\nu_* \tau)^{-d/2+p/2} .
\]

(4.7)

Combining (4.6) and (4.7), and observing that \( |e^{ikz}| \leq e^{2k_* |\Im z|} \) on the support of \( \chi_{k<k_*} \), we conclude the proof of Lemma 4.2.

**Lemma 4.3.** For every \( p \geq 0 \) there is a constant \( B_3^*(p) \) such that for all \( k_* > 0 \) and all \( \tau > 0 \), one has the following bounds:

i) When \( \nu_* \tau > 1/k_*^2 \) one has

\[
\left\| \int dk e^{ikx} e^{-Dk^2 \tau} \chi_{k<k_*} \right\| \leq B_3^*(p) \frac{e^{-\nu_* k_*^2 \tau/2}}{(\nu_* \tau)^{d/2}(1 + |x|^2/D_* \tau)^{p/2}} .
\]

(4.8)

ii) When \( \nu_* \tau \leq 1/k_*^2 \) one has

\[
\left\| \int dk e^{ikx} e^{-Dk^2 \tau} \chi_{k<k_*} \right\| \leq B_3^*(p)e^{-\nu_* k_*^2 \tau/2}
\cdot \left( \frac{1}{(\nu_* \tau)^{d/2}(1 + |x|^2/D_* \tau)^{p/2}} + \frac{1}{k_*^{-d}(1 + k_*^2 |x|^2)^{p/2}} \right) .
\]

(4.9)

**Proof.** Assume first that \( \nu_* \tau \leq 1/k_*^2 \). In that case, \( e^{\nu_* k_*^2 \tau} \leq e \), and thus it suffices to produce a bound without exponential factor. We can write \( \chi_{k<k_*} = 1 - \chi_{k<k_*} \) and get a bound by
combining Eq.(4.1) with Eq.(4.4). This leads to

\[
\left\| \int dk e^{ikz} e^{-Dk^2\tau} \chi_{k>k_*} \right\| \leq eB_0^* (p) \frac{1}{(\nu_* \tau)^{d/2}} \left( \frac{|x|^2}{D_* \tau} \right)^{d/2} \left( \frac{D_*}{\nu_*} \right)^{p/2} \\
+ eB_2^* (p) \frac{1}{(k_*^{-2} + \nu_* \tau)^{d/2}} \left( 1 + \frac{|x|^2}{k_*^{-2} + D_* \tau} \right)^{p/2} \left( \frac{D_*}{\nu_*} \right),
\]

from which the first assertion follows. In the case \( \nu_* \tau \geq 1/k_*^2 \), we integrate again by parts and get to bound an expression of the form (we work again in the case \( d = 1 \) only):

\[
x \int dk e^{ikx} e^{-Dk^2\tau} \chi_{k>k_*} = -i \int dk e^{ikx} e^{-Dk^2\tau} \left( 2Dk(1 - \chi(k/k_*)) - k_*^{-1}(\partial_k \chi)(k/k_*) \right).
\]

Therefore, we get, as in (4.3),

\[
\left| \int dk e^{ikx} e^{-Dk^2\tau} \chi_{k>k_*} \right| \leq |x|^{-1} \Theta(1) e^{-\nu_*k^2\tau/2} \int dk e^{-Dk^2\tau/2} |2Dk\tau| \\\n+ |x|^{-1} \Theta(1)e^{-\nu_*k^2\tau/2} \int dk e^{-Dk^2\tau/2} \left| k_*^{-1}\chi'(k/k_*) \right| \leq Ce^{-\nu_*k^2\tau/2} \left( \frac{D_* \tau}{|x|^2} \right)^{1/2} \left( \frac{1}{(\nu_* \tau)^{1/2}} \right) \left( \frac{D_*}{\nu_*} \right)^{1/2} \\\n+ Ce^{-\nu_*k^2\tau/2} \frac{1}{(\nu_* \tau)^{1/2}} \frac{k_*^{-1}}{|x|} \leq Ce^{-\nu_*k^2\tau/2} \left( \frac{D_* \tau}{|x|^2} \right)^{1/2} \left( \frac{1}{(\nu_* \tau)^{1/2}} \right) \left( \frac{D_*}{\nu_*} \right)^{1/2},
\]

The generalization to arbitrary \( p \) and \( d \) is easy and is left to the reader.

5. The Dissipative Bound

In this section, we consider in detail the equation\(^1\)

\[
\dot{w}(x, t) = D\Delta w(x, t) + M(x, t)w(x, t),
\]

where \( w \) takes values in \( \mathbb{R}^N \). Our bounds will work in dimensions \( d \leq 3 \). We first state the assumptions of the Introduction in a more precise form. We first assume that

\[
\| M(x, t) \| \leq M_*,
\]

\(^1\) For simplicity we assume isotropy of the diffusion in the \( d \) components of the coordinates, but this requirement could be dropped if desired.
for all $x \in \mathbb{R}^d$, $t \in \mathbb{R}_+$. We assume further that

$$|w(x, t)| \leq Q_*, \quad (5.3)$$

for all $x, t$. (This is the reason for the choice of $Q_*/2$ in the bound on $u$.) Here, and in the remainder of the paper, $| \cdot |$ is the $l^2$-norm of a vector in $\mathbb{R}^N$.

We will fix the constant $k_*$ only in the next section. But we will work here with the following "comparisons of scales" which will be essential in the bounds:

$$\tau_* = 1/M_*, \quad \delta_*^2 = D_* \tau_*, \quad k_*^2 \geq 1/(\nu_* \tau_*) \quad (5.4, 5.5, 5.6)$$

We consider next the integral representation of $w_1(\cdot) \equiv w(\cdot, t = \tau_*)$:

$$w(x, \tau_*) = (\mathcal{G}_{\tau_*} \ast w)(x) + \int_0^{\tau_*} ds \ (\mathcal{G}_{\tau_*-s} \ast (M(\cdot, s)w(\cdot, s)))(x) \equiv w_{1\downarrow} + w_{1\uparrow}. \quad (5.7)$$

Using the decomposition $\mathcal{G}_\tau = \mathcal{G}_{\tau,\downarrow} + \mathcal{G}_{\tau,\uparrow}$, we split $w_{1\downarrow}$ and $w_{1\uparrow}$ into high and low frequency parts:

$$w_{1\downarrow} = w_{1\downarrow}^{(1)} + w_{1\downarrow}^{(2)}, \quad w_{1\uparrow} = w_{1\uparrow}^{(1)} + w_{1\uparrow}^{(2)}.$$

Note that $w_{\downarrow}$ has Fourier components in $\{|k| \leq 2k_*\}$ and $w_{\uparrow}$ has components in $\{|k| \geq k_*\}$.

**Theorem 5.1.** (Dissipative bound) In dimension $d \leq 3$, we have the following bounds for some constants $B_4^*$ and $B_5^*$: Upon localizing in space, we have for $0 \leq \tau \leq \tau_*$,

$$\sup_{|x| \leq \lambda - \ell} |w(x, \tau)| \leq B_4^* \left( \sup_{|x| \leq \lambda} |w(x, 0)| + (\delta_* / \ell) \|w(\cdot, 0)\|_{\infty} \right). \quad (5.8)$$

Localizing in position space and momentum space, we have

$$\sup_{|x| \leq \lambda - \ell} |w_{\uparrow}(x, \tau_*)| \leq B_5^* \left( e^{-\nu_* k_*^2 / M_*} + \left( \frac{M_*}{\nu_* k_*^2} \right)^{1-d/4} \right) \left( \sup_{|x| \leq \lambda} |w(x, 0)| + (\delta_* / \ell) \|w(\cdot, 0)\|_{\infty} \right). \quad (5.9)$$

**Proof.** We define, as in [CE1], a family of space cutoff functions: Let

$$\psi_a(x) = \frac{Z}{1 + \left( (x - a)^2 / \delta_*^2 \right)^{1+d/2}} = \psi(x - a),$$
where $Z = \delta^{-d} / \int dx (1 + x^2)^{-1-d/2}$ is chosen such that $\int dx \psi(x) = 1$. We start with a bound in $L^2$:

**Lemma 5.2.** There is a constant $B_o^*$ such that the solution of Eq.(5.1) satisfies:

$$\sup_{0 \leq t \leq \tau_*} \sup_{|a| \leq \lambda - \ell} \int dx \psi_a(x)|w(x, t)|^2 \leq B_o^* \left( \sup_{|x| < \lambda} |w(x, 0)|^2 + \|w(\cdot, 0)\|_\infty^2 (\delta_*/\ell)^2 \right). \quad (5.10)$$

**Proof.** Let

$$X_t = \int dx \psi_a(x)|w(x, t)|^2.$$  

Then we have, from the equations of motion,

$$\partial_t X_t = \int dx \psi_a (w \cdot (D\Delta w + Mw) + (D\Delta w + Mw) \cdot w)$$

$$= -2 \int dx \psi_a (\nabla w) \cdot D_{sym} \nabla w + 2 \int dx \psi_a M_{sym} |w|^2 - \int dx (\nabla \psi_a) \nabla w \cdot Dw.$$  

Here, $M_{sym} = (M + M^T)/2$ and $\|M_{sym}\| \leq \|M\| \leq M_*$. Observe that by our choice of $\psi$ we have $|\nabla \psi| \leq C_2 \psi / \delta_*$ for some constant $C_2$ independent of $\delta_*$. Using the definitions (1.3) of $\nu_*$ and $D_*$, we find

$$|\partial_t X_t| \leq -2\nu_* \int dx \psi_a |\nabla w|^2 + 2 \int dx \psi_a M_* |w|^2 + 2C_2 \int dx (D_* / \delta_*) \psi_a |w| \cdot \nabla w|.$$  

We polarize the term containing $w \cdot \nabla w$ and use the identity $(D_*/\delta_*)^2 / \nu_* = M_*$. see Eq.(5.5), Then we see that we can find a constant $C_3$ such that

$$|\partial_t X_t| \leq C_3 M_* (1 + (D_*/\nu_*)) X_t. \quad (5.11)$$

Coming back to the assumptions of Lemma 5.2, we see that when $|a| \leq \lambda - \ell$ we have

$$X_0 = \int dx \psi_a |w_0|^2 = \int_{|x| \leq \lambda} dx \psi_a |w_0|^2 + \int_{|x| \geq \lambda} dx \psi_a |w_0|^2$$

$$\leq \sup_{|x| < \lambda} |w(x, 0)|^2 + C_4 \|w_0\|_\infty^2 (\delta_*/\ell)^2.$$  

Using this bound on the initial condition, the differential inequality (5.11), and $\tau_* M_* = 1$, the assertion of Lemma 5.2 follows with $B_o^* = \exp(C_3 (1 + (D_*/\nu_*)))$.

We begin the proof of (5.9). We deal first with the bound on $w^{(2)}(x)$, when $|x| \leq \lambda - \ell$. Consider, for $\tau_* \geq t \geq s \geq 0$, the quantity

$$Y_{t,s} = \int dy \mathcal{G}_{t-s, >}(x-y) M(y,s) w(y,s)$$

$$= \int dy \frac{\mathcal{G}_{t-s, >}(x-y)}{\sqrt{\psi(x-y)}} \sqrt{\psi(x-y)} M(y,s) w(y,s).$$
We consider first the case $\nu_* \tau > k_*^{-2}$: Then, by the Schwarz inequality and Eq.(4.8), we have

$$Y_{t,s}^2 \leq \int dy \frac{|G_{t-s,\nu_*}(x-y)|^2}{|\psi(y-x)|} M_2 \int dz \psi(x)|w(z, s)|^2$$

$$\leq \int dy \frac{B_3^*(p)^2 e^{-\nu_* k_*^2(t-s)} (\frac{D_*}{\nu_*})^{2p}}{(\nu_*(t-s))^d (1 + \frac{|x-y|^2}{D_*(t-s)})^p} (1 + \frac{|x-y|^2}{\delta_*^2})^{1+d/2} Z$$

$$\cdot M_2^2 \int dz \psi(x)|w(z, s)|^2 .$$

Since we deal with $|x| \leq \lambda - \ell$, we get from (5.10),

$$Y_{t,s}^2 \leq B_3^*(p)^2 (\frac{D_*}{\nu_*})^{2p} Z^{-1} \int dy \frac{e^{-\nu_* k_*^2(t-s)} (\frac{D_*}{\nu_*})^{d/2}}{\nu_*(t-s)^d} (1 + \frac{|x-y|^2}{D_*(t-s)})^{-p} (1 + \frac{|x-y|^2}{\delta_*^2})^{1+d/2}$$

$$\cdot M_2^2 B_6^*(K^2 + Q_*^2 (\frac{\delta_*}{\ell})^2) ,$$

where $K = \sup_{|x| \leq \lambda} |w(x, 0)|$ and $Q_* \geq \|w(\cdot, 0)\|_{\infty}$. Note now that by Eq.(5.5),

$$\delta_*^2 = D_* \tau_* \geq D_*(t-s) ,$$

since $\tau_* \geq t \geq s \geq 0$. Therefore,

$$Y_{t,s}^2 \leq B_3^*(p)^2 (\frac{D_*}{\nu_*})^{2p} Z^{-1} \int dy \frac{e^{-\nu_* k_*^2(t-s)} (\frac{D_*}{\nu_*})^{d/2}}{\nu_*(t-s)^d} (1 + \frac{|x-y|^2}{D_*(t-s)})^{1+d/2-p}$$

$$\cdot M_2^2 B_6^*(K^2 + Q_*^2 (\frac{\delta_*}{\ell})^2) .$$

Taking $p = d + 2$, integrating over $y$, and using again $\delta_*^2 = D_*/M_*$, we get, for some constant $B_7$:

$$Y_{t,s}^2 \leq C_5 B_3^*(p)^2 (\frac{D_*}{\nu_*})^{2d^4} \delta_*^d D_*(t-s)^{d/2} \frac{e^{-\nu_* k_*^2(t-s)} (\frac{D_*}{\nu_*})^{d/2}}{\nu_*(t-s)^d} M_2^2 B_6^*(K + Q_* \frac{\delta_*}{\ell})^2$$

$$= (B_7)^2 M_2^2 (K + Q_* \frac{\delta_*}{\ell})^2 \frac{e^{-\nu_* k_*^2(t-s)} (\frac{D_*}{\nu_*})^{d/2}}{\nu_*(t-s)^d}. \quad (5.12)$$

Taking the square root of this bound, integrating over $s$, and using at this point the hypothesis $d \leq 3$ we get for all $\tau \in [0, \tau_*]$ and all $|x| \leq \lambda - \ell$,

$$|w^{(2)}(x, \tau)| \leq \int_0^\tau ds |Y_{t,s}| \leq \int_0^\infty ds B_7^* M_*^{-d/4} (\nu_* k_*^2)^{d/4} (K + Q_* \frac{\delta_*}{\ell})^2 \frac{e^{-\nu_* k_*^3/2}}{(\nu_* k_*^3 s)^{d/4}}$$

$$\leq B_8^* (\frac{M_*}{\nu_* k_*^2})^{1-d/4} (K + Q_* \frac{\delta_*}{\ell}) . \quad (5.13)$$
This completes the study of the contribution of \( \omega_{1,>}^{(2)} \) to the bound of Eq.(5.9), when \( \nu_* \tau > 1/k_*^2 \).

We next deal with the case \( \nu_* \tau \leq 1/k_*^2 \). The contribution corresponding to the first term of Eq.(4.9) is treated as before noting that in Eq.(5.13) we actually integrate over all \( \tau \), and that the inequality \( \nu_* \tau > 1/k_*^2 \) was not used anywhere except for being able to use (4.8) which is the same as the first term in (4.9). Thus, we consider here only the second term. Although the bounds are quite similar to the previous case, it might be better to actually spell them out. By the Schwarz inequality and Eq.(4.9), we now bound

\[
W_{t,s}^2 = \int dy \frac{B_3(\nu_*)^2 e^{-\nu_* k_*^2(t-s)} (\frac{D_0}{\nu_*})^2 \nu_*^2 P_0 \nu_*^2 (1 + \frac{|x-y|^2}{\delta_*^2})^{1+d/2}}{k_*^{-2d}(1 + k_*^2|x-y|^2)^p} \frac{Z}{1 + (|x-y|^2/\delta_*^2)^{1+d/2}} 
\]

\[
\cdot M^2 \int dz \psi_x(z)|w(z,s)|^2.
\]

Since we still deal with \( |x| \leq \lambda - \ell \), we get from (5.10),

\[
W_{t,s}^2 \leq B_3(\nu_*)^2 (\frac{D_0}{\nu_*})^2 \nu_*^2 P_0 \nu_*^2 (1 + k_*^2|x-y|^2)^{1+d/2-\ell}(1 + \frac{|x-y|^2}{\delta_*^2})^{1+d/2} 
\]

\[
\cdot M^2 B_0^* (K^2 + Q^2_*(\frac{\delta_*}{\ell})^2) .
\]

Note now that by Eq.(5.5),

\[
\delta_*^2 = \frac{D_*}{M} \geq k_*^{-2} .
\]

This leads to

\[
W_{t,s}^2 \leq (B_3(\nu_*)^2 (\frac{D_0}{\nu_*})^2 \nu_*^2 P_0 \nu_*^2 (1 + k_*^2|x-y|^2)^{1+d/2-\ell}(1 + \frac{|x-y|^2}{\delta_*^2})^{1+d/2} 
\]

\[
\cdot M^2 B_0^* (K^2 + Q^2_*(\frac{\delta_*}{\ell})^2) .
\]

Taking \( p = d + 2 \) and integrating over \( y \) we get this time, for some \( B_0^* \):

\[
W_{t,s}^2 \leq (B_0^*)^2 \delta_*^2 k_*^{-d} k_*^d M^2_*(K + Q_* \frac{\delta_*}{\ell})^2 
\]

\[
= (B_0^*)^2 M^2_*(\delta_* k_*^d)^d (K + Q_* \frac{\delta_*}{\ell})^2 . \quad (5.14)
\]

Taking the square root of this bound, integrating over \( s \), and noting that \( \nu_* k_*^2 \tau \leq 1 \), we get

\[
\int_0^\tau ds |W_{t,s}| \leq \int_0^\tau ds B_0^* M_*(\delta_* k_*^d)^{1/4} (K + Q_* \frac{\delta_*}{\ell})^2 
\]

\[
= B_0^* (\frac{D_0}{\nu_*})^{1/4} (M^2_*/\nu_* k_*^2)^{1/4} (K + Q_* \frac{\delta_*}{\ell}) . \quad (5.15)
\]
This completes the bound for $\nu_*k_*^2\tau \leq 1$.

The contribution from $w_{1,>}^{(1)}$ is easier to bound. Using the definition of $w_{1,>}^{(1)}$, we split the convolution integral into the region $|y| \leq \lambda$ and its complement. Because $\nu_*\tau_* \geq k_*^{-2}$ by Eq.(5.6) we can use the bound of Eq.(4.8), and we get for the first contribution when $p > d + 1$,

$$B_3^*(p) \left| \int_{|y| \leq \lambda} \frac{e^{-\nu_*k_*^2\tau_*/2}}{(\nu_*\tau_*)^{d/2}(1 + \frac{|x-y|^2}{D_*\tau_*})^{p/2}} w(y, 0) \right| \leq B_{10}^*e^{-\nu_*k_*^2\tau_*/2} \sup_{|y| \leq \lambda} |w(y, 0)|. \tag{5.16}$$

For the second term, where $|y| \geq \lambda$, the restriction of the bound to $|x| \leq \lambda - \ell$ implies $|x-y| \geq \ell$, and then we get using $\tau_* = 1/M_*:

$$B_3^*(p) \left| \int_{|x-y| \geq \ell} \frac{e^{-\nu_*k_*^2\tau_*/2}}{(\nu_*\tau_*)^{d/2}(1 + \frac{|x-y|^2}{D_*\tau_*})^{p/2}} w(y, 0) \right| \leq B_{11}^*(\frac{D_*\tau_*)^{1/2}}{\ell}(\nu_*\tau_*)^{d/2} e^{-\nu_*k_*^2\tau_*/2} \sup_y |w(y, 0)|$$

$$= B_{11}^* \frac{\delta_*}{\ell} (\frac{D_*}{\nu_*})^{d/2} e^{-\nu_*k_*^2\tau_*/2} Q_*.$$  

Combining Eqs.(5.13)–(5.17), the inequality (5.9) follows.

The proof of Eq.(5.8) is very similar to the one given above, and we indicate just the few modifications needed. Instead of the kernel $\mathcal{G}_{\tau,>}$ we now use the kernel $\mathcal{G}_\tau$, and we will call $Z_{t,s}$ the quantity corresponding to $Y_{t,s}$ but with $\mathcal{G}_\tau$ replaced by $\mathcal{G}_{\tau,>}$. Consider first $\nu_*\tau > 1/k_*^2$.

Since the bound (4.8) is of the same type as the bound (4.1), but without he exponential factor, all bounds go through as before up to the inequality (5.12), which is replaced by a similar one, but without the exponential factor. Taking again the square root and integrating over $s$, we get for $d \leq 3$,

$$|w^{(2)}(x, \tau)| \leq \int_0^\tau ds |Z_{\tau,s}| \leq \int_0^{\tau_*} ds (B_2^*)^2 
\cdot M_*^{1-d/4}(\nu_*k_*^2)^{d/4}(K + Q_* \frac{\delta_*}{\ell}) \frac{1}{(\nu_*k_*^2s)^{d/4}} 
\leq B_{12}^*M_*^{1-d/4}(K + Q_* \frac{\delta_*}{\ell}) \tau_*^{-d/4} 
= B_{12}^*(K + Q_* \frac{\delta_*}{\ell}).$$  

This bounds the contribution of $w_{1,>}^{(2)}$ to Eq.(5.8) where $\nu_* \tau > 1/k_*^2$. In the opposite case, we argue exactly as in the proof of (5.9), since the exponential factor in (4.9) was anyway of no use before. Finally, the contribution of $w_{1,>}^{(1)}$ is bounded in exactly the same way as the one of $w_{1,>}^{(1)}$, except for the exponential factor, and we get the bound (5.8). The proof of Theorem 5.1 is complete.
6. The Sampling

We assume that \( w_1 = w(\cdot, t = \tau_*) \) satisfies the “sampling bound”

\[
|w_1|_{\delta_*, \lambda} \leq \varepsilon , \quad (6.1)
\]

where

\[
|f|_{\delta_*, \lambda} \equiv \sup_{n \in \mathbb{Z}^d : \delta_* |n| \leq \lambda} |f(n\delta_*)| , \quad (6.2)
\]

with \( \varepsilon \leq Q_* \). Furthermore, we assume

\[
\sup_{|x| \leq \lambda} |w(x, 0)| \leq K . \quad (6.3)
\]

Then we have the

**Theorem 6.1.** Consider the solutions \( w(\cdot, t) \) of Eq.(5.1), and assume that the bounds (5.2), (5.3) hold. There are constants \( B_{13}^*, B_{14}^*, \) and \( B_{15}^* \) independent of \( \varepsilon, K, \) and \( \lambda \) such that the following holds: If the initial condition satisfies (6.3) and \( w(\cdot, \tau_*) \) satisfies Eq.(6.1) with the definition Eq.(5.5) of \( \delta_* \), then

\[
\sup_{|x| \leq \lambda'} |w(x, \tau_*)| \leq K' ,
\]

where

\[
K' = B_{13}^* \varepsilon + 3K/4 , \quad (6.4)
\]

and \( \lambda' = \lambda - B_{14}^* - B_{15}^*/K \).

**Remark.** Since \( 3/4 < 1 \), Eq.(6.4) shows that \( K' \) is smaller than \( K \) as long as \( K > 4B_{13}^* \varepsilon \). (In fact, by choosing different constants—in particular a large \( k_* \)—we can achieve any ratio \( \rho > 0 \) instead of the 3/4.)

A corollary of the proof is the following result which can be viewed as a generalization of the dissipative bounds of Theorem 5.1.

**Corollary 6.2.** In dimension \( d \leq 3 \) we have the following bounds

\[
\sup_{|x| \leq \lambda - \ell} |w(x, \tau_*)| \leq B_{16}^* \sup_{|x| \leq \lambda} |w(\cdot, \tau_*)|_{\delta_*, \lambda} + \frac{3}{4} \sup_{|x| \leq \lambda} |w(x, 0)|
\]

\[
+ B_{17}^* \frac{\delta_*}{\ell} \|w(\cdot, 0)\|_{\infty} . \quad (6.5)
\]

**Proof.** Our proof is based on sampling theory for functions in the Bernstein classes, (see, e.g., [B]).

**Definition.** We call \( B_{S, \sigma} \) the Bernstein class of entire analytic functions \( f \) bounded by

\[
|f(z)| \leq Se^{\sigma|\Im z|} .
\]
Our first observation is that $G_{\tau,*}$ maps into a Bernstein class $B_{B,2k_*}$:

**Lemma 6.3.** The convolution operator with kernel

$$G_{\tau,*}(x-y) = \int dk\, e^{ik(x-y)} e^{-\Delta k^2 \tau} \chi_{k<k_*}$$

is bounded from $L^\infty$ to itself. Furthermore, for $\tau \leq \tau_*$, it is bounded from $L^\infty$ to the Bernstein class $B_{B_1^*,2k_*}$, and $G_{\tau,*} \ast f$ is an analytic function of $z$ and one has the bound in $C^d$:

$$\left| (G_{\tau,*} \ast f)(z) \right| \leq B_{18}^* e^{2k_* |\text{Im} z|} \|f\|_\infty.$$  (6.6)

**Proof.** This follows at once by taking $p=d+2$ in Lemma 4.2 and integrating.

Using this result, we can now bound the low-frequency part $w_{1,*}$ of $w_1(x) = w(x, \tau_*)$:

**Lemma 6.4.** There is a constant $B_{19}^*$ such that the term $w_{1,*}$ is bounded by

$$\|w_{1,*}(z)\|_\infty \leq B_{20}^* e^{2k_* |\text{Im} z|} \|w(\cdot, 0)\|_\infty \leq B_{19}^* e^{2k_* |\text{Im} z|}.$$  (6.7)

**Proof.** We recall the representation

$$w_{1,*}(\cdot) = w(\cdot, \tau_*) = G_{\tau_*,*} \ast w_0 + \int_0^{\tau_*} G_{\tau_*-*} \ast \left( M(\cdot, s) w(\cdot, s) \right).$$

By Lemma 6.3, this is bounded as follows:

$$|w_{1,*}(z, \tau_*)| \leq e^{2k_* |\text{Im} z|} (B_{18}^* Q_* + B_2^* p) \tau_* M_* Q_* \equiv e^{2k_* |\text{Im} z|} B_{19}^* ,$$

so that Eq.(6.7) is proved.

Now that we have established that the function $w_{1,*}$ is entire analytic and exponentially bounded, we can use the following sampling result (written for functions in $d=1$):

**Theorem 6.5.** [B] Assume $f \in B_{S,\sigma}$. The following representations hold:

$$\frac{f'(0)}{\sigma} = 4\pi^2 \sum_{n=-\infty}^{\infty} (\frac{-1}{n+1})^2 f(x_{2n+1}) ;$$  (6.8)

$$f(x) = f'(0) \sin(\sigma x) + f(0) \frac{\sin(\sigma x)}{\sigma x} + \sigma x \sin(\sigma x) \sum_{n \neq 0} (\frac{-1}{n\pi}\sigma x - n\pi) f(x_{2n}) .$$  (6.9)

Here, $x_n = \frac{n\pi}{2\sigma}$.

**Remark.** In higher dimensions, the sum is over a lattice, and details are left to the reader.
Proof. [B]: Theorem 11.5.10 and Eq.(11.3.1). (There is an obvious dimensional misprint in 11.5.10.)

Note that the sums in Eqs.(6.8) and (6.9) are absolutely convergent. We now bound them as follows. Let \( N \) be a (large) integer. Then, in the first expression, the sum over the terms with \( |n| > N \) is bounded by \( \mathcal{O}(N^{-1})\|f\|_{\infty} \). In the second expression, we assume for the moment that \( x \in (x_0, x_2) \). Then the sum over \( |n| > N \) is bounded again by \( \mathcal{O}(N^{-1})\|f\|_{\infty} \).

Proposition 6.6. Assume that \( f \in B_{g,\sigma} \). Assume furthermore that \( f \) satisfies the bounds

\[
|f(x_j)| < \alpha \quad \text{for } |j| \leq J,
\]

where \( x_j = \pi j/(2\sigma) \). Assume furthermore that \( \|f\|_{\infty} \leq S' \). Then, one has the bound

\[
|f(x)| \leq C_6\alpha + \frac{C_7S'}{N} \quad \text{for all } |x| \leq \pi(J - N - 1)/(2\sigma).
\]

The constants \( C_6 \) and \( C_7 \) are independent of the parameters of the problem. We shall assume \( C_6 > 1 \).

Proof. We first bound \( f'(0) \) using Eq.(6.8), and this leads to

\[
\sigma^{-1}|f'(0)| \leq \frac{4\pi^2\alpha}{|n| < N} \frac{1}{(2n + 1)^2} + \frac{4\pi^2 S'}{|n| \geq N} \frac{1}{(2n + 1)^2}.
\]

If \( |x| \leq J\pi/(2\sigma) \), then \( x \in (x_{2\hat{n}}, x_{2\hat{n}+2}) \) where \( \hat{n} \) is the integer part of \( \sigma x/\pi \). Note that by assumption we know that \( |f(x_{2\hat{n}})| < \alpha \) for all \( n \) satisfying \( |n - \hat{n}| < N \). Thus, splitting the sum as before and shifting the origin to \( \hat{n}\pi/\sigma \), we get a bound

\[
|f(x - (\hat{n}\pi/\sigma))| \leq \frac{4\pi^2\alpha}{|n| < N} \frac{1}{(2n + 1)^2} + \frac{4\pi^2 S'}{|n| \geq N} \frac{1}{(2n + 1)^2} + \alpha + \alpha \sum_{|n| < N} \left| \frac{\sigma x \sin(\sigma x)}{n\pi(\sigma x - n\pi)} \right| + S' \sum_{|n| \geq N} \frac{1}{2\pi^2 n^2}.
\]

The assertion follows.

We can complete now the proof of Theorem 6.1. We first bound \( w_{1,>} \). Setting \( \lambda'' = \lambda - \ell \) and using the bound Eq.(5.9), we get

\[
\sup_{|x| \leq \lambda''} |w_{1,>}(x)| \leq B_5^* \left( e^{-(\nu_* k_*^2/M_*)/2} + (\frac{M_*}{\nu_* k_*^2})^{1-d/4} \right) \left( \sup_{|x| \leq \lambda} |w(x, 0)| + (\delta_* / \ell)\|w(\cdot, 0)\|_{\infty} \right).
\]

* In this section, \( N \) denotes just an integer, and not the number of components of \( u \).
We now begin fixing the constants: Recall that $Q_*$, $M_*$ and $\delta_* = D_* \tau_*$ are given by the parameters of the problem. We have also assumed, as a hypothesis of Theorem 6.1, that $\lambda$ so large that

$$\sup_{|x| \leq \lambda} |w(x, 0)| \leq K.$$  

We choose $\ell = \delta_* Q_*/K$, so that the last factor in (6.10) is bounded by $2K$. We next choose $k_*$ so large that

$$B_5^* \left( e^{-\nu_* k_*^2/M_*} + \frac{M_*}{\nu_* k_*^2} \right)^{1-d/4} \leq \frac{1}{8C_6^*}. \quad (6.11)$$

More precisely, we let

$$k_* = C_8 16C_6^* (B_5^*)^{1/(2-d/2)} (M_*/\nu_*)^{1/2} \equiv B_{21}^* (M_*/\nu_*)^{1/2}, \quad (6.12)$$

and this is our final choice for $k_*$. Clearly, if $C_8$ is sufficiently large, both terms in the sum (6.11) will contribute less than $1/(16C_6)$.

**Remark.** It is at this point crucial that the construction of the quantities $B_0^*, B_1^*, \ldots$, did not depend on $k_*$, since all these constants depend—as we have said before—only on the quotient $D_* / \nu_*$. In particular, for problems where $u$ had only one component, this would mean that the $B_j^*$ are just pure numerical factors, since then $D_* = \nu_*$. It is also important to note that $k_*$ and $\delta_*$ do not depend on the quantities $\lambda$ or $K$ which occur in Theorem 6.1.

Thus, so far, with our choices we conclude from Eq.(6.10) that

$$\sup_{|x| \leq \lambda'} |w_{1,>} (x)| \leq \frac{1}{4C_6} K. \quad (6.13)$$

We next observe that $w_{1,<} = w_1 - w_{1,>}$ and so (6.13) leads to

$$|w_{1,<} (n\delta_*)| \leq |w_1 (n\delta_*)| + |w_{1,>} (n\delta_*)| \leq |w_1 (n\delta_*)| + \frac{1}{4C_6} K, \quad (6.14)$$

provided $\delta_* |n| \leq \lambda'$.

By construction, $w_{1,<}$ has a Fourier transform with support in $|k| \leq 2k_*$ and furthermore, by Lemma 6.4, it is in $\mathcal{B}_{S,\sigma}$ with $S = B_{19}^*$ and $\sigma = 2k_*$.

We can now apply Proposition 6.6 to the function $f = w_{1,<}$, with $S' = S = B_{19}^*$. Choosing $J = [\sigma \lambda''/\pi]$ (here, $[\cdot]$ is the integer part) we conclude that, for $|x| \leq \lambda' \equiv \lambda'' - \delta_* - \pi(N + 1)/(2k_*)$, one has a bound

$$|w_{1,<} (x)| \leq C_6 |w_{1,<} |_{\delta_*, \lambda''} + C_7 N^{-1} B_{19}^* . \quad (6.15)$$

It is useful to introduce $B_{22}^* = C_7 B_{19}^*$. Using Eq.(6.14), this leads to

$$\sup_{|x| \leq \lambda'} |w_{1,<} (x)| \leq C_6 (|w_1 |_{\delta_*, \lambda''} + \frac{1}{4C_6} K) + N^{-1} B_{22}^*. \quad (6.16)$$
We next choose
\[ N = \frac{1}{K} 4B_{22}^* . \]  
(6.17)

Then we get
\[ \sup_{|x| \leq \lambda'} |w_1,(x)| \leq C_6|w_1|_{\delta_*,\lambda''} + K/2 . \]  
(6.18)

Combining Eqs.(6.18) and (6.13), we get
\[ \sup_{|x| \leq \lambda'} |w_1(x)| \leq \sup_{|x| \leq \lambda'} |w_1,(x)| + \sup_{|x| \leq \lambda''} |w_1,>(x)| \leq C_6|w_1|_{\delta_*,\lambda'} + \frac{K}{2} + \frac{K}{4C_6} . \]

Since we have taken \( C_6 > 1 \), we see that we get finally
\[ \sup_{|x| \leq \lambda'} |w_1(x)| \leq C_6|w_1|_{\delta_*,\lambda'} + 3K/4 , \]
and
\[ \lambda' = \lambda'' - \delta_* - \frac{\pi(N + 1)}{(2k_*)} = \lambda - \delta_* B_{22}^*/K - \delta_* - \frac{\pi(N + 1)}{(2k_*)} . \]

From the definition of \( N = O(1/K) \) it follows at once that there are constants \( B_{14}^* \) and \( B_{15}^* \) such that
\[ \lambda' \geq \lambda - B_{14}^* - B_{15}^*/K . \]

The proof of Theorem 6.1 is complete.

**Theorem 6.7.** (Sampling bound) Consider the solutions \( w(\cdot, t) \) of Eq.(5.1), and assume that the bounds (5.2), (5.3) hold. There are constants \( B_{23}^* \), \( B_{24}^* \) and \( B_{25}^* \) such that if
\[ |w(i\delta_*, t - j\tau_*)| \leq \varepsilon , \]  
(6.19)

for all \(|i| \leq (L + B_{23}^*/\varepsilon)/\delta_* \) and all \(|j| \leq B_{24}^* \log(1/\varepsilon) \), then
\[ \sup_{|x| \leq L} |w(x, t)| \leq B_{25}^* \varepsilon . \]  
(6.20)

**Remark.** It will be seen from the proof that it suffices to sample on a somewhat smaller, non-rectangular domain for (6.20) to hold. See also Fig. 1.

**Proof.** We obtain the result of Theorem 6.7 by iteration of Theorem 6.1. With \( \varepsilon \) given as in the statement of Theorem 6.7, let \( m \) be the smallest integer for which
\[ (3/4)^m Q_* \leq \varepsilon , \]
and note that then
\[ m \leq \log(Q_*/\varepsilon)/\log(4/3) + 1 \leq C_9 \log(1/\varepsilon) , \]
when \( \varepsilon < \frac{1}{2} \). The number \( m \) will be the number of time steps needed to achieve a precision \( B_{25}^{*} \epsilon \) in Eq.(6.20), where we define \( B_{25}^{*} = 2B_{13}^{*} \), and \( B_{24}^{*} = C_{0} \). Let now \( K_{0} = Q_{*} \) and \( K_{j+1} = B_{13}^{*} \epsilon + 3K_{j}/4 \), and let \( L_{m} = L \), and \( L_{j-1} = L_{j} + \delta_{*} + B_{15}^{*}/K_{j-1} \). Assume now

\[
|w(i\delta_{*}, t - j\tau_{*})| \leq \varepsilon, \tag{6.21}
\]

for all \( |i| \leq L_{m-i}/\delta_{*} \) and for all \( j = 0, \ldots, m \). The reader can check easily that our definitions are made such that Theorem 6.1 applies at each time step considered. Since we have

\[
\|w(\cdot, t - j\tau_{*})\|_{\infty} \leq Q_{*},
\]

for all \( j \), we can inductively bound, for \( j = 1, \ldots, m \),

\[
\sup_{|x| \leq L_{j}} |w(x, t - (m - j)\tau_{*})| \leq C_{6}\varepsilon + 3K_{j-1}/4 = K_{j+1}.
\]

Note now that \( K_{j} = Q_{*}\rho^{j} + C_{6}\varepsilon(1 - \rho^{j})/(1 - \rho) \), where \( \rho = 3/4 \) and thus

\[
L_{m-j} = L + j\delta_{*} + B_{15}^{*}\sum_{i=1}^{j} K_{m-i}^{-1}.
\]

Clearly, there is a \( C_{10} > 0 \) such that \( K_{j} \geq C_{10}\rho^{j} \), so that we get

\[
L_{m-j} = L + j\delta_{*} + \frac{B_{15}^{*}}{C_{10}} \sum_{i=1}^{j} \frac{1}{\rho^{m-j}}.
\]

In particular, we can find some \( C_{11} \), so that

\[
L_{0} \leq L + m\delta_{*} + \frac{B_{15}^{*}}{C_{10}} \frac{\rho^{-m}}{\rho-1} \leq L + C_{9}\delta_{*} \log(1/\varepsilon) + C_{11}/\varepsilon.
\]

Note that \( L_{0} \) is the width of the “earliest” bound in (6.19), and we choose \( B_{23}^{*} = C_{9}\delta_{*} + C_{11} \). Since \( K_{m} \leq B_{13}^{*} \epsilon \) we have shown that the bounds of Eq.(6.21) are sufficient to ensure

\[
\sup_{|x| \leq L} |w(x, t)| \leq 2B_{13}^{*}\epsilon. \tag{6.22}
\]

The proof of Theorem 6.7 is completed.
7. Outlook

In this section, we wish to discuss potential experimental aspects of our results. These aspects must necessarily rely on a number of conjectures about the system under consideration, and are similar in spirit to the discussion found in [ER]. While we have defined topological entropy in Section 2, we now need to address the question of entropy relative to an invariant measure \( \mu \). We shall call it \( h_\mu \). More precisely, let \( f \) be a continuous map of a compact metric space and let \( \mu \) be an \( f \)-invariant non-atomic ergodic measure. The entropy \( h_\mu(f) \) is determined as follows.

For \( \varepsilon > 0 \) and an integer \( n > 0 \) let

\[
V(x, \varepsilon, n) = \{ y \mid d(f^i(y), f^i(x)) < \varepsilon \text{, } 0 \leq i < n \}.
\]

One has (see [BK], [Y]):

\[
h_\mu(f) = -\lim_{\varepsilon \to 0} \liminf_{n \to \infty} \frac{1}{n} \log \mu(V(x, \varepsilon, n)).
\]

This is not a very convenient expression for explicit computations. As for the case of finite dimension (see [GP]) one can try to determine instead a correlation entropy. In our case we would also like to include the dependence on the size of the window in which the system is observed. One is naturally lead to the following definition of correlation entropy per unit length \( K_2(\mu) \)—and unit time—(see [GP, ER]) for a measure \( \mu \) which is space and time invariant and ergodic. The definition of this quantity is:

\[
K_2(\mu) = -\frac{1}{\tau} \lim_{\varepsilon \to 0} \lim_{L \to \infty} \frac{1}{L^d} \lim_{n \to \infty} \frac{1}{n} \log \left( \lim_{N \to \infty} \frac{1}{N^2} \sum_{j,k=0}^{N-1} \prod_{i=0}^{n-1} \Theta(\varepsilon - \| \Phi_{(i+j)\tau}(A) - \Phi_{(i+k)\tau}(A) \|_{\infty(Q_L)}) \right),
\]  

(7.1)

where \( \Theta \) is the Heaviside function, and \( \Phi_t \) is the flow of the dynamics.

It is an open question to prove that the limits in the above expression exist for \( \mu \) almost every \( A \) (except the limit over \( \varepsilon \) since the quantity is increasing). Furthermore, the result should also be independent of the time step \( \tau \). But let us assume that these limits exist. In that case our sampling bound Theorem 6.7 gives us a constructive handle on computing the r.h.s of Eq.(7.1).

We recall the definition

\[
|f|_{\delta,\lambda} \equiv \sup_{\{n \in \mathbb{Z}^d : \delta \leq |n| \leq \lambda \}} |f(n\delta)|.
\]

(7.2)

**Theorem 7.1.** Assuming the limits in (7.1) exist for \( \mu \)-almost every \( A \), we have for every \( \delta \in (0, \delta_*] \) and every \( \tau \in (0, \tau_*] \):

\[
K_2(\mu) = -\frac{1}{\tau} \lim_{\varepsilon \to 0} \lim_{L \to \infty} \frac{1}{L^d} \lim_{n \to \infty} \frac{1}{n} \log \left( \lim_{N \to \infty} \frac{1}{N^2} \sum_{j,k=0}^{N-1} \prod_{i=0}^{n-1} \Theta(\varepsilon - |\Phi_{(i+j)\tau}(A) - \Phi_{(i+k)\tau}(A)|_{\delta,\lambda}) \right).
\]

(7.3)
Remark. Note that the sum \( \sum_{j,k=0}^{N-1} \prod_{i=0}^{n-1} \Theta(\ldots) \) counts the number of pairs of points in the sample which have a “distance” of less than \( \varepsilon \) in embedding dimension \( n \), where the distance is measured with the discrete sampling step \( \delta \) over a region \( |x| \leq L \). In this sense, our result says that for PDE’s on the infinite line, measuring the \( K_2 \) entropy can be done by the usual Grassberger-Proccacia algorithm [GP, ER].

Remark. If we choose \( \delta = \delta_* \) and \( \tau = \tau_* \), then the “sampling error” is controlled by the constants of the proof of Theorem 6.7. But if we choose, for example \( \tau = \tau_*/2 \), the number of time steps—i.e., the factor \( B_{23}^* \)—needed in Theorem 6.7 will be the same as if \( M_* \) had been replaced by \( 2M_* \) in the original assumptions. So clearly, the total time during which one must measure to achieve a given sampling precision can not be shortened by sampling at shorter intervals. Similar precautions are necessary for sampling in space.

Proof. In view of the remark, we give the proof only for the case \( \tau = \tau_* \), \( \delta = \delta_* \), in which case the constants \( B_{23}^*, \ldots \), retain their meaning from earlier parts of the paper. We obviously have

\[
\frac{1}{N^2} \sum_{j,k=0}^{N-1} \prod_{n=0}^{n-1} \Theta \left( \varepsilon - |\Phi_{(i+j)\tau_*}(A) - \Phi_{(i+k)\tau_*}(A)|_{\delta_*,L} \right) \geq \frac{1}{N^2} \sum_{j,k=0}^{N-1} \prod_{n=0}^{n-1} \Theta \left( \varepsilon - \|\Phi_{(i+j)\tau_*}(A) - \Phi_{(i+k)\tau_*}(A)\|_{L^\infty(Q_L)} \right).
\]

On the other hand, applying Theorem 6.7, we have for \( n > B_{24}^* \log(1/\varepsilon) + 1 \) and \( L > B_{23}^*/\varepsilon \):

\[
\prod_{i=0}^{n-1} \Theta \left( \varepsilon - |\Phi_{(i+j)\tau_*}(A) - \Phi_{(i+k)\tau_*}(A)|_{\delta_*,L} \right) \leq \prod_{i=\left[B_{24}^* \log(1/\varepsilon)\right]}^{n-1} \Theta \left( B_{25}^* \varepsilon - \|\Phi_{(i+j)\tau_*}(A) - \Phi_{(i+k)\tau_*}(A)\|_{L^\infty(Q_L-B_{23}^*/\varepsilon)} \right) \leq \prod_{i=0}^{n-1-B_{24}^* \log(1/\varepsilon)} \Theta \left( B_{25}^* \varepsilon - \|\Phi_{(i+j+B_{24}^* \log(1/\varepsilon))\tau_*}(A) - \Phi_{(i+k+B_{24}^* \log(1/\varepsilon))\tau_*}(A)\|_{L^\infty(Q_L-B_{23}^*/\varepsilon)} \right).
\]

Therefore,

\[
\frac{1}{N^2} \sum_{j,k=0}^{N-1} \prod_{n=0}^{n-1} \Theta \left( \varepsilon - |\Phi_{(i+j)\tau_*}(A) - \Phi_{(i+k)\tau_*}(A)|_{\delta_*,L} \right) \leq \frac{1}{N^2} \sum_{j,k=0}^{N-1} \prod_{i=0}^{n-1-B_{24}^* \log(1/\varepsilon)} \Theta \left( B_{25}^* \varepsilon - \|\Phi_{(i+j)\tau_*}(A) - \Phi_{(i+k)\tau_*}(A)\|_{L^\infty(Q_L-B_{23}^*/\varepsilon)} \right) + \frac{1}{N} O(1 + \log(1/\varepsilon))^2.
\]
The result now follows by taking the limits $N \to \infty$, $n \to \infty$, $L \to \infty$ (in that order) for $\varepsilon$ fixed, and then letting $\varepsilon$ tend to zero.
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