Abstract—In order to engage in complex social interaction, humans learn at a young age to infer what others see and cannot see from a different point-of-view, and learn to predict others’ plans and behaviors. These abilities have been mostly lacking in robots, sometimes making them appear awkward and socially inept. Here we propose an end-to-end long-term visual prediction framework for robots to begin to acquire both these critical cognitive skills, known as Visual Perspective Taking (VPT) and Theory of Behavior (TOB). We demonstrate our approach in the context of visual hide-and-seek—a game that represents a cognitive milestone in human development. Unlike traditional visual predictive model that generates new frames from immediate past frames, our agent can directly predict to multiple future timestamps (25 s), extrapolating by 175% beyond the training horizon. We suggest that visual behavior modeling and perspective taking skills will play a critical role in the ability of physical robots to fully integrate into real-world multi-agent activities. Our website is at http://www.cs.columbia.edu/~bchen/vpttob/.

I. INTRODUCTION

Imagine that you see your colleague trying to open the door, only to find that the door is blocked by the doorstop hidden on the other side. Without exchanging words, you rush to remove the doorstop, allowing the door to swing open. You took this action because you understood what your colleague was trying to do (open the door), and you understood that she could not see the doorstop (from her viewpoint). We refer to these intuitive abilities as Behavior Modeling and Visual Perspective Taking respectively. Visual Perspective Taking [1]–[6] is essential for many useful multi-agent skills such as understanding social dynamics and relationships, engaging in social interactions, and understanding intentions of others. A simple action such as getting out of the way of a busy person, or assisting a person about to sit down, involve both of these abilities.

Like humans, robots that can perform VPT and use that ability to model others [7] have many advantages across a variety of applications such as social robotics, assistive and service robotics. However, even though current robots can perform variety of tasks by themselves or move as a group, these robots often do not demonstrate the capability of performing perspective taking or behavior modeling. Several challenges still remain.

First, visual observations are high-dimensional with large amount of information. Relying on manual feature extractions and hand-designed learning procedure [8] cannot scale in complex setup. Second, the behaviors among different robots are cross-dependent. Consequently, it is necessary to account for the mutual interaction [9] between related robots. Third, directly learning on physical robots requires strong data efficiency. Though recent methods [10]–[13] demonstrate that similar cognitive abilities could emerge from reward-driven learning, they often require millions of learning steps. Lastly, learning to predict long-term future is very challenging. Most existing visual prediction frameworks [14]–[18] follow an iterative paradigm to rollout the prediction which are both time and memory consuming under long-horizon tasks.

In this paper, we propose a self-supervised vision-based learning framework to take a small step towards realizing VPT and TOB in navigation robots involving future opponent modeling. We call our framework VPT-TOB. Our key idea is to explicitly predict the future perspective of the other robot as an image by conditioning on a top-down visual embedding of first-person RGB-D camera images and time-abstracted action embeddings. We further present a value prediction model that can leverage the future perspective prediction to evaluate action proposals. During test time, we ask the robot to propose future goals on the top-down map and generates potential action plans with its low-level controller. The robot can then use our VPT-TOB model to imagine future perspectives of the other robot and evaluates its goal proposal with the value prediction model. The robot
can choose the safest position to navigate to.

Our experiments on a physical hide-and-seek task suggest that our method outperforms baseline algorithms which do not explicitly consider other agents’ perspectives and behaviors, showing the importance of explicit visual perspective taking and behavior modeling. Our hider robot exhibits diverse behaviors during hiding and an interpretable decision-making process by providing how the robot is envisioning the future state and actions of another robot.

The primary contribution of this paper is to demonstrate that a long-term vision prediction framework can be used to model the perspectives and behaviors of other robots. We present a value prediction module that can take the perspective prediction to evaluate action proposals during test time. We perform several experiments and ablation studies in both real and simulation environments to evaluate the effectiveness of our design decisions.

II. RELATED WORKS

We chose to demonstrate and evaluate the capacity of robots to perform perspective taking and behavior modeling in the game of hide-and-seek. Hide-and-seek has been a representative example [6], [19] in Cognitive Science and Psychology to study children’s development of VPT skills. Hide-and-seek has also been suggested [20] as a promising framework to study VPT and Theory of Mind related abilities in animals. In order to demonstrate robots with VPT and ToB abilities, we build a simple visual embodied environment to play a similar hide-and-seek game between two robots.

In Embodiment AI and Robotics, earlier works [8], [21] present a cognitive architecture for a robot to play hide and seek with humans by learning from a hand-designed rules and feature extraction. Recently, Chen et al. [10] proposes a first-person visual hide-and-seek task and analyzes the emerged behaviors under various environment conditions. Baker et al. [11] trains the agents to play the game on low-dimensional observations and found that more complex tool usage behaviors can emerge. Wehns et al. [12] observes similar behaviors by training the agents in a variant of hiding task with objects. There are also significant works [22]–[29] on multi-agent communications with carefully designed protocols. However, these works only operate in simulation environments with perfect sensory inputs. These approaches also require at least millions of learning steps, which make it impractical for real-world robotic applications. Our work, on the other hand, trains the physical robot from scratch while also showing diverse learned behaviors.

Our work is also closely related to model-based robot learning from visual inputs. There have been significant recent research on learning to plan with Model Predictive Control (MPC) by first learning the dynamics from visual inputs ranging from object manipulation [15], [30], [31], locomotion [18], [32], and navigation [33], [34]. A typical setup is to train a model to predict future states from the current and past observations, and then the same model or a separate model is used to estimate the state-action value for goal-driven planning or reward-driven policy learning. Our work differs from these studies mainly on two aspects. First, instead of predicting the future in an auto-regressive manner, our method can directly envision the future within any step in the horizon with one-step rollout. Second, our work focuses on opponent’s perspective and behavior modeling while other works research single-agent skill learning.

III. METHOD OVERVIEW

In this paper, we frame the Visual Perspective Taking and Behavior Modeling as an action-conditioned vision predictive model. Our method encourages the learning robot to explicitly contemplate the future visual perspective and behavior of the other robot by outputting where the other agent will be, and what the other agent will see as an image. Our hider robot can be trained directly on the physical setup. Once trained, the robot can answer “what if” questions visually: what will the other agent do, and what will its view become, if I choose to perform this action for some time?

Task Setup To investigate the effectiveness of this framework in opponent modeling, we consider a hide-and-seek setting [10] where a hider robot needs to avoid being captured by another seeker robot while navigating around the environment with various obstacles. In order to predict the future perspective of the seeker, the hider robot needs to infer the geometric view from the seeker, reason about the environment spatial layout, and form a model of the seeker’s policy. This task reflects several challenging aspects in real-world setup such as occlusions in robot perception and cross-dependent actions among multiple robots.

We 3D printed two-wheeled robots with size of 110mm by 130mm on a 1.2m by 1.2m plane with three obstacles. Similar to Wu et al. [35], for simple prototype, we place fiducial markers [36] on the robots and track them with a top-down camera. However, our setup aims at representing what could be possible to achieve with only the onboard RGB-D camera for SLAM. Therefore, the robots only perceive what could be captured with the first-person RGB-D camera with 86°FOV with noisy depth and color information and occlusions.

Both robots start by facing at each other at a random location in the environment and moves in the same speed (10 mm/step). The robots can move forward or backward and rotate with 10°as given primitives. We only focus on stationary case where the seeker robot follows a heuristic expert policy and leave the non-stationary scenario for future work as the first step towards grounding VPT to physical robots. If the hider is visible through its first-person camera, the seeker will navigate towards it with A* [37]; if the seeker loses the hider in its camera view, it will navigate to the last known position of the hider and then continuously explore the room until the hider shows again.

A. State Representation

We represent the robot state observation as a RGB image. The image representation depicts a top-down visibility map. This is similar to the representations in other mobile navigation and self-driving systems [35], [38]–[41].
project the depth information from first-person view to a 2D bird’s eye view to acquire the top-down visibility map. Areas behind the object boundary are treated as free space. We colorize the observation map to reflect this. The hider robot is always aware of its own position, while the seeker position is only available when it is visible through a color filter from the first-person view. The robots are plotted as circles with different colors. We denote the final visual state representation of the hider and the seeker at timestamp \( t \) as \( I_{H,t} \) and \( I_{S,t} \).

**B. Action Representation**

We design the action representation with two key considerations in mind. First, we want to align the action representation with the state representation. Second, we need to preserve information about past action sequences. Thus, we propose to encode the robot’s trajectory sequence as two 2-channel images with the same dimensions as our top-down visibility map. Say we are interested in the action sequence from \( t=0 \) up to a future time \( t=t_i \). The first image is a visitation map \( F_{t=0:t_i} \), denoting how many times each point on the map will be visited by the robot. This is achieved through the second alpha-channel where darker color represents more frequent visitation. The second image is a time-encoded trajectory map \( T_{t=0:t_i} \), denoting the traversal order. Similar to \( F \), the darker the color in \( T \), the later the position will be traversed. Both \( F \) and \( T \) are necessary for a complete action representation to avoid the ambiguity brought by the trajectory intersection. An example of a training data pair is shown in Fig. 3.

**C. Data Collection**

We experiment with two types of exploration policies for the hider to collect the training data. The first is a random policy created by sampling from the given action primitives. However, this policy explores poorly thus resulting in the seeker easily catching the hider. The hider mostly stays alive for only 20 to 30 steps which biases the training data to be short-sighted. The second policy is human play data [42]. We ask a human subject to play as the hider in front of a display from the first-person view for 100 trajectories. Since the human subject has never played this version of the game before, the trajectories are diverse ranging from successful trials to failures, making it a good strategy to stay with.

**D. VPT-TOB Network**

The objective of the VPT-TOB network \( f_p \) is to anticipate the visual observation \( I_{S,t=t_i} \) of the seeker at future time step \( t_i \) given its initial observation \( I_{H,t=0} \) and action embedding \( (F_{t=0:t_i}, T_{t=0:t_i}) \). Intuitively, the hider robot needs to first anticipate where it will end up if it takes certain action sequences. Secondly, the robot needs to model the behavior of the other robot so that it learns how the seeker will react. Finally, the hider needs to project the view using its prediction of the seeker agent, which requires an understanding of scene geometry and view projection. During training, the hider has access to the seeker’s view as a supervised signal. During testing, the hider has to predict the seeker’s views.

**Network Architecture** Our VPT-TOB model is a fully convolutional encoder-decoder network [7]. The encoder is a 8-layer fully convolutional network which takes in the concatenated visual observation and action embedding as input with size \( 128 \times 128 \). The decoder network comprises four transposed convolutional layers where each of them is followed by another 2D convolution and a transposed convolution for high-resolution output [43] with size \( 128 \times 128 \).

**Training** VPT-TOB model can be supervised with a simple pixel-wise mean-squared error loss. We use 1,000 real-world trajectories for training and 200 trajectories for validation and testing. We use Adam [44] optimizer with a learning rate of 0.001 and batch size 256. We decrease the learning rate by...
10% at the 25% and 65% of the training progress. Formally, the loss function can be written as:

\[ L_{\text{VPT-TOB}} = \text{MSE}(f_v(I_{H,t=0:F,t=0:t_i}, T_{t=0:t_i}, I_{S,t=t_i})) \]

**E. Inference and Planning**

At test time, the hider robot needs to propose a set of action plans and envision the possible outcomes for them with VPT-TOB to pick the best plan. One way to represent the plan is to specify a goal location and then perform visual MPC [15], [45] with the learned opponent model to find the best path. However, in our task setup in which no human specified goal is available, a more reasonable way is to propose a spatial location in the room and plan with a low-level controller policy (e.g., A*). This parameterization emphasizes a safer hiding location instead of a safer path to follow given a required goal.

**Value Estimation Map** We therefore aim to generate a value map to evaluate the risk level of the possible goal locations. A value map is a matrix where each element denotes the safety of choosing the corresponding position as the goal. The earlier the hider robot is caught towards that goal, the riskier that goal is. Formally, the value for each element on the value map is defined as the following accumulation form:

\[ V_{i,t=0:T} = \sum_k v_{i,t=(kN-1)}, v = \begin{cases} 1, & \text{if hider is caught} \\ 0, & \text{otherwise} \end{cases} \]

where \( k \) is an integer from 0 to \( \lfloor \frac{T}{N} \rfloor \) and \( T \) is the maximum time budget for this horizon and \( N \) is the step size. Under this formulation, we discretize the environment as a grid map (121 endpoints for our setup). From the current hider position, the planned path from A* can be embedded every \( N \) \((N=10 \text{ for us}) \) steps.

**Value Prediction Network (VPN)** Our value prediction network \( f_v \) takes in the visual prediction from VPT-TOB to output the binary \( v \) value for each step. We can then use the above formula to compute the accumulated value along all the steps. We just need a few forward passes on VPT-TOB and VPN to obtain the entire value map within 1.4 seconds on a single GPU.

Intuitively, VPN estimates whether the hider will be caught given the predicted future view of the seeker. Our VPN network consists of 3-convolutional layers followed by 2 fully-connected layers. We apply max-pooling after each convolution and a dropout layer right after the first fully-connected layer. The network is trained to minimize a cross-entropy loss. We augment the data by randomly rotating the images among \((90^\circ, 180^\circ, 270^\circ)\). In total, we have 2,000 images for training, and 400 images each for validation and evaluation. We train our model for 100 epochs with a batch size of 256 and a learning rate of 0.0005. We decrease the learning rate by 10% at 20% and 50% of the training progress. We use Adam as the optimizer. Formally, the loss function can be written as:

\[ L_{\text{VPN}} = -(v \log(f_v(\hat{I}_{S,t=t_i}))) + (1-v) \log(1-f_v(\hat{I}_{S,t=t_i})) \]

**IV. EXPERIMENTS**

We first perform a series of experiments in our real-world setup. To evaluate different components in our algorithm, we further replicate our physical setup in a simulation and execute several ablation and baseline comparisons.

**A. Evaluation Metrics**

**VPT-TOB and VPN** A straightforward evaluation of the VPT-TOB model is to provide quantitative visualizations of the imagined frames. Since our goal with VPT-TOB is to capture the perspective information and opponent behavior for long-term planning, a perceptual error will not be ideal for our evaluation. Meanwhile, our VPN model needs to take in the predicted frame from VPT-TOB to infer whether the hider robot will be safe. Therefore, we can use the performance of VPN on the output of VPT-TOB as a quantitative metric for our VPT-TOB model.

**Value Estimation Map** To evaluate the overall performance of the entire planning pipeline, we quantify the accuracy with the entire value map. We measure this in simulation which can provide us with ground-truth values conveniently by moving the hider robot to all possible goal locations and collecting the accumulated values. During test time, what matters for decision making is the relative value between different goal locations instead of the absolute value. To this end, our metric for the value map is a relative ranking accuracy. Say we choose \( g_i \) and \( g_j \) as a pair to evaluate. The relative ranking of this pair is correct if it matches the relative ranking from the ground-truth value map. We evaluated all pairs at least 3 units away. This metric will result in the same ranking among all comparisons as the last metric, but provide an overall evaluation.

**B. Real-World Results**

The prediction results from our VPT-TOB model is a sequence of images based on a single initial observation from the hider’s view and the future action embedding. In Fig. 4, we show the predictions from the random hider robot every 20 steps up to 100 steps corresponding to about 25 seconds. Each predicted image presents where the hider thinks the seeker robot will be, and what the seeker’s view will look like. Our model gives accurate predictions about the perspective and behavior of the opponent robot.

For test time planning, we randomly place the hider and seeker robot in the environment and ask the hider robot to plan and execute its goal selection from VPT-TOB and VPN. Fig. 5 shows the video frames where the hider robot navigates to its selected goal and successfully avoids the seeker only by relying on its initial value map estimation for the future 100 time steps. There is no extra decision making cost during execution. Interesting hiding behaviors emerged automatically from our setup as shown in Figure 5.

We further test the performance of our VPN model under the real-world setup by inputting the predictions from the VPT-TOB model. Our VPN model achieves an accuracy of 88.39%. As we will discuss in the next section, this
Fig. 4: **VPT-TOB predictions from physical robots:** we here show two example sequences. The predictions are shown as a function of time. Our hider robot accurately predicts the future perspectives of the seeker robot only by its own initial observation and a future potential action plan.
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**Table I: VPT-TOB and VPN Performance**

| Method                  | Success Rate on Held-out Examples |
|-------------------------|-----------------------------------|
| Self-perspective + VPN  | 76.61%                            |
| Coordinate-value        | 76.40%                            |
| Vector-action + VPN     | 82.98%                            |
| VPT-TOB (ours)          | 88.45%                            |

E. **Baseline Comparisons**

Through our simulation comparisons, we show the accuracy of VPN across all the applicable methods in Tab.
Fig. 6: Predictions from VPT-TOB and other baselines. Our method produces more accurate modeling of the other robot’s future perspective, suggesting the advantage of explicit opponent modeling and our visual action embedding.

I in which the input of VPN comes from our VPT-TOB or other baseline models. We run all the methods on 1,000 unseen examples with uniform starting locations and horizon length. The result suggest the advantage of our method. Both VPT-TOB and vector-action outperforms self-perspective and coordinate-value, validating the necessity to explicitly model the opponent perspective and behavior. The gap between vector-action and VPT-TOB indicates that our action representation offers additional gains for learning an accurate visual opponent model.

Visualizations of the predicted frames substantiate our conclusion (Fig. 6). For better comparison, we also display bird’s-eye view in the first row and ground-truth seeker’s view in the last row. However, these images are only for visualization, not inference.

Fig. 7 shows the generated value maps from our approach comparing with the ground-truth value maps. Overall, our framework demonstrates an accurate estimation about the safety level across the room.

F. Generalization Across Training Time Horizon

With the relative ranking accuracy, we can quantify the performance of our approach from a higher-level perspective. Since our model should also learn temporal abstractions from our action representation, we extend the test horizon up to 175% of the maximum number of steps given in training and examine how the relative ranking accuracy changes. We achieved this test by simply projecting longer horizon action trajectories on our image-based action embedding.

Tab. II shows the performance. Our model is able to predict far beyond its training horizon with very small losses of the accuracy. This suggests that our method also learns to model the temporal dynamics while modeling the other agent.

TABLE II: Generalization on Prediction Horizon

| Prediction Steps | Relative Ranking Accuracy |
|------------------|---------------------------|
| 200 (max seen during training) | 75.29 ± 12.23% |
| 250               | 73.75 ± 10.35%          |
| 300               | 73.03 ± 10.40%          |
| 350               | 72.77 ± 10.82%          |

V. CONCLUSIONS AND FUTURE WORK

We propose a visual predictive framework for realizing Visual Perspective Taking and Behavior Modeling in real-world robotic system. Our approach shows how to explicitly model the opponent’s view and use the predictions for long-term planning. Our work takes a step towards a general implementation of VPT and TOB ability on physical robots.

Our work studies VPT and TOB in a two-robot adversarial task. An interesting future direction is to explore the generalization to more robots. Additionally, our current method assumes a fixed policy for the seeker robot. It would be a useful next step to incorporate scenarios where the seeker policy might change by considering stochastic optimization with few-shot learning algorithms in an iterative learning manner. Finally, it would be an interesting topic to study swarm robot [48], [49] applications to deepen our understanding about more complex social dynamics.
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