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ABSTRACT

Fatigue is one of the main failure modes in marine structures, and it is caused by the strong cyclic characteristics of the loads they support. This failure mode is amplified in areas of high stress concentration, such as at the intersection of primary and secondary elements. In this paper, a two-phase study is proposed that compares numerical and experimental results using a digital image correlation technique. The described procedure establishes selection, design, and scantling criteria and provides recommendations for the design of the transverse structure using specimens with different geometries. These geometries correspond to different designs for the transverse primary structure that use a longitudinal secondary stiffener with variable thickness and longitudinal spacing to transverse in a dynamic and quasi-static regime. The stress state for this regime is calculated based on the biaxiality indication concept, which uses the fatigue phenomenon (safety factor and sensitivity curves) and fracture mechanics (parameters of the Paris crack propagation law, correlation value, and law of variation of the stress intensity factor).
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INTRODUCTION

Fatigue is a local phenomenon caused by fluctuating stresses on the structure that originate from global and local loads on the hull girder. In terms of the fatigue event, structural details that have high stress concentrations are of particular interest. To this end, the cut-outs made in the primary transverse structure to allow passage of the element structure (longitudinal stiffeners), which is a structural element in all ships and offshore structures, has been widely studied and investigated to optimize it in terms of structural performance [1].

This structure has been analyzed under the influence of adjoining substructures [2], wherein the cut-out geometry and lug or collar plate presence with the respective longitudinal stiffener are established using finite element models (FEM) and hypotheses with shell and solid elements. To this end, different approaches have been used [3], including nominal stress, structural or hot-spot stress, notch stress and notch intensity, notch strain, and the crack propagation process. Over the years, several procedures have been developed to implement the most appropriate study methodology [4] for a structural hot-spot in welded joints based on the results of different experimental tests involving four different geometries. These structural details have been studied for all types of vessels. For example, Fricke and Paetzold [5] tested different constant and variable amplitude history loads to determine the fatigue phenomenon in different areas of container ships (hatch corner and upper wing torsional box) for identifying the intersection of the primary and secondary structure for different load values. The results were validated with those obtained via FEM using the structural hot-pot stress and effective notch stress approaches. Lotsberg [6] presented a summary with different methodologies to evaluate fatigue life based on the hot-spot stress approach and the corresponding SN curve – in engineering practice, fatigue strength is defined from the so-called SN curves [7] – for this structural detail in floating,
production, storage, and offloading (FPSO) units. SN curves are used to calculate the fatigue life of this type of structure [5], where the results are validated through experimental tests. The damage and fatigue life of this structure is studied using the FEM of the structural details of double hull oil tankers based on the notch stress approach; furthermore, the nonlinear corrosion effect on fatigue life was investigated [8].

It is common to use numerical analysis by FEM to evaluate the stresses via fatigue analysis; it is possible to view a detailed analysis of this type of structure that considers the welding between elements using the FEM analysis [9]. The results of the fatigue analysis performed using the FEM of the structural detail are verified through comparison of different procedures to evaluate fatigue life [10]. Fatigue life analysis has been conducted using a fracture mechanics approach [11], wherein the effects of misalignment on the weld of the structure or intersection are investigated, and a FEM tool is proposed to calculate the weld effect on the sub model without considering crack propagation.

This research proposes scantling criteria that are based on obtaining structural results via the evaluation of the different alternatives of the design variables (spacing of the longitudinal stiffeners and thickness of primary supporting member in the torsion box of a container ship; Fig. 1) of two different geometries that are commonly used in the shipbuilding industry. Experimental tests are conducted to validate the numerical results, provide maximum reliability, and to allow the results for scantlings of ship structures to be used.

The study is outlined as follows: Section 2 gives the mathematical basis and section 3 introduces the experimental tests by presenting the specimens and their coupling in the testing machine. Section 4 details the finite element modelling of the specimens and compares it with the test specimens to validate the obtained results. Section 5 presents the results with respective discussion, and finally, section 6 provides the conclusions resulting from this research.

**FATIGUE DAMAGE ASSESSMENT**

The study is conducted in two phases based on the state of the structure in terms of damage. The first level corresponds to the analysis of crack initiation from the perspective of the fatigue phenomenon (using the Palmgren–Miner linear damage hypothesis), and the second phase is characterized by the study of crack propagation based on fracture mechanics.

**MIXED-MODE CRACK GROWTH PATH**

Several analytical models have been developed for isotropic solids from various mathematical developments [12–14] to establish the direction of crack propagation [15–16]. The maximum circumferential stress (MCS) theory is the most widely used due to its simple, easily implementable, and good results [17]. This theory proposes the following concept to obtain the direction of crack propagation from the circumferential tensile stress ($\frac{\partial \sigma_{\theta\theta}}{\partial \theta} = 0$):

$$\frac{\partial \sigma_{\theta\theta}}{\partial \theta} = 0 \Rightarrow \theta|_{\sigma_{\theta\theta, \max}}$$

To find the angle of propagation $\theta$, it is necessary to identify the direction in which the tangential stress ($\tau_{r\theta}$) is zero, that is,

$$\tau_{r\theta} = 0$$

$\frac{1}{4} K_i \left( \sin \frac{\theta}{2} + \sin \frac{3\theta}{2} \right) + \frac{1}{4} K_{II} \left( \cos \frac{\theta}{2} + 3 \cos \frac{3\theta}{2} \right) = \frac{1}{2} \cos \frac{\theta}{2} [K_i \sin \theta + K_{II} (3 \cos \theta - 1)] = 0$ (2)

The following solutions are proposed using the presented criterion:

$$\theta = \pm \pi \left[ K_i \sin \theta + K_{II} (3 \cos \theta - 1) = 0 \right]$$

The first solution is trivial and corresponds to the faces of the crack. The most common way in which the second solution can be found corresponds to

$$\theta|_{\sigma_{\theta\theta, \max}} = \Delta \theta = 2 \tan^{-1} \left[ \frac{K_i - \sqrt{K_i^2 + 8 K_{II}^2}}{4 K_{II}} \right] \text{ if } K_{II} < 0$$

$$\theta|_{\sigma_{\theta\theta, \max}} = \Delta \theta = -2 \tan^{-1} \left[ \frac{K_i - \sqrt{K_i^2 + 8 K_{II}^2}}{4 K_{II}} \right] \text{ if } K_{II} < 0$$

$$\theta|_{\sigma_{\theta\theta, \max}} = \Delta \theta = 0 \text{ if } K_{II} = 0$$ (4)

For the crack to extend, the maximum circumferential tensile stress obtained in Eq. (4) must reach a critical value, which is obtained by rearranging the components as

$$\sigma_{\theta\theta, \max} = K_{IC} = \cos \frac{\theta}{2} \left[ K_i \cos^2 \frac{\theta}{2} - \frac{3}{2} K_{II} \sin \theta \right]$$ (5)

Eq. (5) can be normalized as

$$\frac{K_i}{K_{IC}} \cos^3 \frac{\theta}{2} - \frac{3}{2} \frac{K_{II}}{K_{IC}} \cos \frac{\theta}{2} \sin \theta = 1$$ (6)

Finally, Eq. (7) is used to define an equivalent stress intensity factor based on the implementation of each of the fracture modes as

$$K_{eq} = K_i \cos^3 \frac{\theta}{2} - \frac{3}{2} K_{II} \cos \frac{\theta}{2} \sin \theta$$ (7)
TESTING

DESIGN AND FABRICATION OF TEST SPECIMENS

Three values of longitudinal spacing (s) (400, 500, and 600 mm) are established to study and characterize the structural behavior. The initial structure comprising multiple cut-outs is simplified and modeled by the assumption adopted in Fig. 2, which allows a single cut-out under the influence of the proximity of contiguous cut-outs to be analyzed by following a procedure similar to Fricke et al. [1].

Table 1 shows the dimensions of each of the specimens as a function of the longitudinal spacing values.

| s (mm) | r (mm) | u (mm) |
|-------|-------|-------|
| 400   | 210   | 105   |
| 500   | 310   | 155   |
| 600   | 410   | 205   |

The specimen is adjusted based on the numerical results for the 500 mm spacing with the correcting geometric scale factor between the original ship structure and that measured in the test laboratory. This study involves two typical geometries commonly used in the shipbuilding industry. These geometries are for the primary supporting members that allow the secondary longitudinal stiffener to pass under a uniformly distributed tensile load. This issue is simulated by four point loads acting on each of the eight holes in the specimen that serve to distribute the design load and establish the structure in the testing machine. Fig. 3 shows the two test specimens and their respective dimensions located on a steel plate with dimensions 360 × 215 × 10 mm (the initial design geometry is located on a 430 × 500 × 20 mm plate; it is scaled with a geometric scale factor of two in all three dimensions to couple it to the testing machine). The material properties (provided by the manufacturer’s certificate) are a Young’s modulus and Poisson’s ratio of 206 GPa and 0.3, respectively, with a 250 MPa yield stress and a steel density of 7.85 t/m³.

INSTRUMENTATION AND CONDITIONING OF THE SPECIMENS

The crack growth rate in a linear regime is established as a criterion for comparison between the two specimens; therefore, a pre-crack is located to focus on crack propagation, as reported by Carpintieri [18]. Using the same criteria employed by Strandberg [19], the same pre-crack dimension (6 mm) is located for each of the proposed models, and they are oriented perpendicular to the upper region of the cut out. Using the same principles as those in the establishment of the geometries of the test specimens (single-edge notched tension, SENT), the initial regular load condition undergoes the same scaling process under a factor of 2.5 and within the range of ±25% about the mean stress (R = 0.6). The design fatigue load is defined using a value R = –1.
The process is recorded with a video camera, and the video is decomposed into a set of images. These images are processed using the program, and the meshes of the points of each image are compared; they correspond to different moments of the test. Fig. 5 shows the obtained output parameters of the program for a previous calibration specimen. The procedure is assessed using the inclusion of another calibration load and the two remaining specimen geometries.

**FATIGUE TESTING**

The test specimens are fitted in the dynamic testing machine by machining two transition blocks coupled in the parts of the machine intended for this purpose (Fig. 6); the upper transition block is connected to the specimen (previously drilled in four points) through four bolts subjected to double shear throughout the process, whereas the connection with the upper load cell is achieved by the joint combination of a lyre shackle with its respective pin and rotating eyebolt. This approach is employed to absorb the possible imperfections of the arranged welds (between different elements that constitute the transition blocks) or possible misalignments (concentric or angular) of the testing machine, which can induce undesirable bending loads in the model that may interfere with the results and reduce the reliability of the process.

The connection of the model with the lower clamp is achieved through a lower transition block composed of a U-shaped machined piece (previously drilled in four points in an identical manner as the upper transition block) that fits the model using four bolts. The connection of the transition block with the lower clamping is developed by including a parallelepiped element to which a threaded hole is drilled where a cylindrical component is subsequently welded to the previous element, which is then attached using the lower clamp. To characterize the results, the design frequency of the regular load introduced to the model from the upper load cell is set to 5 Hz based on the procedure reported by Branco et al. [22].

The original model of study is characterized by a welding in the mouth of the same one that is included in the numerical simulation by means of a fixed support. Owing to the characteristics of the testing machine, the boundary conditions are modified by suppressing the fixed support that corresponds to the lower clamp of the testing machine; the previous idealization that corresponds to the welding located in the lower mouth is suppressed to ensure correct correlation and achieve accurate results. The initial design load is simulated by means of four point loads whose contribution is the total load (Fig. 7).

**FINITE ELEMENT MODELLING**

Numerical modelling based on the extended finite element method (XFEM) by linear analysis (that is widely used in the process of fracture and crack growth) is used to obtain the results. However, this modelling approach has limitations in that it incurs a high computational cost and it is difficult to achieve convergence in some scenarios [23]. This approach incorporates certain degrees of freedom of the nodes that
belong to the elements that contain the crack as obtained using enrichment functions, which are defined as the set of functions that allow for the establishment of any displacement near the crack as a combination of the same functions [24]. This research uses the XFEM employed by ANSYS® APDL 20 from the unstructured mesh method (UMM) implemented in the separating, morphing, adaptive, and remeshing technology (SMART) module. A standard coarse mesh is set using default 10-node (quadratic) tetrahedral [25, 26] and solid elements [27, 28] and two refined elements at two levels; on the one hand, it is done in the eight drilled holes of the model, and on the other hand, a mesh of local character is achieved that adapts to the contour of the crack (Fig. 8) under a generic area of influence with a radius of 20 mm (whose aim is to refine the meshing near the crack and improve the quality of the results) and a standard element size of 2 mm.

Local meshing is updated during the crack propagation process (Fig. 9). The numerical model referring to specimen 1 comprises 17,858 nodes and 9,996 elements, while the numerical model referring to specimen 2 comprises 17,573 nodes and 9,866 elements.

The correct structural correspondence between geometries shown in Fig. 7 is established by comparing the most representative values (von Mises stress and maximum displacement) of the two static regime tests, thereby obtaining differences in stresses and displacements that are translated into percentages of 3.31 and 4.5 %, respectively. The comparison, in terms of displacements, is done between the maximum displacements of the whole specimen (Fig. 10), while the comparison between von Mises stresses is carried out at the crack location.

To assess the structural design and the results derived from it, the correlation between the two main geometric variables that occur in the testing process – crack length (a) and cut-out opening (crack mouth opening displacement, CMOD) – are studied. Figs. 11 and 12 show the numerical and test models for each specimen.

The analysis of both variables validates the numerical results obtained through the experimental tests and the correct arrangement of the specimens in the testing machine (Table 2).

| Specimen | Analysis  | Crack length, a (mm) | CMOD (mm) | Difference (%) |
|----------|-----------|----------------------|-----------|----------------|
| 1        | Numerical | 32                   | 124.85    | 3.96           |
|          | Experimental |          | 130       |                |
| 2        | Numerical | 30                   | 109.95    | 2.69           |
|          | Experimental |          | 113       |                |

Table 2 shows the differences between both analyses (numerical and experimental) for each of the specimens; larger values in the experimental tests are attributed to uncertainties inherent to the physical crack growth mechanism derived from the fatigue phenomenon. Other uncertainties are associated with imperfections of the material at the microstructural level and the constrained plasticity effect. Eventually, others may be due to the testing machine and the way the dynamic load was applied. Another validation analysis to reveal the
model accuracy is carried out by comparing results at the experimental level by establishing the strain field distribution obtained by DIC (1.85 mm/mm) and using the FEM technique (1.79 mm/mm), with a difference between both procedures of 3% (Fig. 13).

RESULTS AND DISCUSSION

STRESS STATE

The stress state in the original design scenario (loads and boundary conditions) is determined by means of the von Mises stress. Stress concentration is similar for both specimens; however, in the region of interest where the crack is located, the stress value is larger (approximately 1%) in specimen 1 (Fig. 14).

The fatigue safety factor (FSF) is defined as a contour plot of the factor of safety with respect to a fatigue failure at a given design life (standard value of $1 \times 10^6$ cycles) [29, 30]. Fig 15 depicts the direct influence of the geometric variable defining longitudinal spacing on the determination of the FSF distribution for specimen 2.

The influence on the determination of the FSF value also results in a modification of the weight; the weight variable is determined for each combination formed by both specimens and longitudinal spacing values (Table 3).

The fatigue safety factor (FSF) is defined as a contour plot of the factor of safety with respect to a fatigue failure at a given design life (standard value of $1 \times 10^6$ cycles) [29, 30]. Fig 15 depicts the direct influence of the geometric variable defining longitudinal spacing on the determination of the FSF distribution for specimen 2.

The influence on the determination of the FSF value also results in a modification of the weight; the weight variable is determined for each combination formed by both specimens and longitudinal spacing values (Table 3).

| Spacing (mm) | Specimen 1 | Specimen 2 |
|--------------|------------|------------|
| 400          | 1.97       | 2.06       |
| 500          | 2.65       | 2.74       |
| 600          | 3.32       | 3.41       |

Tab. 3. Weight comparison (in kg) for each combination of specimens and longitudinal spacing values

![Fig. 13. Correspondence between DIC and FEM results from the strain field distribution (dimensions in mm/mm)](image)

![Fig. 14. Comparison between the von Mises stress (MPa) between both specimens in the region of interest](image)

![Fig. 15. Evolution of the FSF in specimen 2 for the different values of longitudinal spacing (400, 500, and 600 mm, respectively)](image)
Fig. 16 shows the comparison of the behavior of the weight variable and the value of the minimum FSF under modifications of the longitudinal spacing for specimen 2.

Since the sub model is located in a transverse web whose dimensions are constant because the main particulars of the vessel do not change, the state of loads acting on the specimens maintains its initial value in the process of varying the thickness and longitudinal spacing. For the range of longitudinal spacing values, both variables have a linear trend with a sensitivity of min FSF larger than weight (approximately 22%). To mitigate the loss of fatigue life, in terms of the minimum FSF, caused by the reduction of the longitudinal spacing (without the need for additional reinforcement elements), it is necessary to increase the thickness value, and the relationship between both variables (thickness and longitudinal spacing) is established to obtain the same minimum FSF value. An iterative process is conducted wherein it is necessary to fix an initial thickness (20 mm) and initial spacing (600 mm), and to make the extrapolation of the results more reliable for introducing two intermediate points (550 mm and 450 mm) that correspond to two new longitudinal spacing values. The initial combination of 600 mm longitudinal spacing and 20 mm thickness provides the design fatigue life and, in the range of longitudinal spacing values (400-600 mm), the stiffener and its cut-out (specimen 1 and specimen 2) keep their dimensions unchanged. The necessary increase in thickness is computed to reduce the effect of the decrease in longitudinal spacing and provide the same fatigue life as the initial situation for the same loading history (Table 4).

There is an inverse relationship between the thickness and longitudinal spacing in the behavior between both variables, and this is determined via statistical treatment through a quadratic local regression model (Table 5 and Fig. 17). For both specimens, the local quadratic, linear, and logarithmic regression models have a correlation coefficient (R²) of 0.99, 0.95, and 0.97, respectively, so the local quadratic regression model is chosen as a better fit than the linear and logarithmic regression model by 3.66 and 1.74%, respectively. For the same decrease in the longitudinal spacing (25%), it is necessary to increase the thickness by 25.4% in specimen 1, while an increase of 24.8% is required for specimen 2.

### FATIGUE SENSITIVITY CURVES

To consider the possible scenarios that generate load conditions that differ from the original conditions, fatigue sensitivity curves are calculated to provide a valuable tool for designing the structures. Fatigue sensitivity curves are defined as the graphs obtained by joining the points representing the available life for different values of the stress range expressed in terms of the loading history scale factor. The influence of scale factor on the increase and decrease of the stress range based on the initial load in the fatigue life is analyzed and investigated. For each combination between specimens and longitudinal spacing values, 25 possible equidistant variations of the stress ranges are considered, starting from the initial value (scale factor equals one) and extending to ±50% with respect to the initial value, which includes a total of 150 numerical tests. Fatigue sensitivity curves are superimposed for each case of the three longitudinal spacing values and specimen 1 from the establishment of a standard design life of 1,000,000 cycles (Fig. 18).
The union of all points of the fatigue sensitivity curves propose a possible extrapolation of the results by approximating the point cloud of each sub model tested via a common hyperbola. The sensitivity in terms of the modification of fatigue life tends to be inversely proportional to the scale factor used regardless of the value of the longitudinal spacing, with a very strong decrease in the fatigue life whose values tend to be adjusted as the scale factor increases. Fig. 18 shows the evolution of the fatigue life of specimen 1 for three possible values of the longitudinal spacing as the initial stress range in terms of loading history scale factor is changed. A common pattern is observed in the structural behavior regardless of the value of the longitudinal spacing. The decrease in fatigue life as a consequence of increasing the stress range is more pronounced at lower values of longitudinal spacing and at higher values of stress range (with respect to its design value). The number of fatigue life cycles tends to adjust for the different values of longitudinal stiffening.

**BIAXIALITY INDICATION**

Biaxiality indication (BI) is defined as the smaller principal stress divided by the larger principal stress, with the principal stress divided by the principal stress nearest zero being ignored [31]. A biaxiality of 0 corresponds to uniaxial stress, a value of –1 corresponds to pure shear, and a value of 1 corresponds to a pure biaxial state (Fig. 19).

The biaxial stress state of specimen 1 shows a clear increasing trend; however, the value has a convex shape for the rest of the options, and it reaches the maximum for the 500 mm spacing. For the pure shear state, the biaxial stress state trend is decreasing with concave and convex forms, where there is no considerable difference between all sub models and the low spacing values are quite dispersed, while there is a difference between the sub models at high spacing values. Furthermore, there are only two options where it is slightly increasing but almost imperceptible, and that is for specimen 2 (Fig. 20).

**CRACK GROWTH**

From experimental tests, the crack growth process is obtained by characterizing the crack length and the number of load cycles applied, and a quadratic regression model is established from nine (n = 9) measurements (Fig. 21).
The procedure comprises crack tip advances by the fatigue following the Paris law [32],

\[
\frac{da}{dN} = \frac{\Delta a}{\Delta N} = \frac{a_t - a_{t-1}}{N_t - N_{t-1}} = C \Delta K^m
\]

where \(C\) and \(m\) represent constants that are dependent on the load and boundary conditions and \(\Delta K\) denotes the range of the stress intensity factor given by

\[
\Delta K_t = (K_{max} - K_{min}) = (\sigma_{max} - \sigma_{min}) \cdot Y(a_{m,i}) \cdot \sqrt{\pi \cdot a_{m,i}}
\]

with

\[
a_m = \frac{d_i + d_{i-1}}{2}
\]

where \(Y(a_{m,i})\) denotes a dimensionless geometric factor that updates its value with each crack length in the fracture process depending on specimen geometry, actual crack length \(a_{m,i}\), and nominal stress \(\sigma\) [33]. Two random increments of the crack size evolution record are studied to obtain the two constants that define the Paris Law, and a system of two equations with two unknowns is acquired from the determination of the maximum and minimum stress level (using the load history and geometry of the specimen) and the crack length associated to that increment. The resolution leads to the expression

\[
\frac{da}{dN} = (2.94 \cdot 10^{-8}) \Delta K^{22}
\]

The graphical output is represented in a log–log diagram (Fig. 22).

The difference between the measured value and the set value using the regression model (SSE) is obtained from the residuals plot (Fig. 23) from the regression line (with their respective standard error; \(3.24 \cdot 10^{-7}\) for the y-intercept and \(4.61 \cdot 10^{-8}\) for the slope). The statistical model obtains a standard error of the regression model of \(2.83 \cdot 10^{-7}\), a correlation coefficient \(R^2\) of 0.97, and an F-factor of 257.63.

**STRESS INTENSITY FACTOR**

The stress intensity factor (SIF) is used as the controlling parameter for evaluating the critical state of a crack and for determining the design criteria and structural behavior. Fig. 24 shows the relationship between the crack length and the SIF value for each tested specimen from a numerical approach.

The distribution of the SIF on the crack front is characterized by the non-uniformity of SIF during the crack growth process, regardless of the specimen geometry. Fig. 25 reports the non-uniform value of the SIF for two crack lengths in specimen 1.
Fig. 26 shows the same previous case from the point of view of the structural assessment.

From the obtained results, the SIF distribution at the crack front cannot be used as a design parameter due to the non-uniformity of the stress intensity factor along the crack front for each of the tested specimens. However, it can be used in terms of the maximum value because it follows a linear trend along the crack growth process (Fig. 26) that can be extrapolated by a linear regression model and used in the design as a merit value. Table 7 shows the coefficients of the linear regression model for each of the specimens and the correlation coefficient ($R^2$) from the data represented in Fig. 24.

| Specimen | $m$  | $n$  | $R^2$ | Mean error (%) |
|----------|------|------|-------|----------------|
| Specimen 1 | 145.33 | 2238.1 | 0.9861 | 1.39 |
| Specimen 2 | 119.8 | 2217.1 | 0.9929 | 0.71 |

CONCLUSIONS

This study reported an experimental procedure for determining the mechanical behavior and fatigue design of a typical marine structure based on different geometries of specimens, obtaining the best of them in structural terms, and determining the degree of influence and relationship between the variables that define the study model and the boundary conditions present. Based on the results, it can be concluded that specimen 2 has a slight improvement over specimen 1 and that the decision to modify the longitudinal spacing variable has a significant influence on the determination of fatigue life. This fact was determined by a larger material arrangement, and the decision to increase the FSF with the cost of the weight increase was justified from a structural behavior point of view because the tendency to increase the FSF was greater than that of the weight at equal modifications of the longitudinal spacing.

A quadratic relationship was observed between the variables thickness and longitudinal stiffener spacing that allows for the extrapolation of the fatigue life behavior of the specimens in the presence of modifications in any of its variables. The hyperbolic character that correlated the fatigue life variable with the variation of the stress range of the loading history was obtained independently of the value of the variable that defined the longitudinal spacing. The constants of the Paris law were determined (which are validated according to the statistical values that support the proposed regression model) and consequently, the structural behavior of this type of structure is obtained. These results can be extrapolated to other ships with similar geometric structural details.

Obtaining the SIF in the crack front in the crack propagation procedure leads to two conclusions: the SIF exhibits an increasing linear trend as the crack front advances regardless of the specimen tested, and there is no relationship of similarity and extrapolation of the SIF value between both specimens and between different crack lengths within the crack growth process of the same specimen. The magnitude of $K_I$ varies along the crack front, and this variation depends on the specimen thickness and boundary conditions.
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