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Abstract
In this paper we consider semilinear PDEs, with a convex nonlinearity, in a sector-like domain. Using cylindrical coordinates \((r, \theta, z)\), we investigate the shape of possibly sign-changing solutions whose derivative in \(\theta\) vanishes at the boundary. We prove that any solution with Morse index less than two must be either independent of \(\theta\) or strictly monotone with respect to \(\theta\). In the special case of a planar domain, the result holds in a circular sector as well as in an annular one, and it can also be extended to a rectangular domain. The corresponding problem in higher dimensions is also considered, as well as an extension to unbounded domains. The proof is based on a rotating-plane argument: a convenient manifold is introduced in order to avoid overlapping the domain with its reflected image in the case where its opening is larger than \(\pi\).
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1 Introduction
In this paper we consider solutions of semilinear elliptic PDEs in a sector-like domain \(\Omega_{0\theta} \subset \mathbb{R}^N, \ N \geq 2\). To describe the results, for every \(x = (x_1, \ldots, x_N) \in \mathbb{R}^N\) we define \(d(x) = \sqrt{x_1^2 + x_2^2}\) and \(z = (x_3, \ldots, x_N) \in \mathbb{R}^{N-2}\), and we denote by \(\Upsilon\) the \((N - 2)\)-dimensional subspace \(\Upsilon := \{x \in \mathbb{R}^N : d(x) = 0\}\). Observe that each point \(x \in \mathbb{R}^N \setminus \Upsilon\) can be represented in cylindrical coordinates as \(i(x) = (r, \theta, z)\), where \(r = d(x)\), and \(\theta = \theta(x) \in [0, 2\pi)\) is uniquely determined by
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\[ \begin{cases} x_1 = r \cos \theta, \\ x_2 = r \sin \theta. \end{cases} \]

If \( N = 2 \), then \((r, \theta)\) are the polar coordinates of \( x \), the set \( \mathcal{Y} \) contains just the origin, and the symbol \( z \) should be ignored. In general, a rotation of \( \mathbb{R}^N \) about the origin is a linear mapping \( x \mapsto Ax \) associated to an orthogonal matrix \( A \). In the present paper we deal with cylindrical rotations, i.e., the particular rotations whose matrix \( A = A^N_\theta \) is given by

\[
A^2_\theta = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \quad \text{and} \quad A^N_\theta = \begin{pmatrix} A^2_\theta & 0 \\ 0 & I^{N-2} \end{pmatrix}, \quad N \geq 3,
\]

where \( I^{N-2} \) is the \((N-2)\)-dimensional identity matrix. In the first part of the paper we deal with bounded domains. More precisely, let \( \Omega \) be a bounded, Lipschitz domain which is invariant under cylindrical rotations in the sense that \( x \in \Omega \) if and only if \( A_\theta x \in \Omega \) for every \( \theta \in [0, 2\pi) \). For \( \theta_1, \theta_2 \in [0, 2\pi) \) satisfying \( \theta_1 < \theta_2 \) we introduce the bounded open sector

\[
\Omega_{\theta_1, \theta_2} := \{ x \in \Omega \setminus \mathcal{Y} : \theta(x) \in (\theta_1, \theta_2) \}
\]

whose boundary is made of the open, flat surfaces \( \Gamma_{\theta_i} := \{ x \in \Omega \setminus \mathcal{Y} : \theta(x) = \theta_i \}, \) \( i = 1, 2 \), the torical surface \( \gamma_{\theta_1, \theta_2} := \{ x \in \partial \Omega \setminus \mathcal{Y} : \theta(x) \in [\theta_1, \theta_2] \} \) and the (possibly empty) set \( \gamma := \overline{\Omega \setminus \mathcal{Y}} \). The typical examples of the domain \( \Omega_{\theta_1, \theta_2} \) are: a sector of a sphere, a sector of a cylinder, a sector of an annulus, a sector of a torus, a sector of a cone. But also more complicated domains as cylinders (or spheres) with cavities can be considered for \( \Omega \), and even tori with a torical, coaxial tunnel inside. Observe that \( \gamma \) may be empty (which is the case, for instance, when \( \Omega \) is a torus), and can be disconnected as in the case where \( \Omega \) is a cylinder in \( \mathbb{R}^3 \) with a cavity. Now fix \( \beta \in (0, 2\pi) \) and consider the boundary-value problem

\[
\begin{cases}
-\Delta u = f(d(x), z, u) & \text{in } \Omega_{0\beta}, \\
\frac{\partial u}{\partial \theta} = 0 & \text{on } \gamma_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta,
\end{cases}
\]

(1.1)

where \( \Delta \) is the Laplace operator, and \( f(r, z, u) \) is locally Hölder continuous on \([0, +\infty) \times \mathbb{R}^{N-1}\) together with \( f' = \partial f / \partial u \). Observe that \( u_\theta = \frac{\partial u}{\partial \theta} \) is the normal derivative of \( u \) on \( \Gamma_\beta \) while it is the tangential derivative on \( \gamma_{0\beta} \). Let \( \mathcal{X} \) be the set of all functions \( u \in C^2(\Omega_{0\beta}) \cap C^0(\overline{\Omega_{0\beta}}) \cap H^1(\Omega_{0\beta}) \) such that \( u_\theta \in H^1(\Omega_{0\beta}) \). We investigate functions \( u \in \mathcal{X} \) satisfying (1.1) pointwise. Using [20, Prop. 6.1], it can be proved that the solution \( u \) is smooth, namely \( C^2 \), in \( \Omega_{0\beta} \cup \Gamma_\beta \). The assumption that \( u_\theta \in H^1(\Omega_{0\beta}) \) is introduced to avoid technicalities and it is satisfied, for instance, if \( u \in W^{2,2}(\Omega_{0\beta}) \). Such an assumption is dropped in the last part of the paper, where we use a truncation technique to deal with unbounded domains (see, in particular, (8.1)-(8.2)). The boundary condition \( u_\theta = 0 \) on \( \gamma_{0\beta} \) can be interpreted in the sense of traces. However, since \( u \) is continuous up to there, the condition implies that the values of \( u \) on \( \gamma_{0\beta} \) are constant in \( \theta \). Thus, (1.1) is a shorthand for the following mixed problem of Dirichlet-Neumann type:

\[
\begin{cases}
-\Delta u = f(d(x), z, u) & \text{in } \Omega_{0\beta}, \\
u = g(d(x), z) & \text{on } \gamma_{0\beta}, \\
\frac{u}{\partial \nu} = 0 & \text{on } \Gamma_\beta.
\end{cases}
\]

(1.2)
where \( g(r, z) \) is a continuous function, and \( v \) denotes the outward unit normal to \( \partial \Omega_{0\beta} \). If \( u \) is a solution to (1.1), we denote by \( I \) the identity operator and by
\[
L_u := -\Delta - f'(d(x), z, u(x)) I
\]
the linearized operator at \( u \). Furthermore,
\[
Q_D(v) := \int_D \left( |\nabla v(x)|^2 - f'(d(x), z, u(x)) v^2(x) \right) \, dx, \quad v \in H^1(D)
\]
is the quadratic form associated to \( L_u \) in an open subset \( D \subset \Omega_{0\beta} \). In fact, the operator \( L_u \) and the quadratic form \( Q_D \) are well defined for every \( u \in L^\infty(\Omega_{0\beta}) \). If \( \Gamma \) is a sufficiently smooth (possibly disconnected) part of \( \partial D \), we denote by
\[
H^1_\Gamma(D) := \{ v \in H^1(D) : v = 0 \text{ on } \Gamma \}
\]
the Sobolev space of square-summable functions having square-summable weak derivatives and vanishing trace along \( \Gamma \), and, for \( i \geq 1 \), we denote by \( \lambda_i(H^1_\Gamma(D)) \) the eigenvalues of the operator \( L_u \) in \( H^1_\Gamma(D) \). We will assume that the solution \( u \) to (1.1) satisfies
\[
\lambda_2(H^1_\Gamma(\Omega_{0\beta})) \geq \lambda_2(\Omega_{0\beta}) \geq 0.
\]
Our main result in bounded domains is the following:

**Theorem 1.1** Let \( u \in \mathcal{X} \) be a solution to (1.1), where \( f(r, z, u) \) is convex with respect to \( u \).

1. If \( \lambda_1(H^1_\Gamma(\Omega_{0\beta})) \geq 0 \) then \( u \) is constant with respect to the angular variable \( \theta \).
2. If \( \lambda_1(H^1_\Gamma(\Omega_{0\beta})) < 0 \leq \lambda_2(H^1_\Gamma(\Omega_{0\beta})) \) then \( u \) is either independent of \( \theta \) or strictly monotone with respect to \( \theta \) in \( \Omega_{0\beta} \). In the last case, \( u \) has a nonvanishing derivative \( u_\theta \), the first Dirichlet eigenvalue \( \lambda_1(H^1_\Gamma(\Omega_{0\beta})) \) equals zero and \( u_\theta \) is a corresponding eigenfunction.

**Remark 1.2** In the statement of Theorem 1.1 it is enough to require that \( f(r, z, s) \) is convex with respect to \( s \) as long as \( s \in (m, M) \), where \( m = \inf_{\Omega_{0\beta}} u(x) \) and \( M = \sup_{\Omega_{0\beta}} u(x) \). This assumption has been introduced in the paper [19] in order to compare the quadratic form \( Q_D \) with the quadratic form associated to the equation satisfied by the difference \( w_u \) of \( u \) and its reflection with respect to some \( \Gamma_u \) (as we also do in Sect. 2).

The proof of Theorem 1.1 is given in Sect. 3 and it is based on the rotating plane method, which was also used in [19, 21] to prove Schwarz symmetry for solutions of low Morse index to the Dirichlet problem in radially symmetric, bounded domains. Indeed, the assumption \( \lambda_2(H^1_\Gamma(\Omega_{0\beta})) \geq 0 \) is equivalent to consider solutions of Morse index 1 and it is satisfied by any ground state solution and by any solution of mountain pass type, as well as by local minimizers subject to an integral constraint. Such an assumption is needed to begin with the argument, in place of the positiveness of the solution \( u \) which is usually required. Like in the mentioned papers, starting from a bound on the Morse index of the solution we obtain the non-negativity of the first eigenvalue in a half-domain under convenient boundary conditions: this is the purpose of the splitting lemma in Sect. 2. A similar observation is also found in the proof of [10, Lemma 4.2]. Note that the Morse index approach allows to deal with sign-changing solutions. Moreover, a bound on the Morse
index usually implies an $L^\infty$-bound of the solution as observed in [2] in the case of a Dirichlet problem under some growth condition on the nonlinear term $f$.

The non-negativity of the first eigenvalue implies a sign-preservation property (Lemma 2.3) for supersolutions of the linearized equation $L_u v = 0$, which is applied to the difference of the solution $u(x)$ and its reflection $u(\sigma_\xi(x))$ with respect to $I_\xi$. Such a difference, denoted by $w_\xi$, obviously satisfies a Neumann condition on $\Gamma_0 \cup \Gamma_\beta$. However, unlike [19, 21], when the hyperplane $\theta = \frac{\beta}{2}$ is changed into $\theta = \alpha \neq \frac{\beta}{2}$ we loose the Neumann condition: hence our problem is in some sense more rigid than theirs. We overcome this difficulty in Sect. 3 using the positivity of the angular derivative $u_\theta$ in $\Omega_\alpha \cup \Gamma_\alpha$, thus completing the proof of Theorem 1.1.

Some comments on the assumption $u_\theta \in H^1(\Omega_{0\theta})$, which is needed in the proof of Lemma 3.2 and Lemma 3.3, and consequently enters in the theorem. By standard regularity theory, any weak solution $u \in H^1(\Omega_{0\theta})$ of (1.2) belongs to the smoothness class $C^2(\Omega_{0\theta} \cup \Gamma_0 \cup \Gamma_\beta) \cap C^0(\overline{\Omega_{0\theta}})$. Furthermore, at least in the case where $\gamma = 0$, if $\Omega \in C^{2,\alpha}$ and $g(d(x), z) \in C^{2,\alpha}$ then $u \in C^{2,\alpha}(\overline{\Omega_{0\theta}})$ showing that $u_\theta \in H^1(\Omega_{0\theta})$. In the particular case of dimension $N = 2$, the domain $\Omega_{0\beta}$ is a sector of the annulus or a sector of the disc so that $y_{0\beta}$ is always smooth. In the case of the annulus, the assumption $u_\theta \in H^1(\Omega_{0\theta})$ is satisfied if $g(r)$ belongs to $C^{2,\alpha}$. In the case of the disc, instead, we can use the results of [18] and [1], that hold in dimension $N \geq 2$, to gain the $W^{2,2}$ regularity of the solution $u$ when the domain is convex.

Previous results on cylindrical symmetry of low Morse index solutions for a mixed problem can be found in [10], where the equation holds in the whole of $\Omega$ (not only in the sector $\Omega_{0\theta}$) and a nonlinear Neumann condition is imposed on a subset of $\partial \Omega$. If, instead, $\Omega_{0\beta}$ is a sector of the ball and $\beta < \pi$, radial symmetry of the positive solution to (1.2) with $g(d(x), z) = 0$ was proved in [5] using an involved version of the rotating plane method. Note that for $N = 2$ radial symmetry coincides with cylindrical symmetry. Radial symmetry of positive solutions to a mixed problem in a spherical, convex cone with solid angle $\alpha$ was proved in [17] by using isoperimetric inequalities. A recent extension to anisotropic weighted equations is found in [8]. For further results on convex cones see also [20] and the references therein.

In Sect. 4 we extend Theorem 1.1 to the case where $\Omega_{0\beta} = (0, \beta) \times \omega$ is a cylindrical domain, which is in some sense the asymptotic shape of a sector-like domain when the opening $\beta$ is small. In this case we use the standard Cartesian coordinates $(x_1, \ldots, x_N)$, and $\omega$ denotes a bounded $(N - 1)$-dimensional domain contained in the hyperplane $x_1 = 0$. The angular variable $\theta$ is replaced by $x_1$, and the rotating plane method becomes a sliding plane method that starts from the position $x_1 = \frac{\beta}{2}$. In Theorem 4.1 we obtain, with a different method, some previous results for global and local minimizers of variational problems subject to an integral constraint, for nonlinearities satisfying suitable growth conditions: see Theorem 3.1 and Theorem 3.3 in [6]. The proof of the last theorems relies on a two-point rearrangement and holds not only for Dirichlet boundary conditions on $y_{0\beta}$ (which is our case), but also for some nonlinear Neumann boundary conditions. However, here we do not require any growth assumption on the nonlinear term $f$ which should only be convex, and we consider solutions of possibly non-variational problems. Furthermore, our assumption on $\lambda_2(H^1_{y_{0\beta}}(\Omega_{0\beta}))$ is satisfied when one considers variational solutions with one or without constraints of the type in [6]. Existence and monotonicity with respect to $x_1$ for global minimizers of some
variational problems and for mountain pass solutions were proved in [4] using the monotone increasing rearrangement.

All the occurrences in Theorem 1.1 can happen and we will provide some examples in Sect. 5. In particular we show that if the first Dirichlet eigenvalue \( \lambda_1(H^1_0(\Omega_0)) = 0 \) then \( u_\theta \) may well vanish identically. We also show that if \( \lambda_2(H^1_0(\Omega_0)) < 0 \) it can happen that the solution \( u \) is neither independent of \( \theta \) nor monotone with respect to \( \theta \).

In the second part of the paper, starting from Sect. 6, we consider problem (1.1) in some unbounded domains. This is more difficult and requires additional ingredients. The main result, Theorem 6.4, follows from three main points: 1. The constraint on the Morse index implies that the subdomain, where the maximum principle may fail, is bounded and keeps away from \( \partial \Omega \). Therefore, it can be enveloped by a suitable torus \( T \); 2. The solution is stable in the complement of \( T \); 3. Even though the complement is unbounded, we show that stability implies a sign-preservation property: this is achieved by cutting off the solution \( u \) at infinity like in [14]. We also perform a cut-off near \( \partial \Omega \) to avoid the requirement that \( u_\theta \in H^1(\Omega_0) \). The use of the torus \( T \) and the combination of these ingredients are new.

2 Preliminary results

In order to prove Theorem 1.1 by means of the rotating plane method, we need to introduce the reflection \( \sigma_\alpha \) with respect to \( \Gamma_\alpha \), where \( \alpha \) is an angular parameter in the given interval \((0, \beta)\). In the special case when \( \alpha \in (0, \pi) \) we may easily define \( \sigma_\alpha : \Omega_{0,2\alpha} \to \Omega_{0,2\alpha} \) by prescribing that \( i(\sigma_\alpha(x)) = (r, 2\alpha - \theta, z) \) when \( i(x) = (r, \theta, z) \). However, in order to simplify and generalize the subsequent arguments, it is convenient to extend the definition of \( \sigma_\alpha \) to the general case when \( \alpha \in \mathbb{R} \). To this aim we consider the Riemannian manifold \( \mathcal{M} := \{(r, t, \theta, z) : r \in (0, +\infty), t \in \mathbb{R}, z \in \mathbb{R}^{N-2}\} \) endowed with the flat metric whose first fundamental form is \( ds^2 = dr^2 + r^2 dt^2 + dz^2 \). Every sector-like domain \( \Omega_{\theta_1, \theta_2} \subset \mathbb{R}^N \) is isometrically embedded into \( \mathcal{M} \) by the mapping \( i : \Omega_{\theta_1, \theta_2} \to \mathcal{M} i(x) = (r, \theta, z) \). We will identify \( \Omega_{\theta_1, \theta_2} \) with its image \( i(\Omega_{\theta_1, \theta_2}) \) and, more generally, we will use the notation \( \Omega_{\theta_1, \theta_2} \) to denote the submanifold

\[
\Omega_{\theta_1, \theta_2} = \{(r, t, z) \in \mathcal{M} : t \in (\theta_1, \theta_2), (0, 0, z) \in \Omega \}
\]

for every \( \theta_1, \theta_2 \in \mathbb{R} \) with \( \theta_1 < \theta_2 \). Now, for any given \( \alpha \in \mathbb{R} \), we define the function \( \sigma_\alpha : \mathcal{M} \to \mathcal{M} \) by letting \( \sigma_\alpha(r, t, \theta, z) = (r, 2\alpha - t, z) \). Thus, for instance, if we take \( \alpha \in (\pi, 2\pi) \) and apply \( \sigma_\alpha \) to some point \((r, \theta, z) \) with \( \theta \in (0, 2\alpha - 2\pi) \), we obtain \((r, 2\alpha - \theta, z) \) where \( 2\alpha - \theta > 2\pi \). The last point, as an element of \( \mathcal{M} \), is distinct from the point \((r, 2\alpha - \theta, z) \). We denote still by \( s \) an arbitrary point \((r, t, \theta, z) \in \mathcal{M} \), for shortness, and we define the function \( d : \mathcal{M} \to (0, +\infty) \) by letting \( d(s) = r \). Thus, any function \( f \) defined in \( \Omega_{0,\beta} \cup \Gamma_0 \cup \Gamma_\beta \) can be extended to the submanifold \( \Omega_{-\beta, 2\beta} \) by letting \( u(x) := u(\sigma_\alpha(x)) \) for \( x \in \Omega_{-\beta, 0} \) and \( u(x) := u(\sigma_\alpha(x)) \) for \( x \in \Omega_{\beta, 2\beta} \). If \( u \) is a solution to (1.1) and we extend it as above, the extended function (still denoted by \( u \)) satisfies \( -\Delta u = f(d(x), z, u) \) not only in \( \Omega_{0,\beta} \), but also in \( \Omega_{-\beta, 0} \) and in \( \Omega_{\beta, 2\beta} \). To be precise, here \( \Delta \) denotes the Beltrami-Laplace operator on \( \mathcal{M} \), which reduces to the standard Laplacian because \( \mathcal{M} \) is flat. Moreover, since \( f \) is Hölder continuous, standard regularity results imply that \( u \) is regular through \( \Gamma_0 \) and \( \Gamma_\beta \), and satisfies the equation in all of \( \Omega_{-\beta, 2\beta} \). Hence for every \( \alpha \in (0, \beta) \), the function \( w_\alpha : \Omega_{0,\beta} \to \mathbb{R} \) given by \( w_\alpha(x) := u(\sigma_\alpha(x)) - u(x) \) is well defined and satisfies
\[-\Delta w_\alpha - c_\alpha(x) \, w_\alpha = 0 \text{ in } \Omega_{0\beta}, \tag{2.1}\]

where

\[ c_\alpha(x) := \int_0^1 f'(d(x), z, t \, u(\sigma_\alpha(x))) + (1 - t) \, u(x)) \, dt, \]

together with

\[ w_\alpha = 0 \text{ on } \gamma_{0\beta} \cup \Gamma_\alpha. \tag{2.2}\]

In the sequel, the monotonicity of a solution \( u \) of (1.1) will be detected through the sign of \( w_\alpha \); this motivates our interest in the function spaces \( H^1_{\gamma_{0\alpha} \cup \Gamma_\alpha} (\Omega_{0\beta}) \) and \( H^1_{\gamma_{0\beta} \cup \Gamma_\alpha} (\Omega_{\alpha\beta}) \). We have:

**Lemma 2.1** (Splitting lemma) Let \( u \in L^\infty(\Omega_{0\beta}) \). Then for every \( \alpha \in (0, \beta) \) we have

\[ \lambda_2(H^1_{\gamma_{0\beta}} (\Omega_{0\beta})) \leq \max \left\{ \lambda_1(H^1_{\gamma_{0\alpha} \cup \Gamma_\alpha} (\Omega_{0\alpha})), \lambda_1(H^1_{\gamma_{0\beta} \cup \Gamma_\alpha} (\Omega_{\alpha\beta})) \right\}. \]

**Proof** Let \( \varphi_{0\alpha}, \varphi_{\alpha\beta} \) be the eigenfunctions associated to the eigenvalues \( \lambda_1(H^1_{\gamma_{0\alpha} \cup \Gamma_\alpha} (\Omega_{0\alpha})) \) and \( \lambda_1(H^1_{\gamma_{0\beta} \cup \Gamma_\alpha} (\Omega_{\alpha\beta})) \), respectively. Without loss of generality we assume

\[ \| \varphi_{0\alpha} \|_{\Omega_{0\beta}} = \| \varphi_{\alpha\beta} \|_{\Omega_{0\beta}} = 1, \]

where \( \| \cdot \|_D \) denotes the norm in \( L^2(D) \). Since \( \varphi_{0\alpha}, \varphi_{\alpha\beta} \) satisfy a Dirichlet boundary condition on \( \Gamma_\alpha \), we may extend them to the whole \( \Omega_{0\beta} \) by letting \( \varphi_{0\alpha} := 0 \) in \( \Omega_{\alpha\beta} \) and \( \varphi_{\alpha\beta} := 0 \) in \( \Omega_{0\alpha} \). The extended functions are orthogonal in \( H^1_{\gamma_{0\beta}} (\Omega_{0\beta}) \) since their supports are disjoint, and we may define the two-dimensional linear subspace \( W_\beta = \{ \phi \in H^1_{\gamma_{0\beta}} (\Omega_{0\beta}) : \phi = a \, \varphi_{0\alpha} + b \, \varphi_{\alpha\beta} \text{ for } a, b \in \mathbb{R} \} \). Moreover, for every \( \phi = a \, \varphi_{0\alpha} + b \, \varphi_{\alpha\beta} \neq 0 \) we have

\[
\frac{Q_{\Omega_{0\beta}}(\phi)}{\| \phi \|_{\Omega_{0\beta}}^2} = \frac{a^2 Q_{\Omega_{0\alpha}}(\varphi_{0\alpha}) + b^2 Q_{\Omega_{0\beta}}(\varphi_{\alpha\beta})}{a^2 + b^2} \leq \max \left\{ Q_{\Omega_{0\alpha}}(\varphi_{0\alpha}), Q_{\Omega_{0\beta}}(\varphi_{\alpha\beta}) \right\} = \max \left\{ \lambda_1(H^1_{\gamma_{0\alpha} \cup \Gamma_\alpha} (\Omega_{0\alpha})), \lambda_1(H^1_{\gamma_{0\beta} \cup \Gamma_\alpha} (\Omega_{\alpha\beta})) \right\}.
\]

The variational formulation of the eigenvalues (see [9, Theorem 1.42 (iii)]), sometimes called Poincaré’s minimax characterization, ensures that

\[ \lambda_2(H^1_{\gamma_{0\beta}} (\Omega_{0\beta})) = \inf_{\substack{W \in H^1_{\gamma_{0\beta}}(\Omega_{0\beta}) \setminus \{0\} \atop \dim(W) = 2}} \max_{\phi \in W \setminus \{0\}} \frac{Q_{\Omega_{0\beta}}(\phi)}{\| \phi \|_{\Omega_{0\beta}}^2}, \]

and the conclusion follows immediately. \( \square \)

**Corollary 2.2** Assume \( \lambda_2(H^1_{\gamma_{0\beta}} (\Omega_{0\beta})) \geq 0 \) for some \( u \in L^\infty(\Omega_{0\beta}) \), and let \( \alpha \in (0, \beta) \). Then either \( \lambda_1(H^1_{\gamma_{0\alpha} \cup \Gamma_\alpha} (\Omega_{0\alpha})) \geq 0 \) or \( \lambda_1(H^1_{\gamma_{0\beta} \cup \Gamma_\alpha} (\Omega_{\alpha\beta})) \geq 0 \).

The positivity of the first eigenvalue is a necessary and sufficient condition in order that the weak maximum principle holds: see, for instance, [9, Theorem 1.50].
the first eigenvalue is allowed to vanish, we have a sign-preservation property for weak supersolutions of the Dirichlet problem associated to the operator $L_u$, as well as to the corresponding mixed problem. A weak supersolution of the Dirichlet problem for $L_u$ in $\Omega_{0\alpha}$ is a function $v \in H^1(\Omega_{0\alpha})$ such that $v \geq 0$ almost everywhere on $\partial\Omega_{0\alpha}$ and the inequality
\[ \int_{\Omega_{0\alpha}} (\nabla v \nabla \varphi - f'(d(x), z, u) v \varphi) \, dx \geq 0 \] holds for every nonnegative $\varphi \in H^1_0(\Omega_{0\alpha})$. Recall, further, that a weak supersolution of the mixed problem for $L_u$ in $\Omega_{0\alpha}$, with Neumann condition on $\Gamma_0$, is a function $v \in H^1(\Omega_{0\alpha})$ such that $v \geq 0$ a.e. on $\gamma_{0\alpha} \cup \Gamma_u$ and the inequality (2.3) holds for every nonnegative $\varphi \in H^1_{\gamma_{0\alpha} \cup \Gamma_u}(\Omega_{0\alpha})$ [9, p. 15]. A smooth function $v$ satisfying $L_u v \geq 0$ pointwise in $\Omega_{0\alpha}$ together with $v \geq 0$ on $\gamma_{0\alpha} \cup \Gamma_u$ and $\partial v / \partial n \geq 0$ on $\Gamma_0$ is also a weak supersolution of the mixed problem.

**Lemma 2.3** (Sign preservation) Assume $\lambda_1(\Omega_{0\alpha}) \geq 0$ for some $u \in L^\infty(\Omega_{0\beta})$ and $\alpha \in (0, \beta)$. Let $v \in C^1(\Omega_{0\alpha} \cup \Gamma_u) \cap H^1(\Omega_{0\alpha})$ be either a weak supersolution of the Dirichlet problem associated to the operator $L_u$ in $\Omega_{0\alpha}$, or a weak supersolution of the corresponding mixed problem with Neumann condition on $\Gamma_0$.

1. If $v$ satisfies $v = 0$ a.e. on $\Gamma_u$ without being identically zero in $\Omega_{0\alpha}$, then either $v > 0$ in $\Omega_{0\alpha}$ or $v < 0$ in $\Omega_{0\alpha}$.
2. If $v > 0$ a.e. on $\Gamma_u$, then $v > 0$ in $\Omega_{0\alpha}$.

**Proof** The negative part $v^-(x) = \min\{v(x), 0\} \leq 0$ satisfies $v^- = 0$ a.e. on $\gamma_{0\alpha} \cup \Gamma_u$. Furthermore, if $v$ is a weak supersolution of the Dirichlet problem, then $v^- = 0$ on $\Gamma_0$ as well. If $v$ is either a weak supersolution of the Dirichlet problem associated to the operator $L_u$ in $\Omega_{0\alpha}$, or a weak supersolution of the corresponding mixed problem with Neumann condition on $\Gamma_0$, we may take $\varphi = -v^-$ in (2.3) and get $Q_{\Omega_{0\alpha}}(v^-) \leq 0$. Since
\[ 0 \leq \lambda_1(\Omega_{0\alpha}) \inf \left\{ \frac{Q_{\Omega_{0\alpha}}(\varphi)}{\|\varphi\|_{H^1_{\gamma_{0\alpha} \cup \Gamma}}^2} : \varphi \in H^1_{\gamma_{0\alpha} \cup \Gamma_u}(\Omega_{0\alpha}) \setminus \{0\} \right\} \] (2.4)
we deduce that either $v^-$ vanishes identically in $\Omega_{0\alpha}$, or we may let $\varphi = v^-$ to minimize the quotient in (2.4). In the last case $v^-$ is a first eigenfunction of $L_u$ in $H^1_{\gamma_{0\alpha} \cup \Gamma_u}(\Omega_{0\alpha})$ and therefore we must have $v^- < 0$ in all of $\Omega_{0\beta}$ (see [9, Theorem 1.42 (vi)]). If, instead, $v^-$ vanishes identically, then $v \geq 0$ in $\Omega_{0\alpha}$ and by the strong maximum principle (see [9, Theorem 1.28]) we have either $v \equiv 0$ or $v > 0$ in $\Omega_{0\alpha}$. The two claims follow at once.

The starting point of our rotating plane argument, developed in Sect. 3, is the case when $\alpha = \frac{\beta}{2}$. The function $w_{\frac{\beta}{2}}$, which is odd with respect to $\Gamma_{\frac{\beta}{2}}$, satisfies $w_{\frac{\beta}{2}} = 0$ on $\gamma_{0\beta} \cup \Gamma_{\frac{\beta}{2}}$. Therefore the following corollary applies:

**Corollary 2.4** Assume $u \in \mathcal{X}$ is a solution to (1.1) such that $\lambda_2(H^1_{\gamma_{0\beta}}(\Omega_{0\beta})) \geq 0$ and assume $f(r, z, u)$ is convex with respect to $u$. If $w_{\frac{\beta}{2}}$ does not vanish identically in $\Omega_{0\beta}$, then either $w_{\frac{\beta}{2}} > 0$ in $\Omega_{\frac{\beta}{2}}$ or $w_{\frac{\beta}{2}} > 0$ in $\Omega_{\frac{\beta}{2}}$.
Proof By Corollary \ref{corollary:2.2} we have that one among \( \lambda_1(H^1_{\nu_0,\nu_0} (\Omega_{0,\beta}^\varepsilon)) \) and \( \lambda_1(H^1_{\nu_0,\nu_0} (\Omega_{0,\beta}^\varepsilon)) \) is nonnegative. Suppose that \( \lambda_1(H^1_{\nu_0,\nu_0} (\Omega_{0,\beta}^\varepsilon)) \geq 0 \), the other case being analogous. By the convexity of \( f \), the function \( v = w_{\beta} \in C^2(\Omega_{0,\beta}^\varepsilon \cup \Gamma_0 \cup \Gamma_\beta ) \cap C^0(\bar{\Omega}_{0,\beta}^\varepsilon) \cap H^1(\Omega_{0,\beta}^\varepsilon) \) satisfies \( L_u v \geq 0 \) in \( \Omega_{0,\beta}^\varepsilon \). Moreover \( v \) vanishes on \( \gamma_{0,\beta}^\varepsilon \cup \Gamma_\beta \) and satisfies \( \frac{\partial v}{\partial \nu} = -\frac{\partial v}{\partial \beta} = 0 \) on \( \Gamma_0 \). Taking into account that \( w_{\beta} \) is odd with respect to \( \Gamma_\beta^\varepsilon \), the conclusion follows by letting \( \alpha = \frac{\beta}{2} \) in Claim 1 of Lemma \ref{lemma:2.3}.

\section{Proof of Theorem \ref{theorem:1.1}}

The proof of Theorem \ref{theorem:1.1} is based on a fine interplay of the derivative \( u_{\theta} \) and the function \( w_{\alpha} \) introduced in Sect. \ref{section:2}. In fact, the strict monotonicity of \( u \) with respect to \( \theta \) in \( \Omega_{0,\beta}^\varepsilon \) holds if and only if \( w_{\alpha} > 0 \) in \( \Omega_{0,\alpha}^\varepsilon \) for every \( \alpha \in (0, \beta) \). By contrast, symmetry of \( u \) with respect to \( \Gamma_\beta^\varepsilon \) and constancy with respect to \( \theta \) as a special case, occur when \( w_{\beta} \) vanishes identically. First of all we observe

\begin{proposition}
If \( u \in C^2(\Omega_{0,\beta}^\varepsilon) \) satisfies the equation in (1.1) pointwise, then the derivative \( u_{\theta} \) still belongs to \( C^2(\Omega_{0,\beta}^\varepsilon) \) and is a classical solution to

\[ L_u u_{\theta} = 0 \quad \text{in} \quad \Omega_{0,\beta}^\varepsilon. \]

\end{proposition}

\textbf{Proof} As usual, we call test function any smooth function \( \varphi \in C^\infty(\Omega_{0,\beta}^\varepsilon) \) compactly supported in \( \Omega_{0,\beta}^\varepsilon \). The set of all test functions is denoted by \( C^\infty(\Omega_{0,\beta}^\varepsilon) \). To prove the claim, we differentiate the equality

\[ \int_{\Omega_{0,\beta}^\varepsilon} \nabla u \nabla \varphi \, dx = \int_{\Omega_{0,\beta}^\varepsilon} f(d(x), z, u) \varphi \, dx \]

with respect to \( \theta \). Since \( \varphi_{\theta} \) is still a test function, the terms containing \( \varphi_{\theta} \) cancel each other, and we obtain

\[ \int_{\Omega_{0,\beta}^\varepsilon} \nabla u_{\theta} \nabla \varphi \, dx = \int_{\Omega_{0,\beta}^\varepsilon} f'(d(x), z, u) u_{\theta} \varphi \, dx. \]

Hence \( u_{\theta} \) is a weak solution of \( L_u u_{\theta} = 0 \). Since \( f' \) is Hölder continuous by assumption, \( u_{\theta} \) is a classical solution, as claimed.

To proceed further, observe that by Corollary \ref{corollary:2.4} the function \( w_{\beta}(x) \) does not change sign in \( \Omega_{0,\beta}^\varepsilon \) nor in \( \Omega_{\beta,\beta}^\varepsilon \). We consider the case when \( w_{\beta}(x) \equiv 0 \) in \( \Omega_{0,\beta}^\varepsilon \) first:

\begin{lemma}
Assume \( u \in \mathcal{X} \) solves (1.1) and satisfies \( \lambda_2(H^1_{\nu_0,\nu_0} (\Omega_{0,\beta}^\varepsilon)) \geq 0 \). If \( w_{\beta}(x) \equiv 0 \) in \( \Omega_{0,\beta}^\varepsilon \) then \( u \) is constant with respect to \( \theta \).

\end{lemma}

\textbf{Proof} If \( w_{\beta}(x) \equiv 0 \) then \( u \) is symmetric with respect to \( \Gamma_\beta^\varepsilon \) and the linearized operator \( L_u \) is invariant under reflections about \( \Gamma_\beta^\varepsilon \). In particular, the first eigenfunction \( \varphi_1 \) in \( H^1_{\nu_0,\nu_0} (\Omega_{0,\beta}^\varepsilon) \) is
symmetric with respect to $\Gamma_2$. Furthermore, since $u_\theta \in H^1(\Omega_{0\beta})$, we may let $\varphi$ in (3.2) approach $u_\theta$ in $H^1(\Omega_{0\beta})$ and deduce $Q_{\Omega_{0\beta}}(u_\theta) = 0$. In order to prove the lemma it is enough to show that $u_\theta$ vanishes identically in $\Omega_{0\beta}$. The argument is by contradiction. Observe that $\varphi_1 \perp u_\theta$, i.e., $\varphi_1$ is orthogonal to $u_\theta$ in $L^2(\Omega_{0\beta})$, because $u_\theta$ is odd with respect to $\Gamma_2$. Furthermore, by assumption we have

$$0 \leq \lambda_2(H^1(\Omega_{0\beta})) = \inf \left\{ \frac{Q_{\Omega_{0\beta}}(\varphi)}{\|\varphi\|^2_{L^2(\Omega_{0\beta})}} \left| \varphi_1 \perp \varphi \in H^1(\Omega_{0\beta}) \setminus \{0\} \right. \right\}.$$ 

If $u_\theta \not\equiv 0$, we see that the infimum is achieved at $\varphi = u_\theta$ because $Q_{\Omega_{0\beta}}(u_\theta) = 0$. But then $u_\theta$, being a minimizer of the Rayleigh quotient in $H^1(\Omega_{0\beta})$ under the constraint $\varphi_1 \perp \varphi$, should satisfy the Neumann conditions $\partial u_\theta / \partial \nu = 0$ on $\Gamma_0 \cup \Gamma_\beta$. If this were the case, we could extend $u_\theta$ to $\Omega_{-\beta,\beta}$ by letting

$$\bar{u}_\theta(x) = \begin{cases} u_\theta(x), & x \in \Omega_{0\beta} \cup \Gamma_0; \\ 0, & x \in \Omega_{-\beta,0}. & \end{cases}$$

(3.3)

thus obtaining a function $\bar{u}_\theta \in C^1(\Omega_{-\beta,\beta})$ that satisfies $L_u \bar{u}_\theta = 0$ in the weak sense in $\Omega_{-\beta,\beta}$ and vanishes identically in $\Omega_{-\beta,0}$. Since we are assuming that $u_\theta$ does not vanish identically in $\Omega_{0\beta}$, this is in contrast with the unique continuation property [22, p. 519], and the lemma follows.

Next we consider the case when $w_\xi > 0$ in $\Omega_{0\xi}$. The case when $w_\xi > 0$ in $\Omega_{2\xi}$ is similar. Taking Corollary 2.2 into account, we may assume $\lambda_1(H^1(\Omega_{0\xi} \cup \Gamma_\xi)) = 0$ without loss of generality. Let us show that the inequality $u_\theta > 0$ holds:

**Lemma 3.3** Assume $u \in X$ is a solution to (1.1) such that $\lambda_1(H^1(\Omega_{0\xi} \cup \Gamma_\xi)) = 0$. If $w_\xi(x) > 0$ in $\Omega_{0\xi}$ then

$$u_\theta > 0 \quad \text{in} \quad \Omega_{0\xi} \cup \Gamma_\xi.$$ 

(3.4)

**Proof** Arguing as in the proof of Lemma 3.2 we see that the angular derivative $u_\theta$ (which cannot be odd, now, because $u$ is not symmetric about $\Gamma_\xi$) satisfies (3.1) together with the boundary condition $u_\theta = 0$ on $\Gamma_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta$. Hence $u_\theta \in H^1(\Omega_{0\beta}) \cap C^1(\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta)$. Let us prove that $u_\theta > 0$ on $\Gamma_\xi$. By (2.1), $w_\xi$ satisfies $-\Delta w_\xi - c_\xi(x) w_\xi = 0$ in $\Omega_{0\xi}$. Since $w_\xi(x) > 0$ in $\Omega_{0\xi}$ by assumption, and $w = 0$ on $\Gamma_\xi$ by definition, the Hopf boundary lemma [9, Theorem 1.28] implies that $\frac{\partial w}{\partial \nu} < 0$ on $\Gamma_\xi$. Here $\nu$ is the outward unit normal to $\Omega_{0\xi}$ at $\Gamma_\xi$. This means

$$\frac{\partial w}{\partial \nu} \bigg|_{\Gamma_\xi} = -2 \frac{\partial u}{\partial \nu} \bigg|_{\Gamma_\xi} = -2 \frac{\partial u}{\partial \theta} \bigg|_{\Gamma_\xi} < 0.$$ 

(3.5)

Hence $u_\theta > 0$ on $\Gamma_\xi$, as claimed, and the conclusion follows from Claim 2 of Lemma 2.3.

\[ \square \]
We are now ready to apply the rotating plane method.

**Proof of Theorem 1.1** We assume that \( \lambda_2(H^1_{\gamma_0}(\Omega_{0\beta})) \geq 0 \) and prove that either \( u_\theta \equiv 0 \) or \( u_\theta \) keeps its sign in \( \Omega_{0\beta} \). In the last case, from (3.1) and the boundary condition it follows immediately that \( u_\theta \) is a first Dirichlet eigenfunction of \( L_u \) in \( \Omega_{0\beta} \) and therefore \( \lambda_1(H^1_{\gamma_0}(\Omega_{0\beta})) = 0 \). At the end of the proof, a final observation shows that if \( \lambda_1(H^1_{\gamma_0}(\Omega_{0\beta})) \geq 0 \) then \( u \) is constant in \( \theta \), which completes the proof of the theorem.

If \( w_\frac{\epsilon}{2} \equiv 0 \) in \( \Omega_{0\beta} \) then \( u \) is independent of \( \theta \) by Lemma 3.2. Otherwise, by Corollary 2.4, either \( w_\frac{\epsilon}{2} > 0 \) in \( \Omega_{0\beta} \) or \( w_\frac{\epsilon}{2} > 0 \) in \( \Omega_{0\beta} \). By Corollary 2.2 we may assume \( \lambda_1(H^1_{\gamma_0}(\Omega_{0\beta})) \geq 0 \) and \( w_\frac{\epsilon}{2} > 0 \) in \( \Omega_{0\beta} \) without loss of generality (indeed, if \( w_\frac{\epsilon}{2} < 0 \) in \( \Omega_{0\beta} \) the argument is similar). Let us prove that \( u_\theta > 0 \) in \( \Omega_{0\beta} \). Denote by \( A' \) the set of all \( \alpha' \in [\frac{\epsilon}{2}, \beta] \) having the property that for every \( \alpha \in (0, \alpha') \) the function \( w_\alpha \) is positive in \( \Omega_{0\alpha} \).

**Part I.** The set \( A' \) contains \( \beta \) and therefore it is not empty. To see this, we have to prove that \( u(x) < u(\sigma_\alpha(x)) \) for every \( \alpha \in (0, \frac{\epsilon}{2}) \) and \( x \in \Omega_{0\alpha} \), which is equivalent to say that \( u(r, \theta_1, z) < u(r, \theta_2, z) \) for \( 0 < \theta_1 < \theta_2 \) such that \( \theta_1 + \theta_2 < \beta \). If \( \theta_2 \leq \frac{\beta}{2} \) the conclusion follows from (3.4). Otherwise we must have \( \theta_1 < \beta - \theta_2 < \frac{\beta}{2} < \theta_2 \) and we argue as follows. Let \( x_i \), for \( i = 1, 2 \), be the point whose cylindrical coordinates are \( (r, \theta_i, z) \), and observe that the coordinates of \( \sigma_{\frac{\beta}{2}}(x_2) \) are \( (r, \beta - \theta_2, z) \). We may write \( u(\sigma_{\frac{\beta}{2}}(x_2)) < u(x_2) \) because we are considering \( w_\frac{\epsilon}{2} > 0 \) in \( \Omega_{0\beta} \) (hence \( w_\frac{\epsilon}{2} < 0 \) in \( \Omega_{0\beta} \)). Furthermore we have \( u(x_1) > u(\sigma_{\frac{\beta}{2}}(x_2)) \) because of (3.4), and therefore \( \frac{\beta}{2} \in A' \) as claimed. We note for later usage that the preceding argument still holds when \( \theta_1 = 0 \), hence

\[
\begin{align*}
    w_\alpha > 0 & \text{ on } \Gamma_0 \text{ for every } \alpha \in \left(0, \frac{\beta}{2}\right). \quad (3.6)
\end{align*}
\]

**Part II.** The set \( A' \) is a closed subinterval of \( [\frac{\epsilon}{2}, \beta] \). Indeed, by the definition of \( A' \) it follows that if \( \alpha', \alpha'' \) satisfy \( \frac{\epsilon}{2} \leq \alpha' \leq \alpha'' \) and \( \alpha'' \in A' \) then \( \alpha' \in A' \), hence \( A' \) is an interval. It also follows immediately that \( A' \) is closed, and we may write \( A' = [\frac{\epsilon}{2}, \bar{\alpha}] \) for some \( \bar{\alpha} \in [\frac{\epsilon}{2}, \beta] \).

**Part III.** The derivative \( u_\theta \) is positive in the sector \( \Omega_{0\bar{\alpha}} \). To check this, we verify that \( u_\theta > 0 \) along \( \Gamma_\alpha \) for each \( \alpha \in (0, \bar{\alpha}) \). The argument is the same as in Lemma 3.3: since \( w_\alpha \) is positive in \( \Omega_{0\alpha} \) by the definition of \( A' \), and satisfies (2.1), by the Hopf boundary-point lemma it must also satisfy \( \partial w_\alpha / \partial \nu < 0 \) along \( \Gamma_\alpha \), where \( w_\alpha = 0 \). Hence \( u_\theta > 0 \) along \( \Gamma_\alpha \), as claimed.

**Part IV.** If \( \bar{\alpha} < \beta \) then \( w_{\bar{\alpha}} > 0 \) in \( \Omega_{0\bar{\alpha}} \). Indeed, by continuity we may write \( w_{\bar{\alpha}} \geq 0 \) in \( \Omega_{0\bar{\alpha}} \), and by the convexity of \( f \) it follows that \( w_{\bar{\alpha}} \) satisfies the inequality \( L_u w_{\bar{\alpha}} \geq 0 \). Hence either \( w_{\bar{\alpha}} > 0 \) or \( w_{\bar{\alpha}} \equiv 0 \) in \( \Omega_{0\bar{\alpha}} \) by the strong maximum principle. Let us exclude the second case. If \( w_{\bar{\alpha}} \equiv 0 \) in \( \Omega_{0\bar{\alpha}} \) then \( \bar{\alpha} > \frac{\beta}{2} \) because we are assuming \( w_\frac{\epsilon}{2} > 0 \) in \( \Omega_{0\beta} \). Furthermore, by differentiating the equality \( u(r, 2\bar{\alpha} - \theta, z) = u(r, \theta, z) \) we obtain \( u_\theta(r, 2\bar{\alpha} - \theta, z) = -u_\theta(r, \theta, z) \) for \( (r, \theta, z) \in \Omega_{0\bar{\alpha}} \), which yields at \( \bar{\theta} = 2\bar{\alpha} - \beta \in (0, \bar{\alpha}) \)

\[
0 = \frac{\partial u}{\partial \nu}_{\Gamma_\beta} = u_\theta(r, \beta, z) = -u_\theta(r, \bar{\theta}, z),
\]

contradicting Part III. Hence, we can write the implication \( \bar{\alpha} < \beta \implies w_{\bar{\alpha}} > 0 \) in \( \Omega_{0\bar{\alpha}} \).
Part V. Recall that for every \( \alpha \in (0, \beta) \) the function \( w_\alpha \) is well defined in \( \Omega_{0\alpha} \) and satisfies (2.1)-(2.2) together with (3.6). To complete the boundary conditions, let us check that
\[
w_\alpha > 0 \text{ on } \Gamma_0 \text{ for every } \alpha \in \left[ \frac{\beta}{2}, \beta \right],
\]
which is equivalent to \( u(r, 0, z) < u(r, 2\alpha, z) \). By the definition of the extended function \( u \), we have \( u(r, 2\alpha, z) = u(r, 2\beta - 2\alpha, z) \). The point \((r, 2\beta - 2\alpha, z)\) can be rewritten as \( \sigma_\alpha(r, 0, z) \) by choosing \( \alpha' = \beta - \alpha > 0 \). If \( \alpha \in \left( \frac{\beta}{2}, \beta \right) \) then \( \alpha' < \frac{\beta}{2} \) and the inequality \( u(r, 0, z) < u(\sigma_\alpha(r, 0, z)) \) follows from (3.6). Finally, since \( w_\frac{\beta}{2} \) is positive in \( \Omega_{0\frac{\beta}{2}} \) by assumption and satisfies \( \partial w_\frac{\beta}{2} / \partial v = 0 \) on \( \Gamma_0 \), the Hopf boundary point lemma prevents it from vanishing there.

Part VI. The second endpoint \( \tilde{\alpha} \geq \frac{\beta}{2} \) of the interval \( \Lambda' \) is in fact \( \beta \). To prove this, we show that if \( \tilde{\alpha} < \beta \) then for some \( \varepsilon_0 > 0 \) and for every \( \alpha \in [\tilde{\alpha}, \tilde{\alpha} + \varepsilon_0] \) we have \( w_\alpha > 0 \) in \( \Omega_{0\alpha} \), which contradicts the definition of \( \tilde{\alpha} \). In order to reach our goal we need a suitable maximum principle. Observe, to begin with, that the sup-norm \( \|c_\alpha\|_\infty \) is bounded uniformly with respect to \( \alpha \). Therefore, by the weak maximum principle in small domains [9, Theorem 1.20] there exists \( \delta > 0 \) (independent of \( \alpha \)) such that if an open subset \( D \subset \Omega_{0\alpha} \) satisfies \( |D| < \delta \), and if \( w_\alpha \geq 0 \) on \( \partial D \), then \( w_\alpha \geq 0 \) in all of \( D \). Accordingly, let us fix a (nonempty) compact subset \( K \subset \Omega_{0\tilde{\alpha}} \) such that \( |\Omega_{0\tilde{\alpha}} \setminus K| < \frac{\delta}{2} \) and define
\[
\eta = \min_K w_\alpha.
\]
Recall that \( \eta > 0 \) by Part IV. Then, for a convenient \( \varepsilon_0 > 0 \) we achieve that for all \( \alpha \in [\tilde{\alpha}, \tilde{\alpha} + \varepsilon_0] \) the open set \( D_\alpha = \Omega_{0\alpha} \setminus K \) satisfies \( |D_\alpha| < \delta \) and
\[
w_\alpha > \frac{\eta}{2} \text{ in } K.
\]
Taking into account the boundary conditions established in Part V, we may write \( w_\alpha \geq 0 \) on \( \partial D_\alpha \) and therefore, by the weak maximum principle in small domains, the inequality \( w_\alpha \geq 0 \) holds in \( D_\alpha \), and consequently in all of \( \Omega_{0\alpha} \). More precisely, since \( w_\alpha > 0 \) in \( K \), by the strong maximum principle we obtain \( w_\alpha > 0 \) in \( \Omega_{0\alpha} \) for every \( \alpha \in [\tilde{\alpha}, \tilde{\alpha} + \varepsilon_0] \). This contradiction proves that \( \tilde{\alpha} = \beta \), as claimed.

Conclusion. By Part VI, the solution \( u \) is strictly increasing with respect to \( \theta \) in \( \Omega_{0\beta} \), and by Part III it satisfies \( u_\theta > 0 \). We have thus proved that if \( \lambda_2(H^1_{f_{\theta}}(\Omega_{0\beta})) \geq 0 \) then either \( u_\theta \) vanishes identically in \( \Omega_{0\beta} \) or it keeps its sign there. In order to complete the proof, it suffices to check that if \( \lambda_1(H^1_{f_{\theta}}(\Omega_{0\beta})) \geq 0 \) the last case cannot occur, i.e., \( u_\theta \) does not keep its sign in \( \Omega_{0\beta} \). In fact, if this were the case, we would have \( 0 \leq \lambda_1(H^1_{f_{\theta}}(\Omega_{0\beta})) \leq \lambda_1(H^1_{f_{\theta}}(\Omega_{0\beta})) = 0 \) by the comparison of Dirichlet and Neumann eigenvalues (see, for instance, [7, Theorem 1, p. 408] or [15, Example 11.13]). This shows that \( u_\theta \) would also minimize the Rayleigh quotient in \( H^1_{f_{\theta}}(\Omega_{0\beta}) \) and therefore it should satisfy the Neumann boundary condition \( \partial u_\theta / \partial \nu = 0 \) on \( \Gamma_0 \cup \Gamma_1 \). But then \( u_\theta \) would extend as in (3.3) to a \( C^1 \)-eigenfunction in \( \Omega_{-\beta, \beta} \) vanishing identically in \( \Omega_{-\beta, 0} \), and this is impossible by the unique continuation property. 

\( \square \)
4 Cylindrical domains

When the opening of a sector-like domain tends to zero, the domain is asymptotic to a cylinder. To manage with this case we have to arrange the notation. Changes are specific to the present section. Here we denote by $\omega$ a Lipschitz, bounded, $(N - 1)$-dimensional domain lying in the hyperplane $x_1 = 0$ and by $\Omega_{\theta_1, \theta_2}$ the cylinder $(\theta_1, \theta_2) \times \omega$, where $\theta_1, \theta_2 \in \mathbb{R}$ satisfy $\theta_1 < \theta_2$. Given $\beta \in (0, +\infty)$, we let $\mathcal{X}$ be the set of functions $u \in C^2(\Omega_{\beta}) \cap C^0(\overline{\Omega_{\beta}}) \cap H^1(\Omega_{\beta})$ such that $\frac{\partial u}{\partial x_1} \in H^1(\Omega_{\beta})$ and we consider functions $u \in \mathcal{X}$ that satisfy, pointwise, the boundary-value problem:

$$
\begin{cases}
-\Delta u = f(z, u) & \text{in } \Omega_{\beta}, \\
\frac{\partial u}{\partial x_1} = 0 & \text{on } \partial\Omega_{\beta},
\end{cases}
$$

(4.1)

where $z = (x_2, \ldots, x_N) \in \mathbb{R}^{N-1}$ and $f(z, u)$ is locally Hölder continuous in $\mathbb{R}^N$ together with its derivative $f' = \frac{\partial f}{\partial u}$. Letting $\Gamma_\alpha = \{\alpha\} \times \omega$ and $\gamma_{\theta_1, \theta_2} = [\theta_1, \theta_2] \times \partial\omega$, problem (4.1) is equivalent to the following mixed boundary-value problem:

$$
\begin{cases}
-\Delta u = f(z, u) & \text{in } \Omega_{\beta}, \\
u = g(z) & \text{on } \Gamma_{\beta}, \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \Gamma_0 \cup \Gamma_{\beta}
\end{cases}
$$

where $g$ is continuous on $\gamma_{0\beta}$. The preceding results can be extended to such a case. We have:

**Theorem 4.1** Let $u \in \mathcal{X}$ be a solution to (4.1), where $f(z, u)$ is convex with respect to $u$.

1. If $\lambda_1(H^1_{\Gamma_0}(\Omega_{\beta})) \geq 0$ then $u$ is constant with respect to $x_1$.
2. If $\lambda_1(H^1_{\Gamma_0}(\Omega_{\beta})) < 0 \leq \lambda_2(H^1_{\Gamma_0}(\Omega_{\beta}))$ then $u$ is either constant with respect to $x_1$ or strictly monotone with respect to $x_1$ in $\Omega_{\beta}$. In the last case, the derivative $u_1 = \partial u/\partial x_1$ does not vanish in $\Omega_{\beta}$, the first Dirichlet eigenvalue $\lambda_1(H^1_{\Gamma_0}(\Omega_{\beta}))$ equals zero and $u_1$ is a corresponding eigenfunction.

The argument is identical to the proof of Theorem 1.1 found in Sect. 3, keeping in mind that in the present case the reflection $\sigma_a$ is obviously defined as $\sigma_a(x_1, z) = (2\alpha - x_1, z)$, and every occurrence of $\theta$ has to be replaced with $x_1$. Since $\gamma_{0\beta}$ and $\Gamma_{\alpha}$ intersects orthogonally we can obtain that $\partial u/\partial x_1 \in H^1(\Omega_{\beta})$ using [20, Proposition 6.1] when $\omega$ is smooth.

5 Examples

In this section we produce some examples of solutions to (1.1) that are not constant in $\theta$ and satisfy Claim 2 of Theorem 1.1. In the first examples $\Omega_{\alpha\beta}$ is a sector of the unit disc $B_1 \subset \mathbb{R}^2$.

**Example 5.1** Let $N = 2$ and $\Omega = B_1$. We consider the eigenvalue problem
for $0 < \beta < 2\pi$. If we neglect to give the eigenvalues an increasing order, the solutions $(\lambda, \psi)$ of (5.1) are given by

$$
\begin{aligned}
\psi_{nk}(r, \theta) &= J_{s_n}(j_{s_n,k} r) \cos(s_n \theta) \\
\lambda_{nk} &= j_{s_n,k}^2
\end{aligned}
$$

for $n = 0, 1, 2, \ldots$ and $k = 1, 2, \ldots$ where $J_s$ is the Bessel function of order $s = \frac{n\pi}{\beta}$, and $j_{s_n,k}$ is the $k$-th positive zero of $J_s$. Each $\psi_{nk}$ can be considered as a solution of (1.1) or (1.2) where $f(r, z, u) = \lambda_{nk} u$, and the corresponding linearized operator is $L_{\psi_{nk}} = -\Delta - \lambda_{nk} I$. Of course, if $\psi_{nk}$ is the $i$-th eigenfunction of problem (5.1) for some positive integer $i$, then the $i$-th eigenvalue of $L_{\psi_{nk}}$ in $H^1_{\beta}(\Omega_{0\beta})$ vanishes. The first eigenvalue of problem (5.1) is $\lambda_{01} = j_{0,1}^2$ and the first eigenfunction is radial and given by

$$
\psi_{01}(r, \theta) = J_0(j_{0,1} r).
$$

Thus, we have an instance of problem (1.1) or (1.2) where $\lambda_1(H_{\beta}(\Omega_{0\beta})) = 0$ and a corresponding solution $u = \psi_{01}(r, \theta)$ which is radial, as stated in Theorem 1.1, Claim 1. In order to find the second eigenvalue and eigenfunction of (5.1) we have to compare $j_{0,2} \approx 5.5201$ and $j_{2,1}$ whose value depends on the angle $\beta$. It can be seen that if $\beta = \frac{\pi}{2}$ then $j_{z,1} = 2$ and $j_{z,1} = j_{2,1} \approx 5.1356 < j_{0,2}$, while if $\beta = \frac{\pi}{3}$ then $j_{z,1} = 3$ and $j_{z,1} = j_{3,1} \approx 6.3802 > j_{0,2}$. Next, using that $j_{s,1}$ is a continuous and strictly increasing function of the variable $s$ (see for instance [11, pp. 67-68]), it follows that there exists a unique angle $\hat{\beta} \in (\frac{\pi}{2}, \frac{\pi}{3})$ such that $j_{z,1} = j_{0,2}$. Moreover one has $j_{z,1} < j_{0,2}$ for $\beta > \hat{\beta}$ while $j_{z,1} > j_{0,2}$ for $0 < \beta < \hat{\beta}$. The value of $\hat{\beta}$ can be estimated numerically obtaining $\hat{\beta} \approx 1.3629$. Reassuming, for $\beta > \hat{\beta}$ the second eigenvalue of (5.1) is $\lambda_{11} = j_{z,1}^2$, and the second eigenfunction is nonradial and strictly monotone in the angular variable in $\Omega_{0\beta}$. Let us observe that the second eigenfunction $\psi_{11}$ satisfies the assumptions of Theorem 1.1, Claim 2 since the second eigenvalue of the linearized operator $L_{\psi_{11}} = -\Delta - j_{z,1}^2 I$ in $H^1_{\beta}(\Omega_{0\beta})$ vanishes. For $\beta < \hat{\beta}$ the second eigenvalue of problem (5.1) is $\lambda_{02} = j_{0,2}^2$ and the second eigenfunction is radial and given by

$$
\psi_{02}(r, \theta) = J_0(j_{0,2} r),
$$

while for $\beta = \hat{\beta}$ the second eigenvalue has multiplicity two and the eigenspace is spanned by $\psi_{02} = J_0(j_{0,2} r)$ and $\psi_{21} = J_0(j_{2,1} r) \cos(\hat{s} \theta)$, where $\hat{s} = \pi / \hat{\beta}$. Thus, letting $m = j_{0,2}^2 = j_{2,1}^2$ and $f(r, z, u) = mu$ we obtain an instance of problem (1.1) or (1.2) where $\lambda_2(H^1_{\beta}(\Omega_{0\beta})) = 0$ and there are both a radial solution and a solution strictly monotone in $\theta$ thus implying that $\lambda_1(H^1_0(\Omega_{0\beta})) = 0$. Since we are in the linear case, then $L_{\psi_{02}} = L_{\psi_{21}}$. 

\[ Springer\]
showing that, even if \( \frac{\partial u_0}{\partial \theta} \equiv 0 \), the corresponding Dirichlet eigenvalue \( \lambda_1(H^1_0(\Omega_{0\beta})) \) vanishes (Fig. 1).

Next we want to show that, if we allow the solution \( u \) in (1.1) or in (1.2) to have a higher Morse index, namely \( \lambda_2(H^1_0(\Omega_{0\beta})) < 0 \), then \( u \) can be nonradial without being strictly monotone in \( \theta \) in \( \Omega_{0\beta} \). Indeed if we consider the third eigenvalue and eigenfunction of (5.1) in the case where \( \beta > \hat{\beta} \) we have to compare \( j_{0.2} \approx 5.5201 \) and \( j_{2.1}^{(2)} \) (that corresponds to \( n = 2 \)) and it is easy to see that when \( \beta = \pi \) then \( j_{2.1}^{(2)} = j_{0.2} \approx 5.1356 < j_{0.2} \). As before we can say that there exists \( \beta > \hat{\beta} \) such that when \( \beta > \hat{\beta} \) the third eigenvalue of (5.1) is \( \lambda_{2,1} = j_{2.1}^{(2)} \) and the third eigenfunction is

\[
\psi_{21}(r, \theta) = J_{2\pi}^{(2)}(j_{2.1}^{(2)} r) \cos \left( \frac{\pi}{\beta} \theta \right)
\]

which is symmetric with respect to the bisector of \( \Omega_{0\beta} \), strictly monotone with respect to \( \theta \) in \( \Omega_{\frac{\pi}{2}} \) and in \( \Omega_{\frac{\pi}{2\beta}} \) and satisfies \( \lambda_3(H^1_{0\beta}(\Omega_{0\beta})) = 0 \).

The extension of Theorem 1.1 to solutions such that \( \lambda_2(H^1_{0\beta}(\Omega_{0\beta})) < 0 \leq \lambda_3(H^1_{0\beta}(\Omega_{0\beta})) \) should take care of this example of functions symmetric with respect to the bisector and strictly monotone in \( \Omega_{\frac{\pi}{2}} \). We conjecture that this should be the only new behavior allowed for this type of solutions.

**Example 5.2** Next we consider a semilinear equation. Let us recall the Hénon problem

\[
\begin{cases}
-\Delta u = |x|^\alpha u^p, & u > 0 \\
\quad u = 0 \\
\quad \text{in } B_1, \\
\quad \text{on } \partial B_1,
\end{cases}
\]

where \( B_1 \) is the unit ball in \( \mathbb{R}^N \), \( \alpha > 0 \) and \( p > 1 \). It has been proved in [23] that for any \( p > 1 \) there exists \( a^*(p) \) such that for any \( a > a^*(p) \) the ground state of (5.2) is nonradial. When \( p > 2 \), ground states have a symmetry axis (that we can assume, up to a rotation, is the \( x_1 \)-axis) and they are increasing (or decreasing) in the polar angle from this axis, namely in \( \theta \) (see [3] and [21]). If we call \( u \) the restriction to the half ball \( \Omega_{0\alpha} = B_1 \cap \{ x_2 > 0 \} \) of a ground state \( u \) to (5.2), we have that \( \tilde{u} \) satisfies
and, when \( \alpha \) is large enough, it is strictly monotone in \( \theta \). Moreover \( \bar{u} \) satisfies the assumption of Theorem 1.1, namely \( \lambda_2(H^1_0,(\Omega_{0\alpha})) \geq 0 \). Indeed if \( \lambda_2(H^1_0,(\Omega_{0\alpha})) < 0 \) then the linearized operator has two negative eigenvalues with corresponding eigenfunctions orthogonal in \( L^2(\Omega_{0\alpha}) \). We can extend the eigenfunctions by symmetry about the hyperplane \( \{ x_2 = 0 \} \) thus obtaining two \( L^2 \)-orthogonal eigenfunctions of the linearization to (5.2) associated with negative eigenvalues. This is not possible since the linearized operator associated to a ground state \( u \) can have only one negative eigenvalue, hence we must have \( \lambda_2(H^1_0,(\Omega_{0\alpha})) \geq 0 \). In the special case when \( N = 2 \), letting \( \nu(\rho, \phi) = c \, \bar{u}(r, \theta) \) with \( c = (\frac{2}{\lambda})^{\frac{2}{2-1}} \) for \( r = \rho^\frac{2}{\lambda} \) and \( \theta = \frac{\pi}{\rho} \phi, \beta \in (0, 2\pi) \), a straightforward computation shows that \( \nu \) solves

\[
\begin{cases}
-\Delta \nu = |x|^{(\alpha+2)\frac{2}{\lambda} - 2} \nu^\rho & \text{in } \Omega_{0\beta}, \\
\nu = 0 & \text{on } \Gamma_{0\beta}, \\
\frac{\partial \nu}{\partial v} = 0 & \text{on } \Gamma_0 \cup \Gamma_{\beta}
\end{cases}
\]

giving an example of monotone solution in a sector of any amplitude \( \beta \). This solution satisfies \( \lambda_2(H^1(\Omega_{0\beta})) \geq 0 \). Indeed if \( \varphi_1(\rho, \phi) \) and \( \varphi_2(\rho, \phi) \) are two \( L^2(\Omega_{0\beta}) \)-orthogonal functions that make negative the quadratic form associated with the linearization to this last equation at the solution \( \nu \), then the functions \( \bar{\varphi}_1(r, \theta) = \varphi_1(\rho, \phi) \) and \( \bar{\varphi}_2(r, \theta) = \varphi_2(\rho, \phi) \) are two \( L^2(\Omega_{0\beta}) \)-orthogonal functions that make negative the quadratic form associated with the linearization to (5.3) at the solution \( \bar{u} \) and this is not possible.

**Example 5.3** Here we consider the case of an annulus \( A \) of \( \mathbb{R}^2 \). In [12, Proposition 1.4] it has been proved that for any \( k = 1, 2, \ldots, \) there exists an exponent \( p_k > 1 \) such that the least energy solution of the Lane-Emden problem

\[
\begin{cases}
-\Delta u = u^p & \text{in } A, \\
u = 0 & \text{on } \partial A
\end{cases}
\]

in the space of \( H^1 \) functions that are \( \frac{2\pi}{\lambda} \) periodic in \( \theta \) is nonradial when \( p > p_k \). Moreover, by [13], up to a rotation, these solutions are strictly monotone in \( \theta \) in the sector \( \Omega_{0\frac{\pi}{\lambda}} \) and, by symmetry reasons, they satisfy a Neumann boundary condition on \( \Gamma_0 \cup \Gamma_{\frac{\pi}{\lambda}} \). Finally, since they are least energy solutions, they satisfy \( \lambda_2(H^1_0,(\Omega_{0\frac{\pi}{\lambda}})) \geq 0 \).

### 6 Symmetry and monotonicity in unbounded domains

Hereafter we consider the case when \( \Omega_{0\beta} \) is not bounded. To keep the presentation simple and to deal with some difficulties coming from the unboundedness of the domain, we focus on the special case where the domain of the problem is a sector of the \( N \)-dimensional Euclidean space with an angular amplitude \( \beta \in (0, 2\pi) \). More generally, we also consider the set
difference of such a sector and the infinite cylinder \( d(x) \leq r_1 \), where \( d(x) = \sqrt{x_1^2 + x_2^2} \). To be precise, choosing \( r_1 \in [0, +\infty) \) and \( \theta_1, \theta_2 \in [0, 2\pi) \), with \( \theta_1 < \theta_2 \), we denote by \( \Omega_{\theta_1\theta_2} \) the domain

\[
\Omega_{\theta_1\theta_2} = \{ x \in \mathbb{R}^N : d(x) > r_1, \, \theta(x) \in (\theta_1, \theta_2) \}
\]

whose boundary contains the open, flat subsets \( \Gamma_{\theta_i} = \{ x \in \mathbb{R}^N : d(x) > r_1, \, \theta(x) = \theta_i \}, \) \( i = 1, 2 \). Moreover when \( r_1 > 0 \) we may write \( \partial \Omega_{\theta_1\theta_2} = \Gamma_{\theta_1} \cup \Gamma_{\theta_2} \cup \gamma_{\theta_1\theta_2} \) where \( \gamma_{\theta_1\theta_2} \) is the closed subset

\[
\gamma_{\theta_1\theta_2} = \{ x \in \mathbb{R}^N : d(x) = r_1, \, \theta(x) \in [\theta_1, \theta_2] \}.
\]

When \( r_1 = 0 \), instead, we have \( \partial \Omega_{\theta_1\theta_2} = \Gamma_{\theta_1} \cup \Gamma_{\theta_2} \cup Y \), where \( Y = \{ x \in \mathbb{R}^N : d(x) = 0 \} \) as before, and \( \gamma_{\theta_1\theta_2} = \emptyset \). In this part of the paper we deal with problem (1.1) where the domain \( \Omega_{\theta_1\theta_2} \) is unbounded and defined as above. The function \( f(r, z, u) \) subject to the same conditions stated in the Introduction. Let \( \mathcal{Y} \) be the set of all functions \( u \in C^2(\Omega_{\theta_1\theta_2}) \cap C^0(\overline{\Omega_{\theta_1\theta_2}}) \) such that \( u_\theta \in C^0(\overline{\Omega_{\theta_1\theta_2}} \setminus Y) \) and having a square-summable gradient \( \nabla u \in L^2(\Omega_{\theta_1\theta_2}, \mathbb{R}^N) \).

Here we investigate functions \( u \in \mathcal{Y} \) satisfying (1.1) pointwise and having a small Morse index, whose definition is recalled below. By standard regularity theory, any solution \( u \in \mathcal{Y} \) belongs to \( C^2(\Omega_{\theta_1\theta_2} \cup \Gamma_0 \cup \Gamma_\beta) \). As mentioned in the Introduction, problem (1.1) can be rewritten as (1.2). Of course, if \( u \in \mathcal{Y} \) then for every \( R > r_1 \) we have \( u \in H^1(\Omega_{\theta_1\theta_2} \cap B_R) \), where \( B_R \subset \mathbb{R}^N \) denotes the ball with radius \( R \) centered at the origin. Now we do not assume that \( u_\theta \) belongs to \( H^1(\Omega_{\theta_1\theta_2} \cap B_R) \), but we require \( u_\theta \) to extend continuously up to the set \( d(x) = r_1 \) when \( r_1 > 0 \). Roughly speaking, the reason is that in order to derive a conclusion on \( u_\theta \) from a bound on the Morse index (see below) we have to approximate \( u_\theta \) with some compactly supported function: hence \( u_\theta \) must vanish on \( \gamma_{\theta_1\theta_2} \) either in the sense of traces or as a continuous function. In this part of the paper we assume we are in the second case: the assumption is used, for instance, in the proof of (8.9). To proceed further, for any subset \( D \subset \overline{\Omega_{\theta_1\theta_2}} \) we denote by \( C^1_0(D) \) the set of functions \( \varphi \in C^1(D) \) having a compact support contained in \( D \).

**Definition 6.1** We say that a solution \( u \) to (1.1)

- is stable, and has Morse index \( m(u) = 0 \), if \( Q_{\Omega_{\theta_1\theta_2}}(\varphi) \geq 0 \) for every \( \varphi \in C^1_0(\Omega_{\theta_1\theta_2} \cup \Gamma_0 \cup \Gamma_\beta) \).
- has Morse index \( m(u) = M \geq 1 \) if \( M \) is the maximal dimension of a vector subspace \( X \subset C^1_0(\Omega_{\theta_1\theta_2} \cup \Gamma_0 \cup \Gamma_\beta) \) such that \( Q_{\Omega_{\theta_1\theta_2}}(\varphi) < 0 \) for every \( \varphi \in X \setminus \{0\} \).

We will investigate solutions with \( m(u) \leq 1 \). By definition, if \( m(u) = 0 \) then the bilinear form

\[
B(\varphi, \psi) := \int_{\Omega_{\theta_1\theta_2}} \left( \nabla \varphi \nabla \psi - f'(d(x), z, u) \varphi \psi \right) dx \tag{6.1}
\]

is positive semidefinite in \( C^1_0(\Omega_{\theta_1\theta_2} \cup \Gamma_0 \cup \Gamma_\beta) \times C^1_0(\Omega_{\theta_1\theta_2} \cup \Gamma_0 \cup \Gamma_\beta) \), and therefore the Cauchy-Schwarz inequality holds:

\[
0 \leq (B(\varphi, \psi))^2 \leq Q_{\Omega_{\theta_1\theta_2}}(\varphi) Q_{\Omega_{\theta_1\theta_2}}(\psi). \tag{6.2}
\]
Since \( u \) is locally bounded, so is \( f'(d(x), z, u) \) and the definition of \( B(\varphi, \psi) \) extends to \( H^1_{\gamma_0 \cup \partial B_R}(D) \times H^1_{\gamma_0 \cup \partial B_R}(D) \), where \( D = \Omega_{0\beta} \cap B_R, \ R > r_1, \) and \( H^1_{\gamma_0 \cup \partial B_R}(D) \) denotes the completion of \( C^1_0((\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta) \cap B_R) \) in the \( H^1 \)-norm. Of course, positive semidefiniteness is preserved under such an extension.

**Remark 6.2** The integral in (6.1) makes sense even if we replace \( \varphi \) with some function \( \psi \) having an unbounded support, because the only contribution comes from the bounded set \( \supp \varphi \); this will often be done in the sequel in order to prove that \( B(\psi, \psi) = 0 \) for all \( \psi \in C^\infty_0(D) \), i.e., \( \psi \) is locally a weak solution of \( L_u \psi = 0 \). In such a case, however, \( Q_{\Omega_{0\beta}}(\psi) \) is undefined, in general, and (6.2) makes no sense: this difficulty is overcome by means of a truncation technique inspired by [14] (see Sect. 9 for details).

**Remark 6.3** If \( m(u) = 1 \) then there exists a one-dimensional subspace \( X = \{ \lambda \varphi_1 : \lambda \in \mathbb{R} \} \subset C^1_0(\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta) \) such that \( Q_{\Omega_{0\beta}}(\lambda \varphi_1) < 0 \) for every \( \lambda \neq 0 \). In such a case, we have

\[
Q_{\Omega_{0\beta}}(\varphi) \geq 0 \text{ for every } \varphi \in C^1_0(\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta) \text{ such that } \supp \varphi \cap \supp \varphi_1 = \emptyset.
\]

Indeed, if there were \( \varphi_2 \in C^1_0(\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta) \) supported in \( \Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta \setminus \supp \varphi_1 \) and such that \( Q_{\Omega_{0\beta}}(\varphi_2) < 0 \), we would immediately construct the two-dimensional subspace \( W = \{ a \varphi_1 + b \varphi_2 : a, b \in \mathbb{R} \} \subset C^1_0(\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta) \) such that \( Q_{\Omega_{0\beta}}(\varphi) < 0 \) for every \( \varphi \in W \setminus \{0\} \), thus contradicting \( m(u) = 1 \). The argument extends to the more general case when \( m(u) < +\infty \); see, for instance, [14, Remark 2.7].

The main result in this part of the paper is the extension of Theorem 1.1 to the case of the unbounded domain \( \Omega_{0\beta} \) defined just before. In particular we will prove the following:

**Theorem 6.4** Assume \( u \in \mathcal{Y} \) is a solution to (1.1) with Morse index \( m(u) \leq 1 \). Assume further \( f(r, z, u) \) is convex with respect to \( u \).

1. If \( m(u) = 0 \) then \( u \) is constant with respect to the angular variable \( \theta \).
2. If \( m(u) = 1 \) then \( u \) is either independent of \( \theta \) or strictly monotone with respect to \( \theta \) in \( \Omega_{0\beta} \), in which case \( u \) has a nonvanishing derivative \( u_\theta \) and \( \inf_{\psi \in C^1_0(\Omega_{0\beta})} Q_{\Omega_{0\beta}}(\psi) = 0 \).

The rest of the paper is devoted to prove Theorem 6.4. First, in Sect. 7 we introduce a suitable function space to which the solutions belong and we prove that some sequences of boundary integrals should converge to zero, which is useful to manage the boundary term coming from an integration by parts of the function \( u_\theta \) or the function \( u_\psi \) over a bounded subset of \( \Omega_{0\beta} \). In Sect. 8 we prove a sign preservation property, in Sect. 9 we extend the splitting lemma and in Sect. 10 we conclude the proof.

We remark that the most difficult point to treat is the extension of Part VI of the proof of Theorem 1.1. Indeed we cannot use the maximum principle in small domains and we need to introduce a suitable torus \( T \), invariant under cylindrical rotations, to overcome this difficulty.
7 A suitable function space

As mentioned before, we consider (possibly unbounded) solutions to (1.1) belonging (in particular) to the set $E = \{ v \in C^2(\Omega_{0\beta}) \cap C^1(\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta) \cap C^0(\overline{\Omega}_{0\beta}) : \nabla v \in L^2(\Omega_{0\beta}, \mathbb{R}^N) \}$. We collect here some properties of the space $E$ and its subspaces $E_{\alpha}$, where for $\alpha \in (0, \beta)$, we denote by $E_{\alpha}$ the subset of all $v \in E$ such that $v = 0$ on $\Gamma_\alpha$. Note that the function $w_\frac{1}{u}$ associated to a solution $u \in E$ obviously belongs to $E_{\frac{1}{u}}$. For $\alpha \in (0, \beta)$ we let $\Sigma_{aR}$ be the surface $\Omega_{0\alpha} \cap \partial B_R$, where $R > r_1$. By Tonelli’s theorem, for every $v \in E$ and almost every $R > r_1$ we have

$$\int_{\Sigma_{aR}} |\nabla v|^2 d\Sigma < +\infty.$$ 

Of course, if $N = 2$ then $\Sigma_{\beta R}$ reduces to an arc, $v \in C^1(\Sigma_{\beta R})$ and the integral above is finite for every $R > r_1$.

Lemma 7.1 Let $\alpha \in (0, \beta)$, $\Sigma_{a\alpha} = \Omega_{0\alpha} \cap \partial B_R$ and $v$ be the outward normal to the sphere $\partial B_R$. For every $v \in E_{\alpha}$ and almost every $R > r_1$ the following inequalities hold:

$$\sqrt{\lambda_1(r_1, R)} \left| \int_{\Sigma_{aR}} v \frac{\partial v}{\partial v} d\Sigma \right| \leq \int_{\Sigma_{aR}} |\nabla v|^2 d\Sigma, \quad (7.1)$$

$$\lambda_1(r_1, R) \int_{\Sigma_{aR}} v^2 d\Sigma \leq \int_{\Sigma_{aR}} |\nabla v|^2 d\Sigma, \quad (7.2)$$

where $\lambda_1(r_1, R) > 0$ is given by

$$\lambda_1(r_1, R) = \inf_{w \in H^1(\Sigma_{aR}) \setminus \{0\}} \frac{\int_{\Sigma_{aR}} |\nabla v w|^2 d\Sigma}{\int_{\Sigma_{aR}} w^2 d\Sigma}$$

and $\nabla_l w$ denotes the intrinsic gradient of $w$ over the surface $\Sigma_{aR}$.

Proof By the Cauchy-Schwarz inequality, for almost every $R > r_1$ we may write

$$\left| \int_{\Sigma_{aR}} v \frac{\partial v}{\partial v} d\Sigma \right| \leq \left( \int_{\Sigma_{aR}} v^2 d\Sigma \right)^{\frac{1}{2}} \left( \int_{\Sigma_{aR}} \left( \frac{\partial v}{\partial v} \right)^2 d\Sigma \right)^{\frac{1}{2}}. \quad (7.3)$$

By Poincaré’s inequality, and recalling that $\nabla v = \nabla_l v + \frac{\partial v}{\partial v} v$, the first integral in the right-hand side is estimated as follows:

$$\lambda_1(r_1, R) \int_{\Sigma_{aR}} v^2 d\Sigma \leq \int_{\Sigma_{aR}} |\nabla_l v|^2 d\Sigma \leq \int_{\Sigma_{aR}} |\nabla v|^2 d\Sigma,$$

which yields (7.2). Furthermore, we obviously have...
\[ \int_{\Sigma_R} \left( \frac{\partial v}{\partial v} \right)^2 d\Sigma \leq \int_{\Sigma_R} |\nabla v|^2 d\Sigma \]

and (7.1) follows by multiplying the last two estimates. \( \square \)

Inequalities (7.1)-(7.2) enter in the proof of the following result:

**Lemma 7.2** Let the domain \( \Omega_{0\beta} \) and the function spaces \( E \) and \( E_a \) be defined as above.

1. For every \( v \in E_a \) and \( R_0 > r_1 \), the iterated integral
   \[ \int_{R_0}^{+\infty} \left( \frac{1}{R^2} \int_{\Sigma_R} v^2 d\Sigma \right) dR \]
   converges to a finite value, hence it is infinitesimal as \( R_0 \to +\infty \).
2. For every \( v \in E_a \) there exists a sequence \( R_k \to +\infty \) such that
   \[ \lim_{k \to +\infty} \int_{\Sigma_{R_k}} v \frac{\partial v}{\partial v} d\Sigma = 0. \] \hspace{1cm} (7.4)
3. For every \( v \in E \) such that \( v_\theta \in C^1(\overline{\Omega_{0\beta}}) \) there exists a sequence \( R_k \to +\infty \) such that the negative part \( v_\theta^- = \min\{0, v_\theta\} \leq 0 \) satisfies
   \[ \lim_{k \to +\infty} \int_{\Sigma_{R_k}} v_\theta^- \frac{\partial v_\theta^-}{\partial v} d\Sigma = 0. \] \hspace{1cm} (7.5)

**Proof** 1. By the scaling property of the eigenvalues we may write
   \[ \left( \frac{R}{R_0} \right)^2 \lambda_1(r_1, R) = \lambda_1 \left( \frac{R_0}{R}, r_1, R_0 \right) \to \lambda_1(0, R_0) > 0. \] \hspace{1cm} (7.6)

We note in passing that recent advances on spectral asymptotics are found, for instance, in [16] and in the references cited there. From (7.6) it follows that there exists \( \epsilon_0 > 0 \) such that \( \lambda_1(r_1, R) \geq \epsilon_0/R^2 \) for \( R \) large. This and (7.2) imply
   \[ \frac{\epsilon_0}{R^2} \int_{\Sigma_R} v^2 d\Sigma \leq \int_{\Sigma_R} |\nabla v|^2 d\Sigma. \]

Taking into account that the right-hand side is summable by assumption over the interval \((r_1, +\infty)\), Claim 1 follows.

2. If the claim were false, then by (7.1) there would be \( R_0 > r_1 \) and \( \epsilon_0 > 0 \) such that for almost every \( R \geq R_0 \)
   \[ \int_{\Sigma_R} |\nabla v|^2 d\Sigma \geq \epsilon_0 \sqrt{\lambda_1(r_1, R)}. \]

Taking the asymptotics (7.6) into account, for almost every \( R \) large enough we may write
\[
\int_{\Sigma_R} |\nabla v|^2 \, d\Sigma \geq \frac{\varepsilon_0}{2} \frac{R_0}{R} \sqrt{\lambda_1(0, R_0)}.
\]

Integrating both sides in \( dR \) we would get \( \|v\|_{L^2(\Omega_0)} = +\infty \), which is in contrast with the definition of the function space \( E_{a'} \).

3. Since \( \nabla v \in L^2(\Omega_0) \), the function

\[
f(R) = \int_{\Omega_{a'} \cap B_R} (v^-)^2 \, dx
\]

has a finite limit for \( R \to +\infty \). By differentiation we find

\[
f'(R) = \int_{\Sigma_R} (v^-)^2 \, d\Sigma.
\]

Differentiating once more yields

\[
f''(R) = \int_{\Sigma_R} 2v^- \frac{\partial v^-}{\partial v} \, d\Sigma + \frac{N-1}{R} f'(R),
\]

which may be rewritten as

\[
\left( \frac{f'(R)}{R^{N-1}} \right)' = \frac{1}{R^{N-1}} \int_{\Sigma_R} 2v^- \frac{\partial v^-}{\partial v} \, d\Sigma.
\]

If the last integral were larger than \( \varepsilon_0 > 0 \) for \( R \geq R_0 \), then, integrating both sides over the interval \((R_0, R)\), we would get

\[
\frac{f'(R)}{R^{N-1}} = C + \varepsilon_0 \int_{R_0}^R \frac{dr}{r^{N-1}}
\]

which implies \( f'(R) \to +\infty \) as \( R \to +\infty \). But this is impossible because \( f(R) \) converges to a finite limit. A similar contradiction arises if we assume that the integral in (7.5) keeps smaller than \(-\varepsilon_0 < 0\).

We note in passing that (7.4) continues to hold in the special case when \( N = 2 \) even though \( v \) does not vanish along \( \Gamma_{a'} \). However, the proof is different:

**Proposition 7.3** In the special case when \( N = 2 \), for every \( v \in E \) and every \( \alpha \in (0, \beta) \) there exists a sequence \( R_k \to +\infty \) such that (7.4) holds.

**Proof** By the Cauchy-Schwarz inequality we may still write (7.3), which holds now for every \( R > r_1 \) because \( v \in C^1(\overline{\Omega_{a'} \setminus B_{r_1}}) \). However, the Poincaré inequality fails because of the lack of boundary conditions. Nevertheless, the first integral in the right-hand side is estimated as follows. Fix \( r_0 > r_1 \), so that the function \( v(r_0, \theta) \) of the variable \( \theta \) belongs to \( C^1([0, a]) \). By the fundamental theorem of calculus we may write
\[ |v(R, \theta) - v(r_0, \theta)| \leq \int_{r_0}^{R} \left| \frac{\partial v}{\partial r} \right| \, dr \]
\[ \leq \left( \int_{r_0}^{R} \frac{1}{r} \, dr \right)^{\frac{1}{2}} \left( \int_{r_0}^{R} r \left( \frac{\partial v}{\partial r} \right)^2 \, dr \right)^{\frac{1}{2}} \]

Recall that the area element in \( \mathbb{R}^2 \) is \( r \, dr \, d\theta \). Therefore, since \( \nabla v \in L^2(\Omega_{0\alpha}) \), the last integral converges almost everywhere as \( R \to +\infty \) to some function \( \psi(\theta) < +\infty \) which is summable over the interval \((0, \alpha)\). Hence \( v^2(R, \theta) \leq C \psi(\theta) \log R \) for almost every \( \theta \) and for large \( R \), with a convenient constant \( C \). By plugging this estimate into (7.3) we obtain
\[ \left| \int_{\Sigma_R} \frac{\partial v}{\partial \nu} \, d\Sigma \right| \leq C (R \log R)^{\frac{1}{2}} \left( \int_{\Sigma_R} |\nabla v|^2 \, d\Sigma \right)^{\frac{1}{2}} \]
where we have redefined the constant \( C \). If the claim were false, there would be \( R_0 > r_0 \) and \( \varepsilon_0 > 0 \) such that for every \( R \geq R_0 \)
\[ \int_{\Sigma_R} |\nabla v|^2 \, d\Sigma \geq \frac{\varepsilon_0}{R \log R}. \]
Integrating both sides over the interval \([R_0, +\infty)\) we would get \( \|\nabla v\|_{L^2(\Omega_0\alpha)} = +\infty \), which is in contrast with the definition of the function space \( L^2(\Omega_0\alpha) \).

**Remark 7.4** In general, (7.4) fails for \( v \in E \) and \( N \geq 3 \). For instance, we may take \( r_1 > 0, \varepsilon \in (0, \frac{N}{2} - 1) \) and
\[ v(x) = 1 - \frac{1}{|x|^{\frac{N}{2} - 1 + \varepsilon}}, \text{ hence } \nabla v(x) = \frac{N}{2} - 1 + \varepsilon \frac{R^\frac{N}{2} - 1 + \varepsilon}{R^\frac{N}{2} + \varepsilon} \nu \text{ when } x \in \Sigma_{R1}. \]
In this example we have \( v \in E \) because \( \varepsilon > 0 \). However,
\[ \int_{\Sigma_R} v \frac{\partial v}{\partial \nu} \, d\Sigma = \left( 1 - \frac{1}{R^\frac{N}{2} - 1 + \varepsilon} \right) \left( \frac{N}{2} - 1 + \varepsilon \right) R^\frac{N}{2} - 1 - \varepsilon |\Omega_{0\beta} \cap \partial B_1| \to +\infty. \]

**Remark 7.5** A function \( v \in E_a \subset E \) may well be unbounded. To see this, recall that for every \( N \geq 2 \) there exists a function \( \varphi \in C_0^\infty(B_1) \) such that \( \|\nabla \varphi\|_{L^2(B_1)} \) is arbitrarily small and \( \sup |\varphi| \) is arbitrarily large. Then we may take a sequence of centers \( x_k \in \Omega_{0\alpha} \) and a sequence of radii \( r_k > 0 \) such that \( |x_k| \to +\infty \) and the balls \( B_k = B(x_k, r_k) \subset \Omega_{0\alpha} \) are pairwise disjoint. For each \( k \) we fix \( \varphi_k \in C_0^\infty(B_k) \) such that \( \|\nabla \varphi_k\|_{L^2(B_k)}^2 \leq 2^{-k} \) and sup \( |\varphi_k| \geq k \). The series
\[ v(x) = \sum_{k=1}^{+\infty} \varphi_k(x) \]
trivially converges in \( E_a \) because for every \( x \) it has at most one nonzero term, and it is apparent that \( v \) is unbounded and satisfies
\[
\| \nabla v \|_{L^2(\Omega_0)}^2 \leq \sum_{k=1}^{+\infty} 2^{-k} = 1.
\]

**Remark 7.6** If \( N = 2 \) there exist radial, unbounded functions in the space \( E \). For instance, we may take \( v(x) = \log \log |x| \) for \( |x| > 1 \): in this case \( \nabla v = (|x| \log |x|)^{-1} \frac{x}{|x|} \) and therefore \( \nabla v \in L^2(\Omega_{\Omega_0}) \) provided that \( r_1 > 1 \). If, instead, \( N \geq 3 \), every radial function \( v \in E \) is bounded. To see this, let us write \( v(x) = f(|x|) \). In the special case when \( r_1 = 0 \), the surface integral

\[
I(R) = \int_{\Sigma_{\mu R}} |\nabla v|^2 \, d\Sigma
\]
equals \( \frac{\beta}{2\pi} N \omega_N \psi(R) \), where \( \psi(R) = R^{N-1} (f'(R))^2 \) and \( N \omega_N = |\partial B_1| \) is the Hausdorff measure of the unit spherical surface in \( \mathbb{R}^N \). Hence, \( \psi(R) \) must be summable over the interval \((0, +\infty)\) because \( \nabla v \in L^2(\Omega_{\Omega_0}) \). By the Cauchy-Schwarz inequality, for every \( R > 1 \) we may write

\[
|f(R) - f(1)| = \left| \int_1^R f'(R) \, dR \right| \leq \int_1^R |f'(R)| \, dR = \int_1^R \left( \frac{\psi(R)}{R^{N-1}} \right)^{\frac{1}{2}} \, dR 
\]

\[
\leq \left( \int_1^R \psi(R) \, dR \right)^{\frac{1}{2}} \left( \int_1^R \frac{1}{R^{N-1}} \right)^{\frac{1}{2}},
\]

which shows that the right-hand side keeps bounded as \( R \to +\infty \). In the general case when \( r_1 \geq 0 \) the integral \( I(R) \) is asymptotic to \( \psi(R) \), and the conclusion follows similarly.

## 8 Sign preservation in unbounded domains

In this section we prepare two fundamental lemmas which replace Lemma 2.3 in the case where the domain is unbounded. In order to prove the first result, we need to turn the negative part \( v^- \) of a supersolution of the linear equation \( L_\mu v = 0 \) into a function with bounded support, thus allowing to use the Cauchy-Schwarz inequality \( (6.2) \). Following [14], this is accomplished by a family of cut-off functions \( \xi_R \in C_0^\infty(\mathbb{R}^N) \), \( R > 0 \), such that

\[
0 \leq \xi_R(x) \leq 1 \text{ and } |\nabla \xi_R(x)| < \frac{2}{R} \text{ for every } x \in \mathbb{R}^N,
\]

\[
\xi_R(x) = \begin{cases} 
1, & \text{if } |x| < R, \\
0, & \text{if } |x| > 2R.
\end{cases}
\]

(8.1)

Later on we will need a further family of cut-off functions in order to deal with possible singularities at \( d(x) = r_1 \), i.e., the case when \( u \not\in W^{2,2}(\Omega_{\Omega_0} \cap B_R) \), \( R > r_1 \). Hence we denote by \( \zeta_\delta(x) \in C_0^\infty(\mathbb{R}^N) \), \( \delta > 0 \), a function depending only on \( d(x) \) and such that

\[
0 \leq \zeta_\delta(x) \leq 1 \text{ and } |\nabla \zeta_\delta(x)| < \frac{3}{\delta} \text{ for all } x \in \mathbb{R}^N,
\]

\[
\zeta_\delta(x) = \begin{cases} 
0, & \text{if } d(x) < r_1 + \delta/2, \\
1, & \text{if } d(x) > r_1 + \delta.
\end{cases}
\]

(8.2)
Lemma 8.1 (Sign preservation in unbounded domains) Fix $\alpha \in (0, \beta)$ and let $K$ be a (possibly empty) compact subset of $\mathbb{R}^N$. Suppose that the set difference $D_a = \Omega_{0a} \setminus K$ is connected, and let $v \in E_a$ satisfy $L_a v \geq 0$ in $D_a$ for some $u \in L^\infty(\Omega_{0a})$. Define $\Gamma_0 = \partial D_a \cap \Gamma_0$, and assume

$$\inf_{\varphi \in C^2_0(\Gamma_0)} Q_{\Omega_{0a}}(\varphi) \geq 0. \quad (8.3)$$

Assume, further, that $v \geq 0$ on $\partial D_a \setminus \Gamma_0$ together with $v \geq 0$ or $\partial v / \partial v \geq 0$ on $\Gamma_0$. If $v$ does not vanish identically in $D_a$, then either $v > 0$ in $D_a$ or $v < 0$ there.

Proof Let $r_K = \max_{x \in K} d(x)$ and define $R_0 = \max\{ r_1, r_K \}$. By (8.3), for every $R > R_0$ the bilinear form (6.1) is positive semidefinite in the Cartesian product $H^1_{\partial D \setminus \Gamma_0}(D) \times H^1_{\partial D \setminus \Gamma_0}(D)$, where $D = D_a \cap B_{2R}$, and the Cauchy-Schwarz inequality (6.2) holds. Let us check that the negative part $v^{-}(x) = \min\{ 0, v(x) \} \leq 0$ is a weak solution of

$$L_a v^{-} = 0, \quad (8.4)$$

i.e., $B(v^{-}, \psi) = 0$ for every $\psi \in C^\infty_0(D_a)$. By making $R$ larger we may achieve that $\sup \psi \subset B_{r_0}$, hence $\psi \in C^\infty_0(D)$. Letting $\varphi(x) = \xi_R(x) v(x) \in H^1_{\partial D \setminus \Gamma_0}(D) \text{ in } (8.2)$ we obtain

$$0 \leq (B(v^{-}, \psi))^2 \leq Q_{\Omega_{0a}}(\xi_R v^{-}) Q_{\Omega_{0a}}(\psi). \quad (8.5)$$

The value of $Q_{\Omega_{0a}}(\xi_R v^{-})$ may depend on $R$; however we claim that it is infinitesimal as $R \to +\infty$. Indeed, by differentiation we find

$$|\nabla \xi_R|^2 \varphi^2 + \nabla (\xi_R^2 \varphi) \nabla \varphi = |\nabla \xi_R|^2 \varphi^2 + 2 \xi_R \varphi \nabla \xi_R \nabla \varphi + \xi_R^2 |\nabla \varphi|^2 = |\nabla (\xi_R \varphi)|^2, \quad (8.6)$$

an identity that will be repeatedly used in the sequel, with different choices of $\varphi$. Taking into account the boundary conditions $v^{-} = 0$ on $\partial D \setminus \Gamma_0$ and $v^{-} \frac{\partial v^{-}}{\partial \nu} \leq 0$ on $\partial D \cap \Gamma_0$, multiplication of the inequality $L_a v \geq 0$ by $\xi_R^2 v^{-}$ and integration over $D$ yields

$$\int_D \left\{ \nabla (\xi_R^2 v^{-}) \nabla v^{-} - f'(d(x), z, u) \xi_R^2 (v^{-})^2 \right\} \, dx \leq 0.$$  

Letting $\varphi = v^{-}$ in (8.6), and using (8.1), this is turned into

$$0 \leq Q_{\Omega_{0a}}(\xi_R v^{-}) \leq \int_D |\nabla \xi_R|^2 (v^{-})^2 \, dx \leq \frac{4}{(2R)^2} \int_R^{2R} \left( \int_{\Sigma_{ar}} (v^{-})^2 \, d\Sigma \right) \, dr, \quad (8.7)$$

where $\Sigma_{ar} = \Omega_{0a} \cap \partial B_r$. To manage with the last integral, note that

$$\frac{1}{(2R)^2} \int_R^{2R} \left( \int_{\Sigma_{ar}} (v^{-})^2 \, d\Sigma \right) \, dr \leq \frac{1}{r^2} \int_R^{2R} \left( \frac{1}{r^2} \int_{\Sigma_{ar}} (v^{-})^2 \, d\Sigma \right) \, dr \leq \int_R^{+\infty} \left( \frac{1}{r^2} \int_{\Sigma_{ar}} (v^{-})^2 \, d\Sigma \right) \, dr,$$

therefore by Claim 1 of Lemma 7.2 the right-hand side of (8.7) is infinitesimal. But then (8.5) implies $B(v^{-}, \psi) = 0$. Since $\psi$ is arbitrary, $v^{-}$ is a weak solution of equation (8.4), as claimed. Now the unique continuation property implies that either $v^{-} \equiv 0$ or $v^{-} < 0$ in $D_a$. 
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In the last case we obviously have \( v < 0 \) in \( D_u \). If, instead, \( v^- \equiv 0 \) in \( D_u \), then \( v \geq 0 \), and since \( L_u v \geq 0 \) in \( D_u \), the strong maximum principle implies that either \( v \equiv 0 \) or \( v > 0 \) in the connected set \( D_u \).

**Remark 8.2** If we restrict to the case when \( v \geq 0 \) on \( \Gamma_0 \), we may replace assumption (8.3) with the weaker requirement

\[
\inf_{\varphi \in C_0^\infty(D_u)} Q_{\Omega_u}(\varphi) \geq 0.
\]

In the sequel we will need to apply a similar argument to \( u_\theta \) and \( u_\theta^- \), using a double truncation. Therefore we prepare:

**Proposition 8.3** Assume \( u \in \mathcal{Y} \) is a solution to (1.1), and define \( u^-_\theta(x) = \min\{ u_\theta(x), 0 \} \). Let \( \xi_R, \zeta_R \) be the cut-off functions in (8.1)-(8.2). For every \( \varepsilon > 0 \) there exist \( \delta > 0 \) and \( R > r_1 \) such that \( Q_{\Omega_u}(\zeta_R \xi_R u_\theta) \in [0, \varepsilon) \). If, furthermore, \( u_\theta^- = 0 \) on \( \Gamma_\zeta \), then we may also achieve \( Q_{\Omega_u}(\zeta_R \xi_R u_\theta^-) \in [0, \varepsilon) \).

**Proof** First of all, we obtain

\[
\int_{\Omega_u} |\nabla \xi_R| \, u_\theta^- \, dx < \varepsilon/2
\]

by taking \( R \) large. Indeed, we have

\[
\int_{\Omega_u} |\nabla \xi_R| \, u_\theta^- \, dx \leq \frac{4}{R^2} \int_R^{2R} \left( \int_{\Sigma_{kr}} \, u_\theta^- \, d\Sigma \right) \, dr,
\]

where \( \Sigma_{kr} = \Omega_u \cap \partial B_r \). Since \( |u_\theta^-(x)| \leq d(x) |\nabla u(x)| \leq r |\nabla u| \) on \( \partial B_r \), we may write

\[
\frac{1}{4R^2} \int_R^{2R} \left( \int_{\Sigma_{kr}} \, u_\theta^- \, d\Sigma \right) \, dr \leq \frac{1}{4R^2} \int_R^{2R} \, r^2 \left( \int_{\Sigma_{kr}} |\nabla u| \, d\Sigma \right) \, dr
\]

\[
\leq \int_R^{+\infty} \left( \int_{\Sigma_{kr}} |\nabla u| \, d\Sigma \right) \, dr,
\]

where the right-hand side is infinitesimal as \( R \to +\infty \). Hence we may choose \( R \) so that (8.8) holds. Next we observe that the function \( u_\theta \), which is uniformly continuous in the compact set \( \overline{\Omega_u} \cap \overline{B_{2R}} \), converges uniformly to zero when \( d(x) \to r_1 \). Keeping this in mind, and letting \( D_{\delta R} = \{ x \in \Omega_u : \xi_{\delta R}(x) \xi_R(x) > 0 \} \), we may check that

\[
\lim_{\delta \to 0} \int_{D_{\delta R}} |\nabla (\zeta_R \xi_R)| \, u_\theta^- \, dx = \int_{\Omega_u} |\nabla \xi_R| \, u_\theta^- \, dx.
\]

To see this, choose \( \mu > 0 \) and let \( \delta \) be so small that \( u_\theta^- < \mu \) in the set \( S_{\delta R} = \{ x \in \Omega_u \cap B_{2R} : d(x) < r_1 + \delta \} \). Since \( \nabla (\zeta_R \xi_R) = \zeta_R \xi_R \nabla \zeta_R + \xi_R \nabla \zeta_R \), we have

\[
\left| |\nabla (\zeta_R \xi_R)| - |\nabla \xi_R| \right| = \left| (\zeta_R^2 - 1) |\nabla \xi_R| + 2 \zeta_R \xi_R \nabla \xi_R \right| \\
\leq 2 |\nabla \xi_R|^2 + 2 |\nabla \zeta_R|^2 \leq \frac{8}{R^2} + \frac{18}{\delta^2}.
\]
and the difference of the two preceding integrals is estimated as follows:

\[ \left| \int_{D_{\delta R}} |\nabla (\zeta_\delta \bar{\xi}_R)|^2 u_\theta^2 \, dx - \int_{\Omega_{0\delta}} |\nabla \bar{\xi}_R|^2 u_\theta^2 \, dx \right| \leq \mu |S_{\delta R}| \left( \frac{8}{R^2} + \frac{18}{\delta^2} \right). \]

Since \( R \) is kept fixed, we have \( |S_{\delta R}| \leq C \delta^2 \) for some constant \( C \), hence

\[ \left| \int_{D_{\delta R}} |\nabla (\zeta_\delta \bar{\xi}_R)|^2 u_\theta^2 \, dx - \int_{\Omega_{k\delta}} |\nabla \bar{\xi}_R|^2 u_\theta^2 \, dx \right| \leq \mu C \left( \frac{8 \delta^2}{R^2} + 18 \right). \]

Finally, since \( \mu \) is arbitrary, (8.9) follows. Recalling (8.8), we conclude that

\[ \int_{D_{\delta R}} |\nabla (\zeta_\delta \bar{\xi}_R)|^2 u_\theta^2 \, dx < \varepsilon \quad (8.10) \]

for convenient \( R \) and \( \delta \). Now, multiplying the equation \( L_u u_\theta = 0 \) (see Proposition 3.1) by \( (\zeta_\delta \bar{\xi}_R)^2 u_\theta \) and integrating by parts over \( \Omega_{0\delta} \cap B_{2R} \) we obtain

\[ \int_{D_{\delta R}} \left\{ \nabla ((\zeta_\delta \bar{\xi}_R)^2 u_\theta) \nabla u_\theta - (\zeta_\delta \bar{\xi}_R)^2 u_\theta^2 f'(d(x), z, u) \right\} \, dx = 0. \]

Replacing \( \zeta_R \) with \( \zeta_\delta \bar{\xi}_R \) in (8.6) and letting \( \varphi = u_\theta \) (see also (8.7)) this is turned into

\[ Q_{\Omega_{0\delta}} (\zeta_\delta \bar{\xi}_R u_\theta) = \int_{D_{\delta R}} |\nabla (\zeta_\delta \bar{\xi}_R)|^2 u_\theta^2 \, dx. \quad (8.11) \]

Hence \( Q_{\Omega_{0\delta}} (\zeta_\delta \bar{\xi}_R u_\theta) \in [0, \varepsilon) \) for a convenient choice of \( \delta \). To prove the second claim it suffices to multiply the equation \( L_u u_\theta = 0 \) by \( (\zeta_\delta \bar{\xi}_R)^2 u^-_\theta \) and integrate by parts over \( \Omega_{0\frac{\delta}{2}} \cap B_{2R} \). Since \( u^-_\theta = 0 \) on \( \frac{\delta}{2} \) by assumption, we obtain

\[ \int_{D} \left\{ \nabla ((\zeta_\delta \bar{\xi}_R)^2 u^-_\theta) \nabla u^-_\theta - (\zeta_\delta \bar{\xi}_R)^2 (u^-_\theta)^2 f'(d(x), z, u) \right\} \, dx = 0, \]

and therefore (see (8.11))

\[ Q_{\Omega_{0\frac{\delta}{2}}} (\zeta_\delta \bar{\xi}_R u^-_\theta) = \int_{D'_{\delta R}} |\nabla (\zeta_\delta \bar{\xi}_R)|^2 (u^-_\theta)^2 \, dx \leq \int_{D_{\delta R}} |\nabla (\zeta_\delta \bar{\xi}_R)|^2 u_\theta^2 \, dx, \]

where \( D'_{\delta R} = \{ x \in \Omega_{0\frac{\delta}{2}} : \zeta_\delta(x) \bar{\xi}_R(x) > 0 \} \). The last integral is made arbitrarily small by a convenient choice of \( \delta \) and \( R \) (see (8.10)), and the proof is complete. \( \square \)

9 Preliminaries in the unbounded half-sector

The counterpart of Corollary 2.2 in an unbounded domain is the following

**Lemma 9.1** (Splitting lemma for unbounded domains) Assume \( u \in \mathcal{V} \) is a solution to (1.1) with Morse index \( m(u) \leq 1 \), and let \( \alpha \in (0, \beta) \). Then either
\[
\inf_{\varphi \in C^1_0(\Omega_0 \cup \Gamma_0)} Q_{\Omega_0 \cup \Gamma_0}(\varphi) \geq 0 
\tag{9.1}
\]

or
\[
\inf_{\varphi \in C^1_0(\Omega_{\alpha \beta} \cup \Gamma_0)} Q_{\Omega_{\alpha \beta}}(\varphi) \geq 0.
\]

**Proof** If the thesis is not true there exist two functions \( \varphi_{0a}, \varphi_{a\beta} \) supported in \( \Omega_{0a} \cup \Gamma_0 \) and \( \Omega_{a\beta} \cup \Gamma_0 \), respectively, such that \( Q_{\Omega_{0a}}(\varphi_{0a}), Q_{\Omega_{a\beta}}(\varphi_{a\beta}) < 0 \). Since they both vanish in a neighborhood of \( \Gamma_0 \) we may extend them to the whole of \( \Omega_{0\beta} \) in Lemma 2.1. The extended functions belong to \( C^1_0(\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta) \) and are linearly independent. Then, as in the proof of Lemma 2.1 it is easy to prove that \( Q_{\Omega_{0\beta}}(\phi) < 0 \) for every \( \phi = a \varphi_{0a} + b \varphi_{a\beta} \) with \( (a, b) \neq (0, 0) \) contradicting the fact that the Morse index of \( u \) in \( \Omega_{0\beta} \) is at most one.

Next we state a sign preservation property for \( w_\frac{x}{z} \) which extends Corollary 2.4 to unbounded domains.

**Lemma 9.2** (Sign preservation in the unbounded half-sector) Assume \( u \in \mathcal{Y} \) is a solution to (1.1) with Morse index \( m(u) \leq 1 \). Assume further \( f(r, z, u) \) is convex with respect to \( u \). If \( w_\frac{x}{z} \) does not vanish identically in \( \Omega_{0\frac{x}{z}} \), then either \( w_\frac{x}{z} > 0 \) in \( \Omega_{0\frac{x}{z}} \) or \( w_\frac{x}{z} < 0 \) there.

**Proof** Letting \( \alpha = \frac{\beta}{2} \) in Lemma 9.1, we may suppose
\[
\inf_{\varphi \in C^1_0(\Omega_{\frac{x}{z}} \cup \Gamma_0)} Q_{\Omega_{\frac{x}{z}}}(\varphi) \geq 0.
\tag{9.2}
\]
Thus, assumption (8.3) is satisfied, and the claim follows from Lemma 8.1 with \( K = \emptyset \), since, by the convexity of \( f \), \( w_\frac{x}{z} \) satisfies \( L_u w_\frac{x}{z} \geq 0 \).

We can now prove the following counterpart of Lemma 3.2 for unbounded domains:

**Lemma 9.3** Assume \( u \in \mathcal{Y} \) is a solution to (1.1) with Morse index \( m(u) \leq 1 \). If \( w_\frac{x}{z} \equiv 0 \) in \( \Omega_{0\beta} \) then \( u \) is constant with respect to \( \theta \).

**Proof** Since \( w_\frac{x}{z} \equiv 0 \) in \( \Omega_{0\beta} \), the solution \( u \) is symmetric about \( \Gamma_\frac{x}{z} \), as well as \( f'(d(x), z, u) \), while the derivative \( u_\theta \) is odd with respect to \( \Gamma_\frac{x}{z} \) in the sense that \( u_\theta(x) = -u_\theta(\sigma_\frac{x}{z}(x)) \) in \( \Omega_{0\beta} \).

We already know that \( u_\theta \) satisfies the equation in (3.1) and vanishes on \( \Gamma_0 \cup \Gamma_\beta \). Our goal is to prove that \( \partial u_\theta / \partial \nu \) also vanishes there.

Part 1. We start by showing that \( Q_{\Omega_{0\beta}}(\varphi_1) \geq 0 \) for every \( \varphi_1 \) in the vector space \( C^1_{0, \text{odd}}(\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta) \) of the odd elements of \( C^1_0(\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta) \). In fact, if \( \varphi_1 \) vanishes identically the claim is obvious. Otherwise we consider the absolute value \( \varphi_2(x) = |\varphi_1(x)| \), which is symmetric about \( \Gamma_\frac{x}{z} \) and therefore
\[
\int_{\Omega_{0\beta}} f'(d(x), z, u) \varphi_1 \varphi_2 \, dx = 0.
\]
Moreover, we have $\nabla \varphi_2 = \nabla \varphi_1$ in the set $\Omega^+_0 = \{ x \in \Omega_0 : \varphi_1(x) > 0 \}$, and $\nabla \varphi_2 = -\nabla \varphi_1$ in $\Omega^-_0 = \{ x \in \Omega_0 : \varphi_1(x) < 0 \}$. Since $\Omega^+_0 = \sigma_\delta(\Omega^-_0)$ by the oddity of $\varphi_1$, we find
\[
\int_{\Omega^-_0} \nabla \varphi_1 \nabla \varphi_2 \, dx = \int_{\Omega^+_0} |\nabla \varphi_1|^2 \, dx - \int_{\Omega^+_0} |\nabla \varphi_1|^2 \, dx = 0.
\]

Thus, for every $(a, b) \neq (0, 0)$ we may compute
\[
Q_{\Omega^+_0}(a \varphi_1 + b \varphi_2) = \int_{\Omega^+_0} \left( |a \nabla \varphi_1 + b \nabla \varphi_2|^2 - (a \varphi_1 + b \varphi_2)^2 f'(d(x, z, u)) \right) \, dx
= a^2 Q_{\Omega^+_0}(\varphi_1) + b^2 Q_{\Omega^+_0}(\varphi_2) = (a^2 + b^2) Q_{\Omega^+_0}(\varphi_1).
\]

Since $\varphi_1, \varphi_2$ are linearly independent, and since $m(u, 1) \leq 1$ by assumption, we must have $Q_{\Omega^+_0}(\varphi_1) \geq 0$, as claimed.

**Part II.** We claim that $B(u_\theta, \psi) = 0$ for every $\psi \in C_0^{1,\text{odd}}(\Omega_0 \cup \Gamma_0 \cup \Gamma_\beta)$, which is not obvious because $\psi$ is allowed to take nonzero values on $\Gamma_0 \cup \Gamma_\beta$. However, by Part I the bilinear form $B$ is positive semidefinite in $C_0^{1,\text{odd}}(\Omega_0 \cup \Gamma_0 \cup \Gamma_\beta) \times C_0^{1,\text{odd}}(\Omega_0 \cup \Gamma_0 \cup \Gamma_\beta)$ and therefore the Cauchy-Schwarz inequality (6.2) holds. Without loss of generality we may assume that the cut-off functions $\xi_R(x)$ are symmetric with respect to $\Gamma_\delta$; thus, $\xi_R(x) u_\theta(x)$ is odd and has a compact support. Furthermore, since $f'(r, z, u)$ is locally Hölder continuous and $u \in Y$, $u_\theta$ is in $C^1(\Omega_0 \cup \Gamma_0 \cup \Gamma_\beta) \cap C^0(\overline{\Omega_0 \cup \Gamma_\beta})$: however, its gradient may fail to belong to $L^2(\Omega_0 \cup B_{2R})$, due to the possible singularity at $d(x) = r_1$. To overcome this difficulty, we use the cut-off functions $\xi_\delta(x)$ introduced in (8.2). The doubly truncated function $\xi_\delta \xi_R u_\theta$ is still odd, has a compact support, and belongs to $C_0^{1,\text{odd}}(\Omega_0 \cup \Gamma_0 \cup \Gamma_\beta)$. Thus, we may write
\[
0 \leq \left( B(\xi_\delta \xi_R u_\theta, \psi) \right)^2 \leq Q_{\Omega^+_0}(\xi_\delta \xi_R u_\theta) Q_{\Omega^-_0}(\psi),
\]
where $\psi \in C_0^{1,\text{odd}}(\Omega_0 \cup \Gamma_0 \cup \Gamma_\beta)$. Keeping $\psi$ fixed, we take $\delta$ small and $R$ large to achieve $\xi_\delta \xi_R = 1$ on the set supp$\psi$. Consequently, the preceding inequalities reduce to
\[
0 \leq \left( B(u_\theta, \psi) \right)^2 \leq Q_{\Omega_0}(\xi_\delta \xi_R u_\theta) Q_{\Omega^-_0}(\psi).
\]

By Proposition 8.3, the term $Q_{\Omega^-_0}(\xi_\delta \xi_R u_\theta)$ in the right-hand side becomes arbitrarily small by a convenient choice of $R$ and $\delta$, which implies $B(u_\theta, \psi) = 0$.

**Part III.** Let us verify that $u_\theta$ satisfies the Neumann condition on $\Gamma_\delta$. Recall that $B(u_\theta, \psi) = 0$ by Part II, and take $R > r_1$ such that supp$\psi \subset B_R$. Multiplying the equation $L_u u_\theta = 0$ by $\psi \in C_0^{1,\text{odd}}(\Omega_0 \cup \Gamma_0 \cup \Gamma_\beta)$ and integrating by parts over $\Omega_0 \cap B_R$ we obtain
\[
0 = B(u_\theta, \psi) = \int_{\Gamma_0 \cup \Gamma_\delta} \psi \frac{du_\theta}{\partial v} \, d\Sigma = 2 \int_{\Gamma_0} \psi \frac{du_\theta}{\partial v} \, d\Sigma,
\]
where the equality holds because $\psi$ vanishes in a neighborhood of $\gamma_0$ as well as on $\Omega_0 \cap \partial B_R$ and $\psi \frac{du_\theta}{\partial v}$ is symmetric with respect to $\Gamma_\delta$. Since $\psi$ can take any value on $\Gamma_0$ then $\frac{du_\theta}{\partial v} = 0$ on $\Gamma_0$ as claimed.
Conclusion. The derivative $u_\theta$ can be extended to zero in the domain $\Omega_{-\frac{\beta}{2},0}$ (cf. (3.3)), thus obtaining a $C^1$ weak solution of $L_u u_\theta = 0$ in $\Omega_{-\frac{\beta}{2},\frac{\beta}{2}}$. By the unique continuation property, $u_\theta$ must vanish identically, and therefore $u$ is constant with respect to $\theta$. \qed

When the domain $\Omega_{\alpha_0\theta}$ is unbounded, in place of Lemma 3.3 we have:

**Lemma 9.4** Assume $u \in \mathcal{Y}$ is a solution to (1.1) with Morse index $m(u) \leq 1$. Assume further that (9.2) holds. If $w_{\frac{\beta}{2}}(x) > 0$ in $\Omega_{0,\frac{\beta}{2}}$ then

$$u_\theta > 0 \text{ in } \Omega_{0,\frac{\beta}{2}} \cup \Gamma_{\frac{\beta}{2}}. \quad (9.3)$$

**Proof** Let us check that the negative part $u_\theta^-=\min\{0,u_\theta\} \leq 0$ is a weak solution of $L_u u_\theta^- = 0$ in $\Omega_{0,\frac{\beta}{2}}$, i.e., $\mathcal{B}(u_\theta^-,\psi) = 0$ for all $\psi \in C^0_0(\Omega_{0,\frac{\beta}{2}})$. Assumption (9.2) implies that the bilinear form $\mathcal{B}$ is positive semidefinite on $C^1_0(\Omega_{0,\frac{\beta}{2}} \cup \Gamma_0) \times C^1_0(\Omega_{0,\frac{\beta}{2}} \cup \Gamma_0)$. Hence we pick $\psi \in C^\infty(\Omega_{0,\frac{\beta}{2}})$ and consequently $R > r_1$ such that $\text{supp } \psi \subset B_R$, and also $\delta > 0$ such that

$$\inf_{x \in \text{supp } \psi} d(x) > r_1 + \delta. \quad (9.4)$$

As in the proof of Lemma 3.3, the assumption $w_{\frac{\beta}{2}} > 0$ in $\Omega_{0,\frac{\beta}{2}}$ implies $u_\theta > 0$ on $\Gamma_{\frac{\beta}{2}}$ (see (3.5)), hence $u_\theta^- = 0$ on $\gamma_{0,\frac{\beta}{2}} \cup \Gamma_0 \cup \Gamma_{\frac{\beta}{2}}$. Furthermore, the doubly truncated function $\zeta_{\delta} \xi_{\mathcal{R}} u_\theta^-$ has a square-summable gradient and therefore belongs to $H^1_0(D)$, where $D = \Omega_{0,\frac{\beta}{2}} \cap B_{2R}$. The Cauchy-Schwarz inequality (6.2) yields

$$0 \leq (\mathcal{B}(u_\theta^-,\psi))^2 = (\mathcal{B}(\zeta_{\delta} \xi_{\mathcal{R}} u_\theta^- , \psi))^2 \leq Q_{\Omega_{0,\frac{\beta}{2}}} (\zeta_{\delta} \xi_{\mathcal{R}} u_\theta^-) Q_{\Omega_{0,\frac{\beta}{2}}} (\psi).$$

By Proposition 8.3, the term $Q_{\Omega_{0,\frac{\beta}{2}}} (\zeta_{\delta} \xi_{\mathcal{R}} u_\theta^-)$ becomes arbitrarily small by a convenient choice of $R$ and $\delta$, which implies $\mathcal{B}(u_\theta^-,\psi) = 0$ and therefore $u_\theta^-$ is a weak solution of $L_u u_\theta^- = 0$ in $\Omega_{0,\frac{\beta}{2}}$, as claimed. By the unique continuation property, this implies that either $u_\theta^- \equiv 0$ or $u_\theta^- < 0$ in $\Omega_{0,\frac{\beta}{2}}$. But since $u_\theta > 0$ on $\Gamma_{\frac{\beta}{2}}$, we must have $u_\theta^- \equiv 0$ and therefore $u_{\theta} \geq 0$ in $\Omega_{0,\frac{\beta}{2}}$. The unique continuation property of $u_\theta$ proves (9.3). \qed

10 Proof of Theorem 6.4

**Proof of Theorem 6.4** If $w_{\frac{\beta}{2}} \equiv 0$, then $u$ is independent of $\theta$ by Lemma 9.3. If, instead, $w_{\frac{\beta}{2}} \neq 0$, then Lemma 9.2 implies that either $w_{\frac{\beta}{2}} > 0$ in $\Omega_{0,\frac{\beta}{2}}$ or $w_{\frac{\beta}{2}} > 0$ in $\Omega_{0,\frac{\beta}{2}}$. By Lemma 9.1 we may assume that (9.1) holds and $w_{\frac{\beta}{2}} > 0$ in $\Omega_{0,\frac{\beta}{2}}$. We then define the set $A'$ as in the proof of Theorem 1.1 and, arguing as in Part I with (9.3) instead of (3.4), we get that $A'$ contains $\frac{\beta}{2}$. The fact that $A'$ is a closed subinterval of $[\frac{\beta}{2},\beta]$ follows as in Part II. Next, exactly as in Part III, the Hopf boundary point lemma implies that $u_{\theta} > 0$ in $\Omega_{0,\hat{\alpha}}$ if $A' = \left[\frac{\beta}{2},\hat{\alpha}\right], \hat{\alpha} < \beta$. In such a case we can repeat exactly Part IV getting that
\[ w_\alpha > 0 \text{ in } \Omega_{0\alpha}. \]

If the Morse index \( m(u) \) is 1, there must be \( \varphi_1 \in C^1_0(\Omega_{0\beta} \cup \Gamma_0 \cup \Gamma_\beta) \) such that \( Q_{\Omega_{0\beta}}(\varphi_1) < 0 \) and we may take a torus \( T \) containing \( \text{supp} \varphi_1 \). By a torus we mean an open subset \( T \subset \mathbb{R}^N \), invariant under cylindrical rotations, whose intersection with the hyperplane \( x_1 = 0 \) is an \( N - 1 \)-dimensional ball lying in the half-plane \( x_1 = 0, x_2 > r_1 + \varepsilon > r_1 + \varepsilon > 0 \). The last condition implies that \( d(x) \geq r_1 + \varepsilon > r_1 \) for all \( x \in \overline{T} \). In the case where \( m(u) = 0 \) we take any torus \( T \) as defined above. Note that when \( N = 2 \) the tori are just annuli. Since \( w_\alpha \) and \( u_\theta \) are positive in \( \Omega_{0\alpha} \), we obviously have

\[ w_\alpha + u_\theta > 0 \text{ in } \Omega_{0\alpha} \cap \overline{T}. \]  

\( \text{Part V.} \) By the same argument used to derive (3.6) and (3.7) we see that \( w_\alpha > 0 \) on \( \Gamma_0 \) for every \( \alpha \in (0, \beta) \).

\( \text{Part VI.} \) We claim that \( w_\alpha \) keeps positive in \( G_\alpha = (\Omega_{0\alpha} \cup \Gamma_0) \cap \overline{T} \) for every \( \alpha > \tilde{\alpha} \) such that the difference \( \alpha - \tilde{\alpha} \) is sufficiently small. This can be proved by contradiction: suppose that there exists a sequence \( \alpha_n \searrow \tilde{\alpha} \) such that \( w_{\alpha_n} \) becomes negative somewhere in \( G_{\alpha_n} \) and let \( x_n \in \overline{\Omega_{0\alpha_n}} \cap \overline{T} \) be a point where \( w_{\alpha_n} \) takes its negative minimum. Of course, \( x_n \notin \Gamma_{\alpha_n} \) because \( w_{\alpha_n} = 0 \) there, and \( x_n \notin \Gamma_0 \) by Part V. By compactness there exists a subsequence, still denoted by \( (x_n) \), converging to some \( x_0 \in \overline{\Omega_{0\alpha}} \cap \overline{T} \) with \( w_\alpha(x_0) = 0 \). Since \( w_\alpha > 0 \) on \( \Gamma_0 \) by Part V, and by (10.1), we must have

\[ x_0 \in \Gamma_{\tilde{\alpha}} \cap \overline{T}. \]  

(10.2)

Furthermore, the gradient \( \nabla w_{\alpha_n} \) vanishes at \( x_n \) in the case where \( x_n \in \Omega_{0\alpha_n} \cap T \), and is directed towards the interior of \( T \) if \( x_n \in \Omega_{0\alpha_n} \cap \partial T \). Hence, we may write

\[ \partial w_{\alpha_n} / \partial \theta = 0 \text{ at } x_n \text{ for every } n. \]

Passing to the limit, this property should be inherited by \( \partial w_{\alpha} / \partial \theta \) at \( x_0 \). However, by (10.2) and by the Hopf boundary point lemma we have \( \partial w_{\alpha} / \partial \theta < 0 \) at \( x_0 \), a contradiction. Hence, \( w_\alpha \) must be positive in \( G_\alpha \) for every \( \alpha > \tilde{\alpha} \) such that the difference \( \alpha - \tilde{\alpha} \) is sufficiently small, as claimed.

\( \text{Part VII.} \) For every \( \alpha \) as above, \( w_\alpha \) is in fact positive in all of \( \Omega_{0\alpha} \). To see this, we let \( K = T \) in Lemma 8.1, hence \( D_\alpha = \Omega_{0\alpha} \cap \overline{T} \). The quadratic form \( Q_{\Omega_{0\alpha}} \) is positive semidefinite in \( C^1_0(\Omega_{0\alpha} \cup \Gamma_0 \cup \Gamma_\alpha \cap \overline{T}) \) by Remark 6.3, and keeps positive semidefinite in \( H^1(\Omega_{0\alpha} \cup \partial T \cup \partial \beta, (D_\alpha \cap B_R) \cap \partial \alpha) \) for \( R > \max_{x \in \overline{T}} d(x) \). Taking into account the boundary conditions \( w_{\alpha_n} > 0 \) on \( (\Omega_{0\alpha} \cap \partial T) \cup \Gamma_0 \) and \( w_{\alpha_n} = 0 \) on \( \gamma_{0\alpha} \cup \Gamma_\alpha \) by Lemma 8.1 it follows that \( w_\alpha \) is positive in any connected component of \( D_\alpha \) and consequently in \( \Omega_{0\alpha} \).

\( \text{Conclusion.} \) We have thus seen that if we suppose \( \tilde{\alpha} < \beta \) we obtain the positivity of \( w_\alpha \) in \( \Omega_{0\alpha} \) for every \( \alpha > \tilde{\alpha} \) such that the difference \( \alpha - \tilde{\alpha} \) is sufficiently small, contradicting the definition of \( \tilde{\alpha} \). Hence, under the assumption that \( w_{\varepsilon} > 0 \) in \( \Omega_{0\varepsilon} \), we must have \( \tilde{\alpha} = \beta \) and therefore the solution \( u \) is strictly increasing with respect to \( \theta \) in \( \Omega_{0\beta} \). In this case, by Part III we also have \( u_\theta > 0 \) in \( \Omega_{0\beta} \) and we can apply Lemma 2.1 in [14] in \( \Omega_{0\beta} \) getting that \( \inf_{\Omega_{0\beta}} Q_{\Omega_{0\beta}}(u) \geq 0 \) when \( u \in C^1_0(\Omega_{0\beta}) \). By Proposition 8.3, the term \( \inf_{\Omega_{0\beta}} Q_{\Omega_{0\beta}}(u_\theta) \) becomes arbitrarily small by a convenient choice of \( R \) and \( \delta \) showing that \( \inf_{\Omega_{0\beta}} Q_{\Omega_{0\beta}}(u_\theta) = 0 \). In summary, we have shown that if \( m(u) \leq 1 \) then either \( u_\theta \) vanishes identically in \( \Omega_{0\beta} \) or it keeps its sign there. Now, in order to prove Claim 1 of the statement, it suffices to check...
that if \( m(u) = 0 \) then \( u_\theta \) vanishes identically. To this purpose, take \( \psi \in C_0^1 (Q_{0\theta} \cup \Gamma_0 \cup \Gamma_\beta) \) and consider the doubly truncated function \( \zeta_\delta \xi_R u_\theta \) with \( R \) such that \( \text{supp} \psi \subseteq B_R \) and \( \delta \) satisfying (9.4). Since \( Q_{\Omega_{0\theta}} \) is positive semidefinite by assumption, and since \( \zeta_\delta \xi_R u_\theta \) belongs to \( H^1_{\Gamma_{0\theta} \cup \Omega_{2R}}(D) \), where \( D = \Omega_{0\theta} \cap B_{2R} \), the Cauchy-Schwarz inequality yields

\[
0 \leq (B(u_\theta, \psi))^2 = (B(\zeta_\delta \xi_R u_\theta, \psi))^2 \leq Q_{\Omega_{0\theta}}(\zeta_\delta \xi_R u_\theta)Q_{\Omega_{0\theta}}(\psi).
\]

By Proposition 8.3, the term \( Q_{\Omega_{0\theta}}(\zeta_\delta \xi_R u_\theta) \) becomes arbitrarily small by a convenient choice of \( R \) and \( \delta \). On the other side, multiplying the equation \( L_u u_\theta = 0 \) by \( \psi \) and integrating by parts we obtain

\[
B_{\Omega_{0\theta}}(u_\theta, \psi) = \int_{\Gamma_0 \cup \Gamma_\beta} \psi \frac{\partial u_\theta}{\partial n} \, d\Sigma,
\]

hence the integral must vanish. Since \( \psi \) can take any value on \( \Gamma_0 \cup \Gamma_\beta \), it follows that \( \partial u_\theta / \partial n = 0 \) there, whence \( u_\theta \) can be extended by zero to \( \Omega_{-\beta,0} \) as in (3.3), thus obtaining a \( C^1 \) weak solution \( \tilde{u}_\theta \) of \( L_u \tilde{u}_\theta = 0 \) in \( \Omega_{-\beta,0} \). Since \( \tilde{u}_\theta \) vanishes identically in \( \Omega_{-\beta,0} \), by the unique continuation property we must have \( u_\theta = 0 \) in \( \Omega_{0\theta} \), hence \( u \) is independent of \( \theta \), and the proof is complete.

\[\square\]
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