Visualizations of Complex Sequences of Family-Infant Vocalizations Using Bag-of-Audio-Words Approach Based on Wav2vec 2.0 Features
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Abstract

In the U.S., approximately 15-17\% of children 2-8 years of age are estimated to have at least one diagnosed mental, behavioral or developmental disorder. However, such disorders often go undiagnosed, and the ability to evaluate and treat disorders in the first years of life is limited. To analyze infant developmental changes, previous studies have shown advanced ML models excel at classifying infant and/or parent vocalizations collected using cell phone, video, or audio-only recording device like LENA. In this study, we pilot test the audio component of a new infant wearable multi-modal device that we have developed called LittleBeats (LB). LB audio pipeline is advanced in that it provides reliable labels for both speaker diarization and vocalization classification tasks, compared with other platforms that only record audio and/or provide speaker diarization labels. We leverage wav2vec 2.0 to obtain superior and more nuanced results with the LB family audio stream. We use a bag-of-audio-words method with wav2vec 2.0 features to create high-level visualizations to understand family-infant vocalization interactions. We demonstrate that our high-quality visualizations capture major types of family vocalization interactions, in categories indicative of mental, behavioral, and developmental health, for both labeled and unlabeled LB audio.

Index Terms: infant-parent interactions, visualizations, wav2vec 2.0, speaker diarization, vocalization classifications, bag-of-audio-words

1. Introduction

Among U.S. children between 2 and 8 years of age, approximately 15-17\% are estimated to have at least one diagnosed mental, behavioral or developmental disorder (MBDD) [1], yet the ability to evaluate and treat MBDDs in the first years of life is limited. Child mental health problems, in part, emerge from daily interactions with family members that are repeated and reinforced over time. One well-known example is parent-child “coercive cycles” [2]: when parents respond harshly to a child’s negative affect or behavior, the child may respond with anger and resistance. Such parent-child interactions serve to amplify parent and child negative behaviors, which might reinforce the child’s negative behaviors and lead to behavioral or emotional problems for the child in the long run. Sibling-infant interactions also play an important role in infant development [3]. Although siblings often show positive behaviors with each other, conflicts commonly happen at home partly due to sibling’s jealousy and rivalry for the loss of parents’ attention [4, 5]. Thus, although the primary emphasis of empirical work has been on the mother-infant dyad, it is critical to consider the larger family context in understanding the development of behavioral or emotional disturbances during the first years of life.

Although previous psychological findings indicate attributes of family-child interaction that are correlated with later mental health problems among children [6, 7], it remains challenging to build sophisticated machine learning (ML) models to automatically predict and analyze critical home-life interaction patterns to better support child mental health outcomes. Typically, recordings of parent-child interactions are observed during brief tasks conducted in a controlled laboratory setting and, thus, contain limited examples of interaction patterns. In contrast, training robust ML models requires many labeled examples. From a clinical perspective, if such ML models existed, parents, physicians and early childhood educators would be better able to identify patterns of interaction that have been correlated, in previous scientific studies, with negative mental health outcomes.

To analyze family interactions, in the past, researchers or parents have recorded family audio at home or laboratory using a cell phone, video camera, or an audio-only recording device like the Language Environment Analysis device (LENA) [8]. Previous studies have demonstrated the ability of ML models to automatically classify infant and parent vocalizations collected from those audio-recording devices [9, 10, 11]. Because data annotation is a time-consuming and labor-intensive task, past studies have also experimented with transfer learning techniques by incorporating external and relevant datasets for additional training to further improve the classification performance [12, 13]. For example, wav2vec 2.0 (W2V2) [14], which uses unsupervised pre-training from ~52k-hours of unlabeled raw wav audio, excels at multiple speech processing tasks, including speech-to-text [15, 16], speech emotion recognition [17, 18], and speaker verification [19]. The unsupervised W2V2 model has also been beneficially applied to several resource-poor down-stream speech processing tasks by fine-tuning on a small amount of target labeled data.

In this study, we pilot test the audio component of a new infant wearable multi-modal device we developed called LittleBeats\textsuperscript{TM} (LB). LB audio pipeline is advanced in that it automatically provides reliable labels of speaker diarization and vocalization classifications for family members, including infant, parents, and siblings. In contrast, devices used in studying infant developmental changes in the past typically provide audio only or speaker diarization labels only with moderate reliability when compared with manually labeled recordings [20]. To overcome the problem of scarcity of labeled LB audio data, we leverage W2V2 to automatically detect and classify infant and parent vocalizations in the LB audio stream. The current ML community has limited studies analyzing family interactions, or understanding complex event sequences in any other type of
audio besides adult speech. To fill this research gap, we further analyze family vocalization interaction patterns by creating high-level visualizations of long sequences of family vocalizations based on extracted W2V2 features for both labeled and unlabeled daylong audio recordings in the home environment. This paper makes two contributions to science: (1) pilot testing our new wearable LB device with expanded functionalities, and (2) advancing ML audio understanding of sequences of family-infant vocalization interactions.

2. Data

For this study, we recruited families from the community with study flyers distributed at child care centers, pediatric clinics, and local community organizations or online forums visited by families of infants (e.g., public libraries, parenting groups). Thirteen two-parent families with infants (8 males) between the ages of 1.1 months and 14 months participated. Nine infants were first-born, 2 infants were second-born, and 2 infants were third- or later-born. On average, parents were well-educated; 10 mothers and 4 fathers reporting having advanced degrees.

All study procedures were approved by the Institutional Review Board at the University of Illinois at Urbana-Champaign. Each infant wore the LB device during the day for two or three days. For the purpose of the manual annotation task, all LB recordings were separated into 10-mins segments. Because continuous annotation of the audio recordings is time- and labor-intensive, we were not able to complete annotations for all audio segments. Instead, human labelers annotated two or three 10-mins segments, selected according to the highest active vocalization rates computed by a statistical voice activity detector, for each family. Human labelers manually labeled key child (CHN), female adult (FAN), male adult (MAN), and other child/sibling (CXN) vocalizations using Praat software [21], with cross-labeler validation at a precision of 0.2 seconds. Ten percent of selected segments were double-coded, and the inter-rater reliability score (Cohen's kappa score) is 0.90 for CHN, 0.87 for FAN, 0.83 for MAN, and 0.79 for CXN. Child vocalizations were manually labeled as cry (CRY), fuss (FUS), and babble (BAB); adult vocalizations (MAN and FAN) were manually labeled as child-directed speech (CDS), adult-directed speech (ADS), laugh (LAU), and singing/rhythmic speech (SNG). The Cohen’s kappas were 0.74 for CHN, 0.86 for FAN, and 0.74 for MAN. In total, we obtained 45 annotated 10-mins segments. The distribution of infant age for the 45 annotated segments are shown in Table 1.

To prepare audio data for training W2V2 model, we labeled the audio stream in intervals of 2 seconds starting every 0.2 second. The label of each 2s interval is determined by the temporal majority of human annotations (e.g., if less than 50% of the interval is coded as BAB and more than 50% of interval is labeled as CRY, the interval is labeled as CRY). To reduce speaker diarization errors, intervals labeled with more than one speaker are discarded, and an interval is labeled as silence if the energy is below a certain threshold. The energy threshold is set just below the minimum energy of CHN segments in our corpus; thus CXN, FAN and MAN speech that happen far from CHN is excluded from the training corpus. In this way, we intentionally select vocalizations that are close to the CHN for training the W2V2 model and ignore those that have lower energy or can be easily confused with background noise. All labeled data is randomly split into training, development, and testing sets in a ratio of 7:1:2.

3. Model & Experimental Results

We followed the typical fine-tuning procedure of training W2V2 model by simply feeding our labeled dataset to the neural-networks. We integrated 4 output tiers on top of W2V2 architecture, including a speaker diarization (SD) tier and 3 vocalization classification tiers. The SD tier learns to detect speaker as silent or one of CHN, FAN, MAN, and CXN; if not silent, the corresponding vocalization tier learns to classify the vocalization type. We implemented the W2V2 model using the SpeechBrain framework [22], and our code is publicly available at Github1. W2V2 model accepts raw wav audio stream for 2s intervals starting every 0.2s, and the outputs of each interval are averaged along time dimension before feeding to four output tiers. The W2V2 system was fine-tuned using our labeled training set for 60 epochs until convergence. Adam optimizer with learning rates of output tiers and wav2vec model starting from 1e-4 and 1e-5 respectively was used; scheduler with new-bob technique was used to anneal learning rates based on development set performance after each epoch. The epoch with the best Cohen’s kappa scores of SD tier on development set was used for final evaluation on testing set and extraction of W2V2 features for visualizations. Table 2 presents results on all four output tiers for different metrics. Kappa scores were 0.67 for the SD tier and 0.84 or greater for all three vocalization tiers, which suggests W2V2’s potential robustness and strength in labeling family vocalizations in LB home recordings.

Table 2: Accuracy, macro F1-scores, and Cohen’s kappa scores for speaker diarization (SD) and three vocalization classification tiers (CHN, FAN, MAN) on testing set.

| tier | Acc | F1 | kappa |
|------|-----|----|-------|
| SD   | 0.838 | 0.725 | 0.67   |
| CHN  | 0.898 | 0.888 | 0.84   |
| FAN  | 0.916 | 0.863 | 0.85   |
| MAN  | 0.920 | 0.825 | 0.86   |

4. Visualizations

4.1. Bag-of-audio-words (BoAW) approach for feature extraction over long periods of audio

The Bag-of-words (BoW) model [23] is commonly used in natural language processing and information retrieval tasks to extract simplified representations over texts. Similar BoW applications in audio domain (BoAW) are also well established. The key insight of BoAW algorithm is to learn codebooks (audio words) over all input features and then transform variable-length audio chunks into fixed-dimensional histograms (BoAW) of the learned codebooks. BoAW has been shown successful for training classifiers in acoustic event classification [24], multimedia event detection [25], and speech emotion recognition [26, 27]. In recent Interspeech Paralinguistics Chal-

1https://github.com/jialuli3/speechbrain/tree/infant-voc-classification/recipes/wav2vec_kic
challenges, BoAW and support vector machines with input of MFCCs and/or paralinguistics feature set, consisting of functionals (statistics) over low-level descriptor of acoustic features, are widely used as a baseline model for classifying various vocalizations, such as baby sounds [28, 29], snoring [30], and COVID-19 cough [31].

In this study, we modify typical BoAW workflow to efficiently extract W2V2 features spanning over a relatively long period of audio stream. Figure 1 shows the modified workflow. Given an audio stream, W2V2 features are extracted for intervals of 2 seconds starting every 0.2 second. Then all extracted W2V2 features are fed into k-means cluster algorithms to create codebooks/audio words (centroids of the k-means algorithms). Codebook size is set as 50 for efficient computation, as we find larger codebook sizes yield similar visualizations. After codebooks are generated, soft probability is used to assign each W2V2 vector to the 5 nearest codebooks based on Euclidean distances. For sequences of 30s W2V2 features, histograms of codebooks are generated and normalized by dividing each term frequency (TF) by the sum of all TFs. Those normalized histograms of codebooks are our BoAW. Principal Component Analysis (PCA) and T-distributed stochastic neighbor embedding (T-SNE) [32] are used to reduce 50-dimensional BoAW to 2-dimensional features for visualizations. We implement BoAW model using the OpenXBOW [33] toolkit and create visualizations using the scikit-learn package [34]. We use default setting of T-SNE in scikit-learn.

4.2. Comparisons of visualizations between using ground-truth labels and W2V2-generated labels

For all labeled audio, we compare visualizations using both ground-truth human-annotated labels and W2V2-generated labels. W2V2 is used to generate labels for intervals of 2 seconds starting every 0.2 second. To maximize accuracy of W2V2-generated labels, we label an interval as silence if (1) maximum softmax probability is below 0.8 for either the SD tier or corresponding vocalization classification tier, or (2) energy is below the threshold calculated in data prepossessing step (see section 2). If overlapped intervals are labeled differently, the middle time point is used to redefine the boundaries of conflicted intervals (e.g., if intervals 0-2s and 0.4-2.4s are labeled as BAB and CRY respectively, then the boundaries of labeled intervals are redefined to 0-1.2s (BAB) and 1.2-2.4s (CRY) respectively to avoid conflict labeling). Figure 2 shows the comparisons of PCA/T-SNE visualizations between ground-truth and W2V2-generated labels. For ground-truth labels, both PCA and T-SNE show clear patterns among different types of infant/parent vocalization interaction patterns, including (1) FAN/MAN talks to CHN in CDS while CHN babbles (BAB) to respond, or CHN babbles (BAB) without engaging with FAN/MAN’s CDS, (2) FAN/MAN communicates with each other in ADS, (3) CXN and MAN communicate with CHN together, (4) CHN is continuously babbling (BAB), expressing positive emotion, (5) CHN is continuously crying (CRY)/fussing (FUS), expressing negative emotions.

Figure 1: Algorithm workflow of BoAW approach.

Figure 2: PCA/T-SNE visualizations comparisons between ground-truth and W2V2-generated labels. Each data point is represented as a pie chart of percentage of different vocalization types over a 30s-long sequence of W2V2 features. Size of data point indicates total vocalization time fraction over each 30s interval; larger size of data point indicates longer vocalization period, and vice versa. Colors used to represent each vocalization class are the following: (1) CHN (blue): CRY, FUS, BAB; (2) FAN (red): CDS, FAN (ADS for FAN tier); LAU, SNG; (3) MAN (green): CDS, MAN (ADS for MAN tier); LAU, SNG; (4) CXN (orange): CXN.
emotion, and (6) FAN occasionally comforts CHN with singing (SNG) or CDS if CHN is crying (CRY) or fussing (FUS). Despite that W2V2-generated labels produce slightly more noisy pie chart-based data points (e.g., samples of BAB are incorrectly generated) than ground-truth labels, W2V2-generated labels also show similar and clear patterns of family-infant vocalization interaction types. Compared with PCA, T-SNE has advantages of (1) showing more clear regions of small size data points with less active vocalization intervals and (2) producing more distinct boundaries among different interaction patterns, such as MAN talks to CHN in CDS.

4.3. Visualizations over unlabeled audio of each family

Because Figure 2 qualitatively verifies the correctness of W2V2-generated labels, therefore it is meaningful to apply the same BoAW approach using pretrained codebooks on all collected unlabeled audio over each individual family. To avoid overcrowded data points in visualizations, we use k-means to cluster the BoAW histogram vectors from each family into 8 clusters and randomly select 100 data points from each cluster to present. Figure 3 shows T-SNE visualizations over 6 different families. We observe relatively clean boundaries of interaction patterns within each family, and these patterns differ considerably across families, illustrating the success of our BoAW algorithms for creating visualizations in a semi-supervised learning setting. All families are characterized using BoAW histograms computed over the same set of audio words, so each family pattern can be interpreted as a subset of the multi-family patterns shown in Figure 2. In Figure 3, visualizations show significantly different interaction patterns among different families in spite of similar ages of infants. For example, a 3.3-month-old infant family pattern (Figure 3a) shows that the infant (CHN) exhibits fewer vocalizations, and the majority family interaction type is that adults (mostly FAN, occasionally MAN) talk in CDS or ADS. Likewise, noticeable differences emerge in family-infant interaction patterns for a 9.5-month-old (Figure 3d) versus a 10.0-month-old (Figure 3e). In Figure 3d, we observe that (1) FAN/CXN communicates with CHN in CDS while CHN vocalizes (BAB/FUS), (2) CHN vocalizes to himself/herself without communicating to other family members, and (3) FAN/MAN talk with each other in ADS. In Figure 3e, we observe that CXN is very actively vocalizing, and FAN occasionally sings (SNG) to the CHN, and the CHN often babbles (BAB) or cries (CRY) herself/himself. Compared with younger infants, a 14.0-month-old infant (Figure 3f) shows complex interaction patterns with family members, as many pie chart data points mix multiple vocalization types from different family members.

5. Future Work & Conclusion

In this study, we demonstrate an innovative way to condense and visualize rich information of complex family-infant vocalization interaction patterns in a 2-dimensional space based on W2V2 features using BoAW approach. We qualitatively evaluate and approve the visualization quality on labeled family audio of W2V2-generated labels by comparing against ground-truth labels. We apply the same workflow to generate visualizations of unlabeled audio over each individual family and obtain useful high-level audio understanding for different family-infant interaction patterns.

In the future, we aim to advance further the meaningfulness of family interaction visualizations by possibly incorporating other useful features to distinguish between coordinated parent-infant interactions (e.g., displays of positive affect and turn-taking between the infant and parent) as well as uncoordinated interactions (e.g., parent is unresponsive to infant’s cues; parent and infant interrupt or talk over each other).
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