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ABSTRACT

A recent philosophical literature has developed a taxonomy of scientific explanations, models, and the two basic research programmes that produce them. The first programme takes some capacity of a system and maps out how it works by breaking it down into various sub-capacities, each with their own distinct characteristics. The end goal is a functional model, a ‘how-possibly’ box-and-arrow type map of the functional organisation of the capacity. The second programme instead focuses on analytically decomposing a proposed mechanism that produces a phenomenon into real parts and processes. The end goal is a dynamical mechanistic model, a ‘how-actually’ explanation in which each model part explicitly represents the dynamics of those real parts or processes. Mechanistic models are better explanations of phenomena. Ecological psychology has, so far, widely resisted becoming a mechanistic science. This is in part due to our objections to mechanistic, Cartesian ontologies, and more recently because it’s not clear we can meaningfully decompose the systems we study in order to develop such models. I will argue here that both of these concerns are unfounded, that ecological psychology is actually perfectly capable of developing mechanistic models, and that therefore we should do so, in order to gain the benefits.

Introduction

Scientific programmes aim to develop explanations for various phenomena; why did that thing behave in that particular way when I poked it just now? But not all explanations are equal; some are more explanatory than others. There is now a fairly extensive philosophical literature that proposes a taxonomy of the explanations that get used across science (some exemplar books: Bechtel & Richardson, 2010; Craver, 2007; Craver & Darden, 2013). This mechanism (or sometimes neo-mechanism) literature lays out, in useful detail, the kinds of explanations science can achieve, from functional ‘how-possibly’ type models that map out the capacities the system needs in order to behave the way that it does, all the way up to fully mechanistic ‘how-actually’ type models that explicitly model real parts and processes of the system. They also describe the kinds of research programmes that produce the various kinds of explanations and discuss when and why you might accept one programme over another. Importantly, while...
mechanistic models are held up as the gold-standard, the literature fully embraces the possibility that not every topic allows the kind of empirical research programme required to produce these models. Functional models come with limits on what they can tell us, but, done properly and with careful attention to those limits, that research programme can be productive and informative and guide future discovery.

Non-ecological cognitive science is currently a busy and productive functional explanation research programme. For many years, the received wisdom has been that this is the best cognitive science can actually achieve, but that this is okay and progress can be made. Bechtel and Abrahamsen (2010) instead challenged cognitive science to rethink this stance, in light of the philosophical work done over the preceding 15 years, and to consider whether cognitive science could, in fact, be mechanistic. If not, fine. But if it was actually possible, then cognitive science would gain access to the explanatory benefits of mechanistic modelling and that could only be a good thing. To help, Bechtel & Abrahamsen walked us through a detailed mechanistic research programme about circadian rhythms to demonstrate how the experiments you run when aiming for a mechanistic model are different, and how you go about decomposing a system into candidate parts, localising properties to those parts, and then bringing them back together as an explanation of a system being modelled.

Golonka and Wilson (2019a) rose to this challenge and proposed that within cognitive science, only ecological psychology is capable of supporting a mechanistic research programme. Our argument came in two parts; (1) unlike other approaches, ecological psychology trades in real parts and processes, specifically affordances, effectivities, events, and perceptual information variables, and (2) at least one ecological psychology research programme is mechanistic, specifically Bingham’s perception-action model of coordinated rhythmic movement (Bingham, 2001, 2004a, 2004b; Herth et al., 2021; Snapp-Childs et al., 2011). We can do mechanisms in principle, we can do mechanisms in practice, therefore we should explicitly aim to do it all the time, in order to gain access to the explanatory benefits mechanisms bring.

There remain two ecological objections, and the goal of this paper is to tackle them head on for an ecological audience. The first is the general ecological distaste for mechanistic approaches to science (e.g. Turvey, 2019). The second, more substantive concern, is whether the ecological commitment to treating the organism-environment behavioural system as the unit of behaviour means we cannot always avail ourselves of the decomposition and localisation empirical strategies required to map out the real parts and processes for modelling (Chemero & Silberstein, 2008; Silberstein, 2021; Silberstein & Chemero, 2013; Stepp et al., 2011). Effectively, the question is, do our ontological commitments make mechanistic research and modelling impossible? I will argue no, and quite the contrary – our ontological commitments actually make us, unlike non-ecological alternatives, perfectly suited to mechanistic modelling. I will suggest that this is great news, and we should embrace the scientific possibilities afforded us by this match.

Functional vs mechanistic research and modelling

The first thing I need to do is lay out the basic rules of functional vs mechanistic research and modelling, and to introduce some key terminology we will need as the
discussion progresses. Because this is a philosophical literature, there are many ongoing arguments about the details, and there are interwoven implications about ‘grand unifying theories’ and the like (Miłkowski et al., 2019). But from the perspective of actual scientific practice, the rules are fairly clear, and the thing I want to emphasise for ecological psychologists is primarily the benefits of the hunt for real parts and processes. I’ll cover both functional and mechanistic rules because the compare-and-contrast is helpful for seeing the benefits of the latter, and because I will need to avail myself of this taxonomy in the later sections of the paper.

**Functional research and modelling**

Functional research and modelling takes as its explanatory target a capacity of a system (Craver, 2007). A capacity is simply ‘something that system can do’. The research programme into this capacity then proceeds by decomposing the overall capacity into sub-capacities; other things that the system can do that are needed for the exhibition of the overall capacity. This decomposition continues as long as the data support it, and the end result is a map of capacities of the system that constitute the overall target capacity; a ‘how-possibly’ model.

This will make more sense with a concrete example; I will use the non-ecological cognitive analysis of memory\(^1\), although all the big topics in this psychology (attention, categorisation, etc) work this way. See Figure 1 as we go.

The functional analysis of memory in non-ecological psychology begins by simply noting that the cognitive system seems to have the capacity for operating with respect to things that are not present now but were present earlier. For example, I can tell you what I had for lunch yesterday. This capacity gets the name ‘memory’, and the initial model of this capacity is a single large box labelled ‘Memory’. Now the aim is to map out more of the internal structure of this capacity; what are the sub-capacities that support the overall capacity?

The next thing psychologists showed empirically about the capacity ‘memory’ is that it seems to work on two timescales, and that these have different properties. People can remember things from the very recent past, say up to the last minute or two, but only a limited number of things (around 7, +/-2; Miller, 1956). But they can also remember things from further back, and there doesn’t seem to be any obvious upper limit to the number of things we can remember on this time scale. So now the capacity ‘memory’ is constituted by two sub-capacities; a short-term memory system with hard limits on its capacity (Atkinson & Shiffrin, 1968) and a long-term memory system with no such limits (Tulving, 1972).

So now psychologists experimentally investigate these two systems, and it’s quickly revealed that neither seem to be just one single system. ‘Short-term memory’ gets reframed as ‘working memory’, because it seems to be holding information people are currently using, rather than simply what has happened recently (Baddeley & Hitch, \(^1\)I am using this example solely because it is an excellent and detailed example of a functional research and modelling programme. I can use it to show how such a programme can be productive, informative, and responsive to the evidence, but also how it has hard limit on how explanatory it can be. I do not endorse this analysis of memory, nor am I aiming for a comprehensive review; it’s just an ideal example.)
1974). Within this, there seem to be two main sub-capacities; the ability to work with phonologically encoded information and with visually encoded information. This is shown by dual-task experiments that reveal when people can and can’t do two things at the same time (e.g. Hitch & Baddeley, 1976). These now need to be coordinated, so a third ‘central executive’ capacity is proposed, and the scientific programme has now decomposed ‘short term/working memory’ into a new layer of sub-capacities. A fourth capacity, the ‘episodic buffer’, has been proposed based on further work, although as yet the evidence remains limited (Baddeley, 2000). ‘Long term memory’ is also constituted by multiple distinct systems, each with their own capacities (Tulving, 1972). People seem to be able to verbalise memories of specific moments in time in one way, a capacity researchers labelled ‘episodic memory’. People also verbalise a large amount of

**Figure 1.** The decomposition of the cognitive capacity ‘memory’ into sub-capacities that seem to constitute the overall capacity.
information that isn’t tied to any specific time and place, a capacity researchers label ‘semantic memory’. But people can’t verbalise everything from their past that can affect our current behaviour, so researchers class those first two capacities as ‘explicit memory’ and the rest ‘implicit memory’. There are at least four kinds of the latter capacity, each with their own distinct capabilities. And, if required, on the research goes.

There are several things to note here, from the point of view of scientific practice. First, this research strategy is highly productive; scientists have been working fruitful careers and know a lot about the functional organisation of memory (e.g. that procedural memory is a type of implicit memory, not explicit). Second, they tell the different capacities apart by the kinds of behaviours they can exhibit, and these are all amenable to modelling (short-term memory modelling in particular is a robust cottage industry).

But third, I also need to note here a limit of the models; they provide a map of the territory, but no hints as to how the territory is actually implemented in a cognitive system. In addition, while these functional maps provide some useful constraints on mechanism proposals, they cannot adjudicate between options that fit the data equally well. Bechtel and Abrahamsen (2010) discuss a great example from the 1980s and 1990s, when symbolic vs. connectionist models were competing as the best architecture to explain the capacities of a variety of cognitive systems. They discuss the extended back-and-forth in the literature about how children acquire the past tenses of regular vs irregular verbs (an example of the capacity ‘semantic memory’). Rumelhart and McClelland (1986) proposed a connectionist model that coped with the behavioural data in a single process, and then Pinker and Prince (1988) came back with a dual-process symbolic model that solved the same problem. Each camp then gave the other camp challenges by accounting for some part of the behavioural data the other model didn’t currently handle; each time, the camps would adjust their models to handle that case and raise a challenge of their own. This went on for years without any real resolution about which was the ‘correct’ architecture; the functional models of memory were agnostic about implementation and only required the model to be able to ‘save the phenomena’ exhibited by that sub-capacity.

Overall then, functional modelling is productive and informative but only to a point, and after that point they simply cannot help constrain our explanations. In particular, because they are agnostic about implementation, they can only roughly constrain any exploration of, say, the neural contribution to a capacity; neural correlates and the like are as far as they go. Non-ecological cognitive science research programmes are, at heart, all functional modelling programmes, and these constraints apply (Charles et al., 2014).

Because they are agnostic about implementation, it is very uncommon and difficult to promote a functional model to a mechanistic one. It is not necessarily impossible, however. To the extent that the various sub-capacities are successfully carving the system at its joints, the functional map might still provide a series of sub-capacities that could each be a target for a mechanistic research programme. The functional modelling might just be a good first swing at developing incomplete mechanism models (mechanistic sketches). The full promotion will still require a different empirical approach, though, which leads us nicely to discussing the rules for mechanistic research and modelling.
Mechanistic research and modelling

Rather than targeting a fairly broad capacity of a system, a programme of mechanistic research begins by identifying a more specific behaviour a system can exhibit, and taking seriously the idea that it arises from the operation of a mechanism, which is here defined as

> A mechanism is a structure performing a function in virtue of its component parts, component operations, and their organization. The orchestrated functioning of the mechanism, manifested in patterns of change over time in properties of its parts and operations, is responsible for one or more phenomena.

Bechtel & Abrahamsen, 2010, pg 323

The goal is to model this mechanism, usually using the tools of dynamical systems theory. In order for that model to count as a mechanistic model, however, there is a constraint; each term in the model must explicitly represent the dynamics of a part or process that actually features in the mechanism being modelled. This is the real components constraint. The composition and organisation of such a model recreates the composition and organisation of the system being modelled, and therefore stands as a formal expression of the scientific explanation for the phenomena the system produces; a ‘how-actually’ model.

Craver (2007) notes that while there is no hard empirical threshold for establishing that a part is real, there are four criteria that can help distinguish between real and fictive parts. First, real parts have a stable cluster of properties; this suggests that the part is a non-accidental feature of the system. Second, real parts are robust; they can be identified with multiple methods, which suggests that the part isn’t an accidental feature of the measurement method. Third, real parts can be used to intervene with other components; they are causally related to the operation of other components. Fourth, real parts are plausible given the system being studied; physiologically, or physically, or otherwise. These are all heuristics, but the general idea is a part can count as real once you have accumulated consistent evidence for what it does and how it affects other parts using multiple methods across numerous contexts.

The real components constraint therefore means that the scientist needs empirical evidence that the various components exist, what dynamical properties they exhibit, and how they play a part in the mechanism being modelled that relates to those dynamics. Gathering this evidence initially requires a process of decomposition and localisation. Decomposition is the analytic process of identifying candidate parts, and empirically testing those parts to identify their dynamical properties (effectively establishing whether those candidates are, in fact, real parts). Localisation is the analytic process of attributing those properties to actual parts of the mechanism.

Decomposition is generally a heuristic process; you try breaking the mechanism into parts according to some scheme and those parts either work in ways that contribute to the mechanism, or you have the wrong parts and must try again. For example, I can decompose an alarm clock with a hammer or a screwdriver in order to find out why it rings loudly at the same time every morning; the former is fun, but it produces pieces...
that, upon testing, don’t feature in the production of the phenomenon to be explained. Finding the scheme that produces the right parts is actually very hard\textsuperscript{3}, but it identifies the crucial \textit{grounding scale} for the mechanistic model (Bechtel & Abrahamsen, 2010; Golonka & Wilson, 2019a). This is the scale at which the phenomenon lives, and it is the scale that all the activity of the parts and processes are organised with respect to. For example, the phenomenon of fermentation lives at the biochemical scale, and is best explained by a model using biochemical molecules as real parts (this example from Bechtel & Abrahamsen, 2010). Of course, biochemical molecules are themselves constituted by smaller molecules, and in turn by various atoms; in addition, fermentation happens in a larger context. Efforts to use either the lower or higher scale parts to model the mechanism of fermentation per se failed, however, and this failure revealed these were the wrong grounding scales; they weren’t providing the right parts to explain fermentation. These other scales \textit{can} provide parts used to build parts that feature in fermentation in a multi-scale mechanistic model, but what we use those other parts for is dictated by the needs at the correct biochemical grounding scale\textsuperscript{4}.

Decomposition and localisation must therefore take place with constant, explicit reference to the proposed grounding scale and the function of the mechanism. Trying to ground a mechanistic model at the wrong scale produces parts that don’t feature in the function of the mechanism being investigated, and this is considered evidence for changing the decomposition and localisation work. The correct grounding scale is rarely, if ever, the smallest scale; mechanistic modelling is very explicitly not a reductionist approach. Quite the contrary; while modelling the mechanism at the grounding scale may be all that’s required for a satisfactory explanation, additional scales can also be modelled, and the relationship between the scales modelled as well. In addition, part of the empirical process has to be resituating the mechanism back in its typical context (Bechtel, 2009). Good mechanistic models are therefore typically multi-level, or multi-scale\textsuperscript{5}.

\textbf{Mechanistic research produces better models}

This taxonomy of scientific research programmes and the type of explanations they lead to has a normative element: the claim is that the models that come from a mechanistic research programme are scientifically better than ones that come from functional research programmes, and so, if available, this research and these models should be preferred. Bechtel and Abrahamsen (2010) frame this by listing six scientific tools mechanistic models give you. They: (a) demonstrate that a given mechanism is sufficient to produce the target phenomenon, (b) explore the functioning of the mechanism in a larger parameter space than is accessible in experiments, (c) identify whether candidate parts are essential to the mechanism’s functioning, (d) explore how particular types of

\textsuperscript{3}I’ll note here the ecological ontology provides an excellent decomposition guide for cognitive systems, which is a genuine strength we bring to mechanistic modelling in cognitive science.

\textsuperscript{4}Also, whether this is work worth doing is essentially up to the scientist; the biochemical scale analysis is perfectly mechanistic by itself and may also be as explanatory as required.

\textsuperscript{5}The word ‘level’ is a tricky one, and while it generally communicates the point a speaker wants to make, it does tend to cause trouble in more formal analyses. This has led several authors to prefer the word ‘scale’ (e.g. Eronen, 2015) as a more defensible way to express this idea, so I will rely on ‘scale’ from here on out. I just mention ‘levels’ here because that gets used in the literature and I wanted to make the link clear.
damage might affect the system by perturbing the model in particular ways, (e) explain how coordinated behaviour can emerge from the coupling of simpler mechanisms, and (f) explore the consequences of altering the relations between multiple mechanisms. Functional models have access to the first four benefits, but only mechanistic models provide access to the full list. That said, while mechanistic models are considered to be best practice, good functional modelling also has its place and the neo-mechanist literature does not demand we only do mechanisms; “While our view is conservative, it is not imperialistic. Specifically, we do not intend 3 M [model-to-mechanism mapping] to rule out nonmechanistic explanation generally” (Kaplan & Bechtel, 2011). If it turns out that there are good reasons why ecological psychology cannot be mechanistic, and if there is a good alternative research and modelling strategy available, this will be ok.

To summarise; mechanistic research analytically decomposes the mechanism responsible for the phenomena of interest into candidate real parts and processes, and then empirically characterises the dynamical properties of these parts and processes to see whether those properties are the ones that come together to produce the phenomenon. If not, this is a hint you are decomposing according to the wrong scheme or at the wrong scale. If yes, then you can bring these parts and processes back together into a model, organised with respect to each other in a way that reflects their organisation in the mechanism-being-modelled. You then gain several key scientific advantages over functional research and modelling. For example, the real components constraint means you can do meaningful science on the model itself, via simulations; perhaps perturbing or lesioning the model of the system in ways you cannot do to the system being modelled. This then feeds directly into future research aimed at expanding and improving the fidelity of the model representation of the actual system. If you can have them, dynamical causal mechanistic models are pretty great and worth pursuing.

The next question is therefore, can ecological psychology do mechanistic research and modelling? In the next section, I will argue that we can, by addressing the main ecological objections.

### Ecological objections to mechanistic research and modelling

I noted at the start that there are two related concerns about whether the ecological approach can or even should embrace mechanistic research and modelling.

**The ecological ontology is non-mechanistic**

The first concern, that the ecological ontology is explicitly non-mechanistic, is easily addressed. The ecological ontology is actually explicitly non-Cartesian (Gibson, 1979; Turvey, 2019); ‘Cartesian’ and ‘mechanistic’ used to be synonyms but aren’t any more (hence ‘neo-mechanists’). Ecological psychology rejects the idea that the only real parts and processes we have to work with are those of 17th century Cartesian physics, specifically primary and secondary properties. We also reject the Cartesian claim that the only notion of causation we have is linear chains of force transmission.

Fortunately, the neo-mechanistic literature is not committed to a Cartesian ontology (Kaplan & Craver, 2011). In fact, it is not especially committed to any particular
ontology, other than the basic realist assumption that there really are parts and processes out in the world to be found. This is because the neo-mechanistic literature is primarily an epistemological project, not an ontological one. It does not specify what your candidate real parts and processes should be; it only specifies that your explanations should make explicit reference to real parts and processes, and proposes empirical criteria for what counts as real (Craver, 2007). What those candidate real parts and processes are has to be provided by a relevant theory that includes an ontology. Any ontological system that defines a set of real parts and processes that can be empirically shown to be up to the job of producing the phenomenon at hand could, in principle, produce a mechanistic model of that phenomenon. In fact, trying to mechanistically model using various sets of allowed real components is actually a good way to see if your ontology is up to the challenge. Piccinini (2020) is trying to do this with the ontology of computational representations. Ecological psychologists reject this Cartesian ontology because we have reasons to believe it is not up to the job of explaining intentional, perceiving-acting physical systems. Instead, we flipped the question and ask ‘what kind of real parts and processes can produce such systems?’ and we end up with the ecological ontology of candidate real parts and processes such as dynamical affordances and effectivities, events, and kinematic perceptual information variables that specify these, plus more interesting notions of causation from complexity science and modern physics (Turvey, 2019). Regardless of whether it will work in practice, ecological psychology is at least well-placed to consider mechanistic research and modelling because we have an ontology of candidate parts and processes.

**You can’t decompose an organism-environment behavioural system**

The second concern is about whether it will, in fact, work in practice. The key to developing a mechanistic explanation and model of a phenomenon is the analytic and experimental processes of decomposition and localisation; identifying the real parts and process operating at the relevant scale, characterising their dynamical properties, and figuring out where in the dynamical organisation of the mechanism each piece lives. This heuristic process can fail in two circumstances. First, it fails if there are no parts to be found; connectionist networks are the typical example here. Second, and more relevant to ecological psychology, is that it fails when there are real parts and processes, but these interact nonlinearly in the mechanism that produces the phenomenon. The implication of this nonlinearity is that the dynamical properties of a part in isolation are not, in general, the dynamical properties of the part when it is in the mechanism. The mechanistic research programme of studying isolated components therefore fails to help develop an explanation of the intact system.

The ecological approach is broadly committed to the idea that behaviour emerges from nonlinear organism-environment systems, coupled via information. The practical upshot of this is that we must study perception-action systems as systems, and not in terms of isolated parts. The field seem therefore to immediately fall foul of the second obstacle to mechanistic research and modelling (Chemero & Silberstein, 2008; Silberstein, 2021; Silberstein & Chemero, 2013; Stepp et al., 2011).
There are two options available to us, if this is true. First, we can settle for functional analyses of behaviour, which are actually pretty informative, just limited. Second, we could see if there are other ways to explain besides mechanistic modelling. Chemero and Silberstein (2008) and Silberstein and Chemero (2013) adopt this second strategy, and propose that dynamical research and modelling can produce perfectly good explanations beyond functional analyses. They advocate ecological psychology to adopt this strategy. I have two responses to these points for our field to consider; first, dynamical models do not explain, and second, done carefully, it is, in fact, possible to meaningfully decompose and localise the real parts and processes of a perception-action system.

**Dynamical models do not explain**

The argument in favour of dynamical explanations is that dynamical models can get explanatory power from their ability to successfully predict phenomena, even if they make no reference to the underlying causal structure (Chemero, 2009; Chemero & Silberstein, 2008; Menary, 2007; Silberstein, 2021; Silberstein & Chemero, 2013; Stepp et al., 2009). There are three basic concerns that have been raised in response (Kaplan & Bechtel, 2011; Kaplan & Craver, 2011).

First, it’s actually quite trivial to show that prediction and explanation are not the same thing; for example, I can predict that a storm is forming based on falling mercury in a barometer, but that falling mercury does not explain why the storm is forming. Second, if predictive power and explanatory power are the same, there is no way to adjudicate between equally predictive models that rest on very different assumptions (as with the argument about verb tense learning discussed above) or include irrelevant details. The history of science is full of examples of this mattering; for example, both Ptolemy’s geocentric model of the solar system and Copernicus’ heliocentric models can save the phenomena but it is important that we are able to identify that only the latter explains those phenomena. Third, if predictive power and explanatory power are the same, there would be no scientific benefit from developing more mechanistic models; Copernicus would have had no motivation to overturn Ptolemy.

The first point is a concern about whether prediction has the necessary link to explanation; the second and third points are about how scientific progress would be hampered if prediction and explanation are equated. The net result is strong reason to think that dynamical covering law models, while interesting and powerful, do not get any explanatory power from their ability to predict (Kaplan & Bechtel, 2011; Kaplan & Craver, 2011).

I would like to add a concern, specifically that dynamical models can be seen to fail very quickly to predict characteristics of systems beyond the scope of the current dynamical equations. Take coordination dynamics. Chemero in particular has appealed to this topic on multiple occasions when arguing that dynamical models can be suitably explanatory (e.g. Chemero, 2009; Stepp et al., 2009). In particular, of course, he appeals to the history of the Haken-Kelso-Bunz style research and modelling of bimanual coordinated rhythmic movement (Kelso, 1995). This model is literally the exemplar of the application of dynamical systems theory to behavioural systems. It has been extraordinarily influential and pushed the development of dynamical models of behaviour in ways
that ecological psychology has greatly benefitted from, and it deserves its prominent place in the history of our field.

However, it also provides a clear illustration of why dynamical models describe, and do not explain. The HKB model accounts for the particular organisation of bimanual coordinated rhythmic movement via an attractor landscape. Specifically, the equations (organised at the scale of the order parameter relative phase) make it so there is a deep, steep attractor centred on 0°, a less deep, less steep attractor centred on 180°, and a repellor centred at 90°. The equations don’t explain why bimanual coordinated rhythmic movement has this attractor layout; it simply describes the fact that it does have this attractor layout (Bingham, 2004a). This became obvious when Zanone and Kelso (1994) made several predictions about how learning would proceed, based on the characteristics of the attractor landscape described in their equations of the untrained system; effectively, trying to use their characterisation of the intrinsic dynamics to predict dynamics not currently summarised in the equations. They predicted that relative phases at some close distance to 0° (e.g. 30°) would be harder to learn than relative phases at that same close distance to 180° (e.g. 150°), because the attractor at 0° was deeper and steeper and would therefore more strongly attract any attempt to perform relative phases close by, compared to the less deep, less steep attractor at 180°. This was empirically tested in two experiments (Fontaine et al., 1997; Wenderoth et al., 2002) and these studies found that precisely the opposite was true. Wenderoth et al suggested, and later work by Bingham (discussed below) confirmed, that the reason is the region around 0° is perceived very clearly, making 30° readily discriminated from 0°, while the region around 180° is perceived less clearly, making 150° relatively harder to discriminate. All this work pointed to the fact that 0° is not easy because there is a strong attractor there; it can be described as having a strong attractor there because it is easy. We still need a perception-based explanation of why it is easy, and the dynamical HKB model cannot serve as a guide to discovery to find that.

So, while dynamical systems modelling is excellent and a powerful part of the ecological research programme, the resulting models are not explanatory because the attractor dynamics they lay out merely summarise the data. As a result, attempts to predict dynamics beyond that data tend to fail. Attractors are not real parts, and it turns out that matters for our ability to ‘derive, predict and discover important things’ (Silberstein & Chemero, 2013, p. 964). This means that if nonlinear organism-environment behavioural systems really cannot be meaningfully analytically decomposed into real parts we can localise properties to, dynamical descriptions and functional analyses are the best we can get; no explanations for us. This would be okay, but a shame.

Luckily, this isn’t the case.

**You can analytically decompose an organism-environment behavioural system**

To illustrate this point, I will use Bingham’s perception-action model of coordinated rhythmic movement that he and colleagues (including myself) developed to replace the merely descriptive HKB model. This is an ecological programme of research that, uniquely, adopted the mechanistic research strategy of decomposition and localisation, and the resulting model stands as a better, ‘how-actually’ model of the mechanism underpinning the phenomena of this task. I want to use this programme as an example
of what such a programme looks like in practice, and how the discipline of hunting for real parts and processes paid off in terms of explanatory power. I will also draw the reader’s attention to how that programme was always guided with explicit reference to the behaviour of the mechanism at the system scale, which underscores the importance of a good grounding scale and shows how to handle the problem of nonlinear interactions and the loopiness of the systems we study. This is how the ecological approach helps guide what Bechtel (2009) calls ‘looking down, around, and up’ in order to keep mechanistic explanations situated.

The action parts. In bimanual coordinated rhythmic movement, two human limbs oscillate at some frequency and amplitude. The first question is therefore, what kind of real part is a rhythmically moving human limb? Note that we are not asking about limbs, but rhythmically moving limbs, because this is how the parts ‘limbs’ will feature in the full mechanism producing the phenomena of bimanual coordinated rhythmic movement.

Two perturbation studies (Kay et al., 1987, 1991) took single rhythmically moving human limbs, initially moving at a steady state with a set frequency and amplitude. They then mechanically perturbed them to identify their dynamical properties, by scaling the required frequency or by briefly speeding or slowing the motion with an external force. The authors then quantified how the system went about returning to its steady state with the aim of identifying what type of dynamical properties the intact system exhibited. They found five key dynamical properties; limit cycle stability, phase resetting, an inverse frequency/amplitude relation, a direct frequency/velocity relation, and a rapid relaxation time that is independent of frequency. These properties mean that the dynamics of the oscillating human limb are those of a nonlinear damped mass-spring driven by an autonomous driver (one composed of state variables, not by an explicit function of time). The basic form of a damped mass-spring is

\[ \ddot{x} + b\dot{x} + kx = 0 \]

where \( \dot{x}, \ddot{x}, \) and \( x \) are the state variables position and its derivatives velocity and acceleration, and \( b \) and \( k \) are parameters (damping and stiffness, respectively). You keep such a spring moving by driving it (keeping the equilibrium point equal to something other than 0), and you drive such a spring autonomously with a driver composed only of state variables.

Kay et al. (1987) modelled the limb by combining two well-known systems (the Rayleigh and the van der Pol oscillators) into a customised hybrid. This hybrid oscillator was just a dynamical summary of the relevant data, though, and not a model of an actual limb. The best candidate dynamical model of actual limbs is the physiologically motivated \( \lambda \)-model (Feldman, 1986). When Bingham came to model the coordination task, he instead two \( \lambda \)-model style damped-mass springs and drove them with their own phase (based on Bingham, 1995, 2004b; Goldfield et al., 1993; Hatsopoulos & Warren, 1996);

\[ \ddot{x} + b\dot{x} + kx = c \sin(\theta) \]

where

\[ \theta = \arctan \left( \frac{\dot{x}_n}{x} \right), \quad \dot{x}_n = \dot{x}/\sqrt{k} \quad \text{and} \quad c = c(k) \]
The model copes with the perturbation results by modelling the stiffness $k$ as a function of the sensed departure from the limit cycle

$$k = k_i + \gamma |e_i|, \quad e_n = \sqrt{v_n^2 + x^2}$$

This phase-driven oscillator fulfils all the criteria established above (the full oscillator has limit cycle stability and is driven autonomously) and produces all the observed dynamical properties (phase resetting, an inverse frequency/amplitude relation, a direct frequency/velocity relation, and a rapid relaxation time that is independent of frequency). This, I suggest, is a dynamical model of a real action part of the mechanism responsible for the characteristics of bimanual coordinated rhythmic movement, and we’ve been able to characterise its dynamics outside of the full bimanual coordinated movement task; decomposition and localisation were possible, and they worked.

A couple of things to note here. First, we have not decomposed the system very far; we have so far moved only from the two coupled rhythmically moving limbs to looking at the dynamics of a single rhythmically moving limb. Second, at this stage, we have studied the single limb system with perturbation methods, which keep that system intact but alters candidate state variables to see how the system responds. However, we are still doing decomposition and localisation relative to the full coordinated bimanual system, and we have identified a real part (a phase-driven damped-mass spring) whose dynamical properties have been localised to specific elements. This is a mechanistic approach!

Third, Bingham stopped at this stage because this was as far as he needed to go to identify a relevant real part. As I said above, where you stop is up to the needs of the scientist. If anyone wanted to go further, and identify the neuromuscular parts and processes that can get softly assembled into a rhythmically moving limb, they can, and they will do well so long as they proceed relative to this grounding scale. Such a programme exists, of course, in the form of Feldman’s physiological scale equilibrium-point hypothesis, and I’ll discuss at the end the possibility of an ecological neuroscience scale addition to all this as well.

The next step was to take two such oscillators, and couple them via an information variable.

**The perception parts.** A rhythmically moving limb is a real part that is, dynamically, a damped mass spring driven autonomously by its own perceived phase. To implement part of the coupling, each limb when coordinating with another limb is modelled as a damped-mass spring driven autonomously by the perceived phase of the other limb. All that was left was to identify the component of the driver that was relative phase specific and that produced the HKB phenomena ($0^\circ$ easy and stable, $180^\circ$ harder but still stable, $90^\circ$ maximally unstable).

This component is also perceptual, not neural or neuromuscular (the HKB phenomena persist between people watching each other; Schmidt et al., 1990). The question is therefore, how is the dynamical property relative phase specified in information? The information variable needs to be created when two rhythmically moving limbs are present, it must specify relative phase, it must be constituted only by state variables of the damped mass spring (to preserve the overall autonomy of the dynamic) and it must
produce the HKB phenomena, which it turns out only emerge when the oscillators are moving in parallel with each other (Bogaerts et al., 2003; Wimmers et al., 1992).

Bingham and colleagues ran a series of judgement studies in which they studied the perception of relative phase in isolation from the production of bimanual coordinated rhythmic movements (a decomposition and localisation approach). They first presented participants with visual point light displays of coordinated rhythmic movements, using either recorded movements or simulations. They also produced these motions moving side-to-side or in depth (Bingham et al., 1999; Zaal et al., 2000) and they scaled the frequency of the motions (Bingham et al., 2001). Finally they also tested the haptic perception of relative phase, by moving people’s limbs (Wilson et al., 2003). Across these studies, they had people judge the mean relative phase or the phase variability.

The results identified more key characteristics the variable specifying relative phase had to have. It was detectable in the same way via vision and haptics. In both cases, it was best discriminated around 0°, less well around 180°, and not at all around 90°. Increasing the frequency reduced discriminability, but mostly at 180°. The variable is defined throughout the trajectory; people could still make these judgements with parts of the motions occluded, although occluding the ends made the task harder than occluding the middle (Bingham, 2004a).

There are several candidate information variables for relative phase that are created by the presence of two rhythmically moving limbs, specifically relative speed, relative frequency, relative position and relative direction. The results above all favoured relative direction as the specifying information; of all of the candidates, it was the only one with all the necessary properties. To confirm this, Wilson and Bingham (2008) perturbed each variable separately in visual displays of rhythmically moving dots and had people judge them in terms of their coordination. The perturbations altered the motion of the displays in ways that kept all the candidate variables present and preserved the relative phase, but systematically stopped each candidate variable from specifying relative phase. If a person was using that perturbed variable to perceive relative phase, judging the relative phase would become impossible. Relative direction proved impossible to perturb without making the displays stop being coordinated rhythmic movements. Perturbations of relative speed, relative frequency and relative position simply added noise to the judgments, and did not stop people from doing the task. Relative direction is in the information variable most people use to perceive relative phase (at least, prior to training). We can now couple our (real) phase driven oscillators via our (real) informational variables.

A couple of things to note. Again, we haven’t decomposed the system far; people are judging properties of coordinated rhythmic movement displays. But again, we have studied a decomposed component (relative to the intact bimanual production system), and localised certain properties of that intact system (specifically, the HKB pattern) to the information specifying relative phase. And again, all the perceptual parts are real features of the optic or haptic array.

---

63 participants were perturbed by the position perturbation at 0° and 180°, and all participants trained to perceive 90° were perturbed by this as well, suggesting they were perceiving relative phase using relative position. This issue of individual variation and the consequences of learning are part of the next, ongoing round of research, discussed below.
The mechanistic model of bimanual coordinated rhythmic movement. The result of the mechanistic research programme is a model of the intact perception-action mechanism producing bimanual coordinated rhythmic movement prior to any training, built of real parts identified in experiments on the parts that characterised their dynamical properties (Bingham, 2001, 2004a, 2004b);

\[
\begin{align*}
\dot{x}_1 + bx_1 + kx_1 &= \text{csin}(\Phi_2)P_{ij} \\
\dot{x}_2 + bx_2 + kx_2 &= \text{csin}(\Phi_2)P_{ij}
\end{align*}
\]

where \(P_{ij} = \text{sgn}(\sin(\Phi_1)\sin(\Phi_2)) + z(\Phi_1 - \Phi_2)N_t\)

The model is two phase driven oscillators, coupled by the perceived phase of the other. This coupling is modified by the perceived relative direction, which is implemented as the relative direction of motion, discrimination of which is conditioned on the relative speed (experimentally confirmed by Snapp-Childs et al., 2011 in another mechanistic experiment on the decomposed task). This model fits all the criteria and reproduces all the phenomena, across both movement and judgement experiments.

Because the model is made of experimentally verified real parts and processes, the model has also had successes in accounting for phenomena beyond the tasks it was designed to model. Specifically, it has been guiding work on how other relative phases besides \(0^\circ\) and \(180^\circ\) are learned. Because in the model poor performance at \(90^\circ\) is caused by informational coupling, and not by other factors such as muscle homology, we predicted that learning to perceive \(90^\circ\) clearly would lead to improved performance at \(90^\circ\), without training at performing \(90^\circ\); this was confirmed by Wilson et al. (2010). Then, because relative direction is intrinsically variable at \(90^\circ\), this suggested improved performance there might require learning to perceive relative phase via a different variable; that variable is always relative position (Leach et al., 2021a; Snapp-Childs et al., 2015; Wilson & Bingham, 2008). Relative position also supports perception of relative phase across the board, including \(0^\circ\) and \(180^\circ\) (Wilson & Bingham, 2008) and \(60^\circ\) (Leach et al., 2021), and this supports the transfer of learning \(90^\circ\) or \(60^\circ\) to other relative phases (Leach et al., 2021a, 2021b).

These are all notable in contrast to the failure of the HKB attractor dynamics account to serve as a guide to discovery beyond the data it summarised. Bingham’s model above does not model learning or the resulting learned dynamic, but it has still served (along with a focus on only allowing real parts to play a role) to guide experimental work on learning for 15 years. The results of that work have now been implemented in a new version of the model that includes learning, which, as before, contains only real parts and processes (Herth et al., 2021). It now makes some further predictions about the process of learning that will require more experiments, and so on it goes.

Summary of the responses

The ecological objections to mechanistic modelling are that our ontology is explicitly not a mechanistic one, and that we study the type of nonlinear systems that resist decomposition and localisation. As a result, it has been argued that we should focus our attention on developing dynamical models instead, although that this is ok because these explain phenomena pretty well.
This section has provided some replies, specifically 1) our ontology is not the mechanistic Cartesian one of primary and secondary qualities, but rather a mechanistic ecological one of dynamical affordances and effectivities, events, and kinematic information variables, 2) dynamical systems models are great but they do not explain the way mechanistic ones do, and 3) mechanistic research and modelling is an option for ecological psychology because at least some decomposition and localisation is, in fact, possible and effective using our parts. Because mechanistic research and modelling produces top tier explanations, and because ecological psychology can do mechanistic research and modelling, I propose that we embrace this approach and see where we can take it.

**The mechanism taxonomy and ecological research**

I’ve argued here and in Golonka and Wilson (2019a) that the ecological approach can be mechanistic because, uniquely in the cognitive sciences, our ontology and research activity already explicitly trades in real parts and processes (affordances, effectivities, events, and information). Perhaps we are already doing the good science and we don’t need to worry about this particular philosophical literature. In this section, I want to justify why I think explicitly adopting the neo-mechanistic mindset and empirical practices is worth our attention; the take-home message is that while our ontology includes these parts, our models mostly do not, but they are trying to and the mechanism literature can help guide that development.

**Evaluating current ecological modelling within the taxonomy**

While ecological psychologists deal in real parts and processes in our theory, modelling work is more variable. Bingham’s work is unique in explicitly adopting a mechanistic programme of decomposition and localisation. The field is actually dominated by two basic approaches.

**Dynamical covering law models**

These are models like the HKB model, which contain no reference to any real parts or processes but instead summarise the dynamical characteristics of the system being studied in terms of attractors and repellors. These are not specific to a particular implementation of the system; the HKB dynamics, for example, have been applied to a wide variety of situations, from bimanual coordination to interpersonal coordination (e.g. Schmidt & Richardson, 2007) but also social memory (e.g. Nordham et al., 2018) and social behaviour in general (e.g. Tognoli et al., 2020), speech (e.g. Nam et al., 2009; Port & Kaipainen, 2002) and brain activity (e.g. Frank et al., 2000). This wide applicability is possible because the model is of higher-order dynamical patterns, and not specific real parts and processes. This is a powerful and informative approach, but as noted above, such modelling cannot explain why the patterns are present, only describe that they are present. Useful, therefore, but limited, and done with no reference to ecological real parts and processes.
**Behavioural dynamics models**

Probably the most common form of research and modelling in ecological psychology can be broadly referred to as *behavioural dynamics* (Warren, 2006). Across all the many examples, this modelling strategy does analytically decompose the organism-environment behavioural system one step; into agent dynamics, and information about the environment. Information variables are then typically modelled in a real parts fashion; the model includes a specification of the actual information variable hypothesised to be used in performance of the task. However, this is as mechanistic as the model and research strategy gets. Agent dynamics are typically modelled with the kind of abstract dynamical systems models seen above; the goal is simply to describe the observed attractor/repellor landscape. In addition, the empirical research always takes place on the intact system; there is no recourse to any process of decomposition and localisation. These models do gain some explanatory power relative to dynamical covering law models, thanks to the inclusion of terms that represent an actual real ecological part, but only some power, as I’ll now illustrate.

Fajen (2007) calls the resulting models examples of *information-based control*. Because they do not model organism-agent dynamics with the real ecological parts ‘effectivities’ and ‘affordances’, they run into a problem. They rely on information variables specifying current states of the agent (e.g. “I am (not) currently braking hard enough to stop”) rather than about affordances and effectivities (e.g. “it is (not) still possible to stop within the limits of my braking capabilities.”). As a result, they do not respect *action boundaries*; the model has no information in it about whether it is possible for the agent to achieve the information-based control goal. They therefore fail to explain many features of skilled action which entail sensitivity to action boundaries. Fajen advocates moving towards *affordance-based control*, in which the information is constrained to be of affordance properties, and models include a consideration of the agent’s effectivities; the result is a better explanation of actual behaviour in his tasks. The result is a move towards explicitly representing more ecological real parts and processes in our models; it has, at least, mechanistic motivations. Again, however, the research strategy focuses on studying the intact system only (no decomposition and localisation) and so it is not yet an explicitly mechanistic programme of research and modelling; it has also not become very common yet.

Ecological psychology remains dominated by behavioural dynamical research and modelling, but it is also clearly engaging with questions of whether these count as an adequate explanation, and how we can include the real parts and processes from our ontology in our models. These questions are precisely what the mechanistic literature is designed to provide answers to; research via decomposition and localisation, and modelling of the resulting real parts and processes. If we engage with this literature to attempt to explicitly develop dynamical mechanistic models, we will have useful guidance as we tackle important issues in ecological psychology and work to produce the kind of better models researchers want, and which Bingham’s work show us are possible.

**Informing future ecological research with the taxonomy**

Besides offering a framework to guide the development of research programmes and models that explicitly align with the ecological ontology, I suggest here that the real
components discipline of the mechanistic modelling strategy can help inform theory development and help preserve our rigour as we work to expand the scope of the ecological approach.

**Neuroscience**

One key domain in which the real components constraint can provide crucial discipline is in developing a Gibsonian neuroscience\(^7\) that can be a real contender in the field. As a field we have sensibly avoided jumping into studying the brain, as we recognise that we must first provide a behavioural scale ‘job description’ that can meaningfully constrain the role we propose the nervous system plays in our behaviour. The field of cognitive neuroscience has more fully come around to this view recently, with several high-profile papers arguing that good behavioural work is required to enable good neuroscientific work (e.g. Hasson et al., 2020; Jirsa et al., 2019; Krakauer et al., 2017). Krakauer et al explicitly cite the mechanism literature to note the need for a behavioural grounding scale theory to constrain neuroscience research and modelling. Ecological real parts and processes provide that grounding scale the way nothing else in psychology can right now (Golonka & Wilson, 2019a) putting us in the best position to develop a really effective cognitive neuroscience.

We as a field are ready to have these discussions, as evidenced by a recent issue of *Ecological Psychology* that presented a variety of contributions feeding into this new endeavour (de Wit & Withagen, 2019). In that issue, Golonka and Wilson (2019b) argued that ecological perceptual information about task dynamical properties identifies the correct behavioural grounding scale for understanding functional neural activity, and that the nervous system should therefore be considered in terms of how it brings that information and our effectivities together to form task-specific devices that successfully complement the task affordances. This was an explicitly mechanistic approach, building on Golonka and Wilson (2019a); information defines our grounding scale, and we took the real-components constraint as seriously as we could as we tried to derive the implications of interacting with real ecological information variables for understanding neural activity. We also then proposed a first draft analysis of how that neural activity might go on to serve as real components for other, more abstract, “representation-hungry” problems.

While it is early days and there is much work to be done on this framework, we found the mechanistic mindset provided us with an invaluable discipline as we developed our analysis; we couldn’t simply invoke any filler terms implemented in abstract representations\(^8\) to fill gaps. (This was important, because that is the kind of move we have criticised non-ecological neuroscience for making; Charles et al., 2014). The next

---

\(^7\)Some ecological psychologists think we do not need to develop this scale for our explanations and I’d like to note here again that this move is not compulsory, from a mechanism point of view. Sometimes the explanation at the grounding scale is all that is required for a satisfactory explanation of the behaviour in question, and that’s just fine; it’s up to the scientists to decide if pursuing a multi-scale explanation is worthwhile. However, if they do want to pursue one, having the right grounding scale to constrain it is a definite requirement and the real components discipline will be invaluable to making that work as effective as possible.

\(^8\)We did call the paper ‘Ecological Representations’, which in hindsight may have been a public relations error. Nevertheless, representations are invoked by cognitive science to solve particular problems, and the fact is that our ecological mechanistic analysis solves those problems in representational ways, just with more defensibly real parts and processes. It’s a tricky one, we know.
move is therefore to consider how best to dynamically characterise the informationally-constrained neural real parts that form one scale of a multi-scale behavioural mechanism. The special issue had some promising alternatives worth exploring, in the form of Transiently Assembled Local Neural Subsystems (TALoNS; Raja & Anderson, 2019), structured flow on manifolds (Jirsa et al., 2019), the formalisms of the Free Energy Principle (Bruineberg & Rietveld, 2019; see also Bruineberg et al., 2018; Bruineberg & Rietveld, 2014), and neural resonance (Fultot et al., 2019). Time will tell which approach will work best, but if the resulting work is properly grounded at the scale of ecological behavioural mechanisms then I suggest that our neuroscience will be a major leap forward compared to the functional analyses of non-ecological cognitive neuroscience.

Conclusions

The discipline that comes with mechanistic research and modelling leads to good scientific practice. It prevents us from panicking when at first we don’t succeed; that just becomes a hint that we are grounding our explanation at the wrong scale. It stops us from filling gaps in our understanding with capacities such as ‘efference copy’ or ‘temporal coding’ and forces us to consider how to get that capacity only out of the real parts and processes our ontology provides. It provides strong reasons not to be reductionist, but multi-scale in our explanations, and guides how to do that carefully (Bechtel, 2009). And, of course, those explanations, implemented as dynamical systems models, are actually explanations, with all the benefits that come with that; we can use the model to study the system in ways we can’t in the actual system, and it serves as a much more successful guide to discovery as we engage in iterative rounds of research and modelling. If a scientific research programme can be mechanistic, it should be.

Ecological psychology has argued for a long time that it cannot be mechanistic; our ontology doesn’t permit it. We have therefore invested in dynamical and information-control research and modelling strategies instead. However, I have argued here that these are not as explanatory as ecological researchers have claimed, and the limitations can be seen in the empirical literature. If this is all we have access to, then so be it; we can still do perfectly useful science. I have argued instead that ecological psychology can be a fully mechanistic research and modelling programme, and that therefore we should work to become one, in order to gain all the explanatory benefits of the approach. I have done this by addressing the ecological objections to justify the claims that a) our ontology, while non-Cartesian, still provides allowable candidate real parts and processes, and b) we can avail ourselves of the decomposition and localisation research programme to study the systems these components form, using Bingham’s research programme about coordinated rhythmic movement as a proof-of-concept. We can do it in theory, we can do it in practice, and the result is demonstrably better models and

---

9Maybe. My reading of this paper and the fact Turvey is one of the authors suggests to me that the offered account of neural resonance is to be used more like a dynamical covering law. However, a reviewer suggested and I agree that the resonance they discuss is tied to specific properties of groups of neurons, so, like the other options, neural resonance may end up being a useful dynamical characterisation of a real component in a future ecological neuroscience mechanistic model. I’ll just flag this up here for people to consider, but don’t read this as committing those authors to anything they may not agree with.
explanations. Uniquely in the cognitive sciences, the ecological programme of research and modelling can, and therefore I suggest should, explicitly work to become mechanistic.
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