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Abstract
Time series data is often composed of a multitude of individual, superimposed dynamics. We propose a novel algorithm for inferring time series compositions through evolutionary synchronization of modular networks (ESMoN). ESMoN orchestrates a set of trained dynamic modules, assuming that some of those modules’ dynamics, suitably parameterized, will be present in the targeted time series. With the help of iterative co-evolution techniques, ESMoN optimizes the activities of its modules dynamically, which effectively synchronizes the system with the unfolding time series signal and distributes the dynamic subcomponents present in the time series over the respective modules. We show that ESMoN can adapt modules of different types. Moreover, it is able to precisely identify the signal components of various time series dynamics. We thus expect that ESMoN will be useful also in other domains—including, for example, medical, physical, and behavioral data domains—where the data is composed of known signal sources.

Keywords Time series identification · Modular recurrent neural networks · Dynamic modules · Non-stationary processes · Online co-evolution · Synchronization

1 Introduction

Most time series data originates from sequential measurements, which typically reflect the dynamics of several, concurrently unfolding, hidden processes. Time series analyses attempt to identify the contents of the time series and, ideally, their exact causes. That is, an analysis ideally discloses which individual
processes generate the time series, how big their individual contributions are, their current respective parameterization, and their relative alignment. In this study, we assume that the considered time series are indeed produced by a finite number of underlying processes, which we model either by dedicated parameterized equation modules or recurrent neural network (RNN) modules.

Modularized RNNs have been used to model sequential data in various previous studies (cf. e.g. [3, 16, 22, 36]). For example, a modularized spiking neural network has been used to model motor synergies [5]. Using evolutionary algorithms, modularized ANNs were optimized for the generation of biologically plausible motion [10]. Related modularizations of feed-forward networks to various tasks can be found in [2, 4, 12, 14], whereas generalized linear models were used in [6]. Sometimes the individual modules are not connected to each other [3, 6, 22]. Elsewhere, they are hierarchically organized in order to foster system understanding [2, 16]. One highly relevant advantage of modularity is explainability, particularly when the modules explicitly identify the underlying processes. Additionally, a priori knowledge can be integrated easily [27] and the resulting model is typically rather compact [21, 26]. Application options for modularized network architectures cover a wide range, including the modeling of static [13, 14] and dynamic [4, 17, 27] data, robot control problems [5, 12], or even playing board games [29]. In all cases, the individual modules’ activities of the network need to be tuned to the data at hand.

In this paper we focus on temporally dynamic processes that can be represented by linear combinations of independent module dynamics. The modules’ parameters and internal activities are tuned to the data stream on-the-fly, aiming at synchronizing the modules’ activities online in order to accurately simulate the perceived dynamics. As a result, the resulting activities can be used in a closed-loop manner to simulate the time series dynamics further into the future. The main assumption is that the hidden dynamic processes that generate the time series data can be modeled by means of the available modules, whereby each module produces rather simple dynamics, such as a sine wave with a particular frequency and amplitude range.

We propose evolutionary synchronization of modular networks (ESMoN), a novel algorithm that analyzes, decomposes, and tunes its predictive activities to the time series dynamics online. We equip ESMoN with particular dynamic modules, which model components of the target dynamics. ESMoN assumes that combinations of the available, suitably parameterized and synchronized modules can model the target dynamics. It tunes both the internal dynamics and the parameter values of its dynamic modules online, minimizing a time series reconstruction error by means of co-evolution. We will show that the algorithm is largely indifferent to the types of modules it is equipped with, which allows a flexible module choice dependent on the target application at hand. As suggested elsewhere, any tuning algorithm of a modular network needs proper constraints to ensure convergence towards the required solution [6, 13]. In ESMoN, the concurrent tuning of the modules’ activities and the parameters through co-evolving populations using differential evolution techniques fosters convergence. Moreover, the types of modules and their possible parameterizations constrain the tuning process, where we either use parameterized equation modules or small echo state network (ESN) modules as individual dynamic models.
We now first give short introductions to co-evolution and differential evolution—the two main evolutionary principles used in ESMoN. We then detail the ensemble of dynamic modules, the parameters, and involved activities, which ESMoN strives to optimize online. Finally, we introduce the employed ESN modules. Section 3 describes the ESMoN’s structure and algorithm, while Sect. 4 analyzes its performance on time series of different complexity, including imbalanced and non-stationary data, using different types of dynamic modules. An outlook concludes the paper.

2 Theoretical background

This section gives short descriptions of the basic concepts used in ESMoN. The details on ESMoN itself are then provided in Sect. 3.

2.1 Co-evolution

ESMoN co-evolves $M$ populations simultaneously. Each such population $m \in \{1, \ldots, M\}$ contains individuals, which generate (simple) time series predictions. The individual predictions are then combined to yield actual (complex) joint time series predictions. Due to the consequentially simpler individual genotype structures, co-evolutionary search has been shown to become less greedy and to overcome local optima easier [8]. The independence of the modules offers further advantages such as decoupling of the unfolding co-evolutionary dynamics and simpler regrouping of the modules.

Each individual $i_m$ in a particular module’s population $m$ is assigned a fitness in a co-evolutionary manner, aiming at minimizing joint error:

$$F(i_m) = 1 / e(i_m, i_{C(m)})$$

where $C(m) = \{m' \mid m' \in M \land m' \neq m\}$ refers to all other (contextual) modules and $i_{C(m)}$ specifies the respective individuals from the other modules’ populations, which are combined with $i_m$ for its fitness calculation. We apply the standard mean squared error (MSE) to determine $e()$, but certainly other error measures may be applied.

Note that the particular individual fitness supposes cooperation between populations for maximizing $F(i_m)$ [18, 23, 28, 31]. The choice of the context individuals $i_{C(m)}$ in (1) induces fitness subjectivity, which is a critical challenge for co-evolutionary approaches, because an “unlucky” context choice may lead to a loss of useful individuals. We use a rank-based ordering of the individuals in each population and combine individuals of the same rank across populations to estimate individual current fitness. A similar but slightly more probabilistic approach has been used, for example, in [8].
2.2 Differential evolution (DE)

All candidate solutions are encoded by a population of real-valued vectors. We used differential evolution (DE) [7] to reduce computational effort while fostering fast online convergence. DE generates new candidate solutions by means of a multi-parent mutation rule:

$$v_i = p_a + F \cdot (p_b - p_c),$$

where $v_i$ is a mutant genotype, which is produced for each parental individual $p_i$ in a population. $p_a, p_b, p_c$ denote the genotypes of randomly chosen individuals, which must differ from each other as well as from $p_i$. $F \in (0, 1]$ is the differential weight, which essentially determines the strength of modifying genotype $p_a$. Mutation is followed by recombining $v_i$ with its direct parent $p_i$, yielding the child $c_i$. Recombination applies uniform crossover, replacing each parental gene with probability $CR$. We additionally ensure that at least one gene is actually replaced.

After recombination, $c_i$ replaces $p_i$ if its fitness is not worse than the one of its parent.

2.3 Ensemble of dynamic modules

ESMoN consists of a number of modules, each of which is designed to model a particular range of dynamics. Together, we refer to the modules by an ensemble of dynamic modules $\mathcal{M}$. Each module is operating entirely independently of the others. There are no direct connections between them. As a result, the modules can be designed independently, which enables the flexible combination of highly differing dynamics, such as the ones studied in [21].

We compute the output of an ensemble of modules by a weighted sum (cf. the schematic visualization in Fig. 1), but other combinations are generally possible as well:

$$o(t) = \sum_{m=1}^{M} r_m \cdot o_m(t),$$

where $M$ denotes the number of modules $\mathcal{M}$, $o_m(t)$ is the output of the $m$th module at time $t$, and $r_m$ is a responsibility parameter, which weighs the impact of the $m$th module’s output. The product of the module output $o_m(t)$ and its responsibility $r_m$ is the contribution of the $m$th module to the ensemble’s output $o(t)$. Setting the responsibility $r_m$ to zero effectively deactivates the respective module. Previously, similar ensembles of dynamic modules were presented in [21] as a modular Echo-State Network (mESN), where each module consisted of a simple ESN. Here, we show performance of ESMoN with such neural modules as well as with parametric modules, whose behavior is defined by a parameterized equation. Note that other module combinations, including the mixing of neural and parametric ensembles are certainly possible.
2.4 Echo state networks

ESNs offer a possibility to encode particular neural dynamics compactly. It has been shown multiple times that only relatively few neurons and low computational effort is needed to model rather complex oscillating dynamics [20, 21, 24]. Moreover, ESNs were shown to be able to generate periodic dynamics for an extended period of time with extremely small error. The abilities of ESNs were further improved by means of modularizations in multiple studies [3, 21, 26]. Figure 2 shows the structure of a standard ESN. It consists of hidden neurons, output neurons, and, optionally, input neurons. Each hidden neuron is recurrently connected with some or all other hidden neurons. Here we neglect input neurons, which may further modify the internal dynamics. As a consequence, the internal recurrences combined with the external recurrences via the output neurons determine the reservoir’s dynamics.

The activities $x(t)$ in the reservoir at time point $t$ determine the reservoir’s output:

$$o(t) = f_{out}(W_{out}x(t)).$$

(4)

where $o(t)$ denotes the ESN output, $x(t)$ the reservoir’s neural activities, $f_{out}$ the activation functions of the output neurons, and $W_{out}$ the output weight matrix, which is sequence-optimized directly via:

$$W_{out} = X^{-1} \cdot T,$$

(5)

where $X^{-1}$ denotes the inverted matrix of the reservoir states on the training sequence and $T$ the corresponding sequence of target outputs.

Besides $W_{out}$, an ESN contains a reservoir weight matrix $W_{res}$, an input weight matrix $W_{in}$, and an output feedback weight matrix $W_{ofb}$. While $W_{out}$ is determined during training, the other weights are initialized at random and rely on properly scaled value ranges [15, 20]. Each time step, the reservoir’s state activities are updated as follows:
where \( t \) denotes the current time step, \( f \) the activation function of the reservoir neurons, and \( u(t+1) \) a vector of input values. Note that input and output feedback connections are optional. Here, we only include output feedback connections. More details on the training procedure and properties of standard ESNs can be found elsewhere [15].

\[
x(t + 1) = f(W_{in} \cdot u(t + 1) + W_{res} \cdot x(t) + W_{ofb} \cdot y(t)),
\]

where \( t \) denotes the current time step, \( f \) the activation function of the reservoir neurons, and \( u(t + 1) \) a vector of input values. Note that input and output feedback connections are optional. Here, we only include output feedback connections. More details on the training procedure and properties of standard ESNs can be found elsewhere [15].

3 Evolutionary synchronization of modular networks (ESMoN)

ESMoN co-evolves the activities in its ensemble of dynamic modules \( \mathcal{M} \) online in order to accurately predict and identify the components of the unfolding time series composition. Co-evolution is synchronized with a sliding window that moves along the time series. The data from the window is used to compute the fitness of each module’s individuals. In order to tune the internal dynamics of the individual modules into the unfolding time series maximally accurately, the respective modules’ activities have to synchronize while participating in a co-evolutionary competition for their respective overall utility. We now specify the individual components of the ESMoN algorithm, which tackle this challenge, specifying first the overall objective followed by an algorithmic description of ESMoN and further details on its evolutionary search and permutation routines.1

1 The code including the experimental setup used to run the experiments detailed below is available online: https://github.com/CognitiveModeling/esmon
3.1 Synchronization objective

Given a time series and a particular set of modules $\mathcal{M}$, ESMoN needs to find module activities that simulate the data with highest possible accuracy. Let us denote the time series target values, which will have a particular synchronization sequence length $T_{\text{synch}}$ with $y(t)$ and the output of the ensemble with $\mathbf{o}(t)$. Synchronization has the objective to minimize the discrepancy between them, denoted as the Euclidean norm:

$$e(t) = ||y(t) - \mathbf{o}(t)||_2,$$

where $\mathbf{o}(t)$ is determined as a responsibility-weighted sum over the individual modules’ outputs $\mathbf{o}_m(t)$ as specified in (3). The challenge for ESMoN is to identify the hidden time series components, their contribution, and their alignment in time. Since the output $\mathbf{o}_m(t)$ of each dynamic module $m$ is a function of the respective time-varying internal states $\mathbf{x}_m(t)$, ESMoN searches for a set of internal states $\mathbf{x}^*(t)$ which minimize the discrepancy (7):

$$\mathbf{x}^*(t) = \arg\min_{\mathbf{x}} e(t).$$

In order to foster convergence, ESMoN restricts the amplitude and internal state activity ranges of each module, as detailed below.

3.2 ESMoN algorithm

ESMoN synchronizes its population via co-evolution while progressing along the time series $y(t)$. A precise algorithmic description is provided in Algorithm 1.

**Algorithm 1** ESMoN($\mathcal{M}, y(t)$)

1: Initialize $\{P_1, \ldots, P_M\}$ \hspace{1cm} \triangleright consider the valid ranges (10) and (11)
2: Assign $W_t$ from $y(1)$ to $y(T_W)$ \hspace{1cm} \triangleright sliding window over time series
3: for $t = T_W$ to $T_{\text{synch}}$ do \hspace{1cm} \triangleright progress along the sequence
4: \hspace{1cm} for $n = 1$ to $N(t)$ do \hspace{1cm} \triangleright number of generational optimizations
5: \hspace{1.5cm} for $m = 1$ to $M$ do \hspace{1cm} \triangleright optimizing individual populations
6: \hspace{1.5cm} \hspace{1cm} Differential Evolution of $P_m$ on $W_t$ \hspace{1cm} \triangleright Algorithm 2
7: \hspace{1.5cm} \hspace{1cm} Fermutation of $P_m$
8: \hspace{1cm} end for
9: end for
10: Advance $\{P_1, \ldots, P_M\}$ \hspace{1cm} \triangleright using (6) or applying a parametric module step
11: Update $W_t$ with $y(t + 1)$ \hspace{1cm} \triangleright advance the sliding window
12: end for
13: Find $\mathbf{g}^* = \{\mathbf{p}_{\text{best}, 1}(T_{\text{synch}}), \ldots, \mathbf{p}_{\text{best}, M}(T_{\text{synch}})\}$

The modules’ populations $P_1, \ldots, P_M$ are first initialized, assigning uniformly-distributed random values over the corresponding valid ranges. At a particular point in time $t$, each individual $i$ in population $P_m$ encodes a particular internal state activity $\mathbf{x}_m(t)$ and a responsibility estimate $\mathbf{r}_m(t)$:
\[ p_{mj}(t) = \{ r_{m}(t), x_{m}(t) \}. \] (9)

The valid range of responsibilities \( r_{m} \) is always \([0, 1]\), where 0 indicates module irrelevance. The internal states have their own valid ranges for each internal state \( j \) in each module \( m \):

\[ x_{mj} \in [\gamma_{mj}^{\text{min}}, \gamma_{mj}^{\text{max}}]. \] (10)

where the limits \( \gamma_{mj}^{\text{min}} \) and \( \gamma_{mj}^{\text{max}} \) are set to the smallest and largest activation values that were encountered during training in the case of neural modules, or to the naturally valid ranges, e.g. the phase of a sine wave is \( \in [0, 2\pi] \), in the case of parametric modules. Similar restrictions are imposed onto the module outputs:

\[ o_{mj} \in [o_{mj}^{\text{min}}, o_{mj}^{\text{max}}]. \] (11)

where the valid ranges \( o_{mj} \) are again determined during training similar to \( \gamma_{mj} \) in (10).

At every time step \( t \) the algorithm produces \( N(t) \) generations for each population and prospectively evaluates the produced offspring on the sliding window \( W_t \) of size \( T_W \), starting at current time step \( t \) reaching backwards in time. To counteract premature convergence, we linearly increase the number of generations per synchronization window from 1 to \( N_{\text{max}} \):

\[ N(t) = 1 + N_{\text{max}} \frac{t - T_W}{T_{\text{synch}} - T_W}, \] (12)

where \( T_{\text{synch}} \) denotes the overall synchronization sequence length and \( N_{\text{max}} \) specifies the maximum number of generations. As a result, early on few generations avoid premature convergence, while later a larger number of generations tunes the genotypes even more exactly into the time series dynamics.

While progressing along the sequence, ESMoN optimizes each population \( P_m \), interleaving the differential evolution-based determination of the next generation of an individual population with respective rank-based permutations (lines 5–9 in Algorithm 1). Details of the implemented differential co-evolution are given in Sect. 3.3. Permutation reorders the individuals of a population according to their fitness values, where the best comes first. This reordering does not necessarily lead to instant fitness improvements, but it assures that similarly-potent individuals are mixed while partially fostering diversity. As a result, co-evolutionary dynamics unfold where each population’s next generation intricately depends on the evolution of the other populations. Our interleaving method resembles so-termed coordinate descent [33], where the populations play the role of coordinates in the search space. Once all modules’ \( \mathcal{M} \) underwent \( N(t) \) differential evolution generations, both the module states \( x_{m}(t) \) and the sliding window advance one time step. In the case of the module states, essentially one simulation step is run by means of the respective models (e.g. one ESN-controlled recurrent step is processed).

After reaching the end of the synchronization sequence, ESMoN combines the best individuals \( g^* = \{ p_{\text{best},1}(T_{\text{synch}}), \ldots, p_{\text{best},M}(T_{\text{synch}}) \} \) from all populations, yielding the final performance:
3.3 Differential co-evolution

Differential evolution aims at optimizing the modules’ internal states $x(t)$ and module responsibilities $r$ with the objective to minimize the average error (13). An algorithmic description of its implementation in ESMoN is provided in Algorithm 2. Each module contains a population $P_m$ of individuals $i$, each of which specifies a particular internal state $x_i(t)$ and responsibility $r_i(t)$ pair, denoting its genotype at time $t$. Due to the distinct semantic roles of state and responsibility, the differential evolution operations differ, evolving either $r_i(t)$ with probability $P_r$ (here set to 20%) or $x_i(t)$ otherwise.

Algorithm 2 Differential Evolution$(P_m, W_t)$

```plaintext
1: for $p_i$ in $P_m$ do
2:    Choose a part of $p_i$ for mutation ▷ over individuals
3:    if responsibility is chosen then
4:        Produce $o_i$ through mutation of $r_i$
5:    else
6:        Produce $o_i$ through mutation of $x_i$
7:    end if
8:    Compute performance of $o_i$ ▷ using (17)
9:    Select offspring or keep parent ▷ $o_i$ or $p_i$
10: end for
```

Mutation of responsibilities $r_i(t)$ aim at potentially disabling irrelevant modules through fast reduction of their amplitudes while fostering local neighborhood search meanwhile. We thus implemented a single parental value-based mutation:

$$r_i^{\text{offspring}} = r_i^p(t) \cdot N(1, 1),$$  \hfill (14)

where $r_i^p(t)$ is the parental responsibility value and $N(1, 1)$ denotes a normally distributed value with both mean and standard deviation set to 1.

Mutation of the individuals’ states $x_i(t)$ apply proper differential evolution. We apply the “DE/target-to-best/1” mutation scheme:

$$v_i = p_i + F \cdot (p_{\text{best}} - p_i) + F \cdot (p_a - p_b),$$  \hfill (15)

where $v_i$ is the mutant individual, $p_i$ is the direct parent, $p_{\text{best}}$ is the current best individual in the respective module’s population, $p_a$ and $p_b$ are randomly chosen and must differ from $p_{\text{best}}$, $F$ is the differential weight. Note that in contrast to the standard differential evolution rule, this rule includes the best individual to determine the differential gradient, which has been shown to often yield orders of magnitude better final accuracy [24].
Note that this differential evolution procedure may generate invalid offspring values $v_{ij}$ that lie outside of their respective valid ranges. In this event, the invalid offspring value is replaced by a value that is drawn from a normal distribution with the parental value $p_{ij}$ as its mean and standard deviation:

$$\sigma_{\text{repair}} = \frac{1}{3} \times \min \{ |p_{ij} - \gamma_{m_j}^{\text{min}}|, |p_{ij} - \gamma_{m_j}^{\text{max}}| \},$$

which focuses the repaired value around the parental value relative to the distance of the closer boundary.

Offspring is evaluated on the sliding window $W_t$, which has length $T_W$. Like in all co-evolutionary algorithms, fitness dynamically depends on the paired individuals from the co-evolving modules. We pair individuals fitness-rank-based as shown in Fig. 3. According to Eqs. (1) and (13), we compute the fitness of an individual with rank $i$ in the population of module $m$ as follows:

$$F_{mi}(t) = \frac{T_W}{\sum_{t \in W_r} (y(t) - \sum_{m \in [1, \ldots, M]} r_m(t) o_{mi}(t))^2},$$

where index $i$ indicates the rank of individuals in the respective population modules $m$. Note how the fitness $F_{mi}(t)$ actually only depends on the rank. It is equal for all modules $m \in \{1, \ldots, M\}$. The assignment, however, is only applied to the population that is currently evolved. Nonetheless, the subsequent reordering of population...
$P_m$ (cf. Line 7 in Algorithm 1) indirectly affects the co-evolving fitness values of the individuals in the other populations.

The obtained fitness $F_{mi}(t)$ is then compared to the fitness of the direct parent, replacing the parent if (i) the offspring’s fitness is equal or better than the parent’s, (ii) the overall output $\sum_{m \in\{1,\ldots,M\}} r_m(t) o_{mi}(t)$ stays in the valid range, and (iii) the error is not steadily increasing over the fitness window, which would correspond to a small but slowly and steadily diverging error. Involving the conditions (ii) and (iii) punishes the individuals that encode instable dynamics, on the one hand. On the other hand, selection of the individuals is not solely dependent on the elitist criterion (i). Randomness in the behavior of the instable recurrent modules in the beginning of synchronization counteracts the elitism. This helps maintaining the diversity in the populations and promotes exploration of the search space.

4 Experiments

We evaluate the algorithm first on one-dimensional time series data. We thereby increase the data complexity by varying the number of basic dynamics as well as by changing their individual characteristics statically and dynamically. Here we focus on the multiple superimposed oscillators challenge [31, 36]. We show that ESMoN is applicable to ensembles of neural modules ($M_N$) as well as to directly parameterized ensembles ($M_P$), synchronizing either one well and identifying the present dynamic components. The comparison to the Fast Fourier Transform (FFT) baseline shows that ESMoN performs competitively on mimicking the target sequence but clearly outperforms FFT when autoregressively simulating the unfolding sequence dynamics in a closed-loop manner further into the future. The results thus underline ESMoN’s great potential for both approximating and forecasting modular dynamics. Furthermore, ESMoN may generally be applied to other compositions of dynamics. To underline this potential, we finally evaluate ESMoN’s performance on two-dimensional time series data.

4.1 Multiple superimposed oscillators

In the one-dimensional case, the target dynamics consisted of linearly combined sine waves, that is, multiple superimposed oscillators (MSO). MSO complexity can be easily modified by varying the number and parameters of the basic oscillations, including their respective amplitudes.

4.1.1 Experimental setup

MSO time series have already been considered as a benchmark problem with different numbers of sine waves in several studies [11, 24, 31, 36]. Despite of their simplicity, MSOs are a challenging problem for typical gradient-based sequence
learners such as fully-connected LSTMs, which tend to fail already at predicting two superimposed waves for more than just a few time steps [25]. Their combined activity is computed by:

\[
y(t) = \sum_{k=1}^{K} a_k \cdot \sin(\lambda_k t + \phi_k),
\]

where \( K \) is the number of sine waves; \( a_k, \lambda_k, \phi_k \) are their amplitudes, frequencies, and phases, respectively; \( t \) is an integer time step. We used the following frequencies, which were considered in earlier studies on MSOs: \( \lambda_1 = 0.2, \lambda_2 = 0.311, \lambda_3 = 0.42, \lambda_4 = 0.51, \lambda_5 = 0.63, \lambda_6 = 0.74, \lambda_7 = 0.85, \text{ and } \lambda_8 = 0.97 \). Thereat, only \( \lambda_1 \) was present in the easiest time series MSO1. \( \lambda_1 \) and \( \lambda_2 \) were present in MSO2, \( \lambda_1 \) to \( \lambda_4 \) — in MSO4, \( \lambda_1 \) to \( \lambda_6 \) — in MSO6, and all \( \lambda \)'s in the most challenging MSO8.

In the standard setting, all amplitudes \( a_k \) are equal to unity, which we refer to as balanced time series. Unequal amplitudes, where we set \( a_k \in [0, 1] \) yielding imbalanced time series, increase complexity. Related variations for two components with amplitudes of 0.75 and 2.25 were considered in [2]. In [1], amplitude of a single sine wave was abruptly changed as a random value normally distributed with the mean of 1 and the standard deviation of 0.2. In [24], sine waves had random amplitudes from [0.1, 1.0].

While most related work only considers zero phases (\( \phi_k = 0 \)), we varied phases randomly in the interval \([0, 2\pi]\) similar to [24]. Each time series was split into 300 synchronization time steps and 300 subsequent test time steps, where autoregressive forecasting unfolded in closed-loop without further input considerations or co-evolutionary adaptations.

Besides the Root Mean Squared Error (RMSE), we also use an “identification rate” (IR) as a performance indicator, which measures the percentage of runs in which the basic oscillations were identified sufficiently correctly:

\[
IR = \frac{1}{M} \sum_{m=1}^{M} \left\{ \begin{array}{ll} 1, & Y_m = o_m^1, \\ 0, & \text{otherwise} \end{array} \right.,
\]

where \( Y_m \) are the basic oscillations, whose presence was supposed to be properly identified by the corresponding module’s output activity \( o_m^1 \). RMSEs and IRs are reported as averages over 100 independent runs.

ESMoN was evaluated using either ensembles of neural modules (\( \mathcal{M}_N \)) or parametric modules (\( \mathcal{M}_P \)). In the case of \( \mathcal{M}_P \), each module \( m \) was defined as a sine function with parameters \( \lambda_m \) and \( \phi_m \). The algorithm had to determine these values as well as amplitudes \( a_m \). Each module was responsible for a particular frequency range \( [\lambda_{\text{min}}, \lambda_{\text{max}}] \) covering two target frequencies. Accordingly, the first module had the

\[2\] The module was seen as active if its contribution to the total output of the ensemble was larger than 1% of the largest value in the synchronization sequence.
interval \([0.1, 0.35]\) with the target frequencies 0.2, 0.311; the second—\([0.3, 0.45]\) with 0.311, 0.42, and so on.  

In the case of \(\mathcal{M}_N\), the separate dynamics were modeled with compact ESNs of three fully connected reservoir neurons and with no input neurons. While reservoir neurons had \(\tanh\) activation functions, all output neurons had the identity activation. Each module was randomly generated and pre-trained for one of the basic oscillations using (5) on the sequence of 700 time steps (similar to [20]). Since each neural module was trained only for its own frequency, they were less flexible than the parametric ones.

In the experiments we used 10 for the number of generations \(N_{max}\), 100 for the population size \(S\), and 60 for the width of the sliding window \(T_W\).

### 4.1.2 Balanced dynamics

In the first series of experiments, ESMoN was evaluated on the balanced time series data. In all evaluations, the ensembles consisted of eight modules, one for each of the eight frequencies \(\lambda_i\) specified above. Table 1 shows the reached accuracy for both dynamic module types. In all runs, the ensembles consisted of eight modules. Thus, on MSO1 ESMoN had to identify the relevant oscillation and deactivate seven irrelevant modules; whereas on MSO8 all available modules were active. Since the contribution from the irrelevant modules prevents the algorithm from reaching higher accuracy, it must detect and deactivate them while, concurrently, improving the performance of the relevant modules.

---

**Table 1** Performance of ESMoN with \(\mathcal{M}_N\) and \(\mathcal{M}_P\) with eight-modules on balanced MSOs

| Ensemble | Time series | Average test RMSE | Standard deviation | IR (%) | Average deviation of freq. | Average deviation of phase |
|----------|-------------|-------------------|--------------------|--------|---------------------------|---------------------------|
| \(\mathcal{M}_N\) | MSO1 | \(1.62 \times 10^{-6}\) | \(3.03 \times 10^{-6}\) | 100 | | |
| | MSO2 | \(1.38 \times 10^{-6}\) | \(4.06 \times 10^{-8}\) | 100 | | |
| | MSO4 | \(1.43 \times 10^{-6}\) | \(3.51 \times 10^{-8}\) | 100 | | |
| | MSO6 | \(1.83 \times 10^{-6}\) | \(6.21 \times 10^{-8}\) | 100 | | |
| | MSO8 | \(1.86 \times 10^{-6}\) | \(6.82 \times 10^{-8}\) | 100 | | |
| \(\mathcal{M}_P\) | MSO1 | \(3.97 \times 10^{-3}\) | \(3.58 \times 10^{-3}\) | 100 | \(2.70 \times 10^{-5}\) | \(7.19 \times 10^{-3}\) |
| | MSO2 | \(8.38 \times 10^{-3}\) | \(7.22 \times 10^{-3}\) | 100 | \(3.62 \times 10^{-5}\) | \(8.24 \times 10^{-3}\) |
| | MSO4 | \(3.78 \times 10^{-2}\) | \(2.45 \times 10^{-2}\) | 100 | \(1.09 \times 10^{-4}\) | \(2.69 \times 10^{-2}\) |
| | MSO6 | \(7.65 \times 10^{-2}\) | \(4.38 \times 10^{-2}\) | 92 | \(1.66 \times 10^{-4}\) | \(3.99 \times 10^{-2}\) |
| | MSO8 | \(9.88 \times 10^{-2}\) | \(4.16 \times 10^{-2}\) | 52 | \(2.02 \times 10^{-4}\) | \(4.89 \times 10^{-2}\) |

IR below 100% shows that the overlapping frequency ranges of the parametric modules affected the algorithm’s convergence. The not-converged runs produced extremely big errors and were not considered in the accuracy statistics.

---

3 It did not make any difference if non-centered intervals were chosen, as long as the target frequencies were covered by the frequency range of a particular module.
As can be seen in Table 1, the final accuracy of ESMoN with $\mathcal{M}_N$ modules does not depend on the complexity of the time series and is restricted only by the accuracy of the available dynamic modules. In contrast, ensembles of the parametric modules reach high accuracy only on the less complex time series. The overlapping frequency ranges of these modules affect their tuning on the most complex MSO8 time series and reduce accuracy of the determined values $\lambda_m$ and $\varphi_m$ accordingly.

Fig. 4 Exemplary progress of ESMoN on MSO4. ESMoN with $\mathcal{M}_N$ modules (top) deactivates the irrelevant modules (red lines) faster than ESMoN with $\mathcal{M}_P$ modules (bottom) in this case. As seen for the neural module 4 at time step 70, evolving outputs of the neural modules can violate the valid range $[-1,+1]$ at some time steps shortly after the start until EA forces them to stay in the range at the later time steps (Color figure online)

Fig. 5 Dependency of the ESMoN performance on the DE parameters $F$ and $CR$ eight neural modules ($\mathcal{M}_N$) on MSO8 (left), MSO6 (middle) and MSO4 (right). An increase in the number of irrelevant dynamic modules increases the risk of premature convergence. As a result, the area of extreme accuracy with the test RMSE of about $10^{-10}$ becomes smaller.
Figure 4 shows exemplary progress on MSO4. While a smooth decay of irrelevant modules can be observed in the case of $\mathcal{M}_N$, parametric module amplitudes behave more erratically. Nonetheless, in both cases irrelevant modules are eventually successfully deactivated, while the relevant ones get in-tune.

Dependencies of the performance on the evolutionary parameters $F$ (differential weight) and $CR$ (crossover probability) are shown in Fig. 5. As can be seen, within the analyzed parameter ranges, the test error varies by several orders of magnitude: from 0.1 at $F=0.1$ to the smallest error of $10^{-10}$ at the point $F=0.7$ and $CR=0.7$. The area of highly accurate performance decreases with an increasing number of irrelevant dynamic modules, underlining the difficulty to fully deactivate individual modules.

Table 2 The performance of ESMoN with an ensemble of eight neural or parametric modules ($\mathcal{M}_N$ and $\mathcal{M}_P$, respectively) on imbalanced MSOs

| Time series | $\mathcal{M}_N$ | $\mathcal{M}_P$ |
|-------------|-----------------|-----------------|
| Avg test RMSE | Standard deviation | IR (%) | Avg test RMSE | Standard deviation | IR (%) |
| MSO1 | $3.52 \times 10^{-5}$ | $2.24 \times 10^{-5}$ | 100 | $3.39 \times 10^{-3}$ | $2.68 \times 10^{-3}$ | 100 |
| MSO2 | $5.08 \times 10^{-4}$ | $4.58 \times 10^{-4}$ | 99 | $1.38 \times 10^{-2}$ | $1.16 \times 10^{-2}$ | 91 |
| MSO4 | $2.24 \times 10^{-3}$ | $2.47 \times 10^{-3}$ | 99 | $6.18 \times 10^{-2}$ | $0.110$ | 46 |
| MSO6 | $2.62 \times 10^{-3}$ | $2.08 \times 10^{-3}$ | 99 | $0.523$ | $0.358$ | 15 |
| MSO8 | $2.95 \times 10^{-3}$ | $2.49 \times 10^{-3}$ | 100 | $0.217$ | $5.95 \times 10^{-2}$ | 6 |

The varying amplitudes of the basic oscillations made the problem much more complex such that the algorithm had worse convergence (lower IR) than on the balanced time series.

Fig. 6 The average error of the neural ensembles on the non-stationary MSO1 (left) and MSO8 (right). As expected, abrupt parameter changes cause large error increases. Effectively, the length of the sliding window reduces the number of the time steps, which are available for synchronization, to 40. On these time steps, the reached accuracy is much higher on MSO1 than on MSO8. The error curves on MSO1 and MSO8 represent the smallest and largest errors, respectively; the error curves on MSO2 and MSO4 would be located in-between.

Figure 4 shows exemplary progress on MSO4. While a smooth decay of irrelevant modules can be observed in the case of $\mathcal{M}_N$, parametric module amplitudes behave more erratically. Nonetheless, in both cases irrelevant modules are eventually successfully deactivated, while the relevant ones get in-tune.

Dependencies of the performance on the evolutionary parameters $F$ (differential weight) and $CR$ (crossover probability) are shown in Fig. 5. As can be seen, within the analyzed parameter ranges, the test error varies by several orders of magnitude: from 0.1 at $F=0.1$ to the smallest error of $10^{-10}$ at the point $F=0.7$ and $CR=0.7$. The area of highly accurate performance decreases with an increasing number of irrelevant dynamic modules, underlining the difficulty to fully deactivate individual modules.
As a second set of analyses, we varied the amplitudes individually for each basic oscillation. Table 2 shows that the reached accuracy is still high, albeit lower than those reached for the balanced dynamics. Remarkable is that the neural modules provided more accurate synchronization than the parametric ones. This is due to

### Table 3 The performance on non-stationary MSOs where amplitudes and phases of the basic oscillations were randomly changed every 100 time steps

| Time series | $\mathcal{M}_N$ | Standard deviation | IR (%) | $\mathcal{M}_P$ | Standard deviation | IR (%) |
|-------------|----------------|--------------------|--------|----------------|--------------------|--------|
| MSO1        | $1.45 \times 10^{-3}$ | $4.19 \times 10^{-3}$ | 94.33  | $2.05 \times 10^{-3}$ | $3.87 \times 10^{-3}$ | 97.33  |
| MSO2        | $7.07 \times 10^{-3}$ | $2.96 \times 10^{-2}$ | 89.33  | $7.00 \times 10^{-3}$ | $2.09 \times 10^{-2}$ | 93.33  |
| MSO4        | $9.09 \times 10^{-3}$ | $1.70 \times 10^{-2}$ | 87.33  | $7.11 \times 10^{-2}$ | $0.108$             | 49.66  |
| MSO6        | $1.05 \times 10^{-2}$ | $1.57 \times 10^{-2}$ | 89     | $0.176$         | $0.180$             | 2.66   |
| MSO8        | $1.29 \times 10^{-2}$ | $1.30 \times 10^{-2}$ | 92.33  | $0.441$         | $0.374$             | 1      |

Since the not-converged runs could not be clearly identified, the error was computed on all 100 runs. We assumed that the algorithm converges shortly before the next parameter change and, therefore, computed the statistics from the errors averaged over the last 10 time steps before a change.

### Table 4 The errors and the sizes of different models on the MSO data. Except ESMoN and ESN-DE, most approaches only considered balanced MSO

| Approach                        | Test RMSE | Size | | | |
|---------------------------------|-----------|------|---|---|---|
|                                | MSO2      | MSO4 | MSO8 | MSO2 | MSO4 | MSO8 |
| ESMoN with $\mathcal{M}_N$ (EA; on balanced) | $1.38 \times 10^{-6}$ | $1.43 \times 10^{-6}$ | $1.86 \times 10^{-6}$ | 8 | 16 | 32 |
| ESMoN with $\mathcal{M}_N$ (EA; on imbalanced) | $5.08 \times 10^{-4}$ | $2.24 \times 10^{-3}$ | $2.95 \times 10^{-3}$ | 8 | 16 | 32 |
| Balanced ESN [20] (non-EA) | $2.52 \times 10^{-12}$ | $8.15 \times 10^{-8}$ | $5.50 \times 10^{-4}$ | 5 | 9 | 68 |
| Filter ESNs [11] (non-EA) | $1.86 \times 10^{-7}$ | $1.42 \times 10^{-5}$ | — | 100 | 100 | — |
| Evolino [31] (EA) | $4.17 \times 10^{-3}$ | 0.157 | — | 40 | 80 | — |
| ESN-DE [24] (EA; on balanced) | $\approx 10^{-13}$ | $\approx 10^{-10}$ | $1.24 \times 10^{-7}$ | 20 | 20 | 40 |
| ESN-DE [24] (EA; on imbalanced) | — | — | min $2.56 \times 10^{-7}$ | — | — | 40 |
| DESN [36] (non-EA) | $1.73 \times 10^{-2}$ | — | — | 400 | — | — |

The evolutionary approaches (EA) are computationally more intensive than the non-evolutionary (non-EA) ones.

### 4.1.3 Imbalanced dynamics

As a second set of analyses, we varied the amplitudes individually for each basic oscillation. Table 2 shows that the reached accuracy is still high, albeit lower than those reached for the balanced dynamics. Remarkable is that the neural modules provided more accurate synchronization than the parametric ones. This is due to
higher flexibility of the neural modules whose responsibility $r_m$ and the variable amplitude of the own signal $o_m(t)$ gradually co-adapt. In contrast, for the parametric modules with the constant amplitude of “1”, the small errors are observed only for close-to-optimal responsibilities such that the algorithm can easily get stuck to a local optimum. In Table 2 this is seen as a fast degradation of the error with an increasing number of the basic oscillations, while it stays quite stable when neural ensembles $\mathcal{M}_N$ are used.

4.1.4 Non-stationary dynamics

Non-stationarity, i.e. changing internal parameters of the process over time, is an inherent characteristic of most real-world applications. Here, we consider abrupt changes of amplitudes and phases every 100 time steps. Thereat, the algorithm was not informed about the changes.

Figure 6 shows the typical error behavior. After the start and after every change, the error is steadily decreasing until the next change. The reached value is small and depends on complexity of the time series. On the simpler dynamics, the algorithm needs to re-tune fewer values and, therefore, reaches smaller errors.

---

Fig. 7 Power spectra with several window lengths for balanced MSO4 (left column) and balanced MSO8 (right column). The dotted red vertical lines indicate the true frequencies within the respective time series. Note the significant deviations of the computed amplitudes from their target values of 1 even at the window samples size of 300 (Color figure online)
**Fig. 8** Average power spectra with sliding windows of length 60 over 300 samples for balanced MSO4 (left) and balanced MSO8 (right). The dotted red vertical lines indicate the true frequencies within the respective time series (Color figure online)

**Fig. 9** FFT-based signal reconstructions (first 300 time steps) and predictions (last 300 time steps). In the two top rows the full spectral range was used. For the two bottom rows only the known frequencies of the respective MSO dynamics were considered. The dashed curves indicate the ground truth, the blue curves represent the FFT-based signals (Color figure online)
Overall performance is shown in Table 3. As can be seen, the error is increasing with time series complexity. But IR behaves differently for $M_N$—it is the worst on the MSO4 sequences of medium complexity. On such time series, ESMoN yields the highest initial uncertainty about the relevant modules.

4.1.5 Performance comparisons

Table 4 summarizes the performance and the RNN size for ESMoN and several other studies of RNNs on the MSO time series. Note that standard LSTMs yield a test RMSE of .980 for MSO2 and are thus not considered any further in this work [25].

Similar to our approach, DESN [36] is modular and Evolino [31] is based on co-evolution. But their performance and especially the network size is inferior to those of ESMoN. Among the studies, ESMoN and the optimized monolithic ESN-DE show superior performance on the more complex dynamics. Thus, evolutionary model parameter optimization in the monolithic RNN [24] and the co-evolution of the modules’ activities as well as the integration of a priori knowledge about target dynamics in our modular networks have the strongest positive effect on the resulting accuracy.

Given the nature of the MSO time series, it seems reasonable to contrast the ESMoN approach with traditional frequency transformation techniques such as FFT. The exemplar spectra of MSO4 and MSO8 (Fig. 7) show that the resulting

---

Table 5 The average run time per sequence and the total number of tuned values in the populations at the start and at the end of the sequence

| Ensemble | Data Type      | Time (s) | Number of values (at start/at end) | Time (s) | Number of values (at start/at end) |
|----------|----------------|----------|-----------------------------------|----------|-----------------------------------|
| $M_N$    | Balanced       | 105.21   | (25600 / 3200)                    | 722.21   | (25600/25600)                     |
|          | Imbalanced     | 106.66   | (25600 / 3200)                    | 400.18   | (25600/25600)                     |
|          | Non-Stationary | 669.45   | (25600 / 25600)                  | 710.53   | (25600/25600)                     |
| $M_P$    | Balanced       | 71.29    | (19200 / 2400)                   | 292.57   | (19200/19200)                     |
|          | Imbalanced     | 67.20    | (19200 / 2400)                   | 258.48   | (19200/19200)                     |
|          | Non-Stationary | 233.81   | (19200 / 19200)                 | 259.20   | (19200/19200)                     |

On the balanced and imbalanced MSO1, the time is shorter as the algorithm stops tuning the superfluous modules and thus reduces the number of tuned values. On MSO8, occasional misidentifications of the superfluous modules shorten the time. On the non-stationary data, all populations are evolved until the end of the sequence; hence, the time does not depend on complexity of the time series. Synchronization of $M_P$ is faster because each ensemble has 24 tuned values vs. 32 in $M_N$. The number of tuned values is given for the population size 100 and the ensemble size 8. The runs were done on PC with Intel Core processor i7-9750H with 16Gb RAM.

---

4 Note that we report the number of tunable parameters (number of neurons plus responsibility) as the respective modules’ sizes.
frequency resolution is insufficient for exact frequency identification when considering the window of 60 samples. FFT requires more samples in order to form higher resolved and more accurate spectra. But even with up to 300 samples (which cover the full amount of data that ESMoN requires for full convergence with the sliding window of 60 time steps), the peaks do neither exactly align with the true frequencies nor do they allow deducing the correct amplitudes of the involved basic oscillations directly. This is also the case when computing the average spectra density based on a sliding window of length 60 over 300 samples with hop size 1 (cf. Fig. 8).

Fig. 10 Exemplary closed-loop signal predictions (last 300 time steps) with ESMoN after 300 time steps with ESN modules (two top rows) and sine modules (two bottom rows). The dashed curves indicate the ground truth, the blue curves represent the FFT-based signals (Color figure online)
In Fig. 9 exemplary FFT-based reconstructions and predictions are presented for MSO4 and MSO8. From the first 300 time steps of a time series the spectrum was calculated using the FFT.

This becomes even more evident with the FFT-based predictions shown in Fig. 9. The superimposition of all sine waves that are obtained from the FFT spectrum (150

| Data type   | Time series | No Overlap | Overlap with 1 shared frequency | Overlap with 2 shared frequencies |
|-------------|-------------|------------|----------------------------------|-----------------------------------|
| Balanced    | MSO1        | 100%       | 100%                             | 100%                              |
|             | MSO2        | 100%       | 100%                             | 100%                              |
|             | MSO4        | 100%       | 100%                             | 100%                              |
|             | MSO6        | 100%       | 92%                              | 27%                               |
|             | MSO8        | 100%       | 52%                              | 32%                               |
| Imbalanced  | MSO1        | 100%       | 100%                             | 100%                              |
|             | MSO2        | 94%        | 91%                              | 91%                               |
|             | MSO4        | 62%        | 46%                              | 53%                               |
|             | MSO6        | 50%        | 15%                              | 3%                                |
|             | MSO8        | 23%        | 6%                               | 2%                                |
| Non-Stationary | MSO1 | 98.66%   | 97.33%                           | 98%                               |
|             | MSO2        | 94.33%     | 93.33%                           | 92.66%                            |
|             | MSO4        | 64.66%     | 49.66%                           | 40.66%                            |
|             | MSO6        | 6.33%      | 2.66%                            | 0.33%                             |
|             | MSO8        | 6%         | 1%                               | 1%                                |

More shared target frequencies lead to weaker separation between the modules in the search space and result in significant weakening of convergence on MSO8.

Fig. 11 The error curves of ESMoN with eight parametric modules ($M_p$, solid lines) and neural modules ($M_n$, dashed lines) from the runs on the balanced MSO1 and MSO8. The parametric modules have slower but steady convergence. In the neural modules, tuning the recurrent dynamics is accompanied with their instability which causes big variations in the error convergence curves. For both module types, the confidence intervals are steadily decreasing over the sequence.
non-redundant frequencies on the time window of 300 samples), results in a perfect reconstruction of the signal within the time window (RMSE of $3.62 \times 10^{-16}$ and $4.96 \times 10^{-16}$ for MSO4 and MSO8, respectively). However, the FFT-based predictive performance is very low: continuing these waves for the next 300 time steps does not generate a useful signal prediction (RMSE of 2.01 and 2.98 for MSO4 and MSO8, respectively). This also holds true when only the known frequencies of the respective MSO dynamics are considered.

Seeing that ESMoN and FFT are not really comparable, because ESMoN can in principle be applied to any type of modular time series, this investigation underlines the strength of ESMoN to quickly converge towards a clean and accurate signal decomposition given relatively few samples.

Despite its performance advantages, though, it should be note that, like other EAs, ESMoN is computationally relatively expensive. As can be seen in Table 5, the running time varies with the complexity of the task. The high computational load lies in the relatively big number of fitness evaluations. For the chosen parameter values, the estimated number of fitness evaluations is about 105,000 per sequence on MSO8, which needs all eight available modules. The most relevant parameters to reduce the running time are the modules’ population sizes, the number of generations $N_{\text{max}}$, as well as the size of the individual modules.

### 4.1.6 Convergence

As shown in [30], convergence of EAs is guaranteed only in the probabilistic sense over an infinite period of time. Given the limited synchronization sequence and the limited number of fitness evaluations, increasing complexity reduces the probability of convergence to the global optimum. Table 6 illustrates this dependency for an increasing number of the basic oscillations when the modules’ frequency ranges overlap to a different extent. Interestingly, the larger overlap has a significant effect on convergence only on MSO6 and MSO8 (Fig. 10).

Furthermore, Fig. 11 shows convergence with the modules of both types on the time series of different complexity. The parametric modules provide steady although slower convergence. This slowness is due to higher universality of the parametric modules, which maintain a range of frequencies unlike a single frequency per neural module. This is also valid for the confidence interval which is shrinking for them noticeably slower as seen on the more complex MSO8. The inherent instability of the recurrent neural modules makes their error convergence curve somewhat rough. The biggest variation of the curve is observed on the simpler MSO1 sequence where the error jumps by orders of magnitude shortly before the dynamics reach the global attractor.

### 4.2 2D dynamics

The results for MSOs show that the ESMoN is very well suited to either tune parameters or latent neural activities for approximating time series dynamics online. In fact, it was possible to reliably identify the involved components and
tune in the relevant modules concurrently. However, it may be argued that MSOs are rather regular and can also be analyzed with standard techniques, such as FFT.

To evaluate the more general applicability of ESMoN, we conducted further experiments on two-dimensional trajectories. In contrast to the MSO dynamics, the unfolding of the considered 2D curves is slow and provides scarce information for discrimination between the curves within a single sliding window. These experiments were conducted on noiseless as well as on noisy sequences.

### 4.2.1 Experimental setup

We considered two types of 2D dynamic modules. One module was trained to generate an ellipse, the other one to draw an 8-curve, which is non-trivial for RNNs [35]. The training and test sequences of both dynamic trajectories were generated for different angular orientations with the random angles uniformly distributed in the range between $\frac{\pi}{4}$ and $\frac{3}{4}\pi$. We considered four sets of sequences: noise-free as well as noisy with noise strengths of $10^{-6}$, $10^{-3}$, and 0.05. In all sequences, coordinates of the curves were normalized to the interval $[-0.5, +0.5]$. More detail on the ellipse and 8-curve dynamics can be found in Appendix A.

Each module was realized by an ESN reproducing periodic dynamics in the X-Y coordinate plane, i.e. its outputs were interdependent periodic functions of time. The modules were run in the auto-generation mode and received the orientation angle as its input. The module outputs were scaled with responsibilities and summed.

To prepare the modules, 450,000 ESNs were randomly generated for different combinations of the ESN parameters such as the reservoir size, $\mathbf{W}_{in}$ and $\mathbf{W}_{off}$. Every generated ESN was trained using (5) on 100 training sequences — each sequence for a certain orientation angle. The sequences were split into 50 washout, 300 training and 250 test time steps. For the runs with ESMoN, we chose the ESNs that provided the smallest average test error over the considered range of orientation angles. Their reservoirs had 7 and 9 neurons for the ellipse and the 8-curve, respectively. Two ESN modules were prepared on the sequences at each noise level, except for

| Noise level | Avg test RMSE | Standard deviation | IR (%) | Avg test RMSE | Standard deviation | IR (%) |
|-------------|---------------|--------------------|--------|---------------|--------------------|--------|
| 0           | $1.31 \times 10^{-2}$ | $2.53 \times 10^{-3}$ | 100    | $4.16 \times 10^{-2}$ | $5.76 \times 10^{-2}$ | 88     |
| $10^{-6}$   | $1.33 \times 10^{-2}$ | $4.19 \times 10^{-3}$ | 99     | $3.61 \times 10^{-2}$ | $4.50 \times 10^{-2}$ | 81     |
| $10^{-3}$   | $6.40 \times 10^{-4}$ | $1.73 \times 10^{-3}$ | 98     | $1.18 \times 10^{-2}$ | $1.52 \times 10^{-2}$ | 76     |
| 0.05        | $3.24 \times 10^{-2}$ | $5.16 \times 10^{-3}$ | 49     | $8.21 \times 10^{-2}$ | $7.80 \times 10^{-2}$ | 30     |

For each strength of noise, the performance stays higher on the simpler ellipse curve. In contrast, the resulting accuracy and IR are somewhat lower for the more complex 8-curve.
level 0.05. At this noise strength, none of the generated ESNs could reproduce the 8-curve. Therefore, on the synchronization sequences with noise strength of 0.05, we used the ESN modules that were trained with the weaker noise of $10^{-3}$.

The evolutionary search needed longer chromosomes $p_{mi}$ than those defined in the expression (9) for the one-dimensional time series. Every individual was encoded as $p_{mi} = \{r, X, Y, x_m(t), \alpha\}$ with responsibility $r$ of the module outputs, and $X$- and $Y$-coordinates for the center of the 2D dynamics, $x_m(t)$ the latent activity states, and also the orientation angle $\alpha$. To evaluate the individuals, the average error $\bar{e}$ was computed on the sliding window separately for the $X$- and $Y$-coordinates. The largest of both error values was then used in (1). ESMoN was run on 100 sequences of each type of 2D dynamic. Each sequence was split into 300 synchronization time steps and 300 test time steps.

4.2.2 Results

Table 7 shows the performance on the 2D curves. In general, the differences between the experimental data on both curves reflect the differences in their complexity — lower complexity of the ellipse favors its more precise and reliable identification.
with a smaller standard deviation for the same level of noise. As can be seen, noise has some positive effect on accuracy of the converged runs as accuracy is slightly better on the sequences with noise $10^{-3}$ than on the noise-free data. Nevertheless, stronger noise increases the risk of premature convergence and affects identification rate for both curves where worsening of identification rate goes significantly faster for the more complex 8-curve.

Figure 12 shows examples of successful and mediocre synchronization. The output of the well-synchronized module approximately focuses on the middle of the area, which is covered by the noisy sequence points. This means that the algorithm effectively filters out the noise while minimizing the error of reconstruction. In the other case, despite lower accuracy, the algorithm provided correct identification of both considered target curves.

5 Discussion

The conducted experiments have shown ESMoN’s potential but also current challenges. The evolutionary nature of the method makes it generally applicable, because it does not rely on differentiable predictive models or a convex optimization landscape. ESMoN allows encodings of basic oscillations by any model type, such as neural network modules, parametric modules, or even module combinations. Our results have shown that generative, autoregressive neural network modules can yield additional stabilization benefits, improving stability and accuracy of the online tuning process. We believe that this is the case because the neural module’s activities tend towards latent attractor states, which are encoded in their hidden state dynamics. Critically, any included module should be designed as an expert for generating a particular type of time series dynamics—possibly considering a range of variations thereof.

The results have furthermore shown that relatively little data is needed for convergence. In many cases ESMoN converged on rather short sequences and the obtained reconstruction performance was competitive even with respect to well-established techniques, such as FFT. FFT is mainly applicable to a sufficiently long sequence of time series dynamics with stationary components for frequencies identification and signal reconstruction. It fails for prediction purposes in the MSO context. In contrast, ESMoN is even applicable to dynamically changing time series dynamics and those that contain other, possibly non-periodic, dynamic regularities.

The additional capacity and adaptive flexibility of ESMoN comes with additional computational overhead for maintaining and processing multiple candidate neural activity distributions across the different modules in parallel. Thereat, synchronization of smaller modules is less demanding. Thus, as long as the number of modules’ tunable states stays reasonably small, ESMoN will be applicable.

Another consideration lies in the fact that ESMoN’s modules are essentially required to be able to model the available signals in the data. Thus, a priori knowledge about the problem is needed and more accurately-tuned modules will foster convergence and adaptation speed. Additionally, as shown in Table 6, better separation between the valid ranges of the module parameters reduces the risk of
premature convergence. Hence, we think that the presence of a priori information makes ESMoN particularly useful for on-the-fly identification of modular dynamics in the sequential data.

6 Conclusions and outlook

In this paper we presented evolutionary synchronization of modular networks (ESMoN) as an algorithm for modeling time series with a compact modularized architecture, which consists of simple dynamic modules. ESMoN was evaluated on time series of different complexity including standard, imbalanced, and non-stationary one-dimensional benchmark sequences, as well as two-dimensional time series. The algorithm identified the basic components of the applied time series and determined their parameters. Analyses of the resulting models confirmed their compactness and competitive accuracy.

In order to show its generality, ESMoN was used with different module types. In combination with the neural modules, it resembles known neuroevolutionary approaches. Moreover, ESMoN adds another facet to neuroevolution where the internal dynamics are evolved, instead of the weights or topology of a neural network [32]. Our algorithm is able to explain the present components of time series data by determining their respective frequencies, phases, and amplitudes online. The results also emphasize the importance of choosing a suitable module type with respect to the primary purpose of the application.

The challenge to synchronize non-linear combinations of the dynamic modules may need to be met when aiming towards real-world processes, where the individual data sources may interact non-linearly. For non-stationary data, the algorithm may be complemented with an event detector, which could monitor prediction error dynamics over time [9]. We expect that such a mechanism will enable much quicker adaptations to changes in the time series composition.

ESMoN thus has potential for applications in domains with modular dynamics, for example, for hand-written text analysis, source extraction in audio files, or for robotics. In the experiments on the 2D time series, the algorithm identified the 2D curves that are similar to hand-written symbols. It might also be able to identify the individual sources in audio files. Finally, in robotics, modularity of complex patterns is inherent in trajectories that are generated by central pattern generators (CPG), whereby complex robot movements can be encoded by a combination of simple periodic oscillations [34]. Regardless of the chosen application, ESMoN extends the basic techniques of time series analysis with the ability to identify individual data sources, including their parameterization, and their currently unfolding dynamic activity online by means of co-evolution.

Appendix 1: 2D dynamic curves

The ellipse is a periodic curve with the points \((x, y)\) being computed as:
\[
\begin{align*}
\begin{array}{l}
x(\alpha) &= a \cdot \cos(\alpha + \phi_x) \\
y(\alpha) &= b \cdot \sin(\alpha + \phi_y)
\end{array}
\end{align*}
\]  
(20)

where \(a\) is the angle of a point \((x, y)\) with respect to the X-axis going from 0 to \(2\pi\); and \(\phi_x\) and \(\phi_y\) are the phases. The coefficients \(a\) and \(b\) are the major and minor semi-axes. Every point \((x, y)\) corresponded to a certain time step in the sequences that were generated as a concatenation of several periods. Each period had length \(L\) of 300 points, which were computed while the angle \(\alpha\) was changing from 0 to \(2\pi\) with the step \(\frac{2\pi}{L}\). The phases \(\phi_x\) and \(\phi_y\) were set to 0. In order not to get too stretched or too circular ellipse, the semi-axes \(a\) and \(b\) were set to 1 and 0.528, respectively.

The periodic 8-curve was defined as the Booth lemniscate \([19]\). Similarly to the ellipse, coordinates of its points \((x, y)\) depend on the angle \(\alpha\) as
\[
\begin{align*}
\begin{array}{l}
x(\alpha) &= \rho \cdot \cos(\alpha) \\
y(\alpha) &= \rho \cdot \sin(\alpha)
\end{array}
\end{align*}
\]  
(21)

with
\[
\rho^2 = |2m + n| \cdot \cos^2(\alpha) - |2m - n| \cdot \sin^2(\alpha),
\]  
(22)

where \(\alpha\) is the angle of a point \((x, y)\) with respect to the X-axis going from 0 to \(2\pi\), and \(m\) and \(n\) are coefficients of the Booth lemniscate. The 8-curve sequences were also concatenation of several periods. Each period consisted of 300 points. In order to produce the 8-curve smoothly approaching the point \((0, 0)\), the coefficients \(m\) and \(n\) were set to 1 and 40, respectively. Finally, the curves were rotated at the point \((0, 0)\) by the orientation angle \(\phi\) via converting the coordinates of every point \((x, y)\) to \((x', y')\) as follows.
\[
\begin{align*}
\begin{array}{l}
x' &= x \cdot \cos(\phi) - y \cdot \sin(\phi) \\
y' &= x \cdot \sin(\phi) + y \cdot \cos(\phi)
\end{array}
\end{align*}
\]  
(23)

For the sequence generation, \(\phi\) was varied in the range between \(\frac{\pi}{4}\) and \(\frac{3\pi}{4}\).
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