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Abstract

The emergence of big data analytics as a way of deriving insights from data has brought excitement to mathematicians, statisticians, computer scientists and other professionals. However, the near absence of a mathematical foundation for analytics has become a real challenge amidst the flock of big data marketing activities, especially in healthcare insurance. This paper developed a mathematical model for the analytics of healthcare insurance data using set theory. A prototype for the model was implemented using Java Programming Language, MapReduce Framework, Association Rule Mining and MongoDB. Also, it was tested for accuracy using data from the National Health Insurance Scheme in Nigeria with a view to reducing delays in the processes of the Scheme. The result showed that the accuracy level was 97.14% on average, which depicts a higher performance for the model. This result implies that delays affecting the processing of data submitted by the providers and enrollees to the HMOs reduced drastically leading to the improvement in the flow of resources.
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1. Introduction

One important resource that drives organizations through the use of information technology is data. It represents facts on people, things, ideas and events using symbols such as letters of the alphabets, numerals or other special symbols [1][2]. The advancement in technologies to capture and store both structured and unstructured data have led to tremendous increase in the quantity available known as big data [3]. This vast volume of data needs to be transformed into information and knowledge to derive benefits from it, (i.e. big data analytics). The advent of big data analytics has brought exciting aspiration in the field of computing. This is one of the leading edges for innovative research and development in computer science, industry and business [4]. This has also becomes assets for organizations, industries, entrepreneurs, businesses, individual lives and the security of a nation as it derives meaningful insights which hitherto was difficult and time consuming. Even with the advent of big data analytics, many organizations are still drowning in data due to the lack of appropriate tools for the analytics [5]. Although data analytics hinges on mathematics and statistics, there has not been a sound universal mathematical framework for for the analytics of healthcare insurance data [4]. Consequently, having a mathematical model could go a long way in the abstraction of the technologies, systems, tools for data management and processing that transforms data into useful insights for better outcomes and decision making [6].

Healthcare insurance is one out of the many sectors that are currently drowning in data [7]. It covers the entire or fragment of the risk of a patient incurring medical expenses, spreading the risk over a large number of persons [8][9]. By estimating the total risk of healthcare and other expenses in the healthcare system over the pool of risk, an insurer could develop a routine finance structure, such as a monthly premium or payroll tax, to provide the money to pay for the healthcare benefits specified in the insurance treaty. The benefit is administered by a central body such as a government agency, private business, or charity organisations [8][10]. The benefits of the healthcare insurance are managed by a central body such as government agencies, private businesses, or not-for-profit entities. The primary aim of data analytics here is to investigate the cost of healthcare services rendered (i.e., payment made for healthcare services by the health insurance) [11].

In Nigeria, the National Health Insurance Scheme (NHIS) is the agency that is saddled with the responsibility to administer health insurance. It was set up by the Federal Government of Nigeria to provide universal access to quality healthcare service in the country. It covers civil servants, the armed forces, the police, the organized private sector, students in tertiary institutions, the self-employed, vulnerable persons, and the unemployed, among others [9]. The beneficiaries are required to pay a premium to NHIS, which is used to pay for their healthcare services once they visit the facility. This Scheme, though at its infancy, is faced with several challenges that some researches have established the dissatisfaction of beneficiaries, especially delay in services delivery [12][13]. This has significant adverse effects on the quality of care and patient safety.
In this paper, a mathematical approach to healthcare data analytics was developed using Set Theory for the processing of healthcare insurance data. The NHIS was used as the case study. This has increased the effectiveness and efficiency of the scheme, and also guard against the danger of sustaining medical expenses among individuals, thus, plays the most vital role in the improvement of healthcare quality. The improvement of healthcare delivery would aid the healthcare insurance in Nigeria to achieve its set targets for ensuring the universal health coverage and the provision of quality healthcare towards the realization of the National Health ICT Strategic Framework 2015-2020 of the Federal Republic of Nigeria.

The rest of the paper is organized in the following order. Section two gives the review of related works while Section three presents the methods deployed in achieving the purpose of the paper. The results are presented in Section four. In Section five, the discussion of the results is presented, and Section six gives the unique contributions of this article, limitations of the research and some future research directions as well as the conclusion for the paper.

2. Review of Related Works

Any data that cannot be easily handled by traditional data processing tools like relational databases is known as big data [11]. It is characterized mainly by its large volume, high velocity and increased variety which makes it difficult to be processed using orthodox data management technologies. The Analytics of Big Data involves searching through huge dataset with the aid of sophisticated tools to identify undiscovered patterns and establish the existence of hidden relationships within the dataset. In other words, it is the discovery, interpretation, and communication of meaningful patterns in data [15].

Big data analytics provide the understanding of the relationships underlying vast amounts of data from different datasets and consequently provides useful insights for decision-makers in organizations to create new business value that would also improve the quality of services they render so as to satisfy their clients. This has increased the demand by most organizations for big data analytics tools to predict market trends, optimize warranty and insurance claims, and mobilize customers [16].

The healthcare data can be broadly categorized into four groups [17]: clinical data (patient health records, medical images, laboratory and surgery reports etc.); patient behaviour data (collected through monitors and wearable devices); pharmaceutical research data (clinical trial reports, high throughput screening results); and the health insurance data which is the main source of the cost associated with healthcare which is vital to addressing the economic challenges associated with the modern healthcare system [18]. In this paper, our interest is on the healthcare insurance data, thus, we are not going to discuss the other types of healthcare data.

2.1 Healthcare Insurance Data

Healthcare insurance companies and other medical insurance providers have a wealth of data at their disposal [19]. Operations in this area produce varying amount of information, especially operational data, and also other more persistent forms of data, such as demographics, healthcare provider’s location, and other essential data to accurately carry forward all business processes [20]. The non-operational data can be operational at some points in their lifetime. Therefore, our interest in this research is on the operational data.

The operational data in the healthcare insurance includes: referrals, enrollment, claims, capitulation and other forms of payments which could sometimes be regarded as a report from the physician or healthcare provider to the insurance company [19]. According to [20], claims are managed primarily for the administration of payment for healthcare services delivered by healthcare providers and facilities. A claim informs all the details of a patient’s visit or medical procedure. Even though the data about claims may vary, it generally contains an ID of the healthcare professional involved in the procedure (it may also be a group of professionals), and ID of the patient who was treated and a timestamp corresponding to the moment the event took place. In other words, claims data is designed to hold only those pieces of information that are required to facilitate payment by an insurance company: what service was provided, the diagnosis, who was the service provider, how much money is owed for that service. Further vital information is usually added, such as which types of health services were delivered, and the associated costs owed for the insurance company to process, among others [11][21].

The information on each claim is categorized into four classes: beneficiary information, provider information, claim header and claim details [22]. Features of the claim are mined from these categories of information. Beneficiary and provider information span across the whole claim, and it also provide information about the patient, and the provider (hospital, doctor, or medical facility). The claim header gives information about the entire claim: contact information, amount billed, diagnosis codes, dates of service and many others. The claim details give the specifics of each line in the claim. It is used to itemize each procedure that was conducted on the patient in the claim. For each procedure, the claim line includes the amount billed, the procedure code, the counter for the procedure [21].

Healthcare insurance data are complex, and generating useful insights from them cannot be done without a sophisticated clean-up. This data is also challenging to collect because of outdated and misaligned incentives,
leading to prohibitively high prices to obtain and store the data. They are notoriously dirty [20]. Finding meaningful events from this data is very hard to do without building complex models to group these specific codes, and attributing claims to specific doctors or hospitals can be inconsistent without sophisticated data science detective work.

2.2 Challenges with Healthcare Data

In order to get a clearer understanding about the data analytics techniques that are needed for processing healthcare data, it is of utmost importance to comprehend the challenges presented by healthcare data [23]. These challenges are discussed as follows.

Large Volume: Healthcare repositories are often very huge, requiring large storage space which ranges from petabyte to zettabyte. The sizes of these repositories are not just in the number of patients but also in terms of the data elements stored in them [7]. With the numerous features of these databases, there comes the issue of “curse of dimensionality” most especially when dividing the patient populations using multiple filters. Besides, in most instances, data analytics techniques come with a finite array of features (e.g., x-position, y-position, colour etc.) which represent this multiplicity of variables. This data is distributed across the electronic records of different departments including billing, administration, clinical care and even medical devices. Processing these enormous, amorphous and complex datasets can be tasking and time-consuming [21].

Variable Semantics and Number: Data in the healthcare industry is amazingly inconsistent, both semantically and numerically. Semantically, electronic health record data encompasses diverse classes of variables and events. While a particular demographic feature (such as Date of birth) could be represented as a single attribute for a particular patient, events are more complex. An outcome of an event may be an associated measure and a timestamp. A medication treatment event might require the drug name, dosage, form and route of administration along with multiple timestamps representing each time it is taken. Administrative events might simply be a timestamp indication, for example, when the patient was admitted. Also, there are many different data types. Some variables are categorical, some ordinal, some continuous and some in date and time format [23]. Also, the number of these variables is not constant as there might be a few or dozens of drugs administered to a patient during a single admission. This leads to a relational database structure requiring multiple tables, instead of the traditional one-table structure consisting of observations and attributes.

Irregularity: This refers to inconsistency, noisiness and incompleteness in healthcare insurance data. The inconsistency here means the variation in the format that this data is presented. The data is sometimes structured, semi-structured and unstructured. Noisiness here means the high rate of errors in the data. This may occur as the result of improper logging of data into the EHR by healthcare personnel, either at wrong timestamps or with incorrect values [7].

Temporal Richness: Another obstacle that characterizes healthcare data is its rich temporal domain which prevents the breakdown of data into simple rows and features onto which traditional clustering, classification, and prediction tasks can be applied. Instead, a patient may have hundreds of tests performed and medications administered in interleaving sequences. Moreover, the sequences may be of different lengths, precluding a simple item-by-item comparison. Events may be associated with multiple timestamps: for example, a medication event has a timestamp for when it was ordered and another for each time it was administered. The data includes not only the relative sequence of events but also the actual time of each event, something that many current sequence mining algorithms do not consider. Finally, an additional problem is concurrent events [3][18]. In the clinical setting, the care team may submit multiple lab tests and medication orders at once, in various combinations. This makes it hard to form the true sequences.

2.3 Healthcare Insurance Data Analytics

Over the years, NHIS has developed some manual measures for identifying, investigating, and fishing out issues with data submitted by providers [24]. The experience, insight and intuition of these claims personnel have saved NHIS some monies in payments over the years. However, as good as this manual process is, the shortage of trained personnel to review every claim has been a significant problem. Thus, there are so many fraudulent claims that slip through the cracks. As a result, payments are sometimes made that should not be. This lack of many trained eyes to quickly identify fraud in claims has also culminated in the delays in the processing of claims, referrals, enrollments among others [25][26][27].

The primary purpose of data analytics in healthcare insurance is to checkmate fraud, waste and abuse of payments done for healthcare services [11][28][29][30]. Fraud is knowingly and wilfully carrying out or trying to implement, a scheme or artifice to trick any healthcare benefit program or to obtain (with the aid of false or fraudulent pretences, representations or promises) money or property owned or controlled by any healthcare benefit program. Waste refers to the overutilization of healthcare services or other practices that directly or indirectly, culminating in unnecessary costs to the healthcare insurance program. In most instances, waste is not considered as negligent actions by fraudsters but rather the ill use of resources. Abuse comprises actions that may directly or indirectly,
bring about unnecessary costs to the healthcare insurance program, improper payment, payment for services that fail to meet professionally recognized standards of care, or medically unnecessary services [25], [28], [31], [32], [33]. Abuse consists of payment for items or services when there is no legal entitlement to that payment, and the provider has not knowingly and intentionally misrepresented facts to obtain payment [25]. The distinction between fraud, waste and abuse depends on specific facts and circumstances, intent and prior knowledge, and available evidence, among other factors. Thus, in this research, they are all treated as fraud.

Nigeria has a peculiar situation in combating fraud in health insurance data as the process is entirely manual [24], [26], [28], [29], [30]. This has given rise to most of the issues we have in the scheme today. The fear of financial leakages due to fraud is the key issue hampering the proper implementation of NHIS. Therefore a proper analytics tool must address fraud to curtail the other issues which are dependent on it. Most works done in the analytics of healthcare insurance data in other countries have been in the area of combating fraud. Though other aspects like the collection of data have been fully automated and hence, there are no issues with regards to delays in the processing of the other data [24], [26], [28], [29], [31], [32], [34]. Many works have been done in this area but none has come up with an Independent Mathematical Expressions for the analytics. In most works, a soft computing algorithm is customised to fit the problem of interest.

Sarraf and Ostadhashem [35] developed a new pipeline for medical imaging data (especially functional magnetic resonance imaging - fMRI) using Big Data Spark/PySpark platform on a single node which helps to read and load imaging data, convert them to RDDS in order to manipulate and perform in-memory data processing in parallel and convert final results to imaging format while the pipeline provides an option to store the results in other formats such as data frame. This was with the view of addressing big data analytics challenges in medical imaging which is a pillar in diagnostic healthcare deals with high volume of data collection and processing. The results revealed that Spark (PySpark) based solution improved the performance (in terms of processing time) around four (4) times on a single compared to the previous work developed in Python.

In a similar vein, [36] considered issues with big data analytics frameworks based on Hadoop/MapReduce. In this work, it was stated that these approaches cannot meet some vital requirements like scalability, security and large real-time streaming, because of some issues with I/O cost, algorithmic complexity, low-latency streaming jobs and fully disk-based operation. They proposed a scalable, secure and real-time healthcare analytics framework with apache spark. In this framework, Spark streaming was used to handle massive streaming data coming from streaming sources. On the other hand, SparkML was used to handle big static datasets coming from static data sources, and also for recommendation and diagnosis based on structured and unstructured knowledge processing.

Karthika and Porkodi [37] developed a fraud claim detection framework using Spark. Here, electronic health and medical data is used for detecting fault occurrence in healthcare insurance companies. Each patient is assigned with unique patient ID across the database. Apache spark is used for processing instantly on regular updates in medical records and finds the fraud occurrence by using map transformation, and reduce transformation is used to find records across the entire database. A rule-based model and Machine learning algorithm is used for automating the process, and result displays patient ID, city, time, hospital of patient in the claim. With this, fraudulent claims are reduced and it is most accurate when compared to the existing systems. In the existing system (manual system), it took 22 hours to process the data which is received on a single day. But the proposed system takes only 20 minutes to process the real-time data which makes the detection of fraudulent claims very fast and highly accurate. Fraudulent claims were identified based on patient ID details displays in dashboard. This also helps in reducing the treatments and readmissions.

Also, [38] developed a data analytics framework for Health Insurance data using Association Rule Mining. The researcher was able to detect fraudulent health insurance claims by identifying correlation or association between some of the attributes on the claim documents. With the application of a data mining techniques of evolving clustering method, association rule mining and support machine, this study was able to successfully determined correlated attributes to address the discrepancies of data in fraudulent claims and thus reduce fraud in health insurance. However, the study was used for structured data which made it unfit to be applied in big data which is highly unstructured. With the numerous data mining techniques implemented traditionally, it would consume more resources when applied to big data.

2.4 Mathematical Approach to Big Data Analytics

No matter how difficult a computational problem is, once reduced to some mathematical formulae or equations, it is better understood. In other words, the use of mathematics or logic to specify or verify the features of a system could further demystify the issues surrounding the design of such system. Big data analytics is not an exception to this. According to [4],[39], there are no sound mathematical foundations for data analytics and this has presented serious challenges to the development of systems for big data analytics in many sectors. To curtail this problem,
calculus and set theory are very pivotal towards the establishment of a firm mathematical foundation for big data analytics. The universality of the mathematics provides approaches to problem solving that developers understand with ease. According to [40][41], mathematical reasoning increases a software developer’s competence. The lack of formal methods for specifying big data analytics solution is the reason responsible for the non-availability of sound data analytics tools in some areas such as the healthcare insurance. For instance, once the mathematical model for the analytics of healthcare insurance data is developed, every other issue concerning all the analytics of this will naturally be addressed [4][39][41].

In most of the works [35][36][37][38] reviewed above, none considered the development of a mathematical model for healthcare insurance data analytics. All they did was the implementation of some soft computing algorithms for the processing of data. But expressing a big data analytics problem using some systems of mathematical equations would better arm the data scientist with a tool similar to that of a hammer in the hands of the carpenter where every thing looks like a nail and wood; thus, every analytics problem becomes solvable.

Inherent in decision making could be of help. The set theory is of great importance in this regards and it assures the subject of a place prominent in human culture which is the environment where mathematics takes place today. As such, it is expected to provide a firm foundation for the rest of mathematics. Because the fundamentals of Set Theory are known to all mathematicians, basic problems in the subject seem elementary [44][45][46].

3. Research Methods

This section discussed the collection of data and the formulation of the model.

3.1 Data Collection

The processing of NHIS data is a complete task which is manually carried out by a few personnel who have the responsibility of approving, modifying or rejecting these requests within a limited period from their reception. This has resulted in unnecessary delay in the process. These delays in processing the transactions of the scheme have been a discouraging factor in embracing the scheme. The implication is that the number embracing the scheme tends to be reducing or not encouraging. Collecting this data was one of the most difficulty in this work because most of the data were collected manually by NHIS through HMOs and stored in file cabinets. This was done via document examination and observation, which in either case, the data was collected from journals and NHIS databases. The categories and features of the data collected are presented in Table 1 and the sample data in different formats is shown in Fig. 1 – 4.

| Data Category | Description |
|---------------|-------------|
| Enrolment     | Provider: Name, Address, Telephone, Fax/Phone, Email, Type of facility, Category of registration, State registration no, Name of Director, Name of supervising Medical Director (If applicable), Affiliated HMOs, Affiliated Insurance companies, NHIS registration number, Incorporation/business registration. Beneficiary: Name, Address, Date of birth, Sex, Next of Kin, Email address, Mobile, Telephone no. fixed, National ID no, Employer NHIS no., Date of NHIS registration, Nationality, Location of Posting, Photograph, Blood group, Genotype, Allergies, Relationship (Principal, Spouse, Child, Extra-dependant), Expiry date, Primary provider |
| Payment       | Claim: Name, NHIS No. of patient, Name and NHIS No. of patient’s primary provider, Name and NHIS No. of Secondary Provider, drug prescription sheet, Diagnosis/disease code, Treatment given, Date of treatment, amount billed, Co-payment received (when applicable). |
| Update        | Addition of dependent, change of facility, change of HMO |
| Referrals     | Referral request, approvals, rejections |

3.2 Mathematical Formulation

The formulation of the proposed model is based on the concept of searching which seeks to find patterns in a set of data; that is, it believes that patterns exist in every large collection of items. Much of big data analytics tasks involves searching for structures or items that are hidden within large and complex datasets. The concept of big data analytics involves the collection of large datasets similar to the haystack; there also, exist some small datasets within the given large datasets similar to the needle, existing together according to an unknown relationship. Usually, the data producers are quite different from data users, so that the cause-effect relation hidden in observation data is not clear to specific data users. These relationships are best described using set theory. The theory is about members and their relations in a set is general enough to deal with data analysis and problem-solving. In a sense, relations among set members corresponds to the association in big data.
Fig 1. PDF File
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Let D be the data stored in the repository
X is the data of interest extracted from D, i.e.,
A is the set of features of X
K is the number of partitions of X
R is the relationship that exists between A and X.

GD is a split function which implements the Divide and Conquer approach to split data. This function can be applied in three ways:

- It splits D into smaller units, i.e., D = {D₁, D₂, …, Dₙ}, to ease the extraction of X.
- It is applied to split X into different categories: enrollment (Xₑ), fee-for-service (Xᵣ), referrals (Xᵣ) and update (Xᵤ).
- It is also applied to each category of X to split it into smaller units, e.g., Uᵣ from Federal Medical Centre Owo, Xₑ from University College Hospital Ibadan etc.

Va is the value for an attribute, a, which is an element of A.

Fa is an information mapping function or searching function that maps an object from D to a value in Va. Fa: D → Va and also uses A to search for insights from X. XЄ is the data of non-interest which is the complement of X, i.e., XЄ ⊆ D is the number of elements in D, i.e., n = |D|

BDA is the big data analytics function.

BDA = {X: A, R, [ValaЄA], [FaЄA],
{GD|1, 2, …, k}, XC} (1)

Where:

a) GD (n, k) = (Combinatorial Principle)

b) GD is used to partition a set of n objects into k nonempty subsets.

c) Fa = {x∩ | x⊆D} (Principle of Intersection of Set)

d) Fa is used to search for x from the partitions of the set D.

D which represents big data stored in MongoDB, according to Ramsey Theory, contains patterns (both regular and irregular), A, which are used to identify the insights in D. Also, there exist some relations, R, between D and A. This is represented mathematically as:

(D, A) ∈ R (2)

This is read, D has the attributes, A. To extract X from D, D is partitioned into smaller units following from the Principle of Divide-and-Conquer D = {D₁, D₂, …, Dₙ} Since X ⊆ D, this means, the features of X are common with some features of D, then X can be extracted by taking the intersection between X and D

X = X₁ \cup X₂ \cup … \cup Xₙ (3)
Hence, for all \(X_1, X_1, X_2, \ldots, X_n \in X\), there exist \((X, A) \in R\) from equation (2).

Each partition could be further partitioned into \(n\) elements, i.e.,
\[X_1 = \{x_1, x_1, x_2, x_3, \ldots, x_n\} n \neq 0\]
\[X_p = \{x_1, x_1, x_2, x_3, \ldots, x_m\} m \neq 0\]

According to Ramsey Theory, each of the ‘\(X\)’s contains \(A\) which when identified, the analytics task becomes easier. Again, the identification of \(A\) makes it easier to identify the relations \(R\) amongst the data which correspond to the associations in \(D\) (see equation 2). As stated earlier, analytics becomes the analysis of \(R\), which in turn corresponds to the analysis of the associations in the ‘\(X\)’s’.

Using the categories of data listed in Table 1, we classify our ‘\(X\)’s’ as Enrollment (\(X_e\)), Fee-for-service (i.e., claims) (\(X_f\)), Referrals (\(X_r\)) and Update (\(X_u\)).

\[X = \{X_e, X_f, X_r, X_u\}\] (4)

and each category has different features, i.e.,
\[A = \{A_e, A_f, A_r, A_u\}\] (5)

These (the \(A_e\)s) are enrollment features: first name, family name, gender, date of birth, etc.

\[A_f = \{A_{f1}, A_{f1}, A_{f2}, \ldots, A_{fn}\}\] (7)

These (the \(A_f\)s) are fee-for-service features: amount billed, procedure codes, diagnoses, etc.

\[A_r = \{A_{r1}, A_{r1}, A_{r2}, \ldots, A_{rn}\}\] (8)

These (the \(A_r\)s) are referral features: referral code, secondary/tertiary health facility, primary health facility, etc.

\[A_u = \{A_{u1}, A_{u1}, A_{u2}, \ldots, A_{un}\}\] (9)

These (the \(A_u\)s) are update features: new facility, new HMO, spouse, child, etc. From Association Rules Mining, we have \(X \sqcap Y\), where \(X\) is the set of features of \(Y\). This also implies that

\[A \sqcap X\] (10)

Then, substituting the value of \(A\) from equation 5 and that of equation 4 in equation 10
\[\text{(Ae, Af, Ar, Au)} \sqcap \text{(Xe, Xf, Xr, Xu)}\] i.e.,
\[\text{(Ae } \sqcap \text{ Xe, Af } \sqcap \text{ Xf, Ar } \sqcap \text{ Xr, Au } \sqcup \text{ Xu}\]

Again, from Association Rule Mining, a context is a triple \((X, A, R)\), where \(X\) and \(R\) are sets and \(R \subseteq X \times A\). The elements of \(G\) are called objects, and the elements of \(A\) are called attributes. For an arbitrary \(x \in X\), and \(a \in A\), we note \(x R a\), when \(x\) is related to \(a\), i.e., \((x, a) \in R\). Then, equation 4 can be rewritten as

\[X = \{(X_e, A_e), (X_f, A_f), (X_r, A_r), (X_u, A_u)\}\] (11)

But equation 5 can also be expressed as

\[A = A_e U A_f U A_r U A_u\] (12)

Using the values of equations 6 through 9 in 12

\[A = \{A_{e1}, A_{e1}, A_{e2}, \ldots, A_{en}\}\] (6)

\[A = \{A_{f1}, A_{f1}, A_{f2}, \ldots, A_{fn}\}\] (7)

\[A = \{A_{r1}, A_{r1}, A_{r2}, \ldots, A_{rn}\}\] (8)

\[A = \{A_{u1}, A_{u1}, A_{u2}, \ldots, A_{un}\}\] (9)

Assumptions for the Model

The model is based on the following assumptions:

a) That the repository is not empty, i.e., \(D \neq \{\emptyset\}\).
b) That the size of the data stored in the repository is not zero, i.e., \(|D| \neq 0\).
c) That the data of interest is a subset of what is stored in the repository, i.e., \(X \subseteq D\).
d) That there exists a relationship between the data of interest and the respective attributes, i.e., \((X, A) \in R\).
e) That the set of attributes is not empty, i.e., \(A \neq \{\emptyset\}\).
f) That there is no relationship between the data of non-interest and the attributes of the data of interest, i.e., \((X_c, A) \notin R\).
g) That there exists a relationship between the data in the repository and the attributes of the data of interest, i.e., \((D, A) \in R\).
h) That there exist the data of interest in the repository, i.e., \(X \cap D \neq \{\emptyset\}\).
i) That there is no intersection between the data of interest and the data of non-interest, i.e., \(X \cap X_c = \{\emptyset\}\).
j) That the combination of data of interest and the data of non-interest is not empty, i.e., \(X U X_c \neq \{\emptyset\}\).
4. Results and Discussion
We implemented our model using Java Programming Language, MapReduce and MongoDB. The system comprised of four modules: user management, enrollment processing, referral processing and claims processing. It has a standalone application that is used for the capturing of the manually submitted data. It preprocesses and exports the data for actual transformation by the web-based application. In order to demonstrate the concept of big data analytics in the health insurance domain, the National Health Insurance Scheme in Nigeria was considered. The NHIS in Nigeria, unlike other countries, processes its data manually and this has led to delay in all its processes due to the recent upsurge in healthcare data in terms of the volume, velocity, variety and even veracity that is key in the healthcare industry.

To ascertain the accuracy of the model, the accuracy of each category of data (see Table 1) was tested. This was carried out via two sets of experiments using different sizes of data (71543, 115427, 279950, 396428). In the first instance, the number of nodes of the MapReduce framework in the rules generation phase was kept constant; while the reverse was the case in the second sets of experiments. From the data depicted in Table 2 and Table 3, and the graphs in Fig 5, Fig 6, the accuracy of the model tends to decrease as the volume (number of records in this case) of the data increases in the first set of experiments. The accuracy was always at the peak (90.47%) during the processing of the first case and dropped to the least value in the last case (83.36%). In the second set of experiments, accuracy increases as the volume of data increases. The accuracy was always the lowest (93.23%) during the processing of the first case and increased to the highest value (97.14%) in the last case. The accuracy tends to vary among the four categories of data. One major cause of this was the different file formats in which the data exist. For instance, the processing of the updates and claims data yielded the highest accuracy while that enrollment and referral lagged in the first set of experiments; but this was not seen in the second case. Based on this evaluation, the model has an average accuracy of 87.08% for the first of experiments and 95.22% in the second case. This was obtained after carrying out a different experiment which in totality processed over ten million (10,000,000) records with the prototype system which implemented the model.

Abbreviations used in the Evaluation
- NR: Number of Records
- CAE: Accuracy for the processing of Enrollment data at Constant number of nodes
- CAC: Accuracy for the processing of Claims data at Constant number of nodes
- CAR: Accuracy for the processing of Referrals data at Constant number of nodes
- CAU: Accuracy for the processing of Update data at Constant number of nodes
- VAE: Accuracy for the processing of Enrollment data at Varying number of nodes
- VAC: Accuracy for the processing of Claims data at Varying number of nodes
- VAR: Accuracy for the processing of Referrals data at Varying number of nodes
- VAU: Accuracy for the processing of Update data at Varying number of nodes
- CAA: Average Accuracy for the processing of data at Constant number of nodes
- VAA: Average Accuracy for the processing of data at Varying number of nodes

Table 2. Accuracy for the Data Processing

| NR        | CAE  | CAC  | CAR  | CAU  | VAE  | VAC  | VAR  | VAU  |
|-----------|------|------|------|------|------|------|------|------|
| 71543.00  | 89.33| 91.63| 88.73| 92.17| 92.3 | 92.3 | 93.2 | 95.12|
| 115427.00 | 86.37| 90.97| 87.96| 89.58| 93.42| 93.73| 94.49| 95.58|
| 279950.00 | 81.89| 86.89| 87.19| 87.11| 94.86| 96.6 | 95.91| 97.48|
| 396428.00 | 77.90| 85.89| 85.12| 84.52| 96.18| 97.55| 96.85| 97.99|

Table 3. Average Accuracy for the Model

| Data Category | CAA | VAA  |
|---------------|-----|------|
| Enrollment    | 83.87| 94.19|
| Claims        | 88.85| 95.05|
| Referrals     | 87.25| 95.11|
| Updates       | 88.35| 96.54|
| Average       | 87.08| 95.22|
4.1 Discussion

The NHIS in Nigeria, unlike other countries, processes its data manually and this has led to delay in all its processes due to the recent upsurge in healthcare data in terms of the volume, velocity, variety and even veracity that is key in the healthcare industry. These delays in the NHIS have been a source of concern considering the prominent role the healthcare insurance play as a significant paymaster in the health sector. For instance, registration (new enrollment) and update (addition of a dependant, change of provider etc.) in NHIS takes ninety (90) to three hundred and sixty-five (365) days before it is completed [24], [26], [27]. Hence, many who are yet to register get discouraged by the harrowing and disheartening experiences of those who have started the process of documentation. The implication is that the number embracing the scheme tends to be diminishing as more exits are recorded. Service providers complain of excessive delay in processing their claims leading to delay in the payments of their bills which takes a period of six (6) to twelve (12) months [12], [24], [27].

Most importantly, delay in NHIS reduces access to healthcare, and the outcome of this has a severe negative effect on the health status of the populace due to delays in diagnosis and treatment. For NHIS to achieved its goal of providing easy access to healthcare to improve the quality of healthcare, the problem of delay must be tackled. Tackling delays would have a ripple effect as it would also tackle some of the challenges resulting from corruption. It is to this effect that this system was developed. Since delay is the major Achilles heel, the system was evaluated based on accuracy. The model was evaluated based on the four categories (see Table 1) of data: claims (fee-for-service), enrollment, referrals and updates. These data were collected in both image (jpg and png), pdf, excel, csv, docx and txt formats. Over ten million records were used in this whole process. The result of the evaluation is presented in the sections that follow.

From the results, it is evident that the accuracy of the model varies as the volume, velocity and variety of the data also varies. This variation affects the entire analytics process (i.e., the extraction, preprocessing, analysis and visualization). This evaluation was done in two phases: keeping the nodes in the MapReduce framework to be constant during rules generation and varying the number of nodes in the MapReduce framework during rules generation. In the first instance, the evaluation shows that the average accuracy for the model was 87.08%. Much better and higher accuracy was obtained when the nodes in the MapReduce were increased as the data was increasing, and the value of accuracy at this point was 95.22%.

Fig 5. Graph for the accuracy of categories of NHIS data

Fig 6. Graph for the average accuracy for the model
The accuracy decreases from 90.48% to 83.36% as the volume of the data increases from 71,543 records to 396,428 records in the first set of experiments. The reverse was the case in the second set of experiments as it increases from 93.23% to 97.14% as the volume of the data increases. The implication of this is that when the MapReduce was deployed with a constant number of nodes in the first set of experiments, the nodes are exposed to too much pressure which could lead to the generation of complex rules as the volume of the data increases. As the number of nodes was increased as a result of an increase in the volume of data, there was a significant improvement in the accuracy. This is because the processing algorithm is parallelized to allow the generation of rules for the processing of the different splits of the data to go on concurrently, thereby reducing the pressure that was exerted on few nodes as was the case with the first implementation.

The variety of data also affects the value of accuracy. As the volume and velocity of the data increase with varying formats of data from different sources, if the processing is maintained on the same number of nodes, the pressure on the nodes would be high, thereby decreasing the accuracy of the model. The accuracy decreases as the variety increases due to the varying number of attributes that are required for the processing and the different encoding systems employed by the different formats and sources of the data. This led to the loss of data which culminated into the generation of complex rules and the consequent reduction of accuracy of the model.

5. Conclusion

In conclusion, this paper developed a mathematical model for the analytics of healthcare insurance data using set theory for National Health Insurance Scheme data in Nigeria to address the delay in the existing manual data processing system. NHIS data is generated from different sources with varying formats and very high volume which otherwise is difficult to achieve manually. This has arm data scientists with a tool for processing both structured and unstructured data with high volume and velocity. Practically, the research has contributed to the development of a system that captures data in four (4) different format, generated at a higher rate with very large size so as to address the issues of data loss during data collection and storage. It has also, provided a platform for extracting meaningful insights from the data collected. The results show a high-value accuracy. Thus, the processing time of NHIS data was reduced. This will enhance the flow of resources among stakeholders in the scheme and thus, a steady improvement in the structures, processes and outcomes leading to improvement in the quality of services rendered to beneficiaries by the facility would be attained.

Further researches should consider the issue of co-payment which requires a cover note such as drug prescription/dispense sheets, laboratory request/result sheet which analysing it would require handwriting recognition in order to extract the data before processing. Also, in this research we employed a non-invasive approach for our analytics. Further researches could employ invasive techniques such as deep learning to also address this problem. Again, evaluating stakeholders’ satisfaction of the services of the service providers is another area that subsequent research effort could be geared to.
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