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When a severe natural disaster occurs, the extraction of post-disaster building damage information is one of the methods to quickly obtain disaster information. The increasingly mature high-resolution remote sensing technology provides a solid foundation for obtaining information about building damage. To address the issues with inaccurate building positioning in existing building damage assessment methods, as well as poor classification due to similar minor and major damage characteristics in building damage classification. Based on U-Net, we designed a two-stage building damage assessment network. The first stage is an independent U-Net focused on building segmentation, followed by a Siamese U-Net focused on building damage classification. The Extra Skip Connection and Asymmetric Convolution Block were used for enhancing the network’s ability to segment buildings on different scales; Shuffle Attention directed the network’s attention to the correlation of buildings before and after the disaster. The xBD dataset was used for training and testing in the study, and the overall performance was evaluated using a balanced F-score (F1). The improved network had an F1 of 0.8741 for localization and F1 of 0.7536 for classification. When compared to other methods, it achieved better overall performance for building damage assessment and was able to generalize to multiple disasters.

In recent decades, various natural disasters are frequently occurring all over the world. Earthquakes, floods, hurricanes, and other extremely destructive natural disasters not only cause massive property losses but also threaten the safety of human lives. In addition to improving detection and early warning capability before a disaster occurs, it is critical to obtain disaster information quickly after a disaster occurs.

The traditional method of obtaining real-time disaster assessment results is a manual on-site survey at the disaster site. Although the results of the manual processes are accurate, they are time-consuming and do not guarantee the safety of ground assessment personnel. With the continuous growth of Remote Sensing (RS) technology, people can quickly get High-resolution Remote Sensing (HRS) images with much information. Machine learning (ML) and Deep Learning (DL) combined with HRS images to obtain post-disaster building damage information. The existing methods for building damage assessment are generally based on post-disaster images or HRS images before and after the disasters. It is common to use HRS images before and after a disaster, combined with change detection methods to detect building damage.

In the beginning, researchers applied ML methods to the field of HRS images to assess the damage to buildings after a disaster. Support Vector Machines (SVM), Multilayer Feedforward Neural Network (MFNN), Linear Clustering (LC), and Random Forests (RF) have been used with some success for building damage assessment tasks. Li et al. used a kind of SVM method, based on hyperspectral data, experimented at pixel level and object level respectively, and obtained better results at object level. Cooner et al. compared several ML approaches to building damage assessment using pre-disaster and post-disaster HRS data from the 2010 Haiti earthquake, MFNN had the highest accuracy. Joshi et al. used aerial images after earthquake and tsunami, combined with the LC method to segment images till super-pixels, next extracted features, and used the RF as a classifier to assess the building damage level. Endo et al. proposed a moving window that aggregates adjacent pixels combined with SVM to detect building damage levels after a tsunami based on Synthetic Aperture Radar images. However, ML methods can only target building damage for one or two types of disasters. It is also necessary to design the feature extraction method according to the actual situation, and the robustness and generalization ability are poor.

DL methods compensate to some extent for the deficiencies of ML. The same model can be applied to multiple scenarios with little modification to achieve better results. Some can achieve building damage assessment...
without supervision\textsuperscript{20,21}. Ma et al.\textsuperscript{19} first used a Geographic Information System to extract post-disaster building damage information and delineate boundaries, and then using an improved convolutional neural network to classify the degree of damage to building groups. Tilon et al.\textsuperscript{22} developed an Unsupervised DL method for identifying post-disaster building damage; the Generating Adversarial Network was used for anomaly detection; only the image of the building in its undamaged state is required to output different types of damage classification and building location. Abdi et al.\textsuperscript{10} proposed a multimodal integration structure that combined orthophoto and off-bottom images to do post-earthquake building damage detection, based on deep transfer learning and multi-feature fusion methods. Li et al.\textsuperscript{23} proposed an unsupervised method to assess post-disaster damaged buildings, based on a set of generative adversarial networks, combined with a self-attention module, using unlabeled datasets to achieve better results.

Two issues need to be solved simultaneously in building damage assessment: building location and classification of building damage. Although the above deep learning methods have good results in robustness and generalization, it is difficult for end-to-end or unsupervised methods to achieve excellent performance in both building localization and building damage classification. In HRS images, the background of buildings is complex, the density of buildings is quite different. Furthermore, some buildings occupy fewer pixels in the images. When classifying building damage levels in building damage assessment, the characteristics of light damage and heavy damage are similar, making model prediction difficult. For this reason, we designed a two-stage building damage assessment model that focuses on building localization and building damage classification, respectively. The ACB and ESC modules were added to the model to enhance the model's ability to distinguish foreground–background while improving the accuracy of building segmentation at different scales. The SA module was used to make the model pay more attention to the correlation between HRS images before and after disasters, to optimize the classification ability of similar feature categories.

The contributions of this study are summarized as follows:

- Designed a two-stage building damage assessment network based on HRS images pre-disaster and post-disaster, localization stage and classification stage;
- Introducing ACB and ESC modules to enhance the accuracy of the building localization phase;
- Introducing the SA module with both channel and spatial attention into the model to enhance the performance of the classification phase.

The main purpose of this paper is to detect the damage level of buildings in different areas post-disaster more accurately and providing a valuable model for post-disaster relief. The main structure of this research is as follows. “Methods” section presents the information of the whole model, “Experiment and results” section presents the experimental results and data, “Discussion” section presents the experimental discussion, and “Conclusions” section describes the conclusion.

Methods

Building damage assessment framework. In the paper, we designed a two-stage network to solve the issue of building damage assessment, which included building detection and grading of building damage. The first stage primarily solved the problem of building detection, using the semantic segmentation method to segment the buildings. The second stage primarily solved the problem of building damage classification by drawing on the method of change detection, and using the first stage's building segmentation network as the foundation for creating Siamese Networks to classify building damage into four levels.

The U-Net\textsuperscript{22} involves two parts, an asymmetric encoder and decoder, and the overall resemblance to a U-shaped structure. The encoder is responsible for extracting image features; the decoder is responsible for restoring the feature map to the original size; it has the advantage of fewer parameters and uncomplicated structure, which allows the network to be modified according to actual needs. The HRS images have abundant feature information and more complex building and background information, so U-Net is more suitable as the baseline model for this study than other semantic segmentation networks.

The first stage is the building segmentation network, and the U-Net as the baseline. Because the pre-disaster building features are intact and can better segment the location of the building, the pre-disaster images are used as the network input. The second stage is the network of building damage classification network, which is designed using the Siamese network, and is based on the building segmentation network. The network input is pre-disaster and post-disaster images, the network is initialized using the building segmentation weight, and the weights are shared in the encoder part.

The main improvements of the network are the addition of Extra Skip Connection (ESC) in the decoder part, the replacement of partial convolution with Asymmetric Convolution Block (ACB)\textsuperscript{23}, and the inclusion of a Shuffle Attention (SA)\textsuperscript{24} module in the decoder part of the Siamese Network. Figure 1 shows the framework for assessing building damage. Next, ACB, ESC, and SA attention will be introduced in detail.

Backbone. Using SE-ResNeXt-50 as the backbone network of U-Net. SE-ResNeXt-50 adds the Squeeze-and-Excitation (SE)\textsuperscript{25} attention module and grouped convolution to the classic residual network (ResNet)\textsuperscript{26}. ResNet proposes the idea of residuals and bottleneck blocks, as is shown in Fig. 2a. Summing the output and input of the bottleneck block, avoiding vanishing gradient and explosion gradient; a combination of 1 × 1, 3 × 3, and 1 × 1 convolutions, the two 1 × 1 convolutions perform dimensionality reduction and dimensionality enhancement operations on the feature map, reducing the overall computational effort. ResNeXt\textsuperscript{27} proposes the idea of grouped convolution, which divides the input channels into 32 groups and uses parallel stacking of identical topological blocks instead of the original three-layer convolution, without significantly increasing the number
of parameters and improving the accuracy of the model. The SE attention is channel attention that consists of two parts: squeeze and excitation. The squeeze is a $1 \times 1 \times C$ feature map obtained using global average pooling; excitation is a nonlinear transformation of the feature maps using a $1 \times 1$ convolution; the output is multiplied by the input so that the network strengthens the important features and suppresses others, as shown in Fig. 2c.

The SE-ResNeXt-50 combines the advantages of ResNeXt and SE, replacing the regular convolution with group convolution and adding SE at the end of bottleneck block to improve the ability of network features extraction, the bottleneck block of SE-ResNeXt-50 is shown in Fig. 2b. In this study, layers 1–4 of SE-ResNeXt-50 are used as layers 2–5 of the encoding, corresponding to 4 down-sampling of U-Net.

Asymmetric convolution block. The similarity of building and background features in the HRS images causes the model to predict the background as buildings, which we replace the decoded layers 6–9 partial convolutions with ACB.

Standard convolution uses square convolution kernels of $a \times a$ size. The $a \times 1$ and $1 \times a$ convolution kernels are used instead of $a \times a$ convolution kernels in some studies, but this substitution is not equivalent. Although effective in reducing the number of parameters, some image features are inevitably lost, leading to model performance degradation. The $a \times a, a \times 1$ and $1 \times a$ convolution kernels of 2D convolution have additivity when the input and step sizes are the same, and the three different sized convolution kernels can share a sliding window.

$$I \ast X^{a \times a} + I \ast X^{a \times 1} + I \ast X^{1 \times a} = I \ast (X^{a \times a} \oplus X^{a \times 1} \oplus X^{1 \times a})$$

(1)
where \( I \) is the feature map; \( X^{a \times 1} \) and \( X^{1 \times a} \) are two kernels whose sizes can be compatible on \( X^{a \times a} \); \( \oplus \) is summed by the element in the corresponding position. Making use of this feature, ACB equivalently fuses convolutions of different sizes into the standard convolution. The horizontal and vertical kernels in asymmetric convolution form the kernel skeleton to obtain crossed receptive fields, enhance the extraction of useful information by the convolutional kernels, and suppress redundant information.

In this study, the 3 × 3, 3 × 1 and 1 × 3 sized convolutional kernels are used, as shown in Fig. 3. Three convolutional kernels acquire features in parallel, sum up the output feature maps and finally enhance their nonlinearity using the ReLU activation function. The 3 × 3 convolution captures the features in the fixed receptive field, and the 3 × 1 and 1 × 3 convolution kernels can enhance the features within the fixed receptive area from two dimensions during training. U-Net goes through two convolutional layers for each up-sampling.

The first convolutions are in charge of down-scaling the features from the prior layer; the second convolutions are in charge of splicing the encoder and prior layer features; modifying the second convolution to ACB.

**Extra skip connection.** The scale of buildings in HRS images varies greatly, and the model is hard to predict buildings with large scale differences accurately. Therefore, adding ESC to the decoder part of U-Net enable the model to fuse features of multiple scales, thereby increasing the segmentation accuracy of the model. The specific structure of ESC is shown in Fig. 4.
The low-level features by made of less convolution, less semantic information and more noise, but high-resolution location information and detail features are provided. The high-level features undergo more convolution, have lower resolution, and are less sensitive to location and detail features, but contain more robust semantic information. Combining semantic information from higher and lower levels can be called multi-scale feature fusion, generally classified into two types: parallel multi-branching structure and serial multi-branching structure. Inception modules, Atrous Spatial Pyramid Pooling\(^28\) modules that use atrous convolution, and Pyramid Pooling Module\(^29\) modules that use different size of pooling are the most well-known parallel multi-branch structures. Fully Convolutional Networks\(^30\) and U-Net represent the serial multi-branching architecture, and feature combinations are achieved by hopping layer connections.

This study draws inspiration from U-Net\(^3+31\), which combines high-level semantics and low-level details in different scale features through full-scale skip connection. Using serial multi-branching structures, layers 6–8 feature maps and feature maps from layer 1 are stitched together, and the number of connected feature maps after channels are reduced from 208 to 48 by 1 × 1 convolution to obtain layer 9.

Layers 6–8 are up-sampling using bilinear interpolation to make the feature map have the same dimension as layer 9, facilitating subsequent use of "Concat" to connect the feature maps. The number of channels is reduced to 48 by 3 × 3 convolution after up-sampling in layers 6–8. Due to the high number of channels in the layer 5, the computation is quite large even using 1 × 1 convolution, so the layer 5 is not connected.

**Shuffle attention.** In the damage assessment of buildings in HRS images, a Siamese Network is built using U-Net. The HRS images before and after disasters are used as input to detect the damage degree of buildings using the change detection method. The features in the input pairs of images in change detection have some correlation, including unchanged backgrounds and buildings with varying degrees of damage. We add the SA module to notice this correlation.

Attention is generally divided into two categories: channel and spatial attention. SE module is typical channel attention. Typical spatial channel attention is Convolutional Block Attention Module\(^32\). Although the model gets better performance by combining the advantages of the channel and spatial attention, it necessarily increases the computational effort.

The SA attention combines spatial and channel attention, which has the advantage of the small amount of calculation. The number of channels of the input feature maps \(I \in \mathbb{R}^{C \times H \times W}\) is divided into \(G\) groups, that is \(I = [I_1, I_2, \ldots, I_G]\), \(I_k \in \mathbb{R}^{C/G \times H \times W}\). Before entering attention, the feature channel \(I_k\) is again divided into two branches, both \(I_{k1}\) and \(I_{k2}\). One branch carries out channel attention; another branch carries out spatial attention. The overall structure of SA attention is shown in Fig. 5.

The channel attention section uses global average pooling to generate global information. The result of pooling is \(S \in \mathbb{R}^{C/G \times 1 \times 1}\).

\[
S = F_{gp}(I_{k1}) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} I_{k1}(i, j)
\]  

(2)

Based on the idea of a gating mechanism to design adaptive feature output function and Sigmoid is the activation function, the output of the final \(I_{k1}\) branch is \(\hat{I}_{k1}\):

\[
\hat{I}_{k1} = \sigma(F_c(S)) \cdot I_{k1} = \sigma(W_1 S + b_1) \cdot I_{k1}
\]  

(3)

where \(W_1 \in \mathbb{R}^{C/G \times 1 \times 1}\) and \(b_1 \in \mathbb{R}^{C/G \times 1 \times 1}\) are used to translate and scale \(S\).

The spatial attention uses Group Norm (GN)\(^33\) to obtain the spatial data of the \(I_{k2}\) branch, and the adaptive feature output function is used to enhance the feature representation of the \(I_{k2}\) branch, and the final output of the \(I_{k2}\) branch is \(\hat{I}_{k2}\).

\[\hat{I}_{k2} = \sigma(W_2 S + b_2) \cdot I_{k2}\]

(4)
The output results of both $I_{k1}$ and $I_{k2}$ branches are combined to get a feature map $I'_{k}$ with the same number of channels as the input, $I'_{k} = [I'_{k1}, I'_{k2}] \in \mathbb{R}^{C/2G \times H \times W}$. After all the features are aggregated, cross-group features are exchanged by channel shuffle, and the dimension of the final output feature map is the same as that of the input feature map.

We embed SA attention into the Siamese Network. There are two U-Net networks in the Siamese Network, one is responsible for extracting pre-disaster image features, and another is responsible for extracting post-disaster image features. Therefore, the feature of corresponding layers of the two U-Net decodes is combined and fed into the SA attention module. Finally, the output is used as the input of the next layer of the two U-Net, as a way to enhance the correlation of the before and after disaster images. The specific location of the SA module in the network is shown in Fig. 1, and attention is added to layers 6–8 of the decoder.

Data. The xBD dataset is used in this study, mainly for post-disaster building damage assessment. The xBD dataset including HRS images before and after a variety of natural disasters worldwide, with a ground sampling distance of 0.8 m. Each image is 1024 × 1024 in size and has labeled files of building polygons and damage levels. The dataset classifies the damage levels of buildings into four categories: no damaged, minor damaged, major damaged and destroyed, which correspond to 0–3 in the labels. Table 1 shows the specific damage levels and detailed descriptions.

The complete dataset includes three files: Train, Tier3, and Test, 11,034 pairs of HRS images before and after the disaster, 850,736 buildings, and a total coverage area of 45,361.79 square kilometers. Table 2 shows the detailed data of each file in the dataset.

### Table 1. Damage level and damage description.

| Number | Damage level | Damage description                                      |
|--------|--------------|---------------------------------------------------------|
| 0      | No damaged   | No sign of water, structural or burn damage             |
| 1      | Minor damaged| Water or volcanic flow around buildings, roof cracks     |
| 2      | Major damaged| Some walls or roofs collapse and were surrounded by water|
| 3      | Destroyed    | Charred, completely collapsed, wholly or partially covered with water, or disappeared |

### Table 2. The xBD data distribution and their respective annotation counts.

| Distribution   | Image   | Graphics  |
|----------------|---------|-----------|
| Train + Tier3  | 18,336  | 632,228   |
| Test           | 1866    | 109,724   |

The output results of both $I_{k1}$ and $I_{k2}$ branches are combined to get a feature map $I'_{k}$ with the same number of channels as the input, $I'_{k} = [I'_{k1}, I'_{k2}] \in \mathbb{R}^{C/2G \times H \times W}$. After all the features are aggregated, cross-group features are exchanged by channel shuffle, and the dimension of the final output feature map is the same as that of the input feature map.

We embed SA attention into the Siamese Network. There are two U-Net networks in the Siamese Network, one is responsible for extracting pre-disaster image features, and another is responsible for extracting post-disaster image features. Therefore, the feature of corresponding layers of the two U-Net decodes is combined and fed into the SA attention module. Finally, the output is used as the input of the next layer of the two U-Net, as a way to enhance the correlation of the before and after disaster images. The specific location of the SA module in the network is shown in Fig. 1, and attention is added to layers 6–8 of the decoder.

### Experiment and results

#### Loss function.

In the building detection phase, the crucial task is to distinguish the building from the background accurately. With the large number of pixels occupied by the background in HRS images, there is the problem of uneven distribution of foreground and background. Use a combination of loss functions, including Dice loss and Focal loss. Dice loss is mainly used in the binary semantic segmentation task. There is an adjust-
able balance factor $\alpha$ in Focal loss. Since the ratio of building to a background in segmentation is about 1:9, the parameter $\alpha$ is set as 0.9 in the segmentation model, which can balance the sample difference. The Dice loss and Focal loss equations are as follows:

$$L_{\text{Dice}} = 1 - \frac{2pt + \varepsilon}{p + t + \varepsilon}$$

(5)

$$L_{\text{Focal}} = \begin{cases} -\alpha(1 - p_t)^2 \log(p_t), & y = 1 \\ -(1 - \alpha)(p_t)^2 \log(1 - p_t), & y = 0 \end{cases}$$

(6)

Among, $p$ is the predicted value; $\varepsilon$ is smooth to prevent the case of a zero denominator; $t$ is the label value; $p_t$ is the probability of a positive sample; $y$ is the label of the sample, $y = 1$ is the foreground and $y = 0$ is the background.

The main task completed in the building damage classification phase is the multi-classification task, in which a Cross-Entropy loss function for multi-classification is introduced on top of Dice loss and Focal loss. The Cross-Entropy loss formula is as follows:

$$L_{\text{CE}} = - \sum_{c=1}^{M} y_c \log(p_c)$$

(7)

where $M$ denotes the number of classifications; $y_c$ is a one-hot vector with elements taking only 0 and 1 values. The value 1 is taken if the category is the same as the category of the sample. Another is 0. $p_c$ denotes the probability that the predicted sample belongs to the class $c$.

In the xBD dataset, many buildings occupy fewer pixels and fall into the category of small targets. In the case of smaller targets, the Dice loss can produce severe oscillations. To balance this oscillation, we set weighted Focal loss in the segmentation stage, weighted Focal loss and Cross-Entropy loss in the classification stage. After several experiments and comparisons, the combination of loss functions with fewer oscillation occurrences is selected$^{37}$.

Metric. Building segmentation accuracy is evaluated using two evaluation indicators, $IOU$ and $F1$, during the building inspection phase. $F1$ also known as the balanced F-score, is the summed average of precision and recall, which combines the results of precision and recall. The comprehensive performance of the model can be effectively evaluated. The $IOU$ is called the intersection-merge ratio, which is the ratio of the intersection and merge of the model’s predicted and actual values. The equations of $IOU$ and $F1_{loc}$ are as follows:

$$IOU = \frac{TP}{TP + FP + FN}$$

(8)

$$P = \frac{TP}{TP + FP}$$

(9)

$$R = \frac{TP}{TP + FN}$$

(10)

$$F1_{loc} = \frac{2}{1/P + 1/R} = \frac{2PR}{P + R}$$

(11)

where $P$ is the Precision; $R$ is the Recall; $TP$ is True Positive, the inference is true, the reality is true; $FP$ is False Positive, the inference is true, the reality is false; $FN$ is False Negative, the inference is false, the reality is true; $TN$ is True Negative, the inference is false, the reality is false.

$F1$ is applied to evaluate the performance of the second stage model. In the study, the damage levels were divided into four categories, at which point the $F1$ scores needed some modification to become a summed average of the four categories $F1$ score. The $F1_{cls}$ formula is as follows:

$$F1_{cls} = \frac{4}{\sum_{j=0}^{1} \left( \frac{1}{F1_{cls} + \varepsilon} \right)}$$

(12)

For the overall evaluation metrics of the model, we refer to the Xview2 competition, with $F1_{loc}$ and $F1_{cls}$ weighted separately to obtain the final $F1_{overall}$:

$$F1_{overall} = 0.3 \times F1_{loc} + 0.7 \times F1_{cls}$$

(13)

Compared to the accurate segmentation of the building, the precise assessment of the damage level of the building is more important, so the classification part of the score has a greater weight.

Training details. The two-stage model was trained using the AdamW optimizer, the model used Python 3.7 PyTorch, and the model was trained and tested on an NVIDIA Quadro RTX 6000 GPU. Enhancements to the data during the training phase include flipping, rotating, scaling, contrast, and elastic transformations. The
The original size of the input image was 1024 × 1024 and the resized ones after data enhancement are 512 × 512. The batch size for both training and testing was 4. The building segmentation phase was initialized with pre-trained weight from the PyTorch Library with a learning rate of $lr = 0.00015$ and 35 epochs of training; the building classification phase with $lr = 0.0002$ and 20 epochs of training; the whole training process was about 18–20 h.

**Results.** The performance of the model was tested using a portion of the Test data provided by xBD data as a test set. Figure 6 shows the segmentation results for sparse, dense, and simultaneous inclusion of buildings with large-scale differences. From Fig. 6a, compared with the base-line model, the improved model can effectively segment sparse buildings and enhanced the model’s perception of buildings at the edges of the images; Fig. 6b show that the model can provide better segmentation of buildings with large scale differences; Fig. 6c show that the model can extract dense buildings more accurately, although the edges of the buildings are slightly blurred.

In the building segmentation stage, four models were trained, including the baseline model, only the ESC, only the ACB, and the model with both "ESC + ACB". Table 3 shows the evaluation indexes between our model and other models.

From Table 3, in the segmentation stage, when used the same dataset, is compared with other studies, this model performs best. It could be seen that adding ESC or ACB alone in the decoding part of the model had some
improved segmentation accuracy ($IOU_{ESC}$ improved by 0.0084; $IOU_{ACB}$ improved by 0.0185), and adding both modules at the same time finally yields $F_{1_{loc}} = 0.8741$ and $IOU = 0.7763$.

Segmenting the buildings was only the first step. The next task was to classify the damage level of the buildings based on the segmented buildings. The SA attention was used to more aware of the changes in buildings before and after the disaster, and to improve the model’s detection accuracy on level 1–2 damage. The final results of the building damage assessment are shown in Fig. 4, and the evaluation indexes used $F_{1_{overall}}$, $F_{1_{loc}}$ with a weight of 0.3 and $F_{1_{cls}}$ with a weight of 0.7 as introduced in Metric. To verify the performance of the designed model, we compared the performance of several models using the xBD dataset, including the baseline model provided by the official at beginning of the competition, using the change detection method, and the method of image feature fusion before and after the disaster. The specific data comparison is shown in Table 4.

The official baseline model did not do the corresponding data enhancement according to the dataset’s characteristics and obtained poor results in the classification stage. Weber et al.38 used change detection methods to extract pre-and post-disaster image features respectively and shared weights at the end to fuse the features. RescueNet39 was a single-stage network that fuses the pre-disaster and post-disaster to complete the segmentation and classification tasks simultaneously. Dual-HRNet40 was a model of building damage detection built based on HRNet. Peng et al.41 designed an end-to-end change detection model, which we applied to building damage assessment. The FCN38 semantic segmentation model was applied to the building damage assessment task with the same structure as the two-stage model, and only the location of UNet was changed to FCN.

Compared with the above models, the U-Net model used in this paper is based on a two-stage model, and the introduction of ESC and ACB in the building segmentation stage makes the model achieve better results in segmentation; as we integrate SA attention in the classification stage, it showed better results in the overall classification and each damage classification index. Although we did not obtain better results in heavy damage and complete damage than the other two models, our model achieved $F_{1_{loc}} = 0.7898$ in the overall segmentation and classification metrics, undamaged score $F_{1_{cls}} = 0.7538$ and lightly damaged score $F_{1_{cls}} = 0.5778$.

To gain a better understanding of the effect of model improvement, we selected typical samples from the test set to compare the results. These three samples are two hazards from three regions with different levels of building damage. Figures 7, 8 and 9 show the visualization results of the damage assessment from several models. From these figures, we can see that the end-to-end building change detection model (model of Peng et al.41) considers only the change of building location. However, the building location is constant in the building damage assessment, and only the roof of the building is changing, so many buildings are mis-segmented and with blurred contours. When FCN is used as the baseline network of the two-stage model, the building damage classification results are also poor because FCN cannot retain more semantic information in the up-sampling part. Although the Dual-HRNet model has a better detection effect, the model is large, takes up too much memory during training, and takes a long time to predict.

Figure 7 mainly shows the predicted results for Hurricane-Michael, with the detection results in the presence of all four types of damage. The majority of the intact buildings are correctly classified. The buildings in the lower left of the figure are mostly undamaged or lightly damaged, yet some lightly damaged buildings are still classified as heavily damaged. A larger building in the upper right corner of the figure is completely damaged, and the baseline model initially classified it as heavily damaged, but the improved model is correctly classified. By comparing the images before and after the disaster, it can be seen that the building will inevitably be offset to some extent due to different angles of shooting, while there are more plants around the building to cover the building, and most of the plants are broken after the disaster, and some of them are fused with the damaged part of the building, all the above factors may lead to the misclassification of similar damage. After the model improvement, minor damage and major damage have some enhancements.

Figure 8 shows mainly the predicted results of Palu-Tsunami, primarily to observe the detection results of complete damage and undamaged. The classification results in the more continuous intact and completely damaged are more accurate, and there are misclassifications in the classification results of the positions adjacent to the two categories. Two major damaged buildings were misclassified in the middle of the figure, and the two images pre-disaster and post-disaster were overlaid and compared. The completely damaged buildings were all covered with sediment, and the two buildings in the middle were severely displaced. The positions of the buildings were determined by the pre-disaster images. The positions of the buildings were severely shifted after the disaster,
but the buildings were not completely damaged. The improved classification result of completely undamaged is more accurate. Figure 9 is mainly for observing the detection of minor damage to buildings, and the model has the lowest detection accuracy for minor damage compared to several other damage classes. The figure shows that the improved model has improved the detection of minor damage, but there are still some mixed cases of minor damage and undamaged categories. On the one hand, there are few data of minor damaged buildings; on the other hand, the characteristics of minor damaged buildings are not outstanding, so they can be easily misclassified as undamaged.

To better illustrate the specific effects of each module introduced on the model, we did some ablation experiments on each module. The ablation results were shown in Table 5.

Figure 7. Classification of building damage in Hurricane-Michael.

Figure 8. Classification of building damage in Palu-Tsunami.
ESC and ACB. After ESC and ACB are added to the network, the building segmentation index is improved by 1.24% compared with the baseline, which improves the segmentation ability of dense buildings and multi-scale buildings.

SA. After adding SA attention to the model, the overall performance of the classification stage is improved, and the building damage classification index is increased by 1.38%. The building damage assessment index reaches $F_{\text{overall}} = 0.7536$. In the classification of building damage, the model after adding SA has no damaged score of $F_{\text{0cls}} = 0.9521$, a minor damaged score of $F_{\text{1cls}} = 0.5778$, and a major damaged score of $F_{\text{2cls}} = 0.7538$, all of which are the highest. The model with SA attention outperforms the model without SA attention.

Discussion
Building damage assessment tasks include building localization and building damage classification. For this purpose, the main work of this paper is to design and improve a two-stage building damage assessment network based on U-Net.

The first stage corresponds to the building localization task. Combining the idea of asymmetric convolution, the standard convolution in up-sampling is replaced with ACB to enhance the ability to distinguish foreground and background when the network segments buildings. Using the idea of better retention of small-scale features at shallow levels and better retention of large-scale features at high levels, ESC is designed to fuse different scale features and enhance the segmentation accuracy of the network for multi-scale buildings. A fair comparison was made between other methods and our method on the same test set, and for an objective assessment of the building semantic segmentation results IOU and F1 metrics are used. As shown in Table 3, both metrics are better than the other methods. As shown in Fig. 6, when the buildings are sparse, it can segment the buildings at the edge of the image better; when the buildings in the image have different scales, and the image has similar information as the buildings, it can still segment the buildings accurately; when the buildings are dense, it can segment the single buildings better, and very few adhesions occur. The edges of the building appear vignetted when there is more shading around the building. Overall ACB and ESC both enhance the segmentation effect of the building.

The second stage uses the change detection approach to complete the building damage classification task by combining two first-stage building segmentation networks into a Siamese Network. In order to make the change detection network cost more attention to the changes in building information in remote sensing images
before and after the disaster, this paper embeds the SA attention by incorporating the grouping idea into the up-sampling middle of the Siamese network, which enhances the performance of building damage classification. The F1 index is mainly used in the classification stage, and different weights are assigned to localization and classification respectively in the overall evaluation, as shown in Eq. 13. As shown in Fig. 7, when all four damage classes are present in the image, undamaged and complete damage are mostly classified correctly, and there are some misclassifications in light and heavy damage, but the misclassifications are improved after embedding SA attention. As shown in Fig. 8, when there is a large area of undamaged and total damage, the junction of the two types of damage is misclassified, and the improved network has fewer misclassifications. As shown in Fig. 9, the improved model has significantly reduced the misclassification of minor damage. However, there are still a large number of false predictions in the parts adjacent to undamaged and minor damage. These improvements were also reflected in the evaluation metrics, as shown in Table 4, where our net-work was better than the other networks in the overall damage classification metrics, un-damaged and lightly damaged; the metrics for lightly damaged, although the highest, were much lower than the other categories, probably due to the lack of data for lightly damaged. Although there is a slight lack of severe damage and total damage, they all reach a good level.

The improved two-stage building damage detection network has good robustness in a variety of natural hazards, and two of the more common ones are shown in Figs. 7 and 8. The network designed in this paper achieves good prediction results in building damage assessment, and in subsequent studies will continue to address two remaining problems, one is segmentation in the presence of building occlusion, and the other is that the index of minor building damage is much lower than other categories.

Conclusions
In this research, we designed a network for building damage detection, which could segment buildings while classifying the damage level of buildings after a disaster. By quantifying the impact of each added module on the model performance through ablation experiments. In the segmentation stage, ESC improves the model’s ability to segment multi-scale buildings; ACB improves the model’s foreground and background segmentation performance; and ESC and ACB improve the model’s ability to segment complex buildings. In the classification stage, SA attention enable the network to pay attention to the attention of RS images before and after the disaster, resulting in improved classification accuracy. When compared to the Dual-HRNet model, the positioning accuracy was improved by 0.84% and the classification accuracy was improved by 2.79%. Our model could be applied to multiple natural disasters, which helped in the application and generalization of the model. This work contributed to the integration and advancement of DL methods and RS technologies.

Data availability
All data included in this study are available upon request by contacting the corresponding author.
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