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Abstract—Images obtained in real-world low-light conditions are not only low in brightness, but they also suffer from many other types of degradation, such as color distortion, unknown noise, detail loss and halo artifacts. In this paper, we propose a Degradation-Aware Deep Retinex Network (denoted as DA-DRN) for low-light image enhancement and tackle the above degradation. Based on Retinex Theory, the decomposition net in our model can decompose low-light images into reflectance and illumination maps and deal with the degradation in the reflectance during the decomposition phase directly. We propose a Degradation-Aware Module (DA Module) which can guide the training process of the decomposer and enable the decomposer to be a restorer during the training phase without additional computational cost in the test phase. DA Module can achieve the purpose of noise removal while preserving detail information into the illumination map as well as tackle color distortion and halo artifacts. We introduce Perceptual Loss to train the enhancement network to generate the brightness-improved illumination maps which are more consistent with human visual perception. We train and evaluate the performance of our proposed model over the LOL real-world and LOL synthetic datasets, and we also test our model over several other frequently used datasets without Ground-Truth (LIME, DICM, MEF and NPE datasets). We conduct extensive experiments to demonstrate that our approach achieves a promising effect with good robustness and generalization and outperforms many other state-of-the-art methods qualitatively and quantitatively. Our method only takes 7 ms to process an image with 600x400 resolution on a TITAN Xp GPU.

Index Terms—Low-light image enhancement, Retinex decomposition, Image denoising, Color restoration, Deep learning

I. INTRODUCTION

LOW-LIGHT image enhancement is a very challenging low-level computer vision task because, while enhancing the brightness, we also need to tackle color distortion, suppress amplified noise, preserve detail information and eliminate halo artifacts. Images captured in insufficient lighting conditions often suffer from several types of degradation, such as poor visibility, low contrast, color distortion and severe ISO noise, which have negative effects on other computer vision tasks, such as image recognition [4] [5] [6], object detection [7] [8] [9] and image segmentation [10] [11] [12]. Therefore, there is a huge demand for low-light image enhancement. In recent years, a great number of approaches have been proposed and achieved remarkable results in low-light image enhancement, but, to the best of our knowledge, there are few successful methods for simultaneously dealing with all the degradation contained in low-light images.

It is still a very challenging task to cope with so many problems simultaneously. Although many existing methods can improve the brightness of low-light images, some of them cause serious color distortion after increasing the brightness [1] [13] [14] [15] [16] [17]. For example, as shown in Fig.1, the results of GLAD [1] is under-saturated in terms of colorfulness, while as shown in Fig.16, the colorfulness of RetinexNet [16] is over-saturated, both of them suffered from severe color distortion. In addition, some methods do not suppress noise when enhancing brightness, resulting in serious noise in the image after enhancement [14] [18] [19]. Other methods [20] [21] [22], in order to eliminate noise, cause the enhanced and denoised image to be too smooth, resulting in blurred edges, missing too much detail information and causing color distortion. For example, as shown in Fig.5, KinD [13] uses a simple U-Net to decompose low-light images. Noise hidden in the dark regions is amplified in reflectance map, so a deeper U-Net is used in KinD to remove noise in reflectance, but this introduces color distortion because color information is lost when the noise-free reflectance map is reconstructed in the up-and-down sampling structure of the deep U-Net. Degradation can affect not only our visual effects but other visual tasks as well. Therefore, how to deal with all the degradation is a
problem worth studying. Based on the assumption of Retinex Theory [23], a natural image can be decomposed into two parts: reflectance and illumination. The reflectance part contains detail and color information of the original image. The illumination part carries the information about the intensity and distribution of light in the original image, and it should be smooth enough and not contain any high-frequency information such as details and noise. The decomposition task concentrates the high-frequency components, including the noise and detail information, on the reflectance part, whereas the illumination part is mainly composed of low-frequency components, so there is almost no noise in the illumination part and we only need to denoise the reflectance part.

Many previous methods [14] [1] [17] do not consider denoising the enhanced image. Some methods use other state-of-the-art denoising methods [24] [25] [26] as post-processing operations for enhanced images, which can slow down the speed of the model considerably. In other methods [13], a denoising network or algorithm is specially designed to achieve noise-free in the enhanced image.

In this paper, we improve RetinexNet [16] and propose a novel framework based on Retinex Theory [23] to achieve brightness enhancement, denoising, color distortion correction, details preservation and halo artifacts removal simultaneously and efficiently. The proposed framework consists of two U-Nets [27] and a convolutional neural network (CNN). In the decomposition phase, we use a U-Net to decompose low-light images into reflectance and illumination map. According to [28], the up-and-down sampling structure of U-Net can be used as a decomposition network and inspired by [29] [26] [13], as shown in Table II, a deep U-Net with up-and-down sampling structure can achieve the function of denoising. So unlike previous methods [16] [13], we adopt a deeper U-Net as our decomposition net for avoiding the amplification of noise hidden in the dark regions. More details about the choice of the decomposer will be explained in the methodology section. We propose aDegradation-Aware Module (denoted as DA Module), which uses a CNN for the awareness of degradation and a loss function (DA Loss) for tackling all the degradation in reflectance and guide the decomposer to tackle them simultaneously during the decomposition phase directly.

We propose a Degradation-Aware (DA) Module for the awareness of all the degradation in reflectance and guide the decomposer to tackle them simultaneously during the decomposition phase directly.

By adjusting the coefficient of Degradation-Aware (DA) Loss, we can flexibly adjust the colorfulness of the image.

We introduce Perceptual Loss to train the enhancement network to enhance the brightness of illumination by directly learning the mapping of low/normal-light illumination map.

Extensive comparisons and ablation experiments are conducted on commonly used datasets to demonstrate the superiority of our method qualitatively and quantitatively, including its fast computation speed.

II. RELATED WORKS

In recent years, many effective methods have been developed for the tasks of low-light image enhancement. According to the algorithm principle, low-light image enhancement methods can be roughly grouped into three categories: Histogram Equalization (HE)-based enhancement methods, Retinex-based enhancement methods and Learning-based enhancement methods.

1) HE-based Enhancement Methods: There are many improved methods based on HE. Dynamic histogram equalization (DHE) divides the histogram of the image into sub-blocks and uses HE to stretch the contrast for each sub-block. Adaptive histogram equalization (AHE) [31] changes image contrast by calculating the histogram of multiple local areas of the image and redistributing the brightness. AHE is more suitable for improving the local contrast and details of the image, but the noise is amplified. Contrast limited adaptive histogram equalization (CLAHE) [32] restricts the histogram of each sub-block and well controls the noise brought by AHE.

2) Retinex-based Enhancement Methods: Methods based on Retinex Theory [23] decompose the image into reflectance and illumination. Such methods maintain the consistency of the reflectance, increase the brightness of the illumination and then take the pixel-wise product to enhance the low-light image. Single Scale Retinex (SSR) [33] aims to restore the brightness of illumination after Retinex decomposition. Multi-Scale Retinex (MSR) [14] combines the filtering results of multiple scales based on SSR. MSRCR adds a color recovery factor to tackle the color distortion caused by contrast enhancement in local areas of the image. NPE [34] strikes a balance between contrast enhancement and naturalness of estimated illumination. MF [35] is a fashion-based method for contrast enhancement of the illumination. SRIE [36] is a weighted variational model to estimate reflectance and illumination. BIMEF [37] provides a bio-inspired dual-exposure fusion algorithm to provide accurate contrast and lightness enhancement, which obtains results with less contrast and
lightness distortion. LIME [15] estimates a structure-aware illumination map with structure prior and uses BM3D [24] for the post-processing denoising operation. Dong et al. [38] proposed an efficient algorithm by inverting an input low-lighting video and applying an optimized image de-haze algorithm on the inverted video. CRM [39] uses the camera response model for the enhancement process. RRM [21] is a Robust Retinex Model that considers noise mapping to improve the enhancement performance of low-light intensity noise images. LECARM [40] is a novel enhancement framework using the response characteristics of cameras to tackle color and lightness distortions. JED [22] is a joint low-light enhancement and denoising strategy.

3) Learning-based Enhancement Methods: With the advent of deep learning, a great number of state-of-the-art methods have been developed for low-light image enhancement. LLI-Net [29] is a deep auto-encoder model for enhancing lightness and denoising simultaneously. LLCNN [41] is a CNN-based method utilizing multi-scale feature maps and SSIM loss for low-light image enhancement. MSR-Net [42] is a feedforward CNN with different Gaussian convolution kernels to simulate the pipeline of MSR for directly learning end-to-end mapping between dark and bright images. GLADNet [1] is a global illumination-aware and detail-preserving network that calculates global illumination estimation. LightenNet [43] serves as a trainable CNN by taking a weakly illuminated image as the input and outputting its illumination map. MBLLEN [20] uses multiple subnets for enhancement and generates the output image through multi-branch fusion. RetinexNet [16] decomposes low-light input into reflectance and illumination and enhances the lightness over illumination. EnlightenGan [17] trains an unsupervised generative adversarial network (GAN) without low-normal-light pairs. KinD [13] first decomposes low-light images into a noisy reflectance and a smooth illumination and then uses a U-Net to recover reflectance from noise and color distortion. RDGAN [18] proposes a Retinex decomposition based GAN for low-light image enhancement. RetinexDIP [44] provides a unified deep framework using a novel “generative” strategy for Retinex decomposition. Zhang et al. [45] presented a self-supervised low-light image enhancement network, which is only trained with low-light images. ZeroDCE [19] estimates the brightness curve of the input image without any paired or unpaired data during training.

III. MOTIVATION AND ANALYSIS

Based on the assumption of Retinex Theory [23], a natural image (S) can be decomposed into two components: Reflectance (R) and Illumination (I). * represents a pixel-wise product operator.

\[ S = S' + D = R' \ast I' + D \]  \hspace{1cm} (1)

where \( S \) and \( S' \) mean Low-light Input Image and Normal-light Ground-Truth. \( R' \) and \( I' \) represent Reflectance map without degradation and Illumination map without degradation. \( D \) means a set of degradation.

\[ D = N + LL \]  \hspace{1cm} (2)

where \( N \) and \( LL \) represent Noise and Low Lightness, respectively.

Reflectance is usually a three-channel image that contains color and high-frequency components, such as noise and detail information. Illumination is a very smooth single-channel image that only contains low-frequency components, such as the intensity and distribution of illumination. In the process of decomposition, illumination is smooth enough to be regarded as noise-free since it only contains low-frequency information. However, noise hidden in the dark is amplified in the reflectance, which results in a very low signal-to-noise ratio (SNR) for the reflectance.

When Retinex decomposition is conducted, degradation will change. Here we give a detailed analysis and formula derivation of the degradation model in Retinex decomposition.

As shown in Formula 3, when a low-light image is decomposed into Reflectance and Illumination, noise hidden in the darkness will be amplified in the reflectance, in addition, color distortion and unpleasant halo artifacts occur; illumination map now is an image with low lightness and poor visibility:

\[ S = R \ast I = (R' + AN + CD + HA) \ast (I' + LL) \]  \hspace{1cm} (3)

where \( R, I, AN, CD \) and \( HA \) represent Reflectance map with degradation, Illumination map with degradation, Amplified Noise, Color Distortion and Halo Artifacts, respectively.

When we conduct denoising on \( R \), although noise can be removed, details will be lost in the reflectance; when we conduct enhancement on \( I \), over/under-exposure may occur:

\[ R = R' + AN + CD + HA \overset{\text{Denoising}}{\longrightarrow} R' + CD + HA + DL \]  \hspace{1cm} (4)

\[ I = I' + LL \overset{\text{Enhancement}}{\longrightarrow} I' + OE/UE \]

where \( DL, OE \) and \( UE \) represent Details Loss, Over-Exposure and Under-Exposure, respectively.

Previous approaches [15] [16] [13] used additional well-designed denoisers [24] [26] or an embedded denoiser to denoise the reflectance. However, there may be some problems such as color distortion and loss of high-frequency details in the reflectance map after applying extra denoisers. Furthermore, additional denoisers can significantly reduce the forward inferencing speed of the whole pipeline.

In the enhancement stage, the brightness of the illumination is enhanced, but if the intensity of brightness and the distribution of light are not restored correctly, the result will be overexposed or underexposed. The color information of the image depends not only on the reflectance but also on the brightness information of the illumination. Incorrectly predicted illumination maps can also result in color distortion in the final enhanced results.

A variety of degradation may arise after enhancing the brightness of the low-light image. Many of the previous methods used multiple sub-methods or sub-networks to tackle some of these problems in numerous steps [15] [16] [13], which can slow down the speed of the pipeline. Unlike previous methods, as shown in Fig.2, we aim to enhance the lightness of low-light images without introducing extra restorers to deal
with degradations in the reflectance map. We use Degradation-Aware (DA) Module for the awareness of the degradation in reflectance and guide the decomposer to eliminate them directly during the decomposition stage rather than designing multiple sub-networks to deal with these problems individually. We are inspired by RetinexNet [16] and overcome the shortcomings of RetinexNet.

IV. METHODOLOGY

As shown in Fig.3, inspired by Retinex Theory, our proposed method adopts two U-Nets as decomposition and enhancement networks, respectively. In the decomposition stage, we use a deep U-Net to decompose the low-light image into two components (i.e., reflectance and illumination) and propose a Degradation-Aware (DA) Module for guiding the decomposer to tackle the degradation in the reflectance directly during the decomposition stage. In the enhancement stage, we introduce Perceptual Loss [30] to train a deep U-Net as our enhancement net. In the following sections, we will explain our network architecture and loss functions in detail.

| Methods               | Reflectance | Noise Level | PSNR \( \uparrow \) | DeltaE \( \downarrow \) |
|-----------------------|-------------|-------------|-----------------|-----------------|
| RetinexNet [16]       | Normal      | 3.4678      | 36.5095         | -               |
|                       | Low         | 36.5095     | 14.7454         | 20.9036         |
| KinD [13]             | Normal      | 5.3774      | 21.9833         | 8.9493          |
|                       | Restorer    | 1.7625      | 32.4927         | 25.2839         |
|                       | Low         | 13.9367     | 13.3297         |                 |
| ours w/o DA           | Normal      | 0.9443      | -               | -               |
|                       | Low         | 3.1812      | 22.7766         | 8.6116          |
| ours with DA          | Normal      | 0.9265      | -               | -               |
|                       | Low         | 2.1764      | 25.0536         | 5.5829          |

A. Decomposition Network

As shown in Fig.2, RetinexNet [16] uses a Plain CNN without up-and-down sampling structure as the decomposition net to decouple the low-light image into the reflectance and illumination, but as shown in Fig.5 and Table.I, this Plain CNN may amplify the noise and introduce color distortion in the reflectance. KinD [13] uses a shallow U-Net as the decomposition net, but as we can see in Fig.5 and Table.I, the noise is still amplified in the reflectance, even the noise in the reflectance map, which is decomposed from normal-light Ground-truth images, is also amplified. In the reflectance maps obtained by decomposition of the normal-light Ground-Truth images through the decomposers of RetinexNet [16] and KinD [13], the noise levels are 3.4678 and 5.3774. By contrast, the noise level of their counterparts decomposed through our decomposer is only 0.9443. In addition, there are also serious color distortion and unpleasant halo artifacts. Therefore, inspired by the restoration net in [13], we use a deeper U-Net as our decomposition net because according to [29] [26] [13] [1], as shown in Table.II, the up-and-down sampling structure of a deeper U-Net has the function of denoising and keeping the noise from being amplified during the decomposition stage.

TABLE II

| Decomposer Network | Kernel Settings | Noise Level |
|--------------------|-----------------|-------------|
| Plain CNN          | <64 64 64 64 64> | 1.9662      |
| CNN + U-Net        | <64 64 128 64 64> | 0.7751      |
| Shallow U-Net      | <32 32 32 32 32> | 0.4287      |
| U-Net              | <32 64 64 64 32>  | 0.3962      |
| Deep U-Net         | <32 128 128 64 64> | 0.3762      |

However, unpleasant noise, color distortion and halo artifacts still exist in the reflectance, so we introduce the Degradation-Aware (DA) Module for the awareness of the degradation in the reflectance and guide the decomposer to tackle them during the decomposition phase instead of using an extra denoiser for the restoration of the reflectance map. DA can guide the training process of the decomposition net and enable the trained decomposer the ability of restoration, which can tackle the noise, color distortion and halo artifacts during the decomposition stage directly.

Compared with KinD [13], as shown in Table.II and Fig.4, we use a deeper U-Net with more parameters as our decomposer in order to suppress and prevent noise hidden in the darkness from being amplified as well as train the decomposition net to be the decomposer and restorer with the guidance of DA. In the decomposition, inspired by [16] [13], we also use the reconstruction loss \(L_{rc}\) proposed in RetinexNet [16] to constrain the process of decomposition.

\[
L_{rc}^D = \sum_{i} \sum_{j} \lambda_{ij} \| R_i * I_j - S_j \|_1
\]

where * denotes the pixel-wise product and \(i, j\) denote the low- and high-frequency components, respectively. \(R_{high}, R_{low}\) and \(I_{high}, I_{low}\) represent the reflectance and the illumination decomposed by Ground-Truth and low-light input, respectively. When \(i = j, \lambda_{ij} = 1\); otherwise, \(\lambda_{ij} = 0.001\). More details can be found in [16].
We use $L_1$ Loss as the equal loss $L_{equal}$ to constrain the reflectance to be as similar as possible to that decomposed by Ground-Truth.

$$L_{equal} = \| R_{low} - R_{high} \|_1$$

(6)

Previous Retinex-based methods [16] [13] use the smoothness loss to maintain the spatial smoothness of illumination so that the illumination contains only low-frequency information, such as intensity and distribution of brightness, and all of the high-frequency information, such as details and noise, are retained in the reflectance map. We also use the smoothness loss $L_{smooth}$ proposed in RetinexNet [16] to keep the illumination map spatially smooth.

$$L_{smooth} = \sum_i \| \nabla_h I_i \ast e^{-\lambda_s \nabla_h R_i} \|_1 + \sum_i \| \nabla_v I_i \ast e^{-\lambda_s \nabla_v R_i} \|_1$$

(7)

where $i = low, high$ and $\nabla_h, \nabla_v$ denote the gradients in the horizontal and vertical directions. According to RetinexNet [16], we also set the weight coefficient $\lambda$ to 10. $\lambda$ is a parameter which can regulates the smoothness of the generated illumination map.

We introduce Degradation-Aware (DA) Module and DA Loss to guide the training process of the decomposer aiming to enable the decomposer to be the restorer as well and the reflectance map without degradation can be directly generated by the decomposer trained with DA. So the total decomposition
loss is as follows:

\[ L_{\text{decom}} = 1.0L^D_{\text{rc}} + 0.1L_{\text{smooth}} + 0.01L_{\text{equal}} + 1.0L_{\text{DA}} \]  

(8)

The details of Degradation-Aware (DA) Module and DA Loss will be explained in next section.

According to the previous methods [15] [16] [18] [13], the illumination map is smooth enough and contains only low-frequency information, and all of the noise after decomposition appears in the reflectance map. However, as shown in Fig.9, the illumination map of DA-DRN contains some high-frequency details information and even some noise, and with the coefficient of TV Loss \( \lambda_{TV} \) in Formula.12 gets larger, more and more details are transferred from reflectance into illumination map.

### Table III

| Methods                  | PSNR | SSIM | DeltaE |
|--------------------------|------|------|--------|
| Baseline                 | 21.02 | 0.7763 | 11.6729 |
| Baseline w/o DA          | 16.2574 | 0.7140 | 18.6383 |
| DA w/o TV and MSE Loss   | 19.5902 | 0.7358 | 12.1806 |
| DA w/o MSE Loss          | 18.5617 | 0.7350 | 14.1855 |
| DA w/o TV Loss           | 17.7151 | 0.7045 | 14.1923 |
| DA w/o L1 Loss           | 20.1673 | 0.7562 | 12.5627 |
| RetinexNet [10]          | 18.4610 | 0.5223 | 13.5327 |
| KinD [13]                | 13.3871 | 0.5144 | 25.0592 |
| KinD [13] + Restorer     | 19.3947 | 0.8049 | 10.6695 |

### B. Degradation-Aware Module

Through experiments, we found that directly using TV loss to smooth the reflectance is not good for denoising and has no effect on the elimination of color distortion and halo artifacts. In order to restore the reflectance map without introducing additional networks or restorers, which may slow down the processing of the pipeline and cause color distortion again in the reflectance map, we propose the Degradation-Aware (DA) Module and DA Loss for the awareness and removal of degradation in the reflectance as well as details preservation. As shown in Fig.5, there are barely noise and color distortion in the reflectance decomposed by normal-light Ground-Truth image, and it is colorful and full of high-frequency details information. On the contrary, the reflectance decomposed by low-light image is full of amplified noise, color distortion and halo artifacts. We propose Degradation-Aware (DA) Module to guide the training of the decomposer, which can enable the decomposer to directly generate the reflectance without amplified noise, color distortion and halo artifacts.

The schematic of DA Module is shown in Fig.7. We use a CNN to extract the feature maps of the reflectance of the normal/low-light images for the awareness and extraction of the feature of degradation, even though the convolution operation is the local operator, we can construct CNN by stacking multiple convolutional layers to enlarge the receptive field so as to obtain the global feature information of the image, such as color information and texture. Hence, CNN in DA Module has the ability to capture the feature map of global noise and color information of the image. Before feeding the reflectance maps into the CNN, we apply MSE Loss between the normal-light and low-light reflectance maps for the pre-denoising. MSE Loss is as follows:

\[ L_{\text{MSE}} = \| R_{\text{low}} - R_{\text{high}} \|_2^2 \]  

(9)

And then, we use CNN to extract the feature map of the reflectance maps decomposed by low/normal-light images. Together with MSE Loss, we then use Total Variation (TV) Loss to remove the high-frequency information (noise and details) and distorted color information from the feature map of the reflectance decomposed by low-light image (\( R_{\text{low}} \)). Total variation loss (TV loss) [26] is as follows:

\[ L_{TV}^{\text{low}} = \| \nabla_h F(R_{\text{low}}) \|_2^2 + \| \nabla_v F(R_{\text{low}}) \|_2^2 \]  

(10)

where \( F \) means the output feature map of the CNN in DA Module, and \( \nabla_h \) and \( \nabla_v \) denote the gradients in the horizontal and vertical directions.

According to [46] and [1], we use MSE loss to denoise as well as constrain the similarity of \( R_{\text{low}} \) and \( R_{\text{high}} \) while using TV loss to smooth the reflectance map. Now the details information in the \( R_{\text{low}} \) is erased along with the noise, and some color information will also be erased, therefore, the corresponding \( R_{\text{low}} \) is noise-free and less colorful than the \( R_{\text{low}} \) before feeding into CNN.

Next we adopt \( L_1 \) Loss on the feature map of normal/low-light reflectance for removing halo artifacts and restoring details and corrected color information as much as possible. \( L_1 \) Loss is as follows:

\[ L_1 = \| F(R_{\text{low}}) - F(R_{\text{high}}) \|_1 \]  

(11)

where \( F \) represents the output feature map of CNN in DA. The total DA loss \( L_{DA} \) is as follows:

\[ L_{DA} = \lambda_{TV}(0.05L_{TV}^{\text{low}} + 1.0L_{\text{MSE}}) + 0.1L_1 \]  

(12)

During the training process, the coefficient of TV and MSE Loss (\( \lambda_{TV} \)) is a parameter that can be adjusted to suit images with different noise levels and degradation. We set \( \lambda_{TV} \) to 0.2 for the training on the LOL real-world dataset and 0.05 for the LOL synthetic dataset because the latter is not as so noisy, dark and degenerate as the former one. This makes our method more flexible to different datasets with different degrees of degradation and noise.

Although the details are removed from the generated noise-free reflectance, as shown in Fig.9, details information can be reconstructed into the single-channel illumination map with the help of loss functions in the decomposition phase. And as shown in Fig.9, when we increase the coefficient of TV Loss (\( \lambda_{TV} \)), more high-frequency information is erased from the reflectance, which means a higher PSNR, at the same time, more details information can be reconstructed into the illumination map. In this way, we can remove the noise while preserving the details information. This makes our model more flexible for different datasets with different degrees of noise and other degradation.

Now we discuss how the details information can be reconstructed into the single-channel illumination map and how the
Fig. 5. Comparison with other Retinex-based methods in terms of Reflectance (R). The first row: Reflectance of Normal-light Ground Truth Input. The second row: Reflectance of Low-light Input. Quantitative comparison of Reflectances in terms of Noise Level, PSNR and DeltaE can be seen in Table 5.

Fig. 6. Visual comparison of the final results generated by different methods on LOL real-world dataset.

Fig. 7. The schematic of DA Module. The dotted box shows the process of reconstructing the details information into the illumination map. More details of the reconstruction process can be seen in the right dotted box in the figure. Clean reflectance means the reflectance without noise, color distortion and artifacts.

noise can be removed. As the schematic shown in the right dotted box in the figure, high-frequency components (noise and details information) and color information are removed from reflectance map with the function of TV and MSE Loss, because of the constraint of reconstruction loss ($L_{rc}$) in the decomposition phase, the information removed from reflectance map has tendency to be reconstructed into the illumination map, but the illumination map is a single-channel image without color information, only the high-frequency information (noise and details information) can be reconstructed into the illumination map.

In the decomposition phase, Smooth Loss 7 is applied on the illumination map, so when the high-frequency components (noise and details) are reconstructed in the illuminance map, noise with higher frequency will be mostly filtered out by Smooth Loss, and most of the details with relatively lower frequency will be reconstructed in the illuminance map. In this way, we can denoise the reflectance and preserve details information into the illumination map. However, there is still a small amount of noise leakage into the illumination map with details information, which requires our enhanced network to have a certain noise removal ability.

C. Enhancement Network

We use a deep U-Net as our enhancer. Because when the details information is reconstructed into the illumination map,
Fig. 8. Visual comparison from the ablation study of Degradation-Aware (DA) Module and the loss functions in DA.

Fig. 9. Visual comparison and ablation study of the reflectance(R) maps generated by different Retinex-based methods and different coefficients of TV Loss(λ_{TV}).

### TABLE IV

**Quantitative Ablation Study of the Reflectance(R) Maps Generated by Different Retinex-Based Methods and Different Coefficients of TV Loss(λ_{TV}).**

| Reflectance   | KinD [13] | RetinexNet [16] | λ_{TV}=0.1 | λ_{TV}=0.2 | λ_{TV}=0.3 | λ_{TV}=0.4 | λ_{TV}=0.5 | λ_{TV}=0.6 | λ_{TV}=0.7 |
|---------------|-----------|-----------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Noise Level†  | 12.1900   | 12.5234         | 0.8679      | 0.8574      | 0.8566      | 0.8477      | 0.7921      | 0.7739      | 0.7642      |
| PSNR†         | 15.9720   | 14.8130         | 17.9139     | 19.3568     | 19.6542     | 19.9428     | 20.1469     | 21.1157     | 21.4358     |
| SSIM†         | 0.6626    | 0.6631          | 0.8443      | 0.8519      | 0.8413      | 0.8446      | 0.8421      | 0.8339      | 0.8236      |
| DeltaE†       | 19.5286   | 17.7442         | 11.6357     | 9.0756      | 10.1457     | 11.1745     | 12.3876     | 12.4631     | 12.7662     |
| Colorfulness  | 76.7577   | 69.8642         | 65.3096     | 65.0251     | 62.6727     | 60.1175     | 60.0732     | 59.9943     | 59.9407     |
most of the noise is removed by Smooth Loss, however, through the experiment, we found that some noise was still transferred into the illumination map. If we use plain CNN to enhance the brightness like the enhancer in KinD [13], as shown in Table V, the small amount of noise in the illumination map will be amplified. So following the choice of decomposer network architecture, we use deep U-Net as our enhancer for avoiding the residual noise being amplified. In addition, as shown in Table V, although all the enhancers have the same decomposer (Deep U-Net with DA), the results of different enhancers have different values in terms of DeltaE (an indicator of color distortion and bias), which mean the lightness condition in the illumination map can affect the color of the results generated by the pixel-wise product of the reflectance and the illumination map. As shown in Table V, deep U-Net can estimate the illumination map more accurately, which leads to higher SSIM (better performance on structural similarity) and lower DeltaE (better performance on color distortion restoration).

The effectiveness of our method depends primarily on the contribution of our enhancement loss function, especially the Perceptual Loss. The total enhancement loss function in the enhancement stage is as follows:

$$L_{ch} = 1.0L_{rc}^E + 1.0L_{bri} + 1.0L_{per} + 1.0L_{grad}$$  \hspace{1cm} (13)$$

We use reconstruction loss $L_{rc}^E$ to constrain the training process of enhancer and regularize the final output after the pixel-wise product to be as close as possible to the Ground-Truth. The reconstruction loss is as follows:

$$L_{rc}^E = \| R_{low} * I_{output} - S_{high} \|_1$$  \hspace{1cm} (14)$$

where $R_{low}$, $I_{output}$ and $S_{high}$ respectively represent the reflectance maps decomposed from the low-light image, the brightness-improved illumination maps generated by our enhancement net and the normal-light input Ground-Truth. We use $L1$ loss as our brighten loss function $L_{bri}$ to enhance the brightness of the illumination decomposed from low-light images and constrain the output brightness-improved illumination to be as similar as possible to its counterpart from Ground-Truth. The brighten loss function is as follows:

$$L_{bri} = \| I_{output} - I_{high} \|_1$$  \hspace{1cm} (15)$$

where $I_{output}$ and $I_{high}$ denote the brightness-improved output of the enhancement net and the decomposed illumination map of the normal-light Ground-Truth, respectively. Perceptual loss is widely used in super-resolution and style tranfer [30]. Because we transfer some of the image details information from reflectance to illumination map, we use perceptual loss to preserve the texture information during illumination reconstruction in the enhancement network. In addition, perceptual loss can make our outputs more consistent with human visual perception. Perceptual loss $L_{per}$ is as follows:

$$L_{per} = \frac{1}{CHW} || F(R_{low} * I_{output}) - F(S_{high}) ||_2^2$$  \hspace{1cm} (16)$$

where $F$ is the 31st feature map obtained by the VGG16 [5] network pre-trained on ImageNet database. $C$, $H$, $W$ represents the number of channels, the height and the width of the input image, respectively.

### Table V

| Enhancer Network         | PSNR† | SSIM† | DeltaE‡ |
|--------------------------|-------|-------|---------|
| Plain CNN in KinD [13]   | 19.2341 | 0.7669 | 14.7876 |
| Enhancer in RetinexNet [16] | 19.6362 | 0.7917 | 14.0004 |
| U-Net                    | 19.4824 | 0.7734 | 14.1133 |
| Deep U-Net               | 20.7262 | 0.7939 | 12.9530 |

Comparison of the final enhanced results generated by different enhancer network architectures. The input of these different enhancers are generated by the same decomposer (Deep U-Net with DA).

### Table VI

| Methods | PSNR | SSIM | LPIPS | FSIM |
|---------|------|------|-------|------|
| Baseline | 20.7282 | 0.7939 | 0.3124 | 0.9458 |
| w/o $L_{per}$ | 18.2658 | 0.7535 | 0.3520 | 0.9154 |

Quantitative ablation study of the perceptual loss in the enhancement stage on the LOL real-world evaluation dataset.

We find that the obtained output is rather rough, and the edges and details information are still lost partly. Therefore, we use gradient loss $L_{grad}$ to maintain the balance of the sharpness and smoothness of the output.

$$L_{grad} = \| \nabla_h(R_{low} * I_{output}) - \nabla_h(S_{high}) \|_1 + \| \nabla_v(R_{low} * I_{output}) - \nabla_v(S_{high}) \|_1$$  \hspace{1cm} (17)$$

where $\nabla_h$, $\nabla_v$ denote the gradients in the horizontal and vertical directions, respectively. $S_{high}$ is the normal-light Ground-Truth.
We train our model on the LOL [16] real-world and synthetic training datasets individually and evaluate it on the LOL real-world and synthetic validation datasets. In addition, we test our model on four popular test datasets: LIME [15], DICM [49], MEF [50] and NPE [34] datasets. The LOL dataset consists of two parts: the real-world dataset and the synthetic dataset. The LOL real-world dataset contains 500 low-light/normal-light image pairs captured by adjusting the exposure time and ISO of the camera, the lightness of them is very low and the degradation are severe. We use 485 image pairs as the training dataset and the remaining 15 image pairs as the validation dataset. The LOL synthetic dataset contains 1000 low-light/normal-light image pairs obtained by artificially synthesizing, and over/under-exposure conditions exist in the synthetic dataset. We use 900 image pairs as the training set and the remaining 100 image pairs as the validation set. We use the Adam [51] optimizer to optimize the training of the model and set the training batch-size to four and the patch-size of random crop to 384x384. We use the PyTorch framework to build our model on a PC with an Nvidia TITAN XP GPU and an Intel Core i7-9700 3.00GHz CPU.

We evaluate our method on the LOL [16] validation dataset and test it on several widely used datasets, including LIME [15], DICM [49], MEF [50] and NPE [34] datasets. We adopt PSNR, SSIM [47], LPIPS [52], FSIM [53], UQI [54], Signal to Reconstruction Error Ratio (SRER), Root-MSE (RMSE) and Spectral Angle Mapper (SAM) [55] as the quantative metrics to measure the performance of our method. In addition, we use the mean and median value of Angular Error [56] and their average as well as DeltaE [48] as the metrics of color distortion to calculate the color bias between our results and Ground-Truth.

### V. EXPERIMENTAL EVALUATION

#### A. Implementation details

As shown in Fig. 13, the low-light images from the LOL dataset are real-world images with very low brightness. The images enhanced by other methods contain serious noise pollution and color distortion, low brightness and local over/under-exposure degradation. In particular, for RetinexNet [16], there is so much amplified noise, color deviation and halo artifacts in the images that they no longer look like real-world images. In contrast, our method can effectively solve these problems. It can be seen that the images enhanced by our method have almost no noise, the most abundant and reasonable color information and no over/under-exposure phenomena.

In addition, we test our model on LIME, DICM, MEF and NPE datasets. These four frequently used datasets have no Ground-Truth. As shown in Fig. 15, Fig. 16 and Fig 17, the results of other methods have unpleasant problems, such as color distortion, noise and low brightness. In contrast, the output results of our model can effectively suppress noise, reasonably improve brightness, correctly restore color information and eliminate halo artifacts. Our results can also achieve a very good visual effect.

#### B. Visual Performance Analysis

In contrast, our method can effectively solve these problems. It can be seen that the images enhanced by our method have almost no noise, the most abundant and reasonable color information and no over/under-exposure phenomena.

In addition, we test our model on LIME, DICM, MEF and NPE datasets. These four frequently used datasets have no Ground-Truth. As shown in Fig. 15, Fig. 16 and Fig 17, the results of other methods have unpleasant problems, such as color distortion, noise and low brightness. In contrast, the output results of our model can effectively suppress noise, reasonably improve brightness, correctly restore color information and eliminate halo artifacts. Our results can also achieve a very good visual effect.

#### C. Quantitative Performance Analysis

Higher values of PSNR, SSIM, FSIM, UQI, SRER and SAM and lower value of LPIPS and RMSE indicate better performance.
| TD Methods | PSNR↑ | SSIM↑ | LPIPS↓ | FSIM↑ | UQI↑ | SRER↑ | RMSE↓ | SAM↑ | Mean↑ | Median↑ | Avg↓ | DeltaE↓ |
|------------|-------|-------|--------|-------|------|-------|-------|------|-------|----------|------|---------|
| Input      | 7.7133 | 0.1914 | 0.4173 | 0.7190 | 0.00122 | 47.3772 | 0.0264 | 86.3801 | 3.8061 | 3.9728 | 3.8895 | 56.3837 |
| MSLRN [14] | 13.3728 | 0.4615 | 0.9409 | 0.8548 | 0.50127 | 84.5576 | 0.0147 | 85.5276 | 3.2541 | 4.5822 | 4.1669 | 27.4496 |
| BIMEF [37] | 13.8752 | 0.5949 | 0.3673 | 0.9263 | 0.7088 | 50.6598 | 0.0141 | 86.6089 | 3.4004 | 3.5187 | 3.4595 | 33.8820 |
| LIME [15]  | 16.7586 | 0.4449 | 0.4183 | 0.8549 | 0.8805 | 52.1989 | 0.0094 | 86.9102 | 3.2096 | 4.0825 | 3.6640 | 21.1816 |
| Dong [38]  | 16.7165 | 0.4783 | 0.4226 | 0.8888 | 0.8078 | 52.1309 | 0.0101 | 86.2800 | 3.3499 | 4.1481 | 3.7490 | 25.3349 |
| SRIE [36]  | 11.8552 | 0.4954 | 0.3657 | 0.9085 | 0.5033 | 49.6370 | 0.0173 | 85.0271 | 3.4488 | 4.0751 | 3.7620 | 44.3194 |
| MF [35]    | 16.9662 | 0.5075 | 0.4092 | 0.9236 | 0.8572 | 52.2864 | 0.0099 | 86.5465 | 3.3277 | 3.9810 | 3.6544 | 24.5488 |
| NPE [34]   | 16.9979 | 0.4839 | 0.4156 | 0.8964 | 0.8943 | 52.2944 | 0.0093 | 87.0226 | 3.5588 | 4.2505 | 3.9046 | 22.6374 |
| LECARM [40]| 14.4099 | 0.5484 | 0.3687 | 0.9288 | 0.6406 | 50.9764 | 0.0133 | 85.1824 | 3.4091 | 3.9688 | 3.6979 | 34.5143 |
| CRM [39]   | 17.2032 | 0.6299 | 0.3748 | 0.9456 | 0.8441 | 52.4903 | 0.0099 | 87.0542 | 3.4396 | 3.6790 | 3.5993 | 23.7405 |

**TABLE VIII**

Quantitative comparison of several metrics between our method and other state-of-the-art methods on LOL SYNTHETIC dataset. Mean, Median and AVG represent the mean and median values of the Angular Error and the average value of them, respectively. "↑" indicates the higher the better, "↓" indicates the lower the better. RED: THE BEST; BLUE: THE SECOND BEST.

| TD Methods | PSNR↑ | SSIM↑ | LPIPS↓ | FSIM↑ | UQI↑ | SRER↑ | RMSE↓ | SAM↑ | Mean↑ | Median↑ | Avg↓ | DeltaE↓ |
|------------|-------|-------|--------|-------|------|-------|-------|------|-------|----------|------|---------|
| MBBLENN [20] | 17.8853 | 0.7247 | 0.3672 | 0.9262 | 0.8261 | 52.7664 | 0.0086 | 86.1212 | 3.2716 | 4.4620 | 3.8669 | 25.5774 |
| RetinexNet [16] | 16.7740 | 0.4249 | 0.4670 | 0.8642 | 0.9110 | 52.2075 | 0.0094 | 88.2461 | 3.7501 | 4.4975 | 4.3589 | 21.3550 |
| GLAD [1] | 19.7182 | 0.6820 | 0.3994 | 0.9329 | 0.9204 | 53.7990 | 0.0070 | 88.2170 | 3.3110 | 3.8021 | 3.5565 | 16.0393 |
| RDGAN [18] | 15.9363 | 0.6357 | 0.3985 | 0.9276 | 0.8296 | 51.7681 | 0.0114 | 87.4576 | 4.3899 | 5.3027 | 4.8463 | 26.3796 |
| Zero-DCE [19] | 14.8671 | 0.5623 | 0.3852 | 0.9276 | 0.7205 | 51.2269 | 0.0126 | 85.9698 | 4.1051 | 4.6860 | 4.3955 | 31.4451 |
| EnlightenGan [17] | 17.9222 | 0.6515 | 0.1931 | 0.9126 | 0.7860 | 52.8990 | 0.0095 | 87.1795 | 3.4916 | 4.5928 | 4.8916 | 21.9757 |
| KinD [13] | 20.3792 | 0.8056 | 0.2517 | 0.9397 | 0.9250 | 54.1233 | 0.0066 | 87.5607 | 2.9247 | 2.6376 | 2.4662 | 13.9618 |

**TABLE IX**

Quantitative comparison of several metrics between our method and other state-of-the-art methods on LOL real-world and synthetic validation datasets. As shown in Table VII and Table VIII, compared with other methods, our method achieves the best performance in all four indicators of color distortion, which means our method can effectively solve the color distortion problem after enhancement. We test DA-DRN on four popular datasets without Ground-Truth in terms of three non-reference image quality assessment metrics, IL-NIQE [57], PIQE [58] and Noise Level [2]. The lower of them means the better quality of the image and less noise. As shown in Table IX, compared with other state-of-the-art enhancement methods, our method has almost achieved the best performance in terms of these three non-reference metrics, which means our method has better enhancement effect and stronger ability to suppress noise.

The inference speed of our model is very fast. As shown quality of images. We compared our method with other state-of-the-art methods in terms of these metrics, including traditional methods (TD Methods) and deep learning methods (DL Methods). As shown in Table VII and Table VIII, our method achieves state-of-the-art performance in terms of many indicators. We also adopted Angular Error [56] as a quantitative index to measure the degree of color distortion and bias. Lower values of Angular Error indicate less color distortion and bias and better performance against color distortion. We compared four measures, i.e., DeltaE [48], the mean and median values of the Angular Error and the average value of them on the LOL real-world and synthetic validation datasets. As shown in Table VII and Table VIII, compared with other methods, our
TABLE IX
QUANTITATIVE COMPARISON OF SEVERAL METRICS BETWEEN OUR METHOD AND OTHER STATE-OF-THE-ART METHODS ON LIME, DICM, MEF AND NPE DATASETS. *(IL-NIQE) [57] / (PIQE) [58] / (NOISE LEVEL) [2]*. "↓" INDICATES THE LOWER THE BETTER. RED: THE BEST, BLUE: THE SECOND BEST.

| TD Methods | LIME | DICM | MEF | NPE |
|------------|------|------|-----|-----|
| **Input**  | 31.2672 / 42.9709 / 0.7603 | 32.1408 / 39.1601 / 1.2393 | 39.9522 / 44.4448 / 0.8500 | 25.6812 / 33.9167 / 1.2874 |
| MSRCR [14] | 28.9141 / 40.3416 / 2.6542 | 22.2660 / 38.6280 / 5.9468 | 25.7093 / 44.7977 / 7.6916 | 25.7093 / 44.7977 / 7.6916 |
| BIMEF [37] | 29.3937 / 35.7954 / 1.2679 | 22.9029 / 28.5598 / 0.4283 | 30.2236 / 39.1349 / 3.5885 | 31.5463 / 40.0646 / 3.1890 |
| LIME [15]  | 32.6487 / 41.0324 / 1.2679 | 26.9526 / 37.7184 / 4.0929 | 32.8506 / 46.5014 / 8.8760 | 31.5463 / 40.0646 / 3.1890 |
| Dong [38]  | 30.4354 / 38.4488 / 1.6179 | 27.1374 / 29.8391 / 0.6409 | 32.0582 / 40.4559 / 5.2508 | 27.7929 / 38.1724 / 0.8549 |
| SRIE [36]  | 29.2130 / 34.7993 / 1.0342 | 25.4863 / 29.6566 / 0.3801 | 31.5463 / 40.0646 / 3.1890 | 27.6458 / 39.8107 / 0.8936 |
| MF [35]    | 30.6066 / 36.4530 / 1.6531 | 25.1276 / 29.4292 / 0.8224 | 30.4437 / 40.9272 / 7.1779 | 24.5837 / 38.4197 / 0.9140 |
| NPE [34]   | 29.1324 / 36.4812 / 1.5852 | 24.8242 / 32.8927 / 1.4183 | 25.7093 / 44.7977 / 7.6916 | 24.1103 / 37.3556 / 0.9036 |
| CRM [39]   | 30.4934 / 37.0007 / 1.5248 | 21.9471 / 34.3147 / 0.5682 | 29.5136 / 39.9534 / 4.2715 | 23.7106 / 37.8869 / 1.6866 |
| **DL Methods** | **LIME** | **DICM** | **MEF** | **NPE** |
| MBLLEN [20] | 33.5665 / 52.2802 / 0.4267 | 27.9186 / 39.3463 / 0.4659 | 32.9730 / 47.0705 / 0.6665 | 28.3009 / 45.0218 / 0.9039 |
| RetinexNet [16] | 33.5524 / 42.7741 / 3.1563 | 29.9806 / 41.6317 / 7.6714 | 26.0972 / 40.9106 / 6.7381 | 29.0044 / 39.3471 / 0.8639 |
| GLAD [1]   | 26.9276 / 36.2863 / 1.3145 | 23.5602 / 33.3614 / 1.9812 | 24.5708 / 36.6039 / 2.5051 | 24.7363 / 34.4245 / 0.9378 |
| RDGAN [18] | 27.6757 / 32.8818 / 1.4781 | 21.8475 / 34.9916 / 0.7022 | 24.5320 / 28.3491 / 2.0782 | 23.7579 / 31.3491 / 0.9940 |
| Zero-DCE [19] | 28.6369 / 35.8671 / 1.6435 | 25.2122 / 25.9288 / 0.4241 | 29.9260 / 36.5886 / 3.7810 | 24.3265 / 37.5726 / 0.9256 |
| EnlightenGan [17] | 25.3370 / 33.7214 / 0.9571 | 23.9541 / 28.0480 / 1.1907 | 26.6299 / 31.3823 / 0.9139 | 24.0838 / 32.8102 / 0.8947 |
| Kind [13]  | 25.3681 / 45.3092 / 0.6575 | 24.0479 / 45.6483 / 0.7183 | 31.1011 / 56.4110 / 0.5167 | 25.0960 / 46.7505 / 0.5436 |
| **DA-DRN** | **25.1070 / 30.8348 / 0.6196** | **21.2704 / 23.6733 / 0.5855** | **24.0172 / 36.2347 / 0.5068** | **23.1985 / 30.4935 / 0.6231** |

Fig. 13. Visual comparison with other state-of-the-art methods on the LOL real-world validation dataset, where the degradation is hidden in darkness.
in Fig. 12, we tested all of the deep learning models on a TITAN XP GPU with 12G RAM and compared the inference speed and PSNR index of our model with those of other deep learning methods. The closer the method is to the upper left corner in the figure, the faster the method is and the higher the PSNR is. Our model only takes 7 ms to process a real-world low-light image with a resolution of 600x400 from the LOL dataset, and introducing our DA Module does not slow down our framework in the test phase. Zero-DCE [19] is the fastest in terms of the inference speed, taking only 2 ms for a 600x400 resolution image. The speed of our model ranks second among all of the compared methods.

D. Analysis of flexibility and generalization performance

Through the extensive experiments, we found that any other methods can only work well in certain situations with certain degree of degradation, which limits their generalization and practicability. Our experiments show that KinD can achieve good denoising effect for LOL real-world datasets, but for synthetic datasets with much lower noise level and simpler noise types, the denoising effect becomes worse. Zero-DCE performs very well on those four datasets without Ground-Truth, but it can not handle the LOL datasets well. By contrast, by adjusting the coefficients $\lambda_{TV}$, our method can deal with datasets with different noise levels and degradation levels to achieve the best performance on the corresponding dataset, which makes our model have strong generalization and practicability.

As shown in Table IV and Fig.9, we train DA-DRN on the LOL real-world dataset, and when $\lambda_{TV}$ is set to 0.2, the results achieve the best performance in terms of SSIM and DeltaE, which means the best performance on Structural similarity and color bias. When the coefficient is greater than 0.2, the colors of the decomposed reflection map are too rich, resulting in the phenomenon of color susaturated; when the coefficient is less than 0.2, the color undersaturation will occur due to the loss of too many colors. Therefore, our model can adjust the color saturation of the resulting image by adjusting the coefficient of TV and MSE Loss ($\lambda_{TV}$). But the noise level and structure of the results will also change correspondingly, and we can find a suitable trade-off between them through the adjustment of the $\lambda_{TV}$. This makes our method very flexible and user-friendly.

CONCLUSION

In this paper, inspired by the Retinex theory [23] and the idea of RetinexNet [16], we propose a Degradation-Aware Deep Retinex Network named DA-DRN for low-light image enhancement. In the decomposition phase, we use a deep U-Net to decouple images into reflectance and illumination. We propose a Degradation-Aware (DA) Module for the awareness of degradation in the reflectance map decomposed by low-light image and guide the decomposer to directly generate the reflectance map without degradation while preserving details by transferring some of the details information into the illumination map. In the enhancement phase, we use a deep U-Net and introduce perceptual loss to enhance the brightness of the illumination. In addition, our method can be adapted to different kinds of datasets with different degradation degrees and noise levels by adjusting the coefficients $\lambda_{TV}$, which makes our method have better generalization and robustness. Our method can also change the colorfulness of the image by adjusting the coefficient $\lambda_{TV}$, so as to adjust the color saturation of the image flexibly, which makes our method very flexible and user-friendly. Extensive experiments demonstrate the superiority and effectiveness of our method. DA-DRN can also achieve fast inference speed in the test phase, which increases the practicality of our method.
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APPENDIX

As shown in Fig.14,15,16,17. In the enhanced results of previous methods, if the image has uneven brightness, there will be a problem of the unreasonable enhancement degree of brightness, such as some dark regions do not get enough enhancement, lead to the brightness in these regions after enhancement still dark, other areas that are already bright are overenhanced, resulting in overexposure in these areas. In contrast, in the enhanced results of our method, the brightness distribution of each region is more reasonable and there is no overexposure or underexposure problem. In addition, in the previous methods, noise hidden in the dark regions are amplified after enhancement, and the color is seriously distorted. However, in our enhanced results, noise is well eliminated and color distortion is corrected.
Fig. 14. Visual comparison with other state-of-the-art methods on the LOL synthetic validation dataset.

Fig. 15. Visual comparison with other state-of-the-art methods on the LIME dataset. There is no Ground-Truth in LIME dataset.
Fig. 16. Visual comparison with other state-of-the-art methods on the DICM dataset. There is no Ground-Truth in DICM dataset.

Fig. 17. Visual comparison with other state-of-the-art methods on the MEF dataset. There is no Ground-Truth in MEF dataset.