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Abstract
In this paper, under GRH for elliptic curve $L$-functions, we give an upper bound for the probability for an elliptic curve with analytic rank $\leq a$ for $a \geq 11$, and also provide an upper bound of $n$-th moments of analytic ranks of elliptic curves. These are applications of counting elliptic curves with local conditions.
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1 Introduction

In this article, we study the distribution of analytic ranks of elliptic curves over rational numbers. First, we explain the model of elliptic curves in our consideration. We treat elliptic curves of the form:

$$E_{A,B} : y^2 = x^3 + Ax + B, \ A, B \in \mathbb{Z} \quad \text{if a prime } q \text{ satisfies } q^4 \mid A, \text{ then } q^6 \nmid B.$$

We denote the prime condition by (M), and define a naive height of $E_{A,B}$ by

$$H(E_{A,B}) := \max(|A|^3, |B|^2).$$
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The family of our interest is
\[ E(X) := \{(A, B) \in \mathbb{Z}^2 : 4A^3 + 27B^2 \neq 0, H(E_{A,B}) \leq X, \text{ and } (A, B) \text{ satisfies (M)}\}. \]

Note that \(|E(X)| = \frac{4}{\zeta(10)}X^{\frac{5}{6}} + O(X^{\frac{1}{2}})\) [5, Lemma 4.3]. Let \(a\) be a positive integer. Then, we define the proportion \(P(r_E \geq a)\) of elliptic curves with analytic rank \(r_E \geq a\) as
\[
\limsup_{X \to \infty} \frac{1}{|E(X)|} \sum_{(A, B) \in E(X)} \frac{1}{r_E A, B \geq a}.
\]

We give a numerical bound for \(P(r_E \geq a)\).

**Theorem 1.1** Assume GRH for elliptic curve L-functions. Let \(C\) be a positive constant, and let \(n\) be a positive integer. We have
\[
P(r_E \geq (1 + C)9n) \leq \sum_{k=0}^{n} \frac{\binom{2n}{2k} \left(\frac{1}{2}\right)^{2n-2k} (2k)! \left(\frac{1}{5}\right)^k}{(C \cdot 9n)^{2n}}.
\]

Next, we show that there are, at most, a small proportion of elliptic curves with large analytic ranks. Let \(P(r_E \leq a) := 1 - P(r_E \geq a + 1)\).

**Corollary 1.2** Assume GRH for elliptic curve L-functions. Let \(f(t) = \sum_{k=0}^{t} \binom{2t}{2k} \left(\frac{1}{2}\right)^{2t-2k} (2k)! \left(\frac{1}{5}\right)^k\). Then,

1. \(P(r_E \leq a) \geq 1 - \frac{f(t)}{(a-8)^2}\) for \(11 \leq a \leq 17\).
2. \(P(r_E \leq a) \geq 1 - \min_{1 \leq l \leq n} \left\{ \frac{f(l)}{(a+1-9)^2} \right\}\) for \(9n \leq a \leq 9n + 8, n \geq 2\).

Let \(LB(r_E \leq a)\) be the lower bound of \(P(r_E \leq a)\). For some small \(a\)’s, \(LB(r_E \leq a)\) is recorded in the following table and graph.

| \(a\) | \(LB(r_E \leq a)\) | \(a\) | \(LB(r_E \leq a)\) | \(a\) | \(LB(r_E \leq a)\) | \(a\) | \(LB(r_E \leq a)\) |
|------|-------------------|------|-------------------|------|-------------------|------|-------------------|
| 11   | 0.935185          | 16   | 0.990885          | 21   | 0.996548          | 26   | 0.999812          |

![Graph showing LB(r_E ≤ a)](image)
Remark (1) The model of [11] conjectures that there are only finitely many elliptic curves with rank $> 21$. Our result shows that the proportion of elliptic curves with analytic rank $> 21$ is less than 0.0035 under the GRH for elliptic curve $L$-functions.

(2) Our upper bound for $P(r_E \geq (1 + C)9n)$ decays exponentially for a suitable constant $C$. We can see this easily as follows:

$$
\sum_{k=0}^{n} \frac{(2k)!}{(C \cdot 9n)^{2n}} \frac{1}{n^2 (2k)!^2} \geq \frac{(2n)!}{(C \cdot 9n)^{2n}} \frac{1}{(\sqrt{6e} \cdot C \cdot 9n)^{2n}} = \frac{n^{\frac{1}{2}} 2^{2n}}{(\sqrt{6e} \cdot C \cdot 9)^{2n}}.
$$

Therefore, Heath–Brown’s result [9, Theorem 2]

$$
P(r_E \geq a) \ll \left( \frac{3}{2} a \right)^{-\frac{a}{12}}
$$

is stronger than ours for a very large rank $a$. However, our emphasis is on a small rank $a$, not a large rank $a$. Theorem 1.1 is not an explicitation of the implicit constant in [9, Theorem 2], and our method of the proof is different. For the proof, we establish the Frobenius trace formula for elliptic curves (Theorem 3.1). Our approach is in the same spirit as Katz and Sarnak’s $n$-level density conjecture. For the introduction to the $n$-level density conjecture and some partial results, we refer to [6, 10, 12].

(3) In the proof of the Frobenius trace formula, Theorem 3.1, we use similar arguments in [6]. The new feature here is the Eichler–Selberg trace formula which replaces the role of orthogonality of characters in [6].

(4) For algebraic ranks, we remark that the recent development of [2, 3] gives better bounds than ours. Since the average of the order of $\text{Sel}_5(E/\mathbb{Q})$ is 6 by [3], we have

$$
P(r_E \geq a) 5^a \leq 6
$$

by the exact sequence

$$
0 \to E(\mathbb{Q}) \to 5E(\mathbb{Q}) \to \text{Sel}_5(E/\mathbb{Q}) \to III(E/\mathbb{Q})[5] \to 0.
$$

Hence for example, $P(r_E < 20)$ is bounded below by $1 - 6/5^{20} = 0.99999999999993708544$. However, for the average of analytic ranks, Young’s bound $\frac{25}{14}$ [15] under GRH is the best record. It gives a bound for $P(r_E \geq a)$, which is $\frac{25}{14a}$.

The second one concerns the moments of the analytic ranks of elliptic curves. One can show that the limsup of $n$-th moments of analytic ranks of elliptic curves exists by applying the result of Heath-Brown [9, Theorem 2]. Using an approach of Miller [10], we propose an explicit upper bound on the $n$-th moment of analytic ranks for every positive integer $n$.

**Theorem 1.3** Assume GRH for elliptic curve $L$-functions. Let $r_E$ be the analytic rank of an elliptic curve $E$. For every positive integer $n$, we have

$$
\limsup_{X \to \infty} \frac{1}{|E(X)|} \sum_{E \in E(X)} r_E^n \leq \sum_S \left( \frac{9n}{2} \right)^{|S'|} \sum_{S_2 \subset S} \left( \frac{1}{2} \right)^{|S_2'|} |S_2|! \left( \frac{1}{6} \right)^{|S_2|}.
$$

where $S$ runs over subsets of $\{1, 2, 3, \ldots, n\}$, and $S_2$ runs over subsets of even cardinality of the set $S$. In particular, the limsup of the 2nd moment of analytic ranks is bounded by 90.584, and the limsup of the 3rd moment of analytic ranks is bounded by 2758.
After the proof of Theorem 1.3, we also show that the upper bound is asymptotically
\[
\frac{243}{241} \left( \frac{9n + 1}{2} \right)^n \left( 1 + O(n^{-\frac{1}{2}}) \right).
\]

These results are obtained by an accurate count of elliptic curves with local conditions, which is of its own interest. A local condition at prime \( p \) is a condition that is satisfied when an elliptic curve is reduced modulo \( p \). In this paper, a local condition is one of good reduction, bad reduction, multiplicative reduction, additive reduction, \( a \) in the Weil bound,\(^1\) split reduction, non-split reduction, or Kodaira–Néron types.

We can count elliptic curves with a local condition. Let
\[
\mathcal{E}^\mathcal{LC}_p(X) = \{(A, B) \in \mathcal{E}(X) : E_{A,B} satisfies \mathcal{LC} at the prime \ p\},
\]
where \( \mathcal{LC} \) is one of the local conditions. Then, we have

**Theorem 1.4** For \( 5 \leq p \leq X^{\frac{1}{3m_{\mathcal{LC}}}} \),
\[
\left| \mathcal{E}^\mathcal{LC}_p(X) \right| = c_{\mathcal{LC}}(p) \frac{4}{\xi(10)} X^\frac{5}{2} + O(h_{\mathcal{LC},p}(X)),
\]
where \( m_{\mathcal{LC}}, c_{\mathcal{LC}}(p), h_{\mathcal{LC},p}(X) \) are given by the following table.

| Local conditions       | \( c_{\mathcal{LC}}(p) \)            | \( h_{\mathcal{LC},p}(X) \) | \( m_{\mathcal{LC}} \) |
|-----------------------|--------------------------------------|-------------------------------|-------------------------|
| good                  | \( \frac{p^2 - p}{p^2 - p} \frac{p^{10}}{p^{10} - 1} \) | \( pX^\frac{1}{2} \) 1         | 1                       |
| bad                   | \( \frac{p^2 - p}{p^2 - p} \frac{p^{10}}{p^{10} - 1} \) | \( pX^\frac{1}{2} \) 1         | 1                       |
| mult                  | \( \frac{p^2 - p}{p^2 - p} \frac{p^{10}}{p^{10} - 1} \) | \( pX^\frac{1}{2} \) 1         | 1                       |
| split, non-split      | \( \frac{p^2 - p}{p^2 - p} \frac{p^{10}}{p^{10} - 1} \) | \( pX^\frac{1}{2} \) 1         | 1                       |
| addi                  | \( \frac{p^2 - p}{p^2 - p} \frac{p^{10}}{p^{10} - 1} \) | \( pX^\frac{1}{2} \) 1         | 1                       |
| \( a \frac{p-1}{2p^2}(a^2-4p) \) | \( \frac{p^{10}}{p^{10} - 1} \) | \( H(a^2 - 4p) X^\frac{1}{2} \) | 1                       |
| \( I_m \)             | \( \frac{1}{p} \left( 1 - \frac{1}{p} \right)^2 \frac{p^{10}}{p^{10} - 1} \) | \( pX^\frac{1}{2} \) \( m + 1 \) | 1                       |
| \( II \)              | \( \frac{1}{p^2} \left( 1 - \frac{1}{p} \right)^2 \frac{p^{10}}{p^{10} - 1} \) | \( X^\frac{1}{2} \) 2         | 1                       |
| \( III \)             | \( \frac{1}{p^2} \left( 1 - \frac{1}{p} \right)^2 \frac{p^{10}}{p^{10} - 1} \) | \( X^\frac{1}{2} \) 3         | 1                       |
| \( IV \)              | \( \frac{1}{p^2} \left( 1 - \frac{1}{p} \right)^2 \frac{p^{10}}{p^{10} - 1} \) | \( X^\frac{1}{2} \) 4         | 1                       |
| \( IV^* \)            | \( \frac{1}{p^2} \left( 1 - \frac{1}{p} \right)^2 \frac{p^{10}}{p^{10} - 1} \) | \( p^{-1} X^\frac{1}{2} \) 6    | 1                       |
| \( III^* \)           | \( \frac{1}{p^2} \left( 1 - \frac{1}{p} \right)^2 \frac{p^{10}}{p^{10} - 1} \) | \( p^{-2} X^\frac{1}{2} \) 5    | 1                       |
| \( II^* \)            | \( \frac{1}{p^2} \left( 1 - \frac{1}{p} \right)^2 \frac{p^{10}}{p^{10} - 1} \) | \( p^{-2} X^\frac{1}{2} \) 7    | 1                       |
| \( I_m^* \)           | \( \frac{1}{p^m+\frac{5}{2}} \left( 1 - \frac{1}{p} \right)^2 \frac{p^{10}}{p^{10} - 1} \) | \( pX^\frac{1}{2} \) \( m + 6 \) | 1                       |
| \( I_0^* \)           | \( \frac{1}{p^x} \left( 1 - \frac{1}{p} \right)^2 \frac{p^{10}}{p^{10} - 1} \) | \( pX^\frac{1}{2} \) 5         | 1                       |

\(^1\) We say that an elliptic curve \( E \) satisfies a local condition \( a \) in the Weil bound if \( E \) has good reduction at \( p \) and \( a = a_E(p) := p + 1 - \#E(\mathbb{F}_p) \).
Here \( H(\cdot) \) is the Hurwitz class number.

We can count elliptic curves not only with a single local condition but also with finitely many local conditions. Let \( S = \{ \mathcal{LC}_{p_i} \} \) be a finite set of local conditions, where \( \mathcal{LC}_p \) can be good, bad, split, non-split, additive, \( a \) in the Weil bound, or \( T \) one of Kodaira–Néron types.

Let \( |\mathcal{LC}_p| \) be the probability given in Theorems 1.4 and let us define \(|S| = \prod_i |\mathcal{LC}_{p_i}|. \) We simply denote \( m_{\mathcal{LC}_{p_i}} \) by \( m_i \). Let

\[
\mathcal{E}^S(X) = \{(A, B) \in \mathcal{E}(X) : E_{A,B} \text{ satisfies } S\},
\]

and let

\[
c_{p_i} := \begin{cases} 
p_i & \text{if } \mathcal{LC}_{p_i} \text{ is bad,} \\
p_i + 1 & \text{if } \mathcal{LC}_{p_i} \text{ is additive,} \\
|\mathcal{LC}_{p_i}| \left(\frac{p_i^{10} - 1}{p_i^{10}}\right) p_i^{m_i} & \text{otherwise.}
\end{cases}
\]

In the following theorem, we show that these local conditions are independent.

**Theorem 1.5** Let \( S = \{ \mathcal{LC}_{p_i} : i = 1, 2, \ldots, n \} \) be a set of local conditions at primes \( p_i \)'s \( \geq 5 \) such that \( \prod_{i=1}^{n} p_i^{m_i} \leq X^{\frac{1}{2}} \) for some \( \epsilon > 0 \). Then, we have

\[
\mathcal{E}^S(X) = |S| \frac{4}{\zeta(10)} X^5 + O\left(\left(\prod_{i=1}^{n} c_{p_i}\right) X^{\frac{1}{2}}\right).
\]

In [14, §3.4], Watkins predicted probabilities for Kodaira–Néron types at a prime \( p \geq 5 \) with a heuristic approach. Our results agree with those in [14]. Also, we found a result [1] of counting elliptic curves with the local condition \( a \) in the Weil bound. In [1], they consider the family of elliptic curves \( y^2 = x^3 + Ax + B \) without the minimality condition \((M)\). Hence it contains many isomorphic elliptic curves. Their dominant error term is \( O(X^{\frac{1}{2}}/p) \), which is much weaker than \( O(H(a^2 - 4p)X^{\frac{1}{2}}) \) in Theorem 1.4 for a small prime \( p \).

In Cremona and Sadek’s recent work [8], the authors consider similar problems. They use the general Weierstrass model, so their approach also gives a natural probability for each local condition at \( p = 2 \) or 3. Their model gives the probability for semi-stability, which is 60.85%. This result seems more natural than Wong’s probability for semi-stability 17.9% [17]. We can only count elliptic curves with finitely many local conditions, but we have an explicit error term. There will be potential applications in elliptic curve \( L \)-functions.

In Sect. 2, we give proof for Theorems 1.4 and 1.5. In Sect. 3, we state and provide proof for the Frobenius trace formula for elliptic curves. Section 4 is devoted to the proof for Theorems 1.1 and 1.3.

## 2 Counting elliptic curves

### 2.1 With a single local condition

In this section, we give proof of Theorem 1.4. First, we must define the mod \( p^m \) analogue of the sets in [5, §4], where \( p \) is prime and \( m \) is a positive integer. Let

\[
\mathcal{D}(X) := \{(A, B) \in \mathbb{Z}^2 : \max(|A|^3, |B|^2) \leq X\}
\]
and
\[ D_{p^m,\alpha,\beta}(X) := \{(A, B) \in D(X) : (A, B) \equiv (\alpha, \beta) \pmod{p^m}\} \]
for \( \alpha, \beta \in (\mathbb{Z}/p^m\mathbb{Z})^2 \). For example, \( D_{p,0,0}(X) \) is a pair of integers with a height condition which is equivalent to (0, 0) modulo \( p \). We also define
\[ M_{p^m,\alpha,\beta}(X) := \{(A, B) \in D_{p^m,\alpha,\beta}(X) : (A, B) \text{ satisfies (M)}\} \]
and
\[ E_{p^m,\alpha,\beta}(X) := \{(A, B) \in M_{p^m,\alpha,\beta}(X) : 4A^3 + 27B^2 \neq 0\}, \tag{2.1} \]
and \( S_{p^m,\alpha,\beta}(X) \) as the unique set satisfying \( M_{p^m,\alpha,\beta}(X) = E_{p^m,\alpha,\beta}(X) \bigcup S_{p^m,\alpha,\beta}(X) \).

The next lemma will be used to estimate the size of \( D_{p^m,\alpha,\beta}(X) \).

**Lemma 2.1** Let \( m \leq C, n \leq D \) and \( \alpha, \beta \in \mathbb{Z}/m\mathbb{Z}, \beta \in \mathbb{Z}/n\mathbb{Z} \). The cardinality of the set
\[ \{(c, d) \in \mathbb{Z}^2 : |c| \leq C, |d| \leq D, (c, d) \equiv (\alpha, \beta) \pmod{\mathbb{Z}/m\mathbb{Z} \times \mathbb{Z}/n\mathbb{Z}}\}, \]
is
\[ 4 \cdot \left\lfloor \frac{C + 1}{m} \right\rfloor \cdot \left\lfloor \frac{D + 1}{n} \right\rfloor + O \left( \left\lfloor \frac{C + 1}{m} \right\rfloor + \left\lfloor \frac{D + 1}{n} \right\rfloor + 1 \right). \]

In the next lemma, we want to consider three types of \((\alpha, \beta)\):

1. \((\alpha, \beta) \in (\mathbb{Z}/p\mathbb{Z})^2\) which is not equal to (0, 0) modulo \( p \),
2. \((\alpha, \beta) \in ((\mathbb{Z}/p^m\mathbb{Z})^\times)^2\),
3. \((\alpha, \beta) \in (\mathbb{Z}/p^m\mathbb{Z})^2\) with \( p^4 \nmid \alpha \) or \( p^6 \nmid \beta \).

Those three types are related to the elliptic curves with good, multiplicative, and additive reduction, respectively (cf. (2.3), Lemmas 2.4 and 2.5).

To precisely define the third case, let us define the divisibility of elements in \( \mathbb{Z}/p^m\mathbb{Z} \). We say that \( \alpha \in \mathbb{Z}/p^m\mathbb{Z} \) is divisible by \( p^n \) when \( \alpha = ap^n \) for some \( a \in \mathbb{Z}/p^m\mathbb{Z} \). Especially if \( a \in \mathbb{Z}/p^m\mathbb{Z} \) is divisible by \( p^n \) for \( n > m \), then \( a \) should be zero. We also say that \( \alpha \) is exactly divisible by \( p^n \) when there exists \( u \in (\mathbb{Z}/p^m\mathbb{Z})^\times \) such that \( \alpha = up^n \). So \( \alpha \in \mathbb{Z}/p^m\mathbb{Z} \) cannot be exactly divisible by \( p^n \) for \( n > m \). Note that the third case now includes the first two cases.

We define \(*\)-operator on a pair by \( d * (a, b) := (d^4a, d^6b) \), and \( d * \{(a_i, b_i)\}_{i \in I} := \{d * (a_i, b_i)\}_{i \in I} \) for a set of pairs \( \{(a_i, b_i)\}_{i \in I} \). The latter operator will be used in §2.2.

**Lemma 2.2** For a nonzero \((\alpha, \beta) \in (\mathbb{Z}/p^m\mathbb{Z})^2\) such that \( p^4 \nmid \alpha \) or \( p^6 \nmid \beta \),
\[ D_{p^m,\alpha,\beta}(X) = \bigsqcup_{d \leq X^{\frac{1}{m}}} d * M_{p^m,d^{-4}\alpha,d^{-6}\beta}(d^{-12}X). \]

**Proof** This is an analogue of [5, (4.2)], but note that the condition \( p^4 \nmid \alpha \) or \( p^6 \nmid \beta \) gives a restriction on \( d \).

We note that when \( p^4 \nmid \alpha \) or \( p^6 \nmid \beta \), Lemma 2.2 gives
\[ |M_{p^m,\alpha,\beta}(X)| = \sum_{d \leq X^{\frac{1}{m}}} \mu(d) |D_{p^m,d^{-4}\alpha,d^{-6}\beta}(d^{-12}X)|. \tag{2.2} \]
We also note that the size of $S_{p^m,\alpha,\beta}(X)$ is bounded by the number of $A$ satisfying $|A| \leq X^{\frac{1}{2}}$ and $A \equiv \alpha \pmod{p^m}$. Hence $|S_{p^m,\alpha,\beta}(X)| = O(X^{\frac{1}{2}}/p^m + 1)$. We have a better estimate of the size of $S_{p^m,\alpha,\beta}(X)$ when $p \nmid \alpha$ and $p \nmid \beta$, or $m = 1$. However, we use the trivial bound only.

**Proposition 2.3** For a prime $5 \leq p^m \leq X^{\frac{1}{2}}$ and nonzero $(\alpha, \beta) \in (\mathbb{Z}/p^m\mathbb{Z})^2$ such that $p^4 \nmid \alpha$ or $p^6 \nmid \beta$,

$$|\mathcal{E}_{p^m,\alpha,\beta}(X)| = \frac{1}{p^{2m}} \frac{p^{10}}{p^{10} - 1} \frac{4}{\xi(10)} X^{\frac{5}{6}} + O\left(\frac{X^{\frac{1}{2}}}{p^m}\right).$$

Furthermore,

$$|\mathcal{E}_{p,0,0}(X)| = \frac{p^8 - 1}{p^{10} - 1} \frac{4}{\xi(10)} X^{\frac{5}{6}} + O\left(pX^{\frac{1}{2}}\right).$$

**Proof** We have $|\mathcal{E}_{p^m,\alpha,\beta}(X)| = |\mathcal{M}_{p^m,\alpha,\beta}(X)| O(|S_{p^m,\alpha,\beta}(X)|)$. We use the trivial bound $|S_{p^m,\alpha,\beta}(X)| \ll X^{\frac{3}{2}}/p^m + 1$. On the other hand

$$|\mathcal{E}_{p^m,\alpha,\beta}(X)| = |\mathcal{M}_{p^m,\alpha,\beta}(X)| + O(|S_{p^m,\alpha,\beta}(X)|)$$

by Lemma 2.1. By (2.2), we have

$$|\mathcal{E}_{p^m,\alpha,\beta}(X)| = \sum_{d \leq X^{\frac{1}{12}} \atop p^m|d} \mu(d) \left|\mathcal{D}_{p^m,d^{-4} \alpha, d^{-6} \beta}\left(\frac{X}{d^{12}}\right)\right| + O\left(\frac{X^{\frac{1}{2}}}{p^m} + 1\right),$$

which is equal to

$$= \sum_{d \leq X^{\frac{1}{12}} \atop p^m|d} \mu(d) \left(\frac{4X^{\frac{5}{6}}}{p^{2m}d^{10}} + O\left(\frac{X^{\frac{1}{2}}}{p^m d^6} + \frac{X^{\frac{1}{2}}}{p^m d^4} + 1\right)\right) + O\left(\frac{X^{\frac{3}{2}}}{p^m} + 1\right)$$

$$= \sum_{\substack{d \geq 1 \atop p^m|d}} \mu(d) \left(\frac{4X^{\frac{5}{6}}}{p^{2m}d^{10}} + O\left(\frac{X^{\frac{1}{2}}}{p^m} + X^{\frac{1}{12}} + \frac{X^{\frac{1}{2}}}{p^m} + 1\right)\right)$$

$$= \sum_{\substack{d \geq X^{\frac{1}{12}} \atop p^m|d}} \mu(d) \left(\frac{4X^{\frac{5}{6}}}{p^{2m}d^{10}} + O\left(\frac{X^{\frac{1}{2}}}{p^m} + \frac{X^{\frac{1}{2}}}{p^m} + 1\right)\right)$$

$$= \frac{4X^{\frac{5}{6}}}{p^{2m}} \sum_{d = 1 \atop p^m|d} \mu(d) \left(\frac{X^{\frac{1}{2}}}{p^m} + X^{\frac{1}{12}} + \frac{X^{\frac{1}{2}}}{p^m} + 1\right) = \frac{1}{p^{2m}} \frac{p^{10}}{p^{10} - 1} \frac{4}{\xi(10)} X^{\frac{5}{6}} + O\left(\frac{X^{\frac{1}{2}}}{p^m}\right)$$

for $p^m \leq X^{\frac{5}{6}}$. However, we restrict the range of $p$ to $p^m \leq X^{\frac{1}{3}}$ because we wish the main term to be larger than the error term.
Hence we have the first one. On the other hand, \(|E(X)| = \frac{4}{\xi(10)} X^{\frac{5}{6}} + O(X^{\frac{1}{2}})\) from \([5, \text{Lemma 4.3}]\) and

\[
|E(X)| = |E_{p,0,0}(X)| + \sum_{(0,0) \neq (\alpha, \beta) \in (\mathbb{Z}/p\mathbb{Z})^2} |E_{p,\alpha,\beta}(X)|,
\]
give the result for \(|E_{p,0,0}(X)|\).

We collect auxiliary lemmas on the number of elliptic curves corresponding to each local condition. For the good and bad reduction conditions, we use the cardinality of

\[
[(\alpha, \beta) \in (\mathbb{Z}/p\mathbb{Z})^2 : 4\alpha^3 + 27\beta^2 \equiv 0 \pmod{p}] = p,
\]

which follows from that half of the cubes in \(\mathbb{F}^2_p\) are quadratic residues. Let \(K\) be an imaginary quadratic field and \(\mathcal{O}\) be an order of \(K\). We define the Hurwitz class number \(H(\mathcal{O})\) by

\[
H(\mathcal{O}) := \sum_{\mathcal{O} \subset \mathcal{O}' \subset \mathcal{O}_K} \frac{2}{|\mathcal{O}'\times|} h(\mathcal{O}'),
\]

where \(h(\mathcal{O}')\) is the class number of an order \(\mathcal{O}'\). We also write \(H(\mathcal{O})\) as \(H(D)\), when \(D\) is the discriminant of \(\mathcal{O}\). By \([7, \text{Theorem 14.18}]\), we have

\[
[(\alpha, \beta) \in (\mathbb{Z}/p\mathbb{Z})^2 : 4\alpha^3 + 27\beta^2 \equiv 0 \pmod{p} \setminus a_{E,\alpha,\beta}(p) = a] \equiv \frac{p-1}{2} H(a^2 - 4p) \quad (2.4)
\]

where \(E_{\alpha,\beta} : y^2 = x^3 + \alpha x + \beta\) is an elliptic curve over \(\mathbb{F}_p\) and \(a_{E,\alpha,\beta}(p)\) is the trace of the Frobenius automorphism.

For multiplicative reduction, we need

**Lemma 2.4** Let \(p \geq 5\) be a prime, and let \(m \geq 1\) be an integer. Then,

\[
[(\alpha, \beta) \in (\mathbb{Z}/p^m\mathbb{Z})^2 : 4\alpha^3 + 27\beta^2 \equiv 0 \pmod{p^m}] = p^m \left(1 - \frac{1}{p}\right),
\]

and

\[
[(\alpha, \beta) \in (\mathbb{Z}/p\mathbb{Z})^2 : 4\alpha^3 + 27\beta^2 \equiv 0 \pmod{p}, \beta = -\beta^2] = \frac{p-1}{2}.
\]

The following results from Tate’s algorithm for \(E_{A,B}\).

**Lemma 2.5** Let \(p \geq 5\), and let \(E_{A,B} : y^2 = x^3 + Ax + B\) be a minimal model over \(\mathbb{Q}_p\). Then, \(E\) has

\[
\begin{cases}
\text{Type II if and only if } p \mid A, p \parallel B \\
\text{Type III if and only if } p \parallel A, p^2 \parallel B \\
\text{Type IV if and only if } p^2 \mid A, p^3 \parallel B
\end{cases}
\]

Furthermore, for the fixed positive integer \(m\), an elliptic curve \(E\) has reduction type \(I_m^x\) at \(p\) if and only if \(\sqrt{p} \parallel A\) or \(p^3 \parallel B\), and \(v_p(4(A/p^{3})^3 + 27(B/p^{3})^2) = m\).

Finally for the local conditions \(I_m^x\), we need

**Lemma 2.6** For \(m > 0\), we have

\[
[(\alpha, \beta) \in (\mathbb{Z}/p^{m+6}\mathbb{Z})^2 : p^2 \parallel \alpha, p^3 \parallel \beta, p^{m+6} \mid (4\alpha^3 + 27\beta^2)] = p^{m+5}(p-1)^2.
\]

For \(m = 0\), we have

\[
[(\alpha, \beta) \in (\mathbb{Z}/p^{6}\mathbb{Z})^2 : p^2 \parallel \alpha, p^3 \parallel \beta, p^6 \mid (4\alpha^3 + 27\beta^2)] = p^6(p-1).
\]
Proof of Theorem 1.4. We give a proof for $CC = \text{good}$, $\alpha$ in the Weil bound, $II^*$, and $II_{m}^*$. Let $S^\text{good} := \{(\alpha, \beta) \in (\mathbb{Z}/p\mathbb{Z})^2 : 4\alpha^3 + 27\beta^2 \not\equiv 0 \pmod{p}\}$. Now, the number of elliptic curves which have good reduction at $p \geq 5$ with height bounded by $X$ is

$$|\mathcal{E}_p^\text{good}(X)| = \sum_{(\alpha, \beta) \in S^\text{good}} |\mathcal{E}_{p,\alpha,\beta}(X)|.$$  

By Proposition 2.3, we have

$$|\mathcal{E}_p^\text{good}(X)| = \frac{(p^2 - p)}{p^2} \frac{p^{10}}{p^{10} - 1} \frac{4}{\zeta(10)} X^5 + O((p - 1)X^{\frac{1}{2}}).$$

For $a$ in the Weil bound,

$$\frac{(p - 1)\zeta(a^2 - 4p) H(a^2 - 4p)}{2p^2} \frac{p^{10}}{p^{10} - 1} \frac{4}{\zeta(10)} X^5 + O\left((p - 1) \frac{H(a^2 - 4p)}{2p} X^{\frac{1}{2}}\right),$$

by (2.4). Similarly, by Lemma 2.5, an elliptic curve $E_{A,B}$ has type $II^*$ at $p$ if and only if $(A, B)$ satisfies $p^4 | A$ and $p^5 | B$ modulo $p^7$. Since there are $p^3(p^2 - p)$ such pairs, we have

$$|\mathcal{E}^{II^*}_p(X)| = \frac{3(p^2 - p)}{p^{14}} \frac{p^{10}}{p^{10} - 1} \frac{4}{\zeta(10)} X^5 + O\left(p^3 (p^2 - p) X^{\frac{1}{2}}\right).$$

Now, $II_{m}^*$ case directly follows from Lemma 2.6. More concretely,

$$|\mathcal{E}^{II_{m}^*}_p(X)| = \sum_{\alpha, \beta} |\mathcal{E}_{p^{m+6},\alpha,\beta}(X)| = \frac{m+5(p - 1)}{p^{12}} \frac{p^{10}}{p^{10} - 1} \frac{4}{\zeta(10)} X^5 + O\left(p^m(p - 1)^2 X^{\frac{1}{2}}\right).$$

The other cases can be shown similarly.

\[\square\]

2.2 With finitely many local conditions

In this section, we give proof of Theorem 1.5. Let $P = \{p_i^{m_i}\}$ be a finite set of powers of primes such that $p_i \geq 5$, and let $I = I_P$ be a set of nonzero $(\alpha_i, \beta_i) \in (\mathbb{Z}/p_i^{m_i} \mathbb{Z})^2$. We recall that $d \ast I := \{(d^4 \alpha_i, d^6 \beta_i) : (\alpha_i, \beta_i) \in I\}$. Let

$$\mathcal{D}_{P,I}(X) := \{(A, B) \in \mathcal{D}(X) : (A, B) \equiv (\alpha_i, \beta_i) \pmod{p_i^{m_i}} \text{ for all } p_i^{m_i} \in P\},$$

and

$$\mathcal{M}_{P,I}(X) := \{(A, B) \in \mathcal{D}_{P,I}(X) : (A, B) \text{ satisfies (M)}\}. $$

Then, the analogue of Lemma 2.2 is as follows.

Lemma 2.7 Assume that all pairs in $I$ satisfy $p_i^4 \nmid \alpha_i$ or $p_i^6 \nmid \beta_i$. Then,

$$\mathcal{D}_{P,I}(X) = \bigsqcup_{d \leq X^{\frac{12}{12}}} d \ast \mathcal{M}_{P,d^{-1}}(d^{-12}X).$$

We also define

$$\mathcal{E}_{P,I}(X) := \{(A, B) \in \mathcal{M}_{P,I}(X) : 4A^3 + 27B^2 \not\equiv 0\},$$

and $S_{P,I}(X)$ as the unique set satisfying $\mathcal{M}_{P,I}(X) = \mathcal{E}_{P,I}(X) \bigcup S_{P,I}(X)$. The bound for the error term $S_{P,I}(X)$ is as follows.
Lemma 2.8 For $P$, $I$ as above, we have

$$|S_{P,I}(X)| \ll \frac{X^{\frac{1}{3}}}{\prod_i p_i^{m_i}} + 1.$$  

Proposition 2.9 Assume that all pairs in $I$ satisfy $p_i^4 \nmid \alpha_i$ or $p_i^6 \nmid \beta_i$, and $\prod p_i^{m_i} \leq X^{\frac{1}{3}}$. Then,

$$|E_{P,I}(X)| = \prod_i \left( \frac{1}{p_i^{2m_i}} \frac{p_i^{10}}{p_i^{10} - 1} \right) \frac{4}{\zeta(10)} X^{\frac{5}{12}} + O \left( \frac{X^{\frac{1}{2}}}{\prod p_i^{m_i}} + 1 \right).$$

Proof A modification of Lemmas 2.7 and 2.8 gives

$$|E_{P,I}(X)| = |M_{P,I}(X)| + O(S_{P,I}(X)) = \sum_{d \leq X^{\frac{1}{12}}} \mu(d) \left| D_{P,d^{-1} \ast I} \left( \frac{X}{d^{12}} \right) \right| + O \left( \frac{X^{\frac{1}{2}}}{\prod p_i^{m_i}} + 1 \right).$$

By Lemma 2.1, we have

$$D_{P,d^{-1} \ast I}(d^{-12}X) = \frac{4X^{\frac{5}{12}}}{\prod p_i^{2m_i} d^{10}} + O \left( \frac{X^{\frac{1}{2}}}{\prod p_i^{m_i} d^6} + \frac{X^{\frac{1}{3}}}{\prod p_i^{m_i} d^4} + 1 \right)$$

and the claim follows. $\square$

We recall some notations in Sect. 1. Let $LC_p$ be one of good, bad, split, non-split, an integer $a$ in the Weil’s bound, or Kodaira–Néron types $T$. We define

$$|LC_p| = \lim_{X \to \infty} \frac{|P^{LC_p}(X)|}{|E(X)|},$$

which is $c_{LC_p}(p)$ in Theorem 1.4. For the finite set of local conditions $S = \{LC_p_i\}$, we define $|S| = \prod_i |LC_p_i|$.

Now we are ready to prove Theorem 1.5. We first assume that any $LC_p$ is neither bad nor additive. Let $P = \{p_i^{m_i}\}$, then in the proof of Theorem 1.4, there are

$$|LC_{p_i}| \left( \frac{p_i^{10} - 1}{p_i^{10}} \right) p_i^{2m_i}$$

pairs $(\alpha_{i,j}, \beta_{i,j})$ in $(\mathbb{Z}/p_i^{m_i}\mathbb{Z})^2$ such that $E_{A,B}$ satisfies $LC_{p_i}$ if and only if $(A, B) \equiv (\alpha_{i,j}, \beta_{i,j}) \pmod{p_i^{m_i}}$ for some $(\alpha_{i,j}, \beta_{i,j})$. Let $I_{p_i} = \{ (\alpha_{i,j}, \beta_{i,j}) \}$ be the set of all the aforementioned pairs.

Let $I = \prod_i I_{p_i}$. We denote an element of $I$ by $(\alpha, \beta)$ whose $I_{p_i}$ component is $(\alpha_{i,j}, \beta_{i,j})$, and define $(A, B) \equiv (\alpha, \beta) \pmod{P}$ if and only if $(A, B) \equiv (\alpha_{i,j}, \beta_{i,j}) \pmod{p_i^{m_i}}$. By the Chinese remainder theorem, there are

$$\prod_i |LC_{p_i}| \left( \frac{p_i^{10} - 1}{p_i^{10}} \right) p_i^{2m_i}$$

Springer
elements \((\alpha, \beta)\) in \(I\) such that \(E_{A, B}\) satisfies all \(LC_p\) if and only if \((A, B) \equiv (\alpha, \beta) \pmod{P}\) for some \((\alpha, \beta)\) in \(I\). Together with Proposition 2.9, we have

\[
|E^S(X)| = \sum_i |E_{P, I}(X)| = \sum_i \left( \prod p_{i}^{m_{i}} \cdot \left( \frac{1}{p_{i}^{2m_{i}} - p_{i}^{10} - 1} \right) \cdot \frac{4}{\xi(10)} X^{5} + O \left( \frac{X^{4}}{\prod_{i} p_{i}^{m_{i}}} \right) \right)
\]

\[
= \left( \prod_{i} \left| LC_{p_{i}} \right| \right) X^{5} + O \left( \prod_{i} \left| LC_{p_{i}} \right| \left( \frac{p_{i}^{10} - 1}{p_{i}^{10}} \right) p_{i}^{m_{i}} X^{\frac{1}{2}} \right)
\]

\[
= |S| \cdot \frac{4}{\xi(10)} X^{5} + O \left( \prod_{i} \left| LC_{p_{i}} \right| \left( \frac{p_{i}^{10} - 1}{p_{i}^{10}} \right) p_{i}^{m_{i}} X^{\frac{1}{2}} \right).
\]

Hence we proved this theorem except when there is a local condition \(LC_p\) which is either bad or additive.

We use induction on the number of \(LC_p\)’s that are bad. Let \(S = \{LC_{p_{i}}\}\) be a finite set of local conditions such that there is an \(LC_{p_{n}}\) which is bad, and \(S' = S - \{LC_{p_{n}}\}\). By induction hypothesis for \(S' \cup \{LC'_{p_{n}}\}\) where \(LC'_{p_{n}}\) is good, we have

\[
|E^{S\cup\{LC'_{p_{n}}\}}(X)| = |S'| \cdot \frac{p_{n}^{2} - p_{n}^{10}}{p_{n}^{2}} \cdot \frac{4}{\xi(10)} X^{5} + O \left( \prod_{i=1}^{n-1} c_{p_{i}} (p_{n} - 1) X^{\frac{1}{2}} \right).
\]

Again by induction hypothesis for \(S'\), we have

\[
|E^{S'}(X)| = |S'| \cdot \frac{4}{\xi(10)} X^{5} + O \left( \prod_{i=1}^{n-1} c_{p_{i}} X^{\frac{1}{2}} \right).
\]

Since \(|E^{S'}(X)| = |E^{S\cup\{LC'_{p_{n}}\}}(X)| + |E^{S}(X)|\), we can count elliptic curves with bad reduction conditions.

We can do the same thing for the additive condition because the additive condition is the complement of the union of the conditions good, split, and non-split.

### 3 The Frobenius trace formula for elliptic curves

Let \(L(s, E)\) be the normalized elliptic curve \(L\)-function and for which we have

\[
L(s, E) = \sum_{n=1}^{\infty} \frac{\lambda_{E}(n)}{n^s} = \prod_{p} \left( 1 - \frac{\alpha_{E}(p)}{p^s} \right)^{-1} \left( 1 - \frac{\beta_{E}(p)}{p^s} \right)^{-1},
\]

\[
-\frac{L'}{L}(s, E) = \sum_{n=1}^{\infty} \frac{\tilde{\alpha}_{E}(n) \Delta(n)}{n^s}.
\]

Recall that

\[
\alpha_{E}(p) = \begin{cases} 
    p + 1 - \#E(\mathbb{F}_p) & \text{if } E \text{ has good reduction at } p, \\
    1, -1, 0 & \text{if } E \text{ has split, non-split, or additive reduction at } p.
\end{cases}
\]
For $\lambda_E(p) = \alpha_E(p) + \beta_E(p)$,\(^2\) we have
\[
\hat{\alpha}_E(p) = \frac{\alpha_E(p)}{\sqrt{p}}, \quad \hat{\alpha}_E(p^k) = \alpha_E(p)^k + \beta_E(p)^k.
\]

Here is the Frobenius trace formula for elliptic curves.

**Theorem 3.1** (Frobenius trace formula for elliptic curves) Let $k$ be a fixed positive integer. Let $p_i$ be distinct primes $\geq 5$ such that $\prod_{i=1}^{k} p_i = O(X^{\frac{1}{2} - \epsilon})$ for a fixed $\epsilon > 0$. Assume $e_i = 1$ or 2, and $r_i$ is odd or 2 if $e_i = 1$, $r_i = 1$ if $e_i = 2$ for $i = 1, \ldots, k$. Then,
\[
\sum_{E \in \mathcal{E}(X)} \hat{\alpha}_E(p_1^{e_1})^{r_1} \hat{\alpha}_E(p_2^{e_2})^{r_2} \cdots \hat{\alpha}_E(p_k^{e_k})^{r_k} = c|\mathcal{E}(X)| + O_k \left( 2^r \left( \prod_{i=1}^{k} p_i \right) X^{\frac{1}{2}} \right) + O_k \left( \left( \sum_{i=1}^{k} \frac{1}{p_i} \right) X^{\frac{5}{6}} \right)
\]
where
\[
c = \begin{cases} 
0 & \text{if } e_j = 1 \text{ and } r_j \text{ is odd for some } j, \\
-1 & \text{if } r_j = 2 \text{ for all } j \text{ with } e_j = 1, \text{ and the sum of } r_j \text{'s with } e_j = 2 \text{ is odd}, \\
1 & \text{otherwise},
\end{cases}
\]
and $r$ is either the smallest odd integer $r_i$ or 0 if there is no odd $r_i$, and the last error term exists only if $e_i = 1$ and $r_i = 2$ or $e_i = 2$ for all $i$.

Also, we have
\[
\sum_{E \in \mathcal{E}(X)} \lambda_E(p_1^{e_1})^{r_1} \lambda_E(p_2^{e_2})^{r_2} \cdots \lambda_E(p_k^{e_k})^{r_k} = d|\mathcal{E}(X)| + O_k \left( 2^r \left( \prod_{i=1}^{k} p_i \right) X^{\frac{1}{2}} \right) + O_k \left( \left( \sum_{i=1}^{k} \frac{1}{p_i} \right) X^{\frac{5}{6}} \right)
\]
where
\[
d = \begin{cases} 
0 & \text{if } e_j = 2 \text{ or } e_j = 1 \text{ and } r_j \text{ is odd for some } j, \\
1 & \text{if } e_i = 1 \text{ and } r_i = 2 \text{ for all } i.
\end{cases}
\]
and the last error term exists only if $e_i = 1$ and $r_i = 2$ or $e_i = 2$ for all $i$.

Before its proof, we compare this theorem with the results of [16]. The author computes
\[
\lim_{X \to \infty} \frac{1}{|\mathcal{E}_{6q,r,t}(X)|} \sum_{E \in \mathcal{E}_{6q,r,t}(X)} \lambda_E(n_1) \cdots \lambda_E(n_k)
\]
where $\mathcal{E}_{6q,r,t}(X)$ is defined in (2.1) and $r, t \in \mathbb{Z}/6q\mathbb{Z}$ for a square-free $q$, in [16, Lemma 3.2, Proposition 4.1, 4.2]. His proof is elegant. [16, Lemma 3.2] turns (3.1) into computing a certain finite sum over tuples of $\mathbb{Z}/p\mathbb{Z}$. However, for this reason, his proof does not give an error term as we have in Theorem 3.1, which is essential for our applications.

We give proof of Theorem 3.1 for one prime and two primes. First, we consider
\[
\sum_{E \in \mathcal{E}(X)} \hat{\alpha}_E(p)^r = \sum_{|a| \leq \sqrt{p}} \sum_{E \in \mathcal{E}(X)} \hat{\alpha}_E(p)^r + \sum_{E \in \mathcal{E}(X)} \hat{\alpha}_E(p)^r + \sum_{E \in \mathcal{E}(X)} \hat{\alpha}_E(p)^r
\]
\(^{2}\) If $E$ has bad reduction at $p$, then $\beta_E(p) = 0 \)
for an odd \( r \). By Theorem 1.4 for \(|a| \leq \lfloor 2\sqrt{p} \rfloor\), there are
\[
\frac{(p - 1)H(a^2 - 4p)}{2p^2} \cdot \frac{p^{10}}{p^{10} - 1} \cdot \frac{4}{\xi(10)} \cdot X^{\frac{5}{2}} + O \left( \frac{(p - 1)H(a^2 - 4p)}{2p} \cdot X^{\frac{1}{2}} \right)
\]
elastic curves in \( \mathcal{E}(X) \) with \( \hat{a}_E(p) = a/\sqrt{p} \). Since \( \sum_{|a| \leq \lfloor 2\sqrt{p} \rfloor} a^r H(a^2 - 4p) = 0 \), only the contribution from the error term survives, and it is at most \( O(2^r p X^{\frac{1}{2}}) \) because
\[
\frac{p - 1}{2p} \sum_{|a| \leq \lfloor 2\sqrt{p} \rfloor} \left( \frac{|a|}{\sqrt{p}} \right)^r H(a^2 - 4p) \leq 2^{r-1} \frac{p - 1}{p} \sum_{|a| \leq \lfloor 2\sqrt{p} \rfloor} H(a^2 - 4p) = 2^r (p - 1).
\]

If an elliptic curve \( E \) has additive reduction at prime \( p \), then \( \hat{a}_E(p) = 0 \). So there is no contribution from the additive reduction case. If \( E \) has split (resp. non-split) multiplicative reduction, then \( \hat{a}_E(p) = 1/\sqrt{p} \) (resp. \( \hat{a}_E(p) = -1/\sqrt{p} \)). There are
\[
\frac{p - 1}{2p^2} \cdot \frac{p^{10}}{p^{10} - 1} \cdot \frac{4}{\xi(10)} \cdot X^{\frac{5}{2}} + O(X^{\frac{1}{2}})
\]
elastic curves in \( \mathcal{E}(X) \) with split multiplicative reduction at \( p \), and also there are the same number of elastic curves with non-split multiplicative reduction at \( p \) up to error term \( O(X^{\frac{1}{2}}) \), by Theorem 1.4. The contribution from multiplicative reduction is \( O(X^{\frac{1}{2}}/p^{\frac{5}{2}}) \), hence we have
\[
\sum_{E \in \mathcal{E}(X)} \hat{a}_E(p)^r = O(2^r p X^{\frac{1}{2}}).
\]
The next case is
\[
\sum_{E \in \mathcal{E}(X)} \hat{a}_E(p)^2.
\]
From the identity \( \sum_{|a| \leq \lfloor 2\sqrt{p} \rfloor} a^2 H(a^2 - 4p) = 2p^2 - 2 \) which is an application of the Eichler–Selberg trace formula [4],\(^3\) the contribution from good reduction at \( p \) is
\[
\sum_{|a| \leq \lfloor 2\sqrt{p} \rfloor} \sum_{E \in \mathcal{E}(X) \atop a_E(p) = a} \hat{a}_E(p)^2 = \left( 1 + O \left( \frac{1}{p} \right) \right) \sum_{|a| \leq \lfloor 2\sqrt{p} \rfloor} \frac{4}{\xi(10)} \cdot X^{\frac{5}{2}} + O(p X^{\frac{1}{2}}),
\]
and the contribution from the multiplicative reduction is
\[
\sum_{E \in \mathcal{E}(X) \atop E \text{ mult red at } p} \hat{a}_E(p)^2 = \frac{p - 1}{p^3} \cdot \frac{p^{10}}{p^{10} - 1} \cdot \frac{4}{\xi(10)} \cdot X^{\frac{5}{2}} + O \left( \frac{X^{\frac{1}{2}}}{p} \right).
\]
Hence we have
\[
\sum_{E \in \mathcal{E}(X)} \hat{a}_E(p)^2 = \frac{4}{\xi(10)} X^{\frac{5}{2}} + O \left( \frac{X^{\frac{5}{2}}}{p} + p X^{\frac{1}{2}} \right).
\]
The last case for a single prime \( p \) is
\[
\sum_{E \in \mathcal{E}(X)} \hat{a}_E(p^2).
\]
\(^3\) There is a typo in [4, Theorem 2].
Note that $\widehat{a}_E(p^2) = \widehat{a}_E(p)^2 - 2$ when $E$ has good reduction at $p$, and $\widehat{a}_E(p^2) = \widehat{a}_E(p)^2$ when $E$ has bad reduction at $p$. Then, from the computation for the previous case, we can easily see that

$$\sum_{E \in E(X)} \widehat{a}_E(p^2) = -\frac{4}{\zeta(10)} X^\frac{5}{6} + O \left( \frac{X^\frac{5}{6}}{p} + pX^{\frac{1}{2}} \right),$$

which is exactly the trace formula for one prime in Theorem 3.1.

Now, we consider the trace formula for two primes

$$\sum_{E \in E(X)} \widehat{a}_E(p_1^{e_1})^{r_1} \widehat{a}_E(p_2^{e_2})^{r_2}.$$

Assume that $e_1 = 1$ and $r_1$ are odd. Fix a local condition for the second prime $p_2$. We vary the local conditions for the first prime $p_1$, and this gives $O(2^{r_1} p_1c_{p_2}^{-1} X^{\frac{1}{2}})$. Then we sum up this term over all the local conditions for $p_2$, and the error term $O(2^{r_1} p_1p_2^{-1} X^{\frac{1}{2}})$ follows.

We must deal with the cases $e_i = 1$ and $r_i = 2$ or $e_i = 2$ and $r_i = 1$ for $i = 1, 2$. First, we consider the cases $\mathcal{LC}_{p_1} = \mathcal{A}_1$, and $\mathcal{LC}_{p_2} = \mathcal{A}_2$ for $|a_1| \leq \lfloor \sqrt[4]{p_1} \rfloor$, $|a_2| \leq \lfloor \sqrt[4]{p_2} \rfloor$. Their contribution is, for example, when $r_1 = r_2 = 2$,

$$\left( \prod_{i=1}^{2} \frac{(p_i - 1)p_i^{10}}{2p_i^3(p_i^{10} - 1)} \right) \frac{4}{\zeta(10)} X^\frac{5}{6} \sum_{|a_1| \leq \lfloor \sqrt[4]{p_1} \rfloor, |a_2| \leq \lfloor \sqrt[4]{p_2} \rfloor} a_1^2 H(a_1^2 - 4p_1)a_2^2 H(a_2^2 - 4p_2)$$

$$+ O \left( \sum_{|a_1| \leq \lfloor \sqrt[4]{p_1} \rfloor, |a_2| \leq \lfloor \sqrt[4]{p_2} \rfloor} a_1^2 H(a_1^2 - 4p_1)a_2^2 H(a_2^2 - 4p_2) \frac{X^{\frac{1}{2}}}{(2p_1)(2p_2)} \right),$$

which is, by the identity $\sum_{|a| \leq \sqrt[4]{p}} a^2 H(a^2 - 4p) = 2p^2 - 2$,

$$\frac{4}{\zeta(10)} X^\frac{5}{6} + O \left( \left( \frac{1}{p_1} + \frac{1}{p_2} \right) X^\frac{5}{6} + p_1p_2 X^{\frac{1}{2}} \right).$$

Since the case that $p_1$ or $p_2$ has multiplicative reduction, using the trivial bound for $\widehat{a}_E(p_1^{e_1})^{r_1} \widehat{a}_E(p_2^{e_2})^{r_2}$, gives $O \left( \left( \frac{1}{p_1} + \frac{1}{p_2} \right) X^\frac{5}{6} \right)$, we verify the trace formula for $r_1 = r_2 = 2$ case. The other three cases can be handled similarly, and we have

$$\sum_{E \in E(X)} \widehat{a}_E(p_1^{e_1})^{r_1} \widehat{a}_E(p_2^{e_2})^{r_2} = (-1)^{r_1+r_2} \frac{4}{\zeta(10)} X^\frac{5}{6} + O \left( \left( \frac{1}{p_1} + \frac{1}{p_2} \right) X^\frac{5}{6} + p_1p_2 X^{\frac{1}{2}} \right).$$

For general $k$ primes, we can prove the trace formula similarly.

For $\lambda_E(p^s)$, we note that $\lambda_E(p) = \widehat{a}_E(p)$ and $\lambda_E(p^2) = \widehat{a}_E(p)^2 - 1$ if $E$ has good reduction at $p$ and $\lambda_E(p^2) = \widehat{a}_E(p)^2$ otherwise. Hence, we can similarly prove the trace formula for $\lambda_E(n)$.

**4 The distribution of analytic ranks of elliptic curves**

From now on, we assume that every elliptic curve $L$-function satisfies the Generalized Riemann Hypothesis. Let $\gamma_E$ denote the imaginary part of a non-trivial zero of $L(s, E)$. We index them using the natural order in real numbers:
for a fixed $\phi$, Note that

\[ \sum_{\gamma \in \mathbb{C}} \ \text{where} \ \gamma \]

if analytic rank $r_E$ is odd,

\[ \cdots \gamma_{E,-3} \leq \gamma_{E,-2} \leq \gamma_{E,-1} \leq \gamma_{E,0} \leq \gamma_{E,1} \leq \gamma_{E,2} \leq \gamma_{E,3} \cdots \]

otherwise.

In this section, first, we obtain an upper bound on every $n$-th moment of analytic ranks of elliptic curves and get a bound on the proportion of elliptic curves with analytic rank $r_E \geq (1 + C)9n$ for a positive constant $C$ and a positive integer $n$. For this purpose, we compute an $n$-level density with multiplicity. See [10, Part VI].

We choose the following test function for $\sigma_n = \frac{2}{9n}$:

\[ \hat{\phi}_n(u) = \frac{1}{2} \left( \frac{1}{2} \sigma_n - \frac{1}{2} |u| \right) \text{ for } |u| \leq \sigma_n, \quad \text{and} \quad \phi_n(x) = \frac{\sin^2(2\pi \frac{1}{2} \sigma_n x)}{(2\pi x)^2}. \]

Note that $\phi_n(0) = \frac{\sigma_n^2}{4}$ and $\hat{\phi}_n(0) = \frac{\sigma_n}{4}$. We can understand the constant $\frac{2}{9}$ as the limit of our trace formula. Then, easily we can check

\[ \int_{\mathbb{R}} |u\hat{\phi}_n(u)|^2 = \frac{1}{6} \phi_n(0)^2. \quad (4.1) \]

The $n$-level density with multiplicity is

\[ D^*_n(E, \Phi) = \frac{1}{|E(X)|} \sum_{E \in E(X)} \sum_{j_1, j_2, \ldots, j_n} \phi_n \left( \gamma_{E,j_1} \log X \frac{2\pi}{2\pi} \right) \phi_n \left( \gamma_{E,j_2} \log X \frac{2\pi}{2\pi} \right) \cdots \phi_n \left( \gamma_{E,j_n} \log X \frac{2\pi}{2\pi} \right), \]

where $\gamma_{E,j_k}$ is an imaginary part of $j_k$-th zero of $L(s, E)$. Then, trivially we have

\[ \frac{1}{|E(X)|} \sum_{E \in E(X)} r^*_n \leq \frac{1}{\phi_n(0)^n} D^*_n(E, \Phi). \quad (4.2) \]

We show that for any $n$, $D^*_n(E, \Phi)$ has a closed expression. By Weil’s explicit formula,

\[ \sum_j \phi_n \left( \gamma_{E,j} \log X \frac{2\pi}{2\pi} \right) = \hat{\phi}_n(0) \log N_E \log X \left( \log X \frac{2\pi}{2\pi} \right) - 2 \sum_{k=1}^{2} \sum_p \hat{a}_E(p^k) \log p \hat{\phi}_n \left( \log p \log X \frac{2\pi}{2\pi} \right) + O \left( \frac{1}{\log X} \right) \]

\[ \leq \hat{\phi}_n(0) - 2 \sum_{k=1}^{2} \sum_p \hat{a}_E(p^k) \log p \hat{\phi}_n \left( \log p \log X \frac{2\pi}{2\pi} \right) + O \left( \frac{1}{\log X} \right), \quad (4.3) \]

where $N_E$ is the conductor of the elliptic curve. By Ogg’s formula (cf. [13, IV §11.1]), the conductor is less than the discriminant. By the height condition, we have

\[ N_E \leq 16(4A^3 + 27B^2) \leq cX \]

for a fixed $c$, which implies that $\log N_E \leq \log X + O(1)$. This justifies the inequality (4.3).

Hence, we have

\[ \frac{1}{|E(X)|} \sum_{E \in E(X)} \sum_{j_1, j_2, \ldots, j_n} \phi_n \left( \gamma_{E,j_1} \log X \frac{2\pi}{2\pi} \right) \phi_n \left( \gamma_{E,j_2} \log X \frac{2\pi}{2\pi} \right) \cdots \phi_n \left( \gamma_{E,j_n} \log X \frac{2\pi}{2\pi} \right) \]

\[ \leq \frac{1}{|E(X)|} \sum_{E \in E(X)} \left( \hat{\phi}_n(0) - \frac{2}{\log X} \sum_{m < X} \frac{\hat{a}_E(m) \log m \hat{\phi}_n \left( \log m \log X \frac{2\pi}{2\pi} \right) + O \left( \frac{1}{\log X} \right)}{\sqrt{m}} \right)^n. \]
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where m’s are primes or squares of primes. By the standard argument such as [12, Lemma 2] or [6, Lemma 4.4], we can take the term $O(1/\log X)$ out of the bracket, and we have

$$D_n^*(E, \Phi) \leq \frac{1}{|E(X)|} \sum_S \hat{\phi}_n(0)^{|S^c|} \left( - \frac{2}{\log X} \right)^{|S|}$$

$$\times \sum_{m_1, m_2, \ldots, m_k} \frac{\Lambda(m_1) \Lambda(m_2) \cdots \Lambda(m_k)}{\sqrt{m_1 m_2 \cdots m_k}} \phi_n \left( \frac{\log m_1}{\log X} \right) \phi_n \left( \frac{\log m_2}{\log X} \right) \cdots \phi_n \left( \frac{\log m_k}{\log X} \right)$$

$$\times \sum_{E \in E(X)} \hat{a}_E(m_1) \hat{a}_E(m_2) \cdots \hat{a}_E(m_k) + O \left( \frac{1}{\log X} \right),$$

where $m_i$’s are primes or squares of primes with $m_i \leq X^{\frac{2}{n}}$ and $S = \{i_1, i_2, \ldots, i_k\}$ runs over every subset of $\{1, 2, 3, \ldots, n\}$. In the next two propositions, we show that only the terms $m_1 m_2 \cdots m_k = \Box$ give the main term, and the contribution of the other terms is $O(1/\log X)$.

**Proposition 4.1**

$$\sum_{E \in E(X)} \sum_{m_1, m_2, \ldots, m_k \neq \Box} \frac{\Lambda(m_1) \cdots \Lambda(m_k) \hat{a}_E(m_1) \cdots \hat{a}_E(m_k)}{\sqrt{m_1 m_2 \cdots m_k}} \phi_n \left( \frac{\log m_1}{\log X} \right) \phi_n \left( \frac{\log m_2}{\log X} \right) \cdots \phi_n \left( \frac{\log m_k}{\log X} \right) \ll |E(X)|.$$

**Proof** Note that $\hat{a}_E(m_1) \hat{a}_E(m_2) \cdots \hat{a}_E(m_k)$ is of the form

$$\hat{a}_E(p_1)^{e_1} \hat{a}_E(p_2)^{e_2} \cdots \hat{a}_E(p_t)^{e_t} \hat{a}_E(q_1^{l_1}) \hat{a}_E(q_2^{l_2}) \cdots \hat{a}_E(q_s^{l_s}),$$

with $e_1 + \cdots + e_t + l_1 + \cdots + l_s = k$. Here $p_1, p_2, \ldots, p_t$ are distinct primes and $q_1, q_2, \ldots, q_s$ are distinct primes, but some $q_j$ might be equal to some $p_t$. For a while, we assume that the primes $p_1, \ldots, p_t, q_1, \ldots, q_s$ are all distinct.

Since one of $e_i$’s is odd by our assumption, then by the Frobenius trace formula 3.1,

$$\sum_{E \in E(X)} \hat{a}_E(p_1)^{e_1} \hat{a}_E(p_2)^{e_2} \cdots \hat{a}_E(p_t)^{e_t} \hat{a}_E(q_1^{l_1}) \hat{a}_E(q_2^{l_2}) \cdots \hat{a}_E(q_s^{l_s}) = O(p_1 p_2 \cdots p_t q_1 q_2 \cdots q_s X^{\frac{1}{2}}).$$

The contribution of this case in the worst situation is at most

$$\ll X^{\frac{1}{2}} \left( \sum_{p < X^{\frac{2}{n}}} p^{\frac{1}{2} \log p} \right)^k \ll X^{\frac{1}{2}} (X^{\frac{1}{n}})^n \ll X^5.$$

Now, we assume that some $p_t$ equals some $q_j$. Since $\hat{a}_E(q_j^{l_j}) = (\hat{a}_E(q^l) - 2)$ if $E$ has good reduction at $q$ and $\hat{a}_E(q_j^{l_j}) = \hat{a}_E(q^{l_j})$ otherwise, still we can use the Frobenius trace formula. □
Proposition 4.2 For a subset $S = \{i_1, i_2, \ldots, i_k\}$ of $\{1, 2, \ldots, n\}$,
\[
\frac{1}{|\mathcal{E}(X)|} \left(\frac{-2}{\log X}\right)^{|S|} \sum_{E \in \mathcal{E}(X)} \sum_{m_{i_1}m_{i_2} \ldots m_{i_k} = \square} \left(\prod_{j=1}^{|S|} \frac{\Lambda(m_{i_j})\hat{a}_E(m_{i_j})}{\sqrt{m_{i_j}}} \hat{\phi}_n \left(\frac{\log m_{i_j}}{\log X}\right)\right)
= \sum_{S_2 \subset S, |S_2| \text{ even}} \left(\frac{1}{2} \phi_n(0)\right)^{|S_2|} |S_2|! \left(\int_{\mathbb{R}} |u|\hat{\phi}_n(u)^2 du\right)^{\frac{|S_2|}{2}} + O\left(\frac{1}{\log X}\right).
\]

Proof In this proof, we compute the double sum not considering the term $\frac{1}{|\mathcal{E}(X)|} \left(\frac{-2}{\log X}\right)^k$. We show that every contribution except one is $\ll X^\frac{5}{8} (\log X)^{k-1}$, hence they become the error term $O(1/\log X)$ in the end.

Note that $\hat{a}_E(m_{i_1})\hat{a}_E(m_{i_2}) \cdots \hat{a}_E(m_{i_k})$ is of the form
\[
\hat{a}_E(p_1)^{e_1}\hat{a}_E(p_2)^{e_2} \cdots \hat{a}_E(q_1)^{e_1}\hat{a}_E(q_2)^{e_2} \cdots \hat{a}_E(q_s)^{e_s},
\]
with $e_1 + \cdots + e_t + l_1 + \cdots + l_s = k$ and $e_i$’s are all even. If $e_i \geq 4$ for some $i$ or $l_j \geq 2$ for some $j$, then by the trivial bound, this term is majorized by $X^\frac{5}{8} (\log X)^{k-1}$. Let $S_2$ be a subset of $S$ with even cardinality $2t$:
\[
S_2 = \{i_{a_1}, i_{a_2}, \ldots, i_{a_{2t-1}}, i_{a_{2t}}\}, \quad |S_2| = \{b_1, b_2, \ldots, b_s\}.
\]
There are $(2t)!/2^t$ ways to pair up two elements in $S_2$. For example, we consider the following pairings.
\[
(i_{a_1}, i_{a_2}), (i_{a_3}, i_{a_4}), (i_{a_5}, i_{a_6}), \ldots, (i_{a_{2t-1}}, i_{a_{2t}}).
\]

This set of pairings corresponds to the following sum
\[
\sum_{E \in \mathcal{E}(X)} \hat{a}_E(p_{i_{a_1}})^{2\hat{a}_E(p_{i_{a_2}})^2} \cdots \hat{a}_E(p_{i_{a_{2t-1}}})^2 \hat{a}_E(q_{i_{b_1}})^2 \hat{a}_E(q_{i_{b_2}})^2 \cdots \hat{a}_E(q_{i_{b_s}})^2
\]
where $2t + s = k$. By the Frobenius trace formula, the above sum is
\[
|\mathcal{E}(X)| \left\{\begin{array}{ll} 1 & \text{if } s \text{ is even}, \\
-1 & \text{if } s \text{ is odd} \end{array}\right.\right. + O\left(\frac{1}{p_1} + \cdots + \frac{1}{p_t} + \frac{1}{q_1} + \cdots + \frac{1}{q_s}\right) X^\frac{5}{8}.
\]

The contribution from the error term $O(p_1 \cdots p_t q_1 \cdots q_s X^\frac{1}{2})$ is dominated by
\[
(X^\frac{5}{8} \log X)^t (X^\frac{1}{2} X^\frac{1}{2}) \ll X^\frac{5}{8} (\log X)^{k-1}.
\]

The contribution from the error term $O\left(\left(\frac{1}{p_1} + \cdots + \frac{1}{p_t} + \frac{1}{q_1} + \cdots + \frac{1}{q_s}\right) X^\frac{5}{8}\right)$ is dominated by $X^\frac{5}{8} (\log X)^{k-1}$. The main term of the sum, after being divided by $|\mathcal{E}(X)|\left(\frac{\log X}{-2}\right)^k$, gives rise to
\[
\prod_{i=1}^t \left(\frac{-2}{\log X}\right)^2 \sum_p \frac{\log^2 p}{p} \hat{\phi}_n \left(\frac{\log p}{\log X}\right)^2 \times \prod_{j=1}^s \left(\frac{2}{\log X} \sum_q \frac{\log q}{q} \hat{\phi}_n \left(\frac{2 \log q}{\log X}\right)\right)
= \left(\frac{1}{2}\right)^s \left(\int_{\mathbb{R}} |u|\hat{\phi}_n(u)^2 du\right)^s \left(\int_{\mathbb{R}} \hat{\phi}_n(u) du\right)^s.
\]
Since there are $(2t)!/2^t$ ways to pair up two elements in $S_2$, the claim follows. □

**Proof of Theorem 1.3** By Propositions 4.1, 4.2, and (4.1) we have the following inequality

$$D_n^* (\mathcal{E}, \Phi) \leq \phi_n (0)^n \sum \left( \frac{1}{\sigma_n} \right)^{|S|} \sum_{S_2 \subset S} \left( \frac{1}{2} \right)^{|S_2|/2 |S_2|!} \left( \frac{1}{6} \right)^{|S_2|/2} + O \left( \frac{1}{\log X} \right).$$

and, by (4.2), Theorem 1.3 follows. □

**Remark** Here is an asymptotic of the upper bound of $n$-th moment. Let $[n] := \{1, \cdots, n\}$, $S_1 := S - S_2$, and $S_3 := [n] - S$. Then $S_3 = S^c$, $S_1 = S^c_3$ in the above notation and the our upper bound is

$$\sum_{S \subset [n]} \left( \frac{9n}{2} \right)^{|S_1|} \sum_{S_2 \subset S} \left( \frac{1}{2} \right)^{|S_2|} |S_2|! \left( \frac{1}{6} \right)^{|S_2|/2} = \sum_{S_1 \cup S_2 \cup S_3 = [n]} \left( \frac{9n}{2} \right)^{|S_1|} \left( \frac{1}{2} \right)^{|S_2|} |S_2|! \left( \frac{1}{6} \right)^{|S_2|}.$$

Hence by taking $|S_2| = 2l$, it is

$$\sum_{l=0}^{[n/2]} \left( \frac{9n}{2} \right)^{2l} \left( \frac{n}{2l} \right) (2l)! \left( \frac{9n + 1}{2} \right)^{n-2l} = \left( \frac{9n + 1}{2} \right)^{n} \sum_{l=0}^{[n/2]} \left( \frac{2}{3(9n+1)^2} \right)^l \times n(n-1) \cdots (n-l+1).$$

It has an upper bound

$$\left( \frac{9n + 1}{2} \right)^{n} \sum_{l=0}^{\infty} \left( \frac{2}{3(9n+1)^2} \right)^l n^l = \left( \frac{9n + 1}{2} \right)^{n} \frac{3(9n+1)^2}{3(9n+1)^2 - 2n^2}.$$

and a lower bound

$$\left( \frac{9n + 1}{2} \right)^{n} \sum_{l=0}^{\infty} \left( \frac{2}{3(9n+1)^2} \right)^l (n - \sqrt{n})^l = \left( \frac{9n + 1}{2} \right)^{n} \frac{3(9n+1)^2}{3(9n+1)^2 - 2(n - \sqrt{n})^2}.$$

Hence, we have an asymptotic bound

$$\frac{243}{241} \left( \frac{9n + 1}{2} \right)^{n} (1 + O(n^{-1/2})).$$

**Proof of Theorem 1.1** We choose the test function $\phi_{2n}(x)$. Then $\hat{\phi}_{2n}(0) = \frac{1}{4} \sigma_{2n}$, and $\phi_{2n}(0) = \frac{1}{4} \sigma_{2n}^2$. By Weil’s explicit formula, we have

$$r_{E \phi_{2n}}(0) \leq \hat{\phi}_{2n}(0) - 2 \log X \sum_{m_i} \frac{\hat{a}_E (m_i) \Lambda (m_i)}{\sqrt{m_i}} \phi_{2n} \left( \frac{\log m_i}{\log X} \right) + O \left( \frac{1}{\log X} \right).$$
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hence
\[ r_E \leq \frac{1}{\sigma_{2n}} + \frac{4}{\sigma_{2n}^2} \left( -\frac{2}{\log X} \sum_{m_i} \frac{\hat{E}(m_i) \Lambda(m_i)}{\sqrt{m_i}} \phi_{2n} \left( \frac{\log m_i}{\log X} \right) \right) + O \left( \frac{1}{\sigma_{2n}^2 \log X} \right). \]

Now assume that \( r_E \geq \frac{1+C}{\sigma_{2n}} \) with some positive constant \( C \). Then, for sufficiently large \( X \),
\[ -\frac{2}{\log X} \sum_{m_i} \frac{\hat{E}(m_i) \Lambda(m_i)}{\sqrt{m_i}} \phi_{2n} \left( \frac{\log m_i}{\log X} \right) \geq \frac{C \sigma_{2n}}{4}. \]

Therefore,
\[ \left| \{ E \in \mathcal{E}(X) \mid r_E \geq \frac{1+C}{\sigma_{2n}} \} \right| \left( \frac{C \sigma_{2n}}{4} \right)^{2n} \leq \sum_{E \in \mathcal{E}(X)} \left( -\frac{2}{\log X} \sum_{m_i} \frac{\hat{E}(m_i) \Lambda(m_i)}{\sqrt{m_i}} \phi_{2n} \left( \frac{\log m_i}{\log X} \right) \right)^{2n} \]
\[ \leq \left( \frac{\sigma_{2n}}{4} \right)^{2n} \sum \left| S_2 \right|^2 \left( \frac{1}{2} \right) \left| S_2 \right|! \left( \frac{1}{6} \right) \left| S_2 \right|^{1/2} \left| \mathcal{E}(X) \right| + O \left( \frac{X^{5/6}}{\log X} \right), \]
where the second inequality is justified by Propositions 4.1, 4.2, and finally we obtain
\[ P \left( r_E \geq (1+C) \cdot 9n \right) \leq \frac{\sum_{k=0}^{n} \left( \frac{2n}{2k} \right) \left( \frac{1}{2} \right)^{2n-2k} (2k)! \left( \frac{1}{6} \right)^k}{(C \cdot 9n)^{2n}}. \]

\[ \Box \]
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