Constructing Canonical Feynman Integrals with Intersection Theory
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Canonical Feynman integrals are of great interest in the study of scattering amplitudes at the multi-loop level. We propose to construct $d$ log-form integrals of the hypergeometric type, treat them as a representation of Feynman integrals, and project them into master integrals using intersection theory. This provides a constructive way to build canonical master integrals whose differential equations can be solved easily. We use our method to investigate both the maximally cut integrals and the uncut ones at one and two loops, and demonstrate its applicability in problems with multiple scales.

INTRODUCTION

Functions of uniform transcendentality (UT) are of great interest in the studies of scattering amplitudes in quantum field theories. They admit series expansions of the form

$$f(\epsilon, \vec{x}) = \sum_{n=0}^{\infty} \epsilon^n f^{(n)}(\vec{x}),$$

where $\epsilon$ is usually the dimensional regulator and $f^{(n)}(\vec{x})$ is a function of transcendental weight $n$. When calculating loop amplitudes for scattering processes, it is extremely useful to find a basis of Feynman integrals consisting of UT functions whenever possible. Such Feynman integrals are dubbed as the “canonical” ones. Canonical Feynman integrals satisfy differential equations of the $\epsilon$-form

$$df_{ij}(\epsilon, \vec{x}) = \epsilon dA_{ij}(\vec{x}) f_{ij}(\epsilon, \vec{x}),$$

where $A$ is an algebraic matrix of the variables $\vec{x}$. This kind of equations can be solved order-by-order in $\epsilon$ as iterated integrals [2], often leading to compact analytic expressions in terms of (multiple) polylogarithms [2] that allow efficient numerical evaluation [4]. Even in cases when explicit analytic expressions (at high weights) are difficult to find, the iterated integrals can be easily performed via numeric integration [2, 4] or series expansion [10, 11].

Due to the importance of canonical bases, various methods have been proposed in the literature to transform a given set of differential equations into the $\epsilon$-form [1, 2, 15, 13]. Certain algorithms have been implemented into public program packages [18, 20, 22]. They have been successfully applied to many multi-loop calculations. However, when the number of mass scales increases, direct application of such automated algorithms often becomes inadequate due to the appearance of many irrational functions (square roots) which cannot be simultaneously rationalized. In these cases (e.g., [7–9, 17, 23–25]), manual intervention is usually required to achieve the goal.

It has been realized that canonical Feynman integrals are closely related to $d$ log-form integrals [20, 34]. They lead to beautiful geometric pictures for the scattering amplitudes in planar $\mathcal{N} = 4$ supersymmetric theories. In [34], an algorithm to find $d$ log-form integrands in the momentum space has been proposed. Given a set of denominators, their methods make a generic ansatz for the numerator with a couple of to-be-determined coefficient functions, and search for possible forms of the coefficient functions giving $d$ log-form integrals.

In this work, we approach the problem from a different perspective. Instead of manipulating loop integrals directly, we look for generic hypergeometric integrals [35] which can have an interpretation as Feynman integrals. Our method does not require making ansätze, and is a direct construction starting from a multi-valued function determined by the specific integral topology under consideration. We build all possible $d$ log-form integrals which can be interpreted as Feynman integrals in this topology, and project them back to loop integrals using the intersection theory [36, 40]. This amounts to exploiting the geometric picture of the hypergeometric integrals, and computing the “inner-product” of them using concepts from algebraic geometry. We will use the Baikov representation of Feynman integrals [41] as the concrete prototype to demonstrate our method, but our approach is not confined to that. Our method serves as a constructive way to find canonical Feynman integrals without analyzing the differential equations.

CANONICAL FEYNMAN INTEGRALS IN THE BAIKOV REPRESENTATION

We consider $L$-loop Feynman integrals with $E + 1$ external legs in spacetime dimension $d = 4 - 2\epsilon$. The loop momenta are labelled by $k_i$ ($i = 1, \ldots, L$) and the
n N can construct integer or half-integer. The prefactor $N_k$ products involving at least one of the Feynman integrals, the corresponding functions integrals. The resulting Baikov representation can be written as

$$F_{a_1,\ldots,a_N} = \int \left[ \prod_{i=1}^{L} \frac{d^{4k_i}}{(2\pi)^{2k_i}} \right] \frac{1}{D_1^{a_1} D_2^{a_2} \cdots D_N^{a_N}},$$

where $a_i \in \mathbb{Z}$. A specific topology in the integral family is defined by a chosen subset of the powers $\{a_i\}$ whose values are positive, while the other powers are either zero or negative.

The Baikov representation of the above integral amounts to a change of integration variables from the set $\{k_i^n\}$ to the set $\{D_i\}$. The $\{D_i\}$-independent degrees of freedom can be integrated out giving rise to the Gram determinant $G(\{D_i\}) \equiv \det(q_i, q_j)$. We will use the loop-by-loop construction where one performs the change of variables for a single loop momentum at a time, treating the others as external. The resulting Baikov representation can be written as

$$F_{a_1,\ldots,a_N} = \mathcal{N}_i \int_{\mathcal{C}} \left[ \prod_{i} [G_i(z)]^{-\gamma_i - \beta_i \epsilon} \right] \prod_{j=1}^{n} \frac{dz_j}{z_j^\beta_j},$$

where $z \equiv \{z_1,\ldots,z_n\}$ is a subset of $\{D_i\}$ containing those propagators appeared in the construction, $\{\alpha_j\}$ is the corresponding subset of $\{a_i\}$, $\beta_i \in \mathbb{Z}$ and $\gamma_i$ can be integer or half-integer. The prefactor $\mathcal{N}_i$ is a function of $\epsilon$. It is not relevant for our discussions and we will often drop it in the following. The integration domain $\mathcal{C}$ is given by the interior of the contour where $G_i(z)$ vanishes.

We will be concerned with (linear combinations of) Feynman integrals which are canonical. That is, when multiplied by suitable (and easy to find) overall factors, they become UT functions. It turns out that the Baikov representations of canonical Feynman integrals are linear combinations of the form

$$\int_{\mathcal{C}} \left[ \prod_{i} [G_i(z)]^{-\beta_i \epsilon} \right] \prod_{j=1}^{n} d\log f_j(z),$$

where $f_1(z),\ldots,f_n(z)$ are algebraic functions of the Baikov variables. In the following, we will denote integrals in the form of Eq. (5) as (generalized) $d\log$-form integrals.

In general, given a particular canonical combination of Feynman integrals, the corresponding functions $f_j(z)$ entering its $d\log$-form Baikov representation can be easily stemmed from Eq. (4). In this work, we will be considering the inverse problem: given an integral family, we’d like to construct as many as possible linearly-independent $d\log$-form integrals, and convert them to linear combinations of Feynman integrals. These then serve as candidates for canonical master integrals from which one can derive differential equations of the $\epsilon$-form. The construction of $d\log$-form integrals is the main theme of this work. Before going into that, in the next section, we first address the problem of converting them to Feynman integrals using the intersection theory.

### The Intersection Theory for Hypergeometric Integrals

The integrals in the form of Eq. (4) or Eq. (5) have a natural interpretation in the geometric language of hypergeometric functions. The hypergeometric integrals are defined as

$$\int_{\mathcal{C}} u(z) \varphi(z),$$

where $z = (z_1,\ldots,z_n)$, $u(z)$ is a multi-valued function of $z$, and $\varphi(z)$ is a single-valued differential $n$-form $\varphi(z) \equiv \hat{\varphi}(z) d^n z$. It is assumed that the function $u(z)$ vanishes on the boundary of the integration domain $\mathcal{C}$. For integrals in Eqs. (4) and Eq. (5), it is straightforward to identify

$$u(z) = \prod_{i} [G_i(z)]^{-\gamma_i - \beta_i \epsilon}.$$  

The $n$-form $\varphi(z)$ corresponding to Eq. (5) is then

$$\varphi(z) = \left[ \prod_{i} [G_i(z)]^{\gamma_i} \right] \wedge d\log f_j(z).$$

It should be stressed that $\gamma_i$ can be half-integers. In this case the functions $f_j(z)$ must be carefully chosen to ensure that $\varphi(z)$ is single-valued.

The integral Eq. (6) is invariant under a gauge transformation of $\varphi(z)$:

$$\varphi(z) \rightarrow \varphi(z) + \nabla w \xi, \tag{9}$$

where $\xi$ is an $(n-1)$-form, $\nabla w \equiv d + w \wedge$ is the covariant derivative with the connection $w(z) \equiv d\log(u(z))$. This then defines an equivalence class

$$\langle \varphi \rangle : \varphi \sim \varphi + \nabla w \xi, \tag{10}$$

which can be regarded as a twisted cocycle in the twisted cohomology $H^0_{tw}$. The strategy to convert $d\log$-form integrals (as Baikov representations) to Feynman integrals then proceeds as...
follows. We choose an arbitrary basis of Feynman integrals for the integral family, derive their Baikov representations using the loop-by-loop construction, and denote their corresponding cocycles as \( \{ \langle e_i \rangle \} \). These cocycles then form a basis of the vector space \( H^n_w \), such that the cocycle defined by Eq. (8) can be written as their linear combination

\[
\langle \varphi \rangle = \sum_i c_i \langle e_i \rangle.
\] (11)

Therefore, once we know the coefficients \( c_i \), we will be able to write the Baikov representation Eq. (5) as a linear combination of Feynman integrals.

The decomposition coefficient \( c_i \) can be calculated by considering the dual twisted cohomology \( (H^n_w)^* = H^n_w \). Choosing a basis of the dual space as \( \{ h_i \} \), the coefficients are given by

\[
c_i = \sum_j \langle \varphi | h_j \rangle \langle C^{-1} \rangle_{ji}, \quad C_{ij} = \langle e_i | h_j \rangle,
\] (12)

where \( \langle \varphi_L | \varphi_R \rangle \) is the inner-product of the cocycle \( \langle \varphi_L \rangle \) and the dual vector \( | \varphi_R \rangle \) and is called an intersection number. Algorithms for computing the intersection numbers were proposed in [39, 40].

**CONSTRUCTING CANONICAL INTEGRALS: THE UNIVARIATE CASE**

We first study the case where the integrand of Eq. (9) lives on a (complex) 1-dimensional manifold, and hence there is only one variable \( z \). This serves as a primary step towards the generic multivariate case. The 1-dimensional manifold can also be regarded as the sub-manifold of a higher dimensional manifold. This is applicable, e.g., when considering the maximally cut integrals in the Baikov representation [42].

The univariate integrals take the form of Eq. (9), where the collection \( z \) contains only a single variable \( z \), with \( u(z) \) given by Eq. (7). We now need to construct possible single-valued 1-forms \( \phi(z) \) which take the form of Eq. (8). Note that depending on the values of \( \gamma_i \)'s, this is not always possible. In particular, if more than one \( \gamma_i \)'s are half-integers, or if some \( \gamma \) is a half-integer and the corresponding polynomial \( G_i(z) \) has more than two distinct roots, the integral is an elliptic integral and is beyond the scope of the current work. Therefore we only need to consider two cases: 1) all \( \gamma_i \)'s are integers; and 2) there is exactly one half-integer \( \gamma \) and the corresponding \( G_i(z) \) has two (or fewer) distinct roots.

In the case when all \( \gamma_i \)'s are integers, one can always factorize \( u(z) \) into the form

\[
u \equiv d \log(u) = -\sum_{j=0}^{\nu} \frac{\gamma_j' + \beta_j' \epsilon}{z - c_j} dz,
\] (14)

where \( c_j \) is a root of one of the polynomials \( G_i(z) \) in Eq. (7), \( \gamma_i' \) and \( \beta_j' \) are integers. The connection \( w \) has \( \nu \) critical points where \( w = 0 \), which means that there exist \( \nu \) independent integrals [39, 43]. We can construct \( \nu \) nonequivalent 1-forms \( \phi(z) = \phi(z)dz \) with

\[
\hat{\phi}_i(z) = \frac{K_0}{z - c_i} \prod_{j=1}^{\nu} (z - c_j)\gamma_j', \quad (i = 1, \ldots, \nu),
\] (15)

which give the canonical basis we desired.

On the other hand, if one of the \( \gamma_i \)'s is a half-integer, without loss of generality, we may write the function \( u(z) \) as

\[
u \equiv d \log(u) = -\sum_{j=2}^{\nu} \frac{\gamma_j' + \beta_j' \epsilon}{z - c_j} dz - \frac{\gamma_1 + \beta_1' \epsilon}{z - c_1} dz - \frac{\gamma_1 + \beta_1' \epsilon}{z - c_1} dz.
\] (16)

Again \( w \) has \( \nu \) critical points and we need to construct \( \nu \) dlog-form integrals. For that we use the identities

\[
\frac{\partial}{\partial x} \log \frac{1 + \sqrt{\frac{(x_2 - c)(x_1 - x)}{(x_1 - c)(x_2 - x)}}}{1 - \sqrt{\frac{(x_2 - c)(x_1 - x)}{(x_1 - c)(x_2 - x)}}} = \frac{\sqrt{(x_1 - c)(x_2 - c)}}{(x - c)\sqrt{(x - x_1)(x - x_2)}},
\]

\[
\frac{\partial}{\partial x} \log \frac{1 + \sqrt{\frac{(x_2 - c)(x_1 - x)}{(x_1 - c)(x_2 - x)}}}{1 - \sqrt{\frac{(x_2 - c)(x_1 - x)}{(x_1 - c)(x_2 - x)}}} = \frac{1}{\sqrt{(x - x_1)(x - x_2)}},
\] (18)

up to irrelevant phases. We can then construct the following \( \hat{\phi}(z) \):

\[
\hat{\phi}_1(z) = \frac{K_0}{z - c_i} \prod_{j=2}^{\nu} (z - c_j)\gamma_j',
\] (19)

\[
\hat{\phi}_i(z) = \frac{K_0}{z - c_i} \prod_{j=2}^{\nu} (z - c_j)\gamma_j',
\] (19)

where \( i = 2, \ldots, \nu \).

It is instructive to see how the above generic dlog-form integrals look like in practice, and how they can be related to Feynman integrals. For that we use the two-loop four-scale triangle integrals from [4] as a concrete example in the following. More examples can be found in the Supplemental Materials.

The integral family is defined by the propagators

\[
\{k_1^2 - m^2, (k_1 - k_2)^2, (k_1 + p_2)^2 - m^2, (k_2 - p_1)^2 - m^2,
\]
\( (k_2 + p_2)^2 - m^2, z \equiv k_2^2 - m^2, (k_1 - p_1)^2 - m^2 \), \hspace{1cm} (20)

where the external momenta satisfy \( p_1^2 = m_1^2, p_2^2 = m_2^2 \) and \( (p_1 + p_2)^2 = s \). We consider integrals in the sector \( \{1,1,1,1,0,0\} \). The 6th propagator \( z \) is an irreducible scalar product (ISP) for constructing the Baikov representation for this topology. After imposing the maximal cuts, the corresponding \( u(z) \) is given by

\[
u(z) = \frac{1}{\sqrt{\lambda}} \left( \frac{\lambda}{sm^2} \right)^e z^{-2\epsilon} \left[ (z - c_0)(z - c_1) \right]^{-1/2+e} \left[ (z - c_2)(z - c_3) \right]^{-e}, \hspace{1cm} (21)\]

where the 4 roots are

\[
\begin{align*}
c_{0,1} &= m_2(m_2 \pm 2m), \\
c_{2,3} &= \frac{m_2 s + m_2^2 s - s^2 \pm \sqrt{s(s - 4m^2)\lambda}}{2s},
\end{align*} \hspace{1cm} (22)\]

with \( \lambda \equiv \lambda(s, m_1, m_2^2) \) being the Källén function

\[
\lambda(x, y, z) = x^2 + y^2 + z^2 - 2xy - 2yz - 2zx.
\hspace{1cm} (23)\]

The connection \( \omega = d\log(u) \) has 4 critical points and we need to construct 4 independent canonical master integrals. According to Eq. \( (19) \), we have

\[
\begin{align*}
\hat{\phi}_1(z) &= \sqrt{\lambda}, \quad \hat{\phi}_4(z) = \sqrt{\lambda} \frac{\sqrt{c_0 c_1}}{z}, \\
\hat{\phi}_2(z) &= \sqrt{\lambda} \frac{(c_0 - c_2) (c_1 - c_3)}{z - c_{0,2}},
\end{align*} \hspace{1cm} (24)\]

We now need to convert these 1-forms to (maximally cut) Feynman integrals. For that we choose the basis \( F_1,1,1,1,1,0,0, F_1,1,1,1,0,0, F_1,1,1,1,0,0 \) and \( F_1,1,1,1,0,0 \). There corresponding cycocycles are \( \langle e_i \rangle = \hat{\epsilon}_i(z) dz \) with

\[
\begin{align*}
\hat{\epsilon}_1(z) &= 1, \quad \hat{\epsilon}_2(z) = \frac{2c}{z}, \\
\hat{\epsilon}_3(z) &= \frac{\epsilon m_2^2 (z + 4m^2 - m_2^2)}{m_2 z^2}, \\
\hat{\epsilon}_4(z) &= \frac{\epsilon m_2^2 (s + m_2^2 - m_2^2) + z (s + m_2^2 - m_2^2)}{s (z - c_2)(z - c_3)}.
\end{align*} \hspace{1cm} (25)\]

Computing the intersection numbers, we then have

\[
\langle \phi_1 \rangle = \frac{1}{2} \sqrt{\lambda} \langle e_1 \rangle, \quad \langle \phi_4 \rangle = \frac{1}{2c} m_2 \sqrt{m_2^2 - 4m^2} \sqrt{\lambda} \langle e_2 \rangle, \\
\langle \phi_{2,3} \rangle = \frac{1}{c^2} \left[ (m_2^4 + m_2^6 s) \frac{m_2^2 (2c + 1)}{c_3} \langle e_3 \rangle - 2c \langle e_1 \rangle \right]
\times \left[ (3m_2^2 + m_2^4 s) \right] \langle e_3 \rangle - \frac{1}{2c} \sqrt{\lambda} \sqrt{s - 4m^2} \langle e_4 \rangle.
\hspace{1cm} (26)\]

We have checked that the homogeneous part of their differential equations indeed takes the \( \epsilon \)-form.

**CONSTRUCTING CANONICAL INTEGRALS: THE MULTIVARIATE CASE**

We now turn to the generic multivariate case. Our strategy is to construct for one variable at a time, using the building blocks presented in the previous section. Our starting point is again Eqs. \( (9) \) and \( (7) \). We pick a variable which satisfies the criteria outlined in the second paragraph of the last section. Without loss of generality, we will call this variable \( z_1 \). We split the \( u(z) \) function in Eq. \( (7) \) into two factors, where one contains those \( G_i(z) \)'s which involve \( z_1 \), and the other contains the rest:

\[
u(z) = u_1(z_1, z') u'(z'), \hspace{1cm} (27)\]

where \( z' = \{z_2, \ldots, z_n\} \). Using the method from the previous section, we can find a function \( \psi^{(1)}(z) \) such that

\[
\psi^{(1)}(z) = \prod_i \left[ \frac{G_i(z)}{G_i(z_1)} \right]^\gamma \frac{\partial}{\partial z_1} \log f_1(z),
\hspace{1cm} (28)\]

where the product involves those \( G_i \)'s appearing in \( u_1 \). We denote the combination \( u_1 \psi^{(1)}(dz_1) \) as a partial-\( d \) log-form integrand. Note that \( d \log f_1(z) \) actually produces all \( dz_i \) terms for \( i > 1 \). However, they always give vanishing results when taking the wedge product with the other factors to be determined from \( u'(z') \) later.

We now need to pick the next variable \( z_2 \) and repeat the above procedure. At this point, it should be noted that it may happen that none of the remaining variables in \( z' \) satisfies the criteria of our construction. We believe that this situation means that the canonical basis does not exist from the beginning (where, e.g., elliptic integrals appear). A further complication is that the solution for \( \psi^{(1)}(z) \) is often not a rational function of \( z' \). However, the structure of Eqs. \( (15) \) and \( (19) \) make it possible to construct linear combinations of the solutions such that \( \psi^{(1)}(z) \) takes the form \( \sqrt{\Omega(z')} g(z) \), where both \( \Omega(z') \) and \( g(z) \) are rational functions. The quest is then to construct a function \( \psi^{(1)}(z') \) such that \( u'(z') \psi^{(1)}(z') dz^n / \Omega(z') \) is a \( d \) log-form integrand. Such a recursive procedure leads to the final results for the \( d \) log-form integrals in this topology.

Given the above general idea, it is best to see it in action. We again use the two-loop four-scale triangle integrals as an example. We pick \( z \) as the first variable to construct. The complete \( u(z) \) function without cuts is given by

\[
u(z) = \frac{\lambda^{-1/2+\epsilon} (z_3 + m^2)^{-\epsilon}}{[(z - c_0)(z - c_1)]^{1/2-\epsilon}} \prod_{i=2}^5 (z - c_i)^{-\epsilon},
\hspace{1cm} (29)\]

where \( z = \{z, z_1, \ldots, z_5\} \). To demonstrate the idea, it is enough to have

\[
c_{0,1} = m_2^2 + z_5 \pm 2 \sqrt{m_2^2 (m_2^2 + z_5)},
\hspace{1cm} (29)\]
\[ c_{2,3} = \frac{1}{2s} \left[ z_4(s - m_1^2 + m_2^2) + z_5(s + m_1^2 - m_2^2) + s(m_1^2 + m_2^2 - s) \pm \sqrt{\lambda \rho_1} \right], \quad (30) \]

with \( \rho_1 = \lambda(s, z_4, z_5) - 4sm^2 \).

We can now construct the function \( \hat{\varphi}^{(1)}(z) \) with respect to \( z \) using Eq. (19). As an example, we consider linear combinations of the two solutions corresponding to the roots \( c_2 \) and \( c_3 \), which gives

\[ \begin{align*}
\hat{\varphi}_2^{(1)}(z) &= \frac{\lambda}{2s^2(c_2 - z)(z - c_3)} \left[ \rho_1(s - m_1^2 + m_2^2) + s(c_2 + c_3 - 2z)(s - z_4 + z_5) \right], \\
\hat{\varphi}_3^{(1)}(z) &= \frac{\sqrt{\lambda \rho_1}}{2s^2(z - c_2)(z - c_3)} \left[ \lambda(s - z_4 + z_5) + s(c_2 + c_3 - 2z)(s - m_1^2 + m_2^2) \right].
\end{align*} \quad (31) \]

For the first solution \( \hat{\varphi}^{(1)}_2(z) \), the remaining variables do not involve half-integer powers, and the construction is straightforward. We finally arrive at

\[ \begin{align*}
\varphi_2(z) &= \frac{d^6z}{z_1z_2z_3z_4z_5} \frac{\lambda}{2s^2(c_2 - z)(z - c_3)} \\
&\times \left[ \rho_1(s - m_1^2 + m_2^2) + s(c_2 + c_3 - 2z)(s - z_4 + z_5) \right].
\end{align*} \quad (32) \]

For the second solution \( \hat{\varphi}^{(1)}_3(z) \), noting that \( \sqrt{\lambda} \) is independent of \( z \), we can identify \( \Omega = \rho_1 \). The final result is then given by

\[ \begin{align*}
\varphi_3(z) &= \frac{d^6z}{z_1z_2z_3z_4z_5} \frac{\sqrt{\lambda} \sqrt{s(s - 4m^2)}}{2s^2(z - c_2)(z - c_3)} \\
&\times \left[ \lambda(s - z_4 + z_5) + s(c_2 + c_3 - 2z)(s - m_1^2 + m_2^2) \right].
\end{align*} \quad (33) \]

The other two solutions can be constructed similarly, which we give in the Supplemental Materials. We have applied the same procedure to all sub-topologies, and hence constructed the full canonical basis for this integral family. The above differential forms can be converted to Feynman integrals using the multivariate intersection theory [39, 40]. It is then easy to verify that their differential equations are of the \( \epsilon \)-form. We have also applied our method to the top-topology of the massless and massive double box integrals with success.

**SUMMARY AND OUTLOOK**

To summarize, in this work we have proposed a novel method to construct canonical Feynman integrals using intersection theory. We exploit the fact that Feynman integrals can be expressed as generalized hypergeometric integrals using, e.g., the Baikov parameterization. Such an integral can be regarded as the product of a cocy-cle and a cycle in the language of twisted (co)homology. The twisted cycle is an equivalence class determined by a multivalued function \( u(z) \) corresponding to a particular integral topology. We then construct all possible cocycles such that the integral takes the \( d \)-log-form, and project them to Feynman integrals by computing their intersection numbers with a set of arbitrarily chosen master integrals. These then serve as candidates for canonical master integrals from which one can derive differential equations of the \( \epsilon \)-form.

We have applied our constructive approach to several nontrivial two-loop multi-scale problems. We find that our method is able to construct all independent \( d \)-log-forms for the two-loop four-scale triangle integrals. After converting them to Feynman integrals, we have verified that they are indeed canonical ones as expected. We have also tested our method in the cases of massless and massive double box integrals with success. Our algorithm can be easily automated and applied to more complicated problems in the future. We emphasize that while we have used the Baikov representation to demonstrate our method, the construction procedure is not confined to that and can be applied to other representations which admit the interpretation as hypergeometric integrals.

It will be of high interests to extend our method to integral families involving elliptic sectors. While a fully canonical basis does not exist in this case, it is very useful to find a basis whose differential equation is “as canonical as possible”. This has been an active research topic recently (see, e.g., [44] and references therein). Finally, it is well-known that \( d \)-log-form integrals in planar \( \mathcal{N} = 4 \) supersymmetric theories admit beautiful geometric interpretations [29, 32]. It is extremely interesting to review the construction of the \( d \)-log-forms for generic theories from a geometric point of view, which may lead to deeper understanding of the loop amplitudes in these theories.
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Canonical bases for one-loop integrals

Here we give the canonical bases for arbitrary one-loop integrals. A one-loop Feynman integral with \( E + 1 \) external legs has \( E + 1 \) independent propagators which define the integral topology. The Baikov representation for this topology is given by

\[
F_{a_1, \ldots, a_{E+1}} = \frac{1}{(4\pi)^{E/2} \Gamma((d-E)/2)} \int \frac{[G(z)]^{(d-E-2)/2} E+1 \prod_{i=1}^{E+1} dz_i}{\mathcal{K}^{(d-E-1)/2}} ,
\]

(34)

where \( a_i > 0 \) and \( \mathcal{K} \) is the Gram determinant of external momenta. It is well-known that at one-loop, there is only one master integral for each topology, therefore we only need to construct one \( d \) log-form integral of the type

\[
\int_C u(z) \varphi(z) = \int_C \left[ \frac{G(z)}{\mathcal{K}} \right]^{-\epsilon} F(z) \prod_{i=1}^{E+1} dz_i ,
\]

(35)

with suitable functions \( F(z) \) and powers \( \{ a_i \} \). Comparing Eq. (34) to Eqs. (43) and (7), we can identify

\[
u(z) = \left[ G(z) \right]^{(2-E)/2-\epsilon} \mathcal{K}^{(E-3)/2+\epsilon} .
\]

(36)

The \( n \)-forms \( \varphi(z) \) we’d like to construct takes the form of Eq. (34). We may follow the variable-by-variable approach outlined in the main text. However, at one-loop we can actually write down the results directly. If \( E \) is even, \( \gamma \) is an
integer and \([G(z)]^\gamma\) is a rational function. We can then simply choose
\[
\varphi(z) = K^{(3-E)/2} \left[ G(z) \right]^{(E-2)/2} \prod_{i=1}^{E+1} d \log(z_i).
\] (37)

It is easy to see that the resulting integral is of the \(d\) log-form. On the other hand, if \(E\) is odd, \(\gamma\) is a half-integer and \([G(z)]^\gamma\) is an algebraic function. In this case we choose
\[
\varphi(z) = \sqrt{G(0)} K^{(3-E)/2} \left[ G(z) \right]^{(E-3)/2} \prod_{i=1}^{E+1} \frac{dz_i}{z_i}.
\] (38)

The integrand in Eq. (39) is then
\[
u(z) \varphi(z) = K^\epsilon \sqrt{G(0)} \prod_{i=1}^{E+1} \frac{dz_i}{z_i} \left[ G(z) \right]^{-1/2-\epsilon} \left[ G(\bar{0}_1, z_{i+1}, \ldots, z_{E+1}) \right]^{-1/2-\epsilon} \left[ G(0_{i-1}, z_i, \ldots, z_{E+1}) \right]^{-1/2-\epsilon}
\] (39)

where \(\bar{0}_n\) represents \(n\) consecutive zeros. The above product of \(E + 1\) factors has the property that the \(i\)-th factor only depends on \(z_j\) for \(j \geq i\). This property allows us to rewrite it as
\[
u(z) \varphi(z) = \left[ \frac{G(z)}{K} \right]^{-\epsilon} \prod_{i=1}^{E+1} d \log f_i(z_i, \ldots, z_{E+1}),
\] (40)

where the function \(f_i\) satisfies
\[
\frac{\partial}{\partial z_i} \log f_i(z_i, \ldots, z_{E+1}) = \frac{1}{z_i} \sqrt{G(\bar{0}_1, z_{i+1}, \ldots, z_{E+1})} \frac{G(\bar{0}_{i-1}, z_i, \ldots, z_{E+1})}{G(0_{i-1}, z_i, \ldots, z_{E+1})}.
\] (41)

We now exploit the fact that the Gram determinants of one-loop integrals are quadratic polynomials of \(z_i\). The differential equations satisfied by \(f_i\) can then be easily solved using that
\[
\frac{\partial}{\partial x} \log \frac{1 - \sqrt{x_1 x_2}}{1 + \sqrt{x_1 x_2}} = -\frac{\sqrt{x_1 x_2}}{x_1 (x_1 - x_2)} (x_2 - x),
\] (42)

up to an irrelevant phase.

After constructing all the \(d\) log-form integrals, we now need to convert them to Feynman integrals. This can be achieved using the intersection theory. However, at one loop it turns out to be easier. For the even-\(E\) case, the \(d\) log-form integral is just the integral \(F_{1, \ldots, 1}\) in spacetime dimension \(E + 2 - 2\epsilon\), i.e.,
\[
\sqrt{K} F_{1, \ldots, 1}^{(E+2-2\epsilon)} = \frac{1}{(4\pi)^{E/2} \Gamma(1-\epsilon)} \int \left[ \frac{G(z)}{K} \right]^{-\epsilon} \prod_{i=1}^{E+1} d \log(z_i).\] (43)

The above integral can then be expressed by the \(d\)-dimensional ones via dimensional recurrence relations \([43]\). Similarly, for the odd-\(E\) case, the \(d\) log-form integral corresponds to the integral in \(E + 1 - 2\epsilon\) dimensions:
\[
\sqrt{G(0)} F_{1, \ldots, 1}^{(E+1-2\epsilon)} = \frac{1}{(4\pi)^{E/2} \Gamma(1/2 - \epsilon)} \int K^\epsilon \sqrt{G(0)} \left[ G(z) \right]^{-1/2-\epsilon} \prod_{i=1}^{E+1} \frac{dz_i}{z_i}.\] (44)

Therefore, the canonical basis for one-loop Feynman integrals with arbitrary internal masses and external momenta can be fully constructed using the above procedure. We note that the canonical integrals given here are the same as the \(D\)-dimensional \(D\)-gon integrals studied in \([40]\) (see also \([33]\)).
More results of two-loop maximally cut integrals

Here we give more results for two-loop canonical integrals in the maximally cut case. We first introduce the concept of cuts in the Baikov representation. We consider an integral family defined by $N$ independent propagators. Belonging to this integral family we pick a topology defined by $m$ propagators. Typically we have $m < N$, and to construct the Baikov representation one often needs to introduce more than $m$ Baikov variables $z_j$. Therefore, in general the Baikov representation in the loop-by-loop construction takes the form

$$F_{a_1, \ldots, a_m, 0, \ldots, 0} = \int_C \left[ \prod_i [G_i(z)]^{-\gamma_i - \beta_i \epsilon} \right] \prod_{j=1}^m \frac{dz_j}{\gamma_j},$$

where the ISPs $z_k$'s are taken from a subset of $\{z_{m+1}, \ldots, z_N\}$.

Cutting a Baikov variable $z_j$ ($j \leq m$) for the integral in Eq. (45) amounts to changing the integration domain of $z_j$ to an infinitesimal closed contour around the pole $z_j = 0$. The maximally cut version of Eq. (45), where all $z_j$'s ($j = 1, \ldots, m$) are cut, is then given by

$$F_{a_1, \ldots, a_m, 0, \ldots, 0}^{m\text{-cut}} = \int_{C'} \left[ \prod_k dz_k \right] \prod_{j=1}^m \hat{G}(z_j) \times \prod_i [G_i(z)]^{-\gamma_i - \beta_i \epsilon},$$

where the integration domain $C'$ for the ISPs is determined after integrating out $z_j$ ($j = 1, \ldots, m$). The integrations over $z_j$'s can be performed using the residue theorem, giving rise to

$$F_{a_1, \ldots, a_m, 0, \ldots, 0}^{m\text{-cut}} = \int_{C'} \left[ \prod_k dz_k \right] \hat{\varphi}(z') \prod_i G_i(0)(z')^{-\gamma_i - \beta_i \epsilon},$$

where $z'$ is the collection of the ISPs $\{z_k\}$, $\hat{\varphi}(z')$ is a rational function determined by the residues of the integrand in Eq. (46) at $z_j = 0$, and

$$G_i(0)(z') = G_i(z) \big|_{z_1 = \ldots = z_m = 0}.$$

The maximally cut integrals are of interest on their own. The cut integrals satisfy the same differential equations as the uncut ones. After imposing the maximal cut, all integrals with fewer propagators drop out from the differential equations due to the fact that at least one of the residues at $z_j = 0$ vanishes. As a result, only the “homogeneous” part of the differential equations remain. Therefore, constructing $d$ log-form integrals in the type of Eq. (47) helps to transform the homogeneous part of the differential equations into the $\epsilon$-form, which serves as the first (and very often the most difficult) step towards a full canonical basis.

After imposing the maximal cuts, there are 3 possibilities: 1) there is no extra ISP left to integrate over; 2) there is exactly one extra ISP left (the univariate case); 3) there are more than one extra ISPs left (the multivariate case). The first case is easy to deal with. There is only one master integral for this topology, resembling the one-loop case. The homogeneous part of its differential equation can be easily turned into the $\epsilon$-form by multiplying a suitable factor. One can also study the inhomogeneous part by cutting on fewer propagators, leading to the second or the third case. The treatment of the univariate and multivariate cases has been outlined in the main text. In the following, we present two more examples of maximally cut integrals giving rise to the univariate case.

- Massless double box.

The propagators are given by

$$\{k_1^2, (k_1 + p_1)^2, (k_1 + p_1 + p_2)^2, (k_1 + k_2)^2, k_2^2, (k_2 - p_1)^2, (k_2 - p_1 - p_2)^2, z = (k_2 - p_1)^2, D_9\},$$

where $p_1^2 = 0$, $(p_1 + p_2)^2 = s$, $(p_1 - p_2)^2 = t$. We consider the topology $\{1, 1, 1, 1, 1, 1, 0, 0\}$, for which the 8th propagator $z$ is an ISP in the loop-by-loop Baikov representation. After imposing the maximal cuts, we have

$$N_\epsilon = \frac{1}{2^{9} \pi^3 \Gamma^2 (1/2 - \epsilon)},$$

$$u(z) = \frac{1}{s^2} \left( \frac{t(s + t)}{s^2} \right)^{\epsilon} z^{-1-\epsilon} (s + z)\epsilon (t - z)^{-1-2\epsilon}.$$
\[ w = d \log(u) = \frac{\epsilon}{s + z} dz + \frac{1 + 2\epsilon}{t - z} dz - \frac{1 + \epsilon}{z} dz. \tag{50} \]

The connection \( w \) has two critical points and there is no half-integer coefficient. Therefore according to Eq. (15), we can construct the two 1-forms

\[ \phi_1 = s^2 dz, \quad \phi_2 = s^2(t - z) dz. \tag{51} \]

We denote their corresponding Feynman integrals as \( I_1 \) and \( I_2 \). To find their expressions, we pick the basis as \( E_1 = F_{1,1,1,1,1,1,0,0} \) and \( E_2 = F_{1,2,1,1,1,1,0,0} \). Their corresponding cocycles are

\[ \langle e_1 \rangle = dz, \quad \langle e_2 \rangle = \frac{1 + 2\epsilon}{z} dz. \tag{52} \]

We can then perform the decomposition which gives

\[ I_1 = -\frac{s(1 + 3\epsilon)}{2\epsilon} E_1 + \frac{st(1 + \epsilon)}{2\epsilon(1 + 2\epsilon)} E_2, \]
\[ I_2 = \frac{s(1 + 3\epsilon) + 2\epsilon t}{2\epsilon} E_1 - \frac{st(1 + \epsilon)}{2\epsilon(1 + 2\epsilon)} E_2. \tag{53} \]

We emphasize that the above expressions are valid at the level of maximal cuts, i.e., on the right hand side there are more contributions from sub-topologies. The differential equations of \( I_1 \) and \( I_2 \) (trimming sub-topologies) with respect to \( s \) and \( t \) are given by

\[ \frac{\partial}{\partial s} (I_1) = \epsilon \left( -\frac{2}{s} - \frac{1}{s + 2\epsilon} \right), \quad \frac{\partial}{\partial t} (I_2) = \epsilon \left( -\frac{0}{2} - \frac{s}{t(s + t)} \right). \tag{54} \]

One can see that the differential equations are indeed of the \( \epsilon \)-form.

- Internally massive double box.

The propagators are

\[ \{ k_1^2, (k_1 + p_1)^2, (k_1 + p_1 + p_2)^2, (k_1 + k_2)^2 - m^2, k_2^2 - m^2, (k_2 - p_3)^2 - m^2, (k_2 - p_1 - p_2)^2 - m^2, z = (k_2 - p_1)^2 - m^2, D_9 \}, \tag{55} \]

with \( p_2^2 = 0, (p_1 + p_2)^2 = s, (p_1 - p_3)^2 = t \). We again consider the maximally cut integrals in the topology \( \{ 1, 1, 1, 1, 1, 1, 0, 0 \} \), and we have

\[ \mathcal{N}_\epsilon = \frac{1}{2^{6 - 3\epsilon} \Gamma^2(1/2 - \epsilon)}; \]
\[ u(z) = \frac{1}{s^2} \left( \frac{t(s + t)}{s^2} \right)^{\epsilon} z^{-1 - 2\epsilon} \left[ (z - c_0)(z - c_1) \right]^{-1/2 - \epsilon} \left[ (z - c_2)(z - c_3) \right]^{\epsilon}, \]
\[ w = d \log(u) = -\frac{1 + 2\epsilon}{z} - \frac{1/2 + \epsilon}{z - c_0} - \frac{1/2 + \epsilon}{z - c_1} + \frac{\epsilon}{z - c_2} + \frac{\epsilon}{z - c_3}, \tag{56} \]

with

\[ c_{0,1} = \frac{st \pm 2\sqrt{m^2 st(s + t)}}{s}, \]
\[ c_{2,3} = \frac{1}{2} \left[ s \pm \sqrt{s(s - 4m^2)} \right]. \tag{57} \]

According to Eq. (19), we construct the 1-forms as

\[ \phi_1(z) = s^2 \sqrt{c_{0,1}} dz, \quad \phi_4(z) = s^2 dz, \]
\[ \phi_{2,3}(z) = s^2 z \sqrt{(c_{0,1} - c_{2,3})(c_{1,2} - c_{2,3})} dz. \tag{58} \]

Again we have verified that the homogeneous part of the corresponding differential equations is of the \( \epsilon \)-form.
The complete canonical basis for the two-loop four-scale triangle integrals

Here we give the complete results for the two-loop four-scale triangle integrals in the sector \( \{1,1,1,1,0,0\} \). We have

\[
\begin{align*}
N_c &= \frac{1}{2^{4s+2} \pi^2 (1-\epsilon)}, \\
u(z) &= \frac{\lambda^{-1/2+\epsilon}(z_3 + m_2^2)^2}{[(z-c_0)(z-c_1)]^{1/2-\epsilon} \prod_{i=2}^5 (z-c_i)^{-\epsilon}},
\end{align*}
\]

where \( \lambda \equiv \lambda(s, m_1^2, m_2^2) \), and the roots for \( z \) are

\[
\begin{align*}
c_{0,1} &= m_2^2 + z_5 \pm 2\sqrt{m_2^2(m^2 + z_5)}, \\
c_{2,3} &= \frac{1}{2s} \left[ z_4(s - m_1^2 + m_2^2) + z_5(s + m_1^2 - m_2^2) + s(m_1^2 + m_2^2 - s) \pm \sqrt{\lambda \rho_1} \right], \\
c_{4,5} &= \frac{1}{2(z_3 + m^2)} \left[ m_2^2(z_2 + z_3 - z_5) + z_5(2m^2 + z_1 + z_3) + (z_1 - z_3)(2m^2 - z_2 + z_3) \pm \sqrt{\rho_2 \rho_3} \right],
\end{align*}
\]

with \( \rho_i \) being

\[
\begin{align*}
\rho_1 &= \lambda(s, z_4, z_5) - 4s m^2, \\
\rho_2 &= \lambda(m_1^2, z_1, z_3) - 4m_2^2 m^2, \\
\rho_3 &= \lambda(z_2, z_3, z_5) - 4z_2 m^2.
\end{align*}
\]

We now pick \( z \) as the first variable and perform the construction according to Eq. (59). The first solution is simply

\[
\tilde{\phi}_1^{(1)}(z) = \sqrt{\lambda}.
\]

The construction for the remaining variables is trivial and we arrive at

\[
\varphi_1(z) = \frac{\sqrt{\lambda} d^6 z}{z_1 z_2 z_3 z_4 z_5}.
\]

The second and third solutions in Eq. (59) correspond to the roots \( c_2 \) and \( c_3 \):

\[
\begin{align*}
\tilde{\phi}_2^{(1)}(z) &= \sqrt{\lambda} \frac{\sqrt{(c_0 - c_2)(c_1 - c_2)}}{z - c_2} = \sqrt{\lambda} \frac{\sqrt{\lambda(s - z_4 + z_5) - \sqrt{\rho_1}}}{2s(z - c_2)}(s - m_1^2 + m_2^2), \\
\tilde{\phi}_3^{(1)}(z) &= \sqrt{\lambda} \frac{\sqrt{(c_0 - c_3)(c_1 - c_3)}}{z - c_3} = \sqrt{\lambda} \frac{\sqrt{\lambda(s - z_4 + z_5) + \sqrt{\rho_1}}}{2s(z - c_3)}(s - m_1^2 + m_2^2).
\end{align*}
\]

It will be instructive to write them in a different way

\[
\begin{align*}
\tilde{\phi}_2^{(1)}(z) &= s \left[ \frac{1}{(z - c_2)} \frac{\partial}{\partial z_4} - \frac{\partial^2}{\partial z_4 \partial z} \right] [(z - c_2)(z - c_3)], \\
\tilde{\phi}_3^{(1)}(z) &= s \left[ \frac{1}{(z - c_3)} \frac{\partial}{\partial z_4} - \frac{\partial^2}{\partial z_4 \partial z} \right] [(z - c_2)(z - c_3)].
\end{align*}
\]

The above expressions are not rational functions of \( z_i \) due to the appearance of \( \sqrt{\rho_1} \) in \( c_2 \) and \( c_3 \). To perform the construction for the remaining variables, we need to take linear combinations of them such that \( \sqrt{\rho_1} \) either disappears, or becomes an overall factor. Observing that \( c_i \)'s are roots of quadratic polynomials, we know for example that \((z - c_2)(z - c_3)\) is a rational function. Therefore we can take the following combinations

\[
\begin{align*}
\varphi_2^{(1)}(z) &= \tilde{\phi}_2^{(1)}(z) + \tilde{\phi}_3^{(1)}(z) = s \left[ \frac{\partial}{\partial z} \left( \frac{\partial \log([(z - c_2)(z - c_3)])}{\partial z} \right) - 2 \frac{\partial^2}{\partial z_4 \partial z_4} \right] [(z - c_2)(z - c_3)] \\
&= \frac{\lambda}{2s^2(c_2 - z)(z - c_3)} \left[ \rho_1 (s - m_1^2 + m_2^2) + s(c_2 + c_3 - 2z)(s - z_4 + z_5) \right],
\end{align*}
\]
\[ \hat{\varphi}_3^{(1)}(z) = \hat{\varphi}_2^{(1)}(z) - \hat{\varphi}_3^{(1)}(z) = \frac{\sqrt{\lambda} \sqrt{\rho_1}}{(z - c_2)(z - c_3)} \frac{\partial}{\partial z_4} [(z - c_2)(z - c_3)] \]
\[ = \frac{\sqrt{\lambda} \sqrt{\rho_1}}{2s^2(z - c_2)(z - c_3)} \left[ \lambda(s - z_4 + z_5) + s(c_2 + c_3 - 2z)(s - m_1^2 + m_2^2) \right], \quad (66) \]
where we have used
\[ \frac{\partial}{\partial z_4} [(z - c_2)(z - c_3)] = -(z - c_2) \frac{\partial c_3}{\partial z_4} - (z - c_3) \frac{\partial c_2}{\partial z_4} \]
\[ = -\frac{z - c_2}{2s \sqrt{\rho_1}} \sqrt{\rho_1} (s - m_1^2 + m_2^2)) + \sqrt{\lambda}(s - z_4 + z_5) \]
\[ = \frac{c_2 + c_3 - 2z}{2s} (s - m_1^2 + m_2^2) + \lambda \frac{2s}{2s^2} (s - z_4 + z_5). \quad (67) \]

We now note that \( \hat{\varphi}^{(1)}(z) \) takes the general form \( \sqrt{\Omega(z')} g(z) \), where \( \Omega(z') \) and \( g(z) \) are rational functions of the variables, with \( z' = \{ z_1, \ldots, z_5 \} \). To make the whole \( \hat{\varphi} \) a rational function, we need to take care of this \( \sqrt{\Omega(z')} \) factor in the construction for the remaining variables. Namely, we need to find a function \( \hat{\varphi}'(z') \) such that \( \hat{\varphi}'(z')d^5z' / \sqrt{\Omega(z')} \) is a d log-form. For \( \hat{\varphi}_2^{(1)}(z) \), there is no other factors we need to consider for the remaining construction, and the desired function \( \hat{\varphi}'(z') \) is simply
\[ \hat{\varphi}'_2(z') = \frac{1}{z_1 z_2 z_3 z_4 z_5}, \quad (68) \]
and the complete result is then
\[ \varphi_2(z) = \hat{\varphi}_2^{(1)}(z) \hat{\varphi}'_2(z') d^6z = \frac{\rho_1 (s - m_1^2 + m_2^2) + s(c_2 + c_3 - 2z)(s - z_4 + z_5)}{z_1 z_2 z_3 z_4 z_5 2s^2(c_2 - z)(z - c_3)} \quad (69) \]

For \( \varphi_3^{(1)}(z) \), since \( \sqrt{\lambda} \) is independent of the \( z \) variables, we can simply treat it as a constant factor and take \( \Omega = \rho_1 \). Since \( \rho_1 \) only depends on \( z_4 \) and \( z_5 \), the construction for \( z_1, z_2 \) and \( z_3 \) is straightforward. For \( z_4 \) and \( z_5 \), we use Eq. (42) to find
\[ \hat{\varphi}'_3(z') = \frac{1}{z_1 z_2 z_3 z_4 z_5} \sqrt{s(s - 4m^2)}, \quad (70) \]
and
\[ \varphi_3(z) = \frac{\rho_1 (s - m_1^2 + m_2^2) \sqrt{\lambda}}{z_1 z_2 z_3 z_4 z_5} \frac{s(s - 4m^2)}{2s^2(c_2 - z)(z - c_3)} \left[ \lambda(s - z_4 + z_5) + s(c_2 + c_3 - 2z)(s - m_1^2 + m_2^2) \right]. \quad (71) \]

Using the same method with the two roots \( c_4 \) and \( c_5 \), we can obtain the other two solutions
\[ \hat{\varphi}'_4^{(1)}(z) = \frac{(z_3 + m^2) \sqrt{\rho_2}}{\sqrt{\rho_2}} \left[ \frac{1}{(z - c_4) \partial z_2} \frac{\partial}{\partial z_2} \right] (z - c_4)(z - c_5), \]
\[ \hat{\varphi}'_5^{(1)}(z) = \frac{(z_3 + m^2) \sqrt{\rho_2}}{\sqrt{\rho_2}} \left[ \frac{1}{(z - c_5) \partial z_2} \frac{\partial}{\partial z_2} \right] (z - c_4)(z - c_5). \quad (72) \]

There linear combinations give
\[ \hat{\varphi}_4^{(1)}(z) = \frac{(z_3 + m^2) \sqrt{\rho_2}}{\sqrt{\rho_2}} \left[ \partial \log ((z - c_4)(z - c_5)) \frac{\partial}{\partial z_2} - 2 \frac{\partial^2}{\partial z_2^2} \right] (z - c_4)(z - c_5) \]
\[ = \frac{(z_3 + m^2)^2 (c_2 - z)(z - c_5)}{2(z_3 + m^2)^2 (c_4 - z)(z - c_5)} \left[ \rho_3 (m_2^2 - z_1 + z_3) + (z_3 + m^2)(c_4 + c_5 - 2z)(2m^2 - z_2 + z_3 + z_5) \right], \]
\[ \hat{\varphi}_5^{(1)}(z) = \frac{(z_3 + m^2) \sqrt{\rho_2}}{(z - c_4)(z - c_5) \partial z_2} (z - c_4)(z - c_5) \]
\[ = \frac{(z_3 + m^2)^2 (z - c_4)(z - c_5)}{2(z_3 + m^2)^2 (z - c_4)(z - c_5)} \left[ \rho_2 (2m^2 - z_2 + z_3 + z_5) + (z_3 + m^2)(c_4 + c_5 + 2z)(m_2^2 - z_1 + z_3) \right]. \quad (73) \]
where we have used
\[
\frac{\partial}{\partial z_2} [(z - c_4)(z - c_5)] = -\frac{z - c_4}{2(z_3 + m^2)\sqrt{\rho_3}} \left[ \sqrt{\rho_3}(m_2^2 - z_1 + z_3) + \sqrt{\rho_2}(2m^2 - z_2 + z_3 + z_5) \right] \\
-\frac{z - c_5}{2(z_3 + m^2)\sqrt{\rho_3}} \left[ \sqrt{\rho_3}(m_2^2 - z_1 + z_3) - \sqrt{\rho_2}(2m^2 - z_2 + z_3 + z_5) \right] \\
= \frac{c_4 + c_5 - 2z}{2(z_3 + m^2)} (m_2^2 - z_1 + z_3) + \frac{\rho_2}{2(z_3 + m^2)^2} (2m^2 - z_2 + z_3 + z_5). 
\] (74)

Starting from \( \hat{\varphi}_4^{(1)}(z) \) we can continue the construction which gives the final result
\[
\varphi_4(z) = \frac{d^6 z}{z_1 z_2 z_3 z_4 z_5} \sqrt{\lambda} \sqrt{m_2^2 (m_2^2 - 4m^2)} \left[ \rho_3 (m_2^2 - z_1 + z_3) + (z_3 + m^2)(c_4 + c_5 - 2z)(2m^2 - z_2 + z_3 + z_5) \right]. 
\] (75)

On the other hand, we find that \( \hat{\varphi}_5^{(1)}(z) \) does not lead to an independent integral for this topology, due to the fact that \( \rho_3 \to 0 \) in the limit \( z_2, z_3, z_5 \to 0 \). This is expected since there are only 4 master integrals for this topology, in accordance with the results in the maximally cut case.

From the above results for \( \hat{\varphi}_i^{(1)}(z) \), one may also construct \( d \log \)-form integrals which correspond to loop integrals in sub-topologies. This can be done by building functions \( \hat{\varphi}(z) \) with reduced number of propagators in the denominator. For example, one may choose
\[
\hat{\varphi}(z) \in \left\{ \hat{\varphi}_2^{(1)}(z) \frac{1}{\sqrt{\rho_1}}, \hat{\varphi}_3^{(1)}(z) \frac{1}{\sqrt{\rho_1}}, \hat{\varphi}_4^{(1)}(z) \frac{1}{\sqrt{\rho_2}}, \hat{\varphi}_4^{(1)}(z) \frac{1}{\sqrt{\rho_2}}, \hat{\varphi}_5^{(1)}(z) \frac{1}{\sqrt{\rho_3}}, \hat{\varphi}_5^{(1)}(z) \frac{1}{\sqrt{\rho_3}}, \hat{\varphi}_5^{(1)}(z) \frac{1}{\sqrt{\rho_3}}, \cdots \right\}. 
\] (76)

Alternatively, we can start from the \( \alpha(z) \) function for each sub-topology, and perform the construction accordingly. In the end, we are able to construct all canonical master integrals for all integral families in the two-loop four-scale triangle diagrams.