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ABSTRACT

Random fields are useful mathematical tools for representing natural phenomena with complex dependence structures in space and/or time. In particular, the Gaussian random field is commonly used due to its attractive properties and mathematical tractability. However, this assumption seems to be restrictive when dealing with counting data. To deal with this situation, we propose a random field with a Poisson marginal distribution considering a sequence of independent copies of a random field with an exponential marginal distribution as “inter-arrival times” in the counting renewal processes framework. Our proposal can be viewed as a spatial generalization of the Poisson counting process. Unlike the classical hierarchical Poisson Log-Gaussian model, our proposal generates a (non-)stationary random field that is mean square continuous and with Poisson marginal distributions. For the proposed Poisson spatial random field, analytic expressions for the covariance function and the bivariate distribution are provided. In an extensive simulation study, we investigate the weighted pairwise likelihood as a method for estimating the Poisson random field parameters. Finally, the effectiveness of our methodology is illustrated by an analysis of reindeer pellet-group survey data, where a zero-inflated version of the proposed model is compared with zero-inflated Poisson Log-Gaussian and Poisson Gaussian copula models. Supplementary materials for this article, including technical proofs and \texttt{R} code for reproducing the work, are available as an online supplement.

1. Introduction

The fecal pellet count technique is one of the most popular tool for estimating an animal species’ abundance. Specifically, this technique uses the number of observed droppings combined with their decay time and the target animal species’ defecation rate. With these ingredients, it is possible to obtain an accurate density estimation of an animal population. This method was proposed by Bennett, English, and McCain (1940) and has been improved by several authors (see, e.g., Etten and Bennett 1965; Mayle, Peace, and Gill 1999; Krebs et al. 2001, among others).

The study motivating our research is a reindeer pellet-group survey conducted in the northern forest area of Sweden and previously analyzed by Lee et al. (2016). The objective of this survey was to assess the impact of newly established wind farms on reindeer habitat selection. This choice is crucial for the reindeer since it involves tradeoffs between fulfilling necessities for feeding, mating, parental care, and risk mitigation of predation (Sivertsen et al. 2016).

Survey data was collected over the years 2009–2010 and presented a large number of zero counts. This situation is frequent when spatial species count data are collected since the survey is conducted using a point transect design (Buckland et al. 2001). This design considers a set of \(K\) plots as systematically spaced plots along lines (transects) located throughout the survey region, where \(K\) should be at least 20 for obtaining robust estimates of the abundance. The study area was 250 km\(^2\), the distance between each transect was 300 m. On each transect, the distance between each plot was 100 m. The size of each plot was 15 m\(^2\) with a radius of 2.18 m.

From a modeling viewpoint, the analysis of the reindeer pellet-group data requires the development of statistical models for geo-referenced count data that take into account both spatial dependence and the excessive number of zeros. Random fields or stochastic processes are useful models when dealing with geo-referenced spatial or spatio-temporal data (Stein 1999; Cressie and Wikle 2011; Banerjee, Carlin, and Gelfand 2014). In particular, the Gaussian random field is widely used due to its attractive properties and mathematical tractability (Gelfand and Schliep 2016). Gaussianity is clearly a restrictive assumption when dealing with counting data. However, many models of current use for spatial count data employ Gaussian random fields as building blocks.

The first example is the hierarchical model approach proposed by Diggle, Tawn, and Moyeed (1998), which can be viewed as a generalized linear mixed model (Diggle and Ribeiro 2007; Diggle and Giorgi 2019). Under this framework, non-Gaussian models for spatial data can be specified using a link function and a latent Gaussian random field through a
conditionally independence assumption. In particular, the Poisson Log-Gaussian random field (Poisson LG hereafter) has been widely applied for modeling count spatial data (see for instance Christensen and Waagepetersen 2002; Guillot, Loren, and Rudemo 2009; De Oliveira 2013, for interesting applications and in-depth study of its properties). Similar models, that can be defined hierarchically in terms of the specification of the first two moments and a correlation function have been proposed in Monestiez et al. (2006) and De Oliveira (2014).

It is important to stress that the conditional independence assumption underlying these kind of models leads to (a) random fields with marginal distributions that are not Poisson and (b) random fields with a “forced” nugget effects that implies no mean square continuity.

To illustrate this situation, Figure 1 (a) shows a realization on the unit square of a Poisson LG random field, that is, \(e^{\mu + \sqrt{\sigma^2} G(s)}\), where \(G\) is the standard Gaussian random field with isotropic correlation \(\rho(r) = (1 - r/0.5)^4\) belonging to the Generalized Wendland family (Bevilacqua et al. 2019), \(\mu = 0.5\), \(\sigma^2 = 0.05\), \(r\) is the spatial distance and \((\cdot)_+\) denotes the positive part. In this case, the mean of the Poisson LG field is given by \(\lambda = e^{0.5 + 0.05/2}\). The associated histogram is shown in panel (d).

Additionally, Figure 1(b) shows a realization and the associated histogram of our proposed random field (see Equation (2)), with the same mean and underlying correlation function of the Poisson LG model. A quick analysis of both figures reveals a “whitening” effect on the Poisson LG random field’s paths because of the “forced” discontinuity at the origin of the correlation function for the Poisson LG (see Section 3.1). This potential problem, which has also been highlighted by De Oliveira (2013), indicates that the Poisson LG random field may impose severe restrictions on the correlation structure and may be inadequate to model spatial count data especially consisting of small counts.

The second example is the Poisson spatial model obtained using Gaussian copula (Kazianka and Pilz 2010; Masarotto and Varin 2012; Joe 2014), which is referred to as the Poisson GC random field hereafter. This approach has some potential benefits with respect to the hierarchical models (see Han and De Oliveira 2016, for a comparison between these two approaches). For example, the resulting random field has Poisson marginals and can or cannot be mean square continuous depending on whether the latent Gaussian random field is mean square continuous or not. In addition to some some criticisms concerning the lack of uniqueness of the copula when applied to discrete data (Genest and Nešlehová 2007; Trivedi and Zimmer 2017),
this approach has no clarity regarding what underlying physical mechanism is generating the data, making it less interesting from an interpretability perspective.

Our proposal tries to solve the drawbacks of the Poisson LG and of the Poisson GC approaches by specifying a new class of spatial counting random fields based on the Poisson counting process (Cox 1962; Mainardi, Gorenflo, and Vivoli 2007; Ross and of the Poisson GC approaches by specifying a new class of underlying standard Gaussian random field. Then, by considering independent copies of the exponential random field as inter-arrival times in the counting renewal processes framework, we obtain a (non-)stationary random field with Poisson marginal distributions. By construction, for each spatial location, the proposed model is a Poisson counting process that is, it represents the random number of events occurring in an arbitrary interval of time when the time between the occurrence of two events is exponentially distributed. More importantly, given two location sites, the associated Poisson counting processes are spatially correlated. For this reason, the proposed model can be viewed as a spatial generalization of the Poisson process.

For the novel Poisson random field, we provide the covariance function and analytic expressions for the bivariate distribution in terms of the regularized incomplete Gamma and confluent hypergeometric functions (Gradshteyn and Ryzhik 2008) applied to the spatial setting. Specifically, we first consider a random field with exponential marginal distributions obtained as a rescaled sum of two independent copies of an underlying Gaussian random field. Then, by considering independent copies of the exponential random field as inter-arrival times in the counting renewal processes framework, we obtain a (non-)stationary random field with Poisson marginal distributions. By construction, for each spatial location, the proposed model is a Poisson counting process that is, it represents the random number of events occurring in an arbitrary interval of time when the time between the occurrence of two events is exponentially distributed. More importantly, given two location sites, the associated Poisson counting processes are spatially correlated. For this reason, the proposed model can be viewed as a spatial generalization of the Poisson process.

The Poisson random field estimation is performed with the weighted pairwise likelihood (wpl) method (Lindsay 1988; Varin, Reid, and Firth 2011; Bevilacqua and Gaetan 2015) exploiting the results obtained from the bivariate distribution. In particular, in an extensive simulation study, we explore the efficiency of the wpl method when estimating the parameters of the proposed Poisson random field. We also explore the statistical efficiency of a Gaussian misspecified version of the wpl method (Gourieroux, Monfort, and Renault 2017; Bevilacqua et al. 2021), which is also called Gaussian quasi-likelihood in some literature (Masuda 2013). The findings show that the misspecified wpl leads to a less efficient estimator, in particular for low counts. However, the method has some computational benefits. In addition, we compare the performance of the optimal linear predictor under the proposed model with the optimal predictors obtained using the Poisson GC and Poisson LG models.

Finally, in the real data application, we consider a zero-inflated version of the proposed Poisson random field to deal with excess zeros in the reindeer pellet-group counts data, using the zero-inflated Poisson LG and Poisson GC models as benchmarks. The methods proposed in this article are implemented in the R (R Core Team 2020) package GeoModelLS (Bevilacqua, Morales-Oñate, and Caamaño-Carrillo 2021) and R code for reproducing the work is available as a supplementary materials.

The remainder of the article is organized as follows. In Section 2, we provide some basic notation and describe the exponential random field. Section 3 introduces our proposal by presenting a new class of counting random fields under the general renewal counting framework, focusing on the Poisson random field. A study of the associated correlation function and bivariate distribution is presented and, in addition, a zero-inflated extension of the proposed model is introduced. In Section 4, the wpl method for obtaining the wpl estimates and the optimal linear prediction is discussed. Section 5 provides an in-depth simulation study to investigate the performance of the Poisson random field in spatial and spatio-temporal settings. In Section 6, the fecal pellet-group counts dataset previously described is re-analyzed. Section 7 closes the article with a discussion of our main findings and future research directions.

2. A Random Field with Exponential Marginal Distributions

To make the article self-contained, we start by introducing some notation in this Section. For the rest of the article, given a second order real-valued random field \( Q = \{ Q(s), s \in A \subset \mathbb{R}^d \} \), we denote by \( f_Q(s) \) and \( F_Q(s) \) the marginal probability density function (pdf) and cumulative distribution function (cdf) of \( Q(s) \), respectively. Moreover, for any set of distinct points \( (s_1, \ldots, s_j) \), \( l \in \mathbb{N} \) and \( s_i \in A \), we denote the correlation function by \( \rho_Q(s_i, s_j) = \text{corr}(Q(s_i), Q(s_j)) \). In the stationary case, the adopted notation is \( \rho_Q(h) = \text{corr}(Q(s_i), Q(s_j)) \), where \( h = s_i - s_j \) is the lag separation vector. Finally, \( f_Q(s) \) denotes the pdf of the bivariate random vector \( Q = (Q(s_i), Q(s_j)) \), \( i \neq j \). If the random field \( Q \) is a discrete-valued random field, then \( \text{Pr}(Q(s) = j) \) and \( \text{Pr}(Q(s) = n, Q(s_j) = m) \), \( q, m, n \in \mathbb{N} \) will denote the marginal and bivariate discrete probability functions, respectively.

Let \( G = \{ G(s), s \in A \} \) be a zero mean and unit variance weakly stationary Gaussian random field with correlation function \( \rho_G(h) \). Henceforth, we call \( G \) the Gaussian underlying random field, and with some abuse of notation, we set \( \rho(h) := \rho_G(h) \), denoting this as the underlying correlation function. Let \( G_1, G_2 \) be two independent copies of \( G \) and let us define the random field \( W = \{ W(s), s \in A \} \) as follows:

\[
W(s) := \frac{1}{2\lambda(s)} \sum_{k=1}^{2} G_k^2(s),
\]

where \( \lambda(s) > 0 \) is a nonrandom function. \( W \) is a stationary random field with a marginal exponential distribution, with parameter \( \lambda(s) \) denoted by \( W(s) \sim \text{Exp}(\lambda(s)) \) with \( E(W(s)) = 1/\lambda(s) \), \( \text{var}(W(s)) = 1/\lambda^2(s) \), and it can be easily observed that \( \rho_W(h) = \rho^2(h) \).

The associated multivariate exponential density was discussed earlier by Krishnamoorthy and Parthasarathy (1951), and since then, its properties have been studied by several authors (Krishnaiah and Rao 1961; Royen 2004). However, likelihood-based methods for exponential random fields can be troublesome since the analytical expressions of the multivariate density can be derived only in some specific cases. For example, when \( d = 1 \) and the underlying correlation function is exponential, the multivariate pdf is given by (Bevilacqua, Caamaño-Carrillo, and Gaetan 2020):
Our proposal relies on considering an infinite sequence of independent copies of a random field. We define a new class of counting processes, the bivariate exponential power law processes given by (Kibble 1941; Vere-Jones 1979):

$$f_{W}(w_1, \ldots, w_n) = \exp \left[ -\frac{w_1^\alpha}{(1 - \rho_1^2)} - \frac{w_n^\alpha}{(1 - \rho_n^2)} - \sum_{i=2}^{n-1} \frac{(1 - \rho_i^2)(w_i^\alpha)}{(1 - \rho_{i-1}^2)(1 - \rho_{i+1}^2)} \right] \times \prod_{i=1}^{n-1} \left( \frac{1}{\rho_i} \right) .$$

The exponential random field $W$ will be further used to define a new random field with Poisson marginal distributions.

### 3. Spatial Poisson Random Fields

Our proposal relies on considering an infinite sequence of independent copies $Y_1, Y_2, \ldots, Y \in \{Y(s), s \in A\}$, a positive continuous random field. We define a new class of counting random fields, $N_t(s) := \{N_t(s), s \in A\}, t(s) \geq 0$, as follows:

$$N_t(s) := \begin{cases} 0 & \text{if } 0 \leq t(s) < S_1(s) \\ \max\{S_n(s) \leq t(s)\} & \text{if } S_1(s) \leq t(s) \end{cases} ,$$

(2)

where $S_n(s) := \sum_{i=1}^{n} Y_i(s)$ is the $n$-fold convolution of $Y$ and $N_t(s)$ represents the random total number of events that have occurred up to time $t(s)$ at location site $s \in A$. In our approach, we are assuming that the location sites share a common time that is, $t = t(s)$. This assumption is justified since the observation window is fixed for each location site in the pellet group count application.

The proposed model can be viewed as a spatial generalization of the renewal counting processes (Cox 1962; Mainardi, Gorenflo, and Vivoli 2007), where we consider independent copies of a positive random field as inter-arrival times or waiting times, instead of an independent and identically distributed sequence of positive random variables.

For each $s \in A$, and using the classical results from the renewal counting processes theory, the marginal discrete probability function of $N$ is given by:

$$\Pr(N_t(s) = n) = F_{S_n(s)}(t) - F_{S_{n+1}(s)}(t) .$$

(3)

In addition, the marginal mean (the so-called renewal function) and the variance of $N_t$ are given, respectively, by:

$$E(N_t(s)) = \sum_{i=1}^{\infty} F_{S_i(s)}(t) ,$$

$$\text{var}(N_t(s)) = \left( 2 \sum_{i=1}^{\infty} i F_{S_i(s)}(t) - E(N_t(s)) \right) - (E(N_t(s)))^2 .$$

Different elections of the positive random field $Y$ lead to counting random fields with specific marginal distributions.

In this article, we assume that the "spatial inter-arrival times" are exponentially distributed that is, we assume $Y \equiv W$, where $W$ is the positive random field defined in (1), with $\exp(\lambda(s))$ marginal distribution and cdf given by $F_Y(x) = 1 - e^{-\lambda(s)x}, \ x > 0$. In this case, $S_n(s) \sim \text{Gamma}(n, \lambda(s))$ with $n \in \mathbb{N}$ is an Erlang distribution, with cdf given by:

$$F_{S_n(s)}(x) = \frac{\Gamma(n)}{k!} e^{-\lambda(s)x}(\lambda(s)x)^k , \ x > 0$$

and from (3), we can obtain the marginal distribution of $N$ as:

$$\Pr(N_t(s) = n) = e^{-\lambda(s)T} \Gamma(n) t^n / n! , \quad n = 0, 1, 2, \ldots .$$

(4)

with $E(N_t(s)) = var(N_t(s)) = \lambda(s)$. By construction, for each $s$, the proposed model is a Poisson counting process that is $N_t(s) \sim \text{Poisson}(\lambda(s))$ represents the random number of events that have occurred up to time $t$, when the inter-arrival times are exponentially distributed. In addition, given two arbitrary location sites $s_1, s_2$, the associated Poisson counting processes $N_t(s_1)$ and $N_t(s_2)$ are spatially correlated (see Section 3.1). Therefore, the proposed model can be viewed as a spatial generalization of the Poisson counting process. Hereafter and without loss of generality, $t$ is set to one, and $N_t$ is denoted as $N$.

We will call $N$ a Poisson random field with underlying correlation $\rho(h)$ because $N$ is marginally Poisson distributed and the dependence is indexed by a correlation function.

Note that, when the spatially varying mean (and variance) $\lambda(s)$ is not constant then $N$ is not stationary. A typical parametric specification for the mean is given by $\lambda(s) = e^{X(s) \beta}$, where $X(s) \in \mathbb{R}^k$ is a vector of covariates and $\beta \in \mathbb{R}^k$ even though other types of parametric and non-parametric specifications can be used.

It is important to note that although the proposed Poisson random field is defined on the $d$-dimensional Euclidean space $A$, the proposed method can be easily adapted to other spaces, such as the continuous space-time space, the spherical spaces, or the discrete space. The key for this extension is the specification of a suitable underlying correlation function $\rho(h)$. For example, a correlation function defined on the space-time setting, that is, $A \subset \mathbb{R}^d \times \mathbb{R}$ (Gneiting 2002) or on the sphere of arbitrary radius that is, $A \subset S^2 = \{ s \in \mathbb{R}^3 \ | \ |s| = M \}, M > 0$ (Gneiting 2013; Porcu, Bevilacqua, and Genton 2016). In the case of lattice or areal data, a suitable precision matrix with an appropriate neighborhood structure should be specified for the underlying Gaussian Markov random field (Rue and Held 2005).

### 3.1. Correlation Function

The following result, which can be found in the pioneering work of Hunter (1974), provides the correlation function $\rho(h(s, s'))$ of the nonstationary Poisson random field with underlying correlation $\rho(h)$ depending on the regularized lower incomplete
Gamma function:
\[
\gamma^*(a,x) = \frac{\gamma(a,x)}{\Gamma(a)} = \frac{1}{\Gamma(a)} \int_0^x t^{a-1} e^{-t} dt,
\]
where \(\gamma(\cdot, \cdot)\) is the lower incomplete Gamma function and \(\Gamma(\cdot)\) is the Gamma function. Additionally, we define the function \(\rho^*(a,x, x') = \gamma^*(a,x) \gamma^*(a,x')\), which considers the product of two regularized lower incomplete Gamma function sharing a common parameter.

**Theorem 1.** Let \(N\) be a nonstationary Poisson random field with underlying correlation \(\rho(h)\). Then,
\[
\rho_N(s_i, s_j) = \frac{\rho^2(h) (1 - \rho^2(h))}{\sqrt{\lambda(s_i) \lambda(s_j)}} \sum_{r=0}^{\infty} \gamma^* \left(r + 1, \frac{\lambda(s_i)}{1 - \rho^2(h)}, \frac{\lambda(s_j)}{1 - \rho^2(h)} \right),
\]
with \(h = s_i - s_j\).

**Proof.** For details, refer to Hunter (1974, sec. 5.2, pp. 38–39).

The following result provides a closed form expression of the correlation function in terms of modified Bessel function for the stationary case.

**Corollary 1.** In Theorem 1, when \(\lambda(s) = \lambda\), the Poisson random field is weakly stationary with the correlation function given by
\[
\rho_N(h, \lambda) = \rho^2(h) \left[1 - \exp(-\mu/h) (I_0(\mu/h)) \right],
\]
where \(\mu = 2\lambda(1 - \rho^2(h))^{-1}\).

**Proof.** See the supplementary materials.

Note that \(\rho_N(h)\) is well defined at the origin since \(\lim_{h \to 0} \rho_N(h) = 1\) implying that the Poisson random field is mean square continuous. Additionally, if \(\rho(h) = 0\), then \(\rho_N(h) = 0\) and if \(\lambda \to \infty\) then \(\rho_N(h) = \rho^2(h)\), that is, it converges to the correlation function of an exponential random field.

Following the graphical example given in Figure 1, we now compare the correlation functions of the proposed Poisson random field with the correlation of the Poisson LG random field, which is defined hierarchically by first considering a LG random field \(Z = \{Z(s), s \in A\}\) defined as \(Z(s) = e^{h + \sigma^2 G(s)}\), where \(G\) is a standard Gaussian random field with correlation \(\rho(h)\), and then assuming \(Y(s) | Z(s) \sim \text{Poisson}(Z(s))\) with \(Y(s_i) \perp \perp Y(s_j)\) for \(i \neq j\). In this case, the first two moments of \(Y(s)\) are given by \(E(Y(s)) = e^{\mu + 0.5\sigma^2}\) and \(\text{var}(Y(s)) = E(Y(s)) (1 + E(Y(s)) (\sigma^2 - 1))\). Consequently, and following Aitchison and Ho (1989), the correlation function is given by
\[
\rho_Y(h, \mu, \sigma^2) = \frac{e^{\sigma^2 \rho^2(h)} - 1}{e^{\sigma^2} - 1 + E(Y(s))^{-1}},
\]
otherwise. This correlation is discontinuous at the origin and the nugget effect is given by
\[
\frac{E(Y(s))^{-1}}{E(Y(s))^{-1} + e^{\sigma^2} - 1} > 0.
\]

It is apparent that the marginal mean \(E(Y(s))\) has a strong impact on the nugget effect.

**Figure 2** (a) depicts the correlation functions \(\rho_Y(h, \mu, 0.05)\), \(\rho_Y(h, 2.5, 0.1)\), and \(\rho_Y(h, 4.5, 0.2)\), which correspond to Poisson LG random fields with mean \(E(Y(s)) = 1.69, 12.81,\) and, 99.48, respectively. As underlying correlation model we assume \(\rho(h) = (1 - \|h\|/0.5)^4\). It can be appreciated that for large mean values, the nugget effect is negligible. However, for small mean values, the nugget effect can be huge, and it is the cause of the “whitening” effect observed in Figure 1(a).

**Figure 2(b)** depicts the correlation function \(\rho_N(h, \lambda)\) of the proposed Poisson random field using the same means and underlying correlation function of the Poisson LG random field. It can be appreciated that the correlation covers the entire range between 0 and 1, irrespective of the mean values.

![Figure 2](image-url)
Finally, Figure 2(c) depicts the correlation function of the Poisson GC random field (Han and De Oliveira 2016) \( C = \{C(s), s \in A\} \) defined as \( C(s) = F_{s}^{-1}(\Phi(G(s)), \lambda), \) where \( \Phi(\cdot) \) is the cdf of the standard Gaussian distribution and \( F_{s}^{-1}(\cdot, \cdot) \) is the quantile function of the Poisson distribution and \( G \) is a standard Gaussian random field with correlation \( \rho(h) \). The correlation function in this case is given by

\[
\rho_{C}(h, \lambda) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \lambda^{-1} F_{s_{i}}^{-1}(\Phi(z_{i}, \lambda)) F_{s_{j}}^{-1}(\Phi(z_{j}, \lambda)) \\
\phi_{2}(z_{i}, z_{j}, \rho(h)) dz_{i} dz_{j} - \lambda,
\]

where \( \phi_{2} \) is the pdf of the bivariate standard Gaussian distribution. It is apparent that the Poisson GC correlation \( \rho_{C}(h, \lambda) \) is much stronger than \( \rho_{N}(h, \lambda) \), and it does not seem to be affected by the different mean values.

It is important to stress that the Poisson and the Poisson GC random fields that are not mean-square continuous can be obtained by introducing a nugget effect, that is, a discontinuity at the origin of \( \rho_{N}(h) \). This can be achieved by replacing the underlying correlation function \( \rho(h) \) with \( \rho^{\ast}(h) = \rho(h)(1 - \tau^{2}) + \tau^{2} \mathcal{I}_{0}(|h|) \), where \( 0 \leq \tau^{2} < 1 \) represents the underlying nugget effect.

### 3.2. Bivariate Distribution

In this section, we provide the bivariate distribution of the Poisson random field. This distribution can be written in terms of an infinite series depending on the regularized lower incomplete Gamma function defined in (5) and the regularized hypergeometric confluent function (Gradshteyn and Ryzhik 2007), defined as

\[
\Gamma^{\ast}(a; b; x) = \frac{\Gamma(a; b; x)}{\Gamma(a)} = \sum_{k=0}^{\infty} \frac{(a)_{k} x^{k}}{(b + k) k!},
\]

where \( \Gamma(a; b; x) \) is the standard hypergeometric confluent function.

For the sake of simplicity, we analyze the following cases separately: (a) \( n = m = 0 \), (b) \( n = 0, m \geq 1 \) and \( m = 0, n \geq 1 \), (c) \( n = m = 1, 2 \ldots \), and (d) \( n, m \geq 1, n \neq m \). Moreover, we set \( p_{nm} = \text{Pr}(N(s_{i}) = n, N(s_{j}) = m) \), \( \lambda_{i} = \lambda(s_{i}) \), \( \lambda_{j} = \lambda(s_{j}) \) and \( \rho = \rho(h) \) for notational convenience. We additionally define the function \( S \) as follows:

\[
S \left( \begin{array}{c}
\frac{\Phi}{\lambda}, x, \lambda', \lambda \\
\end{array} \right) = \frac{\Gamma^{\ast}(a; b; x)}{\Gamma^{\ast}(a; b; x)}
\]

**Theorem 2.** Let \( N \) be a Poisson random field with underlying correlation \( \rho \) and mean \( \text{E}(N(s_{i})) = \lambda_{i} \). Then the bivariate distribution \( p_{nm} \) is given by

(a) Case \( n = m = 0 \):

\[
p_{00} = 1 + e^{-\lambda_{i}} + e^{-\lambda_{j}} + (1 - \rho^{2}) \sum_{k=0}^{\infty} \rho^{2k} \gamma^{\ast}(k + 1, 1 - \rho^{2}, \lambda_{i} 1 - \rho^{2}).
\]

(b) Cases \( n \geq 1, m = 0 \) and \( m \geq 1, n = 0 \):

\[
p_{0m} = g(n, \lambda_{i}, \lambda_{j}, \rho), \quad p_{00} = g(m, \lambda_{j}, \lambda_{i}, \rho),
\]

respectively, where

\[
g(b, x, y, \rho) = \frac{x^{b}}{b!} e^{-x - x^{b}} e^{-y} \sum_{\ell=0}^{\infty} \left( \frac{\rho^{2} x}{1 - \rho^{2}} \right) \ell \gamma^{\ast}(n + k, \lambda_{i} 1 - \rho^{2}, \lambda_{j} 1 - \rho^{2}).
\]

(c) Case \( n = m \geq 1 \):

\[
p_{nm} = -(1 - \rho^{2}) \sum_{k=0}^{\infty} \frac{\rho^{2k}(n)_{k}}{k!} \gamma^{\ast}(n + k, \lambda_{i} 1 - \rho^{2}, \lambda_{j} 1 - \rho^{2}) + \frac{1 - \rho^{2}}{\rho^{2}} \sum_{k=0}^{\infty} \frac{1}{k!} e^{-\lambda(s_{i})(1 - \ell) - \lambda(s_{j})} \gamma^{\ast}(n + k, \lambda_{i} 1 - \rho^{2}, \lambda_{j} 1 - \rho^{2}) + (1 - \rho^{2})^{n+1} \sum_{\ell=0}^{\infty} \frac{\rho^{2k+2}(n)_{\ell}}{\ell!} \gamma^{\ast}(n + k + 1, 1 - \rho^{2}, 1 - \rho^{2}).
\]

(d) Cases \( n, m \geq 2, n \neq m \):

\[
p_{nm} = h(n, m, \lambda_{i}, \lambda_{j}, \rho), \quad p_{nm} = h(n, m, \lambda_{j}, \lambda_{i}, \rho),
\]

respectively, where

\[
h(a, b, x, y, \rho) = x^{a} e^{-x} \sum_{\ell=0}^{\infty} \frac{b_{\ell}}{\ell!} \left( \frac{\rho^{2} x}{1 - \rho^{2}} \right) \ell \gamma^{\ast}(n + k, \lambda_{i} 1 - \rho^{2}, \lambda_{j} 1 - \rho^{2}) + \frac{1 - \rho^{2}}{\rho^{2}} \sum_{\ell=0}^{\infty} \frac{1}{\ell!} e^{-\lambda(s_{i})(1 - \ell) - \lambda(s_{j})} \gamma^{\ast}(n + k + 1, \lambda_{i} 1 - \rho^{2}, \lambda_{j} 1 - \rho^{2}) + (1 - \rho^{2})^{n+1} \sum_{\ell=0}^{\infty} \frac{\rho^{2k+2}(n)_{\ell}}{\ell!} \gamma^{\ast}(n + k + 1, 1 - \rho^{2}, 1 - \rho^{2}).
\]

**Proof.** See the supplementary materials. \( \square \)

The evaluation of the bivariate distribution can be troublesome at first sight. However, it can be performed by truncating the series and considering that efficient numerical computation of the regularized lower incomplete gamma and hypergeometric confluent functions can be found in different libraries, such as the GNU scientific library (Gough 2009) and the most important statistical softwares including R, MATLAB, and Python. In particular, the R package Geomodels (Bivlicacu, Morales-Oñate, and Caamaño-Carrillo 2022) uses the Python implementations in the SciPy library (Virtanen et al. 2020).

The bivariate distribution can be written as the product of two independent Poisson distributions when \( \rho_{N}(h) = 0 \). This result, provided by Hunter (1974) in Theorem 3.6, establishes that the independence of two renewal counting processes is equivalent to a zero correlation between them. As outlined in Section 3.1, \( \rho(h) = 0 \) implies \( \rho_{N}(h) = 0 \). Consequently,
pairwise independence at the level of the underlying Gaussian random field implies pairwise independence for the Poisson random field.

We now compare the type of bivariate dependence induced by the proposed model and the GC one when $\lambda = 5$. Figure 3 (from left to right) presents the bivariate GC distribution, the bivariate Poisson distribution in Theorem 2 and a colored image representing the differences between them. Note that a positive value of the difference implies that probabilities associated with bivariate distribution in Theorem 2 are greater than the probabilities of the bivariate GC one. Only the probabilities $\Pr(N(s_i) = n, N(s_j) = m)$ for $n, m = 0, 1, \ldots, 12$ are considered in the plots. The first, second and third row consider increasing levels of underlying correlations $\rho(h) = 0.1, 0.5, 0.9$. It can be appreciated that the larger the correlation, the more significant is the difference between the proposed and Gaussian copula bivariate distributions. In addition, there is a pattern in which the probabilities of the GC bivariate distribution tend to be larger along the diagonal, that is, the blue scale color is predominant along the diagonal. This is not surprising since the Poisson GC bivariate distribution inherits the type of dependence of the bivariate Gaussian distribution.

Figure 3. For each row (from left to right): bivariate Poisson GC distribution, our proposed bivariate Poisson distribution and the difference between them. The first, second, and third row are obtained setting $\rho(h) = 0.1, 0.5, 0.9$ for the underlying correlation.
3.3. A Zero-Inflated Extension

In this Section we provide an extension of the proposed model for spatial data which exhibit an excessive number of zeros. Specifically, let \( B = \{B(s), s \in A\} \), a Bernoulli random field such that \( B(s) = 1_{(-\infty,0)}(G(s)) \), where \( G \) is a Gaussian random field with \( \mathbb{E}(G(s)) = \theta(s) \), unit variance and correlation function \( \rho_1(h) \). The marginal probability of having a zero is then given by

\[
p(s) := \Pr(B(s) = 0) = \Phi(\theta(s)),
\]

where \( \Phi \) is the univariate standard Gaussian cdf. Let \( N \) be a Poisson random field with \( \mathbb{E}(N(s)) = \lambda(s) \) and underlying correlation \( \rho_2(h) \). Assuming \( B \) and \( N \) are independent, the proposed Poisson zero-inflated model is then given by a random field \( Y = \{Y(s), s \in A\} \) defined as

\[
Y(s) := B(s)N(s),
\]

with marginal distribution given by

\[
\Pr(Y(s) = y(s)) = \begin{cases} 
\rho(s) + (1 - \rho(s))e^{-\lambda(s)} & \text{if } y(s) = 0 \\
(1 - \rho(s))\frac{\lambda(s)^{y(s)}e^{-\lambda(s)}}{y(s)!} & \text{if } y(s) = 1, 2, \ldots,
\end{cases}
\]

and with \( \mathbb{E}(Y(s)) = (1 - \rho(s))\lambda(s) \) and \( \mathbb{V}(Y(s)) = \mathbb{E}(Y(s))[1 + \frac{\rho(s)}{1 - \rho(s)}\mathbb{E}(Y(s))]. \) Note that the zero-inflated Poisson random field is overdispersed and when \( \rho(s) \to 0 \) then the Poisson random field is obtained as special case. For the sake of completeness, we provide the bivariate distribution and the correlation function of the zero-inflated Poisson random field in Proposition 1 (see the supplementary materials).

4. Estimation and Prediction

In this section, we start by describing the wpl estimation method; then, we focus on the optimal linear prediction.

4.1. Weighted Pairwise Likelihood Estimation

Composite likelihood is a general class of objective functions that combine low-dimensional terms based on the likelihood of marginal or conditional events to construct a pseudo likelihood. Lindsay (1988) and Varin, Reid, and Firth (2011). A particular case of the composite likelihood class is the pairwise likelihood (see, e.g., Heagerty and Lele 1998; Bevilacqua and Gaetan 2015; Alegría et al. 2017; Bevilacqua et al. 2021, for application of pairwise likelihood in the spatial setting) that combines the bivariate distributions of all possible distinct pairs of observations. Let \( N = (n_1, n_2, \ldots, n_l)^T \) be a realization of the Poisson random field \( N \) observed at distinct spatial locations \( s_1, s_2, \ldots, s_i, s_j \in A \) and let \( \theta = (\beta^T, \alpha^T) \) be the vector of unknown parameters where \( \alpha \) is the vector parameter associated with the underlying correlation model and \( \beta \) the regression parameters. The pairwise likelihood function is defined as follows:

\[
\text{pl}(\theta) := \sum_{i=1}^{l-1} \sum_{j=i+1}^{l} \log(\Pr(N(s_i) = n_i, N(s_j) = n_j)) \xi_{ij},
\]

where \( \Pr(N(s_i) = n_i, N(s_j) = n_j) \) is the bivariate density given in Theorem 2 and \( \xi_{ij} \) is a nonnegative suitable weight. The choice of cutoff weights, namely,

\[
\xi_{ij} = \begin{cases} 
1 & \| s_i - s_j \| \leq \xi \\
0 & \text{otherwise}
\end{cases}
\]

for a positive value of \( \xi, \) can be motivated by its simplicity and by observing that the dependence between distant observations is weak (Joe and Lee 2009). Some guidelines on the choice of \( \xi \) can be found in Bevilacqua et al. (2012); Bevilacqua and Gaetan (2015).

The maximum wpl estimator is given by

\[
\hat{\theta} := \arg\max_{\theta} \text{pl}(\theta).
\]

Under some mixing conditions of the Poisson random field, following Bevilacqua and Gaetan (2015), it can be shown that, when increasing domain asymptotic, \( \hat{\theta} \) is consistent and asymptotically Gaussian distributed, with the covariance matrix given by \( \mathcal{G}_n^{-1}(\theta), \) that is, the inverse of the Godambe information \( \mathcal{G}_n(\theta) := \mathcal{H}_n(\theta)^{-1} \mathcal{H}_n(\theta), \) where \( \mathcal{H}_n(\theta) := \mathbb{E}[\nabla \text{pl}(\theta)] \) and \( \mathcal{J}_n(\theta) := \text{var}[\mathbb{V} \text{pl}(\theta)]. \) The standard error estimation can be obtained from the square root diagonal elements of \( \mathcal{G}_n^{-1}(\hat{\theta}). \)

It is important to stress that the computation of the standard errors requires the evaluation of the matrices \( \mathcal{H}_n(\theta) \) and \( \mathcal{J}_n(\theta). \) However, the evaluation of \( \mathcal{J}_n(\theta) \) is computationally unfeasible for large datasets, and in this case, sub-sampling techniques can be used, as in Heagerty and Lele (1998) and Bevilacqua et al. (2012). A straightforward and more robust alternative is the parametric bootstrap estimation of \( \mathcal{G}_n^{-1}(\theta) \) (Bai, Kang, and Song 2014).

Another critical issue related to large datasets is that computation of the wpl estimator can be computationally demanding due to the computational complexity associated with the bivariate Poisson distribution given in Theorem 2. An estimator that requires a smaller computational burden can be obtained under Gaussian misspecification (Masuda 2013; Gouriéroux, Montfort, and Renault 2017; Bevilacqua et al. 2021). This is a useful inferential tool when the likelihood function cannot be calculated for some reason, but the first two moments and the correlation are known.

In our case, we assume a nonstationary Gaussian random field with mean and variance equal to \( \lambda(s) \) and correlation \( \rho_2(s_i, s_j) \) given in Theorem 1. Then the misspecified maximum wpl requires the computation of the Gaussian bivariate distribution and the misspecified standard maximum likelihood estimation requires the computation of the Gaussian multivariate distribution. In both cases, evaluation of the Gamma incomplete function or the modified Bessel function (in the stationary case) is required to compute the covariance matrix. Table 1, in the supplementary materials, shows the computational cost of each estimation procedure through different scenarios for the stationary case, to demonstrate the computational gains of the Gaussian misspecified estimation with respect to the Poisson wpl estimation.
4.2. Optimal Linear Prediction

The Poisson random field’s optimal predictor concerning the mean squared error criterion requires the knowledge of the finite-dimensional distribution, which is not available for the Poisson random field. As in the estimation step, once again, the Gaussian misspecification allows to build the best linear unbiased predictor (BLUP) based on the correlation of the Poisson random field given in Theorem 1. Specifically, if the goal is the prediction of \( N \) at \( s_0 \) given the vector of spatial observations \( N \) observed at \( s_1, s_2, \ldots, s_l \), then the optimal linear Gaussian prediction is given by

\[
\hat{N}(s_0) = \lambda(s_0) + c^T \Sigma^{-1}(N - \lambda),
\]

where \( \lambda = (\lambda(s_1), \ldots, \lambda(s_l))^T \), \( c = [\sqrt{\lambda(s_0)\lambda(s_j)} \rho_N(s_0, s_j)]_{j=1}^l \), and \( \Sigma = \sqrt{\lambda\lambda^T} \odot [\rho_N(s_i, s_j)]_{i,j=1}^l \) is the variance-covariance matrix (\( \odot \) the matrix Schur product). In practice, the mean and covariance matrix are not known and must be estimated. The associated mean squared error is

\[
\text{MSE}(\hat{N}(s_0)) = \lambda(s_0) - c^T \Sigma^{-1}c.
\]

Note that this kind of prediction does not guarantee the positivity and discreteness of the prediction. However, optimal linear prediction can generally be a useful approximation of the optimal predictor, as was shown, for example, in De Oliveira (2006) and recently in Bevilacqua, Caamaño-Carrillo, and Gaetan (2020). When \( l \) is large the use of compactly supported correlation functions (Bevilacqua et al. 2019) can mitigate the computational burden associated with the optimal linear predictor since sparse matrix algorithms can be exploited to handle the inverse of the covariance matrix efficiently.

5. Simulation Studies

In this section, we focus on two simulation studies. The first one analyses the performance of the wpl method when estimating the Poisson random field under the spatial and spatio-temporal settings. The second one analyses the Poisson optimal linear predictor’s performance, comparing our approach with the Poisson GC and Poisson LG models. This study is presented in the supplementary materials.

5.1. Performance of the wpl Estimation

In this study, we consider 1000 realizations from a stationary spatial Poisson random field observed at \( s_i \in [0,1]^2 \), \( i = 1, \ldots, l = 441 \). Specifically, we considered a regular grid with increments of size 0.05 over the unit square \([0,1]^2\). The grid points were perturbed, adding a uniform random value over \([-0.015,0.015]\) to each coordinate. A perturbed grid allows us to obtain more stable estimates since different sets of small distances are available and very close location points are avoided. The simulation of the Poisson random field follows directly from the stochastic representation in (2), and it depends on the simulation of a sequence of independent copies of an exponential random field obtained by transforming independent copies of a standard Gaussian random field. These random fields were simulated using the Cholesky decomposition.

For the Poisson random field we, consider \( \lambda(s) = e^\beta \) with \( \beta = \log(2), \log(5), \log(10) \), and an underlying isotropic correlation model \( \rho(h) = (1 - ||h||/\alpha)_{+}^4 \) with \( \alpha = 0.2 \). As outlined in Section 3.2, the use of a compactly supported correlation function simplifies the computation of the bivariate Poisson distribution proposed in Theorem 2.

We study the performance of the Poisson wpl, the misspecified Gaussian wpl and the misspecified Gaussian maximum likelihood (ML) estimation methods. In the (misspecified) wpl estimation, we consider a cutoff weight function, as in (9), with \( \xi = 0.1 \).

Table 1 shows the bias and mean squared error associated with \( \beta \) and \( \alpha \) through the four scenarios and three estimation methods. As expected, the misspecified Gaussian ML performs slightly better than the misspecified Gaussian wpl. More importantly, it can be recognized that the Poisson wpl shows the best performance, particularly when estimating the spatial dependence parameter. This fact is more evident for low counts that is, when \( \beta \) is decreasing. However, when increasing the mean, the performances of the three methods of estimation tend to be considerably similar, in particular when the mean of the Poisson random field is 20.

To summarize, the Poisson wpl is the best method for estimating the Poisson random field when the mean is small (lower than 20 as a rule of thumb in our experiments). For large counts, the misspecified Gaussian wpl or ML methods show approximately the same performance as the Poisson wpl method.

We also study the proposed methods’ performance when estimating a nonstationary version of the Poisson random field. Under the previous simulation setting we changed the constant mean by considering a regression model, that is, \( \lambda(s) = \exp(\beta_1 u_1(s) + \beta_2 u_2(s)) \) with \( \beta = 1.5, \beta_1 = -0.2 \) and \( \beta_2 = 0.3 \), where \( u_1(s) \) and \( u_2(s) \) are independent realizations from a (0,1) uniform random variable. Table 2 shows the bias and

| \( \beta = \log(2) \) | -0.00251 | 0.00151 | -0.00348 | 0.00161 | -0.00366 | 0.00165 |
| \( \alpha = 0.2 \) | -0.00663 | 0.00113 | -0.00828 | 0.00208 | -0.00748 | 0.00203 |
| \( \beta = \log(5) \) | -0.00113 | 0.00065 | -0.00147 | 0.00068 | -0.00161 | 0.00068 |
| \( \beta = \log(10) \) | -0.00435 | 0.00098 | -0.00422 | 0.00149 | -0.00344 | 0.00145 |
| \( \alpha = 0.2 \) | 0.00052 | 0.00033 | 0.00311 | 0.00033 | 0.00014 | 0.00033 |
| \( \beta = \log(20) \) | -0.00261 | 0.00096 | -0.00336 | 0.00120 | -0.00296 | 0.00115 |
| \( \alpha = 0.2 \) | -0.00026 | 0.00018 | -0.00039 | 0.00019 | -0.00037 | 0.00018 |
| \( \beta = \log(20) \) | -0.00449 | 0.00094 | -0.00499 | 0.00099 | -0.00402 | 0.00095 |
MSE associated with $\beta$, $\beta_1$, $\beta_2$, and $\alpha$ for the three methods of estimation, and Figure 1 of the supplementary materials plots the associated centered boxplots.

Additionally, in this case, the Poisson wpl method shows the best performance. We replicate the simulation by considering larger values of the regression parameters (the results are not reported here), which lead to larger counts, and the three methods of estimations show approximately the same performance as in the stationary case.

Finally, we consider a simulation scheme under a spatio-temporal setting. Specifically, we consider 1000 simulations from a nonstationary space-time Poisson random field observed at $s_i \in [0,1]^2, i = 1, \ldots, l$, $l = 40$ spatial location sites, uniformly distributed within the unit square and $t_i^\star = 0, t_i^\star = 0.25, \ldots, t_{357}^\star = 6.25$ time points. We consider a regression model for the spatio-temporal mean $\lambda(s,t^\star) = \exp(\beta + \beta_1 u_1(s,t^\star) + \beta_2 u_2(s,t^\star))$, where $u_k(s,t^\star)$, $k = 1,2$ are independent realizations from a $(0,1)$ uniform random variable. We set $\beta = 1.5$, $\beta_1 = -0.2$ and $\beta_2 = 0.3$ as in the previous simulation scheme.

Additionally, as the underlying space-time correlation, we use a simple isotropic and temporal symmetric space-time Wendland separable model $\rho(h,t^\star) = (1 - |h|/\alpha_t)^{2\alpha}(1 - |t^\star|/\alpha_r)^{2\alpha}$ with $\alpha_s = 0.2$ and $\alpha_r = 1$, where $t^\star = t_i^\star - t_j^\star$ with $i,j \in \{1,2,\ldots, 25\}$. Finally, for the misspecified wpl estimation, we consider a cutoff weight function as in (9) extended to the space time case, with $\xi = 0.2$ and $\eta = 0.5$.

The results concerning this simulation study are shown in Table 3, including the bias and MSE associated with $\beta$, $\beta_1$, $\beta_2$ and $\alpha_s, \alpha_r$ for the three estimation methods. In addition, Figure 2 of the supplementary materials shows the associated boxplots. As it can be observed, the Poisson wpl approach outperforms the misspecified Gaussian wpl and ML as expected for each parameter.

We want to highlight that we have replicated this simulation study by considering higher regression parameters' values, leading to larger counts (for space reasons, these results are not reported here). In that case, all of the estimation methods showed similar behaviors as in the purely spatial case.

### Table 2. Bias and MSE associated with the Poisson wpl, misspecified Gaussian wpl and misspecified Gaussian ML when estimating a non-stationary Poisson random field with $\lambda(s) = \exp(\beta + \beta_1 u_1(s) + \beta_2 u_2(s))$ and $\rho(h) = (1 - |h|/\alpha_t)^2$.

| $\beta$ | Poisson wpl | Gaussian wpl | Gaussian ML |
|--------|-------------|--------------|-------------|
| $\beta_1$ | Bias | MSE | Bias | MSE | Bias | MSE |
| 1.5 | $-0.00263$ | $0.00419$ | $-0.00359$ | $0.00445$ | $-0.00320$ | $0.00428$ |
| $-0.2$ | $0.00039$ | $0.00068$ | $0.00148$ | $0.00068$ | $0.00086$ | $0.0004$ |
| $0.3$ | $0.00005$ | $0.00009$ | $0.00002$ | $0.00061$ | $0.000182$ | $0.000621$ |
| $0.2$ | $-0.00148$ | $0.00091$ | $-0.00303$ | $0.00124$ | $0.00096$ | $0.00122$ |
| $\alpha$ | $\beta_2$ | $\beta_1$ | $\beta$ |

### Table 3. Bias and MSE associated with the Poisson wpl, misspecified Gaussian wpl and misspecified Gaussian ML when estimating a non-stationary spatio-temporal Poisson random field with $\lambda(s,t^\star) = \exp(\beta + \beta_1 u_1(s,t^\star) + \beta_2 u_2(s,t^\star))$ and $\rho(h,t^\star) = (1 - |h|/\alpha_t)^2(1 - |t^\star|/\alpha_r)^2$.

| $\beta$ | Poisson wpl | Gaussian wpl | Gaussian ML |
|--------|-------------|--------------|-------------|
| $\beta_1$ | Bias | MSE | Bias | MSE | Bias | MSE |
| 1.5 | $-0.00058$ | $0.00166$ | $-0.00120$ | $0.00180$ | $-0.00110$ | $0.00167$ |
| $-0.2$ | $-0.00079$ | $0.00257$ | $-0.00056$ | $0.00274$ | $-0.00103$ | $0.00249$ |
| $0.3$ | $0.000036$ | $0.00284$ | $0.00070$ | $0.00302$ | $0.00062$ | $0.00268$ |
| $0.2$ | $-0.01057$ | $0.00464$ | $-0.01323$ | $0.00630$ | $-0.00143$ | $0.00629$ |
| $\alpha_2$ | $\beta_2$ | $\beta_1$ | $\beta$ |

6. **Application to the Reindeer Pellet-Group Survey in Sweden**

As mentioned in the Introduction, the pellet-group survey is a technique that provides a general idea of species distribution over a specific geographic area. This technique is used, mainly, for (a) estimating the population density of several ungulate species such as deer, e.g., Eberhardt and Van Etten 1956; Freddy and Bowden 1983; Mooty, Karns, and Heisey 1984; Rowland, White, and Karlen 1984; Marques et al. 2001, among many others) and (b) to study the impact of some covariates in the election of their habitat selection (see, e.g., Skarin et al. 2015; Lee et al. 2016; Skarin and Alam 2017).

Our analysis considers a reindeer pellet-group survey that was conducted on Storiden Mountain in the northern forest area of Sweden over the years 2009–2010. We focus in 2009 and specifically we consider pellet-group count data collected between June 3rd and 8th in 2009 (Lee et al. 2016). The main goal of the survey was to assess the impact of newly established wind farms on reindeer habitats.

In practice, we observe the total number of pellet-groups (a pellet-group is defined as a cluster of 20 or more pellets) at 357 location sites $y(s_i), i = 1, 2, \ldots, 357$. In this case, the mechanism generating the pellet-groups, for each location, can be assumed as a Poisson process, where the inter-arrival times between one pellet-group and another could be assumed to be exponentially distributed. Under this assumption, the proposed Poisson random field can be a useful tool to analyze the pellet-groups counts data.

The dataset possesses two challenging features. The first one is that 73.67% of the counts are zeros since the animal might move as it defecates, and some plots present zero pellet-group counts (see Figure 4). The second one is that the empirical semivariogram (see Figure 3 of the supplementary materials) exhibits both spatial correlation and a nugget effect.

To face this problem we consider the zero-inflated Poisson (ZIP) random field proposed in Section 3.3, and we compare it with the ZIP Gaussian copula (ZIP GC) using the R package gcKrig (Han and Oliveira 2018). In addition, we consider the
ZIP Log-Gaussian (ZIP LG) random field as implemented in the R package INLA (Rue, Martino, and Chopin 2009; Lindgren, Rue, and Lindstrom 2011; Martins et al. 2013) which exploits the integrated nested Laplace approximation, under a Bayesian framework, in the estimation step.

Since our application’s primary goal is to assess the impact of newly established wind farms on reindeer habitats, we are interested in relating the number of pellet-groups with covariates such as distance to power lines, slopes, or elevation of the field. Therefore, and following the results of Lee et al. (2016), we include three covariates: Northwest slopes (NS), Elevation (Eln), and Distance to power lines (DPL). In particular we specify $\lambda(s)$ as

$$\lambda(s) = \exp(\beta_0 + \beta_{NS} NS(s) + \beta_{Eln} Eln(s) + \beta_{DPL} DPL(s)).$$

The parameterization for the marginal mean and variance is slightly different for the three models. Specifically, assuming that the probability of excess of zero counts $p$ does not depend on $s$, the marginal mean and variance specifications are given by $E(Y(s)) = \lambda(s)(1 - p)$ and $\text{var}(Y(s)) = E(Y(s)) \left[ 1 + p \frac{\lambda(s)}{1 - p} \right]$ for the proposed model, $E(N(s)) = \lambda(s) + \text{var}(Y(s)) = E(Y(s)) [1 + \theta_{GC} E(Y(s))]$ for the GC model, $E(Y(s)) = \lambda(s) \exp(0.5\sigma^2)(1 - p)$ and $\text{var}(Y(s)) = E(Y(s)) \left[ 1 + p \frac{\lambda(s)}{1 - p} \right] + E(Y(s))^2 [\exp(\sigma^2) - 1]$ for the LG model.

Here, $p$ is specified as $\Phi(\theta)$, with $\theta \in \mathbb{R}$, as $\frac{\exp(\theta_{LG})}{1 + \exp(\theta_{LG})}$, with $\theta_{GC} > 0$, and as $\exp(\theta_{LG})$, with $\theta_{LG} \in \mathbb{R}$, respectively, so $\theta$, $\theta_{GC}$, $\theta_{LG}$ can be interpreted as overdispersion parameters. It is important to remark that $\beta_0$ cannot be compared between the different approaches, but $\beta_{NS}$, $\beta_{Eln}$, and $\beta_{DPL}$ can be compared.

We assume an underlying exponential correlation model with nugget effect $\rho(h) = (1 - r^2)e^{-||h||/\alpha} + r^2 I_0(||h||)$ for the ZIP GC, and ZIP LG random fields. On the other hand for the proposed ZIP model we specify $\rho_1(h) = (1 - r_{\xi}^2)e^{-||h||/\alpha} + r_{\xi}^2 I_0(||h||)$ and $\rho_2(h) = (1 - r_{\xi}^2)e^{-||h||/\alpha} + r_{\xi}^2 I_0(||h||)$ that is a two different underlying correlation models for $B$ and $N$ in (7) sharing a common exponential correlation model and different nugget effects $r_{\xi}^2, r^2$.

We use maximum wpl estimation with $\xi = 150$ in (9) for our ZIP random field. For the ZIP GC model, we perform maximum likelihood estimation as explained in Section 3 in the supplementary materials, and for ZIP LG model, we perform approximate Bayesian inference using the INLA approach (Rue, Martino, and Chopin 2009).

Table 4 summarizes the results of the estimates, including their standard error for the three models. In the case of our ZIP random field, standard errors were computed by using parametric bootstrap (Efron and Tibshirani 1986). For the Poisson LG model the reported estimates are the means of the posterior distributions with associated standard error.

Note that if $\beta_{DPL}$ is a positive value, then the counts of pellet-groups increase at larger distances from the power lines, that is, there is a greater reindeer population far from the wind farms. The estimation of the regression parameters is quite similar for our ZIP and the ZIP GC models with lower standard error estimations for the GC model. On the other hand, our ZIP model shows the smallest standard error estimation of the spatial scale parameter $\alpha$. Finally, the estimates of $p$, the excess of zero counts, which depend on $\theta$, $\theta_{GC}$, and $\theta_{LG}$ for the ZIP, ZIP GC, and ZIP LG random fields, are given by 0.481, 0.477, 0.573, respectively.

The model considered can also be used for prediction of the of pellet-group counts at specific not sampled location sites. In particular, this approach allows us to discover new areas for reindeer habitat employing the predicted number of pellet-groups, potentially providing information about the behavior of the reindeer population over the entire region. With this goal in mind, we want to assess the predictive performances of the three models. To do so, we randomly choose 80% of the spatial locations (i.e., 286 location sites) for the parameter estimation and use the remaining 20% (i.e., 71 location sites) for the predictions. We repeat this procedure 100 times, recording the RMSE each time. Specifically, for each $j$th left-out sample $(y_j(s_1), y_j(s_2), \ldots, y_j(s_{71}))$, we compute

$$\text{RMSE}_j = \left( \frac{1}{71} \sum_{i=1}^{71} (y_j(s_i) - \hat{Y}_j(s_i))^2 \right)^{1/2},$$

Table 4. Parameter estimates for the reindeer pellet-group survey data obtained under the ZIP, ZIP GC, and ZIP LG random fields.

| Parameter | ZIP | ZIP GC | ZIP LG |
|-----------|-----|--------|--------|
| $\beta_0$ | $-23.423$ | $-19.096$ | $-17.905$ |
| $\beta_{NS}$ | $-0.534$ | $-0.465$ | $-0.826$ |
| $\beta_{Eln}$ | $0.005$ | $0.003$ | $0.010$ |
| $\beta_{DPL}$ | $2.594$ | $2.060$ | $1.622$ |
| $\theta$ | $-0.048$ | $0.912$ | $1.177$ |
| $\theta_{GC}$ | $0.396$ | $0.265$ | $0.265$ |
| $\theta_{LG}$ | $0.396$ | $0.265$ | $0.265$ |
| $\alpha$ | $339.132$ | $298.926$ | $0.292$ |
| $\tau_1^2$ | $0.868$ | $0.263$ | $0.098$ |
| $\tau_2^2$ | $0.624$ | $0.308$ | $0.354$ |
| $\tau^2$ | $0.714$ | $0.714$ | $0.714$ |
| $\sigma^2$ | $0.797$ | $0.800$ | $0.835$ |

Note: The associated standard errors are in parenthesis. The last column shows the associated empirical mean of the RMSE for each model.
where \( \hat{Y}_j(s_i) \) is the optimal linear predictor for our ZIP random field (computed using the correlation given in Proposition 1 in the supplementary materials), the optimal predictor for the ZIP GC random field and the mean of the posterior predictive distribution for the ZIP LG random field. We report in Table 4, the empirical mean of the RMSE obtained for each left-out sample, that is, \( \text{RMSE} = \frac{100}{100} \sum_{j=1}^{100} \text{RMSE}_j / 100. \) The ZIP and ZIP GC random fields' clearly outperform the ZIP LG random field in terms of prediction performance. In particular the proposed ZIP random field provides the smallest RMSE.

Finally, as suggested by one Referee, we perform a simulation-based model assessment. Specifically, we simulated 10,000 realizations under the three fitted models and counted the number of observations lying between the 95% probability intervals constructed with the simulated data. The results show that our ZIP proposed model and the ZIP GC are pretty similar, with 97.2% and 97.7% of the data lying in the 95% probability intervals, respectively. In the case of the ZIP LG, 96.9% of observations lie between the 95% probability interval.

In addition, we compared the empirical semi-variogram of the data with the ones obtained from the simulations, and we found that our proposal (ZIP model) presents a small 95% probability interval compared to its competitors (a tight interval) (see Figure 5). This situation implies that our approach provides less uncertainty when estimating spatial dependence.

### 7. Concluding Remarks

This article has introduced a novel Poisson random field, that is, a random field with Poisson marginal distributions, for regression and dependence analysis when addressing point-referenced count data defined on a spatial Euclidean space. However, the proposed methodology can be easily adapted to other types of data, such as space-time (Gneiting 2013), areal (Rue and Held 2005) or spherical data (Gneiting 2013).

By construction, for each spatial location, the proposed model is a Poisson counting process, that is, it represents the random total number of events occurring in an arbitrary interval of time when the inter-arrival times are exponentially distributed.

More importantly, given two arbitrary location sites, the associated Poisson counting processes are spatially correlated. For this reason, the proposed model can be viewed as a spatial generalization of the Poisson process.

The correlation between the Poisson counting processes is achieved by considering sequences of independent copies of a random field with an exponential marginal distribution as inter-arrival times in the counting renewal processes framework. The resulting (non-)stationary random field is marginally Poisson distributed and the dependence is indexed by a correlation function.

They key features of the proposed Poisson random field with respect to the Poisson Log-Gaussian random field are that its marginal distribution is Poisson distributed and it can be mean square continuous or not. The Poisson Gaussian copula approach shares these good features with our model. However, the generating mechanisms (i.e., the Poisson process), underlying our model makes it more appealing from interpretability viewpoint.

In our proposal, a possible limitation is that inference based on full likelihood cannot be performed due to the lack of amenable expressions of the associated multivariate distributions. Nevertheless, the simulations studies we conducted showed that our approach, based on a pairwise likelihood estimation seems to be an effective solution for estimating the unknown parameters involved in the Poisson random field. Another potential limitation is that the optimal predictor that minimizes the mean square prediction error is not available. However, our numerical experiments show that our solution based on optimal linear predictor performs very well when compared with the optimal predictors of the Poisson Gaussian copula and Poisson Log Gaussian models. Finally, the application of our model to the reindeer pellet-group survey data in Sweden shows that our approach can be easily adapted to handle spatial count data with an excessive number of zeros.

A well-known restriction of the Poisson distribution is equidispersion. Unfortunately, this situation is not always observed in real spatial data. The class of random fields proposed in (2) can be used to obtain random fields with flexible marginal models that consider over or under dispersion. In this case, a possible solution is to consider random fields with a more flexible marginal distribution than the exponential marginal distribution, such as the gamma or Weibull random fields (Bevilacqua, Caamaño-Carrillo, and Gaetan 2020). The resulting marginal counting models have been studied in Winkelmann (1995) and McShane et al. (2008). Another alternative for obtaining over dispersed random fields is considering scale mixtures of Poisson random fields. These topics are currently under study and will be included in a forthcoming article.

### Supplementary Materials

The supplemental materials contain tables and figures in Sections 4.1, 5.1, and 6 of the paper, technical details and proofs of Theorem 2 and Corollary 1 in Section 3 and Proposition 1 of Section 6, and a section devoted to studying the performance of the optimal linear prediction.
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