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We present a formula for an infinite number of universal quantum logic gates, which are 4 by 4 unitary solutions to the Yang-Baxter (Y-B) equation. We obtain this family from a certain representation of the cyclic group of order \(n\). We then show that this discrete family, parametrized by integers \(n\), is in fact, a small sub-class of a larger continuous family, parametrized by real numbers \(\theta\), of universal quantum gates. We discuss the corresponding Yang-Baxterization and related symmetries in the concomitant Hamiltonian.
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I. INTRODUCTION

Quantum correlations lie at the heart of quantum information theory and quantum computation. They are responsible for some tasks that possess no classical counterpart. Among those correlations, entanglement is perhaps one of the most fundamental and non-classical feature exhibited by quantum systems [1–10].

In recent years, a different approach to quantum entanglement has been developed, with the ultimate goal of achieving fault-tolerant quantum computation. In particular, the works of Kauffman and Lomonaco [11–13], on the connections between quantum entanglement, topological entanglement, and quantum computing, have brought the unitary solutions to the Yang-Baxter (Y-B) equation, i.e. equation (I.1) below, to the center of attention.

Let \(V\) be a \(n\) dimensional Vector (Hilbert) space over a field \(F\) (for us \(F = \mathbb{C}\) the field of complex numbers), and let \(R: V \otimes V \rightarrow V \otimes V\) be a linear map. When \(R\) is unitary (i.e. \(R^{-1} = R^\dagger\) the conjugate transpose of \(R\)), it could be considered as a quantum logic gate, in quantum computing. In the study of quantum entanglement in quantum computing, it is critically important when \(R\) is entangling i.e. when creating entangled states from non-entangled ones [11–13].

A linear map \(R: V \otimes V \rightarrow V \otimes V\) is said to be a solution to parameter-independent Y-B equation, if it satisfies the relation [14, 15]:

\[
(R \otimes I)(I \otimes R)(R \otimes I) = (I \otimes R)(R \otimes I)(I \otimes R), \quad (I.1)
\]

where \(I\) is the identity map on \(V\). Since \(R\) is a linear map one can present it as a \(n^2\) by \(n^2\) matrix for some basis of \(V\). If \(R\) is invertible, it provides an infinite family of braid group representations [14, 15]. Which, in turn, yields some invariants of links [16–18]. This, in a sense, is where the topological entanglement being studied [11–13] of attention.

The so called unitary braiding operators, i.e. unitary solutions to Y-B equations, and the relations between quantum and topological entanglement in quantum computing, have been studied extensively by many authors, in the last decade or so. For example some of the works that we will refer to in this paper are in [19–26].

On the other hand, it is a very well known fact [14, 15] that a natural source of solutions to Y-B equation is from quasitriangular Hopf algebras. In a quasitriangular Hopf algebra, \((H, R)\), \(H\) is a Hopf algebra and \(R = \sum_i t_i \otimes s_i\) (usually summation understood and eliminated) is an invertible element in \(H \otimes H\) satisfying certain relations [14, 15]. This element \(R\) satisfies the following version of parameter-independent Y-B equation,

\[
R_{12}R_{13}R_{23} = R_{23}R_{13}R_{12}, \quad (I.2)
\]

where \(R_{12} = \sum_i t_i \otimes s_i \otimes 1\), \(R_{13} = \sum_i t_i \otimes 1 \otimes s_i\), and \(R_{23} = \sum_i 1 \otimes t_i \otimes s_i\).

This property of \(R\) implies that \(\tau R\) gives rise to representations of Artin braid group \(B_n\) or correspondingly to a solution to Y-B equation (I.1). Here \(\tau\) is the flip (swap) map given by, \(\tau(x \otimes y) = y \otimes x\).

In this paper we focus on two dimensional vector spaces \(V\) over \(\mathbb{C}\), the field of complex numbers. In this case, \(R: V \otimes V \rightarrow V \otimes V\) can be represented by a 4 by 4 matrix with entries in \(\mathbb{C}\), with respect to a basis of \(V\).
Usually, the preferred basis for two qubit states or gates is the so called computational basis \{00, 01, 10, 11\}. In our case, it will prove at some point convenient to employ the so called Bell basis of maximally correlated states, which are of the form

$$\vert \Phi^\pm \rangle = \frac{\vert 00 \rangle \pm \vert 11 \rangle}{\sqrt{2}}, \quad \vert \Psi^\pm \rangle = \frac{\vert 01 \rangle \pm \vert 10 \rangle}{\sqrt{2}}.$$  \hspace{1cm} (I.3)

The employment of a unitary solutions to the Y-B equation will eventually bring us to a description of Hamiltonians in terms of the computational basis, which shall be represented in the form of tensor products of the generators of the su(2)-group, that is, the familiar Pauli matrices.

This paper is organized as follows. In Section II we obtain quantum logic gates from cyclic groups, \(C_n\), for any order \(n\), via the quasitriangular structure on their group Hopf algebra. The corresponding proof is given in the Appendix. The corresponding Yang-Baxterization is performed in Section III. The analysis of the ensuing family of Hamiltonians and the concomitant physical applications appears is Section IV. General continuous quantum gates are studied in Section V. A second approach to quantum logic gates from cyclic groups is given in Section VI. Finally, some conclusions are drawn in Section VII.

II. QUANTUM GATES CORRESPOND TO CYCLIC GROUPS

In this section we state one of our main lemmas, whose outcome help us to obtain an infinite family of 4 by 4 unitary solutions to Yang-Baxter (Y-B) equation \(Y_B\), from the cyclic group of order \(n\). The matrices \(\mathcal{B}_n\) in this family are entangling universal logic gates, for \(n \neq 2, 4\). We then prove that a deformation of \(\mathcal{B}_n\) by a phase factor has all the above mentioned properties as well.

We recall [14][15], a natural source of solutions to the (parameter-independent) Y-B equation \(Y_B\), and correspondingly a source for representations of Artin braid group \(B_n\) (don’t be confused with \(\mathcal{B}_n\) in the present paper), is from quasitriangular Hopf algebras \((H,R)\). Where, \(R = \sum_i \tau_i \otimes s_i\) is an invertible element in \(H \otimes H\) satisfying certain relations. It turns out \(R\) satisfies the, sometimes called algebraic (parameter-independent) Y-B equation \(Y_B\). This in turn implies that, \(\tau R\) is a solution to, sometimes called braided (parameter-independent) Y-B equation \(Y_B\), where \(\tau\) is the flip (swap) map given by, \(\tau(x \otimes y) = y \otimes x\).

**Lemma II.1.** Let \(C_n = \\{1, s, s^2, \cdots, s^{n-1}\}\) be the cyclic group of order \(n\), for any \(n \geq 2\), with the generator \(s\), satisfying the relation \(s^n = s^0 = 1\). Let \(\omega = e^{2\pi i/n}\), and,

$$R = \frac{1}{n} \sum_{a,b=0}^{n-1} \omega^{-ab} s^a \otimes s^b $$ \hspace{1cm} (II.4)

be the, well known [14], non-trivial quasitriangular structure on the group Hopf algebra \(\mathbb{C}C_n\). If we use the following 2 by 2 matrix representation of elements of \(C_n\),

$$s^a = \left( \begin{array}{cc} \cos \frac{2a\pi}{n} & -\sin \frac{2a\pi}{n} \\ \sin \frac{2a\pi}{n} & \cos \frac{2a\pi}{n} \end{array} \right), \quad a = 0, 1, \cdots, n - 1 $$ \hspace{1cm} (II.5)

then we will obtain a 4 by 4 representation of \(R\) that has the following form,

$$R = \left( \begin{array}{cccc} \cos \frac{2\pi}{n} & 0 & 0 & -i \sin \frac{2\pi}{n} \\ 0 & \cos \frac{2\pi}{n} & i \sin \frac{2\pi}{n} & 0 \\ 0 & i \sin \frac{2\pi}{n} & \cos \frac{2\pi}{n} & 0 \\ -i \sin \frac{2\pi}{n} & 0 & 0 & \cos \frac{2\pi}{n} \end{array} \right) $$ \hspace{1cm} (II.6)

The proof of the above Lemma is very long and computationally involved. We present the full proof in the Appendix.

Next we apply the SWAP gate \(S = \left( \begin{array}{cccc} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{array} \right)\) to \(R\), to obtain,

$$\mathcal{B}_n = S \circ R = \left( \begin{array}{cccc} \cos \frac{2\pi}{n} & 0 & 0 & -i \sin \frac{2\pi}{n} \\ 0 & \cos \frac{2\pi}{n} & i \sin \frac{2\pi}{n} & 0 \\ 0 & i \sin \frac{2\pi}{n} & \cos \frac{2\pi}{n} & 0 \\ -i \sin \frac{2\pi}{n} & 0 & 0 & \cos \frac{2\pi}{n} \end{array} \right) $$ \hspace{1cm} (II.7)

In other words, \(\mathcal{B}_n\) has the following form,

$$\mathcal{B}_n = \left( \begin{array}{cccc} \alpha & 0 & 0 & \beta \\ 0 & -\beta & \alpha & 0 \\ \beta & 0 & \alpha & 0 \end{array} \right) $$ \hspace{1cm} (II.8)

with, \(\alpha = \cos \frac{2\pi}{n}\) and \(\beta = -i \sin \frac{2\pi}{n}\).

It is clear that \(\mathcal{B}_n\) is unitary. It could be understood that \(\mathcal{B}_n\) is a solution to Y-B equation because it is obtained from a quasitriangular structure. However, in Section V we see that being a solution to Y-B equation (and the unitarity) could be obtained, by direct calculation, for more general family, of which \(\mathcal{B}_n\) is only a small sub-family.

**Remark II.2.** The fact that \(\mathcal{B}_n\) is obtained from the cyclic group of order \(n\), is not obvious at all. That is the subject of Lemma II.7.
Except for $n = 2, 4$, any $\mathcal{B}_n$, is entangling. Because, for example,

$$\mathcal{B}_n(|00\rangle) = \cos \frac{2\pi}{n} |00\rangle - i \sin \frac{2\pi}{n} |11\rangle \tag{11}$$

Thus, by Brylinskis’ Theorem \[21\], $\mathcal{B}_n$ is a universal quantum gate, for $n \neq 2, 4$.

From the general form for $\mathcal{B}_n$, for any $n$, one notices that the $\mathcal{B}_n$ gate can be decomposed as $\alpha S + \beta S'$, with

$$S = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \tag{II.9}$$

and

$$S' = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix} \tag{II.10}$$

As known, the problem of finding solutions to the Yang-Baxter equation that are unitary turns out to be surprisingly difficult. The classification of all such matrices of size $4 \times 4$, in done in \[23\], based on the work in \[24\]. We see that $S$ and $S'$ belong to two types of those classified ones. The fact that $\mathcal{B}_n$ as a linear superposition of (unitary) solutions to the Yang-Baxter equation is also a (unitary) solution, is interesting on its own. Because this is not true in general.

In terms of Bell-basis projectors, $S = I_{4 \times 4} - 2|\Psi^-\rangle\langle\Psi^-|$ and $S' = 2|\Phi^+\rangle\langle\Phi^+| - I_{4 \times 4}$. The entire $\mathcal{B}_n$ gate thus reads $(\alpha - \beta)I_{4 \times 4} - 2\alpha|\Psi^-\rangle\langle\Psi^-| + 2\beta|\Phi^+\rangle\langle\Phi^+|$. It is clear from this form that the entangling gate $\mathcal{B}_n$ is linear in the Bell basis.

Soon, we shall discuss the corresponding Yang-Baxterization $\hat{R}_n(x)$ \[23\] of $\mathcal{B}_n$, and related symmetries in the concomitant Hamiltonian in Sections \[III\] and \[IV\].

After Yang-Baxterization for $\mathcal{B}_n$, we shall notice that only coefficients $\alpha$ and $\beta$ will change as a function of $x$. This fact implies that the study of how gate $\mathcal{B}_n$ can be implemented in terms of spin-$\frac{1}{2}$ operators (the Pauli matrices) reduces to $S$ and $S'$. Where, $S$ is exactly $P_{i,i+1} = \frac{1}{2}(1 + \hat{s}_i \cdot \hat{s}_{i+1})$, the permutation operator for spins $i$ and $i + 1$. The operator obviously satisfies $P^2_{i,i+1} = 1$ and is a solution to the following braid relations:

$$b_{i,i+1}b_{i+1,i+2}b_{i,i+1} = b_{i+1,i+2}b_{i,i+1}b_{i+1,i+2}, \quad i \leq N - 2,$$

$$b_{i,i+1}b_{j,j+1} = b_{j,j+1}b_{i,i+1}, \quad |i - j| \geq 2. \tag{II.11}$$

Further insight into the whole operator $\mathcal{B}_n$, will be obtained when it is written down as,

$$\mathcal{B}_n = (\alpha - \beta)\frac{1}{2}(1 + \hat{s}_a \cdot \hat{s}_b) + \beta [\sigma^a_x \otimes \sigma^b_x + \sigma^a_z \otimes \sigma^b_z]. \tag{II.12}$$

A. $q$-deformation of $\mathcal{B}_n$

We show that a deformation of $\mathcal{B}_n$ by a phase factor $q = e^{i\varphi}$, is still a unitary solution to Y-B equation. It will be entangling, and as a result a universal quantum gate \[21\].

Lemma II.3. If for simplicity we write $\mathcal{B}_n$ as:

$$\mathcal{B}_n = \begin{pmatrix} a & 0 & 0 & -ib \\ 0 & ib & a & 0 \\ 0 & a & ib & 0 \\ -ib & 0 & 0 & a \end{pmatrix} \tag{II.13}$$

where, $a = \cos \frac{2\pi}{n}$, $b = \sin \frac{2\pi}{n}$, then the following deformation of $\mathcal{B}_n$ is also unitary and a solution to Y-B equation \[11\].

$$\mathcal{B}_{n,\varphi} := \begin{pmatrix} a & 0 & 0 & -ib e^{i\varphi} \\ 0 & ib & a & 0 \\ 0 & a & ib & 0 \\ -ib e^{-i\varphi} & 0 & 0 & a \end{pmatrix} \tag{II.14}$$

Proof. Let $Q = \begin{pmatrix} e^{i\frac{\pi}{4}} & 0 \\ 0 & 1 \end{pmatrix}$. It is clear that $Q$ is unitary, and it is easy to see $(Q \otimes Q)\mathcal{B}_{n,\varphi}(Q \otimes Q)^{-1} = \mathcal{B}_{n,\varphi}$. Then we will have the desired result, because of the following well known fact \[14\]. If $B$ is a solution to Y-B equation, and if $Q : V \rightarrow V$ is an invertible map, then $(Q \otimes Q)B(Q \otimes Q)^{-1}$ is also a solution to Y-B equation. As expected, $\mathcal{B}_n$ is an especial case of $\mathcal{B}_{n,\varphi}$, when $\varphi = 0$.

III. YANG-BAXTERIZATION

In this section, similar to the methods used in \[19\] and \[22\], we wish to obtain the Yang-Baxterization \[28\] that correspond to $\mathcal{B}_{n,\varphi}$. This is the process of going from a parameter-independent solution to Y-B equation $\mathcal{B}_{n,\varphi}$, to a parameter-dependent solution, $\hat{R}(x)$, where $x$ is called the (spectral) parameter \[28\]. This will allow us to discuss the Hamiltonian and other physical aspects related to $\mathcal{B}_{n,\varphi}$, in Section \[IV\]. For that, we will eventually transform $\hat{R}(x)$ into $\hat{R}(\theta, \varphi)$ in \[IV\]. However, in Section \[V\] we will see that $\hat{R}(\theta, \varphi)$ can also be obtained directly, without going through the Yang-Baxterization process.

Recall from the last section,

$$\mathcal{B}_{n,\varphi} = \begin{pmatrix} a & 0 & 0 & -ib e^{i\varphi} \\ 0 & ib & a & 0 \\ 0 & a & ib & 0 \\ -ib e^{-i\varphi} & 0 & 0 & a \end{pmatrix} \tag{III.15}$$

where, $a = \cos \frac{2\pi}{n}$, $b = \sin \frac{2\pi}{n}$.

After very simple algebra, we find three distinct non-vanishing eigenvalues for $\mathcal{B}_n$, namely $a + bi, -a + bi,$ and


\[ \hat{R}(x) = x(x-1)B^{-1}_n - (x-1)B_n \]  

(III.17)

Using \( B_n \) as above and \( B_n^{-1} = B_n^\dagger \) (the conjugate transpose of \( B_n \)), we get,

\[
\hat{R}(x) = 
\begin{pmatrix}
  a(x-1)^2 & 0 & 0 & bi(x^2-1)e^{i\varphi} \\
  0 & -bi(x^2-1) & a(x^2-1)^2 & 0 \\
  bi(x^2-1)e^{-i\varphi} & 0 & 0 & a(x-1)^2 \\
\end{pmatrix}
\]

(III.18)

Notice that, \( \hat{R}(0) = B_n \) as expected in the process of Yang-Baxterization, and \( \hat{R}(1) = 0 \) which is uninteresting.

Next we Impose the unitarity condition, \( \hat{R}(x)\hat{R}(x)^\dagger = \hat{R}(x)^\dagger\hat{R}(x) = \rho I \), where \( \rho \) is a normalization factor for the \( \hat{R}(x) \)-matrix , and where

\[
\hat{R}(x)^\dagger = 
\begin{pmatrix}
  a(x-1)^2 & 0 & 0 & -bi(x^2-1)e^{i\varphi} \\
  0 & bi(x^2-1) & a(x^2-1)^2 & 0 \\
  bi(x^2-1)e^{-i\varphi} & 0 & 0 & a(x-1)^2 \\
\end{pmatrix}
\]

(III.19)

Imposing the unitarity condition, forces the following restrictions on \( x \) and \( \rho \):

\[
a^2(x-1)^2(x^2-1)^2 + b^2(x^2-1)(x^2-1) = \rho \]  

(III.20)

\[
-abi(x-1)^2(x^2-1)^2 + abi(x^2-1)(x^2-1)^2 = 0 \]  

(III.21)

From these two equations, we find that \( x \) must be a real number, \( x \neq 1 \), and

\[
\rho = a^2(x-1)^4 + b^2(x^2-1)^2 
\]

(III.22)

**Remark III.1.** The arrangement of eigenvalues we used in above is, in a sense, equivalent to the case with two distinct eigenvalues. We can also assign, \( \lambda_1, \lambda_2, \lambda_3 \) either as \( \lambda_1 = -a + bi, \lambda_2 = a - bi, \lambda_3 = a + bi, \) for which result will be similar to what we have shown above. Or as \( \lambda_1 = -a + bi, \lambda_2 = a + bi, \lambda_3 = a - bi, \) which is the case with really three distinct eigenvalues. We shall explore this case elsewhere.

**IV. HAMILTONIAN**

To proceed with Hamiltonian, the normalized form \( \hat{R}(x) \) (III.18), i.e. \( \sqrt{\rho} \hat{R}(x) \) must be used, where \( \rho \) is given by the formula (III.22). Here is the simplified version of \( \sqrt{\rho} \hat{R}(x) \) \( x \neq 1 \).

\[
\sqrt{\rho} \hat{R}(x) = 
\begin{pmatrix}
  a(x-1) & 0 & 0 & bi(x+1)e^{i\varphi} \\
  0 & -bi(x+1) & a(x-1) & 0 \\
  bi(x+1)e^{-i\varphi} & 0 & a(x-1) & 0 \\
\end{pmatrix}
\]

(IV.23)

where \( k = \frac{1}{\sqrt{a^2(x-1)^2 + b^2(x+1)^2}} \)

Let us further analyze \( \sqrt{\rho} \hat{R}(x) \). Introducing a new angle \( \theta \), which will be dependent on \( n \) and \( x \), we define \( \cos \theta = a(x-1)/\sqrt{a^2(x-1)^2 + b^2(x+1)^2} \) and \( \sin \theta = b(x+1)/\sqrt{a^2(x-1)^2 + b^2(x+1)^2} \). The assignment of \( \cos \theta \) and \( \sin \theta \) is arbitrary and could be done the other order, with no difference in the following results. The ensuing gate from (IV.23) will read as

\[
\hat{R}_{u,v}(\theta, \varphi) = 
\begin{pmatrix}
  \cos \theta & 0 & 0 & i \sin \theta e^{i\varphi} \\
  0 & -i \sin \theta & \cos \theta & 0 \\
  0 & \cos \theta & -i \sin \theta & 0 \\
  i \sin \theta e^{-i\varphi} & 0 & 0 & \cos \theta \\
\end{pmatrix}
\]

(IV.24)

where from now on \( u, v \) will refer to qubit \( u \) and qubit \( v \). Gate \( \hat{R}_{u,v}(\theta, \varphi) \), when acting upon any element of the computational basis \( \{|00\}, |01\}, |10\}, |11\} \), the outcome are states whose concurrence (a measure of bipartite entanglement) is always \( C = |\sin 2\theta| \), regardless of \( \varphi \). When \( \theta = \frac{\pi}{4} \) we recover the maximally correlated Bell basis. On the contrary, when \( \theta = \frac{\pi}{2} \) the gate is unentangling, which happens only for the cyclic group order \( n = 2, 4 \) \((x = 1) \) is not relevant.

With two parameters \( \theta, \varphi \) in \( \hat{R}_{u,v}(\theta, \varphi) \), we can choose which one to play the role of time.

Let us assume now \( \varphi \) to be time-dependent (usually in a linear fashion) while \( \theta \) be time-independent. We thus obtain a Hamiltonian through the unitary transformation \( \hat{R}_{u,v}(\theta, \varphi) \) as

\[
H(\theta, \varphi) = i\hbar \frac{\partial \hat{R}_{u,v}(\theta, \varphi)}{\partial \theta} \hat{R}_{u,v}^\dagger(\theta, \varphi). 
\]

(IV.25)

From now on we assume \( \hbar = 1 \). The Hamiltonian reads

\[
H(\theta, \varphi) = \varphi \sin \theta 
\begin{pmatrix}
  -\sin \theta & 0 & 0 & -i \cos \theta e^{i\varphi} \\
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  i \cos \theta e^{-i\varphi} & 0 & 0 & \sin \theta \\
\end{pmatrix},
\]

which is equivalent, using spin-1/2 ladder operators \( S^\pm = S^x \pm iS^y \), to
\[ H(\theta, \varphi) = -\varphi \sin \theta [\sin \theta (S^z_u \otimes 1_v + 1_u \otimes S^z_v) + \cos \theta (e^{i\varphi} S^+_u \otimes S^+_v - e^{-i\varphi} S^-_u \otimes S^-_v)]. \] (IV.26)

Notice that, as far as the physical meaning of the ensuing Hamiltonian is concerned, there is no substantial difference in switching the roles of \(\sin \theta\) and \(\cos \theta\), or in flipping the sign of the phase \(\varphi\).

Now, if we recall the definition of the concurrence \(C = |\sin 2\theta|\) once \(\hat{R}_{u,v}(\theta, \varphi)\) is applied to the standard computational basis, we can rewrite (IV.20) as

\[ H(\theta, \varphi) = H_{\text{free}} + H_{\text{int}} \]
\[ = -\varphi \sin^2 \theta (S^z_u \otimes 1_v + 1_u \otimes S^z_v) \] (IV.27)
\[ + i \frac{\varphi}{2} C(e^{i\varphi} S^+_u \otimes S^+_v - e^{-i\varphi} S^-_u \otimes S^-_v), \]

with the \(\mp\) depending on the sign of \(\sin 2\theta\). The previous form for the Hamiltonian unveils the corresponding entangling nature: the cyclic group leads, after a \(q\)-deformation of \(\mathfrak{B}_n\), to a Hamiltonian which is split into two contributions: i) the first one \(H_{\text{free}}\), where particles do not do any interaction (this does not imply that they may not have entanglement), and ii) the second one \(H_{\text{int}}\), an interacting contribution. The interacting part of the Hamiltonian is always present (except for \(n = 2, 4\)) whenever \(\hat{R}_{u,v}(\theta, \varphi)\) is entangling any pure product state \((C \neq 0)\). Thus, in this case, physical interaction between qubits automatically means entanglement.

It is noteworthy to note that, Hamiltonian (IV.27) looks very similar to a recent proposal for the realization of an exact CNOT gates with a single nonlocal rotations for quantum-dot qubits (29). In our case \(\varphi \sin^2 \theta\) would play the role of an effective external magnetic field \(B\).

The interacting part, linear combinations of tensors products of \(\sigma_x\) and \(\sigma_y\), may represent capacitive coupling between qubits expressed in terms of a Coulomb interaction between electric charges on pairs of dots belonging to different qubits. The corresponding coupling constants would be either \(\varphi C \cos \varphi\) or \(\varphi C \sin \varphi\).

If \(\theta\) is time-dependent while \(\varphi\) is time-independent, one can construct a Hamiltonian which is antidiagonal in the computational basis, reading as antidiag\((-\tilde{\theta} e^{-i\varphi}, 0, 0, \tilde{\theta} e^{i\varphi}\)). This Hamiltonian has the interesting property that its eigenvectors are the usual Bell states. When applied to \(|\Psi^+\rangle\) and to \(|\Phi^+\rangle\), the corresponding outcomes are the same states, with eigenenergy \(\tilde{\theta}\). When applied to \(|\Psi^-\rangle\) and to \(|\Phi^-\rangle\), the eigenenergies are \(-\tilde{\theta}\). This particular Hamiltonian converts Bell-energy eigenstates, which are maximally correlated, into a subset of them.

The \(\theta\) time-dependent (actually \(\dot{\theta}\)-dependent) Hamiltonian is expressed in terms of the Pauli matrices as:

\[ H(\dot{\theta}, \varphi) = \frac{1}{2} (\sigma_x \otimes \sigma_x + \sigma_y \otimes \sigma_y) \] (IV.28)
\[ - (e^{i\varphi} S^+_u \otimes S^+_v + e^{-i\varphi} S^-_u \otimes S^-_v). \]

Notice the similarity with (IV.27) when \(\sin \theta = 0\) and \(C = 1\). However, and regardless of the eigenstates of (IV.28) being maximally entangled, (IV.28) does not generate entangled states from disentangled ones. Summing up, starting from \(\hat{R}_{u,v}(\theta, \varphi)\), the time dependency either on \(\varphi\) or \(\theta\) defines two concomitant Hamiltonians whose entangling properties are very different.

Remarkably, our Hamiltonian \(H(\theta, \varphi)\) is intimately related to the one obtained in Ref. (22). If we let the transformations \(\{\theta \rightarrow \theta + \pi/2, \varphi \rightarrow -\varphi + \pi/2\}\) act on \(H(\theta, \varphi)\), we do exactly obtain the one discussed in (22). However, (22) discusses the \(q\)-deformation of the change of basis matrix \(U\) from the computational basis \(\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}\) to the Bell basis \(\{|\Phi^+\rangle, |\Phi^-\rangle, |\Psi^+\rangle, |\Psi^-\rangle\}\). \(q\)-deformed \(U\) is then understood as a braiding operator, first discovered by Kauffman and Lomonaco (11) during the investigation of the relationships among quantum entanglement, topological entanglement and quantum computation by means of braiding operators and Yang-Baxter equations.

We have to stress the fact that although the final Hamiltonians almost look the same, the way they are obtained are totally different. In our case we use the cyclic groups and the corresponding \(q\)-\(\mathfrak{B}_n\), which has nothing to do with the change of basis matrix \(U\).

A. Application: calculation of the Pancharatnam-Berry phase

The Hamiltonian \(H(\theta, \varphi)\), which is \(\varphi\) time-dependent, has interesting echoes in the theory of geometric phases, in particular the Berry phase (30). The Berry phase is a phase difference acquired over the course of a cycle, when a system is subjected to cyclic adiabatic processes, which results from the geometrical properties of the parameter space of a given Hamiltonian. The strong link with quantum information theory comes with the so called non-abelian Berry phases. If implemented, they may open entirely new possibilities for robust quantum information processing.

Let us find out first the eigenenergies and eigenstates of \(H(\theta, \varphi)\). The eigenenergies are given by \(\pm \varphi \sin \theta\), with eigenvectors (in the computational basis) \(|\lambda^\pm(\theta, \varphi)\rangle = [i f^\pm(\theta) e^{i\varphi}, 0, 0, g^\pm(\theta)]^T\) and \(f^\pm(\theta) = \frac{1}{2} \sqrt{1 \pm \sin \theta}\), \(g^\pm(\theta) = \frac{\pm 1}{2} \sqrt{1 \pm \sin \theta}\). The states corresponding to zero energy are not relevant here.

Now, if we calculate the concurrence for \(|\lambda^\pm(\theta, \varphi)\rangle\), we easily obtain that it is equal to \(C = |\cos \theta|\). According to the theory of Berry phases, if we let \(\varphi(t)\) evolve adiabatically from 0 to \(2\pi\), the corresponding Berry phase for \(|\lambda^\pm(\theta, \varphi)\rangle\) is given by
\[
\gamma_{\pm} = i \int_0^T (\lambda^\pm(\theta, \varphi)| \frac{\partial}{\partial t} |\lambda^\pm(\theta, \varphi)) \, dt = -\pi(1 \pm \sin \theta).
\] (IV.29)

We can further relate the Berry phases \( \gamma_{\pm} \) with the concurrence \( C \) of the corresponding states \( |\lambda^\pm(\theta, \varphi)) \) in the following fashion:

\[
\gamma_{\pm} = -\pi(1 \pm \sqrt{1 - C^2}).
\] (IV.30)

Rewriting the previous equation, we will see now a certain dualistic behaviour between the Berry phase \( \gamma_{\pm} \) and the concurrence obtained from the eigenstates \( |\lambda^\pm(\theta, \varphi)) \) of the Hamiltonian \( H(\theta, \varphi) \): the phase is always negative, either increasing or decreasing with \( C \), which clear from rewriting (IV.30) as a displaced circumference \((\gamma_{\pm}/\pi + 1)^2 + C^2 = 1\).

**B. Remark on universal computational quantum gates**

The final form of \( \hat{R}_{n,\varphi}(\theta, \varphi) \) in (IV.24) is that of a quantum gate which has been obtained from a particular way of reaching a solution of the Yang-Baxter equation via cyclic groups. It is usually described in the literature of topology and entanglement that a universal quantum gate is the one that entangles a product state, an entangling one.

In quantum information and computation theory, a set of universal computational quantum gates is any set of gates to which any operation possible on a quantum computer can be reduced, that is, any other unitary operation can be expressed as a finite sequence of gates from the set. There are examples in both one and two qubit states, some of the most famous ones being NOT or \( \sqrt{\text{NOT}} \) gate for one qubit, and the CNOT gate for two qubits. Barenco showed \cite{31} that any gate can be reduced to a particular form depending on three parameter \((\alpha, \theta, \varphi)\). After some algebra, we obtain that any universal computational quantum gate \( A(\alpha, \theta, \varphi) \) is written in terms of spin-1/2 operators as

\[
\frac{1}{2} \left( (I_2 \times 2 + \sigma_z) \otimes I_2 \times 2 + (I_2 \times 2 - \sigma_z) \otimes e^{i[-\theta \sigma_n(\varphi) \cdot \sigma]} \right),
\] (IV.31)

where \( \sigma_n(\varphi) = (\cos \varphi, \sin \varphi, 0) \) and \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \).

A challenging question in the context of the present work would be how to obtain gate \( A(\alpha, \theta, \varphi) \) as the evolution of a certain physical Hamiltonian. In case we wondered if gate \( A \) is a solution of the Y-B equation, direct computation in (I.11) shows that \( A \) cannot be the kind of gates obtained in such a way. This negative result implies that no hamiltonian can be obtained from any family of gates \( A(\alpha, \theta, \varphi) \).

**V. A CONTINUOUS FAMILY OF QUANTUM GATES CORRESPOND TO \( \mathcal{B}_{n,\varphi} \)**

In this section, in the following lemma, we provide a more general family of quantum gates than the family \( \mathcal{B}_{n,\varphi} \) which was obtained from cyclic group \( C_n \) in Section II. The family \( \mathcal{B}_{n,\varphi} \) whose entries are parametrized by integers, \( n \), is a discrete subfamily of this continuous family parametrized by real numbers, \( \theta \). In fact, we will obtain \( \hat{R}(\theta, \varphi) \) of (IV.24), directly, without going through the Yang-Baxterization process of Section II.

**Lemma V.1.**

(a) Any 4 by 4 matrix \( R_{\alpha,\beta,q} \) of the following form, where, \( \alpha, \beta, \) and \( q \neq 0 \) are arbitrary complex numbers, is a solution to Y-B equation (I.11)

\[
R_{\alpha,\beta,q} = \begin{pmatrix}
\alpha & 0 & 0 & \beta q \\
0 & -\beta & \alpha & 0 \\
0 & \alpha & -\beta & 0 \\
\beta q^{-1} & 0 & 0 & \alpha
\end{pmatrix}
\] (V.32)

(b) Let \( |q| = 1 \). The matrix \( R_{\alpha,\beta,q} \) is unitary if and only if,

(i) \( \alpha \bar{\alpha} + \beta \bar{\beta} = 1 \)

(ii) \( \alpha \bar{\beta} + \beta \bar{\alpha} = 0 \)

**Proof.** Direct calculations (lengthy but still straightforward for part (a)) prove both parts of the lemma.

Conditions (i) and (ii) in part (b) in Lemma (V.1) leads to the following cases.

If we write \( \alpha = re^{i\theta} \) or \( \beta = r'e^{i\theta'} \), then, condition (i) simply means,

\[
r^2 + r'^2 = 1
\] (V.33)

Condition (ii) implies one of the following cases:

**Case 1:**

One of \( r \) or \( r' \) is zero, i.e. one of \( \alpha \) or \( \beta \) is zero (not both, because that would contradict (i)). This in turn implies that we have: Either,

\[
R_{0,\beta,q} = \begin{pmatrix}
0 & 0 & 0 & \beta q \\
0 & -\beta & 0 & 0 \\
0 & 0 & -\beta & 0 \\
\beta q^{-1} & 0 & 0 & 0
\end{pmatrix}
= \beta \begin{pmatrix}
0 & 0 & 0 & q \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
q^{-1} & 0 & 0 & 0
\end{pmatrix} ; |\beta| = 1
\]

Or

\[
R_{\alpha,0,q} = \begin{pmatrix}
\alpha & 0 & 0 & 0 \\
0 & 0 & \alpha & 0 \\
0 & \alpha & 0 & 0 \\
0 & 0 & \alpha & 0
\end{pmatrix}
= \alpha \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} ; |\alpha| = 1
\]
Case 2: If none of $r$ and $r'$ are zero then (from (ii)) we must have,

$$t' = t + \frac{\pi}{2}$$  \hspace{1cm} (V.34)

Which means $\beta = r'ie^{it}$. Therefore,

$$R_{\alpha,\beta,q} = e^{it}
\begin{pmatrix}
\cos\theta & 0 & 0 & -i\sin\theta e^{i\phi} \\
0 & \sin\theta & \cos\theta & 0 \\
0 & \cos\theta & i\sin\theta & 0 \\
-i\sin\theta e^{-i\phi} & 0 & 0 & \cos\theta \\
\end{pmatrix}$$  \hspace{1cm} (V.35)

In which, with permission from relation (V.33), we can write $r = \cos\theta$ and $r' = \sin\theta$, for some real angle $\theta$. We can also write $q$ as $q = e^{i\varphi}$, for some "phase" angle $\varphi$. Thus we have,

$$R_{\alpha,\beta,q} = R_{t,\theta,\varphi} = e^{it}
\begin{pmatrix}
\cos\theta & 0 & 0 & -i\sin\theta e^{i\varphi} \\
0 & \sin\theta & \cos\theta & 0 \\
0 & \cos\theta & i\sin\theta & 0 \\
-i\sin\theta e^{-i\varphi} & 0 & 0 & \cos\theta \\
\end{pmatrix}$$  \hspace{1cm} (V.36)

If we let $t = 0$, and $\theta = -\frac{2\pi}{n}$, $n \geq 2$, in (V.36), we will recover $B_{n,\varphi}$ (1.14) obtained from cyclic group of order $n$, in Section III.

Let us compare matrices in (V.35) and (V.36) with the one in (1.14), more closely. We notice that, on one hand in (1.14) we had $a = \cos(-\frac{2\pi}{n})$ and $b = \sin(-\frac{2\pi}{n})$ (we consider them this way for the sake of this comparison) for integers $n \geq 2$. Whereas in (V.35) and (V.36) we have $r = \cos\theta$ and $r' = \sin\theta$, for any real value $\theta$. On the other hand a coefficient $e^{it}$ is multiplied to the matrix. But the latter change is only scaling a matrix by $e^{it}$ which in general always creates a new unitary solution to Y-B equation from an old one. Therefore the real gain is that, we have moved from discrete angles, $\frac{2\pi}{n}$, to continuous angles, $\theta$.

Also notice, when $t = 0$ in (V.36), $R_{0,\theta,\varphi}$ recaptures the matrix $R(\theta, \varphi)$ (IV.24) in Section IV directly, without going through the Yang-Baxterization process of Section III.

Lemma V.2. The quantum gate $R_{\alpha,\beta,q}$, (V.32), is entangling universal gate, if and only if $\alpha$ and $\beta$ both are non-zero.

Proof. Since, $R_{\alpha,\beta,q}(|00\rangle) = \alpha|00\rangle + \beta|11\rangle$, simple calculations shows that $R_{\alpha,\beta,q}$ is entangling if and only if $\alpha$ and $\beta$ both are non-zero. Then using the Brylinskis's Theorem [21] the proof is complete.

VI. QUANTUM GATES CORRESPOND TO CYCLIC GROUPS, GRADING NOT FORGOTTEN

In Section III, when we obtain $B_n$ from representation of the quasitriangular structure on the Hopf algebra $H = \mathbb{C}C_n$, we in fact, forget the grading, in the sense explained below. In this section we show that if we don’t forget the grading we can obtain different set of quantum gates from the same structure.

Let $H = \mathbb{C}C_n$ with the quasitriangular structure defined by [14],

$$R = \frac{1}{n} \sum_{a,b=0}^{n-1} \omega^{-ab} s^a \otimes s^b$$  \hspace{1cm} (VI.37)

where $s$ is the generator of $C_n$, satisfying relations $s^n = s^0 = 1$, and $\omega = e^{\frac{2\pi i}{n}}$.

The category, $C$ of all left $H$-modules, is known as the category of anyonic vector spaces [14]. The objects of $C$ are of the form $V = \bigoplus_{k=0}^{n-1} V_k$. They are $C_n$-graded representations of $\mathbb{C}C_n$ and the action of $C_n$ on $V$ is given by,

$$s \triangleright v = \omega^{|v|} v,$$

where $|v| = k$ is the degree of the homogeneous elements $v$ in $V_k$. The morphisms of $C$ are linear maps that preserve the grading.

The (so called) braiding map in $C$ is an isomorphism $\psi_V : V \otimes W \rightarrow W \otimes V$, for any two objects $V$ and $W$ in $C$, defined by,

$$\psi_V(v \otimes w) = \omega^{|v||w|} w \otimes v,$$  \hspace{1cm} (VI.38)

where $|v|$ and $|w|$ are the degrees of homogeneous elements $v$ and $w$ in objects $V$ and $W$, respectively. We are interested in the case when $W = V$. It is well known that $\psi_V : V \otimes V \rightarrow V \otimes V$ provides a solution to Y-B equation (I.1). Notice that here $V$ is a $C_n$-vector space, and $\psi_V$ preserves the grading. Therefore the grading is not forgotten.

Now, let $V$ be a two dimensional $C_n$-graded vector space, with the basis element $|0\rangle$ living in degree $[0]$ and the basis element $|1\rangle$ living in degree $[1]$. Then from formula (VI.38), the 4 by 4 matrix representation of $\psi_V$, in the standard basis $\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}$ for $V \otimes V$, is:

$$B_{\psi} =
\begin{pmatrix}
\omega^{|0|} & 0 & 0 & 0 \\
0 & \omega^{|0|} \otimes |1| & 0 & 0 \\
0 & 0 & \omega^{|1|} & 0 \\
0 & 0 & 0 & \omega^{|1|}
\end{pmatrix}$$  \hspace{1cm} (VI.39)

One can easily check that the gate $B_{\psi}$ is entangling, and therefore by [Berlinsky] theorem a universal gate, if and only if, $||0||^2 + ||1||^2 \neq 2||0||||1||$.

Remark VI.1. We notice that, for cyclic group $C_n$, the family of quantum gates $B_{\psi}$ obtained by this approach, in a sense, less interesting than the family $B_n$ obtained in Section II by forgetting the grading. However, the approach of the present section, if applied to other examples of quasitriangular Hopf algebras, might give interesting families of quantum gates. We will explore this, elsewhere.
VII. CONCLUSIONS

First, we have obtained in full detail an infinite family of quantum two qubit gates coming from the quasi-triangular Hopf algebra of the cyclic groups $C_n$, of any order $n$. A suitable $q$-deformation and the Yang-Baxterization correspond to those gates, enabled us to take two approaches for the ensuing physical Hamiltonian, responsible for the quantum entangling gate. Consequently, we have presented the concomitant physical interpretation and an application in obtaining the so-called Berry phase.

Next, we have introduced a more general family of quantum gates, which are the continuous version of the discrete family obtained from cyclic groups.

Finally we have shown that by not forgetting the grading imposed by the action of $C_n$, we obtain a different family of quantum two qubit gates corresponding to the cyclic groups $C_n$.
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APPENDIX. PROOF OF LEMMA II.1

Here we shall restate the Lemma II.1 and give a detailed proof of it.

Lemma II.1 restated: Let $C_n = \{1, s, s^2, \cdots, s^{n-1}\}$ be the cyclic group of order $n$, with the generator $s$, satisfying the relation $s^n = s^0 = 1$. Let $\omega = e^{\frac{2\pi}{n}}i$, and,

$$R = \frac{1}{n} \sum_{a,b=0}^{n-1} \omega^{-ab}s^a \otimes s^b \quad (\text{VII.40})$$

be the, well known [14], non-trivial quasi-triangular structure on the group Hopf algebra $\mathbb{C}C_n$. If we use the following $2$ by $2$ matrix representation of elements of $C_3$,

$$s^a = \begin{pmatrix} \cos \frac{2\pi a}{n} & -\sin \frac{2\pi a}{n} \\ \sin \frac{2\pi a}{n} & \cos \frac{2\pi a}{n} \end{pmatrix}, \quad a = 0, 1, \cdots, n-1 \quad (\text{VII.41})$$

then we will obtain a $4$ by $4$ representation of $R$ that has the following form,

$$R = \begin{pmatrix} \alpha & 0 & 0 & \beta \\ 0 & \alpha & -\beta & 0 \\ 0 & -\beta & \alpha & 0 \\ \beta & 0 & 0 & \alpha \end{pmatrix} \quad (\text{VII.42})$$

with, $\alpha = \cos \frac{2\pi}{n}$ and $\beta = -\sin \frac{2\pi}{n}$. In other words,

$$R = \begin{pmatrix} \cos \frac{2\pi}{n} & 0 & 0 & -i\sin \frac{2\pi}{n} \\ 0 & \cos \frac{2\pi}{n}i & \sin \frac{2\pi}{n} & 0 \\ 0 & \sin \frac{2\pi}{n} & \cos \frac{2\pi}{n} & 0 \\ -i\sin \frac{2\pi}{n} & 0 & 0 & \cos \frac{2\pi}{n} \end{pmatrix} \quad (\text{VII.43})$$

Proof. We need to have two slightly different approaches for when $n$ is even and when is odd. We proceed with odd case first. But many of the steps that we take in the proof of odd case will also be useful in the even case (especially Fact 3, below).

A. $n$ odd

When $n$ is odd, we partition the $n^2$ possible summands $\omega^{-ab}s^a \otimes s^b$ in $R$ by writing the terms correspond to $a = b = 0$ and $a = 0, b \neq 0$ first, followed by the rest of terms, as follows,

$$R = \frac{1}{n} \left[ 1 \otimes 1 + \sum_{b=1}^{n-1} [1 \otimes s^b + 1 \otimes s^{n-b}] \right] \quad (\text{VII.44})$$

$$+ \sum_{a=1}^{n-1} \sum_{b=0}^{n-1} \omega^{-ab}[s^a \otimes s^b + s^{n-a} \otimes s^{n-b}]$$

Next we observe the following facts, which play a crucial role in our subsequent calculations.

Fact 1: The aim here is to show that, in terms of above representation, $s^a \otimes s^b + s^{n-a} \otimes s^{n-b}$ has the specific form in (VII.45), below.

First we notice that $s^a$ which, for simplicity, for the moment, we show by $(A \ -B \ B \ A)$, corresponds to $\omega^a$. Therefore $s^{n-a}$ will correspond to $\omega^{-a}$ which is equal to the conjugate of $\omega^a$. This means, in terms of representation, $s^{n-a} = (s^a)^T = (A \ B \ -B \ A)$. Hence, for any $s^a = (A \ -B \ B \ A)$ and $s^b = (C \ -D \ D \ C)$, we have,

$$s^a \otimes s^b + s^{n-a} \otimes s^{n-b} = 2 \begin{pmatrix} AC & 0 & 0 & BD \\ 0 & AC & -BD & 0 \\ 0 & BD & AC & 0 \\ BD & 0 & 0 & AC \end{pmatrix} \quad (\text{VII.45})$$

Fact 2: Since, in terms of representation, $s^0 = I$, it is obvious that, in (VII.44), the representation of the term $1 \otimes 1$ is the $4$ by $4$ identity matrix $I$. Also the terms $1 \otimes s^b + 1 \otimes s^{n-b}$, in terms of representation, are diagonal matrices.
So far, based on Fact 1 and Fact 2, we know that $R$, in terms of representation, has the form,

$$R = \begin{pmatrix} \alpha & 0 & 0 & \beta \\ 0 & \alpha & -\beta & 0 \\ 0 & -\beta & \alpha & 0 \\ \beta & 0 & 0 & \alpha \end{pmatrix}$$  \hspace{1cm} (VII.46)

To prove the specific formulas, $\alpha = \cos \frac{2\pi}{n}$ and $\beta = -i \sin \frac{2\pi}{n}$, we proceed as follows.

**Fact 3 :** We claim that,

$$\sum_{a=1}^{n} \sum_{b=0}^{n-1} \omega^{-ab} [s^a \otimes s^b + s^{n-a} \otimes s^{n-b}] = n \begin{pmatrix} \cos \frac{2\pi}{n} & 0 & 0 & -i \sin \frac{2\pi}{n} \\ 0 & \cos \frac{2\pi}{n} & i \sin \frac{2\pi}{n} & 0 \\ 0 & i \sin \frac{2\pi}{n} & \cos \frac{2\pi}{n} & 0 \\ -i \sin \frac{2\pi}{n} & 0 & 0 & \cos \frac{2\pi}{n} \end{pmatrix}$$  \hspace{1cm} (VII.47)

To prove this, if we put back $s^a = \left( \cos \frac{2\pi a}{n} - i \sin \frac{2\pi a}{n} \right)$ and $s^b = \left( \cos \frac{2\pi b}{n} - i \sin \frac{2\pi b}{n} \right)$ in [VII.45] and use the familiar trigonometric identity $\cos x \cos y = \frac{1}{2}(\cos(x+y) + \cos(x-y))$ and $\sin x \sin y = \frac{1}{2}(\cos(x-y) - \cos(x+y))$, followed by $\cos x = \frac{1}{2}(e^{ix} + e^{-ix})$ and $\sin x = \frac{1}{2i}(e^{ix} - e^{-ix})$ we get:

$$s^a \otimes s^b + s^{n-a} \otimes s^{n-b} = \begin{pmatrix} X+Y & 0 & 0 & X-Y \\ 0 & X+Y & -(X-Y) & 0 \\ 0 & -(X-Y) & X+Y & 0 \\ X-Y & 0 & 0 & X+Y \end{pmatrix}$$  \hspace{1cm} (VII.48)

where $X = \cos \left( \frac{2\pi(a-b)}{n} \right) = \frac{1}{2}(e^{2\pi i(a-b)/n} + e^{-2\pi i(a-b)/n})$ and $Y = \cos \left( \frac{2\pi(a+b)}{n} \right) = \frac{1}{2}(e^{2\pi i(a+b)/n} + e^{-2\pi i(a+b)/n})$. Note that $X$ and $Y$ depend on $a$ and $b$.

From this, we see that the representation of the term $\sum_{a=1}^{n} \sum_{b=0}^{n-1} \omega^{-ab} [s^a \otimes s^b + s^{n-a} \otimes s^{n-b}]$, in (VII.44), is a 4 by 4 matrix, in which, the main diagonal contains the element $\sum_{a=1}^{n} \sum_{b=0}^{n-1} \omega^{-ab}(X+Y)$, and the other diagonal contains the element $\sum_{a=1}^{n} \sum_{b=0}^{n-1} \omega^{-ab}(X-Y)$ repeated twice with positive signs and twice with negative signs.

Let us simplify these elements. Recall, $\omega^{-ab} = e^{\frac{2\pi i(a-b)}{n}}$.

$$\sum_{a=1}^{n} \sum_{b=0}^{n-1} \omega^{-ab}(X+Y) = \frac{1}{2} \left[ e^{\frac{2\pi i(a-b)}{n}} + e^{\frac{-2\pi i(a-b)}{n}} \right]$$

$$+ \frac{1}{2} \left[ e^{\frac{2\pi i(a+b)}{n}} + e^{\frac{-2\pi i(a+b)}{n}} \right]$$

$$= \frac{1}{2} \sum_{a=1}^{n} \sum_{b=0}^{n-1} \left[ e^{\frac{2\pi i(a+b)(a-1)}{n}} + e^{\frac{-2\pi i(a+b)(a-1)}{n}} \right]$$

$$+ e^{\frac{2\pi i(a+b)(a+1)}{n}} + e^{\frac{-2\pi i(a+b)(a+1)}{n}}$$  \hspace{1cm} (VII.49)

Similarly,

$$\sum_{a=1}^{n} \sum_{b=0}^{n-1} \omega^{-ab}(X-Y) = \frac{1}{2} \sum_{a=1}^{n} \sum_{b=0}^{n-1} \left[ e^{\frac{2\pi i(a+b)(a-1)}{n}} - e^{\frac{-2\pi i(a+b)(a-1)}{n}} \right]$$

$$- e^{\frac{2\pi i(a+b)(a+1)}{n}} - e^{\frac{-2\pi i(a+b)(a+1)}{n}}$$  \hspace{1cm} (VII.50)

Now we use the following not so familiar trigonometric identities [32]. Suppose $a$ and $d$ are real and $d \neq 0$, then,

$$\sum_{b=0}^{n-1} \sin(a + bd) = \frac{\sin \left( \frac{a+d}{2} \right) \sin \left( \frac{n-1}{2}d \right)}{\sin \left( \frac{d}{2} \right)}$$

$$\sum_{b=0}^{n-1} \cos(a + bd) = \frac{\sin \left( \frac{a+d}{2} \right) \cos \left( \frac{n-1}{2}d \right)}{\sin \left( \frac{d}{2} \right)}$$  \hspace{1cm} (VII.51)

Together they imply that, as long as $d \neq 0$,

$$\sum_{b=0}^{n-1} e^{\frac{2\pi i(a+bd)}{n}} = \frac{\sin \left( \frac{n-a+d}{2} \right)}{\sin \left( \frac{d}{2} \right)} e^{\frac{2\pi i(n-a)/2}{n}} = 0$$  \hspace{1cm} (VII.52)

If we apply (VII.52) into (VII.49) and (VII.50), by taking $d$ to be $-a-1, a-1, a+1$, in the four terms involved there, respectively, we will see that only the two middle terms with $d = a-1$ or $d = -a+1$, have the chance of survival only when $a = 1$. Therefore (VII.49) and (VII.50) will reduce to:

$$\sum_{a=1}^{n} \sum_{b=0}^{n-1} \omega^{-ab}(X+Y) = \frac{1}{2} \left[ e^{\frac{2\pi i}{n}} + e^{\frac{2\pi i}{n}} \right]$$

$$= n \cos \frac{2\pi}{n}$$  \hspace{1cm} (VII.53)

$$\sum_{a=1}^{n} \sum_{b=0}^{n-1} \omega^{-ab}(X-Y) = \frac{1}{2} \left[ e^{\frac{-2\pi i}{n}} - e^{\frac{2\pi i}{n}} \right]$$

$$= -ni \sin \frac{2\pi}{n}$$  \hspace{1cm} (VII.54)
Therefore we have,

\[
\sum_{a=1}^{n-1} \sum_{b=0}^{n-1} \omega^{-ab} [s^a \otimes s^b + s^{n-a} \otimes s^{n-b}]
\]

\[
= n \begin{pmatrix}
\cos \frac{2\pi}{n} & 0 & 0 & -i \sin \frac{2\pi}{n} \\
0 & \cos \frac{2\pi}{n} & i \sin \frac{2\pi}{n} & 0 \\
0 & i \sin \frac{2\pi}{n} & \cos \frac{2\pi}{n} & 0 \\
-i \sin \frac{2\pi}{n} & 0 & 0 & \cos \frac{2\pi}{n}
\end{pmatrix}
\]

as desired.

Last thing to do is to show, the the first two parts in formula \ref{eq:7.43} add up to zero. This finishes the proof for \( n \) odd.

By a similar (and simpler) argument as in the paragraph preceding the equation \ref{eq:7.49}, we see that, the term \( \sum_{b=1}^{n-1} [1 \otimes s^b + 1 \otimes s^{n-b}] \) is a diagonal 4 by 4 matrix with the entry, \( 2 \sum_{b=1}^{n-1} \cos(\frac{2\pi b}{n}) \) repeated on the diagonal. On the other hand, again, using formula \ref{eq:7.51}, by taking \( a = 0 \), and \( d = \frac{2\pi}{n} \) we can simplify this entry to,

\[
2 \sum_{b=1}^{n-1} \cos(0 + b(\frac{2\pi}{n})) = 2[\sin(\frac{\pi}{n} + b\frac{2\pi}{n}) \cos(\frac{\pi}{n} + b\frac{2\pi}{n}) - 1] = 2[1 - 1] = -1
\]

\[
(\text{VII.55})
\]

This means, in terms of representation, \( \sum_{b=1}^{n-1} [1 \otimes s^b + 1 \otimes s^{n-b}] \) is simply \(-I\). Thus, in terms of representation,

\[
1 \otimes 1 + \sum_{b=1}^{n-1} [1 \otimes s^b + 1 \otimes s^{n-b}] = I - I = 0
\]

\[
(\text{VII.56})
\]

Applying formulas \ref{eq:7.47} and \ref{eq:7.56} into \ref{eq:7.44}, finishes the proof of Lemma \ref{lem:7.1} for \( n \) odd.

B. \( n \) even

When \( n \) is even, at some point, we need to consider two cases. Either \( \frac{n}{2} \) is also even (i.e. \( n \) is divisible by 4) or \( \frac{n}{2} \) is odd. But before that will make a good use of the works done in Fact 1-3.

First we partition the \( n^2 \) possible summands \( \omega^{-ab}s^a \otimes s^b \) in \( R \), by pairing them as follows.

\[
R = \frac{1}{n} \left( (1 \otimes 1 + 1 \otimes s^2) + (s^2 \otimes 1 + \omega^{-\frac{2\pi}{n}} s^2 \otimes s^2) \right.
\]

\[
+ \left( \sum_{b=1}^{n-1} [1 \otimes s^b + 1 \otimes s^{n-b}] \right) + \left( \sum_{b=1}^{n-1} \omega^{-\frac{2\pi}{n}} [s^b \otimes s^b + s^{n-b} \otimes s^{n-b}] \right)
\]

\[
+ \sum_{b=0}^{n-1} \omega^{-ab} [s^a \otimes s^b + s^{n-a} \otimes s^{n-b}] \right)
\]

\[
(\text{VII.57})
\]

Based on Fact 1 and a similar argument as in Fact 2, it is clear that \( R \) has the desired form. Also Fact 3 can be applied to the last (fifth) part in the formula \ref{eq:7.57}, i.e. in terms of representation,

\[
\sum_{a=1}^{n-1} \sum_{b=0}^{n-1} \omega^{-ab} [s^a \otimes s^b + s^{n-a} \otimes s^{n-b}] = \sum_{a=0}^{n-1} \sum_{b=0}^{n-1} \omega^{-ab} [s^a \otimes s^b + s^{n-a} \otimes s^{n-b}]
\]

\[
(\text{VII.58})
\]

Therefore to finish the proof we need to show that the first four parts in the formula \ref{eq:7.57} will add up to zero, in terms of representation. In the following we state some facts and use them to prove this.

Fact 4:

Since \( n \) is even and \( \omega^n = \omega^0 = 1 \), we have \( \omega^{\frac{2\pi}{n}} = -1 \), \( \omega^{\frac{2\pi}{n} \pm a} = -\omega^a \) and, in terms of above presentation, \( s^a \pm \frac{\pi}{n} = -s^a \) for \( a = 0, 1, \ldots, n-1 \). In particular for \( a = 0 \), and \( s^\pm \frac{\pi}{n} = -I \). Also \( \omega^{2\pi} = \omega^{-2\pi} = (-1)^a \)

Using this fact, the first and second parts in the formula \ref{eq:7.57}, in terms of representation are:

\[
(1 \otimes 1 + 1 \otimes s^2) = I \otimes I + I \otimes (-I) = 0
\]

\[
(\text{VII.59})
\]

\[
(s^2 \otimes 1 + \omega^{-\frac{2\pi}{n}} s^2 \otimes s^2) = ((-1)^\frac{\pi}{n} - 1)I \otimes I = ((-1)^\frac{\pi}{n} - 1)I
\]

\[
(\text{VII.60})
\]

Now we move to the third and fourth parts. The forth part in \ref{eq:7.57} can be written as follows,

\[
\sum_{b=1}^{n-1-\frac{\pi}{n}} \omega^{-\frac{2\pi}{n}} [s^b \otimes s^b + s^{n-b} \otimes s^{n-b}]
\]

\[
= \sum_{b=1}^{n-1} (-1)^b [(-I) \otimes (-s^{b-\frac{\pi}{n}}) + (-I) \otimes (-s^{n-(b-\frac{\pi}{n})})]
\]

\[
= \sum_{b=1}^{n-1} (-1)^b (-1)^b' [(-I) \otimes (-s^{b'}) + (-I) \otimes (-s^{n-b'})]
\]

\[
(\text{VII.60})
\]

\[
= \sum_{b=1}^{n-1} (-1)^b (-1)^b' [I \otimes s^b + I \otimes s^{n-b}]
\]

\[
(\text{VII.60})
\]
Here in the third line we have made a change of variable $b' = b - \frac{\pi}{n}$. Now if we add this to the third part, we have, for the third and forth part in (VII.57),

\[
\sum_{b=1}^{\frac{3}{2}} [I \otimes s^b + I \otimes s^{n-b}] + \sum_{b=1}^{\frac{3}{2}} (-1)^b [I \otimes s^b + I \otimes s^{n-b}] = \sum_{b=1}^{\frac{3}{2}} (1 + (-1)^b) [I \otimes s^b + I \otimes s^{n-b}] = (VII.61)
\]

The last step is also a result of Fact 1. Now we are in the position to prove that the right hand sides of equations (VII.60) and (VII.61) add up to zero. Here is when we need to consider two following cases:

**Case 1.** $\frac{n}{2}$ is even: In this case the outcome of the equation (VII.60) is zero, and also the outcome of the equation (VII.61) is equal to,

\[
\sum_{b=1}^{\frac{3}{2}} 2(1 + (-1)^b) \left( \begin{array}{cccc}
\cos \frac{2b\pi}{n} & 0 & 0 & 0 \\
0 & \cos \frac{2b\pi}{n} & 0 & 0 \\
0 & 0 & \cos \frac{2b\pi}{n} & 0 \\
0 & 0 & 0 & \cos \frac{2b\pi}{n}
\end{array} \right) = 0
\]

The last equality is based on the following fact, which could be verified, easily.

**Fact 5:** When $n$ and $\frac{n}{2}$ both are even,

\[
\sum_{b=2, \ b \ even}^{\frac{n}{2}} \cos \frac{2b\pi}{n} = 0 \quad (VII.62)
\]

**Case 2.** $\frac{n}{2}$ is odd: In this case the outcome of the equation (VII.60) is $-2I$. Also the outcome of the equation (VII.61) is equal to,

\[
\sum_{b=1, \ b \ odd}^{\frac{n}{2}-1} 2(1 + (-1)^b) \left( \begin{array}{cccc}
\cos \frac{2b\pi}{n} & 0 & 0 & 0 \\
0 & \cos \frac{2b\pi}{n} & 0 & 0 \\
0 & 0 & \cos \frac{2b\pi}{n} & 0 \\
0 & 0 & 0 & \cos \frac{2b\pi}{n}
\end{array} \right) = 2I
\]

The last equality is based on the following fact, which could be verified, easily.

**Fact 6:** When $n$ is even and $\frac{n}{2}$ is odd,

\[
\sum_{b=2, \ b \ odd}^{\frac{n}{2}} \cos \frac{2b\pi}{n} = \frac{1}{2} \quad (VII.63)
\]

This finishes the proof.

[1] Lo, H.-K., Popescu, S., Spiller, T.: Introduction to Quantum Computation and Information. World Scientific, River-Edge (1998)
[2] Galindo, A., Martín-Delgado, M.A.: Information and computation: classical and quantum aspects. Rev. Mod. Phys. 74, 347 (2002)
[3] Nielsen, M. A., Chuang, I. L.: Quantum Computation and Quantum Information. Cambridge University Press, Cambridge (2000)
[4] Williams, C.P., Clearwater, S.H.: Explorations in Quantum Computing. Springer, New York (1997)
[5] Williams, C.P.: Quantum Computing and Quantum Communications. Springer, Berlin (1998)
[6] Ekert, A.: Quantum cryptography based on Bell’s theorem. Phys. Rev. Lett. 67, 661 (1991)
[7] Bennett, C.H., Brassard, G., Crepeau, C., Jozsa, R., Peres, A., Wootters, W.K.: Teleporting an unknown quantum state via dual classical and Einstein-Podolsky-Rosen channels. Phys. Rev. Lett. 70, 1895 (1993)
[8] Bennett, C.H., Wiesner, S.J.: Communication via one- and two-particle operators on Einstein-Podolsky-Rosen states. Phys. Rev. Lett. 69, 2881 (1993)
[9] Ekert, A., Jozsa, R.: Quantum computation and Shor’s factoring algorithm. Rev. Mod. Phys. 68, 773 (1996)
[10] Berman, G.P., Doolen, G.D., Mainieri, R., Tsifrinovich, V.I.: Introduction to Quantum Computers. World Scientific, Singapore (1998)
[11] Louis H. Kauffman, Samuel J. Lomonaco, Jr. Quantum entanglement and topological entanglement, New Journal of Physics 4 (2002) 73.173.18
[12] Louis H. Kauffman, Samuel J. Lomonaco, Jr., Entanglement criteria- quantum and topological, Quantum Information and Computation, 51 2003
[13] Louis H. Kauffman, Samuel J. Lomonaco, Jr., Braid operators are universal quantum gates, New Journal of Physics 6 (2004) 134
[14] S. Majid, Foundations of quantum group theory (Cambridge University Press, Cambridge, 1995).
[15] Ch. Kassel, Quantum groups (Graduate Texts in Mathematics, 155. Springer-Verlag, New York, 1995).
[16] V. F. R Jones, A polynomial invariant for knots via Von Neumann algebras, Bulletin (New Series) of the American Mathematical Society, Volume 12, Number 1, January 1985, 103-111
[17] Louis H. Kauffman, State models and the Jones polynomial. Topology 26 (1987), no. 3, 395–407
[18] V. G. Turaev, The Yang-Baxter equation and invariants
of links, Inventiones mathematicae October 1988, Volume 92, Issue 3, pp 527-553

[19] YangBaxterizations, Universal Quantum Gates and Hamiltonians, Quantum Information Processing August 2005, Volume 4, Issue 3, pp 159-197

[20] Yong Zhang, Louis H. Kauffman, Mo-Lin Ge, Universal Quantum Gates, YangBaxterizations and Hamiltonians, Journal of Quantum Information, Vol. 3, No. 4 (2005) 669678

[21] JL Brylinski, R Brylinski, Universal quantum gates, Mathematics of Quantum Computation, 2002

[22] Jing-Ling Chen, Kang Xue, and Mo-Lin Ge, Braiding transformation, entanglement swapping, and Berry phase in entanglement space, Phys. Rev. A 76, 042324 2007

[23] H. A. Dye, Unitary Solutions to the YangBaxter Equation in Dimension Four, Quantum Information Processing, April 2003, Volume 2, Issue 1, pp 117-152

[24] Eric Pinto, Marco A. S. Trindade, J. D. M. vianna, Quasitriangular Hopf algebras, braid groups and quantum entanglement, International Journal of Quantum Information Vol. 11, No. 7 (2013) 1350065

[25] Gorjan Alagic, Michael Jarret, and Stephen P. Jordan, Yang-Baxter operators need quantum entanglement to distinguish knots, [http://arxiv.org/pdf/1507.05979.pdf]

[26] C.-L. Ho, A. I. Solomon, and C.-H. Oh, Quantum entanglement, unitary braid representation and Temperley-Lieb algebra, EPL (Europhysics Letters), Volume 92, 2010

[27] Jarmo Hietarinta, All solutions to the constant quantum Yang-Baxter equation in two dimensions, Physics Letters A, Vol. 165, p. 245-251 North Holland, 1992

[28] Y.Cheng, M L Ge, and K Xue, Yang-Baxterization of Braid Group Representations, Commun. Math. Phys. 136, 195-208 (1991)

[29] A. Pal, E. I. Rashba, and B. I. Halperin, Exact CNOT gates with a single nonlocal rotation for quantum-dot qubits, Phys. Rev. B 92, 125409 (2015).

[30] Geometric Phases in Physics, edited by A. Shapere and F. Wilczek (World Scientific, Singapore, 1989).

[31] A. Barenco, A Universal Two-Bit Gate for Quantum Computation, Proceedings: Mathematical and Physical Sciences 449 (1937), 679 (1995).

[32] Micheal P. Knapp, Sines and Cosines of Angles in Arithmetic Progression, Mathematics Magazine, VOL. 82, NO. 5, 2009