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Abstract—This paper proposes an efficient FDTD technique for determining electromagnetic fields interacting with a finite-sized 2D and 3D periodic structures. The technique combines periodic boundary conditions—modelling fields away from the edges of the structure—with independent simulations of fields near the edges of the structure. It is shown that this algorithm efficiently determines the size of a periodic structure necessary for fields to converge to the infinitely-periodic case. Numerical validations of the technique illustrate the savings concomitant with the algorithm.

I. INTRODUCTION

Periodic structures are common geometries in electromagnetics, appearing in such forms as frequency selective surfaces, electromagnetic band gap media, photonic crystals, antenna arrays and metasurfaces, among others.

A common way to simulate infinitely periodic structures in the Finite-Difference Time-Domain (FDTD) method is by employing periodic boundary conditions (PBCs). PBCs collapse an infinitely-long periodic domain into a single unit cell. PBC simulations have been successfully used to extract transmission and reflection spectra, attenuation constants, Brillouin diagrams, among others.

Although PBCs are effective at simulating infinitely-periodic structures, the assumption of infinite extent is non-physical. Fields obtained by simulations with PBCs are thus necessarily approximations of real finite-sized periodic structures. The approximations become increasingly worse closer to the edges of the structure, where the periodicity ends. Many analytical, semi-analytical and method-of-moments models for analyzing truncated structures have been discussed in the literature. In general, full-scale simulations of finite periodic structures—without PBCs—are typically run to precisely determine edge effects. Full-sized simulations can be computationally intensive.

This paper advances a technique for accurately simulating fields interacting with finite-sized periodic structures. This hybrid method takes advantage of the periodicity of the structure while also effectively capturing the edge effects.

First, the mathematical and theoretical background on periodic boundary conditions in FDTD is outlined. Next, the array scanning method, an algorithm used to remove unwanted periodic sources from PBC simulations, is presented. The methodologies for efficiently simulating finite two- and three-dimensional periodic structures are described and numerical results are provided. Convergence quantification metrics are defined to numerically measure accuracy of results obtained through the algorithm.

Because of their computational efficiency, PBCs are heavily employed in the design of periodic structures. However, PBCs simulate infinite, practically unrealizable, structures. A pertinent question is how many unit cells of a finite periodic structure are needed to approximate the behavior of an infinite one. This question is addressed in the final section of this paper.

II. PERIODIC BOUNDARY CONDITIONS (PBCs)

Before discussing the proposed algorithm, a mathematical background for FDTD PBCs is provided, with a discussion on the array scanning method (ASM).

Let \( \mathbf{U}(r) \) represent an electromagnetic field in a three-dimensional periodic structure (periods \( d_x, d_y \) and \( d_z \) in the \( x, y \) and \( z \) directions respectively). Floquet’s theorem states that for phasor \( \tilde{U} \):

\[
\tilde{U}(r + \mathbf{d}) = \tilde{U}(r)e^{-j\mathbf{k} \cdot \mathbf{d}} \tag{1}
\]

where \( \mathbf{d} = n_x d_x \hat{x} + n_y d_y \hat{y} + n_z d_z \hat{z} \) is the lattice vector of the structure \( (n_x, n_y, n_z \in \mathbb{Z}) \) and where \( \mathbf{k} = k_x \hat{x} + k_y \hat{y} + k_z \hat{z} \) is the reciprocal (Bloch) wave vector. Define the inverse Fourier transform of \( \tilde{U} \) as

\[
U_s(r, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{U}(r, \omega)e^{j\omega t} \, d\omega \tag{2}
\]

so that the real and imaginary parts of \( U_s \) correspond to physical time-domain fields in quadrature. The field \( U_s \) additionally satisfies the Floquet condition (equation (1)).

Both the real and imaginary components of \( U_s \) may be simultaneously simulated using the FDTD algorithm. Then, the complex-valued Floquet condition, which relates fields one period apart, may be used as a periodic boundary condition over a unit cell. The wave vector \( \mathbf{k} \) of the real and imaginary parts of \( U_s \) is set by the PBCs.

To illustrate the implementation of FDTD PBCs, consider a structure that is periodic in the \( z \) direction with a unit cell \( d_z \), as shown in Fig. 1. Introducing auxiliary \( H_y \) nodes one half-Yee cell outside the periodic domain at \( z = d_z + \Delta z / 2 \), the PBC update equations may be written as

\[
E_z(x, 0) = E_z(x, d_z)e^{jk_z d_z} \tag{3}
\]

\[
H_y(x, d_z + \Delta z / 2) = H_y(x, \Delta z / 2)e^{-jk_z d_z} \tag{4}
\]

FDTD PBCs can impose periodicity in more dimensions similarly.

As mentioned, PBCs can be used to efficiently determine useful parameters and properties of periodic structures. They can be used to produce reflection and transmission spectra.
diagrams, Brillouin diagrams and determine attenuation constants. Of particular importance to this paper, however, is that PBCs can be used to determine fields due to finite sources interacting with periodic structures using the array scanning method.

A. Array Scanning Method (ASM)

PBCs operate by translating fields from one edge of the periodic domain to the other side, with a complex phase shift. When fields produced by a source arrive at a PBC, they appear at the opposite side of the simulation with a phase shift (see Fig. 2). This produces the effect of having infinite periods with sources in each period. The image sources have a linearly progressive phase shift from one unit cell to the next, set by the wave vector \( \mathbf{k} \) used in the PBC formulation. Explicitly, a simulation of a structure which is periodic in the \( z \) direction generates the field \( U_{\infty} \) such that:

\[
U_{\infty}(x, y, t, k_y) = \sum_{n=-\infty}^{\infty} U_n(x, y, t) e^{-j k_y n d_y} \tag{5}
\]

where \( U_n(x, y, t) = U_0(x, y - n d_y, t) \) represents the fields generated by a source in unit cell \( n \).

The orthogonality of the complex exponential may be used to extract fields due to sources in unit cell \( n \):

\[
U_n(x, y, t) = \frac{d_y}{2\pi} \int_{-\pi/d_y}^{\pi/d_y} U_{\infty}(x, y, t, k_y) e^{j k_y n d_y} dk_y. \tag{6}
\]

In three-dimensional periodic structure (size \( d_x \times d_y \times d_z \)), the field \( U_{l,m,n} \) due to a source in the \( (l, m, n) \) unit cell is:

\[
U_{l,m,n}(r, t) = \frac{d_x d_y d_z}{(2\pi)^3} \int_{-\pi/d_x}^{\pi/d_x} \int_{-\pi/d_y}^{\pi/d_y} \int_{-\pi/d_z}^{\pi/d_z} U_{\infty}(r, t, k) e^{j(k_x l + k_y m + k_z n) / d} dk_x dk_y dk_z. \tag{7}
\]

where \( d = (ld_x, md_y, nd_z) \).

This integration procedure is known as the array scanning method \([13]-[16]\), which provides a technique for removing unwanted source images.

Equation (6) may be approximated by numerical integration of fields determined by FDTD. \( U_{\infty} \) can be evaluated from a single simulation, where \( k_y \) is set by the PBCs. The various simulations used to approximate equation (6) are disjoint and may be run simultaneously.

One of the most robust quadrature techniques for estimating equation (6) is the midpoint rectangular rule:

\[
U_n^M = \frac{1}{M} \sum_{m=0}^{M-1} I \left( k_y = \Delta k_y \left( m + \frac{1}{2} \right) - \frac{M}{2} \right) \tag{8}
\]

where \( I = U_{\infty}(x, y, t, k_y) e^{j k_y n d_y} \) is the integrand of equation (6) and \( \Delta k_y = 2\pi/(Md_y) \). This formula removes the effect of image sources in \( M \) unit cells to either side of unit cell \( n \) exactly, up to a numerical error. The midpoint rectangular rule has been additionally found to outperform higher order integration methods \([16]\).

Using the midpoint rectangular rule, it is straightforward to select quadrature order \( M \) to be large enough that fields from parasitic images do not enter a region of interest within a time \( t_0 \). Suppose fields in a region \( a \) units to either side of a source are desired in a periodic structure of period \( d \) (shown in Fig. 3). If \( M \) is sufficiently large, the wavefront from a parasitic image source will reach the boundary of the region of interest at the end of the simulation, meaning \( c t_0 = M d - a \) where \( c \) is the speed of light. Selecting the integration order to be at least \( M = \lceil (ct_0 + a)/d \rceil \) ensures that fields from unwanted image sources will not enter the region of interest by \( t_0 \).
Symmetry with respect to the periodic directions (as in Fig. 6) may be exploited to reduce the ASM integration order. When the field generated by sources in the center period $U_0$ is even:

$$U_n(x, y, t) = \frac{d_y}{2\pi} \int_0^{\pi/d_y} (U_{\infty}(x, y, t, k_y) e^{ik_ynd_y} + U_{\infty}(x, -y, t, k_y) e^{-ik_ynd_y}) \, dk_y,$$

When $U_0$ is odd:

$$U_n(x, y, t) = \frac{d_y}{2\pi} \int_0^{\pi/d_y} (U_{\infty}(x, y, t, k_y) e^{ik_ynd_y} - U_{\infty}(x, -y, t, k_y) e^{-ik_ynd_y}) \, dk_y.$$  

(10)

The domain of integration of these integrals is half of that in equation (6). Therefore, the computation of these integrals requires half as many simulations to be approximated at a given precision.

### III. General Methodology

Simulations with PBCs produce fields which behave as though they interact with an infinitely periodic structure. Therefore, fields obtained through simulations with PBCs may be reasonably used as approximations of fields interacting with finite periodic structures far from the edges of the structure where the periodicity ends.

Fields determined by PBC simulations may then be injected into a full-size FDTD simulation of the edge unit cells using the Total-Field Scattered-Field (TF/SF) source condition \[1\]. With the TF/SF boundary “replaying” the fields from the PBC simulation, only the edges of the structure need to be simulated to sufficiently capture the edge effects. When there is a sufficient number of periods included in the simulation of the edges of the structure, there is a smooth transition between fields obtained by the ASM and fields obtained from the simulation of the edges. At this point, fields obtained by the ASM and fields obtained from the simulation of the edges may be patched together to obtain a continuous field. Fig. 4 shows how the infinite structure provides an estimate for the fields in the inner region (far from the edges), and a simulation of the edges alone can estimate the edge fields. The fields of the inner and edge regions are pasted together at the interfaces between the regions, as shown. The procedure is outlined schematically in Fig. 5.

The TF/SF boundary reproduces the fields propagating along an infinitely periodic structure. If there were an infinite number of edge unit cells, there would be no fields in the scattered-field (SF) region. Since the simulation of the edges is finite, however, some fields will not behave precisely as the TF/SF boundary anticipates, so some fields will appear behind the boundary. The fields in the SF region become less pronounced as more periods along the edge are simulated. In any case, an absorber should be placed behind the TF/SF boundary in the SF region to absorb these fields and prevent them from being reflected back.

Some time $t_s$ is required for wavefronts to reach the planes along which sampling takes place in the ASM simulations. This means that time $t_s$ is required to elapse before the...
TF/SF boundaries start emitting any fields at all. For instance, consider a source positioned in a periodic structure as Fig. 6. If $l$ is the shortest distance between the source and a one of the sides of the inner region (where sampling takes place), waves arrive at the nearest inner region boundary at time $t_s = l/c$ or later. Thus, there is no need to record (or replay) fields before time $t_s$.

It should be noted that only one set of ASM simulations is necessary to extract tangential fields over internal regions of several sizes. This is possible because the ASM may be used to extract fields anywhere along the infinitely-periodic structure, given that the ASM integration order is sufficiently high. Additionally, several simultaneous simulations of the edges may be carried out by parallelization.

In a two-dimensional simulation, a periodic surface has two disconnected edges (see Fig. 6), in which case each edge may be simulated independently. A three-dimensional periodic structure has edges continuously running along the edges of a rectangle, shown in Fig. 11 which inhibits the separation of the edges from each other. The two- and three-dimensional cases are discussed individually below.

In sum, the proposed algorithm may be broken into a two-step process. First, the ASM is used to record fields tangential to the periodic faces (several periods away from the source) as a function of time. Second, a simulation of the edges is performed, where the fields previously determined by the ASM are injected into the simulation using the TF/SF source formulation.

All simulations below were performed using MATLAB on a computer with a quad-core 3.00 GHz Intel Core i5-7400 processor and 8 GB of RAM.

IV. 2D Finite-Sized Structure Simulations

Two-dimensional simulations may be used to model structures and sources with infinite length in one axis. In many situations, two-dimensional simulations can be used to efficiently approximate physical structures.

Consider a structure made up of $N^E$ edge unit cells at either side of the structure and $2N^I + 1$ internal unit cells as shown in Fig. 6. First, a single unit cell of the structure is simulated with PBCs (as in Fig. 7a). The ASM is used to determine electric and magnetic fields perpendicular to the direction of periodicity. $N^I$ periodic unit cells to either side of the first unit cell as functions of time. The position on the computational unit cell is shown as a red dotted line in Fig. 7a. That is, the ASM may be used to record the fields

$$E_z(x, (N^I + 1/2)d_y, t), \quad H_x(x, (N^I + 1/2)d_y, t)$$  \hspace{2cm} (11)

and

$$E_z(x, -(N^I + 1/2)d_y, t), \quad H_x(x, -(N^I + 1/2)d_y, t).$$  \hspace{2cm} (12)

The recorded fields can then be “replayed” in a simulation of a finite number of unit cells to model the edge of periodic structure (as in Fig. 7b). Some space in the SF region may be used as buffer between the source and the PML.

![Fig. 6. A periodic grating in two dimensions. The inner region of $2N^I + 1$ unit cells may be approximated by the ASM, and the outer edge regions of $N^E$ unit cells may be simulated separately.](image)

![Fig. 7. Schematic of (a) a single unit cell simulation and (b) of the edge effects simulation of the subwavelength grating. The red dotted line in (a) displays where electric and magnetic fields are sampled. The red dotted line in (b) represents the TF/SF boundary at which the recorded fields are injected into the simulation. The “total-field” (TF) and “scattered-field” (SF) regions are denoted. Ten periods of the grating appear in the SF region, while $N^E + 0.5$ periods of the grating are in the TF region.](image)

A. Finite-Sized 2D Subwavelength Grating

In order to illustrate the procedure, a 2D transverse-electric (TE) simulation of a 200-unit cell subwavelength metallic grating was performed. Subwavelength gratings have been studied for their ability to convert evanescent waves into propagating waves, making them useful in lensing applications [17, 18]. They have also been used as reflectors [19] and optical switches [20].

First, a simulation of a single unit cell of the grating was carried out, with PBCs (see Fig. 7a). The operating frequency of the structure was set to $f_{op} = 12$ GHz. The simulation was run for $2^{12}$ steps.

The dimensions were set to $d_x = 4.37$ cm and $d_y = 1.25$ mm in the $x$ and $y$ directions respectively. The perfect electric conductor (PEC) making up the metal of the grating...
spanned half of the unit cell and was one Yee cell thick.

The domain was discretized into 361 and 889 Yee cells in the \( x \) and \( y \) directions respectively (\( \Delta x = \Delta y = \lambda/160 \)) in order to finely model the subwavelength features of the fields and grating. A Courant number of 0.9 was chosen to calculate the time step.

The boundaries parallel to the \( x \) axis were lined by 40-cell-thick perfectly-matched layers (PMLs). The boundaries parallel to the \( y \) axis were bordered by PBCs.

The source excitation was defined as a Gaussian electric current \( J_y \) containing the operating frequency. The source was positioned \( \lambda/4 \) units to the side of the grating. The ASM was used to record fields along one boundary parallel to \( x \) (denoted by a red dashed line on the simulated unit cell in Fig. 7a) as a function of time.

Symmetry was exploited to improve ASM efficiency (see section II-A). Fields from this simulation were used to approximate the internal region of the grating, away from the edges. Another simulation was then carried out to approximate the fields by the edges (see Fig. 7b). The discretization of space and time of this simulation matches that of the PBC simulation described above, as does the dimension parallel to the \( x \) axis, the positioning of the grating and the PML parameters.

The simulation of the edge had PMLs along each boundary. Ten unit cells of the grating were placed between the TF/SF boundary and the PML, in the SF region. The number of periodic unit cells in the SF region does not appear to greatly change the field patterns in the TF (total-field) region. A variable number of unit cells of the grating were located in the TF region. Empty space spanning \( 5 \) cm was included in the \( y \) direction, shown below the grating in Fig. 7b.

Sampling was performed along lines positioned at \( \lambda \) and \( \lambda/20 \) units away from the grating (on the opposite side of the source) and Fourier transformed at the operating frequency. Fields obtained from a finite simulation, from the ASM simulation (i.e. a simulation of an infinitely-periodic grating) and from the grating edge simulation are shown in Fig. 8. The simulations of the edges were carried out with 25 edge unit cells and without any edge unit cells. Fields to either side of the TF/SF boundary are included in these plots.

Edge effects and the beginnings of side lobes are visible in both plots. There are strong ripples around the edges in particular. Edge fields can be accurately estimated with very few, or even no edge unit cells. However, if one wants to smoothly merge the fields obtained by the ASM and the fields obtained via the edge unit cells simulation to produce a single continuous field, several unit cells may need to be included in the edge unit cells simulation as the ASM may be insufficient to describe fields near the edges. In Fig. 8a, for example, the ASM fields may be merged more readily with the 25-unit-cell simulation of the edge than with the 0-unit-cell simulation.

![Normalized magnitudes of frequency-domain \( E_z \) field samples at (a) \( \lambda \) units from the grating and (b) \( \lambda/20 \) units from the grating. Each plot shows fields from full-sized simulations of a 200-unit-cell grating (labelled in the legend as “Full”), fields obtained from the ASM, and fields captured in the simulation of edge unit cells. In the latter case, the legend entry is the number of edge unit cells simulated \( (N^E) \). A vertical dashed line marks the end of the grating. An inset shows a magnification of the region near the edge of the grating. The transitions of the fields of the edge-cell simulations from the SF region, where fields are low, to the TF regions, where fields track those of the full simulation, are distinguishable.](image)

### B. Computational Cost Analysis

The times taken to complete the full-sized simulations, the ASM simulations and the edge unit cells simulations were recorded. Due to symmetry, only half of the grating was simulated. A perfect magnetic conductor (PMC) was placed along the symmetry axis to produce the desired field symmetry profile.

Table I describes the timing of the ASM and edge unit cell simulations when \( N^E = 0 \) and \( N^E = 25 \) edge unit cells are considered. The time taken to simulate the entire structure is included as well. The full simulation time assumes ASM parallelization.
Consider a structure which is periodic in the \( x \) and \( z \) directions in a three-dimensional simulation, as in Fig. 9. The algorithm outlined below is used to estimate the fields throughout the structure following the two-step process described previously (section IV-A). The structure is periodic in the \( x \) and \( z \) directions, and edge effects are negligible, to be \( N^E_z \) unit cells on either side of the center unit cell in the \( x \) direction, and \( N^E_z \) unit cells on either side of the center unit cell in the \( z \) direction (see Fig. 9). The ASM can then be used to record tangential fields along the boundary of the inner region. That is, the ASM can be used to record:

\[
\begin{align*}
U_x(x, y, (N^E_z + 1/2)d_z, t), & \quad U_y(x, y, (N^E_z + 1/2)d_z, t) \\
U_x(x, y, -(N^E_z + 1/2)d_z, t), & \quad U_y(x, y, -(N^E_z + 1/2)d_z, t)
\end{align*}
\]

where \(|x| \leq (N^E_x + 1/2)d_x\) and

\[
\begin{align*}
U_y((N^E_x + 1/2)d_x, y, z, t), & \quad U_z((N^E_x + 1/2)d_x, y, z, t) \\
U_y(-(N^E_x + 1/2)d_x, y, z, t), & \quad U_z(-(N^E_x + 1/2)d_x, y, z, t)
\end{align*}
\]

where \(|z| \leq (N^E_z + 1/2)d_z\). In these expressions, \( U_i \) denotes both electric and magnetic field components.

The recorded fields are then used to estimate the fields near the edges. As shown in Fig. 11, the recorded fields are injected several unit cells away from the edges in the periodic directions. An absorber should be placed behind the TF/SF boundary in the SF region to prevent reflections of fields in the SF region back into the TF region. As with the 2D simulation (section IV-A), some space should be left between the TF/SF boundary and the absorber as a buffer zone for the absorber and to facilitate accuracy quantification of the algorithm (see section VI). The absorber in the SF region should not be a standard PML, since convex PMLs are not stable.

In the region enclosed by the absorber, fields do not need to be simulated since the ASM simulation estimates the fields within this region. No updates are required within this region.

A. Numerical Results: Finite-Sized 3D Photonic Crystal

A 3D model of a periodic photonic crystal was simulated to illustrate the procedure of edge-effects determination. The photonic crystal simulated is notable due to its exhibition of negative refraction at all angles of incidence, making it useful in lensing applications.

The photonic crystal was composed of a dielectric slab with a relative permittivity \( \varepsilon_r = 12.0 \) centered at the origin, with...
staggered rows of vacuum-cylinders (radius $r = 33.6 \text{ nm}$) in the $z$-direction (see Fig. 9). The period in the $x$ and $y$ directions was $a_s = 135.7 \text{ nm}$. Since the infinite structure was uniform in the $z$ direction in the ASM simulation (see Fig. 10b), the period was chosen to be $a_s$. The photonic crystal was four periods thick in the $y$ direction, while the size of the crystal may be varied in the other axes. Throughout this section, the photonic crystal studied had 11 unit cells in both the $x$ and $z$ directions.

The slab was excited by a Gaussian magnetic current point source $M_z$ located at a distance $r$ away from the slab face (i.e. at $y = -2a_s - r$) in the $x = z = 0$ plane. The excitation spanned frequencies between $f_{\text{min}} = 0 \text{ PHz}$ and $f_{\text{max}} = 1.2 \text{ PHz}$ in order to enclose the operating frequency $f_{\text{op}} = 600 \text{ THz}$ (cyan visible light).

The domain was discretized as $\Delta x = \Delta y = 8.58 \text{ nm}$ in the $x$ and $y$ directions. The $z$ axis, along which the photonic crystal is uniform, was discretized in intervals of $\Delta z = 22.8 \text{ nm}$.

A single unit cell was simulated using the ASM to calculate the fields in the internal region (see Fig. 10). In the simulation of the edge effects, the inner region (in which no FDTD updates occur) was surrounded by first-order Mur’s absorbing boundary conditions (ABC) [11]. The border of the ABC block was located one period $a_s$ from the TF/SF sources in the $x$ and $z$ directions in all simulations, as illustrated in Fig. 11. The number of periodic unit cells in the SF region between the ABC and the TF/SF boundary does not appear to greatly change the field patterns in the TF region.

The simulation region was terminated with PMLs (thickness 12.5 nm), located 25.0 nm from the edges of the photonic crystal.

The Courant number was set to 0.9 and the simulation was run for $2^9$ time steps. A sample of $H_z$ at $(x, 2a_s + 36.5 \text{ nm}, 0)$—lying along the image plane of the source [21]—was measured and Fourier transformed at the operating frequency $f_{\text{op}}$. The sample magnitudes at various numbers of edge unit cells is shown in Fig. 12 and are compared against the full-sized simulation of the finite photonic crystal. Fields to either side of the TF/SF boundary are shown in these plots. $H_z$ fields from full finite simulations and from the algorithm described here are presented throughout the entire $z = 0$ plane in Fig. 13.

Good correspondence exists between the fields from the full-sized simulations versus fields combined from the ASM simulations and from the simulation of the edge unit cells, when two or more edge unit cells are simulated. In particular, the simulations of the edges are able to approximate fields outside the slab. Simulations with PBCs alone cannot do that meaningfully.

### B. Computational Cost Analysis

The time taken to complete the full-sized simulations, the ASM simulations and the edge unit cells simulations of an 11 x 11 photonic crystal are recorded in table II. The ASM integration order in the periodic directions ($x$ and $z$) and the time taken to simulate each unit cell are noted in the table. The ASM integration orders are not the same in each dimension.
due to discretization discrepancies. As expected, significant time savings are possible when the ASM simulations are parallelized.

**VI. Quantifying Convergence of Fields Generated by the Proposed Algorithm versus Fields from Full Finite Simulations**

As seen in the previous sections, the merger of the ASM fields and fields from simulations of the edge unit cells can approximate fields from the full simulations of the finite structures. The accuracy of the approximation may vary as the number of unit edge unit cells \( N^E \) changes. A metric for numerically quantifying this accuracy is therefore desired.

A criterion for quantifying convergence may be identified from the previous results. A smooth transition between the fields of the ASM solution and the fields from the edge simulation is required for accurately merging fields.

**VII. Convergence of Fields on Finite Periodic Structures**

Finite periodic structures approximate infinitely periodic structures increasingly well as the number of unit cells increases. Typically, the number of unit cells needed for convergence is determined by monitoring simulations of increasingly large finite structures [23–25]. The present algorithm may be used to determine the number of unit cells required for convergence more efficiently. By selecting the inner region of unit cells \( 2N^I + 1 \) to be the region where convergence is desired, the number of edge unit cells \( N^E \) can be increased from zero until convergence is reached.

Suppose convergence is desired within a range of \( 2N^I + 1 \) unit cells in the periodic direction (as Fig. 8a). In other words, it is desired that the fields within the region of \( 2N^I + 1 \) internal
TABLE II
TIME TAKEN TO SIMULATE AN 11 × 11 PHOTONIC CRYSTAL USING THE PROPOSED ALGORITHM (VARYING EDGE UNIT CELLS N^E) AND A FULL SIMULATION OF THE FINITE STRUCTURE. THE ASM INTEGRATION ORDER USED FOR ESTIMATING THE INTERNAL FIELDS AWAY FROM THE EDGES IS PROVIDED ALONG WITH THE RUNTIME OF EACH SIMULATION.

| Sim. Type | N^E | ASM Integration Order (x × z) | ASM Sim. Time (s) | Edge Sim. Time (s) | Total Sim. Time (s) |
|-----------|-----|-------------------------------|-------------------|-------------------|--------------------|
| Edge      | 0   | 26 × 23                       | 28.0              | 340               | 368                |
|           | 1   | 25 × 22                       | 27.8              | 458               | 486                |
|           | 2   | 24 × 21                       | 27.6              | 627               | 655                |
|           | 3   | 23 × 20                       | 27.3              | 816               | 843                |
| Full      | —   | —                             | —                 | —                 | 1400               |

TABLE III
CONVERGENCE QUANTIFICATION OF A 200-UNIT CELL SUBWAVELENGTH GRATING (SEE SECTION [IV-A]) AS THE NUMBER EDGE UNIT CELLS N^E VARIES. THE DATA IN EACH COLUMN IS NORMALIZED TO THE LARGEST VALUE.

| N^E | ||E_ASM - E_N^E||_2^P_TF = 1 | ||E_ASM - E_N^E||_2^P_TF = 10 |
|-----|--------------------------------|--------------------------------|
| 0   | 1                              | 0.169                          |
| 25  | 0.608                          | 0.294                          |

TABLE IV
CONVERGENCE QUANTIFICATION OF AN 11 × 11 PHOTONIC CRYSTAL (SEE SECTION [IV-A]) AS THE NUMBER EDGE UNIT CELLS N^E VARIES. THE DATA IN EACH COLUMN IS NORMALIZED TO THE LARGEST VALUE.

| N^E | ||E_ASM - E_N^E||_2^P_TF = 1 | ||E_ASM - E_N^E||_2^P_TF = 2 |
|-----|--------------------------------|--------------------------------|
| 0   | 1                              | 0.608                          |
| 1   | 1                              | 0.932                          |
| 2   | 0.386                          | 0.372                          |
| 3   | 0.0297                         | 0.261                          |

A. Numerical Results: Subwavelength Grating

The algorithm above was applied to analyze the convergence of the fields of a finite subwavelength grating to its infinite periodic counterpart. The characteristics and simulation details of the grating are described in section [IV-A]. The ASM was used to simulate N^I = 29 periodic unit cells (i.e. 1.45\lambda_{op}) to either side of the center unit cell. The fields generated by the ASM were used to simulate edge unit cells as described in section [IV]. E_z samples were taken one wavelength \lambda away from the grating and were Fourier transformed at the operating frequency.
TABLE V

| \( N^E \) | \( \frac{|E_{\text{ASM}} - E_{N^E}|}{P_{\text{TF}} = 10} \) |
|---|---|
| 0 | 1 |
| 10 | 0.480 |
| 30 | 0.0402 |
| 50 | 0.0292 |
| 70 | 0.0325 |
| 90 | 0.0294 |

Fig. 15a shows the field samples from the ASM simulation and from the simulation of the edge unit cells. Values of the convergence metrics (section VI) are tabulated in Table V for various values of \( N^E \). Based on these results, reasonable convergence appears at around \( N^E = 30 \), corresponding to a grating of 119 unit cells in total. The plots in Fig. 15a visually suggest as well that convergence is attained at around 30 edge unit cells. Convergence at this point was confirmed by a full simulation of finite-sized grating shown in Fig. 15b. The \( N^E = 30 \) case is presented in Fig. 16, which compares the fields over the entire computational domain from the full simulation of the finite grating with the fields determined from the algorithm given here.

Note that since sampling was performed one wavelength away from the grating (orthogonal to the direction of periodicity), convergence of fields within the region of interest was assured at distance of at most one wavelength from the grating.

B. Computational Cost Analysis

The time taken to simulate the edges in each configuration is provided in Table VI along with the corresponding time required to simulate the entire grating. The table also includes the time taken to run full-sized simulations at the various sizes. As in section IV-B, symmetry was exploited both in the ASM simulations and in the full-size simulations. As expected, there are significant runtime savings at high ASM parallelization rates.

VIII. SUMMARY AND CONCLUSIONS

This paper presents a new FDTD technique to simulate finite periodic structures. The technique involves a two-step procedure: First, a simulation of a single unit cell terminated by PBCs is performed. The ASM method is used to remove unwanted image sources generated by the PBCs. Electric and magnetic fields tangential to the periodic faces are then sampled several unit cells away from the source as functions of time. Second, a simulation of the edges of the structure is carried out. A TF/SF boundary is used to inject the fields recorded from the ASM simulation onto the edge unit cells. When the number of edge unit cells in the simulation is large enough, there is a smooth transition between fields from the ASM simulation and fields from the simulation of the edges. A metric for quantifying the success of the algorithm is suggested.
A comparison of the time taken to simulate the edge unit cells of a subwavelength grating ($N^E = 29$ internal unit cells) versus the time taken to simulate the corresponding finite structure.

| $N^E$ | ASM Integration Order | ASM Sim. Time (s) | Edge Sim. Time (s) | Total Sim. Time (s) | Full Structure Sim. Time (s) |
|-------|----------------------|-------------------|-------------------|--------------------|-----------------------------|
| 0     |                      | 29.0              | 30.5              | 51.0               |                             |
| 10    |                      | 36.1              | 37.6              | 60.0               |                             |
| 30    |                      | 52.0              | 53.5              | 80.9               |                             |
| 50    | 178                  | 75.7              | 79.2              | 102                |                             |
| 70    |                      | 89.3              | 90.8              | 125                |                             |
| 90    |                      | 110               | 112               | 148                |                             |

Surfaces in two-dimensional simulations have two disjoint ends, while three-dimensional surfaces have borders along four contiguous edges. They thus are handled in different ways.

This paper’s algorithm was used to determine the fields of a subwavelength grating in two-dimensions and to determine the fields of a photonic crystal in three-dimensions. When the ASM simulation was parallelized, the algorithm gave rise to computational savings.

The algorithm described here may also be used to efficiently determine the number of unit cells required to attain convergence within a certain region of the periodic structure. The ASM can be used to estimate the fields within the convergent inner region. Then, successive simulations of more and more edge unit cells may be used to analyze convergence.

Further optimizations of the algorithm described here are possible. For instance, ASM integration orders used in the examples above are conservative and may be relaxed in many cases.

The structures considered here have identical unit unit cells within their inner region and edge regions. However, there is freedom to change the structure of the unit cells arbitrarily in the simulations of the edges. For instance, one may use the presented technique to simulate a periodic structure terminated by an edge taper [26]–[28].

Fig. 16. The Fourier transform of the normalized $E_z$ field amplitudes at $f_{op}$ determined from (a) a full-sized simulation and (b) from merging fields from the ASM simulation ($N^I = 29$ internal unit cells) with fields from the simulation of the edges ($N^E = 30$ edge unit cells). White dashed lines in (b) outline the boundary between the internal region and edge regions. Observe how the edges are distant enough from the internal region that the edge effects do not enter the internal region.
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