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Abstract

Given positive integers \( n, k \) with \( k \leq n \), we consider the number of ways of choosing \( k \) subsets of \( \{1, \ldots, n\} \) in such a way that the union of these subsets gives \( \{1, \ldots, n\} \) and they are not subsets of each other. We refer to such choices of sets as constructive \( k \)-covers and provide a semi-analytic summation formula to calculate the exact number of constructive \( k \)-covers of \( \{1, \ldots, n\} \). Each term in the summation is the product of a new variant of Stirling numbers of the second kind, referred to as integrated Stirling numbers, and the cardinality of a certain set which we calculate by an optimization-based procedure with no-good cuts for binary variables.
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1 Introduction

Let \( \mathcal{N} \) be a set with \( n \in \mathbb{N} := \{1, 2, \ldots\} \) distinct objects and fix \( k \in \mathbb{N} \). We consider the problem of choosing \( k \) subsets \( A_1, \ldots, A_k \) of \( \mathcal{N} \) in such a way that these sets cover \( \mathcal{N} \), that is, \( \bigcup_{i=1}^{k} A_i = \mathcal{N} \), and no two of these sets are subsets of each other, that is, \( A_i \setminus A_j \neq \emptyset \) for all \( i, j \in \{1, \ldots, k\} \) with \( i \neq j \). We refer to such a cover of \( \mathcal{N} \) as a constructive \( k \)-cover. Due to the second requirement in the preceding definition, it is necessary that \( k \leq n \) for a constructive \( k \)-cover to exist. In this paper, we address the following question: How many ways are there to choose a constructive \( k \)-cover of \( \mathcal{N} \)?

In the literature, a related problem was considered by T. Hearne, C. Wagner in 1973 and by R. J. Clarke in 1990. In both of [Hearne, Wagner (1973)] and [Clarke (1990)], distinct subsets \( A_1, \ldots, A_k \) of \( \mathcal{N} \) are said to form a minimal \( k \)-cover of \( \mathcal{N} \) if these sets cover \( \mathcal{N} \), and \( \mathcal{N} \) cannot be covered by a strict subcollection of these sets, that is, \( \bigcup_{i \neq j} A_i \neq \mathcal{N} \) for all \( j \in \{1, \ldots, k\} \). It is easy to observe that a minimal \( k \)-cover is necessarily a constructive \( k \)-cover. Due to the second requirement in the preceding definition, it is necessary that \( k \leq n \) for a constructive \( k \)-cover to exist. In [Hearne, Wagner (1973)] and [Clarke (1990)], summation-type formulae are provided for the number of minimal \( k \)-covers of \( \mathcal{N} \) (in Clarke (1990), also for the case where the elements of \( \mathcal{N} \) are not necessarily distinguishable). In the present paper,
the requirement that no two sets be subsets of each other makes the problem more involved and it seems that the enumeration ideas in Clarke (1990) cannot be replicated here to solve the problem. The one-to-one correspondence between minimal covers and the so-called split graphs on \( n \) vertices is studied in Rovacz (2000). The more recent work Collins, Trenk (2018) provides a more detailed analysis of the connection between minimal covers, split graphs and bipartite posets. In a similar line of research, the so-called \( m \)-balanced covers which consist of sets with cardinality \( m \) are studied in Burger, van Vuuren (2007) and a recursive relation is provided for the number of \( m \)-balanced covers that include the minimum possible number of sets.

The consideration of constructive \( k \)-covers is motivated by coherent systems in reliability theory. In Barlow, Wu (1978), a coherent system is described in terms of its set \( \mathcal{N} \) of distinct components and the way these components are configured. The precise configuration of the components is encoded by the so-called minimal path sets \( P_1, \ldots, P_k \subseteq \mathcal{N} \), which are supposed to form a constructive \( k \)-cover of \( \mathcal{N} \). For each \( i \in \{1, \ldots, k\} \), the components in \( P_i \) are interpreted as components that are connected in series, and the sub-systems \( P_1, \ldots, P_k \) are connected in parallel. The class of coherent systems is rich enough to cover many system configurations in reliability applications. For instance, the system with \( \mathcal{N} = \{1, 2, 3\} \) and \( P_1 = \{1\} \), \( P_2 = \{1, 3\} \), \( P_3 = \{2, 3\} \) corresponds to a 2-out-of-3 system which functions as long as at least two of the three components function. Our main result provides a formula to calculate the number of coherent systems with \( n \) distinct components and \( k \) minimal path sets. Alternatively, the configuration of the components in a coherent system can also be encoded by the so-called minimal cut sets \( C_1, \ldots, C_k \), which are supposed to form a constructive \( k \)-cover of \( \mathcal{N} \) as in the case of minimal path sets. However, the interpretation of the sets is different in this case: for each \( i \in \{1, \ldots, k\} \), the components in \( C_i \) are interpreted as parallel components and the sub-systems \( C_1, \ldots, C_k \) are connected in series. Hence, our result also provides the number of coherent systems with \( n \) components and \( k \) minimal cut sets.

In the present paper, the analysis of the problem is based on a main formula in Section 3 (see Theorem 3.5 and Corollary 3.6) which partitions the set of constructive \( k \)-covers into certain Cartesian products of pairs of sets. In each pair, the cardinality of the first set is a variant of Stirling numbers of the second kind. This new variant, which we call as integrated Stirling number (ISN), is introduced in Section 2 separately, along with its basic properties. The second set in each Cartesian product gives rise to an auxiliary problem which may also be of independent interest: suppose that we are about to form \( k \in \mathbb{N} \) sets \( A_1, \ldots, A_k \) which partition the world into \( 2^k \) (disjoint) regions. We consider all the regions except for the one denoting the intersection of all sets \( (A_1 \cap \ldots \cap A_k) \) and the one denoting the complement of the union of all sets \( A_1 \cap \ldots \cap A_k \). Given a number \( \ell \in \{1, \ldots, 2^k - 2\} \), how many ways are there to label these \( 2^k - 2 \) regions as “non-empty” and “empty” so that there are exactly \( \ell \) regions with label “non-empty” and each set difference \( A_i \setminus A_j \), where \( i, j \in \{1, \ldots, k\}, i \neq j \), contains at least one region with label “non-empty”? Note that this new problem is free of \( n \), the cardinality of \( \mathcal{N} \), but it depends on \( k \), the number of subsets in the constructive cover, as well as the auxiliary variable \( \ell \) which keeps track of the regions that are labeled as “non-empty.” While calculating ISNs is an easy task, the above labeling problem is highly nontrivial and requires further analysis. As a result, when using our method, the level of difficulty in counting the number of constructive \( k \)-covers of \( \mathcal{N} \) is largely determined by the value of \( k \) rather than \( n = |\mathcal{N}| \). In terms of the reliability theory application described above, this implies that our method of counting possible coherent systems is much more sensitive to the number of minimal path (or cut) sets than it is to the number of components.

We carry out a detailed analysis of the auxiliary labeling problem in Section 4. In particular, we exploit three types of symmetries: based on permutations (Section 4.1), taking complements (Section 4.2), and the so-called impact sets (Section 4.3). These symmetries enable us to define an equivalence relation (Section 4.4) and prove finer results to calculate the answers to the auxiliary
problem as well as the original problem. Finally, in Section 4.5 we describe the computational
procedure based on solving feasibility problems iteratively using no-good cuts for binary variables,
namely, inequalities that ensure us, in each iteration, to find a solution that is different from the
ones found in the former iterations. Some numerical results are also presented in Section 4.5. The
connection between constructive covers and reliability theory, which was our initial motivation to
study the subject, is explained in Section 5. Section 6 is the concluding section. The elementary
proofs of the results in Section 2 are collected in Section 7, the appendix.

2 Preliminaries

We recall the definition of Stirling numbers of the second kind and introduce integrated Stirling
numbers (ISN), a new variant of the former that will be used in the main results of Section 3.

Let \( \mathcal{N} \) be a set with \( n \in \mathbb{N} := \{1, 2, \ldots\} \) distinct elements. Let \( \ell \in \mathbb{N} \). A finite (ordered)
sequence \((B_1, \ldots, B_\ell)\) of disjoint nonempty subsets of \( \mathcal{N} \) is said to be an ordered \( \ell \)-partition of \( \mathcal{N} \) if

\[
B_1 \cup \ldots \cup B_\ell = \mathcal{N}.
\]

Let \( S(\mathcal{N}, \ell) \) be the set of all ordered \( \ell \)-partitions of \( \mathcal{N} \).

For \( n, \ell \) as above, the corresponding Stirling number (of the second kind) is defined as

\[
s(n, \ell) := \frac{1}{\ell!} \sum_{j=0}^{\ell} (-1)^{\ell-j} {\ell \choose j} j^n.
\] (2.1)

Note that \( \ell! s(n, \ell) \) gives the number of ordered \( \ell \)-partitions of \( \mathcal{N} \), that is,

\[
|S(\mathcal{N}, \ell)| = \ell! s(n, \ell).
\]

It can be checked by induction that

\[
s(n, \ell) = 0
\] (2.2)

for every \( n < \ell \). Moreover, it is well-known that these numbers satisfy the recurrence relation

\[
s(n + 1, \ell) = \ell s(n, \ell) + s(n, \ell - 1), \quad n \in \mathbb{N}\setminus\{1\}, \ell \in \{2, \ldots, n\}
\]

with the boundary conditions

\[
s(n, n) = 1, \quad s(n, 1) = 1, \quad n \in \mathbb{N}.
\]

For each \( n \in \mathbb{N} \) and \( \ell \in \mathbb{N} \), we define the ISN as

\[
\tilde{s}(n, \ell) := \frac{1}{\ell!} \sum_{j=0}^{\ell} (-1)^{\ell-j} {\ell \choose j} (j + 1)^n.
\]

The next proposition will be used to interpret \( \tilde{s}(n, \ell) \) in terms of the number of ordered \( \ell \)-partitions
of subsets of \( \mathcal{N} \). Its proof is given in Section 7, the appendix.

**Proposition 2.1.** Let \( n, \ell \in \mathbb{N} \). We have

\[
\tilde{s}(n, \ell) = \sum_{i=1}^{n} \binom{n}{i} s(i, \ell).
\] (2.3)

In particular, the following are valid.
(i) If \( n < \ell \), then \( \tilde{s}(n, \ell) = 0 \).

(ii) If \( n \geq \ell \), then

\[
\tilde{s}(n, \ell) = \sum_{i=\ell}^{n} \binom{n}{i} s(i, \ell) = \sum_{i=0}^{n-\ell} \binom{n}{i} s(n-i, \ell). 
\tag{2.4}
\]

(iii) \( \tilde{s}(n, n) = 1 \).

(iv) \( \tilde{s}(n, 1) = 2^{n} - 1 \).

Remark 2.2. Let \( 1 \leq \ell \leq n \). The relation (2.4) in Proposition 2.1 provides the following characterization of ISNs. For each \( i \in \{\ell, \ldots, n\} \), as mentioned above, \( \ell!s(i, \ell) \) is the number of ordered \( \ell \)-partitions of a set of \( i \) distinguishable objects; hence, \( \binom{n}{\ell}\ell!s(i, \ell) \) gives the total number of ordered \( \ell \)-partitions of all subsets of \( \mathcal{N} \) with size \( i \). Let \( \tilde{S}(\mathcal{N}, \ell) \) be the set of all ordered \( \ell \)-partitions of all subsets of \( \mathcal{N} \) (with at least size \( \ell \)), that is,

\[
\tilde{S}(\mathcal{N}, \ell) := \{S(I, \ell) \mid I \subseteq \mathcal{N}, |I| \geq \ell\}. 
\tag{2.5}
\]

Therefore,

\[
|\tilde{S}(\mathcal{N}, \ell)| = \ell!\tilde{s}(n, \ell). 
\tag{2.6}
\]

Proposition 2.3. ISNs satisfy the recurrence relation

\[
\tilde{s}(n + 1, \ell) = (\ell + 1)\tilde{s}(n, \ell) + \tilde{s}(n, \ell - 1), \quad n \in \mathbb{N}\setminus\{1\}, \quad \ell \in \{2, \ldots, n\}. 
\]

with the boundary conditions

\[
\tilde{s}(n, n) = 1, \quad \tilde{s}(n, 1) = 2^n - 1, \quad n \in \mathbb{N}.
\]

Using the recurrence relation in (2.3), we calculate \( \tilde{s}(n, \ell) \) for \( n \in \{1, \ldots, 10\} \) and \( \ell \in \{1, \ldots, n\} \) as shown in Table 2. For completeness, we also provide the values of \( s(n, \ell) \) for the same \((n, \ell)\) pairs in Table 1.

3 Constructive covers and sets of labelings

As in the previous section, we consider a set \( \mathcal{N} \) of \( n \in \mathbb{N} \) distinct elements. Let \( k \in \{1, \ldots, n\} \).

Definition 3.1. A finite sequence \( \mathcal{A} = (A_1, \ldots, A_k) \) of distinct subsets of \( \mathcal{N} \) is said to be a constructive ordered \( k \)-cover of \( \mathcal{N} \) if it satisfies the following conditions.

(i) The sets in \( \mathcal{A} \) cover \( \mathcal{N} \), that is, \( \bigcup_{i=1}^{k} A_i = \mathcal{N} \).

(ii) Two distinct sets in \( \mathcal{A} \) are not subsets of each other, that is, \( A_i \setminus A_j \neq \emptyset \) for every \( i, j \in \{1, \ldots, k\} \) with \( i \neq j \).

Let \( C(\mathcal{N}, k) \) be the set of all distinct constructive \( k \)-covers of \( \mathcal{N} \). Our aim is to provide a characterization of the set \( C(\mathcal{N}, k) \) that also helps computing its cardinality \( |C(\mathcal{N}, k)| \).

Remark 3.2. Note that one can also define a constructive unordered \( k \)-cover of \( \mathcal{N} \) as a collection \( \{A_1, \ldots, A_k\} \) of distinct subsets of \( \mathcal{N} \) satisfying the two conditions above. Clearly, the number of all distinct constructive unordered \( k \)-covers of \( \mathcal{N} \) is \( |C(\mathcal{N}, k)|/k! \).
Let $\mathcal{A} = (A_1, \ldots, A_k)$ be a constructive ordered $k$-cover of $\mathcal{N}$. Consider a binary index vector $t = (t_1, \ldots, t_k) \in \{e, c\}^k$ ($e$ for “excluded,” $c$ for “contained”) and define the set

$$B_t(\mathcal{A}) := \left( \bigcap_{i: t_i = c} A_i \right) \cap \left( \bigcap_{i: t_i = e} \bar{A}_i \right),$$

where $\bar{A}$ denotes the complement of a subset $A$ of $\mathcal{N}$. Hence, $\mathcal{A}$ gives rise to $2^k$ disjoint (possibly empty) sets $B_t(\mathcal{A})$, $t \in \{e, c\}^k$.

**Example 3.3.** To be more specific, let $k = 5$ and $t = (e, e, c, e, c)$. Then,

$$B_t(\mathcal{A}) = \bar{A}_1 \cap \bar{A}_2 \cap A_3 \cap \bar{A}_4 \cap A_5.$$

Two cases need special attention in the above construction. The special vector $e := (e, \ldots, e)$ corresponds to

$$B_e(\mathcal{A}) = \bar{A}_1 \cap \ldots \cap \bar{A}_k,$$

which must be equal to the empty set since $\mathcal{A}$ is a constructive ordered $k$-cover. On the other hand, the special vector $c := (c, \ldots, c)$ corresponds to

$$B_c(\mathcal{A}) = A_1 \cap \ldots \cap A_k.$$
and the definition of constructive ordered $k$-cover does not impose any non-emptiness condition on this set. Next, we introduce the index sets
\[ T(k) := \{ e, c \}^k \setminus \{ e, c \}, \quad T^*(k) := \{ e, c \}^k \setminus \{ e \}, \] (3.1)
and rewrite the conditions (i) and (ii) in Definition 3.1 as follows.

(i) \[ \bigcup_{i=1}^k A_i = \bigcup_{t \in T^*(k)} B_t(\mathcal{A}) = \mathcal{N}. \]

(ii) For every $i, j \in \{1, \ldots, k\}$ with $i \neq j$,
\[ A_i \setminus A_j = \bigcup_{t \in T(k)} B_t(\mathcal{A}) \neq \emptyset. \]

Note that condition (ii) depends on the sets $B_t(\mathcal{A}), t \in T(k)$, only through the non-emptiness of certain unions of these sets. Indeed, for each $t \in T(k)$, let us introduce the binary number
\[ x_t(\mathcal{A}) := \begin{cases} 1 & \text{if } B_t(\mathcal{A}) \neq \emptyset, \\ 0 & \text{if } B_t(\mathcal{A}) = \emptyset. \end{cases} \]
Hence, condition (ii) is equivalent to having
\[ \sum_{t \in T(k): t_i=c, t_j=e} x_t(\mathcal{A}) \geq 1 \]
for every $i, j \in \{1, \ldots, k\}$ with $i \neq j$. Let us define
\[ G(k) := \left\{ (x_t)_{t \in T(k)} \mid \sum_{t \in T(k): t_i=c, t_j=e} x_t \geq 1 \forall i \neq j, \ x_t \in \{0, 1\} \forall t \in T(k) \right\}. \] (3.2)
Since $\mathcal{A}$ is a constructive ordered $k$-cover of $\mathcal{N}$, we necessarily have $(x_t(\mathcal{A}))_{t \in T(k)} \in G(k)$. Let us also define for each $\ell \in \{1, \ldots, 2^k - 2\}$ the set
\[ F(k, \ell) := \left\{ (x_t)_{t \in T(k)} \in G(k) \mid \sum_{t \in T(k)} x_t = \ell \right\}, \] (3.3)
which is the set of all labelings in $G(k)$ where exactly $\ell$ sets are labeled as “non-empty.” In short, we refer to $F(k, \ell)$ as the set of all $(k, \ell)$-labelings. We have
\[ G(k) = \bigcup_{\ell=1}^{2^k-2} F(k, \ell), \] (3.4)
which is a disjoint union. Hence, we obtain
\[ |G(k)| = \sum_{\ell=1}^{2^k-2} |F(k, \ell)|. \]

In the following example, we illustrate the notation and the structure of the sets defined above.
Example 3.4. Let us consider the case $k = 3$. We have
\[ \mathcal{T}(3) = \{(c, e, e), (e, c, e), (e, e, c), (c, e, c), (c, c, e), (c, e, e)\}. \] (3.5)

Then, we can write the corresponding set $G(3)$ as
\[ G(3) = \left\{ (x)_{t \in \mathcal{T}(3)} \mid x_{(c, e, e)} + x_{(e, c, e)} \geq 1, \ x_{(c, c, e)} + x_{(e, e, c)} \geq 1, \right. \]
\[ \left. x_{(c, c, c)} + x_{(e, c, e)} \geq 1, \ x_{(e, e, e)} + x_{(c, e, c)} \geq 1, \ x_{(e, e, e)} + x_{(c, e, e)} \geq 1, \right. \]
\[ \left. x_{t} \in \{0, 1\} \ \forall t \in \mathcal{T}(3) \right\}. \]

Hence, for each $\ell \in \{1, \ldots, 6\}$,
\[ F(3, \ell) = \left\{ (x)_{t \in \mathcal{T}(3)} \mid x_{(c, e, e)} + x_{(e, c, e)} \geq 1, \ x_{(c, c, e)} + x_{(e, e, c)} \geq 1, \right. \]
\[ \left. x_{(c, c, c)} + x_{(e, c, e)} \geq 1, \ x_{(e, e, e)} + x_{(c, e, c)} \geq 1, \ x_{(e, e, e)} + x_{(c, e, e)} \geq 1, \right. \]
\[ \left. x_{t} \in \{0, 1\} \ \forall t \in \mathcal{T}(3) \right\}. \]

We observe that $F(3, 1) = F(3, 2) = \emptyset$. Further, we can explicitly express $F(3, 3)$ as
\[ F(3, 3) = \{(c, c, c, e, e, e), (e, e, e, c, c, c)\}, \]
\[ F(3, 4) = \{(c, c, c, c, e, c), (e, e, c, c, c, e), (e, c, c, c, e, e), (c, c, c, c, e, e), (c, c, c, c, e, c), \right. \]
\[ \left. (c, c, c, c, e, c), (c, c, c, e, c, e), (c, c, c, e, e, c), (c, c, c, e, e, c)\}, \]
\[ F(3, 5) = \{(c, c, c, c, c, e), (c, c, c, c, c, c), (c, c, c, c, e, e), (c, c, c, c, e, c), (c, c, c, c, e, c), \right. \]
\[ \left. (c, c, c, c, c, e), (c, c, c, c, c, e)\}, \]
\[ F(3, 6) = \{(c, c, c, c, c, c)\}, \]

following the order in (3.5). Hence,
\[ G(3) = F(3, 3) \cup F(3, 4) \cup F(3, 5) \cup F(3, 6). \]

Using (3.4), we may write
\[ C(\mathcal{N}, k) = \bigcup_{\ell=1}^{2^{k-2}} \left\{ \mathcal{A} \in C(\mathcal{N}, k) \mid (x_t(\mathcal{A}))_{t \in \mathcal{T}(k)} \in F(k, \ell) \right\} \]
as a disjoint union so that
\[ |C(\mathcal{N}, k)| = \sum_{\ell=1}^{2^{k-2}} \left| \left\{ \mathcal{A} \in C(\mathcal{N}, k) \mid (x_t(\mathcal{A}))_{t \in \mathcal{T}(k)} \in F(k, \ell) \right\} \right|. \] (3.6)

The next theorem is the main result of the paper. Up to isomorphisms, it characterizes $C(\mathcal{N}, k)$ as a disjoint union of Cartesian products of basic sets. For two sets $E_1, E_2$, we write $E_1 \cong E_2$ if there is a bijection $f : E_1 \to E_2$.

Theorem 3.5. For each $\ell \in \{1, \ldots, 2^k - 2\}$, it holds
\[ \{ \mathcal{A} \in C(\mathcal{N}, k) \mid (x_t(\mathcal{A}))_{t \in \mathcal{T}(k)} \in F(k, \ell) \} \cong \tilde{S}(n, \ell) \times F(k, \ell). \] (3.7)

In particular,
\[ C(\mathcal{N}, k) \cong \bigcup_{\ell=1}^{2^{k-2}} \tilde{S}(n, \ell) \times F(k, \ell). \] (3.8)
Proof. Let \( \ell \in \{1, \ldots, 2^k - 2\} \). Let \( \mathcal{A} = (A_1, \ldots, A_k) \in C(N, k) \) with \((x_t(\mathcal{A}))_{t \in \mathbb{T}(k)} \in F(k, \ell) \). In other words, \( \mathcal{A} \) is a constructive ordered \( k \)-cover of \( N \) for which exactly \( \ell \) of the sets \( B_t(\mathcal{A}) \), \( t \in \mathbb{T}(k) \), are nonempty. Denoting by \( \prec \) the strict lexicographical ordering on \( \mathbb{T}(k) \), let us order these \( \ell \) indices as \( t^1(\mathcal{A}) \prec \cdots \prec t^\ell(\mathcal{A}) \). Then, \( B(\mathcal{A}) := (B_{t^1}(\mathcal{A}), \ldots, B_{t^\ell}(\mathcal{A})) \) is an ordered \( \ell \)-partition of \( N \setminus B_{c}(\mathcal{A}) \). Hence, \( B(\mathcal{A}) \in S(N \setminus B_{c}(\mathcal{A}), \ell) \subseteq \tilde{S}(N, \ell) \) by (2.5).

The above construction establishes the mapping
\[
\mathcal{A} \mapsto (B(\mathcal{A}), (x_t(\mathcal{A}))_{t \in \mathbb{T}(k)}) \tag{3.9}
\]
from \( \{ \mathcal{A} \in C(N, k) \mid (x_t(\mathcal{A}))_{t \in \mathbb{T}(k)} \in F(k, \ell) \} \) to \( \tilde{S}(N, \ell) \times F(k, \ell) \). To check that this mapping is injective, let \( \mathcal{A} = (A_1', \ldots, A_k') \in C(N, k) \) be another constructive ordered \( k \)-cover such that \((x_t(\mathcal{A}'))_{t \in \mathbb{T}(k)} \in F(k, \ell) \). Suppose that
\[
(x_t(\mathcal{A}))_{t \in \mathbb{T}(k)} = (x_t(\mathcal{A}'))_{t \in \mathbb{T}(k)}, \quad B(\mathcal{A}) = B(\mathcal{A}').
\]
The first supposition guarantees that \( \mathcal{A} \) and \( \mathcal{A}' \) agree on the nonemptiness of their corresponding sets \( B_t(\mathcal{A}), B_t(\mathcal{A}') \) for each \( t \in \mathbb{T}(k) \). In other words,
\[
B_t(\mathcal{A}) = \emptyset \iff B_t(\mathcal{A}') = \emptyset
\]
for each \( t \in \mathbb{T}(k) \). Moreover, from the definition of lexicographical ordering, it follows that
\[
t^1 := t^1(\mathcal{A}) = t^1(\mathcal{A}'), \ldots, t^\ell := t^\ell(\mathcal{A}) = t^\ell(\mathcal{A}').
\]
Then, by the second supposition, we have
\[
B_{t^1}(\mathcal{A}) = B_{t^1}(\mathcal{A}'), \ldots, B_{t^\ell}(\mathcal{A}) = B_{t^\ell}(\mathcal{A}').
\]
Hence,
\[
B_t(\mathcal{A}) = B_t(\mathcal{A}')
\]
for every \( t \in \mathbb{T}(k) \). Since \( \bigcup_{i=1}^k A_i = \bigcup_{i=1}^k A_i' = N \), we also have
\[
B_c(\mathcal{A}) = B_c(\mathcal{A}').
\]
Finally, we have
\[
A_i = \left( \bigcup_{t \in \mathbb{T}(k): t_i = c} B_t(\mathcal{A}) \right) \cup B_c(\mathcal{A}) = \left( \bigcup_{t \in \mathbb{T}(k): t_i = c} B_t(\mathcal{A}') \right) \cup B_c(\mathcal{A}') = A_i'
\]
for every \( i \in \{1, \ldots, k\} \) so that \( \mathcal{A} = \mathcal{A}' \). This finishes the proof of injectivity.

Next, we show that the mapping in (3.9) is surjective. Let \( B = (B_1, \ldots, B_\ell) \in \tilde{S}(N, \ell) \) and \((x_t)_{t \in \mathbb{T}(k)} \in F(k, \ell) \). Hence, by (2.5) in Remark 2.2, there exists \( I \subseteq N \) with \( |I| \geq \ell \) such that \( B \in S(I, \ell) \). Let us set
\[
B_c := N \setminus (\bar{B}_1 \cup \ldots \cup \bar{B}_\ell) = N \setminus I.
\]
On the other hand, consider the set of all \( t \in \mathbb{T}(k) \) for which \( x_t = 1 \). Since \((x_t)_{t \in \mathbb{T}(k)} \in F(k, \ell) \), there are \( \ell \) such indices in \( \mathbb{T}(k) \). As before, let us order them as \( t^1 \prec \cdots \prec t^\ell \) using the lexicographical ordering and set
\[
B_{t^1} := \bar{B}_1, \ldots, B_{t^\ell} := \bar{B}_\ell
\]
and

\[ B_i := \emptyset \]

for every \( t \in \mathcal{T}(k) \setminus \{ t^1, \ldots, t^\ell \} \). Then, let

\[ A_i := \left( \bigcup_{t \in \mathcal{T}(k) : t_i = c} B_t \right) \cup B_c \]

for each \( i \in \{1, \ldots, k\} \) and \( \mathcal{A} := (A_1, \ldots, A_k) \). It is clear that \( \bigcup_{i=1}^{k} A_i = \mathcal{N} \). Moreover, the assumption that \((x_t)_{t \in \mathcal{T}(k)} \in F(k, \ell) \subseteq G(k)\) guarantees that \( A_i \setminus A_j \neq \emptyset \) for every \( i, j \in \{1, \ldots, k\} \) with \( i \neq j \). Finally, by construction of the mapping in (3.9), we conclude that \( B(\mathcal{A}) = B \) and \((x_t(\mathcal{A}))_{t \in \mathcal{T}(k)} = (x_t)_{t \in \mathcal{T}(k)}\). This shows that every element of \( S(\mathcal{N}, \ell) \times F(k, \ell) \) is the value of the mapping in (3.9) for some \( \mathcal{A} \subseteq C(\mathcal{N}, \ell) \) with \((x_t(\mathcal{A}))_{t \in \mathcal{T}(k)} \in F(k, \ell)\).

Therefore, (3.8) follows. As an immediate consequence of disjointness, (3.8) holds as well.

\[ \Box \]

**Corollary 3.6.** It holds

\[ |C(\mathcal{N}, k)| = \sum_{\ell=1}^{(2^k-2)^n} \ell!\delta(n, \ell)|F(k, \ell)|, \]

**Proof.** By (2.6) in Remark 2.2, \( |S(n, \ell) \times F(k, \ell)| = \ell\delta(n, \ell)|F(k, \ell)| \) for each \( \ell \in \{1, \ldots, 2^k-2\} \). Hence, the corollary follows from Theorem 3.5. \( \Box \)

Next, we aim to refine the result of Corollary 3.6 by showing that \( F(k, \ell) \) is the empty set for small values of \( \ell \). To that end, for a subset \( T \subseteq \mathcal{T}(k) \) and \( i, j \in \{1, \ldots, k\} \) with \( i \neq j \), let us define

\[ u_{ij}(T) := \sum_{t \in T} 1_{\{ t_i \}} 1_{\{ t_j \}}. \]

\[ \ell_0(k) := \min \{|T| \mid u_{ij}(T) \geq 1 \forall i \neq j, T \subseteq \mathcal{T}(k)\} \]

Then, for every \( \ell \in \{1, \ldots, 2^k-2\}, \)

\[ \ell \geq \ell_0(k) \iff F(k, \ell) \neq \emptyset. \]

In particular,

\[ \ell_0(k) = \min \{ \ell \mid F(k, \ell) \neq \emptyset \}. \]

**Proof.** Let \( \ell \in \{1, \ldots, 2^k-2\} \). Suppose that \( \ell \geq \ell_0(k) \). Let \( T^* \subseteq \mathcal{T}(k) \) such that \( |T^*| = \ell_0(k) \) and \( u_{ij}(T^*) \geq 1 \) for every \( i, j \in \{1, \ldots, k\} \) with \( i \neq j \). By adding \( \ell - \ell_0 \) more elements to \( T^* \) arbitrarily, one can find a set \( T \subseteq \mathcal{T}(k) \) such that \( T^* \subseteq T \) and \( |T| = \ell \). For each \( t \in \mathcal{T}(k) \), let us define a binary variable \( x_t \) by \( x_t = 1 \) if \( t \in T \) and \( x_t = 0 \) if \( t \in \mathcal{T}(k) \setminus T \). The assumed properties of \( T^* \) ensure that \((x_t)_{t \in \mathcal{T}(k)} \in F(k, \ell) \). Hence, \( F(k, \ell) \neq \emptyset \). In particular, the case \( \ell = \ell_0 \) implies that \( \ell_0(k) \geq \min \{ \ell \mid F(k, \ell) \neq \emptyset \} \).

For the converse, suppose that \( F(k, \ell) \neq \emptyset \). Let \((x_t)_{t \in \mathcal{T}(k)} \in F(k, \ell) \) and \( i, j \in \{1, \ldots, k\} \) with \( i \neq j \). By the definition of \( F(k, \ell) \), there exists \( t(i, j) \in \mathcal{T}(k) \) such that \( x_t(i, j) = 1 \), \( t(i, j)_i = c \), and \( t(i, j)_j = c \). Let

\[ T = \{ t(i, j) \mid i \neq j \}. \]
Hence, $\ell_0(k) \leq |T|$. By the definition of $F(k, \ell)$ again,

$$\ell_0(k) \leq |T| \leq \sum_{i \neq j} x_{t(i,j)} \leq \sum_{t \in T} x_t = \ell.$$

Hence, $\ell_0(k) \leq \ell$. In particular, $\ell_0(k) \leq \min \{ \ell \mid F(k, \ell) \neq \emptyset \}$.

**Corollary 3.8.** It holds

$$|C(N, k)| = \sum_{\ell=\ell_0(k)}^{(2^k - 2)\cap n} \ell! \tilde{s}(n, \ell)|F(k, \ell)|.$$

**Proof.** This is an immediate consequence of Corollary 3.6 and Proposition 3.7.

### 4 Partitioning the sets of labelings

By Theorem 3.5 and Corollary 3.8 of Section 3, we are able to calculate the cardinality of the set $C(N, k)$ of constructive $k$-covers of $N$ in terms of ISNs $\tilde{s}(n, \ell)$ as well as the cardinalities of the sets $F(k, \ell)$ of $(k, \ell)$-labelings for a range of $\ell$ values. While it is easy to numerically calculate ISNs by (2.3) and (2.1), the calculation of $|F(k, \ell)|$ by brute force enumeration could be quite difficult even for small values of $k, \ell$. In this section, we introduce three notions of symmetry for the sets $F(k, \ell)$, $\ell \in \{ \ell_0(k), \ldots, 2^k - 2 \}$, which yield an equivalence relation. It turns out that the equivalence classes of this relation provide substantial reduction in the computational effort to find the cardinalities $|F(k, \cdot)|$.

Let $k \in \mathbb{N}$. Let us fix a nonempty subset $T$ of $\mathbb{T}(k)$. We call $T$ the *branching set* of index vectors. Let us define

$$Z_T(k) := \{ y = (y_t)_{t \in T} \mid y_t \in \{0, 1\} \ \forall t \in T \}.$$

We also fix $\ell \in \mathbb{N}$ with $\ell_0(k) \leq \ell \leq 2^k - 2$, where $\ell_0(k)$ is defined as in Proposition 3.7. In particular, $F(k, \ell) \neq \emptyset$. We may consider partitioning $F(k, \ell)$ with respect to the possible ways of assigning the binary variables $x_t$ associated to all $t \in T$. The next definition formalizes this idea.

**Definition 4.1.** Let $y_t \in \{0, 1\}$ for each $t \in T$. Then, the set of all $(k, \ell)$-labelings with respect to $y = (y_t)_{t \in T}$ is defined as

$$F_y(k, \ell) := \{(x_t)_{t \in \mathbb{T}(k)} \in F(k, \ell) \mid x_t = y_t \ \forall t \in T \}.$$

If $\sum_{t \in T} y_t > \ell$, then $F_y(k, \ell) = \emptyset$ obviously. Let us introduce the set

$$\mathcal{Y}_T(k, \ell) := \left\{ y = (y_t)_{t \in T} \in Z_T(k) \mid \sum_{t \in T} y_t \leq \ell \right\}.$$

**Remark 4.2.** Given $y \in \mathcal{Y}_T(k, \ell)$, depending on the structure of $T$ and $y$, the set $F_y(k, \ell)$ may still be empty. Nevertheless, such cases will be detected in the computational procedure presented later in this section and we do not need to distinguish them a priori in the theoretical development.

We begin with a simple result that provides a partitioning of $F(k, \ell)$ into smaller sets.
Proposition 4.3. Let \( y, z \in \mathcal{Y}_T(k, \ell) \).

(i) \( F_y(k, \ell) \cap F_z(k, \ell) = \emptyset \) if \( y \neq z \).

(ii) It holds

\[
F(k, \ell) = \bigcup_{y \in \mathcal{Y}_T(k, \ell)} F_y(k, \ell).
\]

In particular,

\[
|F(k, \ell)| = \sum_{y \in \mathcal{Y}_T(k, \ell)} |F_y(k, \ell)|.
\]

Proof.

(i) This is an immediate consequence of Definition 4.1.

(ii) The \( \supseteq \) part of the equality is obvious since \( F_y(k, \ell) \subseteq F(k, \ell) \) for each \( y \in \mathcal{Y}_T(k, \ell) \). For the \( \subseteq \) part, let \( (x_t)_{t \in T(1)} \in F(k, \ell) \). Let us define \( y = (y_t)_{t \in T} \) by setting \( y_t := x_t \) for each \( t \in T \). Then, \( \sum_{t \in T} y_t = \sum_{t \in T} x_t \leq \sum_{t \in T(1)} x_t = \ell \) so that \( y \in \mathcal{Y}_T(k, \ell) \). Clearly, we also have \( (x_t)_{t \in T(1)} \in F_y(k, \ell) \). Hence, the \( \subseteq \) part of the equality follows. \( \square \)

While Proposition 4.3 partitions \( F(k, \ell) \) into the smaller sets \( F_y(k, \ell), y \in \mathcal{Y}_T(k, \ell) \), it may still be computationally expensive to calculate the cardinality of each of these sets by an enumerative method. By introducing three notions of symmetry below, we show that the cardinalities \( |F_y(k, \ell)| \) are repeated for many \( y \in \mathcal{Y}_T(k, \ell) \) so that we only need to calculate the distinct values of these cardinalities and the number of times each cardinality value is repeated.

4.1 A symmetry based on permutations

The first notion of symmetry we introduce is based on permutations. To that end, let us denote by \( \mathbb{S}_k \) the symmetric group of \( \{1, \ldots, k\} \), that is, the set of all permutations \( \pi: \{1, \ldots, k\} \to \{1, \ldots, k\} \).

Let \( \pi \in \mathbb{S}_k \). Given \( t = (t_1, \ldots, t_k) \in \{e, c\}^k \), we may consider \( t \) as a function \( t: \{1, \ldots, k\} \to \{e, c\} \) and define the composition \( t \circ \pi: \{1, \ldots, k\} \to \{e, c\} \) by

\[
(t \circ \pi)(i) = (t \circ \pi)_i := t_{\pi(i)}, \quad i \in \{1, \ldots, k\},
\]

or, we may simply define \( t \circ \pi \) as the vector

\[
t \circ \pi = ((t \circ \pi)_1, \ldots, (t \circ \pi)_k) := (t_{\pi(1)}, \ldots, t_{\pi(k)}) \in \{e, c\}^k.
\]

From the definition of \( T(k) \) (see 3.1), it is clear that \( t \circ \pi \in T(k) \) if and only if \( t \in T(k) \). Let us introduce the set

\[
T^\pi := \{ t \circ \pi \mid t \in T \}.
\]

We call \( T \) symmetric with respect to \( \pi \) if \( T = T^\pi \). In particular, it is always the case that \( T(k) \) is symmetric with respect to \( \pi \). We denote by \( \mathbb{S}_k^T \) the set of all permutations with respect to which \( T \) is symmetric, that is,

\[
\mathbb{S}_k^T := \{ \pi \in \mathbb{S}_k \mid T = T^\pi \}.
\]

Note that \( \mathbb{S}_k^T \neq \emptyset \) as we always have \( T = T^\pi \) when \( \pi \) is the identity permutation.

The next proposition formulates how the number of \((k, \ell)\)-labelings associated to a vector \( y \in \mathcal{Y}_T(k, \ell) \) changes under the application of a permutation.
Proposition 4.4. Let $\pi \in S_k^T$ and $y \in \mathcal{Y}(k, \ell)$. Define $y^\pi = (y_t^\pi)_{t \in T}$ by

$$y_t^\pi := y_{t \circ \pi}, \quad t \in T.$$  

Then, $y^\pi \in \mathcal{Y}(k, \ell)$ and $|F_y(k, \ell)| = |F_{y^\pi}(k, \ell)|$.

**Proof.** Since $y \in \mathcal{Y}(k, \ell)$ and $T = T^\pi$, we have

$$\sum_{t \in T} y_t = \sum_{t \in T} y_{t \circ \pi} = \sum_{t \in T} y_t \leq \ell.$$  

Hence, $y^\pi \in \mathcal{Y}(k, \ell)$.

To prove that $|F_y(k, \ell)| = |F_{y^\pi}(k, \ell)|$, it is sufficient to establish a bijection from $F_y(k, \ell)$ into $F_{y^\pi}(k, \ell)$. To that end, given $(x_t)_{t \in T(k)} \in F_y(k, \ell)$, let us define $(x_t^\pi)_{t \in T(k)}$ by

$$x_t^\pi = x_{t \circ \pi}, \quad t \in T(k).$$  

We first show that $(x_t^\pi)_{t \in T(k)} \in F_{y^\pi}(k, \ell)$. Let $i, j \in \{1, \ldots, k\}$ with $i \neq j$. Denoting the inverse permutation of $\pi$ by $\pi^{-1}$, we have

$$\sum_{t \in T(k)} x_t^\pi = \sum_{t \in T(k)} x_{t \circ \pi} = \sum_{t \in T(k)} x_{t \circ \pi} = \sum_{t \in T(k)} x_t,$$

where we make a change of variables using the fact that $\mathbb{T}(k) = (\mathbb{T}(k))^\pi$ in order to get the last equality. Since $i \neq j$, we have $\pi^{-1}(i) \neq \pi^{-1}(j)$. As we also have $(x_t)_{t \in T(k)} \in G(k)$ (see (3.3)), it follows that

$$\sum_{t \in T(k)} x_t^\pi = \sum_{t \in T(k)} x_{t \circ \pi} = \sum_{t \in T(k)} x_t \geq 1.$$  

Similarly, since $\mathbb{T}(k) = (\mathbb{T}(k))^\pi$,

$$\sum_{t \in T(k)} x_t^\pi = \sum_{t \in T(k)} x_{t \circ \pi} = \sum_{t \in T(k)} x_t = \ell.$$  

On the other hand, for each $t \in T$, we have $t \circ \pi \in T$ so that

$$x_t^\pi = x_{t \circ \pi} = y_{t \circ \pi} = y_t^\pi.$$  

Therefore, $(x_t^\pi)_{t \in T(k)} \in F_{y^\pi}(k, \ell)$.

It remains to check that the mapping $(x_t)_{t \in T(k)} \mapsto (x_t^\pi)_{t \in T(k)}$ is indeed a bijection from $F_y(k, \ell)$ into $F_{y^\pi}(k, \ell)$. Let $(x_t)_{t \in T(k)}$, $(\bar{x}_t)_{t \in T(k)} \in F_y(k, \ell)$ such that $x_t^\pi = \bar{x}_t^\pi$ for every $t \in T(k)$, that is, $x_{t \circ \pi} = \bar{x}_{t \circ \pi}$ for every $t \in T(k)$. Since $\mathbb{T}(k) = (\mathbb{T}(k))^\pi$, this is equivalent to having $x_t = \bar{x}_t$ for every $t \in \mathbb{T}(k)$. Hence, $(x_t)_{t \in T(k)} \mapsto (x_t^\pi)_{t \in T(k)}$ is injective. Next, let $(z_t)_{t \in T(k)} \in F_{y^\pi}(k, \ell)$. Let us define $(x_t)_{t \in T(k)}$ by

$$x_t := z_t^\pi = z_{t \circ \pi}^{-1}, \quad t \in T(k).$$  
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Let $i, j \in \{1, \ldots, k\}$ such that $i \neq j$. Hence, we have $\pi(i) \neq \pi(j)$ so that

$$\sum_{t \in \mathcal{T}(k): t_i = e, \ t_j = c} x_t = \sum_{t \in \mathcal{T}(k): t_i = e, \ t_j = c} z_{t_0}\pi^{-1} = \sum_{t \in \mathcal{T}(k): t_{\pi(i)} = e, \ t_{\pi(j)} = c} z_t \geq 1.$$ 

Next, since $\mathcal{T}(k) = (\mathcal{T}(k))^{\pi^{-1}}$, we have

$$\sum_{t \in \mathcal{T}(k)} x_t = \sum_{t \in \mathcal{T}(k)} z_{t_0}\pi^{-1} = \sum_{t \in \mathcal{T}(k)} z_t = \ell.$$ 

On the other hand, since $T = T^\pi$, we also have $T = T^\pi$. Hence, for each $t \in T$, we have $t \circ \pi^{-1} \in T$ so that

$$x_t = z_{t_0}\pi^{-1} = y_{t_0}\pi^{-1} = y_t.$$ 

Therefore, $(x_t)_{t \in \mathcal{T}(k)} \in F_y(k, \ell)$, that is, $(x_t)_{t \in \mathcal{T}(k)} \mapsto (x_t^\pi)_{t \in \mathcal{T}(k)}$ is surjective as well. \qed

### 4.2 A symmetry based on taking complements

In addition to the above notion of permutation-based symmetry, we introduce a second type of symmetry based on taking “complements,” that is, based on changing the roles of $e$ and $c$ in the index vectors. To be more precise, let us define two mappings $\alpha_1, \alpha_2: \{e, c\} \to \{e, c\}$ by

$$\alpha_1(e) = \alpha_2(c) = e, \quad \alpha_1(c) = \alpha_2(e) = c.$$ 

In other words, $\alpha_1$ is the identity mapping and $\alpha_2$ switches $e$ and $c$. Let us formally define the set $\mathbb{A} = \{\alpha_1, \alpha_2\}$, which is indeed the symmetric group of $\{e, c\}$. Let $\alpha \in \mathbb{A}$. Similar to what is done in Section 4.1, we may regard each $t = (t_1, \ldots, t_k) \in \{e, c\}^k$ as a function $t: \{1, \ldots, k\} \to \{e, c\}$ and define the composition $\alpha \circ t$: $\{1, \ldots, k\} \to \{e, c\}$ by

$$(\alpha \circ t)(i) = (\alpha \circ t)_i := \alpha(t_i), \quad i \in \{1, \ldots, k\},$$

or, we define $\alpha \circ t$ as the vector

$$\alpha \circ t = ((\alpha \circ t)_1, \ldots, (\alpha \circ t)_k) := (\alpha(t_1), \ldots, \alpha(t_k)) \in \{e, c\}^k.$$ 

Clearly, $\alpha \circ t \in \mathcal{T}(k)$ if and only if $t \in \mathcal{T}(k)$. Let us also define

$$T^\alpha := \{\alpha \circ t \mid t \in T\}$$

and

$$\mathbb{A}^T := \{\alpha \in \mathbb{A} \mid T = T^\alpha\}.$$ 

Since $\alpha_1$ is the identity mapping, we always have $T = T^{\alpha_1}$ so that $\mathbb{A}^T \neq \emptyset$.

In the next proposition, we relate the numbers of $(k, \ell)$-labelings associated to a vector $y \in \mathcal{Y}_T(k, \ell)$ before and after taking complements.

**Proposition 4.5.** Let $\alpha \in \mathbb{A}^T$ and $y \in \mathcal{Y}_T(k, \ell)$. Define $\alpha y = (\alpha y_t)_{t \in T}$ by

$$\alpha y_t := y_{\alpha \circ t}, \quad t \in T.$$ 

Then, $\alpha y \in \mathcal{Y}_T(k, \ell)$ and $|F_y(k, \ell)| = |F_{\alpha y}(k, \ell)|$. 
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Hence, $\alpha$ and $x$ be shown that the mapping $\alpha = \alpha_2$. Since $y \in Y_T(k, \ell)$ and $T = T^\alpha$, we have
\[
\sum_{t \in T} \alpha y_t = \sum_{t \in T} y_{\alpha t} = \sum_{t \in T} y_t \leq \ell.
\]
Hence, $\alpha y \in Y_T(k, \ell)$.

To prove that $|F_y(k, \ell)| = |F_{\alpha y}(k, \ell)|$, we construct a bijection from $F_y(k, \ell)$ to $F_{\alpha y}(k, \ell)$ as follows. Given $(x_t)_{t \in T(k)} \in F_y(k, \ell)$, let us define $(\alpha x_t)_{t \in T(k)}$ by
\[
\alpha x_t = x_{\alpha t}, \quad t \in T(k).
\]
Let $i, j \in \{1, \ldots, k\}$ with $i \neq j$. Since $(x_t)_{t \in T(k)} \in G(k)$, we have
\[
\sum_{t \in T(k): t_i = e, t_j = c} \alpha x_t = \sum_{t \in T(k): t_i = e, t_j = c} x_{\alpha t}
\]
\[
= \sum_{t \in T(k): \alpha(t_i) = e, \alpha(t_j) = e} x_{\alpha t}
\]
\[
= \sum_{t \in T(k): t_i = e, t_j = e} x_t \geq 1.
\]
Similarly,
\[
\sum_{t \in T(k)} \alpha x_t = \sum_{t \in T(k)} x_{\alpha t} = \sum_{t \in T(k)} x_t = \ell
\]
and
\[
\alpha x_t = x_{\alpha t} = y_{\alpha t} = \alpha y_t, \quad t \in T.
\]
Hence, $(\alpha x_t)_{t \in T(k)} \in F_{\alpha y}(k, \ell)$. Using a similar argument as in the proof of Proposition 4.4, it can be shown that the mapping $(x_t)_{t \in T(k)} \mapsto (\alpha x_t)_{t \in T(k)}$ is a bijection. The details are omitted. 

4.3 A symmetry based on impact sets

In this subsection, we introduce a third notion of symmetry based on the idea that two binary vectors $y, z \in Z_T(k)$ might impose the same set of constraints in the definition of $G(k)$, see (3.2), which we will refer to as the impact set of these vectors.

Given $y = (y_t)_{t \in T} \in Z_T(k)$, we define the impact set $D_T(y)$ of $y$ as
\[
D_T(y) := \left\{ (i, j) \in \{1, \ldots, k\}^2 \mid \exists t \in T: (t_i = e \land t_j = e \land y_t = 1) \right\}.
\]
The next theorem provides a relationship for the values of $|F_y(k, \cdot)|$ and $|F_z(k, \cdot)|$ when $y, z \in Z_T(k)$ have the same impact set.

**Theorem 4.6.** Let $y, z \in Z_T(k)$ be such that $D_T(y) = D_T(z)$. Let
\[
w := \sum_{t \in T} y_t - \sum_{t \in T} z_t.
\]
Suppose that $w \geq 0$. The following results hold.

(i) $|F_y(k, \ell + w)| = |F_z(k, \ell)|$ for every $\ell \in \mathbb{N}$ such that $\ell_0(k) \leq \ell \leq \ell + w \leq 2^k - 2$.

(ii) $|F_y(k, \ell + w)| = 0$ for every $\ell \in \mathbb{N}$ such that $\ell < \ell_0(k) \leq \ell + w$. 
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(iii) \(|F_z(k, \ell)| = 0\) for every \(\ell \in \mathbb{N}\) such that \(\ell \leq 2^k - 2 < \ell + w\).

**Proof.** We consider the sets \(F_y(k, \ell), F_z(k, \ell)\) defined by (3.3) for every \(\ell \in \mathbb{N}\). (Hence, we extend the definition in (3.3) for \(\ell \geq 2^k - 2\)). Let us fix \(\ell \in \mathbb{N}\). We establish a bijection from \(F_z(k, \ell)\) to \(F_y(k, \ell + w)\). Given \(x = (x_t)_{t \in \mathbb{T}(k)} \in F_z(k, \ell)\), let us define \(\bar{x} = (\bar{x}_t)_{t \in \mathbb{T}(k)}\) by

\[
\bar{x}_t = \begin{cases} 
y_t & \text{if } t \in T, 
x_t & \text{if } t \notin T.
\end{cases}
\]

Let \(i, j \in \{1, \ldots, k\}\) with \(i \neq j\). First, suppose that \((i, j) \in \mathcal{D}_T(y) = \mathcal{D}_T(z)\). Hence, there exists \(t^1 \in T\) such that \(t^1_i = c, t^1_j = e, y_{t^1} = 1\). So

\[
\sum_{t \in \mathbb{T}(k): t^1_i = c, t^1_j = e} \bar{x}_t \geq \bar{x}_{t^1} = y_{t^1} = 1.
\]

Next, suppose that \((i, j) \notin \mathcal{D}_T(y) = \mathcal{D}_T(z)\). Since \(x \in F_z(k, \ell)\), there exists \(t^2 \in \mathbb{T}(k) \setminus T\) such that \(t^2_i = c, t^2_j = e, x_{t^2} = 1\). So

\[
\sum_{t \in \mathbb{T}(k): t^2_i = c, t^2_j = e} \bar{x}_t \geq \bar{x}_{t^2} = x_{t^2} = 1.
\]

Moreover,

\[
\sum_{t \in \mathbb{T}(k)} \bar{x}_t = \sum_{t \in T} y_t + \sum_{t \in \mathbb{T}(k) \setminus T} x_t = \sum_{t \in T} y_t + \ell - \sum_{t \in T} x_t = \sum_{t \in \mathbb{T}_T} y_t + \ell - \sum_{t \notin \mathbb{T}_T} z_t = \ell + w.
\]

Hence, \(\bar{x} \in F_y(k, \ell + w)\).

Next, we show that the mapping \(x \mapsto \bar{x}\) is a bijection from \(F_z(k, \ell)\) into \(F_y(k, \ell + w)\). Let \(x^1 = (x^1_t)_{t \in \mathbb{T}(k)}, x^2 = (x^2_t)_{t \in \mathbb{T}(k)} \in F_z(k, \ell)\) such that their images are equal, that is, \(\bar{x}^1 = \bar{x}^2\) for every \(t \in \mathbb{T}(k) \setminus T\). From the definition of the mapping, it is immediate that \(x^1_t = x^2_t\) for every \(t \in \mathbb{T}(k) \setminus T\). On the other hand, \(x^1_t = x^2_t = z_t\) for every \(t \in T\) since \(x^1, x^2 \in F_z(k, \ell)\). Therefore, \(x^1 = x^2\). This proves that the mapping is injective. Let \(\bar{x} = (\bar{x}_t)_{t \in \mathbb{T}(k)} \in F_y(k, \ell + w)\). Define \(x = (x_t)_{t \in \mathbb{T}(k)}\) by

\[
x_t = \begin{cases} 
z_t & \text{if } t \in T, 
\bar{x}_t & \text{if } t \notin T.
\end{cases}
\]

It is not difficult to check that \(x \in F_z(k, \ell)\) and \(\bar{x} = \bar{x}\), which shows that the mapping is surjective. Hence, thanks to the bijection, we conclude that \(|F_y(k, \ell + w)| = |F_z(k, \ell)|\) for every \(\ell \in \mathbb{N}\). If \(\ell < \ell_0(k)\), then \(F_z(k, \ell) = \emptyset\) so that \(F_y(k, \ell + w) = \emptyset\) as well. Similarly, if \(2^k - 2 < \ell + w\), then \(F_y(k, \ell + w) = \emptyset\) so that \(F_z(k, \ell) = \emptyset\) as well. Hence, all three results hold.

4.4 Equivalence relation for the symmetries

Given \(t \in \mathbb{T}(k), x_t \in \{e, c\}, \pi \in \mathfrak{S}_k\) and \(\alpha \in \mathfrak{A}\), note that

\[
(\alpha x_t)^\pi = \alpha (x_t^\pi) = x_{\alpha \circ \pi t}.
\]

Hence, we simply write \(\alpha x_t^\pi := x_{\alpha \circ \pi t}\) for the common value. On \(\mathcal{Z}_T(k)\), let us define the relation \(\equiv\) by

\[
y \equiv z \iff \exists (\pi, \alpha) \in \mathcal{S}_k^\mathbb{T} \times \mathcal{A}^\mathbb{T}: \mathcal{D}_T(z) = \mathcal{D}_T(\alpha y^\pi)
\]

for each \(y = (y_t)_{t \in \mathbb{T}}, z = (z_t)_{t \in \mathbb{T}} \in \mathcal{Z}_T(k)\).
Proposition 4.7. The relation $\equiv$ defined by (4.1) is an equivalence relation on $\mathbb{Z}_T(k)$.

Proof. The reflexivity of $\equiv$ follows since the identity permutation on $\{1, \ldots, k\}$ is always a member of $S_k^T$. To show that $\equiv$ is symmetric, let $y, z \in \mathbb{Z}_T(k)$ such that $y \equiv z$. So $D_T(z) = D_T(\alpha y \pi)$ for some $\pi \in S_k^T$ and $\alpha \in \mathcal{A}^T$. Then,

$$T^{\pi^{-1}} = \{ t \circ \pi^{-1} \mid t \in T \} = \{ \bar{t} \circ \pi \circ \pi^{-1} \mid \bar{t} \in T \} = T$$

since $T = T^\pi$. So $\pi^{-1} \in S_k^T$. On the other hand, it is easy to see that $\alpha^{-1} = \alpha$. We claim that $D_T(y) = D_T(\alpha z \pi^{-1})$. To show this, first, let $(i, j) \in D_T(y)$. So there exists $t \in T$ such that $t_i = c$, $t_j = e$, $y_i = 1$. Letting $t' := \alpha \circ t \circ \pi^{-1}$, we may write $t = \alpha \circ t' \circ \pi$. In particular, we have the following:

(i) $t'_i = \alpha(t_{\pi^{-1}(i)}(i)) = \alpha(t_i) = \alpha(c)$.

(ii) $t'_j = \alpha(t_{\pi^{-1}(j)}(j)) = \alpha(t_j) = \alpha(e)$.

(iii) $\alpha y'_\pi = y_{\alpha o \pi} \cdot \pi = y = 1$.

It follows that $(\pi(i), \pi(j)) \in D_T(\alpha y \pi)$ if $\pi = \alpha_1$, and $(\pi(i), \pi(j)) \in D_T(\alpha y \pi)$ if $\pi = \alpha_2$. Let us consider the case $\pi = \alpha_1$. Since $(\pi(i), \pi(j)) \in D_T(\alpha y \pi)$, there exists $t'' \in T$ such that $\rho(t''(i), \pi(j)) = c$, $t''(j) = e$, $z_{\mu \nu} = 1$. Let us define $t''' := \alpha \circ t'' \circ \pi$ so that $t''' = \alpha \circ t'' \circ \pi^{-1}$. In particular, we have the following:

(i) $t''_i = \alpha(t''_i) = \alpha(c) = c$.

(ii) $t''_j = \alpha(t''_j) = \alpha(e) = e$.

(iii) $\alpha z_{\mu \nu}^{\pi^{-1}} = z_{\alpha \circ \pi \circ \pi^{-1}} = z_{\mu \nu} = 1$.

Hence, $(i, j) \in D_T(\alpha z \pi^{-1})$. The case $\pi = \alpha_2$ can be treated by similar arguments and we obtain $(i, j) \in D_T(\alpha z \pi^{-1})$ as well. Hence, $D_T(y) \subseteq D_T(\alpha z \pi^{-1})$.

Conversely, let $(i, j) \in D_T(\alpha z \pi^{-1})$. So there exists $t \in T$ such that $t_i = c$, $t_j = e$, $z_{\mu \nu}^{\pi^{-1}} = 1$. Let $t' := \alpha \circ t \circ \pi^{-1}$. In a similar way as above, we have $t'_i = \alpha(c)$, $t'_j = \alpha(e)$, $z_{\mu \nu} = 1$, that is, $(\pi(i), \pi(j)) \in D_T(z)$ if $\pi = \alpha_1$, and $(\pi(j), \pi(i)) \in D_T(z)$ if $\pi = \alpha_2$. Suppose that $\pi = \alpha_1$. In this case, since $(\pi(i), \pi(j)) \in D_T(z) = D_T(\alpha y \pi)$, there exists $t'' \in T$ such that $\rho(t''(i), \pi(j)) = c$, $t''(j) = e$, $\alpha y''_\pi = 1$. Let $t''' := \alpha \circ t'' \circ \pi$. Then, we have $t''' = \alpha(c) = c$, $t''' = \alpha(e) = e$, $y''' = 1$ so that $(i, j) \in D_T(y)$. Similarly, we may show that $(i, j) \in D_T(y)$ in the case $\pi = \alpha_2$. Hence, $D_T(\alpha z \pi^{-1}) \subseteq D_T(y)$. This completes the proof of $D_T(y) = D_T(\alpha z \pi^{-1})$. Therefore, $z \equiv y$.

To show that $\equiv$ is transitive, let $y, z, v \in \mathbb{Z}_T(k)$ such that $y \equiv z$ and $z \equiv v$. So $D_T(z) = D_T(\alpha y \pi)$ and $D_T(v) = D_T(\beta z \pi)$ for some $\pi, \sigma \in S_k^T$ and $\alpha, \beta \in \mathcal{A}^T$. Since $T^\pi = T^\sigma = T$, we also have $T^{\circ \pi} = \{ t \circ \sigma \circ \pi \mid t \in T \} = \{ \bar{t} \circ \pi \mid \bar{t} \in T \} = T$ so that $\sigma \circ \pi \in S_k^T$. On the other hand, $\alpha \circ \beta$ is either equal to $\alpha_1$ or to $\alpha_2$ so that $\alpha \circ \beta \in \mathcal{A}^T$. We claim that $D_T(v) = D_T(\alpha \circ \beta y \circ \pi \circ \sigma)$. To prove the claim, let $(i, j) \in D_T(v)$. Since $D_T(v) = D_T(\beta z \pi)$, there exists $t \in T$ such that $t_i = c$, $t_j = e$, $z_{\mu \nu}^{\beta \pi^{-1}} = 1$. Letting $t' := \beta \circ t \circ \pi$, we have $t'_i := \beta(c)$, $t'_j := \beta(e)$, $z_{\mu \nu} = 1$. Hence, $(\sigma^{-1}(i), \sigma^{-1}(j)) \in D_T(z)$ if $\beta = \alpha_1$, and $(\sigma^{-1}(j), \sigma^{-1}(i)) \in D_T(z)$ if $\beta = \alpha_2$. Suppose that $\beta = \alpha_1$. Since $(\sigma^{-1}(i), \sigma^{-1}(j)) \in D_T(z) = D_T(\alpha y \pi)$, there exists $t'' \in T$ such that $\rho(t''(i), \pi(j)) = c$, $t''(j) = e$, $\alpha y''_{\pi} = 1$. Letting $t''' := \beta \circ t'' \circ \pi$, we have $t''' = c$, $t''' = e$, $\alpha \circ \beta y'''_{\pi} = \alpha y''_{\pi} = 1$. Hence, $(i, j) \in D_T(\alpha \circ \beta y \circ \pi \circ \sigma)$. Similarly, we can reach the same conclusion when $\beta = \alpha_2$. So $D_T(v) \subseteq D_T(\alpha \circ \beta y \circ \pi \circ \sigma)$. The proof of $D_T(\alpha \circ \beta y \circ \pi \circ \sigma) \subseteq D_T(v)$ is similar, hence we omit it. So we have $y \equiv v$. Therefore, $\equiv$ is an equivalence relation on $\mathbb{Z}_T(k)$. \qed
Next, we address the role of Proposition 4.7 for computational purposes. Note that the relation $\equiv$ partitions $Z_T(k)$ into equivalence classes; let us denote them by $Z_{T,1}(k), \ldots, Z_{T,A}(k)$, where $A \in \mathbb{N}$ is the number of distinct classes. Algorithm 1 shows the precise steps of the main procedure in which these classes are calculated. The two subroutines of this procedure that are used to find the equivalent elements with respect to $\equiv$ are given in Algorithm 2 and Algorithm 3. Let $a \in \{1, \ldots, A\}$ and $z^{T,a}$ be a fixed representative element of $Z_{T,a}(k)$. For each $y \in Z_{T,a}(k)$, the relationship between $|F_y(k, \cdot)|$ and $|F_{z^{T,a}}(k, \cdot)|$ is formulated by Theorem 4.6; indeed, letting

$$w(y,a) := \sum_{t \in T} y_t - \sum_{t \in T} z^{T,a}_t,$$

we have

$$|F_y(k, \ell)| = \begin{cases} |F_{z^{T,a}}(k, \ell - w(y,a))| & \text{if } \ell, \ell - w(y,a) \in \{\ell_0(k), \ldots, 2^k - 2\}, \\ 0 & \text{else.} \end{cases} \quad (4.2)$$

Therefore, the values $|F_y(k, \cdot)|$ for a given $y \in Z_{T,a}(k)$ can be calculated by a “shift” of the values $|F_{z^{T,a}}(k, \cdot)|$ according to (4.2). This will be illustrated further in Example 4.8 and Example 4.9 in the next section.

Let us introduce some additional notation that will make the presentation of the examples simpler. First, without loss of generality, we assume that $z^{T,a}$ achieves the minimum possible sum $\sum_{t \in T} y_t$ among all $y \in Z_{T,a}(k)$; hence $w(y,a) \geq 0$ for each $y \in Z_{T,a}(k)$ and $w(z^{T,a},a) = 0$. Let $\mathcal{W}(a)$ be the set of all possible values of $w(y,a)$, that is,

$$\mathcal{W}(a) := \{w(y,a) \mid y \in Z_{T,a}(k)\},$$

which is a finite subset of $\mathbb{Z}_+ = \{0, 1, 2, \ldots\}$. For each $w \in \mathcal{W}(a)$, let us define

$$Z_{T,a,w}(k) = \{y \in Z_{T,a}(k) \mid w(y,a) = w\}.$$

Hence, we may partition $Z_{T,a}(k)$ as

$$Z_{T,a}(k) = \bigcup_{w \in \mathcal{W}(a)} Z_{T,a,w}(k).$$

We fix one representative $z^{T,a,w} \in Z_{T,a,w}(k)$ for each $w \in \mathcal{W}(a)$ such that $z^{T,a,0} = z^{T,a}$. Hence, in view of Proposition 4.3 we may write

$$|F(k, \ell)| = \sum_{a=1}^{A} \sum_{w \in \mathcal{W}(a)} |F_{z^{T,a,w}}(k, \ell)| \cdot |Z_{T,a,w}(k)|$$

for each $\ell \in \{\ell_0(k), \ldots, 2^k - 2\}$. We will use these notation and reformulations in the examples of the next section.

### 4.5 Computational procedure with no-good cuts

With the equivalence relation $\equiv$ introduced in Section 4.4, we calculate the cardinalities $|F(k, \cdot)|$ through the equivalence classes $Z_{T,a}(k), a \in \{1, \ldots, A\}$, and the corresponding $|F_{z^{T,a}}(k, \cdot)|$ values for a fixed representative $z^{T,a}$ of each class.

It remains to calculate the number of solutions for each equivalence class (as needed in line 21 of Algorithm 1). To that end, let $a \in \{1, \ldots, A\}$ and $z = z^{T,a}$. In order to calculate $|F_z(k, \ell)|$, we
Algorithm 1: Main Algorithm

1: $\mathcal{D}_T \leftarrow \emptyset$
2: for $y$ in $Z_T(k)$ do
3: \hspace{1em} $\mathcal{D}_T \leftarrow \mathcal{D}_T \cup \mathcal{D}_T(y)$
4: end for
5: asymmetricMatrices $\leftarrow \emptyset$
6: $A \leftarrow 0$
7: for $y$ in $Z_T(k)$ \hspace{1em} $\triangleright$ Finding Equivalence Classes
8: \hspace{1em} $\text{symmetryMatrix} \leftarrow \text{generateSymmetryMatrix}(\mathcal{D}_T, y, T)$
9: \hspace{1em} $a \leftarrow \text{findEquivalenceClass}(\text{symmetryMatrix}, \text{asymmetricMatrices}, \mathcal{D}_T)$
10: \hspace{1em} if $a == \text{null}$ then
11: \hspace{2em} $A \leftarrow A + 1$
12: \hspace{2em} $Z_{T,A}(k) \leftarrow \{y\}$
13: \hspace{2em} $z_{T,A} \leftarrow y$
14: \hspace{1em} asymmetricMatrices $\leftarrow$ asymmetricMatrices $\cup$ \{symmetryMatrix\}
15: \hspace{1em} else
16: \hspace{2em} $Z_{T,a}(k) \leftarrow Z_{T,a}(k) \cup \{y\}$
17: \hspace{1em} end if
18: end for
19: for $a = 1 : A$ do
20: \hspace{1em} $\mathcal{W}(a) \leftarrow \emptyset$
21: for $y$ in $Z_{T,a}(k)$ do
22: \hspace{2em} $w \leftarrow \sum_{t \in T} y_t - \sum_{t \in T} z_{T,a}^t$
23: \hspace{2em} if $w$ in $\mathcal{W}(a)$ then
24: \hspace{3em} $Z_{T,a,w} \leftarrow Z_{T,a,w} \cup \{y\}$
25: \hspace{2em} else
26: \hspace{3em} $\mathcal{W}(a) \leftarrow \mathcal{W}(a) \cup \{w\}$
27: \hspace{2em} $Z_{T,a,w} \leftarrow \{y\}$
28: \hspace{2em} $z_{T,a,w} \leftarrow y$
29: end if
30: end for
31: end for
32: for $a = 1 : A$ do
33: \hspace{1em} for $\ell = 1 : (2^k - 2)$ do
34: \hspace{2em} Calculate $|F_{z_{T,a}}(k, \ell)|$ by no-good cuts. \hspace{1em} $\triangleright$ see text
35: \hspace{2em} end for
36: end for
37: $|F(k, \ell)| \leftarrow 0$
38: for $a = 1 : A$ \hspace{1em} $\triangleright$ Total Number of Solutions
39: \hspace{1em} for $w$ in $\mathcal{W}(a)$ do
40: \hspace{2em} for $\ell = \ell_0(k) : (2^k - 2)$ do
41: \hspace{3em} if $\ell \in \{\ell_0(k), \ldots , 2^k - 2\}$ and $\ell - w \in \{\ell_0(k), \ldots , 2^k - 2\}$ then
42: \hspace{4em} $|F(k, \ell)| \leftarrow |F(k, \ell)| + |F_{z_{T,a}}(k, \ell - w)| \cdot |Z_{T,a,w}(k)|$
43: \hspace{3em} end if
44: \hspace{2em} end for
45: \hspace{1em} end for
46: end for
Algorithm 2 generateSymmetryMatrix($\mathcal{D}_T, y, T$)

1: \textit{symmetryMatrix} $\leftarrow$ zeros($|\mathcal{D}_T|, |\mathcal{S}_k^T| \cdot |\mathcal{A}^T|$)
2: $A \leftarrow 1$
3: for $(i, j)$ in $\mathcal{D}_T$ do
4: \hspace{1em} $B \leftarrow 1$
5: \hspace{2em} for $\pi$ in $\mathcal{S}_k^T$ do
6: \hspace{3em} for $\alpha$ in $\mathcal{A}^T$ do
7: \hspace{4em} for $t$ in $T$ do
8: \hspace{5em} if $(\alpha \circ t \circ \pi)_i == c$ and $(\alpha \circ t \circ \pi)_j == e$ and $\alpha y^\pi == 1$ then
9: \hspace{6em} \textit{symmetryMatrix}(A, B) = 1
10: \hspace{5em} end if
11: \hspace{4em} end for
12: \hspace{3em} $B \leftarrow B + 1$
13: \hspace{2em} end for
14: \hspace{1em} end for
15: $A \leftarrow A + 1$
16: end for
17: \textbf{return} \textit{symmetryMatrix}

---

Algorithm 3 findEquivalenceClass($\textit{symmetryMatrix}, \textit{asymmetricMatrices}, \mathcal{D}_T$)

1: $A \leftarrow 1$
2: for $M$ in \textit{asymmetricMatrices} do
3: \hspace{1em} \textit{if} $\text{sum}(M) == \text{sum}(\textit{symmetryMatrix})$ \ldots
4: \hspace{2em} \ldots \textit{and} $\left(\text{sum}(M)/|\mathcal{D}_T| \text{ exists in } (M^T \ast \textit{symmetryMatrix})\right)$ \textit{then}
5: \hspace{3em} return $A$
6: \hspace{1em} end if
7: $A \leftarrow A + 1$
8: end for
9: \textbf{return} NULL
adopt an optimization approach based on the so-called no-good cuts. Given a set \( F^* \subseteq F_z(k, \ell) \), we consider the following integer-linear optimization problem:

\[
\begin{align*}
\text{maximize} & \quad 0 & \quad (\mathcal{P}(z, F^*)) \\
\text{subject to} & \quad \sum_{t \in \mathcal{T}(k)} x_t \geq 1 \quad \forall i \neq j \\
& \quad \sum_{t \in \mathcal{T}(k)} x_t = \ell \quad (4.4) \\
& \quad x_t = y_t \quad \forall t \in T \quad (4.5) \\
& \quad \sum_{t \in \mathcal{T}(k): x_t^* = 1} (1 - x_t) + \sum_{t \in \mathcal{T}(k): x_t^* = 0} x_t \geq 1 \quad \forall (x_t^*)_{t \in \mathcal{T}(k)} \in F^* \quad (4.6) \\
& \quad x_t \in \{0, 1\} \quad \forall t \in \mathcal{T}(k) \quad (4.7)
\end{align*}
\]

Note that \((\mathcal{P}(z, F^*))\) is basically a feasibility problem since we maximize a constant function. Here, constraints \((4.3), (4.4), (4.7)\) are the relations in the definition of \( F(k, \ell) \); constraint \((4.5)\) is the additional requirement in Definition \(4.1\). Constraint \((4.6)\) is the collection of no-good cuts; it makes sure that the new solution \((x_t)_{t \in \mathcal{T}(k)}\) to be found is different from each of the solutions \((x_t^*)_{t \in \mathcal{T}(k)}\) that are already stored in \( F^* \). Indeed, it is not difficult to check that the inequality in \((4.6)\) is equivalent to having

\[ \exists t \in \mathcal{T}(k): x_t \neq x_t^* \]

for each \((x_t^*)_{t \in \mathcal{T}(k)} \in F^* \). While more general formulations of no-good cuts for continuous variables are nonconvex inequalities, the formulation we use here is for binary variables due to the nature of our problem and it yields a linear inequality. The reader is referred to D’Ambrosio, et al. (2010) for a detailed treatment of no-good cuts.

The computational procedure is initialized by solving \((\mathcal{P}(z, F^{(1)})\)) with \( F^{(1)} := \emptyset \). If \( F_z(k, \ell) = \emptyset \), then this problem terminates by infeasibility. Otherwise, it yields a \((k, \ell)\)-labeling \((x_t^{(1)})_{t \in \mathcal{T}(k)}\) in \( F_z(k, \ell) \) as an optimal solution. For each \( u \in \mathbb{N} \), in the \((u+1)\)st iteration, we call \((\mathcal{P}(z, F^{(u+1)})\)) with \( F^{(u+1)} := F^{(u)} \cup \{(x_t^{(u)})_{t \in \mathcal{T}(k)}\} \). If \( |F_z(k, \ell)| \leq u \), then the problem terminates by infeasibility. Otherwise, it yields a \((k, \ell)\)-labeling in \( F_z(k, \ell) \) that is different from each of the points in \( F^{(u)} \). The procedure terminates by infeasibility when \( u = |F_z(k, \ell)| \) in which case we have \( F_z(k, \ell) = F^{(u)} \cup \{(x_t^{(u)})_{t \in \mathcal{T}(k)}\} \). Hence, we find the cardinality of \( F_z(k, \ell) \) by finding all of its elements.

It should be noted that, as the iteration number increases, the number of no-good cuts in the optimization problem increases and it takes more time to compute a new solution. Hence, when deciding on the choice of \( T \), it is desirable to control \( |F_z(k, \ell)| \) by a reasonable upper bound that depends on \( T \). For this purpose, we use the simple upper bound

\[ |F_z(k, \ell)| \leq \left( \frac{2^k - 2 - \bar{z}}{\ell - \bar{z}} \right), \]

where \( \bar{z} := \sum_{t \in T} z_t \); however, better upper bounds can be obtained by exploiting the structure of \( T \).

To illustrate the computational procedure, in the Total” rows of Table\(3\) and Table\(5\) we present the \(|F(k, \cdot)|\) values for \( k = 4 \) and \( k = 5 \), respectively. From these tables, it is notable that for fixed \( k \), the quantity \(|F(k, \ell)|\) first increases with \( \ell \), then makes a maximum around \( \ell = 2^{k-1} - 1 \) and then decreases with \( \ell \). Detailed explanations on these tables are provided in the following two examples.


| $(a, w, s)$ | $\ell$ | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|------------|-------|---|---|---|---|---|---|----|----|----|----|----|
| (1, 0, 2)  | 4     | 40| 115| 146| 103| 43 | 10| 1  | 0  | 0  | 0  | 2  |
| (2, 0, 2)  | 6     | 47| 120| 147| 103| 43 | 10| 1  | 0  | 0  | 0  | 2  |
| (3, 0, 4)  | 0     | 14| 77 | 159| 172| 111| 44| 10 | 1  | 0  | 0  | 2  |
| (4, 0, 1)  | 1     | 20| 94 | 184| 191| 118| 45| 10 | 1  | 0  | 0  | 2  |
| (5, 0, 1)  | 4     | 44| 141| 222| 205| 120| 45| 10 | 1  | 0  | 0  | 2  |
| (5, 1, 2)  | 0     | 4 | 44 | 141| 222| 205| 120| 45 | 10 | 1  | 0  | 2  |
| (5, 2, 1)  | 0     | 4 | 44 | 141| 222| 205| 120| 45 | 10 | 1  | 0  | 2  |
| (6, 0, 2)  | 0     | 1 | 30 | 117| 203| 198| 119| 45 | 10 | 1  | 0  | 1  |
| (a, w, s)  | 25    | 304| 1165| 2188| 2487| 1882| 989| 364| 91 | 14 | 1  |

Table 3: $|F_{z,a,w}(4, \ell)|$ values for $\ell_0(k) \leq \ell \leq 2^k - 2$ in Example 4.8.

| $(a, w)$ | $T$ | $A_1 \cap \bar{A}_2 \cap \bar{A}_3 \cap \bar{A}_4$ | $A_1 \cap \bar{A}_2 \cap A_3 \cap \bar{A}_4$ | $A_1 \cap \bar{A}_2 \cap A_3 \cap A_4$ | $A_1 \cap \bar{A}_2 \cap A_3 \cap A_4$ |
|----------|-----|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| (1, 0)   | 1   | 0                               | 0                               | 0                               | 0                               |
| (2, 0)   | 0   | 1                               | 0                               | 0                               | 0                               |
| (3, 0)   | 1   | 1                               | 0                               | 0                               | 0                               |
| (4, 0)   | 1   | 0                               | 0                               | 0                               | 0                               |
| (5, 0)   | 1   | 1                               | 0                               | 0                               | 0                               |
| (5, 1)   | 1   | 1                               | 1                               | 0                               | 0                               |
| (5, 2)   | 1   | 1                               | 1                               | 0                               | 0                               |
| (6, 0)   | 1   | 1                               | 0                               | 0                               | 1                               |

Table 4: Definitions of the representatives $z_{T,a,w}$ in Example 4.8.

**Example 4.8.** Suppose that $k = 4$. In this case, we have $\ell_0(k) = 4$ and $2^k - 2 = 14$. Hence, we consider the values $\ell \in \{4, \ldots, 14\}$. As the branching set of index vectors, we select $T = \{(c, e, e, e), (c, c, e, e), (c, e, e, e), (c, e, c, e), (c, e, e, e)\}$, which corresponds to the regions $A_1 \cap \bar{A}_2 \cap \bar{A}_3 \cap \bar{A}_4$, $A_1 \cap \bar{A}_2 \cap \bar{A}_2 \cap \bar{A}_4$, $A_1 \cap \bar{A}_2 \cap A_3 \cap \bar{A}_4$, $A_1 \cap \bar{A}_2 \cap A_3 \cap A_4$, $A_1 \cap \bar{A}_2 \cap A_3 \cap A_4$. Hence, $|Z_T(k)| = 16$. By Algorithm 1, we find out that $\equiv$ has $A = 6$ equivalence classes. In the header column of Table 4 we use the format $(a, w) = c, e, e, e$ to report the equivalence class index a, the value $w \in W(a)$ that is fixed for the corresponding row, and the cardinality $s = |Z_{T,a,w}(k)|$ that corresponds to $(a, w)$. For instance, the row of $(5, 1, 2)$ gives the $|F_y(4, \cdot)|$ values for each of the two members of $Z_{T,5,1}(4)$. The entries in the Total row represent the values $|F(k, \ell)| = \sum_{a=1}^{6} \sum_{w \in W(a)} |F_{z, a, w}(k, \ell)| \cdot |Z_{T,a,w}(k)|$ for all $\ell \in \{\ell_0(k), \ldots, 2^k - 2\}$. In Table 4 the rows corresponding to the same equivalence class are placed consecutively and shaded with the same color; we alternate between two colors as the class index a changes. The representatives $z_{T,a,w}$, $a \in \{1, \ldots, A\}$, $w \in W(a)$, are listed in Table 4. For instance, the line for $(5, 1)$ states that

$$z_{T,5,1}^{(c,e,e,e)} = 1, \quad z_{T,5,1}^{(c,e,e,e)} = 1, \quad z_{T,5,1}^{(c,e,e,e)} = 1, \quad z_{T,5,1}^{(c,e,e,e)} = 0.$$

**Example 4.9.** Suppose that $k = 5$. In this case, we have $\ell_0(k) = 4$ and $2^k - 2 = 30$. As the branching set of index vectors, we fix $T = \{t^1, \ldots, t^{15}\}$ and the precise definitions of $t^1, \ldots, t^{15}$ are given in Table 5. For instance, $t^1 = (c, e, c, e, e)$. We have $|Z_T(k)| = 2^{15}$ and there are $A = 28$ equivalence classes of $\equiv$. Table 5 provides the $|F_{z,a,w}(5, \ell)|$ values and it is presented in two pages. Its structure is the same as that of Table 4. The definitions of the representatives $z_{T,a,w}$, $a \in \{1, \ldots, 28\}$, $w \in W(a)$, are given in Table 6.
Table 5 illustrates the tremendous reduction in computational effort provided by the symmetries encoded in Π. For each value of a, we only compute the values |F_{T,a,w}(k,ℓ)| for w = 0, that is, the values in the first row for a; then, for w > 0, the rows are obtained by simple shifts of the row w = 0. The row of (a,w) is repeated s = |Z_{T,a,w}(k)| times in the ultimate value of |F(k,ℓ)|. For instance, in a brute-force calculation without using symmetries, the values in the row for (27,4) would have been calculated s = 4055 times, which is avoided due to the structure provided by Π.

5 Application to reliability theory

In this section, we illustrate the use of constructive covers in reliability theory. In the setting of Barlow, Wu (1978), let us consider a multi-state coherent system with n ∈ N components forming a set N. Without loss of generality, let us write N = {1, . . . , n}. Each component p ∈ N has a state variable z_p taking values in the set S := {0, 1, . . . , s}, where s ∈ N is fixed for all components. Then, the states of all components can be expressed as a vector z = (z_1, . . . , z_n) ∈ S^n. In classical reliability theory, the typical systems are binary, that is, one takes S = {0, 1}. In such systems, the state 1 corresponds to the “functioning” state and 0 corresponds to the “failure” state. Hence, the general case with s + 1 states can be used to model varying levels of perfection for how well the components operate.

The structure of the system is encoded by a function φ: S^n → S such that φ(z) = φ(z_1, . . . , z_n) gives the state of the overall system when component p is at state z_p for each p ∈ N. We call φ the structure function of the system. For instance, a parallel system is defined as a system whose structure function is given by φ(z) = max{z_1, . . . , z_n} for each z ∈ S^n. Similarly, a series system has the structure function φ(z) = min{z_1, . . . , z_n} for each z ∈ S^n. In general, a coherent system is a system which is built as a nested structure of parallel and series systems. More precisely, let k ∈ {1, . . . , n} and consider distinct sets P_1, . . . , P_k ⊆ N satisfying the following properties: the sets are not strict subsets of each other, and \bigcup_{i=1}^k P_i = N. Then, the structure function of a coherent system described with these sets is defined by

\[
\phi(z) = \max_{i \in \{1, . . . , k\}} \min_{p \in P_i} z_p \tag{5.1}
\]

for each z ∈ S^n. The sets P_1, . . . , P_k are called the minimal path sets of the system.

Note that the above requirements for the minimal path sets of the system are precisely the conditions in the definition of constructive ordered k-cover (Definition 3.1) except that the order of the sets is not important. Hence, in view of Remark 3.2, every constructive unordered k-cover of N corresponds to a system design with k minimal path sets and n components, and vice versa. By Corollary 3.8, the number of such system designs is given by

\[
\frac{|C(N, k)|}{k!} = \sum_{\ell=0}^{(2k-2)^{\land n}} \frac{\ell!}{k!} s(n, \ell)|F(k,\ell)|.
\]

Given a coherent system with minimal path sets P_1, . . . , P_k, by following a certain procedure, one can construct the so-called minimal cut sets C_1, . . . , C_r ⊆ N with r ∈ \{1, . . . , n\} satisfying the following properties: the sets are not strict subsets of each other, \bigcup_{j=1}^r C_j = N and each minimal cut set has a nonempty intersection with each minimal path set. It can be shown that (Barlow, Wu, 1978, Proposition 1.1) the structure function of the system can also be computed by the formula

\[
\phi(z) = \min_{j \in \{1, . . . , r\}} \max_{p \in C_j} z_p \tag{5.2}
\]

for each z ∈ S^n.
| \( (n, v', s) \) | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 |
|-----------------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \((1, 0, 1)\)   |   | 0 | 38 | 615 | 2245 | 3900 | 4055 | 2798 | 1345 | 455 | 105 | 15 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((2, 0, 5)\)   |   | 11 | 193 | 1105 | 2889 | 4350 | 4235 | 2838 | 1349 | 0 | 655 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((3, 0, 10)\)  |   | 0 | 32 | 324 | 1397 | 3229 | 4578 | 4325 | 2858 | 1531 | 0 | 655 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((4, 0, 10)\)  |   | 0 | 48 | 44 | 1655 | 3579 | 4806 | 4415 | 2678 | 1351 | 0 | 655 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((5, 0, 20)\)  |   | 0 | 39 | 378 | 1538 | 3389 | 4692 | 4370 | 2686 | 0 | 1352 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((6, 0, 30)\)  |   | 2 | 85 | 607 | 2009 | 3923 | 5063 | 4505 | 2988 | 0 | 1355 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((7, 0, 40)\)  |   | 1 | 78 | 506 | 2003 | 3922 | 5063 | 4505 | 2988 | 0 | 1355 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((8, 0, 50)\)  |   | 0 | 1 | 78 | 506 | 2003 | 3922 | 5063 | 4505 | 0 | 2989 | 1355 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((9, 0, 20)\)  |   | 0 | 0 | 0 | 0 | 850 | 2179 | 4105 | 5152 | 1531 | 0 | 655 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((10, 0, 10)\) |   | 0 | 0 | 0 | 2 | 102 | 692 | 2179 | 4105 | 5152 | 0 | 2989 | 1355 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((11, 0, 30)\) |   | 0 | 0 | 0 | 2 | 41 | 303 | 1194 | 2905 | 4772 | 5545 | 0 | 2930 | 1359 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((12, 0, 60)\) |   | 0 | 0 | 0 | 0 | 0 | 126 | 788 | 2355 | 4288 | 5268 | 4095 | 4905 | 2918 | 1537 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((13, 0, 30)\) |   | 0 | 0 | 0 | 0 | 0 | 0 | 3 | 126 | 788 | 2355 | 4288 | 5268 | 4905 | 2918 | 1537 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((14, 0, 15)\) |   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3 | 126 | 788 | 2355 | 4288 | 5268 | 4905 | 2918 | 1537 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((15, 0, 20)\) |   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((16, 0, 20)\) |   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((17, 0, 30)\) |   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((18, 0, 40)\) |   | 0 | 0 | 0 | 0 | 0 | 3 | 61 | 416 | 248 | 1180 | 3121 | 5163 | 5781 | 6785 | 8593 | 1361 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((19, 0, 20)\) |   | 0 | 0 | 0 | 0 | 0 | 3 | 61 | 416 | 248 | 1180 | 3121 | 5163 | 5781 | 6785 | 8593 | 1361 | 455 | 105 | 15 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| \((20, 0, 20)\) |   | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 5: \( |F_{x, n, v}(5, \ell)| \) values for \( \ell_0(k) \leq \ell \leq 2^k - 2 \) in Example 4.9
| (n, v, s) | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 |
|-----------|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| (20, 1, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 160 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (20, 2, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 160 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (20, 3, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (21, 0, 120) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (21, 1, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (21, 2, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (21, 3, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (22, 0, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (22, 1, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (22, 2, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (22, 3, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (22, 4, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (23, 0, 120) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (23, 1, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (23, 2, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (23, 3, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (23, 4, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (23, 5, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (24, 0, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (24, 1, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (24, 2, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (24, 3, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| (24, 4, 0) | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 16 | 740 | 2100 | 4888 | 5776 | 5055 | 4895 | 2891 | 1363 | 455 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table 5: \(|F_{z,v,w}(5, \ell)|\) values for \(\ell_0(k) \leq \ell \leq 2^k - 2\) in Example 4.39 (continued)
Let us comment on the alternative ways of calculating the state of the system given in (5.1) and (5.2). We observe that the system is in the failure state if there is at least one minimal cut set in which every component is in the failure state, and the system is in a functioning state if there is at least one component in P_i with z_p ≤ s. Conversely, thanks to (5.2), we have φ(z) > s if and only if, for every minimal cut set C_j, there is at least one component p ∈ C_j with z_p > s.

As mentioned above, the minimal cut sets corresponding to a collection of minimal path sets can be constructed by a certain procedure. To be able to describe this procedure, we review the notion of minimality next. Let \( \mathcal{C} = \{C_1, \ldots, C_r\} \) be a collection of distinct subsets of N with \( r \in \{1, \ldots, n\} \). For \( i \in \{1, \ldots, r\} \), the set \( C_i \) is called a dominated element of \( \mathcal{C} \) if there is \( i' \in \{1, \ldots, r\}\setminus\{i\} \) such that \( C_{i'} \subseteq C_i \); in this case, \( C_i \) is also said to be dominated by \( C_{i'} \). \( C_k \) is called a minimal element of \( \mathcal{C} \) if it is not a dominated element. Since \( \mathcal{C} \) is a finite collection, a minimal element of \( \mathcal{C} \) always exists. Moreover, it is easy to observe that every dominated element is dominated by at least one minimal element. It is easy to see that \( \mathcal{C} \) is a constructive unordered \( r \)-cover of N if and only if every set in \( \mathcal{C} \) is a minimal element of \( \mathcal{C} \) and \( \bigcup_{i=1}^{r} C_i = N \).

Let \( \mathcal{P} = \{P_1, \ldots, P_k\} \) be a constructive unordered k-cover of N. A set \( C \subseteq \{1, \ldots, n\} \) is called an intersector of \( \mathcal{P} \) if there exists a surjective function \( f: \{1, \ldots, k\} \to C \) such that \( f(i) \in P_i \) for every \( i \in \{1, \ldots, k\} \). In other words, an intersector chooses one component from each set in \( \mathcal{P} \) but the same component can be chosen from multiple sets. Consequently, for an intersector \( C \) of \( \mathcal{P} \), it holds \( C \cap P_i \neq \emptyset \) for each \( i \in \{1, \ldots, k\} \) but the cardinality of such an intersection may exceed one, in general. Moreover, for every component \( p \in N \), there exists an intersector \( C \) of \( \mathcal{P} \) such that \( p \in C \). Let us denote by \( \mathcal{C}_0 \) the collection of all intersectors of \( \mathcal{P} \) and by \( \mathcal{C} \) the collection of all minimal elements of \( \mathcal{C}_0 \). Let us write

\[
\mathcal{C} = \{C_1, \ldots, C_r\},
\]

where \( r = |\mathcal{C}| \).

**Proposition 5.1.** The collection \( \mathcal{C} \) given in (5.3) is a constructive unordered \( r \)-cover of N.

**Proof.** We first note that, by construction, every set in \( \mathcal{C} \) is a minimal element of \( \mathcal{C}_0 \), hence it is a minimal element of \( \mathcal{C} \) as well. It remains to show that \( \bigcup_{i=1}^{r} C_i = N \). The part is obvious since \( C_1, \ldots, C_r \) are subsets of N. To prove the \( \supseteq \) part, let us fix \( p \in N \). Let us denote by \( \mathcal{C}_0(p) \) the collection of all intersectors of \( \mathcal{P} \) containing \( p \) as an element and by \( \mathcal{C}(p) \) the collection of all minimal elements of \( \mathcal{C}_0(p) \). Let us write \( \mathcal{C}(p) = \{K_1, \ldots, K_q\} \) where \( q \in \mathbb{N} \) as a collection of distinct sets. To conclude the proof, it suffices to show that \( \mathcal{C}(p) \subseteq \mathcal{C} \). To that end, we let \( \alpha \in \{1, \ldots, q\} \) and show that \( K_\alpha \in \mathcal{C} \). To get a contradiction, suppose that \( K_\alpha \notin \mathcal{C} \). Note that \( \mathcal{C}(p) \subseteq \mathcal{C}_0 \).

Hence, the supposition is equivalent to that, \( K_\alpha \) is a dominated element of \( \mathcal{C}_0 \) so that there exists \( j(\alpha) \in \{1, \ldots, r\} \) such that \( C_{j(\alpha)} \subseteq K_\alpha \). Moreover, such \( C_{j(\alpha)} \) does not contain \( p \) as an element as otherwise \( C_{j(\alpha)} \) would be a set in \( \mathcal{C}_0(p) \), which would contradict the minimality of \( K_j \) in \( \mathcal{C}_0(p) \).

Since \( C_{alpha} \) is an intersector of \( \mathcal{P} \), there exists a surjective function \( f: \{1, \ldots, k\} \to C_{j(\alpha)} \) such that \( f(i) \in P_i \) for every \( i \in \{1, \ldots, k\} \). Define a function \( g: \{1, \ldots, k\} \to N \) by letting \( g(i) = p \) if \( p \in P_i \) and \( g(i) = f(i) \) if \( p \notin P_i \). Since \( \mathcal{P} \) is constructive, there exists \( i' \) such that \( p \in P_{i'} \). Consequently, the image \( g(\{1, \ldots, k\}) \) of \( g \) is an intersector of \( \mathcal{P} \) containing \( p \) as an element, \( C_{j(\alpha)} \setminus g(\{1, \ldots, m\}) \neq \emptyset \), and \( g(\{1, \ldots, k\}) \subseteq C_{j(\alpha)} \cup \{p\} \subseteq K_j \). Hence, \( g(\{1, \ldots, k\}) \in \mathcal{C}(p) \) and the minimality of \( K_j \) in \( \mathcal{C}_0(p) \) implies \( C_{j(\alpha)} \subseteq K_j = g(\{1, \ldots, k\}) \), which contradicts \( C_{j(\alpha)} \setminus g(\{1, \ldots, k\}) \neq \emptyset \). Therefore, \( K_j \in \mathcal{C} \).\[\square\]
| $(n, w)$ | $t^1$ | $t^2$ | $t^3$ | $t^4$ | $t^5$ | $t^6$ | $t^7$ | $t^8$ | $t^9$ | $t^{10}$ | $t^{11}$ | $t^{12}$ | $t^{13}$ | $t^{14}$ | $t^{15}$ |
|-------|------|------|------|------|------|------|------|------|------|-------|------|------|------|------|------|
| (1, 0) | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (2, 0) | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (3, 0) | 0    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (4, 0) | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (4, 1) | 1    | 0    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (5, 0) | 1    | 0    | 0    | 1    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (6, 0) | 1    | 0    | 0    | 0    | 1    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (6, 1) | 1    | 0    | 0    | 0    | 0    | 1    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (7, 0) | 1    | 0    | 0    | 0    | 0    | 0    | 1    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (8, 0) | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 1    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (9, 0) | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (9, 1) | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (9, 2) | 1    | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (10, 0) | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (10, 1) | 1    | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (11, 0) | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (11, 1) | 1    | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (12, 0) | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (13, 0) | 1    | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (13, 1) | 1    | 1    | 1    | 1    | 1    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (13, 2) | 1    | 1    | 1    | 1    | 1    | 1    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (14, 0) | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (14, 1) | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (15, 0) | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (16, 0) | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (16, 1) | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (16, 2) | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |
| (17, 0) | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0     | 0    | 0    | 0    | 0    | 0    |

Table 6: Definitions of the representatives $z^{T, a, w}$ in Example 4.9
As an alternative construction, one can start with a constructive unordered $r$-cover $\{C_1, \ldots, C_r\}$ of $\mathcal{N}$ to be used as the collection of the minimal cut sets of the system, that is, the structure function is defined by (5.2). Then, the corresponding minimal path sets can be constructed by the above procedure, which guarantees that each minimal path set has a nonempty intersection with each minimal cut set. The number of all system designs with $r$ minimal cut sets is given by

$$\frac{|C(\mathcal{N}, r)|}{r!} = \sum_{\ell=\ell_0(k)}^{(2^r-2)^n} \frac{\ell!}{r!} \tilde{s}(n, \ell)|F(r, \ell)|.$$

We finish this section by providing two exact calculations of the above quantity based on the earlier calculations.

**Example 5.2.** Using Example 4.8, we calculate the number of all system designs with $n = 7$ components and $r = 4$ minimal cut sets as

$$\frac{|C(\mathcal{N}, r)|}{r!} = \frac{1}{24} \sum_{\ell=4}^{7} \ell!\tilde{s}(7, \ell)|F(4, \ell)|$$

$$= \frac{1}{24} (4!\tilde{s}(7, 4)|F(4, 4)| + 5!\tilde{s}(7, 5)|F(4, 5)| + 6!\tilde{s}(7, 6)|F(4, 6)| + 7!\tilde{s}(7, 7)|F(4, 7)|)$$

$$= \frac{1}{24} (4! \cdot 1050 \cdot 25 + 5! \cdot 266 \cdot 304 + 6! \cdot 28 \cdot 1165 + 7! \cdot 1 \cdot 2188)$$

$$= 1,868,650.$$

**Example 5.3.** Using Example 4.9, we calculate the number of all system designs with $n = 9$
components and \( r = 5 \) minimal cut sets as

\[
|C(N, r)| = \frac{1}{r!} \sum_{\ell=4}^{9} \ell! \tilde{s}(9, \ell)|F(5, \ell)|
\]

\[
= \frac{1}{120} (4! \tilde{s}(9, 4)|F(5, 4)| + 5! \tilde{s}(9, 5)|F(5, 5)| + 6! \tilde{s}(9, 6)|F(5, 6)| + 7! \tilde{s}(9, 7)|F(5, 7)|
\]
\[
+ 8! \tilde{s}(9, 8)|F(5, 8)| + 9! \tilde{s}(9, 9)|F(5, 9)|
\]

\[
= \frac{1}{120} (4! \cdot 42525 \cdot 30 + 5! \cdot 22827 \cdot 2026 + 6! \cdot 5880 \cdot 41430 + 7! \cdot 750 \cdot 376350
\]
\[
+ 8! \cdot 45 \cdot 2003655 + 9! \cdot 1 \cdot 7286000)
\]

\[
= 65, 691, 305, 652.
\]

6 Conclusion

In this paper, we consider the problem of counting the number of ways that one can cover a finite set by a given number of subsets with the additional requirement that every pair of these subsets has a nonempty set difference. It turns out that this seemingly simple problem requires a deep enumeration argument which results in two auxiliary problems: calculating ISNs and counting certain labelings of the disjoint regions that are induced by a cover. While the calculation of ISNs can be handled by a simple recursive relation, we solve the labeling problem by a more sophisticated method that exploits certain symmetries available in the set of labelings and uses no-good cuts from optimization literature. As the numerical examples illustrate, even for small values of \( k \), the number of subsets in the cover, one has to calculate very large cardinalities due to exponential growth. The enhancement of this method for larger values of \( k \) as well as the asymptotic analysis of the overall problem are subjects of future research.

7 Appendix: Proofs of the results in Section 2

Proof of Proposition 2.1. Using binomial expansion, we obtain

\[
\tilde{s}(n, \ell) = \frac{1}{\ell!} \sum_{j=0}^{\ell} (-1)^{\ell-j} \binom{\ell}{j} (j+1)^n = \frac{1}{\ell!} \sum_{j=0}^{\ell} (-1)^{\ell-j} \binom{\ell}{j} \sum_{i=0}^{n} \binom{n}{i} j^i
\]

\[
= \frac{1}{\ell!} \sum_{i=0}^{n} \binom{n}{i} \sum_{j=0}^{\ell} (-1)^{\ell-j} \binom{\ell}{j} j^i = \frac{1}{\ell!} \sum_{i=1}^{n} \binom{n}{i} \sum_{j=0}^{\ell} (-1)^{\ell-j} \binom{\ell}{j} j^i = \sum_{i=1}^{n} \binom{n}{i} s(i, \ell).
\]

Here, to get the penultimate equality, we use the fact that, for \( i = 0 \),

\[
\sum_{j=0}^{\ell} (-1)^{\ell-j} \binom{\ell}{j} j^i = \sum_{j=0}^{\ell} (-1)^{\ell-j}(+1)^j \binom{\ell}{j} = 0.
\]

Hence, 2.3 follows. If \( n < \ell \), then 2.2 implies

\[
\tilde{s}(n, \ell) = \sum_{i=1}^{n} \binom{n}{i} s(i, \ell) = \sum_{i=1}^{n} \binom{n}{i} 0 = 0.
\]
On the other hand, if \( n \geq \ell \), then we have \( s(i, \ell) = 0 \) for each \( i \in \{1, \ldots, \ell - 1\} \) so that

\[
\tilde{s}(n, \ell) = \sum_{i=\ell}^{n} \binom{n}{i} s(i, \ell) = \sum_{i=0}^{n-\ell} \binom{n}{i} s(n-i, \ell).
\]

Hence, (2.4) follows. In particular, \( \tilde{s}(n, n) = \binom{n}{0} s(n, n) = 1 \). Finally, by (2.3) together with (i) and (iii), we have

\[
\tilde{s}(n, 1) = \sum_{i=1}^{n} \binom{n}{i} s(i, 1) = \sum_{i=1}^{n} \binom{n}{i} = 2^n - 1.
\]

\( \square \)

**Proof of Proposition 2.3** Let \( n \in \mathbb{N} \setminus \{1\} \) and \( \ell \in \{2, \ldots, n\} \). By elementary calculations, we obtain

\[
(\ell + 1)\tilde{s}(n, \ell) + \tilde{s}(n, \ell - 1) = \sum_{j=0}^{\ell-1} (-1)^{\ell-j} \binom{\ell}{j} (j + 1)^n + \frac{1}{(\ell - 1)!} \sum_{j=0}^{\ell-1} (-1)^{\ell-1-j} \binom{\ell-1}{j} (j + 1)^n
\]

\[
= \frac{\ell + 1}{\ell!} \sum_{j=0}^{\ell-1} (-1)^{\ell-j} \binom{\ell}{j} (j + 1)^n + \frac{1}{\ell!} (\ell + 1)^n + \frac{1}{(\ell - 1)!} \sum_{j=0}^{\ell-1} (-1)^{\ell-1-j} \binom{\ell-1}{j} (j + 1)^n
\]

\[
= \frac{1}{(\ell - 1)!} \sum_{j=0}^{\ell-1} (-1)^{\ell-j} (j + 1)^n \left( \frac{\ell + 1}{\ell} \binom{\ell}{j} - \binom{\ell-1}{j} \right) + \frac{\ell + 1}{\ell!} (\ell + 1)^n
\]

\[
= \frac{1}{(\ell - 1)!} \sum_{j=0}^{\ell-1} (-1)^{\ell-j} (j + 1)^n \left( \frac{\ell + 1}{\ell} \binom{\ell}{j} - \frac{\ell - j}{\ell} \right) + \frac{\ell + 1}{\ell!} (\ell + 1)^n
\]

\[
= \frac{1}{\ell!} \sum_{j=0}^{\ell-1} (-1)^{\ell-j} \binom{\ell}{j} (j + 1)^{n+1} + \frac{1}{\ell!} (\ell + 1)^{n+1} = \frac{1}{\ell!} \sum_{j=0}^{\ell} (-1)^{\ell-j} \binom{\ell}{j} (j + 1)^{n+1} = \tilde{s}(n+1, \ell),
\]

as desired. The boundary conditions are given by (iii), (iv) of Proposition 2.1. \( \square \)
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