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Abstract—This paper introduces a notion of decomposition and completion of sum-of-squares (SOS) matrices. We show that a subset of sparse SOS matrices with chordal sparsity patterns can be equivalently decomposed into a sum of multiple SOS matrices that are nonzero only on a principal submatrix. Also, the completion of an SOS matrix is equivalent to a set of SOS conditions on its principal submatrices and a consistency condition on the Gram representation of the principal submatrices. These results are partial extensions of chordal decomposition and completion of scalar matrices to matrices with polynomial entries. We apply the SOS decomposition result to exploit sparsity in matrix-valued SOS programs. Numerical results demonstrate the high potential of this approach for solving large-scale sparse matrix-valued SOS programs.

I. INTRODUCTION

Matrix decomposition and completion naturally appear in a wide range of applications and have attracted considerable research attention [1]–[10]. Problems involving sparse and positive semidefinite (PSD) matrices are of particular interest [1]. Consider a toy example

\[
\begin{bmatrix}
2 & 1 & 0 \\
1 & 1 & 1 \\
0 & 1 & 2
\end{bmatrix}_{X \geq 0} = \begin{bmatrix}
2 & 1 & 0 \\
1 & 0.5 & 0 \\
0 & 0 & 0
\end{bmatrix}_{X_1 \geq 0} + \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 2
\end{bmatrix}_{X_2 \geq 0},
\]

(1)

where we decompose a sparse PSD matrix \(X\) into a sum of two PSD matrices \(X_1, X_2\), and each of them only consists of one PSD principal submatrix. In fact, this kind of decomposition always exists for a class of PSD matrices with chordal sparsity patterns (a precise definition will be given in Section III) [4], [5].

A concept related to the matrix decomposition above is that of PSD matrix completion. Consider a symmetric matrix with partially specified entries

\[
Z = \begin{bmatrix}
2 & 1 & ? \\
1 & 0.5 & 1 \\
? & 1 & 2
\end{bmatrix},
\]

(2)

where the question mark \(?\) denotes unspecified entries. The PSD matrix completion problem asks whether \(Z\) can be completed into a PSD matrix by filling in the unspecified entries. Clearly, a necessary condition for the existence of such a completion is that the principal submatrices are PSD.

It turns out that this condition is also sufficient for matrices with chordal sparsity patterns [6]. For the matrix in (2), it is not difficult to check that the principal submatrices are PSD, and there exists a PSD completion as follows

\[
\begin{bmatrix}
2 & 1 & ? \\
1 & 0.5 & 1 \\
? & 1 & 2
\end{bmatrix} \succeq 0, \quad \begin{bmatrix}
0.5 & 1 \\
1 & 2
\end{bmatrix} \succeq 0,
\]

\[
Z = \begin{bmatrix}
2 & 1 & 2 \\
1 & 0.5 & 1 \\
2 & 1 & 2
\end{bmatrix} \succeq 0.
\]

The decomposition and completion results for sparse PSD matrices [4]–[6] actually allow us to equivalently replace a large PSD constraint by a set of coupled smaller PSD constraints, which promises better scalability for computations. This feature underpins much of the recent research on exploiting sparsity in conic programs, either by interior-point methods [7], [8] or by first-order methods [9]–[11]. Also, applications of the decomposition and completion results have recently emerged in systems analysis and synthesis [12], [13], as well as optimal power flow problems [14].

In this paper, we provide a partial extension of the results in [4]–[6] to sparse matrices with polynomial entries. In other words, we consider the problem of decomposing and completing sparse polynomial matrices, where each entry is a polynomial with real coefficients in \(n\) variables \(x_1, \ldots, x_n\). For example, given a PSD polynomial matrix with the same pattern as that in (1)

\[
\begin{bmatrix}
x^2 + 1 & x \\
x & x^2 - 2x + 3 & x + 1 \\
0 & x + 1 & x^2 + 2
\end{bmatrix} \succeq 0, \forall x \in \mathbb{R},
\]

(3)

we aim to answer whether it can be decomposed into a sum of two PSD polynomial matrices of the form

\[
\begin{bmatrix}
* & * & 0 \\
* & * & 0 \\
0 & 0 & 0
\end{bmatrix} \succeq 0 + \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & * \\
0 & 0 & *
\end{bmatrix} \succeq 0,
\]

where * denotes a polynomial in \(x\). Also, we try to address whether the following matrix can be completed into a PSD polynomial matrix

\[
\begin{bmatrix}
x^2 + 1 & x \\
x & x^2 - 2x + 2.5 & x + 1 \\
? & x + 1 & x^2 + 2
\end{bmatrix},
\]

(4)

by replacing ? with an appropriate polynomial.

Note that checking the positive semidefiniteness of a given symmetric polynomial matrix is NP-hard in general [15]. This paper focuses on a subset of PSD matrices given by sum-of-squares (SOS) matrices, as these can be identified...
with polynomial-time algorithms using semidefinite programs (SDPs) [16]–[18]. Our motivation is the fact that SOS techniques represent a powerful tool for systems analysis, control, and optimization (see, e.g., [15], [19]), but they do not scale well with problem size. Most existing approaches to mitigate the scalability issue are based on the SOS representations of scalar polynomials; see an overview of recent advances in [20]. This paper describes sufficient conditions to decompose sparse SOS matrices into smaller ones, and for the existence of a SOS completion of a partial polynomial matrix. Thus, sparsity can be exploited to reduce the cost of computing with large and sparse SOS matrices.

The notion of decomposition and completion of SOS matrices has not been reported in the literature before. In this paper, we use hypergraphs to combine the Gram representation of SOS matrices [16]–[18] with the normal decomposition and completion results [4]–[6]. We prove that 1) the decomposition results for scalar matrices [4], [5] can be extended to a subset of sparse SOS matrices, and 2) the conditions for the existence of an SOS completion are similar to those for scalar matrices [6], with the addition of a consistency condition. Due to the non-uniqueness of their Gram matrix representation, however, our results of decomposition and completion for SOS matrices are not identical to those for scalar matrices in [4]–[6]. As a direct application, we use the new decomposition result to exploit sparsity in matrix-value SOS programs. Preliminary numerical results show the effectiveness of this approach.

The rest of this paper is organized as follows. Section II presents some preliminaries on chordal graphs. The results on decomposition and completion of sparse SOS matrices are given in Section III. Section IV discusses an application to matrix-valued SOS programs, including preliminary numerical examples. We conclude this paper in Section V.

II. PRELIMINARIES ON CHORDAL GRAPHS

The sparsity patterns for the matrices in (1) and (2) can be commonly characterized by chordal graphs. This section reviews chordal graphs and their relation to the decomposition and completion of sparse PSD matrices.

A. Chordal graphs

We define a graph \(G(V,E)\) by a set of nodes \(V = \{1,2,\ldots,r\}\) and a set of edges \(E \subseteq V \times V\). Graph \(G(V,E)\) is called undirected if and only if \((i,j) \in E \Leftrightarrow (j,i) \in E\). A cycle of length \(k\) is a sequence of nodes \(\{v_1,v_2,\ldots,v_k\} \subseteq V\) with \((v_k,v_1) \in E\) and \((v_i,v_{i+1}) \in E\), \(\forall i = 1,\ldots,k-1\). A chord in a cycle \(\{v_1,v_2,\ldots,v_k\}\) is an edge \((v_i,v_j)\) that joins two nonconsecutive nodes in the cycle.

Definition 1 (Chordal graph): An undirected graph is chordal if all its cycles of length at least four have a chord.

Chordal graphs include some common classes of graphs, such as complete graphs, line graphs and trees. Fig. 1 illustrates some examples. We note that any non-chordal graph \(G(V,E)\) can always be extended to a chordal graph \(\hat{G}(V,E)\) by adding appropriate edges to \(E\) [1]. Finally, we introduce the concept of cliques: a clique \(C \subseteq V\) is a subset of nodes where \((i,j) \in E\), \(\forall i,j \in C, i \neq j\). If a clique \(C\) is not a subset of any other clique, then it is called a maximal clique. For example, in Fig. 1(a), there are two maximal cliques, \(C_1 = \{1,2\}\) and \(C_2 = \{2,3\}\).

B. Chordal decomposition and completion

Given an undirected graph \(G(V,E)\), we define an extended set of edges \(E^* = E \cup \{(i,k), \forall i \in V\}\) that includes all self-loops. Then, we define the space of symmetric matrices as \(S^r(E^*) := \{X \in S^r|X_{ij} = X_{ji} = 0 \text{ if } (j,i) \notin E^*\}\), and the cone of sparse PSD matrices as \(S^r_+(E,0) := \{X \in S^r|X \succeq 0\}\). Also, we denote by \(S^r_+(E,?)\) the set of matrices in \(S^r(E,0)\) that have a PSD completion, i.e.,

\[
S^r_+(E,?) := \mathbb{P}_{S^r(E,0)}(S^r_+),
\]

where \(\mathbb{P}_{S^r(E,0)}\) denotes the projection onto \(S^r(E,0)\). Given a maximal clique \(C_k\), we define a matrix \(E_{C_k} \in \mathbb{R}^{C_k \times r}\) as

\[
(E_{C_k})_{ij} := \begin{cases} 1, & \text{if } C_k(i) = j, \\ 0, & \text{otherwise}, \end{cases}
\]

where \(|C_k|\) denotes the number of nodes in \(C_k\), and \(C_k(i)\) denotes the \(i\)-th node in \(C_k\), sorted in the natural ordering. Note that \(X_k = E_{C_k}XTE_{C_k}^T \in \mathbb{S}^{C_k \times C_k}\) extracts a principal sub-matrix defined by the indices in clique \(C_k\), and the operation \(E_{C_k}^T X_k E_{C_k}\) inflates a \(|C_k| \times |C_k|\) matrix into a sparse \(r \times r\) matrix. Then, the following results characterize, respectively, the membership to the sets \(S^r_+(E,0)\) and \(S^r_+(E,?)\) when the underlying graph \(G(V,E)\) is chordal.

Theorem 1 ([4], [5]): Let \(G(V,E)\) be a chordal graph with maximal cliques \(\{C_1,C_2,\ldots,C_t\}\). Then, \(X \in S^r_+(E,0)\) if and only if there exist \(X_k \in \mathbb{S}^{C_k \times C_k}\), \(k = 1,\ldots,t\), such that

\[
X = \sum_{k=1}^{t} E_{C_k}X_kE_{C_k}^T.
\]

Theorem 2 ([6]): Let \(G(V,E)\) be a chordal graph with maximal cliques \(\{C_1,C_2,\ldots,C_t\}\). Then, \(Z \in S^r_+(E,?)\) if and only if

\[
E_{C_k}ZE_{C_k}^T \in \mathbb{S}^{C_k \times C_k}, \quad k = 1,\ldots,t.
\]

Given a chordal graph \(G(V,E)\), according to Theorem 1, a sparse PSD matrix \(X \in S^r_+(E,0)\) can always be written as a sum of multiple PSD matrices that are nonzero only on a
principal submatrix. For example, the matrix $X$ in (1) has a sparsity pattern corresponding to Fig. 1(a). Then, we have

$$E_{C_1} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad E_{C_2} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

and

$$\begin{bmatrix} 2 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 2 \end{bmatrix} = E_{C_1}^T \begin{bmatrix} 2 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 1 & 2 \end{bmatrix} \geq 0,$$

Similarly, Theorem 2 states that the matrix $X$ in (2) has a PSD completion if and only if the $2 \times 2$ principal submatrices $E_{C_1}^T Z E_{C_1}$ and $E_{C_2}^T Z E_{C_2}$ are PSD, which is easy to verify. These simple examples illustrate that constraints of the form $X \in S_d(\mathcal{E}, 0)$ or $Z \in S_d(\mathcal{E}, ?)$ can be replaced by PSD constraints on certain principal submatrices, provided that its sparsity pattern is chordal. This feature has been exploited successfully to improve the scalability of solving large-scale sparse SDPs in [7]–[11].

III. DECOMPOSITION & COMPLETION OF SOS MATRICES

In this section, we apply Theorems 1 and 2 to the decomposition and completion of a class of PSD matrices with polynomial entries.

A. Nonnegativity and sum-of-squares

We denote by $\mathbb{R}[x]_{n, 2d}$ the set of polynomials in $n$ variables with real coefficients of degree no more than $2d$. The set of $q \times r$ polynomial matrices with entries in $\mathbb{R}[x]_{n, 2d}$ is denoted by $\mathbb{R}[x]_{n, 2d}^{q \times r}$. A polynomial $p(x) \in \mathbb{R}[x]_{n, 2d}$ is nonnegative or PSD if $p(x) \geq 0$, $\forall x \in \mathbb{R}^n$, and a symmetric polynomial matrix $P(x) \in \mathbb{R}[x]_{n, 2d}$ is PSD if $P(x) \geq 0$, $\forall x \in \mathbb{R}^n$.

Note that checking positive semidefiniteness of a polynomial $p(x)$ or a polynomial matrix $P(x)$ is NP-hard in general [15]. A popular tractable approach is to replace the PSD constraint by a sum-of-squares (SOS) constraint. We say that $p(x) \in \mathbb{R}[x]_{n, 2d}$ is an SOS polynomial if there exists polynomials $f_i(x) \in \mathbb{R}[x]_{n,d}, i = 1, \ldots, s$ such that $p(x) = \sum_{i=1}^s f_i^2(x)$. Also, we define an SOS matrix as follows [16]–[18].

Definition 2: A symmetric polynomial matrix $P(x) \in \mathbb{R}[x]_{n, 2d}^{n \times n}$ is an SOS matrix if there exists a polynomial matrix $M(x) \in \mathbb{R}[x]_{n,d}^{n \times n}$ such that $P(x) = M^T(x)M(x)$.

Clearly, the existence of an SOS representation ensures the positive semidefiniteness of $p(x)$ or $P(x)$. For simplicity, we denote by $\Sigma_{n, 2d}^+$ the set of $r \times r$ SOS matrices with entries in $\mathbb{R}[x]_{n, 2d}$. It is known that the problem of checking membership of $\Sigma_{n, 2d}^+$ can be cast as an SDP.

Lemma 1 ([16]–[18]): $P(x) \in \Sigma_{n, 2d}^+$ if and only if there exists a PSD matrix $Q \in S^+_n$ with $l = r \times N$ and $N = \binom{n+d}{d}$ such that

$$P(x) = (I_r \otimes v_d(x))^T Q (I_r \otimes v_d(x)),$$

where $v_d(x) = [1, x_1, x_2, \ldots, x_n, x_1^2, x_1x_2, \ldots, x_n^2]^T$ is the standard monomial vector of degree up to $d$.

The matrix $Q$ in (3) is called the Gram matrix of the SOS representation, which is usually not unique.

B. Decomposition of sparse SOS matrices

Similar to the sparse scalar matrix case 5, we define sparse SOS matrices characterized by an undirected graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$.

$$\Sigma_{n, 2d}^+(\mathcal{E}, 0) = \left\{ P(x) \in \Sigma_{n, 2d}^+(\mathcal{E}, 0) \bigm| p_{ij}(x) = p_{ji}(x) = 0, \quad \text{if } (i, j) \notin \mathcal{E}^* \right\},$$

Given a sparse SOS matrix $P(x)$, according to Lemma 1, its SOS representation can be written as

$$P(x) = \begin{bmatrix} v_d(x)^T Q_{11}v_d(x) & \ldots & v_d(x)^T Q_{1r}v_d(x) \\ \vdots & \ddots & \vdots \\ v_d(x)^T Q_{r1}v_d(x) & \ldots & v_d(x)^T Q_{rr}v_d(x) \end{bmatrix},$$

where $Q_{ij} \in \mathbb{R}^{N \times N}, i, j = 1, \ldots, r$ is the $(i, j)$-th block of matrix $Q \in S^+_n$. If $P(x) \in \Sigma_{n, 2d}^+(\mathcal{E}, 0)$, then we have

$$p_{ij}(x) = v_d(x)^T Q_{ij}v_d(x) = 0, \quad \text{if } (i, j) \notin \mathcal{E}^*.$$ (10)

Still, $Q_{ij}$ may be a nonzero matrix in (10). Note that while $Q$ is a symmetric matrix, the $ij$-th off-diagonal block $Q_{ij}$ need not be so. This means the Gram matrix $Q$ for a sparse SOS matrix $P(x) \in \Sigma_{n, 2d}^+(\mathcal{E}, 0)$ can be dense. To maintain the sparsity of $P(x)$ in the Gram matrix $Q$, we consider a subset of SOS matrices

$$\Sigma_{n, 2d}^+(\mathcal{E}, 0) = \left\{ P(x) \in \Sigma_{n, 2d}^+(\mathcal{E}, 0) \bigm| P(x) \text{ admits a } \quad \text{Gram matrix } Q \geq 0, \quad \text{with } Q_{ij} = 0 \text{ when } p_{ij}(x) = 0 \right\}.$$ (11)

With this restriction, we have the following result.

Theorem 3 (SOS matrix decomposition): Let $\mathcal{G}(\mathcal{V}, \mathcal{E})$ be a chordal graph with maximal cliques $\{C_1, C_2, \ldots, C_t\}$. Then, $P(x) \in \Sigma_{n, 2d}^+(\mathcal{E}, 0)$ if and only if there exist $P_k(x) \in \Sigma_{n, 2d}^+(C_k), k = 1, \ldots, t$, such that

$$P(x) = \sum_{k=1}^t E_{C_k}^T P_k(x) E_{C_k}.$$

Proof: The proof, organized in three steps, combines the Gram representation of SOS matrices with Theorem 1.

Step 1 (Sparse Gram matrix): We observe that $P(x) \in \Sigma_{n, 2d}^+(\mathcal{E}, 0)$ if and only if it admits a sparse Gram matrix $Q \in \mathbb{R}^{N \times N}$, where the $(i, j)$-th block $Q_{ij} = Q_{ji} = 0, \forall (i, j) \notin \mathcal{E}^*$. This means the Gram matrix $Q \in \mathbb{R}^{N \times N}$ has a block sparsity pattern defined by $\mathcal{G}(\mathcal{V}, \mathcal{E})$. In fact, as shown in [21], this kind of sparsity pattern is also chordal.

To be precise, we define a hyper-graph $\tilde{\mathcal{G}}(\tilde{\mathcal{V}}, \tilde{\mathcal{E}})$ with a hyper-node set defined as

$$\tilde{\mathcal{V}} = \left\{ 1, \ldots, N, N+1, \ldots, 2N, \ldots, (r-1)N+1, \ldots, rN \right\},$$

and a hyper-edge set defined as $\tilde{\mathcal{E}} = \bigcup_{k=1}^t \tilde{C}_k \times \tilde{C}_k$, where the hyper-clique $\tilde{C}_k$ is defined as

$$\tilde{C}_k = \{(j-1)N+1, \ldots, jN \mid j \in C_k\}, k = 1, \ldots, t.$$ (11)
Then, the sparsity pattern of the Gram matrix \( Q \) can be described by \( \tilde{G}(\mathcal{V}, \tilde{E}) \), i.e., \( Q \in \mathbb{S}^{2N}_{+}(\tilde{E}, 0) \).

Moreover, if \( \tilde{G}(\mathcal{V}, \tilde{E}) \) is chordal with its maximal cliques as \( C_1, \ldots, C_p \), it is shown in [21] that the hyper-graph \( \tilde{G}(\mathcal{V}, \tilde{E}) \) is also chordal with a set of maximal cliques \( \tilde{C}_1, \ldots, \tilde{C}_t \).

**Step 2 (Block chordal decomposition):** According to Theorem [1] the Gram matrix \( Q \in \mathbb{S}^{2N}_{+}(\tilde{E}, 0) \) if and only if there exists a decomposition

\[
Q = \sum_{k=1}^{t} E_{\tilde{C}_k}^T Q_k E_{\tilde{C}_k},
\]

where \( Q_k \in \mathbb{S}^{N}_{+}, k = 1, \ldots, t \). Also, combining (8) with (11), it is not difficult to see

\[
E_{\tilde{C}_k} = E_{C_k} \otimes I_N, k = 1, \ldots, t.
\]

**Step 3 (SOS matrix decomposition):** In the context of SOS matrices, we have

\[
P(x) = (I_x \otimes v_d(x))^T Q (I_x \otimes v_d(x))
\]

\[
= (I_x \otimes v_d(x))^T \left( \sum_{k=1}^{t} E_{\tilde{C}_k}^T Q_k E_{\tilde{C}_k} \right) (I_x \otimes v_d(x))
\]

\[
= \sum_{k=1}^{t} \left[ (I_x \otimes v_d(x))^T E_{\tilde{C}_k}^T Q_k E_{\tilde{C}_k} (I_x \otimes v_d(x)) \right],
\]

Furthermore, using the properties of the Kronecker product and (12) we obtain

\[
E_{\tilde{C}_k} (I_x \otimes v_d(x)) = (E_{C_k} \otimes I_N) \cdot (I_x \otimes v_d(x)) = (E_{C_k} \otimes v_d(x)) = (I_{|C_k|} \otimes v_d(x)) \cdot (E_{C_k} \otimes 1) = (I_{|C_k|} \otimes v_d(x)) \cdot E_{C_k}.
\]

Substituting (14) into (13) yields

\[
P(x) = \sum_{k=1}^{t} \left[ E_{\tilde{C}_k}^T \left( I_{|C_k|} \otimes v_d(x) \right)^T Q_k \left( I_{|C_k|} \otimes v_d(x) \right) E_{\tilde{C}_k} \right] E_{\tilde{C}_k} = \sum_{k=1}^{t} E_{\tilde{C}_k}^T P_k(x) E_{\tilde{C}_k},
\]

where \( P_k(x) \in \mathbb{S}^{N}_{+}, k = 1, \ldots, t \).

The proof of Theorem [3] is based on the perspective of hyper-graphs, combining the Gram representation of SOS matrices (i.e., Lemma 1) with the normal chordal decomposition result (i.e., Theorem 1). Note that Theorem [3] offers a necessary and sufficient condition for checking the membership of \( \Sigma_{n,2d}^{\mathbb{S}}(\mathcal{E}, 0) \), which is a subset of SOS matrices since \( p_{ij}(x) = 0 \) does not require \( Q_{ij} = 0 \) in general.

Given \( P(x) \in \Sigma_{n,2d}^{\mathbb{S}}(\mathcal{E}, 0) \), we can construct the decomposed SOS matrices \( P_k(x) \):

1. Find a sparse Gram matrix \( Q \in \mathbb{S}^{2N}_{+}(\tilde{E}, 0) \);
2. Perform a normal chordal decomposition \( Q = \sum_{k=1}^{t} E_{\tilde{C}_k}^T Q_k E_{\tilde{C}_k} \) (e.g., [1, Chapter 9]);
3. Then, the decomposed SOS matrices are \( P_k(x) = (I_{|C_k|} \otimes v_d(x))^T Q_k \left( I_{|C_k|} \otimes v_d(x) \right), k = 1, \ldots, t \).

For the example shown in (3), the monomial basis is

\[
v_d(x) = [1, x]^T, \text{ and we can find a sparse Gram matrix}
\]

\[
Q = \begin{bmatrix}
1 & 0 & 0 & 0.4 & 0 & 0 \\
0 & 1 & 0.6 & 0 & 0 & 0 \\
0.4 & 0 & 3 & -1 & 1 & 0.8 \\
0 & 0 & 1 & 0.2 & 2 & 0 \\
0 & 0 & 0.8 & 0 & 0 & 1
\end{bmatrix} \in \mathbb{S}^6_{+}(\tilde{E}, 0).
\]

For this particular matrix \( Q \), we have a decomposition

\[
Q_1 = \begin{bmatrix}
1 & 0 & 0 & 0.4 \\
0 & 0.6 & 1.11 & -0.545 \\
0.4 & 0 & -0.545 & 0.56 \\
1.89 & -0.455 & 1 & 0.8 \\
-0.455 & 0.44 & 0.2 & 0 \\
0.8 & 0 & 0 & 1
\end{bmatrix} \in \mathbb{S}^5_{+},
\]

\[
Q_2 = \begin{bmatrix}
x^2 + 1 \\
x & 0.56x^2 - 1.09x + 1.11 \\
0 & 0 & 0 & 0 \\
0.44x^2 - 0.91x + 1.89 & x + 1 \\
1 & 0 & 0 & 1
\end{bmatrix} \in \mathbb{S}^2_{+}.
\]

Here, we emphasize that the main interest of Theorem [3] is not on computing an actual SOS decomposition. Instead, this theorem offers a computationally efficient way to check if a matrix \( P(x) \) belongs to \( \Sigma_{n,2d}^{\mathbb{S}}(\mathcal{E}, 0) \), which can enable the solution of large matrix-valued SOS programs (see Section [V]).

**C. Completion of sparse SOS matrices**

Here, we give an analogue result to Theorem [2] for partial SOS matrices. Given a graph \( \mathcal{G}(\mathcal{V}, \mathcal{E}) \), we say \( P(x) \) is a partial symmetric polynomial matrix if \( p_{ij}(x) = p_{ji}(x) \) are given when \( (i, j) \in \mathcal{E}^s \). Moreover, we say that \( F(x) \) is an SOS completion of the partial symmetric matrix \( P(x) \) if \( F(x) \) is SOS and \( F_{ij}(x) = P_{ij}(x) \) when \( (i, j) \in \mathcal{E}^s \). Precisely, we define a set of SOS completable matrices as

\[
\Sigma_{n,2d}^{\mathbb{S}}(\mathcal{E}, 0) = \left\{ P(x) : \mathbb{R}^n \to \mathbb{S}^{\mathbb{S}}(\mathcal{E}, 0) \right\}.
\]

For instance, the matrix in (4) is a partial symmetric polynomial matrix defined by the graph in Fig. 1(a), and we will show below that this matrix is also SOS completable.

**Theorem 4 (SOS matrix completion):** Let \( \mathcal{G}(\mathcal{V}, \mathcal{E}) \) be a chordal graph with maximal cliques \( \{C_1, C_2, \ldots, C_t\} \). Then, \( P(x) \in \Sigma_{n,2d}^{\mathbb{S}}(\mathcal{E}, 0) \) if and only if

\[
P_k(x) = E_{C_k} \cdot P(x) E_{C_k}^T \in \mathbb{S}^{N}_{+}, k = 1, \ldots, t,
\]

and the Gram matrix \( Q_k \) corresponding to each \( P_k(x) \) satisfies a consistency condition: elements of \( Q_k \) that map to the same entries of the global Gram matrix \( Q \), which
represents the original polynomial matrix $P(x)$, are identical. Mathematically, it requires
\[
E_{\tilde{C}_i \cap \tilde{C}_j} \left( E_{\tilde{C}_i}^T Q_{\tilde{C}_i} E_{\tilde{C}_i} - E_{\tilde{C}_j}^T Q_{\tilde{C}_j} E_{\tilde{C}_j} \right) E_{\tilde{C}_i \cap \tilde{C}_j}^T = 0, \quad \forall \tilde{C}_i \cap \tilde{C}_j \neq \emptyset,
\]
where $\tilde{C}_i, i = 1, \ldots, t$ are the hyper-cliques defined in (11).

Proof: Similar to the proof of Theorem 3, we rely on the hyper-graph $\tilde{G}(\tilde{V}, \tilde{E})$, which is chordal with a set of maximal cliques $\tilde{C}_1, \ldots, \tilde{C}_t$. 

\[ \begin{align*}
&\iff \text{If } P(x) \in \Sigma_{n,2d}^r(\mathcal{E}, ?), \text{ then there exists a SOS matrix } F(x) \text{ with a Gram matrix } Q \in \mathbb{S}^N_+, \text{ such that } \\
&\quad \implies P_k(x) = E_{\tilde{C}_k} P(x) E_{\tilde{C}_k}^T = E_{\tilde{C}_k} F(x) E_{\tilde{C}_k}^T, \quad k = 1, \ldots, t.
\end{align*} \]

Also, using a property similar to (12), we have
\[
E_{\tilde{C}_k} F(x) E_{\tilde{C}_k}^T = E_{\tilde{C}_k} \left( (I_r \otimes v_d(x))^T Q(I_r \otimes v_d(x)) \right) E_{\tilde{C}_k}^T = (I_{|C_k|} \otimes v_d(x))^T Q_k(I_{|C_k|} \otimes v_d(x)),
\]
where
\[
Q_k = E_{\tilde{C}_k} Q E_{\tilde{C}_k}^T \in \mathbb{S}^{|C_k|}_+. \tag{17}
\]
Therefore, $P_k(x) \in \Sigma_{n,2d}^r$ and the Gram matrices $Q_k$ in (17) satisfy the consistency Gram matrix condition (16).

\[ \begin{align*}
&\iff \text{If we have conditions (15) and (16), then we can form a partial symmetric matrix } Q \text{ with } Q_k = E_{\tilde{C}_k} Q E_{\tilde{C}_k}^T, \text{ for } k = 1, \ldots, t. \text{ Since } Q_k \succeq 0 \text{ and graph } \tilde{G}(\tilde{V}, \tilde{E}) \text{ is chordal, } \\
&\quad \implies \text{Theorem 3 ensures that } Q \in \mathbb{S}^N_+ \text{ is chordal. Then we can find a PSD completion } Q \succeq 0 \text{ for the partial symmetric matrix } Q. \text{ In the context of polynomial matrices, we have found an SOS completion } F(x) \text{ for } P(x), \text{ i.e., } \\
&\quad F(x) = (I_r \otimes v_d(x))^T \hat{Q} (I_r \otimes v_d(x)) \in \Sigma_{n,2d}^r. \tag{18}
\end{align*} \]

Therefore, $P(x) \in \Sigma_{n,2d}^r(\mathcal{E}, ?)$, where $u \in \mathbb{R}^h$ is the decision variable, $w \in \mathbb{R}^h$ defines a linear objective function, and $P_0(x)$ is a given $r \times r$ symmetric polynomial matrix with a common sparsity pattern $\mathcal{E}$. Note that matrix-valued SOS programs have found applications in robust semidefinite programs [17] and control theory [22]. We assume that $\mathcal{E}$ is chordal; otherwise, a chordal extension can be found [1]. Clearly, (19) is equivalent to
\[
\begin{align*}
&\min_u \quad w^T u \\
&\text{subject to } \quad P(x) = P_0(x) - \sum_{i=1}^h u_i P_i(x), \quad (19) \\
&\quad P(x) \text{ is SOS,}
\end{align*} \]

where $u \in \mathbb{R}^h$. To exploit the pattern $\mathcal{E}$, we replace $P(x) \in \Sigma_{n,2d}^r(\mathcal{E}, 0)$ by the stronger condition $P(x) \in \Sigma_{n,2d}^r(\mathcal{E}, 0)$, i.e.,
\[
\begin{align*}
&\min_u \quad w^T u \\
&\text{subject to } \quad P(x) = P_0(x) - \sum_{i=1}^h u_i P_i(x), \quad (20) \\
&\quad P(x) \in \Sigma_{n,2d}^r(\mathcal{E}, 0).
\end{align*} \]

Then, Theorem 3 allows us to decompose the single large SOS constraint $\Sigma_{n,2d}^r(\mathcal{E}, 0)$ with a set of coupled SOS constraints with smaller dimensions. This can reduce the computational cost of (21) significantly if the size of the cliques $C_k, k = 1, \ldots, t$ is small. To demonstrate this, we consider the following special matrix-valued SOS program
\[
\begin{align*}
&\min_{\gamma, \gamma} \quad \gamma \\
&\text{subject to } \quad P(x) + \gamma I \text{ is SOS,} \quad (22)
\end{align*} \]

where $P(x)$ is a $r \times r$ polynomial matrix with an “arrow” sparsity pattern, defined as
\[
P(x) = \begin{bmatrix}
p_1(x) & p_2(x) & \cdots & p_2(x) \\
p_2(x) & p_3(x) & \cdots & p_3(x) \\
\vdots & \vdots & \ddots & \vdots \\
p_r(x) & p_1(x)
\end{bmatrix} \tag{23}
\]

with $p_1(x) = r(x_1^2 + 2x_1^2 + 1), p_2(x) = x_1 + x_2, p_3(x) = x_1^2 + x_2^2 + 1$. Note that problem (22) provides an upper bound $-\gamma$ for the minimum eigenvalue of $P(x), \forall x \in \mathbb{R}^n$. Also, the graph representing the sparsity pattern of $P(x)$ in (23), illustrated in Fig.1(b) for $r = 5$, is chordal and has maximal cliques $C_k = \{1, k\}, k = 2, \ldots, r$. 

We used YALMIP [23] to solve problem (22) using SDPs, derived both from the usual SOS problem (20) and from the decomposed version of (21). To solve the SDPs, we used SeDuMi [24] with its default parameters on a PC with a 2.8 GHz Intel Corei7 CPU and 8GB of RAM. Table I lists the CPU time required to solve (22) using either (20) or (21). We can see that the computational time was reduced significantly when using (21). This is expected since a single large SOS constraint of dimension $r$ has been replaced by $r - 1$ smaller SOS constraints on $2 \times 2$ polynomial matrices. Table I shows that using the stronger condition $P(x) \in \Sigma_{n,2d}^r(\mathcal{E}, 0)$ brings no conservatism compared to the usual SOS methods for this particular example.
TABLE I: CPU time (in seconds) required to solve (22) using different formulations.

| Dimension \( r \) | 10   | 20   | 30   | 40   | 50   |
|------------------|------|------|------|------|------|
| Using (20)       | 0.25 | 4.1  | 72.6 | 425.2| 1773.1|
| Using (21)       | 0.11 | 0.13 | 0.23 | 0.25 | 0.38 |

TABLE II: Objective value \( \gamma \) for (22) using different formulations.

| Dimension \( r \) | 10   | 20   | 30   | 40   | 50   |
|------------------|------|------|------|------|------|
| Using (20)       | -0.8516 | -0.8403 | -0.8364 | -0.8344 | -0.8332 |
| Using (21)       | -0.8516 | -0.8403 | -0.8364 | -0.8344 | -0.8332 |

Note that we have \( \sum_{n=2}^{r} (E, 0) \subseteq \sum_{n=2}^{r} (E, 0) \) in general. Hence, it may bring certain conservatism when replacing (20) by (21). This is the case, for instance, when solving (22) for the matrix

\[
P(x) = \begin{bmatrix} p_1(x) & p_2(x) & p_3(x) \\ p_2(x) & p_4(x) & 0 \\ p_3(x) & 0 & p_5(x) \end{bmatrix},
\]

where

\[
p_1(x) = 0.8x_1^2 + 0.9x_1x_2 + 0.3x_2^2 + 1.4x_1 + 0.9x_2 + 0.8,
p_2(x) = 0.3x_1 + 0.9x_2 + 2,
p_3(x) = 0.1x_1 + x_2 + 0.8,
p_4(x) = 0.4x_1^2 + 1.3x_1x_2 + 1.1x_2^2 + 1.4x_1 + 2.3x_2 + 1.3,
p_5(x) = 0.7x_1^2 + 1.3x_1x_2 + 0.9x_2^2 + x_1 + 1.1x_2 + 0.4.
\]

Solving the original SOS program (20) returns an objective value \( \gamma_1 = 2.007 \), while the optimal value of (21) is \( \gamma_2 = 2.041 \). The conservativeness comes from the fact that we enforce \( P_{23} = 0 \) when \( p_{23}(x) = 0 \). Despite the potential conservativeness, the formulation (21) provides a highly scalable way to deal with large sparse matrix-valued SOS programs, as confirmed in Table II.

V. CONCLUSION

We have introduced two theorems for the decomposition and completion of sparse SOS matrices. In particular, we proved that a subset of SOS matrices with chordal sparsity patterns can be decomposed into a sum of multiple SOS matrices of smaller dimensions. This property can be easily applied to exploit sparsity in matrix-valued SOS programs.

It should be noted that a notion of correlative sparsity techniques has been proposed to exploit chordal sparsity in scalar polynomials [25]. Also, an SOS matrix \( P(x) \) can be established via an SOS condition on its scalar representation, i.e., \( y^TP(x)y \) is SOS in \( [x; y] \) [16]. In fact, it is not difficult to show that our decomposition result in Theorem 3 corresponds to applying the correlative sparsity technique [25] to the scalar polynomial \( y^TP(x)y \). However, the scalar interpretation for the SOS completion result (i.e., Theorem 4) is not clear and requires further investigation.

Finally, our preliminary numerical experiments on simple test problems demonstrate that exploiting chordal sparsity in matrix-valued SOS programs can bring dramatic computational savings at the cost of mild conservatism. Future work will try to confirm these observations in relevant practical applications, e.g., [17], [22].
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