Quantum optimization algorithms offer a promising route to finding the ground states of target Hamiltonians on near-term quantum devices. Nonetheless, it remains necessary to limit the evolution time and circuit depth as much as possible, since otherwise decoherence will degrade the computation. Even when this is done, there always exists a non-negligible error in estimates of the ground state energy. Here we present a scalable extrapolation approach to mitigating this algorithmic error, which significantly improves estimates obtained using three well-studied quantum optimization algorithms: quantum annealing (QA), the variational quantum eigensolver, and the quantum imaginary time evolution (QITE). Each method shows promise but is limited by the resources available to support them. QA is a heuristic approach to finding the ground state of a complex quantum system, inspired by the adiabatic theorem. In QA, the ground state of a simple Hamiltonian \( H_{\text{init}} \) is slowly evolved into the ground state of the target Hamiltonian \( H_f \). The time taken to accomplish this ‘annealing’ grows rapidly with the number of qubits due to the complexity of the Hamiltonian. For Hamiltonians which only involve few-body interactions, the additional computational overhead is an increase in the number of measurements by a constant factor. Analytic derivations are provided for the quadratic convergence of estimates of energy as a function of time in QA, and the linear convergence of estimates as a function of variance in all three algorithms. We have verified the validity of these approaches through both numerical simulation and experiments on IBM quantum machines. This work suggests a promising new way to enhance near-term quantum computing through classical post-processing.
inverse of the minimum spectral gap encountered during the evolution and may become very long if this gap is small. This can render accurate QA calculations very difficult on NISQ processors.

Another class of NISQ algorithms that has attracted particular attention in recent years are variational quantum algorithms [7–9, 14–23]. Unlike QA, these algorithms also require a classical computer to carry out an optimization that complements the quantum processing. VQE is the prime example of a variational approach to the ground-state preparation. In VQE, an initial product state is prepared and then evolved using a variational quantum circuit, whose parameters are updated iteratively to minimize the expectation value of the Hamiltonian. Where this process is successful, the result is an estimate of the ground state energy $E_{\text{gs}}$.

VQE has achieved great success in electronic structure calculations [24]. However, its applications in large systems are severely hampered by three daunting obstacles. The first of these is the *barren plateau* phenomenon: for a deep random quantum circuit, the gradient of the cost function used in classical minimization vanishes exponentially with increasing system size [25, 26]. The second is the hardware noise, which can accumulate exponentially with increasing circuit depth and induce another kind of ‘barren plateau’ [27]. Quantum error-mitigation (EM) techniques have been developed to mitigate the effect of hardware noise [28–33]. However, their overhead scales exponentially with circuit depth [34]. Consequently, VQE is only reliable for shallow quantum circuits with limited expressible power. Schemes to enhance shallow-depth VQE are therefore highly desirable. The third obstacle is the local minima problem [35]. For a wide class of models the energy landscape of VQE contains many local traps. Without a good starting guess, even if the variational circuit is capable of preparing the exact ground state, we need to sample a mass of initial parameters to prepare the ground state and estimate the ground state energy accurately.

In the QITE algorithm, ground states are prepared by using a quantum computer to simulate the process of imaginary-time evolution [10, 11]. The evolution of a state in imaginary time is split into many steps via the Trotter–Suzuki decomposition, with each non-unitary time-step being approximated by a unitary evolution. Besides the ground state energy, QITE has also been used to calculate complex observables such as correlation functions [12]. Unfortunately, QITE is even less robust against noise than VQE, since errors that accumulate in earlier steps severely affect the accuracy of later ones. For this reason, one can only reliably execute QITE for very small numbers of Trotter steps. In addition, the number of measurements required to perform QITE does not scale favorably with system size.

One question that naturally arises is whether we can infer $E_{\text{gs}}$ from shorter evolution times in QA, or lower circuit depth for VQE and QITE. We take a clue from a general picture of the state probabilities on an energy-level diagram as the quantum resources increase. This is shown in figure 1. With the increase of resources, the state obtained in the calculation has a larger overlap with the ground state and smaller overlaps with the excited states. Accordingly, the energy converges to $E_{\text{gs}}$, and the variance of the energy converges to 0. This pattern suggests two possible extrapolations to the limit of infinite resources when the probabilities condense entirely to the ground state. In the case of QA, we can estimate the ground state energy in the limit of infinitely-slow annealing by carrying out estimates for different annealing times, and then extrapolating results to the limit of infinite time. We will call this the *(infinite-) time method*. Alternatively, for quantum optimization algorithms, we can measure both energy and variance over repeated trials, and then extrapolate results for energy as a function of variance, to obtain an estimate of the ground-state energy in the limit of zero variance. We will refer to this as the *(zero-) variance method*.

Extrapolation techniques have a long history in computational and nuclear physics [36–38], and zero-variance extrapolation is a well-established approach in quantum Monte Carlo simulation [39, 40]. In the context of quantum computing, zero-noise extrapolation schemes have also been developed to mitigate the effect of hardware noise [28, 29, 41], and Trotter error [42]. We note that zero-variance extrapolation has also recently been independently proposed in the context of VQE [43]. However, that work did not address the role of noise or circuit depth in zero-variance extrapolation, or provide an explicit experimental demonstration of its effectiveness. Moreover, extrapolations as a function of time remain largely unexplored in the context of quantum computation.

The goal of the present article is to establish the zero-variance and infinite-time extrapolation methods as a practical resource for quantum optimization on NISQ devices. We introduce each method in turn, discussing the expected asymptotic behavior, the role of circuit depth, and the consequences of noise. The effectiveness of each method is explored through explicit numerical simulation. For the zero-variance method, we also demonstrate its application in experiments on IBM quantum computers.

We find that both zero-variance and infinite-time extrapolations can effectively mitigate algorithmic errors induced by shallow quantum circuit depth (short decoherence time). We also find that both methods are robust against the effects of measurement errors. We further show that the zero-variance extrapolation is reasonably robust against gate errors, and that the inclusion of small but finite gate errors can even lead to
improved estimates of the ground state energy. We conclude that both time and variance extrapolation methods show great potential for application to quantum optimization problems in the NISQ era.

The paper is structured as follows. In section 2, we introduce our methods and analyze the noise effect. In sections 3, 4 and 5, we numerically and experimentally demonstrate the accuracy improvement in QA, VQE, and QITE. The conclusions and future directions are summarized and discussed in section 6. An analytic explanation for the quadratic convergence feature of the residual energy in QA is given in appendix A. An analytic derivation for the linear convergence of the energy variance is given in appendix B.

2. Methods

2.1. Time method

In the QA framework, we start from the ground state of a simple initial Hamiltonian $H_{\text{init}}$ and evolve the system according to the time-dependent Hamiltonian

$$H(t) = f(t)H_{\text{init}} + g(t)H_{f},$$

where $H_{f}$ is the problem Hamiltonian. $f(t)$ and $g(t)$ are continuous functions that satisfy $f(0) = 1, f(t_a) = 0, g(0) = 0, g(t_a) = 1$, where $t_a$ is the final time. According to the adiabatic theorem, if there is no symmetry-related level crossing between the ground state and the first excited state during the evolution and the annealing time is long enough, we can exactly prepare the ground state of $H_{f}$.

An actual measurement at finite $t_a$ gives the measured energy $E = \langle \psi_f | H_f | \psi_f \rangle$ in the final state $|\psi_f\rangle$. The total probability of finding the system in an excited state of $H_{f}$ in the measurement is of order $O(1/t_a^2)$ (see appendix A). If we denote the actual ground state energy of $H_{f}$ by $E_{gs}$ then the residual energy converges quadratically [44, 45],

$$E_{\text{res}} = E - E_{gs} = O(1/t_a^2).$$

(2)

Based on this relation, we propose the following protocol. We repeat the experiment for an increasing sequence of $t_a$’s and plot the measured $E$’s versus $1/t_a$. Then we infer the ground state energy $E_{gs}$ by quadratic regression to the point $1/t_a \rightarrow 0$. The maximum $t_a$ would be determined by the decoherence time on an actual quantum annealer.
Theoretically, we can do a similar thing for VQE and QITE, i.e., run VQE and QITE repeatedly with different circuit depths (more Trotter steps). However, the residual energy here usually decays exponentially with circuit depth (Trotter steps) [46]. Compared with quadratic regression, exponential regression is less sensitive to changes in circuit depths (more Trotter steps). However, the residual energy here usually decays exponentially with an increase of quantum resources, the coefficient $\epsilon$ being dependent on the model. However, it can be checked simply by confirming the goodness of the linear fit.

The estimated ground state energy is $E_g = \sum_{j=1}^{N-1} c_j |\phi_j\rangle$, which is very close to $E_f$. Since the 'leakage' to individual excited states that have avoided level crossings should also be unchanged. The condition is expected to hold in the QA when the energy is close to the ground state energy, since the 'leakage' to individual excited states should also be unchanged. The condition is expected to hold in the QA when the energy is close to the ground state energy.

2.2. Variance method

The variance method is more general in that it can handle evolutions that are characterized by a whole set of parameters (like $\theta$), not just a single parameter (like $t_a$). We measure and record the variance

$$\Delta_{\text{var}} = \langle \psi_t | H_I^2 | \psi_t \rangle - |\langle \psi_t | H_I | \psi_t \rangle|^2$$

and the energy $E$ for short annealing times in QA or low-depth circuits in VQE, plot $E(\Delta_{\text{var}})$, then linearly extrapolate the variance to 0.

To see why this works, note that the final state $|\psi_t\rangle$ can be decomposed as

$$|\psi_t\rangle = \sqrt{F}|\phi_0\rangle + e^{i\epsilon} \sqrt{1-F} |\phi_{\text{ex}}\rangle,$$

where $|\phi_0\rangle$ is the exact ground state and $|\phi_{\text{ex}}\rangle$ is a superposition of the exact excited states $|\phi_n\rangle$, i.e.,

$$|\phi_{\text{ex}}\rangle = \sum_{j=1}^{N-1} c_j |\phi_j\rangle$$

with $\sum_{j=1}^{N-1} |c_j|^2 = 1$. $N$ is the dimension of the Hilbert space. $F$ is the fidelity between $|\psi_t\rangle$ and $|\phi_0\rangle$. When $F \geq 1/2$, $E_{\text{res}}$ is upper bounded by $\sqrt{\Delta_{\text{var}}}$ [47]. The variance method is based on the assumption that with the increase of quantum resources, the coefficient $F$ becomes larger, but $|\psi_{\text{ex}}\rangle$ remains essentially unchanged. The condition is expected to hold in the QA when the energy is close to the ground state energy, since the ‘leakage’ to individual excited states that have avoided level crossings should also be proportional to $1/t_a^2$. In VQE/QITE, it is more difficult to justify this assumption since the parameter set is model-dependent. However, it can be checked simply by confirming the goodness of the linear fit.

Under these conditions, and in the absence of noise, references [37, 48] show that

$$\lim_{E_{\text{res}} \to 0} \Delta_{\text{var}} = \frac{D_2}{D_1} E_{\text{res}},$$

where $D_1$ and $D_2$ are constants defined by

$$D_1 = \sum_{j=1}^{N-1} |c_j|^2 (E_j - E_{gs}), \quad D_2 = \sum_{j=1}^{N-1} |c_j|^2 (E_j - E_{gs})^2.$$

$E_j$ is the $j$th excited state eigenenergy of $H_I$.

Suppose we have several energy-variance points near $(E, \Delta_{\text{var}})$ and use them to do linear extrapolation. The estimated ground state energy is

$$E_{\text{extrp}} = E_{gs} + \frac{E_{\text{res}}^2}{D_2/D_1 - 2E_{\text{res}}},$$

so compared with the original data we reduce the estimation error by

$$E_{\text{res}} (1 - E_{\text{res}}/ (D_2/D_1 - 2E_{\text{res}})),$$

which is very close to $E_{\text{res}}$ if $E_{\text{res}} \ll D_2/D_1$. Since the second term of equation (8) is positive, $E_{\text{extrp}}$ is larger than $E_{gs}$.

If the quantum evolution is noisy, we approximately describe the final state as

$$\rho_t = (1 - \epsilon')|\psi_t\rangle\langle \psi_t | + \epsilon' I/N,$$

where $\epsilon'$ is the global depolarizing noise rate. Then, the measured variance is

$$\Delta_{\text{var}}^{\epsilon'} = \text{Tr}(\rho_t H_I^2) - \text{Tr}^2(\rho_t H_I),$$

the measured energy is $E' = \text{Tr}(\rho_t H_I)$, and the residual energy is $E_{\text{res}}' = E' - E_{gs}$.

We assume the hardware noise as a global depolarizing noise channel for several reasons:
(a) It is believed to be a good approximation to the actual device noise with the circuit is relatively deep [49].

(b) Coherent errors (e.g., calibration errors, crosstalk) can be converted to stochastic (depolarizing) noise through the randomized compiling protocol [50].

(c) The global depolarizing channel is relatively easy to analyze.

Supposing $H_f$ to be traceless, we have

$$\lim_{E_{res}\to 0} \Delta'_\text{var} = \frac{D_2}{D_1} E_{res}' + \mathcal{O}(\epsilon'),$$

so if $E_{res}' \ll D_2/D_1$ and $\epsilon'$ is sufficiently small, the linear extrapolation still works. Denote

$$C' = (D_2/D_1)E_{gs} + E_{gs}' + \text{Tr}(H^2)/N.$$  

Then the estimated ground state energy via extrapolation in the presence of noise is

$$E'_{\text{extrp}} = E' - \Delta'_\text{var} \frac{\partial E'}{\partial \Delta'_\text{var}} = E_{gs}' + \frac{E_{gs}^2}{D_2/D_1 - 2E_{res}'} - \epsilon' C'.$$

The interesting thing is that when $\epsilon'$ is an appropriate non-zero small value, $E'_{\text{extrp}}$ is a more precise estimate of $E_{gs}$ than the noiseless $E_{\text{extrp}}$. The extrapolated energy is even unbiased when $E_{res}^2 = \epsilon' C'$ strictly holds. Further details of the derivation along with an analysis of the effects of noise can be found in appendix B.

Suppose the system has $m$ qubits and the Hamiltonian consists of $m$ Pauli observables whose weights are no greater than $k$,

$$H_f = \sum_{j=1}^{m} h[j].$$

Estimating $\Delta_{\text{var}}$ introduces additional measurement overhead since we need to measure the expectation values of $O(m^2)$ 2k-local terms $\{h[i]h[j]\}_{i,j=1,2,...,m}$ to estimate

$$\text{Tr}(\rho_i H_f^2) = \sum_{i=1}^{m} \sum_{j=1}^{m} \text{Tr}(\rho_i h[i]h[j]).$$

A technique called classical shadows, which has been used for hardware EM [51], can reduce this cost efficiently [52, 53]. In our protocol, if we construct shadows via random Pauli measurements and use them to predict the local expectation values simultaneously, the number of measurements required is of order $O(3^k \log(m)/\epsilon^2)$ to estimate the local energy terms $\text{Tr}(\rho_i h[j])$ up to additive error $\epsilon$, and is of order $O(3^k \log(m^2)/\epsilon^2)$ to estimate the local variance terms $\text{Tr}(\rho_i h[i]h[j])$ up to $\epsilon$. When $k$ is finite and fixed, the additional measurement overhead is a constant that does not increase with $n$.

Note that neither the infinite-time extrapolation nor the zero-variance extrapolation depends on the QA schedule $f(t)$ and $g(t)$. Our protocols can be applied to QA on arbitrary paths, e.g., QA with a midanneal pausing [54].

3. Extrapolated QA

The workflow of our extrapolation scheme for QA is illustrated in algorithm 1. Numerical stability was achieved using only six points for the regression.

We apply our method to predict the ground state energy of the $n = 14$ one-dimensional transverse-field Ising (TFI) model with a periodic boundary condition. The initial Hamiltonian is governed by the transverse field only:

$$H_{\text{init}} = -\sum_j \sigma_j^x.$$  

The final Hamiltonian $H_f$ is the TFI Hamiltonian,

$$H_{\text{TFI}} = -J \sum_j \sigma_j^x \sigma_{j+1}^x - h \sum_j \sigma_j^z,$$

with $J = h = 1$. $H_{\text{TFI}}$ is traceless. The system is gapless in the thermodynamic limit. We choose the linear evolution schedule

$$f(t) = 1 - t/t_s, \quad g(t) = t/t_s.$$
Algorithm 1. Adaptive energy extrapolation in QA.

Input: Target Hamiltonian $H_f$, update interval $\eta$, convergence tolerance $\epsilon_t$.

Output: An accurate estimate of the ground state energy of $H_f$.

$T \leftarrow 1$.
$E_{\text{extr}} \leftarrow 0$.

while $E_{\text{extr}}$ has not converged with tolerance $\epsilon_t$ do
  Implement QA with $6$ evenly spaced annealing times over the interval $[3T/4, T]$.
  Measure the final state and obtain the energies.
  Implement the polynomial regression
  \[ E = \alpha_0 + \alpha_1 \Delta_{\text{var}}^2. \]
  (Or measure the variances $\Delta_{\text{var}}$ and implement the linear regression $E = \alpha_0 + \alpha_1 \Delta_{\text{var}}$)
  $E_{\text{extr}} \leftarrow \alpha_0$.
  $T \leftarrow T + \eta$.
end

Return: $E_{\text{extr}}$.

Figure 2. Extrapolation results obtained in the classical simulations of QA, showing how very accurate estimates of the ground state energy can be obtained in finite time, even for systems of increasing size. (a) Extrapolating $t_a$ to infinity via quadratic fitting with $t_a = 15, 16, 17, 18, 19, 20, n = 14$. The dashed line shows the exact ground state energy. (b) Extrapolating $\Delta_{\text{var}}$ to 0 via linear fitting with $t_a = 15, 16, 17, 18, 19, 20, n = 14$. (c) Energy estimation error versus annealing time $t_a$ with $n = 14$. (d) ERR, defined in equation (20), versus system size $n$ with time extrapolation, showing that this method works for relatively large $t_a$. (e) ERR versus system size $n$ with variance extrapolation, showing that this method works for all $t_a$.

The estimation errors with or without extrapolation for different $t_a$ are shown in figure 2(c), two detailed extrapolation curves based on time and variance are shown in figures 2(a) and (b). Both extrapolation schemes can reduce the error by approximately one order of magnitude, i.e., we need much shorter annealing times to estimate the ground state energy to a fixed precision. Considerable speedups can be achieved.

We define the error reduction ratio (ERR) as

$$
ERR = 1 - \frac{|E_{\text{extr}} - E_{\text{gs}}|}{|E_{\text{std}} - E_{\text{gs}}|},
$$

where $E_{\text{gs}}$ is the ground state energy of the target Hamiltonian, $E_{\text{std}}$ is the lowest energy obtained by standard QA, $E_{\text{extr}}$ is the estimated ground state energy obtained via extrapolation. As a goodness criterion, this ratio quantifies to what extent we can mitigate the estimation error. In the ideal case, $ERR = 1$, i.e., we mitigate all the estimation errors and obtain the exact ground state energy. $ERR$ as a function of different annealing times and system sizes is shown in figures 2(d) and (e). The scaling with system size is favorable for both schemes. The variance-based scheme can mitigate most errors for all annealing times, and the
Figure 3. Average ERR, equation (20), in case of measurement and time control errors as a function of standard deviations $\sigma(E)$, $\sigma(\Delta_{\text{var}})$, and $\sigma(t_a)$ for (a) the time method and (b) the variance method. $t_a$, $E_{\text{res}}$, and $\Delta_{\text{var}}$ are the averaged quantities of the fitting data. For both methods there is a broad domain with ERR $\approx 1$, showing the reasonable robustness of the extrapolation schemes.

performance is more stable. The time-based scheme works well for annealing times larger than a critical time.

Now we consider a more realistic case where the estimates of energy/variance are not exact. This is inevitable on real devices due to readout errors and the limited number of measurement samples. The time control is also not precise. For the 14-qubit TFI model, we run QA with $t_a = 15, 16, 17, 18, 19, 20$. Suppose $E$, $\Delta_{\text{var}}$, $t_a$ are accompanied by uncorrelated, unbiased, normally distributed precision errors with standard deviations $\sigma(E)$, $\sigma(\Delta_{\text{var}})$, and $\sigma(t_a)$, respectively. We plot the average ERR for different $\sigma(E)$'s, $\sigma(\Delta_{\text{var}})$'s and $\sigma(t_a)$'s in figure 3. Each pixel is averaged over ten samples. (If $|E_{\text{extrp}} - E_{gs}| > |E_{\text{std}} - E_{gs}|$, we manually set ERR $= 0$.) When the standard deviation is smaller than the corresponding quantity by one order of magnitude, the extrapolation method still works and ERR is close to 1. This indicates that the extrapolation method is somewhat stable under measurement and time control errors as long as the error rates are within reasonable bounds. However, we must admit the fact that biased noise is a limitation of our protocol. In QA, decoherence would result eventually in thermalization, which always damps the measured energy to 0 (for traceless $H_f$) and increases the measured variance. If the system is highly thermalized, the final state is too corrupted to be useful for extrapolation. We leave the problem of dealing with biased noise for future investigation.

4. Extrapolated VQE

VQE is a leading-edge algorithm for ground state preparation using near-term quantum computers. We run parameterized quantum circuits on a quantum computer and use a classical computer to optimize the parameters. There exist different choices of circuits. A well-studied one is the Hamiltonian variational ansatz [55, 56], where the parameterized gates are determined by the target Hamiltonian. Taking the 1D TFI model as an example, we start from the initial state

$$|\psi_{\text{init}} \rangle = |+\rangle^\otimes n = \frac{(|0\rangle + |1\rangle)^\otimes n}{\sqrt{2^n}}$$  (21)
which is the ground state of \(-\sum_j \sigma_j^x\), and implement the unitary evolution

\[
U(\theta) = \prod_{l=1}^{p} \exp \left[ -i \theta_{2l} \sum_j \sigma_j^x \right] \exp \left[ -i \theta_{2l-1} \sum_j \sigma_j^z \sigma_{j+1}^z \right].
\] (22)

We then iteratively update the 2p parameters \(\theta\) to minimize the expectation value of the energy of the final state. Previous research indicates that Hamiltonian variational ansatz with depth \(p = n/2\) suffices to prepare the ground state of the 1D TFI model \([57, 58]\). The quantum circuit is illustrated in figure 4(a).

Before enhancing VQE with variance extrapolation, we first numerically verify the assumption that the excited state superposition \(|\psi_{\text{ex}}\rangle\) in equation (4) remains essentially unchanged during the optimization. We denote the excited-state superposition of the fully-optimized state (i.e., the achievable state with the lowest energy) in VQE as \(|\psi_{\text{fe}x}\rangle\) and the excited superposition during the optimization as \(|\psi_{\text{ex}}\rangle\). In the following, we set system size \(n = 8, 10, 12, 14\) and circuit depth \(p = n/2 - 1\), then sample ten different initial points for each case. \(D_1, D_2,\) and the overlaps between \(|\psi_{\text{fe}x}\rangle\) and \(|\psi_{\text{ex}}\rangle\) during the optimization are shown in figure 5. \(D_1\) and \(D_2\) are slightly decreased, but the changes are within an acceptable range if we abandon points with a large variance. For different system sizes, the overlaps are usually higher than 0.9 and it gets very close to 1 with the decrease of the variance.
Algorithm 2. Variance extrapolation in VQE.

| Input: | Target Hamiltonian $H_f$, (noisy) variational quantum circuit of channel $U_0$ with random initial parameters $\theta$, initial state $|\psi_{\text{init}}\rangle$, learning rate $\eta$, convergence tolerance $\epsilon$, extrapolation ranges $R_{\text{var}}$ and $R_{\text{E}}$, a hardware error mitigation approach $\Lambda$ (optional). |
|-------|--------------------------------------------------|
| Output: | An accurate estimate of the ground state energy of $H_f$. |

Create empty sets $S_{\text{E}}, S_{\text{var}}, S_{\text{E}}^\Lambda$, and $S_{\text{var}}^\Lambda$.

1. $\rho(\theta) \leftarrow U_0(|\psi_{\text{init}}\rangle)\langle \psi_{\text{init}}|$.
2. $E(\theta) \leftarrow \text{Tr}(\rho(\theta) H_f)$.

while $E(\theta)$ has not converged with tolerance $\epsilon$, do

1. Estimate the gradient $\nabla E(\theta)$ via measurements.
2. $\theta' \leftarrow \theta - \eta \nabla E(\theta)$.
3. $\rho(\theta') \leftarrow U_0(|\psi_{\text{init}}\rangle)\langle \psi_{\text{init}}|$.
4. $E(\theta') \leftarrow \text{Tr}(\rho(\theta') H_f)$.

if $E(\theta')$ is decreased by 0.01 then

1. Measure $\Delta_{\text{var}}(\theta') = \text{Tr}(\rho(\theta') H_f^2) - \text{Tr}^2(\rho(\theta') H_f)$.
2. Append $E(\theta'), \Delta_{\text{var}}(\theta')$ to $S_{\text{E}}, S_{\text{var}}$.
3. Apply $\Lambda$ to mitigate the effect of hardware noise and re-estimate the energy $E^\Lambda(\theta')$ and the variance $\Delta^\Lambda_{\text{var}}(\theta')$.
4. Append $E^\Lambda(\theta'), \Delta^\Lambda_{\text{var}}(\theta')$ to $S_{\text{E}}^\Lambda, S_{\text{var}}^\Lambda$.

end

For data pairs $S_{\text{E}}-S_{\text{var}}$, remove data with energy greater than $\min(S_{\text{E}}) + R_{\text{E}}$ or with variance greater than $\min(S_{\text{var}}) + R_{\text{var}}$.

Implement linear regression on $S_{\text{E}}-S_{\text{var}}$, obtain $E_{\text{extrap}}$.

For data pairs $S_{\text{E}}^\Lambda-S_{\text{var}}^\Lambda$, remove data with energy greater than $\min(S_{\text{E}}^\Lambda) + R_{\text{E}}$ or with variance greater than $\min(S_{\text{var}}^\Lambda) + R_{\text{var}}$.

Implement linear regression on $S_{\text{E}}^\Lambda-S_{\text{var}}^\Lambda$, obtain $E^\Lambda_{\text{extrap}}$.

Return: $E_{\text{extrap}}, E^\Lambda_{\text{extrap}}$.

The variance extrapolation method for VQE works as follows. During the optimization, both the measured $E$ and the corresponding variance $\Delta_{\text{var}}$ decrease. We record $E$ and $\Delta_{\text{var}}$ when $E$ is decreased by 0.01. Denote the energy and variance data sets as $S_{\text{E}}$ and $S_{\text{var}}$. After several samples of the initial values and optimization, we find the smallest energy $\min(S_{\text{E}})$ and the smallest variance $\min(S_{\text{var}})$, keep only the energy-variance data that satisfy

$$E < \min(S_{\text{E}}) + R_{\text{E}} \quad \text{and} \quad \Delta_{\text{var}} < \min(S_{\text{var}}) + R_{\text{var}},$$

where $R_{\text{var}}$ are $R_{\text{E}}$ are small intervals that in principle should scale with the system size. Here, we choose $R_{\text{var}} = \min(S_{\text{var}})$, $R_{\text{E}} = 0.5$. After rejecting some data, we implement linear regression to zero for $\Delta_{\text{var}}$ and infer the ground state energy by noting that when the variance vanishes, the energy will be the estimated ground state energy. (In the presence of noise, we modify the extrapolation ranges to $R_{\text{var}} = 1$ and $R_{\text{E}} = 0.5$.) The large-variance or large-energy data are abandoned for two reasons: the first one is that the relation between $E$ and $\Delta_{\text{var}}$ is approximately linear only when $\Delta_{\text{var}}$ is close to zero and the ground state is the dominant eigenstate; the second reason is that for some complicated Hamiltonians, the optimization may be stuck to a ‘frozen’ state whose energy might be low but the variance is quite high, or stuck to an excited state whose variance might be low but the energy is high, and we must avoid the influence of these states. Note that the circuit depth is fixed during the whole process. The workflow of variance extrapolation for VQE is illustrated in algorithm 2. Our approach is compatible with any hardware EM approach.

We apply the extrapolation-assisted VQE to the TFI Hamiltonian with a periodic boundary condition and consider the noiseless situation first. We sample ten initial points and update the parameters with the BFGS [59] algorithm. The extrapolated results for $n = 14$, $p = 3, 4, 5.6$ are shown in figure 4(b). Our method can reduce the estimation error by $55\%$, $64\%$, $76\%$, and $94\%$, respectively. Depth-3 VQE with extrapolation outperforms depth-5 VQE, and depth-4 VQE with extrapolation outperforms depth-6 VQE. Since training a shallower variational quantum circuit requires fewer training epochs, extrapolation-assisted VQE also saves time. ERR as a function of $n$ and $p$ is illustrated in figure 4(d). Unsurprisingly, ERR...
increases with circuit depth $p$ since the relation between $E_{\text{var}}$ and $\Delta_{\text{var}}$ is only approximately linear for small $\Delta_{\text{var}}$’s. Figure 4(d) suggests that our method still works for larger system sizes. It is worth mentioning that in the extrapolation-assisted VQE, the local minima problem is less severe since even if the optimization is trapped to a local minimum eventually, the energies and variances recorded suffice to predict the ground state energy accurately.

Now we show that our method is still efficient in the advent of noise. Suppose every two-qubit $R_{zz}$ gate $\exp[-i \theta \sigma_z^i \sigma_z^j]$ in equation (22) is accompanied by a local depolarizing channel with noise rate $\epsilon$. For the output state, we estimate $E$ and $\Delta_{\text{var}}$ with normally distributed errors (we assume the estimating standard deviations of $E$ and $\Delta_{\text{var}}$ are both $\sigma$). For $n = 8$, $p = 3$, we implement variance extrapolation for the noisy VQE, and the results are shown in figure 4(c). As expected, the minimum energy grows rapidly with increasing error rate. The estimation error of $E_{gs}$ here is caused by both algorithmic and hardware deficiencies. Encouragingly, variance extrapolation can always reduce the majority of the estimation error and give an accurate estimate of $E_{gs}$. For $\epsilon = \sigma = 0.001, 0.005, \text{and} 0.01$, our method can reduce the estimation error by 73%, 73%, and 85%, respectively. In the last case, the ground state energy, the lowest exact ground states even without gate noise.

EM, the extrapolated energy gets very close to the ground state energy, e.g., $E_{gs}$. The results are shown in figures 6(g)–(i). Clearly, we can mitigate the majority of the estimation errors in all cases. For the original data without EM, the extrapolated energy is slightly lower without EM. The results are shown in figures 6(d)–(f) to prepare the ground states. These circuits with a large error rate. The estimation error of $E_{gs}$ grows rapidly with circuit depth $p$ since the relation between $E_{\text{var}}$ and $\Delta_{\text{var}}$ is only approximately linear for small $\Delta_{\text{var}}$’s. Figure 4(d) suggests that our method still works for larger system sizes. It is worth mentioning that in the extrapolation-assisted VQE, the local minima problem is less severe since even if the optimization is trapped to a local minimum eventually, the energies and variances recorded suffice to predict the ground state energy accurately.

We start from $|0\rangle^\otimes n$ and apply Hadamard gates to prepare $|\psi_{\text{init}}\rangle = |+\rangle^\otimes n$. The initial parameters are uniformly randomly sampled from $[0, 2\pi]$ and updated with a classical optimizer. The energies and variances are measured on real quantum machines without readout EM. Here we specifically use a quantum EM technique called virtual distillation [32, 33]. The main idea of virtual distillation is to perform joint measurements on multiple copies of $\rho$ to estimate the expectation value on

$$\rho_{\text{EM}} = \frac{\rho_{\text{init}}^M}{\text{Tr}(\rho_{\text{init}}^M)}$$

with $M \geq 2$. The larger the value of $M$, the purer the state $\rho_{\text{EM}}$. In the following we fix $M = 2$ and set $R_{\epsilon} = R_{\text{var}} = 2$ (ibmq_quito), $R_{\epsilon} = R_{\text{var}} = 2$ (ibmq_manila), $R_{\epsilon} = R_{\text{var}} = 6$ (ibmq_perth). Due to hardware constraints, we cannot couple qubits in different copies so instead we measure an orthonormal Hermitian operator basis with 1024 shots each, and compute the maximum likelihood density matrix $\rho$ [64], then compute $\rho_{\text{EM}}$ and the error-mitigated expectation values $E^{\Lambda}(\theta), \Delta_{\text{var}}^{\Lambda}(\theta)$ classically. (Although the cost therein scales exponentially with the number of qubits, one can use the state-of-the-art virtual distillation implementations instead to avoid the problem.) Variance extrapolation is effective for data either with or without EM. The results are shown in figures 6(g)–(i). Clearly, we can mitigate the majority of the estimation errors in all cases. For the original data without EM, the extrapolated energy is slightly lower than the ground state energy, which is consistent with our theory discussed in section 2.2. For the data with EM, the extrapolated energy gets very close to the ground state energy, e.g., $E_{gs}$. The ground state energies, the lowest energies achieved by VQE, and the extrapolated energies with error-mitigated data ($S_k^{\Lambda}, S_{\text{var}}^{\Lambda}$) in the three experiments are
Figure 6. Experimental results for the VQE on real IBM quantum computers, showing how an accurate estimate of the ground state energy can be obtained via extrapolation. (a)–(c) The hardware connectivities of ibmq_quito, ibmq_manila and ibmq_perth. Filled circles represent the qubits. (d)–(f) The hardware-efficient variational quantum circuits to prepare the ground state of the TFI model for ibmq_quito, ibmq_manila and ibmq_perth. (g)–(i) Linear extrapolation with measured energies and variances on ibmq_quito, ibmq_manila, and ibmq_perth, respectively. The blue circles represent experimental data without EM, the red triangles represent data with errors mitigated by ‘virtual distillation’. The dashed line shows the exact ground state energy $E_{gs}$.

The extrapolation ranges here are $R_E = R_{var} = 2$ (ibmq_quito), $R_E = R_{var} = 2$ (ibmq_manila), $R_E = R_{var} = 6$ (ibmq_perth).

`ibmq_quito`:

$E_{gs} = -6.05, \min(S^A) = -5.55, E^A_{extrp} = -6.05$;

`ibmq_manila`:

$E_{gs} = -6.03, \min(S^A) = -5.42, E^A_{extrp} = -6.05$;

`ibmq_perth`:

$E_{gs} = -8.61, \min(S^A) = -7.39, E^A_{extrp} = -8.55$.

(27)

In addition to virtual distillation, variance extrapolation is theoretically compatible with other quantum EM techniques such as the learning-based approach [65, 66].

5. Extrapolated QITE

QITE is a NISQ algorithm inspired by the numerical technique of imaginary time evolution [10]. Although QITE was initially proposed for ground state preparation, it has a variety of other potential applications, such as generating thermal states [18] and simulating open quantum systems [67]. Here we restrict our attention to estimating ground-state energies.

Consider a two-local Hamiltonian $H_I = \sum_{j=1}^{m} h[j]$ with each local term $h[j]$ acting on two neighboring qubits. For any initial state $|\psi_{init}\rangle$, as long as the ground subspace of $H_I$ is not orthogonal to $|\psi_{init}\rangle$, the final state after long-time imaginary time evolution

$$|\psi_{f}\rangle = \lim_{\beta \to \infty} e^{-\beta H_I}|\psi_{init}\rangle$$

(28)
Figure 7. Schematic and extrapolation results of the QITE algorithm, showing how better estimates of the ground state energy can be obtained with finite Trotter steps. (a) Schematic of QITE for the 1D TFI model. (b) Variance extrapolation for different system sizes with three Trotter steps, $\epsilon = 0, \sigma = 0$. (c) Variance extrapolation for the noisy QITE with $n = 8, \epsilon = \sigma = 0.01$. (d) Average ERR as a function of the two-qubit gate error rate $\epsilon$ and measurement deviation $\sigma$. 
falls into the ground subspace of $H_t$. This process can be simulated by the $p$-step Trotter decomposition

$$e^{\beta H_t} = \left( e^{-\Delta \tau h[1]} e^{-\Delta \tau h[2]} \ldots e^{-\Delta \tau h[n]} \right)^p + O(\Delta \tau^2),$$

with $\Delta \tau = \beta/p$ being the step interval. Since quantum computers can only implement unitary evolutions, the main idea of the QITE algorithm is to replace each non-unitary evolution $e^{-\Delta \tau h[j]}$ with a $D$-local unitary evolution $e^{-i\Delta \tau A[j]}$ such that the states after these two processes are very close:

$$e^{-\Delta \tau h[j]} \frac{\langle \psi | e^{-2\Delta \tau h[j]} | \psi \rangle}{\sqrt{\langle \psi | e^{-2\Delta \tau h[j]} | \psi \rangle}} \approx e^{-i\Delta \tau A[j]} | \psi \rangle.$$  \hspace{1cm} (30)

The optimal $A[j]$ can be determined via measurements on $| \psi \rangle$ and solving a linear equation classically [10]. For larger system sizes, we need larger $\beta$ values. The number of measurements required to perform QITE does not scale favorably with system size.

There are three challenges for the QITE algorithm. The first one is the Trotter error induced by Trotterization. On NISQ devices, we need to choose a small $p$ to obtain reliable results. For these small values of $p$, the step interval $\Delta \tau$ is large, and the corresponding Trotter error is non-negligible. The second one is the local approximation error: we have to use a small-size local operator $e^{-i\Delta \tau A[j]}$ to approximate each non-unitary $e^{-\Delta \tau h[j]}$ (we set $D = 2$ in the following numerical tests), so relation (30) is not accurate. The third one is the hardware noise. Errors occurring at an early stage of the calculation may prevent us from finding the correct $A[j]$ in a later step. All these errors accumulate with circuit depth. As a result, QITE is highly sensitive to errors.

We again consider the TFI model and use the variance method to enhance QITE. The initial state is $| \psi_{\text{ini}} \rangle = | + \rangle^\otimes n$. Specifically, we record both the energy and the variance after each Trotter step. After several steps, we implement extrapolation with the recorded data. Figure 7(b) shows some noiseless extrapolation results with only three Trotter steps. Even very shallow circuits can yield reasonable estimates. The variance method can reduce $78\%$ $84\%$ $85\%$ of the estimation error for $n = 4, 8, 12$, respectively. The mitigating effect is scalable. Now suppose each two-qubit operator $e^{-i\Delta \tau A[j]}$ is accompanied by depolarizing noise with the rate $\epsilon$, and the estimating standard deviations of $E$ and $\Delta \tau_{\text{sys}}$ are both $\sigma$. Figure 7(c) plots a detailed example for $\epsilon = \sigma = 0.01$, where the energy decreases first, then increases because the errors become dominant. Here, our method reduces the estimation error by $89\%$. The actual ground state energy, the lowest energy achieved by QITE, and the extrapolated energy are

$$E_{\text{gs}} = -10.25, \min(S_k) = -8.41, E_{\text{extrp}} = -10.05.$$ \hspace{1cm} (31)

Figure 7(d) shows the average ERR for different $\epsilon$ and $\sigma$. As we analyzed in section 2.2, the extrapolation method performs especially well for a small non-zero $\epsilon$. Encouragingly, that value here is $\sim 0.01$, which matches the noise rates of current NISQ computers.

6. Conclusions and outlook

In this article we have shown how the zero-variance and infinite-time extrapolation schemes can be used to improve the results of quantum optimization calculations on NISQ devices. In the case of infinite-time extrapolation, we have established the asymptotic behavior found in QA, and used numerical simulations to demonstrate the effectiveness of the method and its reasonable robustness against measurement noise. In the case of zero-variance extrapolation, we have considered applications to QA, the VQE and the QITE. We have used numerical simulations to show that variance extrapolation leads to improvements in the results found with each of these algorithms, even in the presence of finite gate noise, without leading to any additional overhead in circuit depth. We have also explicitly demonstrated the effectiveness of zero-variance extrapolation in a VQE calculation carried out on three IBM quantum computers.

It is conceivable that other NISQ algorithms like quantum approximate optimization algorithm can similarly benefit from this method. One may use the extrapolation technique to accurately estimate excited-state energies in excited-state-preparing algorithms such as the subspace-search VQE [68]. In addition, since the adiabatic model and the circuit model are polynomially equivalent [69], any quantum circuit can be translated to the ground state problem via the Feynman–Kitaev circuit-to-Hamiltonian construction [70], so the time and variance-based extrapolation may benefit other areas of quantum computing as well, e.g., digital quantum simulation. Energy extrapolation is a scalable technique that pushes NISQ algorithms to more practical applications.

In quantum chemistry, many molecular properties we are concerned about (e.g., the dipole moment, the moment of inertia) can be written as derivatives of the ground state energy [71]. Therefore, one can
estimate these quantities more accurately with energy extrapolation. In quantum information and
condensed matter physics, we are also interested in knowing ground state properties like phase and
correlators. Given various applications of variance extrapolation in quantum Monte Carlo like estimating
quadrupole moments [36], there is reason to believe that extrapolation can also help to estimate these
physical quantities. How to combine the extrapolation method with other techniques to obtain more pieces
of physical information is worth studying further.
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Appendix A. Quadratic convergence of the residual energy

Here we give the justification for the statement that

\[ E_{\text{res}} = \frac{A}{t_a^2} + \mathcal{O}(t_a^{-3}), \]  

(A1)

find an expression for the constant \( A \), and give a criterion for when the \( 1/t_a^2 \) term can be neglected.

We have an \( N \)-dimensional Hilbert space and a time-dependent Hamiltonian with instantaneous
eigenstates \( |\phi(t)\rangle \):

\[ H(t) |\phi(t)\rangle = \varepsilon_j(t) |\phi(t)\rangle, \]  

(A2)

where \( j = 0, 1, \ldots, N - 1 \). We assume that there are no symmetry-related level crossings so that the
ordering of the states is preserved in the evolution. A general state |\psi(t)\rangle that satisfies the Schrödinger
equation may be expanded in the diabatic basis as

\[ |\psi(t)\rangle = \sum_{j=0}^{N-1} a_j(t) \exp \left( -i \int_0^t \varepsilon_j(t') \, dt' \right) |\phi_j(t)\rangle, \]  

(A3)

where the coefficients satisfy

\[ \partial_t a_j(t) = - \sum_{j=0}^{N-1} a_j(t) \exp \left( -i \int_0^t \left[ \varepsilon_j(t') - \varepsilon_k(t') \right] \, dt' \right) \langle \phi_k(t) | \partial_t H | \phi_j(t) \rangle \left[ \varepsilon_j(t') - \varepsilon_k(t') \right]^{-1}. \]  

(A4)

If we start the system in the ground state |\phi_0(t = 0)\rangle and neglect multiple scattering we can set
\( a_j(t) = \delta_{j0} \) on the right-hand side of this equation and integrate over time to obtain

\[ a_k(t) = \int_0^t dt' \exp \left( i \int_0^{t'} \left[ \varepsilon_k(t'') - \varepsilon_0(t'') \right] \, dt'' \right) \langle \phi_k(t') | \partial_t H | \phi_0(t) \rangle \left[ \varepsilon_k(t') - \varepsilon_0(t') \right]^{-1}. \]  

(A5)

By differentiating equation (A2) and substituting the result we obtain the equivalent and slightly simpler form

\[ a_k(t) = - \int_0^t dt' \exp \left( i \int_0^{t'} \left[ \varepsilon_k(t'') - \varepsilon_0(t'') \right] \, dt'' \right) \langle \phi_k(t') | \partial_t \phi_0(t') \rangle. \]  

(A6)

Equations (A5) and (A6) are standard results [72].

To isolate the dependence on \( t_a \) it is now convenient to change variables to \( s = t / t_a \), \( \varepsilon_0(s = 1) = E_{\text{gs}} \) is
the final ground state energy. The final state of the evolution is |\psi(s = 1)\rangle while the actual final ground state
is |\phi_0(s = 1)\rangle. The probability to find the system in the jth excited state at the end is \( p_j = |a_j(s = 1)|^2 \), so
the that probability of failure of the algorithm is the sum of the \( |a_j(s = 1)|^2 \) from \( j = 1 \) to \( j = N - 1 \).
The $a_j(s = 1)$ are given by

$$a_j(s = 1) = -\int_0^1 ds' \exp \left\{ i t a \int_0^{s'} \left[ \varepsilon_j(s'') - \varepsilon_0(s'') \right] ds'' \right\} \langle \phi_j(s') | \partial_s \phi_0(s') \rangle.$$  \hspace{1cm} \text{(A7)}$$

This may be written as

$$a_j(s = 1) = -\int_0^1 ds' \exp \left\{ i t a F_j(s') \right\} G_j(s'),$$  \hspace{1cm} \text{(A8)}$$

where

$$F_j(s) = \int_0^s \left[ \varepsilon_j(s'') - \varepsilon_0(s'') \right] ds''$$  \hspace{1cm} \text{(A9)}$$

and

$$G_j(s) = \langle \phi_j(s) | \partial_s \phi_0(s) \rangle = -\langle \phi_j(s) | \partial_s H | \phi_0(s) \rangle$$  \hspace{1cm} \text{(A10)}$$

and since $F_j$ and $G_j$ are continuous the Riemann–Lebesgue lemma guarantees that this expression vanishes as $t a \to \infty$ for all $j$.

We take a simple random-field Ising Hamiltonian as an example. The probabilities for various states are shown in figure 8. Numerical and analytical results match well when $t a > 10$.

Since $F_j(s) > 0$ for all $s$ we can use integration by parts to develop an asymptotic expansion in $1/t a$ [73]:

$$a_j(s = 1) = -\frac{1}{t a} \left[ e^{i a F_j(s)} \frac{d}{ds} \left( \frac{G_j(s)}{F_j(s)} \right) \right]_0^1 + \frac{1}{(i t a)^2} \left\{ e^{i a F_j(s)} \frac{d}{ds} \left[ \frac{1}{F_j(s)} \frac{d}{ds} \left( \frac{G_j(s)}{F_j(s)} \right) \right] \right\}_0^1 + O \left( \frac{1}{t a^2} \right).$$  \hspace{1cm} \text{(A11)}$$

The residual energy in this approximation is

$$E_{\text{res}} = \sum_{j=1}^{N-1} |a_j(s = 1)|^2 \left[ \varepsilon_j(s = 1) - \varepsilon_0(s = 1) \right].$$  \hspace{1cm} \text{(A12)}$$

The leading term of $a_j(s = 1)$ is $O(1/t a)$, so the leading term of $E_{\text{res}}$ is $O(1/t a^2)$. The coefficient $A$ in equation (A1) is

$$A = \sum_{j=1}^{N-1} \left[ e^{i a F_j(s)} \frac{d}{ds} \left( \frac{G_j(s)}{F_j(s)} \right) \right]_0^1 \left[ \varepsilon_j(s = 1) - \varepsilon_0(s = 1) \right].$$  \hspace{1cm} \text{(A13)}$$
In an asymptotic expansion, the first term dominates when the second term is much smaller, which leads to the criterion

\[ t_0 \gg \left| \left( \frac{e^{iE_jF_j(s)}}{dH/F_j(s)} \frac{d}{ds} \left( \frac{G_j(s)}{F_j(s)} \right) \right) \right|_0 \]  

(A14)

This must hold for all \( j \).

Since \( F_j(s) = \varepsilon_j(s) - \varepsilon_0(s) \) we see that the criterion does depend on the behavior of the gap between the ground state energy and the excited state energies, albeit only at the endpoints of the evolution. The criterion becomes more stringent as the gaps decrease, as is expected. Since this also applies to \( s = 0 \), this would suggest using an initial Hamiltonian with a large gap. We leave this problem for future investigation.

**Appendix B. Linear convergence of the energy variance**

In this section, we present the criterion for the linearity of the variance and use it to justify the extrapolation procedure. There is a set of exact eigenstates \( |\phi_j\rangle \) of \( H_I \):

\[ H_I |\phi_j\rangle = E_j |\phi_j\rangle. \]  

(B1)

Our goal is to determine \( E_0 = E_{gs} \) by a sequence of variational calculations. The variational wavefunction \( |\psi_f\rangle \) at any stage of the sequence can be written as

\[ |\psi_f\rangle = \sqrt{F}|\phi_0\rangle + e^{i\varepsilon} \sqrt{1-F} |\psi_{ex}\rangle, \]  

(B2)

where \( |\phi_0\rangle \) is the exact ground state and \( |\psi_{ex}\rangle \) is a sum of the exact excited eigenstates \( |\phi_j\rangle \) of \( H_I \):

\[ |\psi_{ex}\rangle = \sum_{j=1}^{N-1} c_j |\phi_j\rangle \]  

(B3)

with \( \sum_{j=1}^{N-1} |c_j|^2 = 1 \). \( F \) is the fidelity. We follow reference [37] and define two energy moments

\[ D_1 = \sum_{j=1}^{N-1} |c_j|^2(E_j - E_{gs}) \]  

(B4)

and

\[ D_2 = \sum_{j=1}^{N-1} |c_j|^2(E_j - E_{gs})^2. \]  

(B5)

Then some manipulation leads to the equations

\[ E - E_{gs} = E_{res} = (1-F)D_1 \]  

(B6)

and

\[ \Delta_{\text{var}}(s = 1) = (1-F)D_2 - (1-F)^2D_1^2. \]  

(B7)

In the variance extrapolation we perform a sequence of calculations in which \( F \) increases but is not measured while \( E(F) \) and \( \Delta_{\text{var}}(F) \) are measured. Thus we wish to eliminate \( F \) from these equations. When this is done we find

\[ \Delta_{\text{var}} = \frac{D_2}{D_1} E_{res} - E_{res}^2 = \frac{D_2}{D_1} (E - E_{gs}) - (E - E_{gs})^2. \]  

(B8)

Now we assume that \( |c_j|^2 \), the relative weights of the excited states, and hence also the \( D_{1,2} \), do not vary significantly with \( F \) near \( F = 1 \). Then we see that the dependence of \( \Delta_{\text{var}} \) on \( E_{res} \) is parabolic and linear when \( E - E_{gs} \approx 0 \). This criterion for the validity of the linear approximation used in the main text is that

\[ E_{res} = E - E_{gs} \ll D_2/D_1. \]  

(B9)

One cannot easily calculate \( D_{1,2} \), since they depend on the structure of \( H_I \) as well as on the details of the variational procedure. In practice, however, this is not necessary. One plots \( \Delta_{\text{var}} \) against \( E \) and if \( E_{res} \) satisfies the inequality (B9) we can confidently extrapolate to the point where the curve crosses the \( E \)-axis to find \( E_{gs} \).
When we have several data points near \((E, \Delta_{\text{var}})\) and use them for extrapolation, the slope is
\[
\frac{\partial E}{\partial \Delta_{\text{var}}} = 1/(D_2/D_1 - 2E_{\text{res}}),
\]
and the estimated energy via extrapolation is then
\[
E_{\text{extr}} = E - \Delta_{\text{var}} \frac{\partial E}{\partial \Delta_{\text{var}}} = E - \frac{(D_2/D_1)E_{\text{res}} - E_{\text{res}}^2}{D_2/D_1 - 2E_{\text{res}}} = E_{\text{gs}} + \frac{E_{\text{res}}^2}{D_2/D_1 - 2E_{\text{res}}}.
\]
In our numerical simulation, \(E_{\text{extr}}\) is always slightly higher than \(E_{\text{gs}}\) since \(D_2/D_1 > 2E_{\text{res}}\) and the second term is positive.

If the quantum circuit is deep and noisy, we can approximately describe the effects of noise by a global depolarizing noise channel, i.e., the final state is
\[
\rho_f = (1 - \epsilon')\langle \psi \rangle \langle \psi \rangle + \epsilon \frac{I}{N},
\]
where \(\epsilon'\) is the noise rate. (Note that \(\langle \psi \rangle\) is usually not exactly the ideal state \(\langle \psi \rangle\) we want in practical scenarios, there is a coherent mismatch [32].) Then, the variance is \(\Delta_{\text{var}}' = \text{Tr}(\rho_f H^2) - \text{Tr}^2(\rho_f H)\), the energy is \(E' = \text{Tr}(\rho_f H)\), and the residual energy is \(E_{\text{res}}' = E' - E_{\text{gs}}\). Supposing \(H_1\) is traceless, then together with equality (B8), we obtain
\[
\Delta_{\text{var}}' = \frac{D_2}{D_1}E_{\text{res}}' - E_{\text{res}}'^2 + \epsilon' \left( \frac{D_2}{D_1}E_{\text{gs}} + E_{\text{res}}^2 + \frac{\text{Tr}(H_2^2)}{N} \right).
\]
We hope that \(E_{\text{res}}' \ll D_2/D_1 \) and \(\epsilon'\) is sufficiently small such that the first term \((D_2/D_1)E_{\text{res}}'\) is dominant. In this case, the linear extrapolation still works. The condition of \(E_{\text{res}}' \ll D_2/D_1 \) is usually satisfied in our experiments. For example, we numerically simulate the experiments of figure 6, the average values of \(D_1, D_2\) and \(E_{\text{res}}\) are
\[
\begin{align*}
\text{ibmq\_quito:} & \quad D_1 = 4.05, \quad D_2 = 19.60, \quad E_{\text{res}} = 0.67; \\
\text{ibmq\_manila:} & \quad D_1 = 3.00, \quad D_2 = 11.22, \quad E_{\text{res}} = 0.44; \\
\text{ibmq\_perth:} & \quad D_1 = 4.10, \quad D_2 = 21.96, \quad E_{\text{res}} = 0.91.
\end{align*}
\]
However, note that there do exist cases where \((D_2/D_1)E_{\text{res}}'\) is not dominant and variance extrapolation does not apply. For example, let us consider the case where the state only has non-zero overlaps with the ground state and the first excited state, i.e., \(c_i = 1\), \(c_j = 0\) for all \(j > 1\). Then \(D_2/D_1\) is the gap between the ground state and the first excited state which should be very small compared with \(|E_{\text{gs}}|\) when the Hamiltonian is traceless. For realistic noise rate \(\epsilon'\) of at least a few percent on current devices, \(\epsilon' E_{\text{gs}}'\) is non-negligible compared to \((D_2/D_1)E_{\text{res}}'\).

An important issue is whether the first term of equation (B13) will remain dominant as the size of the system is scaled up. This question is difficult to answer for the general case since energy level spectra and level probability distributions can take arbitrary forms. However, most problems will approximately satisfy the following assumptions: 1. The highest excited state energy \(E_{\text{max}} \approx |E_{\text{gs}}|\); 2. The remaining energy levels distribute approximately uniformly within the interval \([E_{\text{gs}}, |E_{\text{gs}}|]\); 3. The excited superposition (equation (5)) is an equal superposition of all excited states. Assumption 3 is conservative in the sense that if it breaks down then the excited state is likely to be more concentrated near the ground state. Under these assumptions, \(D_1\) scales with \(|E_{\text{gs}}|^2/(N - 1)\), \(D_2\) scales with \(|E_{\text{gs}}|^3/(N - 1)\), and \(D_2/D_1\) scales linearly with \(|E_{\text{gs}}|\). Then as long as the ratio \(E_{\text{res}}/|E_{\text{gs}}|\) and the noise parameter \(\epsilon'\) are finite, all the three terms in equation (B13) scales quadratically with \(|E_{\text{gs}}|\), we can implement energy extrapolation for larger systems.

When \(\epsilon'\) becomes too large for variance extrapolation, we can use the virtual distillation technique [32, 33] to effectively suppress it to a smaller value. In ‘virtual distillation’, \(\epsilon'\) decreases exponentially with the increasing number of copies \(M\). The required shot number, however, also increases exponentially with \(M\).

Denoting \(C' = (D_2/D_1)E_{\text{gs}} + E_{\text{gs}} + \text{Tr}(H^2)/N\), we find the estimated ground state energy via extrapolation to be
\[
E_{\text{extr}}' = E' - \Delta_{\text{var}}' \frac{\partial E}{\partial \Delta_{\text{var}}'} = E_{\text{gs}} + \frac{E_{\text{res}}'^2 - \epsilon'C'}{D_2/D_1 - 2E_{\text{res}}'}.
\]
An illustration of variance extrapolation under different noise rates is given in figure 9. For a traceless Hamiltonian, global depolarizing noise increases the measured variance and damps the measured energy toward zero. With the increase of noise rate, the estimation error decreases first, then increases.
Figure 9. Schematic of the noise effect on variance extrapolation. Darker lines correspond to higher depolarizing noise rates. Arrows denote the direction of linear extrapolation. The most accurate estimate of the ground state energy is obtained in the slightly noisy case.
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