EBWeyl: a Code to Invariantly Characterize Numerical Spacetimes

Robyn L. Munoz\textsuperscript{a} and Marco Bruni\textsuperscript{a,b}

\textsuperscript{a}Institute of Cosmology & Gravitation, University of Portsmouth, Dennis Sciama Building, Burnaby Road, Portsmouth, PO1 3FX, United Kingdom
\textsuperscript{b}INFN Sezione di Trieste, Via Valerio 2, 34127 Trieste, Italy

E-mail: robyn.munoz@port.ac.uk, marco.bruni@port.ac.uk

December 3, 2022

Abstract. In order to invariantly characterise spacetimes resulting from cosmological simulations in numerical relativity, we present two different methodologies to compute the electric and magnetic parts of the Weyl tensor, $E_{\alpha\beta}$ and $B_{\alpha\beta}$, from which we construct scalar invariants and the Weyl scalars. The first method is geometrical, computing these tensors in full from the metric, and the second uses the 3+1 slicing formulation. We developed a code for each method and tested them on five analytic metrics, for which we derived $E_{\alpha\beta}$ and $B_{\alpha\beta}$ and the various scalars constructed from them with computer algebra software. We find excellent agreement between the analytic and numerical results. The slicing code outperforms the geometrical code for computational convenience and accuracy; on this basis we make it publicly available in github with the name EBWeyl [1]. We emphasize that this post-processing code is applicable to any numerical spacetime in any gauge.
1. Introduction

Enabled and motivated by new computational resources and observational advances, numerical relativity simulations as an alternative to Newtonian simulations have been gaining interest in cosmology in recent years, some in full general relativity using a fluid description of matter [2–16], some using a particle description [17–22]; approximation are used in certain cases, such as weak field or neglecting transverse-traceless tensor modes, on the assumption that they represent gravitational waves uninfluential for the dynamics. This has been pushing our understanding of the significance of relativistic effects on cosmological scales [8,21–25].

Numerical relativity simulations are based on the 3+1 formalism [26–28], where time and space are separated. Hence, by construction, obtained results in general depend on the gauge choice, which in the 3+1 context corresponds to a choice of lapse and shift, i.e. a choice of mapping between a time-slicing and the next one, cf. [29, 30] for a discussion in the context of cosmology. In practice, this gauge choice is equivalent to fix coordinates. Physical interpretations and simulation comparisons then need to be based on invariants [8,18,31], i.e. scalars independent from the coordinate choice: these are quantities characterising the spacetime [27,32–40] and should be, at least in principle, observable, i.e. measurable quantities [41].

Friedmann-Lemaitre-Robertson-Walker (FLRW) spacetimes are conformally flat, and therefore the electric and magnetic parts of the Weyl tensor, \( E_{\alpha\beta} \) and \( B_{\alpha\beta} \) respectively [42–44], vanish. As we are going to see in Section 2.4, tensorial quantities vanishing in the background spacetime are gauge-invariant first-order perturbation variables [45]. Therefore, if we consider linear perturbations of an FLRW spacetime, \( E_{\alpha\beta} \) and \( B_{\alpha\beta} \) are first-order gauge-invariant variables [44,46,47]; they are related to the Bardeen potentials [47,48], and so are scalars constructed from them. \( E_{\alpha\beta} \) and \( B_{\alpha\beta} \) are of specific interest for their physical meaning: they describe the non-local tidal gravitational fields (overall represented by the Weyl curvature) and they are related to the shear and vorticity of matter [49–51]. They can be computed from simulations in numerical relativity, and they are a clear asset in describing the simulated scenario. \( E_{\alpha\beta} \) and \( B_{\alpha\beta} \) are defined with respect to a specific timelike unit vector, which is then (implicitly or explicitly) the time leg of an orthonormal tetrad frame. It follows from this that in full non-linearity \( E_{\alpha\beta} \) and \( B_{\alpha\beta} \) are frame dependent. Nonetheless, as we are going to show in Section 2.3, they can be used to build a full set of invariant scalars that characterises the spacetime, some frame-dependent and some frame-invariant, and these scalar invariants can be used for the Petrov classification described in Section 2.5.

Describing the spacetime of a numerical relativity simulation using \( E_{\alpha\beta} \) and \( B_{\alpha\beta} \) was first considered for colliding black holes [52]. A cosmological application has been studied for universe models containing latices of masses where a significant magnetic part can arise [53,54]. Furthermore, an approximation where the magnetic part has no divergence has been found to be valid on large scales in simulations of a non-linear matter-dominated spacetime [55]. Indeed gravito-magnetic effects have been gaining
interest for their possible implications in cosmology [21,56–60].

In this paper, we present two methods to compute $E_{\alpha\beta}$ and $B_{\alpha\beta}$, with the goal of computing them numerically: we call the first “geometrical” as the computation only requires the spacetime metric, while we call the second “slicing” [1], as the required variables are those of the 3+1 decomposition of spacetime. For each of these two methods a code was created and tested on five example spacetimes, four of which are know exact solutions of general relativity; these tests demonstrate the reliability of our codes. These spacetimes were specifically chosen because they provide examples from cosmology. One of the examples we consider is inhomogeneous, it is a generalisation of the dust-only Szekeres models [61] that includes the cosmological constant $\Lambda$ [62], which we call $\Lambda$-Szekeres. As the latter doesn’t have a magnetic Weyl part, in order to test the codes on an inhomogeneous spacetime with a non zero $B_{\alpha\beta}$ we have also introduced a conveniently made-up metric. Our tests and results show that the code based on the slicing method outperforms the other: on this basis we have made the slicing code, which we dub EBWeyl, publicly available at [1].

The paper is structured as follows. Section 2 presents the theoretical framework; we start from basic definitions, in order to provide a succinct but comprehensive enough summary for cosmologists and numerical relativists. In Section 2.1 we describe how the electric and magnetic parts of the Weyl tensor, $E_{\alpha\beta}$ and $B_{\alpha\beta}$, are derived from the Riemann tensor; this establishes the geometrical method used in our first code. Then, in Section 2.2, we present an alternative computational method to obtain $E_{\alpha\beta}$ and $B_{\alpha\beta}$ directly based on the 3+1 slicing formulation; this establishes the slicing method used in our second code [1]. Invariants needed for the Petrov classification that can be computed from $E_{\alpha\beta}$ and $B_{\alpha\beta}$ are described in Section 2.3, where we also introduce the Weyl scalars. In Section 2.4 we elucidate the difference between general scalar invariants of a spacetime and gauge-invariant perturbations of a background spacetime. In Section 2.5 we then describe the Petrov classification and its physical interpretation in terms of $E_{\alpha\beta}$, $B_{\alpha\beta}$ and the Weyl scalars.

Our codes are tested on five spacetimes, these are each presented in Section 3. Our Python post-processing codes are described in Section 4. The usefulness of these codes is demonstrated using the $\Lambda$-Szekeres metric [62] in Section 5.1, where for this spacetime we compute $E_{\alpha\beta}$ and $B_{\alpha\beta}$, the 3-D and 4-D Ricci scalars, the invariants of Section 2.3 and the Petrov type. Finally, the performance and computing errors are discussed in Section 5.2. In Section 6 we draw our conclusions. In two appendices we demonstrate finite difference limitations and list the analytical expressions we computed with Maple [63] and used in this paper.

Throughout this work Greek indices indicate spacetime $\{0, \ldots, 3\}$ and Latin indices space $\{1, 2, 3\}$. We use the conventions $G = c = 1$, $\kappa = 8\pi G$ and the signature $\{-,+,+,+\}$. The notation $T_{(\alpha\beta)}$ and $T_{[\alpha\beta]}$ respectively represent the symmetric and antisymmetric parts of $T_{\alpha\beta}$ with respects to $\alpha$ and $\beta$. 

2. Theoretical framework

In this section we present the theoretical methods that will be used to build the codes described in Section 4. These will be applied in Section 5 to the test-bed metrics reviewed in Section 3.

In relativity, special or general, the physical notions of the observers and that of the associated reference frames play a crucial role, and as such they are presented from start in introductory textbooks, where in practice most often frame of reference is used interchangeably with the notion of coordinate system. However, while for each coordinate system there is an associated tetrad of basis vectors, the reverse is not true. In addition it is sometime useful, starting from a given tensor, to define new tensors by projecting on one or more vectors. The value of scalar quantities only depends on the point on the manifold (a spacetime event), and as such it is independent from the choice of coordinate system, as this is a map (charts for mathematicians) of points on the manifold onto $\mathbb{R}^4$. On the other hand, some scalars are conveniently defined as components of a tensor on a tetrad basis. Therefore, at each point on the manifold these scalars will be independent from the coordinates, but they will differ if a different tetrad basis is chosen to define them.

For the sake of clarity, in this paper we use the word frame only in reference to a projection on a unit timelike vector, or on a tetrad of basis vectors, never in reference to coordinate systems. Then, scalar invariants are simply scalar functions, as such independent from the coordinates labeling spacetime points. However, a scalar invariant can as well be frame-invariant, or can be frame-dependent, as it can depend from the frame used to define it. More in general, as we are going to see below for the electric and magnetic parts of the Weyl tensor, a tensor can be frame-dependent if it is defined using a specific vector. Effectively, when a quantity is frame-dependent, it is just a new quantity “of the same type”, just as the electric and magnetic fields are different for different observers, even if the electromagnetic tensor field is the same.

The notions of frame-dependence or frame-invariance are quite important here, hence we will explicitly use the notation \{n\} when a given quantity is defined by projecting along a given timelike vector $n^\mu$; that will define the quantity in the frame $n^\mu$. When a combination of frame-dependent quantities is frame-independent, this will be emphasised by dropping the index \{n\}. We use $u^\mu$ to indicate the unit timelike 4-velocity of a fluid, and the index \{u\} for associated quantities; these are then defined in the rest frame of the fluid and associated observers. For instance, the energy-momentum tensor of a perfect fluid is $T^{\mu\nu} = (\rho^{(u)} + p^{(u)})u^\mu u^\nu + p^{(u)}g^{\mu\nu}$, where the energy density $\rho^{(u)} = T_{\mu\nu}u^\mu u^\nu$ in the matter rest-frame is the eigenvalue of $T^{\mu\nu}$ and $u^\mu$ its eigenvector, while in the 3+1 formalism one uses $\rho^{(n)} = T_{\mu\nu}n^\mu n^\nu$ in general. Both $\rho^{(u)}$ and $\rho^{(n)}$ are scalar quantities, both independent from the spacetime coordinates, but they are not frame-invariant. Similarly, if the electromagnetic field is $F^{\mu\nu}$, in the rest frame associated with $u^\mu$ the electric field is $E^{(u)}_{\mu} = F_{\mu\nu}u^\nu$, while in the frame $n^\mu$ is $E^{(n)}_{\mu} = F_{\mu\nu}n^\nu$.

1 A vector basis that corresponds to coordinates, $\{\partial/\partial x^\mu\}$, is a coordinate basis or holonomic frame [38]
2.1. Geometrical method

Let’s now introduce the method applied in our first code. From the 4-D metric $g_{\alpha\beta}$ and it’s derivatives, the 4-D Riemann tensor $(4)R_{\alpha\beta\mu\nu}$ can be constructed. While the 4-D Ricci tensor $(4)R_{\alpha\beta}$ and scalar $(4)R$ are constructed from it’s trace: $(4)R = g^{\alpha\beta}(4)R_{\alpha\beta} = g^{\alpha\beta}g_{\mu\nu}(4)R_{\mu\alpha\nu\beta}$, the Weyl tensor is constructed from it’s trace-less part, see e.g. [27]²:

$$C_{\alpha\beta\mu\nu} = (4)R_{\alpha\beta\mu\nu} - (g_{\alpha[\mu(4)R_{\nu]\beta} - g_{\beta[\mu(4)R_{\nu]\alpha})} + \frac{1}{3}g_{\alpha[\mu}g_{\nu]\beta]}(4)R.$$  

(1)

By projecting with an arbitrary timelike unit vector, say $n^\mu$, the Weyl tensor can be decomposed into its electric and magnetic parts [42–44]:

$$E_{\alpha\mu}^{(n)} = n^\beta n^\nu C_{\alpha\beta\mu\nu}, \quad B_{\alpha\mu}^{(n)} = n^\beta n^\nu C^*_{\alpha\beta\mu\nu},$$

(2)

where $C^*_{\alpha\beta\mu\nu} = \frac{1}{2}C_{\alpha\beta\lambda\sigma} \epsilon^{\lambda\sigma}_{\mu\nu}$ is the dual of the Weyl tensor and $\epsilon_{\alpha\beta\mu\nu}$ is the Levi-Civita completely antisymmetric tensor³. Note that these tensors are frame dependent in the sense explained above.

The Weyl tensor retains all the symmetries of the Riemann tensor and it is trace-less. $E_{\alpha\beta}^{(n)}$ and $B_{\alpha\beta}^{(n)}$ are then symmetric, trace-less and covariantly purely spatial, i.e. they live on a 3-D space orthonormal to the chosen timelike vector⁴:

$$n^\alpha E_{\alpha\mu}^{(n)} = 0, \quad n^\alpha B_{\alpha\mu}^{(n)} = 0.$$  

(3)

The trace-less characteristic appears by construction, inherited by properties of the Weyl tensor, in particular for $B_{\alpha\mu}^{(n)}$ the trace vanishes due to the first Bianchi identity. In the synchronous gauge (where $g_{0i} = \{-1,0,0,0\}$), and with $n^\mu = \{1,0,0,0\}$ the specific expression is:

$$(4)R_{1023} - (4)R_{2013} + (4)R_{3012} = 0;$$

(4)

we will use this explicitly in Section 5.2.3.

2.2. 3+1 slicing

We now consider the method applied in our second code: this consists of calculating $E_{\alpha\beta}^{(n)}$ and $B_{\alpha\beta}^{(n)}$ by using the 3+1 formalism [26–28,64,66,67]. This foliates the spacetime into spatial hypersurfaces with a spatial metric $\gamma_{\alpha\beta}$ and a normal unit timelike vector⁵ $n^\alpha$: $n^\alpha n_\alpha = -1$ and $\gamma_{\alpha\beta}n^\alpha = 0$. The time coordinate is chosen such that it is constant on each of the spatial slices, covered by the space coordinates, thereby defining coordinates adapted to the foliation. Each time slice is mapped to the next by the lapse function $\alpha$ and the shift vector $\beta^\mu$. In this foliation-adapted coordinates, $n_\mu = \{-\alpha,0,0,0\}$ and $n^\mu = \{1/\alpha, -\beta^i/\alpha\}$, $\beta^\mu = \{0,\beta^1\}$ and $\beta_\mu = \{\beta_k\beta^k, \beta_j\}$, with $\beta_i = \gamma_{ij}\beta^j$.

² In this paper we mostly follow Alcubierre’s book notation [27].
³ It is connected to the Levi-Civita symbol $\epsilon_{\alpha\beta\mu\nu}$ as $\epsilon_{\alpha\beta\mu\nu} = \sqrt{-g}\epsilon_{\alpha\beta\mu\nu} = \sqrt{\left|\det(g_{\alpha\beta})\right|}\epsilon_{\alpha\beta\mu\nu}$.
⁴ This space is only local if $n^\alpha$ is not hypersurface orthogonal, i.e. when $\nabla_{[\alpha}n_{\beta]} \neq 0$, as it is the case when the chosen timelike vector is the 4-velocity of a fluid with vorticity, see the Appendix in [65].
⁵ As such, $n^\alpha$ is hypersurface orthogonal and by construction $\nabla_{[\alpha}n_{\beta]} = 0$. 

The 4-D metric $g_{\mu\nu}$ and the 3-D metric $\gamma_{\mu\nu}$ are related through $\alpha$ and $\beta^\mu$:

$$g_{\mu\nu} = \gamma_{\mu\nu} - n^\mu n^\nu = \left( \begin{array}{cc} -1/\alpha^2 & \beta^i/\alpha^2 \\ \beta^i/\alpha^2 & \gamma_{ij} - (\beta^i/\alpha^2) \end{array} \right),$$

$$g_{\mu\nu} = \gamma_{\mu\nu} - n^\mu n^\nu = \left( \begin{array}{cc} -\alpha^2 + \beta^k\beta^j \\ \beta^i \\ \gamma_{ij} \end{array} \right).$$

Inverting these relations show that:

$$\gamma^{\alpha\beta} = \left( \begin{array}{cc} 0 & 0 \\ 0 & \gamma^{ij} \end{array} \right), \quad \gamma_{\alpha\beta} = \left( \begin{array}{cc} \beta^i\beta^j \\ \beta^i \\ \gamma_{ij} \end{array} \right).$$

The evolution of $\gamma_{\alpha\beta}$ is given by the extrinsic curvature:

$$K_{\alpha\beta} = -\frac{1}{2} \mathcal{L}_n \gamma_{\alpha\beta},$$

where $\mathcal{L}_n$ represents the Lie derivative along $n^\mu$ [27,64,67]. In practice, defining the projection tensor $P^{\alpha\beta} = \delta^{\alpha\beta} + n^\alpha n_\beta$ (with $P_{\alpha\beta} = \gamma_{\alpha\beta}$) we can write:

$$K_{\alpha\beta} = -P_\alpha \nabla_\mu n_\beta = -\nabla_\alpha n_\beta - n^\alpha n^\mu \nabla_\mu n_\beta.$$ 

This tensor is symmetric and covariantly purely spatial, i.e. it is orthogonal to $n^\alpha$, $n^\alpha K_{\alpha\beta} = 0$. However, while $K^{00} = K^{0i} = 0$ in the coordinate system adapted to the foliation, $K_{00}$ and $K_{0i}$ are different from zero in general when the shift is not zero; we can write:

$$K^{\alpha\beta} = \left( \begin{array}{cc} 0 & 0 \\ 0 & K^{ij} \end{array} \right), \quad K_{\alpha\beta} = \left( \begin{array}{cc} \beta_i\beta_j K^{ij} \\ \beta_i K^j_k \\ K_{kl} \end{array} \right),$$

where $K^j_i = \gamma_{ik} K^{kj}$ and $K_{ij} = \gamma_{ik}\gamma_{jl} K^{kl}$.

The intrinsic 3-D Riemann curvature $R^{(3)}_{\lambda\sigma\omega\eta}$ of the slices is algebraically related to the 4-D Riemann tensor $R^{(4)}_{\lambda\sigma\omega\eta}$ and the extrinsic curvature $K_{\alpha\beta}$ by the Gauss equation [28]

$$R^{(3)}_{\alpha\beta\mu\nu} = \gamma^{\lambda\gamma\sigma\rho} \gamma^{\omega\eta}(R^{(4)}_{\lambda\sigma\omega\eta} + K_{\alpha\nu} K_{\beta\mu} - K_{\alpha\mu} K_{\beta\nu}),$$

while the Codazzi equation [28]

$$D_\alpha K_{\beta\mu} - D_\beta K_{\alpha\mu} = -\gamma^{\nu\lambda\rho}(R^{(4)}_{\nu\lambda\sigma\eta} n^\eta),$$

relates the 4-D curvature to the spatial covariant derivative $D_\alpha$ (associated with $\gamma_{\alpha\beta}$) of the extrinsic curvature. To express $E_{ij}^{(n)}$ with this formulation one starts with the Gauss equation (9), this is then contracted with $\gamma^{\beta\nu}$ and rearranged to find $n^\beta R^{(4)}_{\alpha\beta\mu\nu}$. The resulting expression is introduced into Eq. (2), then the remaining 4-D Ricci terms are substituted using Einstein’s equation,

$$R^{(4)}_{\alpha\beta} - \Lambda g_{\alpha\beta} = \kappa \left( T_{\alpha\beta} - \frac{1}{2} T g_{\alpha\beta} \right)$$

and its contraction, such that:

$$E_{ij}^{(n)} = (3) R^{ij} + K^{ij} K - K^{ik} K_k - \frac{2}{3} \gamma^{ij} (\Lambda + \kappa \rho^{(n)}) - \frac{\kappa}{2} \left( S^{ij} - \frac{1}{3} \gamma^{ij} S^{(n)} \right),$$

(12)
where \( K = K^\alpha_\alpha = \gamma_{ij} K^{ij} \) is the trace of the extrinsic curvature. Here we have explicitly introduced the cosmological constant \( \Lambda \) and \( \rho^{(n)} = T_{\alpha\beta} n^\alpha n^\beta \) is the energy density in the frame associated with \( n^\alpha \). The spatial stress tensor \( S^{(n)}_{\alpha\beta} \) in the frame \( n^\mu \) is obtained from the stress-energy tensor \( T_{\alpha\beta} \) by \( S^{(n)}_{\alpha\beta} = \gamma^i_{\alpha\beta} T_{\mu\nu}^{(n)} \), and it’s trace is \( S(n) = S^{(n)}_{\alpha\alpha} = \gamma^\alpha_{\alpha\beta} T_{\alpha\beta} = T + \rho^{(n)} \).

Note that in the coordinates adapted to the foliation, \( E^{\alpha\beta(n)} \) is purely spatial. Indeed from Eq. (2) \( E^{\alpha\mu(n)} = \alpha^2 C^{\alpha\mu\nu\rho} \), so that the antisymmetric nature of the Weyl tensor implies that \( E^{\alpha\beta(n)} \) can only have spatial components. One can then define \( E^{ij(n)} = \gamma_{ik} E^{kj(n)} \) and \( E^{(n)}_{ij} = \gamma_{ik} \gamma_{jl} E^{kl(n)} \). In lowering the indices of \( E^{\alpha\beta(n)} \) with \( \gamma_{\alpha\beta} \), however, we see that the temporal components of \( E^{(n)}_{\alpha\beta} \) do not vanish when the shift is non zero. \( E^{\alpha\beta(n)} \) and \( E^{(n)}_{\alpha\beta} \) can be written in terms of the shift and the space components, as in Eq. (8).

Starting from Eq. (12), it is the Hamiltonian constraint

\[
(3) R + K^2 - K^{kl} K_{kl} - 2\Lambda - 2\kappa \rho^{(n)} = 0
\]  

(13)

that ensures that \( E^{ij(n)} \) remains trace-less: \( E^{(n)}_{\alpha\beta} = g_{\alpha\beta} E^{\alpha\beta(n)} = \gamma_{ij} E^{ij(n)} = 0 \). In numerical relativity simulations, this constraint is used as a validity check, therefore although small, it tends to be non-zero. This carries into \( E^{ij(n)} \) when computed with Eq. (12), where the non-zero trace would then correspond to the violation of the Hamiltonian constraint. Then, in order to avoid introducing errors in the calculation of \( E^{ij(n)} \), in particular a non-zero trace, we substitute in Eq. (12) the term \( \Lambda + \kappa \rho^{(n)} \) from the Hamiltonian constraint, obtaining:

\[
E^{(n)}_{ij} = (3) R_{ij} + K_{ij} K - K^{kl} K_{kl} - \frac{1}{3} \gamma_{ij} (3) R + K^2 - K^{kl} K_{kl} - \frac{K}{2} (S^{(n)}_{ij} - \frac{1}{3} \gamma_{ij} S^{(n)})
\]  

(14)

by definition, this expression remains traceless up to numerical error.

Similarly, \( B^{(n)}_{ij} \) can be expressed using the Codazzi equation (10). This is contracted with \( \gamma_{\alpha\mu} \) to provide \( n^{\beta(4)} R_{\nu\beta} \), and it is rearranged to have \( \gamma^{\beta(4)} R_{\alpha\beta\mu\nu} \). These two terms can be introduced into the expression for \( B^{(n)}_{ij} \), Eq. (2), so that:

\[
B^{(n)}_{ij} = \epsilon^{kl} \left( D_k K_{li} + \frac{1}{2} \gamma_{ik} (D_l K - D_m K^m_l) \right),
\]

(15)

where \( \epsilon_{\alpha\beta\mu} = n^\nu \epsilon_{\nu\alpha\beta\mu} \) and \( n^\alpha \epsilon_{\alpha\beta\mu} = 0 \). At this point the momentum constraint

\[
D_m K^m_l - D_l K = \kappa J^{(n)}_i
\]

(16)

is typically inserted to simplify the second term, where \( J^{(n)}_i = - P^{\mu}_i n^\nu T_{\mu\nu} \) is the momentum density or energy flux in the frame \( n^\alpha \). Again, to avoid introducing errors into the numerical computation, we abstain from taking this last step. Here \( B^{(n)}_{ij} \) can be seen to be trace-less because of the anti-symmetry of the Levi-Civita tensor. Finally, \( B^{(n)}_{\alpha\beta} \) can be expressed in terms of the shift and its space components in the same way that \( K_{\alpha\beta} \) and \( E^{(n)}_{\alpha\beta} \) are, as in Eq. (8).
2.3. Spacetime Invariants

Spacetime invariants have been traditionally considered to address two main and related problems: i) to establish if two metrics, presented in seemingly different forms, e.g. in different coordinates, actually represent the same spacetime; this equivalence problem became an important one at the time when there was a proliferation of new exact solutions, and the development of the first computer algebra software was under way; ii) to classify exact solutions into Petrov types, which we describe in Section 2.5. The equivalence problem was originally formulated by Cartan and Brans, then reconsidered and addressed, and related to the Petrov classification, by D’Inverno and Russel-Clark [32], see Karlhede for an early review [33]. More general sets of invariants were then considered in [34] and [37]. Recently, the specific equivalence problem for cosmological models has been addressed in [39]; in [40] a more refined classification for Petrov type I spacetimes has been proposed. For a classical and rather detailed account of invariants and the characterization of spacetimes we refer the reader to [38].

Here our goal is that of defining spacetime invariants that can be used in numerical relativity, in particularly in its application to cosmology, in order to address two issues: i) defining quantities that are independent from the specific 3+1 gauge used in a given simulation, as such at least in principle related to observables; ii) compare results obtained in different simulations, often computed in different gauges, in order to establish if (within numerical errors) these results are consistent [31].

In the following we are going to construct all the needed scalar invariants for spacetime comparison, as well as for the Petrov classification in Section 2.5, using $E_n^{\alpha\beta}$ and $B_n^{\alpha\beta}$; these, given their definitions in Eq. (2), are frame-dependent, and so are $E^{2(n)} \equiv E^{\alpha\beta(n)} E_n^{\alpha\beta}$ and $B^{2(n)} \equiv B^{\alpha\beta(n)} B_n^{\alpha\beta}$. The frame dependence of $E_n^{\alpha\beta}$ and $B_n^{\alpha\beta}$ is however strictly nonlinear and, as we are going to discuss in Section 2.4, it disappears at first order for perturbations of an FLRW spacetime.

$E_n^{\alpha\beta}$ and $B_n^{\alpha\beta}$ represent the non-local gravitational tidal effects: if we think of the Riemann curvature tensor as made up the Ricci and Weyl parts, as in Eq. (1), then the Ricci part is directly determined locally (algebraically) by the matter distribution through Einstein equations, while the Weyl part can only be determined once Einstein equations are solved for the metric. Also, focusing directly on $E_n^{\alpha\beta}$ and $B_n^{\alpha\beta}$, these are determined by the Bianchi identities re-written in their Maxwell-like form as differential equations for $E_n^{\alpha\beta}$ and $B_n^{\alpha\beta}$, sourced by the matter field that appear once Einstein equations are used to substitute for the Ricci tensor, see [44,50,51,68].

In cosmology it is most often useful to exploit the 4-velocity $u^\mu$ of the matter, often a fluid, which can always be uniquely defined, even for an imperfect fluid where one can opt for either the energy frame where there is no energy flux, $J_1^{(u)} = 0$ in Eq. (16), or the particle frame where there is no particles flux [47]; for a perfect fluid, the energy and particle frames coincide. Physically, quantities that results from projecting tensors in the frame defined by $u^\mu$ and the related projector tensor $h^{\mu\nu} = g^{\mu\nu} + u^\mu u^\nu$ are unique, as they are rest-frame quantities, e.g. the energy density $\rho^{(u)}$. The same uniqueness applies
in the case where there are different matter fields [69], each with its own 4-velocity, as one can always define an average $u^\mu$, say an average energy frame, or project tensorial quantities with respect to a specific $u^\mu$, for instance that of pressureless matter, i.e. dust.

On the other hand, in numerical relativity we use a 3+1 decomposition, which refers to $n^\mu$, the normal to the slicing. While one can use a slicing such that $n^\mu = u^\mu$, in general the two do not coincide, as the slicing/gauge is chosen in order to optimise numerical computations, or one wishes to consider a fluid with vorticity $\omega_{\alpha\beta}$, so that $u^\mu$ can’t be chosen as the normal to the slices, as in this case $u^\mu$ will not be hypersurface-orthogonal. For these reasons, we are now going to construct $E^{2[u]}$ and $B^{2[u]}$ by projecting along the fluid flow $u^\mu$. Changing the projection vector in the geometrical method is straightforward but the slicing method is built on projecting along the fluid flow $u^\mu$. Hence our first step is the construction of the Weyl tensor from $E^{(n)}_{\alpha\beta}$ and $B^{(n)}_{\alpha\beta}$. Assuming that these have been computed from Eq. (14) and Eq. (15), we can construct $C_{\alpha\beta\mu\nu}$ [27]:

$$C_{\alpha\beta\mu\nu} = 2 \left( l_{\alpha\mu} E^{(n)}_{\nu\beta} - l_{\beta\mu} E^{(n)}_{\nu\alpha} - n_{[\mu} B^{(n)}_{\nu]\alpha} \epsilon^\lambda_{\alpha\beta} - n_{[\alpha} B^{(n)}_{\beta]\lambda} \epsilon^\lambda_{\mu\nu} \right),$$

with $l_{\mu\nu} = g_{\mu\nu} + 2n_\mu n_\nu$. The Weyl tensor is frame-independent, but we explicitly write the index $\{n\}$, as we use $E^{(n)}_{\alpha\beta}$ and $B^{(n)}_{\alpha\beta}$ to then obtain $E^{(u)}_{\alpha\beta}$ and $B^{(u)}_{\alpha\beta}$. Then, projecting along the fluid flow we get:

$$E^{(u)}_{\alpha\mu} = u^\beta u^\nu C_{\alpha\beta\mu\nu}, \quad B^{(u)}_{\alpha\mu} = u^\beta u^\nu C^{*}_{\alpha\beta\mu\nu},$$

and from these we obtain $E^{2[u]}$ and $B^{2[u]}$ in the fluid frame, c.f. [47, 70, 71].

While $E^{2[u]}$ and $B^{2[u]}$ are frame-dependent, $E^{(n)}_{\alpha\beta}$ and $B^{(n)}_{\alpha\beta}$ in any frame can be used to construct the frame-independent invariant scalars [36, 42],

$$L_B = E^2 - B^2, \quad M = E^{\alpha\beta} B_{\alpha\beta},$$

in complete analogy with electromagnetism. In the case of a purely gravitational waves spacetime, i.e. Petrov type N, $L_B = M = 0$; these two conditions are also valid for Petrov type III [36].

Two fundamental scalar invariants in the classification of spacetimes are $I \equiv \frac{1}{2} \tilde{C}_{\alpha\beta\mu\nu} \tilde{C}^{\alpha\beta\mu\nu}$ and $J \equiv \frac{1}{6} \tilde{C}_{\alpha\beta\lambda\sigma} \tilde{C}^{\lambda\sigma}_{\mu\nu} \tilde{C}^{\alpha\beta\mu\nu}$, where we use the complex self dual Weyl tensor $\tilde{C}_{\alpha\beta\mu\nu} = \frac{1}{4} (C_{\alpha\beta\mu\nu} - i C^{*}_{\alpha\beta\mu\nu})$. Because these definitions are directly in terms of the Weyl tensor, and do not use any projection, $I$ and $J$ are frame-independent. From $I$ and $J$, one can define the speciality index [72],

$$S = 27 J^2 / I^3,$$

or simply $D = I^3 - 27 J^2$, as in [73]. The spacetime is of special Petrov type, see Section 2.5, when $D = 0$ or $S = 1$ [38].

Defining the following complex linear combination of $E^{(n)}_{\alpha\beta}$ and $B^{(n)}_{\alpha\beta}$

$$Q^{(n)}_{\alpha\beta} = E^{(n)}_{\alpha\beta} + i B^{(n)}_{\alpha\beta}$$

(21)
and its complex conjugate $\overline{Q}_{αβ}^{(n)} = E_{αβ}^{(n)} - iB_{αβ}^{(n)}$ we can then express $I$ and $J$ in terms of $E_{αβ}^{(n)}$ and $B_{αβ}^{(n)} \ [27,35,38]$

$$I = \overline{Q}_{αβ}^{(n)} Q^{αβ}/2 = L_B/2 - iM, \hspace{1cm} J = -\overline{Q}_{αβ}^{(n)} Q^{αβ}/6 = \left[ -E_{β}^{(α)} (E_{μ}^{α} E_{α}^{μ} - 3B_{μ}^{β} B_{α}^{β}) - iB_{α}^{(μ)} (B_{β}^{β} B_{μ}^{α} - 3E_{β}^{β} E_{μ}^{α}) \right] /6. \hspace{1cm} (22)$$

An alternative method to compute $I$ and $J$ is with the Newman-Penrose (NP) formalism $[27,28]$. This enables us to compute the Weyl scalars and use them to compute further invariants. We first start by defining a set of four independent vectors:

$$v_{(0)}^{α} = n^{α}, \hspace{0.5cm} v_{(1)}^{α} = δ^{α}_{1}/\sqrt{g_{11}}, \hspace{0.5cm} v_{(2)}^{α} = δ^{α}_{2}/\sqrt{g_{22}}, \hspace{0.5cm} v_{(3)}^{α} = δ^{α}_{3}/\sqrt{g_{33}}. \hspace{1cm} (23)$$

These are made orthonormal with the Gram-Schmidt method to obtain $e_{(α)}$, our orthonormal tetrad basis. We start this procedure by choosing $e_{(0)}^{α} = n^{α}$. We distinguish tetrad indices with parenthesis and these are raised or lowered with the Minkowski metric. They have the properties:

$$e_{(0)}^{α} e^{(0)}_{α} = -1, \hspace{0.5cm} e^{α}_{(i)} e^{β}_{(j)} = δ^{α}_{β}, \hspace{0.5cm} e^{α}_{(i)} e^{β}_{(j)} = δ^{(i)}_{(j)}, \hspace{0.5cm} e^{α}_{(0)} e^{β}_{(j)} = 0. \hspace{1cm} (24)$$

They span the metric as $g_{αβ} = -e_{(0)α} e_{(0)β} + δ^{(i)}_{(j)} e^{(i)α} e^{(j)β}$ and $e^{1}_{(1)} e^{2}_{(2)} e^{3}_{(3)} = det(γ_{ij})^{-1/2}$.

From these, four complex null vectors are defined $6$:

$$l^{α} = \left( e^{α}_{(0)} + 2e^{α}_{(1)} \right) /\sqrt{2}, \hspace{0.5cm} k^{α} = \left( e^{α}_{(0)} - e^{α}_{(1)} \right) /\sqrt{2}, \hspace{0.5cm} m^{α} = \left( e^{α}_{(2)} + ie^{α}_{(3)} \right) /\sqrt{2}, \hspace{0.5cm} \overline{m}^{α} = \left( e^{α}_{(2)} - ie^{α}_{(3)} \right) /\sqrt{2}, \hspace{1cm} (25)$$

together referred to as a null NP tetrad. By definition their norm is zero, and while $l^{α}k^{α} = m^{α}\overline{m}^{α} = -1$ all other combinations vanish. They span the metric as

$$g_{αβ} = -2l^{(α}k_{β)} + 2m^{(α}\overline{m}_{β)}. \hspace{1cm} (26)$$

Finally, this null tetrad base is used to project the Weyl tensor and obtain the Weyl scalars, defined as:

$$\Psi_{0} \equiv C_{αβμν}l^{α}m^{β}l^{μ}m^{ν} = \overline{Q}_{αβ}^{(n)} m^{α}\overline{m}^{β}, \hspace{1cm} (27)$$

$$\Psi_{1} \equiv C_{αβμν}l^{α}k^{β}l^{μ}m^{ν} = -\overline{Q}_{αβ}^{(n)} m^{α}\overline{e}^{β}/\sqrt{2},$$

$$\Psi_{2} \equiv C_{αβμν}l^{α}m^{β}\overline{m}^{μ}k^{ν} = \overline{Q}_{αβ}^{(n)} e^{α}_{(1)} e^{β}_{(1)}/2 = -\overline{Q}_{αβ}^{(n)} m^{α}\overline{m}^{β}$$

$$\Psi_{3} \equiv C_{αβμν}k^{α}m^{β}\overline{m}^{μ}k^{ν} = \overline{Q}_{αβ}^{(n)} \overline{m}^{α} \overline{e}^{β}/\sqrt{2},$$

$$\Psi_{4} \equiv C_{αβμν}k^{α}\overline{m}^{β}k^{μ}\overline{m}^{ν} = \overline{Q}_{αβ}^{(n)} \overline{m}^{α} \overline{m}^{β},$$

where in the second equalities, the $Ψ$s are related to $E_{αβ}^{(n)}$ and $B_{αβ}^{(n)}$ by $\overline{Q}_{αβ}^{(n)}$. Clearly, by construction, the $Ψ$s are frame dependent. To express them as a function of $\overline{Q}_{αβ}^{(n)}$, we use

6 Here we use Alcubierre’s notation in [27], the $l^{α}$ and $k^{α}$ vectors are swapped in comparison to the notation in [38].
Maple [63] to substitute the Weyl tensor with Eq. (17) and make simplifications based on the tetrad and null vector properties, as well as \( e^\alpha_0 e^\beta_1 m^\mu \bar{m}_\nu \epsilon_{\alpha \beta \mu \nu} = e^\beta_1 m^\mu \bar{m}_\nu \epsilon_{\beta \mu \nu} = -i \), meaning that: 

\[
ee^\beta_1 m^\mu \epsilon_{\beta \mu \nu} = -im_\nu \quad \text{and} \quad e^\beta_1 \bar{m}_\nu \epsilon_{\beta \mu \nu} = -im_\mu \quad [28].
\]

Conversely, with the Weyl scalars one can express \( \overline{Q}^{\alpha \beta (n)} \) by projecting Eq. (3.58) of [38] along \( n^\mu \), obtaining [38, 74, 75]

\[
\overline{Q}^{\alpha \beta (n)} = \Psi_2 e_C^{\alpha \beta} \\
+ \frac{1}{2}(\Psi_0 + \Psi_4)e_T^{\alpha \beta} + \frac{i}{2}(\Psi_0 - \Psi_4)e_T^{\alpha \beta} \\
- 2(\Psi_1 - \Psi_3)e_1^{(\alpha \beta)} + 2i(\Psi_1 + \Psi_3)e_1^{(\alpha \beta)}. \tag{28}
\]

Thus \( \Psi_2 \) is the component on the Coulombian basis tensor \( e_C^{\alpha \beta} = 2e_1^{\alpha \beta} - e_2^{\alpha \beta} - e_3^{\alpha \beta} \), \( \Psi_0 \) and \( \Psi_4 \) are the components on the two transverse basis tensors \( e_T^{\alpha \beta} = e_2^{\alpha \beta} - e_3^{\alpha \beta} \) and \( e_T^{\alpha \beta} = 2e_3^{\alpha \beta} \), and \( \Psi_1 \) and \( \Psi_3 \) are the components on the two longitudinal basis tensors \( e_1^{(\alpha \beta)} \) and \( e_1^{(\alpha \beta)} \). One can then express \( E^{\mu \nu (n)} \) and \( B^{\mu \nu (n)} \) in terms of Weyl scalar components, on the above defined tetrad basis, by using Eq. (21) and its complex conjugate:

\[
E^{\alpha \beta (n)} = \Re(\Psi_2)e_C^{\alpha \beta} \\
+ \frac{1}{2}\Re(\Psi_0 + \Psi_4)e_T^{\alpha \beta} + \frac{1}{2}\Im(\Psi_0 - \Psi_4)e_T^{\alpha \beta} \\
- 2\Re(\Psi_1 - \Psi_3)e_1^{(\alpha \beta)} - 2\Im(\Psi_1 + \Psi_3)e_1^{(\alpha \beta)}, \tag{29}
\]

\[
B^{\alpha \beta (n)} = -\Im(\Psi_2)e_C^{\alpha \beta} \\
- \frac{1}{2}\Im(\Psi_0 + \Psi_4)e_T^{\alpha \beta} + \frac{1}{2}\Re(\Psi_0 - \Psi_4)e_T^{\alpha \beta} \\
+ 2\Re(\Psi_1 - \Psi_3)e_1^{(\alpha \beta)} - 2\Im(\Psi_1 + \Psi_3)e_1^{(\alpha \beta)}.
\]

Note that \( \overline{Q}^{\alpha \beta (n)} \), \( E^{\alpha \beta (n)} \) and \( B^{\alpha \beta (n)} \) are defined in terms of a generic \( n^\mu \) frame, therefore the expressions in Eq. (28) and Eq. (29) are valid in any orthonormal frame with timelike vector \( e^\mu_0 = n^\mu \). In this sense, these expressions are frame-invariant. They are valid for the general Petrov type expressed in a generic frame. Even for the general Petrov type, it is possible to choose a transverse frame where \( \Psi_1 = \Psi_3 = 0 \quad [76, 77] \), then we can see from Eq.(29) that both \( E^{\mu \nu (n)} \) and \( B^{\mu \nu (n)} \) have a Coulombian component, plus one for each transverse “polarization”.

Then to express \( I \) and \( J \) in Eq. (22) in terms of the Weyl scalars, we explicitly use the inverse of the metric Eq. (26) to lower indices, e.g. \( Q_\beta^\alpha = g^{\alpha \mu}Q_{\mu \beta} \), and using the definition Eq. (27) we obtain the well know expression:

\[
I = \Psi_0 \Psi_4 - 4\Psi_1 \Psi_3 + 3\Psi_2^2, \quad J = \begin{vmatrix}
\Psi_4 & \Psi_3 & \Psi_2 \\
\Psi_3 & \Psi_2 & \Psi_1 \\
\Psi_2 & \Psi_1 & \Psi_0
\end{vmatrix}. \tag{30}
\]

Further scalar invariants, which are relevant for the Petrov classification, see Section 2.5,
are defined as\footnote{Where $K$ should not be confused with the trace of the extrinsic curvature.} [32,38,78]:

$$K = \Psi_4^2 - 3\Psi_2\Psi_3\Psi_4 + 2\Psi_3^3, \quad L = \Psi_2\Psi_4 - \Psi_3^2, \quad N = 12L^2 - \Psi_4^2I. \quad (31)$$

However, if $\Psi_4 = 0$ and $\Psi_0 \neq 0$ then $\Psi_0$ and $\Psi_4$ need to be interchanged as well as $\Psi_1$ and $\Psi_3$.

We conclude this section by emphasizing again that $E^2$, $B^2$ and the various Weyl scalars are all frame-dependant scalars. Depending on the background, some of these scalars will be gauge-invariant at first order, as will be described in the next section. Then, $L_B$, $M$, $I$, $J$, $S$ and $D$ are coordinate and frame-invariant scalars, and $K$, $L$ and $N$ are coordinate-invariant and frame-dependent scalars\footnote{Relativistic perturbation theory can be seen as a classical field theory on a fixed background spacetime, but this approach is not helpful in understanding the gauge dependence of perturbations, especially in going beyond the first order.}.

### 2.4. Covariant and Gauge-invariant perturbations and observables

It is useful at this point to remark links and differences between spacetime coordinate invariance of the above defined scalars, either frame-invariant or not, and gauge-invariance in perturbation theory. The gauge-dependence of perturbations in relativity maybe confused with a simple lack of invariance under coordinate transformations, especially within a field-theoretical approach\footnote{Relativistic perturbation theory can be seen as a classical field theory on a fixed background spacetime, but this approach is not helpful in understanding the gauge dependence of perturbations, especially in going beyond the first order.}, see e.g. [79]. If this was the case, the gauge-dependence of perturbations of scalar quantities would then be obscure. The issue becomes totally clear when a geometrical approach is instead used, as it was first pointed out by Sachs [80], see [45] for first-order perturbations and [81–83] for non-linear perturbations.

The crucial point is that in relativistic perturbation theory we deal with two spacetimes: the realistic one, which we wish to describe as a small deviation from an idealised background, and the fictitious background spacetime itself. The gauge dependence of perturbations is due to the fact that a gauge choice in this context is a choice of mapping between points of the realistic spacetime and points of the background, so that a passive change of coordinates in the first (a change of labels for a given point) produces a change of points in the background. Since the background points also have their own coordinates, the change of points in the background results in what is sometime referred to as an active coordinate transformation (or point transformation) of the perturbation fields on the background. The latter is the point of view in [79], and clearly also affects scalar quantities in general.

This gauge dependence can then be formalised (at first order) in the Stewart and Walker Lemma [45], the essence of which being that for a tensorial quantity $T$ the relation between its perturbations in two different gauges is given by $\delta\tilde{T} = \delta T + \mathcal{L}_\xi T_o$, where $\xi$ is the vector field generating the said mapping of points in the background at first order and $\mathcal{L}_\xi T_o$ is the Lie derivative along $\xi$ of $T_o$, the tensor $T$ evaluated in the
background. It then immediately follows that a tensorial quantity is gauge-invariant at first order if $T_0 = 0$.

Both Teukolsky [84] for the Kerr black hole and Stewart and Walker [45] for any type D spacetime based their studies of first-order perturbations on Weyl scalars: if the background is of type D, both $\Psi_0$ and $\Psi_4$ vanish at zero order if the right frame is chosen (see next section for further details), hence they are gauge-invariant perturbations. The approach to perturbation theory where tensorial quantities that vanish in the background are directly used as perturbation variables may be called covariant and gauge-invariant [46].

In the context of cosmology, the covariant and gauge-invariant approach was first partly used by Hawking [44], as the shear and vorticity of the matter 4-velocity vanish in an FLRW background, together with the electric and magnetic Weyl tensors. This was then extended in [46] by defining fully nonlinear variables characterising inhomogeneities in the matter density field, as well as in the pressure and expansion fields, i.e. covariantly defined spatial gradients that as such vanish in the homogeneous FLRW background and, therefore, are gauge-invariant at first order, following the Stewart and Walker Lemma [45].

Clearly, not all perturbations of interest can be directly characterised by a tensor field that vanishes in the background, notably perturbations of the metric. Nonetheless, first-order gauge-invariant variables can be constructed as linear combinations of gauge-dependent quantities, such as the metric components and velocity perturbations, as first proposed in [86], then fully developed for perturbations of an FLRW background by Bardeen [48] and extended by Kodama and Sasaki [87] to the multi-fluid and scalar field cases.

Bardeen’s approach is such that gauge-invariant variables only acquire a physical meaning in a specific perturbation gauge, or at least the specification of a slicing. It is clear, however, that physical results can’t depend on the mathematical approach used, and the two approaches are equivalent, as shown in [47] and [69], cf. also [89], where the physical meaning of Bardeen-like variables is elucidated through the use of the covariant variables. In essence, Bardeen-like variables naturally appear when the covariant nonlinear variables are fully expanded at first-order, e.g. Bardeen’s potentials appear in the expansion of the electric Weyl tensor; Bardeen’s evolution equations for the gauge-invariant variable are also recovered in the same process, see [47] section 5.

Gauge transformations and conditions for gauge invariance of perturbations generalising the Stewart and Walker Lemma to an arbitrary higher order were derived in [81,82], soon leading to applications in cosmology [90–92] and the theory of black holes perturbations [93,94], cf. [95], see [96–98] and [99–102] for reviews, and e.g. [103–116] for more recent applications. The theory of gauge dependence of relativistic perturbations

9 Things are more complicated for more general black holes [85].

10 More precisely, a full equivalence with Bardeen’s original variables is obtained under minimal and reasonable assumptions, in essence those required for a harmonic expansion on the homogeneous and isotropic 3-space of the FLRW background, see also [88].
was then extended to higher order with two and more parameters in [117, 118], again with applications in cosmology [119–121] and sources of gravitational waves [122–126], cf. also [85] and references therein.

In summary, measurable quantities in relativity [41], commonly referred to as observables, should be gauge-invariant, and the invariant scalars discussed in the previous section are gauge-invariant observables in that sense, i.e. they are coordinate independent. The electric and magnetic Weyl tensors $E_{\mu\nu}^{(u)}$ and $B_{\mu\nu}^{(u)}$ are first-order gauge-invariant variables on an FLRW background in the sense of perturbation theory explained above. Since the Weyl tensor $C_{\alpha\beta\mu\nu}$ itself is a first-order gauge-invariant variable on the conformally-flat FLRW background, at first order $E_{\mu\nu}^{(u)}$ and $B_{\mu\nu}^{(u)}$ are actually built by contraction of $C_{\alpha\beta\mu\nu}$ with the background fluid 4-velocity $u^\mu$. Then, the electric and magnetic Weyl tensors are also frame-invariant at first order [47], if we define them with respect to a frame $n^\mu = u^\mu + V^\mu$, where $V^\mu$ is first-order deviation from the background $u^\mu$. Indeed, contracting $C_{\alpha\beta\mu\nu}$ with $n^\mu = u^\mu + V^\mu$ gives, at first order, the same result than contracting with $u^\mu$, i.e. $E_{\mu\nu}^{(n)} \simeq E_{\mu\nu}^{(u)} + \mathcal{O}(2)$ and $B_{\mu\nu}^{(n)} \simeq B_{\mu\nu}^{(u)} + \mathcal{O}(2)$. By their very definitions, the invariant scalars of the previous section are nonlinear. If expanded in perturbations, they may well have a deviation from the background value that is only second or higher order, see [72] and [75,127] for examples using the speciality index $S$. As pointed out in [75], however, this has more to do with their definition than anything else, as one can always define a monotonic function of a scalar invariant that is first order, e.g. $S_{\text{norm}} = \sqrt{|1 - S|}$ in considering $S$ for perturbations of a Petrov type D spacetime. The point is that, even intuitively, we expect a general perturbation of a given background spacetime - typically of some special Petrov type, to be Petrov type general, even at first order; in other words, the first-order perturbations should separate the principal null directions that coincide in the background, see [75] for a discussion.

How about observables as usually intended by cosmologists? Both the scalar invariants of the previous section and the gauge-invariant perturbations discussed above are local quantities, but in cosmology observers can’t go in a galaxy far far away [128] and measure $E_{\mu\nu}^{(u)}$ and $B_{\mu\nu}^{(u)}$ there: rather we have to link points (spacetime events) on the past light-cone of the observer, points where local observables are defined, with the point of the observers themselves, i.e. ray tracing is key, see [31] for a concrete example in numerical relativistic cosmology and an application to simulation comparisons and [13,129–131] and references therein for a general discussion. Nonetheless, although the issue of defining observables is simple for first-order perturbations but more involved at second and higher order, first-order gauge invariance, i.e. the vanishing in the background of the value of the observable tensorial quantity, plays a crucial role, see [83] and [132] for a recent and extended discussion.

In conclusion, $E_{\mu\nu}$ and $B_{\mu\nu}$ and the scalars built from them can be useful for the physical interpretation of simulations and for the comparison of different codes, as well as for comparison of the fully nonlinear results of a simulation with the result of perturbation theory. Although our codes can compute $E_{\mu\nu}$ and $B_{\mu\nu}$ in any spacetime and
in any frame, for the case of cosmology and especially for comparison with perturbation theory results $E^{\mu\nu\{a\}}$ and $B^{\mu\nu\{a\}}$, computed in the matter rest frame, seem particularly useful [39].

2.5. Petrov classification

Spacetimes can be classified according to their Weyl tensor, Ricci tensor, energy-momentum tensor, some special vector fields and symmetries [38]. The Weyl tensor classification leads to the definition of the different Petrov types [133] and because it can be obtained invariantly it has become more significant [38]. There are six different types going from the general one to the most special: I, II, D, III, N, and O. There are multiple interrelated methods to determine the classification, which we now briefly summarise; we refer the reader to [38], c.f. [40] for a recent account.

- Via the $Q$ matrix. This is the tensor $Q_{\alpha\beta}$, Eq. (21), expressed with respect to an arbitrary orthonormal basis. This matrix has 3 complex eigenvalues and whether or not they are distinct will establish the Petrov type [38, 40, 134].

- Via the principal spinors (or Debever spinors). The Weyl tensor can be expressed as a combination of these four spinors, and the Petrov type is related to whether or not these are independent or aligned [135].

- Via the principal null directions that can be found using the Weyl scalars [27, 28, 38, 136]. Depending on the null tetrad base, certain Weyl scalars vanish\(^{11}\). In the frame that maximises the number of vanishing scalars, those scalars will determine the Petrov type. Starting from a generic null base, a frame rotation can be chosen such that the new $\Psi_0$ vanishes. This is done by solving a 4\(^{\text{th}}\) order complex polynomial and the number of distinct roots, and whether or not they coincide, will determine the Petrov type and the principal null directions. Indeed, the more roots coincide, the more Weyl scalars can be made to vanish with further transformations.

- Via the $I, J, K, L,$ and $N$ invariants. Finding the roots of the polynomial described above is not a trivial task. So, based on the discriminant of the polynomial, these invariants are constructed [32] and whether or not they vanish will establish the number of distinct roots and therefore the Petrov type, see the flow diagram in Figure 9.1 of [38]. For all special Petrov types $S = 1$ [72], see Eq. (20), or $D = I^3 - 27J^2 = 0$ [73].

The physical interpretation of the different Petrov types has been described by Szekeres in [137] using a thought-device, the gravitational compass, measuring tidal effects, i.e. using the geodesic deviation equation. This physical interpretation is then based on looking at which of the Weyl scalars are non-zero in each case and on their physical meaning.

\(^{11}\) The five complex Weyl scalars are just a different representation of the ten components of the Weyl tensor in 4-D. Even in the general case, therefore, coordinates or frame transformations can be used to make four of these ten components vanish, or two complex Weyl scalars.
specific distortion effects: $\Psi_0$ and $\Psi_4$ generate a transverse geodesic deviation, while $\Psi_1$ and $\Psi_3$ generate a longitudinal tidal distortion; the real part of $\Psi_2$ represents the tidal distortion associated with a Coulomb-type field associated with a central mass (the only one that would be present in a Newtonian gravitational field); its imaginary part, if present, is associated with frame dragging. All of this becomes perfectly clear if one thinks of the Weyl tensor as the combination of $E_{\alpha\beta}$ and $B_{\alpha\beta}$ in Eq. (17), with $E_{\alpha\beta}$ and $B_{\alpha\beta}$ expressed as in Eq. (29): they contain all of the effects mentioned above, notably $E_{\alpha\beta}$ contains the real part of $\Psi_2$, and $B_{\alpha\beta}$ its imaginary part. For an FLRW spacetime linearly perturbed with only scalar perturbations, $B_{\alpha\beta}$ is zero and $E_{\alpha\beta}$ corresponds to the second derivatives of a linear combination of the Bardeen potentials that plays the role of the Newtonian gravitational potential\[^{12}\] [47], sometimes also called the Weyl potential [138]. Then, the physical interpretation of the different Petrov types is as follows.

- **Type O** is conformally flat, i.e. all Weyl scalars vanish and there are no tidal fields other than those associated with the Ricci curvature, e.g. like in FLRW spacetimes.
- The Petrov type N is associated with plane waves [139], as the null tetrad can be chosen so that only $\Psi_4$ (or $\Psi_0$) is not zero; the tidal field associated to $\Psi_0$ (or $\Psi_4$) is purely transverse and, indeed, in the gauge-invariant perturbative formalism of Teukolsky [84], cf. also [45], gravitational wave perturbations of black holes are represented by $\Psi_4$.
- In type III the null tetrad rotations allow to make all Weyl scalars but $\Psi_3$ zero: since $\Psi_3$ gives rise to a longitudinal tidal effect, this is a strange case of spacetimes with pure longitudinal tidal fields. The sole perfect fluid solution known [38] has been found in [140].
- In type D spacetimes, a null frame can be found such that only $\Psi_2$ is the non-zero Weyl scalar. This is the case of the Schwarzschild and Kerr spacetimes, where the real part of $\Psi_2$ represents the Coulomb-type tidal field and the imaginary part (vanishing for Schwarzschild) is associated with frame dragging. This is often referred to as the Kinnersley frame [84,141].
- In type II spacetimes the scalars $\Psi_2$ and $\Psi_0$ can be made non-zero by appropriate rotations: these spacetimes can be seen as the superposition of an outgoing wave and a Coulomb-type field. A perfect fluid example of this Petrov type was found by [142] as a special case of the Robinson–Trautman metrics [143].
- For Petrov type I, a standard choice is to have $\Psi_1$, $\Psi_2$ and $\Psi_3$ non-zero [38,40], but the alternative choice $\Psi_0,\Psi_2$ and $\Psi_4$ non-zero is also possible. This latter choice of the NP null tetrad can be called transverse [76]. In the context of black hole perturbation theory this transverse tetrad can be called quasi-Kinnersley, as there are $\Psi_0$ and $\Psi_4$ perturbations on the Kinnersley background, as in [84] and [45]. In numerical relativity applied to isolated sources of gravitational waves the search

\[^{12}\] In analogy to the relation between the Newtonian gravitational potential and the Newtonian tidal field.
for this quasi-Kinnersley frame is a non-trivial task associated with the goal of properly extracting gravitational waves, see [144,145] and Refs. therein. However, a type I spacetime doesn’t necessarily contain gravitational waves; a noteworthy example is the spacetime of stationary rotating neutron stars. In this case, in the quasi-Kinnersley transverse frame $\Psi_0$ and $\Psi_4$ can be interpreted as transverse (but stationary) tidal field deviation from the Kerr geometry, see [77].

In summary, the process of making some of the Weyl scalars vanishing by rotations of the NP null tetrad can lead to ambiguities, as there is a certain set of degrees of freedom for each type leading to a set number of non-vanishing Weyl scalars, hence there is a certain freedom of choosing which scalar to cancel out. For instance, one may see that for type II it is also possible to have $\Psi_2$ and $\Psi_3$ instead of $\Psi_2$ and $\Psi_4$ non zero [136]. Nonetheless, each Weyl scalar has a precise interpretation as a specific type of tidal field on the basis of the geodesic deviation equation and the associated gravitational compass [137]. In general, the geodesic deviation equation is linear in the Riemann tensor (and therefore in its Weyl plus Ricci decomposition), hence it allows a superposition of the tidal effects associated with each Weyl scalar. However, this decomposition is not unique, as it differs for different observers associated with the different possible tetrad bases. This just means that different observers would measure different tidal fields, even if the Petrov type - and the corresponding intrinsic nature of the tidal field - would be invariant. In the following, we will focus - except for the tilted case in Section 3.4 - on the class of observers comoving with matter and associated with its 4-velocity $u^\mu$, i.e. the timelike leg of the tetrad carried by these observers.

3. Test-bed spacetimes

In this section, we summarise the spacetimes that we use to test our two codes. These are all exact solutions of General Relativity, except for the test metric of Section 3.2. Since our codes are motivated by cosmological applications, most of the solutions are homogeneous but we also consider one inhomogeneous solution, a $\Lambda$-Szekeres spacetime. However, it has no magnetic part of the Weyl tensor, we then have created this test metric that presents an inhomogeneous spacetime with an electric and magnetic part of the Weyl tensor. These metrics were chosen for their potential challenge to the codes, indeed by order of presentation, two of these spacetimes have a sinusoidal dependence on the space coordinates, the next is polynomial, and the last two are exponential. They are all provided to the codes which then compute $R$, $E^2$, and $B^2$ that we compare to the analytical solutions to establish code performance. Then for the $\Lambda$-Szekeres spacetime, in particular, we show what those variables and the scalar invariants look like, and we verify the resulting Petrov classification.
The first spacetime we consider is a cosmological solution generalising the FLRW metric to include a nonlinear inhomogeneity, it is the $\Lambda$-Szekeres [61,146] model with dust and cosmological constant $\Lambda$ first considered by Barrow and Stein-Schabes in [62]. Following the representation of Szekeres models introduced in [146], this model can be presented as a nonlinear exact perturbation of a flat (zero curvature) $\Lambda$CDM background [147,148] where the dust fluid represents Cold Dark Matter (CDM). In Cartesian-like coordinates the line element is:

\[
Bs^2 = -dt^2 + a^2(t)(dx^2 + dy^2 + Z^2(t, x, y, z)dz^2).
\] (32)

This model is well known to be Petrov type D and has no magnetic part of the Weyl tensor. It is a well-understood exact inhomogeneous cosmological solution, making it an interesting example for code testing, cf. [130].

It turns out [146–148] that the scale factor $a(t)$ in Eq. (32) satisfies the Friedmann
equations for the flat ΛCDM model, with background matter density $\bar{\rho}(u)$; they are:

$$a(t) = \left( \frac{\Omega_{m0}}{\Omega_{\Lambda0}} \right)^{1/3} \sinh \left( \frac{3tH_0}{2} \sqrt{\Omega_{\Lambda0}} \right)^{2/3}$$, \hspace{1cm} \bar{\rho}(u) = \frac{3H_0^2\Omega_{m0}}{\kappa} a^{-3}. \hspace{1cm} (33)$$

$H_0$, $\Omega_{\Lambda0}$ and $\Omega_{m0}$ are, respectively, the Hubble constant and the energy density parameters for $\Lambda$ and the matter measured today; we have set, with no loss of generality, $a(t_0) = 1$, where $t_0$ is the current age of the universe depending on $H_0$ and $\Omega_{m0}$. For these parameters, in the result section, we chose to work with the measurements of the Planck collaboration (2018) \[149\].

The inhomogeneous matter density is $\rho(u) = \bar{\rho}(u)(1 + \delta)$, where the density contrast $\delta$ can be written as:

$$\delta = -F(t, z)/Z(t, x, y, z). \hspace{1cm} (34)$$

The function $Z(t, x, y, z)$ represents inhomogeneity in the metric Eq. (32) and can be written as:

$$Z(t, x, y, z) = 1 + F(t, z) + \beta_+(z)(x^2 + y^2)^{3/4}H_0^2\Omega_{\Lambda0}^{1/3}\Omega_{m0}^{2/3}. \hspace{1cm} (35)$$

Remarkably, as far as its time-dependence is concerned, the nonlinear perturbation $F(t, z)$ satisfies exactly the same linear second order differential equation satisfied by $\delta$ in linear perturbation theory \[146–148\], cf. \[110\]. Because of this, $F$ is in general composed of a growing and decaying mode. The latter is usually neglected in cosmological structure formation theory, while the former is sourced by the curvature perturbations related to $^{(3)}R$ \[110\], cf. also \[150\] for a different approximation leading to the same equations. Therefore for our test we only consider the growing mode:

$$F(\tau, z) = \beta_+(z)\left[ \frac{3}{5} \cosh (\tau) \sinh (\tau)^{2/3} \right]_2 F_1 \left( \frac{5}{6}; \frac{3}{2}; \frac{11}{6}; -\sinh (\tau)^2 \right), \hspace{1cm} (36)$$

where $\tau = t\sqrt{\frac{3\Lambda}{4}}$, and $_2 F_1$ is a hypergeometric function, see Appendix B.1. Then we chose the spatial perturbation to be $\beta_+(z) = 10^3(1 - \sin (2\pi z/\lambda))$, $\lambda$ being the data box size. Given these choices, the density contrast $\delta$ in Eq. (34) is negative and it is illustrated in Fig. (1), where we can see the influence of the sinusoidal distribution on the $x - z$ plane, and the paraboloid structure on the $x - y$ plane. This spacetime’s invariants and its Petrov type will be discussed in Section 5.1.

3.2. A non-diagonal inhomogeneous test metric

In order to have an inhomogeneous example with a non-vanishing magnetic part of the Weyl tensor, we introduce a spacetime with the following line element:

$$ds^2 = -dt^2 + tA(z)\delta_{ij}dx^i dx^j + 2dx(dy + dz), \hspace{1cm} (37)$$

where $A(z)$ is an arbitrary function, that for practical purposes we assume to be positive. This can be found as a solution to Einstein’s equations by the method
of reverse engineering the metric, where one starts with the metric, and then finds
the corresponding energy-momentum tensor with Einstein’s field equations. In the
analytical computations of this spacetime, we find it to be of Petrov type I, see Appendix
B.2.

However, since the determinant of this metric is \( g = A(z)t[2 - A(z)^2t^2] \), one can
see that this spacetime is only valid for a certain domain in time, also depending on
\( A(z) \). Additionally, the resulting energy-momentum tensor doesn’t have any particular
physical meaning, so we are not referring to this spacetime as a solution to Einstein’s
equations. All we need to test our code is a specific form of the metric. In this light,
although \( A(z) \) is an arbitrary function, we define it for the purpose of the test as:
\( A(z) = 2.3 + 0.2 \sin (2\pi z/\lambda) \) so we can use periodic boundary conditions, with \( \lambda \) the box
size. Then, in the frame associated with \( n^\alpha \), we obtain the (rather fictitious) non-perfect
fluid energy-momentum tensor \( T_{\alpha\beta} \) from Einstein’s equations, see Appendix B.2.

3.3. Bianchi II Collins-Stewart

The Collins and Stewart Bianchi II \( \gamma \)-law perfect fluid homogeneous solution [68,151]
has the spatial metric

\[
\gamma_{ij} = \begin{pmatrix}
t^{(2-\gamma)/\gamma} & t(2-\gamma)/\gamma(sz/2\gamma) & 0 \\
t^{(2-\gamma)/\gamma}(sz/2\gamma) & t(2+\gamma)/2\gamma + t(2-\gamma)/\gamma(sz/2\gamma)^2 & 0 \\
0 & 0 & t^{(2+\gamma)/2\gamma}
\end{pmatrix}
\]

(38)

with the constant \( s^2 = (2-\gamma)(3\gamma - 2) \); the synchronous comoving gauge and Cartesian-
like coordinates are assumed. The perfect fluid has energy density \( \rho^{(\gamma)} = (6-\gamma)/4\kappa t^2\gamma^2 \),
and pressure following the \( \gamma \)-law: \( p = (\gamma - 1)\rho^{(\gamma)} \), so \( \gamma = 1 \) for dust and \( \gamma = 4/3 \) for
radiation. In the latter case \( ^{(4)}R = 0 \), in both cases this spacetime is of Petrov type
D, see Appendix B.3. This is our sole example showing the spacial metric having a
polynomial dependence on the space coordinates.

3.4. Bianchi VI tilted model

Assuming the synchronous gauge and Cartesian-like coordinates, the Rosquist and
Jantzen Bianchi VI tilted \( \gamma \)-law perfect fluid homogeneous solution with vorticity\(^{13}\)
[38,152], has the spacial metric:

\[
\gamma_{ij} = \begin{pmatrix}
(1 + m^2)(kt)^2 & mkt^{1+s-q}e^x & 0 \\
mkt^{1+s-q}e^x & t^{2(s-q)}e^{2x} & 0 \\
0 & 0 & t^{2(s+q)}e^{-2x}
\end{pmatrix}
\]

(39)

\(^{13}\) See footnote 3 and 4, emphasising that when vorticity is present a spacial hypersurface can not
be constructed, hence a comoving frame can not be used and only tilted spacial hypersurfaces can be
constructed with \( n^\alpha \neq a^\alpha \).
with the constants:

\[
\begin{align*}
    s &= (2 - \gamma)/(2\gamma), \\
    m^2 &= -32q^2 s/(s - q - 1)^2(3s + 3q - 1), \\
    q &= (6 - 5\gamma)(2 - \gamma + 2\sqrt{(9\gamma - 1)(\gamma - 1)})/2\gamma(35\gamma - 36), \\
    k^2 &= -(3s + 3q - 1)/(s + 3q - 1)(3s^2 + (6q - 1)s - q^2 - q).
\end{align*}
\] (40)

With this definition of \(q\), \(\gamma\) is limited to the domain \([6/5, 1.7169]\)\ldots [38]. For our test, we use \(\gamma = 1.22\) and although this solution is described by a perfect fluid following the \(\gamma\)-law in a tilted frame, \(T_{\alpha\beta}\) used in the slicing code was computed from Einstein’s equations for a non-perfect fluid in the \(n^\alpha\) frame. An other relevant note for the code testing, is that the space dependence of the metric is exponential. Using Maple [63], we find that this spacetime is of Petrov type I, see Appendix B.4.

3.5. Bianchi IV vacuum plane wave

The final spacetime we consider is the Harvey and Tsoubelis Bianchi IV vacuum plane wave homogeneous solution \([68,153,154]\) with spatial metric:

\[
\gamma_{ij} = \begin{pmatrix}
    t^2 & 0 & 0 \\
    0 & te^x & te^x(x + \log t) \\
    0 & te^x(x + \log t) & te^x((x + \log t)^2 + 1)
\end{pmatrix}.
\] (41)

Again, the synchronous comoving gauge and Cartesian-like coordinates are assumed. The plane wave represented by this model makes it a very interesting example: it is easy to check with Maple [63], see Appendix B.5, that \(E^{2(u)} = B^{2(u)} = 1/2t^4\) and that the Petrov type is N [36]. This gives an additional point of comparison for \(E^{2(u)}\) and \(B^{2(u)}\), otherwise, as we are in vacuum, \((4)R = 0.\)

4. Description of the codes and Numerical implementation

A Python post-processing code has been developed for each computational method in Section 2: the geometrical and slicing methods [1].

4.1. Geometrical code

In the code using the geometrical approach, the 4-D Riemann tensor is calculated from its definition in terms of the derivatives of the metric \(g_{\alpha\beta}\). Because of the added complexity in computing time derivatives, this code has been developed only for the synchronous gauge, \(g_{0\alpha} = \{-1, 0, 0, 0\}\). In practice, assuming that this post-processing code is applied to data produced by a numerical simulation in this gauge, then the metric is directly given by \(\gamma_{ij}\).

The first spatial derivatives of the metric are computed with a centred finite difference (FD) scheme where the boundary points are obtained using a periodic boundary condition when applicable (here only for the test metric case Section 3.2),
otherwise a combination of forward and backward schemes are used. As the centred scheme has lower relative error than either the forward or backward scheme, the points along the edges affected by this boundary choice are cut off, see Appendix A. These considerations are of no concern when applying these codes to cosmological simulation results, as in this case the boundary conditions commonly used are periodic.

Then, the first time derivative of the metric in the synchronous gauge coincides with the extrinsic curvature, \( K_{ij} = -\frac{1}{2} \partial_t \gamma_{ij} \), and therefore can directly be retrieved from the data of the underlying simulation.

Finally, to compute second derivatives of the metric, spatial derivatives of all of the above are computed with the same scheme applied for the first spatial derivatives, and time derivatives are computed with a backward scheme.

Then, having all the necessary derivatives, the 4-D Christoffel symbols and their derivatives are computed to obtain the 4-D Riemann tensor. From this, the 4-D Ricci tensor and Ricci scalar \((4)R\) are constructed and \(E_{\alpha\beta}\) and \(B_{\alpha\beta}\) are computed using Eq. (1) and Eq. (2). The outputs of this code are \((4)R, E^2,\) and \(B^2\); these are used in the examples in Section 5.

The FD schemes are all of 4\(^{th}\) order, then to increase accuracy we also implement the option to use 6\(^{th}\) order schemes [155], and to have Riemann symmetries enforced:

\[
R_{\alpha\beta\mu\nu} = -R_{\beta\alpha\mu\nu} = -R_{\alpha\beta\nu\mu} = R_{\mu\nu\alpha\beta}.
\]

4.2. Slicing code: EBWeyl

In EBWeyl [1], the code using the slicing approach, the metric \(g_{\alpha\beta}\) provides the 3+1 variables needed to compute \((3)R\). Then with \(K_{\alpha\beta}\) and \(T_{\alpha\beta}\), \(E_{\alpha\beta}\) and \(B_{\alpha\beta}\) are computed with Eq. (14) and Eq. (15). No time derivatives are needed and the spatial derivatives are obtained with the same scheme used in the geometrical code.

EBWeyl is essentially a module with functions and classes providing FD tools and computations of tensorial expressions. In the github repository there is an example Jupyter Notebook demonstrating how to use it for the Bianchi IV vacuum plane wave spacetime in Section 3.5. The user needs to provide \(g_{\alpha\beta}\), and \(K_{\alpha\beta}\) as numerical numpy arrays to the class called Weyl, this will automatically define the 3+1 terms, then the class’s functions will compute the expressions of Section 2.2 and 2.3, as demonstrated in the Jupyter Notebook [1]. Note that in EBWeyl the electric part of the Weyl tensor is defined as a 3+1 quantity, i.e. as in Eq. (14); therefore the energy-momentum tensor \(T_{\alpha\beta}\) also needs to be provided to get \(E_{\alpha\beta}^{(n)}\). For example, in vacuum, as in Section 3.5, this simply means that \(T_{\alpha\beta}\) should be provided as a array of zeros. Finally, we emphasise that although the examples of this paper are all cosmological and we always use the synchronous gauge, EBWeyl is general enough to be applied to any spacetime in any gauge.
4.3. Application of the codes

Both these codes were applied to the example spacetimes in Section 3 in order to establish which code is most suitable for cosmological numerical relativity simulations. The discussion in the next Section will demonstrate preference towards the slicing code EBWeyl, therefore this code has been made publicly available in [1].

5. Results

Here we present two forms of tests. Firstly, we demonstrate applications of these codes to the $\Lambda$-Szekeres spacetime in Section 3.1 [61,62,147,148]. We compute $(^4)R$ with the geometrical code and we compute $(^3)R$, $B^2$, $E^2$ and the invariants of Section 2.3 with the slicing code. With the invariants, we then check that this spacetime is of Petrov type D. This process is then applicable to any numerical spacetime where the Petrov type is not known.

Secondly, we show the numerical error, and convergence, on computing $R$, $E^2$, and $B^2$ for each code on each example spacetime of Section 3. As we identify different types of numerical errors, each is addressed individually showing how reliable these codes are.

To do these tests using the metrics of Section 3 we generate 3-D data boxes of $N^3$ points where the $x$, $y$, and $z$ coordinates vary, such that at each data point is associated with a numerical metric tensor computed from the analytical metric. We additionally associate a numerical extrinsic curvature and stress tensor with each of these points. The provided data has then been generated exactly at a singular arbitrary time for the slicing code, and multiple times, with a small time step, for the geometrical code. These numerical arrays are provided to the two codes where the outputs can be plotted, as in Section 5.1, or compared to the expected solution as in Section 5.2. This comparison is done by computing the average relative difference between the code outputs, say $v$, and the analytical solution, $v_{th}$: $E(|v/v_{th} - 1|)$. These solutions are derived analytically using Maple, see Appendix B, and provided as numerical arrays for comparison.

5.1. Invariants for the $\Lambda$-Szekeres spacetime

The 4-D and 3-D Ricci scalars and the invariants from Section 2.3 of the $\Lambda$-Szekeres spacetime have been computed and are presented in Fig. (2). This shows their spatial distribution along the $x − z$ and $x − y$ planes. We present them in homogeneous (first) powers of the Weyl tensor, e.g. $I^{1/2}$, and make them dimensionless by dividing by the Hubble scalar $H = \frac{\partial a}{\partial t}$, cf. [68], e.g. $I^{1/2}/H^2$. For complex scalars, only the real part is shown, as for the imaginary part we only get numerical noise. The geometrical code was used for $(^4)R$, and then the slicing code otherwise. $(^3)R$ shows flatness where the density contrast goes to zero $\delta \to 0$, Fig. (1), and negative curvature where $\delta < 0$. $B^2$ vanishes, so only numerical noise is visible. Contrasting the panels for $E^2$ and $(^3)R$, we note that where the negative 3-curvature is strongest, $E^2$ is also strongest, and where it is flatter the electric tidal field is weaker.
The Szekeres spacetime and the Barrow and Stein-Schabes model with $\Lambda$ are of Petrov type D \[38, 74, 148\], meaning that $I \neq 0$, $J \neq 0$, $S = 1$, and $K = N = 0$ \[38, 72\]. We can check this here, indeed $B_{\alpha\beta} = 0$ so $L_B = E^2$, $M = 0$, $I = E^2/2$, and $J$ is a combination of $E^2\beta$ with $Im(J) = 0$. Therefore we can see the similarity of $L_B$ and $Re(I)$ with $E^2$, and then $M$ shows numerical noise but is otherwise null. Hence we see that $I$ and $J$ are not null, except along the $z/\lambda = 0.25$ plane. Next, to verify $S = 1$, $|Re(S) - 1|$ is plotted, showing that everywhere we have $S = 1$ except at $z/\lambda = 0.25$. On this plane, $I = 0$, so $S$ has a singularity plane, being ill-defined for spacetimes other than I, II, and D. Numerically we do not have exactly zero but a small value that makes $S$ extremely large. Finally, $K$ and $N$ are both shown to present numerical noise, completing all the requirements for us to numerically confirm that indeed, this $\Lambda$-Szekeres metric is of Petrov type D. Except on the $z/\lambda = 0.25$ plane where we can see that all invariants vanish, along this coordinate $\beta_+(z = \lambda/4) = 0$ and so the spacetime is pure FLRW and of Petrov type O.

In summary, we have shown the potential of this code in deriving various invariants of an analytic spacetime. The same type of analysis can be done on any spacetime generated numerically. We next look into the accuracy of these measurements.

5.2. Code tests

To test our codes, we run them on all the example spacetimes listed in Section 3 and compare the results to the expected analytical expressions of Appendix B. Fig. (3) shows the resulting numerical error when computing $^{(3)}R$ or $^{(4)}R$, $E^2$, $B^2$, $ET$ and $BT$ (their trace, which should be zero). If the analytical solution is different from zero, the relative error is shown, otherwise, the value itself is presented. The scalars that are absent from the plot, are omitted because the error is too small to fit in, and so is of lesser interest. All these plots display multiple types of numerical errors so we will address these individually. To complete this analysis we show again in Fig. (4) the numerical error for the Bianchi VI and plane wave cases, this time using the $6^{th}$ order FD and Riemann symmetry enforcement options. Additionally, the plane wave case has $E^2 = B^2$, so Fig. (5) shows how accurately each code can reproduce this.

5.2.1. Truncation error

The derivatives are computed with FD schemes, this introduces truncation errors that decrease as resolution increases. This follows the power law $N^{-o}$, with $N^3$ the number of grid points, and $o$ the order of the FD scheme. In Figs. (3, 4, 5, A1) this power law is shown with dashed green lines. The codes’ capacity to numerically compute derivatives will be determined by the dependence of the metric on the time and space coordinates (time coordinate only for the geometrical method).

- The Bianchi II metric in Eq. (38) has a polynomial dependence on $z$ and $t$. The top plots of Fig. (3) show that the spatial dependence is not an issue as the slicing method is not limited by the truncation error, however, the additional FD for the
For the Λ-Szekeres spacetime we show the spatial distribution of the 4-D and 3-D Ricci scalar $(^4)R$ and $(^3)R$, the magnitude of the magnetic and electric parts of the Weyl tensor $\sqrt{|B^2|}$ and $\sqrt{|E^2|}$ and the invariant scalars along the $z$-$x$ and $y$-$x$ planes (with $y/\lambda = 0$ and $z/\lambda = 0$ respectively) of a data box with $64^3$ grid points. These quantities are made dimensionless by dividing by the square of the Hubble scalar $H$. Only the real part of the complex invariants are shown, as the imaginary parts are zero, up to numerical noise.
Figure 3. Six panels showing, respectively, the average relative error of the slicing code, left side, and geometrical code, right side, of the Bianchi II (with $\gamma = 1$ and $\gamma = 4/3$), $\Lambda$-Szekeres, test metric, Bianchi VI, Bianchi IV plane wave spacetimes, applied to data boxes of $N^3$ grid points, using a $4^{th}$ order FD scheme.

The time derivatives is the limiting factor in the geometrical method. Even the change in the temporal powers of Eq. (38) that results from changing the $\gamma$-law index from 1 to 4/3 has changed the $B^2$ error to being truncation dominated.

- The test metric in Eq. (37) has a sinusoidal dependence on $z$ and linear dependence on $t$. The middle right plots in Fig. (3) shows that the truncation error is the limiting factor here, the error decreases following $4^{th}$ order convergence, as predicted by the FD order used in this figure.

- The $\Lambda$-Szekeres metric in Eq. (32) is sinusoidal along $z$ and paraboloidal in the
orthogonal direction and its time dependence follows hyperbolic functions. The middle left plots in Fig. (3) show that the truncation error is a limiting factor, it indeed follows the expected power law, occasionally with an even steeper slope (showing better convergence). More on this figure in the floating point error section.

- Both Bianchi VI and Bianchi IV plane wave metrics in Eq. (39) and Eq. (41) have an exponential spatial distribution. The bottom row plots of Fig. (3) are similar as they both decrease with 4\textsuperscript{th} order convergence. For these cases, a Christoffel component of interest, and its derivative, are also displayed to demonstrate the errors introduced by the FD scheme. Being inhomogeneous and zero in certain locations there are bumps in these curves. These Christoffel components are limited by the FD order, so they benefit from the 6\textsuperscript{th} order scheme as seen in the top row of Fig. (4). In this figure, the error in the Christoffel components manages to reach lower values, therefore decreasing the errors in the other terms as they all have 6\textsuperscript{th} order convergence. This behaviour is also visible in Fig. (5). More on this in the cancellation error section.

Whether the spacetime is inhomogeneous (Λ-Szekeres and test metric) or homogeneous (other spacetimes) does not seem to make much of a difference on the truncation error,
only extra bumps along the curves. However, awareness of the metric spatial and temporal dependence is needed to understand the impact of the truncation error. If the space dependence is simple, as is the case of the Bianchi II metric, then the slicing method is preferred. Otherwise, if the space dependence is challenging, as is the case for the Bianchi VI and plane wave cases, the higher order FD method ought to be used for more accurate results, more on this in Appendix A.

5.2.2. Floating point error Floating point error or round-off error comes from the limited number of digits stored in the computer memory. It accumulates as the amount of handled numbers and computational steps increases. Consequently, this type of error grows with the resolution, as it is visible in the top plots and middle left plot of Fig. (3), the increasing slopes follow power laws between $N^0$ and $N^{2.5}$. To ensure this is a floating point error and not a coding error we change the computational precision from 64bit to 128bit (dash-dotted lines). In all cases the amplitude of these dash-dotted lines is smaller, confirming the origin of this error. The Λ-Szekeres case is an interesting example where the transition from truncation error to floating point error is visible. The precision change decreases the amount of floating point error, therefore, pushing the error transition to happen at a higher resolution. This type of error displays computational limitations, however in all cases, it remains very small, so this does not pose much concern to results obtained with our codes.

5.2.3. Cancellation error When comparing large numbers to small ones the relative error may mislead the result if the error on the large number is of the same order of magnitude as the small number. Large numbers cancelling each other out will then introduce significant errors in the rest of the computation. A good example of this type of error arises in the computation of the Bianchi identity Eq. (4). In the Bianchi
IV plane wave case, see bottom right in Fig. (3) and right side of Fig. (4), each of the Riemann components in Eq. (4) are \( \sim 10^3 \), say the relative error is \( 10^{-3} \) from truncation error, then the introduced cancellation error is of \( \sim 10^0 \). It is then multiplied with smaller numbers and gives the error in the trace \( B^T \) (this should be zero and is indeed negligible in all other cases). This error can be related to the truncation error so the cancellation error here decreases as the former gets corrected. This can then be improved by increasing the FD order, as seen from 4\(^{th}\) order FD Fig. (3) to 6\(^{th}\) order Fig. (4) (top row) where the error in the Bianchi identity and other quantities in the plot significantly decrease. Additionally, this can also be improved by enforcing the symmetries of the Riemann tensor, see bottom row of Fig. (4), where the Bianchi identity is enforced and \( B^T \) vanishes and the \( B^2 \) error decreases. This additional step does not make a difference in the slicing method or the Bianchi VI case, i.e. symmetries of the Riemann or Ricci tensors are not limiting issues in the slicing code or when the magnetic part is small with respect to the electric part.

5.2.4. Performance comparison The Bianchi II and Λ-Szekeres cases show that the slicing method outperforms the geometrical one because of the temporal FD. Those additional steps introduce more truncation errors and significantly increase the computing time of the geometrical method as seen in Fig. (6). To manage time derivatives over the entire data box, data files are appropriately written and read making the computing time curve bumpy. Additionally, the higher order FD needs more time steps, this then significantly increases computing time for the geometrical code, but not for the slicing code. For computational cost and ease of independently treating simulation time steps, the slicing method is therefore preferred here.

However, the results of the two methods are comparable in the test metric, Bianchi VI and Bianchi IV plane wave cases. This is reflected in Fig. (5), where \( B^2 \) and \( E^2 \) results are compared as they should be equal. The geometric code computes \( E^2 \) more
accurately, and when the $B^2$ error is large it is very close to the slicing $E^2$ error, making
the geometrical code perform better in Fig. (5). Yet the slicing code is very close and
given the points raised above, it remains the preferred method [1].

6. Conclusions

The Riemann tensor can be expressed in terms of the Ricci tensor and the electric
and magnetic parts $E_{\alpha\beta}$ and $B_{\alpha\beta}$ of the Weyl tensor. Here we have presented two
methods to compute $E_{\alpha\beta}$ and $B_{\alpha\beta}$ and the Ricci scalars $(^4)R$ and $(^3)R$ from numerical
relativity simulations, along with further scalar invariants that can be used to invariantly
characterise any spacetime and to classify it according to the Petrov type. The first
method is geometrical as it computes these quantities in full from the metric, and the
second, which we dub slicing, uses the 3+1 decomposition of the metric. Special care
has been taken to not introduce the constraint equations into the expressions in the
slicing method. However, for the electric part of the Weyl tensor, Einstein’s equations
were necessary, therefore, this could potentially be a caveat when applying this method
to simulation results, possibly introducing extra numerical error.

A post-processing Python code has been developed for each method, they have
been applied to the Λ-Szekeres spacetime in Section 5.1. We have shown that where
$\beta_+$ is strongest we find negative curvature and a strong electric part, then when it is
small the curvature tends to flatness and the $E_{\alpha\beta}$ is weak. As it is well known, the
magnetic part vanishes and the spacetime is of Petrov type D, everywhere but when
$\beta_+ = 0$ where it is of Petrov type O [148]. We have verified this with our codes and this
is a demonstration of their applicability.

We have tested our two codes on the five different spacetimes introduced in
Section 3. The results, in Section 5.2, show the presence of truncation, floating point and
cancellation error depending on the spatial and temporal distribution of the metric. In
the most challenging cases, we make higher-order FD schemes and Riemann symmetry
enforcing available. With all best efforts introduced, in the most difficult case, we can
report a relative error of $10^{-4}$ for a box with $100^3$ points, and the relative error continues
to decrease for higher resolution. But one should keep in mind that the numerical error
we find depends on the considered case, in less challenging scenarios we find smaller
errors. Then, when applying these codes to simulation results, one would also need
to consider the accuracy of the simulation results. Should a 4$^{th}$ order Runge Kutta
scheme be used to evolve a simulation, then one could not expect better than 4$^{th}$ order
convergence on variables computed with these post-processing codes (even if the 6$^{th}$
order FD scheme is used).

For three of the spacetimes we considered, our tests show that both methods have
comparable performance, however in the two other ones the slicing method outperforms
the geometrical one. Then when considering the computing time, the slicing method
drastically outperforms the geometrical one. This is because of the additional FD scheme
required by the geometrical method. On the basis of it’s capacities demonstrated here,
we have made the slicing post-processing code EBWeyl available in github [1]; it is applicable to any spacetime in any gauge.

While these methods and codes were developed for post-processing numerical relativity simulations, in this paper they were solely tested on exact solutions. We leave showing the applicability of the EBWeyl code on cosmological simulation results to our next paper. Finally, we remark that the use of EBWeyl is not limited to numerical relativity simulations, as it can be applied to any spacetime obtained numerically.
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Appendix A. Finite Differencing test

To understand the limitations of the FD schemes, we test them in 3 simple cases: a polynomial, a sinusoidal and an exponential, with both the 4th and 6th order schemes.

As seen in Fig. (A1), the polynomial case is no challenge to the scheme, having a relative error of $10^{-14}$, and a rounding error increasing with a $N^1$ slope. This error does not originate from the FD approximation but from computing limitations, so here the higher order FD has a slightly higher error due to the additional operations. This error is reduced by increasing computing precision, as seen when we go from 64bit to 128bit.

The sinusoidal case shows convergence according to the expected truncation error, so this benefits from increasing the FD order.
The same could be said of the exponential, however here the boundary points need to be considered. Unless periodic boundary conditions can be applied, a combination of forward and backward FD schemes were used. Fig. (A2) shows that the relative error of these different schemes can significantly differ for an exponential distribution. Indeed the left-most points (calculated with a forward scheme) and right-most points (backward scheme) have larger errors than the central ones computed with the centred scheme. The forward and backward schemes are of the same convergence order as the centred scheme but start with a higher relative error. In the right panel of Fig. (A1) we then consider the case where these edge points are included, full lines, and when they are cut off, dash-dotted lines. In the first case, the order of convergence is higher at low resolution and tends towards the expected value at high resolution. This is because, as resolution is increased, more points are computed with the centred scheme, whereas the same number of points are computed with the forward and backward scheme throughout. Then, excluding the boundary points, reduces the initial relative error and allows it to explicitly follow the expected convergence. For the examples considered above, the edge points have then been excluded.

Appendix B. Analytic expressions

The metric $g_{\alpha\beta}$, the extrinsic curvature $K_{\alpha\beta}$ and the energy-momentum tensor $T_{\alpha\beta}$ are passed to our codes in order to retrieve $R$, $\bar{R}$, $E^2$, and $B^2$. The analytic expressions of $g_{\alpha\beta}$ have been presented in Section 3, then $K_{\alpha\beta}$ can easily be obtained from it’s time derivative $K_{\alpha\beta} = -\frac{1}{2} \frac{\partial}{\partial t} (g_{\alpha\beta})$ in the synchronous gauge, and we will present below the analytical expressions of $T_{\alpha\beta}$ for the different metrics. For the Λ-Szekeres, Bianchi II Collins-Stewart, and Bianchi IV Harvey and Tsoubelis metrics, the coordinates are
comoving with the fluid, so the fluid velocity is \( u^\alpha = \{1, 0, 0, 0\} \), and because this matches the normal to the hypersurfaces, we will drop the frame specific notation \( \rho^{(n)} = \rho^{(u)} = \rho \). For the test-metric, \( T_{\alpha\beta} \) is built from Einstein’s equations; here, for simplicity, we choose to express this \( T_{\alpha\beta} \) in the normal frame \( n^\alpha \). Finally, for the Bianchi VI Rosquist and Jantzen metric, although it describes a tilted perfect fluid, the different terms of \( T_{\alpha\beta} \) are again expressed in the frame \( n^\alpha \): then, in this frame the fluid \( T_{\alpha\beta} \) no longer appears as that of a perfect fluid.

Then with Maple [63], we have derived the expressions of \( (4) R, (3) R, E^2 \), and \( B^2 \) listed below. Here, an overhead dot, e.g. \( \dot{v} \) means time derivative of said variable \( v \).

**Appendix B.1. The Λ-Szekeres models of Barrow and Stein-Schabes**

To help compute time derivatives of the metric in Section 3.1 we provide here the Hubble scalar

\[
H = \frac{\dot{a}}{a} = H_0 \sqrt{\Omega_m a^{-3} + \Omega_\Lambda}.
\]  

The hypergeometric function in Eq. (36) is the result of the following integral

\[
\int \frac{\sinh (\tau)}{\cosh (\tau)} d\tau = \frac{3}{5} \cosh (\tau) \sinh (\tau)^{5/3} \ln \left( \frac{5}{6}; \frac{3}{2}; \frac{11}{6}; -\sinh (\tau)^2 \right).\]

The Λ-Szekeres metric is a solution of Einstein’s equations with dust and Λ: the energy-momentum tensor takes the form \( T_{\alpha\beta} = \rho u_\alpha u_\beta \), with the energy density provided by Eq. (33) and Eq. (34). Then the Maple [63] results for this spacetime are:

\[
(3) R = -\frac{4v_1}{a^2 Z}.
\]

\[
(4) R = (3) R + 6 \left( H^2 + \frac{\ddot{a}}{a} \right) + \frac{2}{Z} \left( 4H \ddot{Z} + \dddot{Z} \right),
\]

\[
E^2 = \frac{(v_1 + v_2)^2}{6a^4 Z^2},
\]

\[
B^2 = 0,
\]
with \( v_1 = \partial_x \partial_x Z = \partial_y \partial_y Z \), and \( v_2 = \alpha a \dot{Z} + a^2 \dot{Z} \), and we use the property \( \partial_x \partial_y Z = \partial_y \partial_x Z = 0 \). In particular, here the magnetic part of the Weyl tensor is null, \( B_{\alpha \beta} = 0 \), because \( \partial_x \dot{Z} = \partial_y \dot{Z} = 0 \).

Then we also have the invariants \( I = E^2/2 \) and \( J = (E^2/6)^{3/2} \), confirming that \( I^3 = 3^3 J^2 \): therefore this is a spacetime of special type. With the null vector base obtained by following the methodology of Section 2.3, we find the Weyl scalars \( \Psi_0 = 3 \), \( \Psi_2 = 0 \), \( \Psi_{\psi} = 3 \), \( \Psi_2 = E^2/24 \). These are not built with the principal null direction and, given their expressions, one can see that they can be further simplified. Indeed, the complex scalars are \( K = N = 0 \) and \( L = 3 \Psi_2 \), confirming that we find this spacetime to be of Petrov type D, and we know that in this case only \( \Psi_2 \) is non zero, if built with the principal null directions. We demonstrate this through two tetrad rotations, first to make \( \Psi_0 \) vanish, such that the new scalars are \( \hat{\Psi}_a = \{ 0, 0, -2 \Psi_2, 3 \psi \Psi_2, 3 \Psi_2 \} \), then to make the new \( \hat{\Psi}_4 \) vanish, hence the final scalars are \( \hat{\Psi}_a = \{ 0, 0, -2 \Psi_2, 0, 0 \} \). This indeed leaves only \( \hat{\Psi}_2 \neq 0 \), and it has gained a factor of \( -2 \) through these rotations. This is the same result as Eq. (42) of [148].

As expected we have identified the spacetime to be of type D; however, should \( E^2 = 0 \), which is the case if \( \beta_+ = 0 \), then it would reduce to an FLRW metric, i.e. it would be of type O.

The Maple "PetrovType()" function will identify this spacetime as type I unless it is also provided with the following definition \( Z(x, y, z, t) = 1 + \beta_+(z) F(t) + A \beta_+(z)(x^2 + y^2) \) (without needing to define \( \beta, F \) or \( A \)), it then finds this spacetime to be of type D. For the other spacetimes, the classification we make by computing the invariants corroborates the classifications made by this function, where we only need to provide the metric as information.

**Appendix B.2. A non-diagonal inhomogeneous test metric**

With \( \gamma = At(-2 + A^2 t^2) \) the determinant of the spatial metric of Section 3.2, we find:

\[
\begin{align*}
(3) R &= \frac{At^2}{2\gamma} \left( t(\partial_z A)^2 (2 + 3 A^2 t^2) - 4 \gamma \partial_z \partial_z A \right), \\
(4) R &= \frac{A}{2\gamma^2} \left( 2 + 3 A^2 t^2 \right) \left( -2A + t^2 (\partial_z A)^2 \right) - 4 t^2 \gamma \partial_z \partial_z A, \\
E^{2(n)} &= \frac{1}{96 \gamma^4} \left( 2 A^4 c_2^2 \left( 3 A^2 t^2 + 2 \right) + c_2^2 t^3 (\partial_z A)^2 \left( 8 A^3 + t(\partial_z A)^2 (A^2 t^2 + 3) \right) \right) \\
&\quad + 4 \gamma t^2 \partial_z \partial_z A \left( 4 A^2 c_2 + (A^2 t^2 + 3) (c_2 t(\partial_z A)^2 + \gamma \partial_z \partial_z A) \right) \\
B^{2(n)} &= \frac{5 A^3 t^3}{32 \gamma^4} (\partial_z A)^2 (2 + A^2 t^2)^2, \\
\end{align*}
\]

where we simplify these expressions with the following substitution \( c_2 = 2 - 3 A^2 t^2 \).

Then using Einstein’s equations we find \( T_{\alpha \beta} \) for a non perfect fluid [51]:

\[
T_{\alpha \beta} = \rho^{(n)} n_\alpha n_\beta + p^{(n)} \gamma_{\alpha \beta} + 2 q^{(n)} (n_\alpha n_\beta) + \tilde{s}^{(n)}_{\alpha \beta},
\]

(B.5)
with the energy density $\rho^{(n)}$, pressure $p^{(n)}$, energy flux $q^{(n)}_{\alpha}$, and anisotropic pressure $\pi^{(n)}_{\alpha\beta}$ all expressed in the normal frame $n^\alpha$. They can be identified following their definitions:

$$
\rho^{(n)} = T^{\alpha\beta} n_\alpha n_\beta = \frac{At}{4\kappa \gamma^2} \left(3A^2\gamma + t^2 (\partial_z A)^2 (2 + 3A^2 t^2) - 4t\gamma \partial_z \partial_z A \right),
$$

$$
p^{(n)} = \gamma_{\alpha\beta} T^{\alpha\beta} / 3 = \frac{A}{12\kappa \gamma^2} \left(4A + 3A^5 t^4 + (2 + 3A^2 t^2)(2A - t^3(\partial_z A)^2) + 4t^2 \gamma \partial_z \partial_z A \right),
$$

$$
q^{(n)}_{\alpha} = -\gamma^{\beta} T_{\beta\mu} n^\mu = \frac{At \partial_z A}{4\kappa \gamma^2} \left(0, At (-6 + A^2 t^2), 2 + A^2 t^2, 2 - 7A^2 t^2 \right),
$$

$$
\pi^{(n)}_{\alpha\beta} = \gamma_{\alpha\rho} \gamma_{\beta\nu} T^{\rho\nu} - \frac{1}{3} \gamma_{\alpha\beta} \gamma_{\mu\nu} T^{\mu\nu} = \frac{1}{12\kappa \gamma^2} \begin{pmatrix} 0 & 0 & 0 & 0 \\
0 & \pi_{xx} & \pi_{xy} & \pi_{xz} \\
0 & \pi_{xy} & \pi_{yy} & \pi_{yz} \\
0 & \pi_{xz} & \pi_{yz} & \pi_{zz} \end{pmatrix},
$$

(B.6)

with the factorised components of the anisotropic pressure expressed as below, with $c_1 = t^2 (\partial_z A)^2 (2 - 3A^2 t^2) + 2t\gamma \partial_z \partial_z A$:

$$
\pi_{xx} = 16A^3 t + (3 + A^2 t^2) c_1 \\
\pi_{xy} = A^2 (4 + 3A^4 t^4) + 4At c_1 \\
\pi_{xz} = A^2 (4 + 3A^4 t^4) + At c_1 \\
\pi_{yy} = 2A^3 t (2 + 3A^2 t^2) + (3 + A^2 t^2) c_1 \\
\pi_{yz} = 6At (2 - A^4 t^2) + 3c_1 \\
\pi_{zz} = 2A^3 t (2 + 3A^2 t^2) + (3 - 2A^2 t^2) c_1.
$$

(B.7)

Then, in computing the invariants to determine the Petrov type (too long to be included here), we find that $I$ and $J$ do not satisfy the requirements for this spacetime to be special, so it is of Petrov type I. Note that, should $A$ be a constant along $z$, then $(3) R = B^{2(n)} = 0$, and

$$
I^3 - 27J^2 = \frac{A^{12} c_2^6}{215 \gamma^16}.
$$

(B.8)

Then, at the point in time where $c_2 = 0$ this spacetime would be of type O, with $E^{2(n)} = 0$.

**Appendix B.3. Bianchi II Collins-Stewart**

Here $\gamma$ is the $\gamma$-law index of the perfect fluid so the energy-stress tensor takes the form:

$$
T_{\alpha\beta} = \rho ((\gamma - 1) g_{\alpha\beta} + \gamma u_{\alpha} u_{\beta})
$$

(B.9)
with $\rho$ given in Section 3.3. Then we obtain the following expressions:

\[
(3) R = -\frac{s^2}{8\gamma^2 t^2},
\]

\[
(4) R = \frac{3\gamma^2 - 36\gamma + 44}{8\gamma^2 t^2} + (3) R.
\]

\[
E^2 = \frac{(3\gamma - 2)^2(5\gamma - 6)^2}{384\gamma^4 t^4}
\]

\[
B^2 = \frac{-3(\gamma - 2)(3\gamma - 2)^3}{128\gamma^4 t^4}.
\]

The only non-zero Weyl scalar is

\[
\Psi_2 = \frac{(3\gamma - 2)(6 - 5\gamma + 3is)}{48\gamma^2 t^2},
\]

directly obtained with the scheme in Section 2.3, without further frame rotations. The invariants are then $I = 3\Psi_2^2$, $J = -\Psi_3^2$ and $K = L = N = 0$, therefore this spacetime is of Petrov type D for both dust and radiation.

Appendix B.4. Bianchi VI tilted model

The spacetime from Section 3.4 has the following metric determinant $g = -k^2 t^2(1 + 2s)^2$, and we find the following expressions:

\[
(3) R = -\frac{2}{k^2 t^2},
\]

\[
(4) R = (3) R + \frac{1}{2t^2} \left( m^2 c_1^2 + 4q^2 + 12s^2 \right),
\]

\[
E^{2(n)} = \frac{1}{24k^4 t^4} \left[ 16 + 16k^2 q^2 \left( -2 + k^2 (q^2 + 3c_2^2) \right) 
+ k^2 m^2 c_1^2 \left( 16 + 4k^2 m^2 c_1^2 + k^2 (11q^2 - 18qc_2 + 3c_2^2) \right) \right],
\]

\[
B^{2(n)} = \frac{9m^2 c_1^2 + 16c_2^2}{8k^2 t^4},
\]

where we use the parameter substitutions $c_1 = (q - s + 1)$ and $c_2 = (s - 1)$.

Although this spacetime follows a $\gamma$-law perfect fluid in a tilted frame, we work with the normal frame $n^\alpha = \{1, 0, 0, 0\}$, meaning that the stress-energy tensor takes
the non-perfect fluid form, Eq. (B.5), with the following quantities:

\[
\begin{align*}
\rho^{(n)} &= -\frac{1}{4\kappa k^{2}t^{2}} \left(4 + k^{2}(m^{2}c_{1}^{2} + 4q^{2} - 4s(s + 2))\right), \\
p^{(n)} &= \frac{1}{12\kappa k^{2}t^{2}} \left(4 - k^{2}(3m^{2}c_{1}^{2} + 12q^{2} + 4s(5s - 2))\right), \\
q^{(n)}_\alpha &= -\frac{1}{2\kappa t} \left(0, \ m^{2}c_{1} + 4q, \ mc_{1}e^{x}/ktc_{1}, \ 0\right), \\
\pi^{(n)}_{\alpha\beta} &= \frac{1}{6\kappa} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & \pi_{xx} & \pi_{xy} & 0 \\
0 & \pi_{xy} & \pi_{yy} & 0 \\
0 & 0 & 0 & \pi_{zz}
\end{pmatrix},
\end{align*}
\]

(B.13)

with the factorised components to the anisotropic pressure:

\[
\begin{align*}
\pi_{xx} &= -8 - 8c_{2}k^{2}s + m^{2}(4 - k^{2}(-6c_{2}q + 3c_{1}^{2}m^{2} + 3q^{2} + 11s^{2} - 14s + 3)), \\
\pi_{xy} &= \frac{m e^{x}}{k t c_{1}}(4 - k^{2}(3c_{1}^{2}m^{2} + 3q^{2} + 6q + 5s^{2} - 8s + 3)), \\
\pi_{yy} &= \frac{e^{2x}}{k^{2}t^{2}c_{1}}(4 - k^{2}(3c_{1}^{2}m^{2} + s(4c_{1} + 8q))), \\
\pi_{zz} &= \frac{4t^{2}(q + s - 1)}{k^{2}e^{2x}} (1 + k^{2}s(3q + s - 1)).
\end{align*}
\]

(B.14)

Computing the invariants, we find the spacetime to be of Petrov type I, in particular for $\gamma = 1.22$, $I^{3} - 27J^{2} \simeq 61.05t^{12}$.

Appendix B.5. Bianchi IV vacuum plane wave

As described by the title of this spacetime from Section 3.5, this is a vacuum solution, so $T_{\alpha\beta} = (^{(4)}R = 0$, then we find $(^{(3)}R = -2/t^{2}$, and $E^{2} = B^{2} = 1/2t^{4}$ and the complex scalars are all null: $I = J = K = L = N = 0$. Therefore this spacetime is of type N, as can be established by the Weyl scalars in the null principal direction $\Psi_{\alpha} = \{0, \ 0, \ 0, \ 0, \ t^{-2}\}$. 