Feasibility of Kd-Trees in Gaussian Process Regression to Partition Test Points in High Resolution Input Space
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Abstract: Bayesian inference using Gaussian processes on large datasets have been studied extensively over the past few years. However, little attention has been given on how to apply these on a high resolution input space. By approximating the set of test points (where we want to make predictions, not the set of training points in the dataset) by a kd-tree, a multi-resolution data structure arises that allows for considerable gains in performance and memory usage without a significant loss of accuracy. In this paper, we study the feasibility and efficiency of constructing and using such a kd-tree in Gaussian process regression. We propose a cut-off rule that is easy to interpret and to tune. We show our findings on generated toy data in a 3D point cloud and a simulated 2D vibrometry example. This survey is beneficial for researchers that are working on a high resolution input space. The kd-tree approximation outperforms the naïve Gaussian process implementation in all experiments.
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1. Introduction

Over the past few decades, Gaussian processes (GPs) [1] have proved themselves in a wide variety of fields: geostatistics [2], robotics and adaptive control [3], vehicle pattern recognition and trajectory modelling [4], econometrics [5], indoor map construction and localization [6], reinforcement learning [7], non-rigid shape recovery [8] and time series forecasting [9]. By following the Bayesian paradigm, they allow for a non-parametric and nonlinear regression (and classification) on only a limited set of training points. Besides being sample efficient, their predictions are more interpretable and explainable than neural networks or other conventional machine learning techniques [10]. Moreover, GPs provide predictions accompanied by an uncertainty interval. These properties are of utmost importance in the medical world [11], in finance [5] or in predictive maintenance [12]. Finally, they have a built in mechanism against overfitting [13].

The main bottleneck of GPs are the $O(n^3)$ operations and $O(n^2)$ storage requirements, where $n$ is the number of training points in the dataset. This renders a naïvely implemented GP intractable for big data or growing datasets in which new data points are added sequentially. Over the last few years, the community has spent a lot of effort on tackling this hurdle. A recent and elaborate review can be found in [14]. All of the methods described approximate either the dataset or the inference itself. Once a GP has been trained, a prediction for a single test point (a point not included in the training points of the dataset) costs $O(n)$ operations for the mean and $O(n^2)$ operations for the variance [15]. This yields a second hurdle for applications where there are a lot of test points, for instance on high resolution meshes or point clouds. This is an issue for inference on measurements for example in laser
Doppler vibrometry [16], micro pulse LiDAR [17], object detection [18] and spatial augmented reality tracking [19]. The computational burden grows linearly in sequential analysis where data points are added one by one. Speeding up inference time for these applications makes them more economically viable in industrial production settings like automatic quality control [20]. Whether or not naïve GPR is feasible depends on the application itself. Even small datasets with a relatively low number of test points could yield calculation times that are too long—for instance, in virtual reality where a certain frame rate needs to be achieved to prevent cyber sickness. Furthermore, a large number of calculations that add very little extra information wastes battery power. This might be an issue for internet of things devices, stand-alone head mounted displays, or drones.

One alternative to circumvent this second hurdle is to subsample the set of test points to a lower resolution. However, this results in loss of accuracy. Another approach could be to resort to implement local approximations around each of the training points. The key problem with this is that, for a high resolution set of test points, the range of each local approximation would be limited, depending on computational budget. This leads to losing the ability to learn global structures or trends. A kd-tree [21] combines the best of both worlds. It allows for a multi-resolution description of the set of test points. The nodes in the tree close to the training points are split recursively, resulting in a higher resolution in areas where the predicted posterior uncertainty is lowest. Vice versa, areas with high uncertainty fall back on lower resolution. From a Bayesian perspective, this makes total sense.

1.1. Related Work

In the literature, GPs have been constructed with multi-resolution structures in different ways. In [22], a set of smooth GPs is defined, each over a nested set of training points. A Voronoi tessellation was implemented in [23]. A kd-tree to approximate the training points in conjunction with conjugate gradient for fast inference is studied in [24]. This idea has been extended in [25] by using product trees. In [26], large scale terrain data are modeled with a kd-tree and neural network kernel to account for the non-stationary data. Distributed Gaussian processes [27] provide a divide and conquer approach by recursively distributing computations to independent computational units and then recombining them. In practice, in real time field applications, these distributed units are often not available. As for the methods in [14], all of these focus on the training points in the dataset, not on the set of test points where predictions are being made.

There exists a myriad of tree data structures such as kd-trees, octrees [28], ball trees [29] and cover trees [30]. Each have their own advantages and disadvantages. Since this work focusses on points representable by three dimensions (situated on a triangular meshes or in a point cloud), an octree or kd-tree is most applicable. In addition, locally, points on a polygon mesh that define the shape of a polyhedral object are generally not very well spread out in all three dimensions, leaving a kd-tree as the more reasonable choice.

1.2. Contribution

The main contribution of this work is validating the feasibility and efficiency of implementing a kd-tree to a set of test points that live in high resolution input space. We achieve this by:

- showing that the kd-tree approximation can lead to considerable time savings without sacrificing much accuracy.
- proposing a cut-off rule by combining criteria that are easy to interpret and that can be tailored for different computational budgets.
- applying our method in a sequential analysis setting on two types of generated toy data: a 3D point cloud with hotspots and a simulated 2D laser Doppler vibrometry example.

To the best of our knowledge, no work has been done earlier on kd-trees approximating the set of test points in Gaussian process regression.
1.3. Outline of the Paper

This paper is structured as follows. In Section 2, we present a brief overview of Gaussian processes. In Section 3, we propose our method for kd-tree construction and cut-off rule. We validate our findings on experiments in Section 4. We discuss the results and future work in Section 5 and make conclusions in Section 6.

2. Gaussian Processes

2.1. Gaussian Process Regression

By definition, a Gaussian process (GP) is a continuous collection of random variables, any finite subset of which is normally distributed as a multivariate distribution. A more comprehensive treatment can be found in [1]. Here, we give a brief introduction with focus on practical implications.

Let $\mathcal{D} = \{X, y\}$ be a dataset of $n$ observations, where $X = [x_1, x_2, \ldots, x_n]^T$ is an $n \times d$ matrix of $n$ input vectors of dimension $d$ and $y = [y_1, y_2, \ldots, y_n]^T$ is a vector of continuous-valued scalar outputs. These data points are also called training points. Regression aims to find a mapping $f : \mathbb{R}^d \rightarrow \mathbb{R}$

$$y = f(x) + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2_e)$$

with $\epsilon$ being identically distributed observation noise. In stochastic numerics, this mapping is often implemented by a Gaussian process, which is fully defined by its mean $m(x)$ and covariance function $k(x, x')$. It is generally denoted as $f(x) \sim \mathcal{GP}(m(x), k(x, x'))$. Typically, the covariance function, also referred to as a kernel or kernel function, is parametrized by a vector of hyperparameters $\theta$.

By definition, a GP yields a distribution over a collection of functions that have a joint normal distribution [1],

$$\begin{bmatrix} f \\ f_* \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} m_X \\ m_{X_*} \end{bmatrix}, \begin{bmatrix} K_{X,X} & K_{X,X_*} \\ K_{X_*,X} & K_{X_*,X_*} \end{bmatrix} \right)$$

where $X$ and $X_*$ are the input vectors of the $n$ observed training points and $n_*$ the unobserved test points, respectively. The vectors of mean values for $X$ and $X_*$ are given by $m_X$ and $m_{X_*}$. The covariance matrices $K_{X,X}$, $K_{X_*X_*}$, $K_{X_*X}$ and $K_{X,X_*}$ are constructed by evaluating $k$ at their respective pairs of points. In practice, we don’t have access to the latent function values directly, but are dependent on the noisy observations $y$.

Putting it all together, the conditional (predictive posterior) distribution of the GP can be written as:

$$f_* \mid X, X_*, y, \theta, \sigma^2_e \sim \mathcal{N} \left( \mathbb{E}(f_*), \mathbb{V}(f_*) \right)$$

(3)

$$\mathbb{E}(f_*) = m_X + K_{X,X} \left[ K_{X,X} + \sigma^2_e I \right]^{-1} f$$

(4)

$$\mathbb{V}(f_*) = K_{X_*,X_*} - K_{X_*X} \left[ K_{X,X} + \sigma^2_e I \right]^{-1} K_{X,X_*}$$

(5)

Without loss of generality, the mean function $m$ is often set to zero. This does not imply a zero mean posterior $\mathbb{E}(f_*)$, which in fact does not depend on the mean of the training points at all. However, recent work by [31] shows that the rate of convergence for Bayesian optimization (BO) can depend sensitively on the choice for a non-zero mean function.

An extensive overview of kernels and how to implement and combine them can be found in [32]. Hyperparameters $\theta$ are usually learned by using a gradient based optimization algorithm to maximize the log marginal likelihood,

$$\log p(y \mid \theta, X) \propto -\frac{1}{2} \left[ y^T \left[ K_{X,X} + \sigma^2_e I \right] y + \log \left| K_{X,X} + \sigma^2_e I \right| \right]$$

(6)
which is a combination of a data fit term and complexity penalty and thus automatically incorporates Occam’s Razor [33]. This guards the GP against overfitting. A comparison of common optimizers can be found in [34]. In our experiments, we use BFGS, a quasi-Newton method described in [35].

For efficiency and numerical stability, the linear system \([K_{XX} + \sigma^2 I] y\) is often calculated by first calculating the Cholesky decomposition factor \(L\) of \([K_{XX} + \sigma^2 I]\) and then solving

\[
[K_{XX} + \sigma^2 I] y = L^T \left( L \backslash y \right)
\]

(7)

2.2. Covariance Functions

There exists a large variety of kernel functions, which have been extensively studied and reviewed in [36]. The de facto default kernel used in Gaussian processes is the squared exponential kernel, also called the radial basis function kernel, the Gaussian kernel, or exponentiated quadratic kernel. It is applicable in a wide variety of situations because it is infinitely differentiable and thus yields smooth functions. Besides that, it only takes two hyperparameters to tune. It has the form:

\[
k_{SE}(x, x') = \sigma^2 \exp \left( -\frac{|x - x'|^2}{2l^2} \right)
\]

(8)

in which \(\sigma^2\) is a height-scale factor and \(l\) the length-scale that determines the radius of influence of the training points. For the squared exponential kernel, the hyperparameters \(\theta_{SE}\) are \(\{\sigma^2, l\}\). For the function \(k : X \times X \to \mathbb{R}\) to be a valid kernel, it must be positive semi-definite (PSD), which means that, for any vector \(x \in X^d\), the kernel matrix \(K\) is positive semi-definite. This implies that \(x^T K x \geq 0\) for all \(x \in \mathbb{R}^d\). In this work, we only use the squared exponential kernel.

2.3. Computational and Memory Requirements

Gaussian processes regression (GPR) requires \(O(n^3)\) operations and \(O(n^2)\) storage [15], making it an intractable method for datasets that contain over a few thousand training points. Over the past few decades, a considerable amount of work has been done by the community to overcome this problem. A thorough review can be found in [14]. Big datasets are not an issue in our research, as we aim to gain a maximum amount of information about a large number of test points on a mesh or point cloud by using as few training points as possible. We typically restrict ourselves to \(n < 100\). This leads to a matrix \(K_{XX}\) of moderate size \(n \times n\). Contrarily, in this work, we study the challenge of having \(n_s > 1000\) test points, resulting in a large matrix \(K_{X_s X_s}\) of size \(n_s \times n_s\) and a matrix \(K_{XX}\) of size \(n \times n_s\) (and its transpose). The predictive mean \(\mathbb{E}(f_s)\) and variance \(\mathbb{V}(f_s)\) of a trained GP cost \(O(n)\) and \(O(n^2)\) operations per test point [15], resulting in \(O(nn_s)\) and \(O(n^2n_s)\). Practical applications generally do not require the full predictive covariance matrix, but rather the predictive variance along its diagonal. This reduces the calculation of the \(n_s \times n_s\) values of \(K_{X_s X_s}\) to only the \(n_s\) diagonal values. The main contribution of this work is the feasibility of implementing a kd-tree to approximate the set of test points \(X_s\) and thus reducing \(n_s\) all together. In sequential analysis, this computational gain adds up quickly. For every new incoming data point, \(n\) increases by one and both \(K_{XX}\) and \(K_{X_s X_s}\) have to be recalculated again.

3. Kd-Trees

The main goal of using kd-trees in our research is to implement a structure that yields a set of test points with higher resolution around the training points and lower resolution in areas far away from the data. From a Bayesian perspective, this makes sense. Predictions in areas far away from the data tend to fall back on the prior, and thus have greater associated uncertainty. Our main philosophy is that we can trade off many time-consuming predictions with large uncertainty for fewer predictions and thus speedier inference—even if those predictions are less accurate due to the approximation of
the structure. In our experiments, we iteratively add training points, retrain the GP each time (calculate all covariance matrices) and infer the posterior distribution on the relevant nodes in the tree instead of all the test points on the mesh.

3.1. Construction

A **kd-tree** [37] for a set \( X \) is a binary tree with the nodes labelled by non-empty subsets of \( X \), following the conditions:

1. \( \text{label(root)} = X \), the whole set
2. \( \text{label(leaf)} = \{ x \} \), one point
3. \( \text{label(internal node)} = \text{label(left child)} \cup \text{label(right child)} \), the disjoint union of the sets below

In our work, we apply the kd-tree to the set of all test points (not the set of all training points). Typically, these are part of a triangular mesh and thus represent positions in three-dimensional Euclidean space. Therefore, a node can be described by a bounding rectangular box or cuboid. Several possible splitting criteria have been proposed to split the nodes recursively [21]. As described in detail in [38], a commonly used method is splitting a node along the median of its widest dimension. For a balanced kd-tree, \( \#(\text{left child}) \approx \#(\text{right child}) \) in each node. Balancing a kd-tree optimizes search times for random points [39]. Nearest neighbour search in a kd-tree with randomly distributed points takes an empirically observed average running time of \( \mathcal{O}(\log(n)) \) [40].

For trees with large nodes, as in our case, calculating the median becomes time-consuming. According to [41], a faster approach to construct the kd-tree is splitting a node in half along its widest dimension. However, this approach does not guarantee a balanced tree. Nonetheless, the imbalances observed when working with points that are spread evenly on a high resolution triangular mesh are negligible. This approach is also explained in [42,43]. Alternatively, Ref. [39] also states that simply alternating the dimension to split along would be even faster, since this eliminates the need to check for the widest dimension or calculating the median. Locally, triangular meshes become almost flat 2D surfaces. Using all three dimensions in an alternating way introduces very underpopulated nodes. These imbalances have a negative effect on overall performance. However, for point clouds that do not represent a 2D surface embedded in 3D, this is a viable alternative.

In our implementation, the kd-tree is fixed and fully constructed beforehand. Alternatively, the kd-tree could be adaptive to incoming data points, expanding nodes only when needed, i.e., when they are close to data points according to the criteria mentioned. We leave this for future work.

3.2. Cut-Off Rule

When iterating through the tree, i.e., when determining which nodes to use in GPR, the decision to descend to a child node is determined by a cut-off rule. The design of this rule is crucial for both performance and accuracy. In our implementation, we take different criteria into consideration and define several easy to configure parameters. Working with multiple criteria and parameters has the advantage that the decision-making process is more interpretable. Furthermore, in our code implementation, we postpone more time-consuming calculations to when they are necessary. The most important criterion is how close a training point is to the node under evaluation. The cut-off rule determines whether a node is retained or the algorithm should recursively descend to the node’s children. When iterating through the nodes of the tree, we evaluate every training point from the dataset one by one. When for a training point a criterion is met to descend further in the tree to the node’s children, we no longer check the remaining training points. We flag the decision for a node to descend further into its children for future iterations.

For the first cut-off criterion, we calculate the covariance between the node’s minimum and maximum point along its widest dimension \( x_{\min} \) and \( x_{\max} \):

\[
\text{cov}_{\min, \max} = \frac{k(x_{\min}, x_{\max})}{h}
\]  

(9)
In which $k$ is the GP kernel function and $h$ is its height-scale for normalization. This results in a value between 0 and 1 and serves as a measurement for how wide the cuboid encapsulating the node is. If this value is above a threshold $\text{thres}_{\text{min, max}}$, then there is significant covariance between the two extrema. This case we are considering a node with points that are close to each other, so it is retained and the recursion is cut off. Otherwise, the algorithm continues to descend into the child nodes. This yields the first cut-off criterion:

$$\text{cov}_{\text{min, max}} > \text{thres}_{\text{min, max}}$$

(10)

It puts an upper limit on the size we allow for the cuboids encapsulating the nodes. Cuboids that are too large make the kd-tree approximation too crude.

For the second cut-off criterion, we calculate the covariance between the training point $\mathbf{x}_{\text{data}}$ and the node’s representative point $\mathbf{x}_{\text{rep}}$. In our case, this is the nearest neighbour to the arithmetic mean of the points in the node. This representative point is pre-calculated when the tree is constructed and stored in the node itself. By using the nearest neighbour, we ensure that $\mathbf{x}_{\text{rep}}$ is a point on the mesh:

$$\text{cov}_{\mathbf{x}_{\text{data}}, \mathbf{x}_{\text{rep}}} = \frac{k(\mathbf{x}_{\text{data}}, \mathbf{x}_{\text{rep}})}{h}$$

(11)

Again, we have an easy to interpret value between 0 and 1 that can be seen as a measurement for the distance between the node and the training point. If this value is below a certain threshold $\text{thres}_{\text{rep}}$, then the node is far from the training point, so it is retained and the recursion is cut off. Otherwise, we continue. This yields the second cut-off criterion:

$$\text{cov}_{\mathbf{x}_{\text{data}}, \mathbf{x}_{\text{rep}}} < \text{thres}_{\text{rep}}$$

(12)

This puts a lower limit on the distance we allow for the nodes. Nodes that are too close are not retained, unless they are a leaf. In other words, close to the training points, we abandon the kd-tree and work with the actual test points.

By including the kernel in the above criteria, it becomes part of the cut-off rule itself. The thresholds adapt to the kernel length-scale and height-scale. A downside to this approach is that these thresholds have to be recalculated every time the hyperparameters of the kernel function are updated.

The first two criteria implement strict boundaries: nodes with cuboids that are too large or nodes that are too close to the data points are not retained. This means their child nodes are always visited. A third cut-off criterion further investigates the nodes that are retained. It builds on the second criterion, by feeding $\text{cov}_{\mathbf{x}_{\text{data}}, \mathbf{x}_{\text{rep}}}$ through a sigmoid function to yield:

$$\text{Scov}_{\mathbf{x}_{\text{data}}, \mathbf{x}_{\text{rep}}} = \frac{1}{1 + \exp\left(-s \left(\text{cov}_{\mathbf{x}_{\text{data}}, \mathbf{x}_{\text{rep}}} - m\right)\right)}$$

(13)

in which $s$ is a steepness factor and $m$ is a shift of the midpoint. This allows us to tune the outcome of the first two all-or-nothing criteria. Finally, it is evaluated against the relative depth of the node in the third cut-off criterion:

$$\text{Scov}_{\mathbf{x}_{\text{data}}, \mathbf{x}_{\text{rep}}} < \frac{\text{depth of the node}}{\text{depth of tree}}$$

(14)

This way, shallow nodes are evaluated against a lower threshold, making them less likely to be retained.

Lastly, whenever we encounter a node without children, a leaf, we can no longer recursively iterate further. This node is always retained. In the limit, when all the retained nodes are leaves, the kd-tree approximation results in the full set of test points. Our overall algorithm is summarized in Algorithm 1.
**Algorithm 1** Get Nodes In Kd-Tree

1: \( L_{TN} \quad \triangleright \) start with an empty list of tree nodes
2: \( L_{TN}.add(GetNodesInBranch(root)) \quad \triangleright \) start recursion
3: **return** \( L_{TN} \)
4: **procedure** GetNodesInBranch(node)
5: \( L_{BN} \quad \triangleright \) empty list of branch nodes
6: if node.isLeaf then
7: \( L_{BN}.add(node) \)
8: **return** \( L_{BN} \)
9: else
10: if node.mustVisitChildren then \( \triangleright \) if flag set in previous iteration
11: \( L_{BN}.add(GetNodesInBranch(node.leftChild)) \)
12: \( L_{BN}.add(GetNodesInBranch(node.rightChild)) \)
13: **return** \( L_{BN} \)
14: else
15: for all \( x_{data} \in \) dataset do \( \triangleright \) evaluate every training point
16: if \( \text{cov}_{\text{min, max}} < \text{thres}_{\text{min, max}} \) then \( \triangleright \) node too wide
17: node.mustVisitChildren ← True
18: **break** \( \triangleright \) no need to evaluate other training points
19: else if \( \text{cov}_{x_{data}, x_{rep}} > \text{thres}_{x_{rep}} \) then \( \triangleright \) node too close
20: node.mustVisitChildren ← True
21: **break** \( \triangleright \) no need to evaluate other training points
22: else if \( \text{Scov}_{x_{data}, x_{rep}} < \frac{\text{depth of the node}}{\text{depth of tree}} \) then
23: node.mustVisitChildren ← True
24: **break** \( \triangleright \) no need to evaluate other training points
25: end if
26: end for
27: if node.mustVisitChildren then \( \triangleright \) recursion continues
28: \( L_{BN}.add(GetNodesInBranch(node.leftChild)) \)
29: \( L_{BN}.add(GetNodesInBranch(node.rightChild)) \)
30: else \( \triangleright \) recursion is cut off
31: \( L_{BN}.add(node) \)
32: **end if**
33: **return** \( L_{BN} \)
34: **end if**
35: **end if**
36: **end procedure**

In our implementation, we constructed a class named KDNode of which the most important elements are

- references to the left and right child nodes which are also objects of the class KDNode
- a boolean indicating the node is a leaf or not
- for the leaves the position of the point
- the position of the nearest neighbour in the node to the average position, i.e., the representative point
- a boolean whether the child nodes should be visited by the algorithm
- the pre-calculated covariance between the two most distant points in the node

We implemented a module that renders a random colour for every node returned by our algorithm. This allows for visual tuning of the kd-tree parameters. Examples of a constructed kd-tree are given in Figures 1 and 2. By tuning \( s \) and \( m \), we can tailor the kd-tree to every computational budget.
Furthermore, we can have a boundary with a steepness that corresponds to the behaviour of the covariance function used.

![Figure 1](image1.png)

(a) Figure 1. Three examples of a constructed kd-tree on a point cloud consisting of 9261 points in a cubic grid. Every point is visualized by a small transparent sphere and all points in a retained node have the same random colour. The blue dot in the lower right corner represents the location of a single training point. (a) \( s = 5, m = 0.9, 52 \) retained nodes; (b) \( s = 5, m = 0.75, 315 \) retained nodes; (c) \( s = 10, m = 0.75, 798 \) retained nodes.

![Figure 2](image2.png)

(a) Figure 2. Three examples of a constructed kd-tree on the mesh of car side panel. It has 2296 vertices. Every node is visualized by a random colour. The blue dot represents the location of a single training point. (a) \( s = 3, m = 0.5, 118 \) retained nodes; (b) \( s = 8, m = 0.5, 125 \) retained nodes; (c) \( s = 8, m = 0.25, 441 \) retained nodes.

4. Results

We performed experiments on two types of generated toy data: a 3D point cloud with hotspots and a simulated 2D laser Doppler vibrometry example. All experiments were run in the editor of the Unity game engine [44] version 2019.2.17f1. All code was written in C#, which automatically gets recompiled to C++. For mathematical functionality, we imported the open source library Math.NET Numerics [45]. We used a laptop with an i7 9th Gen Intel processor, a GTX 2080 graphics card and 32 GB RAM. This setup is not the most performant. It does, however, facilitate the visualization of the different models and allows us to assess whether or not these techniques could be used in practical virtual or augmented reality applications for which Unity is currently a widely used development tool. We investigated GPR by sequentially adding training points. Each step is called an iteration. To make the comparison between the naïve GP and the kd-tree implementation fair, we always started both runs at the same initial training point. The point with the highest posterior uncertainty was chosen as the next new training point. This is the point where the least is known about the underlying function. This is the fastest way to reduce the total uncertainty with every new data point. To assess the merit of the kd-tree, we logged two values.

First, we calculated the normalized root mean square error (NRMSE) between the ground truth and the posterior mean via

\[
\text{NRMSE} = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\bar{y}}} \tag{15}
\]
in which the root mean square error RMSE (between the ground truth values \( y \) and the predicted values \( \hat{y} \)) is normalized by the average ground truth value \( \bar{y} \). This is a measurement for how far the GPR prediction deviates from the ground truth.

Second, we calculated the average 2\( \sigma \) value for all points (both test and training). For a normal distribution, 95\% of the samples lie within a band around the mean with a width of two standard deviations \( \sigma \). This is a measurement for how much uncertainty the posterior still has for our input domain and thus how much information could be gained by continuing the regression. When this value converges, there is little use in continuing.

Hyperparameters were learned beforehand and not updated during inference. This strategy is explained in [46]. Updating between iterations while the dataset is small can lead to length-scales that are too big and predictions that are overconfident far from the data itself. Moreover, because learning the hyperparameters via BFGS depends on numerical convergences, this would result in varying iteration times, making a comparison between them futile. Instead, hyperparameters were learned on a portion of the data set. We took 100 evenly spread out training points and learned the hyperparameters on those. We then adjusted them to reasonable values’ encapsulation prior belief. A kernel noise \( \epsilon \) of 0.005 was used throughout.

In these experiments, we set \( \text{thres}_{\text{min,max}} \) to 0, meaning we allowed encapsulating cuboids to be of any size. The choice of \( s \) and \( m \) removed the need to impose a stricter threshold. However, this might not always be the case. This depends on the application. Choosing a larger value puts an upper limit on the size of the cuboids, resulting in a minimum resolution of the spread of the test points. For \( \text{thres}_{\text{rep}} \), a value of 1 was chosen, which allows for nodes to be far from the data points. Choosing a lower number means abandoning the kd-tree for nodes that are close to the data points.

4.1. Generated Data on a 3D Point Cloud

We generated toy data by simulating heat in a 3D point cloud in which 9261 points are organized in a cubic grid. From its points, we picked three and assigned each one a toy value of 0.6, 0.8 and 1.0, respectively. These functioned as simulated sources of heat. We then calculated a dummy heat value in every other point using the heat kernel as described in [47]. For simplicity, we used Euclidean distances. This serves as a function in 3D with three local maxima. This model is referenced by the name Cube. A visualization is given in Figure 3.

![Figure 3. The Cube model. (a) a point cloud with three different hotspots (upper left, upper right and lower right). This is the ground truth to be found via GPR. The posterior belief after sequentially adding a new data point 100 times; (b) without kd-tree and (c) with kd-tree.](image)

Via GPR, we inferred the generated heat values for every point in the point cloud. We started with just one training point which was the point with the lowest local maximum of 0.6. We choose the squared exponential covariance function since it behaves similarly to the heat kernel. The height scale was set to 1.0 and the length scale to 0.8. We ran 100 iterations in total. Each iteration added a new training point taken from the ground truth. The time to construct the kd-tree beforehand was 52.86 ms.
As can be seen in Figure 4 and Tables 1–3, the kd-tree approximation is slightly less accurate but almost 38 percent faster with similar values for the uncertainty level. The time compared is the time spent on GPR calculations, not the total time the application ran. This filters out the time Unity needed to render the spheres and other graphical elements in our scene that are besides the implementation of the kd-tree analysis. This gain in GPR calculation time highly depends on the number of iterations, as the covariance matrices grow faster for the naïve GPR in comparison to the kd-tree implementation.

![Graph](image)

**Figure 4.** Results for the Cube model as 100 data points are added sequentially. (a) NRMSE between the posteriors and the ground truth; (b) average 2\(\sigma\) value for all points.

| Model | Without kd-Tree | With kd-Tree | % Gain |
|-------|----------------|--------------|--------|
| Cube  | 70,596         | 44,075       | 37.6   |
| Car   | 10,497         | 5914         | 43.7   |

| Model | Without kd-Tree | With kd-Tree | Difference |
|-------|----------------|--------------|------------|
| Cube  | 0.110          | 0.168        | 0.058      |
| Car   | 0.017          | 0.037        | 0.020      |

| Model | Without kd-Tree | With kd-Tree | Difference |
|-------|----------------|--------------|------------|
| Cube  | 0.449          | 0.439        | 0.010      |
| Car   | 0.673          | 0.666        | 0.007      |

4.2. Laser Doppler Vibrometry Simulation

In a second experiment, we simulated a laser Doppler vibrometry setup. We used Blender to model the side frame of a car. The triangular mesh consisted of 2296 vertices. These serve as the locations of the input points. Again, we picked three of those and assigned each one a toy value of 0.6, 0.8 and 1.0, respectively. As in the experiment above, we then calculated a dummy value in every other point. In a real world situation, these could be vibration amplitudes as for instance described in [16]. This model is referenced by the name Car. A visualization is given in Figure 5.
was set to 1.0 and the length scale to 0.8. We ran 100 iterations in total. Each iteration added a new training point which was the point with the lowest local maximum of 0.6. We choose the polygon mesh are locally almost coplanar. This makes the kd-tree a reasonable choice. A comparison to other tree-like structures could confirm this.

As can be seen in Figure 6 and Tables 1–3, the kd-tree approximation is again slightly less accurate but almost 44 percent faster with similar values for the uncertainty level.

Via GPR, we inferred the generated heat values for every point in the point cloud. We started with just one training point which was the point with the lowest local maximum of 0.6. We choose the squared exponential covariance function since it behaves similarly to the heat kernel. The height scale was set to 1.0 and the length scale to 0.8. We ran 100 iterations in total. Each iteration added a new training point taken from the ground truth. The time to construct the kd-tree beforehand was 21.94 ms.

5. Discussion

In this work, we focussed on implementing a kd-tree in Gaussian process regression. However, this technique could also be used in classification scenario’s or when working with non-stationary data. Further work is required to establish the viability in these settings. Furthermore, it is an open question whether or not the approximations can be used with non-stationary data, as large nodes tend to hide underlying local trends like a change in the frequency spectrum of the underlying latent function. In our dataset, the number of dimensions remained restricted to three. Moreover, points on a polygon mesh are locally almost coplanar. This makes the kd-tree a reasonable choice. A comparison to other tree-like structures could confirm this.

We implemented a fixed kd-tree that is constructed beforehand. Alternatively, the kd-tree could be adaptive to sequentially incoming data points. We permanently flag the decision for a node to descend further into its children. Future iterations use this flag to bypass the calculations for the criteria. In our experiments, we gradually introduce new data points one by one. This results in an ever growing set of retained test points. Alternatively, one could implement Bayesian filtering techniques explained in [48,49] to combine the previously calculated posterior with a new one based on only one data point and a new set of test points.

Figure 5. The Car model. (a) three different hotspots (on the back of the roof left, at the front of the back tire and between the bonnet and the front window). This is the ground truth to be found via GPR. The posterior belief after sequentially adding a new data point 100 times; (b) without kd-tree; (c) with kd-tree.

Figure 6. Results for the Car model as 100 data points are added sequentially. (a) NRMSE between the posteriors and the ground truth; (b) average $2\sigma$ value for all points.
In our experiments, we restricted the dataset to 100 data points. The issue of large datasets is beyond the scope of this paper. Further studies regarding the incorporation of the techniques presented in [14] would be worthwhile. This would lower both the amount of data points and test points simultaneously, resulting in even larger computational gains.

This work can be extended to points on graphs such as representations of computer networks or links between people both in real life or on social media. An application of this is monitoring the spread of contagious diseases like for example Covid-19 among a population with only limited testing.

6. Conclusions

The main goal of this work was to determine the feasibility of implementing a kd-tree in Gaussian process regression on a set of test points in scenarios where the input space has so many points that inference becomes slow. This is, for instance, the case when working with a high resolution triangular mesh or large point cloud. From a Bayesian perspective, the kd-tree implementation is justified by approximation regions with higher uncertainty more crudely than regions close to the training points. It takes extra time to construct a kd-tree, especially for higher resolution input spaces. However, our experiments confirmed that this allows for faster inference while sacrificing only little accuracy. It is always worth the time investment. The larger the number of test points to make predictions for, the larger the gain by using a kd-tree. This allows for inference on high resolution meshes which would otherwise not be possible within reasonable time constraints. We proposed a cut-off rule combined of easy to interpret and tune criteria and demonstrated this on generated data. The kd-tree always outperforms the naïve GP implementation. The need for more accuracy can be satisfied by making the kd-tree approximation less crude. We showed that this can be easily accomplished by tuning the kd-tree construction parameters. This allows for a trade-off between accuracy and speed suited for every computational budget. In summary, these results show that the kd-tree implementation can speed up the inference process significantly without sacrificing too much accuracy.
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