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Abstract

We consider two-dimensional Bose-Einstein condensates with attractive interaction, described by the Gross-Pitaevskii functional. Minimizers of this functional exist only if the interaction strength \( a \) satisfies \( a < a^* = \|Q\|_2^2 \), where \( Q \) is the unique positive radial solution of \( \Delta u - u + u^3 = 0 \) in \( \mathbb{R}^2 \). We present a detailed analysis of the behavior of minimizers as \( a \) approaches \( a^* \), where all the mass concentrates at a global minimum of the trapping potential.
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1 Introduction and Main Results

The phenomenon of Bose-Einstein condensation (BEC) has been investigated intensively since its first realization in cold atomic gases [2, 11]. In these experiments, a large number of (bosonic) atoms are confined to a trap and cooled to very low temperature. Condensation of a large fraction of particles into the same one-particle state is observed below a critical temperature.

These Bose-Einstein condensates display various interesting quantum phenomena [10, 9, 12, 4], such as the appearance of quantized vortices in rotating traps, the effective lower dimensional behavior in strongly elongated traps, etc. The forces between the atoms in the condensates can be either attractive or repulsive. In the attractive case, the system collapses if the particle number increases beyond a critical value; see, e.g., [5, 1, 13, 20, 30].
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or [10 Sec. III.B]. Our main interest in the present paper is to investigate the details of this collapse.

We study Bose-Einstein condensates with attractive interactions in two dimensions, described by the Gross-Pitaevskii (GP) energy functional [15, 10, 34]. In suitable units, the GP functional is given by

\[ E_a(u) := \int_{\mathbb{R}^2} \left( |\nabla u(x)|^2 + V(x)|u(x)|^2 \right) dx - \frac{a}{2} \int_{\mathbb{R}^2} |u(x)|^4 dx, \quad u \in \mathcal{H}, \tag{1.1} \]

where \( a > 0 \) describes the strength of the attractive interactions, and \( \mathcal{H} \) is defined as

\[ \mathcal{H} := \left\{ u \in H^1(\mathbb{R}^2) : \int_{\mathbb{R}^2} V(x)|u(x)|^2 dx < \infty \right\} \tag{1.2} \]

with associated norm \( \|u\|_H = \left\{ \int_{\mathbb{R}^2} \left( |\nabla u|^2 + [1 + V(x)]|u(x)|^2 \right) dx \right\}^{\frac{1}{2}} \). We note that in the case of repulsive interactions (corresponding to \( a < 0 \) in (1.1)), the GP functional can be rigorously derived from the quantum many-body problem in a suitable low-density limit [28, 29, 30, 27]. Its validity in the attractive case remains an open problem, however.

We are interested in minimizers of (1.1) under the unit mass constraint

\[ \int_{\mathbb{R}^2} |u(x)|^2 dx = 1. \tag{1.3} \]

Alternatively, one may want to impose the constraint \( \int_{\mathbb{R}^2} |u(x)|^2 dx = N \), with \( N \) the particle number, but this latter case can easily be reduced to the previous one, by minimizing under the constraint (1.3) but simply replacing \( a \) by \( Na \). Hence we prefer to work with (1.3) instead.

We assume that the function \( V : \mathbb{R}^2 \to \mathbb{R} \) is locally bounded and satisfies \( V(x) \to \infty \) as \( |x| \to \infty \). By adding a suitable constant, we may impose the condition \( \inf_{x \in \mathbb{R}^2} V(x) = 0 \) without loss of generality. We define the GP energy to be

\[ e(a) := \inf_{\{u \in \mathcal{H}, \|u\|_H^2 = 1\}} E_a(u). \tag{1.4} \]

Note that, without loss of generality, we can restrict the minimization to non-negative functions, since \( E_a(u) \geq E_a(|u|) \) for any \( u \in \mathcal{H} \). This follows from the fact that \( |\nabla|u| \| \leq |\nabla u| \) a.e. in \( \mathbb{R}^2 \).

We start by investigating the finiteness of \( e(a) \). As an infimum over affine-linear functions, \( e(a) \) is concave, and it is clearly also decreasing in \( a \). Using the fact that \( \int |\nabla u|^2 \) and \( \int |u|^4 \) behave the same under \( (L^2\text{-preserving}) \) scaling of \( u \), it is easy to see that either \( e(a) \geq 0 \) or \( e(a) = -\infty \). Hence a simple variational argument yields the existence of an \( a^* \geq 0 \) such that \( e(a) = -\infty \) for \( a > a^* \). It turns out that the value of \( a^* \) can be determined by solving the nonlinear scalar field equation

\[ -\Delta u + u - u^3 = 0 \text{ in } \mathbb{R}^2, \text{ where } u \in H^1(\mathbb{R}^2). \tag{1.5} \]

It is well-known [14, 25, 32, 23] that, up to translations, (1.5) admits a unique positive solution, which can be taken to be radially symmetric about the origin. We shall denote it by \( Q \). Moreover, we recall from [38] the following Gagliardo-Nirenberg inequality

\[ \int_{\mathbb{R}^2} |u(x)|^4 dx \leq \frac{2}{\|Q\|_2^2} \int_{\mathbb{R}^2} |\nabla u(x)|^2 dx \int_{\mathbb{R}^2} |u(x)|^2 dx, \quad u \in H^1(\mathbb{R}^2), \tag{1.6} \]
where equality is achieved for \( u(x) = Q(x) \). This inequality can be used to obtain the following theorem concerning the existence and non-existence of minimizers for the minimization problem \((\text{I.4}).\)

**Theorem 1.** Let \( Q \) be the unique positive radial solution of \((\text{I.3})\). Suppose \( V \in L^\infty_{\text{loc}}(\mathbb{R}^2) \) satisfies \( \lim_{|x| \to \infty} V(x) = \infty \) and \( \inf_{x \in \mathbb{R}^2} V(x) = 0 \). Then

1. If \( 0 \leq a < a^* := \|Q\|_2^2 \), there exists at least one minimizer for \((\text{I.4}).\)

2. If \( a \geq a^* := \|Q\|_2^2 \), there is no minimizer for \((\text{I.4}).\)

Moreover, \( e(a) > 0 \) for \( a < a^* \), \( \lim_{a \to a^*} e(a) = e(a^*) = 0 \), and \( e(a) = -\infty \) for \( a > a^* \).

The proof of the existence of minimizers in the case \( 0 \leq a < a^* \) follows standard arguments (see \([35, 30]\)) and we include it here for completeness. A numerical computation \([38]\) yields \( \|Q\|_2^2 = 2\pi \times 1.86225 \cdots \). It is not difficult to obtain analytical bounds as well. We shall demonstrate in Lemma \([4]\) below that

\[
2\pi \leq \|Q\|_2^2 \leq 2\pi e \ln 2 \approx 2\pi \times 1.88417 \cdots .
\]  

(1.7)

Note that since the parameter \( a \) in \((\text{I.1})\) has to be interpreted as particle number times interaction strength, as discussed after Eq. \((\text{I.3})\) above, the existence of the threshold \( a^* \) described in Theorem \([11]\) yields the existence of a critical particle number for collapse of the Bose-Einstein condensate \([10]\). Theorem \([1]\) also implies that the trap shape does not affect the critical particle number (compare with \([39]\)).

If \( u \) is a non-negative minimizer of \((\text{I.1})\) for \( a < a^* \), it satisfies the GP equation

\[
- \Delta u(x) + V(x)u(x) = \mu u(x) + au(x)^3 \quad \text{in} \quad \mathbb{R}^2
\]  

(1.8)

for a suitable Lagrange parameter \( \mu \). From this equation one can deduce exponential decay of \( u \) via standard techniques. Moreover, the maximum principle implies that \( u \) is strictly positive, and elliptic regularity yields smoothness properties of \( u \) depending on the smoothness assumptions on \( V \). These results are standard (see, e.g., \([8]\)) and we shall not investigate the details here.

Our main result concerns the behavior of minimizers \( u_a \) of \((\text{I.1})\) as \( a \) approaches the critical value \( a^* \) from below. Since \( e(a^*) = 0 \), it is easy to see that \( \int_{\mathbb{R}^2} V(x)|u_a(x)|^2dx \to 0 = \inf_{x \in \mathbb{R}^2} V(x) \) as \( a \to a^* \), hence this behavior depends on the behavior of \( V \) near its minima. The functions \( u_a \) can be expected to concentrate at the flattest minimum of \( V \). If \( V \) has a unique minimum, \( |u_a(x)|^2 \) converges to a \( \delta \)-function located at this minimum.

In the following, we shall assume that the trap potential \( V \) has \( n \geq 1 \) isolated minima, and that in their vicinity \( V \) behaves like a power of the distance from these points. More precisely, we shall assume that there exist \( n \geq 1 \) distinct points \( x_i \in \mathbb{R}^2 \) with \( V(x_i) = 0 \), while \( V(x) > 0 \) otherwise. Moreover, there are numbers \( p_i > 0 \) and a constant \( C > 0 \) such that

\[
V(x) = h(x) \prod_{i=1}^n |x - x_i|^{p_i} \quad \text{with} \quad C < h(x) < 1/C \quad \text{for all} \quad x \in \mathbb{R}^2.
\]  

(1.9)

We also need to assume that \( \lim_{x \to x_i} h(x) \) exists for all \( 1 \leq i \leq n \).
Our method certainly allows to relax these assumptions in various ways. For instance, a very rapid increase at infinity (which could lead to \( Q \notin \mathcal{H} \)) could be handled by introducing suitable additional cut-off functions. For the sake of simplicity we shall not strive to cover the most general class of trap potentials here. We note that new ingredients in the proof are needed to treat the case of radially symmetric, ring-shaped potentials (with a continuum of minima) and the corresponding analysis will be presented elsewhere [17].

Let \( p = \max\{p_1, \ldots, p_n\} \), and let \( \lambda_i \in (0, \infty) \) be given by

\[
\lambda_i = \left( \frac{p}{2} \int_{\mathbb{R}^2} |x|^p Q(x)^2 dx \lim_{x \to x_i} \frac{V(x)}{|x - x_i|^p} \right)^{\frac{1}{p+2}}. \tag{1.10}
\]

Define \( \lambda = \min\{\lambda_1, \ldots, \lambda_n\} \) and let

\[
\mathcal{Z} := \{x_i : \lambda_i = \lambda\} \tag{1.11}
\]
denote the locations of the flattest global minima of \( V(x) \).

**Theorem 2.** Suppose \( V \) satisfies the assumptions above, and let \( u_a \) be a non-negative minimizer of (1.7) for \( a < a^* \). Given a sequence \( \{a_k\} \) with \( a_k \nearrow a^* \) as \( k \to \infty \), there exists a subsequence (still denoted by \( \{a_k\} \) ) and an \( x_0 \in \mathcal{Z} \) such that

\[
\lim_{k \to \infty} (a^* - a_k)^{\frac{p}{p+2}} u_{a_k}(x_0 + x(a^* - a_k)^{\frac{1}{p+2}}) = \frac{\lambda Q(\lambda x)}{\|Q\|_2} \tag{1.12}
\]

strongly in \( L^q(\mathbb{R}^d) \) for \( 2 \leq q < \infty \).

The theorem gives a detailed description of the behavior of GP minimizers close to the critical coupling strength. As \( a \to a^* \), a minimizer \( u_a \) of (1.1) behaves like

\[
u_a(x) \approx \lambda \frac{\|Q\|_2}{\|a^* - a_k\|^{\frac{p}{p+2}}} Q\left( \frac{\lambda(x - x_0)}{(a^* - a_k)^{\frac{1}{p+2}}} \right), \tag{1.13}
\]

with \( x_0 \) a minimum of \( V(x) \), and \( \lambda \) the smallest of the values \( \lambda_i \) defined in (1.10). Such an equality can, in general, hold only for a subsequence. If \( x_0 \) is unique, however, i.e., \( |\mathcal{Z}| = 1 \), it is not necessary to go to a subsequence, and the convergence (1.12) holds for any sequence.

If the trap potential \( V \) has a symmetry, e.g., \( V(x) = \prod_{i=1}^n |x - x_i|^p \) with \( p > 0 \) and the \( x_i \) arranged on the vertices of a regular polygon, Theorem 2 establishes the symmetry breaking occurring in the GP minimizers. There exists an \( a_\ast \), with \( 0 < a_\ast < a^* \), such that for \( a_\ast < a < a^* \), the GP functional (1.10) has (at least) \( n \) different non-negative minimizers, each of which concentrates at a specific global minimum point \( x_i \).

One can show that symmetry breaking can only occur for \( a \) sufficiently large. That is, for small enough \( a \), there is always a unique minimizer (up to multiplication by a constant phase), as in the case \( a = 0 \). This can be proved using the technique employed in the proof of Theorem 2 in [3] (see also [35] and Theorem 1.1 in [31]). We note that the symmetry breaking bifurcation for ground states for nonlinear Schrödinger/Gross-Pitaevskii equations has been studied in detail in the literature, see, e.g., [13, 21, 22].

Our proof of Theorem 2 is based on precise estimates on the GP energy \( e(a) \). In fact, we shall show that

\[
e(a) \approx (a^* - a)^{p/(2+q)} \frac{\lambda^2}{a^*} \frac{p + 2}{p} \quad \text{as} \quad a \to a^*. \tag{1.14}
\]
Note that the convergence in (1.12) also implies that
\[
\int_{\mathbb{R}^2} |u_a(x)|^4 dx \approx 2(a^* - a)^{-2/(2+p)} \frac{\lambda^2}{a^*} \quad \text{as } a \to a^* \tag{1.15}
\]
for a minimizer \( u_a \).

The results in the present paper can be extended not only to more general trapping potentials \( V \), but also to space dimensions \( d \) different from 2, if the exponent 4 in the last term in (1.1) is replaced by \( p = 1 + \frac{4}{d} \). Previous results in [31] were restricted to the subcritical case \( p < 1 + \frac{4}{d} \), where one studies the behavior of minimizers as \( a \to \infty \). The case of a non-local nonlinearity was considered in [3]. Concentration phenomena have also been studied elsewhere in different context. For instance, there is a considerable literature on concentration phenomena of positive ground states of the elliptic equation
\[
h^2 \Delta u(x) - V(x)u(x) + u(x)^p = 0 \quad \text{in } \mathbb{R}^d \tag{1.16}
\]
as \( h \to 0^+ \), see [13, 33, 37, 7] and references therein.

In the remainder of this paper, we shall give the proof of Theorems 1 and 2.

2 Proof of Theorem 1

In this section, we prove Theorem 1 on the threshold \( a^* \), which can be defined as
\[
a^* = \sup \left\{ a > 0 \mid (1.4) \text{ possesses at least one minimizer} \right\}. \tag{2.1}
\]
Recall that \( Q \) is the unique positive radial solution of (1.5), and that \( \frac{1}{2} \int_{\mathbb{R}^2} Q(x)^2 dx \) is the minimum of the energy functional
\[
I(u) = \frac{\int_{\mathbb{R}^2} |\nabla u(x)|^2 dx \int_{\mathbb{R}^2} |u(x)|^2 dx}{\int_{\mathbb{R}^2} |u(x)|^4 dx}, \quad \text{where } u \in H^1(\mathbb{R}^2). \tag{2.2}
\]
The function \( Q \) is decreasing away from the origin, and [14, Prop. 4.1]
\[
Q(x), |\nabla Q(x)| = O(|x|^{-\frac{3}{2}} e^{-|x|}) \quad \text{as } |x| \to \infty. \tag{2.3}
\]
We first discuss the following bounds on \( \|Q\|_2 \).

**Lemma 1.** Let \( Q \) be the unique positive radial solution of (1.5). Then we have
\[
2\pi \leq \int_{\mathbb{R}^2} Q(x)^2 dx \leq 2\pi e \ln 2 \approx 2\pi \times 1.88417 \cdots. \tag{2.4}
\]

**Proof.** The lower bound was proved in [24]. To obtain the upper bound, we consider the trial functions \( u_\gamma(x) = e^{-|x|^{\gamma}/2} \) for \( \gamma > 0 \). Simple calculations yield
\[
\|u_\gamma\|_2^2 = \pi \Gamma(1 + 2/\gamma) = 2^{2/\gamma} \|u_\gamma\|_4^4, \quad \|\nabla u_\gamma\|_2^2 = \frac{\pi \gamma}{2},
\]
and hence
\[
\int_{\mathbb{R}^2} Q(x)^2 dx \leq 2 \inf_{\gamma > 0} I(u_\gamma) = \inf_{\gamma > 0} \pi \gamma 2^{2/\gamma} = 2\pi e \ln 2,
\]

\[
\int_{\mathbb{R}^2} Q(x)^2 dx \approx 2(a^* - a)^{-2/(2+p)} \frac{\lambda^2}{a^*} \quad \text{as } a \to a^* \tag{1.15}
\]
for a minimizer \( u_a \).
where the infimum is attained at $\gamma = \ln 4$. \qed

The accuracy of our upper bound in Lemma 1 can be observed from the numerical result $\|Q\|^2_2 = 2\pi \times 1.86225 \cdots$ in [38].

The following compactness result is well known, see, e.g., [1].

**Lemma 2.** Suppose $V \in L^\infty_{\text{loc}}(\mathbb{R}^2)$ with $\lim_{|x| \to \infty} V(x) = \infty$. If $2 \leq q < \infty$, then the embedding $\mathcal{H} \hookrightarrow L^q(\mathbb{R}^2)$ is compact.

This compactness property, together with the Gagliardo-Nirenberg inequality (1.6), allows us to prove Theorem 1. We shall first show that (1.4) admits at least one minimizer provided that $0 \leq a < \|Q\|^2_2$. The proof of this fact is essentially the same as the one in [40], where the special case $V(x) = |x|^2$ was considered (see also [35]). We give it here for completeness.

If $u \in \mathcal{H}$ and $\|u\|^2_2 = 1$, then for all $0 \leq a < \|Q\|^2_2$, $E_a$ observe from (1.6) and the positivity of $V$ that

$$E_a(u) \geq \left(1 - \frac{a}{\|Q\|^2_2}\right) \int_{\mathbb{R}^2} |\nabla u|^2 \, dx + \int_{\mathbb{R}^2} V(x) |u|^2 \, dx$$

$$\geq 1 - \frac{a}{\|Q\|^2_2} \int_{\mathbb{R}^2} |\nabla u|^2 \, dx,$$

which implies that $E_a(u)$ is bounded from below. Let $\{u_n\} \subset \mathcal{H}$ be a sequence satisfying $\|u_n\|^2_2 = 1$ and $\lim_{n \to \infty} E_a(u_n) = e(a)$. Because of (2.5), we see that both $\int_{\mathbb{R}^2} |\nabla u_n(x)|^2 \, dx$ and $\int_{\mathbb{R}^2} V(x)|u_n(x)|^2 \, dx$ are uniformly bounded in $n$. By the compactness of Lemma 2, we can extract a subsequence such that $u_n \rightharpoonup u$ weakly in $\mathcal{H}$, $u_n \rightharpoonup u$ strongly in $L^q(\mathbb{R}^2)$, $2 \leq q < \infty$ for some $u \in \mathcal{H}$. We conclude that $\int_{\mathbb{R}^2} |u(x)|^2 \, dx = 1$ and $E_a(u) = e(a)$, by weak lower semicontinuity. This implies the existence of minimizers for any $0 \leq a < \|Q\|^2_2$.

To prove that there is no minimizer for (1.4) as soon as $a \geq \|Q\|^2_2$, we proceed as follows. Choose a non-negative $\varphi \in C^\infty_0(\mathbb{R}^2)$ such that $\varphi(x) = 1$ for $|x| \leq 1$. For $x_0 \in \mathbb{R}^2$, $\tau > 0$ and $R > 0$, let

$$u(x) = A_{R,\tau} \frac{\tau}{\|Q\|^2_2} \varphi((x - x_0)/R)Q((x - x_0)),$$

where $A_{R,\tau} > 0$ is chosen so that $\int_{\mathbb{R}^2} u(x)^2 \, dx = 1$. By scaling, $A_{R,\tau}$ depends only on the product $R\tau$, and we have $\lim_{\tau \to \infty} A_{R,\tau} = 1$. In fact,

$$\frac{1}{A_{R,\tau}^2} = \frac{1}{\|Q\|^2_2} \int_{\mathbb{R}^2} Q(x)^2 \varphi(x/(\tau R))^2 \, dx = 1 + O((R\tau)^{-\infty}) \quad \text{as } R\tau \to \infty \quad (2.7)$$

because of the exponential decay of $Q$ in Eq. (2.6). Here we use the notation $f(t) = O(t^{-\infty})$ for a function $f$ satisfying $\lim_{t \to \infty} |f(t)|t^s = 0$ for all $s > 0$. In the following, we could set $R = 1$, for instance.

Using the exponential decay of both $Q$ and $\nabla Q$, we also have

$$\int_{\mathbb{R}^2} |\nabla u(x)|^2 \, dx - \frac{a}{2} \int_{\mathbb{R}^2} u(x)^4 \, dx$$

$$= \frac{\tau^2}{\|Q\|^2_2} \int_{\mathbb{R}^2} |\nabla Q(x)|^2 \, dx - \frac{a}{2\|Q\|^2_2} \int_{\mathbb{R}^2} Q(x)^4 \, dx + O((R\tau)^{-\infty}) \quad \text{as } R\tau \to \infty. \quad (2.8)$$
Since \( \|\nabla Q\|_2^2 = \frac{1}{2} \|Q\|_4^4 \), we further have
\[
(2.8) = \frac{\tau^2}{2\|Q\|_2^2} \left[ 1 - \frac{a}{\|Q\|_2^2} \right] \int_{\mathbb{R}^2} Q(x)^4 \, dx + O((R\tau)^{-\infty}) \quad \text{as} \quad R\tau \to \infty.
\] (2.9)

On the other hand, since the function \( x \mapsto V(x)\varphi((x-x_0)/R)^2 \) is bounded and has compact support, the convergence
\[
\lim_{\tau \to \infty} \int_{\mathbb{R}^2} V(x)u(x)^2 \, dx = V(x_0)
\] (2.10)
holds for almost every \( x_0 \in \mathbb{R}^2 \).

For \( a > \|Q\|_2^2 \), it follows from (2.9) and (2.10) that
\[
e(a) \leq \lim_{\tau \to \infty} E_a(u) = -\infty.
\]

This implies that for any \( a > \|Q\|_2^2 \), \( e(a) \) is unbounded from below, and the non-existence of minimizers is therefore proved. In the case \( a = \|Q\|_2^2 \), (2.9) and (2.10) show in combination that \( e(a) \leq V(x_0) \). This holds for almost every \( x_0 \); taking the infimum over \( x_0 \) yields \( e(a) \leq 0 \). There is, in fact, equality in this case, as (2.5) shows. Suppose now that there exists a minimizer \( u \) at \( a = \|Q\|_2^2 \). As pointed out in the Introduction, we can assume \( u \) to be non-negative. We would then have
\[
\int_{\mathbb{R}^2} V(x)|u(x)|^2 \, dx = \inf_{x \in \mathbb{R}^2} V(x) = 0
\]
and
\[
\int_{\mathbb{R}^2} |\nabla u(x)|^2 = \frac{1}{2} \int_{\mathbb{R}^2} |u(x)|^4 \, dx.
\]
This is a contradiction, since for the first equality \( u \) would have to have compact support, while for the second one it has to be equal to (a translation of) \( Q \).

This completes the proof of the first part of Theorem 1. To prove the stated properties of the GP energy \( e(a) \), note that (2.5) implies that \( e(a) > 0 \) for \( a < a^* = \|Q\|_2^2 \). We have already shown that \( e(a^*) = 0 \) and \( e(a) = -\infty \) for \( a > a^* \), hence it remains to show that \( \lim_{a \to a^*} e(a) = 0 \). This follows easily from (2.9) and (2.10), by first taking \( a \to a^* \), followed by \( \tau \to \infty \). This implies that \( \limsup_{a \to a^*} e(a) \leq V(x_0) \) which, after taking the infimum over \( x_0 \), yields the result.

\[\] 3 Proof of Theorem 2

We shall now restrict our attention to trap potentials \( V \) satisfying (1.9). We have already shown in Theorem 1 that \( e(a) \searrow 0 \) as \( a \nearrow a^* \), where \( e(a) \) is the GP energy defined in (1.4). In the following we shall derive refined estimates on \( e(a) \).

Lemma 3. Suppose \( V \) satisfies (1.9). Then there exist two positive constants \( m < M \), independent of \( a \), such that
\[
m(a^* - a)^{\frac{p}{p-2}} \leq e(a) \leq M(a^* - a)^{\frac{p}{p-2}} \quad \text{for} \quad 0 \leq a \leq a^*,
\] (3.1)
where \( p > 0 \) is defined before (1.10).
Lemma 4. Suppose $u_a$ is a minimizer of \((\ref{3.4})\) with $V$ satisfying \((\ref{1.9})\). Then there exists a positive constant $K$, independent of $a$, such that
\[
0 < K(a^* - a)^{-\frac{2}{p+2}} \leq \int_{\mathbb{R}^2} |u_a(x)|^4 dx \leq \frac{1}{K} (a^* - a)^{-\frac{2}{p+2}} \text{ for } 0 \leq a < a^*.
\]
Proof. Since by (2.5) and (1.6)
\[ e(a) \geq \frac{a^* - a}{2} \int_{\mathbb{R}^2} |u_a(x)|^4 dx, \]
the upper bound in (3.3) follows immediately from Lemma 3.

To prove the lower bound in (3.3), we pick a \(0 < b < a\) and use that
\[ e(b) \leq E_b(u_a) = e(a) + \frac{a - b}{2} \int_{\mathbb{R}^2} |u_a(x)|^4 dx. \]

By applying Lemma 3, the above inequality implies that there exist two positive constants \(m < M\) such that for any \(0 < b < a < a^*\),
\[
\frac{1}{2} \int_{\mathbb{R}^2} |u_a(x)|^4 dx \geq \frac{e(b) - e(a)}{a - b} \geq \frac{m(a^* - b)^{(2+p)}}{a - b} - M. \tag{3.4}
\]

With \(b = a - \gamma(a^* - a)\), we can write the right side of (3.4) as
\[ (a^* - a)^{-2/(2+p)} \frac{m(1 + \gamma)^{(2+p)}}{\gamma} - M.\]

The last fraction is positive for \(\gamma\) large enough. For \(a\) close to \(a^*\), this then gives the desired lower bound. For smaller \(a\), one can simply use the fact that \(\int |u_a(x)|^4 dx \geq \int |u_0(x)|^4 dx\) for any \(0 \leq a \leq a^*\), which follows from concavity of \(e(a)\) (or from the bounds \(e(a) \leq E_a(u_0)\) and \(e(0) \leq E_0(u_a)\)). This completes the proof of the lemma. \(\square\)

Let \(u_a\) be a non-negative minimizer of (1.4), and define
\[ \varepsilon := (a^* - a)^{1/p} > 0. \tag{3.5} \]

From (1.6) we conclude that
\[ e(a) \geq \left(1 - \frac{a}{a^*}\right) \int_{\mathbb{R}^2} |\nabla u_a(x)|^2 dx + \int_{\mathbb{R}^2} V(x)u_a(x)^2 dx, \]
and hence it follows from Lemma 3 that
\[
\int_{\mathbb{R}^2} |\nabla u_a(x)|^2 dx \leq C\varepsilon^{-2} \quad \text{and} \quad \int_{\mathbb{R}^2} V(x)u_a(x)^2 dx \leq C\varepsilon^p. \tag{3.6}
\]

For \(1 \leq i \leq n\), define the \(L^2(\mathbb{R}^2)\)-normalized functions
\[ w_a^{(i)}(x) := \varepsilon u_a(\varepsilon x + x_i). \tag{3.7}\]

From (3.6) and Lemma 4 we have
\[
0 < K \leq \int_{\mathbb{R}^2} w_a^{(i)}(x)^4 dx \leq \frac{1}{K}, \quad \int_{\mathbb{R}^2} |\nabla w_a^{(i)}(x)|^2 dx \leq C \tag{3.8}
\]
and also
\[
\int_{\mathbb{R}^2} V(x_i + \varepsilon x)w_a^{(i)}(x)^2 dx \leq C\varepsilon^p. \tag{3.9}
\]
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In particular, the functions $w_a^{(i)}$ are bounded uniformly in $H^1(\mathbb{R}^2)$.

For any $\gamma > 0$, we have

$$
\int_{\{V(x) \geq \gamma \varepsilon^p\}} u_a(x)^2 \, dx \leq \frac{1}{\gamma \varepsilon^p} \int_{\mathbb{R}^2} V(x) u_a(x)^2 \, dx \leq \frac{C}{\gamma}.
$$

For $\varepsilon$ small enough, i.e., for $a$ sufficiently close to $a^*$, the set $\{x \in \mathbb{R}^2 : V(x) \leq \gamma \varepsilon^p\}$ is contained in $n$ disjoint balls with radius at most $C\gamma^{1/p} \varepsilon$, for some $C > 0$, centered at the points $x_i$. We thus deduce from the above inequality that

$$
\frac{C}{\gamma} \geq \int_{\{V(x) \geq \gamma \varepsilon^p\}} u_a(x)^2 \, dx = 1 - \int_{\{V(x) \leq \gamma \varepsilon^p\}} u_a(x)^2 \, dx
$$

$$
\geq 1 - \sum_{i=1}^n \int_{\{|x-x_i| \leq C\gamma^{1/p} \varepsilon\}} u_a(x)^2 \, dx = 1 - \sum_{i=1}^n \int_{\{|x| \leq C\gamma^{1/p}\}} w_a^{(i)}(x)^2 \, dx.
$$

In particular,

$$
1 \geq \sum_{i=1}^n \int_{\{|x| \leq C\gamma^{1/p}\}} w_a^{(i)}(x)^2 \, dx \geq 1 - \frac{C}{\gamma}. \quad (3.10)
$$

Since the functions $w_a^{(i)}$ are uniformly bounded in $H^1(\mathbb{R}^2)$, we can pass to a subsequence such that

$$
w_a^{(i)} \to w_0^{(i)} \text{ weakly in } H^1(\mathbb{R}^2), \quad 1 \leq i \leq n, \quad (3.11)
$$

for suitable functions $w_0^{(i)} \in H^1(\mathbb{R}^2)$. By Lemma 2, the convergence holds strongly in $L^q(\{|x| \leq C\gamma^{1/p}\})$ for any $2 \leq q < \infty$. In particular, from (3.10) we conclude that

$$
1 \geq \sum_{i=1}^n \int_{\{|x| \leq C\gamma^{1/p}\}} w_0^{(i)}(x)^2 \, dx \geq 1 - \frac{C}{\gamma}.
$$

Since this bound holds for any $\gamma > 0$, we finally conclude that

$$
\sum_{i=1}^n \|w_0^{(i)}\|_2^2 = 1. \quad (3.12)
$$

Since $u_a$ is a minimizer of (1.4), it satisfies the Euler-Lagrange equation

$$
- \Delta u_a(x) + V(x) u_a(x) = \mu_a u_a(x) + a u_a(x)^3 \quad \text{in } \mathbb{R}^2 \quad (3.13)
$$

for $\mu_a \in \mathbb{R}$ a suitable Lagrange multiplier. In fact,

$$
\mu_a = e(a) - \frac{a}{2} \int_{\mathbb{R}^2} u_a(x)^4 \, dx.
$$

The functions $w_a^{(i)}$ in (3.7) are thus non-negative solutions of

$$
- \Delta w_a^{(i)}(x) + \varepsilon^2 V(x_i + \varepsilon x) w_a^{(i)}(x) = \varepsilon^2 \mu_a w_a^{(i)}(x) + a w_a^{(i)}(x)^3 \quad \text{in } \mathbb{R}^2. \quad (3.14)
$$

It follows from Lemma 4 that $\varepsilon^2 \mu_a$ is uniformly bounded as $a \to a^*$, and strictly negative for $a$ close to $a^*$. By passing to a subsequence, if necessary, we can thus assume that $\varepsilon^2 \mu_a$
converges to some number \(-\beta^2 < 0\) as \(a \to a^*\). By passing to the weak limit \(3.11\), we see that the non-negative functions \(w_0^{(i)}\) satisfy

\[
- \Delta w_0^{(i)}(x) = -\beta^2 w_0^{(i)}(x) + a^* w_0^{(i)}(x)^3. \tag{3.15}
\]

By the maximum principle, either \(w_0^{(i)} = 0\) identically, or otherwise \(w_0^{(i)} > 0\) for all \(x \in \mathbb{R}^2\). In the latter case, a simple rescaling together with the uniqueness of positive solutions of \(1.5\) up to translations allows us to conclude that

\[
w_0^{(i)}(x) = \frac{\beta}{\|Q\|_2} Q(\beta(x - y_i)) \quad \text{for some} \ y_i \in \mathbb{R}^2. \tag{3.16}
\]

In particular, either \(w_0^{(i)} = 0\) or \(\|w_0^{(i)}\|_2 = 1\). Because of \(3.12\), we see that exactly one \(w_0^{(i)}\) is of the form \(3.16\), while all the others are zero.

Let \(1 \leq j \leq n\) be such that \(\|w_0^{(j)}\|_2 = 1\). From the norm preservation we conclude that \(w_a^{(j)}\) converges to \(w_0^{(j)}\) strongly in \(L^2(\mathbb{R}^2)\) and, in fact, strongly in \(L^q(\mathbb{R}^2)\) for any \(2 \leq q < \infty\) because of \(H^1(\mathbb{R}^2)\) boundedness. By going to a subsequence, if necessary, we can also assume that the convergence holds pointwise almost everywhere.

To complete the proof of Theorem 2 we compute

\[
e(a) = E_a(u_a) = \frac{1}{\varepsilon^2} \left[ \int_{\mathbb{R}^2} |\nabla u_a^{(j)}(x)|^2 dx - \frac{a^*}{2} \int_{\mathbb{R}^2} w_a^{(j)}(x)^4 dx \right] + \frac{\varepsilon^p}{2} \int_{\mathbb{R}^2} w_a^{(j)}(x)^4 dx + \int_{\mathbb{R}^2} V(x_j + \varepsilon x) u_a^{(j)}(x)^2 dx.
\]

The term in square brackets is non-negative and can be dropped for a lower bound. The \(L^4(\mathbb{R}^2)\) norm of \(w_a^{(j)}\) converges to the one of \(u_0^{(j)}\), and from Fatou’s Lemma it follows that

\[
\liminf_{\varepsilon \to 0} \varepsilon^{-p} \int_{\mathbb{R}^2} V(x_j + \varepsilon x) w_a^{(j)}(x)^2 dx \geq \kappa_j \int_{\mathbb{R}^2} |x|^p w_0^{(j)}(x)^2 dx,
\]

where \(\kappa_j = \lim_{x \to x_j} V(x)|x - x_j|^{-p} \in (0, \infty]\). Moreover,

\[
\int_{\mathbb{R}^2} |x|^p w_0^{(j)}(x)^2 dx = \frac{1}{\beta^p \|Q\|_2^2} \int_{\mathbb{R}^2} |x + y_j|^p Q(x)^2 dx \geq \frac{1}{\beta^p \|Q\|_2^2} \int_{\mathbb{R}^2} |x|^p Q(x)^2 dx \tag{3.17}
\]

since \(Q\) is a radial decreasing function. In particular,

\[
\liminf_{a \to a^*} \frac{e(a)}{(a^* - a)^{\beta/(2 + p)}} \geq \frac{1}{2} \|w_0\|_4^4 + \kappa_j \int_{\mathbb{R}^2} |x|^p w_0^{(j)}(x)^2 dx \geq \frac{2}{a^*} \left( \frac{\beta^2}{2} + \lambda_j^{2 + p} \frac{1}{p \beta^p} \right), \tag{3.18}
\]

where \(\lambda_j\) is defined in \(1.10\), and we have used that \(\|Q\|_4^4 = 2\|Q\|_2^2 = 2a^*\) (which follows from the fact that \(Q\) satisfies Eq. \(1.5\) and equality in \(1.6\)). Taking the infimum over \(\beta > 0\) (which is achieved for \(\beta = \lambda_j\)) yields

\[
\liminf_{a \to a^*} \frac{e(a)}{(a^* - a)^{\beta/(2 + p)}} \geq \frac{\lambda_j^2 p + 2}{a^* p}, \tag{3.19}
\]

where \(\lambda = \min_j \lambda_j\), as before.
The limit in (3.19) actually exists, and is equal to the right side. To see this, one simply takes
\[ u(x) = \frac{\beta}{\varepsilon\|Q\|_2} Q \left( \beta \frac{x - x_j}{\varepsilon} \right) \]
as a trial function for \( E_a \), and minimizes over \( 1 \leq j \leq n \) and \( \beta > 0 \). The result is that
\[ \lim_{a \to a^*} e_a(a) \left( a^* - a \right)^{p/(2+p)} = \frac{\lambda^2 p + 2}{a^* p} . \quad (3.20) \]

From the equality (3.20) we can draw several conclusions. First, the \( j \) defined above is such that \( \lambda_j = \lambda \), i.e., \( x_j \in Z \). Second, \( \beta \) is unique (i.e., independent of the choice of the subsequence) and equal to the expression minimizing (3.18), i.e., \( \beta = \lambda \). Finally, \( y_j = 0 \), since the inequality (3.17) is strict for \( y_j \neq 0 \). We have thus shown that
\[ w_a^{(j)}(x) = \varepsilon u_a(\varepsilon x + x_j) \to \frac{\lambda}{\|Q\|_2} Q(\lambda x) \quad \text{as} \ a \to a^* , \]
with \( x_j \in Z \). This completes the proof of Theorem 2. \[ \square \]
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