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1. Introduction

Time-series forecasting has received extensive attention in the past decades. Accordingly, there exist a plenty of approaches for time-series analysis and forecasting. From [1, 2] and the references therein, these methods can be divided into three categories: statistical methods (e.g., regression analysis [3], functional state space model [4], logistic regression [5], spatial-temporal model [6], Markov chain model [7], etc.), machine learning methods [8–11], and grey modeling technique [12–14]. Each method has its own advantages and limitations [15]. Regarding statistical methods and machine learning methods, the growing body of data is required in the modeling procedure. However, it is difficult to collect data available for model calibration in practical applications [16–18]. This is the principal reason that the grey model has been widely used in various disciplines [19, 20].

Grey prediction models proposed by Deng [21] have been widely used in various fields of society due to their high prediction accuracy. In particular, the GM (1, 1, \( t^2 \)) model is an important branch of the grey prediction model, which was pioneered by Qian et al. [22]. To further improve the prediction accuracy and applicability of the GM (1, 1, \( t^2 \)) model, many scholars have made efforts. For example, Luo and Wei [23] constructed the expectation function by using the sum of error squares and solved the expression of the optimal constant in the time response function. Considering that the background values are key factor that affects the prediction accuracy of the GM (1, 1, \( t^2 \)) model, Wei et al. [24] used the linear interpolation method to reconstruct the background values of the GM (1, 1, \( t^2 \)) model. Although these studies have improved the prediction accuracy of the GM (1, 1, \( t^2 \)) model in the field of equidistant time series, to the best of our knowledge, there is a dearth of research on nonequidistant time series. However, in our real world, there exist a large number of nonequidistant time series, such as samplings in reaction furnaces and building settlements. On this basis, this paper develops a novel nonequidistant grey model by combining the existing GM (1, 1, \( t^2 \)) model and...
concept of nonequidistant time series. To further enhance the prediction performance of the nonequidistant GM (1, 1, \( r^2 \)) model, a Simpson formula is applied to optimize the background value of the nonequidistant GM (1, 1, \( r^2 \)) model; as a result, an improved nonequidistant GM (1, 1, \( r^2 \)) model (denoted as INEGM (1, 1, \( r^2 \)) is proposed in this paper. The main contributions of this paper are summarized as follows:

1. A conventional nonequidistant GM (1, 1, \( r^2 \)) model is constructed by incorporating the concept of non-equidistant time series into the GM (1, 1, \( r^2 \)) model already in place.

2. Simpson formula is applied to optimize the background value of the conventional nonequidistant GM (1, 1, \( r^2 \)) model to increase the prediction performance.

3. Two real-world cases are used to verify the validity and superiority of the proposed model in comparison with other benchmark models.

The rest of this paper is organized as follows. Section 2 introduces the conventional nonequidistant GM (1, 1, \( r^2 \)) model and analyzes the discretization error. Section 3 optimizes the nonequidistant GM (1, 1, \( r^2 \)) model by using a Simpson formula. Section 4 verifies the applicability of the proposed model and Section 5 concludes the paper.

$$x^{(1)}(k_i) - x^{(1)}(k_{i-1}) + az^{(1)}(k_i) = \frac{(k_i^3 - k_{i-1}^3)b}{3} + \frac{(k_i^2 - k_{i-1}^2)c}{2} + d\Delta k_i,$$

where \( z^{(1)}(k_i) \) is the background value and \( z^{(1)}(k_i) = 0.5(x^{(1)}(k_i) + x^{(1)}(k_{i-1})) \), \( k = 2, 3, \ldots, n \).

Step 3. The model parameters can be calculated as

$$\begin{bmatrix} (a, b, c, d)^T \end{bmatrix} = (B^T B)^{-1} B^T Y,$$

where

$$B = \begin{bmatrix} -z^{(1)}(k_2)\Delta k_2 & \frac{1}{3}(k_2^3 - k_1^3) & \frac{1}{2}(k_2^2 - k_1^2) & \Delta k_2 \\ -z^{(1)}(k_3)\Delta k_3 & \frac{1}{3}(k_3^3 - k_2^3) & \frac{1}{2}(k_3^2 - k_2^2) & \Delta k_3 \\ \vdots & \vdots & \vdots & \vdots \\ -z^{(1)}(k_n)\Delta k_n & \frac{1}{3}(k_n^3 - k_{n-1}^3) & \frac{1}{2}(k_n^2 - k_{n-1}^2) & \Delta k_n \end{bmatrix},$$

$$Y = \begin{bmatrix} x^{(0)}(k_2)\Delta k_2, x^{(0)}(k_3)\Delta k_3, \ldots, x^{(0)}(k_n)\Delta k_n \end{bmatrix}^T.$$

2. Classic Nonequidistant GM (1, 1, \( r^2 \)) Model and Its Error Analysis

2.1. Nonequidistant GM (1, 1, \( r^2 \)) Model. In accordance with the description in [25], it is easy to establish the nonequidistant GM (1, 1, \( r^2 \)) model (denoted as NEGM (1, 1, \( r^2 \)), whose modeling process can be outlined as follows.

**Step 1.** Suppose that the original time series is \( X^{(0)}(k_1), x^{(0)}(k_2), \ldots, x^{(0)}(k_n) \), where \( \Delta k_i = k_i - k_{i-1} \neq \text{const}, i = 2, 3, \ldots, n \); then \( X^{(1)}(k_1), x^{(1)}(k_2), \ldots, x^{(1)}(k_n) \) denotes the first-order accumulated generating operation sequence of \( X^{(0)}(k) \), where

$$x^{(1)}(k_i) = \sum_{j=1}^{i} x^{(0)}(k_j), \ i = 1, 2, \ldots, n.$$

**Step 2.** The differential equation of NEGM (1, 1, \( r^2 \)) model is expressed as

$$\frac{dx^{(1)}(t)}{dt} + ax^{(1)}(t) = bt^2 + ct + d.$$

Then, we get the discrete formula of equation (2) expressed as

**Step 4.** The time response function of equation (2) is expressed as

$$\bar{x}^{(1)}(k_i) = e^{-a(k_i - k_1)} \left( x^{(1)}(k_1) - \frac{b}{a}k_i^2 + \frac{ac}{a^2}k_i^3 + \frac{2b - ac + a^2d}{a^3} \right).$$

**Step 5.** The predicted values of the original sequence are expressed as

$$\tilde{x}^{(0)}(k_i) = \begin{cases} \frac{\bar{x}^{(1)}(k_i) - \bar{x}^{(1)}(k_{i-1})}{\Delta k_i}, & i = 2, 3, \ldots, \\ x^{(0)}(k_i), & i = 1. \end{cases}$$
2.2. Error Analysis. Having reviewed the above modeling procedure, it is noticed that the prediction accuracy of NEGM (1, 1, \(t^2\)) model depends on the model parameters that are closely related to the background value; thus the background value is essential for the prediction precision. In the classic NEGM (1, 1, \(t^2\)) model, both sides of equation (2) are integrated over the interval \([k_{i-1}, k_i]\), expressed as

\[
\int \frac{dx^{(1)}}{dt} \, dt + a \int x^{(1)} \, dt = \int (bt^2 + ct + d) \, dt = 0
\]

\[
x^{(1)}(k_i) - x^{(1)}(k_{i-1}) + a \int x^{(1)} \, dt = \frac{(k_i^3 - k_{i-1}^3)b}{3} + \frac{(k_i^2 - k_{i-1}^2)c}{2} + d\Delta k_i.
\]

We observe from equations (3) and (9) that the discretization method, so-called trapezoid formula, is employed to approximately calculate the integral \(\int x^{(1)} \, dt\), thus producing the discretization error in such a transition process. To be specific, when the above integral has a concave trend, the approximate value is larger than the actual one; when the above integral has an upward convex trend, the approximate value is lower than the actual one.

3. Presentation of INEGM (1, 1, \(t^2\))

3.1. Nonequidistant Simpson Numerical Integral. To decline the discretization error mentioned in Section 2.2, this section applies the concept of function approximation to calculate the area of the curved trapezoid. Since the integrable function is easily approached by the Lagrange function, we get a Lagrange polynomial \(\psi(x)\) over the interval \(a \leq x_1 < x_2 < \cdots < b\) denoted as \(L_n(x)\), where

\[
L_n(x) = \sum_{j=1}^{n+1} l_j(x)f(x_j),
\]

where \(l_j(x)\) is the fundamental polynomial.

**Definition 1** (see [26]). If the n-order polynomial

\[
l_j(x), \quad j = 0, 1, \ldots, n,
\]

satisfies

\[
l_j(x) = \begin{cases} 1, & k = j, \\ 0, & k \neq j, \end{cases} \quad j, k = 0, 1, \ldots, n.
\]

Theorem 1. Assume that

\[
\int_{k_{i-1}}^{k_{i+1}} x^{(1)}(t) \, dt = I_{i-1,i+1}[x^{(1)}],
\]

and then the nonequidistant Simpson numerical integral formula is given as

\[
I_{i-1,i+1}[x^{(1)}] = \frac{\Delta k_i + \Delta k_{i+1}}{6} \left( \frac{2\Delta k_i - \Delta k_{i+1}}{\Delta k_i} x_i^{(1)} + \frac{(\Delta k_i + \Delta k_{i+1})^2}{\Delta k_i \Delta k_{i+1}} x_i^{(1)} + \frac{2\Delta k_{i+1} - \Delta k_i}{\Delta k_{i+1}} x_{i+1}^{(1)} \right).
\]

Proof. By integrating \(x^{(1)}(t)\) over the interval \([k_{i-1}, k_{i+1}], \ i = 2, 3, \ldots, n - 1\), we have

\[
I_{i-1,i+1}[x^{(1)}] = \sum_{m=i-1}^{i+1} A_m x^{(1)}(k_m) = \sum_{m=i-1}^{i+1} A_m x_m^{(1)}.
\]

Then, we get

\[
A_m = \int_{k_{m-1}}^{k_m} l_m(x) \, dx.
\]
When \( m = i - 1 \), we have

\[
A_{i-1} = \int_{k_{i-1}}^{k_i} I_{i-1}(k)dk = \int_{k_{i-1}}^{k_i} \frac{(k - k_i)(k - k_{i+1})}{(k_{i-1} - k_i)(k_{i+1} - k_i)} dk = \frac{(\Delta k_i + \Delta k_{i+1})(2\Delta k_i - \Delta k_{i+1})}{6\Delta k_i}. \tag{20}
\]

When \( m = i, m = i + 1 \), we have

\[
A_i = \frac{(\Delta k_i + \Delta k_{i+1})^3}{6\Delta k_i\Delta k_{i+1}},
\]

\[
A_{i+1} = \frac{(\Delta k_i + \Delta k_{i+1})(2\Delta k_{i+1} - \Delta k_i)}{6\Delta k_{i+1}}. \tag{21}
\]

Thus,

\[
\int dx^{(1)}(t) \approx x^{(1)}(k_{i+1}) - x^{(1)}(k_{i-1}) = x^{(0)}(k_{i+1})\Delta k_{i+1} + x^{(0)}(k_{i})\Delta k_i.
\]

It is proved.

3.2. Model Establishment. By integrating both sides of equation (2) over the interval \([k_{i-1}, k_{i+1}]\), we get

\[
\int_{k_{i-1}}^{k_i} dx^{(1)}(t) = x^{(1)}(k_{i+1}) - x^{(1)}(k_{i-1}) = x^{(0)}(k_{i+1})\Delta k_{i+1} + x^{(0)}(k_{i})\Delta k_i.	ag{24}
\]

Furthermore,

\[
x^{(0)}(k_{i+1})\Delta k_{i+1} + x^{(0)}(k_{i})\Delta k_i + a\int_{k_{i-1}}^{k_i} x^{(1)}(t)dt = \frac{b}{3}(k_{i+1}^3 - k_{i-1}^3) + \frac{c}{2}(k_{i+1}^2 - k_{i-1}^2) + d(\Delta k_{i+1} + \Delta k_i).	ag{25}
\]

Then, we replace \(\int_{k_{i-1}}^{k_i} x^{(1)}(t)dt\) with the nonequidistant Simpson numerical integral formula, which yields that

\[
x^{(0)}(k_{i+1})\Delta k_{i+1} + x^{(0)}(k_{i})\Delta k_i + a\frac{\Delta k_i + \Delta k_{i+1}}{6} \left( \frac{2\Delta k_i - \Delta k_{i+1}}{\Delta k_i} x_{i-1}^{(1)} + \frac{(\Delta k_i + \Delta k_{i+1})^2}{\Delta k_i\Delta k_{i+1}} x_i^{(1)} + \frac{2\Delta k_{i+1} - \Delta k_i}{\Delta k_{i+1}} x_{i+1}^{(1)} \right) = \frac{b}{3}(k_{i+1}^3 - k_{i-1}^3) + \frac{c}{2}(k_{i+1}^2 - k_{i-1}^2) + d(\Delta k_{i+1} + \Delta k_i).	ag{26}
\]

Then, the model parameters can be obtained by the least-square method expressed as

\[
(a, b, c, d)^T = (\Theta^T\Theta)^{-1}\Theta^T\omega,	ag{27}
\]

where
In this section, two real-world examples are used to demonstrate the superiority of the proposed model in comparison with other benchmark models including the GM (1, 1), NGM (1, 1, k), and NEGM (1, 1, r^2) models.

Case 1. In this case, monitoring data of building's settlement point, seen in Table 2, are considered as an example to examine the prediction accuracy of the proposed model. It is noticed that the first seven pieces of data are used for calibrating these competitive models and the remaining six pieces of data are used to validate the prediction performance.

In accordance with the current study and references herein, the time response functions of the competitive models are calculated as follows:

(1) GM (1, 1)
\[ \bar{x}^{(1)}(k_i) = 23160.665572e^{-0.001062(k_i-k_1)} - 23082.05572. \]  

(2) NGM (1, 1, k)
\[ \bar{x}^{(1)}(k_i) = 2279845e^{-0.19278(k_i-k_1)} - 82.31431k_i - 26.51276. \]  

(3) NEGM (1, 1, r^2)
\[ \bar{x}^{(1)}(k_i) = 2.52708e^{-1.15026(k_i-k_1)} - 0.09669k_i^2 - 79.42318k_i - 3.44695. \]  

(4) INEGM (1, 1, r^2)
\[ \bar{x}^{(1)}(k_i) = 2.63554e^{-2.22606(k_i-k_1)} - 0.09426k_i^2 - 79.44938k_i - 3.57919. \]  

We observe from Tables 3 and 4 and Figure 1 that the predicted values of the NGM (1, 1, k) model are lower than the actual one, while the predicted values of the GM (1, 1) model are higher than the actual one. Meanwhile, the six indicators of the proposed model are better than those of other benchmarks as a whole; therefore, the proposed model has a better prediction performance than those of other competitive models in this experiment.

Case 2. This case takes an example collected from the literature [28] to illustrate the applicability of the proposed model, as shown in Table 5. Similar to Case 1, modeling data is divided into two groups: the first six data sets are applied for model calibration and the remaining four data sets are used to demonstrate the prediction performance of the proposed model. The time response functions of these competitors are calculated as follows:

(1) GM (1, 1)
\[ \bar{x}^{(1)}(k_i) = 10116.41987e^{-0.001062(k_i-k_1)} - 10107.13987. \]  

(2) NGM (1, 1, k)
\[ \bar{x}^{(1)}(k_i) = 186.20269e^{-0.12001(k_i-k_1)} - 12.68897k_i - 189.61166. \]  

(3) NEGM (1, 1, r^2)
\[ \bar{x}^{(1)}(k_i) = 25.12103e^{-0.03456(k_i-k_1)} + 0.003836k_i^2 + 11.23871k_i - 27.08358. \]  

(4) INEGM (1, 1, r^2)
\[ \bar{x}^{(1)}(k_i) = 14.719505e^{-0.05473(k_i-k_1)} - 0.0046978k_i^2 - 11.04246k_i - 16.48645. \]  

After a simple calculation, the predicted values of the original sequence by the four competitive models are tabulated in Table 6, and the relevant error-value metrics are listed in Table 7; for the intuition purpose, these values in Table 7 are plotted in Figure 2.
We know from Table 7 and Figure 2 that, in the simulation period, the indicators of the proposed model, except the correlation coefficient, are better than those of other benchmarks including the GM (1, 1), NGM (1, 1, k), and NEGM (1, 1, t²) models. Meanwhile, in the prediction period, the indicators of the proposed model, namely MAPE, RMSPE, MAE, MSE, and IA, are 1.6697%, 0.0440%, 0.2208, 0.0758, and 0.9065, respectively, which
Table 4: Errors by the competitive models in Case 1.

| Index  | In-sample | Out-of-sample |
|--------|-----------|---------------|
|        | MAPE (%)  | RMSPE (%)     | MAE  | MSE | IA | R  |
|        | GM (1, 1) | NGM (1, 1, k) | NEGM (1, 1, $t^2$) | INEGM (1, 1, $t^2$) |     |    |
|        | 0.4129    | 0.2960        | 0.1456 | 0.0904 |     |    |
|        | 0.0027    | 0.0011        | 0.0035 | 0.0001 |     |    |
|        | 0.3301    | 0.2382        | 0.1163 | 0.0726 |     |    |
|        | 0.1701    | 0.0716        | 0.0222 | 0.0070 |     |    |
|        | 0.9675    | 0.9873        | 0.9960 | 0.9987 |     |    |
|        | 0.9564    | 0.9919        | 0.9951 | 0.9986 |     |    |
|        | 1.0750    | 1.6552        | 0.3643 | 0.3152 |     |    |
|        | 0.0192    | 0.0330        | 0.0020 | 0.0015 |     |    |
|        | 0.9039    | 1.3891        | 0.3060 | 0.2646 |     |    |
|        | 1.3616    | 2.3374        | 0.1390 | 0.1051 |     |    |
|        | 0.7427    | 0.4344        | 0.9495 | 0.9604 |     |    |
|        | 0.9618    | 0.9437        | 0.9599 | 0.9599 |     |    |

Figure 1: Continued.
Table 5: Building’s settlement data in Case 2.

| Time | Data |
|------|------|
| 1    | 9.28 |
| 25   | 10.71|
| 53   | 11.31|
| 83   | 11.64|
| 116  | 12.00|
| 147  | 12.23|
| 177  | 13.05|
| 237  | 13.16|
| 269  | 13.61|
| 355  | 13.94|

Table 6: Simulative and predictive values by the competitive models in Case 2.

| Time | Data | GM (1, 1) | NGM (1, 1, k) | NEGM (1, 1, t²) | INEGM (1, 1, t²) |
|------|------|-----------|---------------|-----------------|------------------|
|      |      | Value     | APE (%)       | Value           | APE (%)          | Value            | APE (%)          |
|      |      | In-sample |                | Out-of-sample   |                  |                  |
| 1    | 9.28 | 9.28      | 0.00           | 9.28            | 0.00             | 9.28             | 0.00             |
| 25   | 10.71| 10.88     | 1.59           | 10.75           | 0.37             | 10.75            | 0.37             |
| 53   | 11.31| 11.19     | 1.06           | 11.27           | 0.35             | 1.30             | 0.09             |
| 83   | 11.64| 11.54     | 0.86           | 11.68           | 0.34             | 11.67            | 0.26             |
| 116  | 12.00| 11.93     | 0.58           | 12.00           | 0.00             | 11.97            | 0.25             |
| 147  | 12.23| 12.34     | 0.90           | 12.22           | 0.08             | 12.24            | 0.08             |
| 177  | 13.05| 12.75     | 2.30           | 12.36           | 5.29             | 12.48            | 5.29             |
| 237  | 13.16| 13.38     | 1.67           | 12.50           | 5.02             | 12.83            | 5.02             |
| 269  | 13.61| 14.04     | 3.16           | 12.58           | 7.57             | 13.18            | 7.57             |
| 355  | 13.94| 14.96     | 7.32           | 12.63           | 9.40             | 13.63            | 9.40             |

Figure 1: Errors by the competitive models in Case 1: (a) MAPE, (b) RMSPE, (c) MAE, (d) MSE, (e) IA, and (f) R.
Table 7: Errors by the competitive models in Case 2.

| Index        | GM (1, 1) | NGM (1, 1, k) | NEGM (1, 1, t^2) | INEGM (1, 1, t^2) |
|--------------|-----------|----------------|-------------------|-------------------|
| In-sample    |           |                |                   |                   |
| MAPE (%)     | 0.9980    | 0.2305         | 0.2103            | 0.1861            |
| RMSPE (%)    | 0.0111    | 0.0008         | 0.0006            | 0.0005            |
| MAE          | 0.1140    | 0.0260         | 0.0240            | 0.0221            |
| MSE          | 0.0141    | 0.0010         | 0.0007            | 0.0007            |
| IA           | 0.9916    | 0.9994         | 0.9996            | 0.9996            |
| R            | 0.9940    | 0.9996         | 0.9997            | 0.9997            |
| Out-of-sample|           |                |                   |                   |
| MAPE (%)     | 3.6118    | 6.8170         | 3.0647            | 1.6697            |
| RMSPE (%)    | 0.1790    | 0.4967         | 0.1007            | 0.2208            |
| MAE          | 0.4925    | 0.9225         | 0.4100            | 0.0758            |
| MSE          | 0.3409    | 0.9222         | 0.7818            | 0.0758            |
| IA           | 0.7710    | 0.4260         | 0.7818            | 0.9065            |
| R            | 0.9823    | 0.9142         | 0.9807            | 0.9815            |

Figure 2: Continued.
are better than the others. This fact indicates that the proposed model has a better prediction performance in this experiment.

5. Conclusion

Establishing a proper model for nonequidistant time-series forecasting has always been an issue that puzzles many scholars. In order to further broaden the development of nonequidistant grey prediction models, this paper develops a nonequidistant GM (1, 1, t²) model (abbreviated as NEGM (1, 1, t²)) based on the previous literature.

To further improve the prediction accuracy of the NEGM (1, 1, t²) model, the modeling mechanism of the NEGM (1, 1, t²) model is deeply analyzed; it is known that, in the NEGM (1, 1, t²) model, the trapezoidal formula is used to calculate the area of curved trapezoid, thus producing an unacceptable error in such a transition process. To this end, we use the Simpson formula to optimize the NEGM (1, 1, t²) model based on the idea of function approximation and establish an improved NEGM (1, 1, t²) model (abbreviated as INEGM (1, 1, t²)). To verify the feasibility and validity of the INEGM (1, 1, t²) model, the INEGM (1, 1, t²) model and three other grey prediction models are applied to two published cases. The results show that the accuracy of the INEGM (1, 1, t²) model is higher than those of the NEGM (1, 1, t²) model and two other prediction models. Therefore, the feasibility and validity of the INEGM (1, 1, t²) model proposed in this paper are verified.

Although the advantages of the proposed model have been discussed, there are some limitations of the proposed model which should be considered in the following work; for example, this model is among the building blocks of the univariate model, potentially neglecting the relevant factors in practical applications. Meanwhile, combining the existing nonequidistant grey model with intelligent techniques merits further research.
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