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Abstract Atomistic simulation techniques have been used to investigate the dissociative adsorption of water on the (110), (111), and (100) low index surfaces of CeO$_2$, as well as a so-called “trench” surface configuration. Several different coverages of water have been considered to better understand how the hydroxylation process progresses. Hydroxylation energies and surface energies of CeO$_2$ calculated via atomistic simulations are compared to similar results for other fluorite oxides. Finally, the modification of CeO$_2$ crystallite morphology in the presence of water is predicted from the changes in surface energy and the implications of these morphological changes for glass polishing are discussed.

Introduction

CeO$_2$ is used in a variety of industrial applications, such as in oxidation catalysis, solid oxide fuel cells, and glass polishing. In many applications (including those mentioned), processes occurring at the surfaces govern CeO$_2$ functionality. For this reason, it would be beneficial to better understand the surface properties of CeO$_2$. Although many studies have addressed CeO$_2$ surface structure and related properties (e.g., [1–4]), relatively few have been concerned with CeO$_2$ surfaces in the presence of water. This is particularly significant to the application of glass polishing because the efficacy of CeO$_2$ abrasive particles depends upon the morphology (or “shape”), which is governed by the relative surface energies of those particles while in the presence of water [5, 6].

The mechanism by which glass is polished has been debated for at least 350 years (see [7] and [8] for a more complete description). Despite a long history, it is still the case that no one theory for the mechanism of glass polishing is unequivocally accepted. Rather, three discrete classifications of theory have emerged. Hooke [9], Newton [10], and Rayleigh [11] were all proponents of the so-called “wear theory,” which explains glass polishing through the mechanical removal of material by an abrasive polishing agent, and in its simplest terms, is an extension of grinding. Beilby proposed an alternative mechanism [12, 13], known as the “flow theory,” where the polishing agent forms an amorphous glass layer that can be smeared to fill voids in the glass surface. Finally, Preston [14] and Grebenshchikov [15] advanced the “chemical theory,” which points to the chemical reactions between the polishing agent and the glass surface as the critical component of the polishing process. It is likely that each of these theories play a role in the polishing process, and a generalized “mechano-chemical” mechanism is now nominally accepted [16, 17]. What remains to be established, however, is whether chemical or mechanical effects dominate.

Only few compounds effectively polish glass, and CeO$_2$ is one of the best [18, 19]. Interestingly, isostructural ZrO$_2$ has a polishing rate less than half of CeO$_2$ [19]. The maximum polishing activity of CeO$_2$ is achieved by crushing particles sintered at approximately 900 °C [7].
ions were removed (in a checkerboard type configuration). To neutralize this dipolar surface, half of the surface oxygen

subsequently built upon these static simulations to consider the dynamics of CeO$_2$ surfaces.

Gennard et al. [24] compared results from Hartree-Fock quantum mechanical simulations of bulk and surface properties of CeO$_2$ and ZrO$_2$ to those calculated using interatomic potentials. They found that the energy difference between the (110) and (111) surfaces agreed well with the previous interatomic potential results, though their absolute energies were consistently lower. Skorodumova et al. [4] used density functional theory (both the local density approximation (LDA) and generalized gradient approximation (GGA)) to determine the (111), (110), and (100) surface properties of CeO$_2$. Although the absolute energies were not consistent (even between LDA and GGA), the relative surface energy stability trends remain the same as calculated by the afore-mentioned methods.

In addition to surface stability, the hydroxylation of surfaces has also been simulated. Redfern et al. [25] used interatomic potentials to simulate the hydroxylation of tetragonal-ZrO$_2$ surfaces. The primary conclusion of Redfern et al. [25] was that the equilibrium morphology of tetragonal ZrO$_2$ crystallites is expected to be different in aqueous conditions than in dry conditions. This is because the low-energy surface that dominates this tetragonal crystallite morphology in dry conditions (the (101)) exhibits no tendency to hydroxylate. However, higher energy dry surfaces (e.g., (110)B) exhibit a pronounced tendency to hydroxylate, which then lowers the overall surface energy. The reduction of the (110)B surface energy via hydroxylation increases the stability of this surface so that it is energetically similar to the (101). Similarly, Abramowski et al. [26] and Tan et al. [27] simulated the hydroxylation behavior of UO$_2$ and PuO$_2$, respectively, and again predicted that the crystallite morphology of these compounds is different in the presence of water. Finally, Kumar and Schelling recently considered the adsorption of water on the CeO$_2$ (111) surface via density functional theory [28]. We will compare our results to those of Kumar and Schelling in the “Results” section.

**Methodology**

To calculate surface energies, the code MARVIN [29] was employed. As outlined in previous studies [26, 29, 30] MARVIN is a 2D periodic boundary code, where the repeat
unit is divided into an upper region I and lower region II. All ions in region I are relaxed using energy minimization while those in region II are held fixed at their perfect lattice positions [29]. As is the case with the total depth of the simulation block, regions I and II are chosen so that further enlargement has a negligible effect on total energies (in this study region I is $3 \times 3 \times 6$ unit cells). MARVIN employs Parry’s variant of the Ewald technique [31, 32] to sum long-range electrostatic forces. Short-range interactions are described by the Buckingham potential [33]. The potential parameters for Ce$^{4+}$–O$^{2-}$ and O$^{2-}$–O$^{2-}$ can be found in the papers where the original derivation is described ([3] and [34], respectively). Dipoles can be of great significance at surfaces. In addition to the movement of ions, dipoles will also be formed through the displacement of charge around a single ion (i.e., polarization). Here such effects are included by using a core/shell model [35] and the shell parameters are available in the original papers [3, 34].

The methodology described above can be used to calculate two important energies that will characterize the hydroxylation phenomena, namely: surface energy and hydroxylation energy. The surface energy can be defined as

$$\gamma = \frac{E_{\text{surf}} - E_{\text{bulk}}}{A},$$

where $A$ is the area of the new surface formed, $E_{\text{surf}}$ is the total energy associated with the ions in region I of the 2D repeat unit and $E_{\text{bulk}}$ is the total energy associated with the same number of ions in a 3D perfect lattice. This is, therefore, the internal energy to cleave a perfect surface and create a new surface. We define hydroxylation energy as the energy gained per water molecule at a specific coverage of water. The method to calculate hydroxylation energies is described elsewhere [25, 26].

The use of fixed interatomic potentials to study surface hydroxylation is a necessary approximation given the large number of possible configurations and large repeat unit cell sizes that must be used to accurately model this problem. Support for the reliability of the interatomic potentials used in this work comes from the similarity of surface-related properties calculated using potentials of this type and equivalent surface studies that employ quantum mechanical-based methods as well as experimental observation of crystallite morphology. Several modeling studies for CeO$_2$ were described in the previous section. Another example is the study by Skomurski et al. [36], where the plane wave code CASTEP was used to examine the relative stability of the (111), (110), and (100) surfaces of UO$_2$ (which is isostructural to CeO$_2$). Their results agreed favorably with previous results generated with interatomic potentials [30].

### Results

The (111), (110), and (100) surface energies of CeO$_2$ were calculated at 0, 12.5, 25, 50, 75, and 100% hydroxylation. “Hydroxylation” was simulated by positioning an OH$^-$ group directly above a surface cation and associating the remaining H$^+$ of one water molecule with a surface oxygen. All atom positions are then allowed to relax to their equilibrium positions. Consequently, percent hydroxylation is defined as the number of surface cations (or oxygen atoms) covered by water molecules (see [25] for a thorough discussion).

Three configurations of the anion terminated (100) surface (so-called A, B, and AB) were considered based upon results of previous studies (see [37] for further details). These three configurations, depicted in Fig. 1, are considered since they are of low energy when compared to other unique configurations of the (100) surface [37]). A trench configuration where (111) facets form grooves on the (100) surface in [110] directions has also been considered (see [27, 37] for additional details of the trench structure). The calculated surface energies of each of these surfaces are described in Table 1. As found in previous theoretical studies [1, 4, 20, 24], the lowest energy dry surface was found to be the (111), followed by the (110) and (100) surfaces. However, as these surfaces become hydroxylated, the energy of the (111) surface increases (becomes less favorable) and at approximately 75% water coverage actually becomes greater than the surface energies of the (110) and (100) surfaces.

---

**Fig. 1** Three 3 $\times$ 3 unit cell anion configurations of the CeO$_2$ (100) surface, where the spheres refer to surface oxygen atoms and the unoccupied squares refer to surface vacancies. The nomenclature for these configurations (i.e., A, B, and AB) is used throughout the text.

(a) A config.  (b) B config.  (c) AB config.
The implication of the (111) surface energy being greater than the hydroxylated (100) surface energy is that the equilibrium CeO$_2$ crystallite morphology will vary depending on the degree of hydroxylation. Figure 2 shows the predicted morphology of CeO$_2$ under dry or low hydroxylation conditions. This morphology is clearly dominated by (111) faces. However, when increasing hydroxylation sufficiently reduces the (100) surface energy (relative to the (111) surface), (100) facets will appear, as shown in Fig. 3. This is consistent with the observation of Kirk and Wood [6] who found that the surface area of (100) facets on (111) planes decreased with increasing calcination temperature. Since the CeO$_2$ samples that Kirk and Wood examined were synthesized through a sol–gel process, it is reasonable to expect that water molecules were available for the hydroxylation of surfaces. The reduction in (100) surface area with calcination temperature may suggest that the water molecules stabilizing the (100) surface were removed at the higher temperature. Encouragingly, our prediction of CeO$_2$ morphology in the presence of water (Fig. 3) is nearly identical to the morphology of an approximately 80 nm CeO$_2$ particle observed by Kirk and Wood, after sintering at 850 °C [6].

Calculated hydroxylation energies for the CeO$_2$ surfaces are plotted as a function of water coverage in Fig. 4, where it is assumed that the hydroxylation energy changes approximately linearly between calculated points. It is clear from Fig. 4 that the hydroxylation energy for the (111) surface is initially close to zero, but becomes more positive (i.e., even less favorable) at greater coverages of water. This suggests that the (111) surface does not exhibit a strong driving force to bind hydroxide species to surface sites. These results compared favourably to the results of Kumar and Schelling [28]. In particular, we calculated a hydroxylation energy of 0.55 eV for the (111) surface at 50% hydroxylation, while Kumar and Schelling calculated adsorption energies of 0.56 and 0.58 eV for two different configurations of a 0.5 monolayer of water on the (111) surface. However, it should be noted that this comparison is only favorable if our hydroxylation energy is similar to the adsorption energy of Kumar and Schelling and if 50% hydroxylation corresponds to a 0.5 monolayer.

In contrast to the (111) surface, the (110), (100), and trench surfaces all have negative hydroxylation energies, suggesting that these surfaces will react with available

| % H$_2$O | (111) | (110) | (100)A | (100)B | (100)AB | Trench |
|----------|-------|-------|--------|--------|---------|--------|
| 0        | 1.39  | 2.17  | 2.94   | 3.30   | 2.88    | 2.56   |
| 5.6      | –     | –     | –      | –      | –       | 2.44   |
| 11.1     | –     | –     | –      | –      | –       | 2.33   |
| 12.5     | 1.41  | 2.05  | 2.62   | 2.54   | 2.60    | –      |
| 16.7     | –     | –     | –      | –      | –       | 2.25   |
| 22.2     | –     | –     | –      | –      | –       | 2.17   |
| 25       | 1.47  | 1.94  | 2.49   | 2.27   | 2.42    | –      |
| 27.8     | –     | –     | –      | –      | –       | 2.06   |
| 33.3     | –     | –     | –      | –      | –       | 2.03   |
| 38.9     | –     | –     | –      | –      | –       | 2.08   |
| 44.4     | –     | –     | –      | –      | –       | 2.00   |
| 50       | 1.74  | 1.80  | 2.32   | 2.32   | 1.88    | 2.02   |
| 55.6     | –     | –     | –      | –      | –       | 2.04   |
| 61.1     | –     | –     | –      | –      | –       | 2.08   |
| 66.7     | –     | –     | –      | –      | –       | 2.06   |
| 72.2     | –     | –     | –      | –      | –       | 2.05   |
| 75       | 1.95  | 1.82  | 1.86   | 1.98   | 1.80    | –      |
| 77.8     | –     | –     | –      | –      | –       | 1.89   |
| 83.3     | –     | –     | –      | –      | –       | 2.03   |
| 88.9     | –     | –     | –      | –      | –       | 2.20   |
| 94.4     | –     | –     | –      | –      | –       | 2.37   |
| 100      | 3.16  | 1.89  | 1.93   | 1.93   | 1.82    | 1.91   |

Fig. 2 The predicted morphology of CeO$_2$ crystallites under dry or low hydroxylation conditions

Fig. 3 The predicted morphology of CeO$_2$ crystallites under moderate to high hydroxylation conditions, where the (100) facet surface area is expected to increase as a function of extent of hydroxylation
water to form stable hydroxylated structures and that hydroxide species are strongly bound to these surfaces. Qualitatively, these predictions can be understood in terms of surface stability and structure of the dry surfaces. The (111) surface is relatively stable when dry, and it is therefore, difficult for hydroxylation to contribute to further stability of the surface. On the other hand, in order for the anion terminated (100) surface to be stable under dry conditions, half of the surface oxygen ions must be removed to neutralize the dipole normal to the surface [1, 37]. Since the (100) surface has surface sites that can accommodate the oxygen ions of hydroxide species with a high coordination to adjacent cations, it is not unreasonable to expect that the addition of hydroxide (hydroxylation) will lower the surface energy.

**Summary**

We have shown that the equilibrium morphology of CeO$_2$ crystallites will be modified in the presence of water. For glass polishing, it has been recently proposed that in addition to the crystallite size of the glass polishing agent, the shape of the crystallite also plays a role in the efficacy of the glass polishing process [6]. To show this, Kirk and Wood evaluated the polishing efficiency of CeO$_2$ as a function of calcination time and temperature [6]. Izumitani had already shown that the polishing rate of CeO$_2$ starts to decrease when the material is sintered above 900 °C. It is possible that a contributing factor as to why there is a decrease in polishing efficiency for material sintered at higher temperatures is simply that individual CeO$_2$ particles begin to sinter together. Recall, however, that Kirk and Wood found the morphology of CeO$_2$ crystallites calcined at 325 °C had large (100) facets on (111) planes. When calcined at 850 °C, the surface area of the (100) facets decreased, and the morphology was dominated by (111) faces. Furthermore, this material was found to polish glass rather better, leading Kirk and Wood to conclude that the (111) surface of CeO$_2$ is more effective at polishing glass than the (100) surface [6]. Kirk and Wood suggested the reason for this was that the (111) surface has more Ce atoms per unit surface (there are 2.31 Ce/a$^2$ for the (100) surface and 2.00 Ce/a$^2$ and 1.41 Ce/a$^2$, respectively, for the (100) and (110) surfaces). This is a plausible explanation if it is the Ce$^{4+}$ ion that is critical to the mechanochanical process. However, we wish to suggest an alternative possibility. If the chemical process that takes place between CeO$_2$ and the glass surfaces involves transfer of protons or hydroxide species from the CeO$_2$ surface to the glass, then the (111) surface would be more effective than either the (100) or (110) surfaces, simply because the (111) surface does not exhibit a strong affinity for hydroxide species. Indeed, it may even be that the (111) surface provides a source of hydroxide or protons by promoting the dissociation of H$_2$O (i.e., catalytic). Certainly, the transfer of hydroxide and protons to the silica, resulting in multiple Si–OH bonds will lead to removal of silicate species material from the glass surface because Si(OH)$_4$ is soluble in water. Moreover, this may explain why ZrO$_2$ is less effective than CeO$_2$, as the (111) surface of ZrO$_2$ has a strongly negative hydroxylation energy [38] and as such will not promote the formation of hydroxide species. Finally, the (111) surface of UO$_2$ also exhibits a clearly negative hydroxylation energy [30], which would be consistent with this material being a less effective polishing agent since the surface will exhibit an energy barrier to the release of a hydroxide or proton. In conclusion, based on the idea that (111) surfaces most readily yield hydroxide or protons that may interact with the glass surface, to maximize the glass polishing efficacy of CeO$_2$, this material should be synthesized such that the morphology of crystallites is dominated by (111) facets, while maintaining small particle size for large overall surface area.
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