ab initio electrostatic potentials for transmission electron microscopy
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Abstract

The simulation of transmission electron microscopy (TEM) images or diffraction patterns is often required to interpret their contrast and extract specimen features. This is especially true for high-resolution phase-contrast imaging of materials, but model-based reconstructions in TEM are widely used across the physical and biological sciences. Since electron scattering is dominated by the nuclear cores, the scattering potential is typically described by the widely applied independent atom model. This approximation is fast and accurate, especially for annular dark-field contrast, but it completely neglects valence bonding and its effect on the transmitting electrons. However, an emerging trend in electron microscopy is to use new instrumentation and methods to extract the maximum amount of information from each electron. This is evident in the increasing popularity of techniques such as 4D-STEM combined with ptychography in materials science, and cryogenic microcrystal electron diffraction in structural biology, where subtle differences in the scattering potential may be both measurable and contain additional insights. Thus, there is increasing interest in electron scattering simulations based on electrostatic potentials obtained from first principles, mainly via density functional theory. In this Review, we discuss the motivation and basis for these developments, survey the pioneering work that has been published thus far, and give our outlook for the future. We
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argue that a physically better justified \textit{ab initio} description of the scattering potential is both useful and viable for an increasing number of systems, and we expect such simulations to steadily gain in popularity and importance.

\textit{Keywords:} HRTEM, holography, DPC, 4D-STEM, ptychography, DFT

1. Introduction

Transmission electron microscopy (TEM) has become an invaluably versatile tool for materials science and structural biology. Improvements in instrumentation, data analysis methods, and the development of new imaging techniques and detectors continue at a rapid pace, further expanding its capabilities. Simultaneously, retracing the early development of cryogenic electron microscopy, the data obtained from specimens is shifting from being resolution-limited to being dose-limited. This has prompted increasing interest in obtaining the maximum amount of information from each transmitted electron.

In TEM, information about the sample is encoded in changes in the momentum and phase of the electron waves that are scattered by the specimen. At typical kinetic energies of the electron beam, that interaction is dominated by the Coulomb attraction between the negatively charged probe electrons and the positively charged screened nuclei of the atoms of the material, with a weaker contribution arising due to the Coulomb repulsion between the probe electrons and the electrons within the sample. The electrostatic potential responsible for the scattering thus properly includes both the contribution of the screened nuclear cores as well as the valence electron density of the specimen.

However, since nuclear scattering typically dominates, it is common to ignore the contribution of valence bonding and instead approximate the scattering potential as a superposition of isolated atomic potentials in the so-called independent atom model (IAM). This approximation has been shown to be accurate to within 10\% for low $Z$-number materials \cite{1} and is accepted to be within about 5\% in typical cases \cite{2}, although the influence of valence electrons is more pronounced at the lower electron energies that are becoming ever more popular \cite{3}.
Further, however large that remnant is, it contains all of the chemistry of the specimen and is thus of great potential interest. Finally, more advanced imaging methods are able to directly reconstruct the electrostatic potential of the sample, whose theoretical description obviously requires valence bonding to be correctly accounted for.

1.1. Measuring the electrostatic potential

The contrast in high-resolution TEM (HRTEM) is typically produced by the intentional introduction of lens aberrations to alter the relative phases of the different spatial frequencies. The resulting interference causes an image with contrast depending strongly on the choice of aberrations, but which has been used to detect local changes in charge density [4].

More commonly, however, holography is instead employed to study local electromagnetic fields. In this technique, a reference wave in vacuum is used to interfere with the wave that is transmitted through the sample, which is called the image wave [5]. Off-axis holography uses a biprism to interfere the reference and image waves and is presently the most popular electron holography method. Although the detector recording the resulting interference can only provide an intensity image, the fringes that appear in this intensity provide a way of determining both the phase and amplitude of the image wave. For a thin and light, weakly diffracting sample, the phase is proportional to the projected potential plus a contribution from any magnetic field present, making it possible to measure local variations in both fields from the measured phase. However, the requirement of the reference wave typically limits this to regions of the sample close to vacuum. Holography also requires a high degree of coherence, and background images are needed to remove artifacts such as the influence of imperfections in the positively charged wire used for the biprism.

Multiple modes of phase imaging also exist for scanning TEM (STEM), which offers the added advantage of simultaneously available compositionally sensitive signals such as annular dark-field contrast [6]. For resolving electromagnetic fields, differential phase contrast (DPC) has been a popular choice.
The first proposed DPC detector consisted of four quadrants \[7\], providing modest sensitivity to shifts of the bright field (BF) disk. If the beam is initially illuminating all segments equally, when it encounters an electric or magnetic field with components perpendicular to the beam direction, it will be deflected by the Coulomb or Lorentz forces, causing an imbalance in the illumination of the segments. By determining the difference in the signals on the segments, one can calculate a deflection vector, and from this, a field vector. This allows DPC to map electric and magnetic fields at medium resolution, for example in devices such as \textit{p-n} junctions \[8\].

With such measurements, one is essentially measuring shifts in the center of “mass” (CoM) of the BF disk \[9\]. Especially at higher resolutions where the field varies on a scale similar to or smaller than the size of the probe itself, the BF disk does not always shift rigidly \[10\]. In such cases, the redistribution of intensity within the BF disk itself needs to be measured, and it becomes advantageous to have additional segments. This led researchers Shibata and co-workers to develop a 16-segment DPC detector \[11\], which was used to demonstrate atomic-resolution DPC imaging for the first time \[12\], followed later by electric field imaging of atomic columns as well as individual atoms \[13, 14\]. With the ability to map the local electric field also comes the ability to deduce the charge density via Maxwell’s equations \[15\]. The quality of such maps correlates with the ability to determine the CoM of the scattered intensity, and DPC detectors with even more segments are thus beneficial. We note that the University of Tokyo recently developed a 40-segment version of their DPC detector, which starts to resemble a small pixelated detector, albeit with a small number of curved “pixels”.

Fully-fledged pixelated detectors generally provide higher resolution images of scattering and can thus provide an even more accurate determination of the CoM \[10, 16, 17\]. This is particularly true with the development of direct detection cameras that avoid the use of a scintillator to convert electron hits into light \[18, 19\], making them far more efficient than conventional cameras. Direct electron detection cameras also generally offer far less noisy images, and their speed has been increasing rapidly. Such cameras have spurred interest in
so-called 4D-STEM \[20], in which the 2D scattering intensity is recorded at each probe position in a 2D scan. Speed, which is important because too slow a scan can cause motion blur in the data due to drift, has so far been an advantage of scintillator-based DPC detectors. However, as cameras increase in speed, the higher resolution maps of scattering available from 4D-STEM are increasingly advantageous for a higher-quality determination of the CoM.

4D-STEM provides the ability to computationally recreate any desired imaging mode after taking the data \[21\]. However, it also enables more advanced processing methods such as electron ptychography, which is a highly efficient means of computational phase imaging that harnesses redundancies available in 4D datasets. Various ptychographic algorithms exist. Iterative methods such as ePIE \[22, 23\] or mixed-state electron ptychography \[24, 25\] make use of redundancy contained in diffraction patterns taken from significantly overlapping regions of the sample to constrain the solution. Such iterative methods can be applied both with a defocused or in-focus probe, and often provide the possibility of removing the effect of the probe \[23\] or superresolution \[26\].

Direct non-iterative in-focus probe methods that rely on the interference of diffracted convergent beam electron diffraction (CBED) disks to determine the amplitude and relative phases of the transferred spatial frequencies also exist. Such direct methods include the single side-band method \[27–30\] or Wigner distribution deconvolution method \[31–33\], which also offer the possibility of post-acquisition aberration correction \[32\] or superresolution \[34\]. Ptychographic imaging also shows greater resilience to temporal incoherence than HRTEM, and does not require vacuum for a reference wave as holography does \[30\]. In-focus ptychography also provides the benefits of simultaneous Z-contrast annular dark-field images, complementing phase images by easing the discrimination of effects due to the total charge density and atomic number. Therefore, with both center of mass and ptychographic imaging benefiting, the development of fast and efficient cameras for 4D-STEM is enhancing our ability to study the local charge density in materials, albeit at the cost of significantly greater data volumes and computational effort.
1.2. Beyond independent atoms

These developments underline the increasing need for an accessible and reliable method to describe the full electrostatic potential of real materials for use in transmission electron microscopy scattering simulations. In this Review, we first survey the existing work that has been done towards this end, and then highlight recent exciting developments, especially concerning the use of the projector-augmented wave method of density functional theory instead of earlier more demanding all-electron approaches, making much bigger systems accessible for ab initio simulations without compromising accuracy. Finally, we finish with a brief look at what is becoming possible in terms of modeling and the experiment/theory interface in modern transmission electron microscopy.

2. State of the art

2.1. Description of the ab initio electrostatic potential

The electron density and thus electrostatic potential of a collection of atoms is described by their quantum mechanical ground-state wave function. However, due to the complicated many-body interactions of the electron states, that wave function cannot be analytically solved except for a few simple molecules. Different approximations have thus been developed to overcome this fundamental difficulty, with density functional theory (DFT) unarguably being the most popular and widely used framework [35]. In DFT, the many-body problem of $N$ electrons with $3N$ spatial coordinates is reduced to a variational solution for the three spatial coordinates of the electron density. This reduction is in principle exact, up to a term that describes electron exchange and correlation that is not analytically known.

While it is possible to solve the ground-state electron density for all electrons, including those in the core levels and in the valence, the numerical description of the orthogonal electron wave functions rapidly oscillating near the nuclei is computationally extremely expensive. Thus, some partition of the treatment of the cores and the valence is typically used to make calculations practical.
One of the most popular such approaches, originally developed by Slater [36], is the augmented plane wave (APW) method, where the electron density in non-overlapping volumes around each atom is described by atomic-like functions, which are smoothly connected by plane waves in the interstitial regions.

Most modern implementations have adopted the efficient linearized form of the APW method originally developed by Andersen [37], where the density near the atoms is described as a linear variation of atomic-like functions. In its so-called full-potential form (FLAPW), no assumptions about the shape of the potential inside the spheres are made (contrary to the early ‘muffin-tin’ approaches). This results in a highly precise description of the all-electron density, including any core relaxation effects. However, while accurate, this method is still computationally highly demanding, limiting its use to a few dozen or at most around one hundred atoms. For specimens of interest to TEM, especially in a realistic slab geometry, this is a severe limitation in capability.

More recently, so-called pseudopotential [38] and projector-augmented wave (PAW) methods [39] have become popular due to their greater computational efficiency. In these approaches, the core electrons are not described explicitly, but rather replaced either by a smooth pseudo-density near the nuclei or by analytical projector functions, which are also smooth in the core region. Both approaches are valid and useful, but the PAW method has the distinct advantage that the real (frozen) core electron density can be analytically recovered by inverting the projector functions. As such, it is arguably the most suitable approach for obtaining efficient and accurate ab initio electrostatic potentials for electron scattering simulations. This approach was pioneered by Pennington and co-workers who highlighted that the mean inner potentials of group-IV and group-III–V materials were up to 10% lower for PAW-based DFT calculations than those derived from IAM scattering factors [40], and in good agreement with FLAPW values found in the literature. Recently, Susi and co-workers further directly compared the spatial variation of the electrostatic potential obtained using the PAW method to a reference FLAPW calculation, finding them (unsurprisingly) essentially identical [41].
Table 1: ab initio simulations of the electrostatic potential of materials for TEM. In these works, electron scattering was not modelled, but the measured electrostatic potential or electric field was explicitly compared to the simulation. Core electrons have been treated in several ways: FLAPW denotes the accurate but expensive full-potential linearized augmented plane wave all-electron approach; PAW is the projector-augmented wave method, where the exact frozen core orbital density is described by analytic projector functions; and in the pseudopotential approach, the core density is instead replaced by a smooth pseudo-density.

| DFT code | Core electrons | Material         | Refs. |
|----------|----------------|------------------|-------|
| FLAPW    | FLAPW          | Si, Ge, MgO      | 42    |
| WIEN2K   | FLAPW          | Mg               | 43    |
| WIEN     | FLAPW          | MgB₂             | 44    |
| WIEN2K   | FLAPW          | amorphous C      | 45    |
| WIEN2K   | FLAPW          | Si, Ge, III-V    | 46    |
| GPAW     | PAW            | films, nanowires | 40    |
| VASP     | PAW            | graphene         | 14    |
| VASP     | PAW            | MoS₂             | 47    |
| VASP     | PAW            | Al₂O₃            | 48    |
| VASP/ELK | PAW, FLAPW     | MoS₂, WS₂        | 19    |
| VASP     | PAW            | SrTiO₃, BiFeO₃   | 49    |
| VASP     | PAW            | MoS₂, WS₂        | 50    |
| VASP     | PAW            | MoS₂             | 51    |

In Tables 1 and 2 we list published studies that have used DFT to calculate the electrostatic potential of a specimen in the context of transmission electron microscopy. We have chosen to limit ourselves to studies that have explicitly compared the potential or field itself, or a resulting image or diffraction pattern, to an experimental measurement, leaving out the numerous works where DFT has been used to model any specimen properties (such as strain) that indirectly influence image contrast. In many cases, only the mean inner potential (MIP) — the zeroth-order term in the Fourier expansion of the full Coulomb potential — of the material was computed, as this was sufficient to describe the experimental results, and no explicit electron scattering simulation was made (Table 1).
others, image simulations were performed based on the DFT potentials to go beyond the independent atom model (Table 2).

Since scattering simulations and 4D-STEM are explicitly real-space methods, there are some advantages, at least in terms of simplicity, in using a real-space DFT code. Furthermore, the description of vacuum regions that are typically required for TEM simulations is as computationally expensive as that of the interstitial regions between atoms when using plane waves, and Fourier transforms are required to recover the real-space electron densities. Of the methods that have been used to date, most FLAPW and vasp-based PAW approaches use reciprocal-space plane-wave bases for the wave functions. Instead, as arguably the most popular PAW-based real-space code [64, 65], gpaw is ideally suited for describing the scattering potential for TEM simulations. Furthermore, its excellent parallel scaling [65] and the option of using a highly efficient localized basis set [66] allow large systems with vacuum to be effectively treated.

Table 2: ab initio simulations of the electrostatic potential of materials for explicit TEM electron scattering simulations. See the caption of Table 1 for a description of the different treatments of core electrons.

| DFT code          | Core electrons | Material       | Refs. |
|-------------------|----------------|----------------|-------|
| WIEN2K            | FLAPW          | MgO            | 52    |
| WIEN2K            | FLAPW          | graphene, hBN  | [4] 53|
| SIESTA            | pseudo         | graphene       | 54    |
| QUANTUM ESPRESSO  | pseudo         | AlN            | 55    |
| EXCITING          | FLAPW          | graphene       | 56    |
| ABINIT/ELK        | pseudo         | WSe2           | 57    |
| WIEN2K            | FLAPW          | GaN            | 58    |
| VASP              | pseudo         | SrTiO3         | 59    |
| GPW               | PAW            | graphene, hBN  | [41] 60|
| CASTEP/WIEN2K     | pseudo, FLAPW  | hBN            | 61    |
| FPLO-18           | FLAPW          | graphene, hBN  | 62    |
| GPW               | PAW            | GaP            | 63    |
2.2. Simulation of electron scattering

Simulations are often required to interpret measurements obtained via different TEM imaging modalities, or to test ideas for a study. Notably, a significant number of 4D-STEM works rely heavily on simulations \[67\]–\[70\]. These are typically performed using either Bloch wave calculations \[71\]–\[72\], or the multislice algorithm \[73\]–\[74\]. Bloch wave methods do not scale favorably with system size, and thus 4D-STEM simulation studies usually employ the multislice method. This consists of two main steps: first, the electrostatic potential of all atoms is calculated and distributed into a series of 2D slices; and second, the electron wave is initialized and propagated through the potential slices.

In several published works that have used the \textit{ab initio} approach, only a single propagation through a projected 2D potential within the weak phase object approximation (WPOA) was performed \[4\]–\[53\], \[54\]–\[56\], \[62\]. Although this is a good approximation for very thin and light specimens, even for truly 2D materials composed of light elements, there seem to be small quantitative differences \[41\]. However, for thicker specimens, the projected potential is not sufficient for the description of dynamical diffraction. Accordingly, several recent works have performed full multislice simulations based on a 3D \textit{ab initio} electrostatic potential \[41\]–\[52\], \[57\]–\[61\], \[63\]–\[75\].

The multislice method is quite efficient for plane-wave or single-probe diffraction simulations; however, STEM experiments may record images with thousands or even millions of probe positions. Large 4D-STEM simulations thus require parallelization over multiple central processing units (CPUs) or use one or more graphics processing units (GPUs). Recently, Ophus developed the PRISM algorithm \[76\], which is a hybrid of the Bloch wave and multislice methods that offers a substantial speed-up for STEM simulations.

There are a large number of codes implementing multislice simulations with varying degrees of support and features; however, not all of these can output the full 4D signal. In Table \[3\] we list some prominent open-source codes that can model 4D-STEM signals. All of the listed codes currently use the IAM to calculate the electrostatic potential, apart from the recently released \textit{abTEM} code,
which was built to directly support simulations with \textit{ab initio} potentials through integration with the GPAW code. Heimes and co-workers also recently reported on the latter’s upcoming integration with the STEMsalabim code [63].

In terms of programming languages, simulation codes have typically been written in C++ or Fortran for high numerical performance, making them somewhat rigid with respect to the types of simulation modes that are readily available. We argue that the rapid recent growth of novel imaging techniques calls instead for flexible simulation tools that are easy to develop and adapt. The Python language has been gaining significant popularity in scientific computing in recent years, as it provides a low barrier to entry, easy code modification due to being an interpreted programming language, and an extensive list of open source projects to draw on.

Two recent codes, \textsc{abTEM} [60] and \textsc{py_multislice} [83], take advantage of Python to offer users increased customizability, while retaining high performance via the use of modern CPU- and GPU-accelerated software libraries such as PyTorch [84], CuPy [85], and Numba [86]. Other important open source projects for TEM include the Atomic Simulation Environment [87] for building atomic structures and interacting with atomistic simulation codes that are integral to

| Simulation code   | Language  | Features         | Refs. |
|-------------------|-----------|------------------|-------|
| EMSoft            | Fortran   | GPU              | 77    |
| \(\mu\text{STEM}\) | C++       | GPU, EELS        | 78    |
| MULTEM            | C++, Matlab| GPU, EELS        | 79    |
| STEMsalabim       | C++       | Multi CPU        | 80    |
| PRISMATIC         | C++       | Multi CPU/GPU, PRISM | 81    |
| Dr. Probe         | C++       | GPU              | 82    |
| \textsc{abTEM}    | Python    | GPU, PRISM, \textit{ab initio} | 60    |
| \textsc{py_multislice} | Python   | GPU, PRISM, EELS | 83    |

Table 3: Simulation codes that output the full four-dimensional scanning transmission electron microscopy (4D-STEM) signal that are open source and currently maintained.
abTEM, and py4DSTEM [88], which is being developed for the analysis of 4D-STEM data and includes integration into the open-source Python electron microscopy software, Nion Swift.

2.3. Experimental works

Finally, we wish to highlight some illustrative recent examples that clearly demonstrate how going beyond the independent atom model has been vital for describing experimental data in a quantitatively correct manner. Most commonly thus far, the mean inner potential of materials has been measured with electron holography and compared to an \textit{ab initio} calculation (see Table 1). After pioneering work by Kim on Si, Ge and MgO [42], several groups have extended such studies to other semiconductors, borides, oxides and carbon materials [43–46, 52]. Whenever an explicit comparison to the independent atom model was made, \textit{ab initio} values were consistently found to be lower and in better agreement with experiment. This tendency of the IAM to overestimate potential values was highlighted by very recent work on the mean inner potential of water [89], which compared it to several experimental measurements (see Fig. 1).

In terms of spatially resolved studies, hexagonal boron nitride (hBN) has arguably been the clearest example of a system where valence bonding plays an important role for electron scattering. In contrast to independent B and N atoms, where the stronger nuclear scattering from the N sites would be expected to lead to their greater image intensity, the greater electronegativity of N in the bonded ionic compound leads to significant charge transfer from the B atoms, enhancing the screening of the N nucleus. This almost completely negates the contrast difference between the two sites in HRTEM [4] (see Fig. 2) and ptychography [61], and can only be reproduced using an \textit{ab initio} electrostatic potential. This phenomenon was also responsible for the visibility of substitutional nitrogen sites in defocused HRTEM images of chemically doped graphene, again requiring an \textit{ab initio}-based potential to reproduce the experimental image contrast [4, 53].
As we have shown, details of the electronic configuration and potential derived from density functional theory (DFT) can be detected in TEM images with a high signal-to-noise ratio. The neutral-atom (IAM) charge distribution, which predicts a separation of the electronic charge in different regions with the same thickness. This means that the ionic distributions in the hexagon and the atom sites, on the basis of comparisons of experimental measurements, thereby the charge densities, which might not be deduced from the earlier calculations. Nevertheless, we successfully distinguish between two candidate models.

Errors. The neutral-atom (IAM) charge distribution, which predicts a separation of the electronic charge in different regions with the same thickness. This means that the ionic distributions in the hexagon and the atom sites, on the basis of comparisons of experimental measurements. Red-solid line corresponds to an independent atom model (IAM) calculation. For detail on the experiments and the cited references, please see the original article. Reproduced with permission from Ref. 89, Copyright © 2020, American Physical Society.

Figure 1: Comparison of mean inner potential (MIP) values of water from several experimental measurements. Red-solid line corresponds to an independent atom model (IAM) calculation. For detail on the experiments and the cited references, please see the original article. Reproduced with permission from Ref. 89, Copyright © 2020, American Physical Society.

Figure 2: Comparison of high-resolution transmission electron microscopy (HRTEM) images simulated with the independent atom model (IAM) to those simulated with an electrostatic potential derived from density functional theory (DFT). The overlaid red and green lines in panels (a) and (c) correspond to the line profiles plotted in panel (e). Reproduced with permission from Ref. 4, Copyright © 2011, Springer Nature.
Table calculations are listed alongside our experimental results in parameter optimization. It should be noted here that a parameter optimization considering the phase image wave convolution when the phase yielded identical parameters for the sample tilt and the experimental and simulated phase images for bilayer WSe$_2$. It should be noted that aberration correction has no influence on the averaged electron phases presented here.

Table I. Spatially averaged electron phase shifts for WSe$_2$ structures and several samples. The experimental spatially averaged phase for a monolayer is determined from an extrapolation of values acquired for thicker layers.  It should be noted that a calculated phase image obtained with the DFT method lies within the confidence interval for the experimental value. For the WSe$_2$ bilayer, the spatially averaged phase obtained using the DFT method yields the lowest average phase, while the IA methods deviate significantly more from the experimental values.

Another recent example is the comparison of atomically resolved off-axis holography of mono- and bilayer specimens of the transition metal dichalcogenide WSe$_2$ to simulations. An ab initio electrostatic potential was again required to accurately reproduce electron-optical phase images of the material, and near-perfect agreement with experimental data was obtained (see Fig. 3). Electron diffraction intensities are likewise highly sensitive to the inclusion of valence bonding, as was recently demonstrated for graphene and hBN, where only a scattering simulation with an ab initio potential could correctly reproduce the intensity ratio of the first two diffraction orders. While many of these examples are from two-dimensional materials, that is not due to any fundamental limitation; modern PAW-based DFT simulations can handle thousands of atoms, even when including an explicit description of van der Waals interactions.
3. Outlook

The rapid ongoing development of transmission electron microscopy instrumentation, imaging modalities, and analysis methods continues to expand its already impressive capabilities at a remarkable pace. At the same time, an intimate interplay with modeling is becoming ever more important, especially for techniques such as 4D-STEM and ptychography that aim at extracting novel physical information from each detected electron with the help of model-based reconstructions. Although these increase the computational cost and complexity of cutting-edge TEM work, such effort is still modest compared to the cost of density functional theory.

Advances in first-principles modeling codes and high-performance computing facilities are making ever-larger system sizes amenable for a physically more accurate description. Further, emerging developments in machine learning and instrument automation can be expected to drive a trend towards closer software integration, which is a need that new TEM simulation packages based on Python are particularly well-placed to meet.

While established simulation methods based on the independent atom model will continue to play an important role in routine work, we anticipate that the importance of accessing the full ab initio electrostatic potential will grow ever more significant over time. Overall, the sustained increase in the power and versatility of transmission electron microscopy as a tool of choice for materials science and structural biology shows no sign of abating, and modern simulation methods and software tools are poised to make an important contribution to advancing both our scientific research and technological development.
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