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Abstract

Clustering algorithms are ubiquitous in modern data science pipelines, and are utilized in numerous fields ranging from biology to facility location. Due to their widespread use, especially in societal resource allocation problems, recent research has aimed at making clustering algorithms fair, with great success. Furthermore, it has also been shown that clustering algorithms, much like other machine learning algorithms, are susceptible to adversarial attacks where a malicious entity seeks to subvert the performance of the learning algorithm. However, despite these known vulnerabilities, there has been no research undertaken that investigates fairness degrading adversarial attacks for clustering. We seek to bridge this gap by formulating a generalized attack optimization problem aimed at worsening the group-level fairness of centroid-based clustering algorithms. As a first step, we propose a fairness degrading attack algorithm for k-median clustering that operates under a whitebox threat model– where the clustering algorithm, fairness notion, and the input dataset are known to the adversary. We provide empirical results as well as theoretical analysis for our simple attack algorithm, and find that the addition of the generated adversarial samples can lead to significantly lower fairness values. In this manner, we aim to motivate fairness degrading adversarial attacks as a direction for future research in fair clustering.

1 Introduction

Clustering algorithms are unsupervised machine learning algorithms that are utilized in numerous application domains, generally to group similar but unlabeled data together. Some of these application fields include biology [1], facility location [2], computer vision [3], among others. Clustering algorithms essentially find patterns from the given dataset, and then using those to generate output clusters. Therefore, clustering algorithms, much like other machine learning algorithms, can amplify bias against certain minority protected groups and discriminate against them, if the dataset itself contains biases against certain groups [4].

This concern has recently given rise to the notion of group-level fairness in clustering, with numerous works extending the original ideas first proposed by Chierichetti et al [5]. These aim to either eliminate biases from the data prior to clustering (pre-processing) [6, 7], change the clustering algorithm itself to make it fair (in-processing) [2, 9], or modify the output clusters to make them fair (post-processing) [10, 11]. We refer the reader to [4] for a more detailed overview on the different approaches used for fair clustering. In supervised learning and other machine learning fields, along with a number of different fairness intervention approaches proposed, there has been work undertaken to also study adversarial attacks that can exacerbate algorithmic bias and unfairness [12, 13]. In stark contrast, while there have been many approaches for fair clustering proposed, very few works have studied adversarial attacks on clustering, and none have proposed adversarial attacks that degrade fairness.
Recent work has shown [16, 17] that clustering algorithms can indeed miscluster (lead to worsening performance) via the addition of adversarial input samples. However, most of this work has been localized to adversarial attacks that seek to change the output clusters in a non-deterministic fashion—the goal of the adversary is to increase the number of misclustered labels compared to the original clusters prior to the attack. In this work, we take a first step towards proposing adversarial attacks that instead degrade clustering fairness, and make clustering algorithms more unfair. We propose a simple algorithm for the widely utilized k-median centroid-based clustering algorithm, under a whitebox full knowledge threat model. To the best of our knowledge, this is the first work that studies adversarial attacks against clustering with the aim of reducing fairness, thus tackling one of the open problems first proposed in [4]. To summarize, we make the following contributions:

- We propose the first fairness degrading adversarial attack against clustering—specifically for k-median clustering where the adversary operates under a whitebox threat model (Sections 3-4).
- We provide theoretical as well as empirical analysis of our simple algorithm and demonstrate that it can effectively reduce clustering fairness on a number of real-world datasets (Section 5).
- We provide insights and possible directions for future work related to fairness degrading adversarial attacks against clustering algorithms (Section 6).

2 Related Works

Adversarial Attacks Against Clustering. While research on adversarial attacks against clustering algorithms is generally sparse, recent work has shown that clustering algorithms are vulnerable to blackbox adversarial attacks that increase the misclustering rate of the model [16, 17]. A blackbox attack is essentially a worst-case scenario for the attacker. Thus, the attack algorithms proposed by [16-20] demonstrate that the working of clustering algorithms can indeed be adversely impacted through poisoned data, which motivates our work. Note that since most of the aforementioned work specifically considers lowering performance as the adversary’s objective, the attack algorithms cannot be directly utilized to degrade clustering fairness. As we will show in subsequent sections, the attack optimization for degrading clustering fairness leads to an NP-Hard bi-level problem, which has not been considered in clustering literature before.

Fair Clustering. Researchers have recently studied clustering algorithms with fairness guarantees, or proposed fair variants to existing clustering algorithms. Most of this work has looked at centroid-based clustering, and fair algorithmic variants for the k-center and k-median clustering objectives were first proposed by Chierichetti et al [5]. Many works have followed that improve upon these ideas, either in terms of approximation rates [21, 22], allowing for multiple protected groups [22, 23], considering other clustering objectives [6, 8], or a combination of these, among others. Some works also look at alternate notions of fairness for clustering algorithms [9, 24].

Fairness Degrading Adversarial Attacks in Machine Learning. Fairness degrading attacks have been proposed for supervised learning and deep learning models [12]. Similar to our work in this paper, most fairness degrading attack problems for these learning models are also bi-level optimization problems [13, 14], which are generally challenging to solve. Moreover, due to the non-trivial nature of the problem, most of this work generally considers more empirical analysis and lacks theoretical guarantees. In our work, we seek to provide strong theoretical justifications for why our attack algorithm is highly effective in reducing clustering fairness, along with experimental results.

3 Attack Description and Threat Model

3.1 Problem Statement

We now present a formulation for the fairness degrading adversarial attack against clustering algorithms. Let $A_i$ and $A'_i$ denote the $i$-th row and $i$-th column of a matrix $A$. We make the following assumptions regarding the class of clustering algorithms we study in this paper—1) we only consider centroid-based clustering algorithms (such as k-center [25]); 2) we only consider hard cluster assignments, where data samples can only belong to one cluster and not have partial memberships across many clusters; 3) we restrict our study to clustering algorithms which take the number of clusters as input (such as k-means [26], k-median [27], etc.) and do not determine them as part of the clustering process (DBSCAN [28], hierarchical clustering [29], etc.).
We denote the original dataset as $X \in \mathbb{R}^{n \times d}$. For generality, we write the optimization problem in terms of an arbitrary clustering model $\mathcal{M}$, which takes in as input a dataset (such as $X$), and the number of clusters (denoted by $k \leq n$), and outputs a set of $k$ centroids denoted by $\mu \in \mathbb{R}^{k \times d}$. Data samples can then be assigned a cluster label $i$ using the centroid $\mu_i \in \mu$ which is closest to them.

For the fairness notions, 1) we consider only group-level fairness notions, and 2) notions that are specific to centroid-based clustering (as we are studying only centroid-based clustering algorithms). Many other clustering algorithms and fairness notions exist, but we defer their study to future work. Also, let the number of protected groups (such as gender, race, etc.) be $f \in \mathbb{N}$ and $\mathcal{G}(X, i)$ be a function that outputs a set containing all the points in $X$ that belong to the protected group $i \in [f]$. Note that data samples can only belong to one group at a time. We can thus generate a superset that contains all points in $X$ that belong to all protected groups, denoted by $G = \{G_i\}_{i=1}^f$ where $G_i = \mathcal{G}(X, i)$. To make these aforementioned assumptions explicit analytically, we denote the fairness notion using a fairness utility function $U_F$, which operates on the centroid set $\mu$ and the protected group set $G$, and outputs a scalar utility value. Higher utility values denote more fair models.

The attacker aims to add a certain number of adversarial samples, denoted by $X'$ to the original dataset, such that the fairness utility function $U_F$ is minimized. That is, the adversary aims to shift the original centroids $\mu$ to $\mu_{\text{adv}}$ by having the clustering model run on the combined dataset $X \cup X'$, such that $U_F(\mu_{\text{adv}}, G)$ is minimized. Note here that the fairness utility function is still evaluated on the original protected group memberships $G$ since adversarial samples cannot have protected group memberships (an algorithmically generated data sample cannot be of a particular ethnicity, for example). However, even if adversarial samples could have protected group membership labels, the adversarial attack problem then becomes trivial— it is now a label-spoofing problem, and is no longer related to clustering or machine learning. Finally, since the attacker has limited resources, there is a cost associated with the adversarial attack, denoted by $C_A$. Here, $C_A$ operates on the set of adversarial samples $X'$ and outputs a scalar value. This cost must be less than some threshold value $\epsilon$ where $\epsilon \geq 0$. We can now write the attack problem as an optimization problem for a fixed $X, G, k, \epsilon$:

$$\min_{X', \mu_{\text{adv}}} U_F(\mu_{\text{adv}}, G)$$

s.t. $\mu_{\text{adv}} = \mathcal{M}(X \cup X', k)$,

$C_A(X') \leq \epsilon$

We have now defined the attack problem we are considering in the paper, and we motivate all the aforementioned design choices using a threat model next. Also, as the above formulation is general, we can utilize a variety of definitions for centroid-based clustering using $\mathcal{M}$, as well as fairness notions using $U_F$. A number of different functions can also be used for the attacker cost $C_A$. Interestingly, the above optimization problem is a bi-level optimization [30], similar to attack optimizations formulated for fairness degrading attacks for supervised learning models [13, 14].

### 3.2 Threat Model

We now describe the threat model under which the adversary functions, among other details. Since we are considering clustering models, certain aspects of the threat model are predefined. For example, in the paper we consider training-time attacks, where the learning model is modified as a result of the adversarial data addition. Training-time attacks are an intuitive choice for clustering algorithms, as the training and testing sets are the same for clustering algorithms (due to the absence of class labels). A testing-time attack could be considered and would constitute using a nearest-centroid search to assign testing set samples to clusters. However, as this is different from attacking just the clustering approach, we defer this to future work.

The threat model is assumed to be as follows:

1. As a first approach, we consider a whitebox case scenario where the adversary knows the clustering objective being used (and associated parameters), as well as the dataset. Moreover, the adversary also knows the fairness notion that is being employed. Finally, the adversary can query and obtain current cluster centroids at any time. From the defender’s perspective this is the worst case, and thus, we seek to demonstrate that for a given cluster-
ing algorithm, there can be highly effective fairness degrading attacks that can be launched by an adversary.

2. As mentioned before, the attacker carries out a training-time attack, in that the clustering model $M$ is modified/optimized during the adversarial optimization process.

3. The goal of the attacker is to minimize the fairness utility function $U_F$ on the original dataset while minimizing their attack cost $C_A$.

3.2.1 Motivating the Threat Model

This can be motivated by considering a scenario where a production-level system (such as Microsoft’s TAY Chatbot [31]) is using a clustering algorithm in the back-end, and new data samples are provided by users in an online fashion which the model learns from (TAY utilized users’ tweets as part of the learning process). To ensure that their model is not becoming unfair, the system designers use a small subset of the data with known group-level memberships to measure the group-level fairness of the model based on some fairness metric [9].

Given that an adversary exists that has access to this original data subset (in our formulation this is $X$), the learning model $M$, as well as the fairness utility function $U_F$, the adversary can introduce data points $X'$ to degrade the fairness guarantees. If the number of samples introduced by the adversary are minimal yet the degradation in fairness is significant, such an attack can be hard to detect and rectify.

3.2.2 Function Definitions

We now discuss the choices for the clustering model ($M$), the fairness utility function ($U_F$), and the attacker’s cost ($C_A$) considered in the paper:

The Clustering Model. For the centroid-based clustering model $M$ we consider the k-median clustering objective [27]. Let the distance metric being used for clustering be denoted as $d : X \times X \to \mathbb{R}_{\geq 0}$. The goal of k-median clustering then is to partition the input dataset into $k$ clusters, while minimizing intra-cluster dissimilarity and maximizing inter-cluster similarity. For this, the algorithm chooses $k$ centroids for each cluster in a manner such that the distance metric between the cluster centroid and points in its partition is minimized. For k-median, the centers are also exemplars, and are chosen from the set of points that make up the original dataset. Define $\Omega(\mu, X) = \sum_{x \in X} \min_{\mu_i \in \mu} d(x, \mu_i)$. The k-median clustering objective is then defined using $\Omega$:

$$M_{k\text{-median}}(X, k) = \arg\min_{\mu' \in \mathbb{R}^k \times d} \Omega(\mu', X) \text{ s.t. } \mu' \subseteq X$$

The Fairness Notion. Since as part of our whitebox threat model, we assume explicit analytical knowledge of the fairness notion and fairness utility function $U_F$, our proposed attack algorithm should work with any fairness notion appropriately defined for k-median clustering. In the rest of the paper and our experiments, we consider the generalized balance fairness notion [10]. Balance is the most commonly used group-level fairness notion for clustering [4], and is suitably defined for k-median clustering [3]. Let $\rho_{a,b}$ denote the ratio between proportion of data points that belong to protected group $b \in [f]$, present in the overall dataset $X$ and present just in the cluster $a \in [k]$. This ratio $\rho_{a,b}$ can be calculated using the protected group set $G$ and knowledge of clusters (using centroid set $\mu$). Then, we can define the balance utility fairness function $U_F(\mu, G) \in [0, 1]$ as follows:

$$U_F(\mu, G) = \min_{a \in [k], b \in [f]} \min \left\{ \frac{1}{\rho_{a,b}}, \rho_{a,b} \right\}$$

As can be seen in the definition above, higher balance values signify more fair clustering models (the highest possible value being 1 and the lowest being 0). Thus, higher utility signifies more fairness.

The Adversary’s Cost. The attacker wishes to add as few points as possible, as we assume that adding more points gives the defender more knowledge of the attacker’s subversion efforts. This choice of attack cost also becomes more clear with the working of our attack algorithm which we

---

1 Interestingly, Microsoft did not have such a safeguard built in, which resulted in the chatbot becoming racist and misogynistic.
cover in later sections. Thus, we define the attack cost in a simple manner as \( C_A(X') = |X'| \). We defer the study of more nuanced attack costs as part of future work.

**The Specific Attack Optimization Problem.** Combining all the above definitions, we can rewrite the original attack optimization problem:

\[
\begin{align*}
\min_{X', \mu^{\text{adv}}} & \quad U_{\text{adv}}(\mu^{\text{adv}}, G) \\
\text{s.t.} & \quad \mu^{\text{adv}} = \arg\min_{\mu' \in \mathbb{R}^{k \times d}, \mu' \subseteq X} \Omega(\mu', X \cup X'), \\
& \quad |X'| \leq \epsilon
\end{align*}
\]

### 4 The Proposed Fairness Degrading Attack

We now describe our proposed approach for solving the bi-level attack optimization described in the previous section. Since we are attempting to solve a bi-level problem, we employ a two-step process that can provide us with feasible solutions. Let the original centers on \( X \) be denoted as \( \mu^0 \). As a preprocessing first step, we find possible adversarial cluster centers \( \mu^{\text{adv}} \) that decrease the fairness utility, ie \( U_{\text{adv}}(\mu^0) \geq U_{\text{adv}}(\mu^{\text{adv}}) \). Then, as part of our main attack algorithm, we aim to add adversarial data samples to the original dataset so as to realize these centers in the actual clustering. The preprocessing step is shown as Subroutine 1 (FindAdversarialCentroids). The main attack algorithm is shown as Algorithm 1 and uses the adversarial centers obtained via Subroutine 1.

**Subroutine 1: FindAdversarialCentroids**

**Input:** \( X, k, G, U_{\text{adv}} \)

**Output:** \( \mu^{\text{adv}} \)

1: select \( k \) centroids as set \( \mu' \) s.t. \( U_{\text{adv}}(\mu', G) \) is minimal
2: while fairness utility \( U_{\text{adv}}(\mu', G) \) decreases do
3: for each pair \((m, p) \in \mu' \times (X \setminus \mu')\) do
4: consider the swap between \( p \) and \( m \):
5: compute change in \( U_{\text{adv}}(\mu', G) \)
6: if change in \( U_{\text{adv}}(\mu', G) \) is the current best:
7: set \((m^*, p^*) \leftarrow (m, p)\)
8: end for
9: if best swap decreases \( U_{\text{adv}}(\mu', G) \) swap \( p^* \) and \( m^* \)
10: end while
11: return \( \mu' \) as \( \mu^{\text{adv}} \)

**Subroutine 1.** The proposed approach is based on the Partitioning-Around-Medoids (PAM) algorithm [27] which is widely used as a heuristic for solving the NP-Hard k-median objective. Initially, we select the set \( \mu' \) by greedily and iteratively picking points from \( X \) that decrease the fairness utility \( U_{\text{adv}}(\mu', G) \) the most (line 1). After obtaining this temporary center set, we begin the while loop which iterates till the fairness utility does not change (line 2). In this loop, we find the best medoid, non-medoid pair \((m^*, p^*)\) to swap, so that this leads to the largest decrease in fairness utility (lines 3-10). Now, since FindAdversarialCentroids is based on PAM, it also inherits the latter’s convergence and stability properties. To summarize, if \( \mu^{\text{adv}} \) is returned via FindAdversarialCentroids, and \( \mu^0 \) are the set of original centers obtained by just running PAM (k-median algorithm) on \( X \), then we know that \( U_{\text{adv}}(\mu^{\text{adv}}) \leq U_{\text{adv}}(\mu^0) \) since swaps are made in a greedy fashion.

**Algorithm 1.** We first provide a high-level overview of the working of Algorithm 1, and then a more detailed explanation for our approach. Basically, to minimize the k-median clustering objective, we transform the minimization objective in terms of \( \Omega \) to a submodular maximization problem. This allows us to solve the k-median problem in a structured manner while ensuring the centroid set eventually becomes the adversarial center set \( \mu^{\text{adv}} \) obtained from Subroutine 1. Next, since we can easily obtain the center set for the k-median problem by maximizing this submodular function, we iteratively check the centroids obtained and keep adding points at adversarial center locations till the adversarial centroids are the obtained k-median centroids/medoids. If we add more points than the
We do this by first defining a phantom. This is clearly a monotone submodular function, and it can be trivially verified that maximizing \( \Theta(\mu, X) = \Omega(\{\hat{\mu}\}, X) - \Omega(\{\hat{\mu}\} \cup \mu, X) \) for a center set \( \mu \) of any length, and any \( X \).

Thus, the goal of the attack algorithm is to ensure that the optimal clustering center set obtained on \( X \) is close to an optimal solution for the k-median problem. Thus we check to see if the adversarial centers are the same as obtained via the center set obtained via this iterative formulation is close to an optimal solution for the k-median clustering problem. We initialize \( X' \) to be an empty set line 4. Then we begin a while loop (lines 4-14) that returns the empty set if we exhaust the attacker’s resources (line 6). Subsequent to this, we check to see how close the adversarial centers are to being a good approximation to the k-medoids objective for the current \( X' \), so as to eventually return a feasible solution.

For this we utilize the seminal greedy approach of Nemhauser [32] for submodular function maximization (utilized in line 8). If \( \mu_0 \) is initialized as an empty set, this can be defined using the iterative step: \( \mu_i^* = \mu_{i-1}^* \cup \{ \arg \max_{x \in X \cup X'} \{ \Theta(\mu^* \cup x, X \cup X') - \Theta(\mu^*, X \cup X') \} \}, \forall i \in [k] \). Therefore, the center set obtained via this iterative formulation is close to an optimal solution for the k-median clustering problem. Thus we check to see if the adversarial centers are the same as obtained via this greedy approach and if so, return the adversarial center set \( X' \) (line 9). The remainder of the algorithm (lines 10-15) basically keeps adding adversarial samples at locations \( \mu_i^* \) for \( i \in [k] \) to \( X' \), till the centers obtained by greedy submodular maximization are equal to \( \mu_i^* \). Here the for loop (line 10) aims to do this sequentially for each cluster center, and the while loop (line 11) adds points to \( X' \) till the greedy submodular maximization condition is met. However, note every time

maximum allowable attacker cost (\( \epsilon \)) we return with no solution for \( X' \). In this case, \( \epsilon \) would have to be increased to a larger value that will allow us to compute a feasible \( X' \). Finally, an intuitive justification for why adding adversarial samples to \( X' \) directly at centroids locations of \( \mu_i^* \) helps us obtain \( \mu_i^* \) as the optimal center set, can be derived from the k-median clustering objective itself. Essentially, by adding points at centers in \( \mu_i^* \), clustering costs will increase for all other candidate center sets except for centers in \( \mu_i^* \) (refer to the definition for \( \mathcal{M}_{k, \text{median}} \)). Moreover, there has to be an upper bound on the number of adversarial samples required to be added till the centroid set \( \mu_i^* \) is realized. This claim can be understood by the following argument– considering we added an infinite number of points at each given adversarial center, these would be the optimal centers as there is infinite mass at these locations, making them the candidate center (medoid/exemplar) set with the lowest clustering cost for solving the k-median problem.

Thus, the goal of the attack algorithm is to ensure that the optimal clustering center set obtained on \( X' \) is very close to the adversarial centers obtained by Subroutine 1 (line 1). We also assume, without loss of generality, that adversarial center sets are ordered and can be accessed using the cluster label. Then, as mentioned above– even though the original k-medoids clustering objective using \( \Omega \) is hard to optimize for, it can be converted into a submodular function to ease minimization. We do this by first defining a phantom center \( \hat{\mu} \) that satisfies the condition in line 2. Then using \( \hat{\mu} \) we can convert the k-median objective– in line 3, we define the modified clustering objective function \( \Theta \). This is clearly a monotone submodular function, and it can be trivially verified that maximizing \( \Theta \) is equivalent to minimizing \( \Omega \), thus minimizing the k-median clustering objective \( \mathcal{M}_{k, \text{median}} \). We can thus exploit the submodularity of \( \Theta \) to generate the adversarial sample set \( X' \) close to the optimal clustering solution. We initialize \( X' \) to an empty set in line 4. Then we begin a while loop (lines 4-14) that returns the empty set if we exhaust the attacker’s resources (line 6). Subsequent to this, we check to see how close the adversarial centers are to being a good approximation to the k-medoids objective for the current \( X' \), so as to eventually return a feasible solution.

For this we utilize the seminal greedy approach of Nemhauser [32] for submodular function maximization (utilized in line 8). If \( \mu_0 \) is initialized as an empty set, this can be defined using the iterative step: \( \mu_i^* = \mu_{i-1}^* \cup \{ \arg \max_{x \in X \cup X'} \{ \Theta(\mu^* \cup x, X \cup X') - \Theta(\mu^*, X \cup X') \} \}, \forall i \in [k] \). Therefore, the center set obtained via this iterative formulation is close to an optimal solution for the k-median clustering problem. Thus we check to see if the adversarial centers are the same as obtained via this greedy approach and if so, return the adversarial center set \( X' \) (line 9). The remainder of the algorithm (lines 10-15) basically keeps adding adversarial samples at locations \( \mu_i^* \) for \( i \in [k] \) to \( X' \), till the centers obtained by greedy submodular maximization are equal to \( \mu_i^* \). Here the for loop (line 10) aims to do this sequentially for each cluster center, and the while loop (line 11) adds points to \( X' \) till the greedy submodular maximization condition is met. However, note every time
we move on to a new cluster, adversarial data addition might invalidate the greedy selection for a previous cluster. That is, an adversarial center obtained as a cluster center in the previous iteration of the for loop (line 10) might no longer be the cluster center in the current iteration due to new adversarial points added at the next adversarial center location. This is why we have the initial while loop (line 5), as it allows us to repeat this process till the overall checking condition is met (line 9).

To summarize, we are attempting to find the adversarial sample set \( X' \) such that when we utilize the greedy approach of [32] for maximizing \( \Theta \) on \( X \cup X' \) we obtain the adversarial center set \( \mu^{adv} \).

Also, as mentioned before, we can also discuss the convergence of the while loop (line 5) in Algorithm 1, ie, can we even obtain \( \mu^{adv} \) as the cluster centers by adding points at these adversarial center locations? We can answer this question in the affirmative with a simple argument: consider adding a large number of points at each adversarial center for all \( k \) centers by adding points at these locations in \( X' \). Since possible options for centers are finite (they have to be a subset of \( X \cup X' \)), a large enough point mass at each adversarial center will eventually lead to that point being selected as the medoid/center. This can be verified by observing the definition for \( \mathcal{M}_{k\text{-median}} \) and \( \Omega \) as well. Thus, Algorithm 1 converges.

We can now also give theoretical justification for the performance of Algorithm 1. We present this result as Theorem 4.1. Essentially, this results tells us that the adversarial samples \( X' \) obtained using Algorithm 1 lead to the adversarial center set \( \mu^{adv} \) being a \( 1-1/e \) approximation for the optimal k-median clustering on the combined dataset \( X \cup X' \). That is, Algorithm 1 generates adversarial samples that allow for the adversarial centers (which are known to decrease fairness) to be close to the optimal k-median clustering solution, thus leading to a successful fairness degrading attack.

**Theorem 4.1.** Let \( \mu^{OPT} \) be the optimal centers for the k-median clustering problem on \( X \cup X' \) (defined using \( \Theta \)) where the adversarial sample set \( X' \) is obtained via Algorithm 1 and \( \mu^{adv} \) denotes the adversarial center set obtained via Subroutine 1, then \( \mu^{adv} \) is a \( (1-1/e) \) approximation to \( \mu^{OPT} \), ie, \( \Theta(\mu^{adv}, X \cup X') \geq (1-1/e)\Theta(\mu^{OPT}, X \cup X') \).

Under a commonly made assumption regarding the clusters being well-separated [33], we can even provide an upper bound for the maximum attacker cost, given by \( \epsilon \). This is shown in Theorem 4.2.

**Definition 4.1. (Well-separated Clusters).** These are defined for a given \( k \) and dataset \( X \) as a set of cluster partitions \( \{P_1, P_2, ..., P_k\} \) on the dataset, s.t. points belonging to each \( P_i \subseteq X \) are closer to each other than any points belonging to \( P_j \subset X \) where \( i \neq j, \forall i, j \in [k] \).

**Theorem 4.2.** For a well-separated k-median clustering problem and \( \sigma_i = \min_{x \in P_i} \sum_{x' \in P_i} d(x, x') \), the maximum size of the adversarial sample set \( X' \) obtained using Algorithm 1 is bounded as:

\[
\epsilon \leq \sum_{i \in [k]} |P_i| \left[ \frac{\left( \sum_{x \in P_i} d(x, \mu_i^{adv}) - \sigma_i \right)}{\min_{y \in P_i \setminus \mu_i^{adv}} \sum_{x \in P_i \setminus \mu_i^{adv}} d(x, y)} \right]
\]

5 Results

In this section, we provide empirical results showcasing the working of Algorithm 1 on real datasets. We consider the following 3 UCI datasets for experiments:

1) **Adult** [34]. The UCI adult dataset consists of 10000 samples with 5 features (age, education-num, final-weight, capital-gain, hours-per-week) chosen for clustering. The original dataset contains 48842 samples, but like previous works [5], [35] we remove missing values and undersample to 10000 samples. The protected groups are white, black, asian-pac-islander, amer-indian eskimo, other signifying the feature race. Therefore, \( n \times d = 10000 \times 5 \).

2) **Bank** [36]. The UCI bank dataset contains 45211 samples and 3 features (age, balance, duration), i.e. \( n \times d = 45211 \times 3 \). The protected groups for bank are married, single, divorced signifying marital status.

3) **Creditcard** [37]. The UCI creditcard data comprises of 30000 samples \( (n) \) with 23 features \( (d) \). The protected groups are higher and lower education signifying the feature education.

In the experiments that follow, we vary the number of clusters \( k \) from 2 to 4 and then run Algorithm 1 to carry out the fairness degrading attack on k-median clustering for each value of \( k \). Furthermore, as mentioned before we utilize balance as the fairness utility function. Also, we set \( \epsilon \) to a large
number for these experiments to showcase how much adversarial sample addition would actually be required to realize the adversarial centers found by Subroutine 1. In Table 1, we present the results obtained. We find that we can effectively decrease fairness under our threat model, while incurring minimal attacker cost, that is, very few adversarial samples are added. As can be seen in Table 1, for each choice of \( k \) we obtain the fairness utility function \( \mathcal{U}_F \) before the attack (centroids obtained by clustering on \( X \)) and after the attack (centroids obtained by clustering on \( X \cup X' \)). In all cases we find that we can minimize balance to make it the lowest possible value (0.0) with only very few adversarial samples added. This can be seen in the column showcasing attacker cost \( \mathcal{C}_A(X') \) where the size of the adversarial sample set \( X' \) is a small fraction of the original dataset \( X \). Also note that for \( k = 3 \) and \( k = 4 \) for the Adult dataset, the original clustering itself leads to a fairness value of 0.0, which cannot be minimized further, and thus there is no reason to attack.

### 6 Discussion

**Extending and improving attack algorithms.** Currently, Algorithm 1 is very simplistic as we are just adding adversarial points at fixed locations. While these locations are not known to the defender, the adversarial data could still be found and removed if the data addition is excessive (although in our experiments we find that data addition is very minimal). However, better algorithms for both Subroutine 1 and Algorithm 1 can be proposed for future work. Moreover, an algorithm that directly tackles the bi-level attack optimization might be even more effective, albeit non-trivial to devise. Furthermore, stronger theoretical guarantees could be provided in future work– the approximation ratio currently provided as part of Algorithm 1 is based on the modified clustering objective function \( \Theta \) and not the original function \( \Omega \). An extension of our work could be to propose an attack algorithm for which theoretical guarantees can be given based on the original clustering objective.

**Attack transferability to fair clustering approaches.** An important research question relates to whether our attack (and associated adversarial samples) can be thwarted through fair clustering approaches, forming a defense approach against fairness degrading attacks. In the context of adversarial sample transferability [68], this can be rephrased as– do adversarial samples generated by a fairness degrading adversarial attack algorithm transfer across fair clustering approaches and worsen their performance? This question is not trivial to answer, as all fair clustering approaches require protected group memberships for samples in the data, and in our current threat model adversarial samples cannot possess protected group labels. For future work, this problem could be considered further, possibly by modifying the threat model.

### 7 Conclusion

In this paper, we propose the first fairness degrading adversarial attack against clustering algorithms. We consider the popular k-median clustering algorithm and the balance fairness metric, and provide an attack algorithm that can easily degrade fairness while incurring minimal attacker cost (formulated as the number of adversarial samples added). We provide theoretical results for the performance of our attack algorithm under an assumed whitebox threat model, which is the worst-case scenario for the defender. We also undertake experiments on real data, and find that our attack is highly effective, and can easily reduce fairness while adding very few adversarial samples.
References

[1] Jinwook Seo and Ben Shneiderman. Interactively exploring hierarchical clustering results [gene identification]. Computer, 35(7):80–86, 2002.

[2] Christopher Jung, Sampath Kannan, and Neil Lutz. A center in your neighborhood: Fairness in facility location. arXiv preprint arXiv:1909.09041, 2019.

[3] Hichem Frigui and Raghu Krishnapuram. A robust competitive clustering algorithm with applications in computer vision. IEEE transactions on pattern analysis and machine intelligence, 21(5):450–465, 1999.

[4] Anshuman Chhabra, Karina Masalkovaitė, and Prasant Mohapatra. An overview of fairness in clustering. IEEE Access, pages 1–1, 2021.

[5] Flavio Chierichetti, Ravi Kumar, Silvio Lattanzi, and Sergei Vassilvitskii. Fair Clustering Through Fairlets. In NeurIPS, pages 5029–5037, 2017.

[6] Melanie Schmidt, Chris Schwiegelshohn, and Christian Sohler. Fair Coresets and Streaming Algorithms for Fair k-means. In Approximation and Online Algorithms - 17th International Workshop, WAOA, volume 11926 of Lecture Notes in Computer Science, pages 232–251, 2019.

[7] Imtiaz Masud Ziko, Eric Granger, Jing Yuan, and Ismail Ben Ayed. Clustering with Fairness Constraints: A Flexible and Scalable Approach. CoRR, abs/1906.08207, 2019.

[8] Matthäus Kleindessner, Samira Samadi, Pranjal Awasthi, and Jamie Morgenstern. Guarantees for Spectral Clustering with Fairness Constraints. In ICML, volume 97, pages 3458–3467, 2019.

[9] Xingyu Chen, Brandon Fain, Liang Lyu, and Kamesh Munagala. Proportionally Fair Clustering. In ICML, volume 97, pages 1032–1041, 2019.

[10] Ian Davidson and S. S. Ravi. Making Existing Clusterings Fairer: Algorithms, Complexity Results and Insights. In AAAI, pages 3733–3740, 2020.

[11] Vedant Nanda, Samuel Dooley, Sahil Singla, Soheil Feizi, and John P. Dickerson. Fairness through robustness: Investigating robustness disparity in deep learning. In Proceedings of the 2021 ACM Conference on Fairness, Accountability, and Transparency, FAccT ’21, page 466–477, New York, NY, USA, 2021. Association for Computing Machinery.

[12] Ninareh Mehrabi, Muhammad Naveed, Fred Morstatter, and Aram Galstyan. Exacerbating algorithmic bias through fairness attacks. arXiv preprint arXiv:2012.08723, 2020.

[13] Antonio Emanuele Cinà, Alessandro Torcinovich, and Marcello Pelillo. A black-box adversarial attack for poisoning clustering. Pattern Recognition, page 108306, 2021.

[14] Battista Biggio, Ignazio Pillai, Samuel Rota Bulò, Davide Ariu, Marcello Pelillo, and Fabio Roli. Is data clustering in adversarial settings secure? In Proceedings of the 2013 ACM Workshop on Artificial Intelligence and Security, AISec ’13, page 87–98, New York, NY, USA, 2013. Association for Computing Machinery.

[15] Hongyan Chang, T. Duy Nguyen, Sasi Kumar Murakonda, Ehsan Kazemi, and Reza Shokri. On adversarial bias and the robustness of fair machine learning. arXiv preprint arXiv:2006.08669, 2020.

[16] David Solans, Battista Biggio, and Carlos Castillo. Poisoning attacks on algorithmic fairness. arXiv preprint arXiv:2004.07401, 2020.

[17] Battista Biggio, Konrad Rieck, Davide Ariu, Christian Wressnegger, Igino Corona, Giorgio Giacinto, and Fabio Roli. Poisoning behavioral malware clustering. In Proceedings of the 2014 Workshop on Artificial Intelligent and Security Workshop, AISec ’14, page 27–36, New York, NY, USA, 2014. Association for Computing Machinery.

[18] Jonathan Crussell and Philip Kegelmeyer. Attacking dbscan for fun and profit. In Proceedings of the 2015 SIAM International Conference on Data Mining, pages 235–243. SIAM, 2015.
[21] Arturs Backurs, Piotr Indyk, Krzysztof Onak, Baruch Schieber, Ali Vakilian, and Tal Wagner. Scalable Fair Clustering. In ICML, volume 97, pages 405–413, 2019.

[22] Ioana Oriana Bercea, Martin Groß, Samir Khuller, Aounon Kumar, Clemens Rösnner, Daniel R. Schmidt, and Melanie Schmidt. On the Cost of Essentially Fair Clusterings. In APPROX/RANDOM, volume 145 of LIPIcs, pages 18:1–18:22. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2019.

[23] Clemens Rösnner and Melanie Schmidt. Privacy preserving clustering with constraints. arXiv preprint arXiv:1802.02497, 2018.

[24] Mehrdad Ghadiri, Samira Samadi, and Santosh S. Vempala. Socially Fair k-means Clustering. In F AccT ’21: 2021 ACM Conference on Fairness, Accountability, and Transparency, pages 438–448, 2021.

[25] Dorit S Hochbaum and David B Shmoys. A best possible heuristic for the k-center problem. Mathematics of operations research, 10(2):180–184, 1985.

[26] S. Lloyd. Least Squares Quantization in PCM. IEEE Transactions on Information Theory, 28(2):129–137, 1982.

[27] Leonard Kaufman and Peter J. Rousseeuw. Clustering by means of medoids, 1987.

[28] Martin Ester, Hans-Peter Kriegel, Jörg Sander, and Xiaowei Xu. A Density-based Algorithm for Discovering Clusters in Large Spatial Databases with Noise. pages 226–231, 1996.

[29] Sanjoy Dasgupta. A cost function for similarity-based hierarchical clustering. In Proceedings of the forty-eighth annual ACM symposium on Theory of Computing, pages 118–127, 2016.

[30] Benoît Colson, Patrice Marcotte, and Gilles Savard. An overview of bilevel optimization. Annals of operations research, 153(1):235–256, 2007.

[31] Simon Caton and Christian Haas. Fairness in Machine Learning: A Survey. CoRR, abs/2010.04053, 2020.

[32] George L. Nemhauser, Laurence A. Wolsey, and Marshall L. Fisher. An analysis of approximations for maximizing submodular set functions—i. Mathematical programming, 14(1):265–294, 1978.

[33] Pang-Ning Tan, Michael Steinbach, and Vipin Kumar. Introduction to Data Mining. Pearson Education India, 2016.

[34] Ron Kohavi. Scaling Up the Accuracy of Naive-Bayes Classifiers: A Decision-Tree Hybrid. In KDD, pages 202–207, 1996.

[35] Savitha Sam Abraham, Sowmya S Sundaram, et al. Fairness in clustering with multiple sensitive attributes. arXiv preprint arXiv:1910.05113, 2019.

[36] Sérgio Moro, Paulo Cortez, and Paulo Rita. A Data-driven Approach to Predict the Success of Bank Telemarketing. Decis. Support Syst., 62:22–31, 2014.

[37] I-Cheng Yeh and Che-hui Lien. The Comparisons of Data Mining Techniques for the Predictive Accuracy of Probability of Default of Credit Card Clients. Expert Syst. Appl., 36(2):2473–2480, 2009.

[38] Nicolas Papernot, Patrick McDaniel, and Ian Goodfellow. Transferability in machine learning: from phenomena to black-box attacks using adversarial samples. arXiv preprint arXiv:1605.07277, 2016.