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Abstract
The development of IoT technologies and social network services (SNS) are contributing to the growth of big data. However, the vast amount of data makes it difficult for users to find the information they need, and as a result, the demand for a system that provides the desired information in a well-organized form is increasing. Many studies are being conducted to extract desired information from data, and application studies such as automatic report generation are also being conducted. To generate a report for a given topic, a report generation system is required to extract essential information from big data and re-organize it in a compact form. Image selection system also plays an important role in automatic report generation as insertion of appropriate images can increase the completeness and readability of the report. In this study, we propose an image selection framework for recommending an appropriate image for a part of a report by combining textual information used in text-based image retrieval and visual features used in content-based image retrieval. In addition, the proposed image selection framework adopts an image filtering module that is specially designed for filtering out some images that are not suitable for use in reports. Through experiments on two datasets and comparative experiment with state-of-the-art work, we confirmed that our proposed method recommends images that fit the user’s intention, and its practical applicability.
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1 Introduction

Over the past few years, IoT technology has developed significantly and has been applied to various fields of human life such as smart homes, wearables, and healthcare, making our lives more convenient and enriching. Consequently, it has become possible to collect tremendous amounts of information from IoT devices along with the Internet and social network service (SNS), which makes a significant contribution to the collection of big data. However, we cannot help but wonder whether the vast amount of data is trustworthy. IBM newly defined veracity as a fourth characteristic of big data representing the reliability of data. According to statistics measured by IBM in 2016, poor quality data costs $3.1 trillion every year. Similarly, because it has become difficult to obtain compact and well-organized information for users’ requests from vast amounts of data, the demand for data analysis technology has naturally increased.

Owing to such demand, methodological studies on extracting core and meaningful information from data and application studies such as automatic report generation using various types of data are being conducted. Automatic report generation is a technology that automatically generates report-type documents by organizing and summarizing various types of data on a given topic. Although reports are mainly written based on text, when appropriate images are inserted that well represent paragraphs or phrases, the readability and completeness of the report can be improved. Image search engines such as Google and Bing are commonly used to find images to be inserted in reports. However, it is costly and tiresome for users to look over all the numerous images in search results. In this regard, we propose a framework that automatically selects an appropriate image for a given part of the report by ranking candidate images. Although there have been several studies on image retrieval, the image selection method proposed in this paper is different in that it proposes an overall framework for the specific purpose of automatic report generation.

Report generation in this paper means creating a text summary of numerous news articles and inserting an image that represents the given summary sentence. Figure 1 shows an example of automatically generated report and our proposed image selection module applied to it. When a user inputs a query, news articles related to the query are obtained from the database, and the text part of the report is created by extracting the core contents of the articles through the text summarization process. The goal of our proposed image selection framework is to select the most appropriate image for the given query from the numerous candidate images, which are included in the related news articles used in the text summarization process. To achieve the specific purpose of selecting images for reports, the proposed image selection framework comprises three modules: candidate image filtering, image scoring, and ranking modules. The candidate image filtering module primarily filters out unsuitable images for use in reports. To achieve this, primary candidate images obtained from a database are filtered through an image classifier based on a deep neural network that has been trained to meet the purpose of our study. Subsequently, in the image scoring module, each candidate image is matched with a part of the report presented as phrases, using both textual and visual features. Finally, in the ranking module, the final score for each image is obtained by combining the text-text and image-text matching scores, and the candidate with the highest score is selected as the most suitable image for the given part of the report.

The remainder of this paper is organized as follows. The following section reviews related works on image retrieval, which is the core subject of this study. Section 3 presents detailed...
descriptions of each module along with the overall structural description of the proposed image selection framework. In Section 4, the experimental results of the proposed method using various queries and data and comparative experimental results with state-of-the-art work are presented. Finally, we conclude our work and present the direction of future work in Section 5.

2 Related works

Text-based image retrieval [15, 34, 37], which recommends an image by matching the text information such as title and tag annotated from the candidate images when a query is provided in text, is applied to image search engines such as Google and Flickr. Chaudhary et al. proposed a text-based image retrieval framework for three categories of complex queries: long, ambiguous, and abstract by comprising knowledge base construction and an image retrieval module [3]. Qian et al. proposed a tag-based image retrieval system with a topic diverse re-ranking method [25]. Text-based image retrieval is more user-friendly than content-based image retrieval, where image is queried, and fit more general image search situations. Nonetheless, this scheme has several drawbacks. One is that it retrieves numerous candidate images from the database that do not fit the user’s intention. This problem arises from the semantic difference between the text information annotated in the image and the query entered by the user [27]. This often occurs when the query is out of the range of the annotated image in the database, or the query is not detailed. The other is that it retrieves images only by relying on tagged text information, and that additional work is required after text-based image search in order to utilize advanced search options such as color and resolution provided by various image search engines. Therefore, further refinements are required for more reliable image retrieval.
To address the above-mentioned problem, content-based image retrieval methods have been proposed. Content-based image retrieval [7, 13, 18, 32] is a technology that selects an appropriate image when a query is provided as an image. To this end, after analyzing the content information included in the image and representing it as a feature vector, the similarities between the two feature vectors of the query image and the candidate images from the database are calculated, and an image with high similarity is recommended. Related studies include a method of converting images into feature vectors using deep learning techniques and calculating similarity [32]. Su et al. proposed three types of content-based image retrieval strategies to achieve high-quality image retrieval performance in terms of unsupervised, semi-supervised and supervised using conceptual features [29]. However, these existing studies depend on the performance of the feature extractor and have the disadvantage of not being able to extract detailed information such as specific people and places. Therefore, hybrid approaches for text-based and content-based image retrieval are necessary.

Existing hybrid approaches [8, 10, 16, 19, 20, 31] that utilize both visual and textual features in the field of image retrieval have been used for specific purposes, such as improving the performance of image retrieval [31], and visual question answering (VQA) [16]. Vu et al. [31] proposed a unified framework for clustering and re-ranking images. Their approach aims to improve the general performance of text-based image retrieval for queries composed of simple words rather than sentence queries used in our study. Liang et al. [16] proposed a focal visual-text attention (FVTA) network for VQA. Their research uses both visual and textual features for finding images that can answer a given question.

Similar to our study, there are studies with the goal of retrieving images suitable for a text query [9, 19]. However, Liu et al. [19] used only the image-text matching module, and Ide et al. [9] also used only the text-text matching module, while our study uses both image-text and text-text matching modules. Additionally, our proposed framework includes a module to filter images representing graphs or tables that are not appropriate as representative images. On the whole, in order to serve the specific purpose of automatic report generation, our study proposes an overall framework of image selection system that uses both text-text and image-text matching modules in addition to image filtering. Images to be inserted in the report in our proposed system have the purpose of representing given sentence or paragraph, and it is desirable to avoid images such as graphs and tables in which numbers or characters are the main content. The image selection framework proposed in this study is designed by considering all the aforementioned criteria in this section, confirming its effectiveness through experiments on text queries.

3 Proposed methods

In this section, we introduce an automatic image selection framework with three core modules: candidate image filtering, image scoring, and ranking module. We first examine the entire systematic structure of our proposed model and describe the workflow for each module. Detailed descriptions of each module and applied techniques are demonstrated.

3.1 Overall workflow

Figure 2 depicts the overall processing structure of the automatic image selection framework. First, it receives the summarized text phrase as a query from the automatic report generation
system. When the text query is provided, primary candidate images and correspondingly annotated captions are obtained from the database. At this point, publicly available datasets or a manually collected dataset used in the automatic report generation system can be employed. Note that the image caption should be provided in pairs with the image. In the case of using public search engines such as Google, a technique for directly extracting the image caption can be applied. The obtained primary candidate images are passed through the image filtering module to filter out inappropriate images for a report through deep-learning-based image classifier, which is described in Section 3.2. Then, filtered candidate images are input to the image scoring module that calculates the text-text and image-text matching score. In the text-text matching flow, the semantic similarities between the given text query and the caption of the candidate images are calculated. In the image-text matching flow, feature values of candidate images are used for similarity calculation. To calculate the semantic similarity between a text query and image feature values of candidate images, a technique of mapping text and image to the same vector space is required. We take an approach of the joint embedding method [26]. Detailed descriptions of the text-text and image-text matching flow of the image scoring module are provided in Section 3.3 and 3.4. Finally, ranking is performed based on the final matching score obtained by combining two semantic similarities. The candidate image with the highest similarity to the query is selected as the recommended image. The proposed image selection system can operate as an image selection module in an automatic report generation system [23], and it runs on an independent server.

### 3.2 Candidate image filtering module

Figure 3 represents the process of the image classification module. Candidate images searched for a query in specific field may include some images that are not suitable for insertion in a part of the report. The criteria of inappropriate image for reporting may vary. For example, images that are too small do not provide sufficient resolution, and images entirely covered with watermarks are not suitable. In particular, the retrieved images may include a number of images representing graphs or tables including texts and numbers, whose meanings change easily, even with small changes in values. Although images based on numerical data such as graphs or tables can be inserted in the report to improve the report’s completeness, if...
the numbers are slightly wrong or the legend of the graph or table contains unintended information, it is easy to become an image that does not fit the query even if the image has a caption similar to the query. This leads to worse results which lowers the stability of the quality of the automatic report generation system. In addition, images representing graphs or tables are mainly created to help understand numerical data and are suitable for the purpose of providing additional information rather than generally representing a certain query. Therefore, in order to secure the stability of the report quality while meeting the purpose of our study, we took an approach of removing the graphs and tables. In this study, these images are referred to as “graph images” and are primarily eliminated through a deep-learning-based classifier.

Although VGGNet [28] is a widely used deep neural network, the models trained for classifying graph images as in this study are not publicly available. Therefore, the VGG model pre-trained with ImageNet [5] dataset is retrained with manually collected graph image dataset. The total number of training images is 1894: 951 graph images and 943 non-graph images each, and the last ten layers of the VGG-16 network are trained. Candidate images are classified into graph images including graphs, charts, and tables, and non-graph images including only pictures through newly trained VGGNet. Finally, the remaining non-graph images after filtering out the graph images are transferred to the text-text matching module. The image classification module shows a classification performance of 97.78% on a validation set consisting of 50 graph images and 40 non-graph images. The image filtering module can be selectively applied according to the field and property of the reports, and has a high potential for utilization. In addition to classification of graph and non-graph images, it can be applied as a module for other appropriate image selection criteria such as filtering near-duplicate images.

### 3.3 Text-text matching

The workflow of the text-text matching module is shown in Fig. 4. The captions of the non-graph images obtained through the image filtering module are input to the text-text matching module. Prior to the semantic similarity calculation, the embedding vectors of the text query and the captions of the images should be obtained. Conventional embedding methods such as word2vec [21], fasttext [12], Glove [24], and BERT [6] shows remarkable performance in
various NLP tasks. However, we utilize universal sentence encoder (USE) [2] as an embedding model, and it is most suitable choice for our automatic image selection system. This is because USE enables embedding regardless of the input unit of the query, considering that a user may use words, sentences, or even paragraphs as an input query to search for images. In addition, USE has the advantage of relatively easy fine-tuning of a training model when necessary, because even a model trained with a relatively small data set by utilizing transfer learning has satisfactory performance in various NLP tasks. Furthermore, multilingual USE [35] models trained on various document data for 16 languages including Korean, English, Chinese, and Japanese are publicly provided, it has the advantage of increasing the degree of linguistic freedom of input queries. This is particularly useful for embedding when a query consists of more than one language.

For a given text query $Q$, and captions $t_i (i = 1, \ldots, N)$ of candidate images $I = \{I_1, \ldots, I_N\}$, a query vector for text-text matching $q$ and caption vectors $v_i (i = 1, \ldots, N)$ are obtained through USE embedding. The text-text similarities $S_{txt}(q, v_i)$ are calculated through the cosine similarity between the query vector and the ith caption vector. Because image retrieval based on text-text similarity depends only on the caption of the image, an incorrect image may be selected if the caption is incorrectly annotated. To cope with this problem, we propose to exploit image-text similarity scores and combine them with text-text similarity scores, which is described in the subsequent section.

### 3.4 Image-text matching

The overall process of the image-text embedding, and semantic similarity calculation process is shown in Fig. 5. The image-text matching network uses a joint embedding network [26] to map images and texts to the same vector space. In the training phase, for training data consisting of pairs of images and texts, text features and image features are obtained through universal sentence encoder and pre-trained convolutional neural network, respectively. Then, the two features are input to the joint embedding network to form an intermediate vector space so that the image-text pairs are closely mapped to each other. Specifically, the 2048-
dimensional image feature vector is obtained through a pre-trained Inception-V3 [30] network, and its dimension is scaled down to 1024 dimensions through a trainable fully connected layer. For text, firstly a 512-dimensional text feature vector is first obtained through a pre-trained universal sentence encoder and mapped to 1024 dimensions through a trainable fully connected layer.

In the training phase for the joint embedding network, the entire loss function is constructed for increasing the score with the image feature vector representing the text well and decreasing it otherwise. In the test phase, the trained joint embedding network model enables the calculation of semantic similarity between the candidate images and the text query by mapping the text and the image feature to the same vector space. To elaborate, the similarity \( S_{\text{img}}(\phi_{\text{txt}}(q), \phi_{\text{img}}(u_i)) \) between the image feature vectors \( \phi_{\text{img}}(u_i) \) \( (i = 1, \ldots, N) \) of the candidate images and the query vector \( \phi_{\text{txt}}(q) \) are calculated, where \( \phi(\cdot) \) represents the embedding function for mapping to the joint embedding space. Finally, the previously calculated \( S_{\text{txt}}(q, v_i) \) and \( S_{\text{img}}(\phi_{\text{txt}}(q), \phi_{\text{img}}(u_i)) \) are combined in the ranking module, and a candidate image that has the highest combined similarity is selected as the final image, which can be written as

\[
S_{\text{cmb}}(q, I_i) = S_{\text{txt}}(q, v_i) + S_{\text{img}}(\phi_{\text{txt}}(q), \phi_{\text{img}}(u_i)),
\]

\[
\text{Selected image} = \arg\max_{I_i \in I} (S_{\text{cmb}}(q, I_i)).
\]

### 4 Experiments

In this section, we describe the experimental settings including the dataset and the queries, and then present the experimental results on two datasets. To show that our proposed method is better than using an image search engine on the Web as in a typical reporting situation, we conducted experiments using candidate images obtained from Google image search results for five queries. Similarly, experiments were performed on
manually collected Korean news article data for ten queries to demonstrate the practical applicability of our proposed image selection system. Through each experiment, we confirm that our proposed image selection system shows better performance compared to Google image search and SCOUTER [14] which is an image retrieval system for Korean news article data. Figure 6 is an example of the ranking results in which candidate images obtained from the Google image search are ranked through the proposed image selection system. In addition, through the experimental results using the text-text and image-text matching modules separately and using the combined module, we confirmed that the two matching modules can play complementary roles. Finally, through a comparative experiment with the state-of-the-art study that is most similar to our work, the applicability and utility of our proposed module was confirmed.

4.1 Characteristics of the queries

In the proposed image selection system, queries can be provided in various forms ranging from keywords to phrases, sentences, and paragraphs. The queries used in the experiment are provided in Korean, and the lists of queries introduced in Section 4.4 and 4.5 are described by translating them. Queries are mainly focused on the economy, as the candidate images for economic queries contain a fair number of graph images, which are suitable for confirming the effect of the image filtering module. In contrast to other image retrieval studies, relatively long sentences are used as queries, because the summarized sentence from the text summary module of the automatic report generation system is given as an input to our proposed image selection module [23]. For a query to be economical, it needs to be detailed to some extent rather than simple to select an appropriate image to be inserted into the report. However, in section 4.7, which shows the comparative experimental results with state-of-the-art study and our work, relatively short word-level queries are chosen due to the limitations of the database.

Fig. 6 Sample of filtered images and ranking results by text-text, image-text and combined matching score
4.2 Datasets

In the experiment using Google image search results, the candidate image and the caption pairs were manually crawled through data parsing technology. For each of the five queries (Q1 to Q5), 50 candidate images and caption pairs were collected. The Korean news article dataset used in this study was obtained from a data search system called scalable document repository manager (SCOUTER) [14], a system that supports scalable and efficient search system for collected large-scale news article data. SCOUTER collects raw documents on various fields such as politics, society, and the economy, and preprocesses them using a json scheme through morphological analysis. Subsequently, SCOUTER stores over two million document numbers, image URLs, image captions, and original documents of articles. The text query from the text summary module of the automatic report generation system is divided into keyword units through morphological analysis, and data are retrieved by scoring through TF-IDF with the original document of the article. To train the image-text matching module, we used approximately 10,000 image and caption pairs obtained from SCOUTER. In the test phase, each of the ten queries (Q6 to Q15) contained ten candidate image and caption pairs. The data used in the comparative experiment with the state-of-the-art study were obtained through a demo system provided by Liu et al. [19]. The details are covered in Section 4.7.

4.3 Evaluation criteria

For the quantitative evaluation of our proposed method, the normalized discounted cumulative gain (NDCG), which is widely used in the field of information retrieval [17, 33, 36] is used to measure image ranking accuracy. NDCG is an index of evaluation that can evaluate whether top K candidate image ranking through the model is sorted well, in the order of high relevance score. An NDCG value closer to 1 indicates that the images are ideally ranked. NDCG is calculated as follows:

\[
DCG_K = \sum_{i=1}^{K} \frac{2^{rel(i)} - 1}{\log_2(i + 1)},
\]

\[
IDCG_K = \sum_{i=1}^{K} \frac{2^{rel^*(i)} - 1}{\log_2(i + 1)},
\]

\[
NDCG_K = \frac{DCG_K}{IDCG_K},
\]

where K indicates the number of top-ranked images, \(rel(i)\) represents the relevance score corresponding to the \(i\)th image of the results ranked through the model, and \(rel^*(i)\) represents the relevance score of the \(i\)th image, based on the ideal ranking order obtained through user evaluation. Three graduate students majoring in computer science participated in the user evaluation, and they evaluated each candidate images in three levels: three points for suitable, two points for ambiguous, and one point for not suitable base on the image quality and whether the image represents the query well. The relevance score regarded as the ground truth is obtained by averaging the
evaluation points of three users. In Figs. 7, 8, 10 and 11, the obtained relevance score for each image is shown under the corresponding image.

4.4 Experiments on Google image search

This section discusses the experimental results for five queries using Google image search. In Fig. 7, the first row of each query represents the top 10 images in search order among 50 candidate images from Google, and the second row shows the top 10 ranked images in order of the score from the proposed image selection system. The left-most image marked with a red
box is the selected image with the highest combined similarity, and the combined similarity of the candidate image reduces as it moves to the right. The number indicated below each image is the relevance score through user evaluation.

We chose five queries (Q1 to Q5) among world events for the experiments using Google image search results. The list of queries is as follows.

Q1. US-China trade negotiations amid Trump’s threat of additional tariffs.
Q2. China falls into Trump’s overturning tactics, even negotiating is a problem.

Fig. 8 Experimental results on Korean news article data for ten queries Q6 ~ Q15
Q3. Hana bank’s housing finance corporation eases requirements for single-parent family loans and cuts interest rate.

Q4. Prime minister May, chances of empty-handed talks increase at EU summit, EU said the British parliament had to approve the agreement in response to UK’s request to postpone Brexit deadline.

Q5. EU lowered GDP growth rate in Eurozone 1.3%

In Fig. 7, when observing the candidate images shown in the first row for each of Q1 to Q5, the top ten candidate images according to the Google search order include several graph images. Contrastingly, there are no graph images in the top ten candidate images displayed in the second row of each query, which implies that the candidate image filtering module has successfully removed them. Observing the selected images marked with red boxes for Q1 to Q5, the selected images may appear ambiguous unlike in other studies that have experimented with queries in keyword units that specify objects such as “bus” or “white tiger” [17, 33]. This is because sentence queries that are somewhat difficult to describe the situation with pictures were used for the experiment. Therefore, in the user evaluation stage, rather than the degree of matching between the words included in the query and the objects in the image, the criterion for a well selected image would be whether the situation is well expressed. For instance, the image selected for Q4 represents the scene wherein Jean-Claude Junker, President of the European Commission (left) and Donald Tusk, President of the European council (right), were talking at a meeting held in the Europa building, and this is the image used in the actual Internet news article for the query.

Table 1 shows the average NDCG for Q1 to Q5. NDCG@1 to NDCG@10 show that the images ranked through the proposed image selection system are well sorted by priority according to the user evaluation. On the other hand, the original candidates include a number of graph images with low relevance score evaluated by users. From the results, we can see the effect of the proposed overall framework on improving user’s preference.

4.5 Experiments on Korean news article data

The experimental results for ten queries using Korean news article data are shown in Fig. 8. The images displayed in the row of each query represent ten candidate images obtained in order of high matching score by the internal matching algorithm of SCOUTER. The left-most image shows the image with the highest SCOUTER matching score, and the matching score decreases toward the right. In the same way as the Google image search experiment, the selected image is marked with a red box, and the number indicated below each image is the relevance score through user evaluation. However, unlike Fig. 7 in section 4.4 which is the experimental result for Google image search data, the ranking result through the proposed image selection system was not included due to space problems, which can be confirmed in the appendix.

| NDCG          | @1     | @2     | @3     | @4     | @5     | @6     | @7     | @8     | @9     | @10    |
|---------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Proposed Method | 0.9520 | 0.9192 | 0.8993 | 0.8845 | 0.8995 | 0.9118 | 0.9185 | 0.9440 | 0.9616 | 0.9621 |
| Google        | 0.7326 | 0.7001 | 0.7193 | 0.7151 | 0.7283 | 0.7700 | 0.7975 | 0.8193 | 0.8599 | 0.8765 |
We chose ten queries in consideration of five sub-fields related to economy, two each for finance (Q6, Q7), price (Q8, Q9), export (Q10, Q11), COVID-19 (Q12, Q13), and aviation (Q14, Q15). The list of queries is as follows.

Q6. Financial authorities tighten regulations on credit loans.
Q7. The Bank of Korea lowered base rate to 0%.
Q8. National gasoline prices fell below 1300 won.
Q9. Service prices rose only 0% last month.
Q10. Exports continue to decline due to the decrease in semiconductor exports.
Q11. Exports are showing a recovery trend.
Q12. The number of COVID-19 confirmed cases shows an increase in Korea.
Q13. Domestic economic activity shrinks due to COVID-19.
Q14. Japanese government resumes flights to Korea.
Q15. The government reduced rental fees for airport stores.

Although there are variations depending on the query, it can be observed that a fair number of graph images are also included in the candidate images obtained from SCOUTER. In addition, there are cases wherein images are duplicated. This is because the data storing method of SCOUTER is crawling news articles on the Internet and storing them based on the title and ID number of the news article. In practice, news articles on the Internet often use the same image even if the article has a different title.

The experimental results on Korean news article data also show the same context as the experiments on Google image search. All graph images from SCOUTER are removed through the candidate image filtering module, and the graph images have the lowest score in the user evaluation stage. Observing the image finally selected for Q13: “Domestic economic activity shrinks due to COVID-19,” it represents situation in which there are no people on the street because of the sharp reduction in domestic consumption owing to COVID-19. In evaluating the image selected for another query, Q7: “The Bank of Korea lowered base rate to 0%,” indicates that the governor of the Bank of Korea is pounding the gavel as he presides over a meeting, whose agenda is lowering the base rate at a plenary session of the Monetary Policy Board. As such, the overall selected images well represent the situation of each query compared to other candidate images.

Table 2 shows the average NDCG for Q6 ~ Q15. The values from NDCG@1 to NDCG@10 shows that the ranking result through the proposed image selection system is better than that of SCOUTER’s internal image retrieval algorithm. The difference between the values of NDCG@1 for SCOUTER and for the proposed method can be analyzed by comparing the image selected for each query with the image retrieved from SCOUTER with the first priority. For example, in case of Q14 in Fig. 8, the selected image marked with red box shows the appearance of Incheon airport, where flights to Japan were suspended owing to COVID-19, which is more appropriate than the image simply representing airplane floating in

| NDCG       | @1     | @2     | @3     | @4     | @5     | @6     | @7     | @8     | @9     | @10    |
|------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Proposed Method | 0.9757 | 0.9147 | 0.8915 | 0.8915 | 0.8875 | 0.9316 | 0.9477 | 0.9581 | 0.9644 | 0.9661 |
| Google     | 0.6932 | 0.6918 | 0.6847 | 0.6784 | 0.6997 | 0.7181 | 0.7490 | 0.7646 | 0.8167 | 0.8642 |
the sky. This result shows the effect of text-text matching module utilizing image captions that sometimes contain richer information than we can get from image analysis. In another example, the first displayed image of Q12 shows a graph in which the number of COVID-19 confirmed cases in Korea changed from a declining to an increasing trend. However, this does not indicate the cumulative number of confirmed cases, and at this point, the cumulative number of confirmed cases in Korea would have already exceeded 15,000. Therefore, it is inappropriate to represent the Q12, and the selected image representing the COVID-19 testing center better matches with the given query, which shows the effectiveness of the graph-filtering module.

4.6 Experiments on the effectiveness of the combined matching module

One may raise a question that “why combine text-text and image-text matching module?”. As mentioned in Section 3.3, captions of candidate images used in the text-text matching module often include sentences that do not indicate a query at all. In this case, although the image itself is very suitable for representing a given query, it is placed at a lower rank in the ranking process. In addition, due to the characteristic of our study, named entities representing specific person or company are quite often included in queries which is different from other image retrieval studies, and image-text matching module alone cannot retrieve images considering these proper nouns. Therefore, we tried to build an automatic image selection system in which two matching modules, text-text and image-text, complement each other without depending only on one matching module.

Figure 9 shows the experimental results according to matching module. When the image-text matching module was used alone, the average NDCG value was measured very low. However, when the image-text matching module used in combination with the text-text matching module, it shows higher NDCG values than the case where the text-text matching module was used alone. As a result, it was found that complementary synergies can be obtained by combining the matching scores calculated through the image-text and text-text matching modules, and they play a positive role in the decision-making to finally select an image that well represents the query.

4.7 Comparative experiments with state of the art work

Since our study has a specific purpose of report generation which is different from conventional image retrieval studies in related fields, comparative experiments are not easy. A study
most similar to ours was published by Liu et al. [19], which is a study to retrieval images suitable for article content to assist photo editors when writing news articles. A demo of their research is made available as a Web page https://modemos.epfl.ch/article, and we used it for comparison.

A total of 10 queries were used in the comparative experiments. Unlike the relatively long sentence queries (Q1 to Q15) used in our work, they were composed of short word-level queries. The provided demo Web page by Liu et al. [19] states that a limited database is used, so there is some variation in the quality and the number of retrieved images depending on the queries entered by the user. We selected queries that can obtain a sufficient number of candidate images through experiments. The 10 queries that has been selected are given below.

Q16. President Trump Speech.
Q17. UK Brexit.
Q18. More Lake Zurich visitors in summer.
Q19. Elon Musk Tesla.
Q20. Iphone Apple.
Q21. Beer.
Q22. Swiss football.
Q23. Airliner.
Q24. Drone.
Q25. Bus.

In the study of Liu et al. [19], it was noted that their proposed system may not perform well in retrieval for queries including named entities, but performs well for general queries such as “car accident” or “traffic jam”. As a result of checking the retrieved images using a general query through several trials, almost all of them were confirmed to be suitable for the query. However, when performance is evaluated with NDCG as in our study, if all images are given maximum scores in the user evaluation stage, it is impossible to compare the adequacy between candidate images, so such queries were not used in comparative experiments. Therefore, the queries (Q16 to Q25) consists of a query representing a general object, a very famous person or company such as “Donald Trump” or “Apple”, and one sentence query used in the study of Liu et al. [19].

In the Web page provided by Liu et al. [19], retrieved images are shown in ranking order, but unlike the purpose of our study of recommending the most appropriate single image in the end, the purpose of their study is to help the user choose among retrieved images. In Liu et al. [19], it is mentioned that the ranking order was not significantly meaningful. Although the purpose of our and their study are different, comparative experiments were conducted as a study most similar to ours in that it recommends images to be inserted to users when writing a report (or article). Top 20 candidate images are taken for each query, and only images with captions were taken in the order they are displayed in the demo Web page. As for the experimental results, only the top ten images were taken in the form of Figs. 7 and 8. In Figs. 10 and 11, the order of images retrieved through demo Web page is expressed as ‘Newsroom search order’ in the first row for each query and is briefly expressed as ‘Newsroom’ in the description of the experimental results.

As shown in Fig. 10, images retrieved through the Newsroom for “President Trump Speech” can be seen that images of two people other than President Trump were
retrieved in the first and second rankings. However, when ranking is performed through our proposed system, it can be seen that the two images do not belong to the top ten images. Likewise, in the case of Q20, 3rd and 4th images that are not related to iPhone or Apple are retrieved in high ranking in image search through Newsroom, whereas only images related to Apple or iPhone are sorted in high ranking in ranking through the proposed system. In the experiment on Q25 in Fig. 11, some images representing subways, not buses, were placed in a high rank, whereas when ranking was performed through the proposed system, it can be seen...
that images representing buses were ranked high. Among 10 queries, the ranking order through the Newsroom had better results for 4 queries: “Drone”, “More Lake Zurich visitors in summer”, “Swiss football”, and “Elon Musk Tesla”, and for the remaining queries, our proposed system showed better ranking results. Figure 12 shows the average NDCG for 10 queries in the proposed system and Newsroom experiment. Although there is a difference according to the query, it was found that our proposed system has a relatively better average NDCG value even for a short word-level query.
5 Conclusions and future works

In this study, an image selection system that is specially designed for automatic report generation is proposed. This system consists of detailed modules to complement the drawbacks of conventional image retrieval studies. The candidate image filtering module plays a role in reducing the selection range by primarily filtering out images that are not appropriate as representative images among candidates obtained from the database. In this study, we trained the module to filter out graph images where numbers or letters are the main elements of the image. In the image scoring module, text-text and image-text similarities were calculated using both textual and visual features of the candidate image to improve the dependency problem of text-based and content-based image retrieval. Finally, the ranking for final image selection was performed by combining the two similarities through the ranking module. Through experiments on Google image search and the Korean news article dataset, it was found that the proposed image selection system recommends images that suit the user’s intention compared to the image search on the Web and confirmed the practical applicability of the proposed image selection system.

For future work, a function for handling duplicate images is expected to be added to the candidate image filtering module, and the module will be refined by establishing a firmer criterion for representative images through experiments on various datasets. We plan to develop a more sophisticated image selection system by improving the matching function of the image scoring module and the combining function of the ranking module, and a user-centric system that allows the user to participate in the image selection process to reduce the risk of unintentional automatic image selection. In addition, by expanding the purpose of our study, it is also worth investigating the problem of inserting images providing additional information such as graphs or tables into the report.
Appendices

Detailed experimental results on SCOUTER data

Appendix Figs. 13 and 14 are figures including the ranking results through the proposed image selection system shown in Fig. 8, which is the experimental result for SCOUTER data in section 4.5 of the main text. Again, due to space problems, Appendix Figs. 13 and 14 are shown as experimental results for Q6 ~ Q10 and Q11 ~ Q15, respectively.

Fig. 13  Experimental results on Korean news article data for queries Q6 ~ Q10
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