Abstract—Reinforcement learning is nowadays a popular framework for solving different decision making problems in automated driving. However, there are still some remaining crucial challenges that need to be addressed for providing more reliable policies. In this paper, we propose a generic risk-aware DQN approach in order to learn high level actions for driving through unsignalized occluded intersections. The proposed state representation provides lane based information which allows to be used for multi-lane scenarios. Moreover, we propose a risk based reward function which punishes risky situations instead of only collision failures. Such rewarding approach helps to incorporate risk prediction into our deep Q network and learn more reliable policies which are safer in challenging situations. The efficiency of the proposed approach is compared with a DQN learned with conventional collision based rewarding scheme and also with a rule-based intersection navigation policy. Evaluation results show that the proposed approach outperforms both of these methods. It provides safer actions than collision-aware DQN approach and is less overcautious than the rule-based policy.

I. INTRODUCTION

Driving through unsignalized intersections in urban environments is always a challenging task for automated driving. In these situations usually there is no traffic light to control the priorities and self-driving vehicles should decide when and how to cross the intersection safely but not cautiously. Moreover, these intersections are often occluded which makes the problem more difficult for the decision making task.

Reinforcement Learning is a suitable framework for learning optimal decisions for several complex robotics tasks including automated vehicles [1]–[6]. This framework helps to learn long term optimal decisions for complex scenarios in automated driving such as yielding in an occluded intersection [1]–[4] or lane change [5] in highway. In contrast to other approaches such as [7] that solve the problem by modeling it as a partially observable Markov decision process (POMDP), reinforcement learning can provide more scalable solutions for scenarios with multiple road users. However, one main challenge for this reinforcement learning is providing generic and reliable policies that can widely be utilized in different environments (scenarios) without being sub-optimal or even dangerous. Assume that an agent has learned the optimal yielding policy for driving through simulated four-way intersections. The state is represented as occupancy grids for identifying derivable areas, occluded regions and vehicles. Due to typical changes in the road structures in urban environments, there is no guarantee that this agent can also provide safe and optimal decisions for T-junctions or intersections with unusual structures. Therefore, low level state representation such as occupancy grid maps [1], [8] for reinforcement learning can cause overfitting issues in the learned policy [9]. It can also increase the amount of required time for converging to optimal policy during training which can damage the efficiency of reinforcement learning agent due to catastrophic forgetting [10], [11] for real applications.

In this paper we provide a generic and risk-aware approach in order to learn optimal actions for automated driving at occluded intersections (Fig. 1). The main benefit of the proposed approach is that it can be scaled for complex scenarios with multiple road users, different shapes of occlusion and intersections. Contrary to grid-based representation approaches such as [1], [2], the proposed approach does not require deep convolutional layers inside neural networks to

Fig. 1: Overview of the proposed state representation at yielding scenario. Blue car is ego vehicle and red cars are relevant vehicles. White car which has no potential conflict zone with the ego lane is discarded.
extract road structure and occlusion information that helps to be utilized for different road structures such as T-junctions, four way crossings with multiple lanes per way and also roundabouts. In order to learn more reliable policy, we propose a risk-based rewarding scheme which takes into account utility and risk measurements both together. We show such risk-aware policy can be more reliable and safer at challenging situations without being overcautious comparing to previous works that only use collision and success as the only factors in the reward function.

II. RELATED WORK

The state representation should provide all required information for the reinforcement learning agent such as position and velocity of nearby or related vehicles and also clues about missing information such as occluded areas. On highways it can be easier to give such information because the structure is less complex and there is no intersecting lanes such as urban areas. Mirchevska et al. in [5] proposed vector of 13 continuous values representing relative velocity, distance and lane number of following and leading vehicles and also absolute values for ego vehicle used in their DQN network. The actions where used in order to decide about optimal lane changes in the highway.

In urban areas and specifically unsignalized intersections, it is more complicated to efficiently represent the situation for a reinforcement learning agent. The agent should be aware of all crossing lanes, state of all relevant vehicles and also be aware of occluded areas since unseen vehicles may exist there. Isele et. al in [1] suggested using occupancy grids that represent the status of all vehicles and occluded areas for the reinforcement learning agent. They used Q-learning to find optimal actions such as the time to cross the intersection or acceleration of the vehicle during crossing. Although grid based representation can fully describe the situation, it is not generic to be used for any intersection topology and require more complex neural network structure for learning.

A more generic approach is presented in [3] where authors represent the situation at intersections as a vector of parameters including the position, velocity and acceleration of other vehicles and also ego vehicle for a deep reinforcement learning network. They used a recurrent neural networks to predict intention of other vehicles and learn a policy that can negotiate with them. They achieved good results (success rate of 98%), in experiments with a maximum of four observable vehicles. However, occluded areas are not included in the state representation.

Collision-based reward functions have been used for several RL based algorithms in intersection scenarios which only punish the agent at collisions and give a big reward at successful ending states [1], [3]. So far, to the best of our knowledge, there is no previous work that incorporates risk into the reward function.

III. PRELIMINARIES

Sequential decision making for robotics and specifically self-driving vehicles can be modeled as a Markov Decision Process (MDP) [12]. An MDP is defined by a set of states \((S)\), set of actions \((A)\), transition model \((T)\) and a reward function \((R)\). At each time step \(t\), the agent takes an action \(a_t\) according to the current state \(s_t\) and the environment will evolve to a new state \(s_{t+1}\) with probability \(T(s_t, a_t, s_{t+1}) = Pr(s_{t+1}|s_t, a_t)\). The agent will receive a reward \(r(s_t, a_t)\) for taking action \(a_t\) in state \(s_t\). As a decision making module, a policy function maps each state to the actions: \(\pi: S \rightarrow A\). The return for each state \(s_t\) is defined as the sum of discounted future reward \(R_t = \sum_{t \geq t} \gamma^{(t-t)} r(s_i, a_i)\) where \(\gamma \in [0,1]\) is the discounting factor. Note that \(R_t\) depends on the following actions executed after \(s_t\) and in general is stochastic. The main goal in reinforcement learning is to learn a policy which maximizes expected return. For that, the state-action value function \((Q)\) represents expected return for actions executed at each state:

\[
Q^\pi(s_t, a_t) = \mathbb{E}_{\gamma \sim \pi} [R_t] 
\]

Using the Bellman equation [13] and assuming a deterministic policy \(\mu: S \rightarrow A\), the Q function can be represented as:

\[
Q^\mu(s_t, a_t) = \mathbb{E}_{\gamma \sim \pi} [r(s_t, a_t) + \gamma Q^\mu(s_{t+1}, \mu(s_{t+1}))] 
\]

In [14], an off-policy approach for learning Q values approximated by \(Q^Q\) is proposed, which is called Q-learning. In a more recent work, neural networks were used by Manhil et al. to approximate the Q values [15] as deep Q networks (DQN). Assuming \(Q^Q\) as the parameters of the Q estimator, the Q function is learned through minimizing the loss function using \(B\) random samples from a replay buffer:

\[
L(\theta^Q) = \sum_{i=1}^{B} (y_i - Q(s_i, \theta^Q))^2
\]

where \(y_i\) is the network training target:

\[
y_i = r(s_i, a_i) + \gamma Q(s_{i+1}, \mu(s_{i+1}))
\]

In DQN, after learning the Q function, a greedy policy selects actions with the highest Q value at each state:

\[
\mu(s_t) = \arg \max_a Q(s_t, a)\theta^Q
\]

For improving the efficiency of learning through DQN, we adapted optimizing techniques as the double Q-learning [16] and prioritized experience replay [17] in our work.

IV. PROPOSED APPROACH

In this section, we explain the proposed approach for learning risk aware high level actions for navigation occluded intersections. Firstly, the model describing the situation at intersections and the state representation is explained. We also explain the risk-aware reward function used for evaluating different actions during training to find the optimal policy. Finally, we describe the action space and the novel structure proposed for the DQN in order to learn Q estimations for each action.
A. Situation and State Representation

In this section, we explain the model defined for representing the occluded intersection which is depicted in Fig. 1. This representation can be used by a rule-based or a learning based policy in order to provide generic decisions for navigating occluded intersections. The main benefit of using such representation for the reinforcement learning agent is to become less sensitive to the changes in the environment and provide more generic decisions.

1) Intersection Model Using Lanelet2 Maps: We assume that all information about upcoming intersections for the ego vehicle is mapped and accessible by a Lanelet2 [18] HD map. Every intersection is mapped inside the Lanelet2 map with its lanes as polygons where each lane has a unique ID. All lanes that have intersection with the ego lane will be identified as intersecting lanes \( L_i \). Among perceived vehicles from sensor fusion, those that are matched to \( L_i \) will be extracted as relevant vehicles for decision making policy. As shown in Fig. 1, distance to the conflict zone \( (d_i) \) and velocity along the lane \( (v_i) \) for all of these vehicles are calculated and provided to the reinforcement learning agent. Also velocity of ego vehicle \( (v_e) \), its distance to the stop-line and goal \( (d_e, \text{stl}, d_e, \text{goal}) \) and its distance to the conflict zone for each relevant vehicle \( (d_e,i) \) are part of state representation.

2) Occlusion Model: In addition to relevant vehicles, the decision making policy should also be informed about occluded areas at the intersection. Instead of using grid-based representation, we propose modeling the occlusion using the lane information provided by Lanelet2 map. For each intersecting lane \( L_i \), the closest point to the conflict zone which is visible by perception sensors is identified and its distance along the lane to the conflict point will be represented as \( d_{o,i} \). We assume that in a worst-case scenario, a vehicle is driving at this position with maximum allowed velocity and is occluded for the sensors. The maximum allowed velocity for each lane is also mapped and will be represented as \( v_{o,i} \).

3) State Representation: summarizing the parameters for modeling the intersection and occluded areas, a scene at each time step \( t \) is described as:

\[
\text{scene}_t = \begin{bmatrix}
    d_{e,\text{stl}} & d_1 & ... & d_n & d_{o,1} & ... & d_{o,m} \\
    v_e & v_1 & ... & v_n & v_{o,1} & ... & v_{o,m} \\
    d_{e,\text{goal}} & d_{e,1} & ... & d_{e,n} & d_{e,o,1} & ... & d_{e,o,m}
\end{bmatrix}
\]

Here we only consider 5 most relevant vehicles inside situation representation and assume maximum 2 intersecting lanes where their occlusion parameters need to be described by \( d_{o,i} \) and \( v_{o,i} \). For dense traffic where there are more than 5 relevant vehicles at intersection which have conflict zone with the ego lane, the ones with highest criticality \( c_i \) will be selected where \( c_i \) for each vehicle is calculated as below:

\[
c_i = 1 - \frac{\sqrt{d_{e,i}^2 + d_{o,i}^2}}{\sqrt{2}}
\]

Using this equation, the vehicles which have smaller distance to the conflict zones and closer to ego vehicle will be more critical and are selected among the others with lower criticality. For better efficiency during learning, all scene parameters are normalized to values between \([-1, 1]\). In order to provide more resolution for vehicles closer to the intersection, we use a nonuniform mapping function for all distance variables \( x \in \{d_{e,i}, d_i, d_{o,i}\} \) as below:

\[
y = \sqrt{\frac{x}{d_{\text{max}}}}
\]

In the case of light traffic where the number of vehicles is usually lower than 5, we fill the rows of representation with \( 1, 0, 1 \) values meaning virtual cars at maximum distance with zero velocity.

Finally, we provide history of situations for the RL algorithm as our final state representation:

\[
s_t = [\text{scene}_t \text{ scene}_{t-1} \ldots \text{ scene}_{t-4}]
\]
Such state representation provides previous information of all vehicles and improves situation understanding for better reasoning about drivers intention and also risk estimation.

B. Incorporating Risk into Reward

The reward function that is used for the proposed DQN algorithm will qualify the status of the ego vehicle and other vehicles at the intersection in terms of safety and utility. The widely used approach to punish risky maneuvers and also to encourage higher utility is to give a negative reward (such as $-200$) at the end of episode for conflict and a positive reward for successful crossing (100). In that way the agent should predict the final return for good and bad actions that can lead to successful or unsuccessful final states. However, we believe that such sparse reward can be improved by explicitly providing risk measurements for each state, action pair during training. Using a worst-case based risk estimation approach, we calculate the reward for maximum risk at each state if the worst case scenario happens $R_{\text{risk}}$. The total reward value for the current state will then be calculated as the weighted average of risk and utility rewards:

$$R_{\text{total}} = \lambda_r R_{\text{risk}} + \lambda_u R_{\text{utility}}$$ (8)

In our experiments we put higher weights for the risk reward $\lambda_r$ to encourage safer maneuvers ($\lambda_r \gg \lambda_u$). In the remaining parts of this section, we explain each part of the reward function briefly.

1) Utility Reward: The utility reward qualifies the velocity of ego vehicle:

$$R_{\text{utility}} = \frac{v_{\text{ego}}}{v_{\text{max}}}$$ (9)

We assume $v_{\text{max}}=5\text{m/s}$ for the ego vehicle in our experiments.

2) Risk Reward: Assuming a worst case scenario, two safety conditions between the ego vehicle and each related vehicle $v_{\text{veh}_i}$ are defined:

- **Safe Stop Condition ($C_{SS}$):** If the ego vehicle has the possibility to stop behind conflict zone with $v_{\text{veh}_i}$.
- **Safe Leave Condition ($C_{SL}$):** If the ego vehicle has the possibility to leave the conflict zone before $v_{\text{veh}_i}$ can enter it or if $v_{\text{veh}_i}$ has already left the conflict zone.

At least one of these two conditions should be valid for the ego vehicle to be safe regarding $v_{\text{veh}_i}$ (Fig. 2). Instead of evaluating conditions as safe or unsafe, we define minimum required and desired thresholds on the calculated gaps for each condition to distinguish between fully safe, safe and fully unsafe situations.

In order to measure the amount of risk with respect to the $C_{SS}$ condition, we calculate remaining distance of the ego vehicle to the conflict zone after a full stop maneuver as $d_{stl}^{FS}$. For simpler equations, we define a new parameter $d_{\text{stl,}i}^e=d_{\text{stl,}i}-d_{\text{stl}}$. If the ego vehicle can not stop behind the conflict zone with a safety distance ($d_{stl}^{FS}<d_{safe}$) it is fully unsafe and the most negative risk reward $(-1)$ is provided. $d_{safe}$ is the minimum required distance to the conflict zone for stopping maneuver and is set to $1/2+0.1$ where $l=6\text{m}$ is length of the conflict zone and it is calculated as shown in Fig. 3. If the vehicle has the ability to full stop before the stop line ($d_{stl,i}^{FS}>d_{des,i}$), the ego vehicle is fully safe and highest risk reward (0) is given. In other cases, the reward will be mapped to a value between $[-1,0]$:

$$R_{C_{SS}}(v_{\text{veh}_i}) = \begin{cases} -1 & \text{if } d_{stl}^{FS} < d_{safe} \\ 0 & \text{if } d_{stl}^{FS} > d_{des,i} \\ -\left(\frac{d_{stl,i}^{FS}-d_{safe}}{d_{des,i}}\right)^2 & \text{else} \end{cases}$$ (10)

It should be noted that the distance between stop line and conflict zone ($d_{stl,i}$) depends only on the topology of the intersection and is fixed for each intersecting lane.

For safe leave condition ($C_{SL}$), we assume maximum acceleration for the ego and other vehicles and calculate the difference between the time that ego leaves the conflict zone and the time when other vehicle reaches the conflict zone. It should be noted that depending on the vehicles’ current state and maximum velocity, different equations should be used to find the time to reach or leave the conflict zone based on accelerated or fixed velocity assumptions. For simplicity, here we only explain the case with zero initial velocity and assume that both ego and other vehicle will not reach their maximum velocities before they leave or reach conflict zone:

$$t_{gap} = \sqrt{\frac{2(d_{e,i}+l/2)}{a_{max}^e}} - \sqrt{\frac{2(d_{e,i}-l/2)}{a_{max}^e}}$$ (11)

We assume $a_{max}^e=1.5\text{m/s}^2$ and $a_{max}^i=2\text{m/s}^2$ as maximum acceleration of the ego vehicle and other vehicles respectively in this equation.

We assign the highest risk reward if $t_{gap} > t_{des}$ meaning the ego vehicle can safely leave the intersection before the other vehicle can reach it with a big enough time gap. If $t_{gap} < t_{safe}$, it means the time gaps is not safe enough and the agent will be punished by $R_{C_{SL}}(v_{\text{veh}_i})=-1$. We assume $t_{des}=3\text{s}$ and $t_{safe}=0.1\text{s}$ in our experiments. For other cases, the reward will be mapped to a value between $[-1,0]$:

$$R_{C_{SL}}(v_{\text{veh}_i}) = \begin{cases} -1 & \text{if } t_{SG} < t_{safe} \\ 0 & \text{if } t_{SG} > t_{des} \\ -\left(\frac{t_{SG}-t_{des}}{t_{des}-t_{safe}}\right)^2 & \text{else} \end{cases}$$ (12)

For each vehicle $v_{\text{veh}_i}$, one of the safety conditions should be valid to make it a complete safe situation. Therefore,
We use high level actions in our reinforcement learning algorithm:

- **Stop**: full stop with maximum deceleration
- **Drive-fast**: reach $v_{fast}=5\text{m/s}$
- **Drive-slow**: reach $v_{slow}=1\text{m/s}$

Such high level action space helps to learn decision making instead of speed control for the automated vehicle. The trajectory planner and control module will take care of low level control commands for the ego vehicle in order to follow these high level actions. Therefore, high level decisions can be updated with smaller rate ($2Hz$) that improves the quality of learning and makes the policy to only focus on finding optimal behaviors instead of low level control.

V. TRAINING AND EVALUATION

A. Simulation Environment

In order to learn optimal policy for the proposed DQN approach and also evaluate it, we use Carla simulator [19] to simulate automated driving through an unsignalized intersection. Training phase consists of more than 5000 episodes. At the beginning of each training episode, ego vehicle and random number of other vehicles are positions at random distances from the intersection. Each vehicle has random desired speed and is randomly assigned to drive on one of intersection lanes. Also for each episode, a virtual obstacle with random size and offset from intersection is generated in order to affect the sensor visibility. We assume maximum 70 meters visibility range and create the visibility polygon around vehicle position which is cut due to this obstacle (Fig. 3). The position of stop line and also geometry of all intersection lanes are mapped to be used for situation representation as explained before. See [20] for some videos about the simulation environment and scenarios.

B. Baseline Policies

We compare efficiency of the proposed risk-ware DQN with a collision-aware DQN approach and a rule-based policy. In this section, we explain each of them briefly:

1) **Rule-based policy**: The rule base policy (Algorithm 1) always takes the fastest safe velocity which has no risk for a big time interval ($4\Delta t$) in the future. For each time step $t$, the worst case scenario is predicted for all vehicles assuming one velocity candidate for the ego vehicle starting from the fastest action ($v_{fast}$). If at least one of safety conditions are valid for the predicted situation, this velocity is selected as the best action $action_{best}$ and will be returned as the output of policy. If the predicted situations for both $v_{fast}$ and $v_{slow}$ actions are not safe, the ego vehicle should stop at the intersection ($action_{best} = 0$)

2) **RL with collision-aware reward**: This policy has the same DQN structure but with conventional rewarding scheme which only has big punishments for collision cases ($R = -2$) and big positive reward ($R = +1$) for successful completion of the episode. For other states we only consider time penalty as the reward ($R = -0.00001$) to encourage fast driving.

C. Results and Discussion

1) **Training Efficiency of the proposed DQN Structure**: We evaluate efficiency of the proposed DQN algorithm using risk-ware and collision-aware rewarding schemes. Both
Algorithm 1: General description of the rule-based policy as one of baselines.

**Input:** situation, actions = \{v_{fast}, v_{slow}, 0\}, \Delta_t  
**Output:** action\textsubscript{best}  

\begin{verbatim}
action\textsubscript{best} = 0
for i = 1 to 2 do
    situation_is_safe = true
    situation\_t+1 = predict(situation\_t, 4.\Delta_t, actions[i])
    for n = 1 to N do
        if (R_{CSS}(veh\_{n+1}t) < 0 AND R_{CSL}(veh\_{n+1}t) < 0) then
            situation_is_safe = false
        end if
    end for
    for m = 1 to M do
        if (R_{CSS}(occl\_{m+1}t) < 0 AND R_{CSL}(occl\_{m+1}t) < 0) then
            situation_is_safe = false
        end if
    end for
    if situation_is_safe == true then
        action\textsubscript{best} = actions[i]
    end if
end for
return action\textsubscript{best}
\end{verbatim}

algorithms are trained using network parameters explained in Table I. All experiences during training were prioritized based on the approach suggested in [17].

During training, 20 test episodes with dense or light traffic and also different types of occlusions are applied to the learned policies after every 50 episodes to evaluate their efficiency. Fig. 6 shows success rate of the two rewarding approaches for 400 thousands training steps. As it is visible, the proposed risk-aware policy learns smoothly to increase the success rate and converge to a more reliable policy. The collision based reward can also converge for better success rate; however, it is less stable than the proposed approach. The main reason for such instability can be spars rewards among recorded experiences which are only provided at the ending collision or successful states.

| Algorithm | Success rate | Training steps |
|-----------|--------------|----------------|
| Collision-aware DQN | 0.7 | 200,000 |
| Risk-aware DQN | 1.0 | 400,000 |

**Fig. 6:** Success rate of the DQN agent during training with collision-aware and proposed risk-aware rewarding schemes.

| Parameter | Value |
|-----------|-------|
| Size of input hidden layers | 15 \times 20 |
| Size of Q hidden layers | 160 \times 120, 120 \times 120, 120 \times 3 |
| Learning rate | 1E-5 |
| Soft target replacement | 0.2 |
| Batch size | 16 |
| Memory size | 50000 |
| Gamma | 0.99 |
| λ_r | 0.8 |
| λ_u | 0.2 |
| \Delta_t | 0.5s |

**Table I:** Parameters used for implementation of the proposed risk-aware DQN approach.

2) Effect of Incorporating Risk into Reward: Although both collision-aware and risk-aware DQN policies could converge to high success rate results, we have observed in our experiments that the collision-aware policy is more courageous than the risk-aware DQN without paying attention to the risk. This policy usually drives fast at occluded intersections and suddenly stops instead of having creeping behavior similar to humans at risky situations. Fig. 7 shows the histogram of actions generated from each policy during driving in test scenarios normalized by number of actions from rule-based policy for each action type. As it
is visible, the number of \textit{drive\textsubscript{fast}} actions for all three policies is similar. However, collision-based DQN used less \textit{drive\textsubscript{slow}} actions than the other two policies and higher \textit{stop} actions. It means that in several risky situations, where both rule-based and risk-aware DQN policies had to reduce velocity (mainly because of limited visibility), the collision-based reward courageously was driving fast and suddenly stopped when the situation is too dangerous and close to a collision. On the other hand, the risk-aware policy used more \textit{drive\textsubscript{slow}} actions and less \textit{stop} actions than both rule-based and collision-based DQN policies. According to these comparisons, we can conclude that the proposed risk-aware DQN could learn to be cautious only in risky situations. In other words, the proposed policy is not as overcautious as the rule-based policy and also not as risky as the collision-based DQN approach.

3) Evaluation in Challenging Situations: In order to investigate generalization and reliability of the learned policies, we evaluate them on challenging scenarios that have more difficult configuration than the training data. They are grouped into four categories:

- Dense traffic: number of other vehicles is much higher than training scenarios.
- Severe occlusion: virtual obstacle is very close to the intersection causing severe occlusion for the agent.
- Sensor noise: Gaussian noise ($\mu=0$, $\delta=1$) is applied to velocity measurements of the vehicles in the simulation.
- Short sensor range: sensor visibility range is limited to 40m.

Fig. 8 depicts success rate of each learned policy for these challenging scenarios. As it is visible, due to the safety gaps defined in the reward function of risk-aware DQN, it could survive in most of these scenarios and get higher success rate than collision-aware DQN.

4) Comparison with Rule-based Policy: We compared the trained risk-aware DQN with the rule-based policy that is explained in Algorithm 1. For better comparison, we applied different sensor range limits on test scenarios and provide the average velocity of each policy in Fig. 9. According to this graph, rule based policy is very conservative and fails for test scenarios with short sensor range (40m). The main reason is that it cannot find any non-stop action which guarantees to be safe with such low amount of visibility. On the other hand, the learned DQN policy could drive through all of test scenarios with all types of sensor range due to the fact that it can compromise between risk and utility as part of its reward function. Therefore, when the sensor range is even shorter than the value set in training scenarios (70m), this policy does not provide overcautious behavior and its still successful.

VI. CONCLUSIONS

In this paper, a risk-aware DQN network was proposed as a decision making module in order to learn optimal high level actions for automated driving through unsignalized occluded intersections. Using our map based intersection and occlusion model, a generic state representation was proposed in order to provide vital information for the network about the situation at the intersection with multiple lanes. The efficiency of proposed approach was evaluated using test scenarios with different challenges. Defining risk and utility terms in the reward function, the proposed DQN approach could learn less risky actions which are also not too overcautious. We compared efficiency of the proposed risk-aware DQN with a conventional collision-aware DQN and a rule-based policy. According to our experiments, the proposed approach could learn more reliable decisions that were more successful for challenging scenarios where both rule-based and collision-aware DQN approaches failed. Depending on the amount of risk in the situation, the proposed approach could balance efficiently between cautious and courageous behaviors and provide policies with highest utility and safety both together.
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