DFEnitely different: Genome-wide characterization of differences in mutation fitness effects between populations
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Abstract

The effect of a mutation on fitness may differ between populations, depending on environmental and genetic context. Experimental studies have shown that such differences exist, but little is known about the broad patterns of such differences or the factors that drive them. To quantify genome-wide patterns of differences in mutation fitness effects, we extended the concept of a distribution of fitness effects (DFE) to a joint DFE between populations. To infer the joint DFE, we fit parametric models that included demographic history to genomic data summarized by the joint allele frequency spectrum. Using simulations, we showed that our approach is statistically powerful and robust to many forms of model misspecification. We then applied our approach to populations of Drosophila melanogaster, wild tomatoes, and humans. We found that mutation fitness effects are overall least correlated between populations in tomatoes and most correlated in humans, corresponding to overall genetic differentiation. In D. melanogaster and tomatoes, mutations in genes involved in immunity and stress response showed the lowest correlation of fitness effects, consistent with environmental influence. In D. melanogaster and humans, deleterious mutations showed a lower correlation of fitness effects than tolerated mutations, hinting at the complexity of the joint DFE. Together, our results show that the joint DFE can be reliably inferred and that it offers extensive insight into the genetics of population divergence.

Introduction

Mutations that alter organismal fitness are the key input into the evolutionary process. Given a new mutation’s effect on fitness, population genetics theory can predict a great deal; for example, how likely the mutation is to be lost from or fix in the population. But population genetics theory cannot predict how likely a new mutation is to have a given effect on fitness. It is known that typically the majority of mutations are deleterious (reduce fitness) or nearly neutral (negligible effect on fitness), so only a small minority are adaptive (increase fitness). But these three categories encompass a continuum of fitness effects. This continuum is quantified by the distribution of fitness effects (DFE) among new mutations (Eyre-Walker & Keightley 2007). The DFE is central to many fundamental evolutionary topics, such as the maintenance of genetic variation (Charlesworth 1994) and the evolution of recombination (Barton 1995). It is also key to many practical evolutionary topics, such as the emergence of pathogens (Gandon et al. 2013) and the genetic architecture of complex disease (Eyre-Walker 2010).

Here we focus on the deleterious component of the DFE, which both theory and experiment have contributed to understanding. Fisher’s geometrical model (Fisher 1930; Tenaillon 2014), which considers evolution in an abstract trait space, has been used to predict the shape of the DFE (Martin & Lenormand 2006). Although Fisher’s model is simple, some of its predictions have found empirical support (Bank et al. 2014; Huber et al. 2017). Experimental approaches to measure the DFE using either random mutagenesis (Elena et al. 1998) or mutation accumulation (Fry et al. 2002) are typically limited to studying a small number of
mutations. But they have shown that the deleterious portion of the DFE has a long tail (Sanjua et al. 2004).

Recent approaches based on high-throughput sequencing promise to capture many more mutations, at least in microbes (Bank et al. 2014).

In non-microbes, most of our knowledge regarding the DFE has come from model-based inferences based on contemporary patterns of natural genetic variation. In the typical approach, a model of demographic history (potentially including population size change, divergence, and migration) is first fit to putatively neutral variants, then a model of demographic history plus selection is fit to another class of variants to estimate their DFE (Eyre-Walker et al. 2006; Keightley & Eyre-Walker 2007; Boyko et al. 2008). In general, these analyses summarize genetic data using the allele frequency spectrum (AFS). This approach has been applied to numerous organisms, including humans (Kim et al. 2017), Arabidopsis thaliana (Huber et al. 2018), Drosophila melanogaster (Keightley & Eyre-Walker 2007), and orangutans (Ma et al. 2013).

To date, inference approaches have not considered the key point that the fitness effect of a mutation may depend on genetic or environmental context. Experimental studies in numerous model organisms, including D. melanogaster (Kondrashov & Houle 1994; Wang et al. 2014) and Daphnia pulex (Latta et al. 2015), have shown that the fitness effect of a mutation may differ between environments or genetic backgrounds. Population genetic studies have compared DFEs inferred for multiple populations of humans (Boyko et al. 2008), orangutans (Ma et al. 2013), and chimpanzees (Tataru & Bataillon 2019), finding some evidence for differences between populations. These studies, however, have been limited by the implicit assumption that the fitness effects of a given mutation in different populations are independent draws from different DFEs. Biologically, the fitness effects of a given mutation in different contexts are correlated, but it is unclear how large that correlation typically is and what factors affect it.

Here, we developed and applied an approach for inferring the joint distribution of fitness effects of new mutations between pairs of populations from the joint allele frequency spectrum. Considering a joint DFE allowed us to quantify the correlation of mutation fitness effects between populations. Using simulations, we showed that our approach requires only modest sample sizes and is robust to many forms of model misspecification. We applied our approach to data from humans, D. melanogaster, and wild tomato. We found that the correlation in fitness effects is lowest in tomato and highest in humans. In tomato and D. melanogaster, we found biologically interpretable differences in the correlation of the DFE among genes with different functions. In all three cases, we found that mutations with more deleterious effects exhibit lower correlations. More broadly, our results show that the joint DFE offers new insight into the population genetics of these populations.

Results

In the simplest case, the joint DFE is defined between two populations that have recently diverged, one of which may have entered a new environment (Fig. 1A). Any given mutation has selection coefficient $s_1$ in the ancestral population and $s_2$ in the recently diverged population. We based our inference on the joint allele frequency spectrum (AFS). For two populations, the joint AFS is a matrix in which each entry $i,j$ corresponds to the number of variants observed at frequency $i$ in population 1 and $j$ in population 2 in a sequenced sample of individuals from the two populations. Different combinations of $s_1$ and $s_2$ lead to distinct patterns in the AFS (Fig. 1B). We were interested in inferring the joint probability distribution for $(s_1, s_2)$, which we refer to as the joint distribution of fitness effects (Fig 1C). To calculate the expected AFS for a given demographic model and DFE, we first cached calculations of the expected AFS for a grid of selection coefficient pairs. Assuming independence among sites, the expectation for the full DFE is then an integration over values of $s_1, s_2$, weighted by the DFE (Fig. S1) (Ragsdale et al. 2016; Kim et al. 2017).

Little is known about the shape of the joint DFE, so we considered multiple parametric models. The best-fitting models for single populations tend to be lognormal or gamma distributions (Boyko et al. 2008), although discrete distributions may sometimes fit better (Kousathanas & Keightley 2013). First, we considered a bivariate lognormal distribution (Fig. 1C), because it has an easily interpretable correlation coefficient. (Gamma distributions are also popular for modeling DFEs, but there are multiple ways of defining a bivariate gamma distribution (Nadarajah & Gupta 2006).) But the bivariate lognormal distribution can be
Figure 1: The joint allele frequency spectrum and joint distribution of fitness effects. A: Populations that have recently diverged or have gene flow between them will share genetic variants. Some of those variants will have a different effect on fitness in the diverged population ($s_2$) than in the ancestral population ($s_1$). B: The joint distribution of fitness effects (DFE) is defined over pairs of selection coefficients ($s_1$, $s_2$). Insets show joint allele frequency spectra corresponding to selection coefficients for pairs of variants that are strongly or weakly deleterious in each population. In each frequency spectrum, the number of segregating variants at a given pair of allele frequencies is exponential with the color depth. C: One potential model for the joint DFE is a bivariate lognormal distribution, illustrated here for strong correlation. D: Another potential model is a mixture of components corresponding to equality ($\rho = 1$) and independence ($\rho = 0$) of fitness effects. E: As illustrated by these simulated allele frequency spectra, stronger correlations of mutation fitness effects lead to more shared polymorphism. Here $p_1$ is the weight of the $\rho = 1$ component in the mixture model.
Figure 2: **Power and robustness of joint DFE inference.** Using simulated data, we tested the statistical power of joint DFE inference and its robustness to model misspecification, focusing on inferences of the mixture proportion $p_1$ for the perfectly correlated component of the joint DFE (Fig. 1D). See Methods for simulation details. A: Precise inference of $p_1$ was possible even for modest sample sizes. B: Precise inference of $p_1$ was also possible even when the populations were only recently diverged. Here $T$ is the population-scaled divergence time. C: The bias in inferred values of $p_1$ was modest when data were simulated with a demographic model including both exponential growth and migration but analyzed assuming instantaneous growth or no migration. D: The bias in $p_1$ was also modest when data were simulated with either dominant ($h = 0.75$) or recessive ($h = 0.25$) derived alleles, but analyzed assuming additive alleles ($h = 0.5$). E: The bias in $p_1$ was also modest when data were simulated under a mixture model with gamma-distributed components, but analyzed assuming lognormal components. F: When data were simulated under a bivariate lognormal model with given correlation coefficient $\rho$, the inferred mixture proportion $p_1$ was similar to the simulated $\rho$, for both symmetric and asymmetric bivariate lognormal simulations.

numerically poorly behaved as the correlation coefficient approaches one and the distribution becomes very thin. We thus also considered a mixture model that consisted of a component corresponding to perfect correlation, with weight $p_1$, and a component corresponding to zero correlation, with weight $(1 - p_1)$ (Fig. 1D). The mixture proportion $p_1$ can be interpreted similarly to the correlation coefficient in the bivariate normal distribution.

The correlation of the joint DFE profoundly affects the expected AFS (Fig. 1E). Qualitatively, if the correlation is low, there is little shared high-frequency polymorphism. In this case, alleles that are nearly neutral in one population are often deleterious in the other, driving their frequencies lower in that population. If the correlation of the joint DFE is larger, more shared polymorphism is preserved. To calculate the expected AFS for a given joint DFE and model of demographic history, we extended the `fitdadi` framework developed by Kim et al. (2017), which is itself built upon our dadi software (Gutenkunst et al. 2009).

**Methodological**

Before analyzing real data, we carried out a number of tests on simulated data, to evaluate the statistical power for inferring the joint DFE from the AFS and robustness to potential sources of bias.

To evaluate statistical power, we simulated unlinked SNPs under a known demographic model and a lognormal mixture model for the joint DFE (Fig. 1D); then we fit the joint DFE to those data. We found that the variance of the estimated mixture coefficient $p_1$ grew only slowly as the sample size decreased (Fig. 2A). This suggests that only modest sample sizes are necessary to confidently infer the correlation of the joint DFE, similar to inference for the univariate DFE (Keightley & Eyre-Walker 2010). As expected,
Statistical power is lower for population pairs that have diverged for less time, although power to infer $p_1$ is ample for divergence times much smaller than that, for example, between continental human populations (Fig. 2B).

A key assumption in the DFE inference procedure is the form of the demographic model, so we tested how imperfect modeling of demographic history would bias inference. To do so, we simulated both neutral and selected data under a true demographic history that included divergence, exponential growth in both populations, and asymmetric migration. We then fit the neutral data with models that lacked migration or that modeled instantaneous growth. We then used these misspecified models as the basis for fitting the joint DFE. For both misspecified demographic models, we found that inferences of the mixture coefficient were not strongly biased (Fig. 2C).

Dominance is a potential confounding factor when inferring the joint DFE, since dominance influences allele frequencies differently in populations that have and have not undergone a bottleneck (Balick et al. 2015). Typically, mutation fitness effects in diploids are assumed to be additive, corresponding to a dominance coefficient of $h = 0.5$, although recent work suggests that the average dominance coefficient may vary with the fitness effect of the mutation (Huber et al. 2018). To test the effects of dominance on our inference, we simulated frequency spectra with dominance coefficients $h = 0.25$ and $h = 0.75$ and then optimized joint DFE parameters under the assumption that $h = 0.5$. An incorrect assumption about dominance did bias the inferred mean $\mu$ and variance $\sigma$ of the marginal DFEs (data not shown), but it did not substantially bias the mixture proportion $p_1$ (Fig 2D).

The parametric form assumed for the joint DFE is another potential source of model misspecification. To test how this might bias inference, we first simulated a true mixture model in which the marginal distributions were gamma, rather than lognormal. In this case, we found that inference of the mixture proportion was not substantially biased (Fig. 2E). We also considered fitting the mixture lognormal model (Fig. 1D) to data simulated under a bivariate lognormal model (Fig. 1C). In this case, we found that the inferred values of $p_1$ were larger than the simulated correlation coefficient $\rho$, although they were similar (Fig. 2F). The mixture model assumes symmetric marginal distributions between the two populations, but the bivariate lognormal model is more general and permits asymmetric marginal distributions. When we simulated data under a bivariate model with asymmetric means and variances of the marginal distributions, but fit with a symmetric mixture model, we found only slight bias, similar to the symmetric bivariate case (Fig. 2F).

Together, our tests on simulated data suggest that the joint allele frequency spectrum has good power for inferring the joint distribution of fitness effects. Moreover, inference of the mixture proportion of our joint DFE model is robust to multiple confounding factors, including misspecification of the demographic and selection models.

Biological

We applied our joint DFE inference approach to *D. melanogaster*, wild tomatoes, and humans, using data from the Drosophila Genome Nexus (Lack et al. 2016), Beddows et al. (2017), and the 1000 Genomes Project (The 1000 Genomes Project Consortium 2015). For *D. melanogaster*, we considered the joint DFE between Zambian and French populations, because the Zambian population is representative of the ancestral population (Lack et al. 2015) and France is a distinct environment. For tomatoes, we considered the joint DFE between two closely related species, *Solanum chilense* Dunal and *Solanum peruvianum* L., because they still share substantial polymorphism and have overlapping ranges. For humans, we considered the joint DFE between Yoruba (YRI) and Northern and Western European (CEU) populations, because the Yoruba are a well-studied proxy for the ancestral human population and European populations parallel the history of *D. melanogaster*.

To begin our analysis, we first fit models of demographic history to synonymous variants in each population pair (Fig. 3A,D,G). (Although linked selection may bias demographic inference from synonymous variants, subsequent inferences of selection are expected to be relatively unbiased (Boyko et al. 2008; Messer & Petrov 2013).) For all three analyses, we fit relatively simple models of divergence with exponential growth and gene flow, although for humans we also found it necessary to include pre-divergence population growth. Broadly, these models fit the data well (Fig. 3B,E,H, Table S1,S2,S3).
Figure 3: Model fits to allele frequency spectra. A) For Drosophila, we fit an isolation-with-migration demographic model to the synonymous data. B) That model fit the data well, as evidenced by the small and mostly uncorrelated residuals. C) The nonsynonymous data showed a substantial reduction in shared polymorphism. Those data were best fit by a joint DFE mixture model (Fig. 1D) with $p_1 = 0.97$, and the resulting model had small residuals. D) For humans, we fit an isolation-with-migration demographic model that included growth before divergence. E) That model also fit the data well. (In these plots, we projected down to a smaller sample size, to smooth variation due to the sparsity of the spectrum.) F) The nonsynonymous human data were well-fit by a joint DFE mixture model with $p_1 = 0.99$. G) For wild tomatoes, we fit an isolation-with-migration model to data from two closely related species. H) That model fit the data moderately well. I) When we fit the nonsynonymous tomato data with a joint DFE mixture model, we inferred $p_1 = 0.91$, with similar fit quality.
We next estimated the joint DFE using all nonsynonymous variants in each proteome, using our lognormal mixture model for the joint DFE (Fig. 1D). For D. melanogaster, we found that mutation fitness effects between Zambian and French populations were highly correlated, with \( p_1 = 0.967 \pm 0.022 \) (Table S4). For humans we found an even higher correlation that was statistically indistinguishable from perfect correlation, \( p_1 = 0.990 \pm 0.010 \) (Table S5). For tomatoes, we found a substantially smaller correlation, \( p_1 = 0.906 \pm 0.019 \).

In all three cases, the resulting models fit the nonsynonymous joint frequency spectrum well, with similar patterns of residuals to the demographic models fit to synonymous data (Fig. 3C,F,&I).

To investigate the biological basis of the joint DFE, we then considered genes of different function based on Gene Ontology (GO) terms (The Gene Ontology Consortium 2000). For D. melanogaster, we found a wide range of inferred correlations, with the lowest corresponding to mutations in genes involved in the immune system at \( p_1 = 0.904 \pm 0.088 \) (Fig. 4, Table S4). Although the \( p \)-values for many individual terms were modest, considering all tested GO terms, Fisher’s combined probability test yielded a \( p \)-value of \( p \sim 10^{-6} \), suggesting that our results are highly enriched for deviations below \( p_1 = 1 \). For tomatoes, we found an even wider range of inferred correlations, with the lowest being genes involved in responding to abiotic stimulus at \( p_1 = 0.858 \pm 0.093 \) (Fig. 5, Table S6). For humans, we found that all GO terms yielded values of \( p_1 \) that were statistically indistinguishable from one (Fig. S2). Among the D. melanogaster terms, we found no correlation between the inferred mixture proportion \( p_1 \) and other parameters in the joint DFE (Fig. S3), suggesting that the variation we see in \( p_1 \) is not driven simply by variation in overall constraint.

In humans, we further explored the biological context of the joint DFE by considering genes that are involved in disease and that interact with pathogens. We found a weak signal that genes involved in Mendelian disease tend to have less correlated selection coefficients than other genes (Fig. 6). We also found that genes that interacted with multiple viruses had highly correlated selection coefficients, but those that were known to interact with only a single virus exhibited a significantly lower correlation (Fig. 6).

We used the variation among our inferences for D. melanogaster GO terms to test the robustness of our analyses to various modeling choices. We first fit simpler models of demographic history with instantaneous growth or no migration to the synonymous data (Table S1), then used those models as the basis of joint DFE.
Figure 5: **Joint DFE mixture proportions inferred between wild tomato species.** As in Fig. 4, but for two species of wild tomato, *Solanum chilense* Dunal and *Solanum peruvianum* L. (Beddows et al. 2017).

Figure 6: **Joint DFE mixture proportions inferred between Yoruba and Western European human populations.** As in Fig. 4, but genes were also classified by association with disease (Struck et al. 2018) and known physical interactions with viral proteins (Enard & Petrov 2018).
analysis. Although these demographic models fit the data much less well than our main model, the inferred values of \( p_1 \) for the GO terms were highly correlated with those from our main model (Fig. S4). Using our main demographic model, we also tested different models for the joint DFE. Our first test was to include a point mass of positive selection in the model, which has been supported by previous analyses of the DFE in \textit{D. melanogaster} (Ragsdale et al. 2016). Including positive selection had very little effect on our inferences, because we inferred the proportion of positively selected mutations to be small (Fig. S5A, Table S7). Our second test was to use a bivariate lognormal model, rather than the mixture model. The inferred values for \( \rho \) in the bivariate model were highly correlated with the values for the mixture proportion \( p_1 \), although systematically smaller (Fig. S5B). Together, these results suggest that the robustness we observed in simulated data (Fig. 2C&F) holds true for real data.

For simplicity, our model of the joint DFE assumed that the mixture proportion is constant throughout the distribution, but the proportion may depend on how deleterious the mutation is. To test this assumption, rather than adding complexity to the DFE model, we instead segregated our data. To do so, we applied SIFT (Vaser et al. 2016), which uses evolutionary conservation to predict whether a nonsynonymous mutation is likely to be tolerated or deleterious. We then fit DFE models to the SNPs in each class. As expected, we inferred a larger mean fitness effect for the deleterious class than the tolerated class (Tables S4,S5,&S6). Moreover, we found that the mixture proportion \( p_1 \) was dramatically smaller for the deleterious class than the tolerated class in humans and \textit{D. melanogaster} (Fig. 4&6), but not in wild tomatoes (Fig. 5).

### Discussion

We developed an approach for inferring the joint distribution of fitnesses effects of new mutations between pairs of populations. We tested our approach with simulation studies, finding that it is statistically powerful and robust to many forms of model misspecification (Fig. 2). We then applied it to \textit{D. melanogaster}, wild tomatoes, and humans (Fig. 3). Among these examples, we found the lowest correlation of fitness effects in tomatoes and the highest in humans. In \textit{D. melanogaster} and tomatoes, we found variation in the correlation of the DFE among genes with different functions (Fig. 4&5). In \textit{D. melanogaster} and humans, we found that the correlation of the DFE is lower for mutations that are more deleterious (Fig. 4&6). Lastly, in humans, we found that genes involved in interactions with specific viruses also exhibited lower correlation (Fig. 6). Together, these results illustrate the biological insights that can be gained by considering the joint DFE between populations.

Each of our analyses began by fitting a model of demographic history, although our selection inferences are robust to details of that model (Fig. 2C&S4). Nevertheless, our inferred demographic models agree well with other inferences. For \textit{D. melanogaster}, our inferred population sizes and divergence time for African and European populations agree with those of Arguello et al. (2019), although we used different populations and different models. For humans, our demographic parameters were also similar to previous analyses (Gravel et al. 2011). Lastly, for tomatoes we reproduced the demographic inference results of Beddows et al. (2017).

A key assumption in our analysis is the parametric form for the joint DFE. Recently, Martin & Lenormand (2015) extended Fisher’s Geometrical Model to consider the relationship between mutation fitness effects in two different environments, represented by two optima in trait space. Unfortunately, they could not derive an analytic joint DFE for their model. Thus we focused our analysis on simpler generic models for the joint DFE. All our models assume that the correlation or mixture proportion is constant throughout the distribution. But segmenting our data with SIFT suggests that in \textit{D. melanogaster} and humans the correlation of fitness effects may be smaller for more deleterious variants (Fig. 4&6). Moreover, including positive selection was not necessary to explain the data we analyzed (Fig. S5A), but it may be necessary in other cases. Overall, our simple models of the joint DFE fit the data well, but more complex models may be more informative.

In our models for the joint DFE, we assumed that the marginal DFE was identical between the two populations. In other words, we assumed that the mean and the variance of mutation fitness effects did not differ between the two populations. Experiments suggest that stressful environments can alter the marginal DFE (Wang et al. 2014). And previous population genetic studies have found evidence for differences in
marginal DFEs between populations of humans (Boyko et al. 2008; Lopez et al. 2018) and other primates (Ma et al. 2013; Tataru & Bataillon 2019). But those studies found only slight differences, and our simulation study suggests that inferences of the correlation of the DFE are robust to relatively large differences in marginal DFEs (Fig. 2F).

In both humans and \textit{D. melanogaster}, we found the lowest correlation of mutation fitness effects in genes related to immunity. In \textit{D. melanogaster}, genes annotated as functioning in the immune system had the lowest correlation among all GO terms tested (Fig. 4). It is well established that immune system genes exhibit more rapid adaptive evolution than other functional categories in \textit{Drosophila} (Schlenke & Begun 2003; Sackton et al. 2007), potentially due to host-parasite coevolution. A study on genetic variation in \textit{D. melanogaster} revealed significant enrichment of highly differentiated genes between Malawi and North Carolina populations for several GO terms, including immune function (Langley et al. 2012). Given that \textit{North American \textit{D. melanogaster}} populations are predominantly of European origin, our results align well with these findings. In humans, we found that genes known to physically interact with only a single virus showed significantly lower correlation of fitness effects than genes known to interact with no or multiple viruses (Fig. 6). This may be because genes that are known to interact with only a single virus are more likely to be affected by differences in pathogen content between environments. Thus both our human and \textit{D. melanogaster} results are consistent with differences in selection due to distinct pathogen environments in Africa and Europe.

Beyond immunity, our analyses in \textit{D. melanogaster}, wild tomatoes, and humans all suggest that the joint DFE differs between genes of different functions (Fig. 4, 5, & 6). In some cases, these gene sets may naturally correspond to different environmental factors, such as “response to stress” in flies and “response to abiotic stimulus” in tomatoes. In other cases, the biological explanation is less clear. Nevertheless, our results suggest new directions for exploring the environmental responsiveness of different phenotypes in these species.

The fitness effect of a mutation may differ between populations due to differences in both environmental and genetic context. The wild tomato species we analyzed overlap in range and are more genetic differentiated than the \textit{D. melanogaster} and human populations we studied. So in this case we speculate that differences in fitness effects are primarily driven by differences in genetic background. Out of the species we studied, humans exhibited the highest correlation of mutation fitness effects. It is unclear whether this is caused by our relatively low genetic differentiation or our ability to control our local environment. Over the long term, assessing the joint DFE between multiple populations of multiple species may reveal the relative importance of environmental and genetic context in determining the effects of mutations on fitness.

\section*{Materials and Methods}

\subsection*{Calculating expected AFS under the joint DFE}

To calculate the expected AFS given a joint DFE, we first cached the expected AFS for the given demographic model for pairs of population-scaled selection coefficients $\gamma_1$, $\gamma_2$ (Ragsdale et al. 2016). The cached values of $\gamma_1$, $\gamma_2$ were from 50 points logarithmically spaced within $[-10^{-4}, -2000]$, for a total of 2500 cached spectra (Fig. S1). The expected AFS for a given joint DFE is then an integral over these cached spectra, and we carry out this integration numerically using the trapezoidal rule. In general, probability density for the joint DFE will extend outside the range of cached spectra. To account for this density, we integrated outward from the sampled domain to $\gamma = 0$ or $-\infty$ to estimate the excluded weight of the joint DFE. We then weighted the closest cached AFS by the result and added it to the expected AFS. For the edges of the domain, this was done using the SciPy method \texttt{quad}, and for the corners it was done using \texttt{dblquad} (Oliphant 2007). For the mixture model, the expected $\rho = 1$ component was calculated simply as a one-dimensional integral over a cache of $\gamma_1 = \gamma_2$ spectra. When a point mass of positive selection was included in the mixture model, the corresponding joint density for the $\rho = 0$ component was included and integrated over, corresponding to population-specific adaptation. Our implementation of this approach was based on \texttt{fitdadi} (Kim et al. 2017) and has been incorporated into \texttt{dadi} (Gutenkunst et al. 2009).
Simulated data tests

Unless otherwise specified, for Fig. 2, the “truth” simulations were performed with an isolation-with-migration (IM) demographic model with parameters as in Table S8, a joint DFE model with marginal $\mu = 3.6$ and $\sigma = 5.1$, and with sample sizes of 218 for population 1 and 198 for population 2. For Fig. 2A and 2B, data were simulated with $p_1 = 0.9$, by Poisson sampling from the expected joint AFS, with the population-scaled mutation rate $\theta$ held constant at 13,842.5. For Fig. 2A, the resulting average number of segregating polymorphisms varied with sample size, ranging from 7,373 for sample size 2 chromosomes to 44,897 for sample size 100. For Fig. 2B, the sample size was fixed at 20 chromosomes per population. For the remaining tests (Fig. 2C-F), we were interested in bias rather than variance, so misspecified models were fit directly to the expected frequency spectrum under the true model, without Poisson sampling noise. For Fig. 2C, the best fit model with no migration had $s = 0.937$, $\nu_1 = 3.025$, $\nu_2 = 3.219$, $T = 0.0639$, $m = 0$, and the best-fit model with instantaneous growth and symmetric migration had $\nu_1 = 2.4$, $\nu_2 = 0.92$, $T = 0.23$, $m = 0.42$. For Fig. 2E, the true joint DFE was a mixture model with marginal gamma distributions with $\alpha = 0.4$, $\beta = 1400$. For Fig. 2F, the true joint DFE was a bivariate lognormal specified correlation coefficient $\rho$, and for the asymmetric case, $\mu_1 = 3.6$, $\sigma_1 = 5.1$, $\mu_2 = 4.5$, $\sigma_2 = 6.8$.

Genomic data

We obtained Zambian and French D. melanogaster genomic data from the Drosophila Genome Nexus (Lack et al. 2016). The Zambian sequences were 197 haploids from the DPGP3 (Lack et al. 2015), and the French were from 96 inbred individuals (Lack et al. 2016). In these data, many SNPs were not called in all individuals. We thus projected downward to obtain a consensus AFS with the maximal number of segregating sites. For these data, that was to a sample size of 178 Zambian and 47 French chromosomes.

Calling success was uneven across the genome, so our projection excludes many sites from Chr3L and Chr3R (Fig.S6). To annotate SNPs to their corresponding genes and as synonymous or nonsynonymous, we used ANNOVAR (Wang et al. 2010) with default settings and the dm6 genome build.

We obtained YRI and CEU human genomic data from the 1000 Genomes Phase 3 (The 1000 Genomes Project Consortium 2015), considering only individuals with phase 3 genotypes. We only considered SNPs that were within the exome targeted regions, had as their most severe functional annotation synonymous_variant or missense_variant, and had a reported ancestral allele. We projected the data down to 216 YRI and 198 CEU chromosome samples for analysis.

We obtained S. chilense and S. peruvianum RNA sequencing data from Beddows et al. (2017) and followed their scheme for assigning individuals to species. To more easily apply SIFT, we used the NCBI genome remapping service to convert the data from SL2.50 coordinates to SL2.40.

Fitting demographic history models

We used dadi to fit models for demographic history to spectra for synonymous mutations (Gutenkunst et al. 2009), including a parameter for ancestral state misidentification (Ragsdale et al. 2016). For the Drosophila analysis, we used dadi grid points of [300,400,500], and we found that an isolation-with-migration (IM) model fit the data well (Table S1). We also analyzed simpler models assuming instantaneous growth or no migration. For the human analysis, we used dadi grid points of [800,1000,1200], and we found that an IM model with growth in the ancestral population fit the data well (Table S3). For the tomato analysis, we used dadi grid points of [300,400,500], and fit the same isolation-with-migration model that Beddows et al. (2017) fit to the data, obtaining very similar parameter estimates (our Table S2 vs. their Table S4).

For comparison with other studies, we converted model parameters for D. melanogaster and humans from genetic units to physical units. For Drosophila, we assumed an overall mutation rate of $2.8 \times 10^{-9}$ per generation (Keightley et al. 2014), that a fraction $1/(1 + 2.85)$ of exonic mutations were synonymous (Huber et al. 2017), and 10 generations per year (Arguello et al. 2019). For Drosophila, there were 10,643,343 bases at which at least 47 individuals were called in France and 178 in Zambia. For humans, we assumed an overall mutation rate of $1.5 \times 10^{-8}$ (Ségurel et al. 2014), that a fraction $1/(1 + 2.31)$ of exonic mutations
were synonymous (Huber et al. 2017), and a generation time of 25 years. In both analyses, we estimated the ancestral population size using \( \theta_{\text{syn}} = 4N_A\mu_{\text{syn}}L \).

### Fitting joint DFEs

Cached allele frequency spectra were created for the corresponding demographic models, using the same grid points settings. Models of the joint DFE were then fit to nonsynonymous data by maximizing the likelihood of the data, assuming a Poisson Random Field (Sawyer & Hartl 1992). In these fits, the population-scaled mutation rate for nonsynonymous mutations \( \theta_{NS} \) was held at fixed at a given ratio to the rate for synonymous mutations \( \theta_S \) in the same subset of genes, as inferred from our demographic history model. For \( D. \ melanogaster \) this ratio was 2.85 and for humans it was 2.31 (Huber et al. 2017). For tomato, this ratio was assumed to be 2.5. For the lognormal mixture model, the three parameters of interest are the weight of the \( \rho = 1 \) component, \( p_1 \), and the mean and variance of the marginal distributions, \( \mu \) and \( \sigma \). In addition, we included a separate parameter for ancestral state misidentification for each subset of the data tested, because the rate of misidentification depends on the strength of selection acting on the sites of interest. To include positive selection in our \( D. \ melanogaster \) analysis, we first estimated an appropriate value for the strength of positive selection of \( \gamma_+ = 12.035 \) by fitting a model with perfectly correlated selection (\( \rho = 1 \)). We then created a spectra cache that included that \( \gamma_+ \) value (Fig. S1).

We separately analyzed SNPs from genes associated with different Gene Ontology terms. We used terms from the Generic GO subset, which is a set of curated terms that are applicable to a range of species (The Gene Ontology Consortium 2000). We considered the direct children of GO:0008510 “Biological Process”, and any gene annotated with a child of a given term was assumed to also be annotated by the parent term. Thus in our analysis a given gene may be present in multiple GO term subsets. We used Ensembl Biomart (Cunningham et al. 2019) to retrieve the annotated GO terms for each gene.

We also separately analyzed SNPs classified by SIFT as deleterious or tolerated (Vaser et al. 2016). To do so, we considered only sites assigned “regular” confidence and ignored “low” confidence sites. To carry out our DFE analysis, we needed to estimate an appropriate population-scaled mutation rate \( \theta_{NS} \) for deleterious and tolerated mutations. To do so, we randomly inserted mutations into the reference genome of each species, then ran SIFT and scaled the whole genome \( \theta_{NS} \) by the proportion of simulated mutations that SIFT classified as deleterious or tolerated. For \( D. \ melanogaster \), we used the nucleotide mutation rates of Singh et al. (2007). For humans, we used the trimnucleotide mutations rates of Jönsson et al. (2017). For tomato, we used the \( \text{Arabidopsis thaliana} \) nucleotide mutation rates of Ossowski et al. (2010), because mutation rates have not been directly measured in tomato.

For humans, we also divided genes into classes based on their role in disease and interactions with viruses. Following Struck et al. (2018), we classified genes as associated with Mendelian disease, complex disease, or no disease using Online Mendelian Inheritance in Man (OMIM, Amberger et al. 2015) and the European Bioinformatics Institute’s genome-wide association studies (GWAS) catalog (MacArthur et al. 2016). We used the data of Enard & Petrov (2018) to annotate 4,534 genes as encoding virus-interacting proteins (VIPs). We defined the set of non-VIP genes as the 17,603 Ensembl genes that were not annotated as encoding VIPs. We identified 1,728 genes as known to interact with 2 or more viruses, leaving 2,806 genes known to interact with only a single virus.

To estimate the uncertainty of our inferences, we used an approach based on the Godambe Information Matrix (Coffman et al. 2016). To generate the requisite bootstrap data sets, we divided the reference genomes into 1 Mb chunks. Because gene content varied among bootstraps, \( \theta_{NS} \) also needed to vary. To estimate the appropriate \( \theta_{NS} \) for each bootstrap, we scaled corresponding \( \theta_{NS} \) from the real data by the ratio of the number of segregating sites in the AFS of the bootstrap versus real data. We found good agreement between the uncertainties estimated by the Godambe approach and those from directly fitting the bootstrap data sets (Fig. S7). Note that this process does not propagate uncertainty in the demographic parameter inference, so our uncertainties are somewhat underestimated.
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Table S1: Demographic model parameters for Zambian and French *D. melanogaster* populations.

| model | \(\theta_S\) | \(s\) | \(\nu_{Zm}\) | \(\nu_{Fr}\) | \(T\) | \(m_{Zm-Fr}\) | \(m_{Fr-Zm}\) | \(\mu_{misid}\) |
|-------|--------------|--------|--------------|--------------|------|----------------|----------------|--------------|
| IM    | 55137        | 0.959  | 3.490        | 0.209        | 0.083| 0.799          | 3.560          | 0.0498       |
| instant growth, symmetric mig. | 51596 | 2.267  | 0.164        | 0.125        | 1.725| 0.0515         |                |              |
| no migration | 60096 | 0.975  | 5.601        | 0.399        | 0.032|                |                | 0.0482       |

Table S2: Demographic model parameters for wild tomato populations.

| model | \(\theta_S\) | \(\nu_{chi}\) | \(\nu_{per}\) | \(T\) | \(m_{chi-per}\) | \(m_{per-chi}\) | \(\mu_{misid}\) |
|-------|--------------|--------------|--------------|------|----------------|----------------|--------------|
| IMpre | 5537         | 1.317        | 3.708        | 1.447| 0.2609         | 0.1672         | 0.039        |

Table S3: Demographic model parameters for African YRI and European CEU human populations.

| model | \(\theta_S\) | \(\nu_{pre}\) | \(T_{pre}\) | \(s\) | \(\nu_{YRI}\) | \(\nu_{CEU}\) | \(T\) | \(m_{1,2}\) | \(m_{2,1}\) | \(\mu_{misid}\) |
|-------|--------------|--------------|--------------|------|--------------|--------------|------|------------|------------|--------------|
| IMpre | 5537         | 1.85         | 0.52         | 0.96 | 3.34         | 4.28         | 0.099| 0.29       | 0.26       | 0.015        |

Table S4: Inferred joint DFE parameters for *D. melanogaster*.

| group | SNP count | \(\mu\) | \(\sigma\) | \(p_{fr}\) | \(\mu_{misid}\) | GO definition |
|-------|-----------|--------|----------|-----------|-----------------|---------------|
| proteome | 390145 | 6.258 | 0.100 | 3.991 | 0.016 | 0.968 | 0.022 |
| GO 0002376 | 16863 | 6.755 | 0.203 | 3.822 | 0.217 | 0.904 | 0.083 |
| GO 0005056 | 26927 | 6.829 | 0.209 | 3.980 | 0.227 | 0.934 | 0.081 |
| GO 0005056 | 37690 | 6.937 | 0.176 | 4.035 | 0.187 | 0.946 | 0.041 |
| GO 0002967 | 37837 | 6.962 | 0.157 | 3.790 | 0.159 | 0.964 | 0.044 |
| GO 0001276 | 20478 | 6.527 | 0.224 | 3.979 | 0.259 | 0.951 | 0.048 |
| GO 0004011 | 29170 | 6.994 | 0.176 | 3.856 | 0.182 | 0.952 | 0.049 |
| GO 0004856 | 98813 | 6.760 | 0.109 | 3.776 | 0.115 | 0.956 | 0.031 |
| GO 0008233 | 18481 | 6.761 | 0.245 | 3.983 | 0.346 | 0.957 | 0.045 |
| GO 0007165 | 52642 | 6.925 | 0.142 | 3.878 | 0.147 | 0.957 | 0.044 |
| GO 0000058 | 7178 | 6.766 | 0.147 | 3.745 | 0.155 | 0.959 | 0.032 |
| GO 0003464 | 77809 | 6.566 | 0.118 | 3.859 | 0.135 | 0.961 | 0.037 |
| GO 0003700 | 15408 | 6.181 | 0.180 | 3.483 | 0.211 | 0.967 | 0.072 |
| GO 0007409 | 27114 | 6.520 | 0.208 | 3.785 | 0.333 | 0.968 | 0.047 |
| GO 0006464 | 39082 | 6.972 | 0.200 | 3.974 | 0.210 | 0.974 | 0.036 |
| GO 0007010 | 29866 | 6.518 | 0.156 | 3.703 | 0.171 | 0.976 | 0.048 |
| GO 0005877 | 21226 | 6.735 | 0.267 | 4.093 | 0.259 | 0.976 | 0.042 |
| GO 0008003 | 51780 | 6.653 | 0.199 | 4.010 | 0.225 | 0.981 | 0.027 |
| GO 0009058 | 68870 | 6.720 | 0.128 | 3.960 | 0.140 | 0.981 | 0.036 |
| GO 0007267 | 22906 | 7.032 | 0.243 | 3.786 | 0.241 | 0.982 | 0.038 |
| GO 0004283 | 20023 | 7.268 | 0.238 | 4.108 | 0.259 | 0.985 | 0.044 |
| GO 0004067 | 15579 | 7.218 | 0.174 | 3.711 | 0.164 | 0.987 | 0.041 |
| GO 0008410 | 59789 | 6.920 | 0.151 | 3.873 | 0.155 | 0.990 | 0.022 |
| GO 0016491 | 16379 | 6.785 | 0.320 | 4.152 | 0.360 | 1.000 | 0.049 |
| SIFT tolerated | 276620 | 4.960 | 0.079 | 3.943 | 0.146 | 0.978 | 0.020 |
| SIFT deleterious | 61960 | 7.312 | 0.092 | 3.052 | 0.074 | 0.768 | 0.044 |
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Table S5: Inferred joint DFE parameters for humans.

| group              | SNP count | $\mu$    | $\sigma$   | $p_1$   | $p_{\text{misid}}$ |
|--------------------|-----------|----------|------------|---------|--------------------|
| proteome           | 129299    | $2.041 \pm 0.021$ | $4.248 \pm 0.210$ | $0.990 \pm 0.010$ | $0.009 \pm 0.001$ |
| SIFT tolerated     | 76075     | $-0.887 \pm 0.989$ | $4.562 \pm 2.233$ | $0.996 \pm 0.013$ | $0.013 \pm 0.003$ |
| SIFT deleterious   | 37019     | $3.523 \pm 0.027$ | $2.620 \pm 0.108$ | $0.922 \pm 0.047$ | $0.001 \pm 0.002$ |
| non-disease        | 80121     | $1.735 \pm 0.034$ | $4.159 \pm 0.207$ | $0.992 \pm 0.015$ | $0.009 \pm 0.001$ |
| complex disease    | 32401     | $2.556 \pm 0.015$ | $4.502 \pm 0.355$ | $1.000 \pm 0.042$ | $0.008 \pm 0.002$ |
| Mendelian disease  | 16109     | $2.556 \pm 0.014$ | $4.004 \pm 0.312$ | $0.961 \pm 0.042$ | $0.007 \pm 0.002$ |
| non-VIP            | 98652     | $1.722 \pm 0.038$ | $4.515 \pm 0.249$ | $0.993 \pm 0.010$ | $0.009 \pm 0.001$ |
| multiple VIP       | 9333      | $3.321 \pm 0.055$ | $3.271 \pm 0.282$ | $1.000 \pm 0.148$ | $0.008 \pm 0.002$ |
| single VIP         | 17254     | $2.639 \pm 0.012$ | $3.423 \pm 0.232$ | $0.946 \pm 0.047$ | $0.006 \pm 0.002$ |

Table S6: Inferred joint DFE parameters for wild tomatoes.

| group              | SNP count | $\mu$    | $\sigma$   | $p_1$   | $p_{\text{misid}}$ | GO definition                        |
|--------------------|-----------|----------|------------|---------|--------------------|---------------------------------------|
| proteome           | 1151584   | $3.710 \pm 0.393$ | $5.346 \pm 0.288$ | $0.906 \pm 0.019$ | $0.026 \pm 0.001$ | response to abiotic stimulus          |
| GO:0009628         | 15454     | $3.373 \pm 4.301$ | $4.315 \pm 4.672$ | $0.854 \pm 0.093$ | $0.027 \pm 0.014$ | translation                           |
| GO:0016043         | 54683     | $3.680 \pm 1.160$ | $4.861 \pm 1.306$ | $0.887 \pm 0.090$ | $0.025 \pm 0.014$ | translation                           |
| GO:0009628         | 14428     | $5.979 \pm 0.645$ | $6.976 \pm 0.948$ | $0.911 \pm 0.129$ | $0.034 \pm 0.009$ | kinase activity                       |
| GO:0009628         | 13108     | $4.108 \pm 1.760$ | $4.920 \pm 1.672$ | $0.916 \pm 0.100$ | $0.025 \pm 0.021$ | response to endogenous stimulus       |
| GO:0009628         | 10978     | $2.869 \pm 1.747$ | $4.020 \pm 3.766$ | $0.999 \pm 0.125$ | $0.027 \pm 0.028$ | DNA binding transcription factor activity |
| GO:0009628         | 21097     | $3.919 \pm 6.324$ | $5.349 \pm 5.087$ | $1.000 \pm 0.104$ | $0.024 \pm 0.033$ | metabolic process                     |
| GO:0009628         | 12783     | $4.148 \pm 2.889$ | $6.553 \pm 3.775$ | $1.000 \pm 0.149$ | $0.042 \pm 0.014$ | signal transduction                   |
| GO:0009628         | 10282     | $4.612 \pm 0.800$ | $5.398 \pm 2.912$ | $1.000 \pm 0.181$ | $0.024 \pm 0.010$ | carbohydrate metabolic process        |
| SIFT tolerated     | 27250     | $3.784 \pm 1.145$ | $5.002 \pm 2.547$ | $0.935 \pm 0.059$ | $0.026 \pm 0.016$ | cellular process                      |
| SIFT deleterious   | 27250     | $3.784 \pm 1.145$ | $5.002 \pm 2.547$ | $0.935 \pm 0.059$ | $0.026 \pm 0.016$ | cellular process                      |

Table S7: Alternative proteome-wide joint DFE models for D. melanogaster.

| Model              | $\mu$    | $\sigma$   | $p_1$   | $\rho$ | $p_{\text{misid}}$ |
|--------------------|----------|------------|---------|--------|--------------------|
| mixture            | 6.26     | 3.99       | 0.97    | 0.027  |                    |
| mixture w/ pos. selection | 6.26     | 4.01       | 0.97    | 0.0047 | 0.027              |
| bivariate          | 6.25     | 3.95       | 0.91    | 0.027  |                    |

Table S8: Demographic model parameters for simulation studies.

| Model | $s$ | $\nu_1$ | $\nu_2$ | $T$ | $m_{1\rightarrow 2}$ | $m_{2\rightarrow 1}$ |
|-------|-----|---------|---------|-----|----------------------|----------------------|
| IM    | 0.93| 2.9     | 2.83    | 0.084| 0.47                 | 0.35                 |
Figure S1: Illustration of computational approach for calculating expected AFS for a given joint DFE. Dots represent cached frequency spectra. Horizontal and vertical lines indicate single-variable semi-analytic integrations to estimate DFE density outside the sampled domain, and gray regions indicate corresponding double-variable integrations.

Figure S2: Joint DFE mixture proportions inferred for human gene functional groups. As in Fig. 6, but for Gene Ontology terms.
Figure S3: Parameter correlations among fits to *D. melanogaster* GO slim groups. The only significant correlation is between $\mu$ and $p_{\text{misid}}$, which is driven by the likelihood of secondary mutation on outgroup branch.
Figure S4: *D. melanogaster* results assuming simpler demographic models. A) A model with instantaneous growth fits the data less well than our full model with exponential growth. (Compare residuals with panel in Fig. 3B.) B) A model with no migration fits even worse. C&D) Yet the inferred values of the mixture proportion for GO terms are highly correlated between our full model and these simpler models.

Figure S5: *D. melanogaster* results assuming different DFE models. For the *D. melanogaster* Gene Ontology terms, inferences from the lognormal mixture model are compared with A) a model including a point mass of positive selection and B) a bivariate lognormal model.
Figure S6: Calling rate for different chromosome arms in analyzed D. melanogaster data. For each arm, histograms indicate the number of bases at which a given number of individuals were called in each population. The vertical lines indicate the projection sizes for the AFS analysis.
Figure S7: Comparison between uncertainties estimated with the Godambe Information Matrix and bootstrap fitting. For the *D. melanogaster* data, each panel shows a different subset of genes/mutations. In each panel, the histogram shows results from conventional bootstrap fitting, while the smooth curve is a normal distribution centered at the maximum likelihood inferred value and standard deviation estimated using the Godambe approach.