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Our paper is organized as follows. In Sec. II we extend the previously proposed notion of eigenmode-mediated quantum state transfer to the transverse field Ising model. In addition to being closely related to the actual achievable Hamiltonian of certain driven spin systems, this simple model enables an analytic description of the state-transfer protocol. In Sec. III we build upon these protocols and derive analytic expressions characterizing the channel fidelity for state transfer between remote quantum registers. Next we generalize our method to bosonic systems (e.g., coupled cavities and pendulum arrays) in Sec. IV. In particular, we demonstrate that chains of coupled oscillators can faithfully transport quantum information even at high oscillator temperature.

Having described eigenmode-mediated QST in both the fermionic and bosonic contexts, we then turn to a specific implementation within a solid-state quantum computing architecture. In Sec. V we analyze eigenmode-mediated quantum state transfer between remote spin quantum registers [49–51]. To be specific, we consider nitrogen-vacancy (NV) defect center registers and examine the optimization of state transfer fidelities in the presence of both disorder and a finite depolarization time $T_1$. The interplay between disorder-induced localization and decoherence yields a natural optimal channel fidelity, which we calculate. Ultimately, this optimization demonstrates the feasibility of scalable architectures whose remote logic gates can harbor infidelities below the threshold for error correcting codes [52,53]. While eigenmode-mediated QST fundamentally requires the register-chain coupling to be weaker than the intrachain coupling, in Sec. VI we consider generalizations to the strong-coupling regime. In particular, motivated by several recent studies [18,39,54,55], we provide numerical simulations in parallel with the analytic channel fidelities derived in Sec. III.

I. INTRODUCTION

The ability to perform quantum logic between remote registers has emerged as a key challenge in the quest for scalable quantum architectures [1–4]. Qubits, the fundamental building blocks of such an architecture are often benchmarked by their coherence times [5–7]. Naturally, those qubit implementations that possess the longest coherence times also interact most weakly with their local environment, making multiqubit quantum logic in such systems difficult [3,8]. As a result, there has been tremendous recent interest in quantum data buses, which enable universal gates between physically separated quantum registers [9–16]. Such data buses have been proposed in systems ranging from trapped ions [17–19] and superconducting flux qubits [20–22] to coupled cavity arrays [23–25] and solid-state spin chains [26–40]. Prior proposals have focused on achieving perfect state transfer using either initialized [28,29,36,39], engineered [31,41,42], or dynamically controlled quantum channels [43–46].

By contrast, here we analyze a general method for high-fidelity quantum state transfer (QST) using an infinite-temperature (unpolarized) data bus as proposed in Refs. [3,27]. Our method requires neither external modulation during state transfer nor precisely engineered coupling strengths within the bus, making it an ideal candidate for solid-state spin-based quantum computing architectures [3,26,47]. We envision the long-range coherent interaction between remote qubits to be mediated by a specific collective eigenmode of the intermediate quantum data bus. In the solid state, such eigenmodes naturally suffer from localization effects associated with lattice imperfections and disorder [48]. Exploration of the interplay between such localization effects and intrinsic constraints set by finite coherence times is important to assess the feasibility of proposed architectures.
In Sec. VII we perform exact diagonalization for spin systems, which includes the full long-range dipolar interaction. We find remarkably high fidelities for our proposed QST protocols in chains of length up to \( L = 12 \). Finally, in Sec. VIII we describe and analyze an alternate architecture, which utilizes globally controlled pulses for state transfer [43,44]. In this case we demonstrate that all spins in the system (e.g., even dark intermediate chain spins) can be viewed as potential qubits. However, while this dramatically increases the number of qubits available, the composite operations required to manipulate such intermediary spin qubits significantly raise the error threshold for robust operation.

II. EIGENMODE-MEDIATED QST

In this section we begin with an idealized system in which to understand eigenmode-mediated QST, namely, the transverse field Ising model

\[
H = -\sum_{i=1}^{N-1} \kappa \sigma_i^z \sigma_{i+1}^z + \sum_{i=1}^{N} B \sigma_i^z, \tag{1}
\]

where \( \kappa \) is the nearest-neighbor coupling strength and \( B \) represents a uniform transverse field on each site. In addition to being realizable in a variety of experimental systems, ranging from NVs and trapped ions to electrons floating on helium [27,56,57], this model also has the virtue of being exactly solvable; this will allow us to clearly illustrate the essence of eigenmode-mediated state transfer and to understand the many-body entanglement that arises.

Expanding \( \sigma_i^z \) as a function of spin-flip operators \( \sigma_i^x = (\sigma_i^z \pm i \sigma_i^y)/2 \) and utilizing the Jordan-Wigner transformation [58] \( c_i^\dagger = \sigma_i^x \exp(-i \pi \sum_{j=1}^{i-1} \sigma_j^z \sigma_j^-) \) yields the fermionized Hamiltonian

\[
H_{\text{JW}} = -\sum_{i=1}^{N-1} \kappa (c_i^\dagger c_{i+1} + c_{i+1}^\dagger c_i) - \sum_{i=1}^{N} (B c_i^\dagger c_i - c_i c_i^\dagger), \tag{2}
\]

which is quadratic and conserves fermionic parity without conserving particle number. To solve \( H_{\text{JW}} \), we reexpress it as \( \overline{\Phi}^\dagger A \overline{\Phi} \), where we define \( \overline{\Phi} = (c_1, c_2, \ldots, c_N, c_1^\dagger, c_2^\dagger, \ldots, c_N^\dagger)^T \). The matrix \( A \) is real and symmetric and is diagonalized to

\[
\Lambda = \begin{pmatrix}
\epsilon_1 & 0 & 0 & 0 & \cdots \\
0 & -\epsilon_1 & 0 & 0 & \cdots \\
0 & 0 & \epsilon_2 & 0 & \cdots \\
0 & 0 & 0 & -\epsilon_2 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix}, \tag{3}
\]

via an orthogonal matrix \( \psi \) such that \( \psi A \psi^T = \Lambda \). The eigenmodes come in pairs with energy \( \pm \epsilon_k \), corresponding to eigenvectors \( d_k = \psi_{2k-1} \phi_k \) and \( d_k^\dagger = \psi_{2k} \phi_k \), where \( k = 1, \ldots, N \). This transformation yields

\[
H_{\text{JW}} = \sum_{k=1}^{N} \epsilon_k (d_k^\dagger d_k - d_k d_k^\dagger), \tag{4}
\]

where the \( d \) modes satisfy standard Dirac anticommutation relations. For a uniform chain the spectrum is \( \epsilon_k \approx \sqrt{\kappa^2 + B^2} - 2B \kappa \cos q_k \), where \( q_k = k \pi/(N + 1) \).

We now consider the addition of quantum registers, labeled 0 and \( N + 1 \), at the ends of the data bus (Fig. 1). The registers couple perturbatively with strength \( g \) to the ends of the Ising spin chain [27,28], and we apply a local Zeeman field \( B' \),

\[
H' = -g (\sigma_0^z \sigma_1^x + \sigma_N^z \sigma_{N+1}^x) + B' (\sigma_0^x + \sigma_N^x). \tag{5}
\]

Upon fermionizing,

\[
H'_{\text{JW}} = -g (c_0^\dagger c_1 + c_{N}^\dagger c_{N+1}) - g (c_N^\dagger c_{N+1} + c_{N+1}^\dagger c_N) - g (c_0^\dagger c_0 + c_{N+1}^\dagger c_{N+1}) - g (c_{N+1}^\dagger c_N^\dagger c_N c_{N+1}) - g (c_N^\dagger c_0 c_0^\dagger c_{N+1} + c_{N+1}^\dagger c_N c_N^\dagger c_0).
\]

By tuning \( B' = \epsilon_z \) we ensure that the external registers are coupled resonantly to a single finite-energy eigenmode \( d_{N+1}^\dagger \) of the intermediate chain. Quantum state transfer proceeds via resonant tunneling through this mode. Noting that

\[
c_k = \sum_{k=1}^{N} (\psi^T)_{k,2k-1} d_k + \sum_{k=1}^{N} (\psi^T)_{k,2k} d_k^\dagger,
\]

allows us to reexpress \( c_1 \) and \( c_N \) in terms of the \( d \) modes. By choosing \( g \psi_{2k-1} = g \psi_{2k-1,N} \ll B',|\epsilon_z - \epsilon_{z,\pm1}| \) we ensure that off-resonance eigenmodes are only weakly coupled to the quantum registers, leaving an effective three-mode picture

\[
H_{\text{eff}} \approx \epsilon_z (d_{N+1}^\dagger d_{N+1} - 2 d_{N+1} d_{N+1}^\dagger) + \epsilon_z (c_0^\dagger c_0 - c_N^\dagger c_N) + \epsilon_z (c_{N+1}^\dagger c_{N+1} - c_{N+1} c_{N+1}^\dagger) - g (c_N^\dagger c_{N+1} c_N + c_{N+1}^\dagger c_N c_N^\dagger).
\]

It is interesting to note that for \( B < \kappa \), the Hamiltonian in Eq. (2) represents a spinless \( p \)-wave superconductor in its topological phase [59]. The zero-energy boundary modes of this system have received a great deal of attention recently. As these Majorana zero modes are exponentially localized [60], they cannot be employed for state transfer. In our analysis, this follows from the failure of the secular approximation to remove fermion number nonconserving terms when \( B' = \epsilon_z = 0 \). A straightforward calculation shows that the pairing terms precisely cancel the hopping terms in the effective evolution.
Equation (7) represents the key result of the above manipulations. State transfer is achieved by time evolving for \( \tau = \frac{\pi}{2\sqrt{2g\Psi_{2\pi L}}} \), leading to unitary evolution

\[
U_{\text{eff}} = e^{-i\tau H_{\text{eff}}} = (-1)^{n_s}( -1)^{c_0^+c_{N+1}^+} x_{(0)} x_{(1)} x_{(0)} x_{(1)} / 2
\]

where \( n_s = d_1^2 d_2 \). It is instructive to write the explicit action of \( U_{\text{eff}} \) on the subspace spanned by \( \Psi = \{ |0\rangle, c_0^\dagger |0\rangle, c_N^\dagger c_{N+1}^\dagger |0\rangle, c_0^\dagger c_{N+1}^\dagger |0\rangle \} \), where \( |0\rangle \) is the vacuum associated with \( c_0, c_{N+1} \),

\[
U_{\text{eff}} \Psi = (-1)^{n_s} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix} \Psi. \tag{9}
\]

Up to signs, the effective evolution in the register subspace is a SWAP gate. In the spin representation, owing to Wigner strings \( \exp(-i\pi \sum_{i,j=1}^{N-1} \sigma_i^z \sigma_j^z) \), there exists an additional set of controlled-PHASE (CP) gates, as shown in Fig. 2. Since CP is \( \mathbb{I} \), this entanglement can be easily canceled and logic gates between the remote registers can be successfully accomplished [47,61]. We detail two possible such protocols below.

The first protocol that we consider is particularly applicable to the case of multipart quantum registers. For a two-qubit register, we can label one qubit as the memory qubit while the other represents the coupling qubit. Once an eigenmode-mediated swap between the coupling qubits is accomplished, an intraregister CP gate is then performed between the two qubits of the remote register. The return swap then cancels the unwanted entanglement illustrated in Fig. 2, leaving only a controlled-PHASE gate between the two memory qubits. Since CP gates are themselves universal, such a procedure enables universal logic between remote registers.

An alternate method, which we call the paired protocol, utilizes a two-qubit encoding to cancel the Wigner strings. In this approach, the quantum information is encoded in two spins \( a \) and \( b \) with logical basis \( |\downarrow\rangle = |\downarrow\rangle_a |\downarrow\rangle_b, |\uparrow\rangle = |\uparrow\rangle_a |\uparrow\rangle_b \) [27,47,61]; the intuition behind this encoding is that it produces an effective bosonic excitation, thereby mitigating the effect of the fermionic Wigner strings. State transfer proceeds by successively transferring \( a \) and \( b \) through the intermediary chain.

III. ANALYTIC CHANNEL FIDELITY

We now derive the channel fidelity associated with the paired protocol. To set up the analytic framework, we begin by calculating the fidelity of a simplified protocol, termed the double swap. In this double swap, we consider the left register (indexed 0) undergoing two successive eigenmode-mediated SWAP gates. Ideally, this simplified protocol swaps the quantum information twice, thereby disentangling it from the intermediate chain and also returning it to its initial position at the left register. We then consider a second protocol, termed the single swap, in which the quantum information undergoes only one eigenmode-mediated SWAP gate. Analyzing this protocol will illustrate the effect of the residual entanglement on the channel fidelity. Finally, we turn to the paired protocol and demonstrate that the proposed two-qubit encoding can eliminate this entanglement, thereby enabling quantum state transfer.

A. Double swap

The average channel fidelity for a quantum dynamical operation is given by

\[
F = \frac{1}{2} + \frac{1}{12} \sum_{i=x,y,z} \text{Tr}[\sigma^i \mathcal{E}(\sigma^i)],
\]

where \( \mathcal{E} \) characterizes the quantum channel [62]. For simplicity of notation, we will restrict ourselves to the XX Hamiltonian \( H = g(\sigma_1^+ \sigma_1^- + \sigma_N^+ \sigma_N^- + \text{H.c.}) + \sum_{i=1}^{N-1} \kappa (\sigma_i^+ \sigma_{i+1}^- + \text{H.c.)} \), although analogous results hold for the previously considered transverse field Ising model. For the double swap (DS), we let \( U \) represent evolution under \( H \) for a time \( \tau = 2\pi \) equivalent to twice the state-transfer time. Let us suppose that the left register is initially disentangled from the remainder of the chain, which is in a thermal mixed state \( \rho_{\text{DS}}^{\text{ch}} \); the average double-swap channel fidelity is then given by

\[
F_{\text{DS}} = \frac{1}{2} + \frac{1}{12} \sum_{i=x,y,z} \text{Tr}[\sigma_i^0 U(\sigma_i^0 \otimes \rho_{\text{DS}}^{\text{ch}})U^\dagger]
\]

\[
= \frac{1}{2} + \frac{1}{12} \sum_{i=x,y,z} \text{Tr}[U^\dagger \sigma_i^0 U(\sigma_i^0 \otimes \rho_{\text{DS}}^{\text{ch}})]
\]

where \( \sigma_i^0(t) \) is the Heisenberg evolution of the left register. By fermionization, this evolution can be reexpressed with respect to elements of the matrix \( M = e^{-iKt} \), where \( K \) is the \((N+2) \times (N+2)\) coupling matrix of the full Hamiltonian (including registers) \( H = \sum_{i,j=0}^{N+1} K_{ij} c_i^\dagger c_j \). Evolution of the Fermi operators is governed by \( \dot{c}_m = -i \sum_n K_{mn} c_n \), implying
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that $c_m(t) = \sum a_M c_n$ and further that
\[ \sigma_0^+(t) = U_i^{\dagger} \sigma_0^+ U = U_i^{\dagger} U \]
\[ \sigma_0^+(t) = \sum_{ij} M_{0i}^{\ast} c_i + \sum_{ij} M_{0i}^{\ast} c_i + \prod_{i<l<j} e^{i \sigma_i^+ \sigma_j^+}, \] (12)
\[ \sigma_0^-(t) = 2c_0(t)^c_0(t) - 1 \]
\[ = -1 + 2 \sum_{ij} M_{0i}^{\ast} M_{0j} c_j c_i j \]
\[ = -1 + 2 \sum_{ij} M_{0i}^{\ast} M_{0j} \sigma^+ \sigma^- \prod_{i<j<l} e^{i \sigma_i^+ \sigma_j^+}, \] (13)
where we have used the fact that $c_0^\dagger$ carries no Wigner string. To evaluate $F_{DS}$, we note that $\sigma^\pm = (\sigma^\pm + i \sigma^\mp)/2$

\[ \text{Tr}[\sigma_0^+(t) (\sigma_0^\pm \otimes \rho_{\text{ch}})] = \text{Tr}[ - \sigma_0^\pm \otimes \rho_{\text{ch}}] + \text{Tr}[ \sum_{ij} M_{0i}^{\ast} M_{0j} \sigma^+ \sigma^- \prod_{i<j<l} e^{i \sigma_i^+ \sigma_j^+} ] \]
\[ = \text{Tr}[ 2 M_{0i}^{\ast} M_{00} \sigma_0^0 \sigma_0^0 \otimes \rho_{\text{ch}}] = 2 |M_{00}|^2, \] (15)

where we have noted that $i = j$ to ensure that the number of excitations in each mode is conserved. Moreover, we must also have that $i = j = 0$, since $\text{Tr}[\sigma_0^0] = 0$. Combining the above terms yields the double-swap channel fidelity as
\[ F_{DS} = \frac{1}{2} + \frac{1}{6} (M_{00} + M_{00}^\ast + |M_{00}|^2). \] (16)
Interestingly, we need to compute only a single matrix element to obtain the relevant channel fidelity.

**B. Single swap**

We now consider the single-swap (SS) channel fidelity associated with the transfer of quantum information from the right register (indexed $N+1$) to the left register (indexed 0)
\[ F_{SS} = \frac{1}{2} + \frac{1}{12} \sum_{i=x,y,z} \text{Tr}[\sigma_0^+(t) \sigma_0^\pm \otimes \sigma_{N+1}^\pm], \] (17)
where $\sigma_0^\pm$ now characterizes the initial state for spins $\{0, \ldots, N\}$. Note that $F_{SS}$ will be independent of the direction of state transfer and we have chosen right to left for notational simplicity. From Eq. (12) one finds
\[ \sigma_0^+(t) = c_0^\dagger(t) + c_0(t) = \sum_{i} M_{0i}^{\ast} c_i + \sum_{i} M_{0i} c_i \]
\[ = \sum_{i} \left[ \text{Re}(M_{0i}) \sigma_0^+ + \text{Im}(M_{0i}) \sigma_0^- \right] \prod_{i=0}^{N-1} (- \sigma_i^-) \]. (18)
In analogy to the DS case, $i \neq N+1$ terms do not contribute to the trace
\[ \text{Tr}[\sigma_0^+(t) \sigma_0^\pm \otimes \sigma_{N+1}^\pm] = 2 \text{Re}(M_{0,N+1}) \text{Tr}[ \sigma_0^\pm \otimes \sigma_{N+1}^\pm] \]
\[ = 2 \text{Re}(M_{0,N+1}) \text{Tr}[ \sigma_0^\pm \otimes \sigma_{N+1}^\pm] \]. (19)
and hence $\text{Tr}[\sigma_0^+(t) \sigma_0^\pm \otimes \rho_{\text{ch}}] = \text{Tr}[\sigma_0^+(t) \sigma_0^\pm \otimes \rho_{\text{ch}}]$. Contributions are only obtained from the cross terms $\sigma_0^+(t) \sigma_0^- \otimes \rho_{\text{ch}}$ and $\sigma_0^-(t) \sigma_0^+ \otimes \rho_{\text{ch}}$ since the number of excitations in $i = 0$ must be preserved to generate a nonzero trace. For example, using Eq. (12),
\[ \text{Tr}[\sigma_0^-(t) (\sigma_0^- \otimes \rho_{\text{ch}})] \]
\[ = \text{Tr}[ \sum_{ij} M_{0i}^{\ast} M_{0j} \sigma^+ \sigma^- \prod_{i<j} e^{i \sigma_i^+ \sigma_j^+} \sigma_0^- \otimes \rho_{\text{ch}}] \]
\[ = \text{Tr}[ 2 M_{0i}^{\ast} M_{00} \sigma_0^0 \sigma_0^0 \otimes \rho_{\text{ch}}] = 2 |M_{00}|^2. \] (14)

An analogous calculation yields $\text{Tr}[\sigma_0^-(t) (\sigma_0^+ \otimes \rho_{\text{ch}})] = M_{00}$. Finally, for the $\sigma^z$ terms, one finds, using Eq. (13),
\[ \text{Tr}[\sigma_0^z(t) (\sigma_0^- \otimes \rho_{\text{ch}})] \]
\[ = \text{Tr}[ \sum_{ij} M_{0i}^{\ast} M_{0j} \sigma^+ \sigma^- \prod_{i<j} e^{i \sigma_i^+ \sigma_j^+} \sigma_0^\ast \otimes \rho_{\text{ch}}] \]
\[ = \text{Tr}[ 2 M_{0i}^{\ast} M_{00} \sigma_0^0 \sigma_0^0 \otimes \rho_{\text{ch}}] = 2 |M_{00}|^2. \] (15)

The $\sigma^z$ term yields an identical contribution while the $\sigma^x$ term yields $\text{Tr}[\sigma_0^x(t) (\sigma_0^z \otimes \sigma_{N+1}^z)] = 2 |M_{0,N+1}|^2$. Therefore,
\[ F_{SS} = \frac{1}{2} + \frac{1}{6} \left( 2 \text{Re}(M_{0,N+1}) \right) \text{Tr}[ \sigma_0^z \prod_{i=0}^{N-1} (- \sigma_i^-) ] \]
\[ + |M_{0,N+1}|^2 \right). \] (20)

For perfect transfer with $F_{SS} = 1$, we would require both $|M_{0,N+1}| = 1$ and $|\text{Tr}[ \sigma_0^z \prod_{i=0}^{N-1} (- \sigma_i^-) ] = 1$. In the case of an unpolarized chain, the second condition is unsatisfied since the expectation value of the chain parity operator $P = \prod_{i=0}^{N-1} (- \sigma_i^-)$ is zero. The dependence of the single-swap fidelity on the intermediate chain’s parity determines the entanglement illustrated in Fig. 2 and presents an obvious problem for QST.

**C. Paired protocol**

To overcome this problem, we now turn to the two-qubit encoding proposed in Sec. II, e.g., $|\downarrow\rangle = |\downarrow\rangle\downarrow \rangle$, $|\uparrow\rangle = |\uparrow\rangle\uparrow \rangle$. Let us index the full chain as $\{0_a, 0_b, 1, \ldots, N, (N+1)_a, (N+1)_b\}$ and define $U_a$ as the transfer process through the subchain $\{0_a, 1, \ldots, N, (N+1)_b\}$, while $U_a$ represents the transfer process through the subchain $\{0_a, 1, \ldots, N, (N+1)_a\}$. The composite $U = U_b U_a$ then represents the unitary characterizing the encoded state transfer, with average channel fidelity given by
\[ F_{enc} = \frac{1}{2} + \frac{1}{12} \sum_{i=x,y,z} \text{Tr}[\sigma_0^+(t) \sigma_0^\pm \otimes \rho_{\text{ch}}^{PP} \otimes \rho_{N+1}^{PP}] \]. (21)

Here $\rho_{PP}^{PP}$ is the mixed initial state of the intermediate chain $\{1, \ldots, N\}$, $\sigma_0^\pm$ acts on the encoded logical subspace of the 0 register, and $\rho_{N+1}^{PP}$ is the mixed state of the encoded $(N+1)$ register within the logical subspace. Working within this logical subspace is crucial to ensure that $\text{Tr}[ \sigma_0^0 \otimes \rho_{0,N+1}] = 1$. Inspection reveals that the paired protocol includes two
contributions from the chain parity operator and since \( P^2 = 1 \), we have effectively disentangled from the intermediate chain. Since a consistent ordering of the spin chain is required to implement the Jordan-Wigner transformation, the Hamiltonian \( H_{\text{U}} \) governing the \( U_n \) transfer evolution will contain uncanceled Wigner strings. For example, the piece of \( H_{\text{U}} \) containing the coupling between the registers and the ends of the spin chain takes the form \( H_{\text{U}} = g(c_0^\dagger e^{i\pi n_{01}}c_1 + c_N^\dagger e^{i\pi n_{N+1b}c_{N+1}} + \text{H.c.}) \). While one must take care to correctly evaluate such strings, an otherwise straightforward computation yields

\[
F_{\text{enc}} = \frac{1}{6} \left( [M_{N+1}^2 - M_{N+1}M_{N+1,N+1}] + M_{N+1}^2 + \sum_i (M_{N+1,i}M_{N,0})^2 + \frac{1}{2} \right).
\]

Again, one only needs to compute certain matrix elements of \( M \) and in fact an analytic form for all such elements can be obtained (see Appendixes A and B for details) [28].

IV. GENERALIZATION TO OSCILLATOR SYSTEMS

Motivated by the fact that quadratic bosonic systems can also be exactly solved and by the tremendous experimental progress in realizing coupled-oscillator arrays, in this section we analyze the generalization of eigenmode-mediated state transfer to systems of bosonic oscillators. By contrast to our previous discussions of dipolar spin chains, where we made an explicit nearest-neighbor assumption, which truncates the otherwise \( 1/k^3 \) interaction, many bosonic oscillator systems are often naturally nearest neighbor. For example, the realization of such coupled oscillators is currently being explored in systems such as cavity arrays [23–25], nanomechanical oscillators [63,64], Josephson junctions [65–67], and optomechanical crystals [68].

Consider a chain of coupled harmonic oscillators with the Hamiltonian

\[
H_B = \sum_{i=1}^N \omega a_i^\dagger a_i + \sum_{i=1}^{N-1} k(a_i^\dagger a_{i+1} + a_{i+1}^\dagger a_i).
\]

As before, we begin by diagonalizing the Hamiltonian. Let us define \( b_k = \frac{1}{A} \sum_j e^{i\xi_k a_j} \) with \( A = \sqrt{(N+1)/2} \) and \( k = 1, \ldots, N \), yielding \( H = \sum_k (\omega + \epsilon_k) b_k^\dagger b_k \), where \( \epsilon_k = 2k \cos(\frac{k\pi}{N+1}) \). The perturbative coupling of the two additional quantum registers at the ends of the oscillator chain is given by \( H_B' = g(a_0^\dagger a_0 + a_N^\dagger a_N + \text{H.c.}) + \omega'(a_0^\dagger a_0 + a_N^\dagger a_N) \), where \( g \) characterizes the register-oscillator-chain coupling strength and \( \omega' \) is the register frequency. Upon reexpressing \( a_0 \) and \( a_N \) as a function of the eigenmodes \( b_k \), we arrive at the full Hamiltonian

\[
H_B + H_B' = \sum_{k=1}^N \tau_k b_k^\dagger b_k + (-1)^{k-1} a_{N+1}^\dagger b_k + \text{H.c.}\]

\[
+ \omega'(a_0^\dagger a_0 + a_N^\dagger a_N) + \sum_{k=1}^N (\omega + \epsilon_k) b_k^\dagger b_k,
\]

where we let \( \tau_k = (g/A)\sin[k\pi/(N+1)] \). In analogy to Sec. II, we consider resonant tunneling through a particular mode \( b_k \) by tuning \( \omega' \approx \omega + \epsilon_k \) and ensuring that \( \tau_k \ll |\epsilon_k| \). The resulting effective Hamiltonian is

\[
H_{\text{eff}}^B = \sqrt{2\tau_k}(b_k^\dagger b_k + \eta_0), \quad \eta_0 = 1/\sqrt{2}(\alpha_0 + a_{N+1}).
\]

To demonstrate state transfer, we introduce operators \( \xi_\pm = 1/\sqrt{2}(\eta_0 \pm b_\pm) \), yielding

\[
H_{\text{eff}}^B = \sqrt{2\tau_k}(\xi_+^\dagger \xi_+ + \xi_-^\dagger \xi_-).
\]

Let us now consider unitary evolution under \( H_{\text{eff}}^B \) for a time \( \tau_B = \pi/\sqrt{2}\tau_k \), where \( U_{\text{eff}}^B = e^{-\tau_B H_{\text{eff}}^B} \), so that \( (U_{\text{eff}}^B)^\dagger \xi_\pm (U_{\text{eff}}^B) = -\xi_\pm \). Returning to the original basis and evaluating the time evolution of \( a_0 \) and \( a_{N+1} \) yields

\[
a_0(\tau) \to (U_{\text{eff}}^B)^\dagger a_0(U_{\text{eff}}^B) = -a_{N+1},
\]

\[
a_{N+1}(\tau) \to (U_{\text{eff}}^B)^\dagger a_{N+1}(U_{\text{eff}}^B) = -a_0,
\]
demonstrating a \textit{swap} gate between the oscillator registers at the ends of the chain. As before, this state transfer is achieved independent of the state of the intermediate chain. Moreover, there exists no additional entanglement between the registers and the intermediary oscillators; this is a direct consequence of the bosonic nature of the modes, which, unlike their Wigner-fermionic counterparts in Sec. II, carry no strings.

One crucial difference with the spin chain case is that the occupation of the bosonic eigenmodes is not limited to 0 or 1. In a highly excited system, this induces a bosonic enhancement of off-resonant errors and will limit the achievable state transfer fidelity as a function of temperature. In particular, the state-transfer unitary evolution gives \( a_{N+1}(\tau) = M_{N+1,0}a_0 + \sqrt{\epsilon} a_{N} \), where \( \epsilon = 1 - |M_{N+1,0}|^2 \ll g^2 \) is a small error and \( a_k \) is a normalized linear combination of the \( a_i \) modes \((i = 1, \ldots, N + 1)\). The total number of excitations in mode \( N + 1 \) after the state transfer is \( (a_{N+1}(\tau)) = (1 - \epsilon)\eta_0 + \epsilon n_z \), where \( n_z = a_i^\dagger a_i \). Therefore, if the chain is thermally occupied with \( n_z \approx kT/\omega > 1 \), the coupling strength \( g \) must be reduced to \( g/\sqrt{\omega/\epsilon kT} \) in order to keep errors comparable with the zero-temperature bosonic case. In realistic experimental systems, this implies an interplay between temperature, which sets the Bose enhancement of off-resonant errors and decoherence rates, which limit the minimal speed of state transfer.

V. DISORDER AND DECOHERENCE

Eigenmode-mediated state transfer naturally finds use in a variety of quantum computing architectures where data buses are required to connect high-fidelity remote registers [3,4,47]. Within such architectures, it is crucial to consider an interplay between naturally occurring disorder and finite decoherence rates. While disorder in one-dimensional (1D) systems generically localizes all eigenmodes [48,55,69,70], leading to an exponentially long state-transfer time, in finite-size systems with weak disorder, the localization lengths can be large relative to the inter-register separation. In these cases, one must still reduce the register-chain coupling strength \( g \) to compensate for disorder effects, but so long as the register decay time is sufficiently long, it remains possible to achieve high-fidelity QST. In this section we will discuss the impact of
coupling-strength disorder on spin chains and will analyze the optimization of $g$ as a function of disorder strength and qubit depolarization time.

In particular, we will consider two sources of error: (i) off-resonant coupling to alternate eigenmodes (which becomes enhanced as disorder increases) and (ii) a finite register depolarization time $T_1$,

$$\epsilon = \sum_{k \neq \epsilon} \left( g_L^2 \frac{|\psi_{k,L}|^2}{\Delta_k^2} + g_R^2 \frac{|\psi_{k,R}|^2}{\Delta_k^2} \right) + N \frac{\epsilon}{T_1},$$

where $g_{L,(R)}$ is left (right) register-chain coupling, $\psi_{k,L,(R)}$ is the eigenmode amplitude at the left (right) register, $\Delta_k$ is the energy difference from mode $z$ to mode $k$, $N$ is the chain length, $t$ is the state transfer time, and $T_1$ is the depolarization time of the register. The additional factor of $N$ in the final term results from the entanglement discussed in Sec II; indeed, since each register is CP entangled with all intermediate spins, any spin flip of the intermediate chain immediately dephases the quantum information.

To ensure that the tunneling rates at each end of the intermediate chain are equivalent, we envision tuning $g_L$ and $g_R$ independently such that $t = g_L|\psi_{z,L}| = g_R|\psi_{z,R}|$. Plugging in for the state-transfer time $t = \pi/\sqrt{2T_1}$ yields

$$\epsilon = \sum_{k \neq \epsilon} g_L^2 \left( \frac{|\psi_{k,L}|^2}{\Delta_k^2} + \frac{|\psi_{z,L}|^2}{\Delta_z^2} \right) + \frac{N\pi}{\sqrt{2T_1}|\psi_{z,L}|},$$

which enables us to derive the optimal coupling strength

$$g_L = \sqrt[2]{\frac{N\pi}{\sum_{k \neq \epsilon} g_L^2 \left( \frac{|\psi_{k,L}|^2}{\Delta_k^2} + \frac{|\psi_{z,L}|^2}{\Delta_z^2} \right) - 1}. $$

A. Disorder numerics for a specific NV-based architecture

We now consider an example implementation of eigenmode-mediated state transfer in the context of a quantum computing architecture based upon nitrogen-vacancy registers in diamond [49–51]. Each fully controllable NV register consists of a coupled electronic and nuclear spin. The electronic spin, with extremely long multisecound room-temperature coherence times, is often thought of as the memory qubit [8], while the electronic spin, which can be optically initialized and read out, mediates interactions with other NVs [3,47]. Our analysis of disorder effects will be based upon the specific architecture proposed in Ref. [3]; there NV registers are connected by a dark-spin-chain data bus composed of spin-1/2 electronic spins associated with nitrogen impurities. One of the crucial advantages of utilizing spin chains to connect remote NVs is that this enables optical addressing of individual registers in parallel, a necessary requirement for the implementation of many error-correcting codes.

We consider realistic experimental parameters, with an average spin spacing of about 10 nm, corresponding to a dipole coupling strength $\approx 50$ kHz. At room-temperature, NV centers are characterized by $T_1 \sim 10$ ms [8], owing to an Orbach spin-lattice relaxation process; the exponential dependence of the Orbach process on temperature suggests that slight cooling can significantly extend $T_1$, with many seconds already demonstrated at liquid nitrogen temperatures [3,71]. We now perform disorder-averaged numerics for two separate chain lengths: (i) subwavelength addressable ($N = 11$) and (ii) optical-wavelength addressable ($N = 51$) [72].

We characterize the amount of disorder by the standard deviation associated with imperfect spin positioning; in the case of NVs, the origin of this imperfection is straggle during the ion-implantation process [73,74]. We average over 1000 disorder realizations and calculate the fidelity $1 - \epsilon$ according to Eq. (28); in particular, for each realization, we calculate the error for each eigenmode of the spin chain and choose the maximum achievable fidelity. As shown in Fig. 3(a), high-fidelity quantum gates can be achieved for few-nanometer straggle provided that the NV depolarization time is $\sim 200$ ms; similarly, for the longer chain case [Fig. 3(b)] with $N = 51$, high-fidelity gates are also possible, but require significantly longer $T_1$ of a few seconds.

Next we analyze the participation ratio (PR) [55,70]

$$N_{PR} = \frac{1}{\sum_{i=1}^{N} |\psi_i|^4},$$

which provides a characterization of the number of sites that participate in a given eigenmode; modes are typically said to be extended if $N_{PR} \sim \Omega(N)$ and localized if $N_{PR} \ll N$. In the case where the participation ratio is much shorter than the overall chain length, it becomes extremely difficult to perform quantum state transfer within the coherence window set by the quantum register. This allows us to quantitatively determine the regime over which high-fidelity state transfer can be achieved despite the interplay between disorder and decoherence. As shown in the histograms of Fig. 3(c), for increasing disorder, $N_{PR}$ drops sharply as a function of $\sigma$. By $\sigma \approx 0.5\kappa$, on average, all eigenmodes exhibit a state-transfer fidelity less than 2/3 even for extremely long $T_1 \sim 5$ s.

VI. STRONG REGISTER COUPLING

The eigenmode-mediated QST discussed above operates in the weak-coupling regime $g \psi \ll \kappa / N$. Numerical simulations reveal that by optimally tuning $g = g_M(N) \sim \kappa$, high-fidelity QST can also be achieved (see Fig. 5). This strong-coupling regime enables faster state transfer and has been analyzed in several recent studies [18,39,54,55,75]. Here our contribution is to show that this strong-coupling regime still enables high-fidelity state transfer in the case of unpolarized channels. We demonstrate this by performing numerical simulations and deriving analytic channel fidelities valid for an arbitrary coupling pattern (analogous to Sec. III). We emphasize that our results are consistent with and motivated by those in Refs. [18,39,54,55,75].

To provide intuition for this strong-coupling regime [18,39,54,55], we will begin by considering the engineered spin chain described in Ref. [31], where we have $N + 2$ spin-1/2 atoms with nearest-neighbor $XX$ interactions. The intrachain coupling is nonuniform and is given by,
As described in Sec. III, the system's evolution is governed by 
\[ c_i(t) = \sum_j M_{ij}(t)c_j(0). \]
Upon setting \( h = \frac{N+1}{2} \), one finds that at time \( t = 2\pi, M(2\pi) = 1 \) and therefore \( c_i(2\pi) = c_i(0) \), returning the system to its initial state. As the coupling pattern \( \{J_i\} \) harbors mirror symmetry with \( J_i = J_{N-i} \), the orthogonal transformation \( \psi \) that diagonalizes \( H \) can also be chosen mirror symmetric, \( \psi_{ij} = (-1)^{i+j+1}\psi_{N-1-i,k} \). Setting \( h = \frac{N+1}{2}(N+1) \) and \( t = \pi \) yields
\[ M_{ij} = \sum_k \psi_{N+1-i,k}\psi_{j,k} = \delta_{N+1-i,j}. \]

To demonstrate state transfer, let us recall the analytic single-swap fidelity given by Eq. (20). For the moment, let us assume that the spins \( \{0, 1, \ldots, N\} \) are all polarized so that \( \text{Tr}[\rho_{\text{SS}} P] = 1 \). Combined with Eq. (32), which ensures \( M_{0,N+1} = 1 \), we find \( F_{\text{SS}} = 1 \), enabling perfect QST. We note that in lieu of applying a uniform magnetic field \( h = \frac{N+1}{2}(N+1) \), one can also just apply a simple \text{PHASE} gate \( U_P = \begin{pmatrix} 1 & 0 \\ 0 & (-1)^{N+1} \end{pmatrix} \) on spin 0 following transfer.

Turning now to the case of an unpolarized spin chain, we again employ the two-qubit encoding previously described. In this case, one will need to apply the \text{PHASE} gate \( U_P = \begin{pmatrix} 1 & 0 \\ 0 & (-1)^{N+1} \end{pmatrix} \) to the logical qubit after state transfer.

The state-transfer fidelities for these two strong-coupling methods are given analogously by
\[ F_{\text{SS}} = \frac{1}{2} + \frac{1}{6} \left( 2|M_{0,N+1}| + |M_{0,N+12}| \right), \]
\[ F_{\text{enc}} = \frac{1}{2} + \frac{1}{6} \left( 2|M_{0,N+1}|^2 - M_{0,0}^2 M_{N+1,N+1} - |M_{0,N+1}|^2 + \sum_i M_{N+1,i}M_{0,i}^2 \right). \]

While these expressions are valid for an arbitrary coupling pattern (so long as the resultant fermionic Hamiltonian is quadratic), to ensure high-fidelity QST we require \( |M_{0,N+1}| \approx 1 \). As depicted in Eq. (32), satisfying this constraint is intimately related to the linear spectrum resulting from the choice of \( J_i = \frac{1}{2}\sqrt{(l+1)(N+1-l)} \).

Let us now consider the strong-coupling regime \( (g \sim \kappa) \) where \( J_0 = J_N = g \) and \( J_i = J_i = \cdots = J_{N-1} = \kappa \). Surprisingly, tuning only \( g/\kappa \) enables one to obtain a quasilinear spectrum \([18]\); such a spectrum will then ensure that \( |M_{0,N+1}| \approx 1 \), as desired. Of course, for \( N = 2,3,4 \), \( J_i = \frac{1}{2}\sqrt{(l+1)(N+1-l)} \) can be satisfied exactly. Although for \( N > 3 \), an exactly linear spectrum cannot be obtained, it is possible to optimally tune \( g = g_M(N) \) so that \( \omega_k \) looks nearly identical to the previous linear spectrum \( h - \frac{N+1}{2}(h = 0) \), as shown in Fig. 4. In particular, by optimizing \( F_{\text{enc}} \), we obtain \( g_M \approx N^{-1/6} \), with a transfer time \( \tau \sim N \) (Fig. 5), consistent with Ref. [18]. Interestingly, for extremely long chains with \( N > 100 \), the optimal coupling strength is not necessarily the one that best linearizes the dispersion, implying a more complex interplay between state transfer and non-linearities \([54,75]\).
FIG. 4. (Color online) Coupling pattern $\{J_i\}$ between spins for two different cases: (i) engineered couplings (circles) as in Ref. [31] and (ii) the strong-coupling regime (squares). The left $y$ axis characterizes the coupling strength for each case and is associated with solid symbols; the couplings are plotted between spin numbers (e.g., $J_0$ is plotted between spin numbers 0 and 1). The right $y$ axis characterizes the fermionic spectrum (in this case, the $x$ axis is simply an index) and is associated with the open symbols. The open red circles depict the exactly linear spectrum of the engineered chain, while the open green squares depict the quasilinear spectrum of the strong-coupling case with uniform interchain couplings $\kappa = 1$ and optimized $g \approx 0.7$.

VII. LONG-RANGE INTERACTIONS

Finally, we now consider the effect of longer-range interactions. The majority of proposals for spin-chain state transfer focus on approximate nearest-neighbor models; however, the microscopic magnetic dipolar interaction is naturally long range and decays as $1/r^3$, inducing an important infidelity in quantum state transfer. The origin of this infidelity becomes especially evident as we examine the Jordan-Wigner fermionization of the spin chain. Each Wigner fermion carries a string of the form $\exp(-i\pi \sum_{j=1}^{-1} \sigma_i^+ \sigma_j^-)$. In the nearest-neighbor case, all such strings cancel pairwise, leaving a simple quadratic model. However, with longer-range interactions, uncanceled strings remain and generically introduce perturbative quartic terms into the Hamiltonian. These quartic terms imply that the model, unlike the transverse field Ising model, is no longer diagonalizable in terms of free fermions. In the previous free fermion case, the energy of each eigenmode is independent of the occupation of all other eigenmodes; this enables state transfer even when the spin temperature of the chain is effectively infinite. By contrast, the quartic terms associated with the long-range dipolar coupling introduce interactions between fermionic eigenmodes; the energy fluctuations of each eigenmode, caused by changing occupations of other modes, naturally dephase quantum information, limiting the operational spin temperature of the chain.

Certain proposals have suggested the possibility of using dynamical decoupling to effectively cancel next-to-nearest-neighbor (NNN) interactions [3], but the complete canceling of all long-range interactions requires a level of quantum control that is currently beyond the realm of experimental accessibility. Since any long-range $XX$ coupling destroys the quadratic nature of the fermionic Hamiltonian, an analytic solution for state-transfer fidelities in the presence of full dipolar interactions is not available. Thus we perform exact diagonalization for chains of length up to $N = 12$ (total number of spins), as shown in Fig. 6. We obtain the encoded state-transfer fidelities for dipolar, NNN-canceled-dipolar, and NN interaction models. Remarkably, even with full dipolar interactions, fidelities of $\sim 90\%$ can be obtained for a total of $N = 10$ spins; in the case where NNN interactions are dynamically decoupled, the fidelities can be further improved to $\sim 98\%$ at similar lengths.

FIG. 5. (Color online) Strong-coupling regime: By tuning $g/\kappa \sim N^{1/6}$, we obtain high-fidelity QST utilizing an unpolarized chain with two-qubit encoding (paired protocol). The transfer time scales linearly with $N$ (Lieb-Robinson bound) [76] and high fidelities greater than 90% can be maintained for chain lengths up to $N = 100$.

FIG. 6. (Color online) Infidelity of QST for a strongly coupled chain with long-range interactions ($1/T_1$ is assumed to be negligible). Encoded state-transfer (paired-protocol) fidelities are shown for dipolar (diamonds), NNN-canceled-dipolar (squares), and NN interaction (circles) models.

VIII. QUANTUM MIRROR ARCHITECTURE

In this section we present an alternate quantum computing architecture based upon pulsed quantum mirrors [43,44]. By contrast to eigenmode-mediated state transfer, remote quantum logic will be achieved by global rotations and NN Ising interactions. To remain consistent, we choose to discuss the advantages and disadvantages of such an architecture within the context of NV registers. In particular, analogous to Sec. V, we consider NV registers connected by spin-1/2 chains of implanted nitrogen impurities.
Let us begin with a detailed discussion of the mixed spin system composed of NV centers and nitrogen impurities [3]. The full Hamiltonian of a single nitrogen impurity is

$$H_N = -\gamma_N \vec{B} \cdot \vec{S} - \gamma_N \vec{B} \cdot \vec{I} + A_{ij} S_j^z I_i^z + A_{\perp} (S_j^z I_i^z + S_j^z I_i^z),$$

(35)

where $\vec{S}$ is the spin-1/2 electronic spin operator, $\vec{I}$ is the nuclear spin operator, and $A_{ij} = -159.7$ MHz and $A_{\perp} = -113.8$ MHz are the hyperfine constants associated with the Jahn–Teller axis.

We envision the application of a magnetic-field and field gradient, which, within a secular approximation, reduces the Hamiltonian of a nearest-neighbor nitrogen-impurity chain to Ising form [3]

$$H_N = \kappa \sum_{i=1}^{N-1} S_i^z S_{i+1}^z + \sum_{i=1}^{N} \left( \omega_0 + \delta_i \right) S_i^z,$$

(36)

where $\kappa$ is the relevant component of the dipole tensor, $\omega_0$ captures the electronic Zeeman energy, and $\delta_i$ characterizes the hyperfine term, which is nuclear-spin dependent, for each impurity. Taking into account the magnetic dipole coupling between the electronic spin of the NV register and the surrounding nitrogen impurities allows us to consider the mixed spin system

$$H_{\text{eff}} = \sum_{i=1}^{a-1} \kappa S_i^z S_{i+1}^z + J S_{\text{NV}}^y (S_a^z + S_b^z) + \sum_{i=b}^{N-1} \kappa S_i^z S_{i+1}^z,$$

(37)

where $J$ is the strength of register-impurity interaction, the Zeeman term in Eq. (36) is assumed to be echoed out, and superscripts $a$ and $b$ represent the pair of nearest-neighbor impurities next to a given register (assuming for simplicity a 1D geometry as shown in Fig. 7). The selective individual addressing of the NV registers is accomplished via a combination of optical beams and microwave driving; this enables an isolation of the coupling between the NV register and the two neighboring impurities. In particular, it is possible to perform unitary evolution of the form

$$U_{\text{eff}} = e^{-i H_{\text{eff}} T/2} S_{\text{NV}}^y e^{-i H_{\text{eff}} T/2} S_{\text{NV}}^y$$

$$= \exp \left( -i \kappa \sum_{i=1}^{N} S_i^z S_{i+1}^z T \right)$$

and hence

$$U_{\text{local}} = e^{-i H_{\text{eff}} T} \exp \left( -i \kappa \sum_{i=1}^{N} S_i^z S_{i+1}^z T \right) = e^{-i J S_{\text{NV}}^y (S_a^z + S_b^z) T}$$

(38)

by choosing $\kappa (T + T') = 2\pi m$ for integer $m$. We note that this condition implies that the fidelity of $U_{\text{local}}$ is extremely sensitive to both coupling-strength disorder and the general long-range nature of the dipolar interaction.

### A. Globally controlled mirror swap

Considering only global addressing of the nitrogen spin chain and unitary evolution as described above, we demonstrate a universal set of operations between remote NV registers. Coherent register coupling is achieved by means of global pulses that mirror the quantum state of the impurity chain [43]; the pulses take the form of Hadamard gates and controlled-PHASE gates, which can be generated by evolution under an Ising Hamiltonian. In an impurity spin chain of length $N$, the global pulses swap the state of the first and $N$th spin, the state of the second and $(N-1)$st spin, etc., as shown in Fig. 7(a). The total mirror swap results from $N+1$ cycles of Hadamard and controlled-PHASE gates on all impurities $Q_{n+1} = \left( \prod H_i \prod CP \right)^n$. This globally controlled impurity mirror will ultimately enable the directed and coherent interaction between remote NV registers.

Let us now consider a specific NV register, separated from neighboring registers by impurity spin chains on both sides, as shown in Fig. 7(b). Since the Ising Hamiltonian generates a controlled-PHASE gate, it is possible to achieve a mirror swap between any set of qubits connected by Ising interactions. In particular, the impurity Ising interaction allows for a mirror operation within any impurity chain, while the Ising interaction corresponding to $U_{\text{local}}$ allows for a three-qubit mirror centered...
around any NV register. This local unitary enables an operation \( Q_M \) that swaps the state of the nitrogen neighbors of the central NV register as shown in Fig. 7(b).

To couple the central NV register to a specific side register, it will be necessary to break the left-right symmetry of the Ising interaction; this is achieved by exploiting the length asymmetry between nitrogen chains to the left and right of the NV register. Indeed, it is often possible to refocus the mirror operation in one impurity chain while causing the edge path can be achieved, which allow for quantum information transfer along arbitrary paths. This field gradient enables a SWAP gate to be performed between two NV registers in adjacent rows, which occupy the same column. Moreover, it in fact also enables any pair of rows to be swapped provided the intrarow interactions refocus.

\[
H_{\text{med}} = J (S_{\text{NV}1}^x S_{\text{NV}2}^x + S_{\text{NV}1}^z S_{\text{NV}2}^z),
\]

where NV1 and NV2 denote the neighboring registers to be coupled and \( N_b \) represents the mediating impurity. The form of this Ising interaction implies that an application of \( Q_M \) on this effective three-qubit system will swap the quantum information of the two electronic spins of the remote NV registers. Since each NV center harbors a nuclear-spin qubit in addition to its electronic spin \([49]\), the first protocol described in Sec. II enables universal logic between remote registers.

Having achieved the ability to coherently couple distant NV registers within a row, assisted by nitrogen impurities, we now turn to the coupling between adjacent rows in a two-dimensional lattice (Fig. 8). The simplest approach involves applying a magnetic-field gradient along the columns. This would enable a SWAP gate to be performed between two NV registers in adjacent rows, which occupy the same column, provided all other interactions are echoed out. The limited occurrence of vertically adjacent NVs is a significant source of overhead; however, this limitation can be overcome if we achieve the ability to swap any pair of nearest-neighbor qubits in the two-dimensional array, essentially allowing for the construction of arbitrary paths (Fig. 8). Moreover, the ability to swap along arbitrary paths also provides an elegant solution to the experimental limitation imposed by implantation holes, where a nitrogen impurity may be missing from the ideal 2D lattice. Finally, it also enables the use of nominally dark nitrogen impurities as computational resources, thereby significantly increasing the number of effectively usable qubits.

While arbitrary individual control of impurities would trivially enable such a scheme, realistic constraints limit us to individual control of NV registers and only global control of the impurity chains. Thus it is necessary to utilize the permutation operation inherent to individual cycles \([\prod H_i \prod CP_p]^{n+1}\) of the mirror operation. These gate cycles correspond to an effective propagation of local gates via a relabeling of qubits within a given chain. In the simplest scenario, it is possible to apply a SWAP gate between the second and third qubit by only utilizing local rotations on the first qubit and global operations elsewhere, as shown in Fig. 9. The fundamental operation to be propagated is \( U_p = CP X_1 CP \), where \( X_1 \) is an x rotation (by \( \pi \)) on the first qubit and \( CP \) represents a global controlled-PHASE gate; propagation takes the form of conjugation by mirror cycles where \( Q_{\text{med}} = (\hat{H} CP)^k \) and \( U^{(k)}_p = Q_{\text{med}} U_p Q_{\text{med}} \). To apply a SWAP operation on the \( n \) and \( n+1 \) qubits, we let \( k = n - 1 \) and apply

\[
U_{\text{SWAP}} = \hat{H} U^{(k)}_p \hat{X} U^{(k)}_p \hat{Z} \hat{H} U^{(k)}_p \hat{H},
\]

where \( \hat{X} \) is a global x rotation and \( \hat{Z} \) is a global z rotation (by \( \pi \)). This protocol requires the ability to produce a boundary at the location of the first qubit and allows for swaps between arbitrary spins in a given row; moving quantum information between rows can be achieved provided intrarow interactions refocus (e.g., if vertical and horizontal nearest-neighbor distances differ).

**IX. CONCLUSION**

In summary, we have extended the analysis of eigenmode-mediated state transfer to a variety of imperfections ranging from disorder-driven localization to uncompensated long-range interactions. By calculating the analytic channel fidelity
associated with eigenmode-mediated state transfer, we clarify the effects of entanglement arising from the protocol and illustrate the method in which the two-qubit encoding overcomes this challenge. We analyze our protocol in the context of proposed solid-state quantum computing architectures; numerical simulations with realistic experimental parameters reveal that QST errors can be kept below certain surface-code error-correcting thresholds. Furthermore, we have generalized our protocol to the case of bosonic oscillator systems. This approach may enable the routing of a ground-state-cooled mode through a relatively hot intermediate oscillator chain, thereby significantly reducing the resources associated with system-wide cooling.

Moreover, our work may also provide insight into generalized infinite-temperature state transfer. In particular, by introducing a time-dependent control of the register-chain coupling, one may be able to compensate for off-resonant errors. This approach finds analogy to the continuum wave-packet limit, where dispersion limits transfer fidelities; in this case, preshaping of the packet can overcome nonlinearities of the dispersion.

Finally, we describe an alternate architecture based upon global control pulses that also enables remote quantum logic; in particular, we demonstrate that even intermediate chain spins can be used as registers, despite the fact that they are unable to be individually addressed. This may provide the blueprint for a novel quantum computing architecture that utilizes dark spins as quantum memory resources.
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APPENDIX A: PERTURBATIVE CALCULATION OF CHANNEL FIDELITY

As an extension of the analytic fidelity derivations presented in Sec. III, here we provide a closed-form expression for certain relevant matrix elements. We will work perturbatively \( g \ll \kappa / \sqrt{N} \) and will begin with the case of odd chain length. Let us consider computing \( 1 - \frac{1}{4} \left| \langle 0 | M | N + 1 \rangle \right|^2 \) for \( z = (N + 1)/2 \). Recall that \( K \) is the \( (N + 2) \times (N + 2) \) coupling matrix of the full XX Hamiltonian. We can characterize it with basis \( \{ j \} \) \( (j = 0, 1, \ldots, N + 1) \) and express

\[
K = g(0)(1 + | N \rangle \langle N + 1 |) + \sum_{j=1}^{N-1} (| j \rangle \langle j + 1 | + \text{H.c.}),
\]

where we have set the intrachain coupling strength \( \kappa = 1 \). The time required for eigenmode-mediated state transfer is \( t = \sqrt{N + 1} \pi / 2g \) and \( M = \exp(-iKt) \). Let us now define \( | \pm \rangle = (|0 \rangle \pm |N \rangle) / \sqrt{2} \) and further suppose that \( N = 4k - 3 \) for \( x \in \mathbb{Z}_{>0} \) (we will consider the other case below). After going into the diagonal basis \( | k \rangle \) \( (k = 1, \ldots, N) \) of the intermediate chain, the Hamiltonian breaks down into two decoupled parts as follows:

\[
K = K_+ + K_-,
\]

\[
K_- = \sum_{k=\text{even}} \left[ \Delta_k | k \rangle \langle k | + \Omega_k (|+\rangle \langle k | + \text{H.c.}) \right],
\]

\[
K_+ = \sum_{k=\text{odd}} \left[ \Delta_k | k \rangle \langle k | + \Omega_k (|+\rangle \langle k | + \text{H.c.}) \right],
\]

where \( \Delta_k = 2 \cos(\pi k/(N + 1)) \) and \( \Omega_k = (2g/\sqrt{N + 1}) \sin[\pi k/(N + 1)] \). First consider \( K_- \), which deals only with even \( k \) and does not deal with the zero-energy mode \( |z\rangle \equiv (|N + 1\rangle)/2 \). The eigenstates are perturbed only slightly from the original states and we call them \( |\tilde{+}\rangle \) and \( |\tilde{k}\rangle \) with energy 0 and \( \Delta_k + O(g^2) \), respectively. Moreover, we have

\[
|\tilde{-}\rangle \approx \left[ 1 - \sum_k \left( \frac{\Omega_k}{\Delta_k} \right)^2 \right] |\tilde{-}\rangle - \sum_k \frac{\Omega_k}{\Delta_k} |\tilde{k}\rangle.
\]

Thus

\[
\langle -| e^{-iKt} |+\rangle \approx -1 + 2 \sum_{k<z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 [1 - \cos(\Delta_k t)],
\]

where, as discussed, the sum here is only over even \( k \).

We now consider \( K_+ \), which deals with odd \( k \) and is a little more difficult to treat since it has the zero-energy mode. The eigenstates are \( |\tilde{\sigma}\rangle \) (for symmetric) with energy \( \Omega + O(g^3) \), \( |\tilde{\sigma}\rangle \) (for antisymmetric) with energy \( -\Omega + O(g^3) \), and \( |\tilde{k}\rangle \) (for all odd \( k \) except for \( k = z \)) with energy \( \Delta_k + O(g^2) \). We find

\[
|\tilde{+}\rangle \approx \frac{1}{\sqrt{2}} \left[ 1 - \sum_{k<z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 \right] (|\tilde{\sigma}\rangle + |\tilde{\sigma}\rangle) - \sum_{k\not<z} \frac{\Omega_k}{\Delta_k} |\tilde{k}\rangle.
\]

Thus

\[
\langle +| e^{-iKt} |+\rangle \approx -1 + 2 \sum_{k<z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 [1 + \cos(\Delta_k t)],
\]

where the sum is only over odd \( k \).

Putting the results together, we obtain

\[
1 - \frac{1}{4} \left| \langle 0 | M | N + 1 \rangle \right|^2 \approx 1 - \frac{1}{4} \left[ \langle +| e^{-iKt} |+\rangle - \langle -| e^{-iKt} |-\rangle \right]^2 \approx 1 - \frac{1}{4} \left[ -2 + 2 \sum_{k<z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 [1 - (-1)^k \cos(\Delta_k t)] \right]^2 \approx 2 \sum_{k<z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 [1 - (-1)^k \cos(\Delta_k t)].
\]
where the sum is over both odd and even \( k \) less than \( z \equiv (N + 1)/2 \). Generalizing to all odd \( N \), we find

\[
1 - |\langle 0 | M | N + 1 \rangle|^2 \approx 2 \sum_{k < z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 \left[ 1 + (-1)^{k+z} \cos(\Delta_k t) \right],
\]

(A10)

where \( z = (N + 1)/2 \) and the sum is over both odd and even \( k \) (Fig. 10).

Let us now generalize our expression to include the case of even \( N \). Keeping \( \Delta_k = 2 \cos[\pi k/(N + 1)] \) and \( \Omega_k = (2g/\sqrt{N + 1}) \sin[\pi k/(N + 1)] \), we now have \( z = N/2, t = \pi/(\Omega_z), \) and states 0 and \( N + 1 \) are shifted by \( \Delta_z + \delta \) [note that \( \delta \sim O(g^2) \)]. We now define \( \Delta_k = \Delta_k - \Delta_z \) and shift all energies by \( \Delta_z \) so that |0⟩ and |N + 1⟩ are now at energy 0. Since we are interested in the square of the matrix element, this overall energy shift will not affect our result. We take \( K_\pm \) and |±⟩ as before. As before, we first consider \( N = 4x \) for \( x \in \mathbb{Z}_{x>0} \) (the remaining even \( N \) will be discussed below).

We calculate the evolution of |+⟩, which is coupled to all odd |k⟩ and thus not coupled to |z⟩. We have

\[
e^{-iK_+t} |+\rangle \approx \left[ 1 - \frac{1}{2} \sum_k \left( \frac{\Omega_k}{\Delta_k} \right)^2 \right] |+\rangle e^{iA} - \sum_k \frac{\Omega_k}{\Delta_k} |k\rangle e^{-i\Delta_k t},
\]

(A11)

where \( A = -\delta t + \sum_k \frac{\Omega_k^2}{\Delta_k} t \). To second order,

\[
|+\rangle e^{-iK_+t} |+\rangle \approx e^{iA} - \sum_k \left( \frac{\Omega_k}{\Delta_k} \right)^2 \left[ 1 - \cos(\Delta_k t) \right],
\]

(A12)

where the sum is over odd \( k \). We now consider the evolution of |−⟩ (which is coupled to all even |k⟩, including |z⟩). We find

\[
e^{-iK_-t} |−\rangle \approx \frac{1}{\sqrt{2}} \left[ 1 - \frac{1}{2} \sum_{k \neq z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 \right] (|3⟩ + |2⟩)(−1)e^{iB} - \sum_{k \neq z} \frac{\Omega_k}{\Delta_k} |k\rangle e^{-i\Delta_k t},
\]

(A13)

where \( B = (−\delta t + \sum_{k \neq z} \frac{\Omega_k^2}{\Delta_k} t)/2 \). Thus

\[
|−\rangle e^{-iK_-t} |−\rangle \approx −e^{iB} + \sum_{k \neq z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 \left[ 1 + \cos(\Delta_k t) \right],
\]

(A14)

where the sum is over even \( k \). Putting the calculations together, we find

\[
1 - |\langle 0 | M | N + 1 \rangle|^2
= 1 - \frac{1}{4} \left[ + |e^{-iK_+t} |+\rangle - |\langle 0 | M | N + 1 \rangle |−\rangle \right]^2
\]

\[
\approx \sum_{k \neq z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 \left[ 1 + (-1)^{k+z} \cos(\Delta_k t) \right] + \frac{1}{4} (A - B)^2,
\]

(A15)

Generalizing to all even \( N \), we have

\[
1 - |\langle 0 | M | N + 1 \rangle|^2 \approx \sum_{k \neq z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 \left[ 1 + (-1)^{k+z} \cos(\Delta_k t) \right] + \frac{1}{4} (A - B)^2,
\]

(A16)

where

\[
A = \frac{3 + (-1)^{N/2}}{4} \left[ -\delta t + \sum_{\text{odd} k \neq z} \frac{\Omega_k^2}{\Delta_k} t \right],
\]

(B1)

\[
B = \frac{3 - (-1)^{N/2}}{4} \left[ -\delta t + \sum_{\text{even} k \neq z} \frac{\Omega_k^2}{\Delta_k} t \right].
\]

(A18)

Thus, by setting

\[
\delta = \sum_{k \neq z} \frac{1 - 3(-1)^{k+z}}{2} \frac{\Omega_k^2}{\Delta_k},
\]

(A19)

we obtain \( A - B = 0 \), yielding

\[
1 - |\langle 0 | M | N + 1 \rangle|^2 \approx \sum_{k \neq z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 \left[ 1 + (-1)^{k+z} \cos(\Delta_k t) \right],
\]

(A20)

which holds for both even and odd \( N \). One should note that tuning \( \delta \) only affects small \( N \) since for larger \( N \), \((A - B)^2/4\) is negligible.

We now compute \( M_{0,0} \) by employing the techniques outlined above; moreover, we note that any requisite matrix element entering the average channel fidelity formulas can be computed in a similar fashion. For the \( M_{0,0} \) case, the \( K \)-expression remains identical to Eq. (A6). However, the \( K_+ \) expression [Eq. (A8)] is now different,

\[
\langle + | e^{-iK_+t} |+ \rangle \approx 1 - 2 \sum_{k \neq z} \left( \frac{\Omega_k}{\Delta_k} \right)^2 \left[ 1 - \cos(\Delta_k t) \right].
\]

(A21)
where the sum is over odd \( k \). Combining yields
\[
1 - M_{0,0} = 1 - \frac{1}{2} \left[ (|+\rangle - |K_{-}\rangle| + (|-\rangle + |K_{+}\rangle| \right] 
\]
\[
= \sum_{k<z} \left( \frac{Q_k}{\Delta_k} \right)^2 \left[ 1 - \cos(\Delta_k t) \right], 
\] (A22)
where the sum is now over both odd and even \( k \).

**APPENDIX B: CHANNEL FIDELITY FOR THE REMOTE \( \sigma^z \) GATE**

In this Appendix we illustrate the channel fidelity associated with an eigenmode-mediated remote \( \sigma^z \) gate. In combination with the detailed discussion of the double-swap channel fidelity in Sec. III, this provides the framework for calculating the gate fidelity of a remote controlled-PHASE gate. In particular, we examine the process whereby (i) register 0 is swapped across the intermediate chain, (ii) a \( \sigma^z \) gate is performed at register \( N + 1 \), and (iii) a second return step of eigenmode-mediated state transfer is performed. In the ideal case, this remote \( \sigma^z \) channel should result in a \( \sigma^z \) gate on register 0 and hence the associated fidelity is given by
\[
F_z = \frac{1}{2} + \frac{1}{12} \sum_{i=x,y,z} \text{Tr}_0 \left[ \sigma^z_0 \rho^0_i \text{Tr}_A \left[ U_z (\sigma^z_0 \otimes \rho_ch) U^+_z \right] \right], 
\] (B1)
where \( U_z = U \sigma^z_{N+1} U, U \) represents an eigenmode-mediated swap, \( \rho_ch \) is the mixed state of spins 1, 2, \( N + 1 \), \( \text{Tr}_0 \) tracres over register 0, and \( \text{Tr}_A \) traces over all other spins. Let us begin by calculating the time evolution of \( \sigma^z_0 \),
\[
\begin{align*}
\sigma^z_0(t) &= U^+_z \sigma^z_0 U_z \\
&= U^+_z e^{i\pi x \sigma^z_{N+1}} U^+_z U e^{i\pi x \sigma^z_{N+1}} U \\
&= U \left[ M^*_{0,N+1} c^\dagger_{N+1} - M^*_{0,N+1} c_{N+1} + \sum_i M^*_{i,0} c^\dagger_i \right] U \\
&\quad + \left( M^*_{0,0} c^\dagger_0 - M^*_{0,0} c^\dagger_{N+1} + \sum_i (M^*_{i,0})^2 c^\dagger_i \right), 
\end{align*} 
\] (B2)
where we have used the fact that the number of excitations in each mode must be preserved. As before, for \( i = x, y \), only cross terms involving \( \sigma^+ \) and \( \sigma^- \) provide a nonzero contribution to Eq. (B1). We find
\[
\begin{align*}
\text{Tr}_0 \left[ \left[ \sigma^z_0 \rho^0_i \text{Tr}_A \left[ U_z (\sigma^z_0 \otimes \rho_ch) U^+_z \right] \right] \right] \\
&= (M^*_{0,N+1})^2 - (M^*_{0,0})^2 - \sum_i (M^*_{i,0})^2. 
\end{align*} 
\] (B3)
An analogous calculation yields the contribution from the opposite cross term and thus we now turn to the \( \sigma^z \) contribution. Again, we begin by calculating the time evolution
\[
\begin{align*}
\sigma^z_0(t) &= U^+_z e^{i\pi x \sigma^z_{N+1}} U^+_z U e^{i\pi x \sigma^z_{N+1}} U \\
&\quad - 2U^+_z e^{i\pi x \sigma^z_{N+1}} \sum_{i,j} M^*_{i,j} M^*_{0,i} c^\dagger_j c_j e^{i\pi x \sigma^z_{N+1}} U, 
\end{align*} 
\] (B4)
where we have dropped the \((-1)^1\) contribution from the first line since it will ultimately trace to zero. Conjugation by \( e^{i\pi x \sigma^z_{N+1}} \) affects \( \sum_{i,j} M^*_{i,j} M^*_{0,i} c^\dagger_j c_j \) only if \( i = j \) equals \( N + 1 \); in these cases, the matrix element gets an additional negative sign. We can capture this by defining an \((N+2) \times (N+2)\) diagonal matrix \( S \), which contains unity along all diagonal entries except the last, where it contains \(-1\). Using \( S \), we find
\[
\begin{align*}
\sigma^z_0(t) &= U^+_z \sum_{i,j} M^*_{i,j} \tilde{M}_{0,i} \tilde{M}_{0,j} c^\dagger_j c_j U \\
&\quad - 2 \sum_{i,j \neq j'} \tilde{M}_{0,i} \tilde{M}_{0,j} \sum_{i',j'} M^*_{i,j} M^*_{i',j} c^\dagger_{j'} c_{j'}, 
\end{align*} 
\] (B5)
where \( \tilde{M} = MS \). A nonzero contribution arises only if \( i' = j' = 0 \), wherein we find \( \text{Tr}[\sigma^z_0 \rho^0_0 \sigma^z_0] = 1 \). Combining all contributions yields
\[
\begin{align*}
F_z &= \frac{1}{2} + \frac{1}{6} \left[ (M^*_{0,N+1})^2 - (M^*_{0,0})^2 - \sum_i (M^*_{i,0})^2 + c.c. \right] \\
&\quad + \frac{1}{6} \sum_{i,j} \tilde{M}_{0,i} \tilde{M}_{0,j} \sum_{i',j'} M^*_{i,j} M^*_{i',j} M_{j,0} \\
&= \frac{1}{2} + \frac{1}{6} [\langle 0|MSM|0 \rangle^2 - 2 \text{Re}(\langle 0|MSM|0 \rangle)], 
\end{align*} 
\] (B6)
where we have made use of the fact that \( M \) is symmetric.
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