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Abstract

Masked image modeling (MIM) has been recognized as a strong self-supervised pre-training approach in the vision domain. However, the mechanism and properties of the learned representations by such a scheme, as well as how to further enhance the representations are so far not well-explored. In this paper, we aim to explore an interactive Masked Autoencoders (i-MAE) framework to enhance the representation capability from two aspects: (1) employing a two-way image reconstruction and a latent feature reconstruction with distillation loss to learn better features; (2) proposing a semantics-enhanced sampling strategy to boost the learned semantics in MAE. Upon the proposed i-MAE architecture, we can address two critical questions to explore the behaviors of the learned representations in MAE: (1) Whether the separability of latent representations in Masked Autoencoders is helpful for model performance? We study it by forcing the input as a mixture of two images instead of one. (2) Whether we can enhance the representations in the latent feature space by controlling the degree of semantics during sampling on Masked Autoencoders? To this end, we propose a sampling strategy within a minibatch based on the semantics of training samples to examine this aspect. Extensive experiments are conducted on CIFAR-10/100, Tiny-ImageNet and ImageNet-1K datasets to verify the observations we discovered. Furthermore, in addition to qualitatively analyzing the characteristics of the latent representations, we examine the existence of linear separability and the degree of semantics in the latent space by proposing two evaluation schemes. The surprising and consistent results across the qualitative and quantitative experiments demonstrate that i-MAE is a superior framework design for understanding MAE frameworks, as well as achieving better representational ability.

1. Introduction

Self-supervised learning aims to learn representations from abundant unlabeled data for benefiting various downstream tasks. Recently, many self-supervised approaches have been proposed in the vision domain, such as pre-text based methods [8, 11, 32], contrastive learning with siamese networks [4, 13, 15, 23], masked image modeling (MIM) [2, 14, 28, 29], etc. Among them, MIM has shown a preponderant advantage in finetuning performance, and the representative method Masked Autoencoders (MAE) [14] has attracted much attention in the field. A natural question is then raised: Where are the benefits of the finetuning transferability to downstream tasks from in MAE-based training? This motivates us to develop a framework to shed light on the reasons of MAE’s superior latent representations. Further, we can explore the feasibility of leveraging the discoveries to continue enhancing the representation ability of MAE. As the understanding of MAE framework remains under-studied, it is crucial to explore it more in a specific and exhaustive way for better performance.

Intuitively, a good representation should be separable and contain enough semantics from its input, so that it can have a qualified ability to distinguish different classes with...
better performance on downstream tasks. This inspires us to question “can we utilize the idea of separability and more semantics to enhance the representation capability for Masked Autoencoders?” This is in general difficult as how to evaluate the separability and the degree of semantics on the latent features is not clear thus far. Moreover, the success of an Autoencoder compressing the information from input by reconstructing itself has been well-recognized only in practice; the explanation and interpretability of the features learned from such approaches is still under-explored.

To address the difficulties of identifying separability and semantics in latent features, we first propose a novel framework, i-MAE, upon vanilla MAE. It consists of a mixture-based masked autoencoder branch for disentangling the mixed representations by linearly separating two different instances, and a pre-trained vanilla MAE as guidance for distilling the disentangled representations. An illustration of the overview framework architecture is shown in Fig. 2. This framework is designed to answer two interesting questions: (1) Are the latent representations in Masked Autoencoders linearly separable? More importantly, how can we utilize this property to learn stronger and better features? (2) Whether we can enhance the representations for Masked Autoencoders by leveraging more semantics through a sampling strategy within a mini-batch? We attribute the superior representation capability of MAE to its learned separable features for downstream tasks with enough semantics.

In addition to qualitative studies, we develop two quantitative evaluation schemes to address the two questions quantitatively. In the first evaluation, we employ several distance measurements of root $\ell_2$, R-Squared value after regression and cosine-similarity from high-dimensional Euclidean spaces to measure the similarity between i-MAE’s disentangled feature and the ”ground-truth” feature from pre-trained MAE on the same image. In the second evaluation, we control different ratios of semantic classes as a mixture within a mini-batch and evaluate the finetuning and linear probing results of the model to reflect the learned semantic information. More details are in Sec. 3.2 and 3.3.

We conduct extensive experiments on different scales of datasets: CIFAR-10/100, Tiny-ImageNet and ImageNet-1K to demonstrate the effectiveness of i-MAE with better capability, studying the linear separability and the degree of semantics in the latent representations. We further provide both qualitative and quantitative results to explain our observations and discoveries. The characteristics we observed in latent representations according to our proposed i-MAE framework are: (1) i-MAE learned feature representation has great linear separability for its input data, which can be beneficial for linear probing and finetuning tasks. (2) Though the training scheme of MAE is different from instance classification pre-text in contrastive learning, its representation still encodes sufficient semantic information from input data. Moreover, mixing the same-class images as the input training samples substantially improves the quality of learned features. (3) We can reconstruct the individual images from a mixture with i-MAE effortlessly, even if it is the subordinate part. To the best of our knowledge, this is the pioneering study to explicitly explore the separability and semantics of a mixed MAE scheme with extensive well-designed qualitative and quantitative experiments.

Our contributions in this work are three-fold:

- We propose an i-MAE framework with two-way image reconstruction and latent feature reconstruction with a distillation loss to boost the representation capability inside the MAE framework and explore the understanding of mechanisms and properties of learned representations.
- We evaluate our dual-reconstruction framework and find better linear separability of features which are more interpretable. We further introduce a semantics-enhancement sampling strategy, a straightforward yet effective scheme to increase the quality of learned features.
- We conduct extensive experiments on various scales of datasets: CIFAR-10/100, Tiny-ImageNet and ImageNet-1K, and we provide sufficient qualitative and quantitative results to verify the effectiveness of proposed framework.

2. Related Work

**Masked image modeling.** Motivated by masked language modeling’s success in language tasks [7, 24], Masked Image Modeling (MIM) in vision learns representations from images corrupted by masking. State-of-the-art results on downstream tasks are achieved by several approaches. BEiT [2] proposes to recover discrete visual tokens and SimMIM [29] performs pixel-level reconstruction. Recently, MAE [14], which recovers pixels from a high masking ratio, has been shown capable of learning robust representations [1, 10, 33]. In this work, we focus on designing a mixture strategy to enhance representations learned by MAE [14].

**Image mixtures.** Widely adopted mixture methods in visual supervised learning include Mixup [31] and Cutmix [30]. However, these methods require ground-truth labels for calculating mixed labels; in this work, we adapt Mixup to our unsupervised framework by formulating losses on dual reconstructions. On the other hand, in recent visual self-supervised learning literature, joint embedding methods and contrastive learning approaches such as MoCo [13], SimCLR [4], and more recently UnMix [25] have acquired success and predominance in mixing visual inputs, promoting instance discrimination by aligning features of augmented views of the same image. Related to our work, [20] have proposed to use cutmix in MIM, replacing mask tokens with visible tokens of another image and performing dual reconstructions. Contrarily, we conduct image mixtures at the pixel level rather than token-level, with the
unique advantage of being more interpretable with latent decomposition.

**Invariance and disentanglement of representation learning in Autoencoders.** Representation learning focuses on the properties of features learned by the layers of deep models while remaining agnostic to the particular optimization process. Invariance and disentanglement are two commonly discussed factors that occur in data distribution for representation learning [21, 22]. Autoencoders are classical generative unsupervised representation learning frameworks based on image reconstruction as loss function, learning both the mapping of inputs to latent features and the reconstruction of the original input. In this work, we focus on the latent disentanglement where one feature is correlated or connected to other vectors in the latent space in Masked Autoencoder. The motivation for learning disentangled features in Autoencoders is for achieving interpretability [3, 5] and for intuitive explanations.

### 3. i-MAE

In this section, we first introduce an overview of our proposed framework. Then, we present our components in detail, including our mixture input, two-branched reconstruction via a shared-decoder, and our patchwise-distillation module. Ensuingly, we elaborate on the metric we propose to evaluate the improved linear separability in i-MAE and the sampling strategy to enhance the degree of semantics in our mixtures, as well as broadly discussing the observations and discoveries.

#### 3.1. Framework Overview

As shown in Fig 2, our framework consists of three submodules: (1) a mixture encoder module that takes the masked mixture image as the input and output mixed features; (2) a disentanglement module that splits the mixed feature into the individual ones; (3) a MAE teacher module that provides the pre-trained embedding for guiding the splitting process in the disentanglement module.

#### 3.1.1 Components

**Input Mixture with MAE Encoder.** Inspired by Mixup [31], we use an unsupervised mixture of inputs formulated by $\alpha \ast I_1$ and $(1 - \alpha) \ast I_2$, where $I_1, I_2$ are the input images. Essentially, our encoder extrapolates mixed features from a tiny fraction (e.g., 25%) of visible patches, then we linearly project it to represent both input images separately. Formally, the mixed image is:

$$I_m = \alpha \ast I_1 + (1 - \alpha) \ast I_2,$$

where $\alpha$ is the coefficient to mix two images following a Beta distribution. The encoder of i-MAE directly follows MAE [14], generating input tokens from images. The mixed input is divided into non-overlapping patches and then goes through the embedding procedure. The same masking strategy is used in both the teacher (Vanilla MAE) and student (i-MAE) models.

**Two-branch Masked Autoencoders with Shared Decoder.** Although sufficient semantic information from both images is embedded in the mixed representation to reconstruct both images, the vanilla MAE cannot by itself associate the entangled features with either input. The MAE structure does not retain identification information (e.g., order or positional information) about the two inputs that are mixed in image space, i.e., the model cannot tell which of the two images to reconstruct to, since both are sampled from the same distribution and mixed randomly. The consequence is that both reconstructions look identical to each other and fail to look similar to either original input.

Similar to how positional embeddings are needed to explicitly encode spatial information, i-MAE implicitly encodes the semantic difference between the two inputs by using a dominant and subordinate mixture strategy. In practice, we train the linear separation layers to distinguish between the dominant input $I_1$ (higher mix factor) and the subordinate input $I_2$ (lower mix factor).

**Two-way Image Reconstruction Loss.** Formally, we build our reconstruction loss to recover individual images from a mixed input, which is first fed into the encoder to generate mixed features:

$$h_m = E_{i\text{-MAE}}(I_m),$$

where $E_{i\text{-MAE}}$ is i-MAE’s encoder, $h_m$ is the latent mixed representation. Then, we employ two non-shareable linear embedding layers to separate the mixed representation into
individual ones:
\[ h_1 = F_1(h_m), \]
\[ h_2 = F_2(h_m), \]
where \( F_1, F_2 \) are two linear layers with different parameters for disentanglement, and \( h_1 \) and \( h_2 \) are corresponding representations. After that, we feed the individual representations into the shared decoder with the corresponding reconstruction losses:
\[
\mathcal{L}_{\text{recon}}^{h_1} = E_{I_1 \sim p(I_1)} \| D_{\text{shared}}(h_1) - I_1 \|_2, \\
\mathcal{L}_{\text{recon}}^{h_2} = E_{I_2 \sim p(I_2)} \| D_{\text{shared}}(h_2) - I_2 \|_2, 
\]
where \( p(I_n) \) is the sample distribution of input images.

We have shown that our encoder learns to embed representations of both images. We also examined reconstructing only the subordinate image \( I_s \), to prevent the \( I_d \) from guiding the reconstruction. We empirically verified that a single branch is sufficient for the proposed framework to converge training and reconstruct the subordinate target. We provide comparisons with the representational abilities of the single branch i-MAE in the experiments. By default, we choose the double-branched i-MAE for stronger representation performance. Essentially, successful reconstructions from only the \( I_s \) prove that representations of both images can be learned and that the subordinate image is not filtered out as noise.

Concretely, through an unbalanced mix ratio and a reconstruction loss targeting only one of the inputs, our framework encodes sufficient information for i-MAE to linearly map the input mixture to two outputs.

**Patch-wise Distillation Loss for Latent Reconstruction.** With the linear separation layers and an in-balanced mixture, the i-MAE encoder is presented with sufficient information about both images to perform visual reconstructions. However, information is inevitably lost during the mixing process, harming the value of the learned features in downstream tasks such as classification. To mitigate such an effect, we propose a knowledge distillation module for latent reconstruction losses:
\[
\mathcal{L}_{\text{recon}}^{h_1} = E_{h_1 \sim q(h_1)} \| D_{\text{shared}}(h_1) - h_1 \|_2, \\
\mathcal{L}_{\text{recon}}^{h_2} = E_{h_2 \sim q(h_2)} \| D_{\text{shared}}(h_2) - h_2 \|_2, 
\]

where \( E_{p-\text{MAE}} \) is the pre-trained MAE encoder.

**Semantics-enhanced Sampling.** Our *semantics-enhanced sampling* is a data sampling strategy that introduces significantly more image mixtures belonging to the same class into the training process, which boosts the semantics learned by the double-branched i-MAE. Specifically, we select training instances from the same classes following different distributions to constitute an input mixture as follows:
\[
p = F_m(I_c_a + I_c_b),
\]
where \( F_m \) is the backbone network for mixture input and \( p \) is the corresponding prediction. \( I_c_a \) and \( I_c_b \) are the input samples, and \( c_a, c_b \) have a certain percentage \( r \) that belongs to the same category. For instance, if \( r = 0.1 \), it indicates that 10% images in a mini-batch are mixed with the same class. When \( r = 1.0 \), all training images will be mixed with another one from the same class. We train the model with a fixed \( r \), and find that the intuitive method can effectively enhance learned semantics.

**3.2. Linear Separability**

In this section, we explain the approaches we utilize to measure linear separability of the features learned in i-MAE. Many classical works on Autoencoders have demonstrated the improved interpretability from disentanglement [3] and especially linear disentanglement [16, 26]. In i-MAE, the motivation behind our pre-training strategy is for more linearly separable features.

For i-MAE to reconstruct both the subordinate and dominant image from a potentially linear mixture, not only should the encoder be general enough to retain information from both inputs, but it also needs to generate embeddings that are specific enough for the decoder to distinguish them into their pixel-level forms. A straightforward interpretation of how i-MAE fulfills both conditions is that the latent mixture \( h_m \) is a linear combination of features that closely relate to \( h_1 \) and \( h_2 \), e.g., in a linear relationship. To verify this explanation, we employ a linear separability metric to experimentally observe such a behavior.

**Metric of Linear Separability.** A core contribution of our i-MAE is that the framework learns features that are better linearly disentangled, and we provide tools to evaluate this observation. In general, linear separability is a property of two sets of features that can be separated into their respective sets by a hyperplane. In our example, the set of latent representations \( H_1 \) and \( H_2 \) are linearly separable if there exists \( n + 1 \) real numbers \( w_1, w_2, ..., w_n, b \), such that every \( h \in H_1 \) satisfies \( \sum w_i h_i > b \) and every \( h \in H_2 \) satisfies \( \sum w_i h_i < b \). It is a common practice to train a linear classifier (e.g., SVM [17]) or a linear regressor [9, 12] for evaluating if the two sets of features are linearly separable.

To measure the linear relation of disentanglement, we train a linear regressor with with \( \ell_1 \) regularization (lasso
penalty) between the disentangled features of the subordinate image $I_s$ and the vanilla MAE features of the same input $I_s$. Intuitively, since the disentangled features without constraints will be far from the features of the vanilla MAE model, we utilize a linear regressor to fit the disentangled features to the vanilla features for comparisons. To quantitatively measure the linear separability of i-MAE, we utilize a variety of scores and distances to evaluate the manifold correlations, including Normalized Root Mean Square Error (NRMSE), Coefficient of Determination ($R^2$), and Cosine Similarity. Among them, NRMSE and R-squared are used to evaluate the correlation of regression, and cosine distance can measure how close the disentangled features are with the original features when mapped to the same latent space.

### 3.3. Semantics

**Enhanced Semantics.** In our mixture strategy and double reconstructions, the representational ability learned is affected by the mixing strategy; hence, we improve our learning framework with semantics-enhanced sampling, an approach that samples image mixtures pertaining to the same class. Intuitively, the disentanglement of features from the same class is more difficult than segmenting different classes; intra-class separation necessitates knowledge of high-level visual concepts, such as semantic differences, rather than lower-level patterns, such as shape or color. Moreover, when mixing images of the same class, latent features are naturally more similar, and their two-way loss functions will be updated in the same direction. Consequently, an intra-class mixture's latent features will encode more information that is more robust about a specific class than an inter-class mixture, where the two latent features may confuse or conflict with each other. Specifically, when the mixed representations have semantics that are more closely aligned, the information propagated into the two branches contains more information about the same class. Otherwise, when the mixed representations are from different classes, the disentangled features may not have semantics perfectly resembling their classes.

From these two observations, we introduce semantics-enhanced sampling for generating different percentages of same-classed mixtures $r$, a hyper-parameter we experimentally verify. After the model is trained by i-MAE using such kind of input data, we finetune the model with Mixup strategy (both baseline and our models) and cross-entropy loss. We use accuracy as the metric of semantics under this percentage of instance mixture:

$$
M_{sem} = - \sum_{i=1}^{n} t_i \log (p_i),
$$

where $t_i$ is the ground-truth label and $p_i$ is the prediction. Since this sampling strategy will involve additional prior knowledge of same or different classes when sampling and mixing in a mini-batch, an alternative way to avoid using prior label information is clustering the samples to identify the same or different classes in a mini-batch, then conducting the sample assignment process.

### 4. Experiments and Analysis

In this section, we examine the effectiveness of the proposed i-MAE framework and analyze the properties of i-MAE’s disentangled representations through empirical studies on an extensive range of datasets. First, we provide the details of datasets used and our implementation settings. Then, we thoroughly ablate our experiments, focusing on the linear and finetuning evaluations, as well as properties of linear separation, and semantic-enhanced mixture. Lastly, we illustrate the qualitative results and visualizations.

#### 4.1. Datasets

**CIFAR-10/100** [19] Both CIFAR datasets contain 60,000 tiny colored images sized 32×32. CIFAR-10 and 100 are split into 10 and 100 classes, respectively.

**Tiny-ImageNet** The Tiny-ImageNet is a scaled-down version of the standard ImageNet-1K consisting of 100,000 64×64 colored images, categorized into 200 classes.

**ImageNet-1K** [6] The ILSVRC 2012 ImageNet-1K classification dataset consists of 1.28 million training images and 50,000 validation images of 1000 classes.

#### 4.2. Details of Implementation

**Settings:** We conduct experiments of i-MAE on CIFAR-10/100, Tiny-ImageNet, and ImageNet-1K. On CIFAR-10/100, we adjust MAE’s structure to better fit the smaller datasets during unsupervised pre-training: ViT-Tiny [27] in the encoder and a lite-version of ViT-Tiny (4 layers) as the decoder. Our pre-training lasts 2,000 epochs with a learning rate $1.5 \times 10^{-4}$ and 200 warm-up epochs. On Tiny-ImageNet, i-MAE’s encoder is ViT-small and decoder is ViT-Tiny, trained for 1,000 epochs with a learning rate $1.5 \times 10^{-4}$. Additionally, we apply warm-up for the first 100 epochs, and use cosine learning rate decay with AdamW [18] optimizer as in vanilla MAE.

Unless otherwise stated, the default settings used in our experiments are a masking ratio of 75%, a mix factor sampled from a distribution $\beta(1.0, 1.0)$, and reconstructing both images with distillation loss for stronger representation.

**Supervised Finetuning:** In the finetuning process, we apply Mixup in all experiments to fit our pre-training scheme, and compare our results with baselines of the same configuration. On CIFAR-10/100, we finetune 100 epochs using the AdamW optimizer and a learning rate of $1.5 \times 10^{-3}$.

**Linear Probing:** For linear evaluation, we follow MAE [14] to train with no extra augmentations and use zero
weight decay. Similarly, we adopt an additional BatchNorm layer without affine transformation.

**4.3. Main Results**

In this section, we first provide the finetuning and linear evaluation results on various datasets. Following that, we empirically analyze our main findings: how separable are i-MAE embedded features and the advantage of semantics-enhanced sampling. Specifically, we quantitatively verify the linear separability of i-MAE’s disentanglement. Then, we evaluate the performance improvement from utilizing the semantics-enhanced sampling strategy.

**Finetuning and Linear Evaluation.** Here we explore the performance gain from the architecture and training strategy adjustments. We evaluate our i-MAE’s performance through finetuning and linear evaluation of regular inputs and targets. Finetuning and linear probing classification results are outlined in Tab. 1 and Tab. 2. It can be observed that i-MAE outperforms the baseline MAE and ViT from scratch by remarkable margins. As our features are learned from a harder scenario, they encode more information with more robust representation and classification accuracy. Besides, i-MAE shows a considerable performance boost with both evaluation methods.

**Separability.** Here, we show how i-MAE displays properties of linear separability, both visually and quantitatively, and demonstrate our advantage over vanilla MAE. We provide a visual comparison of the disentanglement capability in Fig. 3. In the first row, vanilla MAE does not perform well out-of-the-box when disentangling mixed inputs, with reconstructions representing the mixed input more so than the subordinate image. However, the latter two rows demonstrate that i-MAE performs reconstruction very well.

Since the mixture inputs of i-MAE is a linear combination of the two images, and our results show i-MAE’s powerful ability to reconstruct both images, even at very low mixture ratios, we attribute such ability to i-MAE’s disentanglement strongly correlating with the vanilla MAE’s features. Now, we empirically illustrate the strength of the linear relationship between MAE’s features and i-MAE’s disentangled features with a linear separability metric. We employ different distances as our criteria, and results are reported in Tab. 4. Experimentally, we feed mixed inputs to i-MAE and a singular image to vanilla MAE, where the former produces disentangled features and the latter produces target features. Then, we train a single linear projection layer to fit the disentangled features to the target. Fore indicates that we directly calculate the metrics between the target features from vanilla MAE and our disentangled features. Aft indicates that we train the linear regressor’s parameters to fit the target feature. Baseline is the model trained without the disentanglement module. It can be observed that our i-MAE has significantly smaller distances than the vanilla model, indicating that such a scheme can obtain better linear separation ability.

**Semantics.** As shown in Tab. 3, we provide the ablation study of semantics-enhanced sampling strategy with intra-class mix rate r from 0.0 to 1.0. In the table, baseline represents the vanilla MAE model and 0 is the regular sampling strategy without semantics-enhanced sampling. We can observe that the performance has a certain increase when the same-class ratio is employed with 0.5 or 1.0.

As discussed in the Sec. 3.2, we emphasize that our enhanced performance comes from i-MAE’s ability to learn more separable features with the disentanglement module, and the enhanced semantics learned from training with semantics-enhanced sampling. Our classification results show the cruciality of MAE learning features that are linearly separable, which can help identify between different classes. However, to correctly identify features with their corresponding classes, semantically rich features are needed, which can be enhanced by the intra-class mix sampling strategy.

**4.4. Ablation Study**

In this section, we perform ablation studies on i-MAE to concretely examine the property of linear separability and its existence at different mix-levels. Then, we analyze the effects of semantics-enhanced mixture on i-MAE learned representations.

**Ablation for Linear Separability.** In this work, motivated by approaches measuring latent disentanglement with linear means, we propose mixture strategies and semantic mixing

| Method        | CIFAR-10 | CIFAR-100 | Tiny-ImageNet |
|---------------|----------|-----------|---------------|
| from scratch  | 74.13    | 53.57     | 43.36         |
| MAE           | 90.78    | 68.66     | 59.28         |
| i-MAE         | 92.00    | 69.50     | 61.63         |
| Table 2. Linear probing accuracy of baseline MAE and proposed i-MAE across different datasets. |
| Method        | CIFAR-10 | CIFAR-100 | Tiny-ImageNet |
| MAE           | 72.47    | 32.57     | 19.62         |
| i-MAE         | 77.61    | 33.39     | 20.40         |
| Table 1. Finetuning classification accuracy of ViT trained from scratch, baseline MAE, and the proposed i-MAE across different datasets. |

Figure 3. Qualitative ablation comparisons on CIFAR-10. Row (a): baseline vanilla MAE; (b): MAE with unmixed input; (c): our i-MAE without distillation; and (d): i-MAE with distillation.
Table 3. Ablation study of semantics-enhanced sampling strategy with intra-class mix rate $r$ from 0.0 to 1.0 (baseline is the vanilla MAE, 0.0 indicates the regular sampling strategy). The lower bound represents that inputs are mixes with all different classes, $r = 1.0$. 

| Same-class Ratio | CIFAR-10 | CIFAR-100 | Tiny-ImageNet |
|------------------|----------|-----------|--------------|
|                  | Finetune | Linear    | Finetune     | Linear     | Finetune | Linear |
| MAE (baseline)   | 90.78    | 72.47     | 68.66        | 32.57      | 59.28    | 19.62  |
| 0.0              | 91.67    | 70.53     | 68.34        | 29.22      | 60.91    | 18.23  |
| 0.5              | 92.34    | 72.80     | 69.50        | 30.11      | 60.58    | 18.51  |
| 1.0              | 91.60    | 77.61     | 69.33        | 33.39      | 61.13    | 20.40  |

Table 4. Linear separation metric using NRMSE, $R^2$ (R-Squared or coefficient of determination) and cosine-similarity as measurements for patch-wise feature comparisons, calculated before and after linear regression on CIFAR-10, CIFAR-100, Tiny-ImageNet, and ImageNet. Reported results are from linear regressor’s prediction on validation set. $i$-MAE and $i$-MAE without distillation are embedding after disentanglement. ↓ indicates lower is better and ↑ indicates higher is better.

| Score | Method | CIFAR-10 Fore Aft | CIFAR-100 Fore Aft | Tiny-ImageNet Fore Aft | ImageNet-1K Fore Aft |
|-------|--------|--------------------|---------------------|------------------------|-----------------------|
| NRMSE ↓ | MAE (Baseline) | 0.247 0.223 | 0.254 0.208 | 0.701 0.624 | 0.639 0.334 |
|       | i-MAE w/o distill | 0.372 0.221 | 0.368 0.202 | 1.023 0.627 | 0.850 0.313 |
|       | i-MAE | 0.179 **0.188** | **0.176 0.181** | 0.927 **0.597** | 0.869 **0.299** |
| $R^2$ ↑ | MAE (Baseline) | 0.336 0.438 | 0.242 0.482 | 0.269 0.429 | - 0.625 |
|       | i-MAE w/o distill | - 0.540 | - 0.513 | - 0.420 | - 0.714 |
|       | i-MAE | **0.807 0.637** | **0.633 0.609** | **0.275 0.480** | - 0.736 |
| Cos ↑ | MAE (Baseline) | 0.672 0.665 | 0.626 0.694 | **0.643 0.662** | **0.501 0.768** |
|       | i-MAE w/o distill | 0.062 0.741 | 0.007 0.718 | - 0.655 | 0.002 0.816 |
|       | i-MAE | **0.807 0.796** | **0.794 0.779** | 0.000 **0.696** | 0.009 **0.837** |

Figure 4. Comparisons between mask ratios on Tiny-ImageNet validation set. $i$-MAE produces enhanced visual reconstructions from lower masking ratios when reconstructing images.

(1) Mix Ratio. To demonstrate the separable nature of the input mixtures for reconstructions, we compared different mixture factors between 0 and 0.5, and random mixture ratios from a Beta distribution. Intuitively, lower mixing ratios contain less meaning information that the encoder may easily confuse with noise, whereas higher ratios destroy the subordinate-dominant relationship. Experimentally, we observe matching visual results shown in the supplementary materials. The better separation performance near 0.3 indicates that $i$-MAE features are better dichotomized when the mix factor is balanced between noise and useful signals. Whereas below 0.15, the subordinate image is noisy and reconstructions are not interpretable, mixing ratios above 0.45 break the subordinate relationship between the two images, and the two features are harder to distinguish from each other. Moreover, Fig. 1 presents a problematic case where a mix factor of 0.45 reconstructs dominant features (hence the green patches in the background).

(2) Mask Ratio. In $i$-MAE, visible information of the subordinate image is inherently limited by the unbalanced mix ratio, in addition to masking. Hence, a high masking ratio (75% [14]) may not be necessary to suppress the amount of information the encoder sees, and we consequently attempt lower ratios of 50%, 60% to introduce more information about the subordinate target. As shown in Fig. 4, a lower masking ratio of 0.5 or 0.6 can significantly improve reconstruction quality.

Combining our findings in mix and mask ratios, we empirically find that $i$-MAE can compensate for the informa-
Table 5. Single and dual reconstruction ablation. We compare i-MAE pre-trained to only reconstruct the subordinate image (i-MAE-sub) and to reconstruct both (i-MAE). Better representations are learned with dual reconstructions.

| Method   | CIFAR-10 | CIFAR-100 | Tiny-ImageNet |
|----------|----------|-----------|---------------|
| i-MAE-Sub| 74.23    | 49.83     | 49.50         |
| i-MAE    | 92.00    | 69.50     | 61.63         |

Figure 5. Left is the comparison of weight distribution between MAE and i-MAE pre-trained on ImageNet-1K. Our weights are sparser. Right is the comparison of attention maps. Our model has a wider view on the input image which encodes more information.

Single vs. Dual Reconstruction

To verify the design in Sec. 3.1.1, we perform finetuning with i-MAE pre-trained on linear disentanglement with single and dual reconstructions. The results are shown in Table 5. It is clear that dual reconstructions achieve better representational performance.

4.5. Visualizations

We provide the visualization comparison of weight distributions and attention mappings. In Fig. 5 (left), we show the difference of weight distributions between MAE and i-MAE on ImageNet-1K dataset. Compared with vanilla MAE’s weights, our model’s weights have a better diversification distribution, indicating that i-MAE forces the model to spread out and incorporate more patterns over the entire image mix range. In Fig. 5 (right), our model has a wider focusing area, which also indicates that more information is encoded in the trained model through the proposed mixture training scheme.

5. Conclusion

It is nontrivial to understand why Masked Image Modeling (MIM) in the self-supervised scheme can learn useful representations for downstream tasks without labels. In this work, we have introduced a novel interactive framework upon Masked Autoencoders (i-MAE) to explore two critical properties in latent features: linear separability and degree of semantics. We identified that the two specialties are the core for superior latent representations and revealed the reasons where is the good transferability of MAE from. Moreover, we proposed two metrics to evaluate these two specialties quantitatively. Extensive experiments are conducted on CIFAR-10/100, Tiny-ImageNet, and ImageNet-1K datasets to demonstrate our discoveries and observations in this work. We also provided sufficient qualitative results and analyses of different hyperparameters. We hope this work can inspire more studies on the understanding and improvement of the MIM frameworks for the self-supervised pretraining in the future.
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