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Abstract: We consider stationary solutions of the three dimensional Navier–Stokes
equations (NS3D) with periodic boundary conditions and driven by an external
force which might have a deterministic and a random part. The random part of
the force is white in time and very smooth in space. We investigate smoothness
properties in space of the stationary solutions.

Classical technics for studying smoothness of stochastic PDEs do not seem to ap-
ply since global existence of strong solutions is not known. We use the Kolmogorov
operator and Galerkin approximations. We first assume that the noise has spatial
regularity of order \( p \) in the \( L^2 \) based Sobolev spaces, in other words that its paths
are in \( H^p \). Then we prove that at each fixed time the law of the stationary solutions
is supported by \( H^{p+1} \).

Then, using a totally different technic, we prove that if the noise has Gevrey
regularity then at each fixed time, the law of a stationary solution is suppor-
ted by a Gevrey space. Some informations on the Kolmogorov dissipation scale are
deduced.
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Introduction

We are concerned with the stochastic Navier–Stokes equations in dimension 3
(NS3D) with periodic boundary conditions and zero mean value. These equations
describe the time evolution of an incompressible fluid and are given by

\[
\begin{align*}
  dX + \nu(-\Delta)X \, dt + (X, \nabla)X \, dt + \nabla p \, dt &= \phi(X) dW + g(X) dt, \\
  (\text{div } X)(t, \xi) &= 0, \quad \text{for } \xi \in D, \ t > 0, \\
  \int_D X(t, \xi) d\xi &= 0, \quad \text{for } t > 0, \\
  X(0, \xi) &= x_0(\xi), \quad \text{for } \xi \in D,
\end{align*}
\]

(0.1)

where \( D = (0, 2\pi)^3 \). We have denoted by \( X(t, \xi) \) the velocity and by \( p(t, \xi) \) the
pressure at time \( t \) and at the point \( \xi \in D \), also \( \nu \) denotes the viscosity. The external
force acting on the fluid is the sum of a random force of white noise type \( \phi(X) \, dW \) and a deterministic one \( g(X) \, dt \).

As it is well known, in the deterministic case, global existence of weak (in the PDE sense) solutions and uniqueness of strong solutions hold for the Navier-Stokes equations. In space dimension two, weak solutions are strong and global existence and uniqueness follows. Such a result is an open problem in dimension three (see [19] for a survey on these questions).

In the stochastic case, the situation is similar. However due to the lack of uniqueness, we have to work with global weak (in the PDE sense) solutions of the martingale problem (see [7] for a survey on the stochastic case). Roughly speaking, this means that in (0.1), we take \( X, p \) and \( W \) for unknown.

As is usual in the context of the incompressible Navier-Stokes equation, we get rid of the pressure thanks to the Leray projector. Let us denote by \( (X, W) \) a weak (in the PDE sense) stationary solution of the martingale problem (0.1) and by \( \mu \) the law of \( X(t) \), which is an invariant measure if we can prove that (0.1) defines a Markov evolution. In this article, we establish that \( \mu \) admits a finite moment in spaces of smooth functions provided the external force is sufficiently smooth. We think that this is an interesting question to study. First, it can be seen that if we were able to prove that \( \mu \) has a moment of sufficiently high order in a well chosen Sobolev norm (order 4 in \( H^1 \) or 2 in \( H^2 \) for instance) then this would imply global existence of strong solutions for \( \mu \) almost every initial data.

Moreover, this result is an important ingredient if one tries to follow the method of [2] to construct a Markov transition semi-group in \( H^p(D) \) under suitable conditions on \( \phi \) and \( g \). Since even uniqueness in law is not known for NS3D, such a result might be important.

We first prove that if the external force is in \( H^{p-1}(D) \) and the noise term has paths in \( H^p(D) \) then \( \mu \) admits a finite moment in the Sobolev space \( H^{p+1}(D) \).

Note that analogous results are well-known for the two dimensional Navier–Stokes equations (NS2D). Actually a stronger result is true for NS2D. Namely, for any square integrable \( x_0 \), the unique solution of NS2D is continuous from \((0, \infty) \) into \( H^p(D) \) and is square integrable from \((t_0, t_1) \) into \( H^{p+1}(D) \). It follows that \( \mu \) admits moments of any orders in \( H^p(D) \) and a moment of order 2 in \( H^{p+1}(D) \). This stronger result is linked to the global existence of strong solutions for NS2D.

This kind of idea cannot be used for NS3D and we use a generalization of an idea used in [2] for the case \( p = 1 \). The method is based on the use of the Kolmogorov operator applied to suitable Lyapunov functional. These functionals have already been used in the deterministic case in [18], chapter 4.

Using a totally different method, we establish also that the invariant measure \( \mu \) admits a moment in a Gevrey class of functions provided the external force has the same regularity. Gevrey regularity has been studied in the deterministic case in [10] and [11]. Our method is based on tools developed in [10]. In [14], [17] these tools have been used to obtain an exponential moment for the invariant measure in Gevrey norms in the two dimensional case. The arguments used in [14], [17] do not generalize to the three dimensional case since there strong existence and uniqueness is used. The three dimensional case NS3D requires substantial adaptations. We develop a framework which gives a control on a Gevrey norm by using a control of the \( H^1(D) \)–norm of \( X \) only at fixed time.
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Actually, in this way, we are able to generalize to NS3D the results of [14, 17]. However, we do not have exponential moments. We deduce that the Kolmogorov dissipation scale is larger than $\nu^{3/4}$. This is certainly not optimal since it is expected that the scale is of order $\nu^3$. Note that our result is rigorous and does not use any heuristic argument.

1. Notations

For $m \in \mathbb{N}$, we denote by $H^m_{\text{per}}(D)$ the space of functions which are restrictions of periodic functions in $H^m_{\text{loc}}(D)^3$ and whose average is zero on $D$. We set

$$H = \{ X \in H^0_{\text{per}}(D) \mid \text{div} X = 0 \text{ on } D \},$$

and

$$V = H \cap H^2_{\text{per}}(D).$$

Let $\pi$ be the orthogonal projection in $L^2(D)^3$ onto the space $H$. We set

$$A = \pi(-\Delta), \quad D(A) = V \cap H^2_{\text{per}}(D) \quad \text{and} \quad B(u) = \pi (u, \nabla u).$$

It is convenient to endow $H^m_{\text{per}}(D)$ with the inner product $((\cdot, \cdot)) = (A^\frac{1}{2} \cdot, A^\frac{1}{2} \cdot)_{L^2(D)^3}$. The corresponding norm is denoted by $\| \cdot \|_m$. It is classical that this defines a norm which is equivalent to the usual one. For $m = 0$ we write $\| \cdot \| = \| \cdot \|_0$ and for $m = 1$ we write $\| \cdot \| = \| \cdot \|_1$. Note that, since we work with functions whose average is zero on $(0, 2\pi)^3$, we have the following Poincaré type inequality

$$\| x \|_{m_1} \leq \| x \|_{m_2}, \quad m_1 \leq m_2, \quad x \in H^m_{\text{per}}(D).$$

We also use the spaces $L^p(D)^3$ endowed with their usual norm denoted by $\| \cdot \|_p$. Moreover, given two Hilbert spaces $K_1$ and $K_2$, $L^2(K_1; K_2)$ is the space of Hilbert-Schmidt operators from $K_1$ to $K_2$.

The noise is described by a cylindrical Wiener process $W$ defined on a Hilbert space $U$ and a mapping $\phi$ defined on $H$ with values in $L^2(U; H)$. We also consider a deterministic forcing term described by a mapping $g$ from $H$ into $H$. More precise assumptions on $\phi$ and $g$ are made below.

Now, we can write problem (0.1) in the form

$$\begin{aligned}
&dX + \nu AX dt + B(X)dt = \phi(X)dw + g(X)dt, \\
&X(0) = x_0.
\end{aligned}$$

In all the paper, we consider a $H$–valued stationary solution $(X, W)$ of the martingale problem (0.1). Existence of such a solution has been proved in [5]. We denote by $\mu$ the law of $X(t)$. We do not consider any stationary solutions but only those which are limit in distribution of stationary solutions of Galerkin approximations of (0.1). More precisely, for any $N \in \mathbb{N}$, we denote by $P_N$ the projection of $A$ onto the vector space spanned by the first $N$ eigenvalues and consider the following approximation of (0.1)

$$\begin{aligned}
&dX_N + \nu AX_N dt + P_NB(X_N)dt = P_N\phi(X_N)dw + P_N g(X_N)dt, \\
&X_N(0) = P_Nx_0.
\end{aligned}$$

It can be easily shown that (1.2) has a stationary solution $X_N$. Proceeding as in [2], we can see that their laws are tight in suitable functional spaces, and, up
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to a subsequence, \((X_N, W)\) converges in law to a stationary solution \((X, W)\) of (1.1). Actually the convergence holds in \(C(0, t; D(A^{-s})) \cap L^2(0, t; D(A^{3-s}))\) for any \(t, s > 0\). We only consider stationary solutions constructed in that way.

To obtain an estimate for stationary solutions of (1.1) (limit of Galerkin approximations), we proceed as follows. We first prove the desired estimate for every stationary solutions of (1.2) and then we take the limit.

The reason why our results are only stated for solutions limit of Galerkin approximations comes from the fact that it is not known if computations applied to solutions of Galerkin approximations can be applied directly on solutions \((X, W)\) of the three-dimensional Navier-Stokes equations. Some of our results describe properties of \(\mu\) in Gevrey type spaces. These spaces contain functions with exponentially decaying Fourier coefficients. According to 

the setting given in [10], we set for any \((\alpha, \beta)\in \mathbb{R}^{+} \times (0, 1]\)

\[
\left\{ \begin{array}{l}
\| x \|_{G(\alpha, \beta)}^2 = \| A_x^\beta e^{\alpha A_{xx}^\beta} x \|_H^2 = \sum_{k \in \mathbb{Z}^3} |k|^{2p} e^{2\alpha \beta |k|^2} |\hat{x}(k)|^2, \\
G(\alpha, \beta) = \{ x \in H \mid \| x \|_{G(\alpha, \beta)} < \infty \},
\end{array} \right.
\]

where \((\hat{x}(k))_{k \in \mathbb{Z}^3}\) are the Fourier coefficients of \(x \in H\). Moreover, for any \((x, y) \in G(\alpha, \beta)^2\), we set

\[
(x, y)_{G(\alpha, \beta)} = \left( A_x^\beta e^{\alpha A_{xx}^\beta} x, A_y^\beta e^{\alpha A_{yy}^\beta} y \right) = \sum_{k \in \mathbb{Z}^3} |k|^{2p} e^{2\alpha \beta |k|^2} \Re \left( \hat{x}(k) \overline{\hat{y}(k)} \right).
\]

Clearly, \((G(\alpha, \beta), \langle \cdot, \cdot \rangle_{G(\alpha, \beta)})\) is a Hilbert space.

We are not interested in large viscosities and in all the article it is assumed that \(\nu < 1\). We will use various constants which may depend on some parameter such as \(p, \nu, \ldots\) When this dependance is important, we make it explicit.

2. \(H^{p}_{\text{per}}(D)\)-REGULARITY

Let \(p \in \mathbb{N}\). We now make the following smoothness assumptions on the forcing terms.

**Hypothesis 2.1.** The mapping \(\phi\) (resp. \(g\)) takes values in \(L_2(U; H \cap H_{\text{per}}^{p-1}(D))\) (resp. \(H \cap H_{\text{per}}^{p-1}(D)\)) and \(\phi : H \rightarrow L_2(U; H \cap H_{\text{per}}^{p-1}(D))\) and \(g : H \rightarrow H \cap H_{\text{per}}^{p-1}(D)\) are bounded.

We set, when Hypothesis 2.1 holds,

\[
B_p = \sup_H \left( \| \phi \|_{L_2(U; H_{\text{per}}^{p-1}(D))}^2 + \| g \|_{L_2(U; H_{\text{per}}^{p-1}(D))}^2 \right).
\]

It is also convenient to define

\[
\tilde{B}_p = \sup_H \| \phi \|_{L_2(U; H_{\text{per}}^{p-1}(D))}^2 + \frac{1}{p} \sup_H \| g \|_{L_2(U; H_{\text{per}}^{p-1}(D))}^2.
\]

The aim of this section is to establish the following result.

**Theorem 2.2.** Let \(\mu\) be the invariant law of a stationary solution \(X\) of the three dimensional Navier-Stokes equations that is limit of stationary solutions of Galerkin
approximations. Assume that Hypothesis holds for some $p \geq 1$. For any $\nu \leq 1$, there exists $c_{p,\nu}$ depending on $p$, $\nu$ and $B_p$ such that

$$\int_H \|x\|_{p+1}^{p+1} d\mu(x) \leq c_{p,\nu}. $$

Let us make few comments.

Note that it would be very important to obtain an estimate on $\int_H \|x\|_p^{\delta_p} d\mu(x)$ with $p\delta_p > 3$. Indeed, by Agmon inequality, we have

$$\int_H |x|_ \infty^2 d\mu(x) \leq c \int_H |x|^{2-3/p} \|x\|_p^p d\mu(x)$$

and this would give an estimate on the left hand side. Since uniqueness is easily shown to hold for solutions in $L^2(0, T; L^\infty(D)^3)$, a classical argument could be used to deduce that for $\mu$ almost every initial data there exists a unique global weak solution. Combining with the result in [6], this would partially solve Leray's conjecture.

Consider the case $g = 0$, $U = H$ and $\phi = A^{-s}$. Then Hypothesis holds for any $p < s$ and the unique invariant measure of the three dimensional linear stochastic Stokes equations in $H$ is in $H_{per}^{r+1}(D)$ with probability zero if $r > s$. Therefore it seems that $\|\cdot\|_{p+1}$ is the strongest norm we can control under Hypothesis 2.1.

Remark that in the two dimensional case a much stronger result holds. Indeed, standard arguments imply that under Hypothesis 2.1 we have for any invariant measure $\mu$ and any $q \in \mathbb{N}^*$

$$\int_H \|x\|_p^{2q} d\mu(x) < \infty, \quad \int_H \|x\|_{p+1}^{2} d\mu(x) < \infty.$$ 

In the proof, we use ideas developed in [13]. Similar but more refined techniques have been used in [11] to derive interesting properties on the decay of the Fourier spectrum of smooth solutions of the deterministic Navier-Stokes equations. Using such techniques does not seem to yield great improvement of our result. Indeed, trying to do so, we have been able to improve the estimate of Theorem 2.2 as follows

$$\nu \int_H \|x\|_{p+1}^{\frac{q}{2}} d\mu(x) \leq 2 \bar{B}_p + c2^p(1 + \bar{B}_0),$$

where $c$ and $c_\star$ are positive constants and $c_\star$ is close to 1.02. We have not been able to derive very interesting results from this improved estimate and therefore have preferred to give the simpler one which follows from easier arguments.

**Proof:** The proof is rather standard. We do not give the details.

Let $(\mu_N)_{N \in \mathbb{N}}$ be a sequence of invariant measures of stationary solutions $(X_N)_N$ of (1.2) such that there exists a subsequence $(N_k)_{k \in \mathbb{N}}$ such that $X_{N_k}$ converges to $X$ in law. It follows that $(\mu_{N_k})_{k \in \mathbb{N}}$ converges to $\mu$ (considered as probability measures on $D(A^{-1}))$.

We denote by $L_N$ the Kolmogorov operator associated to the Galerkin approximation (1.2) of the stochastic Navier-Stokes equations

$$L_N f(x) = \frac{1}{2} tr ((P_N \phi)(x)(P_N \phi)^*(x)D^2 f(x)) - (\nu Ax + B(x) - g(x), Df(x)),$$

for any $f \in C^2(P_N H; \mathbb{R})$ and $x \in P_N H$. 5
Spatial smoothness of the stationary solutions of the 3D Navier–Stokes equations

The proof of Theorem 2.2 is based on the fact that, for any $N \in \mathbb{N}$, we have

$$\int_{P_N H} L_N f(x) d\mu_N(x) = 0,$$

provided $f \in C^2(P_N H; \mathbb{R})$ verifies

$$\begin{align*}
&i) \quad \int_{P_N H} |f(x)| d\mu_N(x) < \infty, \\
&ii) \quad \int_{P_N H} |L_N f(x)| d\mu_N(x) < \infty, \\
&iii) \quad \int_{P_N H} |(P_N \phi)^*(x) Df(x)|^2 d\mu_N(x) < \infty.
\end{align*}$$

It follows from [7], Chapter 1.2, Corollary 1.12 that for any $p \in \mathbb{N}$

$$\int_{P_N H} |x|^{2p} d\mu_N(x) = E \left( |X_N(0)|^{2p} \right) \leq 2C_{p, \nu} < \infty,$$

and

$$\nu \int_{P_N H} \|x\|^2 d\mu_N(x) \leq \bar{B}_0.$$

The result in [7] is given for $g = 0$ but the generalization is easy. Thanks to (2.3), we use (2.1) with

$$f = \frac{1}{\left(1 + \|\cdot\|^2_p\right)^{\varepsilon_p}}, \quad \varepsilon_p = \frac{1}{2p - 1}.$$

We obtain after lengthy but easy computations and some estimates on the nonlinear term borrowed from [18], chapter 4 (in particular equation (4.8)) that there exists $c_p$ such that

$$R_p \leq 2\bar{B}_p + c_p\bar{B}_0 + 1,$$

with

$$R_p = \nu \int_{P_N H} \frac{1 + \|x\|^{2p+1}}{\left(1 + \|x\|^2_p\right)^{1+\varepsilon_p}} d\mu_N(x).$$

Then arguing as in [18], chapter 4, we set

$$M_p = \nu \int_{P_N H} \left(1 + \|x\|^2_p\right)^{1/2p-1} d\mu_N(x),$$

and deduce

$$M_{p+1} \leq R_p^{1/2p+1} M_p^{2/2p+1},$$

which yields

$$\int_{P_N H} \|x\|^{\frac{2}{p+1}} d\mu_N(x) \leq c_{p, \nu}.$$

It is then standard to deduce the results thanks to (2.6), the subsequence $(N_k)_k$, Fatou Lemma and lower semicontinuity of $\|\cdot\|_p$. 


3. Gevrey regularity

3.1. Statement of the result. We now state and prove the main result of this paper. It states that if the external force is bounded in a Gevrey class of functions, then \( \mu \) have support in another Gevrey class of function.

The main assumption in this section is the following

**Hypothesis 3.1.** There exists \((\alpha, \beta) \in \mathbb{R}_+^2 \times (0, 1]\) such that the mappings \( g : H \to G(\alpha, \beta) \) and \( \phi : H \to L_2(U; G(\alpha, \beta)) \) are bounded.

We set
\[
B_0' = \sup_{x \in H} \|\phi(x)\|_{L_2(U; G(\alpha, \beta))}^2 + \sup_{x \in H} \|g(x)\|^2_{G(\alpha, \beta)}.
\]

The aim of this section is to establish the following results proved in the following subsections.

**Theorem 3.2.** Let \( \mu \) be the invariant law of a stationary solution \( X \) of the three dimensional Navier-Stokes equations that is limit of stationary solutions of Galerkin approximations. Assume that Hypothesis 3.1 holds. There exist a family of constants \((\kappa_\gamma)_\gamma \in (0, 1)\) only depending on \((\alpha, \beta, B_0')\) and a family \((\nu_\gamma)_\gamma \in (0, 1)\) of measurable mappings \( H \to (0, \alpha) \) such that for any \( \nu \in (0, 1) \)
\begin{align*}
(3.1) \quad \int_H \|x\|^2_{G(\nu_\gamma(x), \beta)} \, d\mu(x) & \leq K_\gamma (1 + B_0')^2 \nu^{-\frac{2}{\gamma}}, \\
(3.2) \quad \int_H (\nu_\gamma(x))^{-\frac{\alpha}{\beta}} \, d\mu(x) & \leq K_\gamma (1 + B_0')^{-\frac{\alpha}{\beta}},
\end{align*}

for any \( \gamma \in (0, 1) \).

This result gives some informations on the Kolmogorov dissipation scale. Indeed, it follows from (3.1), (3.2) that
\[
|\hat{\chi}(k)| \leq \|x\|_{G(\nu_\gamma(x), \beta)} |k|^{-1} e^{-\nu_\gamma(x)|k|^{\alpha}},
\]
where \((\hat{\chi}(k))_{k \in \mathbb{Z}^3}\) are the Fourier coefficients of \( x \).

Hence, if Hypothesis 3.1 holds with \( \beta = 1 \) and \( \gamma = 0 \), then \( |\hat{\chi}(k)| \) decreases faster than any powers of \( |k| \) for \( |k| >> \nu^{-(6+5\delta)} \). This indicates that the 3D–Kolmogorov dissipation scale is larger than \( \nu^{6+5\delta} \). Note that by physical arguments it is expected that the 3D–Kolmogorov dissipation scale is of order of \( \nu^7 \).

Making analogous computations, we obtain that, for \( \gamma \neq 0 \) and \( \beta \in (0, 1) \), the 3D–Kolmogorov dissipation scale is larger than \( \nu^{\frac{7}{2}+\delta} \) for \( \delta > 0 \).

In [14], [17], analogous results to Theorem 3.2 are proved for the 2D–Navier-Stokes equations. Moreover, it is deduced in [14] that the 2D–Kolmogorov dissipation scale is larger than \( \nu^7 \). In [1], it is established that the 2D–Kolmogorov dissipation scale is larger than \( \nu^\frac{7}{2} \), which is the physically expected result.

We can also control a moment of a fixed Gevrey norm.
Assume that Hypothesis 3.1 holds. For any $\theta > 0$, we consider the stopping time $\tau$ defined by

$$\tau = \inf \{ t \geq 0 \mid \| X_N(t) \|_{G(\alpha, \beta)}^2 + 2\nu \| A^\frac{1}{2} X_N(t) \|_{G(\alpha, \beta)}^2 \geq \frac{2}{\nu} (\| X_N(t) \|_{G(\alpha, \beta)}^2 + 1) \}.$$  \tag{3.5}

Clearly, we have

$$E \left( \sup_{t \in (0, \tau^N)} \| X_N(t) \|_{G(\alpha, \beta)}^2 \right) \leq 4 \| X_N(0) \|_{G(\alpha, \beta)}^2 \tag{3.6}$$

and (3.4) follows from (3.5). It remains to prove (3.6).

We apply Itô formula to $\| X_N(t) \|_{G(\alpha, \beta)}^2$ for $t \in (0, \alpha)$

$$dt \| X_N(t) \|_{G(\alpha, \beta)}^2 + 2\nu \| A^\frac{1}{2} X_N(t) \|_{G(\alpha, \beta)}^2 \| dt = \nu \| A^\frac{1}{2} X_N(t) \|_{G(\alpha, \beta)}^2 \| dt + dM(t) + I(t) dt,$$  \tag{3.7}

where

$$I(t) = 2I_g(t) + 2I_B(t) + I_\phi(t), \quad I_B(t) = -\langle X_N(t), B(X_N(t)) \rangle_{G(\alpha, \beta)},$$
$$I_\phi(t) = \| P_N \phi(X_N(t)) \|_{L^2(U; G(\alpha, \beta))}^2, \quad I_g(t) = \langle g(X_N(t)), X_N(t) \rangle_{G(\alpha, \beta)},$$
$$M(t) = 2 \int_0^t \langle X_N(s), \phi(X_N(s)) dW(s) \rangle_{G(\alpha, \beta)}.$$

The following inequality is proved in [10] for $\beta \leq 1$

$$2I_B(t) \leq \nu \| A^\frac{1}{2} X_N(t) \|_{G(\alpha, \beta)}^2 + \frac{C}{\nu^2} \| X_N(t) \|_{G(\alpha, \beta)}^2,$$  \tag{3.8}

By Hypothesis 3.1, we have

$$I_\phi(t) + 2I_g(t) \leq \| X_N(t) \|_{G(\alpha, \beta)}^2 + B_0' + 1.$$  \tag{3.9}
Applying Chebyshev inequality, we deduce from (2.4)

\[ d \|X_N(t)\|_{G(\nu, \beta)}^2 \leq dM(t) + \frac{c}{\nu^3} \|X_N(t)\|_{G(\nu, \beta)}^6 \, dt + (B'_0 + 1) \, dt. \]

Combining (3.7), (3.8) and (3.9), we obtain since \( \beta, \nu \leq 1 \)

\[ -d \left( 1 + \|X_N(t)\|_{G(\nu, \beta)}^2 \right)^{-2} \leq dM(t) + C_0 \nu^{-3} \, dt, \]

where \( C_0 = c(B'_0 + 1) \) and

\[ \mathcal{M}(t) = 4 \int_0^t \left( 1 + \|X_N(s)\|_{G(\nu, \beta)}^2 \right)^{-3} \left( X_N(s), \phi(X_N(s))dW(s) \right)_{G(\nu, \beta)}. \]

Setting

\[
\begin{align*}
\tau_0^N & = \inf \left\{ t \in (0, \alpha) \mid \mathcal{M}(t) > \frac{1}{4(1 + \|X_N(0)\|^2)^2} \right\}, \\
\tau_1^N & = \tau_0^N \land \left( \frac{1}{4C_0(1 + \|X_N(0)\|^2)^2} \right),
\end{align*}
\]

we obtain by integration of (3.11) on \([0, t] \) for \( t \in (0, \tau_1^N) \)

\[ 1 + \|X_N(t)\|_{G(\nu, \beta)}^2 \leq 4 \left( 1 + \|X_N(0)\|_2 \right). \]

We deduce that \( \tau^N \geq \tau_1^N \) and

\[ \mathbb{P}(\tau^N < t) \leq \mathbb{P}(\tau_0^N < t) + \mathbb{P}\left( 1 + \|X_N(0)\|^2 \geq \frac{\nu^3}{4C_0t} \right). \]

Since \( \mu \) is the law of \( X_N(0) \), we have

\[ \mathbb{P}\left( 1 + \|X_N(0)\|^2 \geq \frac{\nu^3}{4C_0t} \right) = \mu_N \left( x \in H, 1 + \|x\|^2 \geq \frac{\nu^3}{4C_0t} \right). \]

Applying Chebyshev inequality, we deduce from (2.4)

\[ \mathbb{P}\left( 1 + \|X_N(0)\|^2 \geq \frac{\nu^3}{4C_0t} \right) \leq 2\nu^{-\frac{3}{2}} C_0 t^\frac{1}{2} \int_H (1 + \|x\|^2) d\mu_N(x) \]

\[ \leq 2\nu^{-\frac{3}{2}} (1 + \bar{B}_0) C_0 t^\frac{1}{2}. \]

Moreover

\[ \mathbb{P}(\tau_0^N < t) = \mathbb{P}\left( 4 \left( 1 + \|X_N(0)\|^2 \right)^2 \sup_{s \in [0, t \land \tau_0^N]} \mathcal{M}(s) > 1 \right) \leq 4 \mathbb{E}\left( \left( 1 + \|X_N(0)\|^2 \right)^2 \max_{s \in [0, t \land \tau_0^N]} \mathcal{M}(s) \right). \]

Taking conditional expectation with respect to the \( \sigma \)-algebra \( \mathcal{F}_0 \) generated by \( X_N(0) \) inside the expectation, it follows

\[ \mathbb{P}(\tau_0^N < t) \leq 4 \mathbb{E}\left( 1 + \|X_N(0)\|^2 \right)^2 \mathbb{E}\left( \max_{s \in [0, t \land \tau_0^N]} \mathcal{M}(s) \mid \mathcal{F}_0 \right). \]
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By Burkholder-Davis-Gundy inequality (see Theorem 3.28 page 166 in [13]) we obtain
\[
\mathbb{E} \left( \sup_{s \in [0,t \wedge \tau_N^0]} \mathcal{M}(s) \bigg| \mathcal{F}_0 \right) \leq c \mathbb{E} \left( (\langle \mathcal{M} \rangle_U^\gamma (t \wedge \tau_N^0)) \bigg| \mathcal{F}_0 \right),
\]
and
\[
(3.14) \quad \mathbb{P} (\tau_N^0 < t) \leq 4 \mathbb{E} \left( \left( 1 + \|X_N(0)\|^2 \right)^2 \mathbb{E} \left( (\langle \mathcal{M} \rangle_U^\gamma (t \wedge \tau_N^0)) \bigg| \mathcal{F}_0 \right) \right).
\]

We have
\[
\langle \mathcal{M} \rangle (t) = 4 \int_0^t \left( 1 + \|X_N(s)\|^2 \right)^{-6} \left( A^\gamma e^{\nu t \gamma} \phi(X_N(s)) \right) \left( A^\gamma e^{\nu t \gamma} X_N(s) \right) ds.
\]
Therefore
\[
\langle \mathcal{M} \rangle (t) \leq 4 \int_0^t \left( 1 + \|X_N(s)\|^2 \right)^{-6} \|\phi(X_N(s))\|_2 \|X_N(s)\|^2_{G(\nu t,\beta)} ds.
\]
It follows that
\[
\langle \mathcal{M} \rangle (t \wedge \tau_N^0) \leq \frac{B_0 t}{4^3 \left( 1 + \|X_N(0)\|^2 \right)^4}.
\]
Hence we infer from (3.14) and from \( \|\cdot\| \leq \|\cdot\|_{G(\nu t,\beta)} \) that
\[
(3.15) \quad \mathbb{P} (\tau_N^0 \leq t) \leq \sqrt{B_0 t}.
\]
Combining (3.12), (3.14) and (3.15), we deduce (3.16).

3.3. Proof of Theorem 3.2.

Let \((\mu_N)_{N \in \mathbb{N}}\) be a sequence of invariant measures of stationary solutions \((X_N)_N\) of (1.2) such that there exists a subsequence \((N_k)_{k \in \mathbb{N}}\) such that \(X_{N_k}\) converges to \(X\) in law. It follows that \((\mu_{N_k})_{k \in \mathbb{N}}\) converges to \(\mu\) (considered as probability measures on \(D(A^{-1})\)).

Setting
\[
\alpha_x(x) = \inf \left\{ s \geq 0 \mid \|x\|_{G(\nu s,\beta)}^2 > \frac{4}{\nu s^\gamma} (B_0 + 1) \right\},
\]
it follows that for any \(\gamma \in (0,1)\)
\[
(3.16) \quad \int \|x\|_{G(\nu \alpha_x(x),\beta)}^2 d\mu(x) \leq \left( \frac{4}{\nu} \right)^\gamma (B_0 + 1)^\gamma \int (\alpha_x(x))^{-\frac{\gamma}{2}} d\mu(x).
\]
Hence (3.16) is consequence of (3.12). Then in order to establish Theorem 3.2, it is sufficient to prove (3.14).

Clearly
\[
\mathbb{P} \left( \|X_N(t)\|_{G(\nu t,\beta)} > \frac{4}{\nu t^\gamma} (B_0 + 1) \right) \leq \mathbb{P} \left( \sup_{s \in [0,\tau_N]} \|X_N(s)\|_{G(\nu s,\beta)}^2 > \frac{4}{\nu s^\gamma} (B_0 + 1) \right) + \mathbb{P} (\tau_N < t),
\]
where \(\tau_N\) has been defined in section 3.2. Applying Chebyshev inequality, we infer from Lemma 3.3 and from the fact that, for any \(t > 0\), \(\mu_N\) is the law of \(X_N(t)\)
\[
(3.17) \quad \mu_N(\mathcal{O}_t) = \mathbb{P} (X_N(t) \in \mathcal{O}_t) \leq (K + 1)(1 + B_0) t^\gamma \nu^{-\frac{\gamma}{2}}.
\]
where
\[ \mathcal{O}_t = \left\{ x \in D(A^{-1}), \| x \|_{G(\nu t, \beta)}^2 > \frac{4}{\mu t^2} (\overline{B}_0 + 1) \right\}. \]

Notice that \( \mathcal{O} \) is an open subset of \( D(A^{-1}) \). Hence, since \( \mu_N \to \mu \) (considered as probability measures on \( D(A^{-1}) \)), then we deduce from (3.17) that
\[ \mu(\mathcal{O}_t) \leq \liminf_k (\mu_N(\mathcal{O}_t)) \leq (K + 1)(1 + \overline{B}_0)t^{\frac{1}{2}}\nu^{-\frac{1}{2}}. \]

Notice that
\[ \{ x \in D(A^{-1}), \alpha_\nu(x) < t \} \subset \mathcal{O}_t, \]
which yields, by (3.18) and \( \mu(H) = 1 \),
\[ \mu(x \in H, \alpha_\nu(x) \leq t) \leq (K + 1)(1 + \overline{B}_0)t^{\frac{1}{2}}\nu^{-\frac{1}{2}}. \]

It is well-known that (3.19) for any \( t > 0 \) implies (3.2), which yields Theorem 3.2.

3.4. Proof of Corollary 3.3
To deduce Corollary 3.3 from Theorem 3.2 it is sufficient to prove that for any \((\alpha', \alpha, \beta') \in (0, \infty)^2 \times (0, 1)^2 \) such that \( \beta' < \beta \), we have
\[ \| x \|_{G(\alpha', \beta')} \leq \exp \left( c(\beta, \beta') \left( \alpha' \frac{\beta'}{\beta - \beta'} \langle \alpha \rangle \right)^{\frac{\beta'}{\beta - \beta'}} \right) \| x \|_{G(\alpha, \beta)}. \]

Indeed, (3.20) implies that for any \( \gamma \in \mathbb{R}_+^+ \)
\[ \left( \ln^+ \| x \|_{G(\alpha', \beta')}^2 \right)^{\gamma} \leq c_1 \left( c(\beta, \beta') + (\alpha')^{\frac{\beta'}{\beta - \beta'}} (\nu \alpha_\nu(x))^{-\frac{\beta'}{\beta - \beta'}} + \left( \ln^+ \| x \|_{G(\alpha_\nu(x), \beta)}^2 \right)^{\gamma} \right), \]
which yields Corollary 3.3 provided Theorem 3.2 is true.

We now establish (3.20). It follows from arithmetic-geometric inequality that for any \( k \in \mathbb{Z}^d \)
\[ \alpha' |k|^{\beta'} \leq c(\beta, \beta') \left( \alpha' \frac{\beta'}{\beta - \beta'} \langle \alpha \rangle \right)^{\frac{\beta'}{\beta - \beta'}} + \alpha |k|^\beta. \]

Recalling that
\[ \| x \|_{G(\alpha', \beta')}^2 = \sum_{k \in \mathbb{Z}^d} |k|^2 \exp \left( 2\alpha' |k|^{\beta'} \right) |\hat{x}(k)|^2, \]
we infer (3.20) from (3.21).

References

[1] J. Bricmont, A. Kupiainen and R. Lefevere, Probabilistic estimates for the two-dimensional stochastic Navier-Stokes equations, J. Statist. Phys. 100 (2000), no. 3-4, 743756.
[2] G. Da Prato, A. Debussche, Ergodicity for the 3D stochastic Navier-Stokes equations J. Math. Pures Appl. (9) 82 (2003), no. 8, 877–947.
[3] G. Da Prato and J. Zabczyk, Stochastic equations in infinite dimensions, Encyclopedia of Mathematics and its Applications, Cambridge University Press, 1992.
[4] G. Da Prato and J. Zabczyk, Ergodicity for Infinite Dimensional Systems, London Mathematical Society Lecture Notes, n. 229, Cambridge University Press, 1996.
[5] A. Debussche, C. Odasso, Ergodicity for the weakly damped stochastic Non-linear Schrödinger equations, to appear in Journal of Evolution Equations.
[6] F. Flandoli, Irreducibility of the 3-D stochastic Navier–Stokes equation, Journal of Functional Analysis, 149, 160-177, 1997.
[7] F. Flandoli, An introduction to 3D stochastic Fluid Dynamics, CIME lecture notes 2005.
[8] F. Flandoli and D. Gatarek, Martingale and stationary solutions for stochastic Navier-Stokes equations, PTRF, 102, 367-391, 1995.
[9] F. Flandoli and M. Romito, Partial regularity for the stochastic Navier-Stokes equations, Trans. Am. Math. Soc. 354, No 6, 2207-2241, 2002.
Spatial smoothness of the stationary solutions of the 3D Navier–Stokes equations

[10] Foias, C. and Temam, R., Gevrey class regularity for the solutions of the Navier–Stokes equations, J. Funct. Anal. 87 (1989), no. 2, 359–369.
[11] W.D. Henshaw, H.O. Kreiss, L.G. Reyna, Smallest scale estimate for the Navier-Stokes equations for incompressible fluids, Arch. Rational Mech. Anal. 112 (1990), no. 1, 21-44.
[12] G. Huber, P. Alstrom, Universal Decay of vortex density in two dimensions, Physica A 195, 448–456, 1993.
[13] Karatzas I. and Shreve S. E., Brownian motion and stochastic calculus, Second edition, Graduate Texts in Mathematics, 113. Springer-Verlag, New York, 1991.
[14] J.C. Mattingly, The dissipative scale of the stochastics Navier-Stokes equation: regularization and analyticity. Dedicated to David Ruelle and Yasha Sinai on the occasion of their 65th birthdays, J. Statist. Phys. 108 (2002), no. 5-6, 1157–1179
[15] C. Odasso, Ergodicity for the stochastic Complex Ginzburg–Landau equations, to appear in Annales de l’institut Henri-Poincaré, Probabilités et Statistiques.
[16] C. Odasso, Exponential Mixing for Stochastic PDEs: The Non-Additive Case, preprint available on [http://www.bretagne.univ-cachan.fr/math/people/cyril.odasso/]
[17] A. Shirikyan, Analyticity of solutions of randomly perturbed two-dimensional Navier-Stokes equations, Uspekhi Mat. Nauk 57 (2002), no. 4(346), 151–166; translation in Russian Math. Surveys 57 (2002), no. 4, 785–799.
[18] R. Temam Navier-Stokes equations and nonlinear functional analysis, Philadelphia (PA US) : SIAM , 1995 , CBMS-NSF regional conference series in applied mathematics ; 66 ISBN 0-89871-340-4
[19] R. Temam, Some developments on Navier-Stokes Equations in the second half of the 20th Century, "in Développement des Mathématiques au cours de la seconde moitié du XXème siècle", J.P. Pier ed., Birkhauser Verlag, Basel, 2000.