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Abstract

While the volume of electronic health records (EHR) data continues to grow, it remains rare for hospital systems to capture dense physiological data streams, even in the data-rich intensive care unit setting. Instead, typical EHR records consist of sparse and irregularly observed multivariate time series, which are well understood to present particularly challenging problems for machine learning methods. In this paper, we present a new deep learning architecture for addressing this problem based on the use of a semi-parametric interpolation network followed by the application of a prediction network. The interpolation network allows for information to be shared across multiple dimensions during the interpolation stage, while any standard deep learning model can be used for the prediction network. We investigate the performance of this architecture on the problems of mortality and length of stay prediction.

1 Introduction

While the volume of electronic health records (EHR) data continues to grow, it remains rare for hospital systems to capture dense physiological data streams, even in the data-rich intensive care unit setting. Instead, it is common for the physiological time series data in electronic health records to be both sparse and irregularly sampled. An irregularly sampled time series is a sequence of samples with irregular intervals between their observation times. Irregularly sampled data are considered to be sparse when the intervals between successive observations are often large. The physiological data contained in EHRs represent multivariate time series consisting of the time course of multiple vital signs. In the multivariate setting, the additional issue of the lack of alignment in the observation times across physiological variables is also very common.

It is well understood that such data cause significant issues for standard supervised machine learning models that typically assume fully observed, fixed-size feature representations [15]. However, over the last several years, there has been significant progress in developing specialized models and architectures that can accommodate sparse and irregularly sampled time series as input [14,12,11,13,2,6]. Of particular interest in the supervised learning setting are methods that perform end-to-end learning directly using multivariate sparse and irregularly sampled time series as input without the need for a separate interpolation or imputation step.

In this work, we present a new model architecture for supervised learning with multivariate sparse and irregularly sampled data: Interpolation-Prediction Networks. The architecture is based on the use of several semi-parametric interpolation layers organized into an interpolation network, followed by the application of a prediction network that can leverage any standard deep learning model.

The interpolation network allows for information contained in each input time series to contribute to the interpolation of all other time series in the model. The parameters of the interpolation and prediction networks are learned end-to-end via a composite objective function consisting of supervised...
We let \( D = \{ (s_i, y_i) | i = 1, ..., N \} \) represent a data set containing \( N \) data cases. An individual data case consists of a single target value \( y_n \) (discrete in the case of classification and real-valued in the case of regression), as well as a \( D \)-dimensional, sparse and irregularly sampled multivariate time series \( s_n \). Different dimensions \( d \) of the multivariate time series can have observations at different times, as well as different total numbers of observations \( L_{dn} \). Thus, we represent time series \( d \) for data case \( n \) as a tuple \( s_{dn} = (t_{dn}, x_{dn}) \) where \( t_{dn} = [t_{1dn}, ..., t_{L_{dn}dn}] \) is the list of time points at which observations are defined and \( x_{dn} = [x_{1dn}, ..., x_{L_{dn}dn}] \) is the corresponding list of observed values.

The overall model architecture consists of two main components: an interpolation network and a prediction network. The interpolation network interpolates the multivariate, sparse and irregularly sampled time series separately. The interpolation is based on a radial basis function network. This results in a set of values \( \hat{x}_{t_{1dn}} \) for each data case \( n \), each input time series \( d \), and each reference time point \( r_k \), and each interpolation channel \( c \) as shown in Equation 1:

\[
\hat{x}^{1c}_{kd} = f^1_{\theta}(r_k, s_n) = \frac{\sum_{j=1}^{L_{dn}} w_{dc}(r_k, t_{jdn}) x_{jdn}}{\sum_{j=1}^{L_{dn}} w_{dc}(r_k, t_{jdn})}, \quad w_{dc}(r_k, t_{jdn}) = \exp \left(-\alpha_{dc} ||r_k - t_{jdn}||^2 \right)
\]

The second interpolation layer merges information across all of the \( D \) time series at each reference time point by taking into account learned correlations \( \rho_{dd'} \) across all time series. This results in a set of values \( \hat{x}^{2c}_{kd} \) for each data case \( n \), each input time series \( d \), each reference time point \( r_k \), and each interpolation channel \( c \) as shown in Equation 2. Here, the terms \( i_{kd} \) represent the intensity of the observations on input dimension \( d \) for data case \( n \). The more observations that occur near reference time point \( r_k \), the larger the value of \( i_{kd} \). This final interpolation layer thus models the the interpolant \( x^{2c}_{kd} \) as a weighted linear combination of the first layer interpolants, while focusing the combination on the time series \( d' \) for which data are actually available at nearby time points.

\[
\hat{x}^{2c}_{kd} = f^2_{\theta}(r_k, s_n) = \frac{\sum_{d'} \rho_{dd'} i^{c}_{kd'n} \hat{x}^{1c}_{kd'n}}{\sum_{d'} i^{c}_{kd'n}}, \quad i^{c}_{kd'n} = \int_{d'} \hat{i}^{c}_{kd'n} = \int_{d'} \hat{i}^{c}_{kd'n} = \sum_{d'} w_{dc}(r_k, t_{jdn})
\]

In the experiments presented in the next section, we use a total of three interpolation outputs \((C = 3)\) corresponding to a smooth interpolant to capture trends, a non-smooth interpolant to capture transients, and the intensity function to retain information about where observations occur. The smooth interpolant corresponds to the first interpolant \( \hat{x}^{21}_{kd} = [\hat{x}^{21}_{1dn}, ..., \hat{x}^{21}_{T_{dn}}] \). The collection of model parameters associated with this interpolant are the cross-dimension correlation coefficients \( \rho_{dd'} \), and the RBF network bandwidths \( \alpha_{d1} \) for all \( d \) and \( d' \).

For the non-smooth interpolant, we start with a second interpolant \( \hat{x}^{12}_{dn} = [\hat{x}^{12}_{1dn}, ..., \hat{x}^{12}_{T_{dn}}] \). The collection of model parameters associated with this interpolant are the RBF network parameters \( \alpha_{d2} \).
for all $d$. To accomplish the goal of having this component represent a less smooth interpolation than $x_{dn}^{21}$, we enforce the relationship $\alpha_{dn} = \kappa \alpha_{d1}$ for all $d$ for a value of $\kappa$ greater than one. This ensures that the temporal similarity decays faster for the component intended to model transients. To further minimize any redundancy between $x_{dn}^{21}$ and $x_{dn}^{12}$, we subtract the smooth interpolant from the non-smooth interpolant leaving the non-smooth residual: $x_{dn}^{12} = x_{dn}^{12} - x_{dn}^{21}$.

Finally, for the intensity function, we use $i_{dn}^{1} = [i_{dn}^{1}, \ldots, i_{dn}^{1}]$. This component shares its RBF network parameters with $x_{dn}^{1}$. In the experiments, we study the end-to-end impact of each of these interpolation outputs.

The second component, the prediction network, takes the output of the interpolation network as its input and produces a prediction $\hat{y}_n$ for the target variable. The prediction network can consist of any standard supervised neural network architecture (fully-connected feedforward, convolutional, recurrent, etc.). Thus, the architecture is fully modular with respect to the use of different prediction networks. Appendix A.1 shows the architecture of the proposed model.

To learn the model parameters, we use a composite objective function consisting of a supervised component and an unsupervised component. This is due to the fact that the supervised component alone is insufficient to learn reasonable parameters for the interpolation network given the amount of available training data. The unsupervised component used corresponds to an autoencoder-like loss function. However, the semi-parametric RBF interpolation layers have the ability to exactly fit the input points by setting the RBF kernel parameters to very large values. To avoid this solution and force the interpolation layers to learn to properly interpolate the input data, it is necessary to hold out some observed data points $x_{jdn}$ during learning and then to compute the reconstruction loss only for these data points. This is a well-known problem with high-capacity autoencoders, and past work has used similar strategies to avoid the problem of trivially memorizing the input data without learning useful structure.

To implement the autoencoder component of the loss, we introduce a set of masking variables $m_{jdn}$ for each data point $(t_{jdn}, x_{jdn})$. If $m_{jdn} = 1$, then we remove the data point $(t_{jdn}, x_{jdn})$ as an input to the interpolation network, and include the predicted value of this time point when assessing the autoencoder loss. We use the shorthand notation $m_n \odot s_n$ to represent the subset of values of $s_n$ that are masked out, and $(1 - m_n) \odot s_n$ to represent the subset of values of $s_n$ that are not masked out. The value $\hat{x}_{jdn}$ that we predict for a masked input at time point $t_{jdn}$ is the value of the smooth interpolant at that time point, calculated based on the un-masked input values: $\hat{x}_{jdn} = f^{21}(t_{jdn}, (1 - m_n) \odot s_n)$.

Using these definitions, we can now specify the learning problem for the proposed framework. We let $\ell_P$ be the loss for the prediction network (we use cross-entropy loss for classification and squared error for regression). We let $\ell_I$ be the interpolation network autoencoder loss (we use standard squared error). We let $\ell_R$ be the prediction network autoencoder loss (we use standard squared error). We also include $\ell_2$ regularizers for both the interpolation and prediction networks.

\[
\theta_*, \phi_* = \arg \min_{\theta, \phi} \sum_{n=1}^{N} \ell_P(y_n, g_\phi(f_\theta(s_n))) + \lambda_I \|\theta\|_2^2 + \lambda_P \|\phi\|_2^2 + \delta \sum_{n=1}^{N} \sum_{d=1}^{D} \sum_{j=1}^{L_{dn}} m_{jdn} \ell_I(x_{jdn}, f^{21}(t_{jdn}, (1 - m_n) \odot s_n)) \tag{3}
\]

where $f$ and $g$ are interpolation and prediction network respectively.

3 Experiments and Results

We test the model framework on publicly available MIMIC-III data set\[^1\] a multivariate time series dataset consisting of sparse and irregularly sampled physiological signals. More details on data extraction and sparsity are available in appendix A.2 We use mortality and length of stay prediction as example classification and regression tasks.

We compare the proposed model with a number of baseline approaches including off-the-shelf classification and regression models learned using basic features, as well as more recent approaches based on customized neural network models. For non-neural network baselines, we evaluate Logistic

\[^1\]MIMIC-III dataset is publicly available at [https://mimic.physionet.org/](https://mimic.physionet.org/)
We report the results from the 5-fold cross validation in terms of the average area under the ROC curve (AUC score), average area under precision-recall curve (AUPRC score) and average cross-entropy loss for classification task and average median absolute error and average fraction of explained variation score (EV) for regression task. We also report the standard deviation over cross validation folds. We note that in highly skewed datasets, as is the case with MIMIC-III, AUPRC [4] can give fatter tails compared to AUC [5].

| Model      | Classification | Regression |
|------------|----------------|------------|
|            | AUC            | AUPRC      | Loss          | MedAE         | EV score  |
| Log/LinReg | 0.772 ± 0.013  | 0.303 ± 0.018 | 0.240 ± 0.003 | 3.528 ± 0.072 | 0.043 ± 0.012 |
| SVM        | 0.671 ± 0.005  | 0.300 ± 0.011 | 0.260 ± 0.002 | 3.523 ± 0.071 | 0.042 ± 0.011 |
| AdaBoost   | 0.829 ± 0.007  | 0.345 ± 0.007 | 0.663 ± 0.000 | 4.517 ± 0.234 | 0.100 ± 0.012 |
| RF         | 0.826 ± 0.008  | 0.356 ± 0.010 | 0.315 ± 0.025 | 3.113 ± 0.125 | 0.117 ± 0.035 |
| GRU-M      | 0.831 ± 0.007  | 0.376 ± 0.022 | 0.220 ± 0.004 | 3.140 ± 0.196 | 0.131 ± 0.044 |
| GRU-F      | 0.821 ± 0.007  | 0.360 ± 0.013 | 0.224 ± 0.003 | 3.064 ± 0.247 | 0.126 ± 0.025 |
| GRU-S      | 0.843 ± 0.007  | 0.376 ± 0.014 | 0.218 ± 0.005 | 2.900 ± 0.129 | 0.161 ± 0.025 |
| GRU-D      | 0.835 ± 0.013  | 0.359 ± 0.025 | 0.225 ± 0.009 | 2.891 ± 0.103 | 0.146 ± 0.051 |
| Proposed   | 0.853 ± 0.007  | 0.418 ± 0.022 | 0.210 ± 0.004 | 2.862 ± 0.166 | 0.245 ± 0.019 |

Regression [8], Linear Regression [7], Support Vector Machines (SVM) [3], Random Forest (RF) [1] and AdaBoost [5]. Standard instances of all of these models require fixed-size feature representations. We use the mean of the available values in each of the physiological time series for a given admission record as the feature set. In addition, we compare to several existing deep learning baselines built on GRUs using simple interpolation or imputation approaches; GRU-M (missing observations replaced with global mean), GRU-F (missing observations replaced with last observation), GRU-S (input concatenated with masking variable to identify missingness and time interval indicating how long the particular variable is missing) and GRU-D (similar to GRU-S except instead of just replacing the missing value with the last measurement, it is decayed over time towards the empirical mean). Training and implementation details can be found in appendix A.3.

We report the results from the 5-fold cross validation in terms of the average area under the ROC curve (AUC score), average area under precision-recall curve (AUPRC score) and average cross-entropy loss for classification task and average median absolute error and average fraction of explained variation score (EV) for regression task. We also report the standard deviation over cross validation folds. We note that in highly skewed datasets, as is the case with MIMIC-III, AUPRC [4] can give fatter tails compared to AUC [5].

Table 1 compares the predictive performance of the mortality and length of stay prediction tasks on MIMIC-III. The proposed model consistently achieves the best average score over all the metrics. We note that a paired t-test indicates that the proposed model results in statistically significant improvements over all baseline models ($p < 0.01$) with respect to all the metrics except median absolute error. The version of the proposed model used in this experiment includes all three interpolation network outputs (smooth interpolation, transients, and intensity function).

4 Discussion and Conclusions

In this paper, we have presented a new framework for dealing with the problem of supervised learning in the presence of sparse and irregularly sampled time series. The proposed framework is fully modular. It uses an interpolation network to accommodate the complexity that results from using sparse and irregularly sampled data as supervised learning inputs, followed by the application of a prediction network that operates over the regularly spaced and fully observed, multi-channel output provided by the interpolation network. The proposed approach also addresses some difficulties with prior approaches including the complexity of the Gaussian process interpolation layers used in Li and Marlin [11], and the lack of modularity in the approach of Che et al. [2]. Our framework also introduces novel elements including the use of semi-parametric, feed-forward interpolation layers, and the decomposition of an irregularly sampled input time series into multiple distinct information channels. Our results show statistically significant improvements for both classification and regression tasks over a range of baseline and state-of-the-art methods.
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A Appendix

A.1 Model Architecture

Figure 1: Architecture of the proposed model

A.2 Dataset Description

We evaluate our model framework on the publicly available MIMIC-III dataset [9]. MIMIC-III is a de-identified dataset collected at Beth Israel Deaconess Medical Center from 2001 to 2012. It consists of approximately 58,000 hospital admission records. This data set contains sparse and irregularly sampled physiological signals, medications, diagnostic codes, in-hospital mortality, length of stay and more. We focus on predicting in-hospital mortality and length of stay using the first 48 hours of data. We extracted 12 standard physiological variables from each of the 53,211 records obtained after removing hospital admission records with length of stay less than 48 hours. Table 2 shows the features, sampling rates (per hour) and their missingness information computed using the union of all time stamps that exist in any dimension of the input time series.

| feature | #Missing | Sampling Rate |
|---------|----------|---------------|
| SpO2    | 31.35%   | 0.80          |
| HR      | 23.23%   | 0.90          |
| RR      | 59.48%   | 0.48          |
| SBP     | 49.76%   | 0.59          |
| DBP     | 48.73%   | 0.60          |
| Temp    | 83.80%   | 0.19          |

| feature | #Missing | Sampling Rate |
|---------|----------|---------------|
| TGCS    | 87.94%   | 0.14          |
| CRR     | 95.08%   | 0.06          |
| UO      | 82.47%   | 0.20          |
| FiO2    | 94.82%   | 0.06          |
| Glucose | 91.47%   | 0.10          |
| pH      | 96.25%   | 0.04          |

Prediction Tasks

In our experiments, each admission record corresponds to one data case \((s_n, y_n)\). Each data case \(n\) consists of a sparse and irregularly sampled time series \(s_n\) with \(D = 12\) dimensions. Each dimension \(d\) of \(s_n\) corresponds to one of the 12 vital sign time series mentioned above. In the case of classification, \(y_n\) is a binary indicator where \(y_n = 1\) indicates that the patient died at any point within the hospital stay following the first 48 hours and \(y_n = 0\) indicates that the patient was discharged at any point after the first 48 hours. There are 4310 (8.1%) patients with a \(y_n = 1\) mortality label. The complete data set is \(D = \{(s_n, y_n)\mid n = 1,...,N\}\), and there are \(N = 53,211\) data cases. The goal in the classification task is to learn a classification function \(h\) of the form \(\hat{y}_n \leftarrow h(s_n)\) where \(\hat{y}_n\) is a discrete value.

In the case of regression, \(y_n\) is a real-valued regression target corresponding to the length of stay. Since the data set include some very long stay durations, we let \(y_n\) represent the log of the length of stay in days for all models. We convert back from the log number of days to the number of days when reporting results. The complete data set is again \(D = \{(s_n, y_n)\mid n = 1,...,N\}\) with \(N = 53,211\) data cases (we again require 48 hours worth of data). The goal in the regression task is to learn a regression function \(h\) of the form \(\hat{y}_n \leftarrow h(s_n)\) where \(\hat{y}_n\) is a continuous value.
A.3 Implementation Details

A.3.1 Proposed Model

The model is learned using the Adam optimization method in TensorFlow with gradients provided via automatic differentiation. However, the actual multivariate time series representation used during learning is based on the union of all time stamps that exist in any dimension of the input time series. Undefined observations are represented as zeros and a separate missing data mask is used to keep track of which time series have observations at each time point. Equations 1 & 2 are modified such that data that are not available are not taken into account at all. This implementation is exactly equivalent to the computations described in Equations 1 & 2, but support parallel computation across all dimensions of the time series for a given data case.

Finally, we note that the learning problem can be solved using a doubly stochastic gradient based on the use of mini batches combined with re-sampling the artificial missing data masks used in the interpolation loss. In practice, we randomly select 20% of the observed data points to hold out from every input time series.

A.3.2 Baselines

The Logistic Regression model is trained with cross entropy loss with regularization strength set to 1. The support vector classifier is used with a RBF kernel and trained to minimize the soft margin loss. We use the cross entropy loss on the validation set to select the optimal number of estimators in case of Adaboost and Random Forest. Similar to the classification setting, the optimal number of estimators for regression task in Adaboost and Random Forest is chosen on the basis of squared error on validation set.

We evaluate all models using a five-fold cross-validation estimate of generalization performance. In the classification setting, all the deep learning baselines are trained to minimize the cross entropy loss while the proposed model uses a composite loss consisting of cross-entropy loss and interpolation loss (with $\delta = 1$) as described in section 3.2.3. In the case of the regression task, all baseline models are trained to minimize squared error and the proposed model is again trained with a composite loss consisting of squared error and interpolation loss.

For all of the GRU-based models, we use the already specified parameters [2]. The models are learned using the Adam optimization. Early stopping is used on a validation set sub-sampled from the training folds. In the classification case, the final outputs of the GRU hidden units are used in a logistic layer that predicts the class. In the regression case, the final outputs of the GRU hidden units are used as input for a dense hidden layer with 50 units, followed by a linear output layer.