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Abstract: The economic crisis of 2008 has highlighted the ineffectiveness of the banks in their disbursement of mortgages which caused the spread of Non-Performing Loans (NPLs) with underlying real estate. With the methods stated by the Basel III agreements, aimed at improving the capital requirements of banks and determining an adequate regulatory capital, the banks without the skills required have difficulties in applying the rigid weighting coefficients structures. The aim of the work is to identify a synthetic risk index through the participatory process, in order to support the restructuring debt operations to benefit smaller banks and small and medium-sized enterprises (SME), by analyzing the real estate credit risk. The proposed synthetic risk index aims at overcoming the complexity of Basel III methodologies through the implementation of three different multi-criteria techniques. In particular, the integration of objective financial variables with subjective expert judgments into a participatory process is not that common in the reference literature and brings its benefits for reaching more approved and shared results in the debt restructuring operations procedure. Moreover, the main findings derived by the application to a real case study have demonstrated how important it is for the credit manager to have an adequate synthetic index that could lead to the avoidance of risky scenarios where several modalities to repair the credit debt occur.
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1. Introduction

The economic crisis of 2008, triggered by subprime mortgages that were given the “No Income, No Job, No Assets” (NINJA) label (Foglia et al. 2020), has demonstrated the fragility of the banking system, which is characterized by the scarce quality of the capital level and the limited liquidity (Tajani et al. 2019; Morano et al. 2020). Indeed, the crisis has highlighted that banks’ skills for the self-assessment of the internal capital have been overestimated and that their risk measurement methods are inadequate to capture rare but impactful events (Dell’Attì et al. 2013). This situation caused the credit crunch, severely penalizing the global economy, especially the real estate and the construction market, which has been always linked to the liquidity generated by mortgages and loans. With the purpose of overcoming the limitations of the banking system, the Basel Committee has introduced different developments (the so-called Basel III) that are aimed at improving the capital requirements of banks and determining an adequate regulatory capital, overcoming the limits of the previous regulatory frameworks (Basel I and II) (Basel Committee on Banking Supervision 2017). The regulatory scheme of Basel III stands on three pillars (Basel Committee on Banking Supervision 2019):

1. Mandatory minimum capital requirements, concerning the introduction of new rules for a more precise quantitative assessment of corporate risks and of the assets to
be allocated and moreover tending to use—for prudential purposes—corporate risk management mechanisms;

2. Prudential checks on capital adequacy, inherent both the supervision of the banks' capital and the evaluation of the budget to be internally carried out by each individual intermediary;

3. Market discipline, regarding the effective use of the disciplining power that is performed by the market, thanks to adequate disclosure transparency, in order to encourage safe and solid banking management practices.

These pillars find practical application into two methodologies designed to a careful assessment of the credit risk, called the Standard and the Internal Ratings-Based (IRB) methods. By analyzing in detail the mortgage-backed loans on the properties, the first method defines a weighting coefficient of 35% for the residential properties, and that rises to 100% for the Income Producing Real Estate (IPRE), unless in well-developed markets. This different coefficient, necessary to establish the adequate amount of the regulatory capital, derives from the observation that the defaults linked to the loans with underlying IPRE were among the main causes of assets quality’s deterioration in the banking sector. As an alternative to the Standard method, the IRB can be used to determine the capital requirement that can be applicable to a given exposure. The IRB is based on the following risk measurement parameters: (i) probability of default (PD); (ii) loss in case of default (LGD); (iii) exposure at the time of default (EAD); and (iv) effective deadline (M).

The IRB can be articulated through two alternative approaches: (i) the basic method, which requires banks to provide their own assessments exclusively of the PD and form on regulatory valuations for other risk components; (ii) the advanced method, which also allows banks to assess other parameters. Both methods (Standard and IRB) are often difficult to be applied, especially for the smaller credit institutions where there is an absence of a suitable capital management function. For example, the exposure classes as coded within Basel II, although substantially in line with the consolidated banking practice, can be classified in different ways by the smaller banks, which therefore find it difficult to adapt their structure to these definitions. These limits are also found in the Basel III agreements, characterized by an excessive complexity of the methods for determining the weightings of risky activities and by high compliance charges (Intonti 2012).

In order to overcome these weaknesses, the present research aims at proposing a multi-criteria derivation index, applied to the credit risk analysis of the debt relief operations. In fact, the mortgage down payments very often become too heavy for the borrowers and banks have to evaluate different alternative scenarios, i.e., re-discuss the original mortgage conditions (interest rate, duration of the repayment plan, down payment amount, etc.). The absence of a dynamic real estate market and the length of bureaucracy and administrative justice have led over the years to the increase in debt relief operations, relegating more aggressive practices to borderline situations.

The paper is organized as follows. In the second Section, an overview of the MultiCriteria Decision Analysis (MCDA) is provided. In the third Section the main credit risk assessment models are described. In the fourth Section the aim of the work and the principal features of the methodology are defined. The fifth Section refers to the development of the proposed index and in particular to the determination of the criteria and the related weights considered, whereas in the sixth Section the normalization of the scores that are assigned to the criteria and the aggregation of the results are described. In the seventh Section, the proposed index is applied to a real case study that occurs for a medium entrepreneur operating in the construction and the hospitality sector in the city of Rome (Italy). Finally, the conclusions are drawn by highlighting the advantages and limitations along with future developments.

2. Overview on the MCDA

The increase in the complexity of decision-making processes due to the several actors involved, each with specific interests, has made it necessary to create tools to support
choices in scenarios of uncertainty, a need to which the MultiCriteria Decision Analysis (MCDA) has answered. The need, therefore, to synthesize the different expertise participating in the decision-making process through shared platforms, has encouraged the spread and application of MCDA in various disciplines, attracting attention from the scientific community. The MCDA, due to their flexibility, find application in many different complex decision problems, such as the regeneration of the urban peripheries (Locurcio et al. 2019), the cultural heritage enhancement (Morano et al. 2016), the analysis of the urban renewal projects (Morano et al. 2015), and the management of the credit risk under strict uncertainty (Pla-Santamaria et al. 2020).

Nowadays, there are so much MCDA—due to the progress of the research—which is difficult to provide an exhaustive classification and an accurate census of them. Ishizaka and Nemery (2013) provided guidelines on how to choose the best MCDA according to the category and the characteristics of decision problems by proposing a classification of the major MCDA into three groups:

- Full aggregation approach (or American school);
- Outranking approach (or French school);
- Goal, aspiration or reference level approach.

Taking up the classification of the DECERNS (Decision Evaluation in Complex Risk Network Systems) software, it is possible to divide the MCDAs into:

- Basic MCDA methods;
- Advanced MCDA methods;
- Fuzzy MCDA methods.

Larichev (2000) proposed a classification of MCDA with respect to the type of starting input, distinguishing methods based on:

- Quantitative measurements;
- Qualitative initial measurements;
- Pairwise comparison of alternatives;
- Qualitative measurements not converted to quantitative variables.

For the specific features of the problem analyzed in this work and with respect to the different decision-making steps, the following three MCDA were combined in order to exploit the logical-operational potential of each one and at the same time compensate for the limits of each one thanks to the integration of the three:

- Analytic Hierarchy Process (AHP);
- Preference Ranking Organization METHod for Enrichment of Evaluations (PROMETHEE);
- Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS).

The choice of these MCDA, pertaining to the “basic MCDA methods” category, depended on the level of definition of the inputs of the problem considered and on the desire to avoid an excessive computational complication that could have excluded less expert subjects from the possibility of replicating and use the proposed methodology. Specifically, it was decided to apply the AHP for the identification of the weights of each criterion because (i) this method allows us to consider subjective contributions deriving from the judgment of experts; (ii) the problem under analysis has a limited number of criteria (less than 10); and (iii) the presence of a consistency measure that allows to verify the consistency of the pairwise comparisons by decreasing the arbitrariness of the judgments in the assignment of weights. This last reason makes the AHP method more robust than others such as the Stepwise Weight Assessment Ratio Analysis (SWARA) method or the PIvot Pairwise RElative Criteria Importance Assessment (PIPRECIA) method, which, while considering the opinions of experts, do not present the possibility of guaranteeing a consistency check through a Consistent Index (Alinezhad and Khalili 2019). Although other methods, such as the Multi-Objective Optimization Ratio Analysis (MOORA) and the COmplex PRoportional ASsessment (COPRAS) method, have been shown to be the most stable results in the case of input data oscillating compared to AHP (Kraujaliene 2019), they do not allow us to highlight the essential contribution, albeit of a subjective nature, deriving from experts.
in the field with experience and deep knowledge of the dynamics that raise up in the analyzed process. The AHP is the most widespread method in decision-making processes focused on the role of experts: based on the analysis of Linkov and Moberg (2011), 48% of intervention types focused on stakeholder participation use AHP. Furthermore, the AHP, together with TOPSIS, appear to be consolidated methods in the context of the analysis of this work, so much so that they are also explained in important regulatory references of the Italian territorial context such as the Italian National Anti-Corruption Authority Guidelines No. 2. The TOPSIS, instead, was preferred over conceptually similar methods, such as the VlseKriterijuska Optimizacija I Komoromisno Resenje (VIKOR), since, unlike the latter, it allows to obtain different rankings depending on the approach used for normalization of the values associated to each alternative; therefore, it is poorly applied in risk and financial management problems (Mardani et al. 2016).

According to the indications of the Decision Maker (DM), it was possible to identify the preference functions associated with some criteria, and thus it was considered appropriate to take this information into account through the PROMETHEE. This method not only allows criteria in which the optimal value is unknown to be considered, as happens with the Additive Ratio ASsessment (ARAS) method (Zavadskas and Turskis 2010), or in which there are conflicting objectives (minimization/maximization) associated with different criteria, as occurs with the Weighted Aggregated Sum Product Assessment (WASPAS) method (Chakraborty et al. 2015), but also allows the possibility of the preference function to be graphed, making it clear even to non-expert users. Furthermore, PROMETHEE has shown itself to be particularly used in applications in financial decisions such as credit risk assessment and portfolio selection (Spronk et al. 2005).

Among different MCDA, the ones applied in the present research—AHP, PROMETHEE, and TOPSIS—have been employed in numerous scientific works for analyzing or assessing the credit risk exposure for banks or firms, some of that listed in Table 1. Ranging from the implementation of traditional-based procedure to the development of hybrid or novel model (Froelich and Hajek 2020; Yang et al. 2019), the issues addressed remain mostly the same: to provide decision-support tools for aiding stakeholders that are involved in credit risk analysis and evaluation by considering a multitude of criteria, data and functional relationships.

Table 1. Scientific paper that employ AHP, PROMETHEE, and TOPSIS for credit risk assessment models.

| Study | MCDA Technique Applied and Goal |
|-------|----------------------------------|
| Doumpos and Zopounidis (2004) | Applied to a real-world case involving the credit risk assessment issue and the comparison with the major well-known classification techniques, the PROMETHEE techniques were employed for the pairwise comparisons and to develop a suitable index for alternatives classification. |
| Tomić-Plazibat et al. (2006) | PROMETHEE method for the final ranking of 500 Croatian firms and the AHP to determine the significance of the eleven criteria between the profitability, the liquidity and the solvency of the firms. |
| Wu et al. (2012) | Evaluation of six urban commercial bank credit risk in China by applying AHP for group decision-making model and revised TOPSIS model. |
| Ferreira et al. (2014) | Employing an AHP based methodology in the credit scoring system employed by one of the major banks in Portugal, this study proposes a methodological framework in order to adjust trade-offs among criteria considered and provide decision makers with a more transparent mortgage risk evaluation system. |
As can be noticed, a unique methodology to assess the credit risk issues does not exist, especially in the field of the MCDA where their flexibility is able to create numerous hybrid models in order to avoid singularly weaknesses of each technique or address a specific issue of some problems. In particular, the construction of a methodology that, with a proper structure, combines the objectivity of the financial variables related to the debt restructuring operations, and with a deep knowledge of the experts operating the real estate finance sector can be an innovative contribution in the reference literature.
3. The Credit Risk Management and Assessment Models

Credit risk management is a constantly evolving research sector and the methods adopted by financial institutions (FI) are widely diversified. Depending on the type of the counterparties (i.e., the individual entrepreneurs or the sovereign governments), the customs of the debt covenants (i.e., the auto loans or the complex derivatives transactions), and the size of the credit institution, the different valuation models and techniques are implemented. Generally, the main goal of a credit risk assessment model is to evaluate the probability distribution of each future loss in a bank’s portfolio, by analyzing the counterparty’s ability to satisfy the debt obligations.

The first step in the assessment model creation process is to define the type of the loss to be analyzed (Hirtle et al. 2001). According to Fatemi and Fooladi (2006), the counterparty default risk is the type of the credit risk with higher interest to the FI, which is then followed—in terms of the importance—by the counterparty migration risk, the default risk, and the migration risk at the portfolio level. The academic literature has focused on the counterparty risk’s price effects, especially after the changing regulatory framework related to the post economic crisis period (Zhu and Pykhtin 2007; Assefa et al. 2009; Du et al. 2019).

The types of the credit risk assessment approaches, according to Doumpos et al. (2019), can be divided into three main groups: the judgmental approaches, the data-driven empirical models, and the financial models.

The judgmental or qualitative approach is the traditional method that is firstly used for the assessment of the credit risk exposures. The most important counterparty’s factor analyzed is their willingness to repay (Hempel 1994), which is followed by profitability, liquidity, cash flows, leverage, capitals structure, stock market performance, and financial projections. Hence, several disadvantages can be identified for the judgmental method: first of all, the subjectivity related to the interpretation of the information data (Libby 1975); secondly, the several factors considered can be contradicted by other similar ones, compromising the analysis; finally, most FI that implement this method usually employ few analysts, and this can result in non-in-depth assessments that lack credibility of outcomes, by exacerbating the judgmental bias that already exists (Kalapodas and Thomson 2006).

The data-driven approaches employ the historical data about the loans accepted, rejected, paid as agreed and the cases in default. They are applicable to both the corporate and the consumer loans, in accordance with the available data. The United States Federal Reserve made the first effort to promote the uniformity in the credit evaluation field by proposing the Fair Isaac COrporation (FICO) model (Ignatius et al. 2018). After this attempt, important works have been addressed to exploit a variety of analytical tools (Tsai and Wu 2008; Wang et al. 2011; Trustorff et al. 2011; Caruso et al. 2018), in order to shape data-driven solutions for both the bankruptcy and the credit risk settlement. From the analysis of the existing literature, a wide variety of soft computing methods (Lahsasna et al. 2010; Capotorti and Barbanera 2012), as Support Vector Machines (Bellotti and Crook 2009; Danenas and Garsva 2015), nearest neighbor approach (Marinakis et al. 2008), machine learning techniques (Aithal and Jathanna 2019), rough set theory (Wang and Chen 2006; Yeh et al. 2012), decision tree (Bastos 2008; Zhang et al. 2010), multi-criteria and operations research techniques (Li et al. 2011; Zhang et al. 2014, 2019; Ferreira et al. 2014; Krohling and Pacheco 2015), and statistical regressions (Bensic et al. 2005; Blanco et al. 2013) are available for those that are well-known as the scoring and the rating models.

The credit scoring problem is the most broadly approached in the reference literature. The logistic regression and Artificial Neural Networks are applied to improve the predictive accuracy of the credit risk management concerning the mortgage accounts (Chi and Hsu 2012; Munkhdalai et al. 2020; Teles et al. 2020). Angelini et al. (2008) develop two neural network systems tested on a real-world data concerning Italian small businesses for assessing the credit risk. A credit scoring solution can be built also by using the Fuzzy logic due to its ability to deal with imprecise, partial, and vague data (Akkoç 2012; Sanchez-Roger et al. 2019).
In contrast to the empirical above reported methods, the financial models are mostly built on a theory and a regulatory approach, which is focused on the corporate debt. Two main types for the credit risk modeling can be identified: the structural models and the reduced form models. The former type of models assumes that default credit risk is related to a firm’s structural characteristics, such as the value of its assets and the debt. The reduced form models, instead, adopt a different approach assuming the default as a random event that may happen at any time. Such models use market data on bonds and credit derivatives as the main source of information about a firm’s credit risk structure (Ericsson and Reneby 2004; Arora et al. 2005). Among the financial models, another one market-to-market based also exists that is created to provide the portfolio risk management by making credit risk analysis more systematic: the Credit Metrics (CM) model. According to Resti (2000), the CM model is the most applied worldwide, but it requires a huge amount of data, usually not available for European banks: the work shows three possible research paths for reducing this “greed for data”. Diaz and Gemmill (2002) compare instead the CM with the Credit Risk+ model.

Although the mentioned typologies of methods provide a large number of credit rating models, there are still some drawbacks that need to be addressed for the adoption of these models by the Small Credit Institutions (SCI). Firstly, the existing credit rating systems mainly depend on the financial data that are mostly unavailable. Secondly, most credit rating models assume that rating indicators should obey a specific distribution. Furthermore, the most important drawback is that the existing credit rating systems for the SCI were constructed by selecting a single indicator based on its information content or its discriminatory power.

In order to attempt this lack for the SCI, some Authors have carried out specific credit rating indicator systems. Chai et al. (2019) establish a credit rating indicator system composed of 17 indicators by using the partial correlation analysis and the Probit regression together with the TOPSIS fuzzy C-means technique, in order to score the credit ratings of 687 small enterprises in China. Actually, more text-based non-financial information are available rather than the quantitative financial data for the SCI. Consequently, the scholars often use the AHP or the Delphi method (Liang et al. 2007; Shi et al. 2018). With regard to the construction of an indicator system, a credit scoring indicator system was pioneered by Altman (1968). The model identifies the financial criteria that are significant in differentiating the “bad firms” from the “good firms” by building the Z-score and, consequently, the ZETA credit scoring models on the basis of the indicators, such as the return on the assets and the earnings before the interest and the tax to predict the possibility of the borrower’s default risk. Gu et al. (2017), instead, combine the AHP with the data envelopment analysis (DEA), using the indicators that are given from the financial status, the creditworthiness, the enterprise development, and the internet financial status to predict the default risks.

The effectiveness of a credit risk evaluation model depends on the lending FI’s flexibility in interpreting the counterparty’s information considered. The credit evaluation fronts a classical problem of the decision-making under uncertainty, where an individual’s worth is based on the assessments of the potential future incomes (Gu et al. 2017).

4. Aim of the Work

The main methodologies that are used by the credit institutions to assess real estate credit risk suffer from the following limits: (i) the complexity of calculating the indexes; (ii) the difficult explanation and representation of the final results to the clients or non-expert subjects; and (iii) the lack of a summary of the criteria and the respective quality scores that are assigned. These weaknesses translate into the difficult practical application of the relative instruments, with the consequent hurdle of real estate credit risk analysis, mainly for the banks and SME without a dedicated and structured office. In order to overcome these limits, especially in the case of the negotiations that are aimed at restructuring the debt deriving from IPRE investment properties, the work aims at identifying a synthetic
risk index, called IPRE Index ($I_{\text{IPRE,risk}}$). This output is obtained by analyzing the credit risk with reference to the possible scenarios of a real intervention relating to a debt relief operation. The proposed index combines the objective values of financial variables with the subjective judgement of experts about the significance each of them (García et al. 2013). The $I_{\text{IPRE,risk}}$ is defined through the reconstruction of the decision-making process carried out by the credit manager. In particular, these needs are simultaneously considered: (i) the creation of a platform that can be shared by the various subjects involved in the real estate financing; (ii) the definition of a model that is suitable for different cases, such as the granting of a new credit line, the debt restructuring, the management of the Unlikely To Pay (UTP) and the Non-Performing Loans (NPLs); (iii) the opportunity to avoid the formation of “black boxes” that are difficult to rebuild; (iv) the clear and transparent representation of the results that are achieved; (v) the simplification of the procedure, by avoiding the length of the bureaucracy and of the administrative justice; (vi) the advantage of the financial exposure of the credit institution; and (vii) the identification of a sustainable mortgage down payment for the debtor.

The developed methodology consists of the use of different types of MCDA, distinguished for each step of the decision-making procedure according to the approach that is carried out by the credit manager and the problem being analyzed.

Starting from the credit risk mitigation process that is followed by the credit manager, in Table 2 the phases leading to the definition of the IPRE Index are labeled, whereas the subject involved are below described:

- The Decision Maker (DM), i.e., the credit manager who directly operates in the debt relief procedures;
- The Analyst Team, which applies the skills acquired on the MCDA and the consultancy for the Investment Management and the Advisory, Valuation, and Real Estate Services companies, support the DM in the decision-making process;
- The Stakeholders, i.e., the group of experts working in the real estate finance sector and faulty credit with underlying property, whose role is to determine the adequate importance of each criterion. In the present research, the panel of experts identified by the analyst team is composed of three subjects that know in depth the connection between property and credit: (a) the Head of mortgage and consumer credit issues in the Credit Department of the Italian Banking Association (ABI); (b) the CEO of a leading company specialized in the management, enhancement and disposal of NPLs with underlying real estate; and (c) the CFO of an important Investment Management Company that manages real estate funds for an Asset Under Management over 2 billion euros (SGR).

Table 2. Proposed MCDA main steps.

| Phase | Description | Subject | Analysis |
|-------|-------------|---------|----------|
| (i)   | definition of the goal | Analyst team and DM | Brainstorming |
| (ii)  | construction of the matrix of the criteria | Analyst team and DM | Brainstorming & AHP |
| (iii) | determination of the local weights of the criteria | Stakeholders | AHP |
| (iv)  | normalization of the weights and construction of the alternatives’ matrix | DM, Stakeholders and Analyst team | PROMETHEE & TOPSIS |
| (v)   | computation of the global weights | Analyst team | TOPSIS |
| (vi)  | aggregation of the weights and identification of the best alternative | Analyst team | TOPSIS |
As summarized in Table 2, the analyst team supports the DM in establishing the goal (first phase) and identifies the most suitable criteria (second phase). Subsequently, the analyst team selects a panel of experts (stakeholders) who deals with the definition of the significance of each criterion (third phase) through the application of the AHP. Approving the observations of the panel of experts, the fourth phase consists of the normalization of the scores that are assigned to criteria for which is possible to reconstruct the preference function, thanks to the PROMETHEE. After all, the results are collected and then the $I_{IPRE,risk}$ is obtained, representative of the best alternative (fifth and sixth phases) by implementing the TOPSIS.

5. Criteria and Weights

In the phase of identifying the most representative criteria and sub-criteria of the credit risk relating to the financing, refinancing and debt restructuring operations for the investment properties, the analyst team proceeds through a first analysis of the respective parameters that are already established in the context of Basel II for the IPRE and the High-Volatility Commercial Real Estate (HVCRE). In particular, the following ones are analyzed:

- The financial strength, including market conditions, financial indicators, stress analysis, and predictability of cash flows;
- The activity’s features, concerning the location, design, and conditions of the properties under construction;
- The solidity of the sponsor or the promoter, relating to the financial capacity and the willingness to promote the property, the reputation and the previous experience with similar properties and the relationships with relevant experts in the sector;
- The guarantees package, regarding the nature of the privilege, the assignment of lease contracts, and the quality of insurance coverage.

Downstream of the simplification of the aforementioned parameters through various brainstorming sessions, the analyst team identifies the five most representative criteria useful for the credit risk management. By this way, the timing of the procedure is reduced, thus allowing the smaller credit institutions to carry out these assessments using lower investigation costs. The five criteria thus identified which therefore constitute the $I_{IPRE,risk}$ (see Table 3) are: the main debt covenants—according to Duke and Hunt (1988)—also considered in the context of Basel II (criteria 1, 2, and 3); further two criteria, namely the debt relief (criterion 4) and the variation of debt repayment period (criterion 5), which are designed for the goal of the present work. These two last criteria take into account the frequent contingency that the credit managers have to deal with when it is necessary to discuss again the debt of defaulting entrepreneurs: in these cases, the definition of new conditions (further debt, longer repayment period, etc.) for minimizing possible losses for the bank and taking into account the actual financial availability of the debtor is required.

Table 3 shows a brief description of each criterion considered and the related formulas where $EBIT$ is the Earnings Before Interest and Taxes; $MA$ is the Mortgage Amount; $APV$ is the Appraised Property Value, i.e., the mortgage lending value; $t_{further}$ is the Further Debt Repayment Period; and $t_{initial}$ is the Initial Debt Repayment Period.
### Table 3. Description of the criteria analyzed.

| n. | Criteria                                | Description                                                                 | Formula |
|----|-----------------------------------------|-----------------------------------------------------------------------------|---------|
| 1  | Interest Cover Ratio (ICR)               | It measures the debtor’s safety margin to pay interest on their debt over a specified period. The ratio is calculated by dividing the debtor’s EBIT by the interest expense of the same in the period considered. The lower the ratio, the more the debtor has a reduced safety margin. | $\text{ICR} = \frac{\text{EBIT}}{\text{Interest Expense}}$ |
| 2  | Debt Service Cover Ratio (DSCR)          | It represents the property’s ability to produce sufficient cash flow to cover debt payments (including the lease). The higher the ratio, the easier it will be to get the loan. | $\text{DSCR} = \frac{\text{EBIT}}{\text{Total Debt Service}}$ |
| 3  | Loan to Value Ratio (LTV)                | It consists in determining the ratio between the mortgage amount (MA) and the value of the property considered (APV). In general, the lower the ratio the greater the possibility that the loan will be granted. | $\text{LTV} = \frac{\text{MA}}{\text{APV}}$ |
| 4  | Debt relief (s)                          | It expresses the amount of debt reduction by considering the initial and the further one | $s = 1 - \frac{\text{Initial debt}}{\text{Further debt}}$ |
| 5  | Variation of Debt Repayment Period ($\Delta t$) | It refers to the number of years that differentiate the payment period of the further debt and that of the initial debt | $\Delta t = t_{\text{further}} - t_{\text{initial}}$ |

The definition of the importance, i.e., the weight, $w_i$, of each criterion occurs by implementing the AHP multi-criteria technique, which provides the assumption that the decision-maker, during its choice, applies, more or less consciously, a hierarchy of all the several elements that are included in the decisional procedure (Saaty 1988). The use of such type of ordered structures through its division into progressively smaller “units” allows a detailed knowledge of the complex phenomena to be achieved. The procedure requires that the weights are defined firstly by submitting the following question to the panel of experts:

“*With the aim of financing, refinancing and restructuring the debt that is derived from the investment properties, between the criterion a and the criterion b which of them is the most important?*”

where $a, b = 1, 2, 3, 4, 5$ are the five criteria studied. Then, in order to translate the verbal expressions used in the pairwise comparisons between the criteria made by the group of experts into mathematical language, the well-known Saaty scale is adopted (Saaty 2008). In order to facilitate the pairwise comparison in the input phase, an easy-to-read model is set up, consisting of bars and cursors whose scrolling is associated with a certain value; in this way, the comparisons allow to build the matrix of the criteria, which is capable of determining the weights of each criterion represented by a pie chart (see Figure 1).
Through the Consistency Ratio (CR), it is possible to verify that all the stakeholders respect the property of transitivity in the pairwise comparisons, i.e., in all the cases there is a CR ≤ 10%; this check ensures the reliability of the internal consistency of the responses, and thus the actual representativeness of the weight of each criterion with respect to the preferences expressed by the experts. From the examination of the last row of the Table 4, it can be observed that the CR associated to each answer given by the stakeholders interviewed is similar, especially in the cases of the ABI and the SGR. At the end of this phase, based on the pairwise comparisons made by each stakeholder, the final weight that is associated to each criterion is determined by calculating the average of the weights assigned to them by each member of the group of expert (see last column of Table 4) following the approach also used in the ARCAS technique (Stanujkic et al. 2017).

Table 4. Weights of the criteria.

| n. | Criteria | ABI  | NPLs | SGR  | Mean  |
|----|----------|------|------|------|-------|
| 1  | ICR      | 8%   | 4%   | 13%  | 8%    |
| 2  | DSCR     | 45%  | 9%   | 35%  | 30%   |
| 3  | LTV      | 17%  | 36%  | 7%   | 20%   |
| 4  | s        | 20%  | 44%  | 42%  | 35%   |
| 5  | ∆t       | 10%  | 8%   | 3%   | 7%    |
|    | CR       | 9.3% | 8.3% | 9.3% | 9.0%  |

The different weight that corresponds to each criterion reflects the point of view of the subjects involved: the NPLs and the SGR consider that it is important to contain the debt relief (s), whereas unexpectedly this criterion is not among the most significant for the ABI, who prefers to avoid cash strains, and therefore to contain the DSCR, which is also a relevant criterion for the SGR; for the NPLs, unlike other experts, among the important criteria there is also the containment of the loan to value. Contrary to what was initially assumed by the analyst team, the variation of debt repayment period (Δt) is a minor criterion for all the stakeholders interviewed; similarly, the ICR also appears to be an irrelevant criterion for all the respondents, probably because the relationship between the EBIT and the financing is detected more effectively by the DSCR.
Ultimately, the stakeholders that represent the banking sector (ABI) and the investment management companies (SGR) have a long-term vision and are more interested in the stability of the cash flows in support of the debt; on the other hand, the stakeholders that manage the NPLs with underlying property assets aim at containing the leverage, probably to prevent the default debt. In order to check the reliability of the questions set, at this point it was asked if each of the criteria that have been identified effectively describes the goal, or if it is necessary to change/add other ones; all the respondents replied that the chosen criteria are adequate to describe the issue and that is not necessary to introduce new ones.

6. Normalization and Determination of the Best Alternative

To determine the best alternative solution, the judgements assigned to each alternative in relation to each criterion can be normalized to avoid a condition where higher numeric satisfaction values dominate the smaller ones (Shih et al. 2007). According to Vafaei et al. (2016), the normalization techniques allow the aggregation of criteria for ordering in a suitable way the final results in multi-criteria decision making processes. Several studies on the effects of different normalization techniques on the ranking of alternatives in MCDA problems have shown that certain approaches are more suitable for specific problems than others (Chakraborty and Yeh 2009).

For each criterion, the analyst team firstly defines the goal of the DM, summarized by the operator of column 4 of the Table 5. Subsequently, the analyst team performs the reconstruction of the mathematical model on the basis of the logic of the preferences, with the likely presence of a range of values that can assume the criteria and of the thresholds of absolute preference/indifference or unacceptability. The absolute preference—or respectively indifference—threshold represents a constraint to each criterion, beyond which the preference is highest (or respectively lowest); the unacceptability threshold represents a constraint value beyond which the alternative is automatically excluded from the comparison. In this way, the principle of non-comparability is imposed, and thus, in the presence of certain conditions, the compensatory effect among the criteria ceases.

In Table 5, there are the range and limits of the criteria which allow to reconstruct the system of the decision-making approach carried out by the DM: in the “operator” column there is “MAX”—or respectively “MIN”—if the optimization consists in maximizing—or respectively minimizing—the value that is associated to the criterion; in the “range” column the reference intervals for each criterion or the acronym NA are reported, which stands for not available, if it is impossible to define an interval; and similarly, in the last two columns the preference and the veto thresholds are listed.

| n. | Criteria | u.m. | Operator | Range     | Preference Threshold | Veto Threshold |
|----|----------|------|----------|-----------|---------------------|---------------|
| 1  | ICR      | %    | MAX      | NA        | NA                  | >170%         |
| 2  | DSCR     | %    | MAX      | NA        | NA                  | >100%         |
| 3  | LTV      | %    | MIN      | 20–90%    | <20%               | >90%          |
| 4  | s        | %    | MIN      | NA        | NA                  | >40%          |
| 5  | Δt       | years | MIN      | 0—15     | <0                  | >15 years     |

The threshold values of criteria 4 and 5—s e Δt—are set according to the ones generally practiced in similar transactions by the stakeholders, whereas the veto thresholds of criteria 2 and 3—DSCR e LTV—comply with the provisions on the subject drawn up by the Bank of Italy (2006). As for the ICR—criterion 1—must be higher than 100% to ensure firms’ capacity to pay cost of debt (Bonazzi and Iotti 2014); therefore, in the present work, it is higher than 170% as recommended on real estate financing transactions (Morri and Mazza 2014).

The standard limits that are specified for the ICR and the DSCR represent the veto thresholds of these indicators, below which the credit institutes actuate the safeguard
measures; alongside these, the stakeholders, based on specific experiences, identify a maximum debt relief equal to 40%. In this case, if the veto thresholds are exceeded, the default of the debt is decreed; therefore, the relative alternative is considered unacceptable. The best practice requires that the ICR and the DSCR must be assessed year by year during the entire duration of the repayment plan; however, a simplification has been assumed, so the two criteria have been considered by adding the amounts that occur during the overall duration of the repayment plan.

For the LTV and Δt criteria, the stakeholders identify a specific range within which a linear preference function is well-defined (see Figure 2), with the application of the multi-criteria technique PROMETHEE; in this way, it is possible to assign a preference degree (p) on the basis of the analysis of the DM.

The two preference functions are the follow ones, respectively:

\[ p(\Delta t) = 10 - \frac{2}{3} \Delta t \]
\[ p(LTV) = 12.9 - 14.3 \cdot LTV \]

![Figure 2. Trend of the preference functions for the Δt and the LTV criteria.](image)

Taking into account the described assumptions for the preference and the veto limit, it should be noted that if Δt > 15 or LTV > 90%, the alternative will be automatically rejected, whereas if LTV < 20% therefore \( p(LTV) = 10. \)

Therefore, in order to make the final result independent by the normalization and the worst and the best comparison alternatives, the TOPSIS technique is used. The fundamental idea of the TOPSIS is that the best solution is characterized by the minimum distance to the ideal solution and the furthest distance from the anti-ideal solution. The values associated to each alternative are normalized according to two approaches:

- **distributive normalization**

  \[ p_{nij} = \frac{p_{ij}}{\sqrt{\sum_{j=1}^{m} x_{ij}^2}} \]

- **ideal normalization**

  \[ p_{nij} = \frac{p_{ij}}{\text{operator} (x_{ij})} \]

where the denominator in the ratio corresponds to the mathematical operator present in the column 4 of the Table 5. The values of the \( p_{ij} \) related to the ICR, DSCR and s criteria are directly calculated from the specific characteristics of the alternative under assessment; for the LTV and Δt criteria it is necessary to translate the input values into preferences by using the previously described formulas.

Successively, the weighted normalized decision matrix is calculated:

\[ r_{ij} = p_{nij} \cdot w_i \]
Later the positive ideal solution \((A^+)\) and the negative ideal solution \((A^-)\) are determined, by collecting the best and the worst performances on each criterion and by assuming an absolute ideal and anti-ideal point. The identification of the positive ideal solution \((A^+)\) and the negative ideal solution \((A^-)\) collecting the best and the worst performances on each criterion leads to get:

\[
A^+ = (r_1^+, r_2^+, r_3^+, r_4^+, r_5^+)
\]

\[
A^- = (r_1^-, r_2^-, r_3^-, r_4^-, r_5^-)
\]

where \(\forall i = 1 \div 5\), therefore, \(r_i^+ = \text{operator}(t_{ij}, t_{ij}, t_{ij})\), \(r_i^- = \text{operator}^-(t_{ij}, t_{ij}, t_{ij})\) and the term operator recalls the respective different typologies reported in the column 4 of the Table 5.

In the case of determining the positive ideal solution \((A^+)\) and the negative ideal solution \((A^-)\) assuming an absolute ideal and anti-ideal point, the following results are obtained:

\[
A^+ = (w_1, w_2, w_3, w_4, w_5)
\]

\[
A^- = (0, 0, 0, 0, 0)
\]

where \(w_i\) with \(i = 1 \div 5\) is the weight of each criterion.

Afterwards, the Euclidean distances from the positive \((A^+)\) and the negative \((A^-)\) ideal solution (Krohling and Pacheco 2015) are calculated:

\[
d_{j+} = \sqrt{\sum_{i=1}^{5} (r_i^+ - r_{ij})^2}
\]

\[
d_{j-} = \sqrt{\sum_{i=1}^{5} (r_i^- - r_{ij})^2}
\]

Lastly, the relative closeness \(C_j\) for each alternative related to the positive ideal solution is determined, as given by the following formula:

\[
I_{\text{IPRE},\text{risk},j} = C_j = \frac{d_{j-}}{d_{j+} + d_{j-}}
\]

Finally, for each alternative, there are four possible \(C_j\) associated to four models with features that depend by the chosen standardization and the approach used to identify the positive \((A^+)\) and the negative \((A^-)\) ideal solution in order to make the comparison (Table 6).

| Normalization Type | \(A^+/A^-\): Best and Worst Performance | \(A^+/A^-\): Absolute Ideal and Anti-Ideal Point |
|--------------------|---------------------------------------|-----------------------------------------------|
| Distributive       | Model 1                               | Model 2                                      |
| Ideal              | Model 3                               | Model 4                                      |

The TOPSIS application allows to obtain 4 possible arrangements of the alternatives (models 1, 2, 3, and 4), that are differentiated according to the specific normalization used (distributive or ideal) and the type of ideal solutions chosen (see Table 6).

In order to verify the robustness of the index all the four possible arrangements of the alternatives have been compared in the present work: the more the models will agree in the identification of the optimal solution, the more the output will be correct and vice versa.
7. Case Study

The IPRE Index \((I_{IPRE,risk})\) has been applied to a real case. This involves a minor credit institution and the respective credit manager, who is entrusted with the task of renegotiating the debt position of a customer—a medium entrepreneur operating in the construction and hospitality sector—with a debt of approximately EUR 8.5 million (initial debt). This debt is guaranteed by two properties: a hotel with the restaurant activity and a commercial-office building both located in the city of Rome (Italy). The properties as guarantees of the credit exposure generate a total gross rent of approximately EUR 1.0 million per year: this amount, net of the management costs, is not sufficient to cover the debt according to the initial modalities agreed \((t_{initial} = 5)\). In order to heal his debt position, the entrepreneur has requested a new credit line, for an amount of about EUR 3.5 million, aimed at the construction of a residential building. In this way, the entrepreneur sets the objective of repaying both the debt that has accumulated over the years and the new one, through the rents and the sale of the dwellings built. The repayment and the recovery forecasts are affected by the financial flows connected with the lease and by the cash flows that are generated by the real estate development operation. Since the amount of debt examined is below the threshold of EUR 20 million, which is typical of small entrepreneur with a limited number of properties—three in this case—the proposed methodology well fits with the specific goal. Otherwise, if the debt had been higher than EUR 20 million and the property portfolio properties had been larger, the adoption of the methodologies provided by the Basel accords would have been inevitable. In Figure 3 the position of the three properties is illustrated, the data of which are summarized in the Table 7.

![Figure 3. Location of the three properties considered.](image)

Table 7. Main data.

| ID | Main Use          | Gross Area (m²) | Gross Building Area (m²) | Annual Rent (EUR) |
|----|-------------------|-----------------|--------------------------|------------------|
| 1  | Hotel and restaurant | ~8700           | ~13,200                  | ~600,000         |
| 2  | Office and retail  | ~1200           | ~1500                    | ~350,000         |
| 3  | Residential areas  | N.A.            | ~3600                    | N.A.             |
|    | Total Gross Area (m²) | ~9900           | ~18,300                  | ~950,000         |

The property n.1 is a hotel of six floors, located in a semi-peripheral area of the city of Rome, characterized by a restaurant on the ground floor. Built in the 1980s, the structure
consists of several reinforced concrete volumes; it has a marble base and it is in a good state of maintenance; inside the finishes of the rooms are made of stoneware, parquet, or marble flooring and the walls are plastered.

The property n.2 is situated in a semi-central area of the city of Rome and has several commercial activities on the ground floor (11 total windows), and there are offices on the first floor. The construction dates back to the 1960s and includes a single reinforced concrete volume; the finishes are of medium quality level because the floors are in stoneware and parquet; the fixtures are in wood with double-glazing and the exterior is made up of exposed brickwork alternating with plastered portions. The overall state of maintenance is good, both from a construction and plant engineering point of view, also thanks to the recent refurbishment works.

The property n. 3 is located in the south-east suburbs of the center and it is a buildable area. The low coverage ratio, the positioning on a slight hill and the construction of the apartments with an energy class A, guarantee a good overall level of housing quality for the future occupiers. The building will develop on four levels, one of which is a basement that is used as a garage and the remaining three above-ground; there are 36 total apartments of different sizes (two-room and three-room apartments) divided into four staircases.

The entrepreneur involved in the debt renegotiation operation proposes different scenario alternatives, each of them characterized as follows:

- **First Scenario (Scenario n.1 of Table 8):** is summarized by the wording “MIN t”—which stands for MINimization of Time—and consists in the most practicable reduction of Debt Repayment Period.
- **Second Scenario (Scenario n.2 of Table 8):** is summarized by the wording “MED t-€”—which stands for MEDium Time and further debt in euros (EUR)—and is a compromise scenario between the one that is aimed at the minimization of Variation of Time and the other that is aimed at the maximization of the Further Debt.
- **Third Scenario (Scenario n.3 of Table 8):** is summarized by the wording “MAX €”—which stands for MAXimization of the further debt in euros (EUR)—and represents the maximum possible Further Debt.

### Table 8. Scenario analysis.

| n  | Scenario | Further Debt (EUR) | s  | t_{further} (Years) | Δt (Years) | ICR  | DSCR | LTV |
|----|----------|-------------------|----|------------------|-----------|------|------|-----|
| 1  | MIN t   | 5,500,000         | 35%| 10               | 5         | 571% | 100% | 58% |
| 2  | MED t-€ | 6,500,000         | 24%| 15               | 10        | 560% | 104% | 62% |
| 3  | MAX €   | 8,000,000         | 6% | 20               | 15        | 467% | 106% | 72% |

The credit manager, on the basis of the cash flows serving the debt, modulates the loan assuming two lines of credit: the first one with a constant payment—so-called “French”—related to the further debt that has to be restructured; the second one, needed to allow the development of the buildable area, carried out according to the mechanism called the “Allocated Loan Amount”, with a release price equal to 120%. After carrying out the appropriate analyzes, the credit manager determines, for each scenario, the financial covenants previously mentioned and described, i.e., the DSCR, the ICR, and the LTV (Table 8).

On the basis of the input data indicated in the Table 8 it is possible to set out the three scenarios (Figure 4) and to rank the alternatives, according to the relative closeness coefficients that are obtained for the four different models, summarized in Table 6.
Figure 4. Hierarchy of decision levels for the case study.

In the following flowchart (Figure 5) is represented the credit risk mitigation process applied to the present case study.

Figure 5. Flowchart of the credit risk mitigation process applied to the present case study.

By examining the outputs for each of the four models (Figure 6), it is interesting to note that the values of the $I_{IPRE,risk}$ index obtained are: in the “MED t-€” scenario the highest for two models out of four (see models 3 and 4), for the remaining perform better respectively the “MIN-t” scenario (Model 1) and the “MAX-€” (Model 2). For these reasons appears preferable the “MED t-€” scenario which is recommended by the DM as the best compromise solution. Therefore the “MED t-€” alternative represents a compromise solution between the “MAX €” scenario, which is characterized by the containment of the debt relief at the expense of the variation of the debt repayment and the financial covenants, and the “MIN t” one, which is characterized by the reduction of the variation of the debt repayment, but by a high debt relief with the improvements in the financial covenants compared to the other scenarios. The result obtained does not depend on the positive and the negative ideal solution that is used for the comparison with the alternatives; therefore, this guarantees the reliability of the $I_{IPRE,risk}$ proposed.
It should be highlighted that the proposed methodology does not consider the temporal evolution of the considered criteria. In fact, if the trend of the ICR and the DSCR is observed, considering only the net cash flows and not the accumulated one (Figure 7), it is evident that, while for the criterion ICR all the scenarios respect the limit indicated in Table 5, for the DSCR criterion, there are several periods below the threshold, especially for the “MIN-t” scenario for which, even in the last year, the imposed limit is not respected.

However, this limit represents an acceptable approximation given the need for simplification of the analyzed problem and immediate application of the index.

8. Conclusions

The financial crisis of 2008 has highlighted the need to define a high level of quality of credit institutions’ assets in order to reduce the opacity of the banking assets (Guarini et al. 2017; Morano et al. 2019). With the Basel agreements introduction, the need to strengthen the solidity of the international banking organization has been translated into rigid weighting coefficients structures that, especially for the smaller credit institutions, are complex to apply (Birindelli and Intonti 2018). Italian credit institutions have implemented numerous strategies aimed at improving the quality of credit in the portfolio, obtaining
a 60% reduction in NPLs in the period 2015–2019, even if the smaller credit institutions performed worse than the bigger one (KPMG 2020).

Starting from these premises, in this paper, a credit real estate risk indicator was developed. The aim was to provide for a support of the minor credit institutions in defining a first indication of the reliability of the financial plan that is proposed for the restructuring and debt reduction processes of the IPRE. The $I_{IPRE,\text{risk}}$ was developed by the analyst team starting from the reasoning of the DM and identifying, for each phase of the decision-making processes, the type of MCDA that best fits the needs outlined. The involvement of a qualified panel of experts—characterized by the same goal but by complementary and specific skills for the operations to be examined—has helped to create a shared platform that has permitted to support the process of legitimizing the final decision represented by the best compromise alternative among those considered.

The innovative contributions of the work are: (i) the enhancement of the several and significative skills operating the real estate finance sector through the application of interviews; (ii) the management of credit risk, which is performed through a tool of simple implementation and shared by the different subjects involved in the decision making process; (iii) the reduction of the complexity of structuring the operations of the credit manager for minor credit institutions—which often do not have the appropriate skills for applying the methodologies set out in Basel III accords—and small and medium-sized enterprises (SME), which are interested into simple and easily applicable procedures; and (iv) obtaining a synthetic risk index capable of summarizing in a single numerical value the contribution that of the financial variables that affect the debt restructuring steps. The adoption of a methodology specifically created to fit the needs of DM of minor credit institutions through the hybridization of different MCDA techniques (AHP, PROMETHEE, and TOPSIS) allows the reduction of the weaknesses in each phase of debt restructuring process, from the identification of the initial goal to the determination of the best scenario. This is a significant contribution to the research, taking into account that several studies in the reference literature related to credit risk operations apply multi-criteria methodologies that are not immediately replicable by final users. The results obtained from the application to a real case study have demonstrated the effectiveness of the proposed methodology, highlighting that the absence of an appropriate risk indicator could lead the DM to choose a financially profitable but potentially unfeasible alternative (“MAX €” scenario) or a not so financially advantageous but more stable one (“MIN t” scenario). The usefulness lies in simultaneously considering several factors that intervene in the debt restructuring process, and objectifying the choices made by the credit manager; this approach has the goal of proposing a corporate policy within the banks, which is able to implement the principles set out in Basel agreements.

Future insights of this approach could be (i) large-scale experimentation, in order to grasp some aspects not adequately integrated in the model, such as the creditworthiness and the analysis of the trend over the years of the debt covenants; (ii) verification of the robustness of the index by introducing further check-parameters such as the Criteria Importance Through Intercriteria Correlation (CRITIC) method for determining the objective weights of criteria, and (iii) integration of the index into a Geographic Information System (GIS) to map the geographical concentration of risk through appropriate spatial analysis methods (Balena et al. 2013) and identify intra-sectoral interdependencies among real estate market participants (Foglia and Angelini 2020).

**Author Contributions:** The paper is to be attributed in equal parts to the authors. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.
Acknowledgments: The authors thank the stakeholders who intervened in the construction of the model: Stefano Palladini (CFO of Sorgente SGR), Angelo Peppetti (Italian Banking Association), and Gabriele Mazzetta (CEO of NPLs Resolutions).

Conflicts of Interest: The authors declare no conflict of interest.

References

Aithal, Varsha, and Roshan David Jathanna. 2019. Credit risk assessment using machine learning techniques. *International Journal of Innovative Technology and Exploring Engineering* 9: 3482–86.

Akkoç, Soner. 2012. An empirical comparison of conventional techniques, neural networks and the three-stage hybrid Adaptive Neuro Fuzzy Inference System (ANFIS) model for credit scoring analysis: The case of Turkish credit card data. *European Journal of Operational Research* 222: 168–78. [CrossRef]

Alinezhad, Alireza, and Javad Khalili. 2019. New Methods and Applications in Multiple Attribute Decision Making (MADM). *International Series in Operations Research & Management Science* 277: 59–65.

Altman, Edward I. 1968. Financial ratios, discriminant analysis and the prediction of corporate bankruptcy. *Journal of Finance* 23: 589–609. [CrossRef]

Angelini, Eliana, Giacomo di Tollo, and Andrea Roli. 2008. A neural network approach for credit risk evaluation. *The Quarterly Review of Economics and Finance* 48: 733–55. [CrossRef]

Arora, Navneet, Jeffrey R. Bohn, and Fanlin Zhu. 2005. Reduced form vs. structural models of credit risk: A case study of three models. *Journal of Investment Management* 3: 43.

Assefa, Samson, Tomasz R. Bielecki, Stéphane Crépey, and Monique Jeanblanc. 2009. CVA computation for counterparty risk assessment in credit portfolios. *Credit Risk Frontiers*. 397–436. [CrossRef]

Bahabadi, Elham Ahmadi, and Mohsen Mohammadi. 2016. Customer ranking based on credit risk using MCDM methods. *Management and Administrative Sciences Review* 5: 173–85.

Balena, Pasquale, Valentina Sannicandro, and Carmelo M. Torre. 2013. Spatial analysis of soil consumption and as support to transfer development rights mechanisms. In *International Conference on Computational Science and Its Applications*. Berlin/Heidelberg: Springer. pp. 887–99.

Bank of Italy. 2006. *Receipimento della nuova regolamentazione prudenziale internazionale. Metodo dei rating interni per il calcolo del requisito patrimoniale a fronte del rischio di credito*. Rome: Banca d’Italia.

Basel Committee on Banking Supervision. 2017. *Basel III: Finalising Post-Crisis Reforms*. Basel: Basel Committee on Banking Supervision.

Basel Committee on Banking Supervision. 2019. *Minimum Capital Requirements for Market Risk*. Basel: Basel Committee on Banking Supervision.

Bastos, Joao. 2008. *Credit Scoring with Boosted Decision Trees*. Working Paper. Lisbon: CEMAPRE, School of Economics and Management.

Bellotti, Tony, and Jonathan Crook. 2009. Support vector machines for credit scoring and discovery of significant features. *Expert System with Applications* 36: 3302–8. [CrossRef]

Bensic, Mirta, Natasa Sarlija, and Marijana Zekic-Susac. 2005. Modeling small-business credit scoring by using logistic regression, neural networks and decision trees. *Intelligent Systems in Accounting, Finance & Management*: *International Journal* 13: 133–50.

Birindelli, Giuliana, and Mariantionietta Intonti. 2018. The role of corporate social responsibility in the international banking sector. In *Corporate Social Responsibility*. New York: Nova Science Publisher, pp. 67–108.

Blanco, Antonio, Rafael Pino-Mejias, Juan Lara, and Salvador Rayo. 2013. Credit scoring models for the microfinance industry using neural networks: Evidence from Peru. *Expert Systems with Applications* 40: 356–64. [CrossRef]

Bonazzi, Giuseppe, and Mattia Lotti. 2014. Interest coverage ratios (ICRs) and financial sustainability: Application to firms with bovine dairy livestock. *American Journal of Agricultural and Biological Sciences* 9: 482–89. [CrossRef]

Capotorti, Andrea, and Eva Barbanera. 2012. Credit scoring analysis using a fuzzy probabilistic rough set model. *Computational Statistics & Data Analysis* 56: 981–94.

Caruso, Giulia, Stefano A.Gattone, Francesca Fortuna, and Tonio Di Battista. 2018. Cluster Analysis as a Decision-Making Tool: A Methodological Review. In *International Symposium on Distributed Computing and Artificial Intelligence*. Cham: Springer, pp. 48–55.

Chai, Nana, Bi Wu, Weiwei Yang, and Baofeng Shi. 2019. A multicriteria approach for modeling small enterprise credit rating: Evidence from China. *Emerging Markets Finance and Trade* 55: 2523–43. [CrossRef]

Chakraborty, Shankar, Edmundas Kazimieras Zavadskas, and Jurgita Antucheviciene. 2015. Applications of WASPAS method as a multi-criteria decision-making tool. *Economic Computation and Economic Cybernetics Studies and Research* 49: 1–17.

Chakraborty, Subrata, and Chung-Hsing Yeh. 2009. A simulation comparison of normalization procedures for TOPSIS. Paper presented at 2009 International Conference on Computers & Industrial Engineering, Troyes, France, July 6–9; pp. 1815–20.

Chi, Bo-Wen, and Chiun-Chieh Hsu. 2012. A hybrid approach to integrate genetic algorithm into dual scoring model in enhancing the performance of credit scoring model. *Expert Systems with Applications* 39: 2650–61. [CrossRef]

Danenas, Paulius, and Gintautas Garsva. 2015. Selection of support vector machines based classifiers for credit risk domain. *Expert System with Applications* 42: 3194–204. [CrossRef]

de Lima Silva, Diogo F., Julio Cezar Soares Silva, Lucimário G. O. Silva, Luciano Ferreira, and Adiel T. de Almeida-Filho. 2018. Sovereign credit risk assessment with multiple criteria using an outranking method. *Mathematical Problems in Engineering* 2018: 8564764. [CrossRef]
Dell’Attì, Antonio, Mariantonietta Intonti, and Patrizia Antonia Iannuzzi. 2013. The effectiveness of remuneration committees in European banks: Regulation and best practices. *Journal of Financial Regulation and Compliance* 21: 373–396. [CrossRef]

Diaz, Diana, and Gordon Gemmill. 2002. A systematic comparison of two approaches to measuring credit risk: CreditMetrics versus CreditRisk+. In *Transactions of the 27th International Congress of Actuaries*. Ottawa: International Actuarial Association.

Doumpos, Michalis, Christos Lemonakis, Dimitrios Niklis, and Constantin Zopounidis. 2019. Introduction to credit risk modeling and assessment. In *Analytical Techniques in the Assessment of Credit Risk*. Cham: Springer, pp. 1–21.

Doumpos, Micheal, and Constantin Zopounidis. 2004. A multicriteria classification approach based on pairwise comparisons. *European Journal of Operational Research* 158: 378–89. [CrossRef]

Du, Wexin, S. Gadgil, Micheal B. Gordy, and Clara Vega. 2019. Counterparty Risk and Counterparty Choice in the Credit Default Swap Market. Available online: http://w4.stern.nyu.edu/finance/docs/pdfs/semiinars/1803/1803w-du.pdf (accessed on 1 December 2020).

Duke, Joanne C., and Herbert G. Hunt III. 1988. An empirical examination of debt covenant restrictions and accounting-related debt covenants. *Journal of Accounting and Economics* 12: 45–63. [CrossRef]

Ericsson, Jan, and Joel Renéby. 2004. An empirical study of structural credit risk models using stock and bond prices. *The Journal of Fixed Income* 13: 38–49. [CrossRef]

Fatemi, Ali, and Iraj Fooladi. 2006. Credit risk management: A survey of practices. *Managerial Finance* 32: 227–33. [CrossRef]

Ferreira, Fernando A., and Sérgio P. Santos. 2016. Comparing trade-off adjustments in credit risk analysis of mortgage loans using AHP, Delphi and MACBETH. *International Journal of Strategic Property Management* 20: 44–63. [CrossRef]

Ferreira, Fernando A., Sérgio P. Santos, and Vitor M. Dias. 2014. An AHP-based approach to credit risk evaluation of mortgage loans. *International Journal of Strategic Property Management* 18: 38–55. [CrossRef]

Foglia, Matteo, Alessandra Ortolano, Elisa Di Febo, and Eliaana Angelini. 2020. Bad or good neighbours: A spatial financial contagion study. *Studies in Economics and Finance* 37: 753–76. [CrossRef]

Foglia, Matteo, and Eliaana Angelini. 2020. From me to you: Measuring connectedness between Eurozone financial institutions. *Research in International Business and Finance* 54: 101238. [CrossRef]

Froelich, Wojciech, and Petr Hajek. 2020. IVIFCM-TOPSIS for Bank Credit Risk Assessment. In *Intelligent Decision Technologies 2019*. Singapore: Springer, pp. 99–108.

Gaganis, Chrysovalantis, Panagiota Papadimitri, and Menelaos Tasiou. 2020. A multicriteria decision support tool for modelling bank credit ratings. *Annals of Operations Research* 1: 30–130. [CrossRef]

Garcia, Fernando, Vicente Giménez, and Francisco Guijarro. 2013. Credit risk management: A multicriteria approach to assess creditworthiness. *Mathematical and Computer Modelling* 57: 2009–15. [CrossRef]

Gu, Wei, Meheli Basu, Zhang Chao, and Li-Rong Wei. 2017. A Unified Framework for credit evaluation for internet finance companies: Multi-criteria analysis through AHP and DEA. *International Journal of Information Technology & Decision Making* 16: 597–624.

Guarini, Maria Rosaria, Nicola D’Addabbo, Pierluigi Morano, and Francesco Tajani. 2017. Multi-criteria analysis in compound decision processes: The AHP and the architectural competition for the chamber of deputies in Rome (Italy). *Buildings* 7: 38. [CrossRef]

Hassanzadeh, Mohammad Reza, and Changiz Valmohammadi. 2021. Evaluation and ranking of the banks and financial institutes using fuzzy AHP and TOPSIS techniques. *International Journal of Operational Research* 40: 297–317. [CrossRef]

Hempel, George H. 1994. *Bank Management: Text and Cases*. New York: John Wiley and Sons.

Hirtle, Beverley, Mark Levonian, Marc R. Saidenberg, Stefan Walter, and David Wright. 2001. Using credit risk models for regulatory capital: Issues and options. *Economic Policy Review* 7: 1–18.

Ignatius, Joshua, Adel Hatami-Marbini, Amirah Rahman, Lalitha Dhamotharan, and Pegah Khoshnevis. 2018. A fuzzy decision support system for credit scoring. *Neural Computing and Applications* 29: 921–37. [CrossRef]

Intonti, Mariantonietta. 2012. Verso Basilea 3: Limiti e problematiche in tema di adeguatezza patrimoniale nelle banche. In *Il ruolo del capitale tra regole bancarie e disciplina societaria*. Edited by Gianvito Giannelli and Antonio Dell’Attì. Milan: EGEA, pp. 143–81.

Ishizaka, Alessio, and Philippe Nemery. 2013. *Analytical Techniques in the Assessment of Credit Risk*. Edited by Gianvito Giannelli and Antonio Dell’attì. Ottawa: International Actuarial Association.

Kamilo, Khalil, and Kamal Khalilpour. 2016. Customer classification in banking system of Iran based on the credit risk model using multi-criteria decision-making models. *Accounting* 2: 177–84. [CrossRef]

KPMG. 2020. Bilanci dei gruppi bancari italiani: Trend e prospettive. Available online: https://connect.kpmg.it/analisi-bilanci-gruppi-bancari-italiani-2020 (accessed on 1 December 2020).

Kraujielene, Lidija. 2019. Comparative analysis of multicriteria decision-making methods evaluating the efficiency of technology transfer. *Business, Management and Education* 17: 72–93. [CrossRef]

Krohling, Renato A., and André G. Pacheco. 2015. A-TOPSIS—An approach based on TOPSIS for ranking evolutionary algorithms. *Procedia Computer Science* 55: 308–17. [CrossRef]

Laahsna, Adel, Raja N. Ainon, and Teh Y. Wah. 2010. Credit scoring models using soft computing methods: A survey. *International Arab Journal of Information Technology* 7: 115–23.

Larichev, Oleg I. 2000. *Decision-Making Theory and Methods*. Moscow: Logos.

Li, Jianping, Lia Wei, Gang Li, and Weixuan Xu. 2011. An evolution strategy-based multiple kernels multi-criteria programming approach: The case of credit decision making. *Decision Support Systems* 51: 292–98. [CrossRef]
Liang, Xue-chun, Sen-fa Chen, and Yan Liu. 2007. The study of small enterprises credit evaluation based on incremental antClust. Paper presented at IEEE International Conference on Grey Systems and Intelligent Services, Nanjing, China, November 18–20; pp. 294–98.

Libby, Robert. 1975. Accounting ratios and the prediction of failure: Some behavioral evidence. Journal of Accounting Research 13: 150–61. [CrossRef]

Linkov, Igor, and Emily Moberg. 2011. Multi-Criteria Decision Analysis. Environmental Applications and Case Studies. Cincinnati: CRC Press Taylor & Francis.

Locurcio, Marco, Francesco Tajani, Pierluigi Morano, and Carmelo M. Torre. 2019. A fuzzy multi-criteria decision model for the regeneration of the urban peripheries. In International Symposium on New Metropolitan Perspectives. Cham: Springer, pp. 681–90.

Mardani, Abbas, Edmundas K. Zavadskas, Kannan Govindan, Aslan A. Senin, and Ahmad Jusoh. 2016. VIKOR Technique: A Systematic Review of the State of the Art Literature on Methodologies and Applications. Sustainability 8: 37. [CrossRef]

Marinakis, Yannis, Magdalene Marinaki, Michael Doumpos, Nikolaos Matsatsinis, and Constantin Zopounidis. 2008. Optimization of nearest neighbor classifiers via metaheuristic algorithms for credit risk assessment. Journal of Global Optimization 42: 279–93. [CrossRef]

 Mehdiyev, Nihad. 2019. Application of Fuzzy TOPSIS for Credit Scoring. In International Conference on Intelligent and Fuzzy Systems. Cham: Springer, pp. 779–86.

Morano, Pierluigi, Francesco Tajani, and Debora Anelli. 2020. Urban planning decisions: An evaluation support model for natural soil surface saving policies and the enhancement of properties in disuse. Property Management 38: 699–723. [CrossRef]

Morano, Pierluigi, Marco Locurcio, and Francesco Tajani. 2015. Energy production through roof-top wind turbines a GIS-based decision support model for planning investments in the city of Bari (Italy). In International Conference on Computational Science and Its Applications. Cham: Springer, pp. 104–19.

Morano, Pierluigi, Marco Locurcio, and Francesco Tajani. 2016. Cultural heritage valorization: An application of AHP for the choice of the highest and best use. Procedia-Social and Behavioral Sciences 223: 952–59. [CrossRef]

Morano, Pierluigi, Paolo Rosato, Francesco Tajani, Benedetto Manganelli, and Felicia Di Liddo. 2019. Contextualized property market models vs. generalized mass appraisals: An innovative approach. Sustainability 11: 4896. [CrossRef]

Morri, Giacomo, and Antonio Mazza. 2014. Property Finance. An International Approach. Hoboken: John Wiley & Sons.

Munkhadalai, Lkhagvadorj, Jong Y. Lee, and Keun H. Ryu. 2020. A Hybrid Credit Scoring Model Using Neural Networks and Logistic Regression. In Advances in Intelligent Information Hiding and Multimedia Signal Processing. Edited by Jeng-Shyang Pan, J. Li, Pei-Wei Tsai and L. Jain Innovation. Smart Innovation, Systems and Technologies. Singapore: Springer, vol. 156.

Pla-Santamaria, David, Mila Bravo, Javier Reig-Mullor, and Francisco Salas-Molina. 2020. A multicriteria approach to manage credit risk under strict uncertainty. TOP (Trabajos de Investigacion Operativa). [CrossRef]

Resti, Andrea. 2000. European Banks and the Creditmetrics Model: Can We Make Its Implementation Easier? In Financial Modelling, Contributions to Management Science. Edited by Maria Bonilla, Trinidad Casasús and Ramón Sala. Heidelberg: Physica.

Saaty, Thomas L. 1988. Multicriteria decision making—The analytic hierarchy process. In Planning, Priority Setting, Resource Allocation. Pittsburgh: RWS Publishing.

Saaty, Thomas L. 2008. Relative measurement and its generalization in decision making: Why pairwise comparisons are central in mathematics for the measurement of intangible factors—The analytic hierarchy/network process. RACSAM-Revista de la Real Academia de Ciencias Exactas, Fisicas y Naturales Serie A Matematicas 102: 251–318. [CrossRef]

Sanchez-Roger, Marc, Maria D. Oliver-Alfonso, and Carlos Sanchis-Pedregosa. 2019. Fuzzy Logic and Its Uses in Finance: A Systematic Review Exploring Its Potential to Deal with Banking Crises. Mathematics 7: 1091. [CrossRef]

Shen, Fung, Xinsong Ma, Zhiyong Li, Zeshui Xu, and Dongliang Cai. 2018. An extended intuitionistic fuzzy TOPSIS method based on a new distance measure with an application to credit risk evaluation. Information Sciences 428: 105–19. [CrossRef]

Shi, Baofeng, Bin Meng, Hufeng Yang, Jing Wang, and Wenli Shi. 2018. A novel approach for reducing attributes and its application to small enterprise financing ability evaluation. Complexity 2: 1–17. [CrossRef]

Shih, Hsu-Shih, Huan-Jyh Shyur, and E. Stanley Lee. 2007. An extension of TOPSIS for group decision making. Mathematical and Computer Modelling 45: 801–13. [CrossRef]

Spronk, Jaap, Ralph E. Steurer, and Constantin Zopounidis. 2005. Multicriteria Decision Aid/Analysis in Finance. In International Series in Operations Research & Management Science. Multiple Criteria Decision Analysis. State of the Art Surveys, 2nd ed. Edited by Salvatore Greco, Matthias Ehrgott and José Rui Figueira. New York: Springer, vol. X, pp. 1011–66.

Stanujić, Dragisa, Edmundas Kazimieras Zavadskas, Darjan Karabasevic, and Zenonas Turskis. 2017. New group decision-making ARCAS approach based on the integration of the SWARA and the ARAS methods adapted for negotiations. Journal of Business Economics and Management 18: 599–618. [CrossRef]

Tajani, Francesco, Pierluigi Morano, Maria Paz Saez-Perez, Felicia Di Liddo, and Locurcio Marco. 2019. Multivariate dynamic analysis and forecasting models of future property bubbles: Empirical applications to the housing markets of Spanish metropolitan cities. Sustainability 11: 3575. [CrossRef]

Teles, Germanno, Rábelo Rodrigues Joel, A. L. Ricardo, and Sergei A. Kozlov. 2020. Artificial neural network and Bayesian network models for credit risk prediction. Journal of Artificial Intelligence and Systems 2: 118–32. [CrossRef]
Tomić-Plazibat, Neli, Zdravka Aljinović, and Zoran Babić. 2006. A multi-criteria approach to credit risk assessment. Paper presented at 7th WSEAS International Conference on Mathematics & Computers in Business & Economics, Cavtat, Croatia, June 13; vol. 15, pp. 76–81.

Trustorff, Jan-Henning, Paul M. Konrad, and Jens Leker. 2011. Credit risk prediction using support vector machines. *Review of Quantitative Finance and Accounting* 36: 565–81. [CrossRef]

Tsai, Chih-Fong, and Jhen-Wei Wu. 2008. Using Neural Network Ensembles for Bankruptcy Prediction and Credit Scoring. *Expert System with Applications* 34: 2639–49. [CrossRef]

Vafaei, Nazanin, Rita A. Ribeiro, and Luis M. Camarinha-Matos. 2016. Normalization techniques for multi-criteria decision making: Analytical hierarchy process case study. In *Doctoral Conference on Computing, Electrical and Industrial Systems*. Cham: Springer, pp. 261–69.

Wang, Gang, Jinxing Hao, Jian Ma, and Hongbing Jiang. 2011. A comparative assessment of ensemble learning for credit scoring. *Expert System with Applications* 38: 223–30. [CrossRef]

Wang, Tien-Chin, and Ying-Hsiu Chen. 2006. Applying rough sets theory to corporate credit ratings. Paper presented at 2006 IEEE International Conference on Service Operations and Logistics, and Informatics, Shanghai, China, June 21–23; pp. 132–36.

Wu, Wenshuai, Gang Kou, and Yi Peng. 2016. Group decision-making using improved multi-criteria decision making methods for credit risk analysis. *Filomat* 30: 4135–50. [CrossRef]

Wu, Wenshuai, Gang Kou, and Yi Peng. 2012. Credit risk evaluation by improved MCDM models. Paper presented at 2012 Fifth International Conference on Business Intelligence and Financial Engineering, Lanzhou, China, August 18–21; pp. 191–95.

Yang, Chia-Chen, Shang-Ling Ou, and Li-Chang Hsu. 2019. A Hybrid Multi-Criteria Decision-Making Model for Evaluating Companies’ Green Credit Rating. *Sustainability* 11: 1506. [CrossRef]

Zavadskas, Edmundas K., and Zenonas Turskis. 2010. A new additive ratio assessment (ARAS) method in multicriteria decision-making. *Technological and Economic Development of Economy* 16: 159–72. [CrossRef]

Zhang, Defu, Xiyue Zhou, Stephen C. H. Leung, and Jiemin Zheng. 2010. Vertical bagging decision trees model for credit scoring. *Expert Systems with Applications* 37: 7838–43. [CrossRef]

Zhang, Zhiwang, Guangxi Gao, and Yong Shi. 2014. Credit risk evaluation using multi-criteria optimization classifier with kernel, fuzzification and penalty factors. *European Journal of Operational Research* 237: 335–48. [CrossRef]

Zhang, Zhiwang, Jing He, Guangxia Gao, and Yingjie Tian. 2019. Sparse multi-criteria optimization classifier for credit risk evaluation. *Soft Computing* 23: 3053–66. [CrossRef]

Zhu, Steven, and Micheal Pykhtin. 2007. A Guide to Modeling Counterparty Credit Risk. *GARP Risk Review* 37: 16–22.