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Abstract. In this paper we study Hopf-Lax formulas, hypercontractivity, ultracontractivity, logarithmic Sobolev inequalities for a class of first order Hamilton-Jacobi equations.

1. Introduction. Inspired by [6], in this paper we study the problem

\[
\begin{aligned}
    u_t(x,t) + \sum_{i=1}^{N} \alpha_i x_i u_{x_i}(x,t) + \frac{1}{2} \sum_{i=1}^{N} |u_{x_i}(x,t)|^2 &= 0 \quad \text{in} \quad \mathbb{R}^N \times (0, +\infty), \\
    u(x,0) &= u_0 \quad \text{in} \quad \mathbb{R}^N,
\end{aligned}
\]

where \(\alpha_i, 1 \leq i \leq N\), are nonnegative real numbers. More precisely, in Sections 2-5 we consider the case where \(\alpha_i > 0\) for all \(i = 1, 2, \ldots, N\), and in Section 6 we generalize to the case where \(\alpha_i\) could vanish for some indexes \(i\). If \(\alpha_i > 0\) for all \(i = 1, 2, \ldots, N\), we find the formula

\[
u(x,t) = \min_{y \in \mathbb{R}^N} \left\{ u_0(y) + \sum_{j=1}^{N} \frac{\alpha_j}{1 - e^{-2\alpha_j t}} (y_j - e^{-\alpha_j t} x_j)^2 \right\},
\]

solution, in the viscosity sense of (1.1). In the line of research of [1] we show hypercontractivity and ultracontractivity for the semigroup associated with our problem, and we obtain a class of logarithmic Sobolev inequalities. We also show extremal functions for our inequalities; these functions do not satisfy the global Lipschitz continuity assumption, which is used to establish the main properties of the semigroup.

In Section 6 we fix \(N = n + m\) and we represent the \(N\)-tuple of \(\mathbb{R}^N\) as \((x, x') \in \mathbb{R}^n \times \mathbb{R}^m\), \(x = (x_1, \ldots, x_n)\); \(x' = (x'_1, \ldots, x'_m)\), and function \(f\) defined in \(\mathbb{R}^N = \mathbb{R}^n \times \mathbb{R}^m\), which we represent with the notation \(f(x, x') = f(x_1, \ldots, x_n, x'_1, \ldots, x'_m)\). In a similar way we use \(u(x, x', t) = u(x_1, \ldots, x_n, x'_1, \ldots, x'_m, t)\), and we denote the gradient \((D, D')\) with respect to the variables in \(\mathbb{R}^n \times \mathbb{R}^m\), with the position \(D = (\partial_{x_1}, \ldots, \partial_{x_n})\) and \(D' = (\partial_{x'_1}, \ldots, \partial_{x'_m})\). Taking \((x, x', t) \in \mathbb{R}^n \times \mathbb{R}^m \times (0, +\infty)\), the Cauchy problem can be written as

\[
\begin{aligned}
    u_t(x, x', t) + \frac{1}{2} [Du(x, x', t)]^2 + \frac{1}{2} [D'u(x, x', t)]^2 + \sum_{i=1}^{n} \alpha_i u_{x_i}(x, x', t) &= 0, \\
    u(x, x', 0) &= u_0 \quad \text{in} \quad \mathbb{R}^N.
\end{aligned}
\]
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We find the formula
\[
    u(x, x', t) = \min_{(y, y') \in \mathbb{R}^N} \left\{ u_0(y, y') + \sum_{j=1}^N \frac{\alpha_j}{1 - e^{-2\alpha_j t}} (y_j - e^{-\alpha_j t} x_j)^2 + \frac{1}{2t} |x' - y'|^2 \right\},
\]
which generalizes the well-known Hopf-Lax formula related to the Cauchy problem
\[
\begin{cases}
    u_t(x, t) + \frac{1}{2} |Du|^2 = 0 & \text{in } \mathbb{R}^N \times (0, +\infty), \\
    u(x, 0) = u_0 & \text{in } \mathbb{R}^N.
\end{cases}
\tag{1.2}
\]
Indeed, the Hopf-Lax formula for the problem (1.2) can be obtained as the limit for \( \alpha \to 0^+ \) of the formula related to (1.1).

We refer for this line of results for problem (1.2) to the papers by I. Gentil, see [8], [9], (see also [10]). However the problems we consider here lead to new and more general logarithmic Sobolev inequalities (LSI, shortly). Also, some references to the results we obtain are [3], [11], [12], [13].

In [2] we analyze the problem where \( \alpha_j \) are all equal and positive, i.e. \( \alpha = \alpha_1 = \alpha_2 = \cdots = \alpha_N > 0 \), and a more general Hamiltonian.

2. The problem and the relative semigroup. In this Section we consider the following Cauchy problem
\[
\begin{cases}
    u_t(x, t) + \frac{1}{2} |Du(x, t)|^2 + \sum_{i=1}^N \alpha_i x_i u_{x_i}(x, t) = 0 & \text{in } \mathbb{R}^N \times (0, +\infty), \\
    u(x, 0) = u_0 & \text{in } \mathbb{R}^N.
\end{cases}
\]
We shall use the following assumptions:
\[
    u_0 \in \text{Lip}(\mathbb{R}^N), \quad \text{i.e., } |u_0(x) - u_0(y)| \leq L_{u_0} |x - y| \quad \forall x, y \in \mathbb{R}^N, \quad \text{for some } L_{u_0} > 0 \tag{2.1}
\]
\[
    \alpha_1, \alpha_2, \ldots, \alpha_N > 0. \tag{2.2}
\]
We introduce the operator applied to a function \( f \) of one variable, \( x_j \), by
\[
(Q_t^{\alpha_j} f)(x_j) = \min_{y_j \in \mathbb{R}} [f(y_j) + \frac{\alpha_j}{1 - e^{-2\alpha_j t}} (y_j - e^{-\alpha_j t} x_j)^2]. \tag{2.3}
\]
The operator (2.3) was studied in [1]; we proved that \( t \to Q_t f \) has the semigroup properties. Hence, by [1], \( Q_t^{\alpha_1}(x_1), Q_t^{\alpha_2}(x_2), Q_t^{\alpha_3}(x_3), \ldots, Q_t^{\alpha_N}(x_N) \) are semigroups. Then we define (here \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N) \))
\[
(Q_t^\alpha u_0)(x_1, \ldots, x_N) := (Q_t^{\alpha_1} \ldots Q_t^{\alpha_N}) u_0(x_1, \ldots, x_N) = \min_{y \in \mathbb{R}^N} [u_0(e^{-\alpha_1 t} x_1 + \sqrt{1 - e^{-2\alpha_1 t}} y_1, \ldots, e^{-\alpha_N t} x_N + \sqrt{1 - e^{-2\alpha_N t}} y_N) + \sum_{i=1}^N \alpha_i y_i^2]. \tag{2.4}
\]

**Remark 1.** By the permutability between \( Q_t^{\alpha_1}, Q_t^{\alpha_2}, \ldots \) the definition (2.4) of \( Q_t^\alpha \) does not depend on the order in which \( Q_t^{\alpha_j} \) appears in the formula.

**Theorem 2.1.** Assume (2.1) and (2.2). Then the following properties hold true
\[
Q_t^\alpha (Q_t^{\alpha^*} u_0)(x_1, \ldots, x_N) = (Q_{t+\tau}^{\alpha^*} u_0)(x_1, \ldots, x_N). \tag{2.5}
\]
For every compact set \( K \) of \( \mathbb{R}^N \)
\[
\lim_{t \to 0^+} Q_t^\alpha u_0(x_1, \ldots, x_N) = u_0(x_1, \ldots, x_N) \tag{2.6}
\]
uniformly on \( K \).
Proof. We prove (2.5)
\[ Q^\alpha_t(Q^\alpha_s u_0)(x_1, \ldots, x_N) = Q^\alpha_t \cdots Q^\alpha_s^t Q^\alpha_s \cdots Q^\alpha_s^N (u_0) \]

\[ = (Q^\alpha_t^s Q^\alpha_s^s) \cdots (Q^\alpha_t^N Q^\alpha_s^N)(u_0) = Q^\alpha_{s+t} Q^\alpha_{s+t}^s \cdots Q^\alpha_{s+t}^N = Q^\alpha_{s+t} u_0. \]

The property (2.5) is proved. We prove (2.6). We have
\[ u(x, t) \leq u_0(x) + \sum_{i=1}^{N} \alpha_j (1 - e^{-\alpha_i t})^2 x_j^2 \leq u_0(x) + a(1 - e^{-at})|x|^2 \] (2.7)

where \( a = \max \alpha_j \). We fix a compact set \( K \subset \mathbb{R}^N \), then we can find a constant \( c_1 \) such that
\[ u(x, t) - u_0(x) \leq (1 - e^{-at})c_1 \quad \forall x \in K. \]

On the other hand,
\[
\begin{align*}
    u(x, t) &= u_0(e^{-\alpha_1 t}x_1, e^{-\alpha_2 t}x_2, \ldots, e^{-\alpha_N t}x_N) \\
    &+ \min_y \{ u_0(y) - u_0(e^{-\alpha_1 t}x_1, e^{-\alpha_2 t}x_2, \ldots, e^{-\alpha_N t}x_N) \\
    &+ \sum_{i=1}^{N} \frac{\alpha_i}{1 - e^{-2\alpha_i t}} (y_i - e^{-\alpha_i t}x_i)^2 \} \\
    \geq &u_0(e^{-\alpha_1 t}x_1, e^{-\alpha_2 t}x_2, \ldots, e^{-\alpha_N t}x_N) - \max \{ L u_0 \left( \sum_{i=1}^{N} (y_i - e^{-\alpha_i t}x_i)^2 \right)^{\frac{1}{2}} \\
    &- \sum_{i=1}^{N} \frac{\alpha_i}{1 - e^{-2\alpha_i t}} (y_i - e^{-\alpha_i t}x_i)^2 \}.
\end{align*}
\]

Then, we use the change of variable
\[ y_i = e^{-\alpha_i t}x_i + (1 - e^{-at})z_i \quad i = 1 \ldots N. \]

We have
\[
\begin{align*}
    u(x, t) \geq &u_0(e^{-\alpha_1 t}x_1, e^{-\alpha_2 t}x_2, \ldots, e^{-\alpha_N t}x_N) - \max \{ L u_0 |z| - a|z|^2 \}(1 - e^{-at}) \\
    = &u_0(e^{-\alpha_1 t}x_1, e^{-\alpha_2 t}x_2, \ldots, e^{-\alpha_N t}x_N) - \frac{L^2 u_0}{4a} (1 - e^{-at});
\end{align*}
\]

hence
\[
\begin{align*}
    u(x, t) - u_0(x) \geq -(L u_0 |x| + \frac{L^2 u_0}{4a})(1 - e^{-at}). \tag{2.8}
\end{align*}
\]

Finally, using (2.7) and (2.8), we get, taking \( C = \max \{ c_1, L u_0 |x| + \frac{L^2 u_0}{4a} \} \),
\[
|u(x, t) - u_0(x)| \leq C(1 - e^{-at}) \quad \forall x \in K.
\]

We also have that \( u \) is a Lipschitz continuous function in \( \mathbb{R}^N \). (We do not give the proof, since it is very similar to [5], Lemma 2 p. 126 (see also [1]).
3. Hamilton-Jacobi equations and viscosity solutions. As a first step we show in formal way that the function

\[ u(x_1, \ldots, x_N, t) = \min_{y \in \mathbb{R}^N} \left[ u_0(e^{-\alpha_1 t}x_1 + \sqrt{1 - e^{-2\alpha_1 t}}y_1, \ldots, e^{-\alpha_N t}x_N + \sqrt{1 - e^{-2\alpha_N t}}y_N) + \sum_{i=1}^N \alpha_i y_i^2 \right] \]

is a solution of the Hamilton-Jacobi equations with initial data \( u_0 \)

\[
\begin{align*}
  u_t + \sum_{i=1}^N \alpha_i x_i u_x + \frac{1}{2} |D u|^2 &= 0 \quad \text{in} \quad \mathbb{R}^N \times (0, +\infty) \\
  u(x, 0) &= u_0.
\end{align*}
\] (3.1)

We start from \( (2.4) \)

\[
\frac{\partial}{\partial t} (Q_t^{\alpha_1} \cdots Q_t^{\alpha_N}) u_0(x_1, \ldots, x_N) = \sum_{i=1}^N \frac{\partial}{\partial t} Q_t^{\alpha_i} \prod_{k \neq i} Q_t^{\alpha_k} u_0(x_1, \ldots, x_N).
\]

Now, since we apply \( Q_t^{\alpha_i} \) to the function

\[
  u^i(x_1, \ldots, x_N, t) = \prod_{k \neq i} Q_t^{\alpha_k} u_0(x_1, \ldots, x_N),
\]

as in the one-dimensional case, we can apply the result obtained in [1], to obtain

\[
  u_t(x_1, \ldots, x_N, t) = \sum_{i=1}^N \frac{\partial}{\partial t} Q_t^{\alpha_i} u^i(x_1, \ldots, x_N, t) =
\]

\[
  -\frac{1}{2} \sum_{i=1}^N \frac{\partial}{\partial x_i} Q_t^{\alpha_i} u^i(x_1, \ldots, x_N, t) =
\]

\[
  -\frac{1}{2} \sum_{i=1}^N \frac{\partial}{\partial x_i} \left( Q_t^{\alpha_i} u^i(x_1, \ldots, x_N, t) \right)^2 - \sum_{i=1}^N \alpha_i x_i \frac{\partial}{\partial x_i} Q_t^{\alpha_i} u^i(x_1, \ldots, x_N, t).
\]

Hence our claim follows.

We refer to [4] for the notion of viscosity solution using test functions.

**Theorem 3.1.** Assume \( (2.1), (2.2) \). Then the function \( u \) is a viscosity solution of the Hamilton-Jacobi equation

\[
  u_t(x_1, \ldots, x_N, t) + \sum_{i=1}^N \alpha_i x_i u_x + \frac{1}{2} \sum_{i=1}^N |u_x(x, t)|^2 = 0 \quad \text{in} \quad \mathbb{R}^N \times (0, +\infty)
\]

**Proof.** First we show that \( u \) is a subsolution. Thanks to the semigroup property for any \( x \in \mathbb{R}^N, \ t \in (0, +\infty), \ s \in (0, t) \)

\[
  u(x, t) = \min_{y \in \mathbb{R}^N} \left[ u(y, s) + \sum_{j=1}^N \frac{\alpha_j}{1 - e^{-2\alpha_j(t-s)}} (y_j - e^{-\alpha_j(t-s)}x_j)^2 \right],
\] (3.2)

and, for any \( y \in \mathbb{R}^N \),

\[
  u(x, t) \leq u(y, s) + \sum_{j=1}^N \frac{\alpha_j}{1 - e^{-2\alpha_j(t-s)}} (y_j - e^{-\alpha_j(t-s)}x_j)^2.
\]
Take a function $\phi \in C^1(\mathbb{R}^N)$ and assume that $u - \phi$ has a local maximum point in $(x_0, t_0)$. We fix a neighbourhood $I_0$ of $(x_0, t_0)$ such that $V(x, t) \in I_0$

$$u(x_0, t_0) - \phi(x_0, t_0) \geq u(x, t) - \phi(x, t),$$

or

$$\phi(x_0, t_0) - \phi(x, t) \leq u(x_0, t_0) - u(x, t),$$

Then, the previous formula gives for $(y, s) \in I_0$

$$\phi(x_0, t_0) - \phi(y, s) \leq \sum_{j=1}^{N} \frac{\alpha_j}{1 - e^{-2\alpha_j(t_0 - s)}}(y_j - e^{-\alpha_j(t_0 - s)x_0,j})^2, \quad (3.3)$$

We set

$$h_j = 1 - e^{-\alpha_j(t_0 - s)}, \quad h = 1 - e^{-\beta(t_0 - s)} \quad \beta \geq \max\{\alpha_j\}$$

$$y_i = e^{-\alpha_i(t_0 - s)x_0,i} - hq_i \quad i = 1, \ldots N$$

$$X_s = \left(\frac{h_1}{h} x_{0,1}, \frac{h_2}{h} x_{0,2}, \ldots, \frac{h_N}{h} x_{0,N}\right) \quad X^0 = \left(\frac{\alpha_1}{\beta} x_{0,1}, \frac{\alpha_2}{\beta} x_{0,2}, \ldots, \frac{\alpha_N}{\beta} x_{0,N}\right)$$

As a consequence,

$$s = t_0 - \frac{1}{\beta} \log \frac{1}{1 - h} \quad \frac{\alpha_j h}{1 - (1 - h_j)^2} q_j^2. \quad (3.4)$$

We have

$$\lim_{h \to 0} \frac{\alpha_j h}{1 - (1 - h_j)^2} = \lim_{s \to t_0^-} \frac{\alpha_j (1 - e^{-\beta(t_0 - s)})}{1 - e^{-2\alpha_j(t_0 - s)}} = \frac{1}{2} \beta \quad (3.5)$$

$$\lim_{h \to 0} \frac{\phi(x_0, t_0) - \phi(y, s)}{h} = \lim_{h \to 0} \frac{\phi(x_0, t_0) - \phi(x_0 - h(X_s + q), t_0 - \frac{1}{\beta} \log \frac{1}{1 - h})}{h}$$

$$= (X^0 + q) D\phi(x_0, t_0) + \frac{1}{\beta} \phi_t(x_0, t_0).$$

By (3.4)

$$(X^0 + q) D\phi(x_0, t_0) + \frac{1}{\beta} \phi_t(x_0, t_0) \leq \frac{1}{2} \beta |q|^2.$$

On the other hand,

$$q D\phi(x_0, t_0) - \frac{1}{2} \beta |q|^2 = \frac{1}{\beta} ((q \beta) D\phi(x_0, t_0) - \frac{1}{2} |q \beta|^2) \leq \frac{11}{\beta^2} |D\phi(x_0, t_0)|^2.$$
and this shows that \( u \) is a subsolution.

Next we show that \( u \) is a supersolution.

Take a function \( \chi \in C^1(\mathbb{R}^N) \). Now assume that \( u - \chi \) has a local minimum point in \((x_0, t_0)\). We have to prove that
\[
\chi_t(x_0, t_0) + \frac{1}{2} |D\chi(x_0, t_0)|^2 + \sum_{i=1}^N \alpha_i x_{0,i} \chi_{x_i}(x_0, t_0) \geq 0.
\]

We argue by contradiction, and we assume that for all \((x, t)\) in a neighbourhood \( I \) of \((x_0, t_0)\) and for some positive \( \theta \)
\[
\chi_t(x, t) + \frac{1}{2} |D\chi(x, t)|^2 + \sum_{i=1}^N \alpha_i x_{0,i} \chi_{x_i}(x, t) \leq -\theta < 0 \quad \forall (x, t) \in I_{(x_0, t_0)}. \tag{3.6}
\]

By assumption there exists a convex neighbourhood \( I_0(x_0, t_0) \) such that
\[
u(x_0, t_0) - \chi(x_0, t_0) \leq u(x, t) - \chi(x, t) \quad \forall (x, t) \in I_0
\]
or
\[
\chi(x_0, t_0) - \chi(x, t) \geq u(x_0, t_0) - u(x, t) \quad \forall (x, t) \in I_0.
\]

With the notation introduced above we have
\[
\frac{1}{2\beta} |D\chi(x, t)|^2 = \beta \frac{1}{2} \left| \frac{D\chi(x, t)}{\beta} \right|^2 \geq \beta \left\{ qD\chi(x, t) - \frac{1}{2} |q|^2 \right\} = qD\chi(x, t) - \frac{1}{2}\beta |q|^2.
\]

By (3.6), for any \((x, t) \in I_0\), we have
\[
\frac{1}{\beta} \chi_t(x, t) + qD\chi(x, t) + \sum_{i=1}^N \alpha_i x_{0,i} \chi_{x_i}(x, t) \leq -\frac{\theta}{\beta} + \frac{1}{2}\beta |q|^2. \tag{3.7}
\]

Taking \( s \) close to \( t_0 \) and \( x_1 \) the corresponding minimum such that the point \((x_1, s) \in I_0\), by the semigroup property (3.2), we have
\[
u(x_0, t_0) - u(x_1, s) = \sum_{j=1}^N \frac{\alpha_j}{1 - e^{-2\alpha_j(t_0 - s)}} (y_j - e^{-\alpha_j(t_0 - s)} x_{0,j})^2.
\]

By (3.5) we have
\[
u(x_0, t_0) - u(x_1, s) = h \frac{1}{2}\beta |q|^2 + ho(1), \tag{3.8}
\]
and we also have
\[
\chi(x_0, t_0) - \chi(x_1, s) = \int_{0}^{1} \frac{d}{ds} \chi(x_1 + \sigma(x_0 - x_1), t_0 + (\sigma - 1) \frac{1}{\beta} \log \frac{1}{1-h} d\sigma
\]
\[
= \int_{0}^{1} \{ (x_0 - x_1) D\chi(x(\sigma), t(\sigma)) + \frac{1}{\beta} \log \frac{1}{1-h} \chi_t(x(\sigma), t(\sigma)) \} d\sigma
\]
\[
= h \int_{0}^{1} \{ (X_0 + q) D\chi(x(\sigma), t(\sigma)) + \frac{1}{\beta} \chi_t(x(\sigma), t(\sigma)) \} d\sigma
\]
\[
+ ho(1) \frac{1}{\beta} \int_{0}^{1} \chi_t(x(\sigma), t(\sigma)) d\sigma.
\]

Hence
\[
\chi(x_0, t_0) - \chi(x_1, s) = h \int_{0}^{1} \{ (X_0 + q) D\chi(x(\sigma), t(\sigma)) + \frac{1}{\beta} \chi_t(x(\sigma), t(\sigma)) \} d\sigma + ho(1).
\]
Since, as $\sigma$ describes $[0, 1]$, $(x(\sigma), t(\sigma))$ describes the line segment with ending points $(x_0, t_0)$ and $(x_1, s)$, by the convexity of $I_0 \cap I$, the point $(x(s), t(s)) \in I_0 \cap I \forall \sigma \in [0, 1]$. Then, by (3.7), we have

$$
\chi(x_0, t_0) - \chi(x_1, s) \leq h \int_0^1 \left( \frac{1}{2} |q|^2 - \frac{\theta}{\beta} \right) d\sigma + ho(1) = h \frac{1}{2} |q|^2 - h \frac{\theta}{\beta} + ho(1).
$$

From (3.8)

$$
\chi(x_0, t_0) - \chi(x_1, s) \leq u(x_0, t_0) - u(x_1, s) - I(h),
$$

where

$$
I(h) = h \frac{\theta}{\beta} - ho(1).
$$

Since, for $h$ small enough, $I(h) > 0$ we have a contradiction with the assumption that $(x_0, t_0)$ is a minimum point for $u - \chi$. This shows that $u$ is a supersolution and the proof is complete. $\square$

4. Hypercontractivity and ultracontractivity.

4.1. Hypercontractivity. (see [3], [12]). In this Section we show the hypercontractivity property. According to [3], [12], we say that a nonlinear semigroup $t \to Q_t$ is hypercontractive if

$$
\|e^{Q_t u}\|_{L^p(\Omega)} \leq C\|e^u\|_{L^p(\Omega)},
$$

where $t \in [0, +\infty) \to q(t)$ is a nonnegative increasing function, and $C$ is a positive constant.

Referring to (3.1), in the Section $\alpha$ will be the vector

$$
\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N)
$$

and recalling (2.4)

$$
(Q^\alpha_t u_0)(x_1, \ldots, x_N) = (Q_{\alpha_1}^\alpha \cdots Q_{\alpha_N}^\alpha) u_0(x_1, \ldots, x_N) =
$$

$$
\min_{y \in \mathbb{R}^N} \left[ u_0(e^{-\alpha_1 t} x_1 + \sqrt{1 - e^{-2\alpha_1 t}} y_1, \ldots, e^{-\alpha_N t} x_N + \sqrt{1 - e^{-2\alpha_N t}} y_N) + \sum_{i=1}^N \alpha_i y_i^2 \right],
$$

where $u_0 \in \text{Lip}(\mathbb{R}^N)$, and $\alpha_1, \alpha_2, \ldots, \alpha_N$ are fixed and positive real numbers.

Let $\gamma_1, \gamma_2, \ldots, \gamma_N, \beta$ some positive numbers to be fixed later.

We introduce the functions

$$
\begin{align*}
\{ u(x) &= \exp[q e^{\beta t} Q_t^\alpha u_0(x)] \quad x \in \mathbb{R}^N \\
v(x) &= \exp[-\sum_{i=1}^N \gamma_j x_j^2] \quad x \in \mathbb{R}^N \\
w(x) &= \exp[p u_0(q e^{(\beta-\alpha_1) t} x_1, \ldots, q e^{(\beta-\alpha_N) t} x_N)] \quad x \in \mathbb{R}^N,
\end{align*}
$$

where $p, q$ are real numbers satisfying the conditions

$$
\begin{cases}
\frac{p}{q} e^{-\beta t} =: a < 1 \\
(0 < p \leq q)
\end{cases}
$$

It is easy to see that, for any $(y_1, \ldots, y_N) \in \mathbb{R}^N$ we have

$$
\begin{align*}
(u(x))^a &\leq \exp\left[ p u_0\left( q e^{(\beta-\alpha_1) t} x_1 + \frac{p}{q} e^{-\beta t} x_1 + \frac{p}{q} e^{(\beta-\alpha_1) t} \sqrt{1 - e^{-2\alpha_1 t}} y_1, \ldots, q e^{(\beta-\alpha_N) t} x_N + \frac{p}{q} e^{(\beta-\alpha_N) t} \sqrt{1 - e^{-2\alpha_N t}} y_N \right) + \sum_{i=1}^N \alpha_i y_i^2 \right].
\end{align*}
$$
Now we introduce $z = (z_1, z_2, \ldots, z_N)$ defined by
\[
\frac{pe^{-(\beta-\alpha)}t}{q} \sqrt{1 - e^{-2\alpha t}} y_j = (1 - \frac{p}{q} e^{-\beta t}) z_j \quad j = 1, 2, \ldots N. \tag{4.1}
\]
\[
y_j = \frac{q - pe^{-\beta t}}{pe^{-(\beta-\alpha)}t \sqrt{1 - e^{-2\alpha t}}} z_j \quad j = 1, 2, \ldots N. \tag{4.2}
\]
From (4.1), (4.2) we obtain
\[
(u(x))^a (v(z))^{1-a} \leq \exp \left\{ p u_0 \left( \frac{q}{p} e^{(\beta-\alpha) t} [ax_1 + (1 - a)z_1] \right) \right\} + \sum_{j=1}^{N} \alpha_j \left( \frac{q - pe^{-\beta t}}{pe^{-(\beta-\alpha)}t \sqrt{1 - e^{-2\alpha t}}} \right)^2 z_j^2 \tag{4.3}
\]
We fix $\gamma_1, \gamma_2, \ldots, \gamma_N$ with the condition
\[
\frac{p \sum_{j=1}^{N} \alpha_j (q - pe^{-\beta t})^2}{p^2 e^{-2(\beta-\alpha) t} (1 - e^{-2\alpha t})} = \left( 1 - \frac{p}{q} e^{-\beta t} \right) \gamma_j \quad j = 1, \ldots, N.
\]
Then we have
\[
\gamma_j = \frac{q e^{2(\beta-\alpha) t} (q - pe^{-\beta t}) \alpha_j}{(p e^{-(\beta-\alpha) t})^2 (1 - e^{-2\alpha t})} \quad j = 1, \ldots, N
\]
and the inequality (4.3) reads
\[
(u(x))^a (v(z))^{1-a} \leq w(a x + (1 - a) z) \quad \forall x, z \in \mathbb{R}^N.
\]
Now we apply the Brunn-Minkowsky inequality (see [7])
\[
\left( \int_{\mathbb{R}^N} u(x) dx \right)^a \left( \int_{\mathbb{R}^N} v(x) dx \right)^{1-a} \leq \int_{\mathbb{R}^N} w(x) dx.
\]
\[
\int_{\mathbb{R}^N} v(x) dx = \int_{\mathbb{R}^N} \exp \left\{ - \sum_{j=1}^{N} \gamma_j x_j^2 \right\} dx = \prod_{j=1}^{N} \int_{\mathbb{R}} e^{-\gamma_j x_j^2} dx_j = \prod_{j=1}^{N} \left( \frac{\pi}{\gamma_j} \right)^{\frac{1}{2}} \tag{4.4}
\]
\[
\int_{\mathbb{R}^N} w(x) dx = \int_{\mathbb{R}^N} \exp \left\{ p u_0 \left( \frac{q}{p} e^{(\beta-\alpha) t} x_1, \ldots, \frac{q}{p} e^{(\beta-\alpha) t} x_N \right) \right\} \tag{4.5}
\]
Hence we obtain
\[
\int_{\mathbb{R}^N} w(x) dx = \left( \prod_{j=1}^{N} \frac{p}{q} e^{-\beta t} \right) \int_{\mathbb{R}^N} \exp \left\{ p u_0(x) \right\} dx. \tag{4.5}
\]
As a first step, from (4.1), (4.4), (4.5) we deduce
\[
\left( \int_{\mathbb{R}^N} \exp \left\{ q e^{\beta t} Q^*_{t} u_0(x) \right\} dx \right)^{\frac{1}{\frac{1}{2} + a}} \leq \prod_{j=1}^{N} \left( \frac{\gamma_j}{\pi} \right)^{\frac{1}{2} (1-a)} a^{N} e^{\left( \sum_{j=1}^{N} \alpha_j \right) t} \int_{\mathbb{R}^N} \exp \left\{ p u_0(x) \right\} dx. \tag{4.6}
\]
We consider the case
\[
0 < p \leq q \quad \text{and} \quad \frac{p}{q} e^{-\beta t} < 1.
\]
(4.6) can be written as
\[ \|e^{Q_t u_0}\|_{L^{q e \beta t}(\mathbb{R}^N)} \leq C(\alpha, \beta, p, q, t)\|e^{u_0}\|_{L^p(\mathbb{R}^N)}. \]  
(4.7)

We find
\[ C(\alpha, \beta, p, q, t) = \prod_{j=1}^{N} \left( \frac{(q - pe^{-\beta t}) \alpha_j}{\pi(1 - e^{-2\alpha_j t})} \right)^{\frac{1}{q \alpha_j} \left( \frac{p}{q} \right)^{\frac{1}{q \alpha_j}} \prod_{j=1}^{N} e^{\frac{q e \beta t}{\alpha_j} (\alpha_j - \beta) t}. \]  
(4.8)

In order to have \( C(\alpha, \beta, p, q, t) \leq 1 \) for any \( t \in (0, +\infty) \) we need
\[ \beta \geq \alpha_j \quad j = 1, \ldots, N \]
Now we consider \( p = q \). We have
\[ C(\alpha, \beta, p, t) = \prod_{j=1}^{N} \left( \frac{p(1 - e^{-\beta t}) \alpha_j}{\pi(1 - e^{-2\alpha_j t})} \right)^{\frac{1}{p \alpha_j} (1 - e^{-\beta t})} \prod_{j=1}^{N} e^{\frac{p e \beta t}{\alpha_j} (\alpha_j - \beta) t}. \]

If we can fix \( \beta \) such that
\[ \beta \leq 2\alpha_j, \quad \text{then we have} \quad \frac{1 - e^{-\beta t}}{1 - e^{-2\alpha_j t}} \leq 1, \]
and, for all the value of \( p \) such that
\[ p \leq \frac{\pi}{\alpha_j} \quad j = 1, \ldots, N \]
we obtain
\[ C(\alpha, \beta, p, t) \leq 1 \quad \forall t \in (0, +\infty) \]  
(4.9)

We have shown the following

**Theorem 4.1.** Assume (2.1), (2.2). If \( \alpha_1, \alpha_2, \ldots, \alpha_N \) satisfy
\[ \max_i \{\alpha_i\} \leq \min_i \{2\alpha_i\} \quad \text{and} \quad \max_i \{\alpha_i\} \leq \pi \]  
(4.10)

then \( Q_t^\alpha \) is hypercontractive.

More precisely, if (4.10) is satisfied we can fix \( \beta \) such that
\[ \max_i \{\alpha_i\} \leq \beta \leq \min_i \{2\alpha_i\}, \]
then
\[ \|e^{Q_t u_0}\|_{L^{q e \beta t}(\mathbb{R}^N)} \leq \|e^{u_0}\|_{L^p(\mathbb{R}^N)}, \]
for all \( p \) such that \( 0 < p \leq \frac{\pi}{\max_i \{\alpha_i\}} \).

There are many different cases where (4.10) is satisfied. The simplest is when
\[ \alpha_1 = \alpha_2 = \cdots = \alpha_N =: \alpha. \]

In this case we fix \( \beta = \alpha \) and we have
\[ \|e^{Q_t u_0}\|_{L^{q e \alpha t}(\mathbb{R}^N)} \leq \|e^{u_0}\|_{L^p(\mathbb{R}^N)}, \]  
(4.11)

for all \( p \) such that \( 0 < p \leq \frac{\pi}{\alpha} \). Moreover, if \( \alpha \leq \pi \) the semigroup \( Q_t \) in (4.11) is hypercontractive.
4.2. Ultracontractivity. We now deal with the case of the norm \(L^\infty(\mathbb{R}^N)\) of the function \(\exp\{Q_t u_0\}\). We follow the arguments in [1], and we consider the norm \(L^{q_e(t)}(\mathbb{R}^N)\) in (4.7) and we pass to the limit as \(q \to \infty\). We recall that ultracontractivity for the nonlinear semigroup \(t \to Q_t\) means
\[\|e^{Q_t u}\|_{L^\infty} \leq C\|u\|_{L^1}.\]
We have to estimate
\[\lim_{q \to \infty} C(\alpha, \beta, p, q, t),\]
using the explicit form of \(C(\alpha, \beta, p, q, t)\), given by (4.8). We easily obtain
\[\|e^{Q_t u_0}\|_{L^\infty(\mathbb{R}^N)} \leq \prod_{j=1}^{N} \left( \frac{p\alpha_j}{\pi(1 - e^{-2\alpha_j t})} \right)^{\frac{p}{q}} \|u_0\|_{L^p(\mathbb{R}^N)}, \tag{4.12}\]
applying to each term
\[\left( \frac{(q - pe^{-\beta t})\alpha_j}{\pi(1 - e^{-2\alpha_j t})} \right)^{\frac{1}{q}} e^{\left(\frac{1}{p} - \frac{1}{q}\right) \log \left( \frac{1}{\pi} \right)} \left( \frac{p}{q} \right)^{\frac{1}{q}} \]
the one-dimensional computation (see [1]). Finally, we can state the following

**Proposition 1.** Assume (2.1), (2.2) and select \(p\) such that \(0 < p < \frac{\pi}{\max(\alpha_j)}\), then
\[\|e^{Q_t u_0}\|_{L^\infty(\mathbb{R}^N)} \leq \|u_0\|_{L^p(\mathbb{R}^N)}.\]
Moreover, if all the constants \(\alpha_1, \alpha_2, \ldots, \alpha_N\) satisfy
\[\alpha_i < \pi \quad \forall i = 1, 2, \ldots, N,
\]
and \(1 \leq p < \frac{\pi}{\max(\alpha_j)}\), then for \(t\) large enough the semigroup \(Q_t\) is ultracontractive.

From (4.12), for \(p = 1\), we observe that
\[\|Q_t u_0\|_{L^\infty(\mathbb{R}^N)} \leq \frac{1}{2} \sum_{j=1}^{N} \log \left( \frac{\alpha_j}{\pi(1 - e^{-2\alpha_j t})} \right) + \log \|u_0\|_{L^1(\mathbb{R}^N)}.\]

4.3. Optimality of the estimate. We consider the following Cauchy problem where \(\alpha_j > 0 \quad \forall j = 1, 2, \ldots, N\)
\[
\begin{align*}
&u_t + \sum_{i=1}^{N} \alpha_i x_i u_x + \frac{1}{2} |Du|^2 = 0 \quad \text{in} \quad \mathbb{R}^N \times (0, +\infty), \\
u(x, 0) = u_0
\end{align*}
\]
with the condition
\[0 < A_j \leq \alpha_j \quad \forall j = 1, 2, \ldots, N, \tag{4.13}\]
Since we know the form of the solution, i.e.
\[u(x, t) = \min_{y \in \mathbb{R}^N} \left\{ u_0(y) + \sum_{i=1}^{N} \frac{\alpha_j}{1 - e^{-2\alpha_j t}} (y_j - e^{-\alpha_j t} x_j)^2 \right\},\]
we easily obtain
\[u^*(x, t) = -\sum_{j=1}^{N} \frac{A_j \alpha_j e^{-2\alpha_j t}}{\alpha_j - A_j (1 - e^{-2\alpha_j t})} x_j^2 \tag{4.14}\]
\[1 \text{ See the introduction for the choice of quadratic initial data.}\]
It is a direct computation to have that (4.14) is a classical solution of (3.1), moreover \( u^*(x, t) \) (seen as \( Q_t u_0^* \)) has to satisfy the hypercontractivity inequality (4.7). Next we choose
\[
\alpha_1 = \alpha_2 = \cdots = \alpha_N = \alpha \in (0, +\infty)
\]
and
\[
0 < A_1 = A_2 = \cdots = A_N = A \leq \alpha.
\]
Then the solution given by (4.14) becomes
\[
u^*(x, t) = -\frac{A\alpha e^{-2\alpha t}}{\alpha - A(1 - e^{-2\alpha t})} |x|^2.	ag{4.15}
\]
If we pick
\[
q = \frac{\alpha e^{\alpha t}}{(\alpha - A) e^{2\alpha t} + A^p},	ag{4.16}
\]
then we get equality in (4.7).

Indeed,
\[
\int_{\mathbb{R}^N} \left( e^{\nu^*(x, t)} \right)^{q e^{\alpha t}} dx = \int_{\mathbb{R}^N} e^{\frac{-A\alpha e^{\alpha t}}{\alpha - A(1 - e^{-2\alpha t})} |x|^2} dx = \prod_{j=1}^N e^{\frac{-A\alpha e^{\alpha t}}{\alpha - A(1 - e^{-2\alpha t})} x_j^2} dx_j
\]
\[
= \prod_{j=1}^N e^{\frac{-A\alpha e^{\alpha t}}{\alpha - A(1 - e^{-2\alpha t})} x_j^2} dx_j = \prod_{j=1}^N \sqrt{\frac{\pi[(\alpha - A)e^{2\alpha t} + A]}{A\alpha e^{\alpha t}}},
\]
while
\[
\int_{\mathbb{R}^N} \left( e^{u^*_0(x)} \right)^p dx = \int_{\mathbb{R}^N} e^{-\sum_{j=1}^N p A x_j^2} dx = \prod_{j=1}^N e^{-A p x_j^2} dx_j = \left( \frac{\pi}{Ap} \right)^\frac{N}{2},
\]
substituting into (4.7), taking into account that
\[
\|e^{Q_t u^*_0}\|_{L^{q e^{\alpha t}}(\mathbb{R}^N)} = \left( \int_{\mathbb{R}^N} \left( e^{\nu^*(x, t)} \right)^{q e^{\alpha t}} dx \right)^\frac{1}{q e^{\alpha t}},
\]
we finally obtain
\[
\left( \frac{\pi[(\alpha - A)e^{2\alpha t} + A]}{A\alpha e^{\alpha t}} \right)^{\frac{N}{2} q e^{\alpha t}} \leq \left( \frac{q - p e^{-\beta t}}{\pi(1 - e^{-2\alpha t})} \right)^\frac{N}{2} (\frac{p}{q})^\frac{\frac{N}{2} q e^{\alpha t}}{q e^{\alpha t}} (\frac{\pi}{Ap})^\frac{N}{2}.
\]
The above inequality holds if and only if
\[
\left( \frac{\pi[(\alpha - A)e^{2\alpha t} + A]}{A\alpha e^{\alpha t}} \right)^{\frac{1}{q e^{\alpha t}}} \leq \left( \frac{q - p e^{-\beta t}}{\pi(1 - e^{-2\alpha t})} \right)^\frac{\frac{N}{2} q e^{\alpha t}}{q e^{\alpha t}} (\frac{p}{q})^\frac{\frac{N}{2} q e^{\alpha t}}{q e^{\alpha t}} (\frac{\pi}{Ap})^\frac{N}{2}.
\]
The choice of \( q \) by (4.16) gives
\[
\left( \frac{\pi[(\alpha - A)e^{2\alpha t} + A]}{A\alpha e^{\alpha t}} \right)^{\frac{1}{q e^{\alpha t}}} = \left( \frac{q - p e^{-\beta t}}{\pi(1 - e^{-2\alpha t})} \right)^\frac{\frac{N}{2} q e^{\alpha t}}{q e^{\alpha t}} (\frac{p}{q})^\frac{\frac{N}{2} q e^{\alpha t}}{q e^{\alpha t}} (\frac{\pi}{Ap})^\frac{N}{2}.
\]
Indeed, we can do the computation as in the one-dimensional case (see [1]) to get equality. Then we may conclude stating the following

**Theorem 4.2.** The function defined by (4.14), solution of the Cauchy problem with initial datum \( u_0(x) = -A|x|^2 \) verifies equality in the hypercontractivity inequality, showing the optimality of the estimate.
5. **LSI.** Given the semigroup \( t \to Q_t^\alpha \) defined by (4.1) we consider the function

\[
F(t) = \| e^{Q_t u_0} \|_{L^\infty(\mathbb{R}^N)},
\]

with \( q \) a non decreasing \( C^1 \) function and \( u_0 \) smooth enough. From our previous computation in [1] we obtain the formula

\[
q(t)(F(t))^{q(t)-1} F'(t) = -q'(t)(F(t))^{q(t)} \log F(t) + \int_{\mathbb{R}^N} e^{q(t)Q_t u_0(x)} \left( q'(t)Q_t u_0(x) + q(t) \frac{\partial}{\partial t} Q_t u_0(x) \right) dx
\]

Taking into account that

\[
\log F(t) = \frac{1}{q(t)} \int_{\mathbb{R}^N} e^{q(t)Q_t u_0(x)} dx
\]

and that \( Q_t u_0(x) = u(x, t) \) is solution of the Hamilton-Jacobi equation (3.1) we have

\[
(F(t))^{q(t)-1} F'(t) = -\frac{q'(t)}{q(t)} (F(t))^{q(t)} \log F(t) + \int_{\mathbb{R}^N} e^{q(t)Q_t u_0(x)} \left( q'(t)Q_t u_0(x) + q(t) \frac{\partial}{\partial t} Q_t u_0(x) \right) dx
\]

\[
= -\frac{q'(t)}{q^2(t)} \left( \int_{\mathbb{R}^N} e^{q(t)Q_t u_0(x)} dx \right) \log \int_{\mathbb{R}^N} e^{q(t)Q_t u_0(x)} dx + \int_{\mathbb{R}^N} \frac{q'(t)}{q(t)} e^{q(t)Q_t u_0(x)} Q_t u_0(x) dx \]

\[
- \int_{\mathbb{R}^N} e^{q(t)Q_t u_0(x)} \left[ \frac{1}{2} |DQ_t u_0(x)|^2 + \sum_{i=1}^{N} \alpha_j x_j \frac{\partial}{\partial x_j} Q_t u_0(x) \right] dx.
\]

We recall the definition of entropy of a function \( h \)

\[
E(h) := \int_{\mathbb{R}} h \log h dx - \int_{\mathbb{R}} h dx \log \int_{\mathbb{R}} h dx
\]

then

\[
(F(t))^{q(t)-1} F'(t) = \frac{q'(t)}{q^2(t)} E(e^{q(t)Q_t u_0(x)}) - \int_{\mathbb{R}^N} e^{q(t)Q_t u_0(x)} \left[ \frac{1}{2} |DQ_t u_0(x)|^2 + \sum_{i=1}^{N} \alpha_j x_j \frac{\partial}{\partial x_j} Q_t u_0(x) \right] dx.
\]

Then we select the function \( q(t) \). We take \( \alpha_1, \alpha_2, \ldots, \alpha_N \) satisfying the condition (4.10). We fix \( \beta \) such that

\[
\max_{i} \{ \alpha_i \} \leq \beta \leq \min_{i} \{ 2\alpha_i \},
\]

and we introduce the function

\[
F^*(t) = \| e^{Q_t u_0} \|_{L^{\max_{i} \{ \alpha_i \}}(\mathbb{R}^N)}.
\]

In a similar way to the one-dimensional case we can state

**Lemma 5.1.** We assume (2.1), (2.2), (4.10) and we take \( p \) satisfying

\[
0 < p < \frac{\pi}{\max_i \{ \alpha_i \}}, \quad \max_{i} \alpha_i < \pi
\]

then the function \( F^* \) is non increasing in \((0, \frac{1}{\min_i \{2\alpha_i \}} \log \frac{\pi}{p \max_i \{ \alpha_i \}})\).
Proof. We take \( t_1 \) and \( t_2 \in (0, \frac{1}{\min\{2\alpha_i\}} \log \frac{\pi}{p \max\{\alpha_i\}}) \) (\( t_1 < t_2 \)) and \( \beta \) satisfying (5.3). Then

\[
e^{\beta t_1} \in \left(0, \frac{\pi}{p \max\{\alpha_i\}}\right),
\]

and

\[
F^*(t_2) = \|e^{Q_{t_2}u_0}\|_{L^p(\mathbb{R}^N)} = \|e^{Q_{t_2-1}(Q_{t_1}u_0)}\|_{L^p(\mathbb{R}^N)}
\leq \|e^{Q_{t_1}u_0}\|_{L^p(\mathbb{R}^N)} = F^*(t_1)
\]

By (5.1) we have that

\[
F^*(t) \leq 0, \quad \forall t \in \left(0, \frac{1}{\min\{2\alpha_i\}} \log \frac{\pi}{p \max\{\alpha_i\}}\right)
\]

and, by (5.2),

\[
\frac{q'(t)}{q^2(t)} E(e^{\gamma(t)Q_{t}u_0(x)}) \leq \frac{1}{2} \int_{\mathbb{R}^N} e^{\gamma(t)Q_{t_1}u_0(x)}|DQ_{t}u_0(x)|^2 + \sum_{i=1}^{N} \alpha_i \int_{\mathbb{R}^N} e^{\gamma(t)Q_{t_1}u_0(x)}x_i \frac{\partial}{\partial x_i} Q_{t}u_0(x)dx.
\]

Then,

\[
q'(t) E(e^{\gamma(t)Q_{t}u_0(x)}) + q(t) \sum_{i=1}^{N} \alpha_i \int_{\mathbb{R}^N} e^{\gamma(t)Q_{t_1}u_0(x)}dx \leq \frac{q^2}{2} \int_{\mathbb{R}^N} e^{\gamma(t)Q_{t_1}u_0(x)}|DQ_{t}u_0(x)|^2dx
\]

\[
= 2 \int_{\mathbb{R}^N} |D e^{\gamma(t)Q_{t}u_0(x)}|^2dx.
\]

Finally we wish to give a conclusive result of (5.4)

**Theorem 5.2.** In the same hypothesis of Lemma (5.1), for any function \( g \in H^1(\mathbb{R}^N) \) we have

\[
\text{Ent}_t(x)(g^2) + N \int_{\mathbb{R}^N} g^2(x)dx \leq \frac{2}{\pi} \int_{\mathbb{R}^N} |Dg(x)|^2dx.
\]

Proof. We apply (5.4) setting

\[
h = h(x, t) = e^{\gamma(t)Q_{t}u_0(x)}, \quad p = 1, \quad q(t) = e^{\pi t};
\]

and we fix \( N \) positive numbers \( \alpha_1, \ldots, \alpha_N \) with the conditions

\[
\alpha_i < \pi < 2\alpha_i \quad i, l = 1, \ldots, N, \quad \beta = \pi.
\]

Then

\[
\pi e^{\gamma t} E(h^2) + e^{\pi t}(\sum_{i=1}^{N} \alpha_i) \int_{\mathbb{R}^N} h^2dx \leq 2 \int_{\mathbb{R}^N} |Dh|^2dx.
\]

Then we take the limit as \( \alpha_i \to \pi \) and \( t \to 0^+ \) we obtain (5.5) for \( e^{u_0} \). By density we obtain (5.5) in the general case.
6. Mixed model. In this Section we fix $N = n + m$ and we represent the N-tuple of $\mathbb{R}^N$ as $(x, x') \in \mathbb{R}^n \times \mathbb{R}^m$, $x = (x_1, \ldots, x_n)$, $x' = (x'_1, \ldots, x'_m)$, and the function $f$ defined in $\mathbb{R}^N = \mathbb{R}^n \times \mathbb{R}^m$, which we represent with the notation $f(x, x') = f(x_1, \ldots, x_n, x'_1, \ldots, x'_m)$. In a similar way we shall use $u(x, x', t) = u(x_1, \ldots, x_n, x'_1, \ldots, x'_m, t)$, and we shall denote the gradient $(D, D')$ with respect to the variables in $\mathbb{R}^n \times \mathbb{R}^m$, with the position $D = (\partial_{x_1}, \ldots, \partial_{x_n})$ and $D' = (\partial_{x'_1}, \ldots, \partial_{x'_m})$. We shall deal with the Cauchy problem

$$\begin{cases}
u(x, x', t) + \frac{1}{2} D u(x, x', t)^2 + \frac{1}{2} |D' u(x, x', t)^2| + \\
\sum_{i=1}^n a_i x_i u(x, x', t) = 0 \quad \text{in } \mathbb{R}^N \times (0, +\infty),
\end{cases}$$

(6.1)

A candidate function to be a solution is

$$u(x, x', t) = \min_{y, y' \in \mathbb{R}^N} \left\{ u_0(y, y') + \sum_{i=1}^n \frac{\alpha_j}{1 - e^{-\alpha_j t}} (y_j - e^{-\alpha_j t} x_j)^2 + \frac{1}{2 t} |y' - y|^2 \right\}.$$ 

We need to define together with the semigroup $Q_t^{\alpha_1}, \ldots, Q_t^{\alpha_N}$ we introduced above (from now denoted by $Q_t^{\alpha_1}, \ldots, Q_t^{\alpha_N}$) the semigroups

$$Q_t^{\alpha_1, \ldots, \alpha_N}, Q_t^{\alpha_1}, \ldots, Q_t^{\alpha_N}$$

where $Q_t^{\alpha_1, \ldots, \alpha_N}$ is the usual Hopf-Lax semigroup applied to the variable $x_j$, $j = 1, \ldots, m$

$$Q_t^{\alpha_{x_j}}(x_j) = \min_{y_j} \left\{ f(y_j) + \frac{1}{2 t} (y_j - x_j)^2 \right\}.$$ 

We observe that the one-dimensional semigroups

$$Q_t^{\alpha_1, \ldots, \alpha_N}, Q_t^{\alpha_1}, Q_t^{\alpha_2}, \ldots, Q_t^{\alpha_N}$$

applied to functions of $n + m$ variables $x_1, \ldots, x_n, x'_1, \ldots, x'_m$ are pairwise commutative. Then our solution of (6.1) will be

$$u(x, x', t) = Q_t^{\alpha_1, \ldots, \alpha_N} Q_t^{\alpha_1} Q_t^{\alpha_2} \ldots Q_t^{\alpha_m} (u_0)(x, x'),$$

and also

$$u(x, x', t) = \min_{z_1, \ldots, z_m} \left\{ u_0(e^{-\alpha_1 t} x_1 + \sqrt{1 - e^{-2\alpha_1 t} z_1}, \ldots, e^{-\alpha_n t} x_n + \sqrt{1 - e^{-2\alpha_n t} z_n}) \right\} + \sum_{i=1}^n \alpha_i z_i^2 + \frac{1}{2} |z'|^2,$$

obtained by the change of variables

$$\begin{cases}
y_j = e^{-\alpha_j t} x_j + \sqrt{1 - e^{-2\alpha_j t} z_j} & j = 1, \ldots, n \\
y'_j = x'_j + \sqrt{z'_j} & l = 1, \ldots, m.
\end{cases}$$

In the following we shall use the notation

$$Q_t^{(\alpha, 0)}(u_0)(x, x') = u(x, x', t).$$

It is not difficult to show that

$$Q_t^{(\alpha, 0)} Q_s^{(\alpha, 0)} = Q_{t+s}^{(\alpha, 0)} \quad \forall s, t \in (0, +\infty).$$

Indeed we can use the pairwise commutativity of the one-dimensional semigroups, as we have already done in Section 2. In a similar way from the Lipschitz continuity of $u_0(x, x')$ we deduce the same property (with a different constant) for the function $u(x, x', t)$, and, also, the uniform convergence on compact subset to the initial datum
as $t \to 0^+$. The semigroup properties allow us to show that $u$ is viscosity solution of the Cauchy problem (6.1). Moreover, denoting by

$$Q_t^{(\alpha, \alpha')} = Q_{t,x_1}^{\alpha_1}, \ldots, Q_{t,x_n}^{\alpha_n}, Q_{t,x'_1}^{\alpha'_1}, \ldots, Q_{t,x'_m}^{\alpha'_m}$$

the following holds

**Theorem 6.1.** If $u_0 \in \text{Lip}(\mathbb{R}^n \times \mathbb{R}^m)$, then for any compact subset $K$ of $\mathbb{R}^n \times \mathbb{R}^m$ we have

$$\lim_{\alpha' \to 0} Q_t^{(\alpha, \alpha')}(u_0)(x, x') = Q_t^{(\alpha, 0)}(u_0)(x, x'),$$

uniformly on $K$.

Now we study the hypercontractivity of $Q_t^{(\alpha, 0)}(u_0)(x, x')$. We fix $\beta \geq \max \{\alpha_i\}$ and two positive numbers $p$ and $q$ such that $p \leq q$ and

$$a = \frac{p}{q} e^{-\beta t}.$$

In order to apply the Brunn-Minkowski inequality, we introduce the functions

$$\begin{align*}
\begin{cases}
u(x, x') &= \exp[q e^{\beta t} Q_t^{(\alpha, 0)}(u_0)(x, x')] \\v(x, x') &= \exp[-\sum_{i=1}^n \gamma_i x_i^2 - \sum_{i=1}^m \gamma_i' x_i'^2] \\
u(x, x') &= \exp[p u_0(\frac{p}{q} e^{-\beta t}, e^{\beta t})] x_1, \ldots, \frac{q}{p} e^{-\beta t} x_n, \frac{q}{p} e^{-\beta t} x_1', \ldots, \frac{q}{p} e^{-\beta t} x_m']
\end{cases}
\end{align*}$$

(6.2)

It is easy to see that,

$$(u(x))^a = \exp\{p u_0(\frac{p}{q} e^{-\beta t}, e^{\beta t})\} \leq \exp\{p u_0(\frac{q}{p} e^{-\beta t}, e^{\beta t})\} x_1, \ldots, \frac{q}{p} e^{-\beta t} x_n, \frac{q}{p} e^{-\beta t} x_1', \ldots, \frac{q}{p} e^{-\beta t} x_m'\}.$$

In the above formula for the variable $(x'_1, \ldots, x'_m)$ we used the vectorial notation. Using the substitution

$$\begin{align*}
\begin{cases}
\frac{p}{q} e^{-\beta t} x_i = (1 - \frac{p}{q} e^{-\beta t}) y_i, \\
\frac{q}{p} e^{-\beta t} x_i' = (1 - \frac{q}{p} e^{-\beta t}) y_i'
\end{cases}
\end{align*}$$

(6.3)

(4.6)

$$e^{\beta t} \frac{q}{p} (a x_n + (1 - a) y_n), e^{\beta t} \frac{q}{p} (a x'_n + (1 - a) y'_n)$$

$$\begin{align*}
&+ p \sum_{j=1}^n \alpha_j e^{2(\beta_j - \alpha_j)t} \frac{q^2 (1 - a)^2}{p^2 (1 - e^{-2\alpha_j t})} y_j^2 + \frac{p}{2} e^{2\beta t} \frac{q^2 (1 - a)^2}{t} |y'|^2 \\
&- (1 - a) \sum_{i=1}^n \gamma_i y_i^2 - (1 - a) \sum_{i=1}^m \gamma_i' y_i'^2 \}
\end{align*}$$
Now, we fix $\gamma_1, \ldots, \gamma_n, \gamma'_1, \ldots, \gamma'_m$ in order to vanish $y^2_j$ and $y'^2_j$. Hence we solve
\[
\begin{cases}
(1 - a)\gamma_j = p\alpha_j e^{2(\beta - \alpha)t} \frac{q^2(1-a)^2}{p^2(1 - e^{-2\alpha t})} & j = 1, \ldots, n \\
(1 - a)\gamma'_l = \frac{p}{2} e^{2\beta t} \frac{q^2(1-a)^2}{p^2} & l = 1, \ldots, m,
\end{cases}
\]
which gives
\[
\begin{cases}
\gamma_j = e^{2(\beta - \alpha)t} \frac{\alpha_j q (q - pe^{-\beta t})}{p(1 - e^{-2\alpha t})} & j = 1, \ldots, n \\
\gamma'_l = \frac{1}{2} e^{2\beta t} \frac{q (q - pe^{-\beta t})}{pe^{-\beta t}} & l = 1, \ldots, m.
\end{cases}
\]
Hence, arguing as in Section 4 we find
\[
(u(x, x'))^a (v(y, y'))^{1-a} \leq w(ax + (1-a)y, ax' + (1-a)y'),
\]
$\forall(x, x'), (y, y') \in \mathbb{R}^n \times \mathbb{R}^m$. Then
\[
\left( \int_{\mathbb{R}^n \times \mathbb{R}^m} u(x, x')dxdx' \right)^a \left( \int_{\mathbb{R}^n \times \mathbb{R}^m} v(x, x')dxdx' \right)^{1-a} \leq \int_{\mathbb{R}^n \times \mathbb{R}^m} w(x, x')dxdx'.
\]
\[
\int_{\mathbb{R}^n \times \mathbb{R}^m} v(x, x')dxdx' = \int_{\mathbb{R}^n \times \mathbb{R}^m} \exp[-n \sum_{i=1}^n \gamma x_i^2 - m \sum_{j=1}^m \gamma'_j x_j'^2]dxdx'
\]
\[
= \left( \prod_{j=1}^n \int_{\mathbb{R}^n} e^{-\gamma x_i^2} dx_i \right)^{\frac{1}{2}} \left( \prod_{l=1}^m \int_{\mathbb{R}^m} e^{-\gamma'_l x_l'^2} dx_l \right)^{\frac{1}{2}} = \prod_{j=1}^n \left( \frac{\pi}{\gamma_j} \right)^{\frac{n}{2}} \prod_{l=1}^m \left( \frac{\pi}{\gamma'_l} \right)^{\frac{1}{2}}.
\]
Furthermore, we obtain
\[
\int_{\mathbb{R}^n \times \mathbb{R}^m} w(x, x')dxdx' = \int_{\mathbb{R}^n} dx \int_{\mathbb{R}^m} \exp\{pu_0(\frac{q}{p} e^{(\beta - \alpha)t} x_1, \ldots, \frac{q}{p} e^{\beta t} x_m)\}dx'
\]
\[
= \left( \prod_{j=1}^n \frac{p}{q} e^{-(\beta - \alpha)t} \right)^{\frac{n}{2}} \left( \frac{p}{q} e^{-\beta t} \right)^m \int_{\mathbb{R}^n} dx \int_{\mathbb{R}^m} \exp\{pu_0(x, x')\}dx'.
\]
Taking into account that $a = \frac{p}{q e^{\beta t}}$, with an easy computation, we have
\[
\|e^{Q_{(x, 0)}^\alpha} u_0\|_{L^p e^{\beta t} (\mathbb{R}^n \times \mathbb{R}^m)} \leq C_{(\alpha, 0)} \|e^{u_0}\|_{L^p (\mathbb{R}^n \times \mathbb{R}^m)}
\]
where the constant $C_{(\alpha, 0)}$ is given by
\[
C_{(\alpha, 0)} = \frac{\left( \prod_{j=1}^n \frac{p}{q} e^{-(\beta - \alpha)t} \right)^{\frac{1}{2}} \left( \frac{p}{q} e^{-\beta t} \right)^m}{\left( \prod_{j=1}^n \left( \frac{\pi}{\gamma_j} \right)^{\frac{n}{2}} \prod_{l=1}^m \left( \frac{\pi}{\gamma'_l} \right)^{\frac{1}{2}} \right)^{\frac{1}{2}} - \frac{1}{q e^{\beta t}}.}
\]
We observe that
\[
\frac{\left( \prod_{j=1}^n \frac{p}{q} e^{-(\beta - \alpha)t} \right)^{\frac{1}{2}}}{\prod_{j=1}^n \left( \frac{\pi}{\gamma_j} \right)^{\frac{n}{2}} \prod_{l=1}^m \left( \frac{\pi}{\gamma'_l} \right)^{\frac{1}{2}} \left( \frac{1}{q e^{\beta t}} \right)^{\frac{1}{2}}}
\]
\[
= \prod_{j=1}^n \left( \frac{p}{q} e^{-(\beta - \alpha)t} \right)^{\frac{1}{2}} \prod_{j=1}^n \left( e^{2(\beta - \alpha)t} \frac{\alpha_j q (q - pe^{-\beta t})}{p(1 - e^{-2\alpha t})} \right)^{\frac{1}{2}} \left( \frac{1}{q e^{\beta t}} \right)^{\frac{1}{2}}.
\]
Then we set
\[ C^{(n)}_\alpha = \prod_{j=1}^{n} \left( \frac{\alpha_j}{\alpha_j(q - pe^{-\beta t})} \right) \frac{1}{\pi(1 - e^{-2\alpha_j t})} \left( \frac{p}{q} \right) \frac{1}{\pi(1 - e^{-\beta t})} \prod_{j=1}^{n} e^{-\alpha_j \beta t} \].

This is the constant obtained in the Section 4 \((N = n)\), assuming \(\alpha_i > 0 \ i = 1, \ldots, n\). Let us examine the new factor
\[ C^{(m)}_0 = \frac{\left( \frac{e^{-\beta t}}{2\pi t} \right) \left( \frac{1}{\pi(1 - e^{-\beta t})} \right) \left( \frac{p}{q} \right) \frac{1}{\pi(1 - e^{-\beta t})} e^{-\alpha \beta t}}{\prod_{i=1}^{m} \left( \frac{\pi}{n_i} \right) \left( \frac{1}{\pi(1 - e^{-\beta t})} \right) \left( \frac{p}{q} \right) \frac{1}{\pi(1 - e^{-\beta t})} e^{-\alpha \beta t}}. \]

Finally
\[ C^{(m)}_0 = \left( \frac{q - pe^{-\beta t}}{2\pi t} \right) \left( \frac{1}{\pi(1 - e^{-\beta t})} \right) \left( \frac{p}{q} \right) \frac{1}{\pi(1 - e^{-\beta t})} e^{-\alpha \beta t}. \]

Taking
\[ C_0 = \left( \frac{q - pe^{-\beta t}}{2\pi t} \right) \left( \frac{1}{\pi(1 - e^{-\beta t})} \right) \left( \frac{p}{q} \right) \frac{1}{\pi(1 - e^{-\beta t})} e^{-\alpha \beta t}. \]

we have \(C^{(m)}_0 = (C_0)^m\), and
\[ C_{(\alpha,0)} = (C_0)^m C^{(n)}_\alpha. \]

Let us fix \(q = p \geq 1\). Then
\[ C^{(n)}_\alpha = \prod_{j=1}^{n} \left( \frac{\alpha_j}{\alpha_j(q - pe^{-\beta t})} \right) \frac{1}{\pi(1 - e^{-2\alpha_j t})} \prod_{j=1}^{n} e^{-\alpha_j \beta t}. \] (6.5)

6.1. Optimality of the estimate. We discuss the optimality of our constant in the case \(\alpha_1 = \cdots = \alpha_n =: \alpha; \alpha_{n+1} = \cdots = \alpha_N = 0\) and \(\beta = \alpha\)
\[ C_{(\alpha,0)} = C^{(n)}_\alpha(C_0)^m = \left( \frac{\alpha(q - pe^{-\alpha t})}{\pi(1 - e^{-2\alpha t})} \right) \left( \frac{p}{q} \right) \frac{1}{\pi(1 - e^{-\alpha t})} e^{-\alpha \beta t}. \] (6.6)

We solve the problem
\[ \begin{cases} u_t(x, x', t) + \frac{1}{2} |Du(x, x', t)|^2 + \frac{1}{2} |D'u(x, x', t)|^2 + \alpha x Du(x, x', t) = 0 & \text{in } \mathbb{R}^N \times (0, +\infty), \\ u(x, x', 0) = -A|x|^2 - B|x'|^2 & \text{in } \mathbb{R}^n, x' \in \mathbb{R}^m, \end{cases} \]
and \(A, B\) real, positive constants.\(^2\)
We find the solution
\[ u^*(x, x', t) = -\frac{A\alpha e^{-2\alpha t}}{\alpha - A + Ae^{-2\alpha t}|x|^2} - \frac{B}{1 - 2Bt}|x'|^2. \]

\(^2\) See the introduction for the choice of quadratic initial data.
Proposition 2. If $A$ and $B$ satisfy the assumptions
$$0 < B < A < \alpha$$
then there exists a unique $t_* \in (0, \frac{1}{2B})$ solution of the equation
$$2Bt = \frac{A}{\alpha}(1 - e^{-2\alpha t}). \quad (6.7)$$

Indeed to show the assert we draw the graphics of the functions $2Bt$ and $\frac{A}{\alpha}(1 - e^{-2\alpha t})$ and its tangent at the origin and we take into account the assumptions.

Then, we can state the Theorem

Theorem 6.2. We take $\alpha_1 = \cdots = \alpha_n ; \alpha_{n+1} = \cdots = \alpha_N = 0$ and $\beta = \alpha$. We consider real constants $A$ and $B$ such that $0 < B < A < \alpha$; the initial datum $u(x, x', 0) = -A|x|^2 - B|x'|^2$. We fix
$$q_\star e^{\alpha t_\star} = \frac{\alpha}{\alpha - A + Ae^{-2\alpha t_\star}} p = \frac{B}{1 - 2Bt_\star} p \quad (6.8)$$
where $t_\star$ is given by the unique positive solution of $(6.7)$ and $p \in (1, +\infty)$. Then we have
$$\|e^{Q_\star(t_\star)} u_\star\|_{L^p(x_\star, x^m)} = C_\star(t_\star) \|e^{u_\star}\|_{L^p(x_\star, x^m)} \quad (6.9)$$
where the constant $C_\star(t_\star)$ is the constant $C(t_\star)$ given by (6.6) computed for the particular values of $q$ and $t_\star$ given by (6.8).

Proof. We take as in Section 4
$$qe^{\alpha t} = \frac{\alpha}{\alpha - A + Ae^{-2\alpha t}} p \quad p \in (1, +\infty),$$
then
$$\|e^{Q_\star(t_\star)} u_\star\|_{L^p(x_\star, x^m)} = \left( \int_{x^m} e^{-\frac{Ae^{-2\alpha t}}{\alpha - A + Ae^{-2\alpha t}} |x|^2 q e^{\alpha t} \, dx \right)^{\frac{1}{p}} = \left( \int_{x^m} e^{-\frac{B}{1 - 2Bt_\star} |x'|^2 q e^{\alpha t} \, dx' \right)^{\frac{1}{p}} .$$

Arguing as in Section 4, we have
$$\left( \int_{x^m} e^{-\frac{Ae^{-2\alpha t}}{\alpha - A + Ae^{-2\alpha t}} |x|^2 q e^{\alpha t} \, dx \right)^{\frac{1}{p}} = \left( \frac{\pi}{Aq} \right)^{\frac{2}{p}} C^{(n)} \quad \|e^{-A|x|^2}\|_{L^p(x^m)} = \left( \frac{\pi}{Ap} \right)^{\frac{2}{p}} .$$

The above computation is valid for any positive $t$, while from now we fix $t = t_\star$ (which exists and it is unique by the proposition (2)) such that
$$qe^{\alpha t_\star} = \frac{\alpha}{\alpha - A + Ae^{-2\alpha t_\star}} p = \frac{1}{1 - 2Bt_\star} p \quad p \in (1, +\infty)$$
Then
$$\left( \int_{x^m} e^{-\frac{B}{1 - 2Bt_\star} |x'|^2 q e^{\alpha t_\star} \, dx' \right)^{\frac{1}{p}} = \left( \int_{x^m} e^{-\frac{A}{1 - 2Bt_\star} |x'|^2 q e^{\alpha t_\star} \, dx' \right)^{\frac{1}{p}} = \left( \frac{\pi}{Bp} (1 - 2Bt_\star) \right)^{\frac{2}{p}} (1 - 2Bt_\star)^{\frac{1 - 2Bt_\star}{p}} .$$
We set

\[ q^* = \frac{1}{1 - 2Bt_*} p, \]

then

\[
\left[ \sqrt{\frac{\pi}{Bp}} (1 - 2Bt_*) \right]^{\frac{p}{2}} (1 - 2Bt_*) = \left( \frac{\pi}{Bp} \right)^{\frac{p}{2}} \left( \frac{Bp}{\pi} \right)^{\frac{mBt_*}{p}} \left( \frac{p}{q^*} \right)^{\frac{p}{2}}
\]

\[ = \left( \frac{\pi}{Bp} \right)^{\frac{p}{2}} \left( \frac{p}{2} \pi t_* \right)^{\frac{p}{2}} \left( \frac{q^* - p}{q^*} \right)^{\frac{p}{2}} \left( \frac{p}{q^*} \right)^{\frac{p}{2}}
\]

\[ = \left( \frac{\pi}{Bp} \right)^{\frac{p}{2}} \left( q^* - p \right)^{\frac{p}{2}} \left( \frac{p}{q^*} \right)^{\frac{p}{2}} \left( \frac{p}{q^*} \right)^{\frac{p}{2}}
\]

\[ = \|e^{-B|x|^2}||_{L^p} \left( \frac{q^* - p}{2\pi t_*} \right)^{\frac{p}{2}} \left( \frac{p}{q^*} \right)^{\frac{p}{2}} \left( \frac{p}{q^*} \right)^{\frac{p}{2}}.
\]

Here we have the constant

\[ C_* = \left( \frac{q^* - p}{2\pi t_*} \right)^{\frac{p}{2}} \left( \frac{p}{q^*} \right)^{\frac{p}{2}} \left( \frac{p}{q^*} \right)^{\frac{p}{2}}. \]

We observe that this is the constant found by I. Gentil (see Theorem 2.1 [8]). Since \( q^* = e^{\alpha t} q \) we also have

\[ C_* = \left( \frac{q e^{\alpha t} - p}{2\pi t_*} \right)^{\frac{p}{2}} \left( \frac{p}{q e^{\alpha t}} \right)^{\frac{p}{2}} \left( \frac{p}{q e^{\alpha t}} \right)^{\frac{p}{2}}
\]

\[ = \left( g - pe^{-\alpha t} \right)^{\frac{p}{2}} \left( \frac{p}{q e^{\alpha t}} \right)^{\frac{p}{2}} e^{-\frac{p}{2} e^{-\alpha t}},
\]

which is exactly our factor in \( C_{(\alpha,0)} \). This shows the optimality.

\[ \square \]

6.2. Hypercontractivity and ultracontractivity. We assume that \( \alpha_1, \alpha_2, \ldots, \alpha_n \) satisfy

\[ \max_{i=1, \ldots, n} \{\alpha_i\} \leq \min_{i=1, \ldots, n} \{2\alpha_i\} \text{ and } \max_{i=1, \ldots, n} \{\alpha_i\} < \pi. \]  \hspace{1cm} (6.10)

We select \( \beta \) such that

\[ \max_{i=1, \ldots, n} \{\alpha_i\} \leq \beta \leq \min_{i=1, \ldots, n} \{2\alpha_i\}, \]  \hspace{1cm} (6.11)

we fix \( p \) such that

\[ 1 \leq p < \frac{\pi}{\max_{i=1, \ldots, n} \{\alpha_i\}}. \]  \hspace{1cm} (6.12)

Then (6.5) gives

\[ C^{(n)}_{\alpha} < 1. \]  \hspace{1cm} (6.13)

Moreover

\[ C_0 = \left( \frac{p(1 - e^{-\beta t})}{2\pi t} \right)^{\frac{p}{2}} e^{-\frac{p}{2} \beta t}.
\]

Then we have the following Theorem

**Theorem 6.3.** Assume (2.1), (2.2), (6.10) and select \( \beta \) and \( p \) satisfying (6.11) and (6.12). Then there exists \( t_0 \) such that for any \( t > t_0 \) the semigroup \( Q_{t}^{(\alpha,0)} \) is hypercontractive.
To get the ultracontractivity property we have
\[
\lim_{q \to +\infty} C_\alpha^{(n)} = \lim_{q \to +\infty} \left[ \prod_{j=1}^{n} \left( \frac{\alpha_j (q - pe^{-\beta t})}{\pi (1 - e^{-2\alpha_j t})} \right)^\frac{1}{p} \left( \frac{p}{q} \right)^\frac{1}{p} \prod_{j=1}^{n} e^{\frac{\alpha_j}{q} (\alpha_j - \beta t)} \right].
\]
Arguing as in [1] and its generalization in Section 4 of this paper we can show
\[
\lim_{q \to +\infty} C_0^{(m)} = \lim_{q \to +\infty} \left[ \left( \frac{q - pe^{-\beta t}}{2 \pi t} \right)^\frac{1}{p} \left( \frac{p}{q} \right)^\frac{1}{p} e^{-\frac{\alpha_j}{q} \beta t} \right] = \left( \frac{p}{2 \pi t} \right)^\frac{1}{p}.
\]
Then we have
\[
\| e^{Q_t^{(\alpha,0)} u_0} \|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^m)} \leq \left( \frac{p}{2 \pi t} \right)^\frac{1}{p} \left( \frac{p \alpha}{\pi (1 - e^{-2\alpha t})} \right)^\frac{1}{p} \| e^{u_0} \|_{L^p(\mathbb{R}^n \times \mathbb{R}^m)}
\]
hence we have the following

**Theorem 6.4.** Assume (2.1), (2.2) and \( \max_{i=1,\ldots,n} \{ \alpha_i \} < \pi \), and select \( p \) satisfying (6.12), then there exists \( t_0 \) such that for any \( t > t_0 \) the semigroup \( Q_t^{(\alpha,0)} \) is ultracontractive.

We end the paper with the following observation:
\[
\| e^{Q_t^{(\alpha,0)} u_0} \|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^m)} = \| Q_t^{(\alpha,0)} u_0 \|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^m)}.
\]
Then, taking \( \alpha_1 = \cdots = \alpha_n \), we consider
\[
\begin{align*}
u(x, x', t) + \frac{1}{2} |Du(x, t)|^2 + \frac{1}{2} |D' u(x, t)|^2 + 
+ \alpha xDu(x, x', t) = 0 \quad &\text{in} \quad \mathbb{R}^N \times (0, +\infty), \\
u(x, x', 0) = u_0 \quad &\text{in} \quad \mathbb{R}^N.
\end{align*}
\]
In this case we have
\[
\lim_{q \to +\infty} C_\alpha^{(n)} = \left( \frac{p \alpha}{\pi (1 - e^{-2\alpha t})} \right)^\frac{1}{p}
\]
and
\[
\| e^{Q_t^{(\alpha,0)} u_0} \|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^m)} \leq \left( \frac{p}{2 \pi t} \right)^\frac{1}{p} \left( \frac{p \alpha}{\pi (1 - e^{-2\alpha t})} \right)^\frac{1}{p} \| e^{u_0} \|_{L^p(\mathbb{R}^n \times \mathbb{R}^m)}.
\]
Hence, we get the following estimate for the solution of (6.14)
\[
\| u(x, x', t) \|_{L^\infty(\mathbb{R}^n \times \mathbb{R}^m)} \leq \frac{n}{2p} \log \frac{p \alpha}{\pi (1 - e^{-2\alpha t})} + \frac{m}{2p} \log \frac{p}{2 \pi t} + \log \| e^{u_0} \|_{L^p(\mathbb{R}^n \times \mathbb{R}^m)}.
\]
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