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ABSTRACT Quantum computing is regarded as the future of computing that hopefully provides exponentially large processing power compared to the conventional digital computing. However, current quantum computers do not have the capability to correct errors caused by environmental noise, so that it is difficult to run useful algorithms that require deep quantum circuits. Therefore, emulation of quantum circuits in digital computers is essential. However, emulation of large quantum circuits requires enormous amount of computations, and leads to a very large processing time. To reduce the processing time, we propose an FPGA emulator with high-bandwidth-memory to emulate quantum Fourier transform (QFT), which is a major part of many quantum algorithms. The proposed FPGA emulator is scalable in terms of both processing speed and the number of qubits, and extendable to multiple FPGAs. We performed QFT emulations up to 30 qubits using two FPGAs. According to the measured results, we have achieved $23.6 \sim 24.5$ times speed-up compared to a fully optimized 24-core CPU emulator.
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I. INTRODUCTION

Quantum computing [1] is regarded as the future of computing that hopefully provides exponentially large processing power compared to the conventional digital computing. Some examples of the latest quantum computers are 5000-qubit quantum annealer by D-Wave Systems [2], and 127-qubit quantum processor (Eagle) by IBM [3]. Quantum annealers such as [2] is limited to solve combinatorial optimization problems. Quantum-gate based computers such as [3] are regarded as the potential replacement for general purpose digital computers. However, such quantum computers do not have the capability to correct errors caused by environmental noise, making it difficult to run useful algorithms that require deep quantum circuits. Therefore, emulation of quantum circuits in digital computers is extremely important, since it allows us to invent and evaluate novel algorithms, explore new fields such as quantum machine learning [4], etc. Such quantum circuit emulators provide us a great advantage in future when more powerful quantum computers are available.

Emulation of large quantum circuits requires enormous amount of computations that leads to very large processing time. Therefore, acceleration of quantum circuit emulation is necessary. Usually, quantum computing emulations contain a large amount of parallel operations. FPGAs are an excellent candidate to accelerate such computations. Modern FPGAs contain hardened floating-point modules that provide over 20 TFLOPs of single-precision computation power [5], and extremely capable of data-center oriented applications. FPGAs are highly scalable and can be connected directly using 400 Gbps high-speed connections. However, one weak area of FPGAs is the small external memory bandwidth. To solve this problem, high-bandwidth memory (HBM2) based FPGAs [6]–[8] have been introduced. These FPGAs contain a large number of parallel HBM modules that provide nearly 10 times larger memory bandwidth compared to discrete DDR4-SDRAMs. On the other hand, low-level optimization is required to optimally utilize memory sub-systems containing multiple HBM modules.
In this paper, we propose an HBM-based scalable FPGA emulator for quantum Fourier transform (QFT) [9], [10]. QFT is a major part of many quantum algorithms such as Shor’s algorithm [11], quantum eigenvalue estimation [12], etc. We propose a memory allocation method to fully utilize the memory capacity and bandwidth of all HBM memories in multiple FPGAs. The proposed emulator is scalable in terms of both processing speed and the number of qubits, and extendable to multiple FPGAs. We can optimize it according to the resource and bandwidth constraints. We use OpenCL design environment [13] to fully implement the proposed architecture on one-FPGA and two-FPGAs. Using two FPGAs, we can perform QFT emulations up to 30 qubits. According to the measured results, we achieved 23.6 ~ 24.5 times speed-up against fully optimized 24-core CPU implementation. To the best of our knowledge, this work is the largest and fully functional QFT emulation on FPGAs up-to-date.

II. BACKGROUND AND RELATED WORK

A. FUNDAMENTALS OF QUANTUM CIRCUITS

In classical computing, we use “bits” to represent information. A bit has a well-defined state of either “0” or “1”. A “quantum bit” or “qubit” on the other hand does not have a well defined state until a measurement is made. When a measurement is made, we get either 0 or 1. Otherwise, the qubit is in a superposition which is mathematically represented by Eq.(1), where \( \psi \) is a qubit and \( \alpha \) and \( \beta \) are complex numbers.

\[
|\psi\rangle = \alpha|0\rangle + \beta|1\rangle
\]  

(1)

In Eq.(1), \( |\alpha|^2 \) is the probability of \( \psi \) to be in the state of \( |0\rangle \), and \( |\beta|^2 \) is the probability of \( \psi \) to be in the state of \( |1\rangle \). Since the sum of all probabilities equals to 1, \( |\alpha|^2 + |\beta|^2 = 1 \). The notations \( |0\rangle \) and \( |1\rangle \) represent qubit states, and distinguish themselves from the values 0 and 1. These two states are represented by orthonormal vectors in the vector space as shown by Eqs.(2) and (3).

\[
|0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}
\]

(2)

\[
|1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}
\]

(3)

We can obtain the vector representation of \( |\psi\rangle \) by substituting Eqs.(2) and (3) to Eq.(1). This is called the state vector and shown in Eq.(4).

\[
|\psi\rangle = \begin{pmatrix} \alpha \\ \beta \end{pmatrix}
\]

(4)

We use state vectors to explain the quantum Fourier transform in section II-B.

B. QUANTUM FOURIER TRANSFORM

Quantum Fourier Transform (QFT) is the quantum implementation of the Discrete Fourier Transform (DFT) [14]. Figure 1 shows an example of 4-qubit “quantum Fourier transform” circuit using quantum gates. Two types of quantum gates, 1-qubit Hadamard gates and 2-qubit controlled phase-shift gates are used. The \( k \text{th} \) Hadamard gate is denoted by \( H_k \). The term \( R_{k,l} \) denotes a controlled phase-shift gate, where integers \( k \) and \( l \) are target and control bits respectively. The 1-qubit Hadamard gate and 2-qubit controlled phase-shift gate are given by the following matrix forms.

\[
H_k = \begin{pmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}}
\end{pmatrix}
\]

\[
R_{k,l} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & e^{2\pi i/2^k}
\end{pmatrix}
\]

We use a state vector of \( 2^n \) states to represent \( n \) qubits in a superposition. The input state vector \( |\psi\rangle \) is represented as follows.

\[
|\psi\rangle = a(0..00)(0..00) + a(0..01)(0..01) + \ldots + a(1..11)|1..11\rangle
\]

After applying a quantum gate, the output state vector \( |\psi'\rangle \) is represented as follows.

\[
|\psi'\rangle = a'(0..00)(0..00) + a'(0..01)(0..01) + \ldots + a'(1..11)|1..11\rangle
\]

For example, coefficients corresponding to \( j \text{th} \) qubit of the output state vector after applying the Hadamard gate, are calculated as follows.

\[
a'(\ast \ast \ast 0_j \ast \ast \ast) = \frac{1}{\sqrt{2}} (a(\ast \ast \ast 0_j \ast \ast \ast) + a(\ast \ast \ast 1_j \ast \ast \ast))
\]

\[
a'(\ast \ast \ast 1_j \ast \ast \ast) = \frac{1}{\sqrt{2}} (a(\ast \ast \ast 0_j \ast \ast \ast) - a(\ast \ast \ast 1_j \ast \ast \ast))
\]

The \( j \text{th} \) bit is represented by \( 0_j \) and \( 1_j \). Similarly, we can calculate the coefficients of the state vector after applying controlled phase-shift gate.

Algorithm 1 shows the method used to emulate quantum Fourier transform of \( n \)-qubits. It contains two loops. The outer-most loop performs the Hadamard gate computations, while the inner-most loop performs the controlled phase-shift gates computations. Quantum gate computations are done for the whole state vector \( \psi \) that has \( 2^n \) coefficients.


```
for l ← 1 to n do 
    // apply Hadamard gate to ψ
    ψ = One-qubit-Hadamard(ψ, l)
    for k ← l + 1 to n do 
        // apply controlled phase-shift gate to ψ
        // Target and control bits are l and k respectively
        ψ = Two-qubit-controlled-phase-shift(ψ, l, k)
    end
end
```

**Algorithm 1:** An Extract of the Algorithm to Emulate Quantum Fourier Transform of n Qubits

### Firstly, we discuss the controlled phase-shift gate operations in the inner-most loop of algorithm 1. When k is 1, l changes from 2 to 4 while computing the operations corresponding to controlled phase-shift gates $R_{1,2}$, $R_{1,3}$ and $R_{1,4}$ of the QFT circuit in Figure 1. Let us consider an example of the first controlled phase-shift gate $R_{1,2}$. The computations of the first four elements $a'(0000)$, $a'(0001)$, $a'(0010)$ and $a'(0011)$ of the output state vector, are shown as follows.

$$R_{1,2} \times \begin{pmatrix} a(0000) \\ a(0001) \\ a(0010) \\ a(0011) \end{pmatrix} = \begin{pmatrix} a'(0000) \\ a'(0001) \\ a'(0010) \\ a'(0011) \end{pmatrix}$$

This computation is graphically represented using a data-flow graph (DFG) in Figure 2. As we can see, most of the elements in $R_{1,2}$ are zero. Therefore, each coefficient of the output state vector only depends on a single coefficient in the input state vector. Utilizing this observation, we can optimize the data-flow by removing all unnecessary computations.

Figure 3 shows the DFGs corresponding to the controlled phase-shift gates. The DFGs are simplified based on the observation that every output is calculated using two inputs. Utilizing the observation of every output is calculated using two inputs, we simplified the DFGs corresponding to the controlled phase-shift $R_{1,2}$, $R_{1,3}$, and $R_{1,4}$ as shown in Algorithm 1.

### Secondly, we discuss the operations of the outer-most loop of algorithm 1. Hadamard gates are performed in the outer-most loop. Let us consider an example of the first Hadamard gate $H_1$. The computations of the first two elements $a'(0000)$ and $a'(0001)$ of the output state vector, are shown as follows.

$$H \times \begin{pmatrix} a(0000) \\ a(0001) \end{pmatrix} = \begin{pmatrix} a'(0000) \\ a'(0001) \end{pmatrix}$$

This computation is graphically represented using a DFG in Figure 4. As we can see, two inputs are required to calculate two outputs.

Utilizing the observation of every output is calculated using two inputs, we simplified the DFGs corresponding to the controlled phase-shift gate $R_{1,2}$, $R_{1,3}$, and $R_{1,4}$. The simplified DFGs are shown in Figure 3. The DFGs are simplified based on the observation that each coefficient of the output state vector only depends on a single coefficient in the input state vector.
to \( H_1, H_2 \) and \( H_3 \) in Figure 5. Note that dividing by \( \sqrt{2} \) operations are not shown for simplicity and to focus only on input and output data. Figure 5a shows the DFG corresponding to \( H_1 \). Input is the initial state vector \( a \) and the output is \( a_1 \). The output state vector \( a_1 \) is used as the input for the controlled phase-shift gate \( R_{1.2} \) as explained in Figure 3a. After the computation of \( R_{1.4} \), the output state vector \( a_{14} \) is generated. Figure 5b shows the DFG corresponding to \( H_2 \). Input and output state vectors are \( a_{14} \) and \( a_2 \) respectively. Similarly, the output of this computation \( a_2 \) is used again as the input of controlled phase-shift gate \( R_{2.3} \). Figure 5c shows the computation corresponding to \( H_3 \), where input and output state vectors are \( a_{24} \) and \( a_3 \) respectively. Similar process is applied for the computation of \( H_4 \).

Let us further analyze the relationship of inputs and outputs. In order to compute \( a_{3}(0000) \), we need \( a_{24}(0000) \) and \( a_{24}(0100) \). Outputs \( a_{24}(0000) \) and \( a_{24}(0100) \) are generated using \( a_2(0000) \) and \( a_2(0100) \) as the inputs in controlled phase-shift gates. To obtain \( a_2(0000) \) and \( a_2(0100) \), we need \( a_{14}(0000), a_{14}(0010), a_{14}(0100) \) and \( a_{14}(0110) \). If we continue this process, we can see that all inputs of the initial state vector are required to generate a single output of the final state vector. Therefore, we have to store the output state vectors of every Hadamard gate in the memory. Moreover, the data access pattern of every Hadamard gate is different. We propose a novel memory allocation to fix the memory access pattern to a single one and also to allow parallel access to multiple memory modules.

C. PREVIOUS WORKS OF QFT EMULATORS

QFT emulators such as [15]–[20] that use FPGAs are already proposed. All those emulators are not compatible with large QFT circuits, while the target emulation performed is only 16-qubit QFT in [18]. Moreover, emulators in [15]–[18] uses fixed-point computation. According to the results in those works, the error increases with the number of qubits, and may not suitable for emulations with a larger number of qubits. The proposals in [21], [22] can perform large emulations of over 20-ubits. A co-processor based on Xilinx Zynq-7000 SoC is proposed in [21] to find state changes. Although it computes the whole state vector of 4-qubit QFT emulation, it only computes 9 elements for 10-qubit and 3 elements for 32-qubit QFT emulations. Therefore, we can assume that it cannot practically compute all elements of a state vector for more than 10-qubit emulations. The work in [22] proposes a method to accelerate large quantum circuit emulations using tensor networks [23], [24]. However, the evaluation is done based on assumptions and they have not physically implemented the proposal on a real FPGA or measured the results.

There are multicore-CPU and GPU emulators for large quantum circuit emulations. Examples of such emulators are QCGPU [25], Qiskit [26], Quilacs [27], Qibo [28], QuEST [29] and Yao [30]. However, the lack of scalability to multiple processors is the major problem on these emulators. We give a comprehensive evaluation by comparing the proposed method against previous FPGA, CPU and GPU based QFT emulations in section IV.

III. FPGA EMULATOR ARCHITECTURE FOR QFT USING OPENCL

A. USING HBM-BASED MEMORY SUB-SYSTEM IN OPENCL

FPGA boards contain two types of memory sub-systems. One type of memory sub-system contains multiple channels of DDR3 or DDR4 memories. All those memories are usually mapped to a single address space so that we can see a one large memory. The total bandwidth is the additions of the bandwidths of all memories. Data can be stored freely and those data are automatically distributed among multiple memory modules to utilize the bandwidth of all memories. The other type is based on HBM (high-bandwidth memory) modules. In HBM sub-system, there is no common address space and all memories have separate address spaces. Therefore, we have to be specific on which HBM memory we are using. Figure 6 shows the HBM memory sub-system of a Stratix 10 MX FPGA board. It has 16 HBM2 memories, where each has two channels. This provides 32 pseudo memories that can be accessed independently in parallel. Data should be accessed from multiple HBM memory modules in parallel to get a large bandwidth.

We use OpenCL-based design environment to implement the FPGA emulator. OpenCL is a framework to write programs to execute across heterogeneous parallel platforms [31]. Currently it is used extensively as a high level design environment for FPGA-based system designs [13]. CPU is the host and the FPGA is the device, while kernels are the modules executed on FPGA. OpenCL channel is a data transfer method between a source and a destination kernels based on hand-shake protocol. I/O channels are an extension that is used to transfer data between two kernels belonging to two FPGAs. In OpenCL, memory access is done by accessing arrays. Memory objects are bind to a specific memory module at the beginning of the host program. Memory modules
connected to FPGA kernels are specifically defined at the compilation time. A kernel cannot access the data in HBM modules that are not connected to it. In order to access the data in other HBM memories, those data have to be transferred into an HBM module that the kernel is connected with, either explicitly by implementing the data-transfer in the kernel, or implicitly by changing the binding from the host. This results in a large data transfer time and data duplication. Another method is to connect multiple memory modules to every kernel. However, this increases the resource utilization and decreases the clock frequency significantly.

Memory access optimization is a critical factor to increase the processing speed. Therefore, when using HBM-based memory sub-systems, it is extremely important to localize the memory in such a way that every kernel always read from the same memory and write to the same memory. This will eliminate unnecessary data transfers, reduce the resource utilization for memory access, and increase the usable memory bandwidth. Another important point is to optimize conditional memory accesses. In Figure 7a, “arrayA” or “arrayB” is accessed depending on the “condition”. Note that arrayA and array B can be assigned to one or two memory modules. Since memory access can take many clock cycles, accessing data after evaluating the condition can reduce the throughput. Therefore OpenCL compiler generates a circuit that has parallel access to both arrays. Both arrays are accessed simultaneously and one data is selected while the other is discarded, depending on the state of the condition. This implementation maximizes the processing speed, but reduces the memory access efficiency by wasting half of the bandwidth. The solution for this problem is to combine both arrays into a single one and allocate it to one memory module. Since memory access can take many clock cycles, accessing data after evaluating the condition can reduce the throughput. Therefore OpenCL compiler generates a circuit that has parallel access to both arrays.

In this section, we explain the proposed memory allocation. Firstly, we explain the memory allocation for controlled phase-shift gate computations. As explained in Figure 3 in section II-B, inputs and outputs have one-to-one relationship where each output is calculated using only a single input, and each input is used to calculate a single output. We allocate the outputs to the same location of the memory of their corresponding inputs. Therefore, the input data are replaced by the output data. Secondly, we explain the memory allocation for Hadamard gate computation. Equation (5) shows how the data of an input state vector is distributed to HBM modules. The number of HBM modules is \( M \), the number of qubits is \( N \), the state vector is \( a \), HBM module number is \( m \), and memory address is \( n \).

\[
HBM[m](n) = \begin{cases} 
  a(n \times \frac{M}{2} + m), & \text{where, } m < \frac{M}{2}, \quad 0 \leq n < 2^{N}/M \\
  a(2^{N-1} + n \times \frac{M}{2} + m - \frac{M}{2}), & \text{where, } m \geq \frac{M}{2}, \quad 0 \leq n < 2^{N}/M 
\end{cases}
\]

As we can see, half of the state vector data are distributed evenly to \( M/2 \) HBMs, while the other half is distributed to the rest of \( M/2 \) HBMs.

Figure 8 shows a concrete example of the memory allocation of 4-qubit QFT emulation, assuming that we have 4 HBM modules. Figure 8a shows the initial memory allocation which is done according to Eq.(5). The first half of the state
FIGURE 8. Proposed memory allocation of Hadamard gates. After each Hadamard gate computation, the output data are used as the inputs of the controlled phase-shift gate computation. Since each output of controlled phase-shift gate replaces its inputs, the memory allocation remains the same. The inputs of H2, H3 and H4 are the data after the controlled phase-shift gate computation.

vector is assigned to HBM0 and HBM1, while the second half is assigned to HBM2 and HBM3. Note that each color represents a different memory module. We can see that the data are equally distributed to all memory modules, while neighboring data are allocated to different memory modules.

Figure 8b shows the memory allocation related to the first Hadamard gate $H_1$. In each step, minimum of four data values are accessed in parallel. For example, $a_{14}(0000), a_{14}(0001), a_{14}(0010)$ and $a_{14}(0011)$ are written to HBM0(4), HBM1(4), HBM0(5) and HBM1(5) simultaneously. The outputs $a_{1}(0000), a_{1}(0001), a_{1}(0010)$ and $a_{1}(0011)$ are read by accessing HBM0(0), HBM1(0), HBM0(1) and HBM1(1) simultaneously. This process continues for the rest of the data in the first half of the input vector. When all the data are read from HBM0 and HBM1, we read the second half of the state vector from HBM2 and HBM3. The input and output addresses are different, where inputs are read from the addresses 0 to 3, while the outputs are written to the addresses 4 to 7, in each HBM module. These output data are then used as the inputs for the controlled phase-shift gate operations. As already explained using Figure 3, the inputs are over-written by the outputs of the controlled phase-shift gate operations. Therefore, the data in the state vector $a_1$ are replaced by the corresponding data in the output state vector $a_{14}$. For example, $a_{1}(0011)$ in HBM2(5) is replaced by $a_{14}(0011)$ belonging to the state vector $a_{14}$, that is generated after the computation corresponding to the controlled phase-shift gate $R_{14}$.

Figure 8c shows the memory allocation corresponding to $H_2$ computation. The input and output state vectors are $a_{14}$ and $a_2$ respectively. We read inputs $a_{14}(0000), a_{14}(0010), a_{14}(0100)$ and $a_{14}(0110)$ by accessing HBM0(4), HBM1(4), HBM0(5) and HBM1(5) simultaneously. The outputs $a_{2}(0000), a_{2}(0010), a_{2}(0100)$ and $a_{2}(0110)$ are written to HBM0(0), HBM2(0), HBM1(0) and HBM3(0) respectively. In this case, the same memory modules used in $H_1$ computation are accessed after reversing the input and output addresses. Other than the addresses, the memory allocation is similar to that of $H_1$ in Figure 8b. Figure 8d shows the memory allocation corresponding to $H_3$ computation. We read
inputs $a_{24}(0000), a_{24}(0100), a_{24}(1000)$ and $a_{24}(1100)$ by accessing HBM0(0), HBM1(0), HBM0(1) and HBM1(1) simultaneously. The outputs $a_3(0000), a_3(0100), a_3(1000)$ and $a_3(1100)$ are written to HBM0(4), HBM2(4), HBM1(4) and HBM3(4) respectively. As we can see, the memory access is similar to that of $H_1$ in Figure 8b, where the same memory modules and the same memory addresses are accessed for both inputs and outputs. Memory access of $H_4$ is shown in Figure 8e. It is similar to that of $H_2$ in Figure 8c. Figure 8f shows the memory allocation of the output data after rearranging for better visibility. (Note that the memory allocations of the output data in Figure 8e and Figure 8f are exactly the same). We can see that the memory allocation of the output data is similar to that of the input data in Figure 8a.

Overall, the memory allocations of all odd number of Hadamard gates are the same. Similarly, the memory allocations of all even number of Hadamard gates are also the same. The difference between the memory allocations of odd and even is only the memory addresses. Despite the fact that different data are required for different computations as discussed in Figure 5, the same memory modules are accessed in the same order for all computations belonging to all gates. The required data are already allocated to the appropriate location in the previous computation. Therefore, the structure between the memory and kernels is the same and we do not have to conditionally select memory modules. All the inputs and output data are equally distributed among all memory modules. The data can be read and write in parallel from and to multiple memory modules. If we want to increase the degree of parallelism further, we can do it by accessing more data in parallel.
“read kernel” through OpenCL channels. After each computation, the results are written back to the “write kernel” through channels. Since computation kernels do not access external memory directly, we can design those as “autorun” kernels. As a result, those kernels are automatically executed without any host intervention, and this reduces the control overhead of the CPU. The constants are stored internally in the FPGA on a ROM (read only memory) and accessed by kernels. Since all computations of controlled phase-shift gates are mutually independent, we compute all phase-shift gates in parallel, by using “unroll” directive.

```
__attribute__(({autorun}))
__kernel void PE1()
{
    for(i=0; i<size; i++)
    {
        dat = read_channel_intel(ch_din1);
        //Hadamard computation
        dtmp1 = k*(dat.s0 + dat.s1);
        dtmp3 = k*(dat.s0 - dat.s1);
    }
    //Controlled phase-shift computation
    #pragma unroll
    for(all phase shift gates)
    {
        dtmp1 = phase_shift(dtmp1);
        dtmp3 = phase_shift(dtmp3);
    }
    //send to write kernel
    write_channel_intel(ch_dout1, dtmp1);
    write_channel_intel(ch_dout3, dtmp3);
}
```

Listing 3. Computation kernel PE1. Coding is simplified and details are removed for the explanation purpose.

```
__kernel void write(HBM0, HBM1, HBM2, HBM3)
{
    base = (odd gate) ? size : 0;
    for(unsigned i=0; i<size; i++)
    {
        unsigned addr = base + i;
        HBM0[addr] = read_channel_intel(ch_dout0);
        HBM1[addr] = read_channel_intel(ch_dout1);
        HBM2[addr] = read_channel_intel(ch_dout2);
        HBM3[addr] = read_channel_intel(ch_dout3);
    }
}
```

Listing 4. Write kernel. Coding is simplified and details are removed for the explanation purpose.

Listing 4 shows an extract of the “write kernel”. It receives all the results from both PEs through channels. Those data are then written to 4 HBM memories in parallel. All kernels have loops that iterate for all data in the memory. Both read and write kernels are executed by the host for each Hadamard gate, while the autorun kernels are executed automatically. We have a continuous data stream from read, computation and write. Read, computation and write kernels are executed concurrently in pipelined manner. Channels are implemented in blocking mode, so that the next execution is blocked if the data are not received from the source kernel, or data are not accepted by the destination kernel. Each kernel is in standby state until it receives data from the previous kernel through channels. In order to tolerate small differences of reading and writing speeds, we use buffered channels. Therefore, a channel can write to a buffered channel until the buffer is completely filled.

Generalized memory allocation for $M$ HBM modules and $N$ qubits is shown in Eqs.(6), (7) and (8). Memory access from the input HBMs connected to PE[$2m$] and PE[$2m+1$] are given by Eq.(6). The HBM module number and PE number are given by [$m$] and memory address is given by [$n$]. In the first half, data are accessed from HBM[$2m$] and HBM[$2m+1$]. In the second half, data are accessed from HBM[$M$/$2$ + $2m$] and HBM[$M$/$2$ + $2m+1$]. Total of four data values, two from each HBM, are required by two PEs in each step. All $M/2$ PEs operate in parallel, while reading two data values per HBM from $M/2$ HBMs per step. Since there are $2^N$ data in the state vector, and $2 \times M/2$ data are read in each step, a total of $2^N/M$ steps are required for the whole computation. The output HBMs connected to PE[$2m$] and PE[$2m+1$] are shown by Eqs. (7) and (8) respectively. Input and output data use different address spaces, where inputs are read from the addresses $0 \sim 2^N/M$ and outputs are written to the addresses $2^N/M \sim 2^{N+1}/M$ in each HBM. These address spaces are interchanged for each Hadamard gate computation.

\[
\begin{align*}
\text{Inputs of PE[2m], PE[2m+1]} & \quad \begin{cases} 
\text{HBM[2m]}(2n), \\
\text{HBM[2m+1]}(2n), \\
\text{HBM[2m]}(2n+1), \\
\text{HBM[2m+1]}(2n+1)
\end{cases} \\
\text{where,} & \quad 0 \leq n < \frac{2^N-1}{M}, \quad 0 \leq m < \frac{M}{4} \\
\text{ Outputs of PE[2m]} & \quad \begin{cases} 
\text{HBM[m]}\left[\frac{M}{2}+2m\right](2n-n), \\
\text{HBM[m]}\left[\frac{M}{2}+2m+1\right](2n-\frac{2^N}{M}), \\
\text{HBM[m]}\left[\frac{M}{2}+2m\right](2n+1-\frac{2^N}{M}), \\
\text{HBM[m]}\left[\frac{M}{2}+2m+1\right](2n+1-\frac{2^N}{M})
\end{cases} \\
\text{where,} & \quad \frac{1}{M} \leq n < \frac{2^N}{M}, \quad 0 \leq m < \frac{M}{4}
\end{align*}
\]
More HBM modules (or different data in the same modules) in parallel. When more memory modules are used, data are evenly distributed among all memory modules. Therefore, we can simulate larger quantum circuits with more qubits. Moreover, the total required bandwidth is the sum of all bandwidths of all HBM modules.

C. MULTI-FPGA IMPLEMENTATION

This section shows how to scale both computation and data storage across multiple FPGAs. Figure 12 shows the memory allocation using two FPGAs. We use the same example used for single FPGA in Figure 8, and assume that each FPGA contains 4 HBM modules. Two FPGAs are identified by FPGA0 and FPGA1. Figure 12a shows the initial memory allocation. The first-half of the state vector is stored in FPGA 0, and the second-half is stored in FPGA 1. Half of the first-half (or the first-quarter) is stored in HBM0 and HBM1 of FPGA0, while the rest of the first-half (or the second quarter) is stored in HBM2 and HBM3 of FPGA0. The second-half of the state vector is stored similarly in FPGA1. For each half, memory allocation is similar to that of a single FPGA as explained in section III-B.

FIGURE 10. An extract of the proposed memory allocation for 6-qubit QFT emulation using 32 HBMs.
to the computation of $H_1$. Half of the output data generated by each FPGA are retained, while the other half is sent to the other FPGA. Therefore, both FPGAs exchange half of their results after each Hadamard gate computation. The data received by each FPGA are then allocated to the appropriate memory module as shown in Figure 12b. Figure 12c shows the memory allocation corresponding to the computation of $H_2$. The memory allocation is similar to the previous one, while the input and output addresses are reversed. Note that, compared to the single FPGA implementation in 8, two FPGA implementation use only half of the capacity of each HBM module. This is because, data are evenly distributed among the HBM modules of both FPGAs, without any data duplication.

Figure 13 shows the emulator architecture using two FPGAs. In each FPGA, half of the output produced by each PE is sent to the other FPGA. This data transfer is done using fiber optic cables connected to the QSFP28 ports in each FPGA. We use I/O channels to implement inter-FPGA data transfers. I/O channels connect source and destination kernels belonging to two different FPGAs. Each channel contains two separate paths for both read and write. The FPGA that is used for the evaluation contains 4 I/O channel per FPGA, while each channel is capable of 100 Gbps transfer speed in either direction. When there are more PEs than the number of I/O channels, outputs of multiple PEs are combined and then sent through a single channel. We have to consider the maximum I/O channel bandwidth when we increase the degree of parallelism. If the required bandwidth exceed the I/O channel bandwidth, the computation is automatically paused until the data transfer is completed. This is automatically done due to the blocking behavior of I/O channels.

As explained in this section, two-FPGA implementation is done by computing half of the state vector in each FPGA. We can repeat this process again and again for each portion of the allocated data per FPGA. For example, the portion of data allocated to FPGA0 can be divided again to two FPGAs. Similarly, data allocated to FPGA1 can also be divided again to two FPGAs. We can use four FPGAs, where each FPGA computes a quarter of the state vector. As a result, the degree of parallelism and the processing speed are doubled. Since total memory capacity is also doubled, we can increase the emulation size by one qubit. If we apply the same process repeatedly, we can use multiple FPGAs to do larger emulations or to increase the processing speed. Therefore, the proposed emulator can be scaled across multiple FPGAs to increase the speed-up and the emulation size.

### IV. EVALUATION

For the evaluation, we used a workstation with 16-core Intel Xeon Gold 6226R processor, 192GB DDR4 memory and two BittWare 520N-MX FPGA boards [32]. An FPGA board contains Intel Stratix 10 MX2100 FPGA with 16GB HBM2 memory that have a theoretical bandwidth of 512 GB/s. Each FPGA has four QSFP28 ports. QSFP28 ports of one FPGA are connected directly to the QSFP28 ports of the other FPGA through fiber-optic cables as shown in Figure 14. This provides a bi-directional data-paths between two FPGAs, where all four paths collectively provide 400 Gbps data transfer speed per direction. We use CentOS 7.9 operating system, Intel C compiler version 2019 and Quartus pro version 19.4.0.

#### A. EVALUATION OF PROCESSING TIME AND RESOURCE UTILIZATION

Figure 15 shows the computation time against the number of qubits. Computation time is measured from the host CPU by running emulations for 100 iterations and then taking the average. The kernel execution time, inter-FPGA data transfer time, and control overhead by the host are included in the computation time. The control overhead includes kernel-execution control time and synchronization time. One-FPGA implementation is faster up to 25 qubits, and two-FPGA implementation is faster for over 25 qubits. When the number of qubits is small, the control time is relatively larger compared to the computation time. Moreover, the control time is larger for two-FPGA implementation, since CPU has to control more kernels compared to that of one-FPGA implementation. As a result, two-FPGA implementation becomes slower for smaller number of qubits. When the number of qubits is large, the control time is negligible compared to the computation time. Therefore the processing speed nearly doubles when using two FPGAs. For example, two-FPGA 29-qubit implementation is two times faster compared to that of one-FPGA implementation.

Figure 16 shows the total processing time including data transfers between host CPU and FPGAs. Two-FPGA implementation is faster for larger number of qubits. Since, we evenly distribute data on to two FPGAs, the amount of data stored per FPGAs is reduced by half. Moreover, data transfers to two FPGAs are done in parallel using two PCIe buses. Therefore, both computation time and data transfer time are reduced by half. As a result, two-FPGA 29-qubit implementation is 1.9 times faster compared to that of one-FPGA implementation.

Table 1 shows the resource usage of one-FPGA implementations. When the number of qubits increases, there is a small increase in logic, registers and DSP blocks, while RAM blocks are nearly a constant. The clock frequencies are nearly the same since there is no significant increase.
in on-chip resource utilization. However, the DRAM usage doubles with every additional qubit. DRAM is used to store the input and output state vectors, and each vector has $2^n$ complex floating-point elements for $n$ qubits. Due to the limited DRAM capacity, we can implement emulations up to 29 qubits in one FPGA. Table 2 shows the resource utilization of two-FPGA implementations. The resource utilization except for DRAMs is similar to those of one-FPGA implementations. Since we distribute the state vector data on to two FPGAs evenly, the DRAM usage per FPGA is reduced by 50% compared to one-FPGA implementation. The clock frequencies are nearly the same across two FPGAs for different number of qubits.

As shown in Figures 15 and 16, the processing time can be scaled using more FPGAs. In addition, we can increase the emulation size by adding more FPGAs. This shows the scalability of the proposed emulator. Note that, although the total logic usage is nearly 50% per FPGA, we cannot increase the degree of parallelism further. For example, if we doubles...
the degree of parallelism, the required logic usage is over 90% and the compilation fails. However, if we use a slightly larger FPGA, we can expect doubling the processing speed.

In quantum mechanics, “fidelity” [33], the absolute square of the inner product between two state vectors, is a measure of “closeness” of two quantum states. When two state vectors are getting closer, fidelity gets closer to 1. If the two state vectors are the same, fidelity equals to 1. We calculate fidelity using the output state vector of the proposed method and the output state vector obtained by CPU emulation. We use double-precision floating-point computation on CPU, and assume that the resulting state vector is the most accurate one we can obtain. According to the results, fidelity of all QFT emulations are larger than 0.9999986, which is extremely close to 1. Therefore, we can say that the proposed emulator provides accurate emulation results. Such high accuracy is obtained by using hardened floating-point units in FPGA that are fully compatible with IEEE 754 standard [34].

### B. COMPARISON AGAINST PREVIOUS WORKS

The work in [35] is one of the most recent and comprehensive evaluation of large QFT emulations on modern multicore processors. It exploits multiple techniques such as cache access optimization, SIMD vectorization and OpenMP based...
multicore processing on CPUs to maximize performance. It used a system with a 2.3 GHz 24-core Haswell architecture CPU and 128 GB memory for the evaluation. In [35], performance is compared against another state-of-art quantum computing emulator “QuEST” (Quantum exact simulation toolkit) [29] that also utilizes parallel computation. Both implementations are optimized using GNU and Intel compilers with OpenMP multi-threading, and the comparisons are done for up to 30 qubits. We compare the three largest QFT emulators in Table 3. Note that the fastest implementation of each work is selected for the comparison. Due to the unavailability of numerical values of processing times, we read the values directly from the graphs in [35] as accurately as possible. Compared to the fastest CPU emulation of $28 \sim 30$ qubits, we achieved $12.3 \sim 13.2$ and $23.6 \sim 24.5$ times speed-ups for one-FPGA and two-FPGA implementations respectively, while considering all control and data transfer overheads. If we compare only the computation time, two-FPGA implementation is over 46 times faster compared to the fastest CPU implementation.

The work in [36] has done a comprehensive evaluation on GPU-based quantum circuit emulators. It proposes a GPU-based emulator called HyQuas, and compared the performance against other state-of-the-art quantum circuit emulators such as QCGPU [25], Qiskit [26], Qulacs [27], Qibo [28], QuEST [29] and Yao [30]. The comparisons are done for 28-qubit QFT on high-end GPUs such as V100 and A100. Note that we cannot compare the results of A100 GPU since only the normalized processing time values are given and the absolute processing time values are not available. However, we were able to extract the processing time values of V100-SXM2 GPU by reading data directly from the figures, and then multiplying those by the absolute processing time of the normalized unit, which is available in [36]. Figure 17 shows the comparison against the GPU-based 28-qubit QFT emulations. The comparison is done only for the computation time since host-device data transfers are not available in [36]. According to the results, both of the proposed one-FPGA and two-FPGA implementations are faster than all GPU-based emulators except HyQuas [36]. According to the method in HyQuas, a quantum circuit is divided into multiple groups of gates. A hybrid of the following two methods is used by applying the most suitable one for each group of gates. One method is to use shared memory by analyzing data dependency of the computations among multiple gates. This method is used for sparse circuits with low data dependency. The other method is to combine the operations of multiply gates into a large matrix multiplication task, that is performed using highly optimized cuBLAS library [37]. This method is used for dense circuits. Since GPUs are very efficient in matrix multiplication, have more computation resources and a larger external memory bandwidth compared to FPGAs, HyQuas provides better performance. Both proposed and HyQuas are capable of using multi-FPGAs and multi-GPUs respectively. However, the processing time “scaling factor” using 2 GPUs in HyQuas is only 1.56, while the scaling factor using 2 FPGAs in the proposed method is 2.0. Since it is possible to connect any number of FPGAs in the proposed architecture, there is a great potential to increase the processing speed for large emulations. Moreover, significantly larger processing speed can be expected by using the latest Intel Agilex M series FPGAs [38], due to the availability of more resources and larger clock frequency. The BSP provided with Stratix 10 MX FPGA board does not allow real-time on-board power monitoring, and HyQuas [36] also does not provide power consumption details. According to the FPGA board manual, the maximum power consumption of the FPGA including core resources, RAMs, HBM memories and transceivers is 140W. After adding the power consumption of the board interface including PSUs, the maximum power consumption is expected to be 175W. Maximum power consumption of V100-SXM2 GPU is 300W [39], which is 1.7 times larger compared to that of FPGA. Considering the fact that FPGA uses less than 50% of the logic resources, 34% of the DSPs and 23% of the RAM blocks, there is a greater possibility that the power consumption of the FPGA is significantly lower than the maximum value. Therefore, we have measured the system power consumption at the operational state of the FPGA, and also the system power consumption without the FPGA board. The difference of these measurements is 88W, and we can assume that this is mostly caused by the power consumption of the FPGA board. As a result, we can assume that the power consumption of the FPGA is significantly lower than that of

### Table 3: Processing time comparison against multicore CPU emulations.

|              | Processing time (s) |
|--------------|---------------------|
|              | 28-qubit | 29-qubit | 30-qubit |
| QuEST [29]   | 43       | 92       | 190      |
| HpQC [35]    | 25       | 53       | 107      |
| Proposed one-FPGA (computation only) | 0.95   | 1.90  | -  |
| (Total time) | 2.02    | 4.00  | -  |
| Proposed two-FPGA (computation only) | 0.53 | 1.08 | 2.29 |
| (Total time) | 1.06    | 2.16  | 4.47 |

The BSP provided with Stratix 10 MX FPGA board does not allow real-time on-board power monitoring, and HyQuas [36] also does not provide power consumption details. According to the FPGA board manual, the maximum power consumption of the FPGA including core resources, RAMs, HBM memories and transceivers is 140W. After adding the power consumption of the board interface including PSUs, the maximum power consumption is expected to be 175W. Maximum power consumption of V100-SXM2 GPU is 300W [39], which is 1.7 times larger compared to that of FPGA. Considering the fact that FPGA uses less than 50% of the logic resources, 34% of the DSPs and 23% of the RAM blocks, there is a greater possibility that the power consumption of the FPGA is significantly lower than the maximum value. Therefore, we have measured the system power consumption at the operational state of the FPGA, and also the system power consumption without the FPGA board. The difference of these measurements is 88W, and we can assume that this is mostly caused by the power consumption of the FPGA board. As a result, we can assume that the power consumption of the FPGA is significantly lower than that of

![FIGURE 16. Total processing time of one and two FPGA implementations for different number of qubits. Total processing time includes both computation and data transfer times.](image-url)
the GPU implementation in HyQuas. However, real-time on-board power monitoring of both FPGA and GPU is required to compare the power consumption accurately.

Table 4 shows the performance of previous FPGA emulators. All of those methods are only available for small emulations of up to 16 qubits, while the proposed method can process 30 qubits. Methods such as [15]–[18] use fixed-point computation, so that the results may inaccurate for larger number of qubits. Moreover, none of these methods are compatible with multiple FPGAs. Therefore, we cannot expect these methods to be usable for large emulations, even if those are implemented on latest FPGAs.

TABLE 4. Performance of previous FPGA emulators.

| Previous Work | FPGA    | Number of qubits | Processing time (ms) |
|---------------|---------|------------------|----------------------|
| [15]          | Stratix IV | 8                | $1.2 \times 10^{-5}$ |
| [16]          | Stratix IV | 5                | not given            |
| [17]          | Xilinx Artix-7 | 3              | not given            |
| [18]          | Stratix II | 16               | not given            |
| [19]          | Xilinx ZYNQ | 6                | $115.47 \times 10^{-5}$ |
| [20]          | Arria 10   | 4                | not given            |

V. CONCLUSION

In this paper, we proposed an HBM-based scalable multi-FPGA emulator for QFT. We discuss a memory allocation method that efficiently utilize HBM-based memory sub-system and inter-FPGA channels to evenly distribute data while allowing parallel access to HBM modules on multiple FPGAs. We implemented the proposed emulator up to 30 qubits using two FPGAs, and achieved 23.6 $\sim$ 24.5 times speed-up compared to a fully optimized 24-core CPU emulator. The proposed emulator is faster than most of the GPU emulators except HyQuas [36]. Since we use OpenCL software for design, it is easy to optimize the proposed emulator architecture for FPGA boards with different resource constraints, while potentially compatible with FPGAs in future generations. Therefore, we can increase the processing speed further by using the latest Intel Agilex M series FPGAs [38], and could expect even larger improvements with future FPGAs.

HyQuas [36] that uses GPUs is the fastest QFT emulator. One of the significant difference in HyQuas [36] compared to all other emulators is the usage of combined quantum gates. This eliminates intermediate data transfers to the external memory and also fully exploits highly efficient matrix multiplication in GPUs. Usage of combined quantum gates should be considered in future for FPGA-based emulators also to increase the speed-up further. On the other hand, proposed emulator has a better scalability compared to HyQuas. Since we use direct data transfers among FPGAs using fiber-optic cables, the inter-FPGA data transfer overhead is negligible. Therefore, we can expect high scalability for more than two FPGAs. FPGA-based super computers such as Cygnus [40] can be used to increase both the speed-up and the number of qubits further. Recently, FPGAs are available in cloud environments such as Amazon web services [41] and Intel DevCloud [42]. Therefore, the proposed software-based design can be optimized and distribute easily in such cloud environments.
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