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Abstract

While Human-Object Interaction (HOI) Detection has achieved tremendous advances in recent, it still remains challenging due to complex interactions with multiple humans and objects occurring in images, which would inevitably lead to ambiguities. Most existing methods either generate all human-object pair candidates and infer their relationships by cropped local features successively in a two-stage manner, or directly predict interaction points in a one-stage procedure. However, the lack of spatial configurations or reasoning steps of two- or one-stage methods respectively limits their performance in such complex scenes. To avoid this ambiguity, we propose a novel actor-centric framework. The main ideas are that when inferring interactions: 1) the non-local features of the entire image guided by actor position are obtained to model the relationship between the actor and context, and then 2) we use an object branch to generate pixel-wise interaction area prediction, where the interaction area denotes the object central area. Moreover, we also use an actor branch to get interaction prediction of the actor and propose a novel composition strategy based on center-point indexing to generate the final HOI prediction. Thanks to the usage of the non-local features and the partly-coupled property of the human-objects composition strategy, our proposed framework can detect HOI more accurately especially for complex images. Extensive experimental results show that our method achieves the state-of-the-art on the challenging V-COCO and HICO-DET benchmarks and is more robust especially in multiple persons and/or objects scenes.
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1. Introduction

Human-Object Interaction (HOI) detection [1, 2, 3], aiming to detect human, object and corresponding interaction between them from a given image, is a meaningful task serving as the fundamental step for many computer vision applications such as robotics [4, 5, 6] and activity analysis [7]. It is still a challenging task due to the inevitable ambiguities that come from the various visual relationships between multiple persons and objects occurring in the scene.

Given an image, most existing methods [8, 10, 9, 11, 12] detect humans and objects first and, for each human-object pair, recognize the probable interactions with the local features cropped according to their bounding boxes. However, though such a pipeline works well for simple scenes when only appears few people, it may fail on complex scenes with ambiguities caused by multiple persons and objects, as shown in Fig.1. To tackle this issue, a few approaches [13, 14, 15] try to utilize context information to complement local appearance to obtain a better detection result. Some of them [13, 14, 16] seek to explore contextual representation as supportive information for the cropped local features, and improve detection results stably. However, they usually design an additional branch to extract contextual information by Global Average Pooling (GAP), which would cause an information loss, especially spatial configurations due to the pooling operation of all pixels. Thus such utilization of contextual information is limited. Other crop-free approaches [15, 17] formulate HOI detection as an interaction point detection problem and use one-stage strategy to exploit contextual information directly. Although these methods are quite
effective in many cases, their highly-coupled property and the lack of reasoning steps [18] make the model hard to work well on complex images.

To overcome these issues, we present a novel partly-coupled actor-centric HOI detection framework. On the one hand, we formulate HOI detection task as a pixel-wise prediction problem in a one-stage like procedure, which avoids the information loss by GAP operations. On the other hand, non-local features guided by binary masks generated from each detected human without the cropping procedure would be obtained. On the basis of these non-local features, every single human is able to evaluate the existence of interaction for all objects in the image. More specifically, we present an actor-centric model. In this model, we propose RGBM Generator module, which generates binary mask (M) according to human bounding box and concatenate it with the original image (RGB). The generated RGBM data is used as input of feature extraction backbone. Then, we regress interacting confidence map explicitly with a square mask supervision which could be inferred by original annotations directly. Finally, we propose an efficient post-processing procedure to generate HOI predictions for this brand-new framework, in which a composition strategy based on center-point indexing is used. Thanks to the usage of the non-local features and the partly-coupled property of the human-objects composition strategy, our proposed framework can detect HOI more accurately especially for complex images.

To summarize, our contributions are four-folded:

- We propose a novel actor-centric HOI detection framework to explore the relationships between one human and multiple objects, addressing the ambiguity issue across multiple interactions in the image.
- We formulate the HOI detection task as a pixel-wise classification problem in a one-stage-like procedure with a proposed Weighted Cross Entropy Loss (WCEL), which could reduce the overfit of the boundary hop.
- We present an RGBM Generator module to provide an actor-centric guidance of the network, and design an efficient composition strategy to obtain the final scores by a scoremap indexing post-process.
- Extensive experimental results and ablation studies demonstrate the superiority of our approach in both quantitative and qualitative results in challenging HICO-DET and V-COCO benchmarks, especially for complex images.

2. RELATED WORK

Existing HOI detection methods can be roughly categorized into crop-based and crop-free fashions [18, 19, 20, 21]. Crop-based HOI detection methods [8, 10, 9, 11, 12, 13] utilize Faster RCNN or Mask RCNN to generate human/object bounding box with the corresponding confidence in the first stage. And in the second stage, the interaction between human and object is detected by parsing the cropped features in the union box. Chao et al. [10] propose a multi-stream framework including human-stream, object-stream and pairwise-stream to obtain verb score, and then the verb confidence is obtained by adding three scores from all streams. Gao et al. [15] enhance the feature in human/object stream through attention mechanism and obtain a significant improvement thanks to aggregating the global information.

However, their performance is limited because the spatial and contextual information are often lost during the cropping procedure, which might cause ambiguous situations, as shown in Fig. 1. In contrast, our method recognizes interaction in a crop-free manner. We leverage a global context extraction network instead of cropped feature fusion network to make sure every pixel is able to obtain global information. With the supervision of our proposed loss, each pixel is guided to output interaction score of the object/human it belongs to.

Recently, crop-free HOI detection methods [17, 15] have attracted increasing attention because previous works struggle with the problem of efficiency. Most crop-free methods extract global-aware features for better performance and take HOI as a key-point detection task. IP-Net [17] detects the interactions between human-object pairs through Hourglass-104 [22, 23] and then associates human and object proposal generated by FPN [24] to obtain final HOI predictions. PPDM [15] defines the localization for interaction. Human and object points are the center of the detection boxes, and the interaction point is the midpoint of the human and object points. It utilizes a matching strategy in the post-processing, and makes the pipeline in one-stage.

Although the efficiency of one-stage methods is usually relatively satisfactory, the performance suffered since there might exist conflicts of interaction key-points when multiple persons or objects are shown. To avoid such conflicts, we innovatively constrain the network to predict the interaction at the central area of human/object.

3. METHODOLOGY

Given an input image \( I \in \mathbb{R}^{W \times H} \), the goal of HOI detection is detecting the \( \{ \text{human, verb, object} \} \) triplets, such as \( \{ \text{human, hold, cup} \}, \{ \text{human, ride, horse} \} \). In this work, we denote the verb set as \( \Psi = \{ \psi_i \}_{i=1}^{K} \), where \( K \) is the total number of verb categories.

3.1. Overview

Our proposed framework is built on a pre-trained object detector and focuses on inferring the triplets categories for each human in the image. As illustrated in Fig. 2...
we firstly use an object detector to locate humans and objects, then traverse all detected humans by an Actor Switch module sequentially. The selected human is defined as actor and utilized to generate an RGBM channel data (described in the following chapter). Then, a backbone [25, 26] is used to extract features, behind which the framework separates into two branches, namely Actor Branch and Object Branch. Actor Branch aims to predict pixel-wise verb scores of the current actor. When the actor is performing one interaction, the corresponding verb scores in the actor’s central area is expected to be high. Similarly, for Object Branch, we also obtain per-pixel object verb predictions. For the expectation of the network to focus on the center location of these agents, we narrow the original actor/object box into a smaller binary square mask, which has been shown by the red area in Fig. 2. These red areas are generated as the targets of our network, thus we can cooperate the current actor verb score and the corresponding multiple objects verb scores from the two branches to predict the interaction triplets.

3.2. RGBM Generation and Feature Extraction

We denote detected human set as $H = \{h_i\}_{i=1}^M$, where $h_i$ is a detected human and $M$ is the number of detected humans. Similarly, when $N$ objects is detected, we denote detected object set as $O = \{o_i\}_{i=1}^N$, where $o_i$ is a detected object and $N$ is the number of detected objects.

There are many ways to indicate human position. We choose to use an additional $W \times H$ mask to avoid damaging the original image structure of the RGB channel. As is shown in Fig. 3, given a human box and an input image $I$, we generate a human position mask with the same height and width with $I$. The area within the human box is set as 1 and other positions are set as 0. Then we concatenate the mask with the original RGB image to obtain four-channel RGBM data as the inputs of our framework.

In order to ensure every position on the image could utilize global context and local appearance to generate...
verb prediction, we adopt DLA [25] or HRNet [25] which are proposed to effectively aggregate global and local information, as our backbone. After feature extraction, the feature resolution is down from $W \times H$ to $W/d \times H/d$, where $d$ is the down-sample stride.

### 3.3. Actor Branch and Object Branch

The Actor Branch and Object Branch are two detection heads to generate pixel-wise verb prediction for actor and all objects separately. In Fig. 2 output size of each branch is $W/d \times H/d \times (K+1)$ where $K$ is the number of annotated verb categories. We use the first K channels to generate predictions for all verb categories. The last channel is used to generate prediction for an additional category which is named w/o-interaction.

For Actor Branch, we request the network to generate a high score in the area around actor box center when an interaction happens. In practice, we use a box smaller than actor box as the central area which is denoted as $Z$. Furthermore, we denote the interaction set the actor participates in as $\Psi_a$. Note that if the actor is not interacting with any object, we set $\Psi_a = \{w/o-interaction\}$. And we generate target illustrated in Fig. 2 by

$$f_a(x, y, c) = \begin{cases} 
1 & (x, y) \in Z, \Psi^*[c] \in \Psi_a \\
0 & \text{otherwise} 
\end{cases},$$

where $(x, y)$ denotes a spatial position and $c$ denotes channel. $\Psi^*$ is expanded from origin verb set $\Psi$ by adding the additional category w/o-interaction. $\Psi^*[c] \in \Psi^*$ is the verb category channel $c$ represents.

For Object Branch, given $o_i \in O$, we denote the interaction set $o_i$ participates in with the actor as $\Psi_{o_i}$, and we set $\Psi_{o_i} = \{w/o-interaction\}$ if $o_i$ is not interacting with the actor. We also generate target for each object by Equ. 1 and denote the generated target is $f_o$. Note that the w/o-interaction category here means $o_i$ is not interacting with the actor. The target for Object Branch denoted as $f_o$ is calculated by

$$f_o = f_{o_1} \oplus f_{o_2} \cdots \oplus f_{o_N},$$

where $\oplus$ denotes an addition rule that retains the maximum for elements in the same position.

### 3.4. Loss

Instead of simply using Cross Entropy Loss, we propose a Weighted Cross Entropy Loss (WCEL) based on following design:

**Hanning Weight**: Because there is no transition between box central area and other area, the network may pay too much attention on learning a sharp hop at the boundary of box central area and this could cause overfit. To settle this, we want the position near the center point has a higher weight and position near the boundary has a lower weight. In this work, we use Hanning window to generate weight for the positive positions and negative positions individually. The two-dimensional Hanning window is defined as

$$H(x, y, w, h) = \frac{1}{4}[1 + \cos(2\pi x w / (w - 1))[1 + \cos(2\pi y h / (h - 1)]],$$

where $w$ and $h$ denote width and height of Hanning window and $(x, y)$ is a point within Hanning window.

Given a box $B$ whose width, height and center point are $w, h$ and $(x_0, y_0)$ separately, the proposed Hanning Weight $w_{han}$ for positions within $B$ is calculated by

$$w_{han}(x, y, c) = \begin{cases} 
H(x-x_0, y-y_0, w, h) & f(x, y, c) = 1 \\
1 - H(x-x_0, y-y_0, w, h) & f(x, y, c) = 0 
\end{cases}.$$  

And we set $w_{han}(x, y, c) = 1$ if $(x, y)$ is not within $B$.

**Scale Weight**: Because the size of the central area is relevant to box size, if we simply use classification loss for every spatial position, bigger box will have bigger area to generate loss and smaller ones has smaller area to generate loss. Such imbalance of supervision area will cause smaller object/actor to become hard to optimize. To solve this problem, we give different area corresponding weights according to box position and size. We define this kind of weight as Scale Weight and express it as $w_{scale}$. Take the above box $B$ for example, the Scale Weight of position within $B$ is calculated by:

$$w_{scale}(x, y, c) = \min(10, \lambda_s \max(W, H)/\max(w, h)),$$

where $\lambda_s$ is a super parameter and we set it as 0.5 in our work. Besides, we set the upper limit of $w_{scale}$ as 10 to prevent the weight of small box greater than that of background too much. Similar to Hanning Weight, we set $w_{scale}(x, y, c) = 1$ if $(x, y)$ is not within $B$.

**Weighted Cross Entropy Loss**: Assume the output of network is $\hat{f} \in \mathbb{R}^{W \times H \times (K+1)}$ and corresponding target, Hanning Weight and Scaled Weight is $y, w_{han}, w_{scale}$ separately. The loss for $f$, denoted as $\mathcal{L}$, is calculated by

$$\mathcal{L} = \sum_{x, y, c} w_{han}(x, y, c) w_{scale}(x, y, c)[f(x, y, c) \log(f(x, y, c)) + (1 - f(x, y, c)) \log(1 - \hat{f}(x, y, c))].$$

Assume $\hat{f}_a$ and $\hat{f}_o$ are outputs of Actor Branch and Object Branch respectively. We denote the loss of Actor Branch and Object Branch as $\mathcal{L}_a$ and $\mathcal{L}_o$, and they can be calculated by Equ. 6.

Total loss of our framework is denoted as

$$\mathbf{L} = \lambda_a \mathcal{L}_a + \lambda_o \mathcal{L}_o,$$

where $\lambda_a$ and $\lambda_o$ are two super parameters to balance the losses of Object Branch and Human Branch. In our work, we set $\lambda_a = \lambda_o = 1$. 

4
3.5. Inference

During inference, we use the pipeline in Fig. 2 to generate pixel-wise verb predictions first. Then, we use a simple post-process strategy illustrated in Fig. 3 to generate final HOI scores. Given the selected actor and object set \( O = \{o_i\}_{i=1}^N \) provided by detector, we obtain object center point set \( C_o = \{c_o\}_{i=1}^N \) and actor center point \( c_a \). Then, we use \( c_o \) to index actor verb score \( S^v_{a,o} \). Simultaneously, we use \( c_o \) to index object verb scores \( S^v_{o_i} \) for each \( o_i \in O \). Next, we calculate verb score \( S^v_{a,o_i} \) for an actor-\( o_i \) pair by

\[
S^v_{a,o_i} = S^v_a \cdot S^v_{o_i}.
\]

And the HOI score \( S^{hoi}_{a,o_i} \) of actor-\( o_i \) pair is denoted as

\[
S^{hoi}_{a,o_i} = S^v_{a,o_i} \cdot S_a \cdot S_{o_i},
\]

where \( s_o \) is the object confidence score provided by object detector. \( s_a \) is the confidence score of the actor (i.e., selected human) and is also provided by object detector.

4. Experiments

4.1. Datasets and Metrics

**Datasets** We verify the performance of our method on HICO-DET [10], V-COCO [27] and HOI-A [13]. HICO-DET contains 38118 images for training and 9658 images for testing. There are 80 object categories as same as MS-COCO [28] and 117 verb categories. The object and verb categories composite 600 HOI categories for HOI detection. V-COCO is a smaller dataset which is derived from MS-COCO dataset. It contains 5400 images in the trainval dataset and 4946 images in the test dataset. Each person has annotations for 29 action categories which contains 25 HOI categories and 4 body motions. HOI-A is a recently proposed dataset containing 11 kinds of objects and 10 action categories in general scenes.

**Metrics** Following previous works, we adopt the mean average precision (mAP) to evaluate our method. For HICO-DET, AP is computed on per HOI class and two setting are adopted, i.e., “Known Object” and “Default”. In “Known Object” setting, we evaluate only on the images containing the annotated object category for each HOI category, and in “Default” setting, we evaluate on full test images. In each setting, we report the mAP over three types, i.e., Rare, Non-Rare and Full, which are defined according to number of training instances. For V-COCO, three settings are adopted. In \( AP_{agent} \), the true positive only focus on the pair (subject, verb). While \( AP_{role} \) requires object should be also correctly located. For the cases when there is no object, in \( AP_{role} \), a prediction is correct if the corresponding bounding box for the object is empty and in \( AP_{role} \), the bounding box of the object is not considered. For HOI-A, AP is computed on per verb class.

4.2. Implementation Details

**Object Detector.** We use Faster R-CNN [39] as the object detector. In experiments, we adopt the pre-trained model released by MMDetection [40] to localize persons and objects. The NMS threshold is set as 0.05 and top-100 predictions are used for later processing. We also test our method on HICO-DET by utilizing the detection results released by DRG [35] with the model that finetuned on HICO-DET. When using the detection results of DRG, we set the threshold of both human and object score to 0.2.

**Annotation Arrangement.** For the convenience of training interaction classification network, we rewrite the training annotation: for each annotated person \( p \), we record box of \( p \), all objects interacting with \( p \) and corresponding verbs. For a detected person \( p_o \), if there exists an annotated person that has IoU over 0.5 with \( p \), we assign

| Methods       | \( AP_{agent} \) | \( AP_{role}^{S1} \) | \( AP_{role}^{S2} \) |
|---------------|------------------|----------------------|----------------------|
| InteractNet   | 69.2             | 40.0                 | -                    |
| GPNN          | -                | 44.5                 | 42.8                 |
| iCAN          | -                | 45.3                 | 52.4                 |
| RPNN          | -                | 47.5                 | -                    |
| VCL           | -                | 48.3                 | -                    |
| TIN*          | -                | 48.7                 | 54.2                 |
| Zhou et al.   | -                | 48.9                 | -                    |
| TIK           | -                | 48.7                 | -                    |
| PastaNet*     | -                | 51.0                 | 57.5                 |
| DRG*          | -                | 51.0                 | -                    |
| Wei et al.    | 70.3             | 42.0                 | -                    |
| ACP*          | -                | 53.2                 | -                    |
| IDN           | -                | 53.3                 | 60.3                 |
| Ours          | 73.47            | 51.67                | 61.75                |

Table 1: Result on V-COCO. Character * indicates that external knowledge is used.
Table 2: Results on HICO-DET. For External Knowledge, “P” indicates human pose and “L” indicates linguistic knowledge.

| Methods          | External Knowledge | Default | Known Object |
|------------------|--------------------|---------|--------------|
|                  |                    | Full    | Rare | Non-Rare    | Full    | Rare | Non-Rare |
| iCAN [13]        |                    | 14.84   | 10.45| 16.15       | 16.26   | 11.33| 17.73    |
| Wang et al. [10] |                    | 16.24   | 11.16| 17.75       | 17.75   | 12.78| 19.21    |
| PMFNet [41]      | P                  | 17.46   | 15.65| 18.00       | 20.34   | 17.47| 21.20    |
| No-Frills [42]   | L                  | 17.18   | 12.17| 18.68       | -       | -    | -        |
| TIN [31]         | P                  | 17.22   | 13.51| 18.23       | -       | -    | -        |
| CHG [43]         |                    | 17.57   | 16.85| 17.78       | 21.00   | 20.74| 21.08    |
| UnionDet [13]    |                    | 17.58   | 11.52| 19.45       | 19.76   | 14.68| 21.27    |
| Peyre et al. [45]| L                  | 19.40   | 14.63| 20.87       | -       | -    | -        |
| VSGNet [14]      |                    | 19.80   | 16.05| 20.91       | -       | -    | -        |
| FCMNet [46]      | P+L                | 20.41   | 17.34| 21.56       | 22.04   | 18.97| 23.12    |
| ACP [37]         | P+L                | 20.59   | 15.92| 21.98       | -       | -    | -        |
| Bansal et al. [17]| L               | 21.96   | 16.43| 23.62       | -       | -    | -        |
| DRG [35]         |                    | 24.53   | 19.47| 26.04       | 27.98   | 23.11| 29.43    |
| IDN [38]         |                    | 26.29   | 22.61| 27.39       | 28.24   | 24.47| 29.37    |
| ConsNet-F [12]   | L                  | 24.39   | 17.10| 26.56       | -       | -    | -        |
| IPNet [17]       |                    | 19.56   | 12.79| 21.58       | 22.05   | 15.77| 23.92    |
| PPDM [15]        |                    | 21.73   | 13.78| 24.10       | 24.58   | 16.65| 26.84    |
| HOTR [48]        |                    | 25.10   | 17.34| 27.42       | -       | -    | -        |
| Zou et al. [49]  |                    | 26.61   | 19.15| 28.84       | 29.13   | 20.98| 31.57    |
| **Ours**         |                    | **27.39** | **21.34** | **29.20** | **30.87** | **24.20** | **32.87** |

Table 3: Result on HOI-A test set.

| Methods | mAP(%) |
|---------|--------|
| C-HOI [32] | 66.04 |
| iCAN [13] | 44.23 |
| TIN [31] | 48.64 |
| PPDM [15] | 71.23 |
| **Ours** | **74.56** |

For V-COCO, we report our result in terms of $AP_{agent}$, $AP_{role_1}$ and $AP_{role_2}$. Our method outperforms state-of-the-art method by 3.04% and 1.45% on $AP_{agent}$ and $AP_{role_2}$ respectively. This shows that our method could not only achieve excellent HOI detection performance, but also promote human action analysis.

For HICO-DET, we report result on Default and Known Object settings. And for each setting, the results on Full, Rare and Non-Rare subset are shown in Table 2. Although some methods [41, 42, 31, 45, 46, 37, 35, 12] adopt external human pose or linguistic knowledge or both to help HOI detection, our method outperforms them by a large margin especially on Full and Non-Rare set. In addition, compared to recently proposed global-context-aware methods [13, 16, 17, 15, 49], our method outperforms them on all subsets.

However, we only achieve competitive performance on $AP_{role_2}$ of V-COCO and Rare set of HICO-DET compared to IDN. Considering V-COCO is a smaller dataset than HICO-DET and Rare set of HICO-DET only has a few samples for each category, it means that our method needs relatively more samples to train a powerful model.
To show the adaptability of different datasets, we also test our method on HOI-A dataset. As is shown in Tab. 3, we achieve 3.33 mAP improvement compared to state-of-the-art PPDM. The result shows that our method can be applied to a variety of scenarios with Human-Object Interactions.

Following InteractNet [8], we also report Role AP for each interaction category and Average Role AP of all categories on V-COCO [27]. The result is shown in Tab. 4. Our result outperforms result reported in [8] by a large margin. Besides, through column 2-3 and column 4-5 we find that our method get 8.14% and 7.09% Average Role AP improvement on scenario_1 and scenario_2 when using ground truth (GT) human/object boxes instead of human/object boxes detected by Faster R-CNN. Thus, HOI detection with our framework could be further promoted once a better detector is adopted.

### 4.4. Ablation Study

**RGBM Generator** In Tab. 5, we conduct an ablation study to show the effectiveness of RGBM generator. “RGB” represents not indicating actor position at all. “RGB + 255” represents indicating actor position by adding w/o-interaction category as supervision to Actor Branch and Object Branch respectively. We achieve best improvement when just learning with Actor Branch and could promote the performance. Fusing prediction of both branches could bring further improvement.

| Input   | Full   | Rare | Non-Rare |
|---------|--------|------|----------|
| RGB     | 21.88  | 16.84| 23.39    |
| RGB+255 | 24.51  | 18.77| 26.23    |
| RGBM    | 26.18  | 19.88| 29.06    |

(a) Effectiveness of RGBM Generator. We try different inputs of verb prediction network (Fig. 2). “RGB” means using the original image as input. “RGB+255” means add 255 to the intensity of pixels that lie inside actor bounding box. “RGBM” means using proposed RGBM data as input.

| Baseline | Actor-Branch | Full   | Rare | Non-Rare |
|----------|--------------|--------|------|----------|
| ✓        | ✓            | 25.60  | 18.48| 27.73    |
| ✓        | ✓            | 24.64  | 18.97| 28.68    |
| ✓        | ✓            | 27.39  | 21.34| 29.20    |

(b) Impact of Actor Branch. The Baseline only uses Object Branch for training and testing. Then we add Actor Branch during training procedure and further fuse prediction of Actor Branch and Object Branch when testing. The results indicate that just learning with Actor Branch could promote the performance. Fusing prediction of both branches could bring further improvement.

| Input         | Full   | Rare | Non-Rare |
|---------------|--------|------|----------|
| RGBM Generator | 25.30  | 18.41| 27.36    |
| Hanning Weight| 25.61  | 19.36| 27.53    |
| Scale Weight  | 25.45  | 19.10| 27.41    |
|                | 25.83  | 19.79| 27.60    |

(c) Effectiveness of Additional Category. Baseline uses the original verb categories as supervision for both branches. $A^+$ and $O^+$ means adding w/o-interaction category as supervision to Actor Branch and Object Branch respectively. We achieve best improvement when just adding w/o-interaction category to Object Branch.

| Methods     | Backbone | Full   | Rare | Non-Rare |
|-------------|----------|--------|------|----------|
| VCL [9]     | Res-50   | 23.63  | 17.21| 25.55    |
| PastaNet [34]| Res-50   | 22.65  | 21.17| 23.09    |
| Ours        | Res-50   | 24.58  | 17.71| 26.63    |
| PPDM [15]   | DLA34    | 20.29  | 13.06| 22.45    |
| Ours        | DLA34    | 26.18  | 19.88| 29.06    |
| Ours        | HRNet-W32| 27.39  | 21.34| 29.20    |

(d) Effectiveness of Weighted Cross Entropy Loss. Standard binary cross entropy loss is used by default. We show the results when using Hanning Weight and Scale Weight alone as well as using both together. It’s obvious that both loss weights could help to improve performance and the performance could be further improved when they are used together.

| Methods     | Backbone | Full   | Rare | Non-Rare |
|-------------|----------|--------|------|----------|
| VCL [9]     | Res-50   | 23.63  | 17.21| 25.55    |
| PastaNet [34]| Res-50   | 22.65  | 21.17| 23.09    |
| Ours        | Res-50   | 24.58  | 17.71| 26.63    |
| PPDM [15]   | DLA34    | 20.29  | 13.06| 22.45    |
| Ours        | DLA34    | 26.18  | 19.88| 29.06    |
| Ours        | HRNet-W32| 27.39  | 21.34| 29.20    |

(e) Results on different backbones. Our method outperforms existing methods when using the same backbone. We achieves best results when using HRNet-W32.

| Table 5: Ablation studies on HICO-DET. |
changing image structure of “RGB” channels. “RGBM” represents indicating actor position in the additional channel as proposed in the section of METHODOLOGY. We see a successive improvement from Line 1 to Line 3. This proves that “RGBM” is an effective way to guide interaction reasoning. 

**Actor Branch** To validate the necessity of our Actor Branch, we conduct an ablation study shown in Tab. 5b. We start from a baseline without actor branch in the training and testing process, and obtains 25.60 mAP in full subsets. While we add the actor branch on the training procedure and testing procedure, the performance obtains an improvement with 0.84 and 1.79 respectively. This proves that Actor Branch can guide the Object Branch to learn better. And directly fusing prediction of Actor Branch and Object Branch can further improve performance. 

**Additional Category** We further evaluate the effectiveness of the additional category, i.e., w/o-interaction category. This category is considered to add an explicit background category to split the interaction verb scores and non-interaction verb scores (though Non-interaction category is included in HICO-DET, it means that no interaction appears on the image). We add it to Actor Branch and Object Branch successively and obtains a slight improvement of 0.39 and 0.47. But when both branches are added simultaneously, the performance achieves a bit lower due to the difficult joint optimization of both branches. 

**Weighted Cross Entropy Loss** The proposed weighted cross entropy loss consists of two types of weights, i.e., Hanning Weight, and Scale Weight. To validate their effectiveness, we conduct an ablation study as shown in Tab. 5d. We can see both loss weights could help to improve performance and the performance could be further improved when they are used together. 

**Backbone** To further verify the robustness of the proposed framework, we conduct experiments as shown in Tab. 5e to compare with existing CNN-Based methods when using different backbones. We compare with VCL [9], PastaNet [34] and PPDM. VCL and PastaNet are both crop-based methods. Besides, PastaNet uses human pose and linguistic knowledge to guide interaction prediction. PPDM is one of the first methods that use non-crop features to predict interactions. Results in line 1-3 and line 4-6 show that our method brings significant improvements when using the same backbone (no matter Res50 or DLA34), except for on Rare set compared to PastaNet (which is with the help of the external knowledge for improving the performance on Rare set). We further achieve state-of-the-art results when using HRNet-W32 (line 5). The results show the adaptability of our framework to different backbones. 

### 4.5. Analysis and Discussion

**Results on simple and complex subsets** To evaluate the robustness of our proposed idea for data with different complexity, we split the HICO-DET into four subsets
Table 6: Results on different subsets. These subsets are generated according to the number of annotated persons and objects in the image, i.e., single-human & single-object (SH-SO), multi-human & single-object (MH-SO), single-human & multi-object (SH-MO) and multi-human & multi-object (MH-MO). Our method obtains consistent improvement on all subsets and is especially more robust in complex scenes.

(a) The results (mAP) on subsets of HICO-DET. (*%†) denotes the increasing percentage we achieve compared to PPDM and VCL.

(b) The visualization version of results reported in the above Table. From this figure we can intuitively observe that improvements achieved by our framework of complex subsets (MH-SO, SH-MO, MH-MO) are higher than the simple one (SH-SO).

Figure 6: The heatmap results of Object Branch for different actors in the same image. Boxes with different colors mean different detected persons. When different individuals serve as the actor, the resulting heatmaps are shown where the colored arrows point. It has been observed that our model has the ability to localize the corresponding interacting regions for each actor accurately in complex scenes with multiple interactions.

Qualitative Result Some qualitative results compared with PPDM and VCL in shown in Fig. 5. We select several images in the HICO-DET and V-COCO datasets to show the ability of our proposed framework of addressing the multiple interaction occurrence issues. These cases are quite complex and easy to cause ambiguities for crop-based method, and highly-coupled approach. As illustrated in Fig. 5 our approach handles the complex crowded scenes, which are failed by the two other approaches. And the Object Scoremap shown in the last row further validates the effectiveness of our model to capture the interactions between actor and objects.

Moreover, we also illustrate the heatmap results of the Object Branch for different actors in the same image as shown in Fig. 6. The high consistency between actors and object regions demonstrates that our approach has a powerful ability to disambiguate multiple complex interactions in the same image.
5. Conclusion

In this paper, we have developed an effective actor-centric approach for human-object interaction detection. Our approach formulates the task as a pixel-wise prediction problem, and learns non-local features by introducing binary masks of persons. The relationship between one person and multiple objects of the entire image has been explored to promote the interaction reasoning in a unified framework. For enhancing the learning effect under the proposed framework, we further introduce a Weighted Cross Entropy Loss consisting of Hanning weight and Scale weight. Experimental results have shown that our approach achieves state-of-the-art performance in both HICO-DET and V-COCO datasets, especially on complex images with multiple persons/objects.
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