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Abstract

We present an approach for discourse segmentation and discourse connective identification, both at the sentence and document level, within the DISRPT 2021 shared task, a multi-lingual and multi-formalism evaluation campaign. Building on the most successful architecture from the 2019 similar shared task, we leverage datasets in the same or similar languages to augment training data and improve on the best systems from the previous campaign on 3 out of 4 subtasks, with a mean improvement on all 16 datasets of 0.85%. Within the Disrpt 21 campaign the system ranks 3rd overall, very close to the 2nd system, but with a significant gap with respect to the best system, which uses a rich set of additional features. The system is nonetheless the best on languages that benefited from cross-lingual training on sentence internal segmentation (German and Spanish).

1 Introduction

Discourse segmentation, the separation of a text or conversation in elementary units that make up the arguments of the rhetorical structure of a text, has long been a neglected step in discourse analysis, considered easy and generally assumed as given in discourse parsing studies, where the focus is to predict the rhetorical structure of a document, a labelled relational structure, with properties dependent on the theoretical framework considered, Rhetorical Structure Theory (RST, Mann and Thompson, 1988), Segmented Discourse Representation Theory (SDRT, Asher and Lascarides, 2003), or the Penn Discourse Treebank (PDTB, Prasad et al., 2008).

However this important step has generated more interest recently, as illustrated by the 2019 shared task at the Discourse Relation Parsing and Treebanking (DISRPT) workshop (Zeldes et al., 2019).

This campaign made available several existing corpora in different language in a common format, expressing the task as a sequence tagging problem, where tokens are to be classified as beginning a segment or not, or, in the case of PDTB corpora, being part of a discourse connective signalling a relation between textual arguments. Segmentation in itself has also shown a lot of potential as an auxiliary task in machine translation (Chen et al., 2020) and summarization (Xu et al., 2020), independently of discourse parsing.

DISRPT 2021 shared task reproduces the same setting as DISRPT 2019, with some additional data and minor modifications of the original datasets, segmentation as task 1, connective identification as task 2, and adds the prediction of relations between segments, assuming those are known, as task 3.

The following shows examples from the English datasets, illustrating respectively task 1 and task 2, with intended units to recover marked between brackets:

- [Three seats currently are vacant] [and three others are likely to be filled within a few years] (...)
- [But] [in the end] his resignation as Chancellor of the Exchequer may be a good thing (...)

In the first case, tokens "Three" and "and" would be marked as segment beginnings. In the second case, where the target connectives are "but" and "in the end", beginning tokens "but" and "in" would be marked "B" (begin) and "the", "end", would be marked as "I" (inside). In both examples, other tokens would be marked "out".

Since sentences are almost always discourse units in existing frameworks, segmentation can be seen as two sub-problems: detecting sentences, and detecting intra-sentence segment boundaries. To reflect this, the 2019 shared task introduced two
sub-tasks for segmentation and connective identification: either sentence-level segmentation, with sentence boundaries given (when annotated, or provided with a sentence splitter otherwise), also informed by syntactic parsing of sentences, or without any of that information.

With the exception of systems presented at DISRPT 2019 (Bourgonje and Schäfer, 2019; Yu et al., 2019; Muller et al., 2019), existing work on segmentation always assumed gold sentences, e.g. (Wang et al., 2018; Lukasik et al., 2020).

One interesting aspect of such a task is the availability of comparable data in different languages. This has been leveraged in the past for segmentation (Braud et al., 2017b), but not in the past 2019 campaign, where the best system relied on fine-tuning a contextual language model for each language separately, albeit using the same multilingual embedding model (Muller et al., 2019).

Here we propose to build on the previous DISRPT best system and exploit the availability of multiple corpora for the same language, or the same family of languages (romance, germanic) to augment training of dedicated models.

Combining this approach with a few adjustments to the base model, we manage to improve on many datasets compared to the previous best DISRPT systems, with a mean difference in F1 score of 0.46% and 1.24% on segment boundary detection for sentence and document level respectively, and 3.07% on connective detection for sentences (we didn’t improve results at document level for discourse connectives).

Within the Disrpt 21 campaign the system ranks 3rd overall, very close to the 2nd system, but with a significant gap with respect to the best system, which uses a rich set of additional features.

Our code and instructions to reproduce the experiments are available online.\(^2\)

2 Related work

Discourse segmentation appeared as an NLP task with the creation of the first annotated RST documents in English, and was primarily rule-based (Marcu, 2000). Since then the literature on discourse parsing generally assumed that elementary discourse units (discourse segments) were given, with only a handful of exceptions (Soricut and Marcu, 2003; Fisher and Roark, 2007; Tofiloski et al., 2009; Hernault et al., 2010; Joty et al., 2015), until more recent neural-based work (Wang et al., 2018; Lukasik et al., 2020), still at the sentence level, and always on English or Mandarin. Only the work of (Braud et al., 2017b,c) have considered more varied languages, after the creation of a few different datasets in the past ten years (see the Data section below).

The DISRPT 2019 workshop introduced a more general evaluation framework for discourse segmentation with a shared task considering multilingual data, and segmentation both at the sentence and document level (Zeldes et al., 2019). The best system (Muller et al., 2019) at both granularities (sentence and document) used a sequential tagging model fine-tuned on contextual embeddings.

Multi-lingual discourse parsing is also becoming more popular, see for instance (Braud et al., 2017a; Chen et al., 2020), in which it is seen as a form of multi-task learning problem, but this was not applied to discourse segmentation. In other NLP subfields, leveraging availability of corpora in different languages for the same tasks is an active area of research, with different strategies for combining tasks and languages, using meta-learning and complex sampling strategies (Nooralahzadeh et al., 2020; Tarunesh et al., 2021). A simpler approach that inspired us here, due to (Dehouck and Denis, 2019), is to use the relations between close languages to guide the training process on a task: a generic model is trained on groups of languages, further refined with models by subgroups and finally fine-tuned on individual languages.

3 Data

The 2021 shared task provides 16 corpora annotated either with discourse boundaries (13) or discourse connectives in the case of PDTB corpora (3), with the RST Farsi corpus as a surprise dataset. This covers 11 different languages, mostly Indo-European languages, and with a majority of European languages: 3 romance (Spanish, French, Portuguese), 3 germanic (English, German, Dutch), Russian, the only non Indo-European being Turkish, Basque, and Mandarin. Some of the datasets depend on licences for the underlying text corpus, and are not freely available. We had licences for all of them except the Mandarin corpus (zh.pdtb.cdtb), provided by the organizers for the evaluation of the task. Except Farsi, all the datasets were present in the DISRPT 2019 shared task, but the Russian

\(^2\)https://gitlab.irit.fr/melodi/andiamo/discoursesegmentation/discut
Table 1: Descriptions of all corpora, according to the underlying theoretical framework. The tasks consist in finding connectives in the PDTB datasets, or the Elementary Discourse Units (segments) in RST and SDRT datasets. For each corpora are listed the number of documents in each split, the number of sentences and annotated units (connective tokens or segment boundaries in the training set, and whether the gold sentences were manually annotated or given by a parser.

All tasks are considered as sequence tagging, and annotated as such: for segmentation, each token is marked as being a segment boundary or not, and for connectives, which can span multiple tokens, the annotation follows the BIO convention with three labels Begin/Inside/Out for each token.

Datasets are not homogenous, as they were annotated along different principles based on three competing theoretical frameworks:

- **Rhetorical Structure Theory** (Mann and Thompson, 1988), which assumes a linear segmentation of documents in discourse units (no overlaps), which are then related in constituent tree structures. This is followed in the majority of corpora (11).

- **Segmented Discourse Representation Theory** (Asher and Lascarides, 2003), which allows for embedded segments, and were linearized here for homogeneity of the task: a segment embedded in another one was re-annotated as forming 3 three segments. This is the case of two corpora.

- **Penn Discourse Treebank** (Prasad et al., 2008), which annotates discourse connectives and their arguments in a discourse relation. This gives rise to a different annotation scheme as noted above, as the task is only to locate the connective.

Experimental results cannot be compared to previous multi-lingual segmentation efforts (Braud et al., 2017b), because some of the corpora have been revised (Gum, RRT) or not taken entirely (CSTN), and some have been added (TDB, PRSTC), but should be quite close to the DISRPT 2019 evaluation, as only the Russian and the GUM corpora have been extended (and there is an additional dataset).

More details can be found about all datasets.
in the following publications: English RSTDT (Carlson et al., 2001), PDTB (Prasad et al., 2008), SDRT-STAC (Asher et al., 2016) and GUM (Zeldes, 2016), Spanish RST (da Cunha et al., 2011; Cao et al., 2018) Mandarin Chinese (Zhou et al., 2014; Cao et al., 2018), German RST (Stede and Neumann, 2014), French SDRT-Annodis (Afantenos et al., 2012), Basque RST (Iruskieta et al., 2013), Portuguese RST (Cardoso et al., 2011), Russian RST (Pisarevskaya et al., 2017), Turkish PDTB (Zeyrek et al., 2013) Dutch RST (Redeker et al., 2012) and Persian RST (Shahmohammadi et al., 2021).

4 Approach

In this paper we want to leverage combinations of multiple datasets for training, not only with corpora for the same language and task, but also with languages from the same families.

4.1 Base architecture

We started from the architecture that showed the best results on almost all languages and configurations at DISRPT 2019, namely (Muller et al., 2019), which is built around BERT (Devlin et al., 2019), a contextual language model that is easy to fine-tune on sequence tagging problems. The original architecture combined BERT contextual embeddings to the output of CNN filters over characters of each word piece, that were then fed to single-layer BiLSTM layer for the final prediction. The model is initialized with the multilingual BERT model, then fine-tune on all corpora separately as sequence tagging tasks. The original implementation used the AllenNLP library (Gardner et al., 2017), and so does our implementation.

Since BERT has a limitation on the number of word pieces it can take as input, a preprocessing step must be taken for document-level segmentation. In (Muller et al., 2019), the core-nlp library was used to predict sentence boundaries, and use this information, while we used the more recent Stanza library by the same team for that purpose (Qi et al., 2020).

We explored potential improvements for that architecture, swapping the multi-lingual pretrained language model XLM (Conneau and Lample, 2019), or adding another layer to the BiLSTM stage. The final configuration was chosen based on preliminary experiments on some of the datasets, evaluated on their respective development sets. They showed that XLM didn’t help, but the extra layer of LSTM could. Changes to other hyper-parameters didn’t improve these preliminary results so we kept them as in the original model. Details of the parameters can be found in the declarative config file of the model, also added as supplementary material.

| Input | Corpus          | P   | R    | F1  |
|-------|-----------------|-----|------|-----|
| doc   | deu.rst.pcc     | 94.51| 93.82| 94.16|
|       | eng.rst.gum     | 91.80| 91.68| 91.74|
|       | eng.rst.rstdt   | 93.48| 94.94| 94.20|
|       | eng.sdrt.stac   | 86.10| 87.52| 86.81|
|       | eus.rst.ert     | 87.56| 85.23| 86.38|
|       | fas.rst.prstc   | 91.21| 91.84| 91.52|
|       | fra.sdrt.annodis| 87.52| 90.83| 89.14|
|       | nld.rst.nldt    | 93.91| 94.46| 94.19|
|       | por.rst.cstn    | 92.43| 91.11| 91.77|
|       | rus.rst.rtt     | 83.09| 81.65| 82.37|
|       | spa.rst.rststb  | 92.54| 94.75| 93.63|
|       | spa.rst.sctb    | 73.23| 90.29| 80.87|
|       | zho.rst.sctb    | 64.18| 83.50| 72.57|
| conll | mean            | 91.18| 89.44| 90.24|
|       | deu.rst.pcc     | 94.51| 93.82| 94.16|
|       | eng.rst.gum     | 91.80| 91.68| 91.74|
|       | eng.rst.rstdt   | 93.48| 94.94| 94.20|
|       | eng.sdrt.stac   | 86.10| 87.52| 86.81|
|       | eus.rst.ert     | 87.56| 85.23| 86.38|
|       | fas.rst.prstc   | 91.21| 91.84| 91.52|
|       | fra.sdrt.annodis| 87.52| 90.83| 89.14|
|       | nld.rst.nldt    | 93.91| 94.46| 94.19|
|       | por.rst.cstn    | 92.43| 91.11| 91.77|
|       | rus.rst.rtt     | 83.09| 81.65| 82.37|
|       | spa.rst.rststb  | 92.54| 94.75| 93.63|
|       | spa.rst.sctb    | 73.23| 90.29| 80.87|
|       | zho.rst.sctb    | 64.18| 83.50| 72.57|
|       | mean            | 87.04| 90.12| 88.41|

Table 2: Segmentation results on the development sets, for both sentence (conll) and document (doc) levels.

4.2 Dataset grouping

Since the shared task involves multiple datasets with the same language (2 for Spanish RST, 2 for English RST), we assumed it would be beneficial to combine them for training.Datasets in the same language are not necessarily consistent in their annotation, but we hypothetize that they have enough commonalities to help training. We also took inspi-
ration from work on multi-lingual syntactic parsing where a lot of corpora follow the same formalism, and where past work has tried to use commonalities between different languages, particularly the approach of (Dehouck and Denis, 2019) in which the phylogenic tree of languages guides the training process: a generic model is trained on groups of languages, further refined in models by subgroups and finally fine-tuned on individual languages. DISRPT datasets are not numerous enough to provide a complex tree of languages, but we can still take advantage of the presence of languages that are relatively close: romance languages (3 languages and 4 datasets for segmentation), germanic languages (3 languages and 5 datasets for segmentation).

### Table 3: Connective identification results on the development sets, for both sentence (conll) and document (doc).

| Input | Corpus | P   | R   | F1  |
|-------|--------|-----|-----|-----|
| conll | eng.pdtb.pdtb | 92.27 | 88.55 | 90.37 |
|       | tur.pdtb.tdb | 80.54 | 84.50 | 82.47 |
|       | zho.pdtb.cdtb | 77.54 | 72.94 | 75.17 |
|       | mean     | 83.45 | 82.00 | 82.67 |
| doc   | eng.pdtb.pdtb | 93.00 | 89.86 | 91.40 |
|       | tur.pdtb.tdb | 80.66 | 85.66 | 83.08 |
|       | zho.pdtb.cdtb | 71.27 | 64.69 | 67.82 |
|       | mean     | 81.64 | 80.07 | 80.77 |

Table 3: Connective identification results on the development sets, for both sentence (conll) and document (doc).

### 5 Results

#### 5.1 Base model

The modification of ToNy, the best system from DISRPT 2019, gives us our base system on which we will build with multi-corpora training in a second stage.

We report the results of these systems on segmentation in Table 2, and on discourse connectives identification in Table 3, with precision, recall and F1 score on the detection of segment boundary tokens, and discourse connectives. A first comparison with respect to each best subsystem from 2019 for the 4 subtasks is given in Table 6. That means ToNy for segmentation (both intra-sentential and plain), discourse connectives (plain), and Gumdrop for discourse connectives (Conll input). We can see that on average on all datasets, the base system gains +0.5, mostly due to its improvements on the plain document segmentation (connective detection only involves 3 datasets). We left out the surprise dataset for 2021 from that evaluation, since we do not have a comparison point. Note that results on this new dataset are good and consistent with the other corpora. Lower results are obtained on smaller datasets for obvious reasons (Spanish sctb, Chinese Mandarin sctb, and to a lesser extent Basque and French). Models trained without sentence information perform a little worse, as expected, with -1.6% on average, again with wider gaps for small corpora.

We do not show the breakup by dataset for the comparison with DISRPT 2019, but there is a lot of variances in results, with differences ranging from -4.5 (French Annodis) to +6.85 (Mandarin SCTB), and not necessarily only on small corpora.

### Table 4: Intra sentential results on romance development datasets, with different training setups: SPA means the grouping of both spanish datasets for training, SPO the grouping of spanish and portuguese data, ROM the addition of French to the group. FT means a model fine-tuning the SPO model. Lines with "self" are just copied from the basic evaluation (training on the dataset only) for comparison. In bold are indicated the best F1 results per dataset on their development set, and the corresponding model was thus kept for the final evaluation.

| Corpus Group | P   | R   | F1  |
|--------------|-----|-----|-----|
| self         |     |     |     |
| SPA          | 91.80 | 93.56 | 92.67 |
| SPO          | 93.24 | 92.79 | 93.02 |
| ROM          | 93.66 | 91.65 | 92.64 |
| FT           | 93.30 | 93.75 | 93.52 |
| spa/rststb   |     |     |     |
| self         | 85.57 | 80.58 | 83.00 |
| SPA          | 83.64 | 89.32 | 86.38 |
| SPO          | 86.24 | 91.26 | 88.68 |
| ROM          | 81.98 | 88.35 | 85.05 |
| FT           | 88.89 | 85.44 | 87.13 |
| spa/sctb     |     |     |     |
| self         | 90.63 | 92.06 | 91.34 |
| SPA          | 92.88 | 89.05 | 90.92 |
| SPO          | 90.14 | 90.00 | 90.07 |
| ROM          | 90.98 | 92.86 | 91.91 |
| FT           | 90.98 | 92.86 | 91.91 |
| por/cstn     |     |     |     |
| self         | 87.13 | 90.11 | 88.59 |
| SPA          | 91.12 | 83.09 | 86.92 |

Table 4: Intra sentential results on romance development datasets, with different training setups: SPA means the grouping of both spanish datasets for training, SPO the grouping of spanish and portuguese data, ROM the addition of French to the group. FT means a model fine-tuning the SPO model. Lines with "self" are just copied from the basic evaluation (training on the dataset only) for comparison. In bold are indicated the best F1 results per dataset on their development set, and the corresponding model was thus kept for the final evaluation.

#### 5.2 Multi-dataset training

As shown above, a lot of smaller datasets have lower results than larger ones, which is to be ex-
pected. We present here the result when applying the strategy described in Section 4.2. We tried it on two groups of languages: romance languages, and germanic languages.

For romance languages, since there are two Spanish RST corpora, we grouped them to trained a “Spanish” more generic model, then we trained a model with all Spanish and Portuguese data, then a generic romance model by including also French. We then used those models for predictions on the datasets respective development part. We did something similar with germanic languages, grouping all English datasets into one, joining the Dutch and German datasets into another one, and finally training a generic germanic model on all of them. Following a procedure similar to what was done in (Dehouck and Denis, 2019), we also fine-tuned some of these models on the individual datasets before using them for prediction. Lack of time during the campaign prevented us from trying all combinations and all datasets like this, but we tested this on all Spanish and English datasets, respectively fine-tuning the global Spanish-Portuguese on Spanish and Portuguese datasets (since it showed a good compromise on the dev sets) and the global English model on all English datasets. Due to time constraints, we tested this only on one type of input, the sentence level (conll files).

Results are presented in Tables 4 and 5. For the final evaluation, we kept for each dataset the model that performed better on the dataset development test.

5.3 Final evaluation

For the final evaluation of the campaign, every team provided their code and instructions for reproducing the experiments, and one member of the organization team reproduced entirely the experiments of one model they were not involved with (two of the four teams involved organization members, including the present system).

We reported the official scores on the test sets in Tables 7 for segmentation and 8 for connective detection.

Overall our system is ranked 3rd out of 4, with results very close to the 2nd-ranked system (Segformers), with only 0.15% difference on average for treebanked data segmentation, and 0.45% on plain data segmentation. The gap with the first ranked system (DiscoDisco) is 0.7% on average on treebanked segmentation and 1.28% on plain text segmentation. Our system performed less well on connective detection, especially with respect to models taking dependency between labels into account (such as a CRF in the case of DiscoDisco): about 4.5% less than Segformers and 6% less than DiscoDisco, mostly due to lower results on the Mandarin dataset.

It is to be noted that we achieved our best results in relation to the other systems with datasets used in cross-training with similar languages (see Sections 4.2 and 5.2), and for which we observed on the development data that it had an impact: German and Spanish corpora, in the case of treebanked data (conll), since we didn’t have time to try this strategy.

| Corpus     | Group | P   | R   | F1   |
|------------|-------|-----|-----|------|
| deu.rst.pcc| self  | 92.58 | 95.27 | 93.91 |
|            | GD    | 95.51 | 92.73 | 94.10 |
|            | GER   | 96.64 | 94.18 | 95.40 |
| nld.rst.nltd| self  | 95.52 | 93.29 | 94.40 |
|            | GD    | 96.95 | 92.71 | 94.78 |
|            | GER   | 94.44 | 94.17 | 94.31 |
| eng.rst.gum| self  | 94.06 | 90.19 | 92.08 |
|            | ENG   | 94.08 | 92.64 | 93.36 |
|            | GER   | 94.11 | 92.42 | 93.26 |
|            | FT    | 93.63 | 92.12 | 92.87 |
| eng.rst.rstdt| self  | 96.35 | 95.38 | 95.86 |
|            | ENG   | 96.27 | 94.77 | 95.51 |
|            | GER   | 95.47 | 95.10 | 95.29 |
|            | FT    | 94.96 | 96.55 | 95.75 |
| eng.sdrt.stac| self  | 94.19 | 95.49 | 94.84 |
|            | ENG   | 95.80 | 92.81 | 94.28 |
|            | GER   | 95.98 | 93.07 | 94.50 |
|            | FT    | 95.55 | 94.97 | 95.26 |

Table 5: Intra sentential results on germanic development datasets, with different training setups: GD means the grouping of German and Dutch for training, GER the grouping of English, German and Dutch, and ENG the grouping of all 3 English datasets. FT means a model fine-tuning the global ENG model on the specific corpus training set. Lines with “self” are just copied from the basic evaluation (training on the dataset only) for comparison. In bold are indicated the best F1 results per dataset on their development set.

\[\text{Full results for all systems are not shown for space constraint reasons, but are displayed on the Shared task website at https://sites.google.com/georgetown.edu/disrpt2021/results and are summarized in the introductory paper to the Shared Task proceedings.}\]
Table 6: Mean comparison of our base system and our improved system with respect to the best Disrrpt 2019 system for each sub task, and the mean on all 16 datasets. This is the only evaluation we made on the test set prior to the official evaluation. Note that grouped training was tested only on conll segmentation, so the other scores are just copied from the base system.

| task | input | $\Delta$base/19 | $\Delta$ grouped/19 |
|------|-------|----------------|------------------|
| pdtb | conll | 3.07           | 3.07             |
| pdtb | tok   | -1.31          | -1.31            |
| seg  | conll | -0.41          | 0.46             |
| seg  | tok   | 1.24           | 1.24             |
| all  | all   | 0.51           | 0.85             |

on plain documents. We have the best scores on these languages, but note that cross-training cannot really explain the good results on German, since results are surprisingly similar between treebanked and plain data.

6 Conclusion

We presented an approach for discourse segmentation and discourse connective identification, both at the sentence and document level, in a multi-lingual and multi-formalism context. Building on the successful architecture from the 2019 DISRPT shared task, we leverage datasets in the same or similar languages to augment training data and improve on the best systems from the previous campaign, on 3 of the 4 sub-tasks. While below the best system which uses a rich set of features over a similar architecture, we still manage to have the best scores on some of the languages where we experimented with cross-lingual training: German and Spanish for sentence-internal segmentation.

Due to time constraints, we could not fully explore all potentially useful language combinations and fine-tuning on specific datasets, that could help improve on the tasks, and give insights on how different languages help each other addressing the discourse segmentation problem. Further progress on multi-lingual embeddings or alignments of different embeddings could be a source of future investigations, as well as more elaborate multi-lingual training procedures.
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Table 7: Final official segmentation results on the test set, reproduced by the organizers. In bold, F1 scores for which our system has the best performance of the shared task.

| Treebanked | P   | R   | F1  |
|------------|-----|-----|-----|
| deu.rst.pcc | 98.91 | 92.52 | **95.61** |
| eng.rst.gum | 93.27 | 93.65 | 93.46 |
| eng.rst.rstdt | 96.16 | 95.99 | 96.08 |
| eng.sdrt.stac | 97.41 | 92.37 | 94.82 |
| eus.rst.ert | 90.04 | 83.11 | 86.44 |
| fas.rst.prstc | 93.54 | 90.75 | 92.12 |
| fra.sdrt.annodis | 87.26 | 88.67 | 87.96 |
| nld.rst.nldt | 94.15 | 95.27 | 94.71 |
| por.rst.cstn | 90.31 | 94.44 | 92.33 |
| rus.rst.rrt | 88.19 | 81.10 | 84.50 |
| spa.rst.rstsb | 92.04 | 93.04 | **92.54** |
| spa.rst.sctb | 85.39 | 90.48 | **87.86** |
| zho.rst.sctb | 92.48 | 73.21 | 81.73 |
| Mean       | 92.24 | 89.58 | 90.78 |

| Plain | P   | R   | F1  |
|-------|-----|-----|-----|
| deu.rst.pcc | 94.67 | 96.60 | **95.63** |
| eng.rst.gum | 92.76 | 89.54 | 91.13 |
| eng.rst.rstdt | 93.39 | 94.50 | 93.94 |
| eng.sdrt.stac | 85.30 | 87.01 | 86.14 |
| eus.rst.ert | 91.45 | 83.78 | 87.45 |
| fas.rst.prstc | 93.59 | 89.40 | 91.45 |
| fra.sdrt.annodis | 89.90 | 86.41 | 88.12 |
| nld.rst.nldt | 94.35 | 93.79 | 94.07 |
| por.rst.cstn | 93.36 | 91.83 | 92.59 |
| rus.rst.rrt | 83.60 | 84.01 | 83.80 |
| spa.rst.rstsb | 92.19 | 89.78 | 90.97 |
| spa.rst.sctb | 78.65 | 89.88 | **83.89** |
| zho.rst.sctb | 68.11 | 75.00 | 71.39 |
| Mean       | 88.56 | 88.58 | 88.51 |

Table 8: Final official connective detection results on the test set, reproduced by the organizers.

| Treebanked | P   | R   | F1  |
|------------|-----|-----|-----|
| PDTB | 93.32 | 88.67 | 90.94 |
| TDB | 90.55 | 86.93 | 88.70 |
| CDTB | 84.43 | 66.03 | 74.10 |
| Mean       | 89.43 | 80.54 | 84.58 |

| Plain | P   | R   | F1  |
|-------|-----|-----|-----|
| PDTB | 88.84 | 92.09 | 90.43 |
| TDB | 90.12 | 88.10 | 89.10 |
| CDTB | 77.40 | 72.44 | 74.83 |
| Mean       | 85.45 | 84.21 | 84.79 |

Table 7: Final official segmentation results on the test set, reproduced by the organizers. In bold, F1 scores for which our system has the best performance of the shared task.
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