Distinguishing parity-switching mechanisms in a superconducting qubit
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Single-charge tunneling is a decoherence mechanism affecting superconducting qubits, yet the origin of excess quasiparticle excitations (QPs) responsible for this tunneling in superconducting devices is not fully understood. We measure the flux dependence of charge-parity (or simply, “parity”) switching in an offset-charge-sensitive transmon qubit to identify the contributions of photon-assisted parity switching and QP generation to the overall parity-switching rate. The parity-switching rate exhibits a qubit-state-dependent peak in the flux dependence, indicating a cold distribution of excess QPs which are predominantly trapped in the low-gap film of the device. Moreover, we find that the photon-assisted process contributes significantly to both parity switching and the generation of excess QPs by fitting to a model that self-consistently incorporates photon-assisted parity switching as well as inter-film QP dynamics.

I. INTRODUCTION

A growing sector of electromagnetic radiation sensing and quantum information science rely on superconducting circuits due to their dissipationless nature. However, nonequilibrium quasiparticle excitations (QPs) notoriously present in the superconductors can cause dissipation and hinder the performance of superconducting devices. Nonequilibrium QPs can limit the sensitivity of kinetic inductance detectors [1], “poison” charge-sensitive devices such as single-Cooper pair transistors [2–4], and cause decoherence in superconducting qubits [3–20]. Hybrid superconductor-semiconductor architectures are likewise susceptible to QP poisoning, which would limit Andreev qubits [21–23] and proposed Majorana-based qubits [24–26].

QP-induced decoherence in superconducting qubits is typically ascribed to tunneling of excess nonequilibrium QPs across a Josephson junction (JJ), as shown schematically by the purple arrows in Fig. 1(a). In this mechanism, when a QP tunnels across the JJ, it couples to the phase across the junction and can thereby cause transitions of the qubit state. The rate of QP tunneling occurs in proportion with the QP density in the superconductors, by which previous experiments have inferred QP densities (normalized to the Cooper pair density) in the range \( n_{QP}/n_{CP} \sim 10^{-9} - 10^{-5} \) [21–23, 27–33]. Depending on levels of other sources of decoherence, QP densities in this range may limit qubit performance.

These QP densities are many orders of magnitude higher than expected for devices at thermal equilibrium with the \( \sim 30 \) mK base temperature of a dilution refrigerator, in which QP excitations are exponentially suppressed by the superconducting gap \( \Delta_A \). This contrast points to the nonequilibrium nature of the QPs in the superconductors. Furthermore, attempting to explain measurements of QP-induced excitation and relaxation of the qubit by QP tunneling requires an assumption of their presence at high energies [19]. This is inconsistent with predictions that QPs relax to a distribution near the edge of the superconducting gap [11, 34, 35]. Despite the many observations of excess QPs across various types of qubits, a two-pronged question remains unanswered: how are nonequilibrium QPs generated and why do they appear to have a nonthermal distribution?

A possible mechanism to help answer these questions was proposed by Houzet et al. [36]. There, it was pointed out that a photon with sufficient energy to break a Cooper pair \( (\geq 2\Delta_A \sim 100 \text{ GHz}) \) may be efficiently absorbed at the JJ, generating a pair of QPs. Just as QP tunneling results in a single charge being transferred across the JJ, this process likewise switches the parity of the number of electrons that have tunneled across the JJ (referred to simply as the “parity” for the remainder of the work) and may cause decoherence of the qubit state [Fig. 1(a) orange arrows]. We label this process Photon-Assisted Parity Switching (PAPS), and it may contribute to QP-induced decoherence in two ways simultaneously: directly, by inducing qubit transitions during parity switches, and indirectly, as a generation mechanism of excess \( x_{QP} \). These additional QPs may then tunnel and induce decoherence, which we refer to as the NUmber-conserving Parity Switching (NUPS) mechanism because unlike PAPS, it conserves the number of QPs [13, 14]. We distinguish PAPS from QP generation by ionizing radiation [33, 37, 38], which likewise generates QPs but does not directly cause a parity switch.

Additionally, PAPS causes qubit transitions imitating a nonthermal QP distribution when the typical photon energy is well above \( 2\Delta_A \) [39]. For this reason, even in cases where the energy relaxation time of the qubit is limited by other decoherence sources, PAPS may be
The primary cause of anomalous excitation of the qubit. The amount of high frequency radiation that reaches the qubit can be reduced with targeted filtering and shielding, which has been shown to improve qubit performance [20, 22, 39]. Even with these measures in place, recent experiments have shown that stray high frequency photons are indeed absorbed resonantly by spurious antenna modes, inducing parity switching [10, 22]. Given that PAPS can be responsible for QP generation and the appearance of a nonthermal QP distribution, it is imperative to experimentally distinguish the contributions of this mechanism to parity switching and QP generation in superconducting qubits. However, it is difficult to discern the mechanism from a single measurement of the parity-switching rate or QP-limited energy relaxation time.

Here, we measure the parity-switching rate \( \Gamma \) in a flux \( (\Phi) \)-tunable transmon sensitive to offset-charge. As we describe below, the dependence of the parity-switching rate on the applied flux can distinguish PAPS from NUPS. In the flux dependence of the parity-switching rate \( \Gamma(\Phi) \), we observed a peak which can be explained by a difference of superconducting gaps between the two aluminum films of the device matching the qubit transition energy. This gap difference enhances the contrast in flux dependence between PAPS and NUPS and also helps to demonstrate the thermalization of QPs in the device. Using a new measurement protocol to extract the parity-switching rates conditioned on the initial state of the qubit, we find evidence that excess QPs relax to a low energy distribution and are primarily trapped in the low-gap film. We developed a model that quantitatively fits the measured \( \Gamma(\Phi) \) with a self-consistent combination of PAPS and NUPS and derive two new insights. First, PAPS is responsible for a significant fraction of parity switching. Second, PAPS generates excess QPs at a rate on par with the sum of all other mechanisms, which we observe by measuring \( \Gamma(\Phi) \) in the presence of a controllable photon source operated at several powers. Due to these effects, estimates of \( \chi_{\text{QP}} \) obtained from measurements of \( \Gamma(\Phi) \) or QP-limited qubit relaxation that do not take into account PAPS or gap difference may be inaccurate. These results advance our understanding of QP dynamics in superconducting qubits and will inform approaches to mitigation of single-charge-tunneling decoherence.

II. EXPERIMENTAL DEVICE

A. Flux-tunable offset-charge-sensitive transmon

Parity-switching rates were measured directly with an offset-charge-sensitive transmon [15, 19, 22]. A parity switching event, in which a single charge tunnels across the JJ, changes the parity \( p \in \{e, o\} \) of the electron number in each of its two electrodes. Such an event appears as a sudden jump by 1/2 in the reduced offset-charge \( n_g = C_g V_g/2e \) (which is measured in units of \( 2e \)). The plasmon eigenstates \( i \in \{0, 1\} \) of the qubit can be separated into even and odd parity manifolds [Fig. 1(d)], and in the offset-charge-sensitive transmon regime \( (E_J/E_C \lesssim 30) \), this jump in \( n_g \) can result in a substantial jump in the qubit frequency between two values \( f_q \pm \delta f_q \), where \( \delta f_q(n_g = 0) \gtrsim 500 \text{ kHz} \). The parity dependence of the qubit frequency has been used previously to measure the parity-switching rates \( \Gamma_{\text{e-o}} \) correlated with qubit transitions from \( i \) to \( j \), and these rates were inconsistent with parity switching solely due to a thermal distribution of the resident QPs [19].

Because the parity-switching rate depends on the density of states available for tunneling [Fig. 1(a)], changes to the qubit frequency can affect PAPS and NUPS differently. Thus, we replace the JJ with a DC SQUID in order to tune \textit{in-situ} the average frequency of the qubit.
The offset-charge-sensitive SQUID transmon in this experiment was fabricated with $E_{11}/h = 2.465 \, \text{GHz}$, $E_{12}/h = 8.045 \, \text{GHz}$. The large asymmetry of the JJs enabled $\Gamma$ to be measured at all values of flux by mapping the parity onto the state of the qubit [15, 19]. With $E_C/h = 0.352 \, \text{GHz}$, $\delta f_q$ varied from $0.7 - 14.5 \, \text{MHz}$ as the mean even-odd qubit frequency $f_q$ was tuned from $f_q = 5.0594 \, \text{GHz}$ at $\Phi/\Phi_0 = 0$ to $f_q = 3.5624 \, \text{GHz}$ at $\Phi/\Phi_0 = 0.5$ [App. B].

### B. Gap differences in aluminum films

A key factor influencing the available density of states for parity switching is the difference in the superconducting gaps of the two superconductors on either side of the JJ tunneling barrier. The superconducting gap of thin-film aluminum increases with decreasing film thickness [43, 45]. Previous works on Cooper pair transistors [3, 43] and Cooper pair box qubits [27, 28] have taken advantage of this effect to trap QPs in thicker aluminum films and reduce QP poisoning of the island. However, the effect of gap difference on parity switching in transmon qubits has not been previously reported.

The offset-charge-sensitive transmon measured in this experiment consists of two aluminum films of 20 nm and 30 nm, respectively [Fig. 1(a,b), 46]. For these thicknesses, the gaps are expected to differ by $\delta \Delta := \Delta_H - \Delta_L \sim 20 \, \mu \text{eV} \approx 5 \, \text{GHz} \times h$ [43, 44]. This gap difference has two important consequences for parity switching in transmons. First, a gap difference changes the proportionality of $\Gamma_L$ to $\pi_{Q\pi}$, as certain QP-qubit interactions are suppressed or enhanced depending on the value of $\delta \Delta$ relative to the qubit transition energy $h f_q$ [Fig. 1(a, purple arrows)]. Second, the low-gap film can act as a QP trap, and we show evidence that the excess QPs indeed relax to a cold distribution in the low-gap film [Section III B].

### III. EVIDENCE FOR GAP DIFFERENCE AND COLD QP ENERGY DISTRIBUTION

#### A. Flux-dependent parity-switching rates

Here we show a signature of gap difference $\delta \Delta$ in the flux-dependent $\Gamma(\Phi)$. As we explain below, this effect is specific to the NUPS mechanism and aids in the differentiation of PAPS from NUPS. The parity-switching rate was measured as a function of flux through the SQUID loop of the qubit using techniques developed and demonstrated in Refs. [15, 19] [see App. B for additional detail]. Due to the fast repetition rate and the symmetrized parity-conditional $\pi$-pulses, the qubit spent approximately equal time in the ground and excited states during the experiment. As a result, the measured parity-switching rate $\Gamma$ is expected to be subject to the qubit energy mismatch [Fig. 1(a), orange arrows]. This is in contrast to $\delta \Delta$, which is expected to differ from $\Phi/\Phi_0 = 0$ by $\sim 0.5(\Gamma_1^{-10} + \Gamma_0^{-10} + 0.5(\Gamma_1^{-10} + \Gamma_0^{-10}))$.

The flux dependence of $\Gamma$ displays a peak near $\Phi/\Phi_0 \approx 0.325$ ($f_q \approx 4.12 \, \text{GHz}$) on top of a broader increase from $\Phi/\Phi_0 = 0 - 0.5$ [Fig. 2(a, upper)]. This broader increase is predicted to result from the flux dependence of the single-charge-tunneling matrix elements. Here, we focus on the intermediate peak, which may be understood as an enhancement of NUPS when the qubit energy matching the gap difference $h f_q \approx \delta \Delta$. Under this condition, the rates of NUPS-induced relaxation $(\Gamma_{N}^{-10})$ and excitation $(\Gamma_{N}^{+10})$ are enhanced due to the divergences of the superconducting density of states on both sides of the JJ, since a QP at the gap edge on one side can tunnel to the gap edge on the other side by exchanging energy with the qubit. The implied gap difference $\delta \Delta \approx h f_q \approx 20 \, \mu \text{eV}$ is consistent with reported gap measurements for films of these nominal thicknesses [43, 45, 47].

This peak indicates that a considerable fraction of parity switching is due to NUPS, since PAPS is not enhanced in the same way by $\delta \Delta = h f_q$, as we now explain. PAPS depends on the sum $\Delta_H + \Delta_L$, rather than the gaps individually, because the sum of the energies of two QPs generated by PAPS are determined by the absorbed photon energy $h f_P$ [Fig. 1(a), orange arrows]. This is in contrast to NUPS, for which the final energy of the tunneling QP is constrained to be the approximately the same as the initial energy, and may only differ by the qubit energy [Fig. 1(a), purple arrows]. The PAPS rate therefore does not exhibit a peak when $h f_q = \Delta$ and shows only a smooth flux dependence due to the matrix elements [App. A].

#### B. Probing the QP distribution

The peak in $\Gamma$ also provides insight into the energetic and spatial distributions of QPs in the device. The average energy of QPs in each film appears to be close to its respective gap, otherwise there would be not be a significant peak when $\delta \Delta = h f_q$. This is consistent with pre-
FIG. 2. (a) (Upper) Flux dependence of parity-switching rate \( \Gamma \approx 0.5(\Gamma^0 + \Gamma^1) \), measured by fitting power spectral densities of jump traces of parity \( \langle \Gamma^0 \rangle \). The parity-switching rate is measured by a Ramsey-like sequence which maps the parity onto the state of the qubit [40, 41]. (Lower) Flux dependence of parity-switching rate when the qubit starts in the ground (blue) or excited (red) state, measured by the protocol described in (b). (b) Pulse sequence for measurement of \( \Gamma^0, \Gamma^1 \). Two measurements of the parity \( \langle p \rangle \) are separated by a variable delay of length \( \tau \). For the duration of the delay, the qubit state is repeatedly measured \( \langle m_q \rangle \), followed by preparation of a superposition with polarization angle \( \theta \) \( \psi(\theta) \), with feedback block repetition time \( \tau_{FB} = 5.376 \mu s \). (c) The decay of the autocorrelation of the parity \( \langle p(0)p(\tau) \rangle \) decays at rate \( 2\Gamma \), which depends on the \( \theta \)-dependent time the qubit spends in \( |0 \rangle \) or \( |1 \rangle \). (d) Measured parity-switching rate \( \Gamma(\Phi/\Phi_0 = 0.335) \) (dots) as a function of the average measurement of the qubit state during \( \tau \langle m_q \rangle \). Qubit-state-conditional parity-switching rates \( \Gamma^0, \Gamma^1 \) (blue, red diamonds) are determined by extrapolation of a linear fit. (e) Schematic depicting NUPs in which the superconducting gap of the films differs by \( \delta \Delta \approx \hbar f_q \). At this flux, \( \Gamma_{N}^1, \Gamma_{N}^{0-1} \) are strongly enhanced by the divergent densities of states on both sides of the JJ. \( \Gamma^0 \) is lower than \( \Gamma^1 \) due to fewer QPs available for tunneling [Fig. 2(d)]. (f) Cross-sectional cartoon of the device as in Fig. 1(b). Away from the JJ, QPs may tunnel between the two films over a very large contact area. QPs are shown predominantly in the low-gap film, illustrating the QP trapping effect to which we attribute the rise in \( \Gamma^1 \) but not \( \Gamma^0 \) observed in the lower panel of (a).

dictions that QPs generated at energies above \( \Delta_{AI} \) relax rapidly by emitting phonons toward a steady-state distribution with average energy close to the gap [41, 42].

If the QPs are indeed efficiently relaxing to the low energies, it would also be natural to expect that they tend to reside in the low-gap film (i.e., they are trapped there [41, 42, 43]). The previously described measurement was not directly sensitive to this, so we developed a new experiment to probe the QP densities in each film. Note that \( \Gamma_{N}^{0-1} \) is enhanced by the presence of QPs in the low-gap film and requires the qubit to be in the excited state. In contrast, \( \Gamma_{N}^{1-1} \) requires QPs in the high-gap film of the JJ and the qubit initially in the ground state. Thus, by measuring \( \Gamma \) with different initial qubit states we can learn about the distribution of QPs in the two films.

In our new protocol, the decay of the parity autocorrelation function \( \langle p(0)p(\tau) \rangle \) was measured with the sequence shown in Fig. 2(b), which controlled the time the qubit spent in the ground and excited states with active feedback. During the delay between parity measurements, the qubit undergoes repeated blocks of a qubit state measurement and a preparation into \( |\psi(\theta)\rangle = \cos \theta |0\rangle + \sin \theta |1\rangle \). In this way, the qubit was projected to the ground (excited) state with probability \( \cos^2 \theta \) \( \sin^2 \theta \) by the ensuing measurement. With this procedure, \( \langle p(0)p(\tau) \rangle \propto \cos^2 \theta \) \( \sin^2 \theta \) \[Fig. 2(c)\], with 

\[
\Gamma = \cos^2 \theta (\Gamma_{N}^{0-1} + \Gamma_{N}^{0-0}) + \sin^2 \theta (\Gamma_{N}^{1-0} + \Gamma_{N}^{1-1})
\]

Ideally, polarization angle \( \theta = 0 \) would keep the qubit in \( |0\rangle \), and result in measurement of \( \Gamma^0 := \Gamma_{N}^{0-0} + \Gamma_{N}^{0-1} \), and \( \theta = \pi \) would keep the qubit in \( |1\rangle \) and result in measurement of \( \Gamma^1 := \Gamma_{N}^{1-0} + \Gamma_{N}^{1-1} \). In practice, \( \tau_{FB} \approx 20 - 70 \mu s \) limited the experimentally attainable polarizations. Instead, the qubit measurement record during the delay was used to estimate the fraction of the delay the qubit spent in each state [App. C]. Then, plotting \( \Gamma \) as a function of the average qubit state measurement \( \langle m_q \rangle \) during the feedback delay, we used a linear fit to extrapolate to \( \langle m_q \rangle = 0.1 \) and infer the parity-switching rate conditioned on the qubit state \( |0\rangle \) \( \Gamma^0 \) and \( |1\rangle \) \( \Gamma^1 \) [Fig. 2(d)].
IV. PAPS CONTRIBUTION TO PARITY SWITCHING

A. Self-consistent QP dynamics model

In order to elucidate the contributions of both NUPS and PAPS, we developed a model that takes into account the gap difference as well as parity switching and QP generation by PAPS. With this model, we can take advantage of the different flux dependence of NUPS and PAPS to distinguish between the respective contributions from the fit to \( \Gamma(\Phi) \). The total parity-switching rate is the sum of both parity-switching mechanisms:

\[
\Gamma(\Phi) = \Gamma_p(\Phi, \bar{n}, f_p) + \Gamma_N(\Phi, T_p, x_0(\Phi), x_3(\Phi), \delta \Delta). \tag{1}
\]

Here, \( \bar{n} \) is the occupation of a high-frequency mode at \( f_p \) that couples to the JJ and induces PAPS at a per-photon rate calculated following Ref. [36]. In this model, the relative increase of \( \Gamma_p \) with \( \Phi/\Phi_0 \) varying from 0 to 0.5 is determined by \( f_p \), while \( \bar{n} \) independently scales the magnitude of \( \Gamma_p \). These are the two fit parameters for the PAPS contribution to \( \Gamma \). There is an ambiguity in the physical interpretation of these quantities, as it is possible for combinations of modes with varying occupations to give the same effective \( \Gamma_p \) [App. A]. The case for a narrow band of modes with dominant coupling to the JJ has been made previously [40, 41] and is consistent with our data (discussed below).

The NUPS rate depends on the QP densities in the JJ films 0 and 3 (\( x_{QP} \) is dropped for the \( x_{QP} \) of specific films for notation simplicity). In an isolated superconducting film, the steady-state \( x_{QP} \) can be determined by balancing QP generation (\( g \)) with trapping (\( s \)) and recombination (\( r \)).

\[
\dot{x}_{QP} = g - sx_{QP} - rx_{QP}^2 = 0. \tag{2}
\]

For our model, we extend this concept to all four films of the device (i.e. the high- and low-gap films on each side of the JJ), considering these dynamics in each film as well as tunneling between films. We separate generation of QPs into two types. Generation by PAPS \( g_p(\Phi) = \Gamma_p(\Phi)/N_{CP} \), is included self-consistently with the flux-dependent \( \Gamma_p(\Phi) \) contribution to \( \Gamma(\Phi) \). Other pair-breaking that does not directly result in a parity switch is accounted for by \( g_{other} \), which is assumed to occur equally in each pad. Trapping at rate \( s \) may arise from vortices or gap inhomogeneities and is included as a fit parameter also assumed to be the same for all four films. The recombination rate \( r = 1/(120 \text{ ns}) \) based on the literature [30] is also included in each film.

As described earlier [Section III B], the qubit-state dependence of the peak in \( \Gamma(\Phi) \) indicates that QPs thermalize and become trapped in the low-gap films of each pad (films 0 and 2). This is supported by predictions that QPs relax by emitting phonons rapidly relative to the other dynamics in the system [34].
Under this assumption, we express the QP distributions as Fermi distributions thermalized at $T_{ph}$, 
$f(x, T_{ph}, \mu_{L(R)}) = 1/(e^{(x-\mu_{L(R)})/k_BT_{ph}} + 1)$ with nonzero chemical potential $\mu_{L(R)}$ accounting for excess QPs [27 50] on the left (right) side of the JJ. We take $T_{ph} \approx 50$ mK for the temperature of the device based on the reading of a thermometer mounted near the sample cavity [App. D]. In the presence of the gap difference, this thermalization will result in the $x_QP$ of the high-gap films being reduced from that of the low-gap films by a factor $e^{-\delta\Delta/k_BT_{ph}} \approx 0.008$.

Because the QPs are assumed to reside predominantly in the low-gap films, we can ignore the effects of trapping and recombination in the high-gap films, which will have a negligible effect on the overall $x_QP$ on each side. We can thus approximate the dynamics of $x_QP$ in the low-gap films ($x_0$ and $x_2$):

$$\dot{x}_0 = g_P + g_{other} - sx_0 - r x_0^2 - \gamma_{03} x_0 + \gamma_{30} x_2 e^{-\delta\Delta/k_BT_{ph}}$$

(3)

$$\dot{x}_2 = g_P + g_{other} - sx_2 - r x_2^2 + \gamma_{03} x_0 - \gamma_{30} x_2 e^{-\delta\Delta/k_BT_{ph}}$$

(4)

Here, we have included QP tunneling between films 0 and 3 by the rates $\gamma_{03}$ and $\gamma_{30}$, which are the per-QP tunneling rates in each direction. These rates take into account $T_{ph}$ and $\delta\Delta$ and are also flux-dependent. If the qubit state were in thermal equilibrium with the QPs, $x_0$ and $x_2$ would be the same, because tunneling in each direction across the JJ would be balanced. However, as discussed in Section III A, the qubit is frequently $\pi$-pulsed throughout the parity-mapping sequence, resulting in nonthermal qubit population during measurement of $\Gamma$. The extra time the qubit spends in the excited state results in excess tunneling from film 0 to film 3 as compared to the reverse process, since $\Gamma_N$ favors tunneling from low-gap to high-gap film due to the densities of states of the superconducting films. According to our model, the measurement therefore “pumps” QPs from film 0 to 3, which produces a steady-state $x_QP$ in films 2 and 3 that is larger than in same-gap films 0 and 1 [31]. This effect is predicted to be particularly strong when $h f_q \approx \delta\Delta$.

Setting the left-hand side of Eqs. (3) and (4) equal to 0 results in coupled equations which can be solved to determine the steady-state $x_0$ and $x_2$. These values will be flux-dependent due to the flux dependence of $g_P(\Phi)$ and per-QP tunneling rates $\gamma_{03}(\Phi)$, $\gamma_{30}(\Phi)$. Finally, $\Gamma_N(\Phi)$ can be calculated given the $x_QP$ of the JJ films ($x_0(\Phi)$ and $x_3(\Phi) = x_2(\Phi)e^{-\delta\Delta/k_BT_{ph}}$), and added to $\Gamma_P(\Phi)$ to determine $\Gamma(\Phi) [Eq. (2)]$, see App. E for additional detail on the model.

**B. Distinguishing parity-switching mechanisms**

In Fig. 2(b), we show $\Gamma(\Phi)$ for the same device measured during an earlier cooldown, which shows a similar peak as seen in Fig. 2 but at a lower flux corresponding to a value of $\delta\Delta$ that is 2.9 $\mu$eV higher. The cause of this shift is not known, but may be related to mechanisms causing JJ aging [52]. Fitting this data with the self-consistent model (black) yields $f_P = 112 \pm 2$ GHz, $\bar{n} = (1.9 \pm 0.2) \times 10^{-3}$, $\delta\Delta/h = 4860 \pm 5$ MHz. The values of $g_{other}$ and $s$ cannot be independently extracted from this fit, so we simply set $g_{other} = 0$ (below this condition will be relaxed, as we will discuss). The QP densities in the low- and high-gap films that form the JJ (at $\Phi/\Phi_0 = 0$) are $x_0 \approx 6.2 \times 10^{-9}$ and $x_3 \approx 0.1 \times 10^{-9}$, respectively, to correspond to on average 65 QPs in the low-gap film and 0.7 QPs in the high-gap film. We decompose the fit $\Gamma$ into its $\Gamma_P$ (orange) and $\Gamma_N$ (purple) components and see that the peak at $\Phi/\Phi_0 \approx 0.145$ is due to the effect of $\delta\Delta = h f_q$ on $\Gamma_N$, while $\Gamma_P$ is insensitive to $\delta\Delta$ and increases monotonically due to the matrix elements. Importantly, we find that $0.53 \leq \Gamma_p/\Gamma(\Phi) \leq 0.83$, indicating that both mechanisms contribute significantly to parity switching.

From the fit to Fig. 3(b), we extract a QP-induced excitation rate $\Gamma^{0\rightarrow1}(0) = 134$ s$^{-1}$ and QP-induced relaxation rate $\Gamma^{1\rightarrow0}(0) = 247$ s$^{-1}$. The ratio $\Gamma^{0\rightarrow1}/\Gamma^{1\rightarrow0} \approx 0.53$ implies that QPs cause much more qubit excitation than would be expected by detailed balance at 50 mK, which would predict $\Gamma^{0\rightarrow1}/\Gamma^{1\rightarrow0} \approx 8 \times 10^{-3}$. A previous observation of this type of anomalous excitation was interpreted as evidence of a nonthermal QP distribution of unclear origin [19]. Here, this apparently nonthermal ratio is interpreted as resulting from PAPS.

**V. QP GENERATION BY PAPS**

**A. Varying photon incidence**

While the fit in Fig. 3(b) determines the contribution of $\Gamma_P$ to $\Gamma$, it does not determine whether QPs responsible for the observed $\Gamma_N$ are generated solely by $\Gamma_P$ or if other generation mechanisms also contribute. The generation contributions $g_{other}$ cannot be determined from the data shown in Fig. 3(b) because $\Gamma_N$ depends on $x_0$ and $x_3$, and the trapping rate $s$ can compensate varying levels of $g_{other}$ to yield the same QP densities. To obtain an estimate of $g_{other}$ to compare to $g_P$, we varied the photon incidence and observed the response in $x_QP$.

To do this, we added a resistor which acted as a controllable source of additional photons for PAPS [Fig. 4(a)]. A $2$ cm length of manganin wire ($\approx 1.4 \Omega$) was suspended inside the aluminum shield containing the copper cavity, though notably not in-line with the coaxial cable for the microwave reflection measurement. When current was passed through this “lamp” resistor, we observed that $\Gamma(0)$ increased approximately linearly with the power dissipated by the lamp [Fig. 4(b), App. F]. We do not attribute this to an increase in temperature resulting in additional thermal QPs because the temper-
attenuation measured by a RuOx thermometer installed at the bracket holding the copper 3D readout cavity increased by only a few mK. Instead, we attribute the increase of $\Gamma$ to an increase in PAPS (including the added generation $g_P$), suggesting that the SMA connections to the cavity and Eccosorb filter inside the aluminum shield may allow photons to leak into the input line \[55\].

The parity-switching rate $\Gamma(\Phi)$ was measured at $P_{\text{lamp}} = 0 \mu W$, 1.4 $\mu W$, 5.6 $\mu W$, 12.6 $\mu W$ [Fig. 4(c)]. Since the overall value of $\Gamma$ increased by 25× from $P_{\text{lamp}} = 0 \mu W$ to 12.6 $\mu W$ and the intermediate peak at $\Phi/\Phi_0 \approx 0.145$ was still visible, it is clear that $\Gamma_N$ must have increased along with $\Gamma_P$. This indicates additional $x_{\text{QP}}$ generated by PAPS and constrains $s$ and $g_{\text{other}}$ [App. G]. We fit these curves simultaneously with the model described above, allowing unique $n$ and $f_P$ for each $P_{\text{lamp}}$ and assuming common $s$, $g_{\text{other}}$, and $\delta \Delta$ (fit values shown in Table 1). The $f_P$ and $n$ values in the table for nonzero lamp power correspond to the additional PAPS added by the lamp on top of the $P_{\text{lamp}} = 0 \mu W$ background.

From this fit, we observe that with the lamp off ($P_{\text{lamp}} = 0 \mu W$), the ratio of generation contributions $g_P/g_{\text{other}} = 0.37$, i.e. the rate at which PAPS generates QPs is comparable to generation by other sources. The extracted trapping rate $s = 11 \text{ s}^{-1}$ is of the same order as the trapping rate estimated in \[30\]. Surprisingly, we find that the effective frequency of the additional PAPS-generating photons from the lamp is $f_P \approx 125 \text{ GHz}$ for each power. If the coupling of high frequency photons to the qubit were broadband, we would expect this frequency to increase as the power of the lamp increased, due to the rising temperature of the emitting blackbody. Instead, the results may indicate that higher lamp power causes increased occupation of modes that are well-matched to antenna modes of the qubit, which have relatively high absorption efficiency \[10,42\].

| $P_{\text{lamp}}$ (\mu W) | $f_P$ (GHz) | $\bar{n}$ ($\times 10^{-3}$) | $s$ (s$^{-1}$) | $g_{\text{other}}$ ($x_{\text{QP}}$/s)$ \times 10^{-8}$ | $\delta \Delta$ (MHz) |
|-----------------|-------------|-----------------|---------|-------------------|---------------|
| 0               | 109 ± 3     | 2.1 ± 3         |         |                   |               |
| 1.4             | 125 ± 3     | 2.9 ± 1         |         |                   |               |
| 5.6             | 125 ± 2     | 12.8 ± 4        | 11 ± 2  | 8 ± 3             | 4844 ± 3      |
| 12.6            | 124 ± 1     | 32.6 ± 8        |         |                   |               |
tailed understanding of the spectrum and coupling of PAPS-inducing radiation in 3D transmons are left for future work.

B. Implications for mitigating parity-switching decoherence

Having established the QP dynamics, we may extrapolate $\Gamma$ under different levels of $\Gamma_P$-inducing radiation. In Fig. 4(d), we simulate sweeping $\Gamma_P$ for the device measured in this work. The blue curve shows the calculated $\Gamma(\Phi = 0)$ with $g_{\text{other}} = 8 \times 10^{-8}$ $x_{\text{QP}}$/s, $s = 11$ s$^{-1}$, and $\delta \Delta = 4844$ MHz from the fit in Fig. 4(c), while the lavender curve depicts the corresponding $x_0$ as a function of $\Gamma_P$. The experimental values derived from the fits in Fig. 4(c) are marked, and the $\Gamma_P$ at which $g_P = g_{\text{other}}$ is marked by the red dashed line. In the $g_P \gg g_{\text{other}}$ regime, decreasing $\Gamma_P$ efficiently lowers $\Gamma$. High-frequency absorbing filters in the RF lines have indeed been shown to significantly lower $\Gamma$ [52]. The efficient increase of $\Gamma$ with $P_{\text{lamp}}$ emphasizes the previously observed importance of light-tight shielding surrounding the device [29, 51] to reduce the flux of such photons seen by SMA-connectors below the last in-line filter.

The lower bound due to the QPs generated by non-PAPS mechanisms is $\Gamma \approx 81$ s$^{-1}$, suggesting that removing $\Gamma_P$ entirely would help reduce $\Gamma$ only by a factor of 4 in this device, with $x_0$ reaching a plateau due to $g_{\text{other}}$. To further decrease the parity-switching rate, QPs generated in the pads of the device would need to be addressed. One such possible source is ionizing radiation, which has been shown to cause correlated errors in qubits across a single substrate attributed to bursts of QPs being generated by the impact and then tunneling [37]. In this device, we observe sudden occurrences of rapid parity switching directly [App. H], which supports the interpretation of QPs being the mechanism for these errors. The frequency and amount of energy deposited by these bursts as well as the timescale for decay of the generated QP density will determine the extent to which these impacts contribute to $g_{\text{other}}$, which is a subject for future investigation.

An alternative approach is to reduce the harmful impact of QP generation by preventing QPs from tunneling after they have been generated, via QP traps. These may be implemented by additional normal-metal or lower-gap superconductor traps [48, 49], but a simpler solution may be to increase the gap difference between the aluminum films. For fixed number of QPs in the device, the tunneling rate decreases exponentially with the difference between the gaps as discussed above.

The fit to our model yields a limit on energy relaxation time due to QPs of $T_1^{-1} = (\Gamma^0 + \Gamma^1)^{-1} = 2.2$ ms for this device, which is about one order of magnitude longer than $T_1$ of current state-of-the-art transmon qubits [53, 54, 55]. While parity-switching decoherence does not currently limit transmons, the eventual reduction of dielectric loss [56, 57] will motivate further mitigation of parity-switching. Fortunately, parity-switching rates well below the lower limit imposed by non-PAPS sources in this experiment have been measured [39, 41, 54, 58], with Refs. [41, 58] measuring $\Gamma < 1$ s$^{-1}$ [59].

VI. CONCLUSIONS AND OUTLOOK

We have measured the flux dependence of parity switching to distinguish the contributions of Photon-Assisted Parity Switching (PAPS) and Number-conserving Parity Switching (NUPS). In the flux dependence, we observed a peak which stems from NUPS in the presence of a difference between the superconducting gaps of the aluminum films of our device. The dependence of this peak in the flux dependence on the qubit state indicates that QPs relax into a low energy distribution in the low-gap aluminum film. We fit the flux dependence of parity switching with a model that takes into account QP dynamics between the films of the qubit and self-consistent generation of QPs by PAPS. From this fit, we conclude that parity switching in this device is consistent with comparable contributions of PAPS and NUPS. We also found that PAPS generated QPs at a rate similar to other processes that do not directly change the parity. This work shows that parity switching in transmon qubits cannot be understood in terms of solely NUPS defined by a single QP density. The roles of PAPS and gap difference must be considered to accurately determine QP densities from measurements of the parity-switching rate $\Gamma$ or QP-limited energy-relaxation time.

This device may be modified in several ways in order to better elucidate certain aspects of QP dynamics and generation. For example, qubits with different metallization of the pads may result in different spatial distributions of QPs throughout the device. Also, changes to the qubit geometry can affect the coupling to PAPS-inducing radiation [40, 42] and aid in the investigation of the spectrum of incident radiation. Our self-consistent model, which includes the effects of PAPS and gap difference, can be also be extended to include additional complexities. These include possible differences in the superconducting gap at the JJ vs. in the pads [41] or taking into account the full energy dependence of QP dynamics with numerical simulation. The framework introduced here will assist investigations of QP generation and impact in these devices going forward.
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APPENDIX A: CALCULATING $\Gamma_N$ AND $\Gamma_P$

1. Single-charge-tunneling qubit transition rates

In this section, we derive $\Gamma_N$ and $\Gamma_P$ following Refs. [13, 36], and additionally incorporate the flux-dependence of $\Gamma$ for the SQUID device. The Hamiltonian for single-charge tunneling across the JJ and coupling to the phase degree of freedom $\hat{\varphi}$ of the qubit is

$$\hat{H}_{QP,\varphi} = t \sum_{r,l,s} e^{i \hat{\varphi} / 2} c^\dagger_{r,s} \hat{c}_{l,s} + \text{H.c.,} \quad (5)$$

where $t$ is the tunneling amplitude, $\hat{c}_{l,s}$ is the electron annihilation operator for the reservoir on the left side of the junction, and $s = \uparrow, \downarrow$ denotes the spin of the electron. We apply the Bogoliubov transformation, which diagonalizes the BCS Hamiltonian of the superconductors in the leads.

$$\hat{c}_l = u_l \hat{c}^\dagger_{l\uparrow} + v_l \hat{c}^\dagger_{l\downarrow}, \quad \hat{c}^\dagger_l = -v_l \hat{c}^\dagger_{l\uparrow} + u_l \hat{c}^\dagger_{l\downarrow}. \quad (6)$$

The operator $\hat{c}^\dagger_{l\uparrow}$ ($\hat{c}^\dagger_{l\downarrow}$) is the operator for annihilation (creation) of a QP excitation on the left with spin up and $u_l, v_l$ are the conventionally-defined BCS coherence factors, which depend on the QP energy $\varepsilon_l$ [39]. Applying this transformation to $\hat{H}_{QP,\varphi}$, we see that two mechanisms of single-charge tunneling may occur:

$$\hat{H}_{QP,\varphi} = t \sum_{r,l,s} \left\{ \begin{array}{l}
(u_r u_l - v_r v_l) \cos \frac{\varphi}{2} + i (u_r u_l + v_r v_l) \sin \frac{\varphi}{2} \hat{c}^\dagger_{r \uparrow} \hat{c}^\dagger_{l \uparrow} \hat{c}_l \hat{c}_r \\
+ \left( u_r u_l + v_r v_l \right) \cos \frac{\varphi}{2} + i (u_r u_l - v_r v_l) \sin \frac{\varphi}{2} \hat{c}^\dagger_{r \downarrow} \hat{c}^\dagger_{l \downarrow} \hat{c}_l \hat{c}_r \end{array} \right\} + \text{H.c.} \quad (7)$$

The first term, with $\hat{c}^\dagger_{r \uparrow} \hat{c}^\dagger_{l \uparrow} \hat{c}_l$, accounts for NUPS as it empties a QP state on one side and fills a state on the other. The second term, with $\hat{c}^\dagger_{r \downarrow} \hat{c}^\dagger_{l \downarrow} \hat{c}_l$, generates QPs on both sides. In order to conserve energy, this process may only happen with the absorption of a photon of energy greater than $\Delta_L + \Delta_R$ (the conjugate process annihilates QPs on both sides and emits a photon). Such radiation will couple to the qubit by imposing a time-dependent phase across the junction. Assuming the phase increments $\varphi_p$ induced by the electric field of the incident photon with frequency $\omega_p$ are small, the single-charge-tunneling operators are transformed by linear expansion of the trigonometric functions in the field-induced phase increments:

$$\cos \frac{\varphi}{2} \to \cos \frac{\varphi}{2} - \varphi_p \sin \omega_p t \sin \frac{\varphi}{2}$$

$$\sin \frac{\varphi}{2} \to \sin \frac{\varphi}{2} + \varphi_p \sin \omega_p t \cos \frac{\varphi}{2}. \quad (8)$$

We now apply Fermi’s Golden Rule to calculate the rates of parity switching accompanied by a qubit transition from plasmonic eigenstate $i \rightarrow j$. Applying Fermi’s Golden Rule to the first term of Eq. (7) gives the rate of NUPS accompanied by such a transition ($\Gamma_N^{i\rightarrow j}$). The second term of Eq. (7) gives the rate of PAPS ($\Gamma_P^{i\rightarrow j}$), assuming the presence of high-frequency photons and expanding the single-charge-tunneling operators as above (Eq. (6)). We also use the Ambegaokar-Baratoff relation to express $t$ in terms of the Josephson energy of the junction $E_J$ and substitute the energy-dependent definitions of $u$ and $v$ above to find:

$$\Gamma_N^{i\rightarrow j} = \frac{16 E_J}{\pi \hbar} \left[ \left| \langle i | \cos \frac{\varphi}{2} | j \rangle \right|^2 S_{-N} + \left| \langle i | \sin \frac{\varphi}{2} | j \rangle \right|^2 S_{+N} \right]$$

$$\Gamma_P^{i\rightarrow j} = \frac{n g^2 \omega_p}{\pi \omega_p \omega_p} \left[ \left| \langle i | \cos \frac{\varphi}{2} | j \rangle \right|^2 S_{-p} + \left| \langle i | \sin \frac{\varphi}{2} | j \rangle \right|^2 S_{+p} \right]$$

Here, $\Gamma_P^{i\rightarrow j}$ is the total PAPS rate induced by photons with frequency $\omega_p$. To calculate it, we have multiplied the transition rate induced by a single photon at $\omega_p$ by the average photon number in the mode $\bar{n}$. The coupling factor which determines the per-photon rate depends on the electric field amplitude and effective dipole length of the qubit. Following Ref. [30], we express this factor in terms of system parameters: geometric coupling rate $g/2\pi = 331$ MHz, readout resonator frequency $\omega_r/2\pi = 9.126$ GHz, and qubit frequency at $\Phi/\Phi_0 = 0$ $\omega_q/2\pi = 5.0594$ GHz. Here, we only account for PAPS transitions between the ground and first excited states of the qubit. Photon-assisted transitions to higher states may also occur and add to $\Gamma_P$, but inclusion of these transitions would not qualitatively alter these results.

The so-called QP structure factors $S_\pm = S_{\pm \uparrow} + S_{\pm \downarrow}$ include the BCS coherence factors, QP distribution functions, and superconducting density of states $\nu$. Tuning from left to right and right to left are summed to obtain...
the total rate. The structure factors can be expressed:

\[ S_{\pm N}(\omega_{ij}) = \frac{1}{\Delta} \int_0^\infty d\varepsilon \left( 1 \pm \frac{\Delta_i \Delta_r}{\varepsilon (\varepsilon - \hbar \omega_{ij})} \right) \]

\[ \times f(\varepsilon, T_{ph}, \mu) \nu(\varepsilon, \Delta_l) \]

\[ \times (1 - f(\varepsilon - \hbar \omega_{ij}, T_{ph}, \mu_r)) \nu(\varepsilon - \hbar \omega_{ij}, \Delta_r) \] (11)

\[ S_{\pm P}^0(\omega_{ij}) = \frac{1}{\Delta} \int_0^\infty d\varepsilon \left( 1 \pm \frac{\Delta_i \Delta_r}{\varepsilon (\hbar \omega_p - \varepsilon - \hbar \omega_{ij})} \right) \]

\[ \times (1 - f(\varepsilon, T_{ph}, \mu)) \nu(\varepsilon, \Delta_l) \]

\[ \times (1 - f(\hbar \omega_p - \varepsilon - \hbar \omega_{ij}, T_{ph}, \mu_r)) \nu(\hbar \omega_p - \varepsilon - \hbar \omega_{ij}, \Delta_r) \] (12)

Nonzero values of \( \mu \) in \( f(\varepsilon, T_{ph}, \mu) = \frac{1}{\sqrt{2\pi m_{ph} k_B T}} \) describe distributions of QPs which are thermalized at \( T_{ph} \) but have excess number [22]. The total unassisted and photon-assisted parity-switching rates for a single junction device \( \Gamma_N \) and \( \Gamma_P \) are then calculated as the sums of the individual rates with qubit transition from \( i \) to \( j \) weighted by the qubit state probabilities \( \rho_0, \rho_1, \Gamma_m = \rho_0 (\Gamma_{m}^{\rightarrow 0} + \Gamma_{m}^{\rightarrow 1}) + \rho_1 (\Gamma_{m}^{\rightarrow 1} + \Gamma_{m}^{\rightarrow 0}) \), with \( m \in \{N, P\} \).

In the SQUID transmon, single-charge tunneling across either JJ results in a parity switch. Therefore, to calculate the parity-switching rates in the SQUID transmon as a function of the flux \( \Phi \) through the loop, we sum the respective rates across the JJs with \( E_{J1} (\Gamma_{m1}) \) and with \( E_{J2} (\Gamma_{m2}) \):

\[ \Gamma_m(\Phi) = \Gamma_{m1}(\Phi) + \Gamma_{m2}(\Phi) \] (13)

with \( m \in \{N, P\} \). The SQUID transmon Hamiltonian can be expressed in terms of both Josephson energies \( \hat{H} = 4E_C(\tilde{n} - n_g)^2 - E_{J1} \cos(\bar{\varphi} - \varphi_{ext}) - E_{J2} \cos \bar{\varphi} \), with the externally tunable flux \( \varphi_{ext} = 2\pi \Phi/\Phi_0 \). Equations (9) and (10) are modified to calculate the parity-switching rate for the individual junctions: \( E_{J1} \rightarrow E_{J1}, \bar{\varphi} \rightarrow \bar{\varphi} - \varphi_{ext} \) for \( \Gamma_{m1} \); \( E_{J1} \rightarrow E_{J2} \) for \( \Gamma_{m2} \). The proportionality factor for photon absorption in Eq. (10) also includes a factor of \( \frac{E_{J1,2}}{E_{J1,2} + E_{J1,2}^*} \), for \( \Gamma_{m1,2} \).

The flux dependence of \( \Gamma \) results from the tuning of the qubit frequency with flux (see \( \omega_{ij} \) in Eqs. (11), (12)) as well as the flux-dependent matrix elements. In Fig. 4, we plot these matrix elements as a function of flux. Green (purple) lines correspond to the matrix elements for single-charge tunneling across the JJ with \( E_{J1} \approx 2.5 \, GHz \) (\( E_{J2} \approx 8 \, GHz \)). The overall increase in \( \Gamma_P(\Phi) \) from \( \Phi/\Phi_0 = 0 \) to \( \Phi/\Phi_0 = 0.5 \) results primarily from the increase of the \( |\langle 0 | \sin \frac{\varphi_{ext}}{2} | 0 \rangle|^2 \) and \( |\langle 1 | \sin \frac{\varphi_{ext}}{2} | 1 \rangle|^2 \) matrix elements for single-charge tunneling across the lower-\( E_{J} \) JJ. Note that the wavefunctions \( |i \rangle \) implicitly depend on \( \varphi_{ext} \), ensuring that the choice of assignment for \( \varphi_{ext} \) does not affect the calculated rates.

2. Modeling \( \Gamma_P \) assuming single photon frequency \( f_p \)

For the purposes of this work, the true spectrum of the radiation inducing PAPS was not required. The total induced \( \Gamma_P(\Phi) \) for arbitrary spectra of PAPS-inducing photons above \( \Delta_L + \Delta_H \) can be approximated by an effective occupation \( n \) of a single mode at frequency \( f_p: \Gamma_p(\Phi) = \Gamma_p(\Phi, n, f_p) \). Three examples of this are shown in Fig. 6. The relative flux-dependence of the photon-assisted parity-switching rate, \( \Gamma_p(\Phi)/\Gamma_p(0) \), depends on the absorbed photon frequency \( f_p \). Lower \( f_p \) induce stronger relative increase with \( \Phi \), while higher \( f_p \) cause a weaker relative increase, as shown for 110 GHz (black dashed) and 300 GHz (black dot-dash) in Fig. 6. This is due to smaller photon energies generating QPs closer to the gap, where interference between electron-like and hole-like tunneling of QPs is stronger (see Eq. (12): lower \( f_p \) results in larger \( S_{+p} / S_{-p} \), which emphasizes the flux dependence of the matrix elements).

In Fig. 6 we calculate \( \Gamma_p(\Phi) \) assuming spectral densities of: a white spectrum with a cutoff frequency of 130 GHz (orange), a 1d blackbody at 1 K from 110 to 300 GHz (cyan) and a 3D blackbody at 1 K from 110 and 300 GHz (pink). We see that the relative flux-dependence \( \Gamma_p(\Phi)/\Gamma_p(0) \) for each spectral density can be fit instead by PAPS induced by photons at a sin-
FIG. 6. Calculated relative flux-dependence of \( \Gamma \) induced by various absorbed photon spectral densities. Thin lines correspond to \( \Gamma_P \) calculated for individual photon frequencies as described in App. A, with lower photon energies resulting in larger increase in \( \Gamma_P(\Phi)/\Gamma_P(0) \). Thick lines correspond to \( \Gamma_P \) calculated for the following spectral densities: white spectrum with cutoff at \( 2.5\Delta \approx 130 \) GHz (orange), 1d blackbody at 1 K (cyan), 3D blackbody at 1 K (pink). Each of these spectral densities result in \( \Gamma_P(\Phi)/\Gamma_P(0) \) that can be matched by PAPS induced by individual photon frequencies (thin colored lines).

APPENDIX B: MEASUREMENT OF \( \Gamma \)

1. Measurement protocol

In order to obtain a single measurement of \( \Gamma \), we took the power spectral density of a jump trace of parity. The jump trace was measured using the Ramsey sequence first demonstrated in Ref. [11], which maps the parity onto the qubit state. The sign of the second \( \pi/2 \) pulse in the measurement sequence was alternated between parity measurements such that the sequences enact \( \pi \) pulses which alternate being conditioned on the even or odd parity. While a measurement of \( \Gamma \) could be determined from a jump trace that is \( \approx 2 \) s long with good signal-to-noise ratio (e.g. Fig. 7(a), in which \( \Gamma = 341 \pm 2 \) s\(^{-1} \)), we observe that these measured values fluctuate in time (Fig. 7(b)). In order to average over these fluctuations, we measured \( \Gamma \) over approximately \( 20 \) minutes.

For the data shown in the main text, we measured 25 jump traces, each comprised of \( 2 \times 10^6 \) measurements of the parity repeated every \( 10 \) \( \mu \)s. Each of these \( 20 \) s jump traces was chopped into 25 segments that were 400 ms long. We computed the PSD of each segment and averaged five PSDs together to obtain one value of \( \Gamma \) [Fig. 7(a)]. Finally, we fit the distribution of all \( \Gamma \) measurements with a Gaussian to determine the mean value of \( \Gamma \) [Fig. 7(c)], as well as an estimate of the fluctuations from the \( \sigma \) of the distribution. The width of this distribution did not become narrower when more measurements were included, suggesting that the width was due to fluctuation of \( \Gamma \) rather than measurement uncertainty.

In between each jump trace, the difference between the even and odd parity qubit frequencies was checked by a Ramsey experiment. If the value of \( \delta f \) met two criteria, the next jump trace would be measured. First, the value of \( \delta f \) had to exceed a threshold value such that the delay during the parity-mapping sequence \( \tau = 1/4\delta f \) would remain well below \( T_2 \approx 2 \) \( \mu \)s. Measuring at \( n_g \) with \( \delta f \) below this threshold would result in reduced fidelity of the measurement. Second, for fluxes at which the effective \( E_J/E_C \lesssim 20 \), the dispersive shifts of the ground and excited states depended on \( n_g \) [32]. In order to measure the parity by mapping onto the qubit state, the ground and excited states needed to have dispersive shifts such that the phase of the reflected measurement signal differed between \( |0 \rangle \) and \( |1 \rangle \). Therefore, the value of \( \delta f \) found by the Ramsey measurement needed to correspond to a value where the ground and excited states were separable. This range of usable \( \delta f \) values was deter-
minded by inspection at each flux prior to measurement of \( \Gamma \). It was also verified that \( \Gamma \) did not itself depend on \( \delta f \). If the value of \( \delta f \) did not meet these two criteria, the dc voltage on the readout pin of the 3D cavity was changed to induce a change in \( n_g \) and \( \delta f \) was measured again.

2. Measured \( \Gamma \) over wider flux range

In Fig. 8 we show the measured parity-switching rate \( \Gamma \) as a function of flux from \( \Phi/\Phi_0 = -0.5 \) to 1.0 for the cooldown corresponding to the data in Figs. 3–4. The intermediate peaks corresponding to \( \delta f \) observed at \( \Phi/\Phi_0 = -0.145 \) and \( \Phi/\Phi_0 = 0.855 \) where this condition is also met.

FIG. 8. Charge-parity-switching rate \( \Gamma \) (blue, left axis) and mean even-odd parity qubit frequency \( f_0 \) (pink, right axis) as a function of flux from \( \Phi/\Phi_0 = -0.5 \) to 1.0. The qubit frequencies at \( \Phi/\Phi_0 = 0 \) and \( \Phi/\Phi_0 = 0.5 \) were taken to be the maximal and minimal qubit frequencies, respectively, which were measured at the beginning of the cooldown: \( f_{0, \text{min}} = 3.5624 \text{ GHz} \), \( f_{0, \text{max}} = 5.0594 \text{ GHz} \) (purple diamonds). The black line shows a fit to just these two data points \( f_0(0) = 5.0594 \text{ GHz} \) and \( f_0(0.5) = 3.5624 \text{ GHz} \) with the expected flux dependence of the frequency \( f_0(\Phi) = f_0(0)(\cos^2 \pi \Phi/\Phi_0 + d^2 \sin^2 \pi \Phi/\Phi_0)^{1/4} \), where \( d = (E_{J1} - E_{J2})/(E_{J1} + E_{J2}) \). The rest of the measurements are assigned flux values based on the qubit frequency according to this model.

APPENDIX C: MEASUREMENT OF \( \Gamma^0, \Gamma^1 \)

In order to measure \( \Gamma^0 \) and \( \Gamma^1 \), the parity-switching rates conditioned on the qubit being in \( |0\rangle \) and \( |1\rangle \), we would ideally measure \( \Gamma \) with the qubit spending nearly all of the measurement time in \( |0\rangle \) and \( |1\rangle \), respectively. Measurement of \( \Gamma \) by fitting the power spectral density of a jump trace of parity does not allow this, because the individual parity measurements in the jump trace necessarily \( \pi \)-pulse the qubit conditioned on the parity. Instead, we measured \( \Gamma \) by the decay of the parity autocorrelation function \( \langle p(0)p(\tau) \rangle \). In this protocol, we separated two measurements of the parity by a variable delay \( \tau \). During this delay, we repeatedly measured the qubit state and used active feedback to control the mixture of \( \Gamma^0 \) and \( \Gamma^1 \) being measured. The qubit energy relaxation time as a function of flux varied from \( 20 - 70 \mu s \). Since this is only somewhat longer than the time for qubit measurement \( (4 \mu s) \), the qubit state often changed between repeated measurements. Therefore, due to these jumps, measuring \( \Gamma \) while feeding back to \( |0\rangle \) or \( |1\rangle \) still resulted in a mixture of \( \Gamma^0 \) and \( \Gamma^1 \). While the exact timing of such jumps was unknown, we estimated the fraction of the delay the qubit spent in \( |0\rangle \) or \( |1\rangle \) based on the qubit measurement record during \( \tau \). We repeated this measurement for different polarization angles to obtain values of \( \Gamma \) with different mixtures of \( \Gamma^0 \) and \( \Gamma^1 \), and we plotted these values of \( \Gamma \) vs. \( \langle m_q \rangle \), the average qubit measurement during \( \tau \). Then, since \( \Gamma \approx \langle m_q \rangle (\Gamma^1 - \Gamma^0) + \Gamma^0 \), we extrapolated a linear fit of \( \Gamma(\langle m_q \rangle) \) to obtain \( \Gamma^0, \Gamma^1 \).

To summarize, the measurement protocol at each flux point consisted of the following:
(1) Perform a Ramsey experiment to determine $\delta f$ for the parity measurements $p$.

(2) Measure $p$, delay $\tau$ (during which repeatedly the qubit is measured and prepared into $\psi(\theta)$ every 5.376 $\mu$s), measure $p$. This is done 4 times, using all 4 combinations of parity measurements $\{ (\pi_\phi, \pi_\chi), (\pi_\phi, \pi_\sigma), (\pi_\sigma, \pi_\chi), (\pi_\sigma, \pi_\phi) \}$ where $\pi_\phi$ and $\pi_\chi$ are $\pi$-pulses conditioned on the even and odd parity, respectively.

(3) Repeat step (2) 150 times.

(4) Repeat steps (2) and (3) for each $\tau$.

(5) Repeat steps (2)-(4) for each $\theta$.

(6) Repeat steps (1)-(5) 50 times.

Steps (2)-(5) took $\sim 30$ seconds, during which $n_q$ was typically stable. If it was found that $n_q$ changed between successive Ramsey measurements, the data between them was not used since the parity measurements were unreliable. The full protocol took $\sim 1$ hour per flux point.

We now describe how $\theta$ was chosen and implemented in the pulse sequence. The extremal cases are simplest. In order to spend maximal time in $|0\rangle$, we prepared $\psi(\theta = 0)$. The feedback protocol was to $\pi$-pulse the qubit if $m_q = 1$, otherwise do no pulse. In order to spend maximal time in $|1\rangle$ ($\psi(\pi)$), the protocol was to $\pi$-pulse the qubit if $m_q = 0$, otherwise do no pulse. For angles in-between, due to the nature of the feedback implementation with the FPGA, only one dynamical angle could be used for rotation. As a result, the protocol required an additional $\pi$-pulse on either $|0\rangle$ or $|1\rangle$. For example, to prepare $\psi(\pi/4)$, the protocol could be: if $m_q = 0$, rotate by $\pi/4$; if $m_q = 1$, do a $\pi$-pulse and then rotate by $\pi/4$. Alternatively, the extra $\pi$-pulse could be enacted instead on $|0\rangle$ with $3\pi/4$ rotations to also prepare $\psi(\pi/4)$.

For the measurement in Fig. 2(d), eight polarization angles were used: $\theta = 0, \pi/6, \pi/3, \pi/2, \pi$ with the extra $\pi$-pulse on $|1\rangle$ [Fig. 2(b) triangles] and $\theta = \pi/6, 2\pi/3, 5\pi/6, \pi$ with the extra $\pi$-pulse on $|0\rangle$ Fig. 2(a) squares]. Fig. 3(a) shows the average qubit state measurement $\langle m_q \rangle$ for all eight instances of $\theta$ as a function of the expected $\langle m_q \rangle = \sin^2(\theta/2)$. We observe that the measured $\langle m_q \rangle$ corresponding to angles in which the extra $\pi$-pulse was acted on $|0\rangle$ and those measured with the extra $\pi$-pulse on $|1\rangle$ deviate from the expected value. We attribute this to two effects. First, energy relaxation tends to shift $\langle m_q \rangle$ toward the thermal value. Second, large detuning $\delta f$ (up to $\approx 14$ MHz) between the pulse carrier frequency and the even and odd parity qubit frequencies affects the value of $\langle m_q \rangle$ when preparation of $\psi(\theta)$ is performed with the extra $\pi$-pulse. For example, $\delta f \approx 5$ MHz for the data depicted in Fig. 3 and thus the qubit state evolves significantly during the time between the $\pi$-pulse and the nominal rotation to $\theta$. Even with no intentionally added delay between these pulses, there is effectively time between the rotations due to the Gaussian shape of the pulses. Depending on the specific $\delta f$ and effective evolution time, the true prepared state $\psi$ may differ significantly from the nominally expected value $\psi(\theta)$.

However, calculating the functional dependence of $\langle m_q \rangle$ on $\delta f$ and the pulse lengths was not necessary for this work. The measurements of $\Gamma^0$ and $\Gamma^1$ relied on measurement of $\Gamma$ with different mixtures of $|0\rangle$ and $|1\rangle$ and not specific values of $\langle m_q \rangle$. Fig. 3(b) shows that the parity-switching rate $\Gamma$ can be fit by a single line for feedback protocols with the extra $\pi$-pulse on $|0\rangle$ or $|1\rangle$, since ultimately the value of $\Gamma$ depends on time spent in $|0\rangle$ and $|1\rangle$ which is estimated by $\langle m_q \rangle$ given the measurement record. It was also checked that $\psi(0)$ and $\psi(2\pi)$ gave the same values of $\Gamma^0, \Gamma^1$ within measurement uncertainty, showing that the drive power itself does not influence the measured value of $\Gamma$.

APPENDIX D: MEASUREMENT SETUP AND DEVICE IMAGES

1. Device images

The offset-charge-sensitive SQUID transmon is comprised of e-beam evaporated aluminum on a sapphire substrate. The fabrication process was the same as that described in detail in the Supplemental Material of Refs. [10, 32].

2. Measurement setup

The qubit was mounted in a 3D Cu microwave readout cavity and measured in reflection ($\kappa = 3.5$ MHz) as diagrammed in Fig. 11 with a SNAIL parametric amplifier providing initial amplification to achieve single-shot qubit-state readout. An Eccosorb filter inside the aluminum and magnetic shields was included, which has been demonstrated to reduce the parity-switching rate [32]. A 2 cm section of manganin wire $(\approx 1.4 \Omega)$ was suspended in the aluminum can by superconducting leads and acted as an adjustable source of PAPS-inducing photons. A RuOx thermometer was mounted on the bracket holding the Cu readout cavity in order to monitor the temperature of the bracket as power was dissipated by the manganin wire. A dc voltage bias was added to the RF input line with a pair of bias tees, such that a dc voltage could be applied to the readout pin in the cavity in order to bias the offset charge. All lines entered the shields via a narrow slot opening and copper tape was used to make the slot as light-tight as possible.

APPENDIX E: FOUR-FILM MODEL FOR QP DYNAMICS

Here, we provide additional detail to Section IV A on the calculation of $x_0$ and $x_3$, the QP densities of the JJ.
films that determine $\Gamma_N$. We consider the QP dynamics in all four films of the device in order to determine these values, taking into account generation of QPs by PAPS and tunneling across the JJ self-consistently with $\Gamma_P$ and $\Gamma_N$, respectively. We first consider $x_0$ and $x_1$, the QP densities of the films on the left side of the JJ in Fig. 3(a). These QP densities may change by mechanisms of Eq. (2) (generation, trapping, and recombination), but also by tunneling between films of the device. QPs may tunnel between the low- and high-gap films 0 and 1 ($t_{01}$ and $t_{10}$) as well as across the JJ between films 0 and 3 ($\gamma_{03}x_0, \gamma_{30}x_3$). The interfilm transport can be described by the coupled equations:

\[ \dot{x}_0 = g_0 - sx_0 - rx_0^2 - (t_{01} - t_{10}) - \gamma_{03}x_0 + \gamma_{30}x_3 \]  
\[ \dot{x}_1 = g_1 - sx_1 - rx_1^2 + (t_{01} - t_{10}) \]  

Below, we describe our approach to these inter-film tunneling terms.

While films 0 and 1 are separated by an AlO$_x$ layer, they share a large contact area in the pads, so QPs tunnel rapidly between the films. In Section III B, we showed evidence that QPs thermalize to distributions primarily located in the low-gap films on each side of the JJ. We therefore assume Fermi distributions for the QPs, $f(\varepsilon, T_{ph}, \mu_L) = 1/(e^{(\varepsilon-\mu_L)/k_BT_{ph}} + 1)$ with films 0 and 1 sharing the same nonzero chemical potential $\mu_L$ to describe an excess QP number independent of the temperature $T_{ph}$ [27, 50]. The QP densities in each film $x_0$ ($x_1$) are related to $\mu_L$ through the definition of $x_{QP} = 2 \int_0^\infty d\varepsilon \nu(\varepsilon, \Delta_{0(1)}) f(\varepsilon, T_{ph}, \mu_L)$. Due to the difference between the gaps, this thermalization results in $x_1 \approx x_0 e^{-\eta}$, where $\eta = \delta\Delta/k_BT_{ph}$. In our model, we therefore replace the tunneling rates between films 0 and 1 ($t_{01}$ and $t_{10}$) with this assumption of rapid thermalization. We add Eqs. (14) and (15) and substitute $x_1 = x_0 e^{-\eta}$. The same approach is applied to films 2 and 3, which likewise share a large contact area in the opposite pad, reducing the number of independent QP densities in the system from four to two. This results in two coupled equations for $x_0$ and $x_2$:

\[ \dot{x}_0 = \frac{1}{1 + e^{-\eta}} [(g_0 + g_1) - (1 + e^{-\eta})sx_0 - (1 + e^{-2\eta})sx_0^2 - (\gamma_{03}x_0 - \gamma_{30}x_2e^{-\eta})] \]  
\[ \dot{x}_2 = \frac{1}{1 + e^{-\eta}} [(g_2 + g_3) - (1 + e^{-\eta})sx_2 - (1 + e^{-2\eta})sx_2^2 + (\gamma_{03}x_0 - \gamma_{30}x_2e^{-\eta})] \]  

As described in Section IV A, if the qubit were in thermal equilibrium with the QPs, the films on opposite sides of the JJ would share the same chemical potential. However, the qubit state is frequently pulsed during measurement of $\Gamma$, and as a result the tunneling from films 0 to 3 and films 3 to 0 are not equal. The QP densities on the opposite side of the JJ ($x_0$ and $x_2$) differ in the steady-state during the measurement due to this imbalance.

The rates $\gamma_{03}$ and $\gamma_{30}$ are the per-QP tunneling rates in the 0 to 3 and 3 to 0 direction, respectively. These

FIG. 10. (upper) Optical image of qubit fabricated on the same wafer as the experimental device, which is nominally identical. The end of the right pad is not in view, but is symmetric with the pad on the left. (lower) Scanning-electron-microscope image of the SQUID loop of the optically imaged device, in which the difference of the areas of the two Josephson junctions are apparent. The qubit is fabricated using the bridge-free technique in a liftoff process as described in Refs. [19, 32].

FIG. 11. Cryogenic measurement setup.
may be calculated using only the $S_{1r}$ or $S_{1l}$ terms of $S_{kN}$ [Eq. (11)], and assuming nonthermal qubit-state weights $\rho_0 = \rho_1 = 0.5$ caused by the measurement sequence. Because $\gamma_{N,03}$ is approximately proportional to $x_0$ and independent of $x_3$ for small $x_3$ such as those existing in this experiment, the per-QP tunneling rate $\gamma_{03} := \Gamma_{N,03}/(x_0N_{CIP,0})$ can be calculated. Similarly, $\gamma_{30} := \Gamma_{N,30}/(x_3N_{CIP,2})$. The number of Cooper pairs in each film $N_{CIP,k} = 2D(\varepsilon_F)\Delta_k V_k$, with film number $k \in \{0,1,2,3\}$ depends on the superconducting gap and volume. The single spin density of states at the Fermi energy $\Delta(\varepsilon_F) = 0.72 \times 10^{29} \text{mu}^{-3} \text{J}^{-1}$ [69] and the volumes are approximately $100 \times 700 \times 0.03 \text{mu}^3$ for the low-gap films and $100 \times 700 \times 0.02 \text{mu}^3$ for the high-gap films.

These per-QP tunneling rates depend on $T_{ph}$ and $\delta \Delta$, and have significant dependence on flux. Therefore, we have defined $\gamma_{03}$, $\gamma_{30}$ as compared to films 0 and 1 at the flux for which $h_\delta q = \delta \Delta$, since QPs at the low-gap edge in film 0 can absorb an excitation from the qubit to tunnel to the high-gap edge in film 3. Based on our fit, this results in 55% more QPs in films 2 and 3 as compared to films 0 and 1 at the flux for which $h_\delta q = \delta \Delta$.

We separate QP generation into generation by PAPS ($g_{PAPS}$) and generation by other mechanisms ($g_{other}$), which break Cooper pairs but do not simultaneously result in a parity switch. While PAPS generates QPs only in JJ films 0 and 3, mechanisms contributing to $g_{other}$ could generate QPs in all the films. Therefore, we have $g_0 + g_1 = (g_P + g_{other,0}) + g_{other,1} = g_P + g_{other}$, where we have defined $g_{other} := g_{other,0} + g_{other,1}$ as the total generation on one side of the JJ. Likewise, $g_2 + g_3 = g_{other,2} + (g_P + g_{other,3}) = g_P + g_{other}$, where we have made the reasonable assumption that non-PAPS pair-breaking occurs identically on opposite sides of the JJ since the two padds have the same geometries. Generation by PAPS $g_P := \Gamma_P/N_{CIP,0}$ is calculated self-consistently with $\Gamma_P$ and $g_{other}$ is a flux-independent fit parameter in our model.

In Section IV A, the additional approximation is made that since $e^{-\eta} \approx 0.008$ for $T_{ph} \approx 50 \text{ mK}$ and $\delta \Delta \approx 4.844 \text{ GHz} \approx 233 \text{ mK}$, the high-gap films can essentially be removed from the determination of $x_0$ and $x_2$. Eqs. (13) and (14) are obtained by substituting the above expressions for generation into (16) and (17), and making the approximation $e^{-\eta} = 0$.

**APPENDIX F: EFFECT OF LAMP**

1. Dependence of $\Gamma$ on $P_{lamp}$

We observed empirically that $\Gamma$ increased approximately linearly with $P_{lamp}$, the power dissipated by the manganin resistor “lamp”. The emission spectrum of the lamp depends on the temperature of the lamp, which is determined by a balance of the dissipated heat and the thermal conductivity to the nearest cold heat sink (likely the mixing chamber). We expect dissipation to be uniform in the manganin filament of the lamp and independent of temperature for the range of our experiment. On the other hand, the thermal conductivity of the leads which determines the temperature of the lamp filament is itself temperature-dependent and may vary along the length of the leads.

As described Section V A, the lamp was required to compare QP generation that occurs with parity switching due to PAPS ($g_P$) and QP generation that does not occur with parity switching ($g_{other}$). For the purpose of constraining $g_{other}$, measurement at any increased $\Gamma$ without increased device temperature was sufficient, since a second set of $\{\Gamma_P(\Phi), \Gamma_N(\Phi)\}$ constrained the model and fixed the strength of the trapping rate.

Nonetheless, we attempted to understand the linear dependence of $\Gamma$ on the power dissipated by the lamp $P_{lamp}$ with a simple model that takes into account temperature-dependence of the thermal conductivity of the NbTi/Cu leads. We assume that the heat flow in the wire is constant in the steady-state, but the thermal conductivity of the Cu in the leads depends on the position $x$ from the mixing chamber due to the temperature gradient [Fig. 12 (a)]

$$\kappa(x) \partial_x T = P_{lamp}. \tag{18}$$

The temperature of the lamp $T_{lamp}$ is the temperature at $T(x = l)$, where $l$ is the length from the mixing chamber where the NbTi/Cu leads are thermalized to the lamp. The thermal conductance per unit length $\kappa(x)$ depends on temperature according to the Weidemann-Franz law, $\kappa(x) \partial_x T = c_\kappa T(x)$.

The proportionality factor $c_\kappa$ is related to the electrical resistivity $\rho$ and the Lorenz number $L$, $c_\kappa = L/\rho$, and we treat it as a fit parameter here. Substituting for $\kappa$ and integrating, we find that

$$T_{lamp} \propto P_{lamp}^{1/2}.$$ 

The mixing chamber temperature is $T_{MC} \approx 30 \text{ mK}$.

Next, we propose that $\Gamma_P$ is proportional to the integrated power $P_{int}$ radiated from the lamp that enters the cavity and causes PAPS. Treating the lamp as a 3D blackbody, we find that integrating the radiated power from $100 - 300 \text{ GHz}$ yields a dependence on the temperature of the lamp ($T_{lamp}$) that is approximately quadratic for temperatures $\sim 1 - 5 \text{ K}$ [Fig. 12(b)]. The upper bound of this frequency range of photons which induce PAPS is determined by the constraint that the size of the qubit must be smaller than the wavelength of the photon. Higher frequency photons with smaller wavelengths are increasingly likely to be absorbed in the pads of the device due to the larger absorption area.

In Fig. 12(c), the measured $\Gamma$ is shown as a function of $P_{lamp}$. We fit the data with a simple model in which the lamp radiates the spectral density of a 3D blackbody at $T_{lamp}$, and $\Gamma$ is proportional to $P_{int}$, the integrated
The blue line shows a fit with $T_{MC} = 0.03\, \text{K}$, which models the linear part of the data reasonably well but does not capture the low power behavior. The fit parameter $c_\kappa$ corresponds to an electrical resistivity of $\rho = 2.9 \times 10^{-9}\, \text{Om}$. Shown on log-log scale, it is clear that $\Gamma(P_{\text{lamp}})$ is not linear for $P_{\text{lamp}} \lesssim 1\, \mu\text{W}$. The fit to this range can be improved by allowing $T_{MC}$ to vary (green), but yields $T_{MC} = 1.3\, \text{K}$, which is forty times hotter than the mixing chamber. Thus, while this model does capture the observed linear behavior for $P_{\text{lamp}} \approx 1 - 12.6\, \mu\text{W}$, the low $P_{\text{lamp}}$ behavior is not described by this simple model. This is reasonable given that the model assumed $T_{\text{lamp}} \gg T_{MC}$ and $g_p \gg g_{\text{other}}$.

2. Effect of lamp on temperature

To confirm that the manganin lamp was increasing $\Gamma$ by PAPS rather than by increasing the temperature of the device and generating additional thermal QPs, we mounted a ruthenium oxide (RuOx) thermometer on the bracket holding the copper cavity. The temperature measured by this thermometer is plotted for each measurement of $\Gamma$ in Fig. 13(a). The difference between the temperature measured by this thermometer and the mixing chamber temperature $T_{MC} \approx 30\, \text{mK}$ attributed to the thermal resistance from the end of the bracket to the manganin to the mixing chamber. We observe that while the temperature increases by several mK as the power dissipated by the lamp increases, this increase is far too small to generate a significant number of thermal QPs. This was verified by performing a separate sweep in which we increased the temperature by a heater mounted on the mixing chamber plate [Fig. 13(b), red]. We can see that when the bracket temperature measured by the RuOx increased due to the remote heater by similarly small amounts, there was minimal change in $\Gamma$. Only when the bracket RuOx reached approximately 150 mK did the increase in $\Gamma$ match what was produced by 12.6 $\mu\text{W}$ dissipated by the lamp. Fig. 13(b) shows that the increase in $\Gamma$ due to power dissipated by the lamp cannot be explained by an increased temperature of the sample.

This dependence of $\Gamma$ on the mixing chamber temperature was used to estimate the average gap of the two superconducting films $\Delta = (\Delta_L + \Delta_H)/2$, since thermal activation of QPs will be sensitive to this value. The black solid line shows a fit to a model in which there is temperature-independent PAPS and temperature-dependent NUPS due to the QP energy distribution changing and thermal QPs being generated at higher temperature. The only fit parameters used in this model are $\Gamma_p$ and $\Delta$. The fitted $\Delta$ is not sensitive to the assumed values for trapping and recombination rates that are fixed parameters in the model. In this case, we set $g_{\text{other}} = 0$, since the data cannot distinguish between a temperature-independent PAPS rate vs. a temperature-independent background of excess QPs. Repeating the
FIG. 13. (a) Temperature measured by RuOx thermometer for the data of Fig. 4(c). The colors correspond to different lamp powers. The thermometer is mounted on the copper bracket supporting the 3D readout cavity in which the qubit is embedded. The temperature remains well below the temperature at which thermal QPs are generated for all values of $\Phi/\Phi_0$, $P_{\text{lamp}}$. (b) The measured parity-switching rate $\Gamma$ as a function of temperature measured by the RuOx thermometer near the readout cavity. Two sweeps are shown. In yellow, the lamp power is swept [Fig. 13(b)], and here we observe the bracket temperature does not change significantly as $\Gamma$ increases by this mechanism. In red, the mixing chamber temperature is swept by increasing power dissipated by heaters on the mixing chamber plate. The temperature measured by the RuOx increases as the mixing chamber temperature rises, but $\Gamma$ doesn’t increase dramatically until approximately 125 mK. This shows that the slight temperature increases shown in (a) cannot be responsible for the large increase in $\Gamma$. The black line shows a fit to $\Gamma$ vs. $T$, from which we may extract the average gap $\bar{\Delta}/h \approx 51.8$ GHz.

APPENDIX G: FIT SENSITIVITY TO TRAPPING RATE $s$

Fig. 14 demonstrates the sensitivity of the fit shown in Fig. 4(c) to the trapping rate $s$. In Fig. 14(a), we plot the pseudo-$R^2$ goodness-of-fit metric for fits to the full data set fixing $s$ (blue, left axis). We use the definition $R^2 = \sum_i [1 - (S_{\text{res},i}/S_{\text{tot},i})]/4$, $i \in \{0, 1, 2, 3\}$, where $S_{\text{res},i}$ and $S_{\text{tot},i}$ are the sum of squares difference between the data and the model ($S_{\text{res},i}$) and between the data and mean ($S_{\text{tot},i}$) measured at the $i$th lamp power.

We observe a maximum of $R^2$ near $s = 11$ s$^{-1}$ corresponding to the best fit. For $s \lesssim 6$ s$^{-1}$, generation by PAPS is sufficient to generate the approximate $x_{\text{QP}}$ in the device, such that the contributions of $g_{\text{other}}$ found by the fits in this range are negligible. For $s \gtrsim 6$ s$^{-1}$, the best fit $g_{\text{other}}$ increases linearly with $s$ in order to keep the $x_{\text{QP}}$ at the value which best fits the data for
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Fig. 14(b) illustrates how values of \( s \) differing from the best fit value affect the model. We observe that for a lower value of \( s = 2 \text{ s}^{-1} \), the additional QPs generated by the enhanced \( \Gamma_P \) with \( P_{\text{lamp}} = 12.6 \mu \text{W} \) cause a level of \( \Gamma_N \) that gives a peak at \( \Phi/\Phi_0 \approx 0.145 \) which is too large compared to the data. For a higher value of \( s = 100 \text{ s}^{-1} \), the strong trapping rate suppresses the additional QPs generated by the enhanced \( \Gamma_P \) with \( P_{\text{lamp}} = 12.6 \mu \text{W} \), causing a level of \( \Gamma_N \) that gives a peak at \( \Phi/\Phi_0 \approx 0.145 \) which is too small compared to the data.

### APPENDIX H: DIRECT OBSERVATION OF QUASIPARTICLE BURSTS

One possible source of pair-breaking energy for QP generation (i.e., a contribution to \( \delta \text{energy} \)) is ionizing radiation. The energy cascade from the ionization of atoms in the superconducting films or substrate, described in Refs. \[33, 37, 38, 61\], ultimately results in “bursts” of QPs. Experimentally, evidence for these bursts has thus far come in the form of sudden drops in the quality factor of QPs. Experimentally, evidence for these bursts has thus far come in the form of sudden drops in \( Q \) in superconducting resonators. In this device, we found evidence of rapid parity switching which further substantiates the hypothesis that these sudden drops in \( Q \) are due to QPs. By tuning the flux of our SQUID offset-charge-sensitive transmon such that \( E_I/E_C \lesssim 20 \), we were able to measure the parity directly via the parity-dependent dispersive shift as described in Ref. \[32\]. With a quantum-limited SNAIL parametric amplifier \[62\], we were able to discern the parity with a single 4 \( \mu \text{s} \) measurement of the readout cavity.

In addition to generating high-energy phonons which break Cooper pairs and generate QPs, ionizing radiation impacts can also cause \( n_g \) jumps due to the redistribution of charge in the substrate. With this direct detection technique, which tracks parity switching and charge jumps simultaneously, we were able to quantify how many of the observed burst events are correlated with an \( n_g \) jump. In Fig. 15, we show two examples of bursts: one in which the \( n_g \) is unchanged (a-d) and one in which \( n_g \) changes visibly before and after the burst (e-h).

In Fig. 15(a), we show a 20 ms-long jump trace of qubit measurements, with the \( I \) quadrature of the complex-valued signal plotted. Fig. 15(b) shows the 2D histogram in the complex plane of the full 100 ms time series from which the data in (a) is drawn, which consists of \( 2 \times 10^5 \) qubit measurements. The readout pulse length and integration time were 4 \( \mu \text{s} \), with 1 \( \mu \text{s} \) delay between measurements. We can see the measurements primarily form two Gaussian distributions near \( Q = 0 \), which we interpret as the even and odd parity ground states (even and odd are assigned arbitrarily). The remaining population corresponds to higher energy states. At \( t < 0 \), we can see from the value of \( I \) that the qubit initially has even parity and then switches to odd parity at \( t \approx -7 \text{ ms} \) and back to even at \( t = -3 \text{ ms} \). The background parity-switching rate at this flux value was \( \Gamma \approx 600 \text{ s}^{-1} \approx 1/1.7 \text{ ms} \) during this cooldown.

Fig. 15(c) zooms in on a 4 ms section around a burst event, which we label as occurring at \( t = 0 \). We observe that at \( t = 0 \), the value of \( I \) jumps to a value between the values corresponding to \( \{0, e\} \) and \( \{0, o\} \). This is likely due to the parity switching much faster than the 5 \( \mu \text{s} \) repetition time of our measurement. We confirm that this is not a result of qubit excitation by checking the 2D histogram of points during this 4 ms segment, in which it is clear that smearing between \( \{0, e\} \) and \( \{0, o\} \) is much more prevalent than qubit excitation [Fig. 15(d)]. Following this jump, the qubit state switches between the \( \{0, e\} \) and \( \{0, o\} \) states much faster than the 1.7 ms lifetime characteristic of the majority of the jump trace. The parity-switching rate appears to decay significantly by \( t = 10 \text{ ms} \), although it is not clear that it has returned to the consistent background rate.

Fig. 15(e-h) are analogous to (a-d), except that at \( t = 0 \), there is a sudden change in the dispersive shifts of the qubit states signalling a jump in \( n_g \) in addition to the onset of rapid parity-switching. In this data set, we search for bursts when the configuration of \( n_g \)-dependent dispersive shifts provide maximal distinguishability of the even and odd parity states (the configuration of (a-d)). In the event shown in Fig. 15(e-h), the dispersive shift of the \( \{0, o\} \) state changes at \( t = 0 \), changing from \( I/\sigma \approx 0 \) to the optimal configuration in which \( I/\sigma \approx 6 \). Impacts which cause \( n_g \) jumps out of this optimal configuration into others will not be detected; however, we note that they will occur at the same rate as jumps into the optimal configuration.

We observed approximately 209 events in \( \approx 5.6 \text{ hours} \) of data. Of the 209 impacts, we find that 60 are correlated with an \( n_g \) jump, which provides additional information about the location of the impacts. Adding in an equal number of undetected jumps out of the optimal configuration, we estimate an event rate of \( \approx 1/75 \text{ s} \). This is consistent the impact rates reported in Refs. \[37, 61, 63\].

After taking into account the area of the substrate (our sapphire substrate is 3 mm x 15 mm). The extent to which bursts contribute to the background excess QP density and parity-switching rate depends on the energy deposited by the ionizing radiation, the frequency of the events, and the timescale on which the density decays. Further work is necessary to estimate the energy deposited by these events and to understand the decay of the QP density after a burst, which may involve several timescales \[38, 61\].
FIG. 15. (a) Time series of the $I$ quadrature of qubit-state measurements repeated every 5 $\mu$s, in units of the $\sigma$ of the Gaussian distributions of the ground-state measurement histograms. Rapid switching between parity states begins at $t = 0$, which we attribute to a “burst” of QPs generated by ionizing radiation. (b) 2D histogram of qubit-state measurements in the complex plane for the full 100 s time series from which the data in (a) is drawn, shown for state identification. Most of the counts form two Gaussian distributions with positive $Q$, which we attribute to the even and odd parity ground states, respectively. The counts at negative $Q$ correspond to excited states of the qubit. Data is plotted in log scale for visibility of excited states, and dashed lines indicate $2\sigma$. (c) Zoom in on (a) showing 4 ms around the onset of the burst. The value jumps to a value between $|0, e\rangle$ and $|0, o\rangle$ due to switching that is fast compared to the $1/(5 \mu s)$ measurement repetition rate. This is followed by rapid switching between the parity states which decays in frequency over time. (d) Same as (b), but for only the data in the window between the red lines shown in (c). The data is primarily in the ground states, showing that the data near $I \approx 0$ at $t = 0$ is due to rapid switching rather than a jump to an excited state. (e-f) are analogous to (a-d), but show a burst correlated with a jump in $n_g$ due to the redistribution of charge in the substrate resulting from the ionizing impact. At $t < 0$, the $|0, o\rangle$ state is located at $I/\sigma \approx 0$, $Q/\sigma \approx 6$, and parity switches occur between the even and odd parity ground states in this configuration. When the burst occurs at $t = 0$, the $|0, o\rangle$ state jumps to the same configuration as in (a-d), indicating a jump in $n_g$ correlated with a burst.
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