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1. Introduction and Preliminaries

Special functions play important roles in science and engineering due its variety of applications; that is why many researchers have been working on them for many years [1–8]. The classical beta function is one of the most important member of the class of special functions, and it is also known as the Euler Integral of first kind. It has a wide range of applications in science, especially in engineering mathematics. In the last few years, the extension of the classical Euler beta function and gamma function has been an interesting topic for researchers due to their pivot role in advanced research.

The classical Euler beta function defined as follows [9].

\[
B(x_1, x_2) = \int_0^1 t^{x_1-1} (1-t)^{x_2-1} dt, \quad \Re(x_1), \Re(x_2) > 0. \tag{1}
\]

The gamma function defined as follows [9].

\[
\Gamma(x_1) = \int_0^\infty t^{x_1-1} e^{-t} dt, \quad \Re(x_1) > 0. \tag{2}
\]

The study of the extension of the special function began in early 1990. Chaudhry and Zubair extended the gamma function [10] in 1994 for the first time, as defined in the following.

\[
\Gamma(x_1; r) = \int_0^\infty t^{x_1-1} e^{-t-r} dt, \quad \Re(x_1) > 0, r > 0. \tag{3}
\]

In the sequence, Chaudhry et al. extended the classical Euler beta function [11] in 1997 defined as follows:

\[
B(x_1, x_2; r) = \int_0^1 t^{x_1-1} (1-t)^{x_2-1} e^{rt} dt, \quad \Re(x_1), \Re(x_2) > 0. \tag{4}
\]
where $\min\{\Re(x_1), \Re(x_2)\} > 0$ and $\Re(r) > 0$.

**Remark 1.** If we set $r = 0$ in (3) and (4), we obtain gamma function and beta function given by (1) and (2), respectively:

$$\Gamma(x_1; 0) = \Gamma(x_1) \quad (5)$$

and

$$B(x_1, x_2; 0) = B(x_1, x_2). \quad (6)$$

In the above extension, Chaudhry and Zubair have used an exponential function as kernel to extend the classical Euler beta function and gamma function in terms of integrals. After a few years, many researchers have used confluent hypergeometric function $1_F_1$ defined as [9] in order to generalize the classical Euler beta function and gamma function.

The confluent hypergeometric function defined as follows [9]:

$$1_F_1(r_1; r_2; z) = \sum_{n=0}^{\infty} \frac{(r_1)_n z^n}{n!}, \quad (7)$$

where $(r)_n$ represents the Pochhammer symbol defined as follows [9].

$$(r)_n := \frac{\Gamma(r + n)}{\Gamma(r)} = \begin{cases} 1 & (n = 0; r \in \mathbb{C} \setminus \{0\}) \\ r(r + 1) \cdots (r + n - 1) & (n \in \mathbb{N}; r \in \mathbb{C}). \end{cases}$$

In 2011, Özergin et al. [12] have used the confluent hypergeometric function to generalize the classical Euler beta function and gamma function as follows:

$$\Gamma^{(r_1, r_2)}_r(x_1) = \int_0^\infty t^{r_1 - 1} F_1(r_1; r_2; -t - \frac{r}{t}) dt, \quad (8)$$

where $\Re(x_1) > 0, \Re(r_1) > 0, \Re(r_2) > 0$ and $\Re(r) > 0$. The following is also the case:

$$B^{(r_1, r_2)}_r(x_1, x_2) = \int_0^1 t^{r_1 - 1} (1 - t)^{r_2 - 1} F_1(r_1; r_2; -\frac{r}{t(1-t)}) dt, \quad (9)$$

where $\min\{\Re(x_1), \Re(x_2)\} > 0, \min\{\Re(r_1), \Re(r_2)\} > 0$ and $\Re(r) > 0$.

**Remark 2.** (1) If we set $r_1 = r_2$ in (8) and (9), we obtain extended gamma function and extended beta function given by (3) and (4), respectively:

$$\Gamma^{(r_1, r_2)}_r(x_1) = \Gamma(x_1; r) \quad (10)$$

and

$$B^{(r_1, r_2)}_r(x_1, x_2) = B(x_1, x_2; r). \quad (11)$$

(2) If we set $r_1 = r_2$ and $r = 0$ in (8) and (9), we obtain gamma function and classical Euler beta function given by (1) and (2), respectively:

$$\Gamma^{(r_1, r_1)}_0(x_1) = \Gamma(x_1) \quad (12)$$

and

$$B^{(r_1, r_1)}_0(x_1, x_2) = B(x_1, x_2). \quad (13)$$

In the above extension, Özergin et al. have used confluent hypergeometric function $1_F_1$ as a kernel to extend the classical Euler beta function and gamma function in terms of integrals. After a few years, some researchers have used the Mittag-Leffler function defined as [13] to modify the classical Euler beta function and gamma function.
One parameter Mittag-Leffler function is defined as follows [13].

\[ E_{r_1}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(kr_1 + 1)}, \quad \Re(r_1) \geq 0, z \in \mathbb{C}. \quad (14) \]

In 2017, Pucheta [14] had introduced a new modified extension of the gamma and beta functions by using one parameter Mittag-Leffler function \( E_{r_1}(z) \), as follows:

\[ \Gamma^{r_1}(x_1) = \int_0^{\infty} t^{x_1-1}E_{r_1}(-t)dt, \quad \Re(x_1) > 0, \Re(r_1) > 0. \quad (15) \]

\[ B^{r_1}_{x_1,x_2}(x_1,x_2) = \int_0^{1} t^{x_1-1}(1-t)^{x_2-1}E_{r_1}(rt(1-t))dt, \quad (16) \]

where \( \min\{\Re(x_1), \Re(x_2)\} > 0, \Re(r) > 0 \) and \( \Re(r_1) > 0. \)

**Remark 3.** (1) If we set \( r_1 = 1 \) in (15), then we obtain gamma function given by the (2).

\[ \Gamma^{1}(x_1) = \Gamma(x_1). \quad (17) \]

(2) If we take \( r_1 = 1 \) and \( r = 0 \) in (16), then we obtain the beta function given by (1).

\[ B^{1}_{0}(x_1,x_2) = B(x_1,x_2). \quad (18) \]

In the above extension, Pucheta had used one parameter Mittag-Leffler function \( E_{r_1}(z) \) as a kernel to modify the classical Euler beta function and gamma function in terms of integrals. One year later in January 2018, Shadab et al. [15] have adopted as similar method used by Pucheta [14] to extend the classical Euler beta function by using one parameter Mittag-Leffler function \( E_{r_1}(z) \).

Another Extension of classical Euler beta function defined as follows [15]:

\[ B^{r_1}_{x_1,x_2}(x_1,x_2) = \int_0^{1} t^{x_1-1}(1-t)^{x_2-1}E_{r_1}(-rt^{-1}(1-t)^{-1})dt, \quad (19) \]

where \( \Re(x_1), \Re(x_2) > 0, \Re(r) > 0 \) and \( \Re(r_1) > 0. \)

**Remark 4.** If we take \( r_1 = 1 \) in (19), then we obtain the equation extended beta function given by (4).

\[ B^{r}_{x_1,x_2}(x_1,x_2) = B(x_1,x_2;r). \quad (20) \]

In the above extension, Shadab et al. have used one parameter Mittag-Leffler function \( E_{r_1}(z) \) as a kernel to modify the classical Euler beta function in terms of integrals. After some time in November 2018, Atash et al. [16] received motivation from Shadab and Pucheta and introduced a new extension of gamma function and classical Euler beta function by using a 2-parameter Mittag-Leffler function \( E_{r_1,r_2}(z) \) (Wiman’s function).

The 2-parameter Mittag-Leffler function(known as Wiman’s function) is defined as follows [13].

\[ E_{r_1,r_2}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(kr_1 + r_2)}, \quad \Re(r_1) \geq 0, \Re(r_2) \geq 0, z \in \mathbb{C}. \quad (21) \]

The new extended gamma function is defined as follows [16]:

\[ \Gamma^{(r_1,r_2)}_{r}(x_1) = \int_0^{\infty} t^{x_1-1}E_{r_1,r_2}(-rt^{-1})dt, \quad (22) \]

where \( \Re(x_1) > 0, \min\{\Re(r_1), \Re(r_2)\} > 0 \) and \( r \geq 0. \)
The new extended beta function is defined as follows [16]:

$$B^{(r_1, r_2)}_{(r_1, r_2)}(x_1, x_2) = \int_{0}^{1} t^{x_1-1} (1-t)^{x_2-1} E_{r_1, r_2} \left( -\frac{r}{t} \right) E_{r_1, r_2} \left( -q(1-t)^{-1} \right) dt, \quad (23)$$

where $\Re(x_1), \Re(x_2) > 0, \Re(r_1), \Re(r_2) > 0, r \geq 0$.

**Remark 5.** (1) If we take $r=0$ in (22), then we obtain another extended gamma function defined as follows:

$$\Gamma^{(r_1, r_2)}_{0}(x_1) = \Gamma^{(r_1, r_2)}_{0}(x_1) = \int_{0}^{\infty} t^{x_1-1} E_{r_1, r_2}(-t) dt, \quad (24)$$

where $\Re(x_1) > 0, \Re(r_1) > 0$ and $\Re(r_2) > 0$.

(2) If we take $r_1 = r_2 = 1$ in (22), then we obtain the extended gamma function given by (22).

$$\Gamma^{(1,1)}_{0}(x_1) = \Gamma(x_1; r), \quad (25)$$

(3) If we set $r_2 = 1$ and $r = 0$ in (22), then we obtain the modified gamma function given by (15).

$$\Gamma^{(1,1)}_{0}(x_1) = \Gamma^{(1)}_{0}(x_1). \quad (26)$$

(4) If we substitute $r_1 = 1 = r_2$ and $r = 0$ in (22), then we obtain the gamma function given by (2).

$$\Gamma^{(1,1)}_{0}(x_1) = \Gamma(x_1). \quad (27)$$

(5) If we take $r_1 = r_2 = 1$ and $r = q$ in (23), then we obtain the extended beta function given by (4).

$$B^{(1,1)}_{0}(x_1, x_2) = B(x_1, x_2; r). \quad (28)$$

(6) If we set $r_1 = r_2 = 1$ and $r = q = 0$ in (23), then we obtain the beta function given by (1).

$$B^{(1,1)}_{0}(x_1, x_2) = B(x_1, x_2). \quad (29)$$

In the above extension, Atash et al. have used 2-parameter Mittag-Leffler function $E_{r_1, r_2}(z)$ (Wiman’s function) as a kernel to modify the classical Euler beta function in terms of integrals. As given above, many researchers have worked on various extensions and modifications of gamma and classical Euler beta function in terms of integrals for which the kernel contains the exponential function, confluent hypergeometric function, Mittag-Leffler function and 2-parameter Mittag-Leffler function. Furthermore, they studied their various properties and applications.

**2. Results**

In this paper, motivated by Pucheta [14], Shadab et al. [15] and Atash et al. [16], we extend the extended beta function defined as (19) by using the 2-parameter Mittag-Leffler function $E_{r_1, r_2}(z)$ (Wiman’s function) given by (21).

**Definition 1.** An extension of extended beta function $B^{(r)}_{(r_1, r_2)}(x_1, x_2)$ with $r \geq 0$ is defined by the following:

$$B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \int_{0}^{1} t^{x_1-1} (1-t)^{x_2-1} E_{r_1, r_2} \left( -r(t(1-t))^{-1} \right) dt, \quad (30)$$

where $\min\{\Re(x_1), \Re(x_2)\} > 0, \Re(r_1) > 0, \Re(r_2) > 0$ and $E_{r_1, r_2}(z)$ is the 2-parameter Mittag-Leffler function given by (21).

**Remark 6.** (1) If we set $r_2 = 1$ in (30), then we obtain another extension of the beta function given by (19).

$$B^{(r)}_{(1,1)}(x_1, x_2) = B^{r}_{1}(x_1, x_2). \quad (31)$$
(2) If we take \( r_1 = 1 = r_2 \) in (30), then we obtain the extended beta function given by (4).

\[
B^{(r)}_{(1,1)}(x_1, x_2) = B(x_1, x_2; r).
\]  

(3) If we set \( r_1 = 1 = r_2 \) and \( r = 0 \) in (30), then we obtain the beta function given by (1).

\[
B^{(r)}_{(1,1)}(x_1, x_2) = B(x_1, x_2).
\]

In this paper we also study some of the results of an extended beta function defined as (30).

**Theorem 1.** Let \( r \geq 0, \min\{\Re(x_1), \Re(x_2)\} > 0, \Re(r_1) > 0 \) and \( \Re(r_2) > 0 \), then extended beta function defined as (30) satisfies the Symmetric relation.

\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = B^{(r)}_{(r_1, r_2)}(x_2, x_1).
\]  

**Proof of Theorem 1.** From (30) we have

\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \int_{0}^{1} t^{r_1-1} (1-t)^{r_2-1} E_{r_1, r_2} \left( \frac{-t}{1-t} \right) dt.
\]

By substituting \( t = (1-x) \) in the above and interchanging cross-ponding variables, we obtain the following.

\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \int_{0}^{1} (1-x)^{r_1-1} x^{r_2-1} E_{r_1, r_2} \left( \frac{-t}{1-t} \right) dx.
\]

Then, by definition of an extension of the extended beta function, we obtain our desired result. \( B^{(r)}_{(r_1, r_2)}(x_1, x_2) = B^{(r)}_{(r_1, r_2)}(x_2, x_1). \)

**Theorem 2.** Let \( r \geq 0, \min\{\Re(x_1), \Re(x_2)\} > 0, \Re(r_1) > 0 \) and \( \Re(r_2) > 0 \), then the extended beta function defined as (30) satisfies the Functional relation.

\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = B^{(r)}_{(r_1, r_2)}(x_1, x_2 + 1) + B^{(r)}_{(r_1, r_2)}(x_1 + 1, x_2).
\]  

**Proof of Theorem 2.** We apply the definition of (30) to right hand side of the (35) and perform some manipulations with the terms. Then, we obtain our desired result.

\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2 + 1) + B^{(r)}_{(r_1, r_2)}(x_1 + 1, x_2) = \int_{0}^{1} t^{r_1-1} (1-t)^{r_2-1} E_{r_1, r_2} \left( \frac{-t}{1-t} \right) dt + \int_{0}^{1} t^{r_1-1} (1-t)^{r_2-1} E_{r_1, r_2} \left( \frac{-t}{1-t} \right) dt.
\]

After re-arranging the terms, we have the following.

\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \sum_{n=0}^{\infty} B^{(r)}_{(r_1, r_2)}(x_1 + n, x_2 + 1).
\]

**Theorem 3.** Let \( r \geq 0, \min\{\Re(x_1), \Re(x_2)\} > 0, \Re(r_1) > 0 \) and \( \Re(r_2) > 0 \), then extended beta function defined as (30) satisfies the Summation relation.

\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \sum_{n=0}^{\infty} B^{(r)}_{(r_1, r_2)}(x_1 + n, x_2 + 1).
\]  

**Proof of Theorem 3.** From (30) we have the following.

\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \int_{0}^{1} t^{r_1-1} (1-t)^{r_2-1} E_{r_1, r_2} \left( \frac{-t}{1-t} \right) dt.
\]

After re-arranging the terms, we have the following.

\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \int_{0}^{1} t^{r_1-1} (1-t)^{r_2-1} (1-t)^{-1} E_{r_1, r_2} \left( \frac{-t}{1-t} \right) dt.
\]
Then, we have the Binomial expansion defined as follows.
\[
(1 - t)^{-1} = \sum_{n=0}^{\infty} t^n, |t| < 1. \tag{37}
\]

Using (37) in the above expression, we obtain the following.
\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \int_0^1 t^{r_1 - 1}(1 - t)^{x_2 - 1}\sum_{n=0}^{\infty} \frac{t^n E_{r_1, r_2} \left(\frac{-r}{r_1 - 1}\right)}{n!} dt.
\]

Upon interchanging order of integration and summation in the above, we obtain the following:
\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \sum_{n=0}^{\infty} \int_0^1 t^{r_1 + x_2 - 1}(1 - t)^{x_2} E_{r_1, r_2} \left(\frac{-r}{r_1 - 1}\right) dt.
\]

Then, we obtain our desired result from (30).
\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \sum_{n=0}^{\infty} B^{(r)}_{(r_1, r_2)}(x_1 + n, x_2 + 1). \quad \square
\]

**Theorem 4.** Let \( r \geq 0, \min\{\Re(x_1), \Re(1 - x_2)\} > 0, \Re(r_1) > 0 \) and \( \Re(r_2) > 0 \), then the extended beta function defined as (30) satisfies another Summation relation.
\[
B^{(r)}_{(r_1, r_2)}(x_1, 1 - x_2) = \sum_{n=0}^{\infty} \frac{(x_2)_n}{n!} B^{(r)}_{(r_1, r_2)}(x_1 + n, 1). \tag{38}
\]

**Proof of Theorem 4.** From (30), we have the following.
\[
B^{(r)}_{(r_1, r_2)}(x_1, 1 - x_2) = \int_0^1 t^{r_1 - 1}(1 - t)^{-x_2} E_{r_1, r_2} \left(\frac{-r}{r_1 - 1}\right) dt.
\]

From Binomial expansion defined as follows:
\[
(1 - t)^{-x_2} = \sum_{n=0}^{\infty} \frac{(x_2)_n}{n!} t^n, |t| < 1. \tag{39}
\]

Using (39) in above expression, we have the following.
\[
B^{(r)}_{(r_1, r_2)}(x_1, 1 - x_2) = \int_0^1 t^{r_1 - 1}\sum_{n=0}^{\infty} \frac{(x_2)_n}{n!} t^n E_{r_1, r_2} \left(\frac{-r}{r_1 - 1}\right) dt.
\]

Upon interchanging the order of integration and summation in the above, we obtain the following
\[
B^{(r)}_{(r_1, r_2)}(x_1, 1 - x_2) = \sum_{n=0}^{\infty} \frac{(x_2)_n}{n!} \int_0^1 t^{r_1 + x_2 - 1} E_{r_1, r_2} \left(\frac{-r}{r_1 - 1}\right) dt.
\]

Then, from (30), we obtain our desired result.
\[
B^{(r)}_{(r_1, r_2)}(x_1, 1 - x_2) = \sum_{n=0}^{\infty} \frac{(x_2)_n}{n!} B^{(r)}_{(r_1, r_2)}(x_1 + n, 1). \quad \square
\]

**Theorem 5.** Let \( r \geq 0, \min\{\Re(x_1), \Re(x_2)\} > 0, \Re(r_1) > 0 \) and \( \Re(r_2) > 0 \), then the extended beta function defined as (30) has a relation with beta function defined as (1)
\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \sum_{n=0}^{\infty} \frac{(-r)^n}{\Gamma(r_2 + nr_1)} B(x_1 - n, x_2 - n). \tag{40}
\]

**Proof of Theorem 5.** From (21), substitute 2-parameter Mittag-Leffler function \( E_{r_1, r_2}(z) \) to (30), then we obtain the following.
\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \int_0^1 t^{r_1 - 1}(1 - t)^{x_2 - 1- \sum_{n=0}^{\infty} \frac{(-r)^n}{\Gamma(r_2 + nr_1)}} dt.
\]

Upon interchanging the order of integration and summation from the above, we obtain the following.
\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \sum_{n=0}^{\infty} \frac{(-r)^n}{\Gamma(r_2 + nr_1)} \int_0^1 t^{r_1 - x_2 - 1}(1 - t)^{x_2 - 1} dt.
\]

Then, from (1), we obtain our desired result.
\[
B^{(r)}_{(r_1, r_2)}(x_1, x_2) = \sum_{n=0}^{\infty} \frac{(-r)^n}{\Gamma(r_2 + nr_1)} B(x_1 - n, x_2 - n). \quad \square
\]
Theorem 6. Let \( r \geq 0, \Re(x_1 + s) > 0, \Re(x_2 + s) > 0, \Re(r_1) > 0, \Re(r_2) > 0 \) and \( \Re(s) > 0 \), then the Mellin Transform of an extended beta function defined as (30) is given by the following.

\[
\int_0^\infty r^{(s-1)}B^{(r)}_{(r_1,r_2)}(x_1, x_2)dr = B(x_1 + s, x_2 + s)\Gamma_0^{(r_1,r_2)}(s). \tag{41}
\]

Proof of Theorem 6. Upon multiplying an extended beta function defined as (30) by \( r^{(s-1)} \) and integrating it with respect to \( r \) from \( r = 0 \) to \( r = \infty \), we obtain the following.

\[
\int_0^\infty r^{(s-1)}B^{(r)}_{(r_1,r_2)}(x_1, x_2)dr = \int_0^\infty r^{(s-1)} \left( \int_0^1 t^{s_1-1}(1-t)^{s_2-1}E_{r_1,r_2} \left( \frac{r}{t} \right) \right) dt. \tag{30}
\]

Substitute the above \( v = \frac{r}{t} \), then we obtain the following.

\[
\int_0^\infty r^{(s-1)}B^{(r)}_{(r_1,r_2)}(x_1, x_2)dr = \int_0^1 t^{s_1+s-1}(1-t)^{s_2+s-1} \left( \int_0^\infty t^{(s-1)}E_{r_1,r_2} \left( \frac{r}{t} \right) \right) dt.
\]

Then, from (1) and (24), we obtain our desired result.

\[
\int_0^\infty r^{(s-1)}B^{(r)}_{(r_1,r_2)}(x_1, x_2)dr = B(x_1 + s, x_2 + s)\Gamma_0^{(r_1,r_2)}(s). \tag{41}
\]

Theorem 7. Let \( r \geq 0, \min\{\Re(x_1), \Re(x_2)\} > 0, \Re(r_1) > 0 \) and \( \Re(r_2) > 0 \), then the extended beta function defined as (30) has another integral representation.

\[
B^{(r)}_{(r_1,r_2)}(x_1, x_2) = 2 \int_0^\pi \frac{2}{(\cos(x))^2(\sin(x))^2}dx. \tag{42}
\]

Proof of Theorem 7. From (30), we obtain the following.

\[
B^{(r)}_{(r_1,r_2)}(x_1, x_2) = \int_0^1 t^{s_1-1}(1-t)^{s_2-1}E_{r_1,r_2} \left( \frac{t}{r} \right) dt. \tag{30}
\]

Upon substituting \( t = (\cos(x))^2 \) in the above and rearranging the terms, we obtain our result.

\[
B^{(r)}_{(r_1,r_2)}(x_1, x_2) = 2 \int_0^\pi \frac{(\cos(x))^2}{(\sin(x))^2}dx. \tag{41}
\]

Theorem 8. Let \( r \geq 0, \min\{\Re(x_1), \Re(x_2)\} > 0, \Re(r_1) > 0, \Re(r_2) > 0 \) and \( k \in \mathbb{N} \), then the extended beta function defined as (30) has the following relation.

\[
B^{(r)}_{(r_1,r_2)}(x_1, x_2) = \sum_{n=0}^k \frac{k!}{n!(k-n)!}B^{(r)}_{(r_1,r_2)}(x_1 + n, x_2 + k - n). \tag{43}
\]

Proof of Theorem 8. From (35), we have the following.

\[
B^{(r)}_{(r_1,r_2)}(x_1, x_2) = B^{(r)}_{(r_1,r_2)}(x_1 + 1, x_2) + B^{(r)}_{(r_1,r_2)}(x_1 + 1, x_2).
\]

Then, the same result of (35) on each term of the right hand side of the above equation. We obtain the following.

\[
B^{(r)}_{(r_1,r_2)}(x_1, x_2) = B^{(r)}_{(r_1,r_2)}(x_1 + 2, x_2) + 2B^{(r)}_{(r_1,r_2)}(x_1, x_2) + B^{(r)}_{(r_1,r_2)}(x_1 + 2).
\]

Upon continuing the same process on the right hand side of the above equation and applying mathematical induction on \( k \), we obtain the following.

\[
B^{(r)}_{(r_1,r_2)}(x_1, x_2) = \sum_{n=0}^k \frac{k!}{n!(k-n)!}B^{(r)}_{(r_1,r_2)}(x_1 + n, x_2 + k - n). \tag{43}
\]

Derivative formulas of (30). Certain derivative formulas for the extended beta function (30) are established in the following theorem.

Theorem 9. Each of the following derivative formulas holds true for \( m \in \mathbb{N}_0 \) and \( n \in \mathbb{N}_0 \).

\[
\frac{\partial^m}{\partial x_1^m}B^{(r)}_{(r_1,r_2)}(x_1, x_2) = \int_0^1 t^{s_1-1} \ln^m(t)(1-t)^{s_2-1}E_{r_1,r_2}(-r(t(1-t))^{-1})dt. \tag{44}
\]

\[
\frac{\partial^n}{\partial x_2^n}B^{(r)}_{(r_1,r_2)}(x_1, x_2) = \int_0^1 t^{s_1-1}(1-t)^{s_2-1} \ln^n(t)(1-t)E_{r_1,r_2}(-r(t(1-t))^{-1})dt. \tag{45}
\]
Proof of Theorem 9. In order to prove first part of the theorem, differentiating the extended beta function (30) with respect to the variable \( x_1 \) under the integral and applying the Leibniz rule for differentiation under integral sign are necessary procedures.

Then, we obtain the following.

\[
\frac{\partial^{m+n}}{\partial x_1^m \partial x_2^n} B_{(r_1, r_2)}^{(r)} (x_1, x_2) = \int_0^1 t^{x_1-1} (1-t)^{x_2-1} E_{r_1, r_2} \left( -r(t(1-t))^{-1} \right) dt.
\]  \hspace{1cm} (46)

Theorem 10. The derivative formula hold true.

\[
\frac{\partial}{\partial r} B_{(r_1, r_2)}^{(r)} (x_1, x_2) = \left( \frac{1}{r} \right) \int_0^1 t^{x_1-1} (1-t)^{x_2-1} \sum_{n=0}^{\infty} \frac{(-r)^n}{\Gamma(r_1 n+r_2)} dt.
\]

Proof of Theorem 10. By differentiating the extended beta function (30) with respect to the variable \( r \) under the integral and applying the Leibniz rule for differentiation under integral sign, we have the following.

\[
\frac{\partial}{\partial r} B_{(r_1, r_2)}^{(r)} (x_1, x_2) = \frac{1}{r} \int_0^1 t^{x_1-1} (1-t)^{x_2-1} E_{r_1, r_2} \left( -r(t(1-t))^{-1} \right) dt.
\]

Then, apply the definition of 2-parameter Mittag-Leffler function (21).

\[
\frac{\partial}{\partial r} B_{(r_1, r_2)}^{(r)} (x_1, x_2) = \frac{1}{r} \int_0^1 t^{x_1-1} (1-t)^{x_2-1} \sum_{n=0}^{\infty} \frac{(-r)^n}{\Gamma(r_1 n+r_2)} \sum_{n=0}^{\infty} \frac{(-r)^n}{\Gamma(r_1 n+r_2)} dt.
\]  \hspace{1cm} (47)

By differentiating the above series with respect to the \( r \) term and then placing the value \( \frac{\partial}{\partial r} (-r)^n = -n(-r)^{n-1} \) in the above equation and rearranging the terms, we obtain our desired result.

\[
\frac{\partial}{\partial r} B_{(r_1, r_2)}^{(r)} (x_1, x_2) = \left( \frac{1}{r} \right) \int_0^1 t^{x_1-1} (1-t)^{x_2-1} \sum_{n=0}^{\infty} \frac{(-r)^n}{\Gamma(r_1 n+r_2)} dt.
\]  \hspace{1cm} (48)

3. Another Representation of an Extended Beta Function

We can represent an extended beta function defined as (30) by replacing 2-parameter Mittag-Leffler function \( E_{r_1, r_2} (z) \) with well known functions such as the H-function, G-function, confluent hypergeometric function, Wright–Fox function and Bessel–Maitland function.

For integers \( r, n, t, u \) such that \( 0 \leq r \leq u \), \( 0 \leq n \leq t \) and for parameters \( a_i, b_i \in \mathbb{C} \) and for parameters \( A_i, B_i \in \mathbb{R}_+ = (0, \infty) \) \( (i = 1, \ldots, t; j = 1, \ldots, u) \), the H-function is defined in terms of a Mellin–Barnes type integral in the following manner [17–19]:

\[
H_{r, n}^{r, n} \left[ \begin{array}{l} (a_i, A_i)_{1, t} \\ (b_j, B_j)_{1, u} \end{array} \right] = H_{t, u}^{r, n} \left[ \begin{array}{l} (a_1, A_1), \cdots, (a_t, A_t) \\ (b_1, B_1), \cdots, (b_u, B_u) \end{array} \right] = \frac{1}{2\pi i} \int_{\Sigma} \mathcal{H}_{t, u}^{r, n}(s) z^{-s} ds,
\]  \hspace{1cm} (47)

where

\[
\mathcal{H}_{t, u}^{r, n}(s) = \frac{\prod_{i=1}^{n} \Gamma(b_i + B_i s) \prod_{j=1}^{t} \Gamma(1 - a_i - A_i s)}{\prod_{i=n+1}^{t} \Gamma(a_i + A_i s) \prod_{j=m+1}^{t} \Gamma(1 - b_j - B_j s)},
\]  \hspace{1cm} (48)

and the contour \( \Sigma \) is suitably chosen and an empty product, if it occurs, is taken to be unity.
A Mellin–Barnes type integral of 2-parameter Mittag-Leffler function $E_{r_1, r_2}(z)$ is defined as follows [13].

$$E_{r_1, r_2}(z) = \frac{1}{2\pi i} \int_{C} \Gamma(s)\Gamma(1-s) \, z^{-s} ds, \, r_1 \in R^+, \Re(r_2) > 0, |\arg(z)| < \pi. \quad (49)$$

From the above, we have a relationship between H-function and 2-parameter Mittag-Leffler function.

$$E_{r_1, r_2}(z) = H_{1,2}^{1,1}[z^{-1}(0,1,1-r_2,r_1)]. \quad (50)$$

Using above relationship, we can replace the 2-parameter Mittag-Leffler function by the H-function, defined as follows (30).

$$B_{r_1, r_2}^{(r)}(x_1, x_2) = \int_{0}^{1} t^{r_1-1}(1-t)x_2-1H_{1,2}^{1,1} \left[ \frac{r}{t(1-t)} \right] (0,1), (1-r_2,r_1) dt. \quad (51)$$

Similarly, we have relation between Meijer’s G-function defined as [17] and 2-parameter Mittag-Leffler function defined as (21).

$$E_{r_1, r_2}(z) = G_{1,2}^{1,1}[z^{-1}(0,1,1-r_2,r_1)]. \quad (52)$$

Now we can replace the 2-parameter Mittag-Leffler function from (30) by the G-function.

$$B_{r_1, r_2}^{(r)}(x_1, x_2) = \int_{0}^{1} t^{r_1-1}(1-t)x_2-1G_{1,2}^{1,1} \left[ \frac{r}{t(1-t)} \right] (0,1), (1-r_2,r_1) dt. \quad (53)$$

Similarly we have a relation between the Wright–Fox function defined as [17] and 2-parameter Mittag-Leffler function defined as (21).

$$E_{r_1, r_2}(z) = W_{1} \left[ z^{-1}(1,1,1-r_2,r_1) \right]. \quad (54)$$

Now, we can replace the 2-parameter Mittag-Leffler function from (30) by the Wright–Fox function.

$$B_{r_1, r_2}^{(r)}(x_1, x_2) = \int_{0}^{1} t^{r_1-1}(1-t)x_2-1W_{1} \left[ \frac{-r}{t(1-t)} \right] (0,1,1-r_2,r_1) dt. \quad (55)$$

Similarly, we have relation between the 2-parameter Mittag-Leffler function (21) and the confluent hypergeometric function $1_{F_1}$ (7) when $r_1 = 1$.

$$E_{1, r_2}(z) = \frac{1_{F_1}(1; r_2; z)}{\Gamma(r_2)}. \quad (56)$$

Now, we can replace the 2-parameter Mittag-Leffler function with the confluent hypergeometric function.

$$B_{r_1, r_2}^{(r)}(x_1, x_2) = \frac{1}{\Gamma(r_2)} \int_{0}^{1} t^{r_1-1}(1-t)x_2-11_{F_1} \left( 1; r_2; \frac{-r}{t(1-t)} \right) dt. \quad (57)$$

Similarly, we have a relation between the 2-parameter Mittag-Leffler function (21) and Bessel-Maitland function defined as follows [17].

$$E_{r_1, r_2}(z) = n!J_{r_2-1}^{(r_1)}(-z). \quad (58)$$
Now, we can replace the 2-parameter Mittag-Leffler function from (30) by the Bessel–Maitland function.

\[
B_{(r_1,r_2)}^{(r)}(x_1,x_2) = n! \int_0^1 t^{x_1-1} (1-t)^{x_2-1} \frac{r}{t(1-t)} dt. \tag{59}
\]

4. Conclusions

We conclude our investigation by remarking that the results presented in this paper are easily converted by using the interesting known extension of the beta function and other special functions. The results presented here are new and very useful for the extension of other special functions. We are also trying to find certain possible applications of those results presented here for other research areas.
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