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Abstract. We study some time-related properties of the random attractor for the stochastic wave equation on an unbounded domain with time-varying coefficient and force. We assume that the coefficient is bounded and the time-dependent force is backward tempered, backward complement-small, backward tail-small, and then prove both existence and backward compactness of a random attractor on the universe of all backward tempered sets. By using the Egoroff and Lusin theorems, we show the measurability of the absorbing set although it is the union of some random sets over an uncountable index set. Moreover, we obtain the backward compactness of the attractor if the force is periodic, and obtain the periodicity of the attractor if both force and coefficient are periodic.

1. Introduction. We focus on the time-related property of pullback random attractors for stochastic wave equations with time-varying coefficients and forces:

\[
\begin{aligned}
&\frac{du_t}{dt} + \beta(t)u_t - \Delta u_t + \lambda u_t + f(t, x, u)dt = g(t, x)dt + \epsilon u \circ dW, \quad t \geq \tau, \\
u(\tau, x) = u_{0}(x), &\quad u_{t}(\tau, x) = u_{1}(x), \quad x \in \mathbb{R}^{3},
\end{aligned}
\]

where \( \lambda > 0, \epsilon > 0, \beta \in C(\mathbb{R}, (0, \infty)) \) and \( g \in L_{loc}^{2}(\mathbb{R}, L^{2}(\mathbb{R}^{3})). \)

The existence of an attractor for the wave equation had been investigated in various special cases. For examples, the deterministic case (\( \epsilon = 0 \)) was discussed in [1, 5, 6, 15, 29, 30], the stochastic case was studied in [14, 32, 34, 35, 36, 39, 40]. Comparing with (1), the nearest equation was given by Wang [33], in which \( \beta(t) \) is a constant.

In this paper, we investigate not only the existence of a pullback random attractor \( \mathcal{A} = \{ \mathcal{A}(\tau, \omega) \} \) for the cocycle \( \Phi \) generated by the equation (1), but also some time-related properties of the attractor due to the nature of the non-autonomous equation.
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In particular, we wonder whether the attractor $\mathcal{A}$ is \textit{backward compact}, which means that $\bigcup_{s \leq t} \mathcal{A}(s, \omega)$ is pre-compact for each time $t \in \mathbb{R}$ and sample $\omega \in \Omega$. Such a backward compactness illustrates that the system has more concentrate attraction ability in the past.

In the deterministic case, some abstract criteria on backward compactness of a pullback attractor had been established by [7, 25, 37]. Other time-related properties of a deterministic attractor had been considered in [12, 13, 16, 17, 18, 19, 24].

These abstract results can be partly generalized to the random case. There are some different contexts, such as, variety of the sample, the time-dependence of the universe (instead of the universe of all bounded sets). However, an essential criterion for backward compactness of a random attractor still seems to be the \textit{backward asymptotic compactness} of the cocycle on an attracted universe, which means that the usual asymptotic compactness is uniform in the past.

If we take the attracted universe $\mathfrak{D}_0$ by all of tempered sets as usual (see [2, 9, 20, 21, 28]), we cannot prove that the $\mathfrak{D}_0$-pullback asymptotic compactness is uniform in the past.

In this paper, we take a new sub-universe $\mathfrak{D}$, which consists of all \textit{backward tempered sets} instead of the usual tempered sets.

We then assume that the external force $g$ is \textit{backward tempered} (Hypothesis G1). In this case, we can prove that there is a $\mathfrak{D}$-pullback absorbing set $\mathcal{K}$ such that the absorption is uniform in the past. The measurability of $\mathcal{K}$ is not obvious due to it is the union of some random sets over an uncountable index set. This difficulty will be overcome by using Egoroff and Lusin theorems (see Proposition 2).

By using the backward-uniform absorption of $\mathcal{K}$, we can establish backward flattening property of the cocycle $\Phi$ inside any bounded sub-domain if $g$ is backward complement-small (Hypothesis G2). Note that the usual complement-small property automatically holds true by using the Lebesgue controlled convergence theorem. However, the complement-small property may not be uniform in the past.

Also, the backward-uniform absorption allows us to establish the backward-uniform tail-estimates if $g$ is further assumed to be backward tail-small (Hypothesis G3). Therefore, we can prove the $\mathfrak{D}$-pullback backward asymptotic compactness of the cocycle and thus obtain a backward compact random attractor (see Theorem 6.1).

Another issue in this paper is to establish backward compactness of the attractor from a periodicity assumption only. We can prove an abstract result that a periodic random attractor is backward compact if and only if it is local compact. A random attractor may not be locally compact (see [10]), although a deterministic attractor is automatically locally compact (see [27]).

However, we can show the periodicity condition can imply three conditions G1, G2, G3. Therefore, we can obtain backward compactness of the random attractor if we only assume $g$ is periodic. Also, we obtain the periodicity of the attractor if both $\beta$ and $g$ are periodic.

2. The cocycle from the stochastic wave equation. Let $\hat{v} = u_t + \delta u$ for a suitable positive number $\delta > 0$. Then, the equation (1) can be rewritten as a system of two first-order equations:

\begin{align}
\dot{u}_t &= -\delta u + \hat{v}, \\
\dot{\hat{v}} + (\lambda + \delta^2 - \delta \beta(t))u dt - \Delta u dt &= g(t, x) dt + \varepsilon u \circ dW.
\end{align}
As usual [4], we identify the Wiener process $W(\cdot, \omega)$ with the standard process $\omega(\cdot)$ on the metric dynamical system $(\Omega, \mathcal{F}, P, \{\theta_t\}_{t \in \mathbb{R}})$, where

$$
\Omega = \{ \omega \in C(\mathbb{R}, \mathbb{R}) : \omega(0) = 0, \quad \lim_{t \to \pm \infty} \frac{w(t)}{t} = 0 \}
$$
equipped with the Frechét metric: for $\omega_1, \omega_2 \in \Omega$,

$$
\rho(\omega_1, \omega_2) := \sum_{i=1}^{\infty} \frac{1}{2^n} \frac{\|\omega_1 - \omega_2\|_n}{1 + \|\omega_1 - \omega_2\|_n}, \quad \|\omega_1 - \omega_2\|_n := \sup_{-n \leq t \leq n} |\omega_1(t) - \omega_2(t)|,
$$

$\mathcal{F}$ is the Borel $\sigma$-algebra on $(\Omega, \rho)$, $P$ is the two-sided Wiener measure on $(\Omega, \mathcal{F})$ (in fact, $P$ can be taken by an arbitrary probability measure as given in [22]), and $\{\theta_t\}_{t \in \mathbb{R}}$ is a group defined by $\theta_t \omega(\cdot) = \omega(\cdot + t) - \omega(t)$ for $(\omega, t) \in \Omega \times \mathbb{R}$. Let

$$
z(\theta_t \omega) := -\delta \int_{-\infty}^{0} e^{\delta s}(\theta_t \omega)(s) ds,
$$

which is a pathwise continuous solution of the Ornstein-Uhlenbeck equation $dz + \delta z dt = dW(t)$. Let

$$
v(t, \omega) := \dot{v}(t, \omega) - \varepsilon z(\theta_t \omega) u(t, \omega), \quad t \geq \tau, \quad \omega \in \Omega.
$$

Then, the system (2a)-(2b) can be read as

$$
u_t = -\delta - \varepsilon z(\theta_t \omega) u + v, \quad (3a)
$$

$$
u_t + (\lambda + \delta^2 - \delta \beta(t)) u - \Delta u + f(x, u) + (\beta(t) - \delta) v
$$
$$
= g(t, x) - \varepsilon z(\theta_t \omega) v + \varepsilon z(\theta_t \omega)(3\delta - \beta(t) - \varepsilon z(\theta_t \omega)) u, \quad (3b)
$$

$$
u(\tau) = u_\tau := u_0, \quad v(\tau) = v_\tau := u_1 + \delta u_0 - \varepsilon z(\theta_\tau \omega) u_0. \quad (3c)
$$

2.1. An energy inequality. We need some assumptions.

Hypothesis B. The varying coefficient $\beta \in C(\mathbb{R}, \mathbb{R})$ satisfies that

$$
0 < \beta_1 \leq \beta(t) \leq \beta_2 < +\infty, \quad \forall t \in \mathbb{R}.
$$

Hypothesis F. $f \in C^1(\mathbb{R}^3 \times \mathbb{R}, \mathbb{R})$ satisfies the $p$-th growth conditions:

$$
|f(x, s)| \leq \gamma_1|s|^p + h_1(x), \quad h_1 \in L^2(\mathbb{R}^3), \quad (4a)
$$

$$
f(x, s) \geq \gamma_2 F(x, s) + h_2(x), \quad h_2 \in L^1(\mathbb{R}^3), \quad (4b)
$$

$$
F(x, s) \geq \gamma_3|s|^{p+1} - h_3(x), \quad h_3 \in L^1(\mathbb{R}^3), \quad (4c)
$$

$$
|f_s(x, s)| \leq \gamma_4|s|^{p-1} + h_4(x), \quad h_4 \in L^6(\mathbb{R}^3), \quad (4d)
$$

where $F(x, s) := \int_0^s f(x, \sigma) d\sigma, \ \gamma_i > 0 \ (i = 1, 2, 3, 4)$ and $p \in [1, 3)$. The growth rate $p \in [1, 3)$ will be used in Proposition 3.

We take a $\delta > 0$ such that

$$
\delta_1 := \lambda + \delta^2 - \sqrt{\delta}/2 > 0, \quad \delta_2 := \beta_1 - \beta_2 - \beta_2^2 \sqrt{\delta}/2 > 0.
$$

Such a $\delta$ exists because $\delta^2 + \delta + \beta_2^2 \sqrt{\delta}/2 \to 0$ as $\delta \to 0$. So,

$$
\kappa_1 := \min \left\{ \frac{\delta \delta_1}{\lambda + \delta_2}, \ \delta, \ \delta_2, \ \delta_2 \sqrt{\gamma_2} \right\} > 0,
$$

$$
\kappa_2 := \max \left\{ 2(3\delta + \beta_2 + 2), \ \frac{2(3\delta + \beta_2 + 2)}{\lambda + \delta^2}, \ \frac{\gamma_1}{\gamma_3} \right\} < \infty.
$$
We then establish an energy inequality on the state space $X = H^1(\mathbb{R}^3) \times L^2(\mathbb{R}^3)$ equipped with the norm:

$$\|\varphi\|_X^2 = (\lambda + \delta^2)\|u\|^2 + \|\nabla u\|^2 + \|v\|^2, \quad \forall \varphi = (u, v) \in X.$$ 

**Lemma 2.1.** Let the hypotheses $B$, $F$ be satisfied, $g \in L^2_{\text{loc}}(\mathbb{R}, L^2(\mathbb{R}^3))$ and $\varepsilon \in (0, 1)$. Then, the solution $\varphi = (u, v)$ of (3a)-(3c) satisfies

$$\frac{d}{dt} \left(\|\varphi\|_X^2 + 2 \int_{\mathbb{R}^3} F(x, u) dx \right) + (\kappa_1 - \varepsilon \kappa_2 Z(\theta_t \omega))(\|\varphi\|_X^2 + 2 \int_{\mathbb{R}^3} F(x, u) dx)
\leq c\varepsilon |z(\theta_t \omega)| + c\|g(t)\|^2. \quad (5)$$

where $Z(\theta_t \omega) = |z(\theta_t \omega)| + |z(\theta_t \omega)|^2$.

**Proof.** We take the inner product of Eq.(3a) with $v$ to see

$$\frac{d}{dt} \|v\|^2 + 2(\lambda + \delta^2)(u, v) - 2(\Delta u, v) + 2(f(x, u), v) + 2(\beta(t) - \delta)\|v\|^2
= 2\varepsilon \beta(t)(u, v) + 2(g(t), v) - 2\varepsilon z\|v\|^2 + 2\varepsilon z(3\delta - \beta(t) - \varepsilon z)(u, v). \quad (6)$$

By the products of Eq.(3a) with $u$, $\Delta u$, $f(x, u)$ respectively,

$$2(u, v) = 2(u, u_t + \delta u - \varepsilon zu) = \frac{d}{dt} \|u\|^2 + 2(\delta - \varepsilon z)\|u\|^2, \quad (7a)$$

$$-2(\Delta u, v) = -2(\Delta u, u_t + \delta u - \varepsilon zu) = \frac{d}{dt} \|\nabla u\|^2 + 2(\delta - \varepsilon z)\|\nabla u\|^2, \quad (7b)$$

$$2(f(x, u), v) = 2 \frac{d}{dt} \int_{\mathbb{R}^3} F(x, u) dx + 2(\delta - \varepsilon z)(f(x, u), u). \quad (7c)$$

Hence, the equality (6) can be rewritten as

$$\frac{d}{dt} \left(\|\varphi\|_X^2 + 2 \int_{\mathbb{R}^3} F(x, u) dx \right) + 2(\delta - \varepsilon z)(f(x, u), u) + I_1 + I_2 = I_3 + I_4 + I_5. \quad (8)$$

where, by (7a)-(7b) and $\kappa_2 \geq 4$,

$$I_1 := 2(\delta - \varepsilon z)\left((\lambda + \delta^2)\|u\|^2 + \|\nabla u\|^2\right)
\geq 2\delta(\lambda + \delta^2)\|u\|^2 + 2\delta\|\nabla u\|^2 - \frac{\kappa_2}{2} \varepsilon |z|\|\varphi\|^2_X.$$ 

By the hypothesis $B$,

$$I_2 := 2(\beta(t) - \delta)\|v\|^2 \geq 2(\beta_1 - \delta)\|v\|^2.$$ 

By the hypothesis $B$ and the Young inequality,

$$I_3 := 2\delta \beta(t)(u, v) \leq 2\delta \beta_2\|u\|\|v\| \leq \delta \sqrt{\beta}\|u\|^2 + \sqrt{\beta} \beta_2^2\|v\|^2.$$ 

So, by the definition of $\kappa_1$, we have

$$I_1 + I_2 - I_3 \geq 2(\delta \delta_1 \|u\|^2 + \delta \|\nabla u\|^2 + \delta_2 \|v\|^2) - \frac{\kappa_2}{2} \varepsilon Z\|\varphi\|^2_X
\geq 2\kappa_1 \|\varphi\|^2_X - \frac{\kappa_2}{2} \varepsilon Z\|\varphi\|^2_X.$$ 

By the Young inequality,

$$I_4 := 2(g(t), v) \leq 2\|v\|\|g(t)\| \leq \frac{\kappa_1}{2} \|\varphi\|^2_X + c\|g(t)\|^2.$$
By \( \varepsilon \in (0, 1] \) and the Young inequality,
\[
I_5 := -2\varepsilon z|v|^2 + 2\varepsilon z(3\delta - \beta(t) - \varepsilon z)(u, v)
\]
\[
\leq (2 + 3\delta + \beta_2)\varepsilon(|z| + |z|^2)(|u|^2 + |v|^2) \leq \frac{K^2}{2}\varepsilon Z\|\varphi\|_X^2.
\]
We obtain
\[
I_1 + I_2 - I_3 - I_4 - I_5 \geq \frac{3K_1}{2}\|\varphi\|_X^2 - K_2\varepsilon Z(\theta_1, \omega)\|\varphi\|_X^2 - c(\theta(t)) \geq 0.
\]
Finally, we deal with the nonlinear term in (8): 2\( \delta(f(x, u), u) - 2\varepsilon z(f(x, u), u) \).
By (4b), (4c) and \( \delta \gamma_2 \geq \kappa_1 \) and \( F(x, u) + h(x) \geq 0 \),
\[
2\delta(f(x, u), u) \geq 2\delta \gamma_2 \int_{\mathbb{R}^3} F(x, u)dx + 2\delta \int_{\mathbb{R}^3} h_2(x)dx.
\]
By (4a), (4c) and \( \gamma_1 \leq \kappa_2 \gamma_3 \),
\[
2\varepsilon|z(f(x, u), u)| \leq 2\varepsilon \gamma_1 |z| \int_{\mathbb{R}^3} |u|^{p+1}dx + 2\varepsilon |z||h_1||u||
\]
\[
\leq 2\kappa_2\varepsilon(|z| + |z|^2) \int_{\mathbb{R}^3} \gamma_3 |u|^{p+1}dx + c\varepsilon |z||u||
\]
\[
\leq 2\kappa_2\varepsilon Z \int_{\mathbb{R}^3} F(x, u)dx + 2\kappa_2\varepsilon(|z| + |z|^2)||h_3||1 + c\varepsilon |z||\varphi||X
\]
\[
\leq \frac{K_1}{2}\|\varphi\|_X^2 + 2\kappa_2\varepsilon Z \int_{\mathbb{R}^3} F(x, u)dx + c(|z| + |z|^2).
\]
We substitute (9)-(11) into (8) to obtain the energy inequality (5), where we have used the inequality \( 1 + |z| + |z|^2 \leq 2e^{2|z|} \).

2.2. Measurability of the solution operator in sample. As usual, one can show the well-posed property by using the energy inequality (5).

**Lemma 2.2.** For each \((\tau, \omega) \in \mathbb{R} \times \Omega\) and \( \varphi_\tau = (u_\tau, v_\tau) \in X \), the problem (3a)-(3c) has a unique solution
\[
\varphi(\cdot, \tau, \omega, \varphi_\tau) = (u(\cdot, \tau, \omega, u_\tau), v(\cdot, \tau, \omega, v_\tau)) \in C([\tau, \infty), X)
\]
such that it continuously depends on the initial data \( \varphi_\tau \) in \( X \).

Next, we consider the measurability of the mapping \( \omega \rightarrow \varphi(t, \tau, \omega, \varphi_\tau) \). By \( \omega(t)/t \rightarrow 0 \) as \( t \rightarrow \pm \infty \), it is easy to show \( \Omega = \bigcup_{N \in \mathbb{N}} \Omega_N \), where
\[
\Omega_N := \{ \omega \in \Omega : |\omega(t)| \leq N e^{t/2}, \forall t \in \mathbb{R} \}, \forall N \in \mathbb{N}.
\]
By [8, Corollary 22], we know that \( \omega \rightarrow z(\theta(t)) \) is continuous on each \((\Omega_N, \rho)\) and thus Lusin-continuous on \((\Omega, \rho)\) due to \( P(\Omega_N) \rightarrow 1 \) as \( N \rightarrow \infty \). More precisely,

**Lemma 2.3.** [8]. Let \( \omega_k, \omega_0 \in \Omega_N \) such that \( \rho(\omega_k, \omega_0) \rightarrow 0 \) as \( k \rightarrow \infty \). Then,
\[
\sup_{t \in [\tau, \tau + T]} |z(\theta(t)\omega_k) - z(\theta(t)\omega_0)| \rightarrow 0 \text{ as } k \rightarrow \infty,
\]
\[
\sup_{k \in \mathbb{N}} \sup_{t \in [\tau, \tau + T]} |z(\theta(t)\omega_k) + z(\theta(t)\omega_0)| \leq C = C(\tau, T, N, \omega_0).
\]
Hypothesis S. The density
\[ \rho(s, \tau, \omega) \] given in Proposition 3 and 4.

Proposition 1. For each \( N \in \mathbb{N} \), the mapping \( \omega \mapsto \varphi(t, \tau, \omega, \varphi_\tau) \) is continuous from \( (\Omega_N, \rho) \) to \( X \), uniformly in \( t \in [\tau, \tau + T] \) with \( T > 0 \).

By Lemma 2.2, we can define a mapping \( \Phi: \mathbb{R}^+ \times \Omega \times X \to X \) by
\[ \Phi(t, \tau, \omega)\varphi_\tau = \varphi(t + \tau, \theta_{-\tau} \omega, \varphi_\tau), \quad (t, \tau, \omega, \varphi_\tau) \in \mathbb{R}^+ \times \Omega \times X. \]
which is continuous in \( t \) and \( \varphi_\tau \) respectively. By Proposition 1, \( \Phi(t, \tau, \omega)\varphi_\tau \) is measurable in \( \omega \). The uniqueness of solution implies the cocycle property: \( \Phi(0, \tau, \omega) = I \),
\[ \Phi(t + s, \tau, \omega) = \Phi(t, \tau + s, \theta_s \omega) \Phi(s, \tau, \omega) \] for all \( t, s \in \mathbb{R}^+ \).

So, \( \Phi \) is a continuous cocycle in the sense of Wang [31].

We need to give the assumption of small noise.

Hypothesis S. The density \( \varepsilon \) of noise is small: \( \varepsilon \in (0, \varepsilon_0] \), where
\[ \varepsilon_0 := \min \left\{ 1, \frac{\kappa_1}{16\kappa_2(\frac{2}{\sqrt{\pi \delta}} + \frac{1}{\delta})} \right\}, \]
and the number \( 1/16 \) will be used to prove that the absorbing set \( K \in \mathcal{D} \).

By [3, 4, 11], we know
\[ \lim_{t \to \pm \infty} \frac{z(\theta_s \omega)}{t} = \lim_{t \to \pm \infty} \frac{1}{t} \int_{-t}^{0} z(\theta_s \omega) ds = 0, \]
\[ \lim_{t \to \pm \infty} \frac{1}{t} \int_{-t}^{0} |z(\theta_s \omega)|^m ds = \frac{\Gamma(1+m)}{\sqrt{\pi} \delta^m}, \quad \forall m > 0, \]
where \( \Gamma \) is the Gamma function. We need some further properties of
\[ Z(\theta_s \omega) = |z(\theta_s \omega)|^2. \]

Lemma 2.4. Let the hypothesis S be true. Then, for each \( \omega \in \Omega \), there are \( T_0(\omega) > 0 \) and \( C_0(\omega) > 0 \) such that
\[ \sup_{\varepsilon \in (0, \varepsilon_0]} \varepsilon \kappa_2 \int_{-t}^{0} Z(\theta_s \omega) ds \leq \frac{1}{16} \kappa_1 t, \quad \forall t \geq T_0(\omega), \]
\[ \sup_{\varepsilon \in (0, \varepsilon_0]} \varepsilon \kappa_2 \int_{-t}^{0} Z(\theta_s \omega) ds \leq \frac{1}{16} \kappa_1 t + C_0(\omega), \quad \forall t \geq 0. \]
By taking $C_0(\omega) = \epsilon_0 e_{2} \int_{-\tau_0}^{0} Z(\theta_s \omega) d\sigma$, we obtain (19). \hfill \Box

3. Backward-uniform absorption. In order to obtain a backward-uniformly absorbing set, we need to give an assumption on the force.

**Hypothesis G1.** $g \in L_{loc}^2(\mathbb{R}, L^2(\mathbb{R}^3))$ is **backward tempered**, more precisely, there are $\alpha_0 > 0$ and $\tau_0 \in \mathbb{R}$ such that

$$G_{\alpha_0}(\tau_0) := \sup_{s \leq \tau, \sigma > 0} \int_{-\infty}^{0} e^{\alpha_0 \sigma} \|g(\sigma + s)\|^2 d\sigma < \infty. \quad (20)$$

In fact, the growth rate $\alpha_0$ can be arbitrary as given in the following lemma, the proof can be found in [26].

**Lemma 3.1.** $G_{\alpha_0}(\tau_0) < +\infty$ for some $\alpha_0 > 0$ and $\tau_0 \in \mathbb{R}$ if and only if $G_{\alpha}(\tau) < +\infty$ for all $\alpha > 0$ and $\tau \in \mathbb{R}$.

**Remark 1.** In general, if $\sigma \rightarrow \|g(\sigma)\|$ is increasing, then $g$ is backward tempered. In the last section, we will show a periodic locally integrable force is backward tempered.

**Lemma 3.2.** Let the hypotheses B, F, S be satisfied and the force $g$ satisfy G1. Then, for each $D \in \mathcal{D}$, $\tau \in \mathbb{R}$ and $\omega \in \Omega$, there is a $T := (D, \tau, \omega) > 0$ such that

$$\sup_{s \leq \tau} \sup_{\sigma > 0} \|\varphi(s, s - t, \theta_{-s} \omega, \varphi_{s-t})\|^2_X \leq c R_0(\omega) + c R_1(\tau, \omega), \quad (21)$$

uniformly in $\varphi_{s-t} \in D(s - t, \theta_{-s} \omega)$, where

$$R_0(\omega) := 1 + \int_{-\infty}^{0} e^{\epsilon_1 \sigma + |z(\theta_s \omega)|} e_{0} e_{2} \int_{0}^{\infty} Z(\theta_s \omega) d\sigma d\tau, \quad (22)$$

$$R_1(\tau, \omega) := \sup_{s \leq \tau} \int_{-\infty}^{0} e^{\epsilon_1 \sigma + c_{\alpha_2} e_{0} e_{2}} \|g(\sigma + s)\|^2 d\sigma. \quad (23)$$

**Proof.** Let $s \leq \tau$ and $t \geq 0$. By the energy inequality (5), the function $r \rightarrow \varphi(r, s - t, \theta_{-s} \omega, \varphi_{s-t})$ $(r \geq s - t)$ satisfies

$$\frac{d}{dr} \left( \|\varphi\|^2_X + 2 \int F(x, u) dx \right) + (\kappa_1 - \epsilon \kappa_2 Z(\theta_{s-t} \omega) \left( \|\varphi\|^2_X + 2 \int F(x, u) dx \right) \leq ce^{\epsilon_1 (\theta_{-s} \omega)} + c \|g(r)\|^2. \quad (24)$$

By applying the Gronwall inequality to (24) over $[s - t, r]$, we obtain

$$\|\varphi(r, s - t, \theta_{-s} \omega, \varphi_{s-t})\|^2_X + 2 \int F(x, u(r, s - t, \theta_{-s} \omega, u_{s-t})) dx \leq e^{-\kappa_1(r-s+t) + \epsilon \kappa_2 \int_{-s}^{r-s} Z(\theta_s \omega) d\sigma} \left( \|\varphi_{s-t}\|^2_X + 2 \int F(x, u_{s-t}) dx \right)$$

$$+ c \int_{-t}^{r-s} e^{\kappa_1 \sigma + \epsilon \kappa_2 \int_{-s}^{\sigma - t} Z(\theta_s \omega) d\sigma} \|g(\sigma + s)\|^2 d\sigma.$$

$$+ c \int_{-t}^{r-s} e^{\kappa_1 \sigma + \epsilon \kappa_2 \int_{-s}^{\sigma - t} Z(\theta_s \omega) d\sigma} \|g(\sigma + s)\|^2 d\sigma.$$
By (4c), \( F(x,u) \geq -h_3(x) \) and so \( \int F(x,u)dx \geq -c \). Thereby,

\[
\|\varphi(r,s-t,\theta_{-s}\omega,\varphi_{s-t})\|_X^2 \\
\leq e^{-\kappa_1(r-s-t)+\varepsilon\kappa_2 r_{\sigma-t}^{-1-t}} Z(\theta_{s}\omega) \int_{\mathbb{R}^3} F(x,u_{s-t})dx \\
+ c \int_{-t}^{r-s} e^{\kappa_1(s+r-t)+\varepsilon\kappa_2 f_{\sigma-t}^\sigma Z(\theta_{s}\omega)ds} \\
+ c \int_{-t}^{r-s} e^{\kappa_1(s+r-t)+\varepsilon\kappa_2 f_{\sigma-t}^\sigma Z(\theta_{s}\omega)ds} \|g(s)\|_2 ds + c.
\] (25)

Letting \( r = s \) in (25) and taking the supremum over \( s \in (-\infty, \tau] \), we obtain

\[
sup_{s \leq \tau} \|\varphi(s,s-t,\theta_{-s}\omega,\varphi_{s-t})\|_X^2 \leq cR_0(\omega) + cR_1(\tau,\omega) \\
+ e^{-\kappa_1 t + \varepsilon\kappa_2 f_{0-t}^\sigma Z(\theta_{s}\omega)ds} \sup_{s \leq \tau} \left( \|\varphi_{s-t}\|_X^2 + 2 \int_{\mathbb{R}^3} F(x,u_{s-t})dx \right).
\]

By (4a)-(4b) and the Sobolev embedding \( H^1(\mathbb{R}^3) \hookrightarrow L^{p+1}(\mathbb{R}^3) \),

\[
sup_{s \leq \tau} \left( \|\varphi_{s-t}\|_X^2 + 2 \int_{\mathbb{R}^3} F(x,u_{s-t})dx \right) \\
\leq c \sup_{s \leq \tau} (\|\varphi_{s-t}\|_X^2 + \|u_{s-t}\|_{H^{p+1}}^2 + \|h_1\| + \|h_2\|_1) \\
\leq c \sup_{s \leq \tau} (\|\varphi_{s-t}\|_X^2 + \|u_{s-t}\|_{H^{p+1}}^2 + 1) \leq c \sup_{s \leq \tau} \|D(s-t,\theta_{-t}\omega)\|_{X^1}^{p+1} + c.
\]

By Lemma 2.4,

\[
e^{-\kappa_1 t + \varepsilon\kappa_2 f_{0-t}^\sigma Z(\theta_{s}\omega)ds} \sup_{s \leq \tau} \left( \|\varphi_{s-t}\|_X^2 + 2 \int_{\mathbb{R}^3} F(x,u_{s-t})dx \right) \\
\leq ce^{-\left(\frac{\kappa_1}{p+1} - \frac{p+1}{p}\right) t}\kappa_1^t \left( e^{-\frac{\kappa_1}{p+1} t} \sup_{s \leq \tau} \|D(s-t,\theta_{-t}\omega)\|_{X^1}^{p+1} \right) + ce^{-\frac{\kappa_1}{p}\kappa_1^t} \tag{26}
\]

which tends to zero as \( t \to +\infty \). □

**Proposition 2.** The cocycle \( \Phi \) has a random absorbing set \( K \in \mathcal{D} \) given by

\( K(\tau,\omega) := \{ \varphi \in X : \|\varphi\|_X^2 \leq cR_0(\omega) + cR_1(\tau,\omega) \}, \forall (\tau,\omega) \in \mathbb{R} \times \Omega \),

where \( R_0(\omega) \) and \( R_1(\tau,\omega) \) are given by (22) and (23) respectively. Moreover, the absorption is backward uniform, that is, for each \( D \in \mathcal{D} \), \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \), there is \( T = T(D,\tau,\omega) > 0 \) such that

\( \Phi(t,s-t,\theta_{-t}\omega)D(s-t,\theta_{-t}\omega) \subset K(\tau,\omega) \), \( \forall s \leq \tau, t \geq T \).

**Proof.** The backward uniform absorption follows from (21) immediately. By (17a) and Lemma 2.4, we know \( R_0(\omega) \) is a finite random variable.

We show \( R_1(\tau,\omega) < +\infty \) for each \( \tau \in \mathbb{R} \). Indeed, by Lemmas 2.4 and 3.1,

\[
R_1(\tau,\omega) = \sup_{s \leq \tau} \int_{-\infty}^0 e^{\kappa_1 \sigma + \varepsilon\kappa_2 f_{0-t}^\sigma Z(\theta_{s}\omega)ds} \|g(\sigma)\|_2 ds \\
\leq e^{C_0(\omega)} \sup_{s \leq \tau} \int_{-\infty}^0 e^{\frac{15}{16}\kappa_1 \sigma} \|g(\sigma)\|_2 ds < +\infty.
\]
Next, we show $K \in \mathcal{O}$. It suffices to show that $R_1$ is backward tempered with the growth rate $\kappa_1/15$. Note that $\tau \rightarrow R_1(\tau, \omega)$ is increasing. It follows from Lemmas 2.4 and 3.1 that for all $t \geq T_0$,

$$e^{-\frac{1}{15} \kappa_1 t} \sup_{s \leq \tau} R_1(s - t, \theta_{-t}\omega) = e^{-\frac{1}{15} \kappa_1 t} R_1(\tau - t, \theta_{-t}\omega)$$

$$= e^{-\frac{1}{15} \kappa_1 t} \sup_{s \leq \tau} \int_{-\infty}^{-t} e^{\kappa_1 (\sigma + t) + \varepsilon_0 \kappa_2} (\theta_{\sigma}\omega) d\sigma \|g(\sigma + t)\|^2 d\sigma$$

$$\leq e^{-\frac{1}{15} \kappa_1 t} \sup_{s \leq \tau} \int_{-\infty}^{-t} e^{\kappa_1 (\sigma + t) + \varepsilon_0 \kappa_2} (\theta_{\sigma}\omega) d\sigma \|g(\sigma + t)\|^2 d\sigma$$

$$\leq e^{-\frac{1}{15} \kappa_1 t} e^{C(\omega)} \sup_{s \leq \tau} \int_{-\infty}^{-t} e^{\frac{1}{15} \kappa_1 (\sigma + t) - \frac{1}{15} \kappa_1 \sigma} \|g(\sigma + t)\|^2 d\sigma$$

$$= e^{C(\omega)} e^{-\frac{1}{15} \kappa_1 t} \sup_{s \leq \tau} \int_{-\infty}^{-t} e^{\frac{1}{15} \kappa_1 \sigma} \|g(\sigma + t)\|^2 d\sigma \rightarrow 0,$$

as $t \rightarrow +\infty$, since $g$ is backward tempered with arbitrary growth rates.

Finally, we show the measurability of $K$. It suffices to show the measurability of $\omega \rightarrow R_1(\tau, \omega)$, which is the supremum of some random variables over an uncountable index set $(-\infty, \tau)$.

Indeed, by the Egoroff theorem, the convergence of (17b) is basically uniform on $\Omega$, that is, for each $N \in \mathbb{N}$, there is a $\Omega_N \subset \Omega$ such that $P(\Omega \setminus \Omega_N) < \frac{1}{N}$ and

$$\lim_{t \rightarrow \pm \infty} \sup_{\omega \in \Omega_N} \frac{1}{t} \int_{-t}^{0} |z(\theta_{\sigma}\omega)|^m d\sigma = \frac{\Gamma(\frac{1+m}{2})}{\sqrt{\pi} \delta^m}, \quad \forall m > 0. \quad (27)$$

Let $\Omega_N = \hat{\Omega}_N \cap \Omega_N$, where

$$\Omega_N = \{\omega \in \Omega : |\omega(t)| \leq Ne^{\frac{3}{2}|t|}, \forall t \in \mathbb{R}\}$$

is defined in (12) such that $P(\Omega_N) \rightarrow 1$ as $N \rightarrow \infty$. So,

$$\lim_{N \rightarrow \infty} P(\Omega \setminus \hat{\Omega}_N) \leq \lim_{N \rightarrow \infty} P(\Omega \setminus \hat{\Omega}_N) + \lim_{N \rightarrow \infty} P(\Omega \setminus \Omega_N) = 0.$$

Suppose that $\omega_k, \omega_0 \in \Omega_N$ such that $\rho(\omega_k, \omega_0) \rightarrow 0$ as $k \rightarrow \infty$. Then, by (27), the same method as given in Lemma 2.4 shows that there is a $T_0 > 0$ such that

$$\sup_{k \in \mathbb{N}, \{0\}} \varepsilon_0 \kappa_2 \int_{t}^{0} Z(\theta_{\sigma}\omega_k) d\sigma \leq -\frac{1}{16} \kappa_1 \sigma, \quad \forall \sigma \leq -T_0. \quad (28)$$

Given $\eta > 0$, by (28), there is a $T_1 > T_0$ such that

$$\sup_{\sigma \leq -T_1} e^{\frac{1}{15} \kappa_1 \sigma} |e^{\varepsilon_0 \kappa_2} \int_{\sigma}^{0} Z(\theta_{\sigma}\omega_k) d\sigma - e^{\varepsilon_0 \kappa_2} \int_{\sigma}^{0} Z(\theta_{\sigma}\omega_0) d\sigma| \leq 2e^{\frac{1}{15} \kappa_1 T_1} < \eta.$$

By Lemma 2.3 (or see [8, Corollary 22]), we have

$$\sup_{-T_1 \leq \sigma \leq 0} |e^{\varepsilon_0 \kappa_2} \int_{\sigma}^{0} Z(\theta_{\sigma}\omega_k) d\sigma - e^{\varepsilon_0 \kappa_2} \int_{\sigma}^{0} Z(\theta_{\sigma}\omega_0) d\sigma| \rightarrow 0 \text{ as } k \rightarrow \infty.$$
Therefore, there is a $k_0 \in \mathbb{N}$ such that for all $k \geq k_0$,
\[
\sup_{\sigma \leq 0} e^{\xi_1 \sigma} |e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_k) d\sigma - e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_0) d\sigma| \\
\leq \sup_{-T_1 \leq \sigma \leq 0} |e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_k) d\sigma - e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_0) d\sigma| \\
+ \sup_{\sigma \leq -T_1} e^{\frac{1}{2} \xi_\omega \sigma} |e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_k) d\sigma - e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_0) d\sigma| < 2\eta.
\]
In a conclusion,
\[
\sup_{\sigma \leq 0} e^{\frac{1}{2} \xi_\omega \sigma} |e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_k) d\sigma - e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_0) d\sigma| \to 0 \text{ as } k \to \infty. \tag{29}
\]
Now, by (29) and the hypothesis $G_1$, we can prove the continuity of $\omega \to R_1(\tau, \omega)$ on $(\bar{\Omega}_N, \rho)$.
\[
|R_1(\tau, \omega_k) - R_1(\tau, \omega_0)| \\
\leq \sup_{s \leq \tau} \int_{-\infty}^0 e^{\xi_\omega \sigma} |e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_k) d\sigma - e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_0) d\sigma| |g(\sigma + s)|^2 d\sigma \\
\leq \sup_{\sigma \leq 0} e^{\frac{1}{2} \xi_\omega \sigma} |e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_k) d\sigma - e^{\xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega_0) d\sigma| \sup_{s \leq \tau} \int_{-\infty}^0 e^{\frac{1}{2} \xi_\omega \sigma} |g(\sigma + s)|^2 d\sigma
\]
which tends to zero as $k \to \infty$. So, $\omega \to R_1(\tau, \omega)$ is continuous on $(\bar{\Omega}_N, \rho)$ for each $N \in \mathbb{N}$ and thus Lusin continuous on $(\Omega, \rho)$. It is measurable as desired. \qed

**Remark 2.** If we assume the continuity of $s \to ||g(s)||$, it is relatively easy to prove the measurability of $\omega \to R_1(\tau, \omega)$. Indeed, let $\mathbb{Q}$ be the set of all rational numbers, by the continuity,
\[
R_1(\tau, \omega) = \sup_{s \leq \tau} \int_{-\infty}^0 e^{\xi_\omega \sigma + \xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega) d\sigma |g(\sigma + s)|^2 d\sigma \\
= \sup_{s \in \mathbb{Q} \cap (-\infty, \tau]} \int_{-\infty}^0 e^{\xi_\omega \sigma + \xi_\omega k_2} \int_0^\infty Z(\theta_\omega \omega) d\sigma |g(\sigma + s)|^2 d\sigma,
\]
which is the supremum of a sequence of random variables and thus measurable.

4. **Backward flattening inside a ball.** Let $\mathcal{O}_k = \{x \in \mathbb{R}^3 : |x| < k\}$ for $k \in \mathbb{N}$. We consider the canonical projection:
\[
P_n : L^2(\mathcal{O}_k) \mapsto Y_n := \text{span}\{e_1, e_2, \cdots, e_n\}, \; P_n = P_n \times P_n, \; n \in \mathbb{N},
\]
where $e_n \in H^1_0(\mathcal{O}_k)$ is the eigenfunction for $-\Delta$ with respect to the eigenvalues:
\[
0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \to \infty \text{ as } n \to \infty.
\]
We then take a cut-off function by
\[
\xi_k(x) := \xi\left(\frac{|x|^2}{k^2}\right), \; x \in \mathbb{R}^3, k \in \mathbb{N}, \tag{30}
\]
where $\xi : \mathbb{R} \mapsto [0, 1]$ is a smooth function such that $\xi(s) \equiv 1$ on $[0, 1/4]$ and $\xi(s) \equiv 0$ on $[1, +\infty)$. 

Hypothesis G2. The force $g$ is backward complement-small: there are $\alpha_0 > 0$ and $\tau_0 \in \mathbb{R}$ such that
\[
\lim_{n \to \infty} \sup_{s \leq \tau_0} \int_{-\infty}^{0} e^{\alpha_0 \sigma} \| (I - P_n)(\xi_k g(\sigma + s)) \|^2 d\sigma = 0, \ \forall k \in \mathbb{N},
\]
where $\xi_k g(\sigma) \in L^2(O_k)$ due to $\xi_k(x)g(\sigma, x) = 0$ for $|x| \geq k$.

Lemma 4.1. Suppose $g \in L^2_{loc}(\mathbb{R}, L^2(\mathbb{R}^3))$ satisfies the hypothesis G2, then, for all $\alpha > 0$ and $\tau \in \mathbb{R},$
\[
\lim_{n \to \infty} \sup_{s \leq \tau} \int_{-\infty}^{0} e^{\alpha \sigma} \| (I - P_n)(\xi_k g(\sigma + s)) \|^2 d\sigma = 0, \ \forall k \in \mathbb{N}. \tag{31}
\]

Proof. Let $k \in \mathbb{N}$ be fixed. For each $\alpha > 0$, $\tau \in \mathbb{R}$ and $n \in \mathbb{N}$, we have
\[
G_n(\alpha, \tau) := \sup_{s \leq \tau} \int_{-\infty}^{0} e^{\alpha \sigma} \| (I - P_n)(\xi_k g(\sigma + s)) \|^2 d\sigma
\]
\[
= \sup_{s \leq \tau} \sum_{i=0}^{\infty} \int_{s-i}^{s-i+1} e^{\alpha(\sigma-s)} \| (I - P_n)(\xi_k g(\sigma)) \|^2 d\sigma
\]
\[
\leq \sum_{i=0}^{\infty} e^{-\alpha i} \sup_{s \leq \tau} \int_{s-i}^{s-i+1} \| (I - P_n)(\xi_k g(\sigma)) \|^2 d\sigma
\]
\[
\leq \frac{1}{1 - e^{-\alpha}} \sup_{s \leq \tau} \int_{s-1}^{s} \| (I - P_n)(\xi_k g(\sigma)) \|^2 d\sigma.
\]

We assume without lose of generality that $\tau \geq \tau_0$, then,
\[
\sup_{s \leq \tau} \int_{s-1}^{s} \| (I - P_n)(\xi_k g(\sigma)) \|^2 d\sigma
\]
\[
\leq \sup_{s \leq \tau_0} \int_{s-1}^{s} \| (I - P_n)(\xi_k g(\sigma)) \|^2 d\sigma + \int_{\tau_0-1}^{\tau} \| (I - P_n)(\xi_k g(\sigma)) \|^2 d\sigma
\]
\[
\leq e^{\alpha_0} G_n(\alpha_0, \tau_0) + \int_{\tau_0-1}^{\tau} \| (I - P_n)(\xi_k g(\sigma)) \|^2 d\sigma.
\]

By $\| I - P_n \| = 1$, $\| \xi_k \|_\infty = 1$ and $g \in L^2([\tau_0 - 1, \tau], L^2(\mathbb{R}^3))$, $\| (I - P_n)(\xi_k g(\sigma)) \|^2 \leq \| g(\sigma) \|^2$, and $\int_{\tau_0-1}^{\tau} \| g(\sigma) \|^2 d\sigma < +\infty$.

Then, the Lebesgue controlled convergence theorem gives
\[
\lim_{n \to \infty} \int_{\tau_0-1}^{\tau} \| (I - P_n)(\xi_k g(\sigma)) \|^2 d\sigma = 0,
\]
which along with $G_n(\alpha_0, \tau_0) \to 0$ implies $G_n(\alpha, \tau) \to 0$ as $n \to \infty$. 

Let $\tilde{\varphi} = (\tilde{u}, \tilde{v}) := (\xi_k u, \xi_k v) \in X(O_k) = H^1_0(O_k) \times L^2(O_k)$. By multiplying (3a)-(3b) with $\xi_k$, we obtain
\[
\tilde{u}_t = - (\delta - \varepsilon z) \tilde{u} + \tilde{v} \tag{32a}
\]
\[
\tilde{v}_t + (\lambda + \delta^2 - \delta \beta(t)) \tilde{u} - \Delta \tilde{u} + \xi_k f(x, u) + (\beta(t) - \delta) \tilde{v}
\]
\[
= \xi_k g(t, x) - \varepsilon z \tilde{v} + \varepsilon z (3\delta - \beta(t) - \varepsilon z) \tilde{u} - u \Delta \xi_k - 2 \nabla \xi_k \cdot \nabla u. \tag{32b}
\]
Note that $\bar{\varphi}$ has the orthogonal decomposition:

$$
\bar{\varphi} = P_n \bar{\varphi} + (I - P_n) \bar{\varphi} := \bar{\varphi}_1 + \bar{\varphi}_2 = (\bar{u}_n, \bar{v}_n) + (\bar{u}_2, \bar{v}_2).
$$

**Proposition 3.** Let the hypotheses B, F, S be true and the force $g$ satisfy the conditions G1 and G2. Then, for each $(r, \omega, D) \in \mathbb{R} \times \Omega \times \mathcal{D}$,

$$
\lim_{n,k,t \to \infty} \sup_{s \leq r} \|(I - P_n)(\xi_k \varphi(s, s - t, \theta_{-s} \omega, \varphi_{s-1}))\|_{X(\Omega_k)} = 0.
$$

uniformly in $\varphi_{s-1} \in D(s - t, \theta_{-s} \omega)$.

**Proof.** Applying $I - P_n$ to Eq. (32b) and taking the inner product of the resulting equation with $\bar{v}_n = \bar{v}_n(r, s - t, \theta_{-s} \omega)$ $(r \geq s - t)$ in $L^2(\Omega_k)$, we obtain

$$
\frac{d}{dr} \|\bar{v}_n\|^2 + 2(\lambda + \delta^2)(\bar{u}_n, \bar{v}_n) - 2(\Delta \bar{u}_n, \bar{v}_n) + 2(\xi_k f(x, u, \bar{v}_n)) =
$$

$$
-2(\beta(t) - \delta)\|\bar{v}_n\|^2 + 2\delta \beta(t)(\bar{u}_n, \bar{v}_n) + 2(\xi_k g(t), \bar{v}_n)
$$

$$
-2\varepsilon z(\theta_{-s} \omega)(\|\bar{v}_n\|^2 + 2\varepsilon z(\theta_{-s} \omega)(3\delta - \beta(t) - \varepsilon z(\theta_{-s} \omega))(\bar{u}_n, \bar{v}_n) + I_0. \tag{33}
$$

where $I_0 := -2(u(\Delta \xi_k + 2\nabla \xi_k \cdot \nabla u, \bar{v}_n))$. To deal with the first line in (33), we apply $I - P_n$ on Eq. (32a) to obtain

$$
2(\bar{u}_n, \bar{v}_n) = \frac{d}{dr} \|\bar{u}_n\|^2 + 2(\delta - \varepsilon z)\|\bar{u}_n\|^2, \tag{34a}
$$

$$
-2(\Delta \bar{u}_n, \bar{v}_n) = \frac{d}{dr} \|\nabla \bar{u}_n\|^2 + 2(\delta - \varepsilon z)\|\nabla \bar{u}_n\|^2, \tag{34b}
$$

$$
(\xi_k f(x, u, \bar{v}_n)) = \frac{d}{dr} (\xi_k f(x, u), \bar{u}_n) - (\xi_k f_u(x, u) u_r, \bar{u}_n)
$$

$$
+ (\delta - \varepsilon z)(\xi_k f(x, u), \bar{v}_n). \tag{34c}
$$

We substitute (34a)-(34c) into (33) to find

$$
\frac{d}{dr}(\|\bar{\varphi}_n\|^2_X + 2(\xi_k f(x, u), \bar{u}_n)) - 2(\xi_k f_u(x, u) u_r, \bar{u}_n)
$$

$$
+ 2\varepsilon z(\xi_k f(x, u), \bar{u}_n) + I_6 = I_7 + I_8 + I_9 + I_0, \tag{35}
$$

where $I_6, I_7, I_8, I_9$ are defined and estimated as follow. By (34a)-(34b) and $\kappa_2 \geq 4$,

$$
I_6 := 2(\delta - \varepsilon z)((\lambda + \delta^2)\|\bar{u}_n\|^2 + \|\nabla \bar{u}_n\|^2)^2
$$

$$
\geq 2\delta(\lambda + \delta^2)\|u\|^2 + 2\delta\|\nabla u\|^2 - \frac{\kappa_2^2}{\varepsilon z}\|\bar{\varphi}_n\|^2,
$$

where

$$
\|\bar{\varphi}_n\|^2 = \|\bar{\varphi}_n\|^2_X = (\lambda + \delta^2)\|\bar{u}_n\|^2 + \|\nabla \bar{u}_n\|^2 + \|\bar{v}_n\|^2.
$$

By the hypothesis B and the Young inequality,

$$
I_7 := -2(\beta(t) - \delta)\|\bar{v}_n\|^2 + 2\delta \beta(t)(\bar{u}_n, \bar{v}_n)
$$

$$
\leq -2(\beta_1 - \delta)\|\bar{v}_n\|^2 + 2\delta \beta_2(\bar{u}_n, \bar{v}_n)
$$

$$
\leq -2(\beta_1 - \delta)\|\bar{v}_n\|^2 + \delta \sqrt{\delta}\|\bar{u}_n\|^2 + \sqrt{\delta}\beta_2\|\bar{v}_n\|^2.
$$

So, we have

$$
I_6 - I_7 \geq 2(\delta \beta_1\|\bar{u}_n\|^2 + \delta\|\nabla \bar{u}_n\|^2 + \delta_2\|\bar{v}_n\|^2) - \frac{\kappa_2^2}{\varepsilon Z}\|\bar{\varphi}_n\|^2_X
$$

$$
\geq 2\kappa_1\|\bar{\varphi}_n\|^2 - \frac{\kappa_2^2}{\varepsilon Z}\|\bar{\varphi}_n\|^2.
$$
By \((I - P_n)^2 = I - P_n\),
\[
I_8 := 2(\xi_k g(r), \bar{v}_{n2}) = 2((I - P_n)(\xi_k g(r)), (I - P_n)\bar{v})
\leq \frac{k_1}{4}\|\bar{v}_{n2}\|^2 + c\|(I - P_n)(\xi_k g(r))\|^2.
\]

By \(\varepsilon \in (0, 1)\) and the Young inequality,
\[
I_9 := -2\varepsilon z\|\bar{v}_{n2}\|^2 + 2\varepsilon z(3\delta - \beta(t) - \varepsilon z)(\bar{u}_{n2}, \bar{v}_{n2})
\leq (2 + 3\delta + \beta_2)\varepsilon(z^2)\|\bar{u}_{n2}\|^2 + \|\bar{v}_{n2}\|^2 \leq \frac{k_2}{2}\varepsilon z\|\bar{v}_{n2}\|^2.
\]

We obtain
\[
I_6 - \sum_{i=7}^9 I_i \geq \frac{7k_1}{4}\|\bar{v}_{n2}\|^2 - \kappa_2\varepsilon Z\|\bar{v}_{n2}\|^2 - c\|(I - P_n)(\xi_k g(r))\|^2. \tag{36}
\]

By \(\|\nabla \xi_k\|_{\infty} + \|\Delta \xi_k\|_{\infty} \leq \frac{c}{k}\) for all \(k \geq 1\),
\[
I_0 := -2(u\Delta \xi_k + 2\nabla \xi_k \cdot \nabla u, \bar{v}_{n2}) \leq \frac{c}{k}\|\varphi\|_{X}\|\bar{v}_{n2}\| \leq \frac{k_1}{4}\|\bar{v}_{n2}\|^2 + \frac{c}{k}\|\varphi\|_{X}^3 \tag{37}
\]

We substitute (36) and (37) into (35) to find that
\[
\frac{d}{dr}\left(\|\bar{v}_{n2}\|^2 + 2(\xi_k f(x, u, \bar{u}_{n2}) \right)
\leq \left(\kappa_1 - \varepsilon \kappa_2 Z(\theta_{r-\omega})\right)\|\bar{v}_{n2}\|^2 + 2(\xi_k f(x, u, \bar{u}_{n2})
\leq (2 + 3\delta + \beta_2)\varepsilon(z^2)(\|\bar{u}_{n2}\|^2 + \|\bar{v}_{n2}\|^2)
\leq \frac{k_1}{2}\|\bar{v}_{n2}\|^2 + \frac{c}{k}\|\varphi\|_{X}^3 + c\|(I - P_n)(\xi_k g(r))\|^2. \tag{38}
\]

We then estimate the nonlinear terms. By (4a) and \(p \in [1, 3]\),
\[
2(\kappa_1 - \varepsilon \kappa_2 Z + \varepsilon z)(\xi_k f(x, u, \bar{u}_{n2})
\leq c(1 + |z|^2)(\|u\|_{L^p}^p \|\bar{u}_{n2}\| + c\|h_1\|\|\bar{u}_{n2}\|)
\leq c(1 + |z|^2)\lambda_{n+1}^{-\frac{1}{2}}(1 + \|u\|_{H^1(\mathbb{R}^3)})\|\nabla \bar{u}_{n2}\|
\leq \frac{k_1}{4}\|\bar{v}_{n2}\|^2 + c\lambda_{n+1}^{-1}(1 + |z|^{\frac{2}{1-p}} + \|u\|_{H^1(\mathbb{R}^3)}^p)
\leq \frac{k_1}{4}\|\bar{v}_{n2}\|^2 + c\lambda_{n+1}^{-1}(\|\varphi\|_{X}^3 + \|\varphi\|_{X}^3). \tag{39}
\]

By (4d), (3a) and \(p \in [1, 3]\),
\[
2\left|\xi_k f_u(x, u)u_r, \bar{u}_{n2}\right|
\leq c(\|u_r\|_{L^6} \|u\|_{L^6} \frac{1}{\lambda_{n+1}^{\frac{2}{3}}} + \|u_r\|_{L^4} \|h_4\|_{L^6} \|\bar{u}_{n2}\|)
\leq c(1 + |z|)(\|u\|_{L^6} + \|\varphi\|_{L^6})(\|u\|_{H^1(\mathbb{R}^3)} \|\bar{u}_{n2}\| \frac{1}{\lambda_{n+1}^{\frac{2}{3}}} \|\nabla \bar{u}_{n2}\| \frac{1}{\lambda_{n+1}^{\frac{1}{2}}} + \|\bar{u}_{n2}\|^{\frac{1}{2}} \|\nabla \bar{u}_{n2}\|^{\frac{1}{2}})
\leq c(1 + |z|)(\|\varphi\|_{X}^3 \lambda_{n+1}^{\frac{2}{3}} + \|\varphi\|_{X} \lambda_{n+1}^{-\frac{1}{2}})\|\nabla \bar{u}_{n2}\|
\leq \frac{k_1}{4}\|\bar{v}_{n2}\|^2 + c(\lambda_{n+1}^{\frac{2}{3}} + \lambda_{n+1}^{-\frac{1}{2}})(\|\varphi\|_{X}^3 + \|\varphi\|_{X}^3). \tag{40}
\]
Since $\lambda_{n+1}^{-\frac{1}{2}} + \lambda_{n+1}^{-\frac{1}{2}} + \lambda_{n+1}^{-\frac{1}{2}} + \frac{1}{\kappa} \to 0$, it follows from (38), (39) and (40) that for each $\eta > 0$ there are $n_\eta, k_\eta \in \mathbb{N}$ such that
\[
\frac{d}{dt}\left(\|\bar{\varphi}_{n2}\|^2 + 2(\xi_k f(x, u), \bar{u}_{n2})\right) + (\kappa_1 - \delta_k Z(\theta_{r-s}\omega))\left(\|\bar{\varphi}_{n2}\|^2 + 2(\xi_k f(x, u), \bar{u}_{n2})\right) \\
\leq \epsilon \|I - P_n\| \|\xi_k g(r)\|^2 + \eta \epsilon^{\|\theta_{r-s}\omega\|} + \|\varphi\|_X^6.
\] (41)
for all $n \geq n_\eta, k \geq k_\eta$ and $r \geq s-t$. Applying the Gronwall lemma to (41) over $r \in [s-t, s]$ and taking the supremum over $s \in (-\infty, \tau]$, we obtain
\[
\sup_{s \leq \tau}\left(\|\bar{\varphi}_{n2}(s, s-t, \theta_{r-s}\omega, \bar{\varphi}^\bot_{s-t})\|^2 + 2(\xi_k f(x, u(s), \bar{u}_{n2}(s, s-t, \theta_{r-s}\omega, \bar{\varphi}^\bot_{s-t}))\right) \\
\leq J_1 + J_2 + \eta(J_3 + J_4).
\] (42)
where $\bar{\varphi}^\bot_{s-t} := (I - P_n)(\xi_k u_{s-t})$ such that $\|\bar{\varphi}^\bot_{s-t}\| \leq \|u_{s-t}\|_X$. All $J_i$ in (42) are defined and estimated as follows. By (18), (4a), as $t \to +\infty$,
\[
J_1 := \sup_{s \leq \tau} s^\top Z(\theta_{s-t}\omega)d\sigma \left(\|\bar{\varphi}^\bot_{s-t}\|^2 + 2(\xi_k f(x, u_{s-t}), \bar{u}_{s-t})\right) \\
\leq ce^{-\frac{R}{16}\kappa_1t} \sup_{s \leq \tau} s^\top \left(\|\varphi_{s-t}\|^2 + (\|u_{s-t}\|^p + \|h_1\|^2) + \|\bar{u}_{s-t}\|^2\right) \\
\leq ce^{-\frac{R}{16}\kappa_1t} \sup_{s \leq \tau} \|\varphi_{s-t}\|^2 + 1 + \|\bar{u}_{s-t}\|^2 \\
\leq ce^{-\left(\frac{R}{16} - \frac{1}{p}\right)\kappa_1t} \left(e^{-\frac{2R}{16}\sup_{s \leq \tau} \|D(s-t, \theta_{t-s}\omega)\|^2} + ce^{-\frac{R}{16}\kappa_1t}\right) \\
\leq 0.
\]
We remark here that the power of the initial datum $u_{s-t}$ is 2p rather than $p+1$ as given in the literature (e.g. [33, 38]), because we do not know whether the absolute value $|I - P_n)(\xi_k u_{s-t})| \leq \|u_{s-t}\|_X$.
By the hypothesis $G2$ and (19),
\[
J_2 := \sup_{s \leq \tau} \int_{-\infty}^{0} e^{\kappa_1\sigma + \epsilon_k Z(\theta_{s-t}\omega)d\sigma} \|(I - P_n)(\xi_k g(\sigma + s))\|^2d\sigma \\
\leq e^{C_0(\omega)} \sup_{s \leq \tau} \int_{-\infty}^{0} e^{\frac{R}{16}\kappa_1\sigma} \|(I - P_n)(\xi_k g(\sigma + s))\|^2d\sigma \to 0
\]
as $n \to \infty$ for each $k \in \mathbb{N}$. Similarly, by (19) and $z(\theta_{s\omega})/\sigma \to 0$,
\[
J_3 := \sup_{s \leq \tau} \int_{-\infty}^{0} e^{\kappa_1\sigma + \epsilon_k Z(\theta_{s-t}\omega)d\sigma} e^{\|z(\theta_{s-t}\omega)\|}d\sigma \\
\leq e^{2C_0(\omega)} \int_{-\infty}^{0} e^{\frac{2R}{16}\kappa_1\sigma}d\sigma = e^{2C_0(\omega)} \frac{8}{T\kappa_1} < +\infty.
\]
Finally, we show boundedness of the following term of the sixth power:
\[
J_4 := \sup_{s \leq \tau} \int_{s-t}^{s} e^{\kappa_1(\sigma - s) + \epsilon_k Z(\theta_{s-t}\omega)d\sigma} \|\varphi(\sigma, s-t, \theta_{s-t}\omega)\|^2d\sigma.
\] (43)
By (25), we have $J_4 \leq c(J_{4,1} + J_{4,2} + J_{4,3})$, where, by (4a) and (4b),

$$J_{4,1} := \sup_{s \leq t} \int_{s-t}^{s} e^{\kappa_1(s-s') + \varepsilon \kappa_2 \int_{s'-t}^{s} Z(\theta_{s'} \omega) d\sigma} \left( e^{-\kappa_1(s-s') + \varepsilon \kappa_2 \int_{s'-t}^{s} Z(\theta_{s'} \omega) d\sigma} \left( \|\varphi_{s-s'}\|_{X}^{2} + \int_{\mathbb{R}} |F(x, u_{s-t})| dx \right) \right)^{3} d\sigma.$$

where we have reduced the coefficient from 1 to $p$ such that $\frac{p+1}{15} < \frac{1}{16}$ for $p \geq 1$.

$$J_{4,1} \leq e^{4C_0(\omega)} \int_{-t}^{0} e^{\frac{15}{16} \kappa_1(s-s') + \varepsilon \kappa_2 \int_{s'-t}^{s} Z(\theta_{s'} \omega) d\sigma} \left( e^{-\frac{15}{16} \kappa_1(s-s') + \varepsilon \kappa_2 \int_{s'-t}^{s} Z(\theta_{s'} \omega) d\sigma} \left( \|\varphi_{s-s'}\|_{X}^{2} + \int_{\mathbb{R}} |F(x, u_{s-t})| dx \right) \right)^{3} d\sigma < \infty.$$

which is bounded due to $\frac{15}{16} > \frac{p+1}{30}$ for $p \in [1, 3)$. The number $1/15$ in the tempered set (16) was mainly used in the above inequality.

Similarly, by (17a) and Lemma 2.4,

$$J_{4,2} := \sup_{s \leq t} \int_{s-t}^{s} e^{\kappa_1(s-s') + \varepsilon \kappa_2 \int_{s'-t}^{s} Z(\theta_{s'} \omega) d\sigma} \left( \int_{-t}^{s-t} e^{\kappa_1(r+s-s') + \varepsilon \kappa_2 \int_{s'-r}^{s} Z(\theta_{s'} \omega) d\sigma} dr \right)^{3} d\sigma < \infty.$$

By Lemma 3.1, the force $g$ is backward tempered with arbitrary rates. So,

$$J_{4,3} := \sup_{s \leq t} \int_{s-t}^{s} e^{\kappa_1(s-s') + \varepsilon \kappa_2 \int_{s'-t}^{s} Z(\theta_{s'} \omega) d\sigma} \left( \int_{-t}^{s-t} e^{\kappa_1(r+s-s') + \varepsilon \kappa_2 \int_{s'-r}^{s} Z(\theta_{s'} \omega) d\sigma} \|g(r+s)\|^{2} dr + 1 \right)^{3} d\sigma < \infty.$$

Therefore $J_4$ is bounded as $t \to +\infty$. So, the left-hand side in (42) tends to zero.

On the other hand, by the same argument as given in (39),

$$\sup_{s \leq t} |2(\xi f(x, u(s)), \bar{u}_{n}(s, s-t, \theta_{s-t} \omega, \bar{u}_{s-t}^{+})|$$

$$\leq \frac{1}{2} \sup_{s \leq t} \left( \|\varphi_{n}(s, s-t, \theta_{s-t} \omega, \bar{\varphi}_{s-t}^{+})\|^{2} + c \lambda_{n+1}^{-1} (1 + \sup_{s \leq t} \|\varphi(s, s-t)\|^{2p}) \right). \quad (44)$$

By (21), $\sup_{s \leq t} \|\varphi(s, s-t)\|^{2p} \leq R_{0}^{p}(\tau, \omega) + R_{1}^{p}(\tau, \omega) < \infty$. So, it follows from (42) and (44) that

$$\sup_{s \leq t} \|\varphi_{n}(s, s-t, \theta_{s-t} \omega, \bar{\varphi}_{s-t}^{+})\|^{2} \rightarrow 0$$

as $n, k, t \to +\infty$. The proof is complete.
5. Backward uniform tail-estimates. We need a further assumption for $g$.

**Hypothesis G3.** The force $g$ is backward tail-small: there are $\alpha_0 > 0$ and $\tau_0 \in \mathbb{R}$ such that

$$
\lim_{k \to \infty} \sup_{s \leq \tau_0} \int_{-\infty}^{0} e^{\alpha_0 |s|} \int_{\mathcal{O}_k^c} |g(s + x)|^2 dx ds = 0,
$$

where $\mathcal{O}_k^c = \mathbb{R}^3 \setminus \mathcal{O}_k = \{x \in \mathbb{R}^3 : |x| \geq k\}$ for $k \in \mathbb{N}$.

The growth rate $\alpha_0$ can be arbitrary. The proof of the following result is similar to the proof of Lemma 4.1 and so omitted.

**Lemma 5.1.** Suppose $g \in L^2_{\text{loc}}(\mathbb{R}, L^2(\mathbb{R}^3))$ satisfies the hypothesis G3, then, for all $\alpha > 0$ and $\tau \in \mathbb{R}$,

$$
\lim_{k \to \infty} \sup_{s \leq \tau} \int_{-\infty}^{0} e^{\alpha |s|} \int_{\mathcal{O}_k^c} |g(s + x)|^2 dx ds = 0.
$$

**Proposition 4.** Let the hypotheses B, F, S be true and the force $g$ satisfy the conditions G1 and G3. Then, for each $(\tau, \omega, \mathcal{D}) \in \mathbb{R} \times \Omega \times \mathcal{D}$,

$$
\lim_{t, \lambda \to +\infty} \sup_{s \leq \tau} \sup_{\varphi, \theta \in \mathcal{D}(s-t, \varphi, \theta)} \| \varphi(s, t, \varphi, \theta) \|_{L^2(\mathcal{O}_k^c)} = 0.
$$

**Proof.** Let $\rho_k(x) = 1 - \xi_k(x)$, where $\xi_k$ is the cut-off function given in section 4. We then take the inner product of Eq. (3b) with $\rho_k v(r, s - t, \theta - \omega t)$ to obtain

$$
\begin{align*}
\frac{d}{dt} \int_{\mathbb{R}^3} \rho_k |v|^2 dx + 2(\lambda + \delta^2) \int_{\mathbb{R}^3} \rho_k v u dx - \int_{\mathbb{R}^3} \rho_k \nabla u dx + 2 \int_{\mathbb{R}^3} \rho_k g(x, u) dx &= 2(\delta - \beta(t)) \int_{\mathbb{R}^3} \rho_k |v|^2 dx + 2 \epsilon \beta(t) \int_{\mathbb{R}^3} \rho_k v u dx + 2 \int_{\mathbb{R}^3} \rho_k v g(r) dx \\
&- 2 \epsilon \tau (\theta - \omega t) \int_{\mathbb{R}^3} \rho_k |v|^2 dx + 2 \epsilon \tau (3\delta - \beta(t) - \epsilon \tau) \int_{\mathbb{R}^3} \rho_k v u dx.
\end{align*}
$$

(45)

By $u_r = v - (\delta - \epsilon \tau) u$ as given in (3a), we have

$$
\begin{align*}
\int_{\mathbb{R}^3} \rho_k v u dx &= \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^3} \rho_k |u|^2 dx + (\delta - \epsilon \tau) \int_{\mathbb{R}^3} \rho_k |u|^2 dx, \\
- \int_{\mathbb{R}^3} \rho_k \nabla u dx &= \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^3} \rho_k |\nabla u|^2 dx + \int_{\mathbb{R}^3} u_r (\nabla u \cdot \nabla \rho_k) dx \\
&+ (\delta - \epsilon \tau) \int_{\mathbb{R}^3} \rho_k |\nabla u|^2 dx + (\delta - \epsilon \tau) \int_{\mathbb{R}^3} u (\nabla u \cdot \nabla \rho_k) dx, \\
\int_{\mathbb{R}^3} \rho_k f(x, u) dx &= \frac{d}{dt} \int_{\mathbb{R}^3} \rho_k F(x, u) dx + (\delta - \epsilon \tau) \int_{\mathbb{R}^3} \rho_k F(x, u) dx.
\end{align*}
$$

Substituting the above three equalities into (45) and letting $|\varphi|^2 := (\lambda + \delta^2)|u|^2 + |\nabla u|^2 + |v|^2$, we obtain

$$
\begin{align*}
\frac{d}{dt} \int_{\mathbb{R}^3} \rho_k (|v|^2 + 2F(x, u)) dx + 2(\delta - \epsilon \tau) \int_{\mathbb{R}^3} \rho_k v u dx + I_{10} &= I_{11} + I_{12} + I_{13} + I_{14},
\end{align*}
$$

(46)

where $I_i$ ($i = 10, 11, 12, 13, 14$) are defined and estimated as follows.

$$
\begin{align*}
I_{10} &:= 2(\delta - \epsilon \tau)(\lambda + \delta^2) \int_{\mathbb{R}^3} \rho_k |u|^2 dx + \int_{\mathbb{R}^3} \rho_k |\nabla u|^2 dx \\
&\geq \delta(\lambda + \delta^2) \int \rho_k |u|^2 dx + 2\delta \int \rho_k |\nabla u|^2 dx - \frac{\rho_k}{2} \epsilon |z| \int \rho_k |\varphi|^2.
\end{align*}
$$
By the hypothesis B and the Young inequality,

\[ I_{11} := 2(\delta - \beta(t)) \int_{\mathbb{R}^3} \rho_k |v|^2 \, dx + 2\delta \beta(t) \int_{\mathbb{R}^3} \rho_k v \, dx \]

\[ \leq 2(\delta - \beta_1) \int_{\mathbb{R}^3} \rho_k |v|^2 + \delta \sqrt{\delta} \int_{\mathbb{R}^3} \rho_k |u|^2 + \sqrt{\delta} \beta_2 \int_{\mathbb{R}^3} \rho_k |v|^2. \]

So, we have

\[ I_{10} - I_{11} \geq 2(\delta_\varepsilon - \beta_1) \int_{\mathbb{R}^3} \rho_k |u|^2 + \delta \int_{\mathbb{R}^3} \rho_k |\nabla u|^2 + \delta \int \rho_k |v|^2) - \frac{\kappa_2}{2} \varepsilon |z| \int \rho_k |\varphi|^2 \]

\[ \geq 2\kappa_1 \int \rho_k |\varphi|^2 - \frac{\kappa_2}{2} \varepsilon Z \int \rho_k |\varphi|^2. \]

By the Young inequality,

\[ I_{12} := 2 \int_{\mathbb{R}^3} \rho_k v \, dx \leq \frac{\kappa_1}{2} \int \rho_k |\varphi|^2 + c \int_{\mathbb{R}^3} \rho_k |g(r, x)|^2 \, dx. \]

By \( \varepsilon \in (0, 1] \) and the Young inequality,

\[ I_{13} := -2\varepsilon \int_{\mathbb{R}^3} \rho_k |v|^2 + 2\varepsilon (3\delta - \beta(t) - \varepsilon) \int_{\mathbb{R}^3} \rho_k v \, dx \]

\[ \leq (2 + 3\delta + \beta_2) \varepsilon (|z| + |z|^2)(\int \rho_k |u|^2 + \int \rho_k |v|^2) \]

\[ \leq \frac{\kappa_2}{2} \varepsilon Z \int \rho_k |\varphi|^2. \]

We obtain

\[ I_{10} - \sum_{i=11}^{13} I_i \geq \frac{3\kappa_1}{2} \int \rho_k |\varphi|^2 - \kappa_2 \varepsilon Z \int \rho_k |\varphi|^2 - c \int_{\mathbb{R}^3} \rho_k |g(r, x)|^2 \, dx. \]  

(47)

By \( u_r = v - (\delta - \varepsilon z) u \) as given in (3a) and by \( \|\nabla \rho_k\|_{\infty} \leq \frac{\varepsilon}{k} \),

\[ I_{14} := -2 \int_{\mathbb{R}^3} u_r (\nabla u \cdot \nabla \rho_k) \, dx + (\delta - \varepsilon) \int_{\mathbb{R}^3} u (\nabla u \cdot \nabla \rho_k) \, dx \]

\[ \leq \frac{c}{k} (\|u_r\|_{1} \|\nabla u\|_{\infty} + (1 + |z|) \|u\|_{\infty} \|\nabla u\|_{\infty}) \]

\[ \leq \frac{c}{k} (1 + |z| \|\nabla u\|_{\infty}) \]

\[ \leq \frac{c}{k} (1 + |z|^{4} + \|\varphi\|_{X}^{4}) \leq \frac{c}{k} (e|z| + \|\varphi\|_{X}^{6}). \]  

(48)

We substitute (47)-(48) into (46) to obtain

\[ \frac{d}{dr} \int_{\mathbb{R}^3} \rho_k (|\varphi|^2 + 2 F(u, x)) \, dx + I_{15} + \frac{3\kappa_1}{2} \int \rho_k |\varphi|^2 - \kappa_2 \varepsilon Z \int \rho_k |\varphi|^2 \]

\[ \leq c \int_{\mathbb{R}^3} \rho_k |g(r, x)|^2 \, dx + \frac{c}{k} (e|z| + \|\varphi\|_{X}^{6}), \]  

(49)

where the nonlinear term is given by

\[ I_{15} := 2(\delta - \varepsilon) \int_{\mathbb{R}^3} \rho_k f(x, u) \, dx = 2\delta \int_{\mathbb{R}^3} \rho_k f(x, u) u - 2\varepsilon \int_{\mathbb{R}^3} \rho_k f(x, u) u \]
By (4b), (4c), \( \delta \gamma_2 \geq \kappa_1 \) and \( F(x, s) + h_3(x) \geq 0 \),

\[
2 \delta \int_{\mathbb{R}^3} \rho_k f(x, u) u \geq 2 \delta \gamma_2 \int \rho_k F(x, u) + 2 \delta \int \rho_k h_2 \\
\geq 2 \kappa_1 \int \| \rho_k F(x, u) + h_3 \| - 2 \delta \gamma_2 \int \rho_k h_3 - c \int \rho_k \| h_2 \| \\
\geq 2 \kappa_1 \int \rho_k F(x, u) - c \int \rho_k (|h_2| + |h_3|) \
\]

(50)

By (4a), (4c) and \( \gamma_1 \leq \kappa_2 \gamma_3 \),

\[
|2 \varepsilon z \int_{\mathbb{R}^3} \rho_k f(x, u) u dx |
\leq 2 \varepsilon \gamma_1 |z| \int_{\mathbb{R}^3} \rho_k |u| |u + 1| + 2 \varepsilon |z| \int \rho_k |h_1| |u| dx \\
\leq 2 \varepsilon \kappa_2 Z \int \rho_k \gamma_3 |u| |u + 1| + c Z \int \rho_k |h_1|^2 + \frac{\kappa_1}{2} \int \rho_k |\varphi|^2 \\
\leq 2 \varepsilon \kappa_2 Z \int \rho_k F(x, u) + c Z \int \rho_k (|h_3| + |h_1|^2) + \frac{\kappa_1}{2} \int \rho_k |\varphi|^2. 
\]

(51)

By (50) and (51),

\[
I_{15} \geq - \frac{\kappa_1}{2} \int \rho_k |\varphi|^2 + (\kappa_1 - \varepsilon \kappa_2 Z) \int \rho_k F(x, u) \\
- c e^{\varepsilon |z|} \int \rho_k (|h_1|^2 + |h_2| + |h_3|). 
\]

(52)

We substitute (52) into (49). By \( 1/k + \int \rho_k (|h_1|^2 + |h_2| + |h_3|) \to 0 \) as \( k \to \infty \), we obtain that for each \( \eta > 0 \) there is a \( k_\eta \in \mathbb{N} \) such that for all \( k \geq k_\eta \),

\[
\frac{d}{dt} \int_{\mathbb{R}^3} \rho_k (|\varphi|^2 + 2F(x, u)) dx + (\kappa_1 - \varepsilon \kappa_2 Z (\theta_{r-s}) \int_{\mathbb{R}^3} \rho_k (|\varphi|^2 + 2F(x, u)) dx \\
\leq c \int_{\mathbb{R}^3} \rho_k |g(r, x)|^2 dx + \eta (e^{\varepsilon |z|} + \| \varphi \|_{X}^6). 
\]

(53)

Applying the Gronwall lemma to (53) over \( r \in [s - t, s] \) and taking the supremum over \( s \in (-\infty, \tau] \), we obtain

\[
\sup_{s \leq \tau} \int_{\mathbb{R}^3} \rho_k (|\varphi(s, s - t, \theta_{-s}\omega, \varphi_{s-t})|^2 + 2F(x, u)) dx \leq J_5 + J_6 + \eta (J_3 + J_4), 
\]

(54)

where \( J_3, J_4 \) are the same numbers as given in Proposition 3 and so they are bounded as \( t \to \infty \). We now estimates \( J_5 \) and \( J_6 \).

\[
J_5 := \sup_{s \leq \tau} e^{-\kappa_1 t + \varepsilon \kappa_2 \int_{-t}^{0} Z(\theta_s \omega) ds} \int_{\mathbb{R}^3} \rho_k (|\varphi_{s-t}|^2 + 2F(x, u_{s-t}) dx \\
\leq c e^{-\frac{15}{16} \kappa_1 t} \sup_{s \leq \tau} (\| \varphi_{s-t} \|_{X}^{p+1} + 1) \\
\leq c e^{-\frac{15}{16} \kappa_1 t} + c e^{-\frac{15}{16} \kappa_1 t} \left( e^{-\frac{15}{16} \kappa_1 t} \sup_{s \leq \tau} \| D(\tau - t, \theta_{-t} \omega) \|_{X}^{2} \right)^{\frac{p+1}{p}}. 
\]
which tends to zero as $t \to +\infty$. By the assumption $G3$,

$$J_6 := \sup_{s \leq \tau} \int_{-\infty}^{0} e^{\kappa \sigma + \varepsilon \kappa^2} \int_{\mathbb{R}^3} \rho_k |g(\sigma + s, x)|^2 \, dx \, d\sigma$$

$$\leq e^{C_0(\omega)} \sup_{s \leq \tau} \int_{-\infty}^{0} e^{\frac{15}{16} \kappa_0^2} \int_{\mathcal{O}_{k/2}} |g(\sigma + s, x)|^2 \, dx \, d\sigma \to 0 \text{ as } k \to +\infty.$$  

Moreover, we see from (4c) that for all $s \leq \tau$,

$$-2 \int_{\mathbb{R}^3} \rho_k F(x, u(s)) \, dx \leq c \int \rho_k |h_3| \, dx \to 0 \text{ as } k \to +\infty.$$  

Hence, the needed result follows from (54).

\[\square\]

6. Backward compact and periodic random attractors.

6.1. Backward compact random attractor. In this subsection, we show the existence of a unique backward compact random attractor.

**Theorem 6.1.** Let the hypotheses $B,F,S$ be true and the force $g$ satisfy $G1$, $G2$ and $G3$. The cocycle $\Phi$, associated with the stochastic wave equation, has a unique pullback random attractor $A$ in $X = H^1(\mathbb{R}^3) \times L^2(\mathbb{R}^3)$ such that $A$ is backward compact and given by

$$A(\tau, \omega) = \bigcap_{t_0 > 0} \bigcup_{t \geq t_0} \Phi(t, \tau - t, \theta_{-t} \omega) \mathcal{K}(\tau - t, \theta_{-t} \omega).$$  

(55)

**Proof.** We finish the proof in three steps.

**Step 1.** By Proposition 2, the cocycle $\Phi$ has an increasing and closed random absorbing set $K \in \mathcal{D}$.

**Step 2.** We show the cocycle $\Phi$ is backward asymptotically compact, that is, for each $(\tau, \omega, D) \in \mathbb{R} \times \Omega \times \mathcal{D}$, the sequence

$$\varphi_n := \Phi(t_n, s_n - t_n, \theta_{-t_n} \omega) \varphi_{n,0} = \varphi(s_n, s_n - t_n, \theta_{-s_n} \omega, \varphi_{n,0})$$

has a convergent subsequence whenever $s_n \leq \tau$, $t_n \to +\infty$ and $\varphi_{n,0} \in D(s_n - t_n, \theta_{-t_n} \omega)$.

By [23, Lemma 2.7], it suffices to verify the Kuratowski measure

$$\Upsilon_X \{ \varphi_n \mid n \geq N \} \to 0 \text{ as } N \to \infty,$$

(56)

where $\Upsilon_X(B)$ is the minimum of $d$ such that $B \subset X$ has a finite cover by sets of diameter lesser than $d$.

Given $\eta > 0$. By Proposition 4, there are $N_1 \in \mathbb{N}$ and $k_0 \geq 1$ such that

$$\|\varphi_n\|_{X(\mathcal{O}_{k_0})} \leq \eta, \quad \forall n \geq N_1.$$

(57)

By Proposition 3, we can choose $i \in \mathbb{N}$, $k \geq 2k_0$ and $N_2 \geq N_1$ such that

$$\|(I - P_i)(\xi \varphi_n)\|_{X(\mathcal{O}_k)} \leq \eta, \quad \forall n \geq N_2.$$  

(58)

By Lemma 3.2, there is an $N_3 \geq N_2$ such that

$$\sup_{n \geq N_3} \|\varphi_n\|_X^2 \leq c R_0(\omega) + c R_1(\tau, \omega) < +\infty,$$

(59)
and so \( \{ \varphi_n | n \geq N_3 \} \) is bounded in \( X \). Hence, \( P_t \{ \xi_k \varphi_n | n \geq N_3 \} \) is bounded in \( X(O_k) \). Since \( P_t \) has a finite-dimensional range, it follows that \( P_t \{ \xi_k \varphi_n | n \geq N_3 \} \) is pre-compact in \( X(O_k) \) and thus

\[
\Upsilon_{X(O_k)} P_t \{ \xi_k \varphi_n | n \geq N_3 \} = 0.
\]

This along with (58) gives

\[
\Upsilon_{X(O_k)} \{ \xi_k \varphi_n | n \geq N_3 \} \leq \Upsilon_{X(O_k)} P_t \{ \xi_k \varphi_n | n \geq N_3 \} + \Upsilon_{X(O_k)} (I - P_t) \{ \xi_k \varphi_n | n \geq N_3 \} \leq 2\eta.
\]

Note that \( \xi_k \varphi_n = \varphi_n \) on \( O_{k/2} \) (due to \( \xi \equiv 1 \) on \([0, 1/4]) \), it yields

\[
\Upsilon_{X(O_{k/2})} \{ \varphi_n | n \geq N_3 \} = \Upsilon_{X(O_{k/2})} \{ \xi_k \varphi_n | n \geq N_3 \} \leq \Upsilon_{X(O_k)} \{ \xi_k \varphi_n | n \geq N_3 \} \leq 2\eta.
\]

(59)

Note that \( k/2 \geq k_0 \), by (57) and (59), we obtain

\[
\Upsilon_X \{ \varphi_n | n \geq N_3 \} \leq \Upsilon_{X(O_{k/2})} \{ \varphi_n | n \geq N_3 \} + \Upsilon_{X(O_{k/2})} \{ \varphi_n | n \geq N_3 \} \leq 2\eta + \Upsilon_{X(O_{k_0})} \{ \varphi_n | n \geq N_1 \} \leq 4\eta,
\]

which proves the backward asymptotic compactness as desired.

**Step 3.** We show existence of a backward compact random attractor. Since the backward asymptotic compactness implies the usual asymptotic compactness, the abstract existence theorem (see e.g. Wang[31]) shows that the cocycle \( \Phi \) has a unique \( \mathcal{D} \)-pullback random attractor \( A \) as given by (55), where the measurability of the attractor \( A \) follows from the measurability of the cocycle (see Proposition 1) and the measurability of the absorbing set (see Proposition 2).

Next, we show \( A \) is backward compact. It suffices to show that \( \cup_{s \leq \tau} A(s, \omega) \) is pre-compact for each \( \tau \in \mathbb{R} \) and \( \omega \in \Omega \). We take an arbitrary sequence \( \{ \varphi_n \} \) from the union and choose \( s_n \leq \tau \) such that \( \varphi_n \in A(s_n, \omega) \). Also, we take a sequence \( 0 < t_n \to +\infty \). By the invariance of the attractor,

\[
\varphi_n \in A(s_n, \omega) = \Phi(t_n, s_n - t_n, \theta_{-t_n} \omega) A(s_n - t_n, \theta_{-t_n} \omega).
\]

So, there are \( \varphi_{n,0} \in A(s_n - t_n, \theta_{-t_n} \omega) \) such that

\[
\varphi_n = \Phi(t_n, s_n - t_n, \theta_{-t_n} \omega) \varphi_{n,0}.
\]

Since \( A \in \mathcal{D} \), it follows from the backward asymptotic compactness (proved in Step 2) that \( \{ \Phi(t_n, s_n - t_n, \theta_{-t_n} \omega) \varphi_{n,0} \} \) has a convergent subsequence and so is \( \{ \varphi_n \} \). \( \square \)

6.2. **Backward compactness from a periodic force.** We can obtain a backward compact random attractor if we only assume that the force is periodic.

**Hypothesis G4.** The force \( g \in L^2_{\text{loc}}(\mathbb{R}, L^2(\mathbb{R}^3)) \) is \( T \)-periodic with \( T > 0 \), i.e.,

\[
g(t + T, x) = g(t, x), \ \forall t \in \mathbb{R}, \ x \in \mathbb{R}^3.
\]

**Theorem 6.2.** Let the hypotheses B,F,S be satisfied and \( g \in L^2_{\text{loc}}(\mathbb{R}, L^2(\mathbb{R}^3)) \). We have the following two conclusions.

(i) The cocycle \( \Phi \) has a backward compact random attractor if \( g \) is \( T \)-periodic.

(ii) The cocycle \( \Phi \) has a periodic random attractor if both \( \beta \) and \( g \) are \( T \)-periodic.

**Proof.** (i) By Theorem 6.1, it suffices to show that the hypothesis G4 can imply all hypotheses G1, G2 and G3.
Let $g$ be $T$-periotic, $\alpha > 0$ and $\tau \in \mathbb{R}$. We have

$$\sup_{s \leq \tau} \int_{-\infty}^{0} e^{\alpha r} \|g(r + s)\|^2 dr = \sup_{s \leq \tau} \sum_{i=0}^{\infty} \int_{s-(i-1)T}^{s-iT} e^{\alpha(r-s)} \|g(r)\|^2 dr \leq \sup_{s \leq \tau} \sum_{i=0}^{\infty} e^{-\alpha iT} \int_{s-(i-1)T}^{s-iT} \|g(r)\|^2 dr = \frac{1}{1-e^{-\alpha T}} \int_{0}^{T} \|g(r)\|^2 dr < \infty,$$ (60)

which implies Hypothesis G1.

Let $P_n$ be the projection and $\xi_k$ the cut-off function as given in Section 4. We claim that the periodicity does not change under the operator $P_n$:

$$P_n(\xi_k g(\sigma + T)) = P_n(\xi_k g(\sigma)), \ \forall \sigma \in \mathbb{R}. \ \ \ \ (61)$$

Indeed, by the expansion of the Fourier series in $L^2(O_k)$,

$$P_n(\xi_k g(\sigma + T)) = \sum_{i=1}^{n} e_i \int_{O_k} \xi_k(x) g(\sigma + T, x) e_i(x) dx = \sum_{i=1}^{n} e_i \int_{O_k} \xi_k(x) g(\sigma, x) e_i(x) dx = P_n(\xi_k g(\sigma)).$$

From (61), we know that $(I - P_n)\xi_k g(\sigma)$ is $T$-periodic in $\sigma \in \mathbb{R}$. By using this fact, we obtain

$$\sup_{s \leq \tau} \int_{-\infty}^{0} e^{\alpha r} \|(I - P_n)(\xi_k g(\sigma + s))\|^2 d\sigma$$

$$= \sup_{s \leq \tau} \sum_{i=0}^{\infty} \int_{s-(i-1)T}^{s-iT} e^{\alpha(r-s)} \|(I - P_n)(\xi_k g(\sigma))\|^2 d\sigma$$

$$\leq \sup_{s \leq \tau} \sum_{i=0}^{\infty} e^{-\alpha iT} \int_{s-(i-1)T}^{s-iT} \|(I - P_n)(\xi_k g(\sigma))\|^2 d\sigma$$

$$= \frac{1}{1-e^{-\alpha T}} \int_{0}^{T} \|(I - P_n)(\xi_k g(\sigma))\|^2 d\sigma.$$ (62)

Since $g \in L^2([0, T], L^2(\mathbb{R}^3))$, $\|\xi_k\|_{\infty} = 1$ and $\|I - P_n\| = 1$, we have

$$\sup_{n \in \mathbb{N}} \int_{0}^{T} \|(I - P_n)(\xi_k g(\sigma))\|^2 d\sigma \leq \int_{0}^{T} \|g(\sigma)\|^2 d\sigma < +\infty.$$

Then, the Lebesgue controlled convergence theorem gives

$$\lim_{n \to \infty} \int_{0}^{T} \|(I - P_n)(\xi_k g(\sigma))\|^2 d\sigma = 0.$$ (63)

Therefore, both (62) and (63) imply that

$$\lim_{n \to \infty} \sup_{s \leq \tau} \int_{-\infty}^{0} e^{\alpha r} \|(I - P_n)(\xi_k g(\sigma + s))\|^2 d\sigma = 0, \ \forall k \in \mathbb{N},$$ (64)

which proves the hypothesis G2.

By the same method as given in (62), we have

$$\sup_{s \leq \tau} \int_{-\infty}^{0} e^{\alpha r} \int_{O_k} |g(r + s, x)|^2 dx dr \leq \frac{1}{1-e^{-\alpha T}} \int_{0}^{T} \int_{O_k} |g(r, x)|^2 dx dr.$$

Then, the Lebesgue controlled convergence theorem shows the hypothesis G3.
(ii) Suppose both $\beta$ and $g$ are $T$-periodic, then, the uniqueness of solutions implies that the cocycle $\Phi$ is $T$-periodic: $\Phi(t, \tau + T, \omega) = \Phi(t, \tau, \omega)$.

On the other hand, we claim that the universe $\mathcal{D}$ (defined by (16)) is $T$-invariant. Let $D \in \mathcal{D}$, that is,

$$\lim_{t \to +\infty} e^{-\frac{\beta}{2} t} \sup_{s \leq \tau} \|D(s - t, \theta_{-\tau} \omega)\|_X^2 = 0, \quad \forall \tau \in \mathbb{R}.$$ 

It suffices to show $\mathcal{D}_T \in \mathcal{D}$ and $\mathcal{D}_{-T} \in \mathcal{D}$, where

$$\mathcal{D}_T(\tau, \omega) := D(\tau + T, \omega), \quad \mathcal{D}_{-T}(\tau, \omega) := D(\tau - T, \omega).$$

Indeed, we have

$$e^{-\frac{\beta}{2} t} \sup_{s \leq \tau} \|D_T(s - t, \theta_{-\tau} \omega)\|_X^2 = e^{-\frac{\beta}{2} t} \sup_{s \leq \tau} \|D(s - t + T, \theta_{-\tau} \omega)\|_X^2$$

$$= e^{-\frac{\beta}{2} t} \sup_{s \leq \tau + T} \|D(s - t, \theta_{-\tau} \omega)\|_X^2 \to 0 \text{ as } t \to +\infty.$$ 

It is similar to show $\mathcal{D}_{-T} \in \mathcal{D}$. So, the periodicity of the attractor follows from the abstract result given by Wang\cite{31} immediately.

**Remark 3.** The hypothesis $G2$ is weaker than Assumption $V$ in $\cite{38}$:

$$\lim_{n \to \infty} \sup_{s \leq \tau} \|((I - P_n)(\xi_k g(s)))\|^2 = 0, \quad \forall k \in \mathbb{N}.$$ 
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