SEMI-CLASSICAL ANALYSIS ON H-TYPE GROUPS

CLOTILDE FERMANIAN-KAMMERER AND VÉRONIQUE FISCHER

Abstract. In this paper, we develop a semi-classical analysis on H-type groups. We define semi-classical pseudodifferential operators, prove the boundedness of their action on square integrable functions and develop a symbolic calculus. Then, we define the semi-classical measures of bounded families of square integrable functions which consists of a pair formed by a measure defined on the product of the group and its unitary dual, and by a field of trace class positive operators acting on the Hilbert spaces of the representations. We illustrate the theory by analyzing examples, which show in particular that this semi-classical analysis takes into account the finite-dimensioned representations of the group, even though they are negligible with respect to the Plancherel measure.

1. Introduction

This article is dedicated to Jean-Yves Chemin for his 60-th birthday. With this article devoted to the Heisenberg-type groups (H-type groups), the authors wish to thank Jean-Yves Chemin for his inspiring works on the Heisenberg groups (see [9, 10, 11, 12]), especially the recent articles [6, 7] and the monograph [8]. The first author will not forget her first discovery of the cotangent space, with Jean-Yves Chemin’s explanations, when she was a second-year bachelor, together with numerous stimulating discussions, not always about mathematics. This article is an attempt to celebrate these friendly moments.

The H-type groups are connected simply connected Lie group $G$ which are stratified of step 2 as the Heisenberg group. There are simple relationships between the dual of the centrum and the first strata which makes them very good toys-model for testing ideas and building examples. Our aim here is to develop semi-classical analysis on such groups by introducing semi-classical pseudo-differential operators and semi-classical Wigner measures in the spirit of previous works [13, 14, 28, 26].

Semi-classical pseudodifferential operators are basic tools for semi-classical analysis, and their development is related with this of microlocal analysis. Microlocal analysis (which uses classical pseudodifferential operators, without small parameter) was mainly developed in the 70’s. The funding idea is to study phenomenon simultaneously in standard and Fourier variables, which correspond to position and impulsion variables, the phase space variables of quantum mechanics. Therefore, with such a view point, it is crucial to be equipped with localization operators in position and impulsion, and that is what makes possible the pseudodifferential operators introduced by Shubin [15] and systematically studied by Hörmander [39]. In his annotated bibliography, Bernard Helffer [34] dates semi-classical earliest results to André Voros thesis where one sees the first use of pseudodifferential calculus in a semi-classical context. The question is then to use microlocal technics on problems where a small parameter is present and to analyze microlocal properties when this small parameter goes to 0.

The transposition of the aforementioned point of view in the setting of Lie groups has been a subject of investigation where microlocal approach or phase-space analysis, has been developed in the context of the Heisenberg group (see [15, 10, 9] for example). Such strategies are faced to the difficulty of the operator structure of the Fourier transform and require to use a non-commutative setting. Various attempts have been made to construct a pseudodifferential calculus since the 80’s. One can cite the pioneer works of [18, 16, 30, 18]. We also refer to [14] on compact Lie groups and to the introductions of [13, 28] for an overview on the subject. More recently, one of the authors and
her colleagues have developed such a calculus in the context of the Heisenberg group in [13]. The full program has been achieved by the second author in [28] where pseudodifferential operators are defined on graded Lie groups. We define here semi-classical operators in the framework of H-type groups, using the general theory developed in the preceding references and we develop semi-classical measures in this very context, as we shall see in the next sections.

Semi-classical measures, also called Wigner measures, were used throughout the 90’s, in particular in articles [40] and [32] (see also [31] and [33]). They have opened an elegant path to study the compactness defect of sequences of functions which have a special size of oscillations. For that reason, they have contributed to prove important results on the density of families of eigenfunctions of the Laplacian on the torus (cf. [4] and [5]): it is indeed possible to link semi-classical measures with weak limits of densities of wave functions. The authors think that, once suitably generalized in the framework of Lie groups, these technics should be useful for studying quantum ergodicity in sub-Riemannian geometries, in the spirit of the recent result [20].

Of course, the approach developed here adapts to more general graded Lie groups. However, we choose the simple case of H-type groups in order to illustrate that, in this simple example, the microlocal approach developed here takes into account tricky questions linked for example with representations. Indeed, despite the fact that finite dimensional representations are of null measure with respect to the Plancherel measure, they are taken into account by the averaging process implemented in the computation of semi-classical measures. We illustrate this fact with examples which should answer to the questions of interest to Fulvio Ricci and asked by Bernard Helffer to the authors. These examples also illustrate the large complexity of the Fourier space in H-type groups, which has been the subject of [7] and of numerous recent conversations of the second author with Jean-Yves Chemin late in the eve of board meetings at the CIRM cafeteria. We hope he will appreciate the examples we develop in Section 5 where we see the representations “above $\lambda = 0$” emerging from a semi-classical averaging process.

In the next section of this paper, we recall basic facts about H-type groups. Then, we introduce the algebra of semi-classical pseudo-differential operators and describe its main properties, we define semi-classical measures and introduce a notion of Wigner distributions. Finally, we analyze the semi-classical measures of several families of functions, emphasizing concentration effects in space variables, and oscillations properties that we interpret as concentration in Fourier variables, including concentration on finite-dimensional representations.

2. H-TYPE GROUPS

A connected simply connected Lie group $G$ is said to be stratified of step 2 if its left-invariant Lie algebra $\mathfrak{g}$ (assumed real-valued and of finite dimension $n$) is endowed with a vector space decomposition

$$\mathfrak{g} = \mathfrak{v} \oplus \mathfrak{z},$$

such that $[\mathfrak{v}, \mathfrak{v}] = \mathfrak{z}$ and $\mathfrak{z}$ is the center of $\mathfrak{g}$. Via the exponential map

$$\text{Exp} : \mathfrak{g} \to G$$

which is in that case a diffeomorphism from $\mathfrak{g}$ to $G$, one identifies the sets of $G$ and $\mathfrak{g}$ with the underlying vector space. It turns out that under this identification, the group law on $G$ (which is generally not commutative) provided by the Campbell-Baker-Hausdorff formula, $(x, y) \mapsto xy$ is a polynomial map. More precisely, if $x = \text{Exp}(v_x + z_x)$ and $y = \text{Exp}(v_y + z_y)$ then

$$xy = \text{Exp}(v + z), \ v = v_x + v_y \in \mathfrak{v}, \ z = z_x + z_y + \frac{1}{2}[v_x, v_y] \in \mathfrak{z}. $$

If $x = \text{Exp}(v)$ then $x^{-1} = \text{Exp}(-v)$. 

For any \( \lambda \in \mathfrak{z}^* \) (the dual of the center \( \mathfrak{z} \)) we define a skew-symmetric bilinear form on \( \mathfrak{v} \) by
\[
\forall U, V \in \mathfrak{v}, \quad B(\lambda)(U, V) := \lambda([U, V]) .
\]
Following [37], we say that \( G \) is of H-type (or Heisenberg type) if, once fixed an inner product on \( \mathfrak{v} \) and on \( \mathfrak{z} \), and in any orthonormal basis of \( \mathfrak{v} \), the endomorphism of this skew symmetric form (that we still denote by \( B(\lambda) \)) satisfies
\[
\forall \lambda \in \mathfrak{z}^*, \quad B(\lambda)^2 = -|\lambda|^2 \text{Id}_\mathfrak{v}.
\]
This implies in particular that the dimension of \( \mathfrak{v} \) is even. We set
\[
\dim \mathfrak{v} = 2d, \quad \dim \mathfrak{z} = p.
\]

Naturally, a Heisenberg group is an H-type group; more precisely, an H-type group is Heisenberg if and only if the dimension of the centre \( p \) is equal to 1. Recall that the Heisenberg group \( \mathbb{H}_d \) is the set \( \mathbb{R}^{2d+1} \) equipped with the following product
\[
hh' = (p + p', q + q', z + z' + \frac{1}{2}(pq' - p'q)), \quad \text{where} \quad h = (p, q, z), h' = (p', q', z') \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R};
\]
here \( pq' \) denotes the standard inner product of the two vectors \( p, q' \in \mathbb{R}^d \). Its Lie algebra is the vector space \( \mathbb{R}^{2d+1} \) equipped with the following Lie bracket
\[
[(p, q, z), (p', q', z')] = (0, 0, pq' - p'q).
\]
The first stratum and the centre are \( \mathfrak{v} = \mathbb{R}^d \times \mathbb{R}^d \times \{0\} \sim \mathbb{R}^d \times \mathbb{R}^d \) and \( \mathfrak{z} = \{0\} \times \{0\} \times \mathbb{R} \). For \( \lambda \in \mathfrak{z}^* \), the skew-symmetric bilinear form on \( \mathfrak{v} \) is
\[
B(\lambda)((p, q), (p', q')) = \lambda \left( \begin{array}{c} p \\ q \end{array} \right)^t J \left( \begin{array}{c} p' \\ q' \end{array} \right), \quad \text{where} \quad J = \left( \begin{array}{cc} 0 & \text{Id} \\ -\text{Id} & 0 \end{array} \right).
\]

We fix an inner product on \( \mathfrak{z} \), this allows us to consider the Lebesgue measure \( dv \, dz \) on \( \mathfrak{g} = \mathfrak{v} \oplus \mathfrak{z} \). Via the identification of \( G \) with \( \mathfrak{g} \) via the exponential map, this induces a Haar measure \( dx \) on \( G \). This measure is invariant under left and right translations:
\[
\forall f \in L^1(G, d\mu), \quad \forall x \in G, \quad \int_G f(y)dy = \int_G f(xy)dy = \int_G f(yx)dy.
\]
Note that the convolution of two functions \( f \) and \( g \) on \( G \) is given by
\[
f * g(x) := \int_G f(xy^{-1})g(y)dy = \int_G f(y)g(y^{-1}x)dy,
\]
and as in the Euclidean case we define Lebesgue spaces by
\[
\|f\|_{L^q(G)} := \left( \int_G |f(y)|^q \, dy \right)^\frac{1}{q},
\]
for \( q \in [1, \infty) \), with the standard modification when \( q = \infty \).

Since \( G \) is stratified, there is a natural family of dilations on \( \mathfrak{g} \) defined for \( t > 0 \) as follows: if \( X \) belongs to \( \mathfrak{g} \), we can decompose \( X \) as \( X = V + Z \) with \( V \in \mathfrak{v} \) and \( Z \in \mathfrak{z} \), then
\[
\delta_t X := tV + t^2Z.
\]
This allows us to define the dilation on the Lie group \( G \) via the identification by the exponential map:
\[
\begin{array}{ccc}
\mathfrak{g} & \stackrel{\delta_t}{\rightarrow} & \mathfrak{g} \\
\text{Exp} & \downarrow & \text{Exp} \\
G & \rightarrow & G \\
\text{Exp} \circ \delta_t \circ \text{Exp}^{-1}
\end{array}
\]
To avoid heavy notations, we shall still denote by $\delta_t$ the map $\text{Exp} \circ \delta_t \circ \text{Exp}^{-1}$. The dilations $\delta_t$, $t > 0$, on $\mathfrak{g}$ and $G$ form a one-parameter group of automorphisms of the Lie algebra $\mathfrak{g}$ and of the group $G$. The Jacobian of the dilation $\delta_t$ is $tQ$ where

$$Q := \dim \mathfrak{v} + 2\dim \mathfrak{z} = 2d + 2p$$

is called the homogeneous dimension of $G$:

$$\int_G f(\delta_t y) \, dy = t^{-Q} \int_G f(y) \, dy.$$ (2.4)

We may identify $\mathfrak{g}$ with the space of left-invariant vector field via

$$Xf = \frac{d}{dt}f(\text{Exp}(tX)) \bigg|_{t=0}.$$ A differential operator $T$ on $G$ (and more generally any operator $T$ defined on $C^\infty(G)$ and valued in the distributions of $G \sim \mathbb{R}^{2d+p}$) is said to be homogeneous of degree $\nu$ (or $\nu$-homogeneous) when

$$T(f \circ \delta_t) = t^\nu(Tf) \circ \delta_t.$$ For instance, a left invariant vector field in $\mathfrak{v}$ is 1-homogeneous while a left-invariant vector field in $\mathfrak{z}$ is 2-homogeneous.

We can define the Schwartz space $\mathcal{S}(G)$ as the set of smooth functions on $G$ such that for all $\alpha, \beta$ in $\mathbb{N}^{2d+p}$, the function $x \mapsto x^\beta X^\alpha f(x)$ belongs to $L^\infty(G)$, where $X^\alpha$ denotes a product of $|\alpha|$ left invariant vector fields forming a basis of $\mathfrak{g}$ and $x^\beta$ a product of $|\beta|$ coordinate functions on $G \sim \mathbb{R}^{2d+p}$. The Schwartz space $\mathcal{S}(G)$ has properties very similar to those of the Schwartz space $\mathcal{S}(\mathbb{R}^{2d+p})$, particularly density in Lebesgue spaces.

2.1. **The Fourier transform.** The group $G$ being non commutative, its Fourier transform is defined by means of irreducible unitary representations.

2.1.1. **Irreducible unitary representations.** We assume $\lambda \in \mathfrak{z}^* \setminus \{0\}$ and use the skew-symmetric bilinear form defined on $\{2,1\}$. One can find an orthonormal basis $(P_1, \ldots, P_d, Q_1, \ldots, Q_d)$ where $B(\lambda)$ is represented by the matrix $|\lambda|J$, that is,

$$B(\lambda)(U, V) = |\lambda|U^tJV,$$ (2.5)

for two vector $U, V \in \mathfrak{v}$ written in the $(P_1, \ldots, P_d, Q_1, \ldots, Q_d)$-basis; recall that the matrix $J$ was defined in $\{2,2\}$. For example, on the Heisenberg group $\mathbb{H}_d$, in view of $\{2,2\}$, the canonical coordinates $(p, q)$ yield an orthonormal basis where $\{2,5\}$ holds for $\lambda > 0$; however, for $\lambda < 0$ this needs modifying.

We decompose $\mathfrak{v}$ in a $\lambda$-depending way as $\mathfrak{v} = \mathfrak{p}_\lambda \oplus \mathfrak{q}_\lambda$ with

$$\mathfrak{p} := \mathfrak{p}_\lambda := \text{Span} (P_1, \ldots, P_d), \quad \mathfrak{q} := \mathfrak{q}_\lambda := \text{Span} (Q_1, \ldots, Q_d).$$

We shall denote by $p = (p_1, \ldots, p_d)$ the coordinates of $P$ on the vector basis $(P_1, \ldots, P_d)$, by $q = (q_1, \ldots, q_d)$ those of $Q$ on $(Q_1, \ldots, Q_d)$ and by $z = (z_1, \ldots, z_p)$ those of $Z$ on a basis $(Z_1, \ldots, Z_p)$.

We will often use the writing of an element $x \in G$ or $X \in \mathfrak{g}$ as

$$x = \text{Exp}(X), \quad X = p_1P_1 + \ldots + p_dP_d + q_1Q_1 + \ldots + q_dQ_d + z_1Z_1 + \ldots + z_pZ_p.$$ (2.6)

We introduce irreducible unitary representations $\pi^\lambda_\mathfrak{g}$ of $G$ on $L^2(\mathfrak{p}_\lambda)$ by

$$\pi^\lambda_\mathfrak{g}\Phi(\xi) = e^{i\lambda(z)+\frac{i}{2}\lambda|p|+i\sqrt{|\lambda|}q}\Phi \left( \xi + \sqrt{|\lambda|}p \right),$$ (2.7)

where $x$ has been written as in $\{2,6\}$. Note that, setting

$$T_r \Phi(\xi) = r^d \Phi (r\xi_1, \ldots, r\xi_d), \quad \forall \Phi \in L^2(\mathfrak{p}_\lambda),$$ (2.8)
we obtain for each $r > 0$ a unitary operator $T_r$ on $L^2(p_\lambda)$ and it satisfies $T^*_r = T_{1/r}^{-1}$. Furthermore, intertwining $\pi^\lambda$ with $T_r$ when $r = \sqrt{\lambda}$ yields

$$T_{\sqrt{\lambda}}^{-\pi^\lambda} T^*_{\sqrt{\lambda}} \Phi(\xi) := e^{i\lambda(Z+\xi+\frac{1}{2}P,Q)} \Phi(\xi + P), \quad \forall \Phi \in L^2(p_\lambda).$$

**Remark 2.1** (Link with the Wigner transform). Identifying $p_\lambda \sim \mathbb{R}^d$, For $f, g \in L^2(\mathbb{R}^d)$, we have

$$(\pi^\lambda_x f, g) = e^{i\lambda(\varepsilon)} W[f, g] \left( \sqrt{\lambda}p, \sqrt{\lambda}q \right),$$

where for $p, q \in \mathbb{R}^d$ and $\varepsilon > 0$

$$W[f, g](p, q) = \int_{\mathbb{R}^d} e^{i\varepsilon v} f \left( v + \frac{1}{2}p \right) \overline{g} \left( v - \frac{1}{2}p \right) dv.$$
2.1.2. The Fourier transform. In contrast with the Euclidean case, the Fourier transform is defined on $\hat{G}$ and is valued in the space of bounded operators on $L^2(\mathbb{R}^d)$. More precisely, the Fourier transform of a function $f$ in $L^1(G)$ is defined as follows: for any $\lambda \in \mathfrak{z}^*$, $\lambda \neq 0$,

$$\hat{f}(\lambda) := \mathcal{F}(f)(\lambda) := \int_G f(x) (\pi_x^\lambda)^* \, dx.$$ 

Note that for any $\lambda \in \mathfrak{z}^*$, $\lambda \neq 0$, we have $(\pi_x^\lambda)^* = \pi_x^{\lambda^{-1}}$ and the map $\pi_x^\lambda$ is a group homomorphism from $G$ into the group $U(L^2(p_\lambda))$ of unitary operators of $L^2(p_\lambda)$ (often identified with $L^2(\mathbb{R}^d)$).

Therefore, the function $f$ in $L^1(G)$ has a Fourier transform $(\mathcal{F}(f)(\lambda))_\lambda$ which is a bounded family of bounded operators on $L^2(p_\lambda)$ with uniform bound:

$$\|\mathcal{F}f(\lambda)\|_{L(L^2(p_\lambda))} \leq \int_G |f(x)| \|\pi_x^\lambda\|^2_{HS(L^2(p_\lambda))} |\lambda|^{d} \, dx = \|f\|_{L^1(G)},$$

since the unitarity of $\pi^\lambda$ implies $\|\pi_x^\lambda\|^2_{HS(L^2(p_\lambda))} = 1.$

The Fourier transform can be extended to an isometry from $L^2(G)$ onto the Hilbert space of families $A = \{A(\lambda)\}_{\lambda \in \mathfrak{z}^* \setminus \{0\}}$ of operators on $L^2(p_\lambda)$ which are Hilbert-Schmidt for almost every $\lambda \in \mathfrak{z}^* \setminus \{0\}$, with $\|A(\lambda)\|_{HS(L^2(p_\lambda))}$ measurable and with norm

$$\|A\| := \left( \int_{\mathfrak{z}^* \setminus \{0\}} \|A(\lambda)\|_{HS(L^2(p_\lambda))}^2 |\lambda|^d d\lambda \right)^{\frac{1}{2}} < \infty.$$ 

We have the following Fourier-Plancherel formula:

$$\int_G |f(x)|^2 \, dx = c_0 \int_{\mathfrak{z}^* \setminus \{0\}} \|\mathcal{F}(f)(\lambda)\|^2_{HS(L^2(p_\lambda))} |\lambda|^d d\lambda,$$

where $c_0 > 0$ is a computable constant. This yields an inversion formula for any Schwartz function $f \in \mathcal{S}(G)$ and $x \in G$:

$$f(x) = c_0 \int_{\mathfrak{z}^* \setminus \{0\}} \text{Tr} \left( \pi_x^\lambda \mathcal{F}f(\lambda) \right) |\lambda|^d d\lambda,$$

where $\text{Tr}$ denotes the trace of operators in $L(L^2(p_\lambda)).$ The inversion formula makes sense since for $f \in \mathcal{S}(G)$, the operators $\mathcal{F}f(\lambda)$, $\lambda \in \mathfrak{z}^* \setminus \{0\}$, are trace-class and $\int_{\mathfrak{z}^* \setminus \{0\}} \text{Tr} |\mathcal{F}f(\lambda)| |\lambda|^d d\lambda$ is finite.

Usually, the Fourier transform of a locally compact group $G$ would be defined on $\hat{G}$, the set of unitary irreducible representations of $G$ modulo equivalence, via

$$\hat{f}(\pi) = \mathcal{F}(f)(\pi) = \int_G f(x) (\pi(x))^* \, dx,$$

for a representation $\pi$ of $G$, and then considering the unitary equivalence we obtain a measurable field of operators $\mathcal{F}(f)(\pi)$, $\pi \in \hat{G}$. Here, the Plancherel measure is supported in the subset $\{\text{class of } \pi^\lambda : \lambda \in \mathfrak{z}^* \setminus \{0\}\}$ of $\hat{G}$ (see (2.10)) since it is $c_0 |\lambda|^d d\lambda$. This allows us to identify $\hat{G}$ and $\mathfrak{z}^* \setminus \{0\}$ when considering measurable objects up to null sets for the Plancherel measure. However, our semiclassical analysis will lead us to consider objects which are also supported in the other part of $\hat{G}$. For this reason, we also set for $\omega \in \mathfrak{v}^*$ and $f \in L^1(G)$:

$$\hat{f}(0, \omega) = \mathcal{F}(f)(0, \omega) := \int_G f(x) (\pi_x^{(0,\omega)})^* \, dx = \int_{\mathfrak{v} \times \mathfrak{z}} f(\text{Exp}(V + Z)) e^{-i\omega(V)} dV dZ.$$
The Fourier transform sends the convolution, whose definition is recalled in (2.3), to composition in the following way:

\[ \mathcal{F}(f \ast g)(\lambda) = \mathcal{F}(g)(\lambda) \mathcal{F}(f)(\lambda). \]  

(2.14)

Other conventions for the convolution or in having (or not) the adjoint \((\pi_\lambda^*)^*\) in the formula for the Fourier transform would lead to obtaining \(\mathcal{F}(f)(\lambda) \mathcal{F}(g)(\lambda)\). However, we made the consistent choices of privileging left objects (e.g. in our choice of convolution and identification of the Lie algebra \(\mathfrak{g}\) with the Lie algebra of left invariant vector fields). The choice of considering the adjoint in the Fourier transform is natural from an analytical viewpoint. A first reason is to extend the case of the Euclidean Fourier transform on the abelian group \(\mathbb{R}^n\) where the formula usually contains \(e^{-ix \xi}\). A deeper reason is that given our choice of convolution, it is usual to consider right convolution operators since they are invariant under (i.e. commute with) left translations. For such an operator \(T\) with say, integrable convolution kernel \(\kappa \in L^1(G)\), this means that \(Tf = f \ast \kappa\) and we have \(\mathcal{F}(Tf) = \mathcal{F}(\kappa) \mathcal{F}f\) by (2.14).

In other words, \(T\) is a Fourier multipliers with Fourier symbol \(\mathcal{F}(\kappa)\) acting on the left (and not the right) of \(\mathcal{F}f\), and this setting seems quite natural. Note that the formula \(\mathcal{F}(Tf) = \mathcal{F}(\kappa) \mathcal{F}f\) implies

\[ \|T\|_{\mathcal{L}(L^2(G))} = \sup_{\lambda \in \mathbb{G}} \|\mathcal{F}(\kappa)(\lambda)\|_{\mathcal{L}(L^2(\mathfrak{p},\lambda))}, \]

where the supremum here is in fact the essential supremum with respect to the Plancherel measure, justifying the identification of the element in \(G\) with \(\lambda \in \mathfrak{g}^*\).

With our conventions, we also have

\[ \mathcal{F}(Xf)(\pi) = \pi(X)\mathcal{F}(f)(\pi) \]

(2.16)

where \(\pi(X)\) is the infinitesimal representation of \(\pi\) at \(X \in \mathfrak{g}\),

\[ \text{i.e. } \pi(X) = \frac{d}{dt}\pi(\text{Exp}(tX))|_{t=0}; \]

(2.17)

(the class of) \(\pi\) is equal to (the class of) \(\pi^\lambda\) or \(\pi^{(0,\omega)}\) identified with \(\lambda\) or \(\omega\) respectively. For instance, we have for \(Z \in \mathfrak{g}\) identified with a left-invariant vector field

\[ \mathcal{F}(Zf)(\lambda) = i\lambda(Z)\mathcal{F}(f)(\lambda), \]

(2.18)

in other words \(\widehat{Z}(\lambda) = i\lambda(Z)\). The infinitesimal representation of \(\pi\) extends to the universal enveloping Lie algebra of \(\mathfrak{g}\) that we identify with the left invariant differential operators on \(G\). Then for such a differential operator \(T\) we have \(\mathcal{F}(Tf)(\pi) = \pi(T)\mathcal{F}(f)(\pi)\) and we may write \(\pi(T) = \mathcal{F}(T)\). For instance, if as before \(X^\alpha\) denotes a product of \(|\alpha|\) left invariant vector fields forming a basis of \(\mathfrak{g}\), then

\[ \mathcal{F}(X^\alpha f)(\pi) = \pi(X)^\alpha \mathcal{F}(f)(\pi) \text{ and } \mathcal{F}(X^\alpha) = \mathcal{F}(X)^\alpha. \]

The reader can refer to [6, 7, 39] for another insight on the Fourier transform in the Heisenberg group and, more generally on 2-step Lie groups (which includes the \(H\)-group considered here).

2.2. The sublaplacian. The sublaplacian on \(G\) is defined by

\[ \Delta_G := \sum_{j=1}^{2d} V_j^2, \]

where the \(V_j\)'s form an orthonormal basis of \(\mathfrak{v}\). One checks easily that \(\Delta_G\) is a differential operator which is left invariant and homogeneous of degree 2.

The definition of \(\Delta_G\) is independent of the chosen orthonormal basis for \(\mathfrak{v}\) - although it depends on the scalar product that we have fixed at the very beginning on \(\mathfrak{v}\). In particular, choosing the basis fixed in Section 2.1 for any \(\lambda \in \mathfrak{g}^* \setminus \{0\}\) we have \(\Delta_G = \sum_{j=1}^d (P_j^2 + Q_j^2)\). This allows us to compute its infinitesimal representation at \(\pi^\lambda\):

\[ \mathcal{F}(-\Delta_G)(\lambda) = H(\lambda), \]

(2.19)
The eigenfunctions of $H(\lambda)$ express in terms of the basis of Hermite functions $(\eta_n)_{n \in \mathbb{N}}$, normalized in $L^2(\mathbb{R})$ and satisfying for all real numbers $\xi$:

$$-\eta_n''(\xi) + \xi^2\eta_n(\xi) = (2n+1)\eta_n(\xi).$$

Indeed, for each multi-index $\alpha \in \mathbb{N}^d$, the function $\eta_n$ defined by

$$\eta_n(\xi) := \prod_{j=1}^d \eta_{\alpha_j}(\xi_j), \quad \xi = (\xi_1, \ldots, \xi_d) \in \mathbb{R}^d,$$

is an eigenfunction of $H(\lambda)$, that is, $H(\lambda)\eta_n = \zeta(\alpha, \lambda)\eta_n$, for the eigenvalue

$$\zeta(\alpha, \lambda) := |\lambda| \sum_{j=1}^d (2\alpha_j + 1) = |\lambda|(2|\alpha| + d), \quad \alpha \in \mathbb{N}^d.$$

These eigenvalues describe the entire spectrum of $H(\lambda)$.

We compute easily the infinitesimal representation (or Fourier transform) of $\Delta_G$ on the rest of $\hat{G}$: at $\pi^{(0,\omega)}$, it is the number

$$\mathcal{F}(-\Delta_G)(0, \omega) = |\omega|^2.$$

The eigenvalues for the Fourier transform of the sub-laplacian allow us to link the infinite dimensional representations $\pi^\lambda$ and the dimension 1 ones $\pi^{0,\omega}$:

**Lemma 2.2.** Let $(\lambda_n)_{n \in \mathbb{N}}$ and $(\alpha_n)_{n \in \mathbb{N}}$ be sequences in $\mathbb{N}^* \setminus \{0\}$ and $\mathbb{N}$ respectively such that

$$\lambda_n \to 0 \quad \text{and} \quad \alpha_n \to +\infty \quad \text{while} \quad |\lambda_n|(2|\alpha_n| + d) \to \mu^2$$

for some given $\mu \in \mathbb{R}_+^*$. Then for any function $f \in L^1(G)$ which is radial (i.e. $f(\exp(V + Z)) = f(|V|, Z)$ for some measurable function $f$), we have

$$\left(\hat{f}(\lambda_n)\eta_{\alpha_n}, h_{\alpha_n}\right) \to \int_{\mathbb{R}^{2d-1}} f(0, \mu \varsigma) d\varsigma.$$

**Proof.** The following facts are well known, see [21, 22]. The function defined by

$$\Psi_{\lambda,|\alpha|} : x = \exp(V + Z) \mapsto \int_{SO(\nu)} (\pi^{\lambda}_{\exp(kV + Z)})^* h_{\alpha}, h_{\alpha}) dk$$

is smooth and bounded by 1 (its value at $\exp(0)$) on $G$. It is equal to

$$\Psi_{\lambda,|\alpha|}(\exp(V + Z)) = e^{-i\lambda(Z)} L_{|\alpha|}^{d-1} \left(\frac{|\lambda|}{2} |V|^2\right),$$

where $L_{|\alpha|}^{d}$ is the normalised Laguerre function of type $\delta = d - 1$ and degree $k \in \mathbb{N}$; this means that

$L_k^{\delta}(t) = \frac{L_k^{\delta}(t)}{L_k^{\delta}(0)} e^{-\frac{1}{2}t^2}$, $t \in \mathbb{R}$, where $L_k^{\delta}(t) = t^{-\delta} e^\frac{1}{2}t^2 \frac{d^k}{dt^k} (e^{-t^2})$ is the Laguerre polynomial of type $\delta > -1$ and degree $k \in \mathbb{N}$. The function defined on $G$ by

$$\Psi_{|\omega|} : x = \exp(V + Z) \mapsto \int_{SO(\alpha)} (\pi^{(0,\omega)}_{\exp(kV + Z)})^* dk.$$

is smooth and bounded by 1 (its value at $\exp(0)$). We have

$$\Psi_{|\omega|}(\exp(V + Z)) = \int_{\mathbb{R}^{2d-1}} e^{-i|\omega|V} d\omega.$$
and this expression is a known function of $|\omega||V|$ (this known function is sometimes called the reduced Bessel function). Properties of the Laguerre and Bessel functions implies [24] the convergence $\Psi_{\lambda_n,\alpha_n} \to \Psi_n$ on any compact of $G$ when the sequences $(\lambda_n)_{n \in \mathbb{N}}$ and $(\alpha_n)_{n \in \mathbb{N}}$ are as in the statement. The result follows easily from this and the calculations

$$\left(\hat{f}(\lambda_n)h_{\alpha_n}, h_{\alpha_n}\right) = \int_G f(x)\Psi_{\lambda_n,\alpha_n}(x)dx,$$

$$\int_{S^2} \hat{f}(0,\mu) d\varsigma = \int_G f(x)\Psi_{\omega}(x)dx.$$

**Remark 2.3.** Note that the proof above shows that we also have for any $f \in S(G)$,

$$\int_{SO(v)} \left(\hat{f}_k(\lambda_n)h_{\alpha_n}, h_{\alpha_n}\right) dk \to \int_{S^2} \hat{f}(\mu) d\varsigma,$$

where $f_k(\text{Exp}(V + Z)) = f(\text{Exp}(kV + Z))$ for all $k \in SO(v)$. Here $dk$ the normalised (probability) Haar measure of the compact group $SO(v)$.

The function $\Psi_{\lambda,|\alpha|}$ and $\Psi_{|\omega|}$ are called the bounded spherical functions of $G$ [38, 21, 24, 22]. They can be characterised in the following way: the associated linear maps $f \mapsto \int_G f(x)\Psi(x)dx$ for $\Psi = \Psi_{\lambda,|\alpha|}$, $\lambda \in \mathbb{Z} \setminus \{0\}$, $\alpha \in \mathbb{N}^d$, and $\Psi_{|\omega|} \omega \in v^*$, are in fact the characters of the commutative convolution algebra of radial integrable functions on $G$. Another viewpoint is that these functions are general eigenfunctions of $\Delta_G$ and $Z_1,\ldots,Z_p$:

$$\Delta_G \Psi_{\lambda,|\alpha|} = -\zeta(\alpha,\lambda)\Psi_{\lambda,|\alpha|}, \quad \Delta_G \Psi_{|\omega|} = -|\omega|^2\Psi_{|\omega|}, \quad Z_j \Psi_{\lambda,|\alpha|} = i\lambda_j \Psi_{\lambda,|\alpha|} \quad \text{and} \quad Z_j \Psi_{|\omega|} = 0.$$

Moreover, they yield the joint spectral decomposition of $\Delta_G$ and $Z_1,\ldots,Z_p$. The joint spectrum in the case of $p = 1$, that is, in the case of $G = \mathbb{H}_d$ may be drawn in what is often called the Heisenberg fan.

Putting $\lambda$ on the horizontal axis and $\zeta$ on the vertical axis, the set of half lines $\zeta = |\lambda|(2|\alpha| + d)$ when $\alpha$ describes $\mathbb{N}^d$ concentrates on the vertical line as pictured in Figure 1. This figure is known as the Heisenberg fan. It can be viewed as the spectrum of the convolution algebra of radial and integrable functions on $G$ as well as the joint spectrum of $-\Delta_G, iZ_1,\ldots,Z_p$, see for instance [1, 27].

**Figure 1.** Heisenberg’s fan
3. Semi-classical pseudodifferential operators

As mentioned above, the Fourier transform being operator-valued, so will be the symbols of semi-classical pseudodifferential operators that we shall now define.

3.1. The algebra of symbols \( A_0 \). We denote by \( A_0 \) the space of symbols \( \sigma = \{ \sigma(x, \pi) : (x, \pi) \in G \times \hat{G} \} \) of the form

\[
\sigma(x, \lambda) = \mathcal{F}\kappa_x(\lambda) = \int_G \kappa_x(y)(\pi^\lambda_y)^*dx,
\]

where \( x \mapsto \kappa_x(y) \) is a smooth and compactly supported function from \( G \) to \( S(G) \). Being compactly supported means that \( \kappa_x(y) = 0 \) for \( x \) outside a compact of \( G \) and any \( y \in G \).

Remark 3.1. In the case of representations of finite dimension, we distinguish between all the finite dimensional representations by replacing \( \lambda = 0 \) by the parameters \((0, \omega), \omega \in \mathfrak{v}^* \). Besides, the operator \( \mathcal{F}\kappa_x(0, \omega) = \sigma(x, (0, \omega)) \) reduces to a complex number because \( \mathcal{H}_0 = \mathbb{C} \).

As the Fourier transform is injective, it yields a one-to-one correspondence between the symbol \( \sigma \) and the function \( \kappa \): we have \( \sigma(x, \pi) = \mathcal{F}\kappa_x(\lambda) \) and conversely the Fourier inversion formula (2.13) yields

\[
\forall x, z \in G, \quad \kappa_x(z) = c_0 \int_G \text{Tr}(\pi^\lambda_y \sigma(x, \lambda)) |\lambda|^d d\lambda.
\]

The set \( A_0 \) is an algebra for the composition of symbols since if \( \sigma_1(x, \lambda) = \mathcal{F}\kappa_{1,x}(\lambda) \) and \( \sigma_2(x, \lambda) = \mathcal{F}\kappa_{2,x}(\lambda) \) are in \( A_0 \), then so is \( \sigma_1(x, \lambda)\sigma_2(x, \lambda) = \mathcal{F}(\kappa_{1,x} \ast \kappa_{1,x})(\lambda) \) by (2.14).

We can define two norms on \( A_0 \): one expressed directly on the symbol \( \sigma \)

\[
\| \sigma \|_{A_0} := \sup_{(x, \lambda) \in G \times \hat{G}} \| \sigma(x, \lambda) \|_{\mathcal{L}(L^2(\mathfrak{g}^* \mathfrak{v}))},
\]

and the other expressed on the associated function \( \kappa_x = \mathcal{F}^{-1}\sigma(x, \cdot) \)

\[
\| \sigma \|_{A_0} := \int_G \sup_{z \in G} |\kappa_x(z)| dz.
\]

From an algebraic viewpoint, they are both submultiplicative on \( A_0 \):

\[
\| \sigma_1 \sigma_2 \|_{A_0} = \int_G \sup_{z \in G} |\kappa_{2,x} \ast \kappa_{1,x}(z)| dz \leq \int_G \sup_{x \in G} (\sup_{x_1 \in G} |\kappa_{2,x_1}|)(z) dz \leq \| \sigma_1 \|_{A_0} \| \sigma_2 \|_{A_0},
\]

and

\[
\| \sigma_1 \sigma_2 \|_{A} \leq \sup_{(x_1, \lambda_1) \in G \times \hat{G}} \| \sigma_1(x_1, \lambda_1) \|_{\mathcal{L}(L^2(\mathfrak{g}^* \mathfrak{v}^* \mathfrak{v}))} \sup_{(x_2, \lambda_2) \in G \times \hat{G}} \| \sigma_2(x_2, \lambda_2) \sigma_1(x_1, \lambda_1) \|_{\mathcal{L}(L^2(\mathfrak{g}^* \mathfrak{v}^* \mathfrak{v}))} = \| \sigma_1 \|_{A} \| \sigma_2 \|_{A}.
\]

By (2.11), we have:

\[
\| \sigma \|_{A} \leq \sup_{z \in G} \int_G |\kappa_x(z)| dz \leq \| \sigma \|_{A_0}.
\]

but one can show that the two norms are different. In fact, their counterparts on the abelian group \( \mathbb{R}^n \) are also different.

Although we will not use the following, we observe that the algebra of symbol \( A_0 \) may be defined as the space of smoothing symbols \( S^{-\infty}(G) \) which are compactly supported in \( x \); here the smoothing symbols are to be taken in the sense of [28] (Section 5.2 for any graded nilpotent Lie group and Section 6.5 for the Heisenberg group). In the context of an H-type group, a symbol \( \sigma(x, \lambda) \) is smoothing when for all \( \alpha, \beta \in \mathbb{N}^{2d+1} \) and for any \( k_1, k_2 \in \mathbb{N} \), there exists a constant \( C_{\alpha, \beta, k_1, k_2} > 0 \) such that

\[
\forall (x, \lambda) \in G \times (\mathfrak{g}^* \setminus \{0\}) \quad \| H(\lambda)^{k_1} X_\alpha Z_\beta \sigma(x, \lambda) H(\lambda)^{k_2} \|_{\mathcal{L}(L^2(\mathbb{R}^d))} \leq C_{\alpha, \beta, k_1, k_2}.
\]
Here we assume that a basis $X_1, \ldots, X_{2d+p}$ of $\mathfrak{g}$ has been fixed. As before $X_2^\beta$ is the (ordered) product of $|\beta|$ of these left invariant vector fields. The difference operators $\Delta^\alpha$ are related with the coordinate functions $\phi_1, \ldots, \phi_{2d+p}$ associated with the basis $X_1, \ldots, X_{2d+p}$, i.e. $x = \text{Exp}(\phi_1(x)X_1 + \ldots + \phi_{2d+p}(x)X_{2d+p})$; denote by $\Delta_{\phi_1}, \ldots, \Delta_{\phi_{2d+p}}$ the corresponding difference operators,

$$\Delta_{\phi_i}(x, \lambda) = \mathcal{F}(\phi_i \kappa_x) \quad \text{if} \quad \sigma(x, \lambda) = \mathcal{F}\kappa_x(\lambda).$$

Then $\Delta^\alpha$ is the product of $|\alpha|$ of such difference operators. Note that two difference operators $\Delta_{\phi_1}$ and $\Delta_{\phi_2}$ of that form will commute since $\Delta_{\phi_1} \Delta_{\phi_2} = \Delta_{\phi_2} \Delta_{\phi_1}$. Then, the estimate (3.3) above yields semi-norms on $S^{-\infty}(G)$ and induces there a topology by inductive limit.

More generally, one can always define a difference operator associated with a function $\phi$ of polynomial growth (i.e. $|\phi(x)| \leq (1 + |x|)^N$ for some $N \in \mathbb{N}$) as the operator defined on $\mathcal{A}_0$ by

$$\Delta_{\phi}(x, \lambda) = \mathcal{F}(\phi \kappa_x) \quad \text{if} \quad \sigma(x, \lambda) = \mathcal{F}\kappa_x(\lambda).$$

3.2. Semi-classical pseudodifferential operators. Let $\varepsilon > 0$ be a small parameter, the semi-classical parameter that we shall use to weight the oscillations of the functions that we shall consider. Following [13] and [28], we quantify the symbols that we have introduced previously by setting

$$\operatorname{Op}_\varepsilon(\sigma)f(x) = c_0 \int_G \text{Tr} \left( \pi_\varepsilon^\lambda \sigma(x, \varepsilon^2 \lambda) \mathcal{F}f(\lambda) \right) |\lambda|^d d\lambda, \quad f \in \mathcal{S}(G).$$

The kernel of the operator $\operatorname{Op}_\varepsilon(a)$ is the function $G \times G \ni (x, y) \mapsto \kappa_\varepsilon^z(y^{-1}x)$ where $\kappa_\varepsilon^z(z) = \varepsilon^{-Q} \kappa_x(\delta_{\varepsilon^{-1}}z)$ and $\kappa_x$ is such that $\mathcal{F}(\kappa_x)(\lambda) = \sigma(x, \lambda)$. For this reason, we call $\kappa_x$ the convolution kernel of $\sigma$.

The norm $\| \cdot \|_{\mathcal{A}_0}$ defined in (3.2) allows us to bound the action of the symbols in $\mathcal{A}_0$ (and more generally in $S^{-\infty}(G)$) on $L^2(G)$:

**Proposition 3.2.** Let $\sigma \in \mathcal{A}_0$, then $\operatorname{Op}_\varepsilon(\sigma)$ is bounded in $L^2(G)$. Moreover, there exists a constant $C > 0$ such that for all

$$\forall \sigma \in \mathcal{A}_0, \quad \forall \varepsilon > 0, \quad \|\operatorname{Op}_\varepsilon(\sigma)\|_{L(L^2(G))} \leq C \|\sigma\|_{\mathcal{A}_0}.$$

**Proof.** We observe that if $f \in \mathcal{S}(G)$ then

$$|\operatorname{Op}_\varepsilon(\sigma)f(x)| = \left| \int_G f(y) \kappa_\varepsilon^z(y^{-1}x) dy \right| \leq \int_G |f(y)| \sup_{x_1 \in G} |\kappa_\varepsilon^{x_1}(y^{-1}x)| dy = |f| * \sup_{x_1 \in G} |\kappa_\varepsilon^{x_1}(\cdot)|(x),$$

so the Young convolution inequality implies

$$\|\operatorname{Op}_\varepsilon(\sigma)f\|_{L^2(G)} \leq \|f\|_{L^2(G)} \| \sup_{x_1 \in G} |\kappa_\varepsilon^{x_1}(\cdot)|\|_{L^1(G)}.$$

We recognise this $L^1$-norm as $\|\sigma\|_{\mathcal{A}_0}$:

$$\| \sup_{x_1 \in G} |\kappa_\varepsilon^{x_1}(\cdot)|\|_{L^1(G)} = \| \sup_{x_1 \in G} |\kappa_{x_1}(\cdot)|\|_{L^1(G)} = \|\sigma\|_{\mathcal{A}_0}.$$
frame. However, instead of \( \| \cdot \|_{A_0} \), we could have chosen a suitable semi-norm on \( S^{-\infty} \) which guarantees the \( L^2(G) \)-boundedness of the corresponding operator, for instance a semi-norm on the class of symbol \( S^0(G) \) from [28, Theorem 5.4.17]. Then, with this semi-norm instead of \( \| \cdot \|_{A_0} \), we would obtain an estimate similar to the one in Proposition 3.2 for all \( \varepsilon \in (0, 1) \).

Note secondly that our quantization in (3.5) is the analogue of the Kohn-Nirenberg quantization or left quantization on the abelian group \( \mathbb{R}^n \) where it is more common to use the Weyl quantization, which is linked with the Wigner transform, see Section 4.4.

Let us conclude with a remark about the generalisation of our result.

\textbf{Remark 3.3.} The elements above can be similarly developed for any graded Lie group \( G \). Denoting by \( \pi \) the elements of the set \( \hat{G} \) of its representations, it is possible to extend the dilations to \( \hat{G} \) and to define \( \varepsilon \cdot \pi \) (see Section 2.3 of [20]) and for \( \sigma \in S^{-\infty}(G) \), we set

\[
\text{Op}_\varepsilon(\sigma) = c_0 \int_{\pi \in \hat{G}} \text{Tr}_{L^2(H_\sigma)}(\pi(x)\sigma(x, \varepsilon \cdot \pi) \mathcal{F} f(\pi)) \, d\mu(\pi),
\]

where \( d\mu(\pi) \) is the Plancherel measure on \( \hat{G} \).

In the next two paragraphs, we emphasize properties of the semi-classical pseudodifferential operators and revisit the difference operators which can be precisely computed in the context of H-type groups and appear in the symbolic calculus.

3.3. \textbf{Role of the diagonal in the kernel of a semi-classical pseudodifferential operator.} The diagonal plays an important role for the integral kernel of \( \text{Op}_\varepsilon(\sigma) \) because that is where the singularities will lie. In fact, one can always assume that the function \( (x, z) \mapsto \kappa_x(z) \) is compactly supported close to \( z = 0 \) (note that \( \kappa_x(z) \) is compactly supported in \( x \) by definition):

**Proposition 3.4.** Let \( \chi \in \mathcal{C}_0^\infty(G) \) be identically equal to 1 close to 0. For every \( \varepsilon > 0 \) and \( \sigma = \mathcal{F}(\kappa_x) \in A_0 \), the symbol defined via \( \sigma_\varepsilon(x, \lambda) = \mathcal{F}(\kappa_x(\delta_x \cdot \varepsilon))(|\lambda|) \) is in \( A_0 \) and its kernel

\[
(x, y) \mapsto \varepsilon^{-Q} \kappa_x(\delta_{x^{-1}}(xy^{-1})) \chi(xy^{-1})
\]

is compactly supported close to the diagonal \( x = y \). For all \( N \in \mathbb{N} \), there exists a constant \( C = C_{N, \sigma} > 0 \) such that

\[
\forall \varepsilon > 0 \quad \| \sigma_\varepsilon - \sigma \|_{A_0} \leq C \varepsilon^N.
\]

**Proof.** As the function \( \chi \) is identically 0 close to \( z = 0 \), for all \( N \in \mathbb{N} \), there exists a bounded smooth function \( \theta_N \) such that

\[
\forall y \in G, \quad \chi(y) - 1 = \theta(y)\|y\|^N,
\]

where \( \|y\| = (|V|^4 + |Z|^2)^{1/4} \) for \( y = \text{Exp}(V + Z) \in G \). Note that \( \|\varepsilon y\| = \varepsilon \|y\| \). We also set

\[
b^N_x(z) := \|z\|^N \kappa_x(z)
\]

We compute easily

\[
\| \sigma_\varepsilon - \sigma \|_{A_0} = \varepsilon^{NQ} \int_G \sup_{x \in G} |b^N_x(z) \theta(\delta_x z)| dz \leq \varepsilon^{NQ} \| \theta \|_{L^\infty} \int_G \sup_{x \in G} |b^N_x(z)| dz.
\]

As this last integral is finite, this concludes the proof. \( \Box \)
3.4. Difference operators of H-type groups. We now study the difference operators rapidly introduced in (3.4). We fix orthonormal bases $V_1, \ldots, V_{2d}$ of $\mathfrak{v}$ and $Z_1, \ldots, Z_p$ of $\mathfrak{z}$. We denote by $v_1, \ldots, v_{2d}$ the coordinates of a vector $V = v_1 V_1 + \ldots + v_{2d} V_{2d}$ in $\mathfrak{v}$ and by $z_1, \ldots, z_p$ the coordinates of a vector $Z = z_1 Z_1 + \ldots + z_p Z_p$ in $\mathfrak{z}$. We associate with the functions $v_1, \ldots, v_{2d}$ the difference operators $\Delta_{v_1}, \ldots, \Delta_{v_{2d}}$ as defined in (3.4). In the case of H-type groups, for the Heisenberg group (see [28 Section 6.3]), these operators simply express in terms of the parameter $\lambda \in \mathfrak{z}$.

Recall that for each $\lambda \in \mathfrak{z} \setminus \{0\}$, we have already fixed in Section 2.1.1 a $\lambda$-depending orthonormal basis $(P_1, \ldots, P_d, Q_1, \ldots, Q_d)$ with respect to which the representation $\pi^\lambda$ can be conveniently described. The corresponding difference operators considered not at every $\lambda' \in \mathfrak{z} \setminus \{0\}$ but just at $\lambda' = \lambda$ are also easy to compute:

\begin{equation}
\Delta_{P_j} \hat{f}(\lambda) = |\lambda|^{-1/2} [\xi_j, \hat{f}(\lambda)] = -i |\lambda|^{-1} [\pi^\lambda(Q_j), \hat{f}(\lambda)] \, \text{denoted by } \Delta^\lambda_{P_j} \hat{f}
\end{equation}

\begin{equation}
\Delta_{Q_j} \hat{f}(\lambda) = |\lambda|^{-1/2} [i \partial_{\xi_j}, \hat{f}(\lambda)] = i |\lambda|^{-1} [\pi^\lambda(P_j), \hat{f}(\lambda)] \, \text{denoted by } \Delta^\lambda_{Q_j} \hat{f},
\end{equation}

and for $1 \leq m \leq p$,

\[ \Delta_{\xi_m} \hat{f}(\lambda) = i \partial_{\xi_m} \hat{f}(\lambda) + \frac{1}{2} \frac{\lambda_m}{|\lambda|} \Delta_{P_j} \Delta_{Q_j} \hat{f}(\lambda) + \frac{i}{2} \frac{\lambda_m}{|\lambda|} \pi^\lambda(Q) \cdot \nabla_Q \hat{f}(\lambda) + \frac{i}{2} \frac{\lambda_m}{|\lambda|} \partial_{\xi_j} \hat{f}(\lambda), \]

that we denote by $\Delta^\lambda_{\xi_m} \hat{f}$. Indeed, the proof of [28 Lemma 6.3.1] for the case of the Heisenberg group extends naturally to H-type groups because of the link between the representation $\pi^\lambda$ quotiented by its kernel and the Schrödinger representation of the Heisenberg group already mentioned in Section 2.1.1.

For the same reasons (see [28 Examples 6.3.4 and 6.3.5]), we also obtain

\begin{equation}
\Delta^\lambda_{P_j} H(\lambda) = 2 \pi^\lambda(P_j) = 2 |\lambda| \partial_{\xi_j} \quad \text{and} \quad \Delta^\lambda_{Q_j} H(\lambda) = 2 \pi^\lambda(Q_j) = 2i |\lambda| \xi_j,
\end{equation}

where $H(\lambda) = -F \Delta G(\lambda)$ has been defined in (2.19) and (2.20). The notation $\Delta^\lambda_{P_j}$, $\Delta^\lambda_{Q_j}$ and $\Delta^\lambda_{\xi_m}$ emphasises the fact that these are not difference operators. However, they are helpful when expressing the difference operators $\Delta_{v_1}, \ldots, \Delta_{v_{2d}}$:

**Proposition 3.5.** Consider an orthogonal matrix $M^\lambda$ realising the change of basis from $(V_1, \ldots, V_{2d})$ to $(P_1, \ldots, P_d, Q_1, \ldots, Q_d)$. Then, in vectoriel notation,

\[ \Delta_{V} \hat{f}(\lambda) = \begin{pmatrix} \Delta_{P} \hat{f}(\lambda) \\ \vdots \\ \Delta_{V_{2d}} \hat{f}(\lambda) \end{pmatrix} = (M^\lambda)^{-1} \begin{pmatrix} \Delta^\lambda_{P} \hat{f} \\ \Delta^\lambda_{Q} \hat{f} \end{pmatrix} = |\lambda|^{-1/2} (M^\lambda)^{-1} \begin{pmatrix} [\xi, \hat{f}(\lambda)] \\ [i \partial_{\xi}, \hat{f}(\lambda)] \end{pmatrix}. \]

**Proof.** The definition of $M^\lambda$ means that if

\[ V = v_1 V_1 + \ldots + v_{2d} V_{2d} = p_1 P_1 + \ldots + p_d P_d + q_1 Q_1 + \ldots + q_d Q_d, \]

then

\[ \begin{pmatrix} p \\ q \end{pmatrix} = M^\lambda \begin{pmatrix} v \\ q \end{pmatrix}, \]

where $p = \begin{pmatrix} p_1 \\ \vdots \\ p_d \end{pmatrix}$, $q = \begin{pmatrix} q_1 \\ \vdots \\ q_d \end{pmatrix}$, $v = \begin{pmatrix} v_1 \\ \vdots \\ v_{2d} \end{pmatrix}$

and the formula follows. \( \square \)

Note that due to the orthogonality of $M^\lambda$, we have

\begin{equation}
V_1 \Delta_{v_1} + \ldots + V_{2d} \Delta_{v_{2d}} = V \cdot \Delta_v = (M^\lambda)^{-1} \begin{pmatrix} P \\ Q \end{pmatrix} \cdot (M^\lambda)^{-1} \begin{pmatrix} \Delta^\lambda_{P} \\ \Delta^\lambda_{Q} \end{pmatrix} = P \cdot \Delta^\lambda_{P} + Q \cdot \Delta^\lambda_{Q}
\end{equation}
where the vector fields $V_j$, $P_j$ and $Q_j$ acts on the variable $x \in G$ whereas the difference operators $\Delta_{V_j}$ act on the variable $\lambda \in \hat{G}$ of a symbol. In the same way, we have

$$V \cdot \pi^\lambda(V) = V_1 \pi^\lambda(V_1) + \ldots + V_{2d} \pi^\lambda(V_{2d})$$

$$= P_1 \pi^\lambda(P_1) + \ldots + P_d \pi^\lambda(P_d) + Q_1 \pi^\lambda(Q_1) + \ldots + Q_d \pi^\lambda(Q_d)$$

acts on $x$ and $\lambda$ via the vector fields and the multiplication by $\pi^\lambda(V_j)$.

### 3.5. Symbolic calculus.

These symbols enjoy a symbolic calculus.

**Proposition 3.6.** Let $\sigma \in \mathcal{A}_0$. Then, in $\mathcal{L}(L^2(G))$,

$$\text{Op}_\varepsilon(\sigma^*) = \text{Op}_\varepsilon(P \cdot \Delta_\lambda^2 \sigma^* + Q \cdot \Delta_\lambda \sigma^*) + O(\varepsilon^2).$$

Let $\sigma_1, \sigma_2 \in \mathcal{A}_0$. Then in $\mathcal{L}(L^2(G))$,

$$\text{Op}_\varepsilon(\sigma_1) \circ \text{Op}_\varepsilon(\sigma_2) = \text{Op}_\varepsilon(\sigma_1 \sigma_2) - \varepsilon \text{Op}_\varepsilon(P \Delta_\lambda^2 \sigma_1 \cdot P \sigma_2 + \Delta_\lambda \sigma_1 \cdot Q \sigma_2) + O(\varepsilon^2).$$

Note that in (3.12), we can replace $P \cdot \Delta^2_{\lambda} \sigma^* + Q \cdot \Delta^1_{\lambda} \sigma^*$ with $V \cdot \Delta^1_{\text{c}} \sigma^*$, see (3.10). Similarly, we can replace $\Delta^2_{\lambda} \sigma_1 \cdot P \sigma_2 + \Delta^1_{\lambda} \sigma_1 \cdot Q \sigma_2$ with $\Delta^1_{\text{c}} \sigma_1 \cdot V \sigma_2$ in (3.13).

A proof of Proposition 3.6 is given in Appendix Section 6. It follows the lines of the proofs of [28, Section 5.5] with major simplification due to the semi-classical setting (as in the Euclidean case). The proof relies on Taylor formula, and, depending on the order to which this Taylor formula is pushed, one obtains more or less precise asymptotic expansions of the symbols. As in the Euclidean case, these expansions can be realized at any order.

The difference operators $\Delta_{V_j}$ play the role of $-i\partial_{\xi_j}$ in the Euclidean setting. The reader will be able to check that the symbolic calculus formula are exactly the same as in the case of Kohn-Nirenberg quantization in the Euclidean setting (see formula (3.17) and (3.18) in [31]), and as in the Euclidean setting, they can be pushed at any order.

It is also interesting to notice that formula (3.13) hold also when one of the operators $\text{Op}_\varepsilon(\sigma_1)$ or $\text{Op}_\varepsilon(\sigma_2)$ is a semi-classical differential operator $\sum_{|\alpha| \leq N} a_\alpha(x)\varepsilon^{|\alpha|} X^\alpha_\varepsilon$. In the latter notation, the coefficients $a_\alpha$ are smooth functions of the variable $x$, $X^\alpha$ is the (ordered) product of $|\alpha|$ left invariant vector fields of the basis $X_1, \ldots, X_{2d+p}$ of $\mathfrak{g}$, and $|\alpha|$ is the homogeneous length of $\alpha$ taking into account the homogeneity of $X^\alpha$. Such an operator admits the symbol $\sum_{|\alpha| \leq N} a_\alpha(x) \pi_\lambda(X^\alpha_\varepsilon)$ and one can extend the formula (3.12) and (3.13) to these operators. In particular, if the differential operator has constant coefficients (as the sublaplacian $-\varepsilon^2 \Delta_G$) then the asymptotic formula stops at some precise order linked with the term of higher order of the differential operator. Note also that one can also include in the calculus functions of the sublaplacian $f(-\varepsilon^2 \Delta_G)$ or Fourier multipliers of the form $f(\varepsilon^{|\alpha|} X^\alpha_\varepsilon)$ for continuous functions $f$ with at most polynomial growth.

Finally, one can use the property (3.13) and Helffer-Sjöstrand formula [35] to prove that an operator constructed by the functional calculus as a function of a semi-classical pseudodifferential operator coincides at leading order with a semi-classical pseudodifferential (see for example the proof of Lemma 8 in [24] or the one of Theorem 4.7 in Chapter 2 of [2]).

---

1 A-t-on vraiment besoin que les coefficients soient constants pour obtenir une formule exacte?

2 Is-it correct?
4. Semi-classical measures

Semi-classical measures are the adaptation of microlocal defect measures in a context where a scale of oscillations is specified. This scale which is the semi-classical scale $\varepsilon$ is prescribed by the sequence of family of functions to study or by the parameters of a given problem. Naturally, the section below highly relies on the work [26] which is devoted to microlocal defect measures on graded Lie groups. In particular, we use here a similar $C^*$-algebra approach.

4.1. The $C^*$-algebra $\mathcal{A}$ of semi-classical symbols. We introduce the algebra $\mathcal{A}$ which is the closure of $\mathcal{A}_0$ for the norm $\| \cdot \|_A$ given in (3.1). The algebra $\mathcal{A}$ enjoys the properties of a $C^*$-algebra and one can identify its spectrum in the following way:

**Proposition 4.1.** The set $\mathcal{A}$ is a separable $C^*$-algebra of type 1. It is not unital but admits an approximation of identity. Besides, if $\lambda_0 \in \hat{G}$ and $x_0 \in G$, then the mapping

$$
\begin{align*}
\{ & \mathcal{A}_0 \rightarrow \mathcal{L}(\mathcal{H}_{\lambda_0}) \\
& \sigma \mapsto \sigma(x_0, \lambda_0) \}
\end{align*}
$$

extends to a continuous mapping $\rho_{x_0, \pi_{\lambda_0}} : \mathcal{A} \rightarrow \mathcal{L}(\mathcal{H}_{\lambda_0})$ which is an irreducible non-zero representation of $\mathcal{A}$. In fact, this is true for $\pi_0 = \pi_{\lambda_0}$ and for $\pi_0 = \pi^{0, \omega_0}$. Furthermore, the mapping

$$
R : \begin{cases}
G \times \hat{G} \rightarrow \hat{A} \\
(x_0, \pi_0) \mapsto \rho_{x_0, \pi_0}
\end{cases}
$$

is a homeomorphism which allows to identify $\hat{A}$ with $G \times \hat{G}$.

The proof follows the lines of [26] Section 5]. It utilises the fact that, by definition, the $C^*$ algebra $C^*(G)$ of the group $G$ is the closure of $\mathcal{F}\mathcal{S}(G)$ for $\sup_{\lambda \in \hat{G}} \| \zeta(\mathcal{H}_{\lambda}) \|$ and that the spectrum of $C^*(G)$ is $\hat{G}$. This implies readily that $\mathcal{A}$ may be identified with the $C^*$-algebra of continuous functions which vanished at infinity on $G$ and are valued on $C^*(G)$. It also implies that its spectrum is as described in Proposition 4.1.

We can also describe the states of the $C^*$-algebra $\mathcal{A}$. Still following [26] Section 5], we will need the following vocabulary:

**Definition 4.2.** Let $Z$ be a complete separable metric space, and let $\xi \mapsto \mathcal{H}_\xi$ a measurable field of complex Hilbert spaces of $Z$.

- The set $\mathcal{M}_1(Z, (\mathcal{H}_\xi)_{\xi \in Z})$ is the set of pairs $(\gamma, \Gamma)$ where $\gamma$ is a positive Radon measure on $Z$ and $\Gamma = \{ \Gamma(\xi) \in \mathcal{L}(\mathcal{H}_\xi) : \xi \in Z \}$ is a measurable field of trace-class operators such that for all compact set $K \subset Z$,

$$
\int_K \text{Tr} |\Gamma(\xi)| \, d\gamma(\xi) < +\infty.
$$

- Two pairs $(\gamma, \Gamma)$ and $(\gamma', \Gamma')$ in $\mathcal{M}_1(Z, (\mathcal{H}_\xi)_{\xi \in Z})$ are equivalent when there exists a measurable function $f : Z \rightarrow \mathbb{C} \setminus \{0\}$ such that

$$
d\gamma'(\xi) = f(\xi) \, d\gamma(\xi) \quad \text{and} \quad \Gamma'(\xi) = \frac{1}{f(\xi)} \, \Gamma(\xi)
$$

for $\gamma$-almost every $\xi \in Z$. The equivalence class of $(\gamma, \Gamma)$ is denoted by $\Gamma d\gamma$.

- A pair $(\gamma, \Gamma)$ in $\mathcal{M}_1(Z, (\mathcal{H}_\xi)_{\xi \in Z})$ is positive when $\Gamma(\xi) \geq 0$ for $\gamma$-almost all $\xi \in Z$. In this case, we may write $\Gamma d\gamma \geq 0$ or $(\gamma, \Gamma) \in \mathcal{M}_1^+(Z, (\mathcal{H}_\xi)_{\xi \in Z})$.

We will use the short-hands

$$
\mathcal{M}_1^+(G \times \hat{G}) = \mathcal{M}_1^+(Z, (\mathcal{H}_\xi)_{\xi \in Z}) \quad \text{when} \quad Z = \{ (x, \lambda) \in G \times \hat{G} \}, \quad \text{and} \quad \mathcal{H}_{x, \lambda} = \mathcal{H}_\lambda.
$$
We recall that the Hilbert space $\mathcal{H}_\lambda$ is associated with the representation of $\lambda \in \hat{G}$, that is, using the description in [2.10], $\mathcal{H}_\lambda = L^2(p_\lambda)$ if the representation corresponds to $\lambda \in \mathfrak{z}^* \setminus \{0\}$ and $\mathcal{H}_{(0,\omega)} = \mathbb{C}$ if $\lambda = 0$ and the representation corresponds to $(0,\omega)$ with $\omega \in \mathfrak{v}^*$.

With this concept in mind, the states of the $C^*$-algebra $\mathcal{A}$ can be described as follows:

**Proposition 4.3.** If $\ell$ is a state of $\mathcal{A}$, then there exists $(\gamma, \Gamma) \in \mathcal{M}_1^+(G \times \hat{G})$, unique up to its equivalence class, satisfying
\[
\int_{G \times \hat{G}} \text{Tr} (\Gamma(x, \lambda)) \, d\gamma(x, \lambda) = 1,
\]
and
\[
\forall \sigma \in \mathcal{A} \quad \ell(\sigma) = \int_{G \times \hat{G}} \text{Tr} (\sigma(x, \lambda) \Gamma(x, \lambda)) \, d\gamma(x, \lambda).
\]
Conversely, if a pair $(\gamma, \Gamma) \in \mathcal{M}_1^+(G \times \hat{G})$ satisfies [4.1], then the linear form $\ell$ defined via [4.2] is a state of $\mathcal{A}$.

The proof of this proposition follows the lines of [26, Section 5] and is given in Appendix Section 7 for the convenience of the reader.

**4.2. Semi-classical measures.** We associate with a bounded family $(u^\varepsilon)_{\varepsilon > 0}$ of $L^2(G)$ the quantities
\[
\ell(\sigma) = (\text{Op}_\varepsilon(\sigma) u^\varepsilon, u^\varepsilon)_{L^2(G)}, \quad \sigma \in \mathcal{A}_0,
\]
the limits of which are characterized by an element of $\mathcal{M}_1^+(G \times \hat{G})$.

**Theorem 4.1.** Let $(u^\varepsilon)_{\varepsilon > 0}$ be a bounded family of $L^2(G)$. There exist a sequence $(\varepsilon_k)_{k \in \mathbb{N}}$ in $(0, +\infty)$ with $\varepsilon_k \to +\infty$ and a pair $(\gamma, \Gamma) \in \mathcal{M}_1^+(G \times \hat{G})$ such that we have
\[
\forall \sigma \in \mathcal{A}_0, \quad (\text{Op}_{\varepsilon_k}(\sigma) u^{\varepsilon_k}, u^{\varepsilon_k})_{L^2(G)} \to \int_{G \times \hat{G}} \text{Tr} (\sigma(x, \lambda) \Gamma(x, \lambda)) \, d\gamma(x, \lambda).
\]
Given the sequence $(\varepsilon_k)_{k \in \mathbb{N}}$, the pair $(\gamma, \Gamma) \in \mathcal{M}_1^+(G \times \hat{G})$ is unique up to equivalence in $\mathcal{M}_1^+(G \times \hat{G})$ and satisfies
\[
\int_{G \times \hat{G}} \text{Tr} (\Gamma(x, \lambda)) \, d\gamma(x, \lambda) \leq \limsup_{\varepsilon > 0} \|u^\varepsilon\|_{L^2(G)}^2.
\]
Any equivalence class $\Gamma d\gamma$ satisfying to Theorem 4.1 for some subsequence $(\varepsilon_k)_{k \in \mathbb{N}}$ is called a semi-classical measure of the family $(u^\varepsilon)_{\varepsilon > 0}$.

**Remark 4.4.** (1) Note that this result can be generalized on any graded Lie group: there exist a sequence $(\varepsilon_k)_{k \in \mathbb{N}}$ in $(0, +\infty)$ with $\varepsilon_k \to 0$ and a pair $(\gamma, \Gamma) \in \mathcal{M}_1^+(G \times \hat{G})$ such that we have
\[
\forall \sigma \in \mathcal{A}_0(G), \quad (\text{Op}_{\varepsilon_k}(\sigma) u^{\varepsilon_k}, u^{\varepsilon_k})_{L^2(G)} \to \int_{G \times \hat{G}} \text{Tr} (\sigma(x, \pi) \Gamma(x, \pi)) \, d\gamma(x, \pi).
\]
The pair $\Gamma d\gamma$ is called a semi-classical measure of the family $(u^\varepsilon)$.

(2) In the case of this article where $G$ is H-type, the special structure of $\hat{G}$ implies that $\Gamma d\gamma$ consists of two pieces, one localized above $\lambda \in \mathfrak{z}^* \setminus \{0\}$ and another one which is scalar above $\mathfrak{v}^*$, see [2.10].

We now sketch the proof of Theorem 4.1.
Proof. By dividing \( u^\varepsilon \) by \( \limsup_{\varepsilon \to 0} \| u^\varepsilon \|_{L^2(G)} \) if necessary, we can assume that
\[
\limsup_{\varepsilon \to 0} \| u^\varepsilon \|_{L^2(G)} = 1.
\]
Indeed, if \( \limsup_{\varepsilon \to 0} \| u^\varepsilon \|_{L^2(G)} = 0 \), then the measure \( \gamma = 0 \) answers our problem. We then consider the quantities \( \ell_\varepsilon(\sigma) \) defined in Proposition 4.7 and we observe the three following facts:

1. For any \( \sigma \in \mathcal{A}_0 \), the family \( \ell_\varepsilon(\sigma) \) is bounded and there exists a subsequence \( (\varepsilon_k(\sigma))_{k \in \mathbb{N}} \) such that \( \ell_{\varepsilon_k(\sigma)}(\sigma) \) has a limit \( \ell(\sigma) \).
2. Using the separability of \( \mathcal{A}_0 \) and a diagonal extraction, one can find a sequence \( (\varepsilon_k)_{k \in \mathbb{N}} \) such that for all \( \sigma \in \mathcal{A}_0 \), the sequence \( (\ell_{\varepsilon_k}(\sigma))_{k \in \mathbb{N}} \) has a limit \( \ell(\sigma) \) and the sequence \( (\| u^{\varepsilon_k} \|_{L^2(G)})_{k \in \mathbb{N}} \) converges to 1.
3. The map \( \sigma \mapsto \ell(\sigma) \) constructed at point (2) is linear and satisfies \( \ell(\sigma^*) \geq 0 \) for all \( \sigma \in \mathcal{A}_0 \).

Observing that the set of symbols of the form \( \tau(x,\lambda) = a(x)b(\lambda) \) is dense in \( \mathcal{A} \), and that for these symbols, \( \ell(\tau) \leq \| \tau \|_A \) (see (3.6)), we can extend the linear form \( \ell \) into a state of \( \mathcal{A} \), thus the existence of \( \Gamma d\gamma \) by Proposition 4.1.

4.3. Link with energy density and \( \varepsilon \)-oscillation. We want to link here the weak limits of the measure \( |u^\varepsilon(x)|^2 dx \) and the semi-classical measures of the family \( u^\varepsilon \). For this, we introduce the definition of an \( \varepsilon \)-oscillating family of \( L^2(G) \).

Definition 4.5. Let \( (u^\varepsilon) \) be a bounded family in \( L^2(G) \). We shall say that \( (u^\varepsilon) \) is \( \varepsilon \)-oscillating if
\[
\limsup_{\varepsilon \to 0} \left\| \chi \left( -\frac{\varepsilon^2}{R} \Delta_G \right) u^\varepsilon \right\|_{L^2(G)} \xrightarrow{R \to +\infty} 0.
\]

Let \( \chi \in C^\infty(\mathbb{R}) \) such that \( 0 \leq \chi \leq 1 \), \( \chi = 0 \) on \( ]-\infty,1] \) and \( \chi = 1 \) on \( [2,\infty[ \). Equivalently, \( u^\varepsilon \) is \( \varepsilon \)-oscillating if and only if
\[
\limsup_{\varepsilon \to 0} \left\| \chi \left( -\frac{\varepsilon^2}{R} \Delta_G \right) \right\|_{L^2(G)} \xrightarrow{R \to +\infty} 0.
\]

Proposition 4.6. If there exists \( s > 0 \) and \( C > 0 \) such that
\[
\forall \varepsilon > 0, \| (-\varepsilon \Delta_G)^{\frac{s}{2}} \psi^\varepsilon \|_{L^2(G)} \leq C,
\]
then \( u^\varepsilon \) is \( \varepsilon \)-oscillating.

Proof. We use Plancherel formula and the facts that for \( s > 0 \),
\[
\chi \left( -\frac{\varepsilon^2}{R} \Delta_G \right) \leq \frac{(\varepsilon^2 \Delta_G)^{\frac{s}{2}}}{R^s} \chi \left( \frac{\varepsilon^2}{R} \Delta_G \right) \leq \frac{(\varepsilon^2 \Delta_G)^{\frac{s}{2}}}{R^s}.
\]

The interest of the notion of \( \varepsilon \)-oscillation relies in the fact that it gives an indication of the size of the oscillations that have to be taken into account. It legitimates the use of semi-classical pseudodifferential operators and semi-classical measures. In particular, we have the following straightforward proposition.

Proposition 4.7. Let \( (u^\varepsilon) \) be an \( \varepsilon \)-oscillating family admitting a semi-classical measure \( \Gamma d\gamma \) for the sequence \( (\varepsilon_k)_{k \in \mathbb{N}} \), then for all \( \phi \in C^\infty_0(G) \)
\[
\lim_{k \to +\infty} \int_G \phi(x)|u^{\varepsilon_k}(x)|^2 dx = \int_{G \times \hat{G}} \phi(x) \text{Tr} (\Gamma(x,\lambda)) d\gamma(x,\lambda).
\]

Proof. Let \( \chi \) be as above. We write for any \( R > 0 \)
\[
\int_G \phi(x)|u^{\varepsilon_k}(x)|^2 dx = I_0^{k,R} + I_1^{k,R},
\]
where

\[ I^{k,R}_0 := \int_G \phi(x) \chi(\frac{1}{\varepsilon R^2} \Delta) \, u^{\varepsilon k}(x) \, \overline{u^{\varepsilon k}(x)} dx, \]

\[ I^{k,R}_1 := \int_G \phi(x) (1 - \chi) \left( \frac{1}{\varepsilon R^2} \Delta \right) u^{\varepsilon k}(x) \, \overline{u^{\varepsilon k}(x)} dx. \]

As \((u^\varepsilon)\) is \(\varepsilon\)-oscillating, \(\lim_{R \to +\infty} \lim_{k \to +\infty} I^{k,R}_0 = 0.\) For the other integral, it is known that \(\phi(x) (1 - \chi) \left( \frac{1}{\varepsilon R^2} H(\lambda) \right) \in A_0,\) see for instance \([26, \text{Corollary 3.8}],\) so Theorem 4.1 implies

\[ \lim_{R \to +\infty} \lim_{k \to +\infty} I^{k,R}_1 = \lim_{R \to +\infty} \int_{G \times \hat{G}} \phi(x) \text{Tr} \left( (1 - \chi) \left( \frac{1}{\varepsilon R^2} H(\lambda) \right) \Gamma(x, \lambda) \right) d\gamma(x, \lambda) \]

\[ = \int_{G \times \hat{G}} \phi(x) \text{Tr} \left( \Gamma(x, \lambda) \right) d\gamma(x, \lambda). \]

Combining the limits shows the statement. \(\square\)

### 4.4. Other quantizations and Wigner transform.

It is of course possible to quantize symbols \(\sigma(x, \lambda)\) in another manner as it is in the Euclidean case and as discussed in the article \([42]\) in a non-semi-classical setting. One can associate with any \(\tau \in (0,1)\) the \(\tau\)-quantization of the symbol \(a \in A_0\) by setting

\[ \text{Op}_\tau^\varepsilon(a) f(x) = c_0 \int_G \text{Tr} \left( \pi_x^\varepsilon \sigma(\delta_x x \delta_{1-y} z, \varepsilon^2 \lambda) \mathcal{F}(f)(\lambda) \right) |\lambda|^{d-1} d\lambda, \quad \forall f \in S(G), \quad \forall x \in G. \]

As in the Euclidean case, these quantizations are equivalent at leading order in the sense that we have the following proposition.

**Proposition 4.8.** Let \(\sigma \in A_0\) and \(\tau \in (0,1).\) There exists a constant \(C > 0\) such that

\[ \| \text{Op}_\tau^\varepsilon(\sigma) - \text{Op}_\varepsilon^\varepsilon(\sigma) \|_{C(L^2(G))} \leq C \varepsilon. \]

The proof crucially uses the special of the kernel of the operator \(\text{Op}_\tau^\varepsilon(\sigma)\) which is the function

\[ G \times G \ni (x, y) \mapsto \varepsilon^{-Q} \kappa_x^{\varepsilon \tau}(\delta_x x \delta_{1-y} (y^{-1} x)) \]

with \(\mathcal{F}(\lambda)(\kappa_x^\varepsilon) = \sigma(x, \lambda).\) Set

\[ \kappa_x^{\varepsilon \tau}(z) = \kappa_x^{\varepsilon \tau}(\delta_x z^{-1} (y^{-1} x)), \quad z \in G, \]

then, the convolution kernel of \(\text{Op}_\tau^\varepsilon(\sigma)\) is the function

\[ G \times G \ni (x, z) \mapsto \varepsilon^{-Q} \kappa_x^{\varepsilon \tau}(\varepsilon^{-1} z). \]

The proof of Proposition 4.8 follows form the analysis of the difference between \(\kappa_x^{\varepsilon \tau}(z)\) and \(\kappa_x^\varepsilon(z)\) thanks to a Taylor formula as in Proposition 3.6.

The quantization we have discussed until now corresponds to the choice of \(\tau = 1.\) The analogue of what is the “left” quantization in the Euclidean case corresponds to \(\tau = 0\) and, as in the Euclidean case, one has for all \(f \in S(G),\)

\[ (\text{Op}_0^\varepsilon(\sigma(x, \lambda)) f, f) = (f, \text{Op}_0^\varepsilon(\sigma(x, \lambda)^* f)). \]

Similarly, the Weyl quantization should correspond to \(\tau = 1/2.\) However, due to the non-commutativity of the law group, the choice of \(\tau = 1/2\) does not induce a self-adjoint quantization, in the sense that we would have \(\text{Op}_0^\tau(\sigma)^* = \text{Op}_0^\tau(\sigma^*).\) This constitutes a major difference with the Euclidean case.

This implies that the definition of a “natural” Wigner distribution is not straightforward. Indeed, in the Euclidean case, the Wigner distribution of a function \(f \in L^2(\mathbb{R}^d)\) is the self-adjoint distribution such that

\[ (\text{Op}^{1/2}(a) f, f)_{L^2(\mathbb{R}^d)} = \langle a, W f \rangle. \]
We then associate with a function $f$ in the space as its marginal gives the density in position or in impulsion: $$|f(x)|^2 = \int_{\xi \in \mathbb{R}^d} W_\varepsilon^f(x,\xi) d\xi, \quad \varepsilon^{-d/2} |\hat{f}(\xi/\varepsilon)|^2 = \int_{x \in \mathbb{R}^d} W_\varepsilon^f(x,\xi) dx.$$ Even though it is not a positive distribution, it is self-adjoint, and it allows a unified treatment of space and Fourier variables which proves to be efficient in the analysis of a large range of problems.

Let us now discuss what could be the generalization of the Wigner distribution in the case of $H$-type groups. We endow the space of fields of operators defined on $G \times \hat{G}$ with the inner product $(\cdot,\cdot)$ defined by

$$\langle A, B \rangle = c_0 \int_{G \times \hat{G}} \text{Tr} (A(x,\lambda)B(x,\lambda)^*) |\lambda|^d d\lambda dx.$$ We then associate with a function $f \in \mathcal{S}(G)$ its Wigner distribution $W_\varepsilon^f(x,\lambda)$ defined by

\begin{enumerate}
\item The Wigner distribution of a function $f \in L^2(G)$ is a $\varepsilon$-dependent self-adjoint field of operators $W_\varepsilon^f(x,\lambda)$.
\item The Wigner distribution $W_\varepsilon^f(x,\lambda)$ is $L^1$ in the variable $x$ and for $\gamma$-almost all $(x,\lambda)$, $W_\varepsilon^f(x,\lambda)$ is a trace-class operator on $\mathcal{H}_\lambda$, besides

$$\int_{G \times \hat{G}} \text{Tr} (W_\varepsilon^f(x,\lambda)) |\lambda|^d d\lambda dx = \|f\|_{L^2(G)}^2.$$

\item For any $\sigma(x,\lambda)$, we have

$$\langle W_\varepsilon^f, \sigma \rangle = \frac{1}{2} \left( (\text{Op}_\varepsilon(\sigma)f, f) + (f, \text{Op}_\varepsilon(\sigma^*)f) \right) = \frac{1}{2} \left( (\text{Op}_\varepsilon^0(\sigma)f, f) + (\text{Op}_\varepsilon^0(\sigma^*)f, f) \right).$$

\item The marginals of the Wigner distribution give the energy density in position and what we shall call the density in impulsion of $f$:

$$\int_{G} \text{Tr} W_\varepsilon^f(x,\lambda) |\lambda|^d d\lambda = |f(x)|^2,$$

$$\int_{G} W_\varepsilon^f(x,\lambda) dx = \varepsilon^{-Q} \hat{f}(\varepsilon^{-2}\lambda) \hat{f}(\varepsilon^{-2}\lambda)^*.$$\end{enumerate}

\begin{enumerate}
\item If $u^\varepsilon$ is a bounded family in $L^2(G)$, the semi-classical measures of $(u^\varepsilon)$ are the weak limits of $W_{u^\varepsilon}^\varepsilon$.
\end{enumerate}

5. **Examples**

In the Euclidean case, the basic examples are those families which present concentration on a point $x_0 \in \mathbb{R}^n$ as the family $u^\varepsilon$ described in (5.1) or which oscillate along a vector $\xi_0 \in \mathbb{R}^n$ as the sequence $v^\varepsilon$:

\begin{align}
(5.1) \quad u_\varepsilon(x) &= \varepsilon^{-d/2} \Phi((x-x_0)/\varepsilon) & \text{et} \quad v_\varepsilon(x) &= \Phi(x) e^{ix \cdot \xi_0/\varepsilon}
\end{align}

where $x_0, \xi_0 \in \mathbb{R}^n$ and $\Phi \in \mathcal{C}_0^\infty(\mathbb{R}^n)$. These two families tend weakly to 0 but not strongly because the point $x_0$ is an obstruction to the strong convergence for $u^\varepsilon$ and similarly for $v^\varepsilon$ for which the point $\xi_0$ appears as a concentration point of the $\varepsilon$-Fourier transform of $v^\varepsilon$:

$$(2\pi\varepsilon)^{-d/2} \hat{v}^\varepsilon(\xi/\varepsilon) = (2\pi\varepsilon)^{-d/2} \hat{\Phi} \left( \frac{\xi - \xi_0}{\varepsilon} \right).$$
The use of semi-classical measures allows one to unify the treatment of these two different behaviours, the semi-classical measures of \( (u^\varepsilon)_{\varepsilon>0} \) presenting a Dirac mass at \( x_0 \) and the one of \( (v^\varepsilon)_{\varepsilon>0} \) a Dirac mass at \( \xi_0 \):

\[
\mu_{(u^\varepsilon)}(x,\xi) = \delta(x-x_0) \otimes (2\pi)^{-d} |\hat{\Phi}(\xi)|^2 d\xi \quad \text{and} \quad \mu_{(v^\varepsilon)}(x,\xi) = |\Phi(x)|^2 dx \otimes \delta(\xi-\xi_0).
\]

We present in the next sections similar examples in the context of Lie groups with a particular attention to sequences which concentrate on the finite dimensional representations of \( G \).

5.1. Concentration. In this section, we describe examples of bounded families of \( L^2(\mathbb{R}^d) \) with semi-classical measures that concentrate on any point of \( G \). Let \( a \in \mathcal{S}(G) \) and \( x_0 \in G \), we set

\[
u^\varepsilon(x) = \varepsilon^{-\frac{d}{2}} a(\delta_{x^{-1}}(x_0^{-1})), \quad x \in G.
\]

Then \( \nu^\varepsilon \) is a strictly \( \varepsilon \)-oscillating family since it satisfies the Sobolev criterion of Proposition 4.6

**Proposition 5.1.** Any semi-classical measure of the family \( u^\varepsilon \) is equivalent to the pair \( (\Gamma, \gamma) \) with

\[\Gamma(\lambda) = \tilde{a}(\lambda)\tilde{\alpha}(\lambda)^*, \quad \gamma(x, \lambda) = c_0 \delta_{x_0}(x) \otimes (|\lambda|^d d\lambda).\]

**Proof.** We write the proof for \( x_0 = 0 \). We have

\[
(\text{Op}_\varepsilon(\sigma) u^\varepsilon, u^\varepsilon)_{L^2(G)} = c_0 \varepsilon^{-Q} \int_{G \times G \times \hat{G}} \text{Tr} \left( \pi^\lambda_x \sigma(x, \varepsilon^2 \lambda)(\pi^\lambda_y)^* \right) a(\delta_{\varepsilon^{-1}} y) a(\delta_{\varepsilon^{-1}} x) |\lambda|^d dx dy d\lambda.
\]

The change of variable \( \delta_{\varepsilon^{-1}} x \rightarrow x, \delta_{\varepsilon^{-1}} y \rightarrow y \) and \( \varepsilon^2 \lambda \rightarrow \lambda \) and the fact that \( \pi^{-2\lambda}_{\delta x} = \pi_x^\lambda \) gives

\[
(\text{Op}_\varepsilon(\sigma) u^\varepsilon, u^\varepsilon)_{L^2(G)} = c_0 \int_{G \times G \times \hat{G}} \text{Tr} \left( \pi^\lambda_x \sigma(\delta_{\varepsilon} x, \lambda)(\pi^\lambda_y)^* \right) a(y) a(x) |\lambda|^d dx dy d\lambda,
\]

whence the result in view of

\[
\int_{G \times G \times \hat{G}} \text{Tr} \left( \pi^\lambda_x \sigma(0, \lambda)(\pi^\lambda_y)^* \right) a(y) a(x) |\lambda|^d dx dy d\lambda = \int_{\hat{G}} \text{Tr} (\sigma(0, \lambda)\mathcal{F}(a)(\lambda)\mathcal{F}(a)(\lambda)^*) |\lambda|^d d\lambda.
\]

\[\square\]

5.2. Oscillations. In this section, we build examples of bounded families of \( L^2(\mathbb{R}^d) \) with semi-classical measures that concentrate on some points of \( \hat{G} \), i.e. on the representations \( \pi^\lambda_x \) for \( \lambda \in \mathfrak{z}^* \setminus \{0\} \) and also for the finite dimensional representations \( \pi_{0,\omega}, \omega \in \nu^* \).

For \( x \in G \), we write \( x = \text{Exp}(V + Z) = x_3 x_0 = x_0 x_3 \) with \( V \in \nu, Z \in \mathfrak{z}, x_3 = e^Z \in G_3 \) and \( x_0 = e^V \in G_0 = G/G_3 \). For \( \lambda \in \mathfrak{z}^* \), we define the family

\[
v^\varepsilon(x) = |\lambda|^d/2 e^\varepsilon(x) a(x_3), \quad e^\varepsilon(x) = (\pi^\lambda_x \Phi_{\varepsilon}, \Phi_{\varepsilon}).
\]

where \( a \in \mathcal{S}(G_3) \) is such that \( \|a\|_{L^2(G_3)} = 1 \) and \( \Phi_{\varepsilon} \in \mathcal{S}(\mathbb{R}^d) \) with \( \|\Phi_{\varepsilon}\|_{L^2(\mathbb{R}^d)} = 1 \) (where we identify \( \pi^\lambda_\omega \) with \( \mathbb{R}^\omega \)).

**Proposition 5.2.**

1. Assume \( \Phi_{\varepsilon} = \Phi \) is independent of \( \varepsilon \) and

\[\varepsilon^2 \lambda_{\varepsilon} \xrightarrow[\varepsilon \rightarrow 0]{} \lambda_0 \neq 0.
\]

Then any semi-classical measure of \( (v^\varepsilon)_{\varepsilon>0} \) is equivalent to the pair \( (\Gamma, \gamma) \) with

\[
\Gamma = F\Phi \otimes (F\Phi)^* \quad \text{and} \quad d\gamma(x, \lambda) = (|a(x_3)|^2 dx_3 \otimes \delta_{x_0=0}) \otimes \delta_{\lambda=\lambda_0}.
\]
Assume $\Phi_\varepsilon = h_{\alpha_\varepsilon}$ a Hermite function with $\alpha_\varepsilon \sim \varepsilon^{-\gamma}$ with $0 < \alpha < \frac{1}{\varepsilon + 1}$. Assume

$$\varepsilon^2 |\lambda_\varepsilon| (2|\alpha_\varepsilon| + d) \rightarrow_\varepsilon \mu^2 \in \mathbb{R}_+^*.$$ 

Then any semi-classical measure of $(v^\varepsilon)_{\varepsilon > 0}$ is equivalent to the pair $(\Gamma, \gamma)$ supported in $G_3 \times \{\lambda = 0\}$, so we may choose $\Gamma = 1$. Furthermore, the radialisation $\hat{\gamma}(x, \omega) = \int_{SO(v)} \gamma(x, k\omega)dk$ of $\gamma$ satisfies

$$\hat{\gamma}(x, \omega) = \left( |a(x_3)|^2 dx_3 \otimes \delta_{x_3=0} \right) \otimes \left( \delta_{\omega = \mu_\varepsilon} 1_{\varepsilon \in \mathbb{S}^{d-1}} \right)$$

where $dk$ denotes the probability measure on the sphere $\mathbb{S}^{d-1}$.

Recall that $\sigma(x, (0, \omega))$ is the value of the map $\sigma(x, \cdot)$ defined on $\hat{G}$ above the points $\pi^0,\omega$ of $G$ and that this value is a complex number.

The first case above corresponds to a concentration on some $\lambda_0 \in \mathfrak{g}^* \setminus \{0\}$ and the second one, to some concentration on the set of dimension 1 representations $\pi^0,\omega$, $\omega \in \mathbb{S}^2$. The analysis relies on Lemma 2.2 and illustrates the phenomena of convergence of infinite dimensioned representations towards finite dimensioned one, as illustrated by the Heisenberg fan of Figure 1.

Pushing the argument further and using properties of the bounded spherical functions given in Section 2, one can show that the radialisation of the family $v^\varepsilon$ used in Part 2 above admits the semi-classical measures

$$\gamma(x, \omega) = \left( |a(x_3)|^2 dx_3 \otimes \delta_{x_3=0} \right) \otimes \left( \delta_{\omega = \mu_\varepsilon} 1_{\varepsilon \in \mathbb{S}^{d-1}} \right)$$
supported above $G_3 \times \{\lambda = 0\}$.

One can also replace the function $a$ by a concentrating family

$$a_\varepsilon(x_3) = \varepsilon^{-\alpha} a((x_3^0)^{-1} x_3)$$

with $a \in \mathcal{S}(\mathbb{R}^p)$ and $\alpha \in (0, 1/2)$, we shall then obtain a Dirac mass in $x_3^0$ instead of the absolutely continuous measure $|a(x_3)|^2 dx_3$. Indeed, in the proof below, we just use

$$(5.2) \quad \forall Z \in \mathfrak{g}, \quad \varepsilon > 0, \quad \varepsilon Z a_\varepsilon |L^2(G_3) \rightarrow_\varepsilon 0,$$

which is guaranteed by the condition $\beta \in (0, 1/2)$. It is likely that the proof of section 6.5 in [29], which is based on these convergences, adapt to the semi-classical setting for proving that any element of $\mathcal{M}_1^2(G \times \hat{G})$ is a semi-classical measure of some bounded family of $L^2(G)$.

Before going to the proof, let us first detail basic facts about the family $v^\varepsilon$:

- The norm of $v^\varepsilon$. The sequence $v^\varepsilon$ is a bounded family of $L^2(G)$ since we have

$$\|v^\varepsilon\|^2_{L^2(G)} = \int_G |a(x_3)|^2 \left( \int_{G_3} \left( \pi_{x_3}^{\lambda_\varepsilon} \Phi_\varepsilon, \Phi_\varepsilon \right) \right)^2 dx$$

$$= \|a\|^2_{L^2(R^p)} |\lambda_\varepsilon|^d \int_{G_3} \left( \pi_{x_3}^{\lambda_\varepsilon} \Phi_\varepsilon, \Phi_\varepsilon \right)^2 dx$$

$$= \|a\|^2_{L^2(R^p)} \int_{G_3} \left( \pi_{x_3}^{\lambda_\varepsilon} \Phi_\varepsilon, \Phi_\varepsilon \right)^2 dx,$$

where $\lambda_\varepsilon = \frac{\lambda_\varepsilon}{|\lambda_\varepsilon|}$ is of modulus 1. We then observe

$$\int_{G_3} \left( \pi_{x_3}^{\lambda_\varepsilon} \Phi_\varepsilon, \Phi_\varepsilon \right)^2 dx = \int_{\mathbb{R}^{d+p} \times \mathbb{R}^{d+p}} e^{iq(x, \xi)} \Phi_\varepsilon(x, \xi) \Phi_\varepsilon(x, \xi') dxdyd\xi' = c_1 \|\Phi_\varepsilon\|^2_{L^2(\mathbb{R}^d)}$$

where $c_1 > 0$ is a universal constant. We thus obtain

$$\|v^\varepsilon\|_{L^2(G)} = c_1 \|\Phi_\varepsilon\|_{L^2(\mathbb{R}^d)} \|a\|_{L^2(G_3)}.$$
The \( \varepsilon \)-oscillation of \( v^\varepsilon \). We have
\[
\forall \nu \in \mathcal{N}, \quad \| V v\|_{L^2(G)} = O(\sqrt{|\lambda_\varepsilon|}),
\]
\[
\forall \mathcal{Z} \in \mathfrak{F}, \quad \| Z v\|_{L^2(G)} = O \left( |\lambda'| + \| Z\|_{L^2(\mathbb{R}^d)} \right).
\]
Therefore, the family \( (v^\varepsilon) \) is \( \varepsilon \)-oscillating by Sobolev criteria of Proposition \ref{prop4.6} Example (1) is strictly oscillating while example (2) is not.

The Fourier transform of \( v^\varepsilon \).
\[
\mathcal{F}(v^\varepsilon)(\lambda) = |\lambda_\varepsilon|^{d/2} B_\varepsilon(\lambda) \hat{a}(\lambda - \lambda_\varepsilon) \quad \text{with} \quad B_\varepsilon(\lambda) = \int_{G_\varepsilon} (\pi^h_{\alpha=\varepsilon})^* (\pi^h_{\alpha=\varepsilon} \Phi_\varepsilon, \Phi_\varepsilon) \, dx_\varepsilon.
\]
One can observe that
\[
|\lambda_\varepsilon|^d B_\varepsilon(\lambda_\varepsilon) = \Phi_\varepsilon \otimes \Phi_\varepsilon^*.
\]

We describe the semi-classical measures of \( (v^\varepsilon)_{\varepsilon > 0} \) in the next subsection.

5.3. Proof of Proposition \ref{prop5.2}. The beginning of the proofs for Parts (1) and (2) of Proposition \ref{prop5.2} is the same: it consists of the following lemma. After its proof, we will analyse each case separately.

Lemma 5.3. Let \( \sigma = \mathcal{F}(\kappa_\varepsilon) \in \mathcal{A}_0 \) and let \( \chi \in C_0^\infty(G) \) be identically equal to 1 close to 0. For every \( \varepsilon > 0 \), we set \( \sigma_\varepsilon(x, \lambda) = \mathcal{F}(\kappa_\varepsilon \chi(\delta_\varepsilon \cdot))(\lambda) \). Under the hypotheses of Section 5.3, we have
\[
\left| (\text{Op}_\varepsilon(\sigma) v^\varepsilon, v^\varepsilon) - \int_{G_\varepsilon} |a(x_\varepsilon)|^2 \left( \sigma_\varepsilon(x_\varepsilon, \varepsilon^2 \lambda_\varepsilon) \Phi_\varepsilon, \Phi_\varepsilon \right) \, dx_\varepsilon \right| \leq C_{1,\alpha} |\lambda_\varepsilon|^{-1/2} + C_{2,\alpha},
\]
where \( C_{2,\alpha} \) and \( C_{1,\alpha} \) are constant of the form
\[
C_{2,\alpha} = C_2 \sup_{G_\varepsilon} |a| \sup_{G_\varepsilon} |\nabla a|
\]
with \( C_2 > 0 \) independent of \( \varepsilon \) and \( a \), and
\[
C_{1,\alpha} \leq C_{1,N} \sup_{|\beta_1| + \ldots + |\beta_N| \leq N} \left| \frac{\partial^{\beta_1} \partial^{\beta_2} \Phi_\varepsilon}{\xi_1 \xi_2} \right| L^2 \left| \frac{\partial^{\beta_3} \partial^{\beta_4} \Phi_\varepsilon}{\xi_3 \xi_4} \right| L^2 \left| \frac{\partial^{\beta_5} \partial^{\beta_6} \Phi_\varepsilon}{\xi_5 \xi_6} \right| L^2 \left| \frac{\partial^{\beta_7} \partial^{\beta_8} \Phi_\varepsilon}{\xi_7 \xi_8} \right| L^2,
\]
with \( C_{1,N} \) independent of \( \varepsilon \) and \( a \), for any integer \( N \geq 2d + 1 \).

Proof of Lemma \ref{lem5.3}. By Propositions \ref{prop3.4} and \ref{prop3.2},
\[
(\text{Op}_\varepsilon(\sigma) v^\varepsilon, v^\varepsilon) = (\text{Op}_\varepsilon(\sigma_\varepsilon) v^\varepsilon, v^\varepsilon) + O(\varepsilon^N),
\]
for any \( N > 0 \). We compute easily with the changes of variables \( \varepsilon^2 \lambda \to \lambda, \quad \delta_\varepsilon^{-1}(xy^{-1}) \to w \)
\[
(\text{Op}_\varepsilon(\sigma_\varepsilon) v^\varepsilon, v^\varepsilon) = c_0 \int_{G \times \hat{G} \times \hat{G}} \text{Tr} \left( \pi_{y^{-1} \cdot \varepsilon^2 \lambda} \sigma_\varepsilon(x, \varepsilon^2 \lambda) \right) v^\varepsilon(y) \overline{v^\varepsilon(x)} |\lambda|^d \, dx \, dy \, d\lambda
\]
\[
= c_0 \int_{G \times \hat{G} \times \hat{G}} \text{Tr} \left( \pi_{w_{\varepsilon^{-1}} \cdot \sigma_\varepsilon(x, \varepsilon^2 \lambda)} \right) v^\varepsilon((\delta_\varepsilon w)^{-1} x) \overline{v^\varepsilon(x)} |\lambda|^d \, dw \, d\lambda
\]
\[
= \int_{G \times \hat{G}} \chi(\delta_\varepsilon w) \kappa_\varepsilon(w) v^\varepsilon((\delta_\varepsilon w)^{-1} x) \overline{v^\varepsilon(x)} \, dx \, dw,
\]
having used the Fourier inversion formula. The Taylor formula \cite{29} (1.41) yields
\[
a((\delta_\varepsilon w)^{-1} x_j) = a(x_j) + A_\varepsilon(x, w),
\]
with
\[
|A_\varepsilon(x, w)| \lesssim \sum_{j=1}^{2d} \varepsilon |w_j| \sup_{\|z\| \leq \|\delta_\varepsilon w\|} |V_j a(xz)|.
\]
here \( \| \cdot \| \) denotes a pseudo-norm used, for instance the one used in the proof of Proposition \ref{prop3.4}. We can now write
\[
(\text{Op}_\varepsilon(\sigma_\varepsilon) v^\varepsilon, v^\varepsilon) = E_\varepsilon + R_\varepsilon,
\]
where the first term is
\[ E_\varepsilon := \int_{G \times G} \chi(\delta_\varepsilon w) \kappa_\varepsilon(w) |\lambda_\varepsilon|^d |a(x_3)| \left( \left| \pi_{x_3}^\lambda \Phi_\varepsilon, \Phi_\varepsilon \right|^2 \left( \pi_{(\delta_\varepsilon w)^{-1} x}^\lambda \Phi_\varepsilon, \Phi_\varepsilon \right) \right) dx dw, \]
and the remainder is
\[ R_\varepsilon := \int_{G \times G} \chi(\delta_\varepsilon w) \kappa_\varepsilon(w) a(x_3) A_\varepsilon(x, w) |\lambda_\varepsilon|^d \left( \left| \pi_{x_3}^\lambda \Phi_\varepsilon, \Phi_\varepsilon \right|^2 \left( \pi_{(\delta_\varepsilon w)^{-1} x}^\lambda \Phi_\varepsilon, \Phi_\varepsilon \right) \right) dx dw. \]

Note that \( x \) and \( (\delta_\varepsilon w)^{-1} x \) are compactly supported on the support of the integral defining \( R_\varepsilon \). Therefore, we can find two compactly supported smooth functions \( \chi_1 \) and \( \chi_2 \) such that
\[ R_\varepsilon = \int_{G \times G} \chi(\delta_\varepsilon w) \kappa_\varepsilon(w) a(x_3) A_\varepsilon(x, w) f_j^\varepsilon((\delta_\varepsilon w)^{-1} x) dx dw, \]
where
\[ f_j^\varepsilon(x) := |\lambda_\varepsilon|^{d/2} \chi_j(x_3) \left( \pi_{x_3}^\lambda \Phi_\varepsilon, \Phi_\varepsilon \right), \quad j = 1, 2. \]

We observed that the two families \( x \mapsto f_j^\varepsilon(x) \) are bounded in \( L^2(G) \) uniformly with respect to \( \varepsilon > 0 \). We therefore estimate the remainder in the following way, using first the estimate for \( A_\varepsilon \):

\[ |R_\varepsilon| \lesssim \varepsilon \sum_{j=1}^{2d} \sup_{G_j} |a| \sup_K |V_j a| \int_{G \times G} |w_j| \sup_x |\kappa_{x_j}(w)| f_j^\varepsilon(w) |f_j^\varepsilon((\delta_\varepsilon w)^{-1} x)| dx dw, \]

where \( K \) is a compact containing \( \{x_1, x_2 : x_1 \in \text{supp} \chi, x_2 \in x - \text{supp} \sigma(x, \cdot)\} \); note that \( \sup_K |V_j a| \lesssim \sup_{G_j} |\nabla a| \). Using the change of variable \( w' = \delta_\varepsilon w \) and the Cauchy-Schwartz inequality, this last integral is estimated by
\[
\int_{G \times G} |w_j| \sup_x |\kappa_{x_j}(w)| f_j^\varepsilon(w) |f_j^\varepsilon((\delta_\varepsilon w)^{-1} x)| dx dw
\leq \varepsilon^{-Q} \int_{G \times G} \varepsilon^{-1} |w_j'| \sup_x |\kappa_{x_j}(\delta_{\varepsilon^{-1}} w')| f_j^\varepsilon((\delta_{\varepsilon^{-1}} w')^{-1} x) dx dw
\leq \|f_j^\varepsilon\|_{L^2(\varepsilon^{-Q})} \left( \varepsilon^{-1} |w_j'| \sup_x |\kappa_{x_j}(\delta_{\varepsilon^{-1}} w')| \right) \|f_j^\varepsilon\|_{L^2(\varepsilon^{-Q})} \|f_j^\varepsilon\|_{L^2(\varepsilon^{-Q})}
\]
undoing the change of variable \( w' = \delta_\varepsilon w \) after having used Young's convolution inequality. Hence we have obtained
\[ |R_\varepsilon| \lesssim \varepsilon \sum_{j=1}^{2d} \sup_{G_j} |a| \sup_x |\nabla a| \|f_j^\varepsilon\|_{L^2} \|f_j^\varepsilon\|_{L^2} \max_{j=1,...,2d} \|w_j| \sup_x |\kappa_{x_j}(w)| \|L^1_{\varepsilon^{-Q}}(\varepsilon^{-Q}) \|
\]

We now concentrate on the main term \( E_\varepsilon \). Writing
\[ \pi_{(\delta_\varepsilon w)^{-1} x}^\lambda = \pi_{w^{-1} x}^\lambda \pi_{x_3}^\lambda \text{ and } \pi_{x_3}^\lambda = e^{-i\lambda x_3} \pi_{x_3}^\lambda \]
the integration in \( w \) gives
\[ E_\varepsilon = \int_G |\lambda_\varepsilon|^d |a(x_3)| \left( \left| \pi_{x_3}^\lambda \Phi_\varepsilon, \Phi_\varepsilon \right|^2 \left( \pi_{x_3}^\lambda \Phi_\varepsilon, \Phi_\varepsilon \right) \right) \sigma(x, \varepsilon^2 \lambda_\varepsilon) dx 
\]
\[ = \int_G |\lambda_\varepsilon|^d |a(x_3)| \left( \pi_{x_3}^\lambda \Phi_\varepsilon, \Phi_\varepsilon \right)^2 \sigma(x, \varepsilon^2 \lambda_\varepsilon) dx_3, \]

\[ = \int_G |a(x_3)| \left( \pi_{x_3}^\lambda \Phi_\varepsilon, \Phi_\varepsilon \right)^2 \sigma(x, \varepsilon^{-1/2} x_3, \varepsilon^2 \lambda_\varepsilon) \pi_{x_3}^\lambda \Phi_\varepsilon, \Phi_\varepsilon dx_3 dx_3, \]
having made the change of variable $x_v \mapsto |\lambda_c|^{-1/2}x_v$. We write

$$E_{\varepsilon} = F_{\varepsilon} + S_{\varepsilon},$$

where the first term is

$$F_{\varepsilon} := \int_G |a_\varepsilon(x_3)|^2 \left( \pi_{x_3}^{\lambda_c} \Phi_\varepsilon, \Phi_\varepsilon \right) \left( \sigma_\varepsilon(x_3, \varepsilon^2 \lambda_c) \pi_{x_3}^{\lambda_c} \Phi_\varepsilon, \Phi_\varepsilon \right) \, dx_0 \, dx_3,$$

and the remainder is

$$S_{\varepsilon} := \int_G \int_0^1 |a(x_3)|^2 \left( \pi_{x_3}^{\lambda_c} \Phi_\varepsilon, \Phi_\varepsilon \right) \frac{d}{ds} \left( \sigma_\varepsilon \left( (s|\lambda_c|^{-1/2}x_v) x_3, \varepsilon^2 \lambda_c \right) \pi_{x_3}^{\lambda_c} \Phi_\varepsilon, \Phi_\varepsilon \right) \, dx \, ds.$$

For the first term, we use the facts that we have for any $\Phi_1, \Phi_2, \Phi_3 \in S(\mathbb{R}^d)$

$$\text{when } |\lambda| = 1, \quad \int_G \left( \pi_{x_3}^{\lambda_c} \Phi_1, \Phi_2 \right) \left( \pi_{x_3}^{\lambda_c} \Phi_3, \Phi_2 \right) \, dx = (\Phi_1, \Phi_2)(\Phi_3, \Phi_2),$$

and also that $||\Phi_\varepsilon||_{L^2} = 1$ to obtain

$$F_{\varepsilon} = \int_{G_1} |a(x_3)|^2 \left( \sigma_\varepsilon(x_3, \varepsilon^2 \lambda_c) \Phi_\varepsilon, \Phi_\varepsilon \right) \, dx_3.$$

For the remainder, we first write

$$S_{\varepsilon} = \int_G |\lambda_c|^{-1/2} \int_0^1 |a(x_3)|^2 \left( \pi_{x_3}^{\lambda_c} \Phi_\varepsilon, \Phi_\varepsilon \right) \left( x_v \cdot \partial_{x_v} \sigma_\varepsilon(s(|\lambda_c|^{-1/2}x_v)x_3, \varepsilon^2 \lambda_c) \pi_{x_3}^{\lambda_c} \Phi_\varepsilon, \Phi_\varepsilon \right) \, dx \, ds$$

$$= \int_{|x_v| > 1} + \int_{|x_v| \leq 1} := S_{1,\varepsilon} + S_{0,\varepsilon}.$$

For $S_{0,\varepsilon}$, we easily obtain

$$|S_{0,\varepsilon}| \leq C |\lambda_c|^{-1/2} \|a\|_{L^2} \|\Phi_\varepsilon\|_{L^2}^2.$$

For $S_{1,\varepsilon}$ we need the following observation. For each $\lambda_c$, we set $x_v = \text{Exp}[P + Q]$, $P = \sum_{1 \leq j \leq d} p_j P_j$ and $Q = \sum_{1 \leq j \leq d} q_j Q_j$ and we observe for $1 \leq j \leq d$ and for any $\Phi \in \mathcal{S}(\mathbb{R}^d)$

$$q_j \left( \pi_{x_v}^{\lambda_c} \Phi, \Phi \right) = +i \left( \pi_{x_v}^{\lambda_c} \partial_{x_v} \Phi, \Phi \right) + i \left( \pi_{x_v}^{\lambda_c} \Phi, \partial_{x_v} \Phi \right),$$

$$p_j \left( \pi_{x_v}^{\lambda_c} \Phi, \Phi \right) = \left( \pi_{x_v}^{\lambda_c} (\xi_j \Phi), \Phi \right) - \left( \pi_{x_v}^{\lambda_c} \Phi, (\xi_j \Phi) \right).$$

By using this observation, we deduce that $S_{1,\varepsilon}$ may be written as a linear combination of terms of the form

$$S_{1,\varepsilon} := |\lambda_c|^{-1/2} \int_0^1 \int_G \left| 1_{|x_v| > 1} |x_v|^{-N} |a(x_3)|^2 \right.$$

$$\times \left( \pi_{x_v}^{\lambda_c} \Phi_{\varepsilon,1}, \Phi_{\varepsilon,2} \right) \left( x_v \cdot \partial_{x_v} \sigma_\varepsilon(s(|\lambda_c|^{-1/2}x_v)x_3, \varepsilon^2 \lambda_c) \pi_{x_v}^{\lambda_c} \Phi_{\varepsilon,3}, \Phi_{\varepsilon,4} \right) \, dx \, ds$$

for each $N \in \mathbb{N}$ large enough ($N \geq 2d + 1$) so that the integral is absolutely convergent and where the functions $\Phi_{\varepsilon,j}$ are linear combination of terms obtained by successive derivations of $\Phi_\varepsilon$ or by multiplication by powers of the coordinates of $\varepsilon$ (at most $N$-times in total). Therefore, these functions are in $L^2$ and there exists a constant $C > 0$ such that

$$|S_{1,\varepsilon}^N| \leq C |\lambda_c|^{-1/2} \|a\|_{L^2} \|\Phi_{\varepsilon,1}\|_{L^2} \|\Phi_{\varepsilon,2}\|_{L^2} \|\Phi_{\varepsilon,3}\|_{L^2} \|\Phi_{\varepsilon,4}\|_{L^2}.$$
We can now particularise our study to the three cases of Proposition 5.2

- **Case (1):** Let us choose \( \Phi_\varepsilon = \Phi \) (with \( \| \Phi \|^2 = 1 \)) independent of \( \varepsilon \) and \( \varepsilon^2 \lambda_\varepsilon \rightarrow \lambda_0 \). Lemma 5.3 yields:

\[
\langle \text{Op}_\varepsilon(\sigma)v^\varepsilon, v^\varepsilon \rangle = \int_{G_\varepsilon} |a(x_\varepsilon)|^2 (\sigma_\varepsilon(x_\varepsilon, \varepsilon^2 \lambda_\varepsilon)\Phi, \Phi) \, dx_\varepsilon + (\varepsilon)
= \int_{G_\varepsilon} |a(x_\varepsilon)|^2 (\sigma(x_\varepsilon, \lambda_0)\Phi, \Phi) \, dx_\varepsilon + o(1),
\]

by Lebesgue dominated convergence. Part (1) follows.

- **Case (2):** Let us choose now \( \Phi_\varepsilon = h_{\alpha_\varepsilon} \) a Hermite function with \( \alpha_\varepsilon \) and \( \lambda_\varepsilon \) as in Part (2). Well known properties of the Hermite function yield for any \( N_0 \in \mathbb{N} \) and \( \alpha \in \mathbb{N}^d \)

\[
\max_{|\beta_1| + |\beta_2| \leq N_0} \| \varepsilon^{\beta_1} \partial_x^{\beta_2} h_\alpha \|_{L^2} \lesssim \| \alpha \|_{N_0/2}.
\]

With the notation of Lemma 5.3, we compute

\[
C_{1, \varepsilon, N} \leq C'_{1, \varepsilon, N} |\alpha_\varepsilon|^{N/2}, \quad \text{so that } C_{1, \varepsilon, N} |\lambda_\varepsilon|^{-1/2} \lesssim |\alpha_\varepsilon|^{(N+1)/2} \varepsilon \rightarrow \varepsilon \rightarrow 0 0,
\]

for \( N = 2d + 1 \) and with the decay required in Part (2). Therefore we have

\[
\langle \text{Op}_\varepsilon(\sigma)v^\varepsilon, v^\varepsilon \rangle = \int_{G_\varepsilon} |a(x_\varepsilon)|^2 (\sigma(x_\varepsilon, \varepsilon^2 \lambda_\varepsilon)\Phi_\varepsilon, \Phi_\varepsilon) \, dx_\varepsilon + o(1).
\]

The first consequence of this relation and of \( \varepsilon^2 \lambda_\varepsilon \rightarrow 0 \) is that any semi-classical measure \( \Gamma d\gamma \) of the family \( (v^\varepsilon) \) is supported in \( \{(0, \omega), \omega \in \mathfrak{v}^* \} \). Indeed, if \( \sigma(x, \lambda) \) is compactly supported in \( \mathfrak{z}^* \setminus \{0\} \), then the principal term of the right-hand side above is 0 as \( \varepsilon \) is small enough. We deduce that any semi-classical measure of \( (v^\varepsilon) \) is equivalent to

\[
\Gamma(x, \lambda) = 1 \quad \text{and} \quad \gamma(x, \lambda) = 1_{\lambda = 0} \gamma(x, (0, \omega)).
\]

Besides, by Lemma 2.2 and Remark 2.3 we have

\[
\int_{SO(\mathfrak{v})} \left( \sigma^{(k)}(x, \varepsilon^2 \lambda_\varepsilon) h_{\alpha_\varepsilon}, h_{\alpha_\varepsilon} \right) \, dk \rightarrow \int_{|\xi| = 1} \sigma(x, (0, \mu_\varepsilon)) \, d\xi,
\]

where the symbol \( \sigma^{(k)} \) is associated with the convolution kernel

\[
\kappa^{(k)}_x(z) = \kappa_x(\exp(kz_0 + z_3)), \quad z = \exp(z_0 + z_3), \quad k \in SO(\mathfrak{v}).
\]

We deduce by Lebesgue dominated convergence,

\[
\int_{SO(\mathfrak{v})} \left( \text{Op}_\varepsilon(\sigma^{(k)})v^\varepsilon, v^\varepsilon \right) \, dk \rightarrow \int_{G_\varepsilon} \int_{|\xi| = 1} |a(x_\varepsilon)|^2 \sigma(x_\varepsilon, (0, \mu_\varepsilon)) \, d\xi \, dx_\varepsilon.
\]

In view of

\[
\sigma^{(k)}(x, (0, \omega)) = \sigma(x, (0, k\omega)), \quad \forall \omega \in \mathfrak{v},
\]

the latter relation implies that the measure \( \gamma(x, (0, \omega)) \) satisfies

\[
\int_{SO(\mathfrak{v})} \int_{G_\varepsilon} \sigma(x_\varepsilon, (0, k\omega)) d\gamma(x, (0, \omega)) \, dk = \int_{G_\varepsilon} \int_{|\xi| = 1} |a(x_\varepsilon)|^2 \sigma(x_\varepsilon, (0, \mu_\varepsilon)) \, d\xi \, dx_\varepsilon.
\]

This implies Part (2).
We prove here Proposition 3.6.

Proof. Let us consider the composition of the operators of symbols \( \sigma_1(x, \lambda) \) and \( \sigma_2(x, \lambda) \) and denote by \( \kappa_x^\varepsilon(z) \) its convolution kernel. This function \( \kappa_x^\varepsilon(z) \) can be expressed in terms of the convolution kernels \( \kappa_{1,x}(z) \) and \( \kappa_{2,x}(z) \) associated with \( \sigma_1(x, \lambda) \) and \( \sigma_2(x, \lambda) \) respectively. Indeed, we have

\[
\varepsilon^{-Q} \kappa_x^\varepsilon(\delta_{\varepsilon^{-1}}(y^{-1}x)) = \varepsilon^{-2Q} \int_G \kappa_{1,x}(\delta_{\varepsilon^{-1}}(v^{-1}x))\kappa_{2,v}(\delta_{\varepsilon^{-1}}(y^{-1}v))dv.
\]

Therefore, performing the change of variable \( z = \delta_{\varepsilon^{-1}}(y^{-1}x) \) and \( u = \delta_{\varepsilon^{-1}}(v^{-1}x) \), we obtain

\[
\kappa_x^\varepsilon(z) = \int_G \kappa_{1,x}(u)\kappa_{2,x}(u^{-1})du.
\]

This function \( \kappa_x^\varepsilon(z) \) is smooth and compactly supported in \( x \) and Schwartz class in \( z \), besides there exists a constant \( C > 0 \) such that

\[
\int_{G \times \mathbb{R}} |\kappa_x^\varepsilon(z)|dz \leq C,
\]

which implies that the family \( \sigma^\varepsilon(x, \lambda) = \mathcal{F}(\kappa_x^\varepsilon(\cdot))(\lambda) \) is a family of symbols of \( \mathcal{A}_0 \) which generates a bounded family of operators on \( \mathcal{L}(L^2(G)) \). We are now going to prove that the symbol \( \sigma^\varepsilon(x, \lambda) \) has an asymptotic expansion. For this, we perform a Taylor expansion of \( u \mapsto \kappa_{2,x}(\delta_{\varepsilon^u}(z)) \):

\[
\kappa_{2,x}(\delta_{\varepsilon^u}(z)) = \kappa_{2,x}(z) = \varepsilon \sum_{1 \leq j \leq 2d} v_j(u)\kappa_{2,x}(z) + \varepsilon^2 R_\varepsilon(x, z, u)
\]

where, according to the Taylor expansion result of Theorem 3.1.51 in [28], there exists constants \( \eta, C > 0 \) such that

\[
|R_\varepsilon(x, v, u)| \leq C \sum_{|\alpha| \leq 2, |\alpha| > 1} |u|^{|\alpha|} \sup_{\varepsilon \in G} |X^\alpha \kappa_{2,x}(v)|,
\]

where \( |\alpha| \) is the homogeneous length of \( \alpha \):

\[
|\alpha| = \sum_{j=1}^{2d} \alpha_j + 2 \sum_{j=2d+1}^{2d+p} \alpha_j \quad \text{if} \quad \alpha = (\alpha_1, \ldots, \alpha_{2d}, \alpha_{2d+1}, \ldots, \alpha_{2d+p}).
\]

Therefore,

\[
\kappa_x^\varepsilon(z) = \int_G \kappa_{1,x}(u)\kappa_{2,x}(zu^{-1})du - \varepsilon \sum_{1 \leq j \leq 2d} \int_G v_j(u)\kappa_{1,x}(u)V_j\kappa_{2,x}(zu^{-1})du + \varepsilon^2 r_x^\varepsilon(z)
\]

and there exists a constant \( C > 0 \) such that for all \( \varepsilon > 0 \)

\[
\int_G \sup_{v \in G} |r_x^\varepsilon(v)|dv \leq \sum_{|\alpha| \leq 2, |\alpha| > 1} \sup_{x \in G} \left( \int_G |u|^{|\alpha|} |\kappa_{1,x}(u)|du \right) \left( \int_G \sup_{x \in G} |X^\alpha \kappa_{2,x}(v)|dv \right) < \infty.
\]

As a consequence, the operator with convolution kernel \( \varepsilon^{-Q} r_x^\varepsilon(\delta_{\varepsilon^{-1}}z) \) is uniformly bounded in \( \mathcal{L}(L^2(\mathbb{R}^d)) \). Besides,

\[
\int_G \kappa_{1,x}(u)\kappa_{2,x}(zu^{-1})du = (\kappa_{2,x} \ast \kappa_{1,x})(z)
\]

and

\[
\mathcal{F}(\kappa_{2,x} \ast \kappa_{1,x})(\lambda) = \mathcal{F}(\kappa_{1,x})(\lambda) \circ \mathcal{F}(\kappa_{2,x})(\lambda) = \sigma_1(x, \lambda) \circ \sigma_2(x, \lambda).
\]
Similarly, observing that
\[ \int_G v_j(u)\kappa_{1,x}(u)V_j\kappa_{2,x}(zu^{-1})du = V_j\kappa_{2,x} \ast (v_j\kappa_{1,x}) \]
and
\[ \mathcal{F}(v_j\kappa_{1,x})(\lambda) = \Delta_{v_j}\mathcal{F}(\kappa_{1,x})(\lambda) = \Delta_{v_j}\sigma_1(x,\lambda), \]
we obtain
\[ \mathcal{F}(V_j\kappa_{2,x} \ast (v_j\kappa_{1,x}))(\lambda) = \mathcal{F}(v_j\kappa_{1,x})(\lambda) \circ \mathcal{F}(V_j\kappa_{2,x})(\lambda) = \Delta_{v_j}\sigma_1(x,\lambda) \circ V_j\sigma_2(x,\lambda). \]

The relations
\[ \left( \frac{p}{q} \right) = M^\lambda v, \quad \left( \frac{\Delta p}{\Delta q} \right) = M^\lambda \Delta v, \quad (M^\lambda)^{-1} = tM^\lambda, \]
(stated in section 3.4) allows to conclude and obtain the relation (4.13).

The proof concerning the adjoint of the operator of symbol \( \sigma(x,\lambda) \) is similar since its convolution kernel \( \kappa_{x,*}^n(z) \) is given by
\[ \kappa_{x,*}^n(z) = \pi_{x(\delta_{x,z})^{-1}}(z). \]
One can then use Taylor expansion and identify the first terms of the expansion in the same manner than in the preceding proof.

\[ \square \]

7. Appendix B : The states of the \( C^* \)-algebra \( \mathcal{A} \)

We give here a proof of Proposition 4.3 which is adapted from the proofs of Propositions 5.15 and 5.17 in [26].

Given \( (\gamma, \Gamma) \in \mathcal{M}_+^1(G \times \hat{G}) \) satisfying (4.1), one checks easily that the linear form \( \ell \) defined via (4.2) is a state of \( \mathcal{A} \). Therefore, the proof consists in proving that any state can be represented by a unique \( \gamma d\Gamma \). Let \( \ell \) be a state of the \( C^* \)-algebras \( \mathcal{A} \). The GNS construction [23, Proposition 2.4.4] yields a representation \( \rho \) of \( \mathcal{A} \) on the Hilbert space \( \hat{\mathcal{H}}_\ell := \mathcal{A}/\{ \sigma : \ell(\sigma \sigma^*) = 0 \} \) such that
\[ \ell(\sigma) = \lim_{n \to +\infty} (\rho(\sigma)\xi_n, \xi_n)_{\hat{\mathcal{H}}_\ell}, \quad \sigma \in \mathcal{A}, \]
where the sequence \( (\xi_n)_{n \in \mathbb{N}} \) is the image of any approximate identity of \( \mathcal{A} \) via the canonical projection \( \mathcal{A} \to \hat{\mathcal{H}}_\ell \). We then decompose [23, Theorem 8.6.6] the representation \( \rho \) (taking into account the possible multiplicities) as
\[ (\rho, \hat{\mathcal{H}}_\ell) \sim (\rho_1, \hat{\mathcal{H}}_1) \oplus 2(\rho_2, \hat{\mathcal{H}}_2) \oplus \ldots \oplus \mathbb{N}_0(\rho_\infty, \hat{\mathcal{H}}_\infty), \]
and each \( \rho_r, r \in \mathbb{N} \cup \{ \infty \} \), may be disintegrated as
\[ \rho_r \sim \int_{\hat{\mathcal{A}}} \zeta d\gamma_r(\zeta); \]

furthermore, the positive measures \( \gamma_1, \gamma_2, \ldots, \gamma_\infty \) are mutually singular in \( \hat{\mathcal{A}} \). Consequently, we can write \( \xi \in \hat{\mathcal{H}}_\ell \) as
\[ \xi \sim (\xi_1, \xi_2, \ldots, \xi_\infty), \quad \text{with} \quad \xi_r = (\xi_{r,s})_{1 \leq s \leq r} \quad \text{for each} \quad r \in \mathbb{N} \cup \{ \infty \}, \quad \text{and} \quad \xi_{r,s} \in \hat{\mathcal{H}}_r. \]

Note that
\[ 1 = |\xi|^2_{\hat{\mathcal{H}}_\ell} = \sum_{r \in \mathbb{N} \cup \{ \infty \}} \sum_{s=1}^r |\xi_{r,s}|^2_{\hat{\mathcal{H}}_r} \quad \text{with} \quad |\xi_{r,s}|^2_{\hat{\mathcal{H}}_r} = \int_{\hat{\mathcal{A}}} |\xi_{r,s}(\zeta)|^2_{\hat{\mathcal{H}}_\zeta} d\gamma_r(\zeta). \]

Since we have identified \( \hat{\mathcal{A}} \) with \( G \times \hat{G} \):
\[ \rho_r \sim \int_{G \times \hat{G}} (x,\lambda)d\gamma_r(x,\lambda), \quad \mathcal{H}_r \sim \int_{G \times \hat{G}} \mathcal{H}_\lambda, \quad \sum_{r=1}^\infty \sum_{s=1}^r \int_{G \times \hat{G}} |\xi_{r,s}(x,\lambda)|^2_{\hat{\mathcal{H}}_\lambda} d\gamma_r(x,\lambda) = 1. \]
Hence $\Gamma_r := \sum_{s=1}^{r} \xi_{r,s} \otimes (\xi_{r,s})^*$ is a $\gamma_r$-measurable field on $G \times \hat{G}$ of positive trace-class operators of rank $r$. We have obtained:

$$\ell(\sigma) = (\rho(\sigma)\xi, \xi) = \sum_{r \in \mathbb{N} \cup \{\infty\}} \sum_{s=1}^{r} \int_{G \times \hat{G}} (\sigma(x, \lambda)\xi_{r,s}(x, \lambda), \xi_{r,s}(x, \lambda))_{L^2(\mathbb{R}^d)} \, d\gamma_r(x, \lambda)$$

$$= \sum_{r \in \mathbb{N} \cup \{\infty\}} \int_{G \times \hat{G}} \text{Tr} (\sigma(x, \lambda)\Gamma_r(x, \lambda)) \, d\gamma_r(x, \lambda).$$

We now define the positive measure $\gamma := \sum_r \gamma_r$. As the measures $\gamma_r$ are mutually singular, the field $\Gamma := \sum_r \Gamma_r$ is measurable and satisfies

$$\Gamma(x, \lambda) \geq 0, \quad \text{Tr} (\Gamma(x, \lambda)) < \infty, \quad \int_{G \times \hat{G}} \text{Tr} (\Gamma(x, \lambda)) \, d\gamma(x, \lambda) = 1.$$

This shows the existence of the pair $(\Gamma, \gamma)$.

Let us now prove that this pair is unique up to the equivalence class and consider $(\gamma', \Gamma') \in \mathcal{M}_1^+(G \times \hat{G})$ which also satisfies (4.1) and (4.2) for the same state $\ell$. It suffices to consider the case of $\gamma$ and $\Gamma$ obtained as in the preceding argumentation and we may assume that $\gamma'$ and $\Gamma'$ have the same support in $G \times \hat{G}$. For each $r \in \mathbb{N} \cup \{\infty\}$, let $B_r$ be the measurable subset of $G \times \hat{G}$ where $\Gamma'(x, \lambda)$ is of rank $r$ a.e. We may assume these subsets disjoint. We define the measure $\gamma'_r := 1_{B_r} \gamma'$ and the field $\Gamma'_r := 1_{B_r} \Gamma'$ as the restrictions of $\gamma'$ and $\Gamma'$ to $B_r$. As $\Gamma'_r$ is a measurable field of positive operators of rank $r$, there exists a measurable field of orthogonal vectors $(\xi_{r,s})_{s=1}^{r}$ such that

$$\Gamma'_r = \sum_{s=1}^{r} \xi'_{r,s} \otimes (\xi'_{r,s})^*$$

and we have

$$\text{Tr} \Gamma'_r = \sum_{s=1}^{r} |\xi'_{r,s}|^2.$$

We define the representation $\rho'$ of $\mathcal{A}$ and the vector $\xi'$ of $\rho'$ via

$$\rho' := \oplus_{r \in \mathbb{N} \cup \{\infty\}}^r \int_{G \times \hat{G}} (x, \lambda) \, d\gamma'_r(x, \lambda), \quad \text{and} \quad \xi' := \oplus_{r \in \mathbb{N} \cup \{\infty\}}^r \int_{G \times \hat{G}} \xi'_{r,s}(x, \lambda) \, d\gamma'_r(x, \lambda).$$

We observe that $\xi'$ is a unit vector:

$$|\xi'|^2 = \sum_{r \in \mathbb{N} \cup \{\infty\}} \sum_{s=1}^{r} |\xi'_{r,s}|^2 = \sum_{r \in \mathbb{N} \cup \{\infty\}} \int_{G \times \hat{G}} \text{Tr} \Gamma'_r \, d\gamma'_r = \int_{G \times \hat{G}} \text{Tr} \Gamma' \, d\gamma' = 1.$$

Moreover for any $\sigma \in \mathcal{A}$:

$$\langle \rho'(\sigma)\xi', \xi' \rangle = \sum_{r \in \mathbb{N} \cup \{\infty\}} \sum_{s=1}^{r} \int_{G \times \hat{G}} (\sigma \xi'_{r,s}, \xi'_{r,s}) \, d\gamma'_r = \sum_{r \in \mathbb{N} \cup \{\infty\}} \int_{G \times \hat{G}} \text{Tr} (\sigma \Gamma'_r) \, d\gamma'_r$$

$$= \int_{G \times \hat{G}} \text{Tr} (\sigma \Gamma') \, d\gamma' = \ell(\sigma).$$

In other words, the state associated with $\rho'$ and $\xi'$ coincides with $\ell$. This implies that $\rho'$ and $\rho$ are equivalent [23 Proposition 2.4.1], therefore the measures $\gamma'_r$ and $\gamma_r$ are equivalent for every $r \in \mathbb{N} \cup \{\infty\}$ [23 Theorem 8.6.6]. In other words, there exists a measurable positive function $f_r$ supported in $B_r$ such that

$$d\gamma'_r(x, \lambda) = f_r(x, \lambda) \, d\gamma_r(x, \lambda).$$

As $\xi'$ corresponds to $\xi$ via the $(\rho', \rho)$-equivalence, we must have

$$\Gamma'_r(x, \lambda) = f_r(x, \lambda) \Gamma_r(x, \lambda),$$

where $\Gamma_r(x, \lambda)$ is a measurable field of positive operators of rank $r$. Thus, we conclude that $\rho'$ and $\rho$ are equivalent. Therefore, we have shown that the pair $(\Gamma, \gamma)$ is unique up to the equivalence class.
which concludes the proof.
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