The processes that keep a cell alive are constantly challenged by unpredictable changes in its environment. Cells manage to counteract these changes by employing sophisticated regulatory strategies that maintain a steady internal milieu. Recently, the antithetic integral feedback motif has been demonstrated to be a minimal and universal biological regulatory strategy that can guarantee robust perfect adaptation for noisy gene regulatory networks in *Escherichia coli*. Here, we present a realization of the antithetic integral feedback motif in a synthetic gene circuit in mammalian cells. We show that the motif robustly maintains the expression of a synthetic transcription factor at tunable levels even when it is perturbed by increased degradation or its interaction network structure is perturbed by a negative feedback loop with an RNA-binding protein. We further demonstrate an improved regulatory strategy by augmenting the antithetic integral motif with additional negative feedback to realize antithetic proportional–integral control. We show that this motif produces robust perfect adaptation while also reducing the variance of the regulated synthetic transcription factor. We demonstrate that the integral and proportional–integral feedback motifs can mitigate the impact of gene expression burden, and we computationally explore their use in cell therapy. We believe that the engineering of precise and robust perfect adaptation will enable substantial advances in industrial biotechnology and cell-based therapeutics.

**Significance**

To survive in the harsh environments they inhabit, cells have evolved sophisticated regulatory mechanisms that can maintain a steady internal milieu or homeostasis. This robustness, however, does not generally translate to engineered genetic circuits, such as the ones studied by synthetic biology. Here, we introduce an implementation of a minimal and universal gene regulatory motif that produces robust perfect adaptation for mammalian cells, and we improve on it by enhancing the precision of its regulation.
adaptation. Furthermore, we derive a mathematical (mechanistic) model that describes the various interactions in the system. We show that the obtained model fits the experimentally obtained data well, and is also capable of predicting the robustness features of our implementation of the antithetic integral controller. Lastly, we demonstrate the applicability of our integral and PI controllers by demonstrating perfect mitigation of the gene expression burden and show that the PI controller provides superior precision over integral feedback.

Over the last decade, several experimental studies have constructed RNA-based genetic control systems (12–14) to regulate gene expression, and have constructed cell-based therapies that implement negative feedback loops to mitigate disease (15–18). These, however, rely solely on proportional feedback rather than integral or PI feedback and are therefore not guaranteed to achieve precise and robust regulation. In 2016, Briat et al. (19) introduced a biomolecular circuit topology that implements integral feedback control for general biomolecular systems. Fig. 1A depicts an abstract representation of this control motif. A subsequent publication by the same authors (11) showed that additional proportional negative feedback further reduces variance in the controlled output. Central to this strategy—termed antithetic PI feedback—is the so-called annihilation (or sequestration) reaction between the two species that implement the controller (reaction with rate \( \gamma \) in Fig. 1A). The annihilation refers to the requirement that both controller species abolish each other's function when they interact. Another stringent requirement to achieve integral feedback is that the two controller species on their own remain fairly stable over time. Given these conditions, any network interconnected in a stable way with this antithetic integral controller will achieve robust adaptation (Fig. 1C). The incorporation of additional proportional negative feedback from the output of the controlled network to the actuation reaction then yields PI feedback (Fig. 1D). Independent of integral feedback, this proportional feedback introduces a reduction in the variance of the controlled output (Fig. 1C).

The initial theoretical work has motivated the implementation of antithetic integral control in bacteria (20, 21) and in vitro (22). A quasi-integral controller in *Escherichia coli* (23) also relies on a similar topology. In realizing antithetic integral feedback, one of the main challenges is identifying a suitable implementation of the annihilation (or sequestration) reaction (21). In the bacterial implementation of the antithetic integral feedback motif (21), stable proteins (a \( \sigma \) and anti-\( \sigma \) factor pair) were used to realize the sequestration reaction. However, this approach is not directly applicable to mammalian cells. Instead, in this work, we exploit hybridization of complementary mRNAs to realize this critical reaction (Fig. 2A). For the antithetic integral controller to function properly, the sense and antisense RNAs have to be stable such that their degradation is predominantly due to their mutual interaction (via the hybridization reaction). Unlike bacterial RNAs where the majority of mRNAs have half-lives between 3 and 8 min (24), mammalian RNAs are much more stable, with typical mRNA half-lives of several hours (25). Indeed, in human cells, the majority of mRNAs have half-lives between 6 and 18 h, with an overall mean value of 10 h (26, 27). The hybridization of the mammalian sense/antisense RNAs and their stability allow us to realize the antithetic integral controller in mammalian cells. Sense and antisense mRNA have previously been employed to control gene expression in yeast (28) and to build a genetic oscillator in mammalian cells (29). Furthermore, antisense RNA has shown promise in the treatment of cancer and other genetic diseases as well as infections (30–32).

### Results

#### Integral Feedback

A schematic depiction of the sense/antisense RNA implementation of the antithetic integral feedback circuit is shown in Fig. 2A. The basic circuit consists of two genes, which are encoded on separate plasmids. The gene in the activator plasmid is the synthetic transcription factor \( \tau TA \) (tetracycline transactivator) (33) fused to the fluorescent protein mCitrine. The expression of this gene is driven by the strong mammalian EF-1 \( \alpha \) promoter. This transcription factor drives the expression of the other gene in the antisense plasmid via the \( \tau TA \)-responsive TRE promoter. This gene expresses an antisense RNA that is complementary to the activator mRNA. The hybridization of these two species realizes the annihilation (or sequestration) reaction and closes the negative feedback loop. Note that the successful realization of the antithetic integral controller hinges on the suitable choice of the sequestration pair participating in the sequestration reaction. For instance, we show, in SI Appendix, section E, via analytic reasoning and numerical simulations, that, if the sequestration reaction is reversible and/or it produces an active complex that inherits the functionality of one of the two sequestered molecules, then the adaptation property is lost. These undesirable features are virtually nonexistent with the sense/antisense sequestration pair, rendering them as good candidates to realize the antithetic integral controller. As an experimental control incapable of producing integral feedback, we built an open-loop analog of the closed-loop circuit, in which the TRE promoter was replaced by a noncognate promoter. The closed-loop configuration is set up to regulate the expression levels of the activator \( \tau TA \)-mCitrine. To introduce specific perturbations to the activator, we additionally fused an Asunaprevir (ASV) inducible degradation tag (SMASH) to \( \tau TA \)-mCitrine (34).

To show that our genetic implementation of the circuit performs integral feedback, we apply constant disturbances with ASV at a concentration of 0.033 μm to HEK293T cells which were transiently transfected with either the open- or the closed-loop circuit. Additionally, we vary the setpoint by transfecting the two plasmids at ratios ranging from 1/16 to 2 (activator plasmid/antisense plasmid). The fluorescence of the cells was measured 48 h after transfection, using flow cytometry. As the setpoint ratio increases, so does the fluorescence of \( \tau TA \)-mCitrine, indicating that our circuit permits setpoint control (Fig. 2B and SI Appendix, Fig. S8). Even for low setpoint ratios, the fluorescence remained above background levels (SI Appendix, Fig. S14). Note that this fluorescence is a monotonically increasing function of the plasmid ratios (see also the function \( \theta \) in SI Appendix, Fig. S1B).

We consider a circuit to be adapting if its normalized fluorescence intensity stays within 10% of the undisturbed control. Under this criterion, adaptation is achieved for all the setpoints tested below two in the closed-loop configuration. In contrast, none of the open-loop configurations manage to meet this adaptation requirement (Fig. 2C).

Next, we sought to demonstrate that our implementation of the antithetic integral controller will provide disturbance rejection at different setpoints regardless of the network topology it regulates. Therefore, we added a negative feedback loop from \( \tau TA \)-mCitrine to its own production. This negative feedback was realized by the RNA-binding protein L7Ae (35), which is expressed under the control of a \( \tau TA \)-responsive TRE promoter and binds the kink-turn hairpin on the sense mRNA to inhibit translation (Fig. 2A). The closed- and open-loop circuits were transiently transfected either with or without this negative feedback plasmid to introduce a perturbation to the regulated network. The setpoints 1/4 and 1/2 were tested by transfecting an appropriate ratio of the
activator to antisense plasmids. These different conditions were further perturbed at the molecular level by adding 0.033 μm of ASV to induce degradation of TTA-mCitrine. As shown in Fig. 2D (see also SI Appendix, Fig. S2, Left), the closed-loop circuit rejects both perturbations nearly perfectly in all cases, whereas, again, the open-loop circuit fails to adapt.

**PI Feedback.** The capability of the antithetic integral controller to reject topological network perturbations, as demonstrated previously in Fig. 2D, allowed us to further improve the controller performance by increasing its complexity. In particular, we implement a common control strategy that is extensively applied in various engineering disciplines, referred to as PI control. This

---

Fig. 1. The antithetic PI feedback motif. (A) Network topology of an arbitrary molecular network interacting with an antithetic PI feedback motif. The nodes labeled with Z1 and Z2 together compose the antithetic motif responsible for realizing integral feedback. Species Z1 is produced at a rate μ and is functionally annihilated when it interacts with species Z2 at a rate η. Furthermore, Z1 interacts with the controlled network by promoting the production of species X1. To close the feedback loop, species Z2 is produced at a reaction rate that is proportional to θ and the regulated output species X_L. An additional negative feedback from the output to the production reaction extends the motif to PI feedback. (B) Dynamics of the antithetic integral controller. Subtracting the differential equations of Z1 and Z2 reveals the integral action of the controller that ensures that the steady state of the output converges to a value that is independent of the controlled network parameters. Additionally, through linearization (36), the individual integral and the proportional control actions of the antithetic PI motif can be expressed separately. (C) The elements of PI feedback. Without any feedback control, the output of the controlled network may be highly variable and will likely respond dramatically to a disturbance in the network. By adding integral feedback, it can be assured that the output will adapt perfectly to disturbances. Conversely, by adding proportional feedback, the variability in the output can be reduced. Combining the two types of feedback reduces the variability of the output while also ensuring perfect adaptation. (D) Graphical demonstration of integral and proportional control. Integral control accounts for error history by mathematically integrating it in time. Consequently, integral controllers have memory and “remember” the past. However, proportional controllers act instantaneously by only accounting for the present error. Consequently, proportional controllers are memoryless and “forget” the past.
Instead, it is directly controlled by the sense mRNA. Furthermore, the proportional feedback realized in the PI controller is expected to act faster than the feedback implemented by the tTA-dependent production of L7Ae (Fig. 2A), because it does not require additional transcription and translation steps. Refer to SI Appendix, section D for a detailed mathematical analysis, using linear perturbation theory, that reveals the underlying PI structure of the controller.

As illustrated in Fig. 3B, with a standalone proportional controller, increasing the proportional feedback strength via introducing additional L7Ae-binding hairpins has the effect of reducing the steady-state error induced by the drug disturbance. Nonetheless, despite the error reduction, our criteria of adaptation is not met. On the other hand, with a PI controller, the expression of tTA-mCitrine is ensured to be robust to the induced drug disturbance as depicted in Fig. 3. This demonstrates that the control strategy adds to the integral (I) controller proportional (P) feedback action to enhance dynamic performance, such as transient dynamics and variance reduction (11, 36, 37), while the proportional feedback control acts faster than the integral feedback, we use a proxy protein, namely, the RNA-binding protein L7Ae, which is produced in parallel with mCitrine-tTA from a single mRNA via the use of a P2A self-cleavage peptide (Fig. 3A). Therefore, the expression level of L7Ae is expected to proportionally reflect the level of tTA-mCitrine. The negative feedback is hence realized via the proxy protein that inhibits translation by binding the 5′ untranslated region of the sense mRNA. Note that, as opposed to the circuit in Fig. 2A, the production of L7Ae in the PI controller is not regulated by the tTA responsive TRE promoter. Instead, it is directly controlled by the sense mRNA. Furthermore, the expression level of L7Ae is ensured to be robust to the induced drug disturbance as depicted in Fig. 2B. This demonstrates that the proportional feedback realized in the PI controller is expected to act faster than the feedback implemented by the tTA-dependent production of L7Ae (Fig. 2A), because it does not require additional transcription and translation steps. Refer to SI Appendix, section D for a detailed mathematical analysis, using linear perturbation theory, that reveals the underlying PI structure of the controller.
add additional proportional feedback indeed does not break the adaptation property of the antithetic integral controller, as predicted by control theory.

Mathematical Modeling. To demonstrate that the circuits in Figs. 2A and 3A are consistent with our understanding of the regulatory topologies, we first derive detailed mechanistic models of these topologies, starting from basic principles of mass-action kinetics. Next, a model reduction technique is carried out based on a quasi-steady-state approximation that exploits the timescale separation imposed by the various fast binding/unbinding reactions in the network. The mathematical details can be found in SI Appendix, sections A–C, where each circuit is mathematically treated separately. The resulting reduced models capture the expression dynamics of the three genes, denoted by $G_1$, $G_2$, and $G_3'$, that are encoded in the activator, antisense, and network perturbation plasmids, respectively. Gene $G_1$ is constitutively expressed at a rate $\mu(G_1)$, while the other two genes, $G_2$ and $G_3'$, are activated by the (dimer) transcription factor $A$ at rates $\theta(A; G_2)$ and $\theta_p(A; G_3')$, respectively. The derived mathematical expressions of the functions $\mu$, $\theta$, $\theta_p$ and the active degradation propensity, $\lambda$, are all given in SI Appendix, Figs. S1B and S4B. Note that the model for the circuit of Fig. 2A without (with) network perturbation can be obtained by setting $G_3' = \tau = 0$ ($\tau = 0$), whereas, the model for the circuit of Fig. 3A can be obtained by setting $G_3' = 0$ and $\tau = 1$.

Next, we calibrate the derived mathematical models to the experimental measurements that were collected at steady state. The measured fluorescence, denoted by $M$, represents all the
Fig. 4. Mathematical modeling of the various circuits. (A) A chemical reaction network compactly modeling the various circuits presented in Figs. 2 and 3. The sense mRNA, Z₁, is constitutively produced at a rate $\mu(G_1)$ that depends on the gene (plasmid) concentration, $G_1$. Then, $Z_1$ is translated into a fusion of a synthetic transcription factor, fluorescent protein, and inducible-degradation tag, referred to as $X_1$, a target. $X_1$ is either actively degraded by the ASV disturbance $D$ at a rate $\lambda(X_1; D)$ or converted to $X_2$ at a rate $c$ by releasing the SMASH tag. The protein $X_2$ dimerizes to form $A$, which activates the transcription of the antisense RNA, $Z_2$. The transcription rate, denoted by $\theta$, is a function of $A$ and the gene concentration $G_2$. The antithetic integral control, shown in the blue box, is modeled by the sequestration of $Z_1$ and $Z_2$ at a rate $\eta$. Note that the open-loop circuit is obtained by removing the feedback from the regulated output $A$. The proportional controller (orange box) is modeled by producing the protein $X_1'$, also a target, in parallel with $X_1$ to serve as its proxy. A negative feedback is then achieved by the (un)binding reaction between the proxy $X_1'$ and $Z_1$. Finally, the network perturbation (purple box) is modeled by introducing an additional gene $G'_1$. This gene is activated by $A$ to transcribe the mRNA $Z'_2$ at a rate $\theta_p$ which is a function of $A$ and $G'_1$. $Z'_2$ is then translated into the protein $X_1'$ that has, once again, a negative feedback on the production of $X_1$ by binding to $Z_1$. See SI Appendix, Figs. S1, S3, and S4 for a detailed mathematical explanation for each separate circuit. (B and C) Model calibrations to experimental data. (Left) The model fits for the open-loop circuits with/without disturbance (B) and with/without network perturbation (C). (Right) Similarly, the model fits for the closed-loop circuits. The model fits for proportional control are reported in SI Appendix, Fig. S4C. The solid lines denote model fits, while dashed lines denote model predictions. The model fits and predictions show a very good agreement with the experiments over a wide range of plasmid ratios (setpoints) $G_1/G_2$, for all scenarios. (D) Stochastic simulations demonstrating the variance reduction property of the proportional controller. The calibrated steady-state parameter groups of the PI closed-loop circuit, given in SI Appendix, Eq. S42, are fixed, while the time-related parameters are set as follows: $\gamma = \gamma', k = c = d = 1 \text{ min}^{-1}$ to demonstrate the variance reduction property that is achieved when a proportional controller is appended to the antithetic integral motif. Note that $G_1 = 0.002 \text{ pmol}$, and $G_2 = 0.004 \text{ pmol}$.

molecules involving mCitrine: $X_1$, $X_2$, and $A$. It is shown in SI Appendix, section A.4 that $M$ can be expressed solely in terms of the concentration of the regulated output $A$, as shown at the bottom of Fig. 4A, where $c_m$ is an instrument-related proportionality constant that maps concentrations in nanometers to fluorescence in arbitrary units, and $\kappa$ is the dimerization
dissociation constant of $A$. Of course, steady-state measurements alone cannot uniquely estimate all parameters in the model. However, by carrying out a steady-state analysis of the underlying differential equations, we can identify a set of parameter groups (or aggregated parameters) that can be uniquely estimated based on the collected data. The detailed mathematical analyses, showing the aggregated parameter groups and their calibrated values, are reported for each circuit separately in SI Appendix, sections A.5, B.3, and C.3.

In the ideal closed-loop scenario where the dilution/degradation rate $\delta$ is zero, the steady-state analyses are fairly straightforward and are shown at the bottom of SI Appendix, Figs. S1B, S3B, and S4B for each circuit. These analyses show that the steady-state concentration of the regulated output, denoted by $\bar{A}$, is the same for all the circuits and is given by

$$
\bar{A} = \frac{r - k_0/k_2}{1 - r}, \quad \text{with} \quad r := \frac{k_1 G_1}{k_2 G_2}.
$$

Observe that $\bar{A}$ is a monotonically increasing function of the plasmid ratio $G_1/G_2$, and is independent of the various controlled network parameters, particularly the disturbance $D$ and the plasmid concentration $G_2^-$. As a result, robust perfect adaptation is exactly achieved, since the ASV disturbance and the network perturbation have absolutely no effect on the steady-state concentration of the regulated output $A$.

In practice, the dilution/degradation rate $\delta$ is never exactly zero, which makes the integrator “leaky.” In this case, the steady-state analysis becomes more involved, and one cannot obtain an explicit formula for $\bar{A}$ as in the ideal situation. However, implicit (polynomial) formulae can be obtained and are used here to fit the mathematical models to the data. It should be pointed out that, when $\delta$ is sufficiently small relative to other controller rate parameters (as can be achieved with slowly growing cells and fairly stable sense/antisense RNA), the integrator leakiness will be negligibly small, and perfect adaptation can still be achieved for all practical purposes (21, 38). This is verified experimentally in Figs. 2 C and D and 3B. The model fits for the integral circuit of Fig. 2A, shown in Fig. 4B, are carried out sequentially for the open-loop circuit first (with and without disturbance), and then for the closed-loop circuit (without disturbance). This sequential procedure avoids overfitting the model to the data. Finally, the closed-loop circuit with disturbance was left for model prediction to assess the calibration accuracy. As shown in the plots of Fig. 4B, the model fits the data very well, and is also capable of predicting the experimentally observed disturbance rejection feature of the antithetic integral controller (dashed red curve in Fig. 4 B, Right). Similar model calibration procedures were also carried out for the circuits of SI Appendix, Figs. S3A and S4A, and the model fits and predictions are reported in Fig. 4C and SI Appendix, Fig. S4C, respectively. Clearly, the models fit the data quite well, and are also capable of predicting another experimentally observed feature of the antithetic integral controller: robustness to network perturbations. The models also show that appending the proportional controller to the integral controller does not affect the steady state of the measured output, but it is capable of reducing the stationary variance (equivalently, the coefficient of variation), as demonstrated experimentally in Fig. 3C (SI Appendix, Fig. S11B) and theoretically through the stochastic simulations depicted in Fig. 4D.

**Gene Expression Burden Mitigation.** To demonstrate the antithetic integral and PI controllers in a more practical setting, we apply the circuits introduced in Figs. 2 and 3 to decouple the expression of the transcription factor $t$TA-mCitrine-SMAsh from the expression of other genes when they are competing for finite pools of shared resources. This effect was first described in bacteria (39) and, later, also characterized in mammalian cells (40, 41). The effective consequence of this is that changes in the expression of one gene inversely affect the expression of all other genes that share a pool of resources with it. In the context of feedback control, the aforementioned changes in gene expression can be seen as disturbances to the controlled network (Fig. 5A). To experimentally introduce this perturbation, we cotransfected varying amounts of an additional disturbance plasmid that constitutively expresses the fluorescent protein miRFP670. Previously, it had been observed that the expression of transiently transfected genes is repressed by the presence of double-stranded RNA (dsRNA) (42). We similarly observed that the dsRNA formed through the hybridization of sense and antisense mRNA inhibits the expression of the additionally transfected miRFP670 (comparing Closed Loop to Syn1 Open Loop in SI Appendix, Fig. S12). To make the gene expression burden—reflected by miRFP670 expression levels—comparable between the closed-loop and open-loop conditions, we replaced the inactive Syn1 promoter with a constitutively active EF1$\alpha$ promoter and tuned the plasmid ratio such that the expression of miRFP670 matches the closed-loop expression (Low EF1$\alpha$ Antisense condition in SI Appendix, Fig. S12). As was already done in Fig. 3, we now compare the responses of the open-loop (No Control), proportional feedback (P-Control), integral feedback (I-Control), and PI (PI-Control) variants to this new disturbance. As can be seen in Fig. 5B (SI Appendix, Fig. S13A), a setpoint of 1/2 is maintained within 10% up to a disturbance strength of 2.3 for I-Control and for all disturbance strengths for PI-Control (Fig. 5B and SI Appendix, Fig. S13A). This is not the case for the No Control and P-Control configurations, where the steady-state error steadily increases with the increasing strength of the disturbance (Fig. 5B and SI Appendix, Fig. S13A). In all cases, the disturbance is similar in relative extent (Fig. 5 B, Top and SI Appendix, Fig. S13 A, Top). In addition to providing perfect adaptation, PI-Control improves regulation over I-Control by further reducing the steady-state cell-to-cell variability (Fig. 5C and SI Appendix, Fig. S13B).

**Discussion and Application Prospects**

This study presents an implementation of integral and PI feedback in mammalian cells. With our proof-of-principle circuit, we lay the foundation for robust and predictable control systems engineering in mammalian biology. We believe PI feedback systems will have a transformative effect on the field of synthetic biology, just like they have had on other engineering disciplines.

Based on the antithetic motif (Fig. 1A), we designed and built a proof-of-concept circuit capable of perfect adaptation. This was achieved by exploiting the hybridization of mRNA molecules to complementary antisense RNAs. The resulting inhibition of translation realized the central sequestration mechanism. Specifically, we expressed an antisense RNA through a promoter that was activated by the transcription factor $t$TA. This antisense RNA was complementary to and bound with the mRNA of $t$TA to close the negative feedback loop (Fig. 2A). We further highlighted the properties of integral feedback control by showing that our circuit permits different setpoints. By applying a disturbance to the regulated species, we showed that the closed-loop circuit achieved adaptation and provided superior robustness compared to an analogous open-loop circuit (Fig. 2C). Further, we showed that adaptation was also achieved when the setpoint of the circuit was changed. Note that the setpoint of the antithetic integral controller is determined by the ratio between sense and antisense
mRNA plasmid. Although plasmids might dilute during cell division, both plasmids are distributed randomly without bias to the daughter cells. Therefore, the average ratio of the two plasmids should remain the same after division. An earlier implementation of the antithetic integral feedback motif in bacteria (21) used a σ and anti-σ factor pair to realize the sequestration reaction. Due to the requirement of factors native to the bacterial cell for σ factors to activate transcription, this approach is not directly applicable to mammalian cells. Conversely, the sense and antisense RNA approach utilized in this study is likely to be more difficult to realize in bacterial cells, due to rapid mRNA turnover.

Moreover, we demonstrated that our realization of the antithetic integral feedback motif is agnostic to the network structure of the regulated species. This was achieved by introducing a perturbation to the controlled network itself (Fig. 2D and SI Appendix, Fig. S9). Furthermore, we also demonstrated that the closed-loop circuit still rejected disturbances, even in the presence of this extra perturbation to the network. In the open-loop circuit, the disturbance, perturbation, and perturbation with disturbance all led to a strong decrease in tTA-mCitrine expression.

Next, we used the perturbation to the controlled network to incorporate proportional feedback into our integral control circuit directly. We then showed that this PI feedback controller maintained the same setpoint as the integral controller, even when challenged with induced degradation of the controlled species. To demonstrate that this new controller did utilize proportional feedback, we showed a reduction in the cell-to-cell variability by computing the coefficient of variation squared on the measured fluorescence distributions.
To test our understanding of the mechanistic interactions within our circuits, we derived mechanistic mathematical models for the circuits, starting from basic mass-action kinetics, and showed that the obtained models were capable of fitting the experimental measurements. We also showed that the models were capable of predicting key features of our implementation of the antithetic PI controller: disturbance rejection and robustness to network perturbations.

Finally, we employed our integral and antithetic integral feedback circuits to perfectly mitigate gene expression burden on the controlled species caused by introducing an additional, constructively expressed fluorescent protein at varying levels. In light of recent studies on the effects of shared cellular resources in mammalian cells (40, 41), it is important to point out that the dependence of the production of the two controller species on the same resource pool (e.g., transcriptional resources for sense/antisense RNAs) was crucial for maintaining the setpoint despite variations in resource availability. This derives from the fact that the setpoint is a function of the ratio of the production rates of the two controller species (ratio \( r \) in Eq. 1). Whenever both rates depend similarly on the same resource pool, the effect of this dependence cancels out. When the production rates depend on different resource pools, they do not cancel out, and the setpoint becomes sensitive to resource allocation.

In previous work describing the effects of shared cellular resources in mammalian cells (40, 41), incoherent feedforward (iFF) loop topologies were used to mitigate the indirect coupling of gene expression. Here, we have achieved the same using our antithetic integral and PI feedback circuits. While iFF loops can adapt to inputs [even perfectly in some instances (43, 44)], they typically do so for a single input. In contrast, integral feedback loops can adapt to perturbations in the entire controlled network (43–45).

Aside from realizing integral feedback control, the sense and antisense RNA implementation is very simple to adapt and is versatile. Indeed, both sense and antisense are fully programmable, with the only requirement being that they share sufficient sequence homology to hybridize and inhibit translation. Due to this fact, mRNAs of endogenous transcription factors may easily be converted into the antithetic motif simply by expressing their antisense RNA from a promoter activated by the transcription factor. However, one should note that, to successfully implement an antithetic integral feedback controller for a transcription factor of interest, there are several points to consider. 1) The sense and antisense mRNA need to be stable to prevent leaky integration. 2) A suitable promoter that responds monotonically to the desired range of the transcription factor is required to avoid promoter saturation and loss of regulation. 3) Although the setpoint to the transcription factor will be lower than without the antisense RNA due to the negative feedback, the setpoint of the antithetic integral feedback controller can be tuned by increasing the strength of the promoter expressing the sense mRNA, increasing the ratio between the sense/antisense transcription units or decreasing the strength/sensitivity of the promoter expressing the antisense RNA.

In the following, we speculate about prospective applications of the antithetic PI controller for achieving robust and precise regulation of the glucose response in modeled diabetic patients. Genetically engineered controllers have desirable properties as treatment strategies for homeostasis-related pathologies. Previously, it has been demonstrated that, when encapsulated insulin-producing designer cells were implanted in diabetic mice, they alleviated the effects of type 1 diabetes mellitus (T1DM) by secreting insulin in response to low blood pH mediated by diabetic ketoacidosis (46) or, alternatively, in response to sensed glucose (18). This pioneering work provided a proof of concept for the practical feasibility of this approach. In this previous work, however, the designed feedback controller is similar to a standalone proportional controller, and therefore cannot exhibit the property of robust perfect adaptation that is characteristic of integral feedback. We next exploit our antithetic PI controller implementation to carry out a simulation study that demonstrates the achievable robust precision and accuracy of the glucose response in modeled diabetic patients. To illustrate the clinical translatability of our proposed controller topologies, we employed disease models for diabetes mellitus (DM) and interfaced them with the different controller circuits (Fig. 6). The ability of pancreatic \( \beta \)-cells to synthesize and release insulin determines the classification of DM into two main categories: type 1 DM of autoimmune etiology and type 2 DM (T2DM). As a result, we utilized mathematical models for both T1DM (47, 48) and T2DM (49), which originated from the UVA/PADOVA (University of Virginia/Universita di Padova) Type 1 Diabetes Simulator (S2008) and its updated versions (47, 50). This simulator constitutes the first computer model approved by the Food and Drug Administration as an alternative to preclinical trials and animal testing.

Over the past few decades, the prevalence of DM has increased exponentially, and DM is now considered the most common endocrine disease, affecting \( \sim 1 \) in 11 adults globally (51). Our results propose a closed-loop alternative to open-loop replacement therapy with exogenous insulin, which, in the case of T1DM, is prescribed for life. They also offer a potentially more manageable approach to the combination of lifestyle changes and pharmacological interventions that is recommended for addressing T2DM management (52). Moreover, we showed that the simulated glucose control is robust to interpatient variability (Fig. 6B), for example, due to differences in endogenous glucose production by the liver [clinically found under stress conditions or in critically ill patients (53)], or to changes in renal function, such as physiological or pathological (e.g., diuretic administration, chronic kidney disease) variations in glomerular filtration rate. It was also shown, in Fig. 6C, that the antithetic integral and PI controllers were capable of achieving robust adaptation. In contrast, a standalone proportional controller did not meet the desired setpoint, nor could it reject disturbances such as an increase in endogenous glucose production rate (\( k_{p1} \) in ref. 49). Note that dissimilarities in the response of the healthy patient and that of the PI controller–treated patient are, for the most part, not due to any differences between the two regulation strategies (natural vs. synthetic). Rather, they are mostly attributed to the fact that, for the treated patient, the insulin was modeled to be synthesized de novo from a genetically engineered synthetic insulin gene, leading to inevitable gene expression delay. In comparison, for healthy patients, insulin is stored in vesicles for quick release, which ensures a more rapid response—a fact that was also accounted for in the model of the healthy patient. Nevertheless, the response of the PI controller–treated patient in Fig. 6C meets all the preprandial and peak postprandial plasma glucose guidelines of the American Diabetes Association (54), and hence offers a potentially effective treatment strategy. Interestingly, the same controller for the single T1DM patient of Fig. 6C, Left was capable of meeting the guidelines for all 1,728 patients in Fig. 6B, Top without requiring retuning for different patients—a clear demonstration of robust adaptation. A similar robust adaptation was seen in T2DM, where a single controller met the guidelines for the majority of patients. For those patients for whom the guidelines were not met, the violation was slight (glucose levels exceeded 180 mg/dl (milligram per deciliter) only briefly beyond the maximum of 2 h; Fig. 6B, Bottom). This, however, can be remedied by slightly
Fig. 6. Simulation of glucose regulation in the blood with antithetic PI control. (A) A schematic representation describing the mathematical model of the closed-loop network. The diagram to the right provides a high-level description of the modeled glucose and insulin dynamics based on ref. 49. This diagram represents the controlled network, where the output of interest (to be controlled) is the glucose concentration (milligrams per dL) in the plasma; whereas, the input that actuates this network is the insulin concentration (picomoles per liter) in the plasma. Note that, unlike the controlled network in the previous figures, this network has a negative gain: Increasing the input (insulin) decreases the output (glucose). Hence, to ensure an overall negative feedback, a P-type controller (with positive gain) is adopted here and shown in the schematic to the left, which models a genetically embedded antithetic PI controller. The P-type property of the integrator is achieved by switching $Z_1$ with $Z_2$; that is, the antisense RNA is now constitutively produced while the sense mRNA "senses" the output (glucose) and actuates the input (insulin). The P-type property of the proportional controller is achieved by using an activation reaction (instead of an inhibition reaction as in Fig. 3A) where glucose activates a gene (in orange) to produce insulin. (B) Robustness to interpatient variability. To demonstrate the robustness of our PI controllers, three parameters $k_{p1} \in [2.4, 3], V_{max} \in [0.024, 0.071],$ and $k_{e1} \in [0.0003, 0.0008]$ (see ref. 49) in the controlled network are varied, while the controller parameters are fixed. Changes of $k_{p1}$ depict alterations in endogenous glucose production (e.g., in various catabolic or stress states (53)), and $V_{max}$ is used to simulate variations in the insulin-dependent glucose utilization ($U_{dp}$ in ref. 49) in the peripheral tissues (e.g., by physiological or pathological changes in GLUT4 translocation), while $k_{e1}$ is the glomerular filtration rate. The responses are shown for a meal of 40 g of glucose at $t = 0$. Adaptation is achieved for all these parameters and for both type I and II diabetic subjects. (C) Response to 40 g of glucose at time $t = 0$ and a disturbance in endogenous glucose production (EGP) rate at $t = 24$ h. A single meal comprising 40 g of glucose and an increase of endogenous glucose production rate from $k_{p1} = 2.7$ mg/min $\rightarrow$ 3 mg/min (see ref. 49) is applied to the models of healthy and diabetic subjects at $t = 0$ h and $t = 24$ h, respectively. Top (Bottom) depicts the response of glucose (insulin) concentration, whereas Left (Right) plots correspond to a type I (type II) diabetic subject. The black curves correspond to a healthy subject whose glucose levels quickly return back to the glycemic target range (for adults with diabetes) [80, 130] mg/dL (54) after the meal, due to naturally secreted insulin. In contrast, the red curves correspond to uncontrolled diabetic patients whose glucose levels are incapable of returning back to the healthy range, due to lack of insulin (type I) or low insulin sensitivity (type II). Finally, the solid gray, dashed gray, and green curves correspond to diabetic patients whose glucose levels are controlled by our integral, proportional, and PI controllers, respectively. Both integral and PI controllers are capable of restoring a healthy level of glucose concentration by tuning the setpoint to a desired value (100 mg/dL), whereas the proportional controller alone is capable of neither returning to the desired setpoint nor rejecting the disturbance. Furthermore, the PI controller outperforms the standalone integral controller by speeding up the convergence to the setpoint, especially for type I diabetes.

retuning the controller for these patients if necessary. The details of the mathematical modeling can be found in SI Appendix, section F.

We believe that the ability to precisely and robustly regulate gene expression in mammalian cells will find many applications in industrial biotechnology and biomedicine. In the area of biomedicine, these robust, perfectly adapting controllers can be used to restore homeostasis in the treatment of metabolic diseases, as well as for applications in immunotherapy and precise drug delivery.
Materials and Methods

Plasmid Construction. Plasmids for transfection were constructed using a mammalian adaptation of the modular cloning (MoClo) yeast toolkit standard (55). Custom parts for the toolkit were generated by PCR amplification (Phusion Flash High-Fidelity PCR Master Mix, Thermo Scientific) and assembled into toolkit vectors via golden gate assembly (56). All enzymes used for applying the MoClo procedure were obtained from New England Biolabs.

Cell Culture. HEK293T cells (ATCC, stock number CRL-3216) were cultured in Dulbecco’s modified Eagle’s medium (Gibco) supplemented with 10% fetal bovine serum (Sigma-Aldrich), 1× GlutaMAX (Gibco), and 1 mm sodium pyruvate (Gibco). The cells were maintained at 37 °C and 5% CO2. Every 2 d to 3 d, the cells were passaged into a fresh T25 flask. When required, surplus cells were plated for transfection.

Transfection. Cells used in transfection experiments were plated in a 96-well plate at 10,000 to 15,000 cells per well or in a 24-well plate at 70,000 to 80,000 cells per well ∼24 h before treatment with the transfection solution. Alternatively, for the experiments shown in Fig. 5, the cell suspension diluted to ∼140,000 to 160,000 cells per well was used to quench the transfection solution directly. The 24-well plates were then seeded from the resulting solution. The transfection solution was prepared using polyethyleneimine (PEI) “MAX” (MW 40000; Polysciences, Inc.) at a 1:3 (micrograms of DNA:micrograms of PEI) ratio with a total of 100 ng of plasmid DNA for the 96-well plate or 500 ng of plasmid DNA for the 24-well plate. The specific amounts of plasmid and cells used for each experiment are summarized in SI Appendix, Tables S10–S15. All plasmids used for transfection are summarized in SI Appendix, Table S16. The solution was prepared in Opti-MEM I (Gibco) and incubated for ∼25 min prior to addition to the cells.

Flow Cytometry. Approximately 48 h after transfection, the cells were collected in 60 µL of Accutase solution (Sigma-Aldrich). The fluorescence was measured on a Beckman Coulter CytoFLEX S flow cytometer using the 488-nm laser with a 525/40+001 band-pass filter. For each sample, the whole cell suspension was collected. In each measurement, additional unstained and single-color (mCitrine) only controls were collected for gating and compensation.

Data Analysis. The acquired data were analyzed using a custom analysis pipeline implemented in the R programming language. The measured events are automatically gated and compensated for further plotting and analysis.

Data Availability. All study data are included in GitLab (https://gitlab.ethz.ch/ freiml/a-genetic-mammalian-proportional-integral-feedback-control-circuit-for-robust-and-precise-gene-regulation) and/or SI Appendix.
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