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Abstract Selectivity estimation is crucial for query optimizers choosing an optimal spatial execution plan in a spatial database management system. This paper presents an Annular Bucket spatial histogram (AB histogram) that can estimate the selectivity in finer spatial selection and spatial join operations even when the spatial query has more operators or more joins. The AB histogram is represented as a set of bucket-range, bucket-count value pairs. The bucket-range often covers an annular region like a single-cell-sized photo frame. The bucket-count is the number of objects whose Minimum Bounding Rectangles (MBRs) fall between outer rectangle and inner rectangle of the bucket-range. Assuming that all MBRs in each a bucket distribute evenly, for every bucket, we can obtain serial probabilities that satisfy a certain spatial selection or join conditions from the operations’ semantics and the spatial relations between every bucket-range and query ranges. Thus, according to some probability theories, spatial selection or join selectivity can be estimated by the every bucket-count and its probabilities. This paper also shows a way to generate an updated AB histogram from an original AB histogram and those probabilities. Our tests show that the AB histogram not only supports the selectivity estimation of spatial selection or spatial join with “disjoint”, “intersect”, “within”, “contains”, and “overlap” operators but also provides an approach to generate a reliable updated histogram whose spatial distribution is close to the distribution of actual query result.
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Introduction

With the increasing accuracy and volume of spatial data required to be stored and managed, it has become more important to execute spatial data queries efficiently.[1] Many improved methods independent from the internal modules of Database Management System (DBMS) have been explored over the past 10 years. Some examples include compressed storage,[2-3] multi-scale spatial databases,[4-6] and progressive transmission of vector data.[7-9] However, it also is necessary to improve the spatial query optimization technique in the kernel of DBMS, requiring the query optimizer to estimate the selectivity and cost of spatial operations, so that it can choose the query execu-
Selectivity estimation is crucial for a query optimizer to choose a good execution plan in a given spatial query. Selectivity estimation attempts to ascertain how many data items will be retrieved (the selectivity) and what the I/O complexity will be in servicing the query. However, the I/O processing costs are usually more dominant than the CPU processing costs in a query, because I/O processing is a critical bottleneck in the performance of a computer system. Therefore, selectivity is one of the most important parameters in the cost model.

A variety of techniques have been proposed in the literature to estimate the query result size in a relational database. The histogram is the most popular. Common techniques include histograms or those based on parametric techniques that model the data via a standard mathematical distribution. Of the various techniques, histograms, in particular, have proven very popular because they can be computed efficiently, use very little space, and do not require that the input distribution be known in advance. Histogram-based techniques work by partitioning the dataset into a small number of subsets called “buckets” and then using approximations for each bucket to model the distribution of the tuples within. Query result estimations are then obtained by processing the query against the buckets and the approximations used therein.

This paper presents a more generic annular bucket histogram, called the AB histogram, for estimating selectivity for spatial selection and spatial joins with finer spatial operators, even when the spatial query has more operators or more joins. This is the first contribution of the paper. The second contribution is a practical approach to generate an updated AB histogram of query results, which is useful to estimate the selectivity of subsequent spatial query operations.

The rest of this paper is organized as follows. Section 1 reviews related work and presents some problems in the existing spatial histogram research. Section 2 proposes the AB histogram and its probability histograms to indicate that a bucket satisfies one or more spatial predicates, presents various selectivity estimation algorithms and transform methods of updated histograms, and discusses their merits and faults. Section 3 presents an experimental evaluation of the proposed techniques. Section 4 contains concluding remarks and directions for further work.

1 Related work

There are a number of recent histogram techniques for spatial selectivity estimation. These can be broadly categorized into two classes: those for spatial selection and those for spatial join. Spatial selection and spatial join are two commonly used basic operations in spatial DBMS. A spatial selection finds objects in one dataset that satisfy one or some given spatial operators, whereas the spatial join finds pairs of objects from different datasets that satisfy a given spatial operators, such as “intersect”, “overlap”, and “contains”.

1.1 Selectivity estimation for finer spatial selection operators

A great number of spatial histograms have been used for spatial selection operation estimation. The conventional approach for building a histogram for region objects is as follows. Given a data space divided evenly into grids, allocate a set of buckets with each bucket corresponding to a grid cell. Then, for each object, if it intersects a bucket, increase the value stored in the bucket by 1. This histogram, as in conventional histograms, generally suffers from a severe drawback called multiple-count problem. Euler and CD histograms are designed to address the multiple-count problem. Beigel and Tanin proposed building a spatial histogram based on Euler’s theorem. It has been shown that the techniques developed in [19] can guarantee exact solutions if the given query range aligns with the histogram “grid”. Another technique, the cumulative density algorithm proposed by [12], targeted the same problem as [19]. The Min-Skew algorithm and the SQ-histogram technique investigated the problem of effectively partitioning the data space to accommodate an arbitrary query rectangle.

Maybe CD and Euler algorithms could efficiently return exact selectivity for “intersect” or “disjoin” spatial relation, but they all encounter a native weakness on handling finer spatial relations, that is, the CD and Euler histogram often do not discriminate
some scenarios with Level 2 or 3 spatial relations in Fig. 1. Fig. 1 shows a set of spatial relations at three levels. For instance, the two different scenarios in Fig. 2(a) result in the same CD histograms (Fig. 2(b)) and the same Euler histogram (Fig. 2(c)). Although [14] and [18] proposed some Euler-based algorithms for finer spatial relations, the native weaknesses cannot be bypassed. Thus, it is necessary to find a spatial histogram that can reflect the different spatial relations for different data.

Fig. 1 Spatial relations at different levels

1.2 Selectivity estimation for spatial join

Spatial histograms for spatial join operations have been less explored over past 10 years. Two techniques, however, have been proposed in [20] and [11]. The MP algorithm [20] is based on a sophisticated mechanism to calculate the workspace of two or more selection windows, where objects from different datasets may intersect. The Geometric Histogram (GH) is based on the observation that the intersection of two rectangles always results in four intersection points; therefore, the selectivity of a spatial join can be estimated by first estimating the number of intersection points and then dividing the result by 4.[11]

Even if the estimation errors of these algorithms were acceptable to us, they would still only be able to find intersect pairs of objects from different datasets rather than pairs for any given spatial operator. Thus, it is necessary to find a more generic spatial histogram that can be adapted to selectivity estimation not only for finer spatial selection operators but also for finer spatial joins.

1.3 Generating updated histogram for estimating selectivity of subsequent query

There is scarcely any discussion about how to generate an updated histogram in existing spatial histogram research. In this paper, an updated histogram is defined as an updated version of a original spatial histogram, which is used to indicate the data distribution after a spatial operator has been applied to the original data. The updated histogram is crucial for selectivity estimation in subsequent spatial query operations. For example, the spatial query in Fig. 3(a) may be executed from bottom to top according to the steps of the execution plan tree in Fig. 3(b). The first step is a spatial selection operation to find the forest stands intersecting with a given WINDOW. The next step is a spatial join operation to find the geometric pairs, which satisfy the overlap operator, from the query result of first step and river datasets. The last step is a projection operation to eliminate the same geometric pairs. Thus, it is necessary to generate an updated histogram for a spatial selection node, because the updated histogram will be used to estimate the selectivity of the spatial join operation.

The means to generate updated histograms for estimating selectivity of its parent node is a complicated and crucial problem. All histograms stored in a spatial database are only for the original table data. Additionally, there are no readymade histograms for
intermediate query results. However, it is impossible to build a spatial histogram for intermediate results in real-time. First, it is time-consuming to fetch every object that meets the filter condition and create a spatial histogram thereof. Second, if the elapsed time for query optimization were greater than the execution time of most query plans, query optimization would be meaningless. Therefore, it is necessary to find a way to generate an updated histogram from the original histograms and spatial query restrictions.

2 AB histogram and corresponding algorithms

2.1 AB histograms and its construction algorithms

Both the CD and Euler histograms accumulate various statistical results about certain parts of the Minimum Bounding Rectangle (MBR) and then break the integrality of the MBR of an object. Maybe it results that the different scenarios have the same spatial histogram, as shown in Fig. 2.

The AB histogram would keep the integrality of MBR and make it easy to reason the spatial relation between spatial data and query windows. It is similar to the other spatial histograms dividing the entire data spatial into same-sized grid cells and using an object’s MBRs instead of the object itself. The difference is that this paper takes a collection of cells, which thread by the line of an object’s MBR, as a bucket range instead of those cells in CD or Euler histograms. Therefore, a bucket in AB histogram often covers a single-cell-sized photo frame scope, as the gray frame shows in Fig. 4(a). Then, the bucket count is the number of objects whose MBRs fall between its outer rectangle and inner rectangle. In this paper, the AB histogram of the geometry attribute \( g \) in a recorder set is represented as a set of bucket-count pairs: 

\[
DH(j, g) = \{(R_i^j, C_i^j)\}, \text{ where } 1 \leq i \leq N \text{ and } N \text{ is the number of buckets in the histogram, and } j \text{ is the version of AB data histogram.}
\]

\( DH(0, g) \) is the AB histogram of original spatial data (i.e., the geometry data in a table). \( DH(1, g) \), \( DH(2, g) \), etc., are used to indicate updated versions of the data distribution after some spatial operators have been subsequently applied. Fig. 4(a) graphically shows some spatial objects and their annular buckets. Fig. 4(b) graphically gives the AB histogram of Fig. 4(a).

For example, the bucket-count of bucket \( A \) is 2, which means that there are two objects’ MBRs that fall into its bucket-range, as shown in Fig. 4(a). In Fig. 4(b), the bucket-range is represented as \((x_a, y_a; x_b, y_b)\), where \((x_a, y_a)\) and \((x_b, y_b)\) are the coordinates of the bottom-left and top-right corners, respectively, of the outer rectangle of the annular bucket. Thus, the outer rectangle of the bucket is given as \( BOX(x_a, y_a) \) and the inner rectangle as \( BOX(x_a+1, y_a+1; x_b-1, y_b-1) \).

The algorithm to construct AB histogram is as follows. First, divide the entire space into the same-sized grid cells and initialize an AB histogram without any bucket. Then, for each object, if its MBR does not fall into any bucket existing in the histogram (which means that its MBR is not located between any bucket’s outer rectangle and inner rectangle), add a new annular bucket to the AB histogram and initialize its count as 1. The new bucket-range covers the region of those
neighbor cells threaded by that object’s MBR line. Otherwise, it increases the bucket count found by 1.

There are still two points similar to the other selectivity estimation research on the AB histogram. One is that the geometry of a spatial object must be a replacement for its MBR. The selectivity estimation focuses mainly on the I/O cost of filtering step, \cite{11,21} in which step candidate objects will be filtered out by their MBRs. The I/O cost is determined predominantly by the number of candidate objects in that step. The other is that the AB histogram of a geometry column in a table should be constructed and be stored beforehand in a database system table to accelerate the speed of selectivity estimation.

2.2 Distribution assumption about the AB histogram

The AB histogram maintains the integrality of the MBR because of taking the MBRs of objects as a whole to considerate its falling. Thus, it is easy to reason out an approximate spatial distribution for spatial data. This paper assumes that all MBRs of objects in each bucket are evenly distributed between inner rectangle and outer rectangle. Fig. 5 gives an approximate even distribution of bucket $A$ in Fig. 4(b).

![Fig. 5 An approximate even distribution of bucket A](image)

2.3 Probability histograms for single spatial selection operator

Based on the assumption of even distribution, for every annular bucket in AB histogram, the paper could obtain a probability, that is, the objects in each bucket satisfy a certain spatial selection operator, from the semantic of spatial operator and the spatial relationship between bucket-range and a query range. In DBMS, a spatial selection with single operator is called a “spatial predicate”. An spatial predicate has the form

\[ sp: \quad \text{attribute} \ opr \ constant \]

where $opr$ belongs to the set \{“disjoint”, “intersect”, “contains”, …\} for geometric attributes and to the set \{\text{\textless},\text{\textless},=,\geq,\leq,\text{\textless}\} for traditional attributes; \text{constant} belongs to a query range for geometric attributes. Then, the probability satisfying a spatial predicate is also represented as a set of bucket-range, bucket-probability pairs: \(PH(opr, g) = \{(R_g(i), P_{opr}^g(i, qr))\} \) where $1 \leq i \leq N$ and $N$ is the number of buckets in the histogram, $g$ is the name of geometry attribute, $opr$ is a spatial operator, and $qr$ is a query range constant for spatial operator.

Taking bucket $i$ as an example, the paper gives its probability satisfying different spatial operators under different cases, respectively, as follows. Note that the length, width, or distance in follow logics are calculated in grid reference systems.

(1) Intersection probability between bucket $i$ and a query range. When the outer range of bucket $i$ is disjoint from a query range (“$qr$”), as shown in Fig. 6(a), the probability of intersection with the “$qr$” should be 0. Only when the inner rectangle of bucket $i$ is disjoint from the “$qr$”, as show in Fig. 6(b), the probability should be the minimum of the height and width of the overlapping rectangle region between its the outer rectangle and the “$qr$”. In any other case, the probability is 1.

(2) Within probability between bucket $i$ and a query range. When both the outer rectangle and the inner rectangle of bucket $i$ are not within the “$qr$”, as shown in Fig. 6(c), its probability of within the “$qr$” should be 0. When the outer rectangle of bucket $i$ is not within the “$qr$” but its inner rectangle within the “$qr$”, as shown in Fig. 6(d), the probability should be the minimal gap distance from the four edges of the outer rectangle of bucket $i$ to the four edges of the “$qr$”. In any other case, the probability is 1.

(3) Probability between bucket $i$ and a query range. When both the outer rectangle and the inner rectangle of bucket $i$ do not contain the “$qr$”, as shown in Fig. 6(e), its probability that contains the “$qr$” should be 0. When the outer rectangle of bucket $i$ contains the “$qr$” but its inner rectangle does not contain the “$qr$”, as shown in Fig. 6(e), the probability should be the minimal gap distance from the four edges of the outer rectangle of bucket $i$ to the four edges of “$qr$”. Under the other spatial relationships,
(4) **Disjoint probability between bucket i and a query range.** Since “disjoint” and “intersect” are complementary, the disjoint probability of bucket i can be calculated by Eq.(1):

\[
P_{g_{\text{disjoint}}} (i, qr) = 1 - P_{g_{\text{intersect}}} (i, qr)
\]

(5) **Equal probability between bucket i and a query range.** The probability that two spatial objects are equal is so small that it can be ignored. In this paper, the probability that the object in bucket i equals the “qr” is regarded as 0.

(6) **Overlap probability between bucket i and a query range.** Fig. 1 shows the intersect relation can be divided into four sub-relations: “contains”, “within”, “overlap”, and “equal”. The probability of equal is 0. Thus, the probability of overlap can be calculated by Eq. (2).

\[
P_{g_{\text{overlap}}} (i, qr) = P_{g_{\text{intersect}}} (i, qr) - P_{g_{\text{within}}} (i, qr) - P_{g_{\text{contains}}} (i, qr)
\]

Figs. 7(a) to 7(d) graphically give intersection, within contains, and overlap probability histograms of Fig. 4(a). These probability histograms are derived according to the logic given above.

### 2.4 Probability histograms about more spatial selection operators

The paper assumes the restriction with more spatial selection operators is written (or can be converted to) conjunctive normal form

\[
re: \quad bf(0) \text{ and } bf(1) \text{ and } bf(2) \text{ and} \ldots
\]

where each conjunct, \(bf(i)\), is called a “Boolean factor”. Note that all Boolean factors must be true in order for the qualification to be true. A Boolean factor has the form

\[
\text{bf: } \quad sp(1) \text{ or } sp(2) \text{ or } sp(3) \text{ or} \ldots
\]

where the form of \(sp(i)\) is call a spatial predicate, which has been given in the first paragraph in Section 2.3.

The probability of complex selection could be synthesized by the probability of intersection or union of two events. The probability of spatial predicates is obtained by the logic in the previous section. The value of bucket i in the probability histogram after the application of a Boolean factor with several predicates can be better approximated using Eq. (3) because it connects two predicates with an “or”. Moreover, the value of bucket i in the probability histogram after the application of a restriction with several Boolean factors can be better approximated using Eq. (4) because it connects the two Boolean factors with an “and”.

\[
P_{g_{\text{or}}} (i) = \sum_{j=1}^{n} P_{g_{\text{or}}} (i, \text{cons} \tan t) + \prod_{j=1}^{n} P_{g_{\text{or}}} (i, \text{cons} \tan t)
\]

\[
P_{g_{\text{and}}} (i) = \prod_{j=1}^{n} P_{g_{\text{and}}} (i)
\]

where \(P_{g_{\text{or}}} (i)\) is the probability that bucket i satisfies the \(opr(j)\) operator, \(P_{g_{\text{and}}} (i)\) is the probability that bucket i satisfies a Boolean factor, and \(P_{g_{\text{and}}} (i)\) is the probability that bucket i satisfies a spatial selection restriction.
2.5 Selectivity estimation of spatial selection and its updated AB histogram

According to the AB histogram and its probability histogram, the tuples of selection results (selectivity) could be estimated by the sum of the production between each bucket-count and its probability satisfying a given spatial selection restriction. Taking a “re” restriction will be applied to a column \( (g, g') \) of original data as an example; its selectivity could be estimated by Eq. (5).

\[
S_{g}^{\text{re}} = \sum_{i=1}^{n} (C_{g}^{i}(i) \times P_{g}(i))
\]

where \( C_{g}^{i}(i) \) is the count of bucket \( i \), and \( P_{g}(i) \) is the probability that the objects in bucket \( i \) satisfying the “re” restriction. According to the information AB histogram in Fig. 4(b) and the probability histograms in Figs. 7(a) and (d), the number of objects that intersect the query range is \( 2 \times 1.0 + 3 \times 0.3 + 1 \times 0.0 + 2 \times 1 = 4.9 \), and the number of objects that overlap the query range is \( 2 \times 0.5 + 3 \times 0.3 + 1 \times 0.0 + 2 \times 0.5 = 2.9 \).

If the spatial selection described in the last paragraph corresponds to a leaf node in query execution plan, its updated AB histogram, which indicates the data distribution after the selection restriction has been applied to the original data, is a very important input parameter to estimate the selectivity of its parent node. The objects in updated histogram’s bucket \( i \) should be the objects satisfying that selection restriction. Thus, the range-value of bucket \( i \) in \( DH(j, g) \) is the same with the corresponding bucket’s range-value in \( DH(j-1, g) \), that is, \( R_{g}(i) \), and the count of bucket \( i \) in \( DH(j, g) \) could be calculated by Eq. (6).

\[
C_{g}^{i}(i) = C_{g}^{i-1}(i) \times P_{g}(i)
\]

where \( C_{g}^{i-1}(i) \) and \( C_{g}^{i}(i) \) are the bucket-count of bucket \( i \) in \( DH(j-1, g) \) and \( DH(j, g) \), respectively; \( P_{g}(i) \) is the probability that bucket \( i \) in \( DH(j-1, g) \), satisfying “re” restriction. Fig. 8 gives the updated AB histogram after applying the overlap selection in Fig. 4(a).

![AB histogram after “overlap” has been applied](image)

2.6 Selectivity estimation of spatial join and its updated AB histogram

The spatial join does find pairs of objects from different datasets that satisfy a given spatial operator, for example, finding the pairs in a column \( (g) \) of one dataset that intersect with a column \( (g') \) of the other dataset. The pair is represented as \( (g, g') \) in this paper. Thus, the selectivity of a spatial join should be the tuples of pairs \( (g, g') \); there should be two updated histograms: one for \( g \) and the other for \( g' \).

As proposed in [11,22], one of the two input data histograms of the spatial join is considered as underlying data, while the other is considered as the source for query windows. The query ranges in the source AB histogram can be easily obtained according to uniform distribution in Section 2.2. Taking \( DH(0, g) \) as underlying data and \( DH(0, g') \) as source for the query range, for bucket \( i \) in \( DH(0, g) \), there are serial probabilities \( (P_{g}^{\text{opr}}(i, q_{g}(k)), k=1 \cdots C_{g}^{0}(j)) \) to indicate the degree to satisfy the spatial join operator between it and every query range in bucket \( j \) of \( DH(0, g') \). Then, their average \( \left( \sum_{k=1}^{C_{g}^{0}(j)} p_{g}^{\text{opr}}(i, q_{g}(k)) \right) / C_{g}^{0}(j) \) represents the degree that the bucket \( i \) in \( DH(0, g) \) and bucket \( j \) of \( DH(0, g') \) satisfy that spatial join operator. Therefore, the probabilities of bucket \( i \) in \( DH(0, g) \) appearing in join results is the sum of those average values between bucket \( i \) in \( DH(0, g) \) and every bucket in \( DH(0, g') \). Thus, Eq. (7) can obtain the every bucket-count of the updated histogram of \( g' \) can be obtained by Eq. (8).

\[
C_{g}^{i}(i) = C_{g}^{0}(i) \times \sum_{j=1}^{n} \left( \sum_{k=1}^{C_{g}^{0}(j)} P_{g}^{\text{opr}}(i, q_{g}(k)) \right) / C_{g}^{0}(j)
\]

(7)

\[
C_{g'}^{i}(i) = C_{g'}^{0}(i) \times \sum_{j=1}^{n} \left( \sum_{k=1}^{C_{g}^{0}(j)} P_{g}^{\text{opr}}(i, q_{g}(k)) \right) / C_{g}^{0}(j)
\]

(8)
join operator with the object \( k \) in bucket \( j \) of \( DH(0, g') \); \( P_{g^{'}}^{opr}(i, qr_g(k)) \) is the probability that bucket \( i \) in \( DH(0, g') \) satisfies the “opr” join operator with the object \( k \) in bucket \( j \) of \( DH(0, g) \); and \( m \) and \( n \) are the numbers of buckets in \( DH(0, g) \) and \( DH(0, g') \), respectively.

Spatial join selectivity should be the pairs’ tuples after spatial join of two datasets. Based on the every bucket count in updated histograms, the selectivity of pairs \((g, g')\) could be estimated by summing all bucket counts in one of updated histograms, as shown in Eq. (9).

\[
S_{g,g'}^{opr} = \sum_{i=1}^{m} C_g(i) \quad \text{or} \quad S_{g,g'}^{opr} = \sum_{i=1}^{n} C_g'(i) \quad (9)
\]

In addition, according to the serial probabilities of every bucket, here the tuples can be chosen from two datasets. For every bucket in \( DH(0, g) \), its probability to be fetched out to take part in join operation will be the maximum of those serial probabilities \( P_{g}^{opr}(i, qr_g(l)) \). Therefore, the tuples to be chosen from columns \((g)\) and \((g')\) can be estimated by Eqs. (10) and (11).

\[
S_{g, g'}^{opr} = \sum_{i=1}^{m} C_g(i) \times \max \{ P_{g}^{opr}(i, qr_g(l)) \}; \quad 1 \leq l \leq \sum_{j=1}^{n} C_g'(j) \quad (10)
\]

\[
S_{g, g'}^{opr} = \sum_{i=1}^{n} C_g'(i) \times \max \{ P_{g'}^{opr}(i, qr_{g'}(l)) \}; \quad 1 \leq l \leq \sum_{j=1}^{m} C_g'(j) \quad (11)
\]

\( P_{g'}^{opr}(i, qr_{g'}(l)) \) is the probability that bucket \( i \) in \( DH(0, g') \) satisfies a “opr” join operator with the object \( l \) in \( DH(0, g') \).  

2.7 Discussion

The AB histogram is more generic than the existing spatial histograms discussed in Section 1. First, it supports not only the selectivity estimation for spatial selection but also that for spatial join. Secondly, it can be easily integrated with traditional attribute histograms in spatial database management, since most of the concepts of the AB histogram (e.g., its graphical representation, the method for processing with more operators, and the transformation from original histogram to the updated histogram) are the same as those for traditional attribute histograms, except for the logic to calculate different probabilities for different operators.

The AB histogram is more practical than existing spatial histograms. Besides supporting selectivity estimation for both spatial selection and spatial join, it provides a histogram transformation approach from the original histogram to the updated histogram. Therefore, the transformation makes it possible to estimate the selectivity of parent nodes in a query plan tree and the selectivity of entire query trees.

However, there are still some defects in this version of the AB histogram. The selectivity estimation based on the AB histogram is not as accurate as the CD histogram to estimate intersection selectivity, because the even-distribution assumption in Section 2.2 differs slightly from the real distribution. However, a smaller grid cell size will result in a more accurate estimation. In addition, the AB histogram contains more buckets than a traditional attribute histogram. The primary reason for this is that the probability is too small that the MBRs fall into an annular bucket due to the limitation from several dimensions. A second reason is the AB histogram is an exact histogram and not a range histogram. Thus, it is impossible to try and merge neighboring buckets.

3 Experiments

3.1 Test data and environment

The purpose of our experiments was to test the selectivity estimation accuracy for spatial selection and spatial join based on five spatial relations and to test the accuracy of its updated histogram. The test used 1:10000 scale land-use data of a Chinese county; containing 17207 polygons, the MBR distributions of which are shown in Fig. 9(a). Nine rectangles were defined as shown in Fig. 9(b), called the query range data. In the spatial selection test, the nine rectangles were used as different query ranges to estimate the number of land-use objects that satisfy a certain spatial operator. In the spatial join test, the nine rectangles are taken as the source dataset participating in various spatial joins.

Fig. 9 Map of land-use data and query range data
These data are stored in a PostgreSQL, while the functions to build the AB histogram, to estimate the selectivity of the spatial selection and spatial join, and to generate the subsequent histograms are programmed in C and based on PostGIS. These functions is similar to that functions (i.e., build_histogram2d and estimate_histogram2d) have existed in PostGIS. This paper only provides some selectivity estimation interfaces for internal module of PostgreSQL. It would efficiently work in the query optimizer after some further work in PostgreSQL had been done. However, now the test can use these functions to get the selectivity estimation values for spatial selection and join after preparing corresponding parameters. In order to evaluate the veracity of estimation values, the test used the SQL queries given in Sections 3.2 and 3.3 to simulate the filter step process to arrive at the corresponding actual results. The statistical values for the actual results will be presented as actual values to evaluate those estimation values.

### 3.2 Selectivity test of spatial selection

As described in Section 2.1, the test entire space of land-use data was divided into 60×60 grid cells and built as an AB histogram with 3283 buckets. The test used the selectivity estimation functions programmed using the logic in Section 2.3 to estimate the number of objects that satisfy “disjoint”, “intersect”, “within”, “contains”, and “overlap” relations with the nine query ranges in Fig. 9(b). The estimation results are shown in the first column of each spatial relation group in Table 1. The actual number of selected objects can be obtained by executing a certain GSQL code corresponding spatially. For example, given a query range BOX (507137.087 285226.243,507989.318 285852.359), the actual number of objects that satisfy “disjoint”, “intersect”, “within”, “contains”, and “overlap” relations for the given range can be obtained by the following GSQL:

```sql
select count(*) from landuse
where box2d_intersects('BOX(507137 285226, 507989 285852)'::box2d, box2d(geom))=FALSE

select count(*) from landuse
where box2d_intersects('BOX(507137 285226, 507989 285852)'::box2d, box2d(geom))=TRUE

select count(*) from landuse
where box2d_contain('BOX(507137 285226,507989 285852)'::box2d, box2d(geom))=TRUE

select count(*) from landuse
where box2d_contained('BOX(507137 285226,507989 285852)'::box2d, box2d(geom))=TRUE

select count(*) from landuse_mbr
where ST_overlaps('BOX(507137 285226, 507989 285852)'::box2d, geom)=TRUE
```

Note that the actual selectivity of overlap is obtained by executing the finer filter predication (ST_overlaps) on the more coarse layer of the land-use data’s MBR, because the execution results of box2d_Overlap are the same as box2d_intersects and do not meet the requirements of overlap. The actual selectivity values are given in the second column of each spatial relation group in Table 1. Thus, the relative error ratio ((Est. value-Actual value)/Actual value) is obtained as shown in the third column of each group in Table 1.

#### Table 1 Estimated selectivity, actual selectivity, and their relative error ratios for different spatial relations and nine query ranges

|     | Disjoint | Intersect | Within | Contain | Overlap |
|-----|----------|-----------|--------|---------|--------|
|     | Est. value | Actual value | Error ratio(%) | Est. value | Actual value | Error ratio(%) | Est. value | Actual value | Error ratio(%) | Est. value | Actual value | Error ratio(%) |
| Q1  | 16523.24 | 16534 | -0.07 | 683.76 | 673 | 1.60 | 506.86 | 536 | -5.44 | 0.00 | 0 | # | 176.90 | 137 | 29.12 |
| Q2  | 16317.83 | 16315 | 0.02 | 899.17 | 892 | -0.32 | 758.34 | 789 | -3.89 | 0.00 | 0 | # | 130.83 | 103 | 27.02 |
| Q3  | 17163.16 | 17164 | 0.00 | 43.84 | 43 | 1.95 | 7.94 | 13 | -38.92 | 1.00 | 1 | 0.00 | 34.9 | 29 | 20.34 |
| Q4  | 15954.99 | 15950 | 0.03 | 1252.01 | 1257 | -0.40 | 996.27 | 1060 | -6.01 | 0.00 | 0 | # | 255.74 | 197 | 29.82 |
| Q5  | 16963.35 | 16954 | 0.06 | 243.65 | 253 | -3.70 | 163.20 | 188 | -13.19 | 0.00 | 0 | # | 80.45 | 65 | 23.77 |
| Q6  | 17100.55 | 17101 | 0.00 | 106.45 | 106 | 0.42 | 73.58 | 79 | -6.86 | 0.00 | 0 | # | 32.87 | 27 | 21.74 |
| Q7  | 17145.94 | 17142 | 0.02 | 61.07 | 65 | -6.05 | 36.03 | 42 | -14.21 | 0.95 | 1 | -5.00 | 24.09 | 22 | 9.50 |
| Q8  | 17192.21 | 17195 | -0.02 | 14.80 | 12 | 23.33 | 2.36 | 2 | 18.00 | 3.20 | 3 | 6.67 | 9.24 | 7 | 32.00 |
| Q9  | 17202.85 | 17205 | -0.01 | 3.15 | 2 | 57.50 | 0.19 | 0 | # | 1.00 | 1 | 0.00 | 1.56 | 1 | 56.00 |
3.3 Selectivity and subsequent histogram test of spatial join

As described in Section 2.6, the histogram of the data in Fig. 9(b) was built after dividing the entire space into 40×40 grids. Taking the land-use data \((D_1)\) as underlying data and the query-range data \((D_2)\) as source for query windows, the test used the selectivity estimation functions programmed using Eq. (10) to estimate the number of object from \(D_1\), which satisfies the “disjoint”, “intersect”, “within”, “contains”, and “overlap”, respectively. The first row in Table 2 shows those values. The number of pairs \((D_1,D_2)\) that respectively satisfies that five operators mentioned above could be obtained by the functions using the former formula in Eq. (9). The third row in Table 3 shows those values. On the contrary, the test could obtain the number of object from \(D_2\) by (11) after taking \(D_2\) as underlying data and \(D_1\) as source for query range. The second row in Table 2 shows those values.

Taking the intersect operator as an example, the actual number of objects from the land-use and query-range data is the number of tuples of the data-sets obtained by the following GSQLs, respectively:

\[
\text{select distinct (landuse.ogc_fid) from landuse, Queryrange}
\]

\[
\text{where box2d_intersects (Queryrange.the_geom, landuse.the_geom)=TRUE}
\]

\[
\text{select distinct (Queryrange.ogc_fid) from landuse, Queryrange}
\]

\[
\text{where box2d_intersects (Queryrange.the_geom, landuse.the_geom)=TRUE.}
\]

The actual number of pairs of objects composed from the land-use data and query-range data is the number of tuples of the datasets obtained by the following GSQL:

\[
\text{select landuse.ogc_fid, Queryrange.ogc_fid}
\]

from landuse, Queryrange

\[
\text{where box2d_intersects(Queryrange.the_geom, landuse.the_geom)= TRUE.}
\]

The actual number of objects and pairs that satisfy other predicates can be obtained by the appropriate GSQL query after substituting the corresponding predication or data. The actual selectivity values are given in the second column of each spatial relation group in Table 2. Thus, the relative error ratio is calculated as shown in the third column of each group in Table 2.

| Disjoint | Intersect | Within | Contains | Overlap |
|----------|-----------|--------|----------|---------|
| \((D_1)\) | 17207.00  | 3225.75 | 2467.69  | 794.36  |
| \((D_2)\) | 9.00      | 8.78   | 8.21     | 7.96    |

| \((D_1)\) | 15156.97 | 3006.03 | 2238.63 | 784.30  |
| \((D_2)\) | 151560.00| 3303.00 | 2179.63 | 588.00  |

* \(D_1\) represents land-use data and \(D_2\) represents query-range data.

The test used histogram transformation functions programmed by Eqs. (7) and (8) to generate two AB histograms and stored them in the database; one histogram is for the geometry column of \(D_1\) in pairs \((D_1,D_2)\), while the other is for the geometry of \(D_2\) in pairs \((D_1,D_2)\). Taking “intersect” as an example, the pairs of objects after the spatial join can be expressed as an “intersect_result” table by the following GSQL:

\[
\text{select distinct (landuse.ogc_fid) from landuse, Queryrange.the_geom}
\]

\[
\text{where box2d_intersects (Queryrange.the_geom, landuse.the_geom)=TRUE}
\]

Then, the actual histograms of the spatial join can be built on the two geometry columns of the material table. According to the estimated histogram and actual histogram of the geometry of land use, it is easy to calculate serial relative estimation error ra-
tions for every two corresponding buckets. Then, the average and variance can be used to reflect the difference between the estimated histogram and actual histogram. These averages and variances are given in Table 3.

### Table 3  Average and variance of the relative estimation error ratios between two corresponding buckets

| Land-use  | Query-range | Avg. Relative Est. Error | Var. Relative Est. Error | Avg. Relative Est. Error | Var. Relative Est. Error |
|-----------|-------------|--------------------------|-------------------------|--------------------------|-------------------------|
| Disjoint  |             | 0.0379% 0.014            | 4.0157% 0.0014          |                         |                         |
| Intersect |             | 0.5878% 0.114            | 2.8966% 0.3751          |                         |                         |
| Within    |             | 1.3122% 0.112            | 7.0942% 0.4753          |                         |                         |
| Contains  |             | 0.0037% 0.005            | 44.2616% 9.5196         |                         |                         |
| Overlap   |             | 0.0185% 0.017            | 21.2037% 3.2248         |                         |                         |

### 3.4 Summary

The tests described here show that the AB histogram can be used to estimate the selectivity of spatial selection and spatial join operations with “disjoint”, “intersect”, “within”, “contains”, and “overlap” relations. Therefore, the AB histogram is a more generic approach to estimate selectivity of the spatial selection and spatial join.

The differences between the estimated and actual values in Tables 1 and 2 show that the estimated selectivity based on the AB histogram has high accuracy. In Tables 1 and 2, most of the relative error ratios are below 15%, although some ratios are relatively higher. However, some of the higher ratios are caused by a smaller base number. The other higher ratios are from the overlap predicate. Correspondingly, the estimation errors for the “disjoint”, “intersect”, “within”, and “contains” relations are smaller than that for overlap. The reason for this may be accumulated errors. In this paper, the probability of overlap is excluded by the probabilities of “intersect”, “within”, and “contains” in Eq. (2), because the situation of overlap is too complex to obtain its probability. A better approach for estimating selectivity of overlap needs to be developed.

Table 3 shows that the updated AB histograms for the spatial join are close to the distribution of the AB histograms built from the actual query results. Therefore, the histogram generated from two AB histograms can be used reliably to estimate the selectivity of higher nodes in the plan tree.

Tests show that the AB histogram requires more buckets than traditional histograms. One reason for this is that the probability that the MBR of an object falls into an annular bucket is not very high in most spatial data. The other reason is that the AB histogram is an exact histogram rather than a range histogram and it is impossible to try and combine buckets. Therefore, how to reduce the number of buckets is another problem for further investigation.

### 4 Conclusion

The paper proposed a more generic and practical spatial histogram (AB histogram), presented selectivity estimation methods for complex spatial selection and spatial join operations, and discussed the histogram transformation from the original data to the query result data. The selectivity of almost all spatial operations can be estimated from the AB histogram and corresponding probability model, since the spatial data distribution is better represented. In addition, it is easy to integrate with traditional attribute histograms in spatial database management, since most of the concepts of the AB histogram (e.g., its graphical representation, a method for processing with more restrictions, and the histogram transformation) are the same as those for traditional attribute histograms, except for the logic used to calculate different probabilities for different operators. Finally, the update histogram transformation makes it possible to estimate the selectivity of parent nodes in a query plan tree.

There is some further work that needs to be done. Still based on the idea of the annular bucket, it is necessary to develop a more accurate selectivity estimation method for overlap. In addition, it is necessary to investigate a mutation AB histogram representation that could more accurately describe the distribution of spatial data with fewer buckets.
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