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Abstract
This work introduces sIPOMDPLite-net, a deep neural network (DNN) architecture for decentralized, self-interested agent control in partially observable stochastic games (POSGs) with sparse interactions between agents. The network learns to plan in contexts modeled by the interactive partially observable Markov decision process (I-POMDP) Lite framework and uses hierarchical value iteration networks to simulate the solution of nested MDPs, which I-POMDP Lite attributes to the other agent to model its behavior and predict its intention. We train sIPOMDPLite-net with expert demonstrations on small two-agent Tiger-grid tasks, for which it accurately learns the underlying I-POMDP Lite model and near-optimal policy, and the policy continues to perform well on larger grids and real-world maps. As such, sIPOMDPLite-net shows good transfer capabilities and offers a lighter learning and planning approach for individual, self-interested agents in multiagent settings.

1 Introduction
Recent deep reinforcement learning (DRL) methods [Yang et al., 2018; Vinyals et al., 2019] that aim to solve POSGs are mostly model-free, which derive agents’ optimal policies by computing the Nash equilibria [Hansen et al., 2004; Hu et al., 1998]. However, such methods are inexplicable and typically data-inefficient.

In contrast, a model-based vein of investigations introduces NN analogs of well-founded decision-theoretic planning frameworks and makes them learn underlying models such as the Markovian transition and observation function from data. This vein has succeeded in the field of single-agent learning and planning [Tamar et al., 2016; Karkus et al., 2017]. Nevertheless, extending the approach to multiagent settings is challenging. For instance, [Han and Gmytrasiewicz, 2019] introduced an NN analog of the self-interested decision-theoretic framework, I-POMDP [Doshi and Gmytrasiewicz, 2009; Doshi and Perez, 2008; Ng et al., 2010]. To alleviate the exacerbated curses of dimensionality and history [Hoang and Low, 2013] in solving the I-POMDP, they introduced the I-PF and QMDP algorithm into their NN architecture. However, it is not clear how they made the sampling-based operations differentiable for the end-to-end training.

To tackle the issues from the ground up, we continue with this vein and propose an NN architecture based on the more pragmatic I-POMDP Lite [Hoang and Low, 2013] framework. First, the framework eliminates the curse of dimensionality by assuming other agents have perfect observability and thus embedding a nested MDP to model their behaviors. Then, we employ the multiagent QMDP [Littman et al., 1995; Pineau, 2004] (MAQMDP) to solve the I-POMDP Lite, which mitigates the curse of history. Furthermore, we introduce the sparse interaction [Melo and Veloso, 2011; Melo and Veloso, 2013] to offset the enormous joint state-action space, where the models reduce to single-agent ones in non-interactive situations.

The sIPOMDPLite-net represents a policy for a class of multiagent decision-making tasks. It encodes the I-POMDP Lite models into the NN architecture and trains it supervised by the expert demonstration. Our experiments train the network on trajectory data for a set of relatively small grids and show that the learned NN model continues to plan well when the agents are situated in larger grids and a realistically complex environment. The empirical results indicate that our network successfully learns the underlying logic of the problem, which helps to predict the other agent’s behavior and plan optimal actions accordingly for the subjective agent.

2 I-POMDP Lite Framework
In this section, we introduce the I-POMDP Lite [Hoang and Low, 2013], a lightweight self-interested multiagent planning framework that lays the theoretical foundation for sIPOMDPLite-net.

Considering two self-interested agents, $i$ and $j$, in a multiagent system, we define an I-POMDP Lite model from $i$’s perspective as $⟨b_0, S, A, Ω_i, T_i, O_i, R_i, π_j, γ⟩$. $b_0$ is agent $i$’s initial belief over common physical states, $S$, of the two agents; $Ω_i$ is the set of local observations of agent $i$; $A = A_i × A_j$ is the set of joint actions. The definition of the transition function, $T_i$, reward function, $R_i$, and observation function, $O_i$.

\footnote{The source code of IPOMDP-net is unavailable, so we do not know its implementation details of the network architecture and experiments.}
is similar to that of a POMDP, except that joint actions in the multiagent context now determine them. \(\hat{\pi}_j: S \times A_j \rightarrow [0, 1]\) is the predicted mixed strategy of agent \(j\), indicating \(i\)’s belief about each \(a_j \in A_j\) selected in each \(s \in S\), i.e., \(\Pr(a_j|s)\). \(\gamma \in (0, 1)\) is a discounted factor.

The I-POMDP Lite employs a nested MDP framework to solve for \(\hat{\pi}_j\). Assuming that \(j\) reasons at level \(l'\), the top-level of the nested structure is thus \(l'\), and \(\hat{\pi}_j\) can be further denoted as \(\hat{\pi}_j^{l'}\). We formally define a nested MDP that models \(j\) as \(M_j^{l'} = (S, A, T_j, R_j, \{\pi_j^{l'}\}_{l'=0}^{l'-1}, \gamma)\). \(\{\pi_j^{l'}\}_{l'=0}^{l'-1}\) is a set of \(i\)’s policies at each nested reasoning level \(l\), where \(0 \leq l < l'\). The optimal \((k+1)\)-step-to-go value function of \(M_j^{l'}\) for agent \(j\) reasoning at level \(l'\) satisfies the following Bellman equation.

\[
Q_j^{l',\pi_j^{l'}}(s, a) = R_j(s, a) + \gamma \max_{a_j'} \sum_{s'} T_j(s, a, s') \hat{\pi}_j^{l'}(s', a_j') Q_j^{l',\pi_j^{l'}}(s', a_j') \tag{1}
\]

When \(l' = 0\), agent \(j\)’s mixed strategy \(\hat{\pi}_j^0\) is simply \(|A_j|^{-1}\), which uniformly selects \(a_j\) in whatever state; otherwise, there is \(\hat{\pi}_j^l(s, a_j) = \sum_{l'=0}^{l'} \hat{\pi}_j^{l'}(s, a_j)\), where \(\hat{\pi}_j^{l'}(s, a_j)\) is the probability of which agent \(j\) reasons at level \(l \in [0, l']\), and each \(\pi_j^l\) is derived by solving the corresponding \(M_j^l\).

Provided with the full observability of nested MDPs, agent \(i\) need not model agent \(j\)’s belief as in I-POMDP. Instead, its belief dimensionality remains \(S \times A_j\). We can further factorize it to separate out the belief over physical states only, where \(b_j(s, a_j) = b_j(s)\hat{\pi}_j(s, a_j)\). Hence, we essentially transfer the model to a POMDP variant that maintains the other agent’s policy prediction. Eq. 2 provides the I-POMDP Lite belief update. \(\eta\) denotes the normalization operation.

\[
b_j'\left(s'\right) = \eta \hat{O}_j\left(s', a_i, a_j'\right) \sum_{s, a_j} T_i(s, a, s') \Pr\left(a_j|s\right) b_j\left(s\right) \tag{2}
\]

### 3 3 sIPOMDPLite-Net

In this section, we elucidate the sIPOMDPLite-net architecture based on the I-POMDP Lite framework and sparse interactions. We first introduce the macroscopic architecture, followed by the factorization of the original model under sparse interactions in mathematics and the demonstration of each major component’s architecture. For ease of discussion, in the rest of the section, we assume only two agents – the subjective agent \(i\) and the objective agent \(j\). Besides, the nested MDP only has one reasoning level.

#### 3.1 Overview

The sIPOMDPLite-net represents a policy of a class of tasks modeled by the I-POMDP Lite. For any agent \(i\) and agent \(j\) in such a task, the network maps the provided task features, agents’ current joint action, \(a = (a_i, a_j)\), and agent \(i\)’s local observation, \(o_i\), to its next action to take, \(a_i'\), which we denote by \(\pi_i(a_i, a_j, o_i, \theta) = a_i'\).

We introduce the task parameter \(\theta\) to integrate and parameterize the task features that determine the agents’ transitions, rewards, and observations in a task. The set of all such parameters, denoted by \(\Theta\), covers all combinations of possible values of a wide variety of task features that vary within the class of tasks, and each \(\theta\) unambiguously identifies a task. Each \(\theta\) in our work comprises the initial belief, environment-related data, and the interaction indicator function of both agents.

The other input is the expert’s joint action and observation trajectories. We generate them by solving the I-POMDP Lite models for the set of training tasks, where the resultant policy is regarded as the expert policy. Then, we simulate the agents’ behaviors based on the expert policy in the task environments, storing the joint action and observation for each time step to frame the expert trajectories.

As Fig. 1 illustrates, the sIPOMDPLite-net iteratively takes joint actions and observations from the trajectories. The nested MDP module and MAQMDP module both receive a joint action at a time. They share an embedded recurrent architecture accounting for the value iteration, which maps task parameters to agents’ \(Q\) values. Then, the nested MDP module maps the \(Q\) value of the joint input action to the softmax policy. On the other hand, the MAQMDP includes the belief in its policy search, which first weights the agent \(i\)’s joint action value by the current belief and then maps it to the softmax policy. The belief update module is a Bayesian filter recursively propagating the belief, which takes a tuple of joint action and observation at a time. The updated belief for each time step is sent to the MAQMDP planning module for computing the policy.

If the agents in a non-cooperative multiagent system interact sparsely, they only need to consider each other’s influence in a small group of state-action pairs. Otherwise, they reference the private model, which is single-agent.

We formally define a set of boolean functions to indicate the interactive points as in Eq. 3. If we use \(P\), where \(P = S \times A\), to denote the set of all \((s, a)\) pairs, then \(P_I\) is a subset in which the pairs pinpoint all potential interactive cases.

\[
\mathcal{X}_{P_I}(s, a) = \begin{cases} 
1 & \text{if } (s, a) \in P_I \\
0 & \text{otherwise} 
\end{cases} \tag{3}
\]

In this paper, the indicator functions include the transition interaction indicator, \(\mathcal{X}_{P_I}^T\), and the reward interaction indicator, \(\mathcal{X}_{P_I}^R\). Typically, the transition and reward interactions are identical, i.e., \(P_I^T = P_I^R\) and thus, \(\mathcal{X}_{P_I}^T = \mathcal{X}_{P_I}^R\).

#### 3.2 Nested MDP Module

We decompose agent \(i\)’s reward and transition function with the interaction indicators as:

\[
R_i(s, a) = \left[1 - \mathcal{X}_{P_I}^R(s, a)\right]r_i(s_i, a_i) + \mathcal{X}_{P_I}^R(s, a)R_i(s, a) \tag{4}
\]

\[
R_j(s, a) = \left[1 - \mathcal{X}_{P_I}^R(s, a)\right]r_j(s_j, a_j) + \mathcal{X}_{P_I}^R(s, a)R_j(s, a)
\]

\[
T_i(s, a, s') = \left[1 - \mathcal{X}_{P_I}^T(s, a)\right]t_i(s_i, a_i, s_i')t_j(s_j, a_j, s_j') + \mathcal{X}_{P_I}^T(s, a)T_i(s, a, s') \tag{5}
\]
where \( R_i \) and \( T_i \) are the original multiagent models and \( t_i \), \( t_j \), \( t_k \), and \( t_l \) are single-agent models only accounting for non-interactive situations.

Therefore, we rewrite the nested MDP value function as Eq. 6. Note that the non-interactive update of the expected reward is a two-step operation, where we first update the state utility by \( t_j \) and then by \( t_i \).

\[
Q^{k+1}_j(s, a) = \left[ 1 - \mathcal{X}_{P_j}^\theta (s, a) \right] t_j(s, a) + \mathcal{X}_{P_j}^\theta (s, a) R_j(s, a) + \gamma \left\{ \left[ 1 - \mathcal{X}_{P_j}^\theta (s, a) \right] \sum_{s'_{j'}} \sum_{a_{j'}} t_j(s_{j'}, a_{j}, s'_{j'}) \max_{a_j} \sum_{a_{j'}} \Pr(a_{j'}|s'_{j'}) Q^{k}_j(s'_{j'}, a') + \mathcal{X}_{P_j}^\theta (s, a) \sum_{s'} T_j(s, a, s') \max_{a_j} \sum_{a_{j'}} \Pr(a_{j'}|s') + \mathcal{X}_{P_j}^\theta (s, a) \sum_{s'} T_j(s, a, s') \max_{a_j} \sum_{a_{j'}} \Pr(a_{j'}|s') \right\}
\]

(6)

The sPOMDP-Lite-net conditions the underlying Markovian model on the task parameter, \( \theta \), where a network architecture extracts related features from \( \theta \) and maps them to an approximate model. The specific class of networks to select depends on the task features. For instance, we demonstrate the use of convolutional NN (CNN) architecture to tackle tasks with the spatial locality in Appendix A.7. Note that in this paper, we include the interaction indicator functions, \( \mathcal{X}_{P_j}^\theta \) and \( \mathcal{X}_{P_j}^\theta \), in task parameters as prior knowledge instead of learning through the network.

Agent \( j \) reasons at the highest level of the nested MDP framework, so in the NN architecture, the model used to construct this level includes \( T_j(\cdot|\theta) \), \( R_j(\cdot|\theta) \), \( t_i(\cdot|\theta) \), \( t_j(\cdot|\theta) \), and \( t_l(\cdot|\theta) \). The nested policy is given by the output of the lower-level architecture corresponding to agent \( i's \) reasoning.

The nested MDP module comprises a value iteration solver and a softmax policy mapper for each level of the nested architecture. In the value iteration solver, we initialize the state utilities for the horizon length \( 0 \), i.e., \( U_j^0(s) \), as a zero tensor of the shape \( |S| \). Then, based on Eq. 6, the tensor is updated by \( T_j(\cdot|\theta) \) for \( <s, a, b> \in P^I \) while by \( t_i(\cdot|\theta) \) and \( t_j(\cdot|\theta) \) for \( <s, a> \in P^P \). Then, we filter the results, two \( Q \) tensors, with \( \mathcal{X}_{P_j}^\theta \) and \( 1 - \mathcal{X}_{P_j}^\theta \), respectively, to ensure that both tensors have correct values. Next, we sum up the two \( Q \) tensors and add the result to \( R_j(\cdot|\theta) \), where we get \( Q_j^1(s, a) \). The nested MDP module then weights \( Q_j^1(s, a) \) by a pre-known policy, \( \hat{\pi}_i \), to get \( Q_j^1(s, a_j) \), the \( Q \) values regarding only \( a_j \in A_j \). Finally, we obtain \( U_j^2(s) \) by picking the maximum over \( Q_j^1(s, a_j) \), the input of the following recursion.

The recurrence continues for \( K \) times, where \( K \) is a general horizon selected for a set of tasks with the same scale, which is provided as a hyperparameter. Finally, we map the final \( Q \) value to a softmax policy that indicates the best \( a_i \) to select at the time step.

### 3.3 Belief Update Module

Analogous to the nested MDP’s value function, we factorize the original belief update as:

\[
b_j^i(s') = \eta O_i(s', a_i, a'_j) \sum_{s_{j'}} t_j(s_{j'}, a_j, s'_{j'}) \sum_{s_{j'}, a_{j'}} \left[ 1 - \mathcal{X}_{P_j}^\theta (s_{j'}, a_{j'}) \right] t_j(s_{j'}, a_j, s'_{j'}) \Pr(a_{j'}|s') b_j(s') + \sum_{s, a_j} \mathcal{X}_{P_j}^\theta (s, a) T_j(s, a, s') \Pr(a_j|s') b_j(s)
\]

(7)
We assume that either agent’s observations are unaffected by the other’s actions given the post-transition states. Hence, we can separate the observation function from the belief propagation enclosed in the curly brace.

The belief propagation works similarly to the expected value update in Eq. 6, except that in the belief propagation, we forwardly derive \( b'(s') \) given \( b(s) \), while in the value function, we backwardly deduce \( U_{k+1}(s) \) from \( U_k(s') \). Thus, the indicator in Eq. 7 is placed inside the summation over the current state \( s \) while that in Eq. 6 is out of the summation over the next state \( s' \).

This time, the network conditions the transition and observation functions on \( \theta \). The transition functions represent the same underlying model as those in the nested MDP module, but we do not share their weights.

We depict the general architecture of the Bayesian filter in 2. The input belief tensor is initially decomposed into the interactive and non-interactive part by the transition interaction indicator. Then, they are updated by the multiagent transitions, \( T_i(\cdot|\theta) \), and the two-step single-agent transition, \( t_j(\cdot|\theta) \) and \( t_i(\cdot|\theta) \), respectively. Different from the framework, the belief update module of our network explicitly receives a joint action, including the other agent’s action, instead of maintaining a predicted policy of the opponent inside the module. Thus, we eliminate the uncertainty from the nested MDP module, which ensures a good model learning of the top-level architecture.

Similar to the QMDP, we compute the value for each \( a_i \) by weighting its corresponding \( Q \) value with the updated belief for the next time step:

\[
q_i(a_i) = \sum_{s,a_j} Q^K_{i}(s,a) \Pr(a_j|s) b_i(s)
\]

Finally, we can obtain the softmax policy based on \( q_i(a_i) \).

Back to the sIPOMDPLite-net architecture, the MAQMDP planning module shares most of its architecture with the nested MDP levels that solve agent i’s model. After the value iteration solver outputs the \( Q \) function, we weight it by the belief tensor output by the belief update module for each recurrence and output the softmax policy to the trainer, where the cross-entropy between the output policy and the expert policy is used as the loss for training.
4 Experiments

We train and evaluate the siPOMDPLite-net on manually crafted Tiger-grids and their real-world extension. In this section, we first describe the setup of our experimental scenarios. Then, we briefly demonstrate the general training procedures of the network. Finally, we exhibit and interpret the results. In addition, we conduct a set of ablation studies to analyze the role that certain architectures play and elucidate the results in Appendix A.2.

4.1 Experimental Setup

Our experiments consist of two types of scenarios – small synthetic two-agent Tiger grids and huge grids transferred from 2D LIDAR maps of realistic buildings. Agents in both types of tasks share the same actions, local transition properties, and rewards. This subsection focuses on the setup of agents’ behaviors. Details of the underlying model including transition probabilities and exact rewards can be found in Appendix A.6.

Two-Agent Tiger-Grid Problem

We introduce the Tiger-grid problem, a generalization of the classic Tiger problem to 2D grid world. Two robots act in a grid with randomly distributed obstacles. A door exists in each free cell, but only one door has a pile of gold behind it. We present such an environment in Fig. 4a. The state is the raveled index of the cells where the robots occupy and the actions available for them are listening, moving, and opening the door in any free cell. While listening, a robot stays still and receives an observation truly reflecting the underlying state. Otherwise, it receives random observations. As for the moving actions, there are four directions. If the target cell is an obstacle or the boundary, the agent is bounced back and remains in the previous cell.

The two robots in the Tiger-grid problem interact sparsely. The trigger point of interactions is when either robot opens the door with gold behind it. When it happens, both robots are reset to a random adjacent free cell of their previous positions as shown in Fig. 4b. In every other case, they act independently.

Real-World Map Navigation

We select a set of 2D LIDAR maps picturing top-view layouts of real-world buildings from the Robotics 2D-Laser Datasets [Cyrill et al., 2014]. We first down-sample them to appropriate sizes so that we can directly regard pixels as obstacles in Tiger grids. Then, we binarize the gray-scale pixels as obstacles and free space.

All the other settings of such realistic grids remain the same as in Tiger grids. Hence, the underlying configurations of siPOMDPLite-net models also remain the same, such that we can directly apply the model trained on Tiger grids to these real-world environments. We illustrate an example for this domain in Fig. 4c.

4.2 Network Training

In both two categories of experiments, a task parameter $\theta$ comprises both agents’ grid maps, which illustrate the obstacle distribution and are typically identical, gold maps, which indicate the goal position for each agent and can be different, an initial belief of the subjective agent $i$ regarding the common states, and the indicator function for transition and reward interactions.

For each training task, we model agent $i$’s behaviors as an I-POMDP Lite and solve it with the MAQMDP algorithm, where agent $j$’s strategy is modeled and solved as a nested MDP. Thus, we obtain a series of simulated joint actions, $(\tau_{ai}, \tau_{aj})$, and following observations, $\tau_{ai}$, as the expert demonstration for this task. Then, we train the top-level archi-
Figure 4: Examples of two experimental domains. (a) The initial state of the task, where the subjective agent does not know exactly the locations of others and itself but maintains a belief. (b) A reset happening after an agent successfully seizes gold, where the system shifts each agent to a neighboring cell in either cardinal or intercardinal directions. (c) A down-sampled real-world LIDAR map can be regarded as an extension of the Tiger-grids, in which we mainly evaluate the network’s ability of generalization.

The\textit{sIPOMDPLite-net} possesses solid transfer capabilities, of which the trained model generalizes well to unseen environments without further training. We train the\textit{sIPOMDPLite-net} on 6×6 tasks and evaluate the trained model on multiple sizes of tasks. The evaluating environments are unduplicated. On the other hand, the IA2C must be evaluated in the same environments where it is trained because it has no access to the map while training. Thus, the spatial location-dependent transitions it learns are restricted in certain environments, which cannot be transferred to another one. Looking into the table, we notice that the\textit{sIPOMDPLite-net}’s performance is inferior to the expert and IA2C for smaller environments but gradually overtaking them as environments increase. The expert’s success rate degrades because the planning horizon is longer for larger environments, increasing its preference for the low-cost "stay and listen" over other mobility actions. As a result, the expert holds still in numerous tasks without reaching the goal even once. This also explains the anomalous descent of the expert’s collision and false-open rate. The IA2C’s performance draws a similar pattern but with a much sharper degradation. In contrast, the\textit{sIPOMDPLite-net} directly transfers its learned model to larger environments, so it has better exploring capability and reaches the gold more often, hence yielding a higher success rate but at the cost of higher collision and false-open rate. Furthermore, in experiments conducted for LIDAR maps\footnote{We no longer experiment with IA2C on LIDAR maps because it learns almost nothing except "listen" unless we keep the starting point extremely close to the goal.}, we further train the previous model on 10×10 and 12×12. It shows that the\textit{sIPOMDPLite-net} policy performs comparably with the expert, which demonstrates sufficient transfer capabilities across various environments and state space.
5 Conclusion

This paper elucidates the sIPOMDPLite-net, a deep recurrent policy network learning and solving the underlying I-POMDP Lite model supervised by the expert demonstration. It provides a simpler and more intuitive architecture than existing multiagent learning for planning approaches like IPOMDP-net, reducing the computational complexity.

We evaluate the sIPOMDPLite-net on various tasks with different environment sizes, where the overall performance is comparable with the expert policies. In some tasks, the NN policy even outperforms the expert demonstration. Moreover, empirical results indicate that the NN policy generalizes well to unseen, larger, and more sophisticated tasks, showing solid transfer capabilities.

The future work includes meta-learning the recurrence number $K$ and learning the interaction indicator function by the network itself instead of being given as prior knowledge.
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Appendix

A.1 Markovian Model Learning

We mention in the paper that the sIPOMDPLite-net accurately learns the Markovian model of the underlying I-POMDP Lite framework. To prove the learned transition and observation model is sufficiently close to the original one, we can simulate the trained model and expert’s policy, which is derived by solving the ground-truth I-POMDP Lite model, simultaneously, comparing the beliefs at each time-step.

We visualize the updated belief for consecutive eight steps in Fig. 5. Each row, consisting of two sub-rows, represents agent $i$’s belief updated by an action at a time step, where the blue bars are for the framework while red bars are for the trained model. To facilitate the visualization of beliefs, we draw $b_i(s)$ as $b_i(s_i)$ and $b_i(s_j)$, where $b_i(s_i) = \sum_{s_j} b_i(s)$ and $b_i(s_j) = \sum_{s_i} b_i(s)$. It shows that every two sub-rows in the diagram are mostly consistent, so our network accurately learns the underlying model from the expert.

Bayesian belief filter. In this experiment, we remove the Bayesian filter that recursively updates the subjective agent’s beliefs to investigate its necessity. Without the belief update, the network keeps taking in the initial belief and completely leaves the policy searching duty to the QMDP planning module. The ablation essentially eliminates the network’s recurrent property, the critical factor that the network can account for the belief update in the I-POMDP Lite planning. We inspect the network’s output action trajectories, finding that most of them are ”stay and listen”, which explains the low collision rate. Therefore, the Bayesian belief filter is indispensable in our network.

Nested MDP planner. In this experiment, we eliminate the nested MDP planner responsible for learning others’ policies and predicting their actions to examine how considering others’ intentions benefits the subjective agent in a multiagent system. The ablated network is essentially a QMDP-net. The second row of Table 2 shows that the ablated version receives worse results for all test items. This is due to the single-agent planning being unaware of the potential interference caused by the other agent. For instance, when the other agent takes the lead to seize the gold and reset underlying states, the subjective agent will not realize it and listen in time; instead, it may continue according to the previous belief. Although the agent might choose to observe at some time steps by learning the expert demonstration and fortunately pull itself back on track, it is not aware of the other’s behaviors; hence it will not substantially help the agent accurately locate itself in a multiagent system. As such, the nested MDP planner is indeed crucial.

Single-agent models trained for non-interactive situations. In this experiment, we ablate all the single-agent models for both agents, including transition functions, i.e., $t_i(s_i, a_i, s'_i)$ and $t_j(s_j, a_j, s'_j)$, and reward functions, i.e., $r_i(s_i, a_i)$ and $r_j(s_j, a_j)$, while relying on the multiagent models, i.e., $T_i(s, a, s')$, $R_i(s, a)$, and $R_j(s, a)$, to take care of the training completely. In this case, the problem to solve is not necessarily under sparse interactions. However, according to the third row of Table 2, the trained multiagent models perform shockingly worse. This is due to the lack of guidance provided by the prior knowledge regarding the awareness of sparse interactions. With well-trained single-agent models that account for most of the inference, the multiagent models in training focus only on where interactions happen while ignoring the portion of non-interactive based on the attention mechanism of NNs. Therefore, the pre-trained single-agent models are imperative in our network for reasonably good performance concerning sparse interactions.

A.2 Ablation Study

We carry out an ablation study on the $6 \times 6$ test set to demonstrate the importance of several sIPOMDPLite-net’s components. We remove exactly one such component in every ablation experiment and train a model with the ablated architecture. We then study the role each component plays and to what extent it affects the network’s performance.

Figure 5: The visualization of agent $i$’s belief update throughout a trajectory. The trajectory contains 8 time steps. For each time step, the first row illustrates the belief given by the underlying I-POMDP Lite framework, while the second row depicts that of the sIPOMDPLite-net. For a better intuition, we present the beliefs over $S_i$ and $S_j$ on the left and right sides, respectively.

A.3 Belief Update Module

We denote the input and output belief tensor by $B_S$ and $B'_S$, respectively, where the subscript $S$ indicates the tensor shape, $|S|$. Both the two are beliefs of common states. In our paper, we assume that $S = S_i \times S_j$.

Consistent with the framework, the belief update module first executes the belief propagation with the joint action, $(a_i, a_j)$. The initial step is to distinguish the interactive area from the non-interactive one within the state-action
space. Specifically, we multiply $B_S$ with $X_T^\theta$ and $1-\bm{bm}X_T^\theta$ element-wisely, where the dimensionality is broadcast from $|S|$ to $|S| \times |A|$. Thus, we decompose $B_S$ into two complementary belief tensors.

For the interactive part, we update $B_S$ with $T_i(\cdot|\theta)$, a trainable variable approximating $T_i(s,a,s')$. However, it is not necessarily of the shape $|S| \times |A| \times |S|$ in the network because we can choose diverse NN architectures to approximate the arithmetic dot product and summation depending on features of specific application scenarios. Based on the principle of learning as accurate a model as possible, we enforce the trained model to inherit properties of the underlying framework. In the case of $T_j(\cdot|\theta)$, we normalize it over the dimension of $s'$ to ensure a valid probability distribution serving the Bayesian filtering. The network structure simulating the update with actions generally implements the below operation, where $v_{a_i}$ and $v_{a_j}$ are indexing vectors for $a_i$ and $a_j$:

$$B_{p_j}^{'} = \sum_{s} \sum_{a_i} \sum_{a_j} B_{p_j} T_i(\cdot|\theta) v_{a_i} v_{a_j}$$

We update the belief for each $a \in A$, while we only concern about $B_{p_j}^{'}$ corresponding to the input joint action $a = \langle a_i, a_j \rangle$.

For the non-interactive part, we execute the two-step belief propagation as shown in Fig. 2. Analogous to $T_i(\cdot|\theta)$, we define $t_i(\cdot|\theta_i)$ and $t_j(\cdot|\theta_j)$ to approximate the underlying $t_i(s_i,a_i,s'_i)$ and $t_j(s_j,a_j,s'_j)$. We consecutively conduct the belief propagation twice, computing the dot product between the non-interactive belief tensor and $t_j(\cdot|\theta_j)$ and $t_i(\cdot|\theta_i)$, respectively.

A.7 demonstrates an instance of solving Tiger-grid problems with spatial locality, where we encode the belief propagation into a convolutional layer with $T_i(s,a,s'|\theta)$ as the kernel.

### A.4 Value Iteration Solver

The value iteration solver implements the NN analog for multiagent MDP value iteration. Let us first consider the immediate reward. We define the NN counterparts of $R_i(s,a)$, $R_j(s,a), t_i(s_i,a_i)$ and $t_j(s_j,a_j)$ as $R_i(s,a|\theta)$, $R_j(s,a|\theta)$, $t_i(s_i,a_i|\theta_i)$, and $t_j(s_j,a_j|\theta_j)$. In the siPOMDP Lite-net, we condition $t_i(s_i,a_i|\theta_i)$ and $t_j(s_j,a_j|\theta_j)$ on their own environments in $\theta$ while conditioning $R_i(s,a|\theta)$ and $R_j(s,a|\theta)$ on entire $\theta$. For any given $s \in S$ and $a \in A$, there are $R_i(s,a) \in \mathbb{R}$ and $R_j(s,a) \in \mathbb{R}$, which is also true for $t_i(s_i,a_i)$ and $t_j(s_j,a_j)$, so we do not explicitly regulate the range of network’s learning regarding the reward models.

The value iteration shared by the nested MDP and MAQMDP planner updates the action value function similarly to the manner that the belief tensor is updated, except that the order of the update is reverse.

After deriving the long-term expected reward, we add it to the immediate reward, i.e., $R_i(s,a|\theta)$. The network structure representing a recursion of the value iteration generally implements the following operation:

$$U_S = \max_{a_i \in A_i} \sum_{a_j \in A_j} \left\{ \sum_{s' \in S} U'_S T_i(\cdot|\theta) X_{p_j} + U'_S t_j(\cdot|\theta_j) \times t_i(\cdot|\theta_i) \right\} v_{a_j}$$

### A.5 Nested MDP and MAQMDP Module

The nested MDP planning module is an RNN with a hierarchical structure, which conforms to the setting of reasoning levels in the underlying nested MDP model. In this RNN, the hidden state is the policy, $\hat{\pi}_{i/j}$, output by each hierarchy. The most initial policy, which we denote by $\hat{\pi}^0$, is manually set to a uniform distribution over either $A_i$ or $A_j$, depending on the top reasoning level $L$, for all $s \in S$. We sample action from this initial policy and input it to the $0$th hierarchy of the planner to compute the level-$1$ policy. In the bottom hierarchy, $\hat{\pi}^0$ enters the embedded value iteration solver with the reward and transition functions. The value iteration solver outputs $Q^0(s,a)$ regarding joint actions. To get the policy for a specific agent, according to Eq. 1, we need to weight $Q^0(s,a)$ by the opponent’s policy $\hat{\pi}^i$ and sum it over the dimension of the opponent’s actions. Thus, we get the $Q$ values regarding only this agent’s actions, on which we apply the Softmax operation along the dimension of actions to map $Q$ values to the policy, i.e., $\hat{\pi}^i$. Continuing with such procedures, we sample action from $\hat{\pi}^i$ and input it to the level-$1$ planner and compute $\hat{\pi}^2$ till it reaches the highest hierarchy.

Hierarchies that account for a certain agent’s policy share the same input models and the network structure. As agent $i$ always reasons at the top level, $L$, where it applies the belief update and the QMDP solution, the highest level of the nested MDP module is $L-1$, where we solve $j$’s MDP to predict its policy and offer it to the level $L$ inference for $i$. Therefore, the $\{L-1\}$th hierarchy accepts $R_i$ and actions sampled from $\pi_{i/L-1}$, while the $\{L-2\}$th hierarchy receives $R_i$ and actions from $\pi_{j/L-2}$, and so on. All hierarchies share the convolutional filters representing transition functions, i.e., $t_i$, $t_j$, and $T_i$. We illustrate the general architecture of the nested MDP planning module in Fig. 6.

The MAQMDP planner’s architecture can be regarded as a single level of the nested MDP hierarchical structure introduced with the updated belief. Instead of directly mapping the

| Ablation | Succ rate | F-open rate | Colli rate |
|----------|-----------|-------------|------------|
| siPOMDP Lite-net | 0.851±0.003 | 0.235±0.003 | 0.070±0.003 |
| siPOMDP Lite-net w/o belief update | 0.001±0.000 | 0.001±0.000 | 0.115±0.000 |
| siPOMDP Lite-net w/o nested MDP modeling | 0.744±0.002 | 0.110±0.004 | 0.170±0.004 |
| siPOMDP Lite-net w/o single-agent models | 0.063±0.001 | 0.001±0.000 | 0.875±0.001 |

Table 2: Three ablation experiments for the $6 \times 6$ Tiger-grid games and the impact on the success rate, false-open rate, and collision rate.
In Tiger-grid problems, the grid map of an agent offers in- dependently in each direction. The selection of gains and costs has to achieve a subtle balance. The agent should be neither too cautious and keep standing still nor too bold and moving recklessly without listening even if having collided with obstacles several times.

We make the Tiger-grid a multiagent system by imposing interference between involved agents. Specifically, both agents aim to seize the gold. Once an agent successfully achieves the goal, both of them are randomly relocated to a neighbor cell, specifically, a free cell in its cardinal and intercardinal directions, and the game continues. This design ensures interactions between the agents. By modeling the other agent’s intentions, a self-interested agent keeps the awareness of where the other is and when it will open the door, which helps the agent determine its current situation and plan for the future. In the Tiger-grid, the uncertainty regarding dynamics is rooted in the reset of agents’ locations. Hence, we keep the rest of the state transitions deterministic. We set the fault rate of observations to 0.01 independently in each direction.

When either agent consecutively seizes the gold three times or the trajectory length exceeds the limitation, the trajectory terminates. Thus, we regard a trajectory as successful if the subjective agent seizes the gold at least once.

### A.7 Implementation Details

This section details the implementation of our work mainly from two aspects – the generation of the training data, including the construction of task parameters and the creation of expert demonstrations, and the selection of specific network structures for some essential parts regarding a set of tasks represented by the Tiger-grid problems.

#### Task Parameters And Expert Demonstration

Generally, a partial observable multiagent planning task requires the common state space of all involved agents as one of the environment-related prior knowledge and the initial belief over this state space shared by all agents as one of the agent-related prior knowledge.

In Tiger-grid problems, the grid map of an agent offers the basis for its observation function. Besides, the grid map becomes a Tiger problem.

The BELIEFUPD module, and the result is then converted to the action space for whatever state.

A.6 Experimental Setup Details

We compress the observations into a tuple of four binary values corresponding to the existence of obstacles in its four cardinal neighboring cells.

In the single-agent setting, an agent must navigate itself to circumvent obstacles present randomly in cells and reach the cell where a pile of gold lies. Meanwhile, it only gets the gold by proactively executing the "open" action rather than simply being in the cell. When the agent chooses between staying and listening and opening the door in each cell, the problem expected reward to the softmax policy, the MAQMDP planner first weight the output \( Q \) function by the belief tensor from the reset of agents’ locations. Hence, we keep the rest of the state transitions deterministic. We set the fault rate of observations to 0.01 independently in each direction.

*Figure 6: The hierarchical architecture of the nested MDP module. It generates the other agent’s mixed strategy by alternately deriving the other agent’s and its own policy at corresponding reasoning levels from the bottom up. The level-0 policy is a uniform distribution over the action space for whatever state.*

*Figure 7: The MAQMDP planning module obtains the optimal policy for the subjective agent reasoning at the top level by weighting \( Q \) values with the current belief and then selecting the best move based on the maximum value in the result.*

#### Table 3: Reward setup for each agent under non-interactive situations.

| Action   | Current state | Target state | Reward |
|----------|---------------|--------------|--------|
| LISTEN   | \( s \in \text{FREESPACE} \) | \( s' = s \) | \(-0.2\) |
| MOVE     | \( s \in \text{FREESPACE} \) | \( s' \in \text{OBSTACLES} \) | \(-10.0\) |
| MOVE     | \( s \in \text{FREESPACE} \) | \( s' \in \text{FREESPACE} \) | \(-0.5\) |
| OPEN     | \( s = \text{GOLD} \) | \( s' \in \text{FREESPACE} \) | \(+10.0\) |
| OPEN     | \( s \in \text{FREESPACE}\backslash\text{GOLD} \) | \( s' = s \) | \(-5.0\) |

Table 4: Transition setup for each agent under non-interactive situations.

| Action   | Current state | Target state | Next state |
|----------|---------------|--------------|------------|
| LISTEN   | \( s \in \text{FREESPACE} \) | \( s' = s \) | \( s'' = s' = s \) |
| MOVE     | \( s \in \text{FREESPACE} \) | \( s' \in \text{OBSTACLES} \) | \( s'' = s' \) |
| MOVE     | \( s \in \text{FREESPACE} \) | \( s' \in \text{FREESPACE} \) | \( s'' = s' \) |
| OPEN     | \( s = \text{GOLD} \) | \( s' \in \text{FREESPACE} \) | \( s'' = s' \) |
| OPEN     | \( s \in \text{FREESPACE}\backslash\text{GOLD} \) | \( s' = s \) | \( s'' = s \) |
and the goal map together determine its immediate rewards. Hence, when designing the network architecture for learning these underlying models, we explicitly condition them on specific components of $\mathbf{\theta}$. Hence, the task parameter of a Tiger-grid task comprises the navigation maps, goal maps, and the common initial belief for all agents. A particular component in our task parameter regarding the sparse-interaction setting is the interaction indicator functions for the given task. We deem them priors since learning them as hidden models through the neural network remains challenging at this time.

We initiate the construction of the Tiger-grid domain by randomly generating discrete grids. Each grid cell has a probability of $Pr \sim U(0.1, 0.3)$ to be an obstacle. The two agents share the identical action and observation space, where $A = \{a \in \mathbb{N} | 0 \leq a \leq 5\}$ and $\Omega = \{0, 1\}^{4}$. For each observation vector, an element of 1 represents the agent observes that the adjacent cell in the corresponding direction is free space, while an element of 0 means that it observes an obstacle in that cell. A common state of the domain consists of both agents’ locations following a consistent order, while each agent takes grid cells as its private state. Thus, if $s_i = \text{FREESPACE}$ and $s_j = \text{GOLD}$, the agent observes that the adjacent cell in the corresponding direction is free space, while an element of $\Theta$ represents the agent observes an obstacle in that cell.

We then build underlying models for each grid environment. Since both agents’ dynamics are local and spatial invariant, we use SciPy’s sparse matrices to store the transition and reward functions. Thus, we can iteratively update beliefs through matrix multiplications and summations. Because an I-POMDP Lite approximately reduces to a POMDP and exactly solving a POMDP is expensive, we solve it with the more economic MA-QMDP and obtain a near-optimal policy. We implement the QMDP value iteration with the help of the MDP Toolbox, yielding the state utilities $V$ and action values $Q$.

We use the described planning scheme to generate expert trajectories. The input to the framework includes the initial physical state, terminal state, and belief over the initial state. Both agents’ initial actions are “stay and listen” by default. We save the output action and observation for each time step in an HDF5 database.

**Network Selection And Design for Problems with Spatial Locality**

For problems represented by the Tiger-grid, the states are defined in terms of spatial locations. If their actions can only lead to transitions from the current state to a subset of states within a certain range, we call such problems spatially local.

We can employ CNNs into several vital parts of our network to solve such problems, including the belief propagation with actions and the long-term expected reward derivation in the value function, for an excellent approximation of their counterparts in the underlying framework.

The VIN and QMDP-net has demonstrated the viability of applying 2D convolutions to single-agent spatially local problems, where they approximate the belief propagation and the calculation for expected Q values with a convolutional layer. The kernel of the layer plays a role as the transition function, which only captures the transition probabilities within the sliding window. The rationale of such approximation is that the operations with the transition function in the framework are consistent with the underlying logic of convolutions. Specifically, they all contain the dot product calculated by a set of multiplications and additions. A 2D convolution works as:

$$O[n,m] = (I \ast K)[n,m] = \sum_{q} \sum_{p} K[q,p] I[n-q, m-p]$$

where $I$, $O$, and $K$ are the input, output, and kernel (convolutional filters), respectively. The input and the output are of the same shape $n \times m$, and the kernel is of the shape $q \times p$.

In single-agent problems, there is $|S| = n \times m$. For each $s' = (n_s, m_s) \in S$, a valid target state $s'' = (n_s', m_s')$ after taking any action satisfies $n_s' \in [n_s - r, n_s + r]$, $m_s' \in [m_s - r, m_s + r]$, where $r$ is the step length of an action. Thus, if $p = 2r + 1$ and $q = 2r + 1$, and we regard $I$ as the current belief $b(s)$, $O$ as the updated belief $b'(s')$, and $K$ as the transition for a specific action $a$, the equation becomes exactly the single-agent belief update:

$$b'(s') = \sum_{s} T_a(s, s') b(s)$$

The fact above illustrates the consistency between the belief update with actions and the convolution. The same applies to the computation for expected Q values in the Bellman equation, where we swap the positions of $s$ and $s'$. 

### Table 5: Transitions for each agent under interactive situations

| Action | Current state | Target state | SA next state | MA next state |
|--------|---------------|--------------|---------------|---------------|
| $<L, O> s_i \in \text{FREESPACE}$ | $s_j \in \text{GOLD}$ | $s'_i = s_i$ | $s'_j = s_i$ | $s'_i \in \text{FREESPACE}$ |
| $<M, O> s_i \in \text{FREESPACE}$ | $s_j \in \text{GOLD}$ | $s'_i \in \text{OBSTACLES}$ | $s'_i \in \text{FREESPACE}$ | $s'_i \in \text{FREESPACE}$ |
| $<O, O> s_i \in \text{FREESPACE}$ | $s_j \in \text{GOLD}$ | $s'_i \in \text{FREESPACE}$ | $s'_i \in \text{FREESPACE}$ | $s'_i \in \text{FREESPACE}$ |
| $<O, O> s_i \in \text{FREESPACE}$ | $s_j \in \text{GOLD}$ | $s'_i \in \text{FREESPACE}$ | $s'_i \in \text{FREESPACE}$ | $s'_i \in \text{FREESPACE}$ |

In single-agent problems, there is the same shape $n \times m$, and the kernel is of the shape $q \times p$.
We show that the applicability of using convolutions for approximation naturally carries over multiagent spatially local problems by expanding the dimensionality. Taking two-agent Tiger-grid problems as an example, we represent the common state space $S$ as a 4D tensor, the Cartesian product of the two 2D tensors representing $S_i$ and $S_j$. This representation maintains both agents’ spatial localities as a whole.

Due to the overly computational intensity of high-dimensional convolutions, we only apply it for dealing with the interactions. As for non-interactive cases, we maintain the use of 2D convolutions. Hence, although the 4D kernel essentially represents the full transition function, we are only concerned about the part for interactions, not requiring equivalently accurate transitions to be learned for the non-interactive part, which benefits the training.

In the rest of the subsection, we demonstrate the specific usage of convolutions for the belief update and value iteration in siPOMDPLite-net. Related to the two-agent Tiger-grid problems and instantiate other important network structures that we mark in Fig. 8 and Fig. 9.

In two-agent Tiger-grid problems, each agent has a grid map in $\theta$, which we define as their private state space, i.e., $S_i$ and $S_j$. Provided that each grid map is a 2D tensor, if agent $i$’s map is of the shape $H_i \times W_i$, and agent $j$’s is of $H_j \times W_j$, then we have $|S_i| = H_i \times W_i$ and $|S_j| = H_j \times W_j$. Hence, the common state space formed as a 4D tensor is of the shape $H_i \times W_i \times H_j \times W_j$, which is true for belief tensors.

As demonstrated in A.3, we first update the non-interactive part of the input belief tensor $B_S$, corresponding to $(s, a) \in P_T$. The resultant tensor after screening out the belief for $P_T$ by the indicator tensor $1 - X P_T$, denoted by $B_{P_T, o}$, is of the shape $H_i \times W_i \times H_j \times W_j \times |A|$, which we regard as a 4D image with $|A|$ channels. Provided that we should apply a two-step update here with the agents single-agent transition functions, $T_j$ and $T_i$, in order, and that the single-agent update is approximated by 2D convolutions, we need to first reshape $B_{P_T, o}$ to match the 2D convolution with kernel $K_{i,t}(s_j, a_j|\theta)$ and then transpose the result to match another 2D convolution with kernel $K_{i,t}(s_i, a_i|\theta)$.

Continuing with this line, we address the two-step update for $B_{P_T, o}$. When it comes to the update for $B_{P_T, o}$, we initialize $K_{T}(s, a|\theta)$ and apply it directly to the 4D convolution. After both updates, we select the channels corresponding to the given $a_i$ and $a_j$ and then sum them up, which yields the updated belief tensor $B_S$.

When dealing with Tiger-grid problems, we learn agent $i$’s observation $O_i$ with a CNN, which captures the information of local environments for each $s_i \in S_i$ that matches the observations, specifically, the distribution of obstacles within a given range centered on $s_i$, and maps it to a valid representation of $\text{Pr}(o_i|s_i, a_i)$ by forcing the weights on dimension $o_i \in \Omega$, to sum to 1.

Next, to match $B_S$ for the correction, we expand $O_i$ on dimensions $H_j$ and $W_j$ and tile the probabilities for the expanded dimensions. Finally, we get the fully updated belief tensor $B_S$ by multiplying $B_S$ and the expanded $O_i$ and normalizing the product over $S_i$.

We illustrate the details of convolutional layers in Fig. 8.

The application of convolutions in the value iteration module is similar to that in the belief update. We still represent the two-agent transition function with a 4D kernel and represent the two single-agent transition functions with 2D kernels.

As for immediate rewards, we also learn them via CNNs. In Tiger-grids, if considering only the non-interactive situations, the immediate rewards for an agent depend on whether it opens the door in a Gold cell or not and whether it collides an obstacle or not. Hence, we condition the rewards on the grid map and goal map of the agent given in $\theta$. We stack them together as a two-channel image and feed it into a CNN,
where a kernel of the same shape as the transition function is applied. We learn single-agent reward functions, including \(x_i(s_i, a_i)\) and \(x_j(s_j, a_j)\), in this way.

When it comes to the two-agent rewards, such as \(R_i(s, a)\) and \(R_j(s, a)\), where we must consider common states and joint actions, it is no longer sufficient to condition them on single-agent grid maps and goal maps. Instead, we merge the agents’ respective grid maps and goal maps to compute the Cartesian product, hence getting a grid map and a goal map in the 4D space. Then, still stacking them together, we conduct the 4D convolution for several layers, mapping the two-channel image to a tensor that represents the two-agent reward function with \(|A| = |A_i| \times |A_j|\) channels, each representing the reward of executing the corresponding joint action \(a\) for all \(s \in S\).

With all required immediate reward functions and the reward interaction indicators, we can get the true two-agent reward functions. We illustrate the details of CNNs in Fig. 9.

A.8 Training Details

Training with Expert Demonstration

We train the sIPOMDPLite-net with the supervision of expert demonstration. Compared to RL methods, this training approach presents higher data efficiency. Rather than beginning with millions of randomly generated transitions and their corresponding rewards, we require much fewer expert action trajectories representing the near optimal policy we aim to learn. Hence, our goal is to minimize the cross entropy between action trajectories given by the expert demonstration and by our network.

We train the sIPOMDPLite-net asynchronously. Specifically, we separate the whole network architecture into the outer part, including the belief update and MAQMDP planning module, and the inner part, i.e., the nested MDP module. When training the former, the network receives a joint action trajectory and an observation trajectory, and output an action trajectory regarding the subjective agent. Then, it learns by minimizing the cross entropy between this trajectory and the expert’s demonstrated action trajectory. When training the latter, the network only accepts a joint action trajectory. If there is only one nested reasoning level, i.e., agent \(j\) reasons at level 0, then the output of the nested MDP module is an action trajectory of agent \(j\). We provide the expert demonstration for agent \(j\) this time and minimize the cross entropy between the two trajectories.

In this way, we train the two major sIPOMDPLite-net components of respectively. When it comes to the evaluation, we first apply the well-trained nested MDP planner to get agent \(j\)’s action at each time step. Next, we join it with agent \(i\)’s action and feed it into the top-level belief update and MAQMDP planning module. The outputs of both parts then participate in the next step’s reasoning and planning.

We train a policy using demonstrated trajectories from 10,000 random \(6 \times 6\) environments, 10 trajectories with different initial locations, initial beliefs, and gold positions for both agents from each environment. We then evaluate the trained model on separate sets of random environments with gradually larger sizes, each with 500 environments. Finally, we repeat the evaluation for the trained policy on each task 100 times to compute the average values mitigating the impact of stochasticity during the simulation.

In A.7, we have shown the procedures of creating expert trajectories and storing them in the database. We then introduce how these trajectories are processed for mini-batch training and imitation learning.

Since we only choose successful expert trajectories to be our demonstration, we first filter out failed ones. Then, we produce mini-batches for backpropagation through time (BPTT), which is widely used for training recurrent NN (RNN). We break down a full trajectory into several sub-trajectories with the length equal to the backpropagation step size, each of which is wrapped by a block. We set the step size to 5 for \(6 \times 6\) and \(7 \times 7\) Tiger-grids and to 8 when training the model further on \(8 \times 8, 10 \times 10,\) and \(12 \times 12\) grids. Provided with the total number of blocks needed, we get the number of steps for each epoch by dividing it using the mini-batch size. We set the mini-batch size to 100 for all of our experiments. Next, we joint trajectories end to end in blocks for all mini-batches. Once a trajectory terminates, we pad it until reaching the block limitation. New trajectories begin from the next block even if other trajectories in the batch have not terminated yet. We still need to distinguish if a sub-trajectory is the start of its original trajectory. This determines whether we should assign the initial belief to it or not. As such, we complete creating batch samples. The final step of yielding training data is to extract actions and observations from stored steps of all trajectories and specify any pair of consecutive actions as the input and target (or label) action, respectively. Hence, we construct the mapping from an input action-observation pair to the corresponding next action in the demonstration.

To apply the imitation learning, we intuitively define the loss as the cross-entropy between the network’s predicted actions and the demonstrated actions along the expert trajectories.

We apply RMSProp optimizer with 0.9 decay rate and 0 momentum. The learning rate is \(1 \times 10^{-3}\) for training from scratch and \(1 \times 10^{-5}\) for further training a trained model with new data. We combine early stopping with patience and exponential learning rate decay for the adaptive gradient descent. Specifically, we set the initial patience to 30 epochs and the rest to 10 epochs; and we perform 20 iterations of learning rate decay in total. It means that we do not decay the learning rate at first until the loss does not decrease for 40 consecutive epochs on the validation set. Subsequently, we decay the current learning rate by 0.9 if the loss does not decrease for 15 epochs with it. We set the ratio of the training set and validation set to 9 : 1.

Another essential hyperparameter for our network is the number of value iterations. In the underlying planning framework, the iteration terminates when it converges to the true state utilities \(\|U_{i+1} - U_i\| < \epsilon(1-\gamma)/\gamma\), where \(U_i\) and \(U_{i+1}\) are utilities of the \(i\)th and \((i+1)\)th iteration, \(\epsilon\) is the maximum error acceptable for convergence, and \(\gamma\) is the discounted factor.

However, in our network, we execute the value iteration for a specific number of steps given by the hyperparameter \(K\). We train the network with \(6 \times 6\) Tiger-grid domain with
Figure 9: Value iteration solver of sIPOMDP-Lite-net that to deal with spatially local problems such as Tiger-grid problems, where we approximate transition functions with kernels for convolutional layers and learn agents’ reward functions with CNNs.

Table 6: Essential hyperparameters.

| Hyperparameter                  | Argument |
|---------------------------------|----------|
| Step size (N = 6)               | 5        |
| Step size (N = 10, 12)          | 6        |
| Mini-batch size                 | 50       |
| Initial learning rate (from scratch) | $1 \times 10^{-3}$ |
| Initial learning rate (re-training) | $1 \times 10^{-4}$ |
| Maximum epochs                  | $1 \times 10^3$ |
| Train-valid ratio               | 9 : 1    |
| $K$ (N = 6)                     | 24       |
| $K$ (N = 7)                     | 30       |
| $K$ (N = 8)                     | 32       |
| $K$ (N = 10)                    | 40       |
| $K$ (N = 12)                    | 50       |

Transferring Pre-learned Knowledge

We train the network to learn transition functions including $T_i(s_i, a_i)$, $T_j(s_j, a_j)$, and $T(s, a)$, reward functions including $R_i(s_i, a_i), R_i(s, a), R_j(s_j, a_j)$, and $R(s, a)$, and the observation function $O_i(s, a_i, o_i)$. Learning these models from scratch simultaneously via backpropagation is prohibitively difficult. We alleviate this dilemma by dividing the training procedure into multiple steps, learning part of the models at first and then using them as priors to continue training the remaining models. Given that agents mostly follow their single-agent models in tasks, we can first learn them based on single-agent demonstrations. We actually train several distinct QMDP-nets and obtain $T_i(s_i, a_i)$, $T_j(s_j, a_j)$, $R_i(s_i, a_i)$, $R_j(s_j, a_j)$, and $O_i(s_i, a_i, o_i)$. After that, we freeze the weights of these learned models while focusing on training the multiagent models for interactions. In this way, we guide the network training in the right direction, which is another sense of effective use of a priori knowledge.