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Abstract

We consider the problem of assigning appearing times to the edges of a digraph in order to maximize the (average) temporal reachability between pairs of nodes. Motivated by the application to public transit networks, where edges cannot be scheduled independently one of another, we consider the setting where the edges are grouped into certain walks (called trips) in the digraph and where assigning the appearing time to the first edge of a trip forces the appearing times of the subsequent edges. In this setting, we show that, quite surprisingly, it is NP-complete to decide whether there exists an assignment of times connecting a given pair of nodes. This result allows us to prove that the problem of maximising the temporal reachability cannot be approximated within a factor better than some polynomial term in the size of the graph. We thus focus on the case where, for each pair of nodes, there exists an assignment of times such that one node is reachable from the other. We call this property strong temporalisability. It is a very natural assumption for the application to public transit networks. On the negative side, the problem of maximising the temporal reachability remains hard to approximate within a factor $\sqrt{n}/12$ in that setting. Moreover, we show the existence of collections of trips that are strongly temporalisable but for which any assignment of starting times to the trips connects at most an $O(1/\sqrt{n})$ fraction of all pairs of nodes. On the positive side, we show that there must exist an assignment of times that connects a constant fraction of all pairs in the strongly temporalisable and symmetric case, that is, when the set of trips to be scheduled is such that, for each trip, there is a symmetric trip visiting the same nodes in reverse order.
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1 Introduction

A typical question that has been considered in the literature in the field of network optimization consists in finding the graph modification which maximises or minimises a specific optimisation criterion (often connected to the notion of reachability and distance between nodes). For example, one well studied problem has been the following one: given a graph and given a budget $k$, find a set of $k$ edges, which, when added to the graph, minimise the diameter of the new graph (see, for example, [1, 16, 19]). Other graph operations that have been studied are node or edge deletions (see,
for example, [31] and [29], respectively) or edge contractions (see, for example, [21]), while other optimisation criteria are reachability, that is, the number of pairs of nodes \((u, v)\) such that \(u\) can reach \(v\) (see, for example, [12]), information diffusion, that is, the number of nodes reachable from a specific set of source nodes (see, for example, [13]), or centrality measures, such as the closeness and the betweenness centrality of a node (see, for example, [14] and [5], respectively).

In this paper, we study a network optimisation problem which is related to the notion of reachability in temporal graphs (see Section 1.3 for similar problems). Temporal graphs (also called edge-scheduled networks [6], dynamic graphs [24], temporal networks [28], evolving graphs [7], time-stamped graphs [11], time-varying graphs [9], or point-availability time-dependent networks [8]) have received increasing attention over the last two decades [26, 27, 32, 36]. Indeed, they have been repeatedly used in order to study classical notions from the field of graph theory (such as degree, path, connectivity, clique, and so on) in a more realistic framework, in which the topology of the graph changes over time. As stated in [30], studying temporal graphs has applications in a wide variety of contexts, ranging from phone calls to contact tracing, from cattle exchanges to messaging, from communication traffic to public transport systems. In one of its formulations (which is the one we adopt in this paper), a temporal graph is a list of temporal edges \((u, v, t, \lambda)\), where \(u\) and \(v\) are two nodes of the graph, \(t\) is the appearing time of the temporal edge, and \(\lambda\) is its travel time (that is, we can traverse the edge starting from \(u\) at time \(t\) and arrive in \(v\) at time \(t + \lambda\), which is the arrival time of the temporal edge).

In our network optimisation problem, the graph operation will allow us to transform a weighted directed graph (in which the weight of an edge has to be interpreted as its travel time) into a temporal graph (see below), while the optimisation criterion will be the temporal reachability of a temporal graph, that is, the number of pairs of nodes \(u\) and \(v\) such that \(v\) is temporally reachable from \(u\). Note that, in temporal graphs, a (temporal) path, differently from the notion of walk in graphs, requires a natural temporal constraint: that is, the appearing time of an edge in the path has to be at least equal to the arrival time of the edge which precedes it in the path. This additional constraint makes the computation of the nodes reachable from a node a little bit more complicated than in the case of graphs, but still doable in time \(\tilde{O}(m)\), where \(m\) is the number of temporal edges and the notation \(\tilde{O}\) hides poly-logarithmic factors (see, for example, [39]). Note that we do not put any constraint on how long it is possible to wait at a node in-between two temporal edges, as these further constraints can dramatically change the complexity of such temporal path computation [10].

In order to introduce our network optimisation problem, let us first consider a simplified version of it, in which the graph operation is the edge temporalisation (a similar problem has been considered in [23], where unweighted undirected multigraphs are considered and the graph operation is called labeling). Given a weighted directed multigraph \(D\), this operation simply assigns to each edge \((u, v, \lambda)\) of \(D\) an appearing time \(t\), making it a temporal edge \((u, v, t, \lambda)\). For example, the weighted directed multigraph \(D\) could represent the connections between airports of an air company, where the weight of an edge could represent the duration of the corresponding flight (multiple edges between two nodes could correspond to multiple flights between the two corresponding cities). An edge temporalisation of \(D\) would then correspond to an assignment of the leaving time of each flight, and the goal would be to connect as many pairs of cities as possible (clearly, other optimisation criteria would be interesting for this application, such as minimizing the average duration of all indirect connections, but guaranteeing a high reachability of the network seems to be a basic prerequisite). As an example, let us consider the weighted directed multigraph \(D\) shown in the left part of Figure 1. In the middle and right parts of the figure, we show two edge temporalisations
Figure 1: A weighted directed multigraph $D$ (left), and two edge temporalisations of $D$ (middle and right), which differ only for the appearing times of the two edges from $y$ to $w$ (the edge labels denote the appearing time and the travel time, respectively, of the edge). The temporal reachability of the first temporal graph is 15, while the temporal reachability of the second temporal graph is 13.

of $D$, which differ only for the appearing times assigned to the two edges from $y$ to $w$. In the temporalisation in the middle part of the figure, the edge $(y, w, 1)$ has been assigned the appearing time 1, while the edge $(y, w, 2)$ has been assigned the appearing time 7. The opposite assignment has been used, instead, by the edge temporalisation in the right part of the figure.

Note that, in the temporal graph in the middle part of the figure, node $x$ can reach nodes $x$, $y$, and $w$, while nodes $y$, $w$, and $z$ can reach all nodes: the temporal reachability, in this case, is equal to $3 + 3 \times 4 = 15$. In the temporal graph in the right part of the figure, instead, the situation is similar for all nodes but $y$. Indeed, node $x$ can reach nodes $x$, $y$, and $w$, node $y$ can reach nodes $y$ and $w$, and nodes $w$ and $z$ can reach all nodes: the temporal reachability, in this case, is equal to $3 + 2 + 2 \times 4 = 13$, thus showing that the first edge temporalisation is better than the second one.

A natural network optimisation problem, based on edge temporalisation and temporal reachability, is then the following one: given a weighted directed multigraph $D$, find an edge temporalisation of $D$ which maximises the temporal reachability of the resulting temporal graph. For example, in the case of the weighted directed multigraph shown in the left part of Figure 1, it is easy to verify that the edge temporalisation shown in the middle part of the figure is an optimal one. Note that in [23], it is proved that deciding whether the maximum temporal reachability is equal to the square of the number of nodes is a NP-complete problem, in the setting of unweighted undirected multigraphs.

1.1 The maximum reachability trip temporalisation problem

Our network optimisation problem is mostly inspired by the fact that, in some real-world applications such as public transport systems, the edges of the weighted directed multigraph can be “used” more than one time (for example, by several vehicles) and they are not “independent”, in the sense that an appearing time cannot be assigned to an “instance” of an edge independently of the appearing time assigned to “instances” of other edges. For example, in the case of a public transport system, the “instances” of the edges are grouped in “trips”, where each trip is a sequence of edges forming a walk in the weighted directed multigraph, corresponding to the journey of a vehicle. When several vehicles travel along the same walk, we assume that a distinct trip is associated to each one of them. We also assume that the waiting time at a stop is negligible and that scheduling a vehicle amounts to assigning an appearing time to the first edge of the corresponding
On the other hand, it is possible to verify that the trip temporalisation which assigns to the three trips one after the other. The temporal graph induced by this trip temporalisation is a directed multigraph whose reachability is 32 (see also Table 2 at page 9).

The graph operation that we will consider is, then, the trip temporalisation. Given a weighted directed multigraph $D$ and a collection of trips on $D$ (that is, a collection of not necessarily distinct walks in $D$), this operation simply assigns to each trip a starting time. The temporal graph $induced$ by a trip temporalisation is the temporal graph whose set of nodes is the same as the set of nodes of $D$, and whose set of temporal edges is the disjoint union of all the temporal edges resulting from the assignment of the starting times to the trips in the input collection. For example, let us consider the weighted directed multigraph $D$ shown in the left part of Figure 2 and the following collection of trips on $D$ (depicted in the right part of the figure): $T_1 = (v_1, v_2, 1), (v_2, v_3, 2), (v_3, v_4, 2)$ (blue solid trip), $T_2 = (v_2, v_3, 1), (v_3, v_6, 1), (v_6, v_7, 1), (v_7, v_2, 1)$ (green dashed trip), and $T_3 = (v_5, v_6, 1), (v_6, v_7, 1), (v_7, v_8, 2)$ (red dotted trip). Note how the edge $(v_6, v_7, 1)$ is “used” by two different trips (that is, $T_2$ and $T_3$): this might correspond to two different vehicles travelling through this edge. Note also that there is no trip temporalisation such that both $v_8$ is reachable from $v_1$ and $v_4$ is reachable from $v_5$ in the induced temporal graph. Indeed, if $v_8$ is reachable from $v_1$, then the starting time assigned to $T_1$ has to be smaller than the starting time assigned to $T_3$, while if $v_4$ is reachable from $v_5$, then the starting time assigned to $T_3$ has to be smaller than the starting time assigned to $T_1$: these two inequalities cannot be both satisfied. Let us consider the trip temporalisation which assigns to $T_1$ the starting time 1, to $T_2$ the starting time 6, and to $T_3$ the starting time 10 (this trip temporalisation intuitively corresponds to scheduling the three trips one after the other). The temporal graph induced by this trip temporalisation is shown in Figure 3. In this temporal graph, the node $v_1$ can reach all nodes but node $v_5$, while node $v_7$ can reach only nodes $v_2$, $v_7$, and $v_8$. The reachability of this temporal graph is equal to 30. On the other hand, it is possible to verify that the trip temporalisation which assigns to $T_1$ the starting time 9, to $T_2$ the starting time 5, and to $T_3$ the starting time 1 induces a temporal graph whose reachability is 32 (see also Table 2 at page 9).

The network optimisation problem, called Maximum Reachability Trip Temporalisation (in short, mRRTT), that we will analyse in this paper is, hence, the following one: given a weighted directed multigraph $D$ and a collection of trips $T$ on $D$, find a trip temporalisation of $T$ which

\[\text{Maximum Reachability Trip Temporalisation}\]

---

1 In the following, for any $h \in \mathbb{N}$, we denote by $[h]$ the set $\{1, 2, \ldots, h\}$.

2 As it is standard, we assume that the summation with no summands evaluates to zero.
maximises the reachability of the induced temporal graph. Note that MRTT is a generalisation of the the network optimisation problem based on the edge temporalisation: indeed, the latter one corresponds to the case in which the trip collection is just the collection of all edges in $D$.

1.2 Our results

Our results are summarised in Table 1 where two other combinatorial problems are also considered. The first decision problem, denoted by $O2O\text{-}RTT$, is the one-to-one version of the MRTT problem, in which the question is whether a trip temporalisation exists making one given node $t$ temporally reachable from another given node $s$. The second maximisation problem, denoted by $SS\text{-}MRTT$, is the single-source version of the MRTT problem, in which the question is to find a trip temporalisation maximising the number of nodes temporally reachable from a given source node $s$.

Note that, although we assume negligible waiting times in the sense that edges of a trip must be scheduled one right after the other, our results can be generalized in a setting where, for each pair of consecutive edges of a trip, a fixed waiting time is imposed. The reason is similar to the fact that we can restrict ourselves to a setting where all travel times are 1 as explained in the Section 2.

Quite surprisingly, our first result (see Theorem 1) shows that the $O2O\text{-}RTT$ problem is NP-complete. Using a classical gap technique, we then obtain that if $P \neq NP$, then the MRTT and the SS-MRTT problems cannot be approximated within a factor $n^{1-\varepsilon}$ for any $\varepsilon > 0$, where $n$ is the number of nodes (see Theorems 2 and 3). We also show that the parameterised version of the $O2O\text{-}RTT$ problem with respect to the number $k$ of trips used in the resulting temporal graph, in order to go from $s$ to $t$, can be solved in time $2^{O(k)}m \log |T|$ where $m = \sum_{T \in T} |T|$ is the sum of trip lengths (see Theorem 4).

The above non-approximability results are the main reason for focusing our attention on an interesting restriction of the MRTT problem, that is, the one in which the collection of trips $T$ satisfies the very natural property of being “temporally” strongly connected in the following sense. A collection of trips $T$ is strongly temporalisable if, for each pair of nodes $u$ and $v$, there exists a trip temporalisation of $T$ that allows $u$ to (temporally) reach $v$. Note that this requirement is a rather weak one, since we are not asking for a unique trip temporalisation, but for a trip temporalisation for each pair of nodes (indeed, this is a requirement which is satisfied in many applications of temporal graphs). We first show that the strong temporalisability property is not sufficient to get high reachability. To this aim, we prove that there exists an infinite family of trip collections, all
### Maximisation problems

| Problem | Complexity |
|---------|------------|
| MRTT    | Not approximable within a factor $n^{1-\varepsilon}$ for any $\varepsilon > 0$ (Theorem 2 and Theorem 3) |
| SS-MRTT | Not approximable within a factor less than $\sqrt{n}/12$ (Theorems 6 and 7) |

### Decision problems

| Problem | Complexity |
|---------|------------|
| o2O-RTT | NP-complete (Theorem 1) |
| k-o2O-RTT | Solvable in time $2^{O(k)}m \log |T|$ (Theorem 4) |

### Property

| Problem | Strongly temporalisable | Strongly temporalisable and symmetric |
|---------|------------------------|--------------------------------------|
| o2O-RTT | Linear-time solvable (trivial) | |
| MRTT    | Not approximable within a factor less than $\sqrt{n}/12$ (Theorems 6 and 7) | NP-hard (Theorem 8) and $r$-approximable for some $r > 0$ (Theorem 9) |
| SS-MRTT | Linear-time solvable (consequence of Fact 4) | |

Table 1: Our results assuming $P \neq NP$ ($n$ denotes the number of nodes, $m = \sum_{T \in T} |T|$ denotes the sum of trip lengths and $k$ denotes the number of trips that can be used in a temporal path). The approximability results are obtained by proving that we can get a high temporal reachability (that is, a temporal reachability proportional to the total number of pairs of nodes). A further result is Theorem 5, which intuitively states that the strong temporalisability property is not sufficient to get high reachability. The table leaves as the main open problem the question whether the MRTT and the SS-MRTT problems are approximable within a sub-linear factor, when restricted to strongly temporalisable collections of trips.

**strongly temporalisable, such that any trip temporalisation connects at most an $O(1/\sqrt{n})$ fraction of all pairs** (see Theorem 5). By using this construction, we then show that if $P \neq NP$, then the MRTT and the SS-MRTT problems cannot be approximated within a factor less than $\sqrt{n}/12$, when restricted to strongly temporalisable trip networks (see Theorems 6 and 7).

However, the situation changes if we add another quite natural property of a trip collection, that is, symmetricity. A trip collection $T$ is symmetric if, for each trip $T \in T$, $T$ includes also the reverse trip, that is, the trip starting from the last node of $T$, arriving in the first node of $T$, and passing through all the nodes in $T$ in reverse order. For example, referring to public transport systems, symmetricity is almost always respected, since for any bus/metro/tramway trip, there is usually also the same bus/metro/tramway trip in the opposite direction. It is quite easy to show that, if the collection of trips $T$ is symmetric, then $T$ is strongly temporalisable if and only if the weighted directed multigraph $D$ is strongly connected (see Corollary 1).

We show that the MRTT problem is NP-hard even if restricted to symmetric and strongly temporalisable collection of trips (see Theorem 8). However, our final result shows that, given a symmetric and strongly temporalisable collection of trips, it is possible to find in polynomial time a trip temporalisation achieving a reachability proportional to the total number of pairs (see Theorem 9). This implies the existence of a constant-factor approximation algorithm in the symmetric and strongly temporalisable setting.
All our hardness results are proved starting from the 3-sat problem, which is NP-complete \[22\]. Moreover, it is easy to show that the decision and maximisation problems we consider are in NP or in NPO (that is, the class of NP optimisations problems \[3\]), respectively. Indeed, given an instance of the problem and a trip temporalisation, checking that a node \(t\) is reachable from a node \(s\) in the induced temporal graph can be done in polynomial time (see, for example, \[39\]).

1.3 Related work

Problems similar to the one considered in this paper have already been analysed \([28, 33, 13, 18, 34, 37, 35]\). For instance, in \([18]\) the authors consider the problem of deleting edges from a given temporal graph in order to reduce its reachability, motivated by the context of epidemiology. Later on, the temporal dimension of a temporal network has suggested the following quite natural network modification: given a graph, assigning the appearing time of its edges in order to minimise the reachability of the resulting temporal graph. This problem has been proved NP-complete in \([17]\) (the authors pose as an open problem the existence of a constant-factor approximation algorithm).

Another closely related work \([15]\) studies the problem of minimising the average reachability (as well as other similar objectives which could be interesting goals in the context of transport networks) in a temporal graph by delaying some edges. Various NP-hardness results as well as a polynomial-time algorithm are given, depending on the type of delay operations that are permitted. The authors leave as open the complexity of maximising reachability which is similar to our goal.

As far as we know, the trip temporalisation problem has never been studied before. The topic of temporalising edges to increase reachability is connected to gossip and broadcasting protocols (see \([25]\) for a survey). However, apart from the already mentioned \([23]\) where the undirected setting makes the problem slightly different from here, the objective is usually different, that is, minimising the time for a message to reach all nodes.

2 Preliminary definitions and results

A weighted directed multigraph (or just weighted multidigraph) \(D = (V, E)\) consists of a set \(V\) of nodes and a set \(E \subseteq V \times V \times \mathbb{R}^+\) of (weighted) edges (for each edge \((u, v, w)\), we say that \(u\) is the tail, \(v\) is the head, and \(w\) is the weight of the edge). A walk \(T\) in a weighted multidigraph \(D = (V, E)\) from a node \(u\) to a node \(v\) is a sequence \(e_1, \ldots, e_k\) of edges in \(E\) such that, for each \(i\) with \(i \in [k - 1]\), the head of \(e_i\) is equal to the tail of \(e_{i+1}\), \(u\) is the tail of \(e_1\), and \(v\) is the head of \(e_k\). The duration \(\delta(T)\) is defined as the sum of the weights of all the edges of \(T\). A node \(v\) is said to be reachable from a node \(u\) in \(D\), if there exists a walk in \(D\) from \(u\) to \(v\) (in the following, we will assume that a node is reachable from itself).

A trip network is a weighted multidigraph \(D = (V, E)\) (also called the underlying multidigraph of the trip network) along with a collection \(T = \{T_1, \ldots, T_\mid T\\}\) of walks in \(D\) (also called trips)\(^3\). In the following, without loss of generality, we will assume that any node in \(V\) and any edge in \(E\) appears in at least one trip in \(T\). Note that the disjoint union of the trips in \(T\) defines a weighted multidigraph \(M\) that we call the induced multidigraph of \((D, T)\) (we assume that the edges of \(M\)

\(^3\)Here, the term “collection” is used to mean a multiset, that is, a set in which order is ignored but multiplicity is significant. The cardinality \(|A|\) of a multiset \(A\) denotes the sum of the multiplicities of the distinct elements in \(A\): in our case, \(|T|\) denotes the number of (not necessarily distinct) trips in the trip collection \(T\).
have an additional label specifying which trip they belong to, and usually represented in the figures by means of different line colors and styles).

A temporal graph $G = (V, E)$ consists of a set $V$ of nodes and a set $E \subseteq V \times V \times \mathbb{R} \times \mathbb{R}^+$ of temporal edges. Given a temporal edge $e = (u, v, t, \lambda)$, we say that $u$ is the tail, $v$ is the head, $t$ is the starting time, $\lambda > 0$ is the travel time, and $t + \lambda$ is the arrival time of $e$. A temporal path from a node $u$ to a node $v$ in a temporal graph $G$ is a sequence of temporal edges $e_1, \ldots, e_k$ such that the tail of $e_1$ is $u$, the head of $e_k$ is $v$, and, for each $i \in [k-1]$, the tail of $e_{i+1}$ is equal to the head of $e_i$ and the starting time of $e_{i+1}$ is at least equal to the arrival time of $e_i$ (as travel times are strictly positive, the path is strict in the sense that the starting time of $e_{i+1}$ is greater than the starting time of $e_i$, for each $i \in [k-1]$). A node $v$ is temporally reachable from a node $u$ if there exists a temporal path from $u$ to $v$ (in the following, we will assume that a node is temporally reachable from itself). The set of nodes temporally reachable from a node $u$ in $G$ is denoted as $\mathcal{R}_G(u)$. The temporal reachability of a node $u$ in $G$ is defined as $|\mathcal{R}_G(u)|$, while the temporal reachability of $G$ is defined as $\sum_{u \in V} |\mathcal{R}_G(u)|$.

Given a trip network $(D, \mathcal{T})$, a temporalisation $\tau$ of the trip network assigns a real number $\tau(T)$ to each trip $T$ in $\mathcal{T}$, indicating the starting time of $T$. Such a temporalisation induces the temporal graph $G[D, \mathcal{T}, \tau] = (V, E)$ defined as follows. For each $T = e_1, \ldots, e_k$ in $\mathcal{T}$, with $e_i = (u_i, v_i, w_i)$, $E$ contains the temporal edges $(u_i, v_i, \tau(T) + \sum_{j=1}^{i-1} w_j, w_i)$: we say that these temporal edges are induced by $T$ (with respect to the temporalisation $\tau$). A node $v$ is said to be $\tau$-reachable from a node $u$ if $v \in \mathcal{R}_{G[D, \mathcal{T}, \tau]}(u)$. The $\tau$-reachability of a node $u$ is the temporal reachability of $u$ in $G[D, \mathcal{T}, \tau]$, and the $\tau$-reachability of the trip network is the temporal reachability of $G[D, \mathcal{T}, \tau]$. Our main optimisation problem is the following one.

**Maximum Reachability Trip Temporalisation (mrtt).** Given a trip network $(D, \mathcal{T})$, find a temporalisation $\tau$ of the trip network which maximises its $\tau$-reachability.

We will also study the restriction of the mrtt problem to the case in which, for each pair of nodes, there exists a temporalisation allowing to reach one from the other. More precisely, given a trip network $(D, \mathcal{T})$ and two nodes $s$ and $t$, $(D, \mathcal{T})$ is said to be $(s, t)$-temporalisable if there exists a temporalisation $\tau$ of $(D, \mathcal{T})$ such that $t$ is $\tau$-reachable from $s$, and it is said to be strongly temporalisable if, for any two nodes $s$ and $t$, $(D, \mathcal{T})$ is $(s, t)$-temporalisable. Moreover, we will also consider symmetric trip networks in the following sense. We say that a trip network $(D, \mathcal{T})$ is symmetric if all trips in $\mathcal{T}$ can be grouped into disjoint pairs $(T, \mathcal{T})$ such that $\mathcal{T}$ is the reverse of $T$ ($T$ and $\mathcal{T}$ are two distinct trips in $\mathcal{T}$): $\mathcal{T}$ visits the same nodes as $T$, but in reverse order.

We will often refer to a particular kind of temporalisations. Given a trip network $(D, \mathcal{T})$, a schedule of the trip network is an ordering of the trips in $\mathcal{T}$. Note that a schedule $S$ immediately induces a temporalisation $\tau_S$ of the trip network defined as follows. If $S = T_1, \ldots, T_{|\mathcal{T}|}$, then $\tau_S(T_1) = 0$ and $\tau_S(T_{i+1}) = \sum_{j=1}^{i} \delta(T_j)$, for $i \in [|\mathcal{T}] - 1$. A node $v$ is said to be $S$-reachable from a node $u$ if it is $\tau_S$-reachable. The $S$-reachability of the trip network is defined as its $\tau_S$-reachability (see Table 2 where, for any possible schedule $S$, we indicate the $S$-reachability of the trip network shown in Figure 2).

**Fact 1** Let $(D, \mathcal{T})$ be a trip network and $S$ be a schedule of $(D, \mathcal{T})$. Let $C$ be a weighted multidigraph obtained starting from $D$ by arbitrarily modifying only the weights of the edges of $D$. The $S$-reachability of $(D, \mathcal{T})$ is equal to the $S$-reachability of $(C, \mathcal{T})$. 

---
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Proof. The fact simply follows from the fact that a temporal path in $G[D, T, \tau_S]$ is also a temporal path in $G[C, T, \tau_S]$, since edges of different trips cannot be interleaved inside a temporal path obtained through a schedule, where all edges of a trip $T$ are assigned smaller starting times than all edges of the trips scheduled after $T$.

For the sake of simplicity and without loss of generality, in the following we will present our results by referring to trip networks in which the weight of all edges are equal to 1: indeed, as a consequence of Fact 1 all our results will apply to general trip networks as well (either because they are hardness results or because the lower bounds on the temporal reachability are obtained by referring to schedules). Under this assumption, a trip $T_i = (u_0, u_1, 1), \ldots, (u_{k-1}, u_k, 1)$ will also be indicated as $T_i = (u_0, \ldots, u_k)$. Note, however, that, in general, the maximum $\tau$-reachability obtainable through a temporalisation can be higher than the maximum $S$-reachability obtainable through a schedule (see, for example, Figure 4), and that the presence of weights can, in general, increase the maximum $\tau$-reachability of a trip network (see, for example, Figure 5).

| $T_1, T_2, T_3$ | $T_1, T_3, T_2$ | $T_2, T_1, T_3$ | $T_2, T_3, T_1$ | $T_3, T_1, T_2$ | $T_3, T_2, T_1$ |
|------------------|------------------|------------------|------------------|------------------|------------------|
| $v_1$ | $v \setminus \{v_5\}$ | $v \setminus \{v_5, v_8\}$ | $\{v_1, v_2, v_3, v_4\}$ | $\{v_1, v_2, v_3, v_4\}$ | $v \setminus \{v_5, v_8\}$ | $\{v_1, v_2, v_3, v_4\}$ |
| $v_2$ | $v \setminus \{v_1, v_5\}$ | $v \setminus \{v_1, v_5, v_8\}$ | $v \setminus \{v_1, v_5\}$ | $v \setminus \{v_1, v_5\}$ | $v \setminus \{v_1, v_5, v_8\}$ | $v \setminus \{v_1, v_5\}$ |
| $v_3$ | $v \setminus \{v_1, v_5\}$ | $v \setminus \{v_1, v_5, v_8\}$ | $v \setminus \{v_1, v_5\}$ | $v \setminus \{v_1, v_5\}$ | $v \setminus \{v_1, v_5, v_8\}$ | $v \setminus \{v_1, v_5\}$ |
| $v_4$ | $\{v_3, v_6, v_7, v_8\}$ | $v \setminus \{v_1, v_3, v_6, v_7, v_8\}$ | $\{v_5, v_6, v_7, v_8\}$ | $\{v_5, v_6, v_7, v_8\}$ | $v \setminus \{v_1, v_3, v_6, v_7, v_8\}$ | $\{v_5, v_6, v_7, v_8\}$ |
| $v_5$ | $\{v_2, v_6, v_7, v_8\}$ | $\{v_2, v_6, v_7, v_8\}$ | $\{v_6, v_7, v_8\}$ | $\{v_6, v_7, v_8\}$ | $\{v_2, v_6, v_7, v_8\}$ | $\{v_6, v_7, v_8\}$ |
| $v_6$ | $\{v_2, v_7, v_8\}$ | $\{v_2, v_7, v_8\}$ | $\{v_7, v_8\}$ | $\{v_7, v_8\}$ | $\{v_2, v_7, v_8\}$ | $\{v_7, v_8\}$ |
| $v_7$ | $\{v_2, v_7, v_8\}$ | $\{v_2, v_7, v_8\}$ | $\{v_7, v_8\}$ | $\{v_7, v_8\}$ | $\{v_2, v_7, v_8\}$ | $\{v_7, v_8\}$ |

Table 2: The possible schedules of the trip network of Figure 2. For each schedule $S$ and for each source node $v$, the corresponding cell shows the set of nodes $S$-reachable from $v$ (the last row shows the value of the $S$-reachability). Note that in the underlying multidigraph of the trip network the number of pairs of nodes $u$ and $v$ such that $v$ is reachable from $u$ is equal to 38.

Figure 4: An example of a trip network $(D, T)$, where the underlying digraph $D$ is depicted on the left (all edges have weight 1, so that $D$ is a simple digraph) and $T$ (depicted in the induced multidigraph on the right) contains the trips $T_1 = (v_1, v_3, v_5)$ (blue solid trip) and $T_2 = (v_2, v_3, v_4)$ (red dotted trip), such that the maximum $\tau$-reachability obtainable through a temporalisation is higher than the maximum $S$-reachability obtainable through a schedule. Indeed, the two possible schedules both achieve a reachability equal to 12, while a temporalisation that assign the same starting time to $T_1$ and $T_2$ achieves a reachability equal to 13 (which is also the number of pairs of nodes $u$ and $v$ such that $v$ is reachable from $u$ in the underlying digraph).

9
3 The maximum reachability trip temporalisation problem

We first consider the following one-to-one version of the MRTT problem, called One-To-One Reachability Trip Temporalisation (in short, O2O-RTT): given a trip network $(D, T)$ and two nodes $s$ and $t$, is $(D, T)$ $(s, t)$-temporalisable? Quite surprisingly, even this restricted version of the MRTT problem seems to be difficult to be solved in polynomial time.

**Theorem 1** The O2O-RTT problem is NP-complete.

**Proof.** We reduce in polynomial time 3-sat to O2O-RTT. Let us consider a 3-sat formula $\Phi$, with $n$ variables $x_1, \ldots, x_n$ and $m$ clauses $c_1, \ldots, c_m$. We first define the directed graph $D = (V, E)$ as the union of the following gadgets.

**Intermediate and final nodes.** $V$ contains two nodes $v_{n+1}$ and $w_{m+1}$.

**Variable gadgets** (see Figure 6(a)). For each variable $x_i$ with $i \in [n]$, let $p_i$ be the number of clauses that contains the literal $x_i$, and $n_i$ the number of clauses that contains the literal $\neg x_i$ (without loss of generality, we may assume that both $p_i$ and $n_i$ are positive numbers). Then, $V$ contains the following $p_i + n_i + 1$ nodes: $v_i, f^1_i, \ldots, f^{p_i}_i, t^1_i, \ldots, t^{n_i}_i$. Moreover, $E$ contains the following $p_i + n_i + 2$ directed edges: $(v_i, f^1_i), (f^{p_i}_i, f^{p_i+1}_i)$ for $h \in [p_i - 1]$, $(f^{p_i}_i, v_{i+1}), (v_i, t^1_i), (t^1_i, t^{p_i+1}_i)$ for $h \in [n_i - 1]$, and $(t^{n_i}_i, v_{i+1})$.

**Clause gadgets** (see Figure 6(b)). For each clause $c_j$ with $j \in [m]$, $V$ contains the following four nodes: $w_j, l^1_j, l^2_j, l^3_j$. Moreover, $E$ contains the following six edges: $(w_j, l^h_j)$ and $(l^h_j, w_{j+1})$, for $h \in [3]$.

**Variable-clause edge.** $E$ contains the edge $(v_{n+1}, w_1)$.

**Clause-variable edges** (see Figure 6(c)). For each clause $c_j$ with $j \in [m]$, for each variable $x_i$ with $i \in [n]$, for $h \in [3]$, and for $k \in [n_i]$, $E$ contains the edge $(l^h_j, t^k_i)$ if the $h$-th literal of $c_j$ is $\neg x_i$ and $c_j$ is the $k$-th clause in which the literal $\neg x_i$ occurs. Analogously, for each clause $c_j$ with
Figure 6: The reduction from 3-SAT to O2O-RTT. The variable gadget (a) corresponding to the variable \( x_i \) (\( p_i \) is the number of clauses that contains the literal \( x_i \), while \( n_i \) is the number of clauses that contains the literal \( \neg x_i \)), the clause gadget (b) corresponding to the clause \( c_j \), and the trip network (c) corresponding to the 3-SAT formula \((x_1 \lor x_2 \lor \neg x_3) \land (\neg x_1 \lor x_2 \lor x_3) \land (\neg x_1 \lor \neg x_2 \lor \neg x_3)\) (the trips in red, blue, and green are the three trips corresponding to the first clause (solid edges), to the second clause (dashed edges), and to the third clause (dotted edges), and each black edge forms a trip of length one).

\( j \in [m] \), for each variable \( x_i \) with \( i \in [n] \), for \( h \in [3] \), and for \( k \in [p_i] \), \( E \) contains the edge \((l^h_{ij}, f^k_i)\) if the \( h \)-th literal of \( c_j \) is \( x_i \) and \( c_j \) is the \( k \)-th clause in which the literal \( x_i \) occurs.

We now define the trip collection \( T \) on \( D \). For each clause \( c_j \) with \( j \in [m] \) and for \( h \in [3] \), \( T \) contains the trip \( \langle w_j, l^h_{ij}, t^k_i, o^k_i \rangle \), if \((l^h_{ij}, t^k_i) \in E \) and \( o^k_i \) is defined as the unique out-neighbour of \( t^k_i \) (that is, \( o^k_i = t^{k+1}_i \) if \( k < n_i \), and \( o^k_i = v_{i+1} \) if \( k = n_i \)), and the trip \( \langle w_j, l^h_{ij}, f^k_i, o^k_i \rangle \), if \((l^h_{ij}, f^k_i) \in E \)
and $\alpha^k$ is defined as the unique out-neighbour of $f^k_i$ (that is, $\alpha^k = f^{k+1}_i$ if $k < p_i$, and $\alpha^k = v_{i+1}$ if $k = p_i$). Each of the other $2n + 3m + 1$ edges, that are not yet included in a trip, forms a one-edge trip. Figure 6(c) shows an example of the reduction in the case of the Boolean formula $(x_1 \lor x_2 \lor \neg x_3) \land (\neg x_1 \lor x_2 \lor x_3) \land (\neg x_1 \lor \neg x_2 \lor \neg x_3)$.

Let $\tau$ be a temporalisation of the trip network $(D, T)$ and let $G = G[D, T, \tau]$ be the temporal graph induced by $\tau$. Note that, each edge in $D$ belongs to exactly one trip in $T$, which means that, for each edge $e \in E$, there is exactly one temporal edge in $G$ with the same head and tail of $e$. Note also that, due to the topology of $D$, if $w_{m+1} \in R_G(v_1)$, then the first part of the temporal path $P$ from $v_1$ to $w_{m+1}$ consists in moving from $v_1$ to $v_{p_i+1}$ by passing, for each $i \in [n]$, through the node $v_i$ and either through the nodes $t_{i1}^1, \ldots, t_{in_i}^{n_i}$ or through the nodes $f_{i1}^1, \ldots, f_{in_i}^{n_i}$. The second part of the temporal path $P$ consists in moving from $v_{n+1}$ to $w_1$ and, then, from $w_1$ to $w_{m+1}$ by passing, for each $j \in [m]$, through the node $w_j$ and exactly one $l_j$-node. Indeed, we can assume that $P$ does not go back from a $l_j$-node to a variable node to which it is connected, since otherwise $P$ should have to pass again through the edge $(v_{n+1}, w_1)$, contradicting the fact that, as observed above, there is only one temporal edge in $G$ corresponding to this edge. Moreover, if $P$ uses a temporal edge with tail $w_j$ and head $l_{ij}^h$, for some $h \in [3]$, and if $(l_{ij}^h, t_{ij}^k) \in E$ (respectively, $(l_{ij}^h, f_{ij}^k) \in E$), for some $i \in [n]$ and $k \in [p_i]$ (respectively, $k \in [p_i]$), then $P$ must have passed, in its first part, through the $t_i$-nodes (respectively, $t_i$-nodes) corresponding to the variable $x_i$. Otherwise, as $P$ is a temporal path, the edge outgoing $l_{ij}^h$ (respectively, $f_{ij}^k$) with head $\alpha^k$ would have an appearing time smaller than that of $(w_j, l_{ij}^h)$, contradicting the fact that $\tau$ is a temporalisation of the trip $(w_j, l_{ij}^h, t_{ij}^k, \alpha^k)$ (respectively, $(w_j, l_{ij}^h, f_{ij}^k, \alpha^k)$).

Let us now prove that $(D, T)$ is $(v_1, w_{m+1})$-temporalisable if and only if there exists an assignment $\alpha$ to the variables that satisfies the Boolean formula $\Phi$. Let us first suppose that $(D, T)$ is $(v_1, w_{m+1})$-temporalisable, that is, there exists a temporalisation $\tau$ of $(D, T)$ such that $w_{m+1} \in R_G(v_1)$, where $G = G[D, T, \tau]$ is the temporal graph induced by $\tau$. Let $P$ be a temporal path from $v_1$ to $w_{m+1}$ in $G$. For each variable $x_i$ with $i \in [n]$, we set $\alpha(x_i) = \text{True}$ if and only if $P$ passes through the $t_i$-nodes corresponding to $x_i$. We now prove that any clause $c_j$, with $j \in [m]$, is satisfied by $\alpha$. Let $l_{ij}^h$, for some $h \in [3]$, be the node which $P$ goes to, when moving from $w_j$. If $(l_{ij}^h, f_{ij}^k) \in E$ (respectively, $(l_{ij}^h, t_{ij}^k) \in E$), for some $i \in [n]$ and $k \in [p_i]$ (respectively, $k \in [p_i]$), then the $h$-th literal of $c_j$ is $x_i$ (respectively, $\neg x_i$), and, because of the previous observations, $P$ passes through the $t_i$-nodes (respectively, $f_i$-nodes) corresponding to $x_i$: this implies that $\alpha(x_i) = \text{True}$ (respectively, $\alpha(x_i) = \text{False}$) and, hence, that the clause $c_j$ is satisfied.

Let us now suppose that there exists an assignment $\alpha$ to the variables that satisfies the formula $\Phi$, and let us consider the following walk $P$ in $D$, which starts from $v_1$ and arrives in $w_{m+1}$. The first part of $P$ arrives at $v_{n+1}$ and consists in moving from $v_i$ to $v_{i+1}$, for $i \in [n]$, by passing through the $t_i$-nodes (respectively, $f_i$-nodes) corresponding to $x_i$, if $\alpha(x_i) = \text{True}$ (respectively, $\alpha(x_i) = \text{False}$). We know that, for each clause $c_j$ with $j \in [m]$, at least one literal of $c_j$ is satisfied: suppose that the first such literal is the $h_j$-th one, for some $h_j \in [3]$. Note that the choice of $h_j$ implies that the first part of $P$ does not use any edge of the trip $T$ containing the edge $(c_j, l_{ij}^h)$: indeed, if the corresponding literal is $x_i$ (respectively, $\neg x_i$), $T$ goes through the $f_i$-nodes (respectively, $t_i$-nodes), while $P$ goes through the $t_i$-nodes (respectively, $f_i$-nodes) as $\alpha(x_i) = \text{True}$ (respectively, $\alpha(x_i) = \text{False}$). The second part of $P$ starts from $v_{n+1}$, moves to $w_1$, arrives at $w_{m+1}$, and consists in moving from $w_j$ to $w_{j+1}$, for $j \in [m]$, by passing through the node $l_{ij}^h$. Because of the definition of $T$ and the choice of $h_1, \ldots, h_m$, each edge of $P$ belongs to a different trip in $T$. We can then consider a schedule $S$ of $(D, T)$ in which the trips corresponding to the edges in $P$ are
scheduled in the same order as they appear in \( P \) itself. The walk \( P \) thus induces a temporal path in \( G[D, T, \tau_S] \) from \( v_1 \) to \( w_{m+1} \). Thus, \((D, T)\) is \((s, t)\)-temporalisable and the theorem has been proved. \( \square \)

Note that, as a consequence of its proof, the above theorem holds even with the following restrictions: the in-degree and the out-degree of the nodes in \( D \) are bounded by 3, and \( T \) contains only simple trips (that is, trips that do not pass through the same node more than once), which are pairwise edge-disjoint.

We are now ready to prove the inapproximability result of the MRRTt problem. Note that, given an instance \((D, T)\) with \( n \) nodes, any solution of the problem has a value greater than or equal to \( n \) (since we have assumed that any node is temporally reachable from itself). Since the number of pairs of nodes is \( n^2 \), the MRRT problem is trivially \( n \)-approximable. The following theorem states that a better approximation is not achievable, unless \( P = NP \).

**Theorem 2** Unless \( P = NP \), the MRRT problem is not \( \text{r}(\cdot) \)-approximable, for any \( \epsilon \in (0, 1) \) and for any non-decreasing function \( \text{r} \) in \( O(n^{1-\epsilon}) \), where \( n \) is the number of nodes.

**Proof.** The proof makes use of the well-known gap technique (see Section 3.1.4 of [3]). Suppose by contradiction that there exists a \( r(\cdot) \)-approximation algorithm \( A \) for the MRRT problem, for some \( \epsilon \in (0, 1) \) and for some function \( \text{r}(n) \) of the number \( n \) of nodes that satisfies \( \text{r}(n) \leq cn^{1-\epsilon} \) for some constant \( c \). We will now show that it is possible to exploit such an algorithm in order to solve in polynomial time the o2o-rtt problem, which would imply that \( P = NP \) (because of Theorem 1). Let us consider an instance \(((D = (V, E), T), s, t)\) of the o2o-rtt problem, where \( V = \{s = v_1, \ldots, v_n = t\} \). Without loss of generality, we assume that \( n > c + 1 \). We define an instance \((D', (V', E'), T')\) of MRRT as follows.

- \( V' = V \cup \{v_{n+i} : i \in [2K]\} \) with \( K = \left\lceil (cn)^{1/\epsilon}(n + 2)^{2-\epsilon/\epsilon} \right\rceil \).
- \( E' = E \cup \{(v_{n+i}, s), (t, v_{n+K+i}) : i \in [K]\} \).
- \( T' \) is the union of \( T \) with all the one-edge trips corresponding to the edges in \( E' \setminus E \).

Consider an optimal temporalisation \( \tau^* \) of \((D', T')\): the maximum reachability is thus \( \text{opt} = \sum_{u \in V} |R_{G[D', T', \tau^*]}(u)| \). Moreover, let \( x \) be the value of the reachability achieved by the temporalisation computed by the approximation algorithm \( A \) with input \((D', T')\): hence, \( \frac{\text{opt}}{r(n')} \leq x \leq \text{opt} \) where \( n' = n + 2K \).

Let us upper bound \( \text{opt} \) in the case in which \((D, T)\) is not \((s, t)\)-temporalisable. To this aim, we upper bound the number of nodes \( \tau' \)-reachable from each node in \( V' \), for any temporalisation \( \tau' \) of \((D', T')\) (in the following, \( G' = G[D', T', \tau'] \) is the temporal graph induced by \( \tau' \)).

- \( |R_{G'}(v_1)| \leq n - 1 \) (since \( t \) is not \( \tau' \)-reachable from \( s = v_1 \)).
- For each \( i \in [n - 1] \), \( |R_{G'}(v_{i+1})| \leq n + K \) (since all nodes \( v_{n+i} \) with \( i \in [K] \) have in-degree equal to zero in \( D' \)).
- For each \( i \in [K] \), \( |R_{G'}(v_{n+i})| \leq n \) (since \( t \) is not \( \tau' \)-reachable from \( s \)).
For each \( i \in [K] \), \(|\mathcal{R}_{G'}(v_{n+K+i})| = 1\) (since all these nodes have out-degree equal to zero in \( D' \)).

Thus, if \((D, \mathcal{T})\) is not \((s, t)\)-temporalisable, we have that \( x \leq \text{opt} \leq (n - 1) + (n - 1)(n + K) + Kn + K = n^2 + 2nK - 1\). On the other hand, if \((D, \mathcal{T})\) is \((s, t)\)-temporalisable, then it is easy to produce a temporalisation \( \tau' \) of \((D', \mathcal{T}')\) such that \( v_{n+K+i} \in \mathcal{R}_{G[D', \mathcal{T}', \tau']}(v_{n+j})\), for any \( i, j \in [K] \).

Hence, in this case we have that \( x \geq \frac{\text{opt}}{r(n')} \geq \frac{K^2}{r(n')}\).

If we prove that \( \frac{K^2}{r(n')} > n^2 + 2nK - 1 \), then we have that \( x > n^2 + 2nK - 1 \) if and only if \((D, \mathcal{T})\) is \((s, t)\)-temporalisable. This would imply that the \(O2O-\text{RTT}\) problem is solvable in polynomial time, and the theorem is proved. Let us then show that \( \frac{K^2}{r(n')} > n^2 + 2nK - 1 \). Since

\[
\frac{K^2}{r(n')} > \frac{K^2}{c(n + 2K)^{1-\epsilon}} > \frac{K^2}{c(n + 2)^{1-\epsilon}K^{1-\epsilon}} = \frac{K^{1+\epsilon}}{c(n + 2)^{1-\epsilon}},
\]

it is sufficient to prove that \( K^{1+\epsilon} \geq c(n+2)^{1-\epsilon}(n+2K) \). Since, by definition, \( K \geq (cn)^{1/\epsilon}(n+2)^{2-\epsilon} \), that is, \( K^{\epsilon} \geq cn(n + 2)^{2-\epsilon} \), we have that \( K^{1+\epsilon} \geq cnK(n + 2)^{2-\epsilon} > cn(n + 2K)(n + 2)^{1-\epsilon} \), and the proof is completed.

We can state a third hardness result (whose proof is given in the appendix), concerning an optimisation problem which is, somehow, in between the \(O2O-\text{RTT}\) problem parameterised by the number of trips needed to go from the source to the destination.

**Theorem 3** Unless \(P = NP\), the \(SS-\text{MRTT}\) problem is not \(r(\cdot)\)-approximable, for any \(\epsilon \in (0, 1)\) and for any non-decreasing function \(r\) in \(O(n^{1-\epsilon})\), where \(n\) is the number of nodes.

### 3.1 Bounding the number of used trips

In this section, we study the \(O2O-\text{RTT}\) problem parameterised by the number of trips needed to go from the source to the destination.

Given a trip network \((D, \mathcal{T})\), a temporalisation \(\tau\) and \(k \in \mathbb{N}\), a node \(v\) is said to be \((k, \tau)\)-reachable from \(u\) if there exists a temporal path \(P\) in \(G = G[D, \mathcal{T}, \tau]\) from \(u\) to \(v\) which is composed of edges induced by at most \(k\) different trips in \(\mathcal{T}\); let \(P\) be the set of such trips. Note that, without loss of generality, we can suppose that the edges induced by the same trip are contiguous in \(P\). Indeed, if \(P = e_1, \ldots, e_p\), let \(T_1 \in P\) be one of the trips that induces \(e_1\) and let \(e_h\) be the last edge in \(P\) which is induced by \(T_1\). The temporalisation of \(T_1\) induces a temporal path \(e'_1 = e_1, e'_2, \ldots, e'_{h-1}, e'_h = e_h\) in \(G\). We can then consider the temporal path \(P' = e'_1, \ldots, e'_{h-1}, e'_{h+1}, \ldots, e_p\), which has the property that all the edges which are induced by \(T_1\) are contiguous. We can now apply the same argument by considering the trip \(T_2 \in P\) as one of the trips that induces \(e_{h+1}\), and go on like this until all the edges induced by each trip considered are contiguous in the final temporal path from \(u\) to \(v\).

We now consider the \(O2O-\text{RTT}\) problem parameterised by the number \(k\) of trips used in the resulting temporal graph, in order to go from \(s\) to \(t\). More precisely, given a trip network \((D, \mathcal{T})\),
a source node $s$, and a target node $t$, the parameterised problem $k$-o2o-rtt consists in deciding whether there exists a temporalisation $\tau$ such that $v$ is $(k, \tau)$-reachable from $u$. By using the color coding technique developed in \cite{2}, we can obtain the following result.

**Theorem 4** The $k$-o2o-rtt problem can be solved in $2^{O(k)} m \log |T|$ time where $m = \sum_{T \in \mathbb{T}} |T|$ is the sum of trip lengths.

**Proof.** Let us consider a trip network $(D = (V, E), \mathbb{T})$, a source node $s$ and a target node $t$, and let $M$ be the induced multidigraph of $(D, \mathbb{T})$. Note that $m$ is also the number of edges in $M$. We suppose that for each trip $T$, we are given the list of its edges in their respective order in $T$. We also let $V(T)$ denote the set of nodes appearing in $T$ and write $u \prec_T v$ when $u, v \in V(T)$ and $u$ precedes $v$ in $T$. Let $\chi: \mathbb{T} \to [k]$ be any color assignment to the trips in $\mathbb{T}$. For $i \in [k]$, a $(i, \chi)$-path $P$ in $M$ is a path which is the concatenation of exactly $i$ subtrips of distinct trips in $\mathbb{T}$ with pairwise distinct colors (in the following, $\chi(P)$ will denote the set of colors “used” by such a path $P$). Note that the existence of a $(i, \chi)$-path in $M$ from $s$ to $t$ with $i \in [k]$ implies the existence of a schedule $S$ such that $t$ is $(k, \tau_S)$-reachable from $s$: indeed, we can first schedule the $i$ trips of the path in the order they appear in it, and then the remaining trips of $T$ in any order. In order to test the existence of a $(i, \chi)$-path in $M$ from $s$ to $t$ for $i \in [k]$, we can use the dynamic programming technique \cite{4}. For any node $v \in V$, let $A_\chi[v, i]$ denote the collection of sets $C$ of colors for which there exists a $(i, \chi)$-path $P$ in $M$ from $s$ to $v$ such that $\chi(P) = C$. Clearly, there exists a $(i, \chi)$-path $P$ in $M$ from $s$ to $t$ if and only if $A_\chi[t, i] \neq \emptyset$. We have that, for any node $v \in V$,

$$A_\chi[v, 1] = \{\{\chi(T)\} : T \in \mathbb{T} \wedge s \prec_T v\}.$$  

Moreover, for any $i \in [k - 1]$,

$$A_\chi[v, i + 1] = \bigcup_{T \in \mathbb{T} : v \in V(T)} \{C \cup \{\chi(T)\} : u \prec_T v \land C \in A_\chi[u, i] \land \chi(T) \notin C\} = \bigcup_{T \in \mathbb{T} : v \in V(T)} \{C \cup \{\chi(T)\} : C \in \mathcal{C}(T, v) \land \chi(T) \notin C\}$$

where $\mathcal{C}(T, v) = \bigcup_{u \prec_T v} A_\chi[u, i]$. We can compute $A_\chi[v, 1]$ for all $v \in V$ by scanning all trips that contain $s$. These trips can be obtained in $O(m)$ time by scanning all trips in $\mathbb{T}$. Moreover, we can execute the above update rule for all $v \in V$ by scanning once each trip $T \in \mathbb{T}$ as follows. We first set $A_\chi[v, i + 1] := \emptyset$ for all $v \in V$. Then, for each trip $T$, we iterate over the edges of $T$ in their respective order in $T$. For each edge $(u, v)$ of $T$, we compute $\mathcal{C}(T, v) = \mathcal{C}(T, u) \cup A_\chi[u, i]$ and update $A_\chi[v, i + 1] := A_\chi[v, i + 1] \cup \{C \cup \{\chi(T)\} : C \in \mathcal{C}(T, v) \land \chi(T) \notin C\}$ (if $(u, v)$ is the first edge of $T$ we simply use $\mathcal{C}(T, v) = A_\chi[u, i]$ as $u$ is then the only node preceding $v$ in $T$). Note that both the computation of $\mathcal{C}(T, v)$ and the update of $A_\chi[v, i + 1]$ take $O(2^k)$ time since, for any node $u \in V$ and for $j \in [k]$, $|A_\chi[u, j]| \leq 2^k$. Each update step is thus performed in $O(2^k m)$ time and the whole computation requires $2^{O(k)} m$ time.

Observe now that if there exists a temporalisation of $(D, \mathbb{T})$ such that $t$ is $(k, \tau)$-reachable from $s$, then there must exist a color assignment $\chi$ such that $M$ includes a $(i, \chi)$-path from $s$ to $t$ for some $i \in [k]$. In order to find such a path, we can use an appropriate set of perfect hash functions from $[\lceil |\mathbb{T}| \rceil]$ to $[k]$. Indeed, it is possible to design $2^{O(k)} \log |\mathbb{T}|$ hash functions such that any subset of $k$ trips has image $\{1, \ldots, k\}$ for at least one function $\chi$. This implies that any subset of $i$ trips
has $i$ pairwise distinct colors as image for at least one function as such a set can be completed in a
set of $k$ trips. Each hash function can be coded with $O(k + \log \log |T|)$ bits, and can be generated in
$O(k^3 \log |T|)$ time [20]. The number of such functions is $O(2^k \log |T|)$ and their computation takes
$2^{O(k)} \log^2 |T|$ time. As they can be accessed in $O(1)$ time, testing the coloring obtained through
each function yields a $2^{O(k)}m \log |T|$-time algorithm for solving the k-o2o-rtt problem (we use
$\log |T| = O(|T|)$ and $|T| \leq m$). The theorem is thus proved.

\[ \square \]

4 Strongly temporalisable trip networks

We now switch to strongly temporalisable trip networks where one-to-one reachability is assumed
for all pairs of nodes. This clearly implies that the o2o-rtt problem is trivially solvable when
restricted to strongly temporalisable trip networks, since the answer is always yes (actually, one-
to-one reachability is always satisfied under strong temporalisability). On the other hand, we will
prove that both the mrtt and the ss-mrtt problem cannot be approximated within a factor less
than $\frac{\sqrt{n}}{O(n)}$ (unless $P = NP$). To this aim, we first show that the strong temporalisability by itself is
not enough to ensure the existence of a temporalisation $\tau$ with a $\tau$-reachability which is a constant
fraction of all pairs of nodes.

Theorem 5 For any $r > 3$, there exists a strongly temporalisable trip network $(D_r, T_r)$ with $n =
r^2 + 2r$ nodes, such that any temporalisation $\tau$ of $(D_r, T_r)$ has $\tau$-reachability $O(n^{\frac{r}{2}})$.

Proof. We first define the trip network $(D_r, T_r)$ through the gadgets that compose it (see Figure 7).
We then prove that the trip network is strongly temporalisable and, finally, we prove that, for any
temporalisation $\tau$, the $\tau$-reachability is $O(n^{\frac{r}{2}})$.

Upper gadget $V^U, E^U, T^U$. The set $V^U$ contains the nodes $c_1, \ldots, c_r$, and the nodes $u_1, \ldots, u_r$.
These nodes are connected through the following set of directed edges:

$$E^U = \{(c_{i+1}, c_i) : i \in [r-1]\} \cup \{(c_i, c_{i+2}) : i \in [r-2]\} \cup \{(c_1, u_i), (u_i, c_2) : i \in [r]\}.$$ 

On this gadget, we have the following collection of trips: $T^U = \{T^U_i : i \in [r]\}$, where

$$T^U_i = \langle c_1, u_i, c_2, c_1, c_3, c_2, \ldots, c_{r-1}, c_{r-2}, c_r, c_{r-1} \rangle$$

(each edge $(c_{i+1}, c_i)$ is followed by $(c_i, c_{i+2})$, see also Figure 7, where the upper red solid trip
is $T^U_i$).

Lower gadget $V^L, E^L, T^L$. The set $V^L$ contains the nodes $c_{r+1}, \ldots, c_{2r}$, and the nodes $l_1, \ldots, l_r$.
These nodes are connected through the following set of directed edges:

$$E^L = \{(c_{r+i+1}, c_{r+i}) : i \in [r-1]\} \cup \{(c_{r+i}, c_{r+i+2}) : i \in [r-2]\} \cup \{(c_{2r-1}, l_i), (l_i, c_{2r}) : i \in [r]\}.$$ 

On this gadget, we have the following collection of trips: $T^L = \{T^L_i : i \in [r]\}$, where

$$T^L_i = \langle c_{r+2}, c_{r+1}, c_{r+3}, c_{r+2}, \ldots, c_{2r-2}, c_{2r}, c_{2r-1}, l_i, c_{2r} \rangle$$

(each edge $(c_{r+i+1}, c_{r+i})$ is followed by $(c_{r+i}, c_{r+i+2})$, see also Figure 7, where the lower red solid trip is $T^L_i$).
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Figure 7: An example of a strongly temporalisable trip network, such that any temporalisation cannot connect a constant fraction of the total pairs of nodes, obtained via the construction described in the proof of Theorem 5. The two red solid trips, starting from the two red nodes, correspond to the trip $T^U_3$ and $T^L_3$, respectively, in the construction (the first time a trip passes through a node with more than one red outgoing edge, it continues towards the node with the smaller index). The blue dashed (respectively, violet dotted) trip, starting from the half blue (respectively, violet) node, corresponds to the trip $T^↓_3$ (respectively, $T^↓_3$) in the construction. Finally, the green solid trip, starting from the green node, corresponds to the trip $T^↓$ in the construction.

**Descending gadgets** $V^↓_i$, $E^↓_i$, $T^↓$. For any $i$ with $i \in [r]$, we refer to node $u_i$ and $l_i$ as $d^↓_1$ and $d^↓_r$, respectively. The set $V^↓_i$ contains the nodes $d^↓_2, \ldots, d^↓_{r-1}$. These nodes are connected among them and to the previous gadgets through the following set of directed edges:

$$E^↓_i = \{(d^↓_j, d^↓_{j+1}) : j \in [r-1]\}.$$ 

On this gadget, we have the following collection of trips: $T^↓_i = \{T^↓_i^↓, T^↓_i^↓ : i \in [r]\}$, where

$$T^↓_i^↓ = T^↓_i^↓ = \langle u_i = d^↓_1, d^↓_2, \ldots, d^↓_{r-1}, d^↓_r = l_i \rangle.$$
(see Figure 4, where the blue dashed trip is $T^U_3$ and the violet dotted trip is $T^L_3$).

**Ascending gadget** $e^\uparrow$, $T^\uparrow$. This gadget contains the edge $e^\uparrow = (c_{r+1}, c_r)$, which connects the lower gadget to the upper gadget, and is also a one-edge trip $T^\uparrow$. Note that this gadget does not introduce any new nodes.

To conclude the definition of the network, we set $D_r = (V, E)$ where

$$V = V^U \cup V^L \cup \bigcup_{i=1}^r V^\downarrow_i$$

(note that $|V| = 2r + 2r + r(r-2) = r^2 + 2r$) and

$$E = E^U \cup E^L \cup \bigcup_{i=1}^r E^\downarrow_i \cup \{e^\uparrow\},$$

and we set

$$T_r = T^U \cup T^L \cup T^\downarrow \cup \{T^\uparrow\}.$$

Note that the descending gadgets contain the majority of the nodes in the trip network, and that it is possible to visit them by entering from the upper nodes and by travelling all the way down (the second descending trip $T^\downarrow_i$ is necessary in order to ensure that the trip network is strongly temporalisable).

$(D_r, T_r)$ is strongly temporalisable. In order to ease the reading of the proof let us first define the following $r$ (partial) schedules of the trip networks $(D_r, T^U_r)$ and $(D_r, T^L_r)$, respectively.

- Schedule $S^U_i$ for $i \in [r]$. This schedule has the purpose of making $u_i$ $S^U_i$-reachable from $c_r$. The schedule $S^U_i$ consists in having the trips $T^U_i$ scheduled in any order that has $T^U_1$ as the last one. Starting from $c_r$, it is possible to go to $c_{r-1}$ through the edge $(c_r, c_{r-1})$ of the first trip scheduled, to $c_{r-2}$ through the edge $(c_{r-1}, c_{r-2})$ of the second trip scheduled, and so on. In this way, it is possible to reach $c_1$ using the first $r-1$ trips scheduled. Finally, from $c_1$ it is possible to go to $u_i$ through the edge $(c_1, u_i)$ of the trip $T^U_1$. Note that this also shows that, for any $h, k \in [r]$ with $h > k$, $c_k$ is $S^U_i$-reachable from $c_h$.

- Schedule $S^L_i$ for $i \in [r]$. This schedule is similar to the previous one, but applied to the lower gadget. It allows node $c_{r+1}$ to be $S^L_i$-reachable from $l_i$. The schedule $S^L_i$ consists in having the trips $T^L_i$ scheduled in any order that has $T^L_1$ as the first one. Starting from $l_i$, it is possible to go to $c_{2r}$ through the edge $(l_i, c_{2r})$ of the trip $T^L_1$. At this point, it is possible to reach $c_{r+1}$ from $c_{2r}$ by using one edge of each of the remaining $r-1$ trips. Note that this also shows that, for any $h, k \in [r]$ with $h > k$, $c_k$ is $S^L_i$-reachable from $c_h$.

By using the (partial) schedules above, we can now easily show that, for any two nodes $u$ and $v$ in $V$, there exists a schedule $S$ such that $v$ is $S$-reachable from $u$. These schedules are specified in Table 3 for each possible pair of nodes. For example, in order to reach $d^L_h \in V^L$ from $d^U_h \in V^U$ with $l_2 < l_1$, we first schedule the trip $T^L_1$ in order to reach $l_h \in V^L$, we then use the (partial) schedule $S^L_h$ in order to reach $c_{r+1}$, we then schedule the trip $T^\uparrow$ in order to reach $c_r$, we then use
has to be used in order to guarantee that reasoning allows us to show that the lower gadget results in going back towards to reach \( d_h \), and we finally schedule the trip \( T_h^r \) to reach \( d_h^l \) (note how, in this case, we need the second descending trip).

Any temporalisation \( \tau \) has \( O(n\sqrt{n}) \) \( \tau \)-reachability. Given any temporalisation \( \tau \) of the trip network \( (D_r, T_r) \), let \( T_{\min}^L \) be one of the trips with minimum starting time according to \( \tau \) among all the trips in the lower gadget, and let \( T_{\max}^U \) be one of the trips with maximum starting time according to \( \tau \) among all the trips in the upper gadget. We will prove the following claim.

**Claim 1** For any pair of nodes \((d_{h_1}^l, d_{h_2}^l)\) with \( 1 < l_1, l_2 < r \), \( h_1, h_2 \in [r] \), \( h_1 \neq h_2 \), and \( h_1 \neq i_{\min} \lor h_2 \neq i_{\max} \), \( d_{h_2}^l \) is not \( \tau \)-reachable from \( d_{h_1}^l \).

Note that the number of pairs of nodes satisfying the conditions in the claim is at least \((r-1)(r-2)^3 > (r-1)(r^3-6r^2) = r^4-7r^3+6r^2 > r^4-7r^3\), thus implying that, since \( n = r^2 + 2r \), the \( \tau \)-reachability is at most \((r^2+2r)^2 - (r^4-7r^3) = r^4+4r^3+4r^2-7r^3 = 11r^3+4r^2 < 15r^3\). Since \( n = r^2 + 2r \), we have that \( r < \sqrt{n} \), and that the \( \tau \)-reachability is at most \( 15n\sqrt{n} \). The theorem thus follows.

It thus remains to prove the claim. To this aim, let \((d_{h_1}^l, d_{h_2}^l)\) be such that \( 1 < l_1, l_2 < r \), \( h_1, h_2 \in [r] \), \( h_1 \neq h_2 \), and \( h_1 \neq i_{\min} \lor h_2 \neq i_{\max} \). Note that, since \( h_1 \neq h_2 \), each walk in \( D_r \) from \( d_{h_1}^l \) to \( d_{h_2}^l \) has to pass through the nodes \( l_{h_1}, c_{r+1}, c_r, \) and \( u_{h_2} \) in this order. Note also that any walk from \( l_{h_1} \) to \( c_{r+1} \) contains at least \( r \) edges. Since travelling on more than one edge of the same trip in the lower gadget results in going back towards \( l_{h_1} \), all the \( r \) trips in \( T_r^L \) have to be used in order to go from \( l_{h_1} \) to \( c_{r+1} \). As in any temporal path from \( l_{h_1} \) to \( c_{r+1} \) in \( G[D_r, T_r, \tau] \), the starting times of the temporal edges must increase, this implies that all starting times of trips in \( T^L \) must be pairwise distinct and that the trip with the earliest starting time is \( T_{h_1}^L \) as it is the only one containing the edge \((l_{h_1}, c_{2r})\). If \( h_1 \neq i_{\min} \), then \( \tau \) fails to make \( c_{r+1} \) \( \tau \)-reachable from \( l_{h_1} \). If \( h_2 \neq i_{\max} \), a similar reasoning allows us to show that \( \tau \) fails to make \( u_{h_2} \) reachable from \( c_r \) by considering a temporal path from \( c_r \) to \( u_{h_2} \) in \( G[D_r, T_r, \tau] \), and the trips in \( T_r^U \). Hence, \( h_1 \neq i_{\min} \lor h_2 \neq i_{\max} \) and \( h_1 \neq h_2 \) implies that \( \tau \) fails to make \( d_{h_2}^l \) \( \tau \)-reachable from \( d_{h_1}^l \), and the claim is proved.

### Table 3: The different cases in the proof that the trip network \((D_r, T_r)\), defined in the proof of Theorem 5 and illustrated in Figure 7, is strongly temporalisable. For each node \( u \) labeling the row and for each node \( v \) labeling the column, the corresponding cell specifies which (partial) schedule \( S \) has to be used in order to guarantee that \( v \) is \( S \)-reachable from \( u \) (the trips that do not appear can be scheduled in any order).

| Source \( c_v \in V^U \) | \( u_v \in V^U \) | \( i_v \in V^L \) | \( d^l_v \in V^U \) |
|--------------------------|----------------|----------------|----------------|
| \( S^U_k \), if \( k < h \) | \( T^U_k \), if \( k > h \) | \( S^U_k \), if \( k < l \) | \( S^U_k \), if \( k > l \) |
| \( T^U_k \), if \( k < h \) | \( T^U_k \), if \( k > h \) | \( T^U_k \), if \( k < h \) | \( T^U_k \), if \( k > h \) |
| \( S^L_k \), \( T^l_k \), \( S^L_k \) | \( S^L_k \), \( T^l_k \), \( S^L_k \) | \( S^L_k \), \( T^l_k \), \( S^L_k \) | \( S^L_k \), \( T^l_k \), \( S^L_k \) |
| \( S^L_k \), \( T^l_k \), \( S^L_k \) | \( S^L_k \), \( T^l_k \), \( S^L_k \) | \( S^L_k \), \( T^l_k \), \( S^L_k \) | \( S^L_k \), \( T^l_k \), \( S^L_k \) |

\( n \) is the number of nodes in the gadget, \( r \) is the number of edges in the gadget, and \( \sqrt{n} \) is the square root of \( n \).
The construction of the trip network \((D, T)\) in the proof of the above theorem can be adapted in order to prove the following inapproximability results for both the \(\text{MRTT}\) and the \(\text{SS-MRTT}\) problem, in the case of strongly temporalisable trip networks.

**Theorem 6** Unless \(P = NP\), the \(\text{MRTT}\) problem cannot be approximated within a factor less than \(\sqrt{\frac{n}{12}}\) even if the input trip network is strongly temporalisable.

**Proof.** As in the proof of Theorem 2 we use the gap technique by reducing in polynomial time
the O2O-RTT decision problem to the MRTT problem. Consider an instance \( (D = (V, E), T) \) of the O2O-RTT problem, where \( V = \{ t = x_1, \ldots, x_p = s \} \) (without loss of generality, we assume that \( p > 22 \)). We then define a trip network \( (D' = (V', E'), T') \) as follows (see Figure 8). Let \( (D_r = (V_r, E_r), T_r) \), with \( r = p + 1 \), be the trip network constructed in the proof of Theorem 5 (note that \( r > 23 \)). In the following, we identify each node \( x_i \in V \) with the node \( d_r^i \) of the last descending gadget of \( D_r \) (that is, we consider \( V = \{ d_r^1 = u_r = t, d_r^2 = x_2, \ldots, d_r^{r-2} = x_{r-2} = x_{p-1}, d_r^{r-1} = s \} \). Note that \( t_r = d_r^p \) is not a node in \( V \). We then set \( V' = V_r \) and

\[
E' = E_r \cup \{(d_r^{i-1}, d_r^i) : (x_i, x_j) \in E \cup \{(d_r^{i+1}, d_r^i) : i \in [r - 1]\}] \cup \{(u_{i+1}, u_i) : i \in [r - 1]\} \cup \{(l_i, l_{i+1}) : i \in [r - 1]\} \cup \{(u_1, c_1), (c_2, l_1)\}
\]

Note that, according to the definition of \( V' \) and \( E' \), each trip in \( T \) can be considered as a walk in \( D' \). We then set

\[
T' = T \cup T_r \{T_r^U, T_r^L, T_r^{i1}, T_r^{i1}\} \cup \{T_U, T_L, T_{i1}\},
\]

where \( T_U, T_L, T_{i1} \) are the following three trips.

- \( T_U = \langle t, u_{r-1}, \ldots, u_1, c_1, t, c_2, c_1, c_3, c_2, \ldots, c_{r-1}, c_{r-2}, c_r, c_{r-1} \rangle \) (intuitively, \( T_U \) replaces \( T_r^{U} \): it first visits \( t = u_r, \ldots, u_1 \), it then goes to \( c_1 \), and it finally continues exactly as \( T_r^U \)).

- \( T_L = \langle c_{r+2}, c_{r+1}, c_{r+3}, c_{r+2}, \ldots, c_{r-2}, c_{r-1}, l_r, c_{r-2}, c_{r-2}, l_2, \ldots, l_r \rangle \) (intuitively, \( T_L \) replaces \( T_r^L \): it first starts exactly as \( T_r^L \), and it then visits \( l_1, \ldots, l_r \)).

- \( T_{i1} = \langle s, d_r^{r-2}, \ldots, t, d_r^2, \ldots, d_r^{r-2}, s, l_r, s \rangle \) (intuitively, \( T_{i1} \) replaces both \( T_r^{i1} \) and \( T_r^{i1} \)).

\((D', T')\) is strongly temporalisable (even if \((D, T)\) is not). The proof is similar to the one proving that \((D_r, T_r)\) is strongly temporalisable (see the proof of Theorem 5). Indeed, whenever \( h = r \) or \( k = r \) in Table 3, we can replace \( T_r^U \) or \( T_r^U \) by \( T_U \) (respectively, \( T_r^L \) or \( T_r^{i1} \) by \( T_L \) and \( T_r^{i1} \) or \( T_r^{i1} \) by \( T_{i1} \)) in the schedules included in the table. Since \( T_r^U \) (respectively, \( T_r^L \) and \( T_r^{i1} \)) is included in \( T_U \) (respectively, \( T_L \) and \( T_{i1} \)), by doing so we have that all the reachability properties of the table are still satisfied apart from the last case of the last cell of the table itself, with \( h = k = r \). However, in this case, for any temporalisation \( \tau \), we have that \( d_r^2 \in V' \) is \( \tau \)-reachable from \( d_r^1 \in V' \) with \( l_2 < l_1 \), since we can just use the trip \( T_{i1} \) (which allows to go up from \( d_r^1 \) to \( d_r^2 \)).

If \((D, T)\) is \((s, t)\)-temporalisable, then there exists a temporalisation \( \tau' \) of \((D', T')\) with \( \tau' \)-reachability at least \((r - 1)r^2\). To this aim, first note that, for any temporalisation \( \tau' \) of \((D', T')\), if \( \tau'(T_{i1}) = t' \), then the trip \( T_{i1} \) arrives at \( l_r \) at time \( t' + 2r - 3 \), and terminates in \( s \) at time \( t' + 2r - 2 \). If \((D, T)\) is \((s, t)\)-temporalisable, then there exists a temporalisation \( \tau \) of \((D, T)\) such that \( t \) is \( \tau \)-reachable from \( s \). Let \( P \) be any temporal path in \( G[D, T, \tau] \) from \( s \) to \( t \), and let \( t_s \) (respectively, \( t_a \)) be the starting (respectively, arrival) time of \( P \) from \( s \) (respectively, in \( t \)). We then define a temporalisation \( \tau' \) of \((D', T')\) as follows. For any \( T \in T \), \( \tau'(T) = \tau(T) \). Moreover, for any \( h \in [r - 1] \), \( \tau'(T_h^{i1}) = t_s - 2r + 1 \), and \( \tau'(T_L) = t_s - 1 - |T_L| = t_s - 3r \). This allows the trips \( T_h^{i1} \) to “meet” the trip \( T_L \) in \( l_r \) at time \( t_s - (r - h) - 1 \): note that \( T_L \) arrives in \( l_r \) at time \( t_s - 1 \). Hence, we set \( \tau'(T_{i1}) = t_s - 2r + 2 \) so that \( T_{i1} \) arrives in \( l_r \) also at time \( t_s - 1 \). By using the (last edge of the) trip \( T_{i1} \), and then the path \( P \), we can arrive in \( t \) at time \( t_a \). By setting \( \tau'(T_U) = t_a \) and, for any \( h \in [r - 1] \), \( \tau'(T_h^{i1}) = t_a + r - h \), we can arrive at any node \( d_r^i \) at time \( t_a + r - h + k - 1 \). In other words, we have shown that all nodes of the first \( r - 1 \) descending gadgets are \( \tau' \)-reachable one from the other. That is, the \( \tau' \)-reachability is at least \((r - 1)r^2\).
If \((D, T)\) is not \((s, t)\)-temporalisable, then the \(r'\)-reachability of any temporalisation \(\tau'\) of \((D', T')\) is at most \(3rn + 7r^2(r - 1)\). Let \(\tau'\) be a temporalisation of \((D', T')\). First note that \(\tau'\) induces a temporalisation \(\tau\) of \((D, T)\). Since \((D, T)\) is not \((s, t)\)-temporalisable, we have that \(t\) is not \(\tau\)-reachable from \(s\). Moreover, since the edge \((l_r, s)\) is the last edge in the trip \(T_{l_r}\), it cannot be used before the other edges in this trip. As a consequence, \(t\) is not \(\tau'\)-reachable from \(l_r\), where \(\tau''\) is the temporalisation induced by \(\tau'\) on \((D', T \cup \{T_{l_r}\})\). The topology of \(D'\) thus implies that, for all \(i, j \in [r]\), all temporal paths from \(l_i\) to \(u_j\) in \(G[D', T', \tau']\) must pass through the nodes \(c_{2r}, c_{2r-1}, \ldots, c_{r+1}\), the edge \((c_{r+1}, c_r)\), and the nodes \(c_r, c_{r-1}, \ldots, c_1\).

Let \(T_{\min}^L\) be one of the trips with minimum starting time according to \(\tau'\) among all the trips in the lower gadget (\(i_{\min} = r\) if \(T_L\) is the only trip with minimum starting time), and let \(T_{\max}^U\) be one of the trips with maximum starting time according to \(\tau'\) among all the trips in the upper gadget (\(i_{\max} = r\) if \(T_U\) is the only trip with maximum starting time). Similarly to the proof of Theorem 5, we can then show that there is no temporal path in \(G[D', T', \tau']\) from \(l_h\) to \(c_{r+1}\) for \(h \in [r] \setminus \{i_{\min}\}\) nor from \(c_r\) to \(u_k\) for \(k \in [r] \setminus \{i_{\max}\}\). Note that the additional part \(\langle c_{2r}, l_1, \ldots, l_r \rangle\) of \(T_L\) (respectively, \(\langle t, u_{r-1}, \ldots, u_1, c_1 \rangle\) of \(T_U\)), compared to \(T_{\min}^L\) (respectively, \(T_{\max}^U\)), does not change the reasoning as it comes at the end (respectively, the beginning) of the trip and, in particular, after edge \((l_r, c_{2r})\) (respectively, before the edge \((c_1, l_1)\)).

We can thus similarly conclude that \(d_{h_2}^2\) is not \(\tau'\)-reachable from \(d_{h_1}^1\) for all \(h_1, h_2 \in [r - 1]\) with \(h_1 \neq i_{\min}\) or \(h_2 \neq i_{\max}\) and all \(l_1, l_2\) with \(1 < l_1, l_2 < r\). Note that the situation is different from the previous construction for \(l_1 = l_2 = r\) or \(l_1 = l_2 = 1\) as \(T_L\) makes \(d_{h_2}^r = l_2\) \(\tau'\)-reachable from \(d_{h_1}^r = l_1\) for \(h_1 < h_2\) and that \(T_U\) makes \(d_{h_1}^1 = u_{h_1}\) \(\tau'\)-reachable from \(d_{h_2}^1 = u_{h_2}\) for \(h_1 < h_2\). Overall, this means that only nodes in \(\{d_{h_1}^1, \ldots, d_{h_1}^r, l_1, \ldots, l_r, c_1, \ldots, c_{2r}, u_1, \ldots, u_r, d_{\max}^1, \ldots, d_{\max}^r, d_{r}^1, \ldots, d_{r}^r\}\) can be \(\tau'\)-reachable from \(d_{h_1}^1\) for \(h_1 \in [r - 1]\) and \(l_1 \in [r]\). Thus, the nodes in the first \(r - 1\) descending gadgets have \(\tau'\)-reachability at most \(7r\). The other \(3r\) nodes have \(\tau'\)-reachability at most \(n\).

The MRTT problem cannot be approximated within a factor less than \(\sqrt{n}\). We now prove that any polynomial-time algorithm \(A\) solving \(\text{MRTT}\) with approximation ratio \(\rho < \sqrt{n}\) would allow us to decide in polynomial-time whether \((D, T)\) is \((s, t)\)-temporalisable. As this latter problem is NP-complete, as stated by Theorem 1, this will conclude the proof of the theorem. If \((D, T)\) is \((s, t)\)-temporalisable, then there exists a temporalisation of \((D', T')\) whose reachability is at least \(((r - 1)r^2)\). This implies that \(A\), with input the trip network \((D', T')\), has to provide a temporalisation \(\tau'\) with \(\tau'\)-reachability at least \(\frac{(r - 1)r^2}{\rho} > \frac{12r^2(r - 1)^2}{r + 1} > 11r^2(r - 1)\) (note that \(\sqrt{n} = \sqrt{r^2 + 2r} < r + 1\) and \(\frac{r - 1}{r + 1} = 1 - \frac{2}{r + 1} > \frac{11}{12}\) for \(r > 23\)). On the other hand, if \((D, T)\) is not \((s, t)\)-temporalisable, then the \(\tau'\)-reachability of any temporalisation \(\tau'\) of \((D', T')\) is at most \(3rn + 7r^2(r - 1) = 10r^3 - r^2 < 11r^2(r - 1)\) (note that \(r^3 > 10r^2\) for \(r > 10\)). In summary, \((D, T)\) is \((s, t)\)-temporalisable if and only if \(A\), with input the trip network \((D', T')\), returns a temporalisation whose reachability is greater than \(11r^2(r - 1)\).

\[\square\]

**Theorem 7** Unless \(P = NP\), the \(\text{ss-MRTT}\) problem cannot be approximated within a factor less than \(\sqrt{n}\) even if the input trip network is strongly temporalisable.
**Proof.** The reduction is exactly the same as the one used in the proof of the previous theorem. According to that proof, if \((D, T)\) is \((s, t)\)-temporalisable, then there exists a temporalisation \(\tau'\) of \((D', T')\) such that any source in one of the first \(r - 1\) descending gadgets has \(\tau'\)-reachability at least \(r(r - 1)\). On the other hand, if \((D, T)\) is not \((s, t)\)-temporalisable, then, for any temporalisation \(\tau'\) of \((D', T')\), any source in one of the first \(r - 1\) descending gadgets has \(\tau'\)-reachability at most \(7r\). Any polynomial-time algorithm \(A\) solving ss-MRTT with approximation ratio \(\rho < \frac{\sqrt{12}}{12}\) would then allow us to decide, in polynomial-time, whether \((D, T)\) is \((s, t)\)-temporalisable, since \(\frac{r(r - 1)}{\rho} > \frac{12r(r - 1)}{r + 1} > 11r > 7r\) for \(r > 23\). This concludes the proof of the theorem. \(\square\)

### 4.1 Symmetric and strongly temporalisable trip networks

Because of the last theorem, we now focus on symmetric and strongly temporalisable trip networks.

**Fact 2** Let \((D, T)\) be a symmetric trip network. For any node \(u\), there exists a schedule \(S\) of \((D, T)\) such that, for any node \(v\) reachable from \(u\) in \(D\), \(v\) is \(S\)-reachable from \(u\).

**Proof.** We first note that, due to the symmetricity, any schedule \(S\) of \((D, T)\) is such that each node of a trip \(T \in T\) is \(S\)-reachable from any other node of \(T\). Let \(T_u\) be a breadth-first search tree in the induced multidigraph \(M\) rooted in \(u\), whose height is \(h_{T_u}\). By using \(T_u\), we will now define a schedule \(S\) of \((D, T)\) such that, for any node \(v\) in \(T_u\), \(v\) is \(S\)-reachable from \(u\). This will prove the fact.

We will construct nested partial schedules \(S_0, \ldots, S_{h_{T_u}} = S\) where a larger and larger subset of \(T\) is scheduled. Given a partial schedule \(S\), we say that an edge is “covered” by \(S\) if it belongs to one of the trips scheduled in \(S\). Similarly, a node is “covered” by \(S\) if it is the head or the tail of an edge covered by \(S\). At the beginning, we consider an empty schedule \(S_0\). For each level \(\ell\) of \(T_u\) with \(\ell \in [h_{T_u}]\), let \(e_1, \ldots, e_{k_\ell}\) be the edges connecting a node at level \(\ell - 1\) to a node at level \(\ell\) which are not yet covered by \(S_{\ell - 1}\). Let \(T_{\ell, 1}, \ldots, T_{\ell, k_\ell}\) be \(k_\ell\) (not necessarily distinct) trips in \(T\), which contain the edges \(e_1, \ldots, e_{k_\ell}\), respectively. Recall that \(T_{\ell, 1}, \ldots, T_{\ell, k_\ell}\) denote their respective reverse trips. Let \(T_\ell\) denote the set of trips in \(\{T_{\ell, 1}, T_{\ell, 1}, \ldots, T_{\ell, k_\ell}, T_{\ell, k_\ell}\}\). As the edges \(e_1, \ldots, e_{k_\ell}\) were not covered by \(S_{\ell - 1}\), trips in \(T_\ell\) are not included in \(S_{\ell - 1}\). We can thus define \(S_{\ell}\) as \(S_{\ell - 1}\) followed by the trips in \(T_\ell\) in an arbitrary order. Note that all edges from level \(\ell - 1\) to level \(\ell\) are now covered by \(S_{\ell}\). We continue similarly for the next levels and define \(S = S_{h_{T_u}}\) as the schedule obtained for the last layer.

To prove that any node \(v\) in \(T_u\) is \(S\)-reachable, we show that the following invariant is preserved: after processing each level \(\ell\), any node covered by \(S_{\ell}\) is \(S_{\ell}\)-reachable. Consider an edge \(e\) which is covered by \(S_{\ell}\) but not by \(S_{\ell - 1}\) and let \(v'\) be its head or tail. Let \(T_{\ell, i}, T_{\ell, i}\) denote the trip pair in \(T_{\ell}\) that contains \(e\). Consider the edge \(e_i\) from level \(\ell - 1\) to \(\ell\) that belongs to \(T_{\ell, i}\). The tail \(u'\) of \(e_i\) is either \(u\) or the head of an edge from level \(\ell - 2\) to \(\ell - 1\). As such an edge is covered by \(S_{\ell - 1}\), \(u'\) is thus \(S_{\ell - 1}\)-reachable according to the invariant. As \(T_{\ell, i}\) or \(T_{\ell, i}\) contains a walk from \(u'\) to \(v'\), and both \(T_{\ell, i}\) and \(T_{\ell, i}\) are scheduled after \(S_{\ell - 1}\) in \(S_{\ell}\), \(v'\) is \(S_{\ell}\)-reachable. The conclusion follows from the fact that all nodes in \(T_u\) are covered by \(S = S_{h_{T_u}}\). \(\square\)

**Fact 3** Let \((D, T)\) be a symmetric trip network. For any node \(u\), there exists a schedule \(S\) of \((D, T)\) such that, for any node \(v\) such that \(u\) is reachable from \(v\) in \(D\), \(u\) is \(S\)-reachable from \(v\).
Corollary 1 Let \((D, T)\) be a symmetric trip network. Then, \((D, T)\) is strongly temporalisable if and only if \(D\) is strongly connected.

Proof. If \((D, T)\) is strongly temporalisable, then, for any two nodes \(u\) and \(v\) in \(D\), there exists a temporalisation \(\tau_{u,v}\) of \((D, T)\), such that \(v\) is \(\tau_{u,v}\)-reachable from \(u\). In other words, there exists a temporal path \(P_{u\rightarrow v}\) from \(u\) to \(v\) in \(G[D, T, \tau_{u,v}]\). Hence, \(v\) is reachable from \(u\) in \(D\). The converse implication is a direct consequence of Fact 2.

We now prove that the \textsc{mrtt} problem remains \textsc{NP}-hard, even when we assume that the underlying multidigraph is strongly connected and that the trip network is symmetric (from the previous corollary, this implies that the trip networks is strongly temporalisable).

Theorem 8 The \textsc{mrtt} problem problem is \textsc{NP}-hard, even if \((D, T)\) is a symmetric trip network and \(D\) is strongly connected.

Proof. We reduce \textsc{3-sat} to \textsc{mrtt} as follows. Let us consider a \textsc{3-sat} formula \(\Phi\), with \(n\) variables \(x_1, \ldots, x_n\) and \(m\) clauses \(c_1, \ldots, c_m\). Without loss of generality, we will assume that each variable appears positive in at least one clause and negative in at least one clause, that no literal appears in all clauses, and that there are at least two clauses. We set \(l = \lceil(7n + m(m + 3))^2 / (m + 2)\rceil + 1\) and \(L = (7n + m(m + 3))^2 + 1\), and we define the digraph \(D = (V, E)\) as the union of the following gadgets (in the following, for each edge included in \(E\), its reverse edge is implicitly also included in \(E\)).

![Variable gadget in the reduction of 3-SAT to symmetric MRTT](image)

**Variable gadgets** (see Figure 9). For each variable \(x_i\) of \(\Phi\) with \(i \in [n]\), \(V\) contains the seven \textit{variable nodes} \(t_1^i, t_2^i, f_1^i, f_2^i, a_1^i, a_2^i,\) and \(a_3^i\), and \(E\) contains the six edges \((t_1^i, a_3^i), (a_2^i, f_2^i), (a_1^i, a_3^i), (a_2^i, a_3^i), (f_1^i, a_1^i),\) and \((a_1^i, t_2^i)\).

**Clause gadgets** (see Figure 10). For each clause \(c_j\) of \(\Phi\) with \(j \in [m]\), \(V\) contains the two \textit{clause nodes} \(c_1^j\) and \(c_2^j\) (we will call \(c_1^1, \ldots, c_1^m\) the \textit{bottom} clause nodes and \(c_2^1, \ldots, c_2^m\) the \textit{top} clause nodes), and the \textit{middle nodes} \(d_k^h\) for \(k \in [l]\). For each variable \(x_i\) which appears (positive or negative) in \(c_j\), \(V\) contains the \textit{head} node \(e_i^j\). Finally, for each \(h \in [m]\) with \(h \neq j\), \(V\) contains the \textit{head} node \(g_h^j\). Concerning the edges, for each variable \(x_i\) which appears positive in \(c_j\), \(E\)
Figure 10: The clause gadget in the reduction of 3-SAT to symmetric MRTT (see the proof of Theorem 8), corresponding to the clause \( c_j = x_{i_1} \lor \neg x_{i_2} \lor x_{i_3} \) (the dotted edges are included in the variable gadgets corresponding to the variables \( x_{i_1}, x_{i_2}, \) and \( x_{i_3} \)). Note that, for each \( h \in [m] \) with \( h \neq j \), \( E \) includes also the edge \((c_j^1, c_h^2)\) (and its reverse edge).

contains the edges \((c_j^1, t_i^1)\) and \((t_i^2, c_j^2)\), while, for each variable \( x_i \) which appears negative in \( c_j \), \( E \) contains the edges \((c_j^1, f_i^1)\) and \((f_i^2, c_j^2)\). In both cases, \( E \) contains the edge \((c_j^2, e_j^1)\). For each \( h \in [m] \) with \( h \neq j \), \( E \) contains the edges \((c_j^1, c_h^2)\) and \((c_j^2, g_h^1)\). Finally, \( E \) contains the edges \((d_j^k, d_j^{k+1})\), for \( k \in [l-1] \), and the edge \((d_j^l, c_j^1)\).

Figure 11: The part of the bottom hub gadget in the reduction of 3-SAT to symmetric MRTT (see the proof of Theorem 8), corresponding to the clause \( c_j \) which contains the variables \( x_{i_1}, x_{i_2}, \) and \( x_{i_3} \) (the dotted edges are included in the clause gadget corresponding to the clause \( c_j \)).
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**Bottom hub gadget** (see Figure 11). $V$ contains the *bottom hub node* $B$. For each clause $c_j$ of $\Phi$ with $j \in [m]$, and for each variable $x_i$ that appears (positive or negative) in $c_j$, $V$ contains the set $A^u_{j,i} = \{ u^k_{j,i} : k \in [L] \}$. Moreover, for each $h \in [m]$, such that $h \neq j$, $V$ contains the set $A^v_{j,h} = \{ v^k_{j,h} : k \in [L] \}$. We will refer to the nodes in $A^u_{j,i}$ and in $A^v_{j,h}$ as the *bottom tail nodes*. Concerning the edges, $E$ contains the edge $(B, d^1_i)$, and, for each variable $x_i$ that appears (positive or negative) in $c_j$, the set $\{(u^k_{j,i}, u^{k+1}_{j,i}) : k \in [L - 1]\}$ and the edge $(u^L_{j,i}, B)$. Finally, for each $h \in [m]$, such that $h \neq j$, $E$ contains the set $\{(v^k_{j,h}, v^{k+1}_{j,h}) : k \in [L - 1]\}$ and the edge $(v^L_{j,h}, B)$.

**Top hub gadget** (see Figure 12) $V$ contains the *top hub node* $U$. For each clause $c_j$ of $\Phi$ with $j \in [m]$, and for each variable $x_i$ that appears (positive or negative) in $c_j$, $V$ contains the set $A^w_{j,i} = \{ w^k_{j,i} : k \in [L] \}$. We will refer to the nodes in $A^w_{j,i}$ as the *top tail nodes*. Concerning the edges, for each variable $x_i$ that appears (positive or negative) in $c_j$, $E$ contains the set $\{(w^k_{j,i}, w^{k+1}_{j,i}) : k \in [L - 1]\}$ and the edge $(w^L_{j,i}, U)$. Finally, if $x_i$ appears positive in $c_j$, $E$ contains the edge $(U, t^2_i)$, while if $x_i$ appears negative in $c_j$, $E$ contains the edge $(U, f^2_i)$.

![Figure 12: The part of the top hub gadget in the reduction of 3-SAT to symmetric MRTT](image)

**Number of nodes.** Let us first compute the cardinality of $V$. There are $7n$ variable nodes, $2m$ clause nodes, $3m + m(m - 1)$ head nodes, $ml$ middle nodes, $2$ hub nodes, $3mL + m(m - 1)L$ bottom tail nodes, and $3mL$ top tail nodes. Thus, $|V| = 2 + 7n + m(L + 1)(m + 4) + ml + mL$.

**Trips.** We now define the trip collection $T$ in $D$ (see Figure 13). In the following, for each trip $T$ included in $T$, we implicitly assume that the symmetric trip $\overline{T}$ is also included in $T$. 
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**Variable trips.** For each $i \in [n]$, $T$ contains the trips $T_v^i = \langle t_{i,1}, a_{i,1}^2, f_{i,1}^3 \rangle$, $T_f^i = \langle f_{i,1}, a_{i,1}^2, t_{i,1}^3 \rangle$, and $T_b^i = \langle a_{i,1}^1, a_{i,1}^2, a_{i,1}^3 \rangle$ (see Figure 13(a)).

**Bottom-variable trips.** For each clause $c_j$ of $\Phi$ with $j \in [m]$, if $c_j$ contains the literal $x_i$, $T$ contains the trip $T_{j,i}^b = \langle u_{j,i}^1, \ldots, u_{j,i}^l, B, d_{j,i}^1, \ldots, d_{j,i}^l, c_{j,i}^1, t_{j,i}^1 \rangle$ (see Figure 13(b)), while if $c_j$ contains the literal $\neg x_i$, $T$ contains the trip $T_{j,i}^b = \langle u_{j,i}^1, \ldots, u_{j,i}^l, B, d_{j,i}^1, \ldots, d_{j,i}^l, c_{j,i}^1, f_{j,i}^1 \rangle$ (see Figure 13(c)).

**Bottom-clause trips.** For each $(j, h) \in [m]^2$ such that $j \not= h$, $T$ contains the trip $T_{j,h}^w = \langle v_{j,h}^1, \ldots, v_{j,h}^l, B, d_{j,h}^1, \ldots, d_{j,h}^l, c_{j,h}^2, g_{j,h}^3 \rangle$ (see Figure 13(d)).

**Top trips.** For each clause $c_j$ of $\Phi$ with $j \in [m]$, if $c_j$ contains the literal $x_i$, $T$ contains the trip $T_{j,i}^w = \langle w_{j,i}^1, \ldots, w_{j,i}^l, U, t_{j,i}^1, c_{j,i}^2, e_{j,i}^3 \rangle$ (see Figure 13(e)), while if $c_j$ contains the literal $\neg x_i$, $T$ contains the trip $T_{j,i}^w = \langle w_{j,i}^1, \ldots, w_{j,i}^l, U, f_{j,i}^1, c_{j,i}^2, e_{j,i}^3 \rangle$ (see Figure 13(f)).

Figure 13: The trips in the reduction of 3-SAT to symmetric mrtt (see the proof of Theorem 8): (a) variable trips, (b) and (c) bottom-variable trips, (d) bottom-clause trips, and (e) and (f) top trips. Each kind of trip is included in both directions (that is, the trip collection is symmetric).

See Figure 14 for a global view of the trip network $(D, T)$.

**Basic idea of the reduction.** The temporal connections that are made possible by a temporalisation of the variable trips $T_v^i$, $T_f^i$, and $T_b^i$ correspond to choosing whether the variable $x_i$ is set to true or false. Enabling temporal connections from the middle nodes, which are between the bottom hub $B$ and a bottom clause node $c_{j,i}^1$, to the head nodes connected to the top clause node $c_{j}^3$, corresponds to a “reward” in terms of reachability for satisfying the clause. The large size of the tails forces some constraints on the temporalisations with high reachability. This ensures that the “reward” is obtained only if the clause is satisfied. In particular, we will show that if there exists a satisfying assignment for $\Phi$, then it is possible to produce a temporalisation $\tau$ such that the $\tau$-reachability is at least $Q$, where $Q = |V|^2 - (7n + m(m + 3))^2$. Otherwise, if $\Phi$ is not satisfiable, then any temporalisation has reachability less than $Q$. More precisely, since $Q > |V|^2 - L$ (recall that $L = (7n + m(m + 3))^2 + 1$), we will show that any temporalisation that misses a connection from a bottom/top tail node to any node or from a node to any bottom/top tail node has reachability less than $Q$. Similarly, since $Q > |V|^2 - (m + 2)L$ (recall that $L = [(7n + m(m + 3))^2/(m + 2)] + 1$), we will
Figure 14: A global view of the reduction of 3-SAT to symmetric mrtt. Here the clause $c_j = (x_1 \land x_2 \land \overline{x_i})$ is associated to two nodes $c^1_j$ and $c^2_j$ that are connected to variable gadgets for $x_1$, $x_2$ and $x_i$ through green lines (plain lines for bottom-variable trips and dotted lines for top trips). For a more detailed view of each gadget, see Figures 9, 10, 11, 12, and 13.

show that missing the connections from the middle nodes to the head nodes of the corresponding top clause node, also leads to a reachability lower than $Q$.

**Activation of pairs of variable nodes.** Consider a variable $x_i$ and the associated variable gadget (see Figure 9). For a given temporalisation $\tau$, let $t_1 = \tau(T^1_i)$, $t_2 = \tau(T^a_i)$, and $t_3 = \tau(T^t_i)$. Note that $f^2_i$ is $\tau$-reachable from $f^1_i$ by using only the variable trips corresponding to the variable $x_i$ if and only if $t_1 + 1 \leq t_2$ and $t_2 + 2 \leq t_3 + 1$, as these conditions enable transfers at $a^1_i$ and $a^2_i$. When this is the case, we say that $\tau$ activates $(f^1_i, f^2_i)$. Note that if $\tau$ activates $(f^1_i, f^2_i)$, then $t_1 \leq t_3 - 2$. 
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trips reach their top clause node at the same time, that is, possible to activate either both ($B_i$ arrives in $t_v$). We first show how to con-
struct a temporalisation that satisfies $\Phi$ (see Figures 15 and 16, where we assume that $\alpha(x_i) = \text{TRUE}$). The gray nodes are the starting nodes of the trips. Note that $T_{j,i}^w$ arrives in $B$ at time $L + 1 = t_v - l - 2$.

Similarly, $t_i^2$ is $\tau$-reachable from $t_i^1$ by using only the variable trips corresponding to the variable $x_i$ if and only if $t_3 + 1 \leq t_4$ and $t_4 + 2 \leq t_1 + 1$, where $t_4 = \tau(T_i^w)$. When this is the case, we say that $\tau$ activates pair ($t_i^1, t_i^2$). Note that if $\tau$ activates ($t_i^1, t_i^2$), then $t_3 \leq t_1 - 2$. The key observation for the sequel is that no temporalisation can activate both ($f_1^i, f_2^i$) and ($t_i^1, t_i^2$). We similarly say that $\tau$ activates pair ($f_2^i, f_1^i$) (respectively, ($t_i^2, t_i^1$)) when $f_1^i$ (respectively, $t_i^1$) is $\tau$-reachable from $f_2^i$ (respectively, $t_i^2$), by using only the variable trips corresponding to the variable $x_i$. Once again, no temporalisation can activate both ($f_2^i, f_1^i$) and ($t_i^2, t_i^1$). However, one can easily see that it is possible to activate either both ($f_1^i, f_2^i$) and ($f_2^i, f_1^i$) or both ($t_i^1, t_i^2$) and ($t_i^2, t_i^1$).

**Constructing a temporalisation from a satisfying assignment.** We first show how to construct a temporalisation $\tau$, when $\Phi$ is satisfiable, with reachability at least $Q$. Let $\alpha$ be a truth assignment to $x_1, \ldots, x_n$ that satisfies $\Phi$ (see Figures 15 and 16, where we assume that $x_i$ appears positive in $c_j$ and that $\alpha(x_i) = \text{TRUE}$).

For any clause $c_j$ and for any variable $x_i$ appearing in $c_j$, we set $\tau(T_{j,i}^u) = 1$. Note that $T_{j,i}^u$ arrives in $B$ at time $L + 1$, in $c_j^l$ at time $L + l + 2$, and in the variable node connected to $c_j^l$ and included in the variable gadget corresponding to $x_i$ at time $t_v = L + l + 3$. For each $i \in [n]$, if $\alpha(x_i) = \text{TRUE}$, then we set $\tau(T_i^u) = t_v$, $\tau(T_i^w) = t_v + 1$, and $\tau(T_i^q) = t_v + 2$, so that $\tau$ activates ($t_i^1, t_i^2$) ($t_i^2$ being reachable at time $t_v + 4$). Otherwise (that is, $\alpha(x_i) = \text{FALSE}$), we set $\tau(T_i^u) = t_v$, $\tau(T_i^w) = t_v + 1$, and $\tau(T_i^q) = t_v + 2$ so that $\tau$ activates ($f_1^i, f_2^i$) ($f_2^i$ being reachable at time $t_v + 4$).

For any clause $c_j$ and for any variable $x_i$ appearing in $c_j$, we set $\tau(T_{j,i}^w) = t_v - (L + l) + 3$: this implies that all these trips reach their top clause node at the same time, that is, $t_v + 5$.

For any clause $c_j$ and for any variable $x_i$ appearing in $c_j$, we set $\tau(T_{j,i}^w) = t_v + 6$, and, for any two clause $c_j$ and $c_h$ with $j \neq h$, we set $\tau(T_{j,h}^w) = t_v + 6$: this implies that all these trips reach their top clause node at the same time, that is, $t_v + 7$. For each $i \in [n]$, if $\alpha(x_i) = \text{TRUE}$, then we set
Figure 16: The temporalisation of the “backward” trips obtained from a truth assignment $\alpha$ satisfying the Boolean formula $\Phi$ (here, we assume that the variable $x_i$ appears positive in the clause $c_j$, and that $\alpha(x_i) = \text{TRUE}$). The gray nodes are the starting nodes of the trips and $t_v = L + l + 3$.

$\tau(T^a_i) = t_v + 8, \tau(T^a_p) = t_v + 9$, and $\tau(T^a_i) = t_v + 10$, so that $\tau$ activates $(T^l_i, T^l_1)$ ($T^l_1$ being reachable at time $t_v + 10$). Otherwise (that is, $\alpha(x_i) = \text{FALSE}$), we set $\tau(T^a_i) = t_v + 8, \tau(T^a_i) = t_v + 9$, and $\tau(T^a_i) = t_v + 10$ so that $\tau$ activates $(f^l_2, f^l_1)$ ($f^l_1$ being reachable at time $t_v + 12$). For any clause $c_j$ and for any variable $x_i$ appearing in $c_j$, we set $\tau(T^a_{j,i}) = t_v + 12$. Note that $T^a_{j,i}$ arrives in $B$ at time $t_v + 14 + l$.

We now show that the $\tau$-reachability is at least $Q$. To this aim, let $G = G[D, X, \tau]$ be the temporal graph induced by $\tau$, and let $X$ be set of the following nodes: the top and bottom tail nodes, the middle nodes, the two hub nodes, and the nodes $c^1_j$ for $j \in [m]$ (note that $V \setminus X$ contains all the head nodes, all the variable nodes, and the nodes $c^2_j$ for $j \in [m]$).

**Claim 2** For any node $x \in X$ and for any node $v \in V, v \in R_G(x)$ and $x \in R_G(v)$.

**Proof.** Let us first show that, for any node $x \in X$ and for any node $v \in V \setminus X, x \in R_G(v)$. First note that each top clause node $c^1_j$ can be reached at time at most $t_v + 7$ by the following set $R_j$ of nodes: $c^2_j$ itself, each head $e^1_j$ through the trip $T^w_{j,i}$ and each head $g^l_j$ with $h \neq j$ through the trip $T^w_{j,h}$ (see Figure 16), and all variable nodes of any gadget associated to a variable $x_i$ appearing in $c_j$ through the trips $T^v_j, T^v_p$, and $T^v_i$ or through the trips $T^l_j, T^l_p$, and $T^l_i$ (see Figure 15). Notice that $\bigcup_{j \in [m]} R_j = V \setminus X$. Now we show that, by starting from $c^2_j$ at time $t_v + 7$, it is possible to reach each node in $X$, thus implying that, for any node $x \in X$ and for any node $v \in V \setminus X, x \in R_G(v)$.

- The top hub $U$ can be reached at time $t_v + 9$ through any trip $T^w_{j,i}$ such that variable $x_i$ appears in $c_j$ (see Figure 16).

- All top tail nodes $w^r_{p,q}$ are reachable through the trips $T^w_{p,q}$, which all “meet” in $U$ at time $t_v + 9$ (see Figure 16).
• For any \( h \in [m] \) with \( h \neq j \), the bottom clause nodes \( c^1_h \), the middle nodes \( d^r_j \) for \( r \in [l] \), the bottom hub \( B \), and the bottom tail nodes \( v^r_{h,j} \) for \( s \in [L] \) are reachable through the trips \( \nabla^v_{h,j} \) (see Figure 16). Note that all these trips arrive in \( B \) at time \( t_v + 9 + l \).

• Consider a variable \( x_i \) appearing in \( c_j \) and such that the associated literal has value \text{TRUE} according to the assignment \( \alpha \) satisfying \( \Phi \). The bottom clause node \( c^1_j \), the middle nodes \( d^r_j \) for \( r \in [l] \), and all bottom tail nodes \( u^r_{j,i} \) for \( r \in [L] \) are reachable through the trips \( \nabla^f_i, T^r_i, T^a_i, \nabla^h_{j,i} \) or through the trips \( \nabla^h_i, T^a_i, T^f_i, \nabla^a_{j,i} \) (see Figure 16).

• All bottom tail nodes \( u^r_{h,i} \) with \( h \neq j \) and \( r \in [L] \) are reachable through the trips \( \nabla^a_{h,i} \), which all “meet” in the bottom hub \( B \) at time \( t_v + 14 + l \), that is, later than the bottom-clause trips \( \nabla^v_{h,j} \) (see Figure 16).

Let us now prove that, for any node \( x \in X \) and for any node \( v \in V, v \in R_G(x) \). First we prove that, for each \( j \in [m] \), the top clause node \( c^2_j \) is reachable at time \( t_v + 5 \) from each node in \( X \).

• The bottom hub \( B \) and all the bottom tail nodes \( u^r_{p,q} \) and \( u^r_{p,q} \) can reach \( B \) at time at most \( t_v - l + 3 \) through the trips \( T^w_{p,q} \) and \( T^w_{p,q} \), and, hence, can reach the top clause node \( c^2_j \) at time \( t_v + 5 \) through the trips \( T^w_{p,q} \) (see Figure 15).

• The top hub \( U \) and all the top tail nodes \( u^r_{p,q} \) can reach \( c^2_j \) at time \( t_v + 5 \) through the trips \( T^w_{p,q} \), which all “meet” in \( U \) at time \( t_v + 3 \) (see Figure 15).

• The bottom clause nodes \( c^1_h \), with \( h \neq j \), and the middle nodes \( d^r_h \) for \( r \in [l] \) can reach the top clause node \( c^2_j \) at time \( t_v + 5 \) through the trips \( T^h_{h,j} \) (see Figure 15).

• The bottom clause node \( c^1_j \) and the middle nodes \( d^r_j \) for \( r \in [l] \) can reach \( c^2_j \) at time \( t_v + 5 \) through the trips \( T^l_i, T^a_i, \) and \( T^f_i \) or through the trips \( T^l_i, T^a_i, \) and \( T^f_i \) (see Figure 15), where \( x_i \) is a variable whose truth assignment satisfies the clause \( c_j \) (note that the satisfiability of the formula \( \Phi \) is also required here).

Now we show that, by starting from \( c^2_j \) at time \( t_v + 5 \), it is possible to reach the following set of nodes \( S_j \): all nodes in \( X \) (since we already proved that these nodes are reachable from \( c^2_j \), starting at time \( t_v + 7 > t_v + 5 \)), the head nodes \( e^l_j \) and \( g^r_j \) through the trips \( T^w_{j,s} \) and \( T^w_{j,q} \), and all variable nodes of the gadget associated to a variable \( x_i \) appearing in \( c_j \) through the trips \( T^h_{i}, T^a_i, \) and \( T^f_i \) or through the trips \( T^h_{i}, T^a_i, \) and \( T^f_i \) (see Figure 16). Notice that \( \bigcup_{j \in [m]} S_j = V \), and this concludes the proof of the claim.

We now determine a lower bound on the \( \tau \)-reachability by counting the number of nodes temporally reachable from different sources.

• From the nodes in \( X \), that is the \( 3mL + m(m+2)L \) top and bottom tail nodes, the \( ml \) middle nodes, the 2 hub nodes, and the \( m \) bottom clause nodes, it is possible to reach each node in \( V \). This adds \( |X| \cdot |V| = |V|^2 - (|V| - |X|) \cdot |V| \) to the \( \tau \)-reachability. Note that \( |X| = Lm(m+5) + ml + 2 + m \).

• From the nodes in \( V \setminus X \), that is the \( 7n \) variable nodes, the \( m(m+2) \) head nodes, and the \( m \) top clause nodes it is possible to reach the nodes in \( X \). This adds \( (7n + m(m+3)) \cdot |X| = (|V| - |X|) \cdot |X| \) to the \( \tau \)-reachability.
Hence, the $\tau$-reachability is at least equal to $|V|^2 - (|V| - |X|)^2 = |V|^2 - (7n + m(m + 3))^2 = Q$ (note that $|V| = 2 + 7n + m(L + 1)(m + 4) + ml + mL = (Lm(m + 5) + ml + 2 + m) + (7n + m(m + 3)) = |X| + (|V| - |X|))$.

Bounding reachability when $\Phi$ is not satisfiable. Let $\tau$ be any trip temporalization of the trip network $(D, T)$ and let $G = G[D, T, \tau]$ be the temporal graph induced by $\tau$.

Claim 3 If the $\tau$-reachability is at least equal to $Q$, then, for any $v \in V$ and for any bottom/top tail node $x$, we have $v \in R_G(x)$ and $x \in R_G(v)$.

Proof. Without loss of generality, we prove the claim in the case in which $x \in A^u_{j,i}$, for some clause $c_j$ of $\Phi$ with $j \in [m]$ and for some variable $x_i$ that appears (positive or negative) in $c_j$ (the proofs of the other cases are similar). First of all observe that all nodes in $A^u_{j,i}$ have the same reachability set and belong to the same reachability sets. Formally, for any two nodes $u^w_{j,i}$ and $u^z_{j,i}$ in $A^u_{j,i}$ with $r, s \in [L]$, we have that $R_G(u^w_{j,i}) = R_G(u^z_{j,i})$, and that, for any node $v \in V$, $u^w_{j,i} \in R_G(v)$ if and only if $u^z_{j,i} \in R_G(v)$. This is due to the fact the bottom-variable trips $T^u_{j,i}$ and $T^z_{j,i}$ are the only trips passing through the nodes in $A^u_{j,i}$. This observation implies that if there exists $v \in V$ such that either $v \not\in R_G(u^w_{j,i})$ or $u^w_{j,i} \not\in R_G(v)$ for some bottom tail node $u^w_{j,i}$, then the $\tau$-reachability is at most $|V|^2 - L < Q$. Hence, the claim follows.

Let us now consider the following time constraints that, as a consequence of the above claim, need to be satisfied by $\tau$, if the $\tau$-reachability is at least equal to $Q$. For the sake of brevity, we will give a detailed proof of the first constraint only, since the proofs of the other ones are similar: intuitively, these proofs are based on the fact that the connections provided by some trips between two nodes use the minimum number of edges (that is, they are shortest paths with respect to the number of hops).

C1 For all clauses $c_j$ of $\Phi$ with $j \in [m]$ and for all variables $x_i$ that appear (positive or negative) in $c_j$, all trips $T^w_{j,i}$ are assigned the same starting time $t^w$, that is, $\tau(T^w_{j,i}) = t^w$ (this implies that all these trips reach node $U$ at time $t^U = t^w + L$ and the node $c^2_{j,i}$ at time $t^U + 2$). This constraint is needed in order to have any top tail node able to reach any head node at the end of a top trip. Indeed, if there exists two trips $T^w_{j_1,i_1}$ and $T^w_{j_2,i_2}$, with $j_1, j_2 \in [m]$, $i_1, i_2 \in [n]$, and the variable $x_{i_1}$ (respectively, $x_{i_2}$) appearing (positive or negative) in the clause $c_{j_1}$ (respectively, $c_{j_2}$), such that $\tau(T^w_{j_1,i_1}) > \tau(T^w_{j_2,i_2})$, since there is no trip connecting $U$ to $c^2_{j_2}$ by using less than two edges, any top tail node in $A^w_{j_1,i_1}$ reaches $c^2_{j_2}$ at time $\tau(T^w_{j_1,i_1}) + L + 2 > \tau(T^w_{j_2,i_2}) + L + 2$, thus implying that it cannot reach the head node $c^2_{j_2}$ (since the edge $(c^2_{j_2}, c^2_{j_2})$ appears at time $\tau(T^w_{j_2,i_2}) + L + 2$). Because of the previous claim, this contradicts the assumption that the $\tau$-reachability is at least equal to $Q$.

C2 For all clauses $c_j$ of $\Phi$ with $j \in [m]$ and for all variables $x_i$ that appear (positive or negative) in $c_j$, all trips $T^w_{j,i}$ are assigned the same starting time $t^{w,s}$, that is, $\tau(T^w_{j,i}) = t^{w,s}$ (this implies that all these trips reach node $U$ at time $t^{U,s} = t^{w,s} + 3$). This constraint is needed in order to have any head node at the end of a top trip able to reach any top tail node.

C3 $t^U \leq t^{U,s}$. This constraint is needed in order to have any top tail node in $A^w_{j_1,i_1}$ able to reach any top tail node in $A^w_{j_2,i_2}$, by first using the trip $T^w_{j_1,i_1}$ (in order to reach $U$ at time $t^U$, as stated in C1) and then using the trip $T^w_{j_2,i_2}$ (which passes through $U$ at time $t^{U,s}$, as stated in C2).
For each clause $c_j$ of $\Phi$ with $j \in [m]$ and for any $h \in [m]$ with $h \neq j$, $\tau(T^*_j,h) = t^U - L - l$. This constraint is needed in order to have any top tail node able to reach any head node at the end of a bottom-clause trip and any bottom tail node able to reach any head node at the end of a top trip.

For each clause $c_j$ of $\Phi$ with $j \in [m]$ and for any $h \in [m]$ with $h \neq j$, $\tau(T^*_j,h) = t^{U,s} - 3$. This constraint is needed in order to have any head node able to reach both any top tail node and any bottom tail node.

For each clause $c_j$ of $\Phi$ with $j \in [m]$ and for each variable $x_i$ that appears (positive or negative) in $c_j$, $\tau(T^i_j) \leq t^U - L - l$. This constraint is needed in order to have any bottom tail node able to reach any head node at the end of a bottom-clause trip.

For each clause $c_j$ of $\Phi$ with $j \in [m]$ and for each variable $x_i$ that appears (positive or negative) in $c_j$, and for any $h \in [m]$ with $h \neq j$, $\tau(T^v_{j,i})$, $\tau(T^u_{j,i}) \leq t^{U,s} - L - l - 4$. These constraints are needed in order to have any bottom tail node able to reach any top tail node.

The above constraints have been derived by using the fact that $Q > |V|^2 - L$. We now take advantage of the fact that $Q > |V|^2 - (m + 2)l$. Note that, since $\Phi$ is not satisfiable, for any truth-assignment to the variables of $\Phi$, there must exist a clause which is not satisfied by the assignment. Let us then consider the following truth-assignment $\alpha$, which is derived from $\tau$. For each variable gadget corresponding to a variable $x_i$, $\alpha(x_i) = \text{TRUE}$ if $\tau(T^i_1) \leq \tau(T^i_1)$, otherwise $\alpha(x_i) = \text{FALSE}$. Note that from the paragraph about the activation of pairs of variable nodes, it follows that if $\alpha(x_i) = \text{TRUE}$ (respectively, $\alpha(x_i) = \text{FALSE}$), then $\tau$ does not activate $(f^1_i, f^2_i)$ (respectively, $(t^1_i, t^2_i)$). Let $c_j\alpha$ be a clause which is not satisfied by $\alpha$. We now show that the middle nodes $d^k_{j\alpha}$, for $k \in [l]$, cannot reach the head nodes connected to $c^2_{j\alpha}$. Intuitively, the main reason is that $c^2_{j\alpha}$ cannot be reached from the middle nodes through any of the variable gadgets associated to the variables appearing in $c_j\alpha$, as $\tau$ does not activate, in these gadgets, the pair connected to $c^1_{j\alpha}$ and $c^2_{j\alpha}$, and no other temporal path is possible. More formally, let us analyse all possible temporal paths from a middle node $x$ (with $x = d^k_{j\alpha}$, for some $k \in [l]$) to a head node $h$ connected to $c^2_{j\alpha}$.

- Going through a node $c^2_k$ with $k \neq j\alpha$ is not allowed by the above time constraints (in particular, by the synchronization of forward bottom-clause trips and forward top trips at $c^2_{j\alpha}$ and $c^2_k$). Indeed, each temporal path from $x$ to $c^2_k$ reaches $c^2_k$ using either a top forward trip or a bottom-clause forward trip, which both arrive in $c^2_k$ at time $t^U + 2$ according to time constraints C1 and C4. Although $c^2_{j\alpha}$ might be $\tau$-reachable from $c^2_k$, the arrival time will be greater than $t^U + 2$ while the trip to $h$ depart from $c^2_{j\alpha}$ at time $t^U + 2$.

- Using any trip to go to $B$ and then reach $h$ through a node $c^1_k$ with $k \neq j\alpha$ is also not possible. Let us suppose we use a backward bottom-variable or bottom-clause trip $T_1$ to go from $x$ to $B$, arrive in $B$ at time $t$, and then use a forward bottom-variable or bottom-clause trip $T_2$ to reach $c^1_k$, and let $t'$ be the time $T_2$ goes through $B$. Clearly, $t' \geq t$. Because of the temporal constraints C5 and C7, we have that $t \geq t^{U,s} + l$, which implies $t \geq t^U + l$ because of
constraint C3. However, because of temporal constraints C4 and C6 we have that \( t' \leq t^U - l \) in contradiction with \( t \leq t' \).

- Going through a variable node \( t_1^1 \), if we assume that \( x_i \) appears positive in \( c_{j_1} \), is not possible either. As mentioned before the choice of \( c_{j_1} \) implies that \( \tau \) does not activate pair \( (t_1^1, t_2^1) \) and the path of length four through the variable gadget for \( x_i \) from \( t_1^1 \) to \( t_2^1 \) is not \( \tau \)-compatible. We could consider reaching \( f_1^1 \) and then a clause node \( c_k^1 \) but the situation would be similar as in the first case. We could finally consider to go from \( t_1^1 \) to another clause node \( c_k \) such that \( x_i \) also appears positive in \( c_k \). Let \( T_k \) denote the backward bottom-variable trip allowing to go from \( t_1^1 \) to \( c_k^1 \) and let \( t \) denote the time when it arrives in \( c_k^1 \). The time constraint C7 then imply that \( t = \tau(V_k) + 1 \geq t^{U,s} - 1 \). Let \( T \) be a bottom-variable or bottom-clause trip that we use to leave \( c_k^1 \) and later reach \( h \). \( T \) has to arrive in \( c_k^1 \) at \( t' \geq t \). Since \( t' = \tau(T) + L + l + 1 \), from the time constraint C8 it follows that \( t' \leq t^{U,s} - 3 \) in contradiction with \( t' \geq t \).

- Going through a variable node \( f_1^1 \), if we assume that \( x_i \) appears negative in \( c_{j_1} \), is not possible either for similar reasons.

We have thus proved that no head connected to \( c_{j_1}^2 \) is \( \tau \)-reachable from any middle node between \( B \) and \( c_{j_1}^1 \): this implies that the reachability of \( \tau \) is at most \( |V|^2 - l(m + 2) < Q \). This concludes the proof of the theorem.

Our last result shows that the maximum temporal reachability obtainable in symmetric strongly temporalisable trip networks is quadratic with respect to the number of nodes. The general idea to prove this result is to find a somewhat central trip, and then schedule trips so that a constant fraction of nodes can reach the central trip and a constant fraction of nodes are reached from the central trip relying on Facts 2 and 3. We will find this central trip as a centroid in a weighted tree.

Let us, then, first recall the definition of centroid. Given a node-weighted tree \( R \), the weight of \( R \) is defined as the sum of the weights of its nodes. We then define a **weighted centroid** of a tree \( R \) of weight \( K \) as a node \( c \) such that the removal of \( c \) disconnects \( R \) into subtrees of weight \( 2K/3 \) at most. Such a centroid can be found efficiently as stated below.

**Lemma 1 (Folklore)** Given a node-weighted tree \( R \), a centroid node \( c \) can be found in linear time. Moreover, if the weight of \( R \) is \( K \) and the centroid \( c \) has weight \( 2K/3 \) at most, then there exists a partition \( P_1, P_2 \) of its pending subtrees such that both \( P_1 \cup \{c\} \) and \( P_2 \) have total weight \( 2K/3 \) at most. Such a partition can be computed at the cost of sorting the subtrees by non-decreasing weight.

*Proof.* Note that the classical algorithm for finding a centroid in an unweighted tree can easily be adapted to the weighted case. Recall that it consists in starting from any node \( v \). If it is not a centroid, then move to a neighbor whose subtree has weight greater than \( K/2 \) and repeat the test until finding a centroid. The partition \( P_1, P_2 \) is obtained by trying to add subtrees in \( P_1 \) one after another by non-decreasing weight and stopping as soon as \( P_1 \cup \{c\} \) has weight \( K/3 \) or more.

**Theorem 9** Let \((D, T)\) be a symmetric and strongly temporalisable trip network. Then there exists a schedule \( S \) such that the \( S \)-reachability of \((D, T)\) is at least a fraction \( 2/9 \) of all node pairs. Such a schedule can be computed in polynomial time.
Proof. Without loss of generality, we can assume that all trips in \( T \) are distinct. If this is not the case, we can keep only one of multiple copies of the same trip: this can only reduces the reachability of the modified trip network. We can then consider trips in pairs \((T, T)\), where \( T \) is the reverse trip of \( T \), and we denote by \( \overline{T} \) the set of such pairs. For any trip \( T \), we also denote by \( V(T) \subseteq V \) the set of nodes which \( T \) (and \( \overline{T} \)) passes through. Finally, we assign arbitrarily each node \( v \in V \) to a single trip pair \((T, T)\) such that \( v \in V(T) \), and let \( n_T \) denote the number of nodes assigned to the pair \((T, T)\).

We now define the transfer undirected graph \( \mathbb{P} = (\mathbb{TP}, \mathbb{EP}) \), where two trip pairs are connected when they share a node, that is, \( \{(T_1, \overline{T}_1), (T_2, \overline{T}_2)\} \in \mathbb{EP} \) if and only if \( V(T_1) \cap V(T_2) \neq \emptyset \). Let \( M \) denote the multidigraph induced by \((D, T)\). According to Corollary \[1\] \( M \) is strongly connected and, hence, \( \mathbb{P} \) is connected. We then compute in linear time a weighted spanning tree \( R \) of \( \mathbb{P} \), where each trip pair \((T, T)\) is weighted by the number \( n_T \). Note that the weight of \( R \) is the number \( n = |V| \) of nodes in \( D \). We then find a centroid \((C, C)\) of \( R \) according to Lemma \[1\]

First suppose that \((C, \mathcal{C})\) has weight greater than \( 2n/3 \). Let \( S \) be any schedule of \((D, T)\) that starts with \( C \) followed by \( \mathcal{C} \). Then, we have that, for any \( u \) and \( v \) in \( V(C) \), \( v \) is \( S \)-reachable from \( u \), that is, the \( S \)-reachability is greater than \( 4n^2/9 \). The theorem follows.

Conversely, let us suppose that \((C, \mathcal{C})\) has weight \( 2n/3 \) at most. According to Lemma \[1\] we then consider a partition \( P_1, P_2 \) of \( R \setminus \{(C, \mathcal{C})\} \) such that both \( P_1 \cup \{(C, \mathcal{C})\} \) and \( P_2 \) have weight \( 2n/3 \) at most. For \( i = 1, 2 \), let \( V(P_i) \) denote the set of nodes assigned to \( T \), for some trip \( T \) such that \((T, \overline{T}) \in P_i \). Let \( B_1, \ldots, B_{|P_1|} \) be the subtrees in \( P_1 \), sorted in an arbitrary way. For each \( i \) with \( i \in \left|P_1\right| \), the subtree \( B_i \) corresponds to a strongly connected set \( V_i \) of \( D \). Moreover, \( V_i \) must contain a node \( u_i \in V(C) \) as some trip pair of \( B_i \) is connected to \((C, \mathcal{C})\) in \( \mathbb{P} \). We can then define a schedule \( S_i \) of the trip pairs in \( B_i \) according to Fact \[2\] so that, for any node \( v \) in \( B_i \), \( u_i \) is \( S_i \)-reachable from \( v \). Hence, the schedule \( S = S_1, \ldots, S_{|P_1|}, C, \mathcal{C} \) is such that, for any \( u \in V(P_1) \cup V(C) \) and \( c \in V(C) \), \( c \) is \( S \)-reachable from \( u \). Similarly, by reasoning on the subtrees in \( P_2 \), we can extend \( S \), so that, for any \( u \in V(P_2) \) and \( c \in V(C) \), \( u \) is \( S \)-reachable from \( c \). In other words, the final schedule \( S \) is such that, for any \( u \in V(P_1) \cup V(C) \) and \( v \in V(P_2) \), \( v \) is \( S \)-reachable from \( u \).

Let \( n_2 \) denote the weight of \( P_2 \), that is, \( n_2 = |V(P_2)| \). As both \( P_1 \cup \{(C, \mathcal{C})\} \) and \( P_2 \) have weight \( 2n/3 \) at most, we have that \( n/3 \leq n_2 \leq 2n/3 \). Hence, the number of pairs of nodes \( u \) and \( v \) such that \( u \in V(P_1) \cup V(C) \) and \( v \in V(P_2) \) is at least \((n - n_2)n_2 \geq 2\delta n^2 / 9\) for \( n/3 \leq n_2 \leq 2n/3 \). The theorem thus follows.

\[ \square \]

5 Open problems

From a theoretical point of view, it would be interesting to close the gap between Theorems \[6\] and \[2\] with regard to the inapproximability of \textsc{mrtt} in a strongly temporalisable network. From a more applicative point of view, it would be worth exploring other restrictions of the problem where constant approximation is possible. For example, we leave as a future work the study of trip networks with single edge trips as they can be seen as a variation in directed graphs of label-connectivity as defined in \[23\].

Finally, an interesting generalisation consists in allowing variable waiting times in-between two consecutive edges of a trip. In other words, a temporalisation would then assign an appearing time to each edge of a trip so that the trip becomes a valid temporal walk: each edge appears after the arrival time of the previous edge.
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A Proof of Theorem 3

Similarly to the proof of Theorem 2 we will make use of the gap technique. Suppose by contradiction that there exists a \( r(\cdot) \)-approximation algorithm \( \mathcal{A} \) for the ss-mrtt problem, for some \( \epsilon \in (0, 1) \) and for some function \( r(n) \) of the number \( n \) of nodes that satisfies \( r(n) \leq cn^{1-\epsilon} \) for some constant \( c \). We will now show that it is possible to exploit such an algorithm in order to solve in polynomial time the \( \omega \omega \text{-} \text{rtt} \) problem, which would imply that \( \text{P} = \text{NP} \) (because of Theorem 1). Let us consider an instance \( \langle (D = (V, E), T), s, t \rangle \) of the \( \omega \omega \text{-} \text{rtt} \) problem, where \( V = \{s = v_1, \ldots, v_n = t\} \). Without loss of generality, we assume that \( n > c + 1 \). We define an instance \( \langle D' = (V', E'), T' \rangle \) of ss-mrtt as follows.

- \( V' = V \cup \{v_{n+i} : i \in [K]\} \) with \( K = \lceil cn^{2/\epsilon} \rceil \).
- \( E' = E \cup \{(t, v_{n+i}) : i \in [K]\} \).

The trip collection \( T' \) is then defined as the union of \( T \) with all the one-edge trips corresponding to the edges in \( E' \setminus E \).

Consider an optimal temporalisation \( \tau^* \) of \( (D', T') \): the maximum reachability of \( s \) is thus \( \opt = |R_{G[D', T', \tau^*]}(s)| \). Moreover, let \( x \) be the value of the temporalisation computed by the approximation algorithm \( \mathcal{A} \): hence, \( \frac{\opt}{r(n')} \leq x \leq \opt \) where \( n' = n + K \).

If \( (D, T) \) is \((s, t)\)-temporalisable, then \( \opt \geq K + 2 \). Indeed, the very same temporalisation can be extended to \( (D', T') \), by assigning to all the new one-edge trips a starting time greater than the arrival time in \( t \), so that all the \( K \) new out-neighbors of \( t \) are reachable. Note that \( \opt \geq K + 2 \) implies that \( x \geq \frac{\opt}{r(n')} \geq \frac{K+2}{r(n')} \geq \frac{cn^{2/\epsilon}}{r(n')} \). Since \( n' = n + K \), we have that \( n' < n + cn^{2/\epsilon} + 1 < n^{1+2/\epsilon} \) (since \( n > c + 1 \) and \( \epsilon \in (0, 1) \)). Since \( r \) is non-decreasing, we get \( x \geq \frac{cn^{2/\epsilon}}{r(n')} > \frac{cn^{2/\epsilon}}{r(n+n^{1+2/\epsilon})} \geq \frac{cn^{2/\epsilon}}{c(n^{1+2/\epsilon})^{1-\epsilon}} = n^{1-\epsilon} > n \). Hence, if \( (D, T) \) is \((s, t)\)-temporalisable, then \( x > n \). On the other hand, if \( (D, T) \) is not \((s, t)\)-temporalisable, then \( \opt < n \), since none of the new out-neighbors of \( t \) are
\( \tau' \)-reachable from \( s \) (without passing through \( t \)), for any temporalisation \( \tau' \) of \((D', T')\). Hence, 
\( x \leq \text{opt} < n \).

We can conclude that \((D, T)\) is \((s, t)\)-temporalisable if and only if the value \( x \) of the solution computed by the approximation algorithm \( A \) is greater than \( n \). This implies that the o2o-RTT problem is solvable in polynomial time, and the theorem is proved.