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**Abstract.** Time-lapse fluorescent microscopy (TLFM) combined with predictive mathematical modelling is a powerful tool to study the inherently dynamic processes of life on the single-cell level. Such experiments are costly, complex and labour intensive. A complimentary approach and a step towards *in silico* experimentation, is to synthesise the imagery itself. Here, we propose Multi-StyleGAN as a descriptive approach to simulate time-lapse fluorescence microscopy imagery of living cells, based on a past experiment. This novel generative adversarial network synthesises a multi-domain sequence of consecutive timesteps. We showcase Multi-StyleGAN on imagery of multiple live yeast cells in microstructured environments and train on a dataset recorded in our laboratory. The simulation captures underlying biophysical factors and time dependencies, such as cell morphology, growth, physical interactions, as well as the intensity of a fluorescent reporter protein. An immediate application is to generate additional training and validation data for feature extraction algorithms or to aid and expedite development of advanced experimental techniques such as online monitoring or control of cells. Code and dataset is available at https://git.rwth-aachen.de/bcs/projects/tp/multi-stylegan.
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1 *Introduction*

Time-lapse fluorescent microscope (TLFM) is a powerful tool to study the inherently dynamic processes of life on the single-cell level [6, 23, 24, 28, 30]. TLFM yields vast amounts of multi-domain imagery from which pertinent quantitative measures can be extracted. These domains are typically a brightfield (BF) channel that captures the spatial structure and organisation of cells (Fig. 1 top), and one or more fluorescent channels (Fig. 1 bottom) upon which the abundance of biomolecular species can be quantified from fluorescence intensities [23, 24, 29–31].
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These quantitative measures promise to constitute the backbone for understanding and *de novo* design of biomolecular functionality with explanatory and predictive mathematical models in systems and synthetic biology [13, 28, 30, 40]. Ideally, computer-aided engineering of biological systems will become as routine and reliable as it is today for mechanical or electrical systems, for example.
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**Fig. 1.** Multi-StyleGAN simulation of yeast TLFM imagery consisting of three consecutive multi-domain timesteps; brightfield top row, fluorescent channel bottom row.

TLFM experiments yield valuable high-throughput time-lapse fluorescence data on the single-cell level, however, they are costly, labour intensive, and complex [23, 24, 30]. A complimentary approach to predictive modelling of the pertinent features extracted from these experiments, and a further step towards *in silico* experimentation, is to simulate experiments by synthesising the imagery itself. While this approach is primarily descriptive in nature, it may be able to capture the broader context of cell morphology and the spatio-temporal structure of multiple cells, or other biophysical features which are not routinely extracted from the imagery. In the future, interfacing quantitatively predictive modelling of biomolecular circuitry and the spatio-temporal description of multicell behaviour is expected to advance our ability to engineer more complex biological microsystems and biomaterials [10, 38]. More immediate applications for synthetic microscope imagery are as a means to generate additional data for training and validating of feature extraction algorithms, or to aid and expedite development of advanced experimental techniques such as online monitoring or control of cells [3, 29, 31, 32, 38].

Generative adversarial networks (GANs) are a recent approach to synthesise images [9]. They implicitly learn a high-dimensional dataset distribution through unsupervised adversarial training where a *generator* and a *discriminator* play a minimax game [9]. While the generator synthesises images, the discriminator distinguishes between synthetic *fake* images and *real* images from a training set. GANs have been employed to synthesise a wide range of imagery, such as handwriting, paintings, medical imagery, natural images and faces [9, 17]. StyleGAN2 is the current state-of-the-art for high-resolution images [19].

The generation of synthetic cell imagery dates back to the late 1990s [38]. Recently GANs have been employed, for example, to synthesise fluorescent mi-
croscope images of isolated *Schizosaccharomyces pombe* or human cells in the centre of the frame [8,16,26]. Synthetic images of multiple blood cells were generated for data augmentation with conditional GANs [2]. GANs have also been employed to infer one microscope modality, such as fluorescence or enhanced contrast imagery from another modality [12,21,22,42] or to increase image spatial resolution [43]. The spatial organisation of tissue on electron microscopy imagery has been simulated with supervised GANs [11]. The interpolation of video frames between recorded TLFM timesteps has also recently been demonstrated [7]. To date, we are not aware of any GAN simulations of brightfield imagery of multiple yeast cells, nor of any simulations that capture the growth and spatio-temporal development of cells in future timestep sequences.

In this study, we propose Multi-StyleGAN to synthesise sequences of multi-domain TLFM imagery of multiple yeast cells in microstructured environments. We introduce a novel dual-styled-convolutional block with separate convolutional paths for each domain. This enables the Multi-StyleGAN generator to learn multi-domain microscope images. We present the corresponding TLFM dataset recorded in our laboratory. Both the brightfield and a fluorescent channel are simulated at three consecutive timesteps. Dynamic behaviour such as changes in morphology, cell growth, their movement, their mechanical interactions with each other and the environment are captured. To the best of our knowledge, this is the first GAN to synthesise brightfield and fluorescence yeast microscopy, the first to simulate multiple yeast cells, as well as the first simulation over multiple timesteps.

2 Dataset

Optical access to living cells is generally enabled by confining these to a monolayer within the focal plane of a microscope (Fig. 2). The monolayer is achieved by loading cells into a gap approximately the size of a cell diameter between a cover slip and microstructured polydimethylsiloxane [23,30]. In the microfluidic configuration we consider here, the microchip is perfused with a constant flow of yeast growth media and maintained at temperatures conducive to yeast growth. The cells are hydrodynamically trapped in the microstructures, constraining these horizontally [23,30]. The flow enables long term imaging of up to several days, by removing daughter cells and preventing chip crowding. Examples of the routine employ of this configuration include Fig. 2 and [15,23,29–31].

The training dataset was recorded from one yeast TLFM experiment in our laboratory. The dataset is structured in sequences of at least nine timesteps and includes slight variations in focal plane. Images were selected to each contain less than twelve cells, the majority of which remain inside the frame throughout the sequence. The dataset includes 9696 images of both brightfield and green fluorescent protein (GFP) channels at a resolution of 256 × 256 (Fig. 2 (right) and Fig. 5 (left)). 8148 sequences are available to train Multi-StyleGAN when utilising overlapping sequences of three images.
Fig. 2. TLFM setup. Microfluidic chip on microscope table (left). The imaging chamber (green rectangle) contains an array of approximately 1000 traps. Overlay of brightfield and fluorescent channel showing fluorescent cells in traps. A brightfield sample with a pair of trap microstructures and two yeast cell, as well as the corresponding fluorescent channel sample (right). Black scale bar 1 mm, white scale bar 10 µm.

3 Methodology

We propose Multi-StyleGAN (Fig. 3) for high-resolution (256²) multi-domain image sequence generation. The architecture is influenced by the recent StyleGAN2 [17] and star-shaped GAN [26]. The latter utilises a generator with two convolutional paths to synthesise a low-resolution (48 × 80) two-domain image. We applied this idea to the StyleGAN2 architecture to develop Multi-StyleGAN.

Initially, we naively adapted StyleGAN2 for sequences of multi-domain imagery, which became the basis of the baselines in this study. Both domains and the time dimension were modeled in the channel dimension. We also employed a StyleGAN2 with 3D convolutions. StyleGAN2 3D models the time dimension in the third convolution dimension. The GFP and BF domains were modeled in the channel dimension. However, even with the use of a U-Net discriminator [35] and adaptive discriminator augmentation (ADA) [17], these only converged to equilibria with poor generative performance. Samples for the StyleGANs with the best convergence are depicted in Fig. S2 (supplement). We modified the architecture resulting in Multi-StyleGAN, as the StyleGAN2 and StyleGAN2 3D samples are qualitatively unrealistic and not biophysically sensible, in particular for the fluorescent domain which bears a strong resemblance to the BF.

The Multi-StyleGAN generator utilises a mapping network \( f \) and two separate 2D convolutional paths, conditioned on the latent vector \( w \), to generate a matching BF and GFP image sequence (Fig. 3). The time dimension is modeled within the feature dimension. A U-Net [35] serves as the Multi-StyleGAN discriminator network, returning both a scalar and pixel-wise real/fake prediction. This reinforces local and global coherence in the synthesised imagery [35].

The dual-styled-convolutional (DSC) block is the main component of the Multi-StyleGAN generator. It uses two separate convolutional paths (Fig. 4 BF/GFP path) to generate the BF and GFP domains separately. A single style vector modulates [19] the convolutional weights of both paths, enforcing consistency between the domains. Multi-StyleGAN utilises three DSC blocks in each
of the seven resolution stages. Similarly to the StyleGAN2 output skip architecture [19], two blocks build the main path, and one serves as the output mapping.

Multi-StyleGAN trains unsupervised on the top-k [36] non-saturating GAN loss [9] for both the scalar and pixel-wise prediction of the U-Net discriminator [35]. Similarly to the original StyleGAN2 training process, path length [19] and $R_1$ [25] regularization are employed in a lazy fashion [19]. Additionally, CutMix augmentation and consistency regularization [35] is applied to the U-Net discriminator. To enforce learning of time dependencies, real disordered sequences are fed to the discriminator as fake samples. We employed ADA [17] to prevent the discriminator from overfitting. Due to the used dataset characteristics, only pixel blitting and geometric transformations are applied as augmentations.

We employ the Inception Score [34] (IS), Fréchet Inception Distance [14] (FID) and Fréchet Video Distance [39] (FVD) as quantitative metrics to analyse Multi-StyleGANs performance and to facilitate future comparisons. These widespread metrics measure image quality and diversity relative to the training dataset. Technically, the FID measures the similarity between the generated distribution and the dataset distribution in the Inception-Net latent space [14]. FVD is the related measure for sequences [39]. One frame was sampled uniformly from the predicted sequence to compute both the IS and the FID. A trained Inception-Net V3 [37] provided by Torchvision\(^1\) predicted the statistics for the FID and the IS. We utilised a trained I3D network\(^2\) [5] to compute the FVD [39]. All validation metrics were computed over the whole dataset length (8148 sequences). While these are the most widespread and suitable metrics available, they have some limitations for the scenario studied here [4, 17]. The FID tends to be dominated by an inherent bias for limited real samples [17]. Both

\(^1\)https://github.com//vision
\(^2\)https://github.com/piergiaj/pytorch-i3d
Fig. 4. Dual-styled-convolutional block of Multi-StyleGAN. The incoming latent vector $w$ is transformed into the style vector $s$ by a linear layer. This style vector modulates (mod) [19] the convolutional weights $\theta_b$ and $\theta_g$, which are optionally demodulated (demod) [19] before convolving the (optionally bilinearly upsampled) incoming features of the previous block. Learnable biases ($b_b$ and $b_g$) and channel-wise Gaussian noise ($N$) scaled by a learnable constant ($c_b$ and $c_g$), are added to the features. The final output features are obtained by applying a leaky ReLU activation.

the Inception-Net and the I3D network are trained on natural images or videos, respectively [14,34,39]. These may not fully capture the domain-specific features of the trapped yeast cell dataset, in particular for the fluorescent channel.

We implemented Multi-StyleGAN using PyTorch [27], and ADA with Kornia [33]. Each of the seven generator stages employs 512 features. The mapping network $f$ is an eight-layered fully connected neural network. The input to $f$ is a 512-dimensional input noise vector. The U-Net discriminator encoder consists of five blocks with 128, 256, 384, 768, and 1024 features. The decoder employs 768, 384, 256, and 128 features in each respective block. We trained Multi-StyleGAN for 100 epochs with Adam optimizer [20] and the hyperparameters $\beta_1 = 0$, $\beta_2 = 0.99$. The generator and discriminator learning rates were $2 \cdot 10^{-4}$ and $6 \cdot 10^{-4}$. Exponential-moving-average of the generator weights were used. The learning rate for the mapping network was $2 \cdot 10^{-6}$. Training took approximately one day on four Nvidia Tesla V100 (32GB) with a batch size of 24. An overview of all hyperparameters is given in the supplement (Table S1).

4 Results

We demonstrate Multi-StyleGAN’s performance at synthesising sequences of consecutive multi-domain TLFM time-points by simulating yeast cells in microstructured environments. Sample sequences are depicted in Fig. 5 (right) and Fig. S2 (supplement). In the brightfield domain, the network successfully captures the microstructures at the correct positions as well as multiple cells at various stages of growth and cell cycle. Cell growth is most evident in the newly budded daughter cells, and as expected biophysically, growth slows for larger cells. Cell fluorescence, and changes thereof, is exhibited on the corresponding channel. Both the BF and GFP domains are aligned.
In addition to capturing the biophysical features and time dependencies, Multi-StyleGAN synthesises image sequences with a high degree of variation in cell and trap configurations. The fine texture of the cells is captured. The generated samples include slight variations in microscope focus between sequences, leading to light or dark outer *halos* around the cell contours (Fig. 5). The GAN samples show a similar distribution of these *halos* or focus variations.

We consider quantitative metrics to analyse Multi-StyleGAN’s performance and to facilitate future comparisons (Table 1). Multi-StyleGAN yields better scores than StyleGAN2 and StyleGAN 3D, in both FID and FVD, on both domains. This is in agreement with visual assessment of the achieved results (supplement Fig. S2). The BF domain achieves significantly better scores for all methods, in all but one case. This may be caused by a mismatch between the domain-specific features of the GFP channel and the networks used to evaluate the metrics that are trained on natural imagery or videos. Multi-StyleGAN achieved an IS of 1.864 and 2.437 for the BF and GFP channel, respectively. Both scores are close to the dataset IS of 2.021 for the BF channel and 2.479 for the GFP channel. This supports the qualitative observation that the imagery generated by Multi-StyleGAN are sharp and diverse in comparison to the dataset.
Multi-StyleGAN utilises two separate convolutional paths in the generator. This decouples the convolutional weights, which are subsequently learnt for the individual domains. The transitions between images are smooth when interpolating through the latent space (see supplementary video), indicating the network does not merely memorise the training data. Multi-StyleGAN preserves the style mixing property of StyleGAN [18], allowing images to be manipulated in the latent space [1]. This is demonstrated in Fig. S1 (supplement) where the latent vectors of two samples are mixed at different stages of the generator.

5 Discussion

The proposed Multi-StyleGAN successfully synthesises a multi-domain microscope imagery sequence of live cells at three consecutive timesteps. Both the brightfield and fluorescent channels capture underlying biophysical factors realistically (Fig. 5). While some cells bud within the simulated sequence, longer time series over 9 timesteps, corresponding to the doubling time of yeast or more are needed to fully capture and simulate the complete cell cycle including the budding process. In the future, this limitation could be counteracted by adapting Multi-StyleGAN for training on longer sequences.

The trained Multi-StyleGAN we present can be applied to a range of scenarios. A typical application for synthesised microscope imagery is as a data augmentation technique to train feature extraction algorithms [6,38] such as cell segmentation tools [24,29–31]. The simulations of consecutive TLFM timesteps themselves can be employed as in silico experiments, for example to develop advanced experimental techniques such as online monitoring of cells or optimal experimental design techniques with cell segmentation in the loop [3,6,32,38].

Currently, Multi-StyleGAN learns an implicit high-dimensional representation of a single experiment. A promising direction for future research is to extend our approach to a whole campaign of experiments. This would allow generating image sequences conditioned on given experimental parameters such as organism type or temperature. In a further step towards in silico TLFM experimentation, the descriptive simulations Multi-StyleGAN offers may be interfaced with explanatory and predictive models of specific biomolecular circuitry.

6 Conclusion

In summary, we propose Mult-StyleGAN to synthesise multi-domain image sequences and showcase it by simulating TLFM imagery in silico. To the best of our knowledge, this is the first network to simulate temporal sequences of yeast brightfield imagery, in particular with multiple cells in a microstructured environment. Trained on the presented dataset, the simulations capture the spatio-temporal organisation of multiple yeast cells. Biophysical factors and time-dependencies, such as cell morphology and growth, are realistically simulated concurrently to the cell fluorescence. Immediate applications for Multi-StyleGAN are to generate additional training data for segmentation algorithms.
or to expedite the development of advanced experimental techniques such as optimal experimental design. While the Multi-StyleGAN simulations are descriptive in nature, they are a step towards more complete in silico experimentation, especially if interfaced with predictive mathematical models in the future.
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Table S1. Multi-StyleGAN hyperparameters overview.

| Hyperparameter                              | Value                                                                 |
|---------------------------------------------|-----------------------------------------------------------------------|
| Training epochs                             | 100                                                                   |
| Generator/Discriminator lazy regularization | every 16 training step                                                |
| $R_1$ weight                                | 10                                                                   |
| CutMix augmentation weight                  | 4                                                                    |
| Consistency regularization weight           | 4                                                                    |
| Path length regularization weight           | $\log 2/(256^4 \cdot (\log 256 - \log 2))$                         |
| Batch size path length regularization       | 12                                                                   |
| Batch size                                  | 24                                                                   |
| Generator learning rate                     | $2 \cdot 10^{-4}$                                                    |
| Discriminator learning rate                 | $6 \cdot 10^{-4}$                                                    |
| Mapping network learning rate               | $2 \cdot 10^{-6}$                                                    |
| Optimiser                                   | Adam ($\beta_1 = 0, \beta_2 = 0.99$)                                |
| Top-k samples (after annealing)             | 12                                                                   |
| Top-k linear annealing start epoch          | 25                                                                   |
| Top-k linear annealing finish epoch         | 75                                                                   |
| Disordered sequences start epoch            | 75                                                                   |
| Disordered sequences batch size             | 6                                                                    |
| Input noise vector shape                    | $\mathbb{R}^{512}$ sampled from $\mathcal{N}(0,1)$                 |
| Mapping network depth                       | 8                                                                    |
| Mapping network features                    | 512                                                                  |
| Generator conv. features per stage          | 512, 512, 512, 512, 512, 512, 512, 512                               |
| Discriminator encoder conv. features per stage | 128, 256, 384, 768, 1024   |
| Discriminator decoder conv. features per stage | 768, 384, 256, 128       |
| Discriminator scale prediction mapping      | two-layer feed forward neural network                                |
| Adaptive discriminator augmentations        | pixel blitting & geometric transforms                                |
| Adaptive discriminator $p$ step size        | $5 \cdot 10^{-3}$ every 8 training step                             |
| Adaptive discriminator $r$ target           | 0.6                                                                  |
| Generator parameters                        | 51.01M                                                               |
| Discriminator parameters                    | 50.85M                                                               |
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**Fig. S1.** Style-mixing example between source sequences A and B. The numbers correspond to the resolution of the stage into which the latent vector of source sample B is employed for the subsequent stages. BF in grayscale and GFP channels below in green. We recommend zooming in to inspect the sample quality in detail.

**Fig. S2.** Real BF & GFP sequences of the trapped yeast cell dataset over three timesteps (top three rows on left). Multi-StyleGAN BF & GFP sequences (top three rows on right). The original StyleGAN2 models the temporal dimension as well as BF and GFP in the channel dimension. Samples of StyleGAN2 with ADA and a U-Net discriminator (bottom right). StyleGAN2 3D uses 3D convolutions, modeling the temporal dimension in the convolution itself. Samples of StyleGAN2 3D with ADA and a U-Net discriminator (bottom left). The hyperparameters listed in Table S1 were employed for both StyleGAN2 and StyleGAN2 3D.