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We developed a method for strain-level metagenomic estimation of growth rate (SMEG) for inferring growth rates of bacterial subspecies, or strains, from complex metagenomic samples. We applied our method, which is based on both reference strains and de novo approaches, to different gut metagenomic datasets, accurately identifying an outbreak-associated Escherichia coli strain and a previously unidentified association of an Akkermansia muciniphila strain in cancer immunotherapy responders. SMEG resolves strain-specific growth rates from mixtures of commensal or pathogenic strains to provide new insights into microbial interactions and disease associations at the strain level. SMEG is available for download at https://github.com/ohlab/SMEG.

INTRODUCTION

Growth rate inferences from shotgun metagenomic data are valuable for understanding microbial activity in situ, for example, new inferences in irritable bowel disease, type 2 diabetes, and microbial antagonism in the skin (1, 2). Because rapidly growing cells accumulate genome copies at the origin of replication (ori) compared to the terminus (ter) region (1), it is possible to use the ratio of sequence reads in these two regions as a proxy for growth rate. Several tools, such as PTR (1), GRID (2), iRep (3), and DEMIC (4), have been developed to perform growth rate analysis based on the ori/ter ratio. While these approaches have been valuable for examining the population-level behavior of species, a substantial amount of the genetic diversity within and between ecosystems occurs at the subspecies, or strain, level. Moreover, multiple genetically heterogeneous strains can stably coexist in a community, with fluxes in strain relative abundance occurring during environmental transition states like infections (5). The ability to identify strains of a species that are metabolically active or actively replicating in a mixed population would propel new insights into strain-level interactions, how strains can dominate a population during an infection, identification of antimicrobial resistant strains, and how different individuals may harbor strains that affect their susceptibility to disease.

To date, no method that is capable of estimating strain-specific growth rates from metagenomic datasets exists. Here, we developed strain-level metagenomic estimation of growth rate (SMEG) for subspecies and strain-specific measurement of growth rate, allowing application to microbes of interest in a microbial community. After benchmarking SMEG’s accuracy, we applied our algorithm to different biological applications to demonstrate the versatility and importance of such a tool.

RESULTS AND DISCUSSION

Overview of SMEG

SMEG estimates of growth rate are conceptually based on ori/ter ratios, but ori and ter themselves are typically too highly conserved between strains to allow usage for differential coverage. Our algorithm takes a novel approach using differential coverage patterns of single-nucleotide polymorphisms (SNPs) in universally conserved or core genes to estimate strain-specific growth. The SMEG pipeline consists of two major steps, which first builds a profile of strain-specific differentiating SNPs for each species of interest (“coordinate set”) and then estimates growth rate from metagenomic data with complementary de novo and reference-based approaches (Fig. 1, A and B).

To build an SNP coordinate set for each species of interest (Fig. 1A), we created a genome database using available complete and draft genomes from the National Center for Biotechnology Information (NCBI) GenBank. We next conducted core genome alignment and subsequently clustered strains based on their phylogenetic distance. The rationale behind generating clusters is to reduce the SNP dimensionality of the genome database and increase robustness of strain assignment by identifying the most likely consensus SNPs unique to a cluster. The underlying biological assumption is that strains constituting a cluster have high phylogenetic relatedness and will have similar phenotypic properties like growth rate in a sample. For each cluster, we then generated a cluster-specific SNP profile, defined as SNPs shared between a given proportion of cluster members but absent in strains from other clusters (fig. S1A). Each of these discriminatory SNPs is assigned a consensus “quality” score based on the proportion of strains in that cluster harboring that SNP at that coordinate. Cutoffs based on these quality scores (“SNP assignment threshold”) can then be used to modulate the number of discriminatory SNPs per cluster, with lower cutoffs increasing the number of SNPs that can be used in a cluster’s analysis but decreasing the precision. Then, for clusters having an insufficient number of unique SNPs (user-defined threshold), we further sub-group those clusters and re-generate a unique SNP profile iteratively until the threshold is met, or for a maximum of three iterations to limit excessive subclustering (Fig. 1A). Last, SNP coordinates in a representative strain selected randomly based on genome completeness are retrieved for metagenomic read mapping. This coordinate map of SNPs allows rapid profiling of metagenomic reads.

After generating the SNP coordinate set, strain growth rate is calculated from metagenomic data using either a de novo or reference-based estimation approach (Fig. 1B). In the de novo approach, we seek to identify clusters in a sample without a priori knowledge of strain composition, which will allow detection of strains belonging to a cluster before growth estimation, even if genome sequences of such strains are absent from the SMEG database. Here, we assume that strains present in a sample, but absent in the database, can be assigned to a cluster using information on cluster-specific SNPs. Metagenomic reads are mapped to the representative strain coordinate map to identify clusters. A cluster is deemed present if the proportion of unique SNPs with coverage >0 exceeds a user-defined “cluster detection threshold,” which is set by the proportion of cluster-specific
SNPs used to identify that cluster. For example, at a cluster detection threshold of 0.2, 20% of the unique SNPs in that cluster must have coverage >0 to be deemed present in a sample. The precision and recall of this threshold varies based on the allelic heterogeneity within a species, as more species with higher strain diversity will likely have more discriminatory SNPs, but those will likely have lower consensus quality scores to discriminate a cluster. Conversely, species with lower strain diversity will have fewer but more high consensus, discriminatory SNPs.

As an additional refinement step to increase numbers of discriminatory SNPs, a sample-specific, cluster-unique SNP profile is re-generated using only clusters identified in the sample (Fig. 1B), as we anticipate that most samples will not contain all clusters for a given species [gut metagenomes have been cited to have limited within-sample strain variation for different species (6)]. This step increases accuracy by removing nonrelevant clusters and increasing the number of discriminatory SNP sites for growth estimation. This is especially useful for clusters that had insufficient unique SNPs in the initial iterative SNP coordinate set creation (Fig. S1B). Last, growth rate for each cluster is inferred by calculating nucleotide coverage at each cluster’s unique SNP sites across a variable sliding window, with the assumption that a rapidly growing strain would have higher coverage at SNP sites closer to the ori than the ter region (Fig. 1B).

As a complement, the reference-based approach assumes previous knowledge of strain composition in a dataset, which may have been determined using other means or tools such as StrainEst (7), metaSNV (8), or PathoScope (9). In this case, the user provides a list of strains, and SMEG subsequently calculates nucleotide coverage at SNP sites unique to each strain in a similar manner as the de novo approach (Fig. 1B). In contrast to the de novo approach, the reference-based approach is only applicable to strains already present in the database, which significantly limits its usability but has higher accuracy, allowing customization of the SNP coordinate set to only informative SNPs. However, this method is highly sensitive to the accurate determination of strain composition.

**SMEG accurately detects subspecies clusters and predicts growth rate**

Because the sensitivity and specificity of strain-level algorithms depend on genetic distance within a species, we tested SMEG’s sensitivity in silico using species with differing levels of within-species genetic diversity. For example, the phylogenetic distance between strains of the ubiquitous skin bacterium *Cutibacterium acnes* is relatively limited (10), which would provide a difficult scenario to assess our tool given the close relatedness of member strains. In contrast, skin commensal *Staphylococcus epidermidis* is characterized by substantial SNP and gene content diversity at the strain level (11). From 131 and 95 genomes, we generated 11 and 15 clusters for *C. acnes* and *S. epidermidis*, respectively. On the basis of biological estimates that the average number of strains for most species in an individual sample is estimated to be between one and five (6), we randomly selected one strain from eight different clusters of *C. acnes* and *S. epidermidis* and synthesized 30 mock metagenomic samples for each species, randomly varying relative
abundances and genomic coverages to mimic a replicating strain in a mixed community.

First, we tested SMEG’s ability to correctly identify clusters in the dataset by calculating an $F_1$ score, a metric that evaluates both maximal correctly detected clusters and minimal missing clusters (higher $F_1$ ~ higher precision and recall). SMEG had a perfect $F_1$ score for *C. acnes* and a near-perfect score for *S. epidermidis* at a cluster detection threshold of 0.2, reflecting the robustness of our de novo approach to correctly detect strains (Fig. 2A). SMEG had decreasing $F_1$ score as a function of cluster detection threshold, because higher thresholds (e.g., 0.3 and 0.6) resulted in a higher false-negative rate, where fewer clusters are detectable in a sample as greater numbers of discriminatory SNPs are required to differentiate clusters (fig. S1C). In addition, SMEG lost accuracy at higher cluster detection thresholds for *S. epidermidis*, which is consistent with its strain-level genetic diversity: More diverse species have more potential discriminatory SNPs, but these are lower in consensus quality, and thus, recall is decreased, and fewer strains are identified by requiring more SNPs to identify a cluster (Fig. 2A). In less heterogeneous species, strains have fewer discriminatory but more consensus SNPs. Last, SMEG predictions were highly correlated with the expected growth rate across samples at different coverage cutoffs (Fig. 2A), indicating its ability to segregate rapidly growing and stationary strains in a sample.

In addition, we attempted to compare SMEG’s de novo strain profiler (i.e., cluster detection accuracy) with ConStrains (6), an algorithm that uses SNP patterns in a set of universal genes to reconstruct strains. We spiked our abovementioned mock reads into five high-complexity critical assessment of metagenome interpretation (CAMI) dataset (15 gigabase pairs each). ConStrains was unable to identify any strain as it complained of insufficient coverage despite our mock species having coverages >10 in all samples, which is above its minimum coverage requirement. On the other hand, SMEG detected clusters similar to pure mock samples, and growth predictions were highly correlated between pure mock samples and spiked-in complex dataset (fig. S2). We next evaluated the reference-based method using the same *C. acnes* mock metagenomes as above and observed improved accuracy in comparison to the de novo–based approach (Fig. 2B). Therefore, where a priori knowledge on strain composition is available or determined using other means or tools, we recommend using this option. Note that current tools for species-level growth rate inference from metagenomic samples (i.e., GRID, iRep, and DEMIC) were unable to predict growth rate in the mock samples (fig. S3A and table S1).

We further examined the ability of SMEG to characterize the growth rate of strains whose genomes were absent from the database. We randomly excluded two *C. acnes* strains before database creation, synthesized a five-sample mock metagenomic dataset using a mixture of both strains, spiked reads into the high-complexity CAMI dataset (15 Gbp each), and estimated their growth rate. SMEG correctly determined the number of strains present in each sample, precisely assigned each strain to its cluster (i.e., $F_1$ score = 1; fig. S4), and accurately estimated growth rates of the missing strains (Fig. 2C).

To determine whether SMEG could accurately estimate growth rate from real-world metagenomics samples, we used previously

---

**Fig. 2.** SMEG accurately detects strains and measures replication rate. (A) $F_1$ scores for both *C. acnes* and *S. epidermidis*, reflecting precision and recall, at several cluster detection thresholds from a 30-sample synthetic mock community containing eight strains of each species. The boxplot below shows the Pearson correlation between SMEG scores and expected PTR at 1x and 5x coverage cutoffs of strain abundance. (B) Pearson correlation between SMEG scores and expected PTR using both de novo and reference-based approach at a 5x coverage cutoff using the *C. acnes* dataset as in (A). (C) Pearson correlation between SMEG scores and expected PTR in a five-sample, high-complexity CAMI dataset spiked with synthetic *C. acnes* mock from two strains missing in the species database. (D) Heat map showing SMEG scores for *S. aureus* clusters. Each column in the heat map represents a sample, while black boxes indicate the absence of a cluster. The scatter plot below shows the Pearson correlation between *S. aureus* generation time and aggregate SMEG score.
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reported in situ generation times of *Staphylococcus aureus* in nasal samples (12) to verify the accuracy of SMEG. Because species-level growth rate represents the aggregate growth rate of individual strains within a population, we used average SMEG scores per sample for comparison and found strong correlation with reported generation times (Fig. 2D). We also evaluated SMEG parameters for microbes with differing levels of within-species genetic diversity, using *S. aureus* as an example of high strain heterogeneity (many discriminatory, but lower-quality SNPs) and *C. acnes* for low strain diversity (fewer, higher-quality SNPs). Our findings suggest that SMEG can detect clusters at up to 0.5× coverage, requires cluster coverage of 5× and 0.5× for microbes with high and low within-species genetic diversity, respectively, and requires at least 100 unique SNPs to accurately estimate growth rate (fig. S5). We recommend a 5× cutoff without a priori knowledge of the genomic characteristics of the species of interest.

We also explored the possibility of expanding SMEG to strains that may have been reconstituted de novo using DESMAN, an algorithm that identifies variants in core genes and uses co-occurrence across samples to link haplotypes and abundance profiles (13). The major advantage to such an approach for strain reconstitution would be that the requirement for the creation of a species database using reference genomes might be circumvented and thus could be especially useful for species with few representatives in NCBI GenBank. We initially attempted to predict the correct order of core genes within a genome using coverage information across multiple samples, with the assumption that genes with high relative coverage are likely closer to the ori. However, in simulations of a *S. epidermidis* 30-sample mock metagenome simulating a single replicating strain, predicted gene order poorly correlated with the expected order (fig. S3B), which suggests that additional options for reordering genes are required for growth predictions with DESMAN-reconstituted haplotypes (e.g., reordering genes using the order in a closely related complete genome).

Next, we used DESMAN to predict strain variants in core genes from our previous *C. acnes* 30-sample mock metagenomic samples and estimated growth rate of haplotypes in the samples. However, because only a single haplotype (haplotype_5) was accurately resolved (i.e., phylogenetically similar to a reference test strain) (fig. S3C), we were unable to validate SMEG results for other haplotypes. Nevertheless, growth predictions using haplotype_5 and its phylogenetically similar reference strain (LRY_BL) were strongly correlated (fig. S3D). Therefore, when haplotypes are accurately reconstructed, SMEG’s reference-based approach can accommodate DESMAN strain predictions.

**Replication rates of antibiotic-resistant and epidemiological outbreak strains**

We next sought to examine SMEG’s versatility in uncovering new biological insights in real-world datasets. Metagenomic sequencing is increasingly used for epidemiological studies involving strain transmission in outbreaks (7, 14) to circumspect a dependence on large-scale isolate cultivation and sequencing and to provide microbrial context to pathogenic characteristics. An expeditious application of strain-level growth inferences would be to identify such strains, particularly those that are low abundance or uncultivatable or are opportunistic pathobionts that rise out of a mixed-strain consortia, e.g., catheter infections of *S. epidermidis* in the skin or Shiga toxin–producing *Escherichia coli* in the gut.

As a first demonstration, we tested SMEG’s ability to identify antibiotic-resistant strains from a mixed strain culture in vitro. We grew two skin isolates of *S. epidermidis* [NIHLM001 and NIHLM023, 97% average nucleotide identity (ANI)], one of which (NIHLM001) was highly resistant to the bacteriostatic antibiotic erythromycin (Fig. 3A). We mixed both strains in a 1:1 ratio at an optical density of 0.0246 at 600 (OD<sub>600</sub>) ~0.2, added erythromycin to the culture, and collected cells from three subsequent time points for metagenomic sequencing and analysis. SMEG accurately determined that NIHLM023’s growth was slowed after antibiotic treatment, whereas NIHLM001 was actively replicating (Fig. 3B). NIHLM001 grew more rapidly under antibiotics treatment, which suggested that it was inhibited by NIHLM023 in the absence of antibiotics. We later confirmed this assumption by determining the strain coverage at each time point (Fig. 3B). Note that OD<sub>600</sub> alone was unable to determine whether the mixed cultures...
contained a susceptible strain (Fig. 3A) and relying solely on metagenomic data would require longitudinal sampling, whereas SMEG requires a single data point to identify actively dividing strains.

We next applied SMEG to 45 gut metagenomes from a 2011 outbreak caused by a STEC strain (2011C-3493) (15). SMEG correctly identified the outbreak cluster (cluster 22), which was actively replicating in 51% of the samples (Fig. 4A). All members of the outbreak cluster contained Shiga toxin (Stx) genes, validating the robustness of SMEG clustering. We further investigated potential microbiome characteristics that could suggest an underlying biological reasoning for lack of growth in some samples. Correlation analysis with the relative abundance of other bacterial species in the sample identified a likely antagonistic relationship between growth rate of cluster 22 and species belonging to the order Clostridiales and genus Bacteroides (Fig. 4B). In particular, we observed antagonism with Bacteroides thetaiotaomicron, in agreement with a previous study showing that the latter produces a 3-kDa molecule that represses the expression of Shiga toxin genes (16).

Role of Akkermansia muciniphila strains in cancer immunotherapy

We also examined SMEG’s ability to uncover new biology. We analyzed a gut metagenomic dataset of lung and kidney cancer patients who had been treated with immune checkpoint inhibitors (ICIs) targeting the PD-1/PD-L1 axis (17). Previous analysis of this dataset showed a positive correlation between A. muciniphila abundance and positive patient outcomes (17). We thus examined whether the observed response is restricted to the growth of specific strains of A. muciniphila. Using SMEG’s de novo approach, we first determined cluster distributions in A. muciniphila–positive samples at baseline and identified three predominant clusters (clusters 1, 3, and 7) (Fig. 5A). Unexpectedly, cluster 1 was predominant in males, suggesting gender specificity (Fig. 5B). Similarly, cluster 1 was detectable in 31% of patients who responded to treatment, whereas it could only be detected in 15% of nonresponders (Fig. 5B), although its growth rate was not significantly associated with patient outcome. Note that while cluster 1 was predominant in males, the overall proportion of males who responded to treatment was similar to female responders (17). One interpretation of this data would be that female responsiveness may be independent of A. muciniphila. Strikingly, the growth rate of cluster 7, while less prevalent than cluster 1, was significantly associated with responsiveness (Fig. 5B).

One unexpected observation was the competitive exclusion of clusters; i.e., we observed nearly no admixture of strains from different clusters within a patient. We investigated whether we could identify strain-specific genes whose presence or absence might be associated with treatment outcomes by examining the accessory gene content of clusters 1 and 7 versus cluster 3. Defining accessory genes as present in ≥70% of strains of a cluster (or present in two of the three strains of cluster 7) and absent in strains from other clusters, we found 39, 15, and 1006 cluster-specific accessory genes for clusters 1, 7, and 3, respectively, the latter of which reflected the higher gene content diversity specific to that cluster (fig. S6A). Accessory genes highly enriched in responders were mostly restricted to cluster 1 (none from 7), whereas highly enriched genes in nonresponders were restricted to cluster 3 (Fig. 5C). In addition, there was a strong correlation between cluster coverage and read counts for most genes, suggesting that genes were derived primarily from A. muciniphila and not from other species in the microbial community (fig. S6B). Because cluster 3 was associated with neither responsiveness nor nonresponsiveness (Fig. 5B), this suggests that the gene enrichment observed in nonresponders rather reflects a co-exclusion relationship between clusters 1 and 3.

Longitudinal growth rate of strains in response to antibiotic treatment

Last, we analyzed a longitudinal gut metagenomic dataset of 12 individuals examining the dynamics of antibiotic treatment, following...
microbial depletion and then repopulation over a 6-month period (18). We focused our analysis on strains of *Faecalibacterium prausnitzii* and *Bacteroides vulgatus*, which are two predominant species in gut metagenomes (19, 20). We identified two major states to describe strain-level dynamics for both species: At endpoint, subjects had either (i) lost strain diversity for a given species or (ii) maintained their original strain diversity (Fig. 6A), suggesting that strain mixtures may have stable states that are fixed a priori. Strains had post-treatment growth rates similar to the baseline time point (Fig. 6B), suggesting that these strains may have reached an optimal growth niche occupation.

Growth rate and metabolic state of bacteria have been shown to affect antibiotic efficacy; a more rapid growth rate (i.e., higher metabolic activity) has been associated with increased susceptibility to antibiotics (21). We tested this assumption and observed that strains of *F. prausnitzii* that were recovered after treatment significantly had lower SMEG scores before antibiotics in comparison to strains that were lost (Fig. 6C). However, it is likely that this phenomenon is species specific, as we did not observe this dynamic in *B. vulgatus* strains (Fig. 6C).

**Limitations of SMEG**

While we have demonstrated SMEG’s versatility and ability to uncover new biology in metagenomic datasets, we note several current limitations of SMEG. First, its deployment is on a species-by-species basis, analyzing growth rate of strains of a species of interest. Because of high computational requirements to build clusters and the susceptibility of accurate cluster formation to outliers, at this time, it cannot simultaneously estimate growth dynamics of strains from multiple species, such as our previous algorithm, GRiD. However, this allows a unique opportunity to optimize SMEG based on the unique characteristics of a species, such as genetic heterogeneity as we have demonstrated here, to increase sensitivity.

In addition, SMEG requires at least one strain with a pseudo-complete genome. However, in the absence of a complete reference genome, the draft genome with the least fragmentation can be reordered using a strain from a closely related species. It is important to properly reorient the contigs to the ori and ter to facilitate accurate coverage modeling in the representative strain. This reordering step can be performed using tools such as Mauve (22). Last, most parameters in SMEG can be user-defined to maximize flexibility for optimization. SMEG estimates growth rates using either a de novo or reference-based approach. A limitation with the de novo approach is it requires that clusters have sufficient unique SNPs, and in some cases, clusters can be composed of highly similar strain genomes. For instance, we were unable to generate unique SNP profiles for some clusters in *E. coli*. Therefore, if these missing clusters are present in a dataset, important biological information may be ignored. Although
we note that decreasing the SNP assignment threshold would have enabled the generation of an SNP map for additional *E. coli* clusters, we avoided this option to ensure that only high-quality SNPs were used for analysis, with SNP quality defined as the proportion of strains harboring a unique SNP at a given position. Thus, in some cases, a user will need to choose between increased sensitivity and specificity when creating the species database. For this reason, the “auto” mode in SMEG outputs multiple SNP profiles using different parameters, in which case the user can optimize the levels based on their species and applications of interest.

In summary, our results with published and new metagenomic datasets highlight SMEG’s ability to accurately identify and predict the growth rate of strains associated with different disease conditions. Its high sensitivity to complex mixtures of closely related strains makes it a promising tool for outbreak epidemiology, infection dynamics, and understanding commensal strain diversity to guide future probiotics development. Last, as with most strain-level analyses tools, best practice remains to broadly survey different predictions and parameters to avoid misrepresentations of the underlying biology.
MATERIALS AND METHODS

SMEG algorithm

SMEG measures strain-specific bacterial growth rates from metagenomic samples. The pipeline consists of two steps (Fig. 1, A and B): (i) construction of species database and (ii) growth rate estimation. The species database is created using complete and draft genome sequences of a species of interest downloaded from NCBI GenBank. Genome sequences that have been annotated as plasmids are excluded. For draft-quality genomes, contigs are reordered using the software Mauve (22) by aligning the draft genome to a complete representative genome sequence of the same species. Next, a core genome phylogeny is constructed using FastTree (23) based on core genome alignments generated using Prokka (24) and Roary (25). The phylogeny is used to assign strains into clusters using dynamicTreeCut with deepSplit option of 4 (26). Outlier genomes, defined as having pairwise distances 30 times above the median, are excluded, as these genomes may have been misclassified taxonomically or may contain contaminant contigs.

For each cluster, SMEG identifies cluster-specific unique SNPs, i.e., SNPs that are shared between a given proportion of cluster members at a non-indel alignment position, but absent in all strains from other clusters (fig. S1A). This user-specified proportion is referred to as the SNP assignment threshold. For instance, setting the SNP assignment threshold to 0.8 indicates that a unique SNP will only be identified if it is shared between at least 80% of the cluster members and absent in strains from other clusters (fig. S1A). If the total number of unique SNPs of a given cluster is below the user-specified threshold, SMEG iteratively subclassifies the cluster and infers unique SNPs for each subcluster. SMEG repeats the subclassification step for a maximum of three iterations or until the threshold is met (Fig. 1A). This iterative subclassification process is especially useful in resolving large clusters, where the number of SNPs shared among cluster members is limited. Next, SMEG retrieves the coordinates of the cluster-specific SNPs in a representative genome, which is randomly selected from the cluster after favoring for genome completeness. While the optimal value of the SNP assignment threshold will vary depending on the species being analyzed (species with high strain-level genetic heterogeneity will have fewer discriminatory SNPs at high assignment thresholds), we implemented an auto option in SMEG, in which different threshold values are tested in parallel and output, giving the user the flexibility to select desired parameters and the associated database. Typically, a high threshold yielding sufficient number of unique SNPs is preferable. In addition, we provided precompiled databases for several selected bacterial species commonly encountered in human-associated metagenomes.

In the second step, growth rate is estimated using either a de novo or reference-based estimation approach (Fig. 1B). The de novo approach assumes no previous knowledge of strain composition in a sample. It allows the analysis of strains present in a sample, but missing in the SMEG database, by investigating features of phylogenetic clusters in the sample. To do this, metagenomic reads are mapped using bowtie2 (27) to the representative strain, and strains (whether or not characterized previously) of a cluster are considered present in a sample if the proportion of cluster-specific SNPs with read coverage >0 exceeds a cluster detection threshold. In scenarios where a sample does not contain all clusters in the species database, SMEG further generates a sample-specific SNP profile based solely on the identified clusters in a sample (Fig. 1B). This step increases the number of SNP sites for growth estimation by reducing the number of clusters compared and is especially useful for clusters lacking sufficient unique SNPs in the species database (fig. S1B).

The reference-based approach requires the user to provide a list of genome names (if genomes already exist in the species database) or genome sequences. SMEG subsequently calculates nucleotide coverage at SNP sites unique to each strain and predicts the growth rates of the given strains in the metagenomic sample by mapping reads to each strain using bowtie2 (Fig. 1B) (27).

For both approaches, SMEG then generates an estimation of growth rate. First, SMEG computes the change in non-zero SNP sites for each cluster along the genome sequence using a moving window. The window size is proportional to the total number of unique SNPs, with a coefficient $\theta$. Outlier SNP sites (i.e., sites with coverage below $Q1 - 1.5 \times IQR$ or above $Q3 + 1.5 \times IQR$, where $Q1$ and $Q3$ are the first and third quartiles, respectively, and IQR is the interquartile range) resulting from GC bias or contamination are excluded. The SNPs are then fitted by a re-descending M estimator with Tukey’s biweight function (28). We have shown previously that this fit is resistant to noise arising from heterogeneous and low coverage strains (2). Then, SMEG computes the coverage ratio of the peak and trough of the curve (PTR), which is proportional to the rate of replication. SMEG outputs the median PTR based on three computations with $\theta = 0.02, 0.04$, and 0.06. For clusters with insufficient cluster-specific SNPs (<200), $\theta = 0.01, 0.02$, and 0.03 are used, which allows sufficient windows for growth estimation. For improved accuracy, we leverage information on the position of the chromosome initiator replication gene ($dnaA$) whenever possible. This is because $dnaA$ is usually located in close proximity to the ori in most bacterial genomes (2). Therefore, when the position of $dnaA$ is identified, SMEG ensures that the peak value is retrieved from the genomic quarter containing $dnaA$. Altogether, SMEG outputs four statistics for a given sample: (i) the median SMEG score, (ii) the coverage of phylogenetic clusters (in the de novo approach) or the user-provided strains (in the reference-based approach), (iii) the number of non-zero SNP sites used for the analysis, and (iv) the range of SMEG with different $\theta$.

In silico C. acnes and S. epidermidis analyses

We downloaded 131 and 95 genomes of C. acnes and S. epidermidis, respectively, from NCBI GenBank (tables S2) to build the species database. Eleven clusters were identified using an SNP assignment threshold of 0.6 with iterative clustering for C. acnes [SNPs threshold for iterative clustering (--t parameter) set at 100 and strain KPA171202 as representative genome], while 15 clusters were identified for S. epidermidis at an SNP assignment threshold of 0.5 without iterative clustering and other parameters set at default. For both species, we selected a strain from eight different clusters and generated mock reads using the wgsim package included in samtools (29). Each of the eight strains was divided into 100-kb fragments, and varying amounts of reads were generated for each fragment to simulate the differential reads coverage observed for a replicating strain. To identify clusters in each sample, we used a cluster detection threshold of 0.2. We assessed the accuracy of SMEG by calculating $F_1$ scores, which is a metric that evaluates both maximal correctly detected clusters and minimal missing clusters. Here, $F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$, where

$$\text{precision} = \frac{\text{true positives}}{\text{true positives} + \text{false positives}}$$

and

$$\text{recall} = \frac{\text{true positives}}{\text{true positives} + \text{false negatives}}$$

For spiked-in mock experiments, we retrieved high-complexity...
CAMI datasets from https://edwards.sdsu.edu/research/cami-challenge-datasets/.

**S. aureus analysis**

We retrieved 10 nasal samples from Szafranska et al. (12), which had information on in situ generation times for *S. aureus*. Because of the large number of *S. aureus* strains present in NCBI, we built the SMEG database using strains annotated as “complete” or “chromosome” only \((n = 396)\). We identified 13 clusters with iterative clustering at an SNP assignment threshold of 0.5 (tables S2). We filtered clusters having unique SNPs less than 10 in samples.

**Determining the effect of coverage and unique SNP count on SMEG**

We analyzed *S. aureus* clusters from 10 nasal samples obtained from Szafranska et al. (12). For *C. acnes*, we retrieved 37 skin samples from back swabs from Oh et al. (30). Samples having at least a cluster with coverage \(>20\times\) were subsampled to \(10\times, 5\times, 2\times, 1\times,\) and \(0.5\times\) coverage to evaluate the effect of coverage on SMEG accuracy. We made the comparison between a cluster at \(>20\times\) coverage and lower coverage. We fragmented reference strains (NCTC8325 and KPA171202 for *S. aureus* and *C. acnes*, respectively) into 100-kb fragments for GRiD and iRep analysis. Our accuracy evaluation was based on the widely used delta cutoff of 0.15 \((2, 3)\).

To evaluate the effect of unique SNP count on SMEG score, we selected an *S. aureus* sample containing a cluster meeting the following requirements: (i) sufficient cluster coverage; (ii) high number of unique SNPs; and (iii) high PTR, which is indicative of high variation in SNP coverage across the genome. We subsampled unique SNPs count to 300, 200, 100, 75, and 50 SNPs. This subsampling step was repeated five times.

**In vitro antibiotic experiment for *S. epidermidis* strains**

*S. epidermidis* strains NIHLM001 and NIHLM023 (97% ANI) were grown in tryptic soy broth at 37°C to an OD\(_{600}\) of \(~0.2\). Both cultures were mixed, and erythromycin (125 \(\mu\)g/ml) was added (MIC\(_{NIHLM001} = 4\) mg/ml; MIC\(_{NIHLM023} < 0.004\) mg/ml). Growth continued for another 3 hours, and we collected samples every hour after antibiotic treatment for DNA extraction, Nextera XT library preparation, and metagenomic sequencing. We subsampled each sample to 2 million reads and performed SMEG analysis with the reference-based approach using reads mapping with a maximum of three mismatches.

**SMEG analysis of *E. coli* outbreak samples**

Metagenomic reads from 45 stool samples were downloaded from Loman et al. (15), 40 of which were positive for Shiga toxin *E. coli* (STEC). Because of the large number of *E. coli* strains present in NCBI, we only retrieved genomes annotated as complete or chromosome \((n = 639)\) for building of the species database (table S2). We identified 30 clusters using iterative clustering with an SNP assignment threshold of 0.6. An additional 16 clusters (310 strains) had no cluster-unique SNPs identified under the given assignment threshold. We first conducted preliminary analysis using the 30 generated clusters and detected clusters in more than half of STEC samples. This suggested that the outbreak strain was contained in the 30 clusters. Consequently, we avoided the need to further lower the SNP assignment threshold, which would have generated cluster-specific SNPs for additional clusters without unique SNPs. We analyzed each metagenomic sample using a cluster detection threshold of 0.2 and detected clusters at 0.5\(\times\) coverage cutoff. For improved accuracy, growth rates were only reported for clusters with non-zero SNP sites \(\geq 100\) and SNP coverage \(\geq 5\times\). To determine non-*E. coli* species whose abundance was associated with the growth rate of the outbreak strain, we mapped reads to ReprDB database (31) and reassigned ambiguous reads using Pathoscope 2.0 \((9)\). We filtered genomes having median coverage less than 0.001% across samples.

**SMEG analysis of *A. muciniphila* strains in cancer patients treated with ICIs**

We retrieved 219 gut metagenome samples from lung and kidney cancer patients who had been treated with ICIs targeting the PD-1/PD-L1 axis \((17)\). These patients were sampled at baseline (before the commencement of treatment; T0) and 1 month (T1) and 2 months (T2) after treatment. We downloaded 64 strains of *A. muciniphila* from NCBI GenBank, constructed the species database using an SNP assignment threshold of 0.6 with iterative clustering, and detected seven clusters in samples using a cluster detection threshold of 0.2 (table S2). The association between strain growth rates and patient’s response to ICI were inferred based on T0 samples, or based on T1 samples when T0 samples were not available, as described previously \((17)\). Because strains within *A. muciniphila* clusters or phylgroups are closely related and typically have an ANI of 97.2 to 100% \((32)\), we detected clusters at a 0.5\(\times\) coverage cutoff and reported growth rates for clusters with coverage \(\geq 1\times\) and non-zero SNP count \(\geq 100\) in a given sample. We retrieved the accessory gene content of clusters 1, 3, and 7 from Roary output \((25)\) and identified cluster-specific genes, which we define as accessory genes present in \(\geq 70\%\) of strains of a cluster and absent in strains from other clusters. Because cluster 7 contains only three strains (table S2), we defined its accessory genes as genes present in at least two strains and absent from other clusters. This resulted in 39, 1006, and 15 cluster-specific accessory genes for clusters 1, 3, and 7, respectively. We used featureCounts \((33)\) to estimate read counts for genes across samples, DESeq2 \((34)\) to infer genes differentially enriched between responders and nonresponders, and eggNOG \((35)\) for functional annotations. Last, we determined whether these genes were mainly contributed by *A. muciniphila* in the dataset by correlating cluster coverage and gene read count.

**SMEG analysis of antibiotics-treated patients**

Fifty-seven longitudinal gut metagenomic paired-end samples of pre- and post-antibiotic–treated patients were obtained from Palleja et al. (18). Forty-three and 83 strains of *F. prausnitzii* and *B. vulgatus* were retrieved from NCBI GenBank, respectively (tables S2). Species databases were constructed using an SNP assignment threshold of 0.8 with iterative clustering for *F. prausnitzii*, while an SNP assignment threshold of 0.5 without iterative clustering was used for *B. vulgatus*. SMEG identified 6 and 21 clusters for *F. prausnitzii* and *B. vulgatus*, respectively. For both species, one strain could not be assigned to a cluster. Phylogenetic clusters were detected in the metagenomic samples using a cluster detection threshold of 0.2. We detected clusters at 0.5\(\times\) coverage cutoff and reported growth rates for only clusters with non-zero SNP sites \(\geq 100\) and SNP coverage \(\geq 5\times\).

**SUPPLEMENTARY MATERIALS**

Supplementary material for this article is available at http://advances.sciencemag.org/cgi/content/full/6/17/eaaz2299/DC1

View/request a protocol for this paper from Bio-protocol.
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