Long-time asymptotics for the derivative nonlinear Schrödinger equation on the half-line
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Abstract

We derive asymptotic formulas for the solution of the derivative nonlinear Schrödinger equation on the half-line under the assumption that the initial and boundary values lie in the Schwartz class. The formulas clearly show the effect of the boundary on the solution. The approach is based on a nonlinear steepest descent analysis of an associated Riemann–Hilbert problem.
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1. Introduction

The derivative nonlinear Schrödinger (DNLS) equation

\[ iu_t + u_{xx} = i(|u|^2u)_x, \quad (1.1) \]

arises as a model both in nonlinear fiber optics and in plasma physics. In the context of fiber optics, it models the propagation of nonlinear pulses in optical fibers when certain higher-order nonlinear effects, such as self-steepening, are taken into account [1, 23]. In the context of plasma physics, it describes the motion of Alfvén waves propagating parallel to the ambient magnetic field [30].
In addition to its physical relevance, equation (1.1) has several mathematically appealing properties stemming from its integrability. In [20], Kaup and Newell presented a Lax pair for equation (1.1) and implemented the inverse scattering transform for the solution of the initial-value problem (IVP) in the case of decaying initial data. An analogous implementation of the inverse scattering transform for solutions \( u(x, t) \) which approach a constant as \( x \to \pm \infty \) was presented in [21]. Equation (1.1) admits solitons with exponential decay at infinity as well as algebraic solitons [20]. Wellposedness of the IVP for (1.1) was studied in [15], both in Sobolev spaces and in the Schwartz class. Global existence results can also be obtained via inverse scattering techniques [29]. The long-time asymptotics of the solution of the IVP can be determined by performing a nonlinear steepest descent analysis of the associated Riemann–Hilbert (RH) problem [22, 31].

In this paper, we are concerned with the initial-boundary value problem (IBVP) for equation (1.1) posed in the quarter-plane domain

\[
\{(x, t) \in \mathbb{R}^2 \mid x \geq 0, t \geq 0\}.
\]

This IBVP can be analyzed by means of the unified transform for nonlinear integrable PDEs introduced in [12], which is a generalization of the inverse scattering transform to the setting of IBVPs. In fact, assuming that the solution is sufficiently smooth and has rapid decay as \( x \to \infty \), it was shown in [25] that \( u(x, t) \) can be represented in terms of the solution of a matrix RH problem with jump matrices given in terms of four spectral functions \( a(k), b(k), A(k), B(k) \). The functions \( a(k), b(k) \) are defined in terms of the initial data \( u_0(x) = u(x, 0) \), whereas \( A(k), B(k) \) are defined in terms of the boundary values \( g_0(t) = u(0, t) \) and \( g_1(t) = u_x(0, t) \).

Our purpose here is to derive the long-time asymptotics of the solution \( u(x, t) \) on the half-line by performing a nonlinear steepest descent analysis of the RH problem of [25]. We assume that the initial and boundary values lie in the Schwartz class. Our main result (theorem 3.1) shows that the long-time asymptotics of \( u(x, t) \) in the sector defined by (see figure 1)

\[
0 \leq x \leq N t, \quad N \text{ constant},
\]

is given by

\[
u = \frac{u_x}{\sqrt{t}} + O\left(\frac{\ln t}{t}\right)
\]

**Figure 1.** The result of theorem 3.1 provides the long-time behavior of \( u(x, t) \) in the asymptotic sector \( 0 \leq x \leq N t \) (shaded).
\[
    u(x, t) = \frac{u_a(x, t)}{\sqrt{t}} + O\left(\frac{\ln t}{t}\right), \quad t \to \infty, \ 0 \leq x \leq Nt,
\]
where \(u_a(x, t)\) is given explicitly in terms of the ‘reflection coefficient’ \(r(\lambda)\) defined by
\[
    r(\lambda) = \frac{b(k)}{ka(k)} - \frac{B(k)}{ka(k)d(k)}, \quad \lambda = k^2 \in (-\infty, 0),
\]
with \(d(k) := a(k)\lambda(k) - b(k)B(k)\). Of particular interest is the influence of the boundary on the long-time asymptotics. It turns out that the global relation (a relation between the initial and boundary values expressed at the level of the spectral functions) forces the spectral function \(r(\lambda)\) to vanish to all orders at \(\lambda = 0\). This, in turn, implies that the leading-order coefficient \(u_a(x, t)\) in (1.3) satisfies \(u_a(x, t) = O(|x|/t^n)\) for every \(n \geq 1\) as \(x/t \to 0\) (see remark 3.2).

The fact that \(u_a(x, t)\) vanishes at \(x = 0\) is consistent with our assumption of rapidly decaying boundary values. The vanishing of \(u_a(x, t)\) as \(x/t \to 0\) also illustrates the effect of the boundary on the solution in the region near \(x = 0\). Indeed, for the pure IVP problem (i.e. in the absence of a boundary), the asymptotics of the solution \(u(x, t)\) is given by a formula similar to (1.3) except that the spectral function \(r(\lambda)\) is defined in terms of the initial data alone. In this case, there is no global relation which forces \(r(\lambda)\) to vanish at the origin. Hence, in the absence of a boundary, the solution, in general, only decays like \(r^{-1/2}\) near \(x = 0\).

The nonlinear steepest descent method was first introduced by Deift and Zhou in [11], where they derived the long-time asymptotics for the IVP for the modified KdV equation. The method has since then proved successful in determining asymptotic formulas for a large range of other IVPs for various integrable equations, see e.g. [2, 7–10, 14, 16, 18, 19, 22, 24, 31]. By combining the ideas of [11] with the unified transform formalism of [12], it is also possible to study asymptotics of solutions of IBVPs for nonlinear integrable PDEs [3–6, 13, 26]. Our presentation here essentially follows the approach of [26], where the asymptotics of the solution of the mKdV equation on the half-line was determined in the similarity and self-similar regions.

Compared with the analysis of the IVP (see [22]), the nonlinear steepest descent analysis of the half-line problem for (1.1) presents some additional challenges. Two of these challenges are:

(a) Whereas the RH problem relevant for the IVP for (1.1) only has a jump across \(\mathbb{R} \cup i\mathbb{R}\), the RH problem relevant for the IBVP also has jumps across the diagonal lines \(e^{\pi i}\mathbb{R}\) and \(e^{2\pi i}\mathbb{R}\). The jumps across these diagonal lines can be expressed in terms of a spectral function \(h(\lambda)\) whose definition involves the initial and boundary values. By introducing an analytic approximation of \(h(\lambda)\) and by performing an additional deformation of the contour, we are able to compute the contribution from \(h(\lambda)\) to the asymptotics.

(b) The reflection coefficient which enters the RH problem for the IVP decays rapidly as the spectral parameter \(k\) tends to infinity. In contrast, for the half-line problem, the analogous coefficients, in general, only decay like \(1/k\) as \(k \to \infty\). This absence of rapid decay has certain consequences. For example, the form of the Lax pair for (1.1) suggests that it is beneficial to introduce a new spectral parameter \(\lambda\) according to \(\lambda = k^2\), see [20]. For the IBVP, the slow decay of the spectral functions implies that a naive introduction of \(\lambda\) in the original RH problem fails. However, by first transforming the RH problem so that the off-diagonal entries of the jump matrix become \(O(k^{-2})\) as \(k \to \infty\), we are able to circumvent this difficulty. Another consequence of the slow decay is that we have to be more careful when introducing analytic approximations of \(h(\lambda)\) and \(r(\lambda)\). Indeed, these approximations have to take the asymptotic behavior of \(h(\lambda)\) and \(r(\lambda)\) at infinity into account.
1.1. Organization of the paper

In section 2, we briefly review how the solution of equation (1.1) on the half-line can be expressed in terms of the solution of a RH problem. Our main result, theorem 3.1, is presented in section 3. Sections 4–7 are devoted to the proof of this result. In section 4, we simplify the RH problem by introducing a new spectral parameter. In section 5, we use the ideas of the nonlinear steepest descent method to transform the RH problem to a form suitable for determining the long-time asymptotics. In section 6, we consider a local model for the RH problem near the critical point. Finally, by combining the above steps, we find the asymptotics of $u(x, t)$ in section 7.

2. Preliminaries

Equation (1.1) is the compatibility condition of the Lax pair equations

$$\begin{align*}
\mu_t + ik^2[\sigma_3, \mu] &= U(x, t, k)\mu, \\
\mu_t + 2ik^2[\sigma_3, \mu] &= V(x, t, k)\mu,
\end{align*}$$

(2.1)

where $k \in \mathbb{C}$ is the spectral parameter, $\mu(x, t, k)$ is a $2 \times 2$-matrix valued eigenfunction,

$$\begin{align*}
U(x, t, k) &= \begin{pmatrix} -\frac{1}{2}|u|^2 & k\mu e^{-2i \int_{0}^{t} \Delta} \\ k\mu e^{-2i \int_{0}^{t} \Delta} & \frac{1}{2}|u|^2 \end{pmatrix}, \\
V(x, t, k) &= \begin{pmatrix} -ik^2|u|^2 - \frac{3}{4}|u|^4 - \frac{1}{2}(\bar{u}_t u - \bar{u} u_x) & (2k^3 u + iku_x + k|u|^2 u) e^{-2i \int_{0}^{t} \Delta} \\ (2k^3 u - iku_x + k|u|^2 \bar{u}) e^{2i \int_{0}^{t} \Delta} & ik^2|u|^2 + \frac{3}{4}|u|^4 + \frac{1}{2}(\bar{u}_t u - \bar{u} u_x) \end{pmatrix},
\end{align*}$$

and $\Delta$ is the closed real-valued one-form

$$\Delta(x, t) = \frac{1}{2} |u|^2 dx + \left( \frac{3}{4} |u|^4 - \frac{i}{2} (\bar{u}_t u - \bar{u} u_x) \right) dt.$$  

The version (2.1) of the Lax pair for (1.1) is suitable for defining eigenfunctions with the appropriate asymptotics as $k \to \infty$; it was derived in [25] by transforming the Lax pair of Kaup and Newell [20].

2.1. Riemann–Hilbert problem

The solution of (1.1) on the half-line can be expressed in terms of the solution of a $2 \times 2$-matrix valued RH problem as follows, see [25]. Let $u_0(x) = u(x, 0)$ denote the initial data and let $g_0(t) = u(0, t)$ and $g_1(t) = u_t(0, t)$ denote the Dirichlet and Neumann boundary values, respectively. Suppose $u_0(x), g_0(t), g_1(t)$ belong to the Schwartz class $S([0, \infty))$. Define four spectral functions $\{a(k), b(k), A(k), B(k)\}$ by

$$\begin{align*}
X(0, k) &= \begin{pmatrix} a(k) & b(k) \\ b(k) & a(k) \end{pmatrix}, \\
T(0, k) &= \begin{pmatrix} A(k) & B(k) \\ B(k) & A(k) \end{pmatrix},
\end{align*}$$

(2.3)

where $X(x, k)$ and $T(t, k)$ are the solutions of the Volterra integral equations

$$\begin{align*}
X(x, k) &= I + \int_{-\infty}^{x} e^{ik(x-x')} \sigma_3 U(x', 0, k) X(x', k) dx', \\
T(t, k) &= I + \int_{-\infty}^{t} e^{2ik(t-t')} \sigma_3 V(0, t', k) T(t', k) dt'.
\end{align*}$$
and $e^{\hat{\sigma}_3}$ acts on a $2 \times 2$ matrix $A$ by $e^{\hat{\sigma}_3}A = e^{\sigma_3}A e^{-\sigma_3}$. Define the open domains $\{D_j\}_1^4$ of the complex $k$-plane by (see figure 2)

$$D_j = \{k \in \mathbb{C} \mid \arg k^2 \in ((j-1)\pi/2, j\pi/2)\}, \quad j = 1, ..., 4.$$ 

Let $\Sigma = \{k \in \mathbb{C} \mid k^4 \in \mathbb{R}\}$ denote the contour separating the $D_j$’s, oriented so that $D_1 \cup D_3$ lies to the left as in figure 2. The functions $a(k), b(k), A(k),$ and $B(k)$ have the following properties:

- $a(k)$ and $b(k)$ are smooth and bounded on $\bar{D}_1 \cup \bar{D}_2$ and analytic in the interior of this set.
- $a(k)a(k) - b(k)b(k) = 1$ for $k \in \mathbb{R} \cup i\mathbb{R}$.
- $a(k) = 1 + O(k^{-1})$ and $b(k) = b_1/k + O(k^{-2})$ uniformly as $k \to \infty$ in $D_1 \cup D_2$, where $b_1 = -i u_0(0)/2$.
- $a(k)$ is an even function and $b(k)$ is an odd function of $k \in D_1 \cup D_2$.
- $A(k)$ and $B(k)$ are smooth and bounded on $D_1 \cup D_3$ and analytic in $D_1 \cup D_3$.
- $A(k)A(k) - B(k)B(k) = 1$ for $k \in \Sigma$.
- $A(k) = 1 + O(k^{-1})$ and $B(k) = B_1/k + O(k^{-2})$ uniformly as $k \to \infty$ in $\bar{D}_1 \cup \bar{D}_3$, where $B_1 = -i g_0(0)/2$.
- $A(k)$ is an even function and $B(k)$ is an odd function of $k \in \bar{D}_1 \cup \bar{D}_3$.

The initial and boundary values $u_0, g_0, g_1$ cannot all be independently prescribed but must satisfy an important compatibility condition. This compatibility condition is conveniently expressed at the level of the spectral functions as the so-called global relation:

$$B(k)a(k) - A(k)b(k) = 0, \quad k \in \bar{D}_1. \quad (2.4)$$
If there exists a solution of (1.1) in the quarter plane \( \{ x \geq 0, t \geq 0 \} \) with sufficient smooth and decay as \( x \to \infty \), then the relation (2.4) holds \cite{25}. In other words, we need to assume (2.4) in order to have a well-posed problem. We will also assume that the functions \( a(k) \) and \( d(k) := a(k)A(k) - b(k)B(k) \) have no zeros. More precisely, we make the following assumptions.

**Assumption 2.1.** We assume that the following conditions are satisfied:

- the spectral functions \( a(k), b(k), A(k), B(k) \) defined in (2.3) satisfy the global relation (2.4).
- \( a(k) \) and \( d(k) \) have no zeros in \( D_1 \cup D_2 \) and \( D_2 \), respectively.
- the initial and boundary values \( u_0(x), g_0(t), \) and \( g_1(t) \) are compatible with equation (1.1) to all orders at \( x = t = 0 \), that is,

\[
\begin{align*}
g_0(0) &= u_0(0), & g_1(0) &= u_0'(0), & ig_0'(0) + u_0''(0) &= i(|u_0|^2u_0)'(0), \\
g_1'(0) &= u_0''(0) &= i(|u_0|^2u_0)''(0), & \text{etc.}
\end{align*}
\]

**Remark 2.2.** The case when \( a(k) \) and \( d(k) \) possess a finite number of distinct zeros, can be treated by augmenting the RH problem with a set of residue conditions \cite{25}. The possible soliton contributions generated by these residues can easily be computed and added to the formula for the long-time asymptotics; the steps are similar to the analogous procedure for the NLS equation (see appendix B of \[13\]).

Let \( f^*(k) := \overline{f(k)} \) denote the Schwartz conjugate of a function \( f(k) \). We define the jump matrix \( J(x, t, k) \) by

\[
J(x, t, k) = \begin{cases}
\begin{pmatrix}
1 - \frac{bb^*}{a^2} & \frac{b}{\sigma} e^{-\rho k} \\
-\frac{\bar{b}^*}{\sigma} e^{\rho k} & 1
\end{pmatrix}, & k \in \mathbb{R}, \\
\begin{pmatrix}
1 & 0 \\
-\Upsilon e^{\rho k} & 1
\end{pmatrix}, & k \in \mathbb{Z} \setminus \mathbb{Q}, \\
\begin{pmatrix}
1 & -(\frac{b}{\sigma} - \Upsilon^*) e^{-\rho k} \\
-\bar{b} e^{\rho k} & 1 - (\frac{b}{\sigma} - \Upsilon)(\frac{b}{\sigma} - \Upsilon^*)
\end{pmatrix}, & k \in i\mathbb{R}, \\
\begin{pmatrix}
1 & \Upsilon^* e^{-\rho k} \\
0 & 1
\end{pmatrix}, & k \in e^{i\pi} \mathbb{R},
\end{cases}
\]

where \( \Phi := 4ik^2 + 2ik^2 \frac{\lambda}{\gamma} \) and \( \Upsilon(k) \) is defined by

\[
\Upsilon(k) = \frac{B(k)}{a(k)d(k)}, \quad k \in D_2.
\]

We will need to formulate RH problems in the \( L^2 \) sense. To this end, it is convenient to introduce the generalized Smirnoff class \( \tilde{E}^2(\mathbb{C} \setminus \Sigma) \). The space \( \tilde{E}^2(\mathbb{C} \setminus \Sigma) \) consists of all functions \( f(k) \) analytic in \( \mathbb{C} \setminus \Sigma \) with the property that for each component \( D \) of \( \mathbb{C} \setminus \Sigma \) there exist curves \( \{ C_n \}_n \in D \) such that the \( C_n \) eventually surround each compact subset of \( D \) and \( \sup_{n \geq 1} \| f \|_{L^2(C_n)} < \infty \). For \( f \in \tilde{E}^2(\mathbb{C} \setminus \Sigma) \), we let \( f_+ \) and \( f_- \) denote the nontangential boundary values of \( f(k) \) as \( k \) approaches \( \Sigma \) from the left and right, respectively (these boundary values exist almost everywhere on \( \Sigma \)). We write \( E^\infty(D) \) for the set of bounded analytic functions in \( D \).
The arguments of [25] show that if assumption 2.1 is satisfied, then the RH problem
\[
\begin{align*}
M(x, \cdot) &\in I + \mathbb{E}^2(\mathbb{C} \setminus \Sigma), \\
M_+(x, t, k) &= M_-(x, t, k)J(x, t, k) \quad \text{for a.e. } k \in \Sigma,
\end{align*}
\] (2.6)
has a unique solution for each \((x, t) \in [0, \infty) \times [0, \infty)\) and the nontangential limit\(^3\)
\[
\bar{u}(x, t) := \lim_{k \to \infty} (kM(x, t, k))_{12}
\] (2.7)
evaluates for each \((x, t) \in [0, \infty) \times [0, \infty)\). Moreover, the function \(u(x, t)\) defined by
\[
u(x, t) = 2i\bar{u}(x, t)e^{2i\int_{x(0)}^{t(0)} \Delta}, \quad x \geq 0, \quad t \geq 0,
\] (2.8)
with
\[
\Delta = 2|\bar{u}|^2dx - (4|\bar{u}|^2 + 2i(\bar{u}, \bar{\nu} - \bar{u}, \bar{u}))dt,
\] (2.9)
is a smooth solution of the DNLS equation (1.1) in the quarter plane \(\{x \geq 0, t \geq 0\}\) such that
\[
\begin{align*}
u(x, 0) &= u_0(x) \text{ for } x \geq 0, \\
u(0, t) &= g_0(t) \text{ and } u_\delta(0, t) = g_1(t) \text{ for } t \geq 0.
\end{align*}
\] (2.10)

3. Main result

Our main result gives an explicit formula for the long-time asymptotics of the solution \(u(x, t)\) of the DNLS equation on the half-line under the assumption that the initial and boundary values lie in the Schwartz class. The formula is valid in the sector displayed in figure 1.

**Theorem 3.1 (Asymptotics for the DNLS equation on the half-line).** Let \(u_0(x), g_0(t), g_1(t)\) be functions in the Schwartz class \(S([0, \infty))\). Define the spectral functions \(a(k), b(k), A(k), B(k)\) via (2.3) and suppose assumption 2.1 holds. Let \(u(x, t)\) be the half-line solution of (1.1) defined in (2.8) with initial and boundary values
\[
u(x, 0) = u_0(x), \quad u(0, t) = g_0(t), \quad u_\delta(0, t) = g_1(t).
\]
Then, for any constant \(N > 0, u(x, t)\) satisfies the asymptotic formula
\[

u(x, t) = \frac{u_\delta(x, t)}{\sqrt{t}} + O\left(\frac{\ln t}{t}\right), \quad t \to \infty, \quad 0 \leq x \leq Nt,
\]
(3.1)
where the error term is uniform with respect to \(x\) in the given range, and the leading-order coefficient \(u_\delta(x, t)\) is defined as follows: Let \(\zeta = x/t\) and define \(\lambda_0 := \lambda_0(\zeta) \leq 0\) by
\[
\lambda_0 = -\frac{\zeta}{4} = -\frac{x}{4t}.
\]
Then, for any constant \(N > 0, u(x, t)\) satisfies the asymptotic formula
\[

u(x, t) = \frac{u_\delta(x, t)}{\sqrt{t}} + O\left(\frac{\ln t}{t}\right), \quad t \to \infty, \quad 0 \leq x \leq Nt,
\]
(3.1)
where the error term is uniform with respect to \(x\) in the given range, and the leading-order coefficient \(u_\delta(x, t)\) is defined as follows: Let \(\zeta = x/t\) and define \(\lambda_0 := \lambda_0(\zeta) \leq 0\) by
\[
\lambda_0 = -\frac{\zeta}{4} = -\frac{x}{4t}.
\]
Define the spectral function \(r(\lambda)\) for \(\lambda = k^2 \leq 0\) in terms of the functions \(a(k), b(k), A(k), B(k)\) by equation (4.5). Define the function \(\nu(\zeta)\) for \(\zeta \leq 0\) by
\[
\nu(\zeta) = \frac{1}{2\pi} \ln(1 - \lambda_0|\nu(\lambda)|^2) \geq 0.
\]
\(^3\)The notation \(\lim_{k \to \infty} k\) indicates the limit as \(k \in \mathbb{C}\) goes to \(\infty\) nontangentially with respect to \(\Sigma\).
Then
\[ u_\nu(x, t) = \frac{\nu(\zeta)}{2|\lambda_0|} \exp(\alpha(\zeta, t)), \]

where the phase \( \alpha(\zeta, t) \) is given by
\[
\alpha(\zeta, t) = \frac{\pi}{4} - \arg r(\lambda_0) - \arg \Gamma(\nu(\zeta)) + \nu(\zeta) \ln(8t) + \frac{1}{\pi} \int_{\lambda_0}^{\lambda\infty} \ln(\lambda_0 - s) d\ln(1 - s|\tau(s)|^2) + 4t\lambda_0^2
\]
\[
+ \frac{1}{\pi} \int_{0}^{1} \ln(1 + s|\tau(-s)|^2) ds + 2 \int_{0}^{t} \left( \frac{3}{4} |g_0|^2 + \frac{i}{2} (\bar{g}_1 g_0 - g_1 \bar{g}_0) \right) d\nu.'
\]

**Remark 3.2 (Effect of the boundary).** Theorem 3.1 can be used to understand the influence of the boundary on the asymptotic behavior of the solution \( u(x, t) \). The asymptotic formula (3.1), which is valid uniformly for \( 0 \leq x \leq Nt \), has the leading order term \( u_\nu(x, t)t^{-1/2} \) where \( u_\nu(x, t) \) is defined in terms of the spectral function \( r(\lambda) \). If \( u^L(x, t) \) denotes the solution of the initial value problem for equation (1.1) on the line (i.e., in the absence of a boundary), then the asymptotics of \( u^L(x, t) \) is given by a formula similar to equation (3.1) except that \( r(\lambda) \) is replaced by another spectral function \( r^L(\lambda) \) whose definition involves only the initial data. In general, the solution \( u^L(x, t) \) decays like \( t^{-1/2} \) in a sector around \( x = 0 \). On the other hand, in theorem 3.1, we have assumed that a boundary is present at \( x = 0 \) and that \( u(0, t) \) has rapid decay as \( t \to \infty \). This rapid decay can only be consistent with formula (3.1) provided that \( \zeta^{-1} \nu(\zeta) \to 0 \) as \( \zeta \to 0 \). In fact, it turns out that the global relation (2.4) forces \( \nu(\zeta) \) to vanish to all orders at \( \zeta = 0 \), see remark 4.1. This shows that not only is \( u_\nu(0, t) = 0 \), but in fact the leading-order coefficient \( u_\nu(x, t) \) in (3.1) satisfies \( u_\nu(x, t) = O(|x/t|^n) \) for every \( n \geq 1 \) as \( x/t \to 0 \). This illustrates the effect of the boundary on the long-time behavior of the solution.

The remainder of the paper is devoted to the proof of theorem 3.1. We henceforth assume \( u_\nu(x) \), \( g_0(t) \), \( g_1(t) \) are given functions in \( S([0, \infty)) \) with associated spectral functions \( a(k), b(k), A(k), B(k) \) such that assumption 2.1 holds. We also fix \( N \geq 0 \) and let \( \mathcal{I} \) denote the interval \( \mathcal{I} = [0, N] \). We let \( \{\mathcal{D}_j\}_1^4 \) denote the four open quadrants of the complex \( \lambda \)-plane (see figure 3)
\[
\mathcal{D}_j = \{ \lambda \in \mathbb{C} \mid \arg \lambda \in ((j - 1)\pi/2, j\pi/2) \}, \quad j = 1, ..., 4,
\]
and let \( \Gamma = \mathbb{R} \cup i\mathbb{R} \) denote the contour separating the \( \mathcal{D}_j \) oriented as in figure 3.

**4. A new spectral parameter**

The proof of theorem 3.1 relies on a nonlinear steepest descent analysis of the RH problem (2.6). Although it is possible to perform this analysis directly in the complex \( k \)-plane, the symmetries
\[
a(k) = a(-k), \quad b(k) = -b(-k), \quad A(k) = A(-k), \quad B(k) = -B(-k),
\]
(4.1)
suggest that it is convenient to introduce a new spectral variable \( \lambda \) by \( \lambda = k^2 \). This change of spectral parameter appeared already in [20] and was employed in for the analysis of the IVP for (1.1). One advantage of working with \( \lambda \) is that we only have to analyze a single critical point of \( \Phi(\zeta, \lambda) \) in order to find the long-time asymptotics.
4.1. The solution $M^{(1)}$

One difference between the IVP and the IBVP is that the reflection coefficient which enters the RH problem for the IVP decays rapidly as $k \to \infty$. In contrast, for the half-line problem, the analogous coefficients typically only decay like $1/k$ as $k \to \infty$. Therefore, before we introduce the new parameter $\lambda$, we transform the RH problem (2.6) by defining the sectionally analytic function $M^{(1)}$ by

$$M^{(1)}(x, t, k) = M(x, t, k)G(x, t, k),$$

where

$$G(x, t, k) = \begin{cases} \left( \begin{array}{cc} 1 & 0 \\ \frac{kb_1}{k^2-i}e^{\Phi} & 1 \end{array} \right), & k \in D_1, \\
\left( \begin{array}{cc} 1 & \frac{kb_1}{k^2+i}e^{-\Phi} \\ 0 & 1 \end{array} \right), & k \in D_4, \\
I, & \text{elsewhere.} \end{cases}$$

The factor $\frac{kb_1}{k^2-i}$ is an odd function of $k$ which is analytic in $D_1$ (the poles lie at $k = \pm e^{\frac{\pi i}{4}}$) and such that

$$\frac{kb_1}{k^2+i} = \frac{b_1}{k} + O\left(\frac{1}{k^2}\right), \quad k \to \infty.$$ 

Similarly, $\frac{kb_1}{k^2-i}$ is an odd analytic function of $k$ in $D_4$ such that

$$\frac{kb_1}{k^2-i} = \frac{b_1}{k} + O\left(\frac{1}{k^2}\right), \quad k \to \infty.$$ 

In particular,

$$G(x, t, \cdot) \in I + (E^2 \cap E^\infty)(\mathbb{C} \setminus \Sigma).$$
On the other hand, the compatibility condition \( u_0(0) = g_0(0) \) implies

\[
\begin{align*}
    b_1 = B_1 = -\frac{iu_0(0)}{2}.
\end{align*}
\]

It follows that \( M(x, t, k) \) satisfies the RH problem (2.6) if and only if \( M^{(1)}(x, t, k) \) satisfies the RH problem

\[
\begin{align*}
    \begin{cases}
        M^{(1)}(x, t, \cdot) \in I + \hat{E}^2(\mathbb{C} \setminus \Sigma), \\
        M^{(1)}_+(x, t, k) = M^{(1)}_-(x, t, k)J^{(1)}(x, t, k) \quad \text{for a.e. } k \in \Sigma,
    \end{cases}
\end{align*}
\tag{4.2}
\]

where \( J^{(1)} \) is given by

\[
\begin{align*}
    J^{(1)}(x, t, k) = \begin{pmatrix}
        1 - \left( \frac{h^*}{\sigma^2} - \frac{h}{\sigma^4} \right) (h^* - h) & (h^* - h) e^{-\text{r}^*} \\
        - (h - h) e^{-\text{r}^*} & 1
    \end{pmatrix},
\end{align*}
\tag{4.3}
\]

The jump matrix \( J^{(1)} \) has the advantage that the off-diagonal entries are \( O(k^{-2}) \) as \( k \to \infty \).

4.2. The new parameter

The relations (4.1) imply that the solution \( M^{(1)}(x, t, k) \) of (4.2) obeys the symmetry

\[
M^{(1)}(x, t, k) = \sigma_3 M^{(1)}(x, t, -k) \sigma_3, \quad k \in \mathbb{C} \setminus \Sigma.
\]

Hence, letting \( \lambda = k^2 \), we can define \( m(x, t, \lambda) \) by the equation

\[
m(x, t, \lambda) = \left( \begin{smallmatrix} 1 & 0 \\ -\frac{1}{\tilde{u}(x, t)} & 1 \end{smallmatrix} \right) k^{-\frac{a_k}{2}} M^{(1)}(x, t, k), \quad \lambda \in \mathbb{C} \setminus \Gamma.
\tag{4.4}
\]

The factor \( k^{-\frac{a_k}{2}} \) is included in (4.4) in order to make the right-hand side an even function of \( k \); the matrix involving \( \tilde{u} \) is included to ensure that \( m \to I \) as \( \lambda \to \infty \).

Let \( \mathbb{R}_+ = [0, \infty) \) and \( \mathbb{R}_- = (-\infty, 0] \) denote the positive and negative halves of the real axis. The relations (4.1) show that we may define functions \( h(\lambda), r_1(\lambda), \) and \( r(\lambda) \) by

\[
\begin{align*}
    h(\lambda) &= \frac{\Upsilon(k)}{k} + \frac{\tilde{b}_1}{k^2 + i}, \quad \lambda \in \mathcal{D}_2, \\
    r_1(\lambda) &= \frac{h(k)}{ka(k)} - \frac{\tilde{b}_1}{k^2 + i}, \quad \lambda \in \mathbb{R}, \\
    r(\lambda) &= r_1(\lambda) + h(\lambda), \quad \lambda \in \mathbb{R}_-.
\end{align*}
\tag{4.5a, b, c}
\]

These functions possess the following properties:
- \( h(\lambda) \) is smooth and bounded on \( \mathcal{D}_2 \) and analytic in \( \mathcal{D}_2 \).
- \( r_1(\lambda) \) is smooth and bounded on \( \mathbb{R} \).
- \( r(\lambda) \) is smooth and bounded on \( (-\infty, 0] \).
- There exist complex constants \( \{h_j\}_{j=2}^\infty \) and \( \{r_j\}_{j=2}^\infty \) such that, for any \( N \geq 1 \),

\[
h(\lambda) = \sum_{j=2}^N \frac{h_j}{\lambda^j} + O\left(\frac{1}{\lambda^{N+1}}\right), \quad \lambda \to \infty, \quad \lambda \in \mathcal{D}_2,
\]

\[
r(\lambda) = \sum_{j=2}^N \frac{r_j}{\lambda^j} + O\left(\frac{1}{\lambda^{N+1}}\right), \quad |\lambda| \to \infty, \quad \lambda \in \mathbb{R},
\]

and these expansions can be differentiated termwise any number of times.

It follows that the RH problem (4.2) for \( M^{(1)}(x, t, k) \) can be rewritten in terms of \( m(x, t, \lambda) \) as

\[
\begin{align*}
\{ m(x, t, \cdot) \} & \in I + E^2(C \setminus \Gamma), \\
\{ m_+(x, t, \lambda) = m_-(x, t, \lambda) \nu(x, t, \lambda) \} & \text{for a.e. } \lambda \in \Gamma,
\end{align*}
\]

where the jump matrix \( \nu = k^{-\frac{\alpha}{2}} J^{(1)} \) is given by

\[
\nu(x, t, \lambda) = \begin{cases}
\begin{pmatrix}
1 - \lambda r r^*_1 & r^*_1 e^{-r \phi} \\
-\lambda r e^{r \phi} & 1
\end{pmatrix}, & \lambda \in \mathbb{R}_+,
\end{cases}
\]

\[
\nu(x, t, \lambda) = \begin{cases}
\begin{pmatrix}
1 & 0 \\
\lambda h e^{r \phi} & 1
\end{pmatrix}, & \lambda \in i\mathbb{R}_+,
\end{cases}
\]

\[
\nu(x, t, \lambda) = \begin{cases}
\begin{pmatrix}
1 & -r^* e^{-r \phi} \\
\lambda r e^{r \phi} & 1 - \lambda r^* r
\end{pmatrix}, & \lambda \in \mathbb{R}_-,
\end{cases}
\]

\[
\nu(x, t, \lambda) = \begin{cases}
\begin{pmatrix}
1 & -h^* e^{-r \phi} \\
0 & 1
\end{pmatrix}, & \lambda \in i\mathbb{R}_-.
\end{cases}
\]

with \( \Phi(\zeta, \lambda) \) defined by

\[
\Phi(\zeta, \lambda) = 4i\lambda^2 + 2i\zeta\lambda.
\]

In terms of \( m \), equation (2.7) can be expressed as

\[
\tilde{u}(x, t) = \lim_{\lambda \to \infty} (\lambda m(x, t, \lambda))_{12}.
\]

**Remark 4.1 (Behavior of \( r(\lambda) \) as \( \lambda \to 0 \)).** We claimed in remark 3.2 that the global relation implies that \( r(\lambda) \) vanishes to all orders at \( \lambda = 0 \), i.e. that \( r^{(j)}(0) = 0 \) for all \( j = 0, 1, \ldots \). We are now in a position to prove this. Using the fact that \( a a^* - b b^* = 1 \) for \( k \in \mathbb{R} \cup i\mathbb{R} \), simplification of the definition (4.5) of \( r(\lambda) \) shows that

\[
kr(k^2) = \frac{c(k)}{d(k)} , \quad k \in i\mathbb{R},
\]

where \( c(k) = b(k) A(k) - B(k) a(k) \). The functions \( a(k) \) and \( b(k) \) are analytic for \( \text{Im} k > 0 \) and, for each \( j \geq 0 \), the derivatives \( a^{(j)}(k), b^{(j)}(k) \) have continuous extensions to \( \text{Im} k \geq 0 \). Similarly, the functions \( A(k) \) and \( B(k) \) are analytic for \( k \in \mathcal{D}_1 \cup \mathcal{D}_1 \) and, for each \( j \geq 0 \), the
derivatives \( A^{(j)}(k), B^{(j)}(k) \) have continuous extensions to \( \bar{D}_1 \cup \bar{D}_2 \). (These properties follow from an analysis of the Volterra equations satisfied by \( X \) and \( T \) together with the assumption that the initial and boundary values belong to the Schwartz class; see [27] for detailed proofs of such properties in the similar case of the modified KdV equation.) We infer that the functions \( c(k) \) and \( d(k) \) have smooth extensions to \( \mathbb{R} \cup i\mathbb{R} \), where smooth means that the restrictions \( c_{|\mathbb{R}}, c_{|i\mathbb{R}}, d_{|\mathbb{R}}, d_{|i\mathbb{R}} \) are \( C^\infty \) and the derivatives along \( \mathbb{R} \) and \( i\mathbb{R} \) are consistent to all orders at \( k = 0 \), i.e. for \( s \) real,

\[
\left. \frac{d^n}{ds^n} c(is) \right|_{s=0} = i^n \left. \frac{d^n}{ds^n} c(s) \right|_{s=0}, \quad \left. \frac{d^n}{ds^n} d(is) \right|_{s=0} = i^n \left. \frac{d^n}{ds^n} d(s) \right|_{s=0}, \quad n = 1, 2, \ldots
\]

In terms of the functions \( X(0, k) \) and \( T(0, k) \) defined in (2.3), we can write

\[
T(0, k)^{-1} X(0, k) = \begin{pmatrix} d(k) & c(k) \\ c(k) & d(k) \end{pmatrix}.
\]

Since \( \det X(0, k) = \det T(0, k) = 1 \) for \( k \in \mathbb{R} \), we conclude that

\[
|d(k)|^2 = 1 + |c(k)|^2, \quad k \in \mathbb{R}.
\]

In particular, \( d(k) \) is nonzero on \( \mathbb{R} \). By assumption 2.1, \( d(k) \) is also nonzero on \( i\mathbb{R} \). It follows that \( \overline{c(k)}/d(k) \) is a smooth function \( \mathbb{R} \cup i\mathbb{R} \to \mathbb{C} \). However, the global relation (2.4) implies that \( c(k) \) vanishes identically for \( k \in \mathbb{R} \). This shows that \( k \mapsto kr(k^2) = c(k)/d(k) \) vanishes to all orders at \( k = 0 \); hence \( r(\lambda) \) vanishes to all orders at \( \lambda = 0 \).

5. Transformations of the RH problem

By performing a number of transformations, we can bring the RH problem (4.7) to a form suitable for determining the long-time asymptotics. More precisely, starting with \( m \), we will define functions \( m^{(j)}(x, t, \lambda), j = 1, 2, 3 \), such that the RH problem satisfied by \( m^{(j)} \) is equivalent to the original RH problem (4.7). The RH problem for \( m^{(j)} \) has the form

\[
\begin{cases}
m^{(j)}(x, t, \cdot) \in \mathcal{I} + \mathcal{E}^2 \mathcal{C} \setminus \Gamma^{(j)}, \\
m^{(j)}_+(x, t, \lambda) = m^{(j)}_-(x, t, \lambda) \nu^{(j)}(x, t, \lambda) \text{ for a.e. } \lambda \in \Gamma^{(j)},
\end{cases}
\]

where the contours \( \Gamma^{(j)} \) and jump matrices \( \nu^{(j)} \) are specified below. The jump matrix \( \nu^{(3)} \) obtained after the third transformation has the property that it approaches the identity matrix as \( t \to \infty \) everywhere on the contour except near a single critical point \( \lambda_0 \). This means that we can find the long-time asymptotics of \( m^{(3)} \) by computing the contribution from a small cross centered at \( \lambda_0 \).

5.1. First transformation

By solving the equation \( \frac{\partial \nu}{\partial \lambda} = 0 \), we see that the jump matrix \( \nu(x, t, \lambda) \) defined in (4.8) admits a single critical point as \( t \to \infty \) located at

\[
\lambda_0 := \lambda_0(\zeta) = -\frac{\zeta}{4} < 0.
\]
The purpose of the first transformation is to deform the vertical part of $\Gamma$ so that it passes through the critical point $\lambda_0$. Letting $U_1$ and $U_2$ denote the triangular domains shown in figure 4, we define $m^{(1)}(x, t, \lambda)$ by

$$m^{(1)}(x, t, \lambda) = m(x, t, \lambda) \times \begin{cases} \frac{1}{\lambda h(\lambda)e^{\Phi(\cdot, \lambda)}} & , \lambda \in U_1, \\ \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} & , \lambda \in U_2, \\ I & , \text{elsewhere}. \end{cases}$$

Since $he^{\Phi}$ and $h^*e^{-\Phi}$ are bounded and analytic functions of $\lambda \in U_1$ and $\lambda \in U_2$, respectively, we infer that $m$ satisfies the RH problem (4.7) if and only if $m^{(1)}$ satisfies the RH problem (5.1) with $j = 1$, where the contour $\Gamma^{(1)}$ is as in figure 4 and the jump matrix $\nu^{(1)}$ is given by

$$\nu_1^{(1)} = \begin{pmatrix} 1 - \lambda r_1 r^*_1 & r_1^* e^{-\Phi} \\ -\lambda r_1 e^{\Phi} & 1 \end{pmatrix}, \quad \nu_2^{(1)} = \begin{pmatrix} 1 & 0 \\ \lambda h e^{\Phi} & 1 \end{pmatrix}, \quad \nu_3^{(1)} = \begin{pmatrix} 1 & -r^* e^{-\Phi} \\ \lambda r e^{\Phi} & 1 - \lambda r^* \end{pmatrix}, \quad \nu_4^{(1)} = \begin{pmatrix} 1 & -h^* e^{-\Phi} \\ 0 & 1 \end{pmatrix}.$$ 

Here $\nu_j^{(1)}$ denotes the restriction of $\nu^{(1)}$ to the contour labeled by $j$ in figure 4.

**Figure 4.** The contour $\Gamma^{(1)}$ in the complex $\lambda$-plane. The region where $\text{Re}\, \Phi > 0$ is shaded.
5.2. Second transformation

The jump matrix \( v^{(1)} \) has the wrong factorization for \( \lambda \in (-\infty, \lambda_0) \). Hence we introduce \( m^{(2)} \) by

\[
m^{(2)}(x,t,\lambda) = m^{(1)}(x,t,\lambda)\delta(\zeta,\lambda)^{-\sigma_3},
\]

where the complex-valued function \( \delta(\zeta,\lambda) \) is defined by

\[
\delta(\zeta,\lambda) = e^{\pi i \int_{-\infty}^{\lambda_0} \frac{\ln(1-\zeta r(\lambda)^2)}{1-\lambda r(\lambda)} d\lambda}, \quad \lambda \in \mathbb{C} \setminus (-\infty, \lambda_0).
\]

**Lemma 5.1.** For each \( \zeta \in I \), the function \( \delta(\zeta,\lambda) \) has the following properties:

(a) \( \delta(\zeta,\lambda) \) and \( \delta(\zeta,\lambda)^{-1} \) are bounded and analytic functions of \( \lambda \in \mathbb{C} \setminus (-\infty, \lambda_0) \) with continuous boundary values on \( (-\infty, \lambda_0) \).

(b) \( \delta \) obeys the symmetry

\[
\delta(\zeta,\lambda) = \delta(\zeta,1/\lambda), \quad \lambda \in \mathbb{C} \setminus (-\infty, \lambda_0).
\]

(c) Across the subcontour \( (-\infty, \lambda_0) \) of \( \Gamma^{(1)} \) oriented as in figure 4, \( \delta \) satisfies the jump condition

\[
\delta_+(\zeta,\lambda) = \frac{\delta_-(\zeta,\lambda)}{1-\lambda r(\lambda)} \delta_+^{\sigma_3}, \quad \lambda \in (-\infty, \lambda_0).
\]

(d) As \( \lambda \) goes to infinity,

\[
\delta(\zeta,\lambda) = 1 + O(\lambda^{-1}), \quad \lambda \to \infty,
\]

uniformly with respect to \( \arg \lambda \in [0, 2\pi] \).

**Proof.** Note that \( \ln(1-s|r(s)|^2) \) is a smooth function of \( s \in (-\infty, \lambda_0] \) such that \( \ln(1-s|r(s)|^2) = O(|s|^{-3}) \) as \( s \to -\infty \). The proof is now standard. \( \square \)

Lemma 5.1 implies that

\[
\delta(\zeta,\cdot)^{-\sigma_3} \in I + (E^2 \cap E^\infty)(\mathbb{C} \setminus (-\infty, \lambda_0)), \quad \zeta \in I.
\]

Hence \( m \) satisfies the RH problem (4.7) if and only if \( m^{(2)} \) satisfies the RH problem (5.1) with \( j = 2 \), where \( \Gamma^{(2)} = \Gamma^{(1)} \) and the jump matrix \( v^{(2)} \) is given by \( v^{(2)} = \delta^{\sigma_3} v^{(1)} \delta^{\sigma_3} \), that is,

\[
\begin{align*}
\mathbf{v}_1^{(2)} &= \begin{pmatrix} 1 - \lambda r_1 r_1^* & \delta^2 r_1^* e^{-\sigma_3} \\ -\delta^{-2} \lambda r_1 e^{\sigma_3} & 1 \end{pmatrix}, & \mathbf{v}_2^{(2)} &= \begin{pmatrix} 1 & 0 \\ \delta^{-2} \lambda e^{\sigma_3} & 1 \end{pmatrix}, \\
\mathbf{v}_3^{(2)} &= \begin{pmatrix} 1 - \lambda r^* & -\delta^{-2} \lambda r^* e^{\sigma_3} \\ -\delta^{-2} \lambda r e^{\sigma_3} & 1 \end{pmatrix}, & \mathbf{v}_4^{(2)} &= \begin{pmatrix} 1 & 0 \\ -\delta^2 h e^{-\sigma_3} & 1 \end{pmatrix},
\end{align*}
\]

If we define \( r_2(\lambda) \) by

\[
r_2(\lambda) = \frac{r^*(\lambda)}{1 - \lambda r(\lambda)r^*(\lambda)},
\]

we can write the jumps across the real axis as
\[ v_1^{(2)} = \begin{pmatrix} 1 & \delta_1 r_1 e^{-\rho_\lambda} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & \lambda_1 r_1 e^{\rho_\lambda} \\ 0 & 1 \end{pmatrix}, \]
\[ v_3^{(2)} = \begin{pmatrix} 1 & -\delta_2 r_2 e^{-\rho_\lambda} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & -\lambda_2 r_2 e^{\rho_\lambda} \\ 0 & 1 \end{pmatrix}. \] (5.4)

5.3. Third transformation

The purpose of the third transformation is to deform the contour so that the jump matrix involves the exponential factor \( e^{-\rho_\lambda} \) on the parts of the contour where \( \text{Re} \Phi \) is positive and the factor \( e^{\rho_\lambda} \) on the parts where \( \text{Re} \Phi \) is negative. Since the spectral functions have limited domains of analyticity, we follow the idea of [11] and decompose each of the functions \( h, r_1, r_2 \) into an analytic part and a small remainder. The analytic part of the jump matrix will be deformed, whereas the small remainder will be left on the original contour.

**Lemma 5.2 (Analytic approximation of \( h \)).** There exists a decomposition

\[ h(\lambda) = h_\alpha(t, \lambda) + h_r(t, \lambda), \quad t > 0, \lambda \in i\mathbb{R}_+, \]

where the functions \( h_\alpha \) and \( h_r \) have the following properties:

(a) For each \( t > 0 \), \( h_\alpha(t, \lambda) \) is defined and continuous for \( \lambda \in \mathcal{D}_1 \) and analytic for \( \lambda \in \mathcal{D}_\bar{1} \).

(b) The function \( h_\alpha \) satisfies

\[ \begin{align*}
|h_\alpha(t, \lambda) - h(0)| & \leq C|\lambda| e^{t|\text{Re} \Phi(\zeta, \lambda)|}, \\
|h_\alpha(t, \lambda)| & \leq \frac{C}{1 + |\lambda|^2} e^{t|\text{Re} \Phi(\zeta, \lambda)|},
\end{align*} \]

\[ \lambda \in \mathcal{D}_1, \zeta \in \mathcal{I}, t > 0. \] (5.5)

where the constant \( C \) is independent of \( \zeta, t, \lambda \).

(c) The \( L^1, L^2 \), and \( L^\infty \) norms of the function \( h_r(t, \cdot) \) on \( i\mathbb{R}_+ \) are \( O(t^{-3/2}) \) as \( t \to \infty \).

**Proof.** See appendix.

Let \( V_j := V_j(\zeta), j = 1, \ldots, 6 \), denote the open subsets of \( \mathbb{C} \) displayed in figure 5.

**Lemma 5.3 (Analytic approximation of \( r_1 \) and \( r_2 \)).** There exist decompositions

\[ r_1(\lambda) = r_{1,\alpha}(x, t, \lambda) + r_{1,r}(x, t, \lambda), \quad \lambda > \lambda_0, \]
\[ r_2(\lambda) = r_{2,\alpha}(x, t, \lambda) + r_{2,r}(x, t, \lambda), \quad \lambda < \lambda_0, \]

where the functions \( \{r_{1,\alpha}, r_{1,r}, r_{2,\alpha}, r_{2,r}\} \) have the following properties:

(a) For each \( \zeta \in \mathcal{I} \) and each \( t > 0 \), \( r_{\alpha}(x, t, \lambda) \) is defined and continuous for \( \lambda \in \bar{V}_j \) and analytic for \( \lambda \in V_j, j = 1, 2 \).

(b) The functions \( r_{1,\alpha}, r_{2,\alpha} \) satisfy

\[ \begin{align*}
|r_{1,\alpha}(x, t, \lambda) - r_{1}(\lambda_0)| & \leq C|\lambda - \lambda_0| e^{t|\text{Re} \Phi(\zeta, \lambda)|}, \\
|r_{2,\alpha}(x, t, \lambda)| & \leq \frac{C}{1 + |\lambda|^2} e^{t|\text{Re} \Phi(\zeta, \lambda)|},
\end{align*} \]

\[ \lambda \in \bar{V}_j, \zeta \in \mathcal{I}, t > 0, j = 1, 2. \] (5.6)

where the constant \( C \) is independent of \( \zeta, t, \lambda \).
(c) The $L^1, L^2,$ and $L^\infty$ norms on $(\lambda_0, \infty)$ of $r_{1,j}(x, t, \cdot)$ are $O(t^{-3/2})$ as $t \to \infty$ uniformly with respect to $\zeta \in \mathcal{I}$. 
(d) The $L^1, L^2,$ and $L^\infty$ norms on $(-\infty, \lambda_0)$ of $r_{2,j}(x, t, \cdot)$ are $O(t^{-3/2})$ as $t \to \infty$ uniformly with respect to $\zeta \in \mathcal{I}.$

**Proof.** The proof is similar to that of lemma 5.2 and will be omitted, see [11, 28].

We introduce $m^{(3)}(x, t, \lambda)$ by

$$m^{(3)}(x, t, \lambda) = m^{(2)}(x, t, \lambda)H(x, t, \lambda),$$

where the sectionally analytic function $H$ is defined by

$$H = \begin{cases} 
1 & \lambda \in V_1, \\
\delta^{-2} \lambda r_{1,\lambda} e^{\Phi} & \lambda \in V_2, \\
(1 - \delta^2 r_{2,\lambda} e^{-\Phi}) & \lambda \in V_3, \\
(-\delta^2 \lambda r_{2,\lambda} e^{\Phi}) & \lambda \in V_4, \\
(1 - \delta^2 h_{\lambda} e^{-\Phi}) & \lambda \in V_5, \\
(-\delta^2 \lambda h_{\lambda} e^{\Phi} & \lambda \in V_6, \\
1 & \text{elsewhere.}
\end{cases}$$

By lemmas 5.1–5.3, we have

$$H(x, t, \cdot)^{\pm 1} \in \mathcal{I} + (\mathcal{E}^2 \cap \mathcal{E}^\infty)(\mathbb{C} \setminus \Gamma^{(3)}),$$

where $\Gamma^{(3)} \subset \mathbb{C}$ denotes the contour displayed in figure 5. It follows that $m$ satisfies the RH problem (4.7) if and only if $m^{(3)}$ satisfies the RH problem (5.1) with $j = 3,$ where the jump matrix $\nu^{(3)}$ is given by

\[
\begin{aligned}
\nu^{(3)}_1 &= \begin{pmatrix} 1 \\ -\delta^{-2} \lambda (r_{1,\lambda} + h)e^{\Phi} \\ 0 \\ 1 \end{pmatrix}, & \nu^{(3)}_2 &= \begin{pmatrix} 1 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \\
\nu^{(3)}_3 &= \begin{pmatrix} 1 \\ 0 \\ 1 \\ 0 \end{pmatrix}, & \nu^{(3)}_4 &= \begin{pmatrix} 1 \\ -\delta^2 (r_{1,\lambda} + h^*) e^{-\Phi} \\ 0 \\ 1 \end{pmatrix}, \\
\nu^{(3)}_5 &= \begin{pmatrix} 1 \\ 0 \\ 1 \\ 0 \end{pmatrix}, & \nu^{(3)}_6 &= \begin{pmatrix} 1 \\ -\delta^{-2} \lambda r_{1,\lambda} e^{\Phi} \\ 0 \\ 1 \end{pmatrix}, \\
\nu^{(3)}_7 &= \begin{pmatrix} 1 \\ -\delta^{-2} \lambda r_{1,\lambda} e^{\Phi} \\ 0 \\ 1 \end{pmatrix}, & \nu^{(3)}_8 &= \nu^{(3)}_7, \\
\nu^{(3)}_9 &= \begin{pmatrix} 1 \\ -\delta^2 r_{2,\lambda} e^{-\Phi} \\ 0 \\ 1 \end{pmatrix}, & \nu^{(3)}_{10} &= \begin{pmatrix} 1 \\ 0 \\ 1 \\ 0 \end{pmatrix},
\end{aligned}
\]

with $\nu^{(3)}_j$ denoting the restriction of $\nu^{(3)}$ to the contour labeled by $j$ in figure 5.
6. Local model

The transformations of section 5 led to a RH problem for $m^{(3)}$ with the property that the matrix $v^{(3)} - I$ decays to zero as $t \to \infty$ everywhere except near $\lambda_0$. This means that we only have to consider a neighborhood of $\lambda_0$ when computing the long-time asymptotics of $m^{(3)}$. In this section, we find a local solution $m^{\lambda_0}$ which approximates $m^{(3)}$ near $\lambda_0$. The basic idea is that in the large $t$ limit, the RH problem for $m^{(3)}$ near $\lambda_0$ reduces to a RH problem on a cross $X$ which can be solved exactly in terms of parabolic cylinder functions [11, 17].

6.1. Exact solution on the cross

Let $X = X_1 \cup \cdots \cup X_4 \subset \mathbb{C}$ be the cross defined by

\[
X_1 = \{ se^{\pi s} \mid 0 \leq s < \infty \}, \quad X_2 = \{ se^{\pi s} \mid 0 \leq s < \infty \}, \\
X_3 = \{ se^{-\pi s} \mid 0 \leq s < \infty \}, \quad X_4 = \{ se^{-\pi s} \mid 0 \leq s < \infty \},
\]

(6.1)

and oriented away from the origin, see figure 6.

**Lemma 6.1 (Exact solution on the cross).** Define the function $\nu : \mathbb{C} \to (0, \infty)$ by $\nu(q) = \frac{1}{2\pi} \ln(1 + |q|^2)$ and define the jump matrix $v^X(q, z)$ for $z \in X$ by
Then, for each $q \in \mathbb{C}$, the RH problem
\[
\begin{cases}
m^X(q, \cdot) \in I + \hat{E}^2(\mathbb{C} \setminus X), \\
m^X_L(q, z) = m^X(q, z)v^X(q, z) \quad \text{for a.e. } z \in X,
\end{cases}
\]
has a unique solution $m^X(q, z)$. This solution satisfies
\[
m^X(q, z) = I - \frac{i}{z} \begin{pmatrix} 0 & \beta^X(q) \\ \beta^X(q)^* & 1 \end{pmatrix} + O\left(\frac{q}{z^2}\right), \quad z \to \infty, \quad q \in \mathbb{C},
\]
where the error term is uniform with respect to $\arg z \in [0, 2\pi]$ and $q$ in compact subsets of $\mathbb{C}$, and the function $\beta^X(q)$ is defined by
\[
\beta^X(q) = \sqrt{\nu(q)}e^{i\left(\frac{\pi}{4} - \arg q - \arg \Gamma(i\nu(q))\right)}, \quad q \in \mathbb{C}.
\]
Moreover, for each compact subset $K$ of $C$,
\[\sup_{q \in K} \sup_{z \in C \setminus X} |m^X(q, z)| < \infty\]
and
\[\sup_{q \in K} \sup_{z \in C \setminus X} \frac{|m^X(q, z) - I|}{|q|} < \infty.\]  

**Proof.** The proof relies on deriving an explicit formula for the solution $m^X$ in terms of parabolic cylinder functions [17]. The lemma is standard except possibly for the presence of $q$ in the error term in (6.3) and for the estimate (6.5). The estimate (6.5) can be derived by analyzing the behavior of the explicit formula for $m^X$ as $q \to 0$ (or by noting that the $L^1$ and $L^\infty$ norms of $v - I$ are $O(q)$ as $q \to 0$). Using that $\beta^X(q) = O(q)$ as $q \to 0$, the error term in (6.3) also follows from the explicit formula. □

**Remark 6.2.** The estimate (6.5), which shows that $m^X$ approaches the identity matrix as $q$ goes to zero, will be important for the subsequent analysis. Indeed, for the analysis of the derivative NLS equation, we will apply lemma 6.1 with $q = q(\zeta)$ such that $q \to 0$ as $\zeta = x/t \to 0$, see equation (6.9). Therefore, in order to find the asymptotics of $u(x, t)$ near the boundary at $x = 0$, it is crucial to have good error estimates as $q \to 0$. The inclusion of $q$ in the error term in (6.3) is important for the same reason.

6.2. Local model near $\lambda_0$

Fix a small $\epsilon > 0$ and let $D_\epsilon(\lambda_0)$ denote the open disk of radius $\epsilon$ centered at $\lambda_0$. In order to relate $m^{(3)}$ to the solution $m^X$ of lemma 6.1, we make a local change of variables for $\lambda$ near $\lambda_0$ and introduce the new variable $z := z(\zeta, \lambda)$ by
\[z = \sqrt{8t}(\lambda - \lambda_0),\]
For each $\zeta \in I$, the map $\lambda \mapsto z$ is a biholomorphism from $D_\epsilon(\lambda_0)$ to the open disk of radius $\sqrt{8t}\epsilon$ centered at the origin. We note that $z$ satisfies
\[\frac{i z^2}{2} = 4i t(\lambda - \lambda_0)^2 = t(\Phi(\zeta, \lambda) - \Phi(\zeta, \lambda_0)).\]

Integration by parts gives
\[\int_{-\infty}^{\lambda_0} \ln(1 - s |r(s)|^2) \frac{ds}{s - \lambda} = \ln(\lambda - s) \ln(1 - s |r(s)|^2)|_{s=-\infty}^{s=\lambda_0} - \int_{-\infty}^{\lambda_0} \ln(\lambda - s) d\ln(1 - s |r(s)|^2), \quad \zeta \in I, \ \lambda \in C \setminus (-\infty, \lambda_0].\]

It follows that
\[\delta(\zeta, \lambda) = e^{-\nu \ln(\lambda - \lambda_0) + \chi(\zeta, \lambda)},\]  

where $\nu := \nu(\zeta) \geq 0$ is defined by
\[ \nu(\zeta) = \frac{1}{2\pi} \ln(1 - \lambda_0 |r(\lambda_0)|^2), \quad \zeta \in \mathcal{I}, \] (6.7)

and the function \( \chi(\zeta, \lambda) \) is given by
\[ \chi(\zeta, \lambda) = -\frac{1}{2\pi i} \int_{-\infty}^{\lambda_0} \ln(\lambda - s) d\ln(1 - s |r(s)|^2), \quad \zeta \in \mathcal{I}, \lambda \in \mathbb{C} \setminus (-\infty, \lambda_0). \] (6.8)

Hence we can write \( \delta \) as
\[ \delta(\zeta, \lambda) = z^{-\nu} \delta_0(\zeta, t) \delta_1(\zeta, \lambda), \quad \zeta \in \mathcal{I}, \lambda \in \mathbb{C} \setminus (-\infty, \lambda_0), \]
where the functions \( \delta_0(\zeta, t) \) and \( \delta_1(\zeta, \lambda) \) are defined by
\[ \delta_0(\zeta, t) = (8t)^{\frac{\nu}{2}} e^{\chi(\zeta, \lambda_0)}, \quad t > 0, \]
\[ \delta_1(\zeta, \lambda) = e^{\chi(\zeta, \lambda) - \chi(\zeta, \lambda_0)}, \quad \lambda \in D_\epsilon(\lambda_0). \]

Define \( \tilde{m}(x, t, z) \) by
\[ \tilde{m}(x, t, z(\zeta, \lambda)) = m^{(3)}(x, t, \lambda) e^{-i\Phi(\zeta, \lambda_0) \delta_1(\zeta, \lambda)|\lambda_0| - \frac{\nu}{2}}, \quad \lambda \in \mathbb{C} \setminus \Gamma^{(3)}. \]

Let \( \mathcal{X} := \mathcal{X}(\zeta) = \lambda_0 + X \) denote the cross \( X \) centered at \( \lambda_0 \), see figure 7. Then \( \tilde{m} \) is a sectionally analytic function of \( z \) which satisfies \( \tilde{m}_+ = \tilde{m}_{-} \tilde{v} \) on \( X \), where the jump matrix
\[ \tilde{v} = [\lambda_0]^{\frac{\nu}{2}} \delta_0(\zeta, t) - \delta_1 e^{i\Phi(\zeta, \lambda_0) \delta_1(\zeta, \lambda) \frac{\nu}{2}} \delta_1(\zeta, \lambda) \]
is given for \( z \in X \) by
\[ q := q(\zeta) = |\lambda_0|^{1/2} r(\lambda_0), \quad \zeta \in \mathcal{I}. \] (6.9)

For a fixed \( z, |\lambda|^{1/2} r(\lambda) \to q \) and \( \delta_1(\lambda(\zeta, z)) \to 1 \) as \( t \to \infty \). This suggests that \( \tilde{v} \) tends to the jump matrix \( v^k \) as defined in (6.2) for large \( t \). In other words, the jumps of \( m^{(3)} \) for \( \lambda \) near \( \lambda_0 \) approach those of the function \( m^Y \lambda_0^{-\sigma_1} |\lambda_0|^{\sigma_2} e^{i(\zeta, \lambda) s} \) as \( t \to \infty \). This suggests that we approximate \( m^{(3)} \) in the neighborhood \( D_\epsilon(\lambda_0) \) of \( \lambda_0 \) by a \( 2 \times 2 \) matrix valued function \( m^{(3)} \) of the form

\[ m^{(3)}(x, t, \lambda) = Y(\zeta, t, \lambda) m^Y(q(\zeta), z(\zeta, \lambda)) \delta_0(\zeta, t)^{-\sigma_1} |\lambda_0|^{\sigma_2} e^{i(\zeta, \lambda) s}, \] (6.10)

where \( Y(\zeta, t, \lambda) \) is a function which is analytic for \( \lambda \in D_\epsilon(\lambda_0) \). To ensure that \( m^{(3)} \) is a good approximation of \( m^{(3)} \) for large \( t \), we choose \( Y \) so that \( m^{(3)} \to I \) on \( \partial D_\epsilon(\lambda_0) \) as \( t \to \infty \). Hence we choose

\[ Y(\zeta, t, \lambda) \equiv Y(\zeta, t) = e^{-\frac{ie(\zeta, \lambda) s}{2}} |\lambda_0|^{-\sigma_2} \delta_0(\zeta, t)^{\sigma_1}. \] (6.11)

Let \( \mathcal{X} := \mathcal{X}(\zeta) \) denote the part of \( \mathcal{X} \) that lies in the disk \( D_\epsilon(\lambda_0) \), i.e. \( \mathcal{X} = \mathcal{X} \cap D_\epsilon(\lambda_0) \). In the following \( C \) denotes a generic constant independent of \( \zeta, t, \lambda \) which may change within a computation.

**Lemma 6.3.** For each \( \zeta \in \mathcal{I} \) and \( t > 0 \), the function \( m^{(3)}(x, t, \lambda) \) defined in (6.10) is an analytic function of \( \lambda \in D_\epsilon(\lambda_0) \) \( \setminus \) \( \mathcal{X} \). Moreover,

\[ |m^{(3)}(x, t, \lambda) - I| \leq C |\frac{q}{|\lambda_0|^{1/2}}| \leq C, \quad \zeta \in \mathcal{I}, t > 2, \lambda \in D_\epsilon(\lambda_0) \setminus \mathcal{X}. \] (6.12)

Across \( \mathcal{X} \), \( m^{(3)} \) obeys the jump condition \( m^{(3)} = m^{(3)} v^{(3)} \), where the jump matrix \( v^{(3)} \) satisfies

\[
\begin{align*}
||v^{(3)} - v^{(3)}||_{L^2(\mathcal{X})} & \leq C^{1/4} \ln t, \\
||v^{(3)} - v^{(3)}||_{L^2(\mathcal{X})} & \leq C^{3/4} \ln t, \quad \zeta \in \mathcal{I}, t > 2.
\end{align*}
\] (6.13)
Furthermore, as \( t \to \infty \),
\[
\|m^{x}(x, t, \cdot)^{-1} - I\|_{L^{\infty}(\partial D_{r}(\lambda_{0}))} = O\left(\frac{q}{|\lambda_{0}|^{1/2}}\sqrt{t}\right),
\]
(6.14)
and
\[
\frac{1}{2\pi i} \int_{\partial D_{r}(\lambda_{0})} (m^{x}(x, t, \lambda)^{-1} - I) d\lambda = -\frac{Y(\zeta, t) m^{x}(\zeta) Y(\zeta, t)^{-1}}{\sqrt{8t}} + O\left(\frac{q}{|\lambda_{0}|^{1/2}}\right),
\]
(6.15)
uniformly with respect to \( \zeta \in \mathcal{I} \), where \( m^{x}(\zeta) \) is defined by
\[
m^{x}(\zeta) = -i \begin{pmatrix} 0 & \beta^{x}(\zeta) \\ \frac{\beta^{x}(\zeta)}{\partial^{x}(\zeta)} & 0 \end{pmatrix}.
\]
(6.16)

**Proof.** The analyticity of \( m^{x} \) follows directly from the definition. Since
\[
m^{x}(x, t, \lambda) = Y(\zeta, t) m^{x}(q, \zeta) Y(\zeta, t)^{-1} = e^{-\frac{\delta^{x}(\zeta, \lambda) x}{2}} |\lambda_{0}|^{-\frac{1}{2}} \delta^{x}(\zeta, t)^{1/2} m^{x}(q, \zeta),
\]
where \(|e^{-\frac{\delta^{x}(\zeta, \lambda) x}{2}}| = |\delta_{0}(\zeta, t)| = 1\), the estimate (6.12) is a direct consequence of (6.5).

We next establish (6.13). Standard estimates show that
\[
|\lambda(\zeta, \lambda) - \lambda(\zeta, \lambda_{0})| \leq C|\lambda - \lambda_{0}|(1 + |\ln |\lambda - \lambda_{0}||), \quad \zeta \in \mathcal{I}, \ \lambda \in \mathcal{X}^{\varepsilon}.
\]
This yields
\[
|\delta_{1}(\zeta, \lambda) - 1| = |e^{\lambda(\zeta, \lambda)^{-1}\chi(\zeta, \lambda_{0})} - 1|
\leq C|\lambda - \lambda_{0}|(1 + |\ln |\lambda - \lambda_{0}||), \quad \zeta \in \mathcal{I}, \ \lambda \in \mathcal{X}^{\varepsilon}.
\]
(6.17)

On the other hand, equations (5.5) and (5.6) imply that the following estimates hold for all \( \zeta \in \mathcal{I} \) and \( t > 2 \):
\[
\left|\lambda(r_{1,2}(x, t, \lambda) + h_{0}(t, \lambda)) + |\lambda_{0}|^{1/2} q\right| \leq C|\lambda - \lambda_{0}|e^{\frac{i}{2} |\Re \Phi(\zeta, \lambda)|}, \quad \lambda \in \mathcal{X}^{\varepsilon} \cap \mathcal{D},
\]
\[
\left|\lambda(r_{1,2}(x, t, \lambda) + h(\lambda)) + |\lambda_{0}|^{1/2} q\right| \leq C|\lambda - \lambda_{0}|e^{\frac{i}{2} |\Re \Phi(\zeta, \lambda)|}, \quad \lambda \in \mathcal{X}^{\varepsilon} \cap \mathcal{D},
\]
\[
\left|r_{2,2}(x, t, \lambda) - |\lambda_{0}|^{-1/2} \frac{q}{1 + |q|^{2}}\right| \leq C|\lambda - \lambda_{0}|e^{\frac{i}{2} |\Re \Phi(\zeta, \lambda)|}, \quad \lambda \in \mathcal{X}^{'},
\]
\[
\left|\frac{r_{2,2}(x, t, \lambda)}{\lambda_{0}} + |\lambda_{0}|^{1/2} q\right| \leq C|\lambda - \lambda_{0}|e^{\frac{i}{2} |\Re \Phi(\zeta, \lambda)|}, \quad \lambda \in \mathcal{X}_{3},
\]
\[
\left|r_{1,2}(x, t, \lambda) + \frac{h_{0}(t, \lambda)}{\lambda_{0}} - |\lambda_{0}|^{-1/2} q\right| \leq C|\lambda - \lambda_{0}|e^{\frac{i}{2} |\Re \Phi(\zeta, \lambda)|}, \quad \lambda \in \mathcal{X}^{'}, \ \rho \in \mathcal{D},
\]
\[
\left|r_{1,2}(x, t, \lambda) + h(\lambda) - |\lambda_{0}|^{-1/2} q\right| \leq C|\lambda - \lambda_{0}|e^{\frac{i}{2} |\Re \Phi(\zeta, \lambda)|}, \quad \lambda \in \mathcal{X}^{'}, \ \rho \in \mathcal{D}.
\]
(6.18)

Indeed, for \( \lambda \in \mathcal{X}^{' \cap \mathcal{D}} \), the estimates (5.5) and (5.6) give
\[ |\lambda(r_{1,a}(x, t, \lambda) + h_a(t, \lambda)) + |\lambda_0|^{1/2}q| = |\lambda(r_{1,a}(x, t, \lambda) + h_a(t, \lambda)) - \lambda_0(r_1(\lambda_0) + h(\lambda_0))| \]
\[ \leq |\lambda - \lambda_0||r_{1,a}(x, t, \lambda) + h_a(t, \lambda)| + |\lambda_0||r_{1,a}(x, t, \lambda) - r_1(\lambda_0)| + |\lambda_0||h_a(t, \lambda) - h(0)| \]
\[ + |\lambda_0||h(0) - h(\lambda_0)| \]
\[ \leq C|\lambda - \lambda_0|^2 + C|\lambda_0| + C|\lambda_0||e^{\frac{\mu}{2}|r_{1,a}|} + C|\lambda_0||\lambda_0|e^{\frac{\mu}{2}|r_{1,a}|} + C|\lambda_0|^2 \]
\[ \leq C|\lambda - \lambda_0|e^{\frac{\mu}{2}|r_{1,a}|}, \]

which proves the first estimate in (6.18); the proofs of the other estimates are similar.

Since

\[
|\lambda_0|^{-\frac{\mu}{2}t} (\tilde{v} - v^\lambda) = \begin{cases} 
0 & \lambda \in \mathcal{X}_1 \cap \mathcal{D}_1, \\
-(\delta_1^{-2}\lambda(r_{1,a} + h_a) + |\lambda_0|^{1/2}q)e^{\frac{\mu}{2}t} & \lambda \in \mathcal{X}_1 \cap \mathcal{D}_2, \\
0 & \lambda \in \mathcal{X}_2, \\
-(\delta_1^{-2}\lambda r_{2,a} + |\lambda_0|^{1/2}q)e^{\frac{\mu}{2}t} & \lambda \in \mathcal{X}_3, \\
0 & \lambda \in \mathcal{X}_4 \cap \mathcal{D}_3, \\
0 & \lambda \in \mathcal{X}_4 \cap \mathcal{D}_4, \\
0 & \lambda \in \mathcal{X}_4 \cap \mathcal{D}_5.
\end{cases}
\]
equations (6.17) and (6.18) imply

\[
||\lambda_0|^{-\frac{\mu}{2}t} (\tilde{v} - v^\lambda)| \leq C|\lambda - \lambda_0|(1 + |\ln |\lambda - \lambda_0||)e^{-3|\lambda - \lambda_0|^2}, \quad \lambda \in \mathcal{X}^\circ. \quad (6.19)
\]

Indeed, for $\lambda \in \mathcal{X}_1 \cap \mathcal{D}_1$, we have

\[
\text{Re} \left( \frac{\mu^2}{2} \right) = t\text{Re} \Phi(\zeta, \lambda) = -4t|\lambda - \lambda_0|^2,
\]

and hence

\[
||\lambda_0|^{-\frac{\mu}{2}t} (\tilde{v} - v^\lambda)| \leq |\delta_1^{-2} - 1||\lambda(r_{1,a} + h_a)e^{\frac{\mu}{2}t} + |(\lambda(r_{1,a} + h_a) + |\lambda_0|^{1/2}q)e^{\frac{\mu}{2}t}| \]
\[ \leq C|\delta_1^{-2} - 1||\lambda_0|e^{\frac{\mu}{2}t} + C|\lambda - \lambda_0|e^{\frac{\mu}{2}t} \]
\[ \leq C|\lambda - \lambda_0|(1 + |\ln |\lambda - \lambda_0||)|\lambda|e^{-3|\lambda - \lambda_0|^2}
\[ + C|\lambda - \lambda_0|e^{-3|\lambda - \lambda_0|^2}, \quad \lambda \in \mathcal{X}_1 \cap \mathcal{D}_1.
\]
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which gives (6.19) for \(\lambda \in \mathcal{X}_\epsilon \cap D_1\); the proof is similar for the other parts of \(\mathcal{X}_\epsilon\).

Since

\[
v(3) - v^{\lambda_0} = e^{-\frac{r_\lambda (\zeta, \lambda_0)}{2} \delta_0 |\lambda_0|^{-\frac{1}{2}}} (\theta - v^X), \quad \lambda \in \mathcal{X}_\epsilon,
\]

we arrive at

\[
|v(3) - v^{\lambda_0}| \leq C|\lambda - \lambda_0|(1 + |\ln |\lambda - \lambda_0||)e^{-3|\lambda - \lambda_0|^2}, \quad \lambda \in \mathcal{X}_\epsilon.
\]

Thus

\[
\|v(3) - v^{\lambda_0}\|_{L^1(\mathcal{X}_\epsilon)} \leq C \int_0^\infty u(1 + |\ln u|)e^{-3u^2} du \leq Ct^{-1/2} \ln t, \quad \zeta \in I, \ t > 2,
\]

and

\[
\|v(3) - v^{\lambda_0}\|_{L^\infty(\mathcal{X})} \leq C \sup_{0 \leq u \leq \epsilon} u(1 + |\ln u|)e^{-3u^2} \leq Ct^{-1/2} \ln t, \quad \zeta \in I, \ t > 2,
\]

which gives (6.13).

The variable \(z = \sqrt{8t}(\lambda - \lambda_0)\) goes to infinity as \(t \to \infty\) if \(\lambda \in \partial D_\epsilon(\lambda_0)\). Thus equation (6.3) yields

\[
m^X(q, z(\zeta, \lambda)) = I + \frac{m^X(\zeta)}{\sqrt{8t}(\lambda - \lambda_0)} + O(qr^{-1}), \quad t \to \infty, \ \lambda \in \partial D_\epsilon(\lambda_0),
\]

uniformly with respect to \(\lambda \in \partial D_\epsilon(\lambda_0)\), where \(m^X\) is given by (6.16). Since

\[
m^{\lambda_0}(x, t, \lambda) = Ym^X(q, z(\zeta, \lambda))Y^{-1}
\]

and \(|Y| \leq C|\lambda_0|^{-1/4}\), this shows that

\[
(m^{\lambda_0})^{-1} - I = -\frac{Ym^X(\zeta)Y^{-1}}{\sqrt{8t}(\lambda - \lambda_0)} + O\left(\frac{q}{|\lambda_0|^{1/2}t}\right), \quad t \to \infty, \quad (6.20)
\]

uniformly with respect to \(\zeta \in I\) and \(\lambda \in \partial D_\epsilon(\lambda_0)\). Using that \(|m^X| \leq C|q|\), this proves (6.14).

Finally, equation (6.15) follows from (6.20) and Cauchy’s formula.

\[\square\]

7. Final steps

Define the approximate solution \(m^{\text{app}}\) by

\[
m^{\text{app}} = \begin{cases} m^{\lambda_0}, & \lambda \in D_\epsilon(\lambda_0), \\ I, & \text{elsewhere}. \end{cases}
\]

We will show that the solution \(\bar{m}(x, t, \lambda)\) defined by

\[
\bar{m} = m^{(3)}(m^{\text{app}})^{-1},
\]
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is small for large $t$. The function $\hat{m}$ satisfies the RH problem
\[
\begin{aligned}
\hat{m}(x,t,\cdot) &\in I + \mathcal{E}^2(C \setminus \hat{\Gamma}), \\
\hat{m}_+(x,t,\lambda) &= \hat{m}_-(x,t,\lambda)\hat{\nu}(x,t,\lambda) \quad \text{for a.e. } \lambda \in \hat{\Gamma},
\end{aligned}
\] (7.1)
where the contour $\hat{\Gamma} = \Gamma(3) \cup \partial D_\epsilon(\lambda_0)$ is displayed in figure 8 and the jump matrix $\hat{\nu}$ is given by
\[
\hat{\nu} = \begin{cases} 
\nu^{(3)}, & \lambda \in \hat{\Gamma} \setminus D_\epsilon(\lambda_0), \\
(m^{(3)})^{-1}, & \lambda \in \partial D_\epsilon(\lambda_0), \\
m^{(3)}\nu^{(3)}(m^{(3)})^{-1}, & \lambda \in \hat{\Gamma} \cap D_\epsilon(\lambda_0).
\end{cases}
\]

**Lemma 7.1.** Let $\hat{\nu} = \hat{\nu} - I$. The following estimates hold uniformly for $t > 2$ and $\zeta \in \mathcal{I}$:
\[
\begin{aligned}
\|\hat{\nu}\|_{(L^\infty,\mathcal{D}(\lambda_0))} &\leq C e^{-ct}, \quad (7.2a) \\
\|\hat{\nu}\|_{(L^\infty,\mathcal{D}(\lambda_0))} &\leq C t^{-3/2}, \quad (7.2b) \\
\|\hat{\nu}\|_{(L^\infty,\partial D_\epsilon(\lambda_0))} &\leq C q |\lambda_0|^{-1/2} t^{-1/2}, \quad (7.2c) \\
\|\hat{\nu}\|_{L^\infty} &\leq C t^{-1} \ln t, \quad (7.2d)
\end{aligned}
\]
\[ \| \hat{w} \|_{L^2(x')} \leq Ct^{-3/4} \ln t, \quad (7.2e) \]

\[ \| \hat{w} \|_{L^\infty(x')} \leq Ct^{-1/2} \ln t. \quad (7.2f) \]

**Proof.** For \( \lambda \in \mathcal{X}_2 \setminus D_r(\lambda_0) \), only the \( (12) \) entry of \( \hat{w} \) is nonzero and, using (5.6),

\[ |(\hat{w}(x, t, \lambda))_{12}| = | - \delta(\zeta, \lambda)^2 r_{2a}(x, t, \lambda) e^{-\Re \Phi(\zeta, \lambda)} | \leq C r_{2a} |e^{-\Re \Phi}| \leq C e^{-\frac{3}{4}|\Re \Phi|}, \quad \lambda \in \mathcal{X}_2 \setminus D_r(\lambda_0). \]

But \( \Re \Phi(\zeta, \lambda) = -8(\Im \lambda)(\Re \lambda - \lambda_0) \); hence \( |\Re \Phi(\zeta, \lambda)| \leq -4\epsilon^2 \) for all \( \lambda \in \mathcal{X} \setminus D_r(\lambda_0) \) and \( \zeta \in \mathcal{I} \). We find

\[ |(\hat{w}(x, t, \lambda))_{12}| \leq C e^{-3\epsilon^2}, \quad \lambda \in \mathcal{X}_2 \setminus D_r(\lambda_0), \quad \zeta \in \mathcal{I}, \quad t \geq 1. \]

This gives the estimate (7.2a) on \( \mathcal{X}_2 \setminus D_r(\lambda_0) \); the norms on \( \mathcal{X}_j \setminus D_r(\lambda_0), \) \( j = 1, 3, 4 \), are estimated in a similar way. This proves (7.2a).

The jump matrix \( \nu^{(3)} \) on \( \Gamma^{(3)} \setminus (\mathcal{X} \cup \partial D_r(\lambda_0)) \) involves the small remainders \( h_r, r_{1,r}, r_{2,r} \), so the estimate (7.2b) holds as a consequence of lemmas 5.2 and 5.3.

The estimate (7.2c) follows from (6.14). For \( \lambda \in \mathcal{X} \cap D_r(\lambda_0) \), we have

\[ \hat{w} = m^{\lambda_0}(\nu^{(3)} - \nu^{\lambda_0})(m^{\lambda_0})^{-1}. \]

so equations (6.12) and (6.13) yield (7.2d)–(7.2f). \( \square \)

The estimates in lemma 7.1 show that

\[ \begin{cases} \| \hat{w} \|_{L^r(\hat{\Gamma})} \leq Ct^{-1/2}, \\ \| \hat{w} \|_{L^\infty(\hat{\Gamma})} \leq Ct^{-1/2} \ln t, \end{cases} \quad t > 2, \quad \zeta \in \mathcal{I}. \quad (7.3) \]

If \( f \in L^2(\hat{\Gamma}) \), then the Cauchy transform \( \hat{\mathcal{C}} f \) is defined by

\[ (\hat{\mathcal{C}} f)(\lambda) = \frac{1}{2\pi i} \int_{\hat{\Gamma}} \frac{f(s)}{s - \lambda} ds, \quad \lambda \in \mathcal{C} \setminus \hat{\Gamma}. \quad (7.4) \]

We let \( \hat{\mathcal{C}}_+ f \) and \( \hat{\mathcal{C}}^- f \) denote the nontangential boundary values of \( \hat{\mathcal{C}} f \) from the left and right sides of \( \hat{\Gamma} \). Then \( \hat{\mathcal{C}}_+ \in B(L^2(\hat{\Gamma})) \) and \( \hat{\mathcal{C}}_+ - \hat{\mathcal{C}}_- = I \), where \( B(L^2(\hat{\Gamma})) \) denotes the Banach space of bounded linear maps \( L^2(\hat{\Gamma}) \to L^2(\hat{\Gamma}) \). By (7.3), we have

\[ \| \hat{\mathcal{C}}_+ \|_{B(L^2(\hat{\Gamma}))} \leq C \| \hat{w} \|_{L^\infty(\hat{\Gamma})} \leq Ct^{-1/2} \ln t, \quad t > 2, \quad \zeta \in \mathcal{I}, \quad (7.5) \]

where the operator \( \hat{\mathcal{C}}_+ : L^2(\hat{\Gamma}) + L^\infty(\hat{\Gamma}) \to L^2(\hat{\Gamma}) \) is defined by \( \hat{\mathcal{C}}_+ f = \hat{\mathcal{C}}_-(f \hat{w}) \).

In particular, there exists a \( T > 2 \) such that \( I - \hat{\mathcal{C}}_+(\zeta, \cdot) \in B(L^2(\hat{\Gamma})) \) is invertible for all \( t > T \). We define \( \hat{\mu}(x, t, \lambda) \in I + L^2(\hat{\Gamma}) \) for \( t > T \) by

\[ \hat{\mu} = I + (I - \hat{\mathcal{C}}_+)^{-1} \hat{\mathcal{C}}_+ L. \quad (7.6) \]

Standard estimates using the Neumann series show that

\[ \| \hat{\mu} - I \|_{L^2(\hat{\Gamma})} \leq \frac{C \| \hat{w} \|_{L^2(\hat{\Gamma})}}{1 - \| \hat{\mathcal{C}}_+ \|_{B(L^2(\hat{\Gamma}))}}. \]
Thus, by (7.3) and (7.5),
\[ \|\dot{m}(x, t, \cdot) - I\|_{L^1(\Gamma)} \leq C \epsilon^{-1/2}, \quad t > T, \; \zeta \in \mathcal{I}. \] (7.7)

It follows that there exists a unique solution \( \dot{m} \in I + E^2(\mathcal{C} \setminus \Gamma) \) of the RH problem (7.1) for all \( t > T \). This solution is given by
\[ \dot{m}(x, t, \lambda) = I + \mathcal{C}(\dot{\mu}) = I + \frac{1}{2\pi i} \int_{\Gamma} \dot{\mu}(x, t, s) \dot{w}(x, t, s) \frac{ds}{s - \lambda}. \] (7.8)

### 7.1. Asymptotics of \( \dot{m} \)

The following nontangential limit exists as \( \lambda \to \infty \):
\[ \lim_{\lambda \to \infty} \lambda(\dot{m}(x, t, \lambda) - I) = -\frac{1}{2\pi i} \int_{\Gamma'} \dot{\mu}(x, t, \lambda) \dot{w}(x, t, \lambda) d\lambda. \] (7.9)

By (7.2b) and (7.7),
\[ \int_{\Gamma'} \dot{\mu}(x, t, \lambda) \dot{w}(x, t, \lambda) d\lambda = \int_{\Gamma'} \dot{w}(x, t, \lambda) d\lambda + \int_{\Gamma'} (\dot{\mu}(x, t, \lambda) - I) \dot{w}(x, t, \lambda) d\lambda \]
\[ = O(\|\dot{w}\|_{L^1(\Gamma')}^2) + O(\|\dot{\mu} - I\|_{L^2(\Gamma')} \|\dot{w}\|_{L^2(\Gamma')}) \]
\[ = O(t^{-3/2}), \quad t \to \infty, \]

where \( \Gamma' := \Gamma^{(3)} \setminus (\mathcal{C} \cup \partial D_{s}(\lambda_0)) \). Hence the contribution to the integral in (7.9) from \( \Gamma' \) is \( O(t^{-3/2}) \). By (6.15), (7.2c), and (7.7), the contribution from \( \partial D_{s}(\lambda_0) \) to the right-hand side of (7.9) is
\[ -\frac{1}{2\pi i} \int_{\partial D_{s}(\lambda_0)} \dot{w}(x, t, \lambda) d\lambda - \frac{1}{2\pi i} \int_{\partial D_{s}(\lambda_0)} (\dot{\mu}(x, t, \lambda) - I) \dot{w}(x, t, \lambda) d\lambda \]
\[ = -\frac{1}{2\pi i} \int_{\partial D_{s}(\lambda_0)} (m^{X})(\partial D_{s}(\lambda_0)) \|\dot{w}\|_{L^2(\partial D_{s}(\lambda_0))} \] \[ = Y(\zeta, t) m^{X}(\zeta) \frac{1}{\sqrt{8t}} + O\left(\frac{q}{\lambda_0^{1/2}}\right), \quad t \to \infty. \]

Finally, by (7.2) and (7.7), the contribution from \( \mathcal{C} \) to the right-hand side of (7.9) is
\[ O(\|\dot{w}\|_{L^2(\mathcal{C})} + \|\dot{\mu} - I\|_{L^2(\mathcal{C})} \|\dot{w}\|_{L^2(\mathcal{C})}) = O(t^{-1} \ln t), \quad t \to \infty. \]

Collecting the above contributions, we find from (7.9) that
\[ \lim_{\lambda \to \infty} \lambda(\dot{m}(x, t, \lambda) - I) = Y(\zeta, t) m^{X}(\zeta) \frac{1}{\sqrt{8t}} + O\left(\frac{\ln t}{t}\right), \quad t \to \infty, \] (7.10)

uniformly with respect to \( \zeta \in \mathcal{I} \).

### 7.2. Asymptotics of \( u \)

Taking the transformations of section 5 into account, we find
\[ m(x, t, \lambda) = \dot{m}(x, t, \lambda) H(x, t, \lambda)^{-1} \delta(\zeta, t)^{\eta}. \]
for all large \( \lambda \in \mathbb{C} \setminus \hat{\mathbb{I}} \). It follows from (4.9), (5.2), (5.7), and (7.10) that

\[
\tilde{u}(x, t) = \lim_{\lambda \to \infty} \lambda(m(x, t, \lambda) - I)_{12}
\]

\[
= \lim_{\lambda \to \infty} \lambda(\hat{m}(x, t, \lambda) - I)_{12}
\]

\[
= \left( Y(\zeta, t) m^2(\zeta) Y(\zeta, t)^{-1}\right)_{12} + o(t^{-1} \ln t)
\]

\[
= \frac{i \beta X(q) \delta^2 e^{-\varphi(\zeta, \lambda) \nu \lambda}}{\sqrt{8t|\lambda_0|}} + o(t^{-1} \ln t)
\]

\[
= - \frac{i \beta X(q) (8t)^{\nu} e^{2\varphi(\zeta, \lambda) \nu \lambda}}{\sqrt{8t|\lambda_0|}} + o(t^{-1} \ln t), \quad t \to \infty,
\]

uniformly with respect to \( \zeta \in \mathcal{I} \).

By (2.8), we have

\[
u \leq |m(x, t)|^2 \leq C t^2, \quad t \to \infty.
\]

If we choose an integration contour consisting of the vertical segment from \((0,0)\) to \((0,t)\) followed by the horizontal segment from \((0,t)\) to \((x,t)\), it follows from the definition (2.2) of \( \Delta \) and the equality \( |u| = 2|\tilde{u}| \) that

\[
\int_{(0,0)}^{(x,t)} \Delta = \int_0^t \left( \frac{3}{4} |\beta_0|^4 - \frac{i}{2} (\beta_1 \beta_0 - \beta_0 \beta_1) \right) dt' + \int_0^x 2|\tilde{u}(x',t)|^2 dx'.
\]

The asymptotic formula (7.11) for \( \tilde{u} \) gives

\[
\int_0^x 2|\tilde{u}(x',t)|^2 dx' = 2 \int_0^x \left| \frac{\nu (\zeta')}{8t|\lambda_0(\zeta')|} \right|_{\zeta = \zeta'} + o(t^{-1} \ln t) \right|^2 dx'
\]

\[
= \frac{1}{8\pi t} \int_0^x \left| \frac{1 + \sqrt{s}}{x'/4t} \right|^2 dx' + o(x^{-3/2} \ln t) + O(x^{-2}(\ln t)^2)
\]

\[
= \frac{1}{2\pi} \int_0^{x|\lambda_0|} \ln(1 + \sqrt{s}) (s^{-3/2} \ln t) + O(t^{-2} \ln t), \quad t \to \infty,
\]

where the error term is uniform with respect to \( \zeta \in \mathcal{I} \) and we have used that \( x \leq Ct \) and \( \nu \leq C|\lambda_0| \) for \( \zeta \in \mathcal{I} \). Substituting (7.11), (7.13), and (7.14) into (7.12), the asymptotic formula (3.1) for \( u(x, t) \) follows. This completes the proof of theorem 3.1.
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Appendix. Proof of lemma 5.2

For the proof of lemma 5.2, we will need the following properties of $h$:

- $h \in C^6(\mathbb{R}_+)$, where $\mathbb{R}_+ = [0, \infty)$.
- There exist complex constants $\{p_j\}_{j=0}^5$ such that
  $$h^{(n)}(\lambda) = \frac{d^n}{d\lambda^n} \left( \sum_{j=0}^{5} p_j \lambda^j \right) + O(\lambda^{6-n}), \quad \lambda \to 0, \; \lambda \in \mathbb{R}_+, \; n = 0, 1, 2.$$
- There exists a complex constants $\{h_j\}_{j=2}^3$ such that
  $$h^{(n)}(\lambda) = \frac{d^n}{d\lambda^n} \left( \sum_{j=2}^{3} h_j \lambda^{-j} \right) + O\left(\lambda^{-4+n}\right), \quad \lambda \to \infty, \; \lambda \in \mathbb{R}_+, \; n = 0, 1, 2.$$

The above properties are direct consequences of the fact that $h(\lambda)$ is a smooth function of $\lambda \in \overline{D}_2$ which satisfies (4.6a) as $\lambda \to \infty$.

Let

$$f_0(\lambda) = \sum_{j=2}^{9} \frac{a_j}{(\lambda + i)^j},$$

where $\{a_j\}_{j=2}^9$ are complex constants such that

$$f_0(\lambda) = \begin{cases} 
\sum_{j=0}^{5} p_j \lambda^j + O(\lambda^6), & \lambda \to 0, \\
\sum_{j=2}^{3} h_j \lambda^{-j} + O(\lambda^{-4}), & \lambda \to \infty.
\end{cases} \tag{A.1}$$

It is easy to verify that (A.1) imposes eight linearly independent conditions on the $a_j$; hence the coefficients $a_j$ exist and are unique. The function $f_0(\lambda)$ coincides with $h(\lambda)$ to fifth order at 0 and to third order at $\infty$. More precisely, letting $f = h - f_0$, we have

$$f^{(n)}(\lambda) = \begin{cases} 
O(\lambda^{6-n}), & \lambda \to 0, \\
O(\lambda^{-4+n}), & \lambda \to \infty,
\end{cases} \quad \lambda \in \mathbb{R}_+, \; n = 0, 1, 2. \tag{A.2}$$

The decomposition of $h(\lambda)$ can now be derived as follows. The map $\lambda \mapsto \phi = \phi(\lambda)$ defined by

$$\phi(\lambda) = 4\lambda^2$$

is a bijection $[0, i\infty) \to (-\infty, 0]$, so we may define a function $F : \mathbb{R} \to \mathbb{C}$ by

$$F(\phi) = \begin{cases} 
(\lambda + i)^3 f(\lambda), & \phi \leq 0, \\
0, & \phi > 0,
\end{cases} \quad \zeta \in I, \tag{A.3}$$

The function $F(\phi)$ is $C^6$ for $\phi \neq 0$ and

$$F^{(n)}(\phi) = \left( \frac{1}{8\lambda} \frac{\partial}{\partial \lambda} \right)^n \left( \frac{(\lambda + i)^3}{\lambda} f(\lambda) \right), \quad \phi < 0.$$
Using (A.2) it follows that $F \in C^2(\mathbb{R})$ and $F^{(n)}(\phi) = O(\phi^{-1-n})$ as $|\phi| \to \infty$ for $n = 0, 1, 2$. In particular,

$$\left\| \frac{d^n F}{d\phi^n} \right\|_{L^2(\mathbb{R})} < \infty, \quad n = 0, 1, 2,$$

that is, $F$ belongs to the Sobolev space $H^2(\mathbb{R})$. It follows that the Fourier transform $\hat{F}(s)$ defined by

$$\hat{F}(s) = \frac{1}{2\pi} \int_{\mathbb{R}} F(\phi) e^{-is\phi} d\phi,$$

satisfies

$$F(\phi) = \int_{\mathbb{R}} \hat{F}(s) e^{is\phi} ds,$$

and, by the Plancherel theorem, $\|s^2 \hat{F}(s)\|_{L^2(\mathbb{R})} < \infty$. Equations (A.3) and (A.4) imply

$$\frac{\lambda}{(\lambda + i)^2} \int_{\mathbb{R}} \hat{F}(s) e^{is\lambda^2} ds = f(\lambda), \quad \lambda \in i\mathbb{R}^+.$$

Writing

$$f(\lambda) = f_0(t, \lambda) + f_t(t, \lambda), \quad t > 0, \lambda \in i\mathbb{R}^+,$$

where the functions $f_0$ and $f_t$ are defined by

$$f_0(t, \lambda) = \frac{\lambda}{(\lambda + i)^2} \int_{-\frac{i}{\lambda}}^{\infty} \hat{F}(s) e^{is\lambda^2} ds, \quad t > 0, \lambda \in \mathcal{D}_1,$n

$$f_t(t, \lambda) = \frac{\lambda}{(\lambda + i)^2} \int_{-\infty}^{-\frac{i}{\lambda}} \hat{F}(s) e^{is\lambda^2} ds, \quad t > 0, \lambda \in i\mathbb{R}^+,$n

we infer that $f_0(t, \cdot)$ is continuous in $\mathcal{D}_1$ and analytic in $\mathcal{D}_1$. Furthermore, since $|\text{Re} 4i\lambda^2| \leq |\text{Re} \Phi(\zeta, \lambda)|$ for all $\lambda \in \mathcal{D}_1$ and $\zeta \in \mathcal{I}$, we find

$$|f_0(t, \lambda)| \leq \frac{|\lambda|}{|\lambda + i|^2} \|\hat{F}\|_{L^2(\mathbb{R})} \sup_{s > -\frac{i}{\lambda}} e^{s \lambda^2} \leq \frac{C|\lambda|}{|\lambda + i|^2} e^{2|\text{Re} 4i\lambda^2|/\lambda},$$

$$\zeta \in \mathcal{I}, \quad \zeta > 0, \lambda \in \mathcal{D}_1,$n

and

$$|f_t(t, \lambda)| \leq \frac{|\lambda|}{|\lambda + i|^2} \int_{-\infty}^{-\frac{i}{\lambda}} s^2 |\hat{F}(s)| s^{-2} ds \leq \frac{C|\lambda|}{|\lambda + i|^2} s^2 \|\hat{F}(s)\|_{L^2(\mathbb{R})} \sqrt{\int_{-\infty}^{-\frac{i}{\lambda}} s^{-4} ds}$$

$$\leq \frac{C}{1 + |\lambda|^2} t^{-3/2}, \quad \zeta \in \mathcal{I}, \quad t > 0, \lambda \in i\mathbb{R}^+.$$

Hence the $L^1$, $L^2$, and $L^\infty$ norms of $f_t$ on $i\mathbb{R}^+$ are $O(t^{-3/2})$. Letting

$$h_0(t, \lambda) = f_0(\lambda) + f_t(t, \lambda), \quad t > 0, \lambda \in \mathcal{D}_1,$n

$$h_t(t, \lambda) = f_t(t, \lambda), \quad t > 0, \lambda \in i\mathbb{R}^+,$n

we find a decomposition of $h$ with the properties listed in the statement of the lemma.
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