Efficient Visual Tracking with Exemplar Transformers

Philippe Blatter*,1 Menelaos Kanakis*,1 Martin Danelljan1 Luc Van Gool1,2
1ETH Zürich 2KU Leuven

Abstract

The design of more complex and powerful neural network models has significantly advanced the state-of-the-art in visual object tracking. These advances can be attributed to deeper networks, or the introduction of new building blocks, such as transformers. However, in the pursuit of increased tracking performance, runtime is often hindered. Furthermore, efficient tracking architectures have received surprisingly little attention. In this paper, we introduce the Exemplar Transformer, a transformer module utilizing a single instance level attention layer for realtime visual object tracking. E.T.Track, our visual tracker that incorporates Exemplar Transformer modules, runs at 47 FPS on a CPU. This is up to 8× faster than other transformer-based models. When compared to lightweight trackers that can operate in realtime on standard CPUs, E.T.Track consistently outperforms all other methods on the LaSOT [16], OTB-100 [52], NFS [27], TrackingNet [36], and VOT-ST2020 [29] datasets. Code and models are available at https://github.com/pblatter/ettrack.

1. Introduction

Estimating the trajectory of an object in a video sequence, referred to as visual tracking, is one of the fundamental problems in computer vision. Deep neural networks have significantly advanced the performance of visual tracking methods with deeper networks [4], more accurate bounding boxes [31], or with the introduction of new modules, such as transformers [53, 8, 48]. However, these advances often come at the cost of more expensive models. While the demand for realtime visual tracking on applications such as autonomous driving, robotics, and human-computer-interfaces is increasing, efficient deep tracking architectures have received surprisingly little attention. This calls for visual trackers that, while accurate and robust, are capable of operating in realtime under the hard computational constraints of limited hardware.

*P. Blatter and M. Kanakis contributed equally to this work.

Transformers [45], proposed for machine translation, have also demonstrated superior performance in a number of vision based tasks, including image [3] and video [51] classification, object detection [7], and even multi-task learning [6]. The field of visual tracking has also observed similar performance benefits [53, 42, 48]. While transformers have enabled the trackers to improve accuracy and robustness, they severely suffer from high computational cost, leading to decreased runtime operation, as depicted in Fig. 1. In this work, we set out to find a transformer module, capable increasing tracking accuracy and robustness while not compromising runtime.

In this work we propose Exemplar Attention, a single instance-level attention layer for visual tracking. Our attention module exploits domain specific knowledge to improve the tracker’s performance, while maintaining a comparable runtime. Specifically, we build upon two hypotheses. Firstly, one global query value is sufficiently descrip-
tive when tracking a single object. Secondly, a small set of exemplar values can act as a shared memory between the samples of the dataset. Thus, our constrained instance-level Exemplar Attention captures more explicit information about the target object, compared to conventional attention modules.

We develop the Exemplar Transformer Tracker (E.T.Track) by integrating our Exemplar Transformer layer into a Siamese tracking architecture. Specifically, we replace the convolutional layers in the tracker heads with the Exemplar Transformer layer. The additional expressivity from the Exemplar Transformer layer significantly improves the performance of the models based on regular convolutional layers. The added performance gain comes at an insignificant cost in runtime, as seen in Fig. 1 when comparing it to the mobile LightTrack [54] (LT-Mobile). We further compare our transformer layer for single object tracking to other generic transformer layers. We find that Exemplar Transformer consistently outperforms competing methods, attesting to the benefits of explicitly designing attention layers for the task of visual tracking.

We validate our approach on six benchmark datasets: LaSOT [16], OTB-100 [52], UAV-123 [35], NFS [27], TrackingNet [36] and VOT-ST2020 [29]. Our proposed tracker runs at 46.8 Frames Per Second (FPS) on a CPU, while setting a new state-of-the-art among realtime CPU trackers by achieving 59.1% AUC on the challenging LaSOT dataset.

In summary, our contributions are:

- We introduce Exemplar Transformer, a transformer layer based on a single instance-level attention layer referred to as Exemplar Attention.
- We develop a transformer-based tracking architecture based upon our Exemplar Transformer layer.
- Our tracker runs in realtime on a CPU, while outperforming previous realtime trackers on 5 benchmarks.

2. Related Work

Siamese Trackers In recent years, Siamese trackers have gained significant popularity due to their performance capabilities and simplicity. The Siamese-based tracking framework formulates visual object tracking as a template matching problem, utilizing cross-correlation between a search and an image patch. The original work of Bertinetto et al. introduced SiamFC [4], the first model incorporating feature correlation into a Siamese framework. Li et al. [31] introduced region proposal networks to increase efficiency and obtain more accurate bounding boxes. More recent advances on the Siamese tracker front include the use of additional branches [49], refinement modules for more precise bounding box regression [55], and various model update mechanisms [17, 18, 56, 58]. Unlike previous Siamese trackers, we propose the Exemplar Transformer module that is incorporated into the prediction heads, and improves the tracker’s performance at an insignificant runtime increase.

Transformers in Tracking The Transformer [45] was introduced as a module to improve the learning of long-range dependencies in neural machine translation, by enabling every element to attend to all others. In computer vision, transformers have been used in image [3] and video [51] classification, object detection [7], and even multi-task learning of dense prediction tasks [6]. More related to our work, transformers have also been utilized to advance the performance of visual trackers. STARK [53] utilizes transformers to model the global spatio-temporal feature dependencies between target object and search regions. This is achieved by integrating a dynamically updated template into the encoder, in addition to the regular search and template patch. [48] introduced a transformer architecture that improves the standard Siamese-like pipeline by additionally exploiting temporal context. The encoder model mutually reinforces multiple template features by leveraging self-attention blocks. In the decoder, the template and search branch are bridged by cross-attention blocks in order to propagate temporal contexts. [8] also improve Siamese-based trackers by replacing the regular correlation operation by a Transformer-based feature fusion network. The Transformer-based fusion model aggregates global information, providing a superior alternative to the standard linear correlation operation. ToMP [34], on the other hand, utilizes a transformer to predict the weights of a convolutional kernel in order to localize the target in the search region and template patches. In this work, we also design transformer architecture for tracking. Unlike the previous transformers for tracking, Exemplar Transformer is lightweight and can be utilized in computationally limited hardware running at realtime.

Efficient Tracking Architectures With an increase in demand for realtime visual tracking in applications such as autonomous driving, and human-computer-interfaces, efficient deep tracking architectures are essential. Surprisingly, however, little attention has been provided on efficient trackers that can operate on computationally limited hardware. KCF [21] and fDSST [13] employ hand-crafted features to enable realtime operation on CPUs. While fast, their reliance on hand crafted features significantly hinders their performance compared to newer and more complex methods. In contrast, we present an efficient deep tracker that operates at a comparable runtime but performs on par with the more expensive deep trackers. More related to our work, LightTrack [54] employs neural architecture search (NAS) to find a lightweight and efficient Siamese tracking architecture. We instead propose an efficient transformer layer that can complement existing architecture advances
such as LightTrack. Specifically, our transformer layer can act as a drop in replacement for convolutional layers, increasing performance with negligible effects on runtime.

Efficient Transformers The immense interest in transformer architectures [15, 37, 7, 51] resulted in the development of various efficient model variants that can be grouped in 4 major categories [44]. Low Rank/Kernel methods assume and leverage low-rank approximations of the self-attention matrix [26, 9]. Memory/Downsampling methods learn a side memory module to access multiple tokens simultaneously, or simply reduce the sequence length [43, 59, 33]. Fixed/Factorized/Random Patterns limit the field of view of the self-attention, such as using block patterns [40, 59, 33, 38]. Learnable Patterns replace the fixed pattern, as in standard transformers, with dynamic patterns [47, 50, 28]. Our work falls in the intersection of Memory/Downsampling and Fixed/Factorized/Random Patterns. Unlike the aforementioned works that aim to design generic attention layers, Exemplar Attention is instead designed for the task of single object visual tracking by exploiting domain specific knowledge.

3. Efficient Tracking with Transformers

Striking a balance between well performing object trackers and runtime speeds that fall in the realtime envelope, is a challenging problem when deploying on computationally limited devices. In this section, we introduce the Exemplar Transformer, a transformer architecture based on single instance level attention layers for single object tracking. While lightweight, our Exemplar Transformer significantly closes the performance gap with the computationally expensive transformer-based trackers [53, 48, 8]. Sec. 3.1 first presents the original Transformer of Vaswani et al. [45], followed by our Exemplar Transformer formulation. Sec. 3.2 introduces our E.T.Track. Specifically, it first outlines the overall architecture, and presents how Exemplar Transformers are utilized within the tracker.

3.1. Exemplar Transformers

Standard Transformer The Transformer [45], introduced for machine translation, receives a one dimensional input sequence $x \in \mathbb{R}^{N \times D}$ with $N$ feature vectors of dimensions $D$. The input sequence is processed by a series of transformer layers defined as

$$T(x) = f(A(x) + x).$$

The function $f(\cdot)$ is a lightweight Feed-Forward Network (FFN) that projects independently each feature vector. The function $A(\cdot)$ represents a self-attention layer that acts across the entire sequence. Specifically, the authors used the “Scaled Dot-Product Attention”, defined as

$$A(x) = \text{softmax} \left( \frac{Q^T K}{\sqrt{d_k}} V \right) \text{constant}$$

The queries $Q \in \mathbb{R}^{N \times D_{QK}}$, keys $K \in \mathbb{R}^{N \times D_{QK}}$, and values $V \in \mathbb{R}^{N \times D_V}$ represent projections of the input sequence, while $\sqrt{d_k}$ is a normalization constant. The self attention, therefore, computes a similarity score between all representations, linearly combines the feature representations, and accordingly adapts the input representation $x$ in Eq. 1. The computational complexity of Eq. 2 is $O(N^2 D)$, i.e. it scales quadratically with the length of the input sequence.

Exemplar Attention We now introduce Exemplar Attention, the key building block of the Exemplar Transformer module. We hypothesize that, while the direct connection between all features is essential in machine translation and some vision tasks, this design choice can be sub-optimal when attending to the single object being tracked. We describe the required modifications of the individual components below.

The standard Query function $f_Q$ projects every spatial location of the feature map independently to a query space. Unlike machine translation where every feature represents a specific word or token, adjacent spatial representation in
vision tasks often correspond to the same object. Consequently, we aggregate the information of the feature map $X \in \mathbb{R}^{H \times W \times D}$, where $H \times W$ represents the spatial dimensions. Specifically, we use a 2D adaptive average pooling layer with an output spatial dimension $S \times S$, followed by a flattening operation. The operation is denoted $\Psi_S(X)$, decreasing the output spatial dimension to $S^2$. The compressed representation of $X$ is then projected to a query space as in the standard self-attention formulation.

$$Q = \Psi_S(X)W_Q \in \mathbb{R}^{S^2 \times D_QK}$$ (3)

We hypothesize that for single instance tracking, one global query value is sufficient to identify the object of interest, while also decreasing the computational complexity of the module. To this extent, we set $S = 1$. This design choice is further supported by the success of global pooling in classification architectures [20], as well as transformer based object detection [7].

The keys and values, as presented in Eq. 2, are per spatial location linear projections of the input. The self-attention layer then enables the learning of spatial correlations, at the cost of every feature attending to all others. This eliminates spatial biases built into convolutional layers. Rather than requiring a fine grained feature map and relying solely on intra-sample relationships, we instead learn a small set of exemplar representations. The exemplar representations encapsulates dataset information in order to dynamically adapt the attention layer given the global query token and the captured information. To this end, we optimize a small set of exemplar keys $K = \hat{W}_K \in \mathbb{R}^{E \times D_QK}$ that, unlike the formulation in Eq. 2, are independent of the input. The similarity matrix therefore associates the global query, Eq. 3, to exemplars. Our attention layer then refines the input representation on the local level by replacing the projection $f_V(\cdot)$ with a convolutional operation

$$V = W_V \odot X \in \mathbb{R}^{E \times H \times W \times D_V},$$ (4)

where $W_V \in \mathbb{R}^{E \times Z \times Z}$ can be of any spatial dimension $Z$, while the number of exemplars $E$ can be chosen arbitrarily. We use $E = 4$ in our experiments, which is significantly smaller than the dimensions $H \times W$, maintaining comparable runtime.

Our efficient Exemplar Attention is therefore defined as,

$$A(x) = \text{softmax} \left( \frac{f_Q(x) f_K(\cdot)}{\sqrt{d_k}} \right) \frac{f_V(x)}{\left( W_V \odot X \right)},$$

but can also be written as,

$$A(x) = \left[ \text{softmax} \left( \frac{(\Psi_S(X)W_Q)(\hat{W}_K^T)}{\sqrt{d_k}} \right) W_V \right] \odot X.$$ (6)

Exemplar Attention, while inspired by the scaled dot-product attention, is conceptually very different. In self-attention (2), $f_{\{Q,K,V\}}$ act as projections to their corresponding feature spaces, with the similarity function learning the relationships between all spatial locations. In other words, self-attention relies solely on intra-sample relationships, and therefore requires fine-grained representations. Instead, the Exemplar Attention layer enforces the attending over a single instance through the use of a global query token. The global query encapsulated the representation of the object, is dynamically generated from the input image, and applied locally on the feature map using a convolutional operation. To enable the use of a single query token, we exploit dataset information to form the exemplar representations through end-to-end optimization, eliminating the need of the intra-sample similarity function. A comparison between the two attention mechanisms is depicted in Fig. 2.
3.2. E.T.Track Architecture

In this section we introduce the base tracking architecture used throughout our work. While Exemplar Transformers can be incorporated into any tracking architecture, we evaluate its efficacy on lightweight Siamese trackers. An overview of the E.T.Track architecture can be seen in Fig. 3.

Our model employs the lightweight backbone model LT-Mobile [54]. The model was identified by NAS on a search space consisting of efficient and lightweight building blocks. The feature extracting backbone consists of $3 \times 3$ convolutional layers, depthwise separable convolutional layers and mobile inverted bottleneck layers with squeeze and excitation modules.

The Exemplar Transformer layer can act as a drop in replacement for any convolution operation of the architecture. We replace all the convolutions in the classification and bounding box regression branches, while keeping the lightweight backbone architecture untouched. This eliminates the need for retraining the backbone on ImageNet [14].

Search and template frames are initially processed through a backbone network. The similarity between the representations is computed by a pointwise cross-correlation. The resulting correlation map is then fed into the tracker head, where it is processed by a classification branch and a bounding box regression branch in parallel. The bounding box regression branch predicts the distance to all four sides of the bounding box. The classification branch predicts whether each region is part of the foreground or the background. During training, the bounding box regression branch considers all the pixels within the ground truth bounding box as training samples, therefore, the model is able to determine the exact location of the object even when only small parts of the input image are classified as foreground. The model is trained by optimizing a weighted combination of the binary cross-entropy (BCE) loss and the IoU loss [57] between the predicted and ground-truth bounding boxes. For more details, as well as more information on the data preprocessing, we refer the reader to [61].

4. Experiments

We first present implementation details of our tracker in section 4.1. The comparison to state-of-the-art is presented in Sec. 4.2, followed by an ablation study in Sec. 4.3. Code and trained models will be released on publication.

4.1. Implementation Details

Architecture We adopt the LT-Mobile architecture of LightTrack [54] as our baseline due to its performance versus efficiency trade-off. LT-Mobile is comprised of a small encoder, and later branches to the classification and regression heads. The classification head is comprised of 6 convolutional modules, while the regression head is comprised of 8. Each convolutional module consists of a Depthwise Separable Convolution [23], a Batch Normalization layer [25] and a Rectified Linear unit. E.T.Track replaces each convolutional module with an Exemplar Transformer Layer, introduced in Sec. 3.1. The learnable “value” parameters of the attention module are initialized using kaiming initialization [19], while the learnable “keys” parameters are initialized using a normal distribution. The FFN consists of 2 linear layers with a ReLU activation, dropout [41] with a ratio of 0.1, and LayerNorm [2].

Training All models have been trained using an Nvidia GTX TITAN X, and evaluated on an Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz. The training of our E.T.Track architecture is based on the training framework used in LightTrack [54] which, in turn, is based on OCEAN [61]. As is common practice, we initialize the backbone with ImageNet pre-trained weights. The models are optimized using stochastic gradient descent [39] with a momentum of 0.9, and a weight decay of 1e-4 for 50 epochs. During the first 10 epochs, the backbone parameters remain frozen. We use a step learning rate scheduler during a warmup period of 5 epochs, increasing the learning rate from 2e-2

Figure 4: Success plot on the LaSOT dataset. The CPU real-time trackers are indicated by continuous lines in warmer colours, while the non-realtime trackers are indicated by dashed lines in colder colours. E.T.Track significantly outperforms the other real-time trackers, and even outperforms some of the more established trackers such as DiMP [5]. Furthermore, it significantly closes the performance gap with the more expensive transformer trackers.
to 1e-1, followed by a logarithmically decreasing learning rate from 1e-1 to 2e-4 for the remainder. We utilize 3 GPUs and sample 32 image pairs per GPU for each batch. The sampled image pairs consist of a 256 × 256 search frame and a 128 × 128 template frame, sampled from training splits of LaSOT [16], TrackingNet [36], GOT10k [24] and COCO [32]. Specifically, the two frames are sampled within a range of 100 frames for LaSOT [16] and GOT10k [24], 30 frames for TrackingNet [36], and 1 frame for COCO [32]. Both patches are further shifted and scaled randomly.

### 4.2 Comparison to State-of-the-Art

We compare our proposed E.T.Track to state-of-the-art methods on 6 benchmarks: OTB-100 [52], NFS [27], UAV-123 [35], LaSOT [16], TrackingNet [36], and VOT2020 [29]. Specifically, we evaluate transformer-based trackers [8, 48, 48, 53], realtime CPU trackers [11, 54], as well as additional seminal trackers [10, 30, 5, 12, 46]. For all methods we further report the CPU runtime in FPS.

LaSOT [16] The LaSOT dataset is highly challenging, and includes very long sequences with an average of 2500 frames per sequence. Therefore, robustness is essential to achieving a high score. The success plot in Fig. 4 depicts the CPU realtime trackers with warmer colour continuous lines, while the non-realtime trackers are indicated by dashed lines in colder colours. Unlike online-learning methods such STARK that utilize a dynamically updated template, our model only uses the features of the template patch extracted in the first sequence of the frames. Even so, our model is very robust and reaches an AUC score of 59.1%, outperforming the popular DiMP tracker [5] by 2.2%. Compared to the lightweight mobile architecture of LT-Mobile [54], our model improves the success score by an astonishing 7% while achieving a comparable speed.

NFS [27] We additionally evaluate our approach on the NFS dataset that contains fast moving objects. The results are presented in Table 1. E.T.Track reaches an AUC score of 59.0%, outperforming all realtime trackers by at least 3.7%.

### OTB-100 [52]

OTB-100 contains 100 sequences. As shown in Table 1, the current state-of-the-art is achieved by the recently introduced TrDiMP [48] with an AUC score of 71.1%. Our model achieves an AUC score of 67.8%, marking it as the best performing realtime tracker.

### UAV-123 [35]

UAV-123 contains a total of 123 sequences from aerial viewpoints. The AUC results are shown in Table 1. Unlike the other datasets, E.T.Track performs comparably to LT-Mobile, with a performance of 62.3%.

### TrackingNet [36]

We further evaluate the trackers on the 511 sequences of the TrackingNet test set, and report the results in Table 2. Similarly to the other datasets, E.T.Track outperforms all other realtime trackers. Specifically, E.T.Track improves LT-Mobile precision by 1.05%, normalized precision by 2.42%, and AUC by 2.48%. Comparing E.T.Track to more complex transformer-based trackers such as TrSiam [48], our model is only 2.2% worse in terms of precision, 2.32% in terms of normalized precision, and 3.12% in terms of AUC while running almost 8× faster on a CPU. This further demonstrates that, while transformers have the capability to significantly improve performance, transformer modules do not need to be pro-

---

**Table 1: State-of-the-art comparison on the TrackingNet test set, comprised of 511 sequences. The trackers are compared in terms of Precision (Prec.), Normalized Precision (N. Prec.), and Success. The best score is highlighted in blue while the best realtime score is highlighted in red.**

|                      | non-realtime | realtime | CPU Speed |
|----------------------|--------------|----------|-----------|
|                      | ATOM [10]    | SiamRPN++ [30] | DiMP-50 [5] | PrDiMP-50 [12] | SiamR-CNN [46] | TransT [38] | TrDiMP [48] | TrSiam [48] | STARK-ST50 [53] | ECO [11] | LT-Mobile (Ours) |
| NFS                  | 64.84        | 69.38     | 68.7      | 70.4      | 80        | 80.3       | 73.1       | 72.7       | -            | 48.86   | 69.5      | 70.6      |
| UAV-123              | 77.11        | 79.98     | 80.1      | 81.6      | 85.4      | 86.7       | 83.3       | 82.9       | 86.1         | 62.14   | 77.9      | 80.3      |
| OTB-100              | 70.34        | 73.3      | 74        | 75.8      | 81.2      | 81.4       | 78.4       | 78.1       | 81.3         | 56.13   | 72.5      | 75.0      |
|                      | 20           | 15        | 15        | 15        | 15        | 5          | 6          | 6          | 9            | 25      | 47        | 47        |

**Table 2: State-of-the-art comparison on the TrackingNet test set, comprised of 511 sequences. The trackers are compared in terms of Precision (Prec.), Normalized Precision (N. Prec.), and Success. The best score is highlighted in blue while the best realtime score is highlighted in red.**

|                      | non-realtime | realtime | CPU Speed |
|----------------------|--------------|----------|-----------|
|                      | ATOM [10]    | SiamRPN++ [30] | DiMP-50 [5] | PrDiMP-50 [12] | SiamR-CNN [46] | TransT [38] | TrDiMP [48] | TrSiam [48] | STARK-ST50 [53] | ECO [11] | E.T.Track (Ours) |
| Prec. (%)            | 64.84        | 69.38     | 68.7      | 70.4      | 80        | 80.3       | 73.1       | 72.7       | -            | 48.86   | 69.5      | 70.6      |
| N. Prec. (%)         | 77.11        | 79.98     | 80.1      | 81.6      | 85.4      | 86.7       | 83.3       | 82.9       | 86.1         | 62.14   | 77.9      | 80.3      |
| Success (%)          | 70.34        | 73.3      | 74        | 75.8      | 81.2      | 81.4       | 78.4       | 78.1       | 81.3         | 56.13   | 72.5      | 75.0      |
|                      | 20           | 15        | 15        | 15        | 15        | 5          | 6          | 6          | 9            | 25      | 47        | 47        |
hibitively expensive for computationally constrained devices to achieve most of the performance gains.

**VOT-ST2020 [29]** Finally, we also evaluate bounding box predicting trackers on the anchor-based short term tracking dataset of VOT-ST2020. Unlike other tracking datasets, VOT2020 contains various anchors that are placed $\Delta_{anc}$ frames apart. The trackers are evaluated in terms of Accuracy, Robustness and Expected Average Overlap (EAO). Accuracy represents a weighted combination of the average overlap between the ground truth and the predicted target predictions on subsequences defined by anchors. Robustness indicates the percentage of frames before the trackers fail on average. Finally, EAO is a measure for the overall tracking performance and combines the accuracy and the robustness. The results are shown in Table 3. While our model outperforms the lightweight convolutional baseline model introduced in [54] by 1 – 2% in terms of accuracy and robustness, the largest performance increase can be noted in terms of robustness, where the performance is increased by 5.2%. We find that learning exemplar representations from the dataset coupled with an image-level query representation significantly increases the tracker’s robustness compared to its convolutional counterpart.

### 4.3. Ablation Study

To further understand the contributions of the different components, we conduct a number of controlled experiments on three datasets. Specifically, we report AUC on OTB-100 [52], NFS [27], and LaSOT [16].

**Baseline** We commence our ablation study from the mobile architecture of [54], LT-Mobile, due to its performance versus efficiency trade-off. We refer to LT-Mobile, our baseline Siamese tracker, as the Convolutional(Conv) baseline. In LT-Mobile, the similarity of the search and template patch features is computed by a pointwise cross-correlation. The feature map is then passed to the tracker head consisting of two branches, the classification and the bounding box regression branches, as explained in Sec. 4.1. The performance of the baseline model, Conv, is reported in Table 5a.

**Exemplar Attention** We first evaluate the efficacy of the Exemplar Attention as a drop in replacement for the convolutional layer. We replace the convolutional layers with the Exemplar Attention, followed by a residual connection and a normalization layer. In other words, setting the FFN ($f(\cdot)$) in Eq. 1 to identify. We report the performance of the Attention (Att) module in Table 5a. The performance on NFS increases by 1.3%, and on LaSOT by 1.5%, demonstrating the effectiveness of our Exemplar Attention module. We note that this performance increase is without the use of the FFN, a key design choice in the transformer architectures [45].

**FFN** Similar to the original Transformer architecture [45], we evaluate the effect of additionally using a lightweight FFN followed by a LayerNorm layer. We find that the additional expressivity introduced by the FFN improves the performance on all three datasets, as seen in Table 5a. The highest performance increase is achieved on LaSOT, where the AUC score increases by 5.5%. This yields our final E.T.Track model, depicted in Fig. 3.

**Template conditioning** The queries used in the Exemplar Transformer so far are solely based on a transformed version of the initial correlation map. We further explore the impact of incorporating template information into our Exemplar Attention module. Specifically, we average pool the feature map corresponding to the template patch, and sum the representation to each layer’s input. As seen from the Template Conditioning (T-Cond) experiments in Table 5a, the richer queries lead to an improvement on NFS. However, on OTB-100 and LaSOT, the model did not benefit from the additional information. To this extent, we decide to not use the T-Cond module in our final module, keeping our final model simpler.

**Number of Exemplars** Table 5b reports the performance given the number of Exemplars. While more Exemplars increases the overall capacity of the model, and as such, one would expect further performance gains, our experiments yield different results. Specifically, 4 Exemplars yield consistently better results across all the datasets. We hypothesize that, while training a model with a larger number of

---

| non-realtime | realtime |
|--------------|----------|
| SiamFC [4]   | ATOM [10]| DiMP [5] | SuperDiMP [1] | STARK-ST50 [53] | KCF [21] | LT-Mobile [54] | E.T.Track (Ours) |
| EAO          | 0.179    | 0.271    | 0.274    | 0.305    | 0.308    | 0.154    | 0.242    | 0.267    |
| Accuracy     | 0.418    | 0.462    | 0.457    | 0.477    | 0.478    | 0.407    | 0.422    | 0.432    |
| Robustness   | 0.502    | 0.734    | 0.740    | 0.786    | 0.799    | 0.432    | 0.689    | 0.741    |
| CPU Speed    | 6        | 20       | 15       | 15       | 9        | 95       | 47       | 47       |

Table 3: Comparison of bounding box predicting trackers on the VOT-ST2020 dataset. We report the Expected Average Overlap (EAO), the Accuracy and Robustness. The best score is highlighted in blue while the best realtime score is highlighted in red. We additionally report CPU runtime speeds in FPS.
Table 4: Comparison of the convolutional baseline (Conv) and the different attention modules in terms of AUC on NFS, OTB, and LaSOT datasets. The best score is highlighted in blue. E.T.Track consistently outperforms all other transformer variants.

| Conv | Standard | Clustered | Linear | Local | Swin | E.T.Track (Ours) |
|------|----------|-----------|--------|-------|------|------------------|
| NFS  | 55.3     | 55.3      | 57.5   | 55.8  | 55.8 | 55.4             |
| OTB-100 | 66.2    | 65.3      | 67.5   | 65.4  | 64.8 | 64.2             |
| LaSOT | 52.1     | 54.2      | 56.5   | 53.5  | 53.4 | 56.9             |

(a) Ablating the different component of the Exemplar Transformer module. We evaluate the Exemplar Attention (Att) module, Feed-Forward Network (FFN), and Template Conditioning (T-Cond). The final model, depicted in Fig. 3 includes the Att and FFN modules.

| Conv | Att | FFN | T-Cond. | NFS | OTB-100 | LaSOT |
|------|-----|-----|---------|-----|---------|-------|
| ✓    | ✓   | ✓   | ✓       | 55.3| 66.2    | 52.1  |
| ✓    | ✓   | ✓   |         | 56.6| 65.8    | 53.6  |
| ✓    | ✓   | ✓   | ✓       | 58  | 67.3    | 59.1  |
| ✓    | ✓   | ✓   | ✓       | 59.0| 66.9    | 57.4  |

(b) Effect of the number of exemplars (-Ex).

| Conv | 1-Ex | 4-Ex | 16-Ex |
|------|------|------|-------|
| NFS  | 55.3 | 57.6 | 58.0  |
| OTB-100 | 66.2 | 66.5 | 67.3  |
| LaSOT | 52.1 | 57.2 | 59.1  |

(c) Comparison of Exemplar Transformer (E.T.) and Convolutional (Conv) modules on different backbone models. The E.T. consistently outperforms the Conv models, independently of the backbone used.

| Conv | ShuffleNet [60] | MobileNetV3 [22] | ResNet-18 [20] | LT-Mobile [54] |
|------|-----------------|------------------|----------------|----------------|
| E.T. (Ours) | ✓ | ✓ | ✓ | ✓ |
| NFS  | 54.9 | 56.2 | 56.8 | 55.8  |
| OTB-100 | 61.3 | 61.8 | 64.5 | 65.3  |
| LaSOT | 48.6 | 49.8 | 52.1 | 55.9  |

5. Conclusion

We propose a novel Transformer layer for single object visual tracking, based on Exemplar Attention. Exemplar Attention utilizes a single query token of the input sequence, and jointly learns a small set of exemplar representations. The proposed transformer layer can be used throughout the architecture, e.g. as a substitute for a convolutional layer. Having a comparable computationally complexity to standard convolutional layers while being more expressive, the proposed Exemplar Transformer layers can significantly improve the accuracy and robustness of tracking models with minimal impact on the model’s overall runtime. E.T.Track, our Siamese tracker with Exemplar Transformer, significantly improve the performance compared to the convolutional baseline and other transformer variants. E.T.Track is capable of running in realtime on computationally limited devices such as standard CPUs.
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