Abstract—We propose a framework for localization and classification of masses in breast ultrasound (BUS) images. In particular, we simultaneously use a weakly annotated dataset and a relatively small strongly annotated dataset to train a convolutional neural network detector. We have experimentally found that mass detectors trained with small, strongly annotated datasets are easily overfitted, whereas those trained with large, weakly annotated datasets present a non-trivial problem. To overcome these problems, we jointly use datasets with different characteristics in a hybrid manner. Consequently, a sophisticated weakly and semi-supervised training scenario is introduced with appropriate training loss selection. Experimental results show that the proposed method successfully localizes and classifies masses while requiring less effort in annotation work. The influences of each component in the proposed framework are also validated by conducting an ablative analysis. Although the proposed method is intended for masses in BUS images, it can also be applied as a general framework to train computer-aided detection and diagnosis systems for a wide variety of image modalities, target organs, and diseases.
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I. INTRODUCTION

Breast cancer is the most common type of cancer among women worldwide and approximately 1 in 8 (12%) women in the US will develop invasive breast cancer during their lifetime [1], [2]. Consequently, annual breast cancer screening for the early detection of this type of cancer is crucial in every country. Ultrasound imaging is one of the modalities used for the screening and diagnosis of breast cancer. It is a popular test due to its high availability, cost-effectiveness, harmlessness, and acceptable diagnostic performance. However, given that image acquisition and interpretation using traditional handheld ultrasound devices are concurrently conducted by clinicians, the results are likely to become more subjective than those of other imaging tests. Thus, efforts have been exerted to reduce subjectivity by standardizing ultrasound imaging procedures [3].

Breast ultrasound (BUS) imaging aims to detect and classify abnormalities, such as masses, as either benign or malignant, as shown in Fig. 1. Most conventional methods are based on a sequential framework that comprises image preprocessing, region segmentation, feature extraction, and classification [4], [5]. These approaches require careful tweaking of each component, particularly because the results of preceding processes will affect the results of subsequent processes. Conventional methods also frequently require user interaction in region segmentation, which is typically conducted manually or semi-automatically. Semi-automatic methods require user-provided seeds to operate. For example, the method presented in [6] assumes manually segmented masses and uses several manually designed geometric and echo features for their classification. Existing approaches for cancer detection and classification using BUS images are summarized in [7] based on the four aforementioned general steps used in ultrasound computer-aided diagnosis systems.

Other works aim to fully automatically detect lesions. A cascaded detector for breast lesions was proposed in [8]. Haar features within an AdaBoost learning framework were used to locate potential tumor locations. Then, a support vector machine combined with quantized intensity features was utilized for refinement. In [9], the authors detected lesions in BUS images by pruning background edges from lesion-specific edges. This process requires preceding initial edge detection and subsequent contour aggregation methods to generate final detections.

Several approaches based on deep learning have also been proposed recently [10]–[13]. Although these methods may be clinically useful, they are limited to either localizing target objects of interest [10], [11] or classifying given regions of interest into benign or malignant [12], [13], rather than conducting the two methods simultaneously.

Thus, we present a method for simultaneously localizing and classifying masses in BUS images. In particular, we train a convolutional neural network (CNN) which performs
reduction and maximize performance; however, considerable time and cost are required to obtain expert annotations. A dataset with weak annotations (e.g., image-level diagnostic labels), which is frequently the case in BUS images, may be insufficient to train a model regardless of its size.

Weakly supervised learning is a mechanism for datasets with noisy or sparse, i.e., weak, annotations. Multiple-instance learning (MIL) is a paradigm that defines the label relationship between a bag and its constituent multiple instances, to learn more specific information from these weak labels. Most studies based on MIL have followed the work of Dietterich et al. [14], which was used for predicting drug activities. In line with recent successes, deep learning has also been integrated into MIL frameworks. Several pacesetting works have proposed the use of deep learning features in MIL tasks [15], [16]. Xu et al. [15] studied colon cancer classification based on histopathology images. Song et al. [16] also proposed a weakly supervised object detection method using deeply learned features. As an extension, Wu et al. [17] incorporated learning deep representation into the MIL framework rather than merely using deep learning features as input. They redesigned a typical deep learning architecture to reflect the MIL assumption in image classification and annotation. Methods that incorporate MIL into the deep learning framework have also been proposed for medical imaging problems [18], [19]. The method proposed by Yan et al. [18] addresses the body part recognition problem based on the observation that the body part of a slice is typically identified through local discriminative regions instead of the global image context. In the work of Shen et al. [19], the cancer malignancy of a patient is determined by aggregating nodule-level malignancies.

A few approaches have also been studied recently to use datasets with different supervision levels [20], [21]. In particular, the authors of [20] used weakly labeled and unlabeled images for multi-label image annotation. Different losses are utilized to harness each image with varying characteristics. Similarly, Papandreou et al. [21] used weakly and strongly labeled images simultaneously for semantic image segmentation. They developed expectation-maximization methods to train CNNs from weakly labeled images.

In the current study, we present a method based on deep learning to localize and classify masses from BUS images that is trained on a relatively small dataset with strong annotations and a large dataset with weak annotations in a hybrid manner. The proposed approach achieves good balance between performance improvement and annotation cost reduction. This method has been developed in a typical medical image setting, where strong annotations are available for only a portion of available medical image data due to the limited resources of physicians. Although the proposed framework exhibits similarities with the methods presented in [20], [21], technical details differ significantly, due to the different domains and objectives.

The main contributions of our work are the development of i) a one-shot method for the concurrent localization and classification of masses present in BUS images and ii) a sophisticated weakly and semi-supervised training scenario for using a strongly annotated dataset, DX+Loc, which comprises BUS images, bounding box coordinates, and the diagnostic labels of masses present in the images, and a weakly annotated dataset, DX, which comprises BUS images and their image-level diagnostic labels, with appropriate training loss selection. In particular, two data streams are established during the training process, one for DX+Loc and another for DX, while images from both sets are fed into a shared network, as shown in Fig. 2(a). DX optimizes network weights via MIL loss, whereas DX+Loc computes losses based on given mass-level GT labels (Fig. 2(c)). Although various network models can be used, we provide the Faster R-CNN method [22] as an example in Fig. 2(b). The experiments show that the proposed method, which uses both datasets, improves performance compared with the method that uses only either the DX+Loc dataset or DX dataset. The proposed method can be applied as a general framework to train a computer-aided detection and diagnosis system for a wide variety of image modalities, target organs, and diseases.

II. METHODS

A. Datasets

The entire dataset comprises 5424 images from 2994 clinical cases and 2449 patients. The images were acquired using ultrasound systems from multiple vendors, including Philips (ATL HDI 5000, iU22), SuperSonic Imagine (Aixplorer), and Samsung Medison (RS80A), at seven different resolutions ranging from 476x640 to 872x1280 and 8 bit depth. All the images have pathologically proven biopsy labels regarding benignity or malignancy.

The DX+Loc subset, which has diagnostic label and mass bounding box annotations, comprises 1200 images (600 benign and 600 malignant). Only the bounding box and label of a single mass of interest (MoI) is marked, whereas other probable masses are disregarded by the operator because US images are intentionally focused only on the MoI. Although MoIs comprise positive samples of masses, we explicitly draw background (non-mass) boxes as negative samples, and thus,
other probable masses are excluded. **DX+Loc** is further split by patients into training and test sets, namely, **DX+Loc-Train** (800 images, 400 benign and 400 malignant) and **DX+Loc-Test** (400 images, 200 benign and 200 malignant). By contrast, the **DX** set comprises 3291 benign and 933 malignant images. The ratio between benign and malignant in the **DX** set follows natural statistics. The **DX** set is only used for training in experiments.

### B. Strongly Supervised Learning Using the **DX+Loc** Subset

Clinically, the final desired output is the image-level diagnostic label; during the process, a clinician inherently detects the MoI. Thus, we aim to jointly perform MoI localization and classification. To achieve this objective, we apply the Faster R-CNN method proposed in [22] to our problem. Other supervised approaches can also be adopted.

The Faster R-CNN is composed of the region proposal network (RPN) and the Fast R-CNN detector [23], as shown in Fig. 2(b). The fully convolutional RPN generates rectangular region proposals. The Fast R-CNN performs localization and classification on these proposals to detect objects of interests. The combined network is designed such that the RPN and the Fast R-CNN share the convolutional layers. This structure not only enables efficient region proposal generation and detection but also improves the precision of both tasks.

The loss functions comprise four terms, which are the classification and regression losses $L_{cls}^{RPN}$, $L_{reg}^{RPN}$ and $L_{cls}^{FRC}$ of the RPN and the Fast R-CNN, respectively. In this study, several changes are necessary to adapt to our problem. For all the terms, losses are based on the difference between the network outputs and the corresponding GT boxes defined by overlaps. For $L_{cls}^{RPN}$, proposals are defined as positive if the intersection over union (IoU) overlap with GT mass boxes, whether benign or malignant, is over 0.7. A proposal is defined as negative if over 70% of its area overlaps with one of the annotated background boxes, as described in Subsection II-A. Other proposals are disregarded. For $L_{cls}^{FRC}$, the probabilities for background, benign, and malignant classes are considered. Regression losses are defined such that only positive proposals contribute to $L_{reg}^{RPN}$ and only detected benign or malignant boxes contribute to $L_{reg}^{FRC}$. In both regression losses, bounding box similarities are measured against the GT boxes with the highest IoU.

### C. Weakly Supervised Learning Using the **DX** Subset

**DX** is used to prevent overfitting and improve performance. Images from the **DX** set are fed into a network shared with **DX+Loc** to produce region-wise classification results, similar to the process in supervised learning. However, we incorporate a MIL scheme to define an appropriate loss function because no region-level GT label exists. In a MIL framework, a bag that comprises multiple instances is positive if at least one instance is positive and negative if all instances are negative. This assumption suggests that we can confidently label all instances in a negative bag as negative. Moreover, at least one
instance in a positive bag will be positive. Compared with a similar MIL approach in [19], one bag for each image in our problem regards all the detected mass regions as instances. If at least one region is classified as malignant, then that image is labeled as malignant. Thus, the per-image level loss \( L_{ws} \) is defined as follows:

\[
L_{ws}(I_i) = - \sum_{l \in \mathcal{L}} P_l^*(I_i) \log(P_l(I_i)),
\]

where \( L_{ws}(I_i) \) is the cross entropy between GT label \( P^* \) and prediction \( P \) for the \( i \)th image \( I_i \). The class weights are omitted for brevity although cross entropies \([1]\) multiplied by class weights are used in the experiments to address the class imbalance problem in the DX set.

The image-level label set \( \mathcal{L} = \{N, B, M\} \) comprises normal (without any mass) \( N \), benign \( B \), and malignant \( M \). The image-level prediction \( P \) is inherited from that of MoI \( x_{MoI} \). Thus, \( P_l \) is defined as

\[
P_l(I_i) = p_l(x_{MoI}), \forall l \in \mathcal{L}.
\]

The MoI can be selected based on several criteria. In particular, for images labeled \( B \), we test four different selection criteria, and each criterion selects the most benign \([3]\), malignant \([4]\), discriminative \([5]\), or abnormal \([6]\) region in the image, whereas the most malignant \([3]\) region is always selected as the MoI for images labeled \( M \):

\[
x_{MoI} = \arg \max_{x_n \in R(I_i)} p_B(x_n), \quad (3)
\]

\[
x_{MoI} = \arg \max_{x_n \in R(I_i)} p_M(x_n), \quad (4)
\]

\[
x_{MoI} = \arg \max_{x_n \in R(I_i)} \max_{l \in \{B,M\}} p_l(x_n), \quad (5)
\]

\[
x_{MoI} = \arg \min_{x_n \in R(I_i)} p_N(x_n), \quad (6)
\]

where \( R(I_i) \) is the set of detected regions for \( I_i \), and \( p_B(x_n) \), \( p_M(x_n) \), and \( p_M(x_n) \) are the probabilities of normality, benignancy, and malignancy, respectively, for region \( x_n \). Our definitions are based on the assumption that a clinician only focuses on the MoI. No image in our dataset is actually labeled \( N \) due to this assumption.

\[D. \text{ Joint Weakly and Semi-Supervised Learning Using the DX+Loc and DX Subsets}\]

We jointly train our network with all the images in DX+Loc and DX using the training schemes described in Subsections II-B and II-C. The proposed training algorithm is summarized in Algorithm [1]. DX+Loc is used to update the entire network parameters \( \theta = \theta_{conv} \cup \theta_{rpn} \cup \theta_{frcnn} \), which comprise \( \theta_{conv} \) of the shared convolutional layers, \( \theta_{rpn} \) specific to the RPN, and \( \theta_{frcnn} \) specific to the Fast R-CNN. DX is used to update the rest, except for \( \theta_{frcnn, reg} \), which comprises a box regression layer of the Fast R-CNN. Furthermore, we relatively scale MIL loss \([1]\) by \( \alpha \), which increases to 1 as training continues, to prevent the network from converging to undesired local minima by excessively focusing on MIL loss. In addition, we introduce another iterative training algorithm (Algorithm [2]), in which images from DX+Loc and DX are fed into a network “iteratively,” whereas images are fed “simultaneously” in Algorithm [1].

\[III. \text{ RESULTS}\]

\[A. \text{ Evaluation Details}\]

We use the ImageNet pre-trained VGG-16 [24] model to initialize our network, and only fine-tune the layers conv3_1 and up, as done in [22]. We reduce the sizes of the two fully connected layers of the Fast R-CNN to 512 and use a weight decay of 0.0005 to further prevent overfitting. For data augmentation, we apply horizontal flipping, random brightness, and contrast adjustment to the DX+Loc-Train.
and DX sets, and additional image-wise random rotation and central cropping to DX. Moreover, we use a simple Adam optimizer [25] to reduce the amount of hyperparameters for tuning. The parameters are fixed to $b_s = 1$, $b_{ws} = 2$, $\eta = \eta_s = \eta_{ws} = 0.0005$, and $\alpha = 0.01$. $b_s$ is fixed to 1 because multiple regions from an image actually constitute a mini-batch in supervised learning.

We first conduct an ablative analysis to investigate the influence of each component in the proposed framework, particularly for components introduced in Subsections II-C and II-D. We also show the applicability of the proposed method as a general framework by replacing VGG-16 with a 101-layer residual net (ResNet-101) [26]. In this study, all the parameters remain unchanged regardless of network structure. Finally, comparisons are made with fully weakly supervised and fully supervised approaches. Fully weakly supervised methods include the methods of 1) Zhou et al. [27], which can produce class-wise heat maps via “class activation mapping,” along with classification; and 2) a MIL, with region proposals generated via selective search [28] and our proposed loss, which is denoted as SS+MIL. In SS+MIL, the extracted region patches are resized into a fixed size and independently fed into a CNN. An image-level prediction is made by $\mathcal{L}_{MIL}$. A fully supervised method is that presented in [22] and introduced in Subsection II-B. In addition, we train the proposed joint weakly and semi-supervised method with various configurations of DX+Loc-Train and DX for comparison. The evaluations are conducted on DX+Loc-Test with a correct localization (CorLoc) measure [29]. CorLoc is the percentage of images in which a method correctly localizes an object of the target class according to the PASCAL criterion (IoU > 0.5). This measure is more appropriate than mean average precision in our case because only the bounding box and the label of a single MoI is marked, whereas other probable masses are disregarded in the annotation process. An image is counted as correct if the contained MoI is correctly localized and classified. Notably, non-maximum suppression (NMS) and thresholding with class probabilities are applied to generate the final detection outputs for all the methods.

B. Ablation Study

Table I shows the influence of each component in the proposed framework. We first study the effect of diverse MIL criteria, with each criterion selecting the most benign, malignant, discriminative, or abnormal region in the image as the MoI. We test the four types of criteria for images labeled B, whereas the most malignant region is always selected for images labeled M. Among these criteria, selecting the most malignant/malignant region for each image labeled B/M exhibits the best result, which we believe is supported by the following assumptions. 1) Clinicians always focus on the most “seemingly” malignant region as the MoI in conducting diagnostic tests. 2) Image-level diagnostic labels are determined based on the label of the MoI. Poorer performance is observed among the other MIL criteria because the difference in MIL criteria between images with different labels introduces inconsistencies in determining the MoI. The effectiveness of a gradually increasing scale factor for MIL loss, $\alpha$, is highlighted by the “static value (0.5)” variant in Table I where a static value is used for the scale factor from start to finish. In particular, 0.5 is used because DX has less precise information than DX+Loc. The use of the gradually increasing scale factor helps prevent the network from converging to undesired local minima, which is confirmed by an increase of 0.0225 in performance.

Lastly, we train the same model using an iterative training algorithm (Algorithm 2). Compared with this model, the model trained by Algorithm 1 exhibits better performance by simultaneously probing DX and DX+Loc while updating the parameters of the entire network.

Table II demonstrates the results by replacing VGG-16 with a 101-layer residual net (ResNet-101) [26]. Analogous to the result reported in [22], Faster R-CNN increases the performance from 0.8000 (VGG-16) to 0.8125 (ResNet-101). The proposed method combined with ResNet-101 also performs better compared with Faster R-CNN combined with ResNet-101. However, the performance achieved by applying the proposed method decreases compared with that of VGG-16. We hypothesize that the improved feature learning relatively reduces the effect of learning the DX set by replacing VGG-16 with ResNet-101.

C. Quantitative Evaluation

Table III compares the proposed method with fully weakly supervised and fully supervised methods. We empirically found that training a fully weakly supervised model is non-trivial. We failed to train a competent mass detector due to the inferior image quality and complex patterns of BUS images. Our proposed joint weakly supervised and semi-supervised approach clearly outperforms the other methods.

We also tested the effect of the amount of data and supervision used in the training of our network by varying the sizes of the strongly and weakly supervised sets (#Strong/#Weak) as follows. 1) All the images in DX and DX+Loc-Train are used for weakly supervised training (800/5024). 2) Only a portion of the DX set is used for weakly supervised learning (800/2000). 3-5) Only a portion of the DX+Loc-Train set is used for strongly supervised training, whereas the rest are used for weakly supervised training (600/4624, 400/4824). The use of the maximum amount of data and supervision possibly provides the best result, except for the case of (800/5024). This result unexpectedly shows that applying the same data to supervised and weakly supervised training can have a negative effect.

A comparison between the results in configurations 3-5) and the corresponding results using the same amounts of images only from the DX+Loc-Train set (600/4424, 400/4624, 200/4824) are separately represented in Fig. 3 and the effectiveness of the proposed method is clearly illustrated. In this study, better or comparable results can be achieved with a considerably smaller amount of strongly supervised data complemented with weakly supervised data. Thus, depending on the relative cost between the strong and weak annotations of a specific problem, an optimal ratio of strong and weak supervision may be determined to minimize annotation cost given a particular
TABLE I
ABLATION STUDY SHOWING VARIANTS OF MIL CRITERIA AND THE TRAINING ALGORITHM

| Aspect | Variant | CorLoc |
|--------|---------|--------|
| Proposed (malignant/malignant, gradual increase, simultaneous) | 0.8450 |
| MIL criteria | Benign/malignant | 0.7950 |
| abnormal/malignant | 0.8200 |
| MIL scale factor | static value (0.5) | 0.8225 |
| Training algorithm | iterative | 0.8250 |

“Proposed” refers to the method that uses a MIL selection criterion, where the most malignant/malignant region is selected as the MoI for images labeled with strong supervision. The lower version is the simultaneous version of the training algorithm.

TABLE II
RESULTS OF REPLACING VGG-16 WITH A 101-LAYER RESIDUAL NET (RESNET-101) [26]

| Level of supervision | Strong | Weak & Semi |
|----------------------|--------|-------------|
| Method | [22] +ResNet-101 | Proposed | Proposed+ResNet-101 |
| #Strong | 800 | 800 | 800 | 800 |
| CorLoc | 0.8000 | 0.8125 | 0.8450 | 0.8325 |

Replacement is applied to fully supervised (strong) and the proposed joint weakly and semi-supervised (weak and semi) methods.

Fig. 3. Results of the varying ratios of DX+Loc-Train to DX. The corresponding results using the same amounts of images only from DX+Loc-Train are also presented for comparison. The actual numbers of images of DX+Loc-Train and DX are presented for each marked point.

D. Qualitative Evaluation

Fig. 4 shows the qualitative results of the proposed method and those of the fully weakly supervised and fully supervised methods. The proposed method successfully detects and more precisely classifies various types of masses than the method presented in [22].

Fig. 5 provides representative failure cases. All the methods failed to detect masses in the top two rows due to their small size and unclear boundary. In the bottom two examples, the proposed method precisely localized but failed to correctly classify masses probably due to insufficient and confusing features. For example, a mass with an irregular shape and a nonparallel orientation in the third row is likely to be seen as malignant from its image features.

IV. Conclusion

We have proposed a method for concurrently localizing and classifying masses present in BUS images. In particular, we train a CNN detector by jointly utilizing a weakly annotated dataset and a relatively small strongly annotated dataset. In this manner, a sophisticated weakly and semi-supervised training algorithm is introduced with appropriate training loss selection. The experimental results show the practical usefulness of the proposed method. For our future work, we plan to extend the proposed method to 3D automated BUS. The application of the appealing joint weakly and semi-supervised framework to a wide variety of image modalities, target organs, and diseases can also be our next step.
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Fig. 4. Qualitative results. Each row shows different images. Each two rows present cases with various types of masses, which can be small, large, or unclear masses.
Fig. 5. Example failure cases. Each row shows different images. The top two rows present cases where localization fails. The bottom two rows present cases where localization succeeds but classification fails.