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Abstract
In large-scale observational data with a hierarchical structure, both clusters and interventions often have more than two levels. Popular methods in the binary treatment literature do not naturally extend to the hierarchical multilevel treatment case. For example, most K-12 and universities have moved to an unprecedented hybrid learning module during the COVID-19 pandemic where learning modes include hybrid and fully remote learning, while students were clustered within a class and school region. It is challenging to evaluate the effectiveness of the learning outcomes of the multilevel treatments in a hierarchically data structured. In this paper, we study a covariates matching method and develop a generalized propensity score matching method to reduce the bias of estimation in the intervention effect. We also propose simple algorithms to assess the covariates balance for each approach. We examine the finite sample performance of the methods via simulation studies and apply the proposed methods to analyze the effectiveness of learning modes during the COVID-19 pandemic.
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1 Introduction

The global impact of COVID-19 [1] has led to social and economic crises [2], further widening inequalities and exacerbating global poverty. In response to the COVID-19 pandemic, local, state, and federal agencies have implemented social distancing or lockdown measures designed to slow the spread of the disease [3]. With the implementation of these measures, our daily routines have been changed, which has profoundly impacted the academic learning as well as psychological and physical health of K-12 and college students. Students with special needs, minorities, and poor students experienced additional negative impacts [4]. The UN 2020 report [5] showed that since the outbreak of COVID-19 began, there were more than 1.52 billion children and youth, 87% of the global population, unable to learn in traditional classroom settings. Most K-12 and colleges have moved to online or a new hybrid learning module to maintain social distancing and slow the spread of disease. In effect, the pandemic has been an extraordinarily challenging time for teachers and students, especially the transition to new teaching and learning modes. However, the pandemic has created an opportunity to rethink how we educate and to improve pedagogies to help students succeed. In the era of big data, numerous works has been conducted to learn knowledge from large scale of data, for example, [6–10] and among other. In terms of educational policy, it is fundamentally important to evaluate the effectiveness of the unprecedented learning modules during the pandemic across a wide range of school clusters and student backgrounds. In order to understand the complexities these complexities, we engaged analysis of hierarchically structured data from observational studies.

In large-scale observational data with a hierarchical structure, both clusters and interventions often have more than two levels [11]. The larger units are clusters [12], groups [13, 14], communities [15], or schools [16–19]. It is referred to the cluster-randomized trails (CRT) design [12, 14]. CRT design ensures that each cluster consists of multiple comparable individuals [20] to ensure that their baseline characteristics do not confound with corresponding outcomes. For example, in educational studies using cluster design, the cluster sizes varied from 5 in ECLS (Early Childhood Longitudinal Study) to 60 in LSAY (Longitudinal Study of American Youth) and the mean is about 13 [21].

When clusters are assigned to educational interventions, unbalance in baseline covariates among groups often occurs [22], which results in selection bias. Selection bias is ubiquitous in observational studies when the “golden rule” of randomization fails [23], and will not necessary lead to causal estimate of the intervention [24]. However, it is not always plausible to conduct randomized trials due to cost related concerns and more importantly ethical issues. When large-scale hierarchically structured data from observational studies are employed, it is crucial to remove selection bias [16, 25] so that the data can be viewed as if they were from randomized studies. Similar with all observational studies, the baseline characteristics among individuals in each hierarchical cluster are not guaranteed to be comparable, thus confounding the outcome. To establish the causal effect of the intervention, a large body of literature has been developed to evaluate the average causal effect consistently. The methods can be classified as matching [26–29], stratification [26, 30], covariance adjustment [26],
inverse probability weighting [31–34], and augmented inverse probability weighting which provides double protection to model misspecification [35–38].

To estimate causal effect using observational data, it is preferable to resemble a randomized experiment as closely as possible through balancing the covariates among different treatment groups. It is natural to match on covariates so that the observed samples can be viewed as if they were from a randomized experiment. It is not always possible to obtain matched covariates when there are larger numbers of clusters while the size in each cluster is not large due to the sparsity in the hierarchically structured population. [26] made an important advancement with the introduction of the propensity score to circumvent the problem. The propensity score is defined as the conditional probability of a treatment given the observed covariates. It is also a balancing score in the sense that conditional on the propensity score, the distributions of the measured covariates are the same between treatment groups. In order to evaluate the actual intervention effects of instructional or educational methods, a growing number of educational studies have employed propensity score as a method for reducing bias known to plague observational studies and increasing the balance between treatment and comparison groups [39–43]. However, these studies focused on either binary treatment options or several treatments in non-hierarchically structured populations. Further, binary propensity-based methods do not naturally extend to the multilevel treatment case. [44] studied multilevel treatment matching and subclassification in a non-hierarchical data structure. [45] proposed a calibrated propensity score weighting estimator for two-level clustered data with binary treatment at the individual level. The method requires either a correctly specified propensity score model or the outcome that follows a linear mixed effects model to achieve consistency in estimating the average treatment effect. It remains unclear if the existing methods that work with multiple treatments will lead to consistent estimates of the intervention effects in a hierarchically structured population which is common in many real-world data applications. Besides, the efficiency remains unknown. In order to address the concerns, this work attempts to shed new light on evaluating intervention effects through multilevel matching.

This work is also motivated by the hierarchically structured data arises from the unprecedented hybrid learning module during the recent outbreak of the COVID-19 pandemic. To reduce the bias of estimation in educational interventions, we develop a covariates matching method and a generalized propensity score matching method. We propose simple algorithms to assess the covariates balance for each approach as well. The article is organized as follows. In Sect. 2, we establish notion and the estimation of the average treatment effect between various treatment options at multiple levels. In Sect. 3, we study the covariates matching and its balance assessment algorithm. We prescribe an alternative matching scheme to balance covariates via a generalized propensity score, as well as a balance assessment algorithm in Sect. 4. We evaluate the finite sample properties of the estimators through simulation studies in Sect. 5. We further demonstrate the application of the methods to the unprecedented hybrid learning data during the COVID-19 pandemic in Sect. 6. We conclude our work with a brief discussion in Sect. 7.
2 Notation and Estimation

Following the potential outcome framework [26], we generalize the multilevel treatments to the case with more than two regimes. Let $\mathbf{X}$ denote the individual level covariates, $\mathbf{Z}$ the school level covariates. $T_X$ denote the treatment at the individual level while $T_Z$ represent the treatment at the school level. In the Covid-19 return to school learning, students were able to choose either hybrid learning mode or fully remote learning mode. Thus $T_X = \{0, 1\}$ where $T_X = 1$ is the hybrid learning mode. Without loss of generosity, we write the possible combination of treatment as $T = \{1, 2, \cdots, A\}$, where $A = l_X l_Z$. $l_X$ and $l_Z$ are the length of treatment at the individual level and the school level, respectively. For example, when school level treatment is the region in urban, rural and suburban, then $l_Z = 3$ and there will be six treatment combinations in $T$. For each individual $i$, there are $A$ potential outcomes, one for each treatment combination, denoted by $Y_i(t)$ for $t \in T$. This notation implies the stable-unit-treatment-value assumption (SUTVA) [46]. The observed outcome for individual $i$ is the potential outcome corresponding to the treatment received, i.e. $Y^{obs}_i = Y_i(T_i)$. The goal is to estimate the average treatment effect between treatment levels $t$ and $t'$, defined as

$$\tau(t, t') = E[Y(t) - Y(t')],$$

where $t \neq t'$, and $t, t' \in T$. For identification purpose in causal inference, we maintain the following two assumptions throughout the paper. We first assume no unmeasured confounding [26], asserting that the potential outcomes $Y(T_j), j = 1, \cdots, A$ are independent of the treatment $T$ given the covariates. Specifically, $(Y(1), \cdots, Y(A)) \perp T \mid (\mathbf{X}, \mathbf{Z})$. The second assumption, $0 < Pr(T \mid \mathbf{Z}, \mathbf{X}) < 1$ for all $\mathbf{Z}$ and $\mathbf{X}$, ensures that every individual has a nonzero probability to receive one treatment combination. For the single level binary treatment case, [47] propose to trim the sample to improve the overlap in covariates when the treatment probability is close to violation. In this work, we generalize the [47] approach to the multilevel treatment combinations via constructing subsamples. Note that $\sum_{T=1}^A Pr(T \mid \mathbf{Z}, \mathbf{X}) = 1$. The combination of these two assumptions is referred to as strong ignorability [26]. To allow for comparisions of all treatment combinations, under the average effect defined in (1), for each treatment combination $T$, we construct subpopulations to allow estimating the average value of the potential outcomes for the corresponding treatment combination. Specifically, for treatment $t$, these subpopulations are defined by the value of a single score, $Pr(t \mid \mathbf{x}, \mathbf{z})$ which leads to

$$E[Y(t)] = E[E[Y^{obs} \mid T = t, Pr(t \mid \mathbf{x}, \mathbf{z})]].$$

3 Covariates Matching and Balance Assessment

Due to the nature of observational studies, the difference between observed average treatments does not necessitate the causal effect. To evaluate the causal effect, we must control for the baseline covariates so that the change in outcomes is solely due
to the alteration of treatments. Conventional matching on the full set of pre-treatment variables is useful; reviews of matching methods can be found in [48], [49], and [50]. Define the covariate matching function \( CM(t, x, z) = \text{argmin}_{j: T_j = t} (||X_j - x|| + ||Z_j - z||) \), where \( || \cdot || \) denote a generic metric. In practice, the Mahalanobis distance is usually being adopted, where \( ||X_j - x|| = \{(x - x')^T V^{-1} (x - x')\}^{1/2} \), with \( V = \frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X})(X_i - \bar{X})^T \), and \( \bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i \). Given \( CM(t, x, z) \), the potential outcomes for individual \( i \) are imputed as

\[
\hat{Y}_i(t) = Y_{\text{obs}}^{CM}(t, X_i, Z_i),
\]

for \( t = 1, \ldots , A \). We then estimate \( \tau(t, t') \) as

\[
\hat{\tau}_{CM}(t, t') = \frac{1}{n} \sum_{i=1}^{n} \left( Y_{\text{obs}}^{CM}(t, X_i, Z_i) - Y_{\text{obs}}^{CM}(t', X_i, Z_i) \right).
\]

We impute potential outcomes \( Y_i \) for individuals who did not receive either treatment \( t \) or \( t' \) for comparability of average treatment effects for different pairs of treatments.

We assess the covariate balance in terms of the covariate distribution. Extended from the discussion for the binary case in [49], we propose a simple algorithm to evaluate the covariate balance. For each treatment level \( t \),

**Step 1** calculate the sample means and sample variances the covariate vectors

\[
\bar{X}_t = \frac{1}{n} \sum_{i: T_i = t} X_i, \quad S_{X,t}^2 = \frac{1}{n_t - 1} \sum_{i: T_i = t} (X_i - \bar{X}_t)^2
\]

\[
\bar{Z}_t = \frac{1}{n} \sum_{i: T_i = t} Z_i, \quad S_{Z,t}^2 = \frac{1}{n_t - 1} \sum_{i: T_i = t} (Z_i - \bar{Z}_t)^2
\]

**Step 2** calculate the means of the covariates of individuals with a treatment level different from \( t \) and the average variance

\[
\bar{X}_\bar{t} = \frac{1}{n - n_t} \sum_{i: T_i \neq t} X_i, \quad S_{X|\bar{t}}^2 = \frac{1}{A} \sum_{t=1}^{A} S_{X,t}^2
\]

\[
\bar{Z}_\bar{t} = \frac{1}{n - n_t} \sum_{i: T_i \neq t} Z_i, \quad S_{Z|\bar{t}}^2 = \frac{1}{A} \sum_{t=1}^{A} S_{Z,t}^2
\]

**Step 3** inspect the normalized differences for each covariate

\[
ND_{t}^{\text{cov}} = \begin{bmatrix}
\bar{X}_t - \bar{X}_\bar{t} \\
\frac{S_{X|\bar{t}}}{\bar{X}_\bar{t}} \\
\bar{Z}_t - \bar{Z}_\bar{t} \\
\frac{S_{Z|\bar{t}}}{\bar{Z}_\bar{t}}
\end{bmatrix}
\]
To the best of our knowledge, covariates matching has not been applied in educational settings to assess the effectiveness of learning modules. Undoubtedly, the covariates matching method has its own benefits that cannot be ignored. It could not be better that individuals in the treatment and rival groups to be matched on all potential covariates with close or exact values. Then the observational data can be presented as they were from randomized trials after matching, which makes the causal estimation plausible. As the above Step 1-3 show, matching on covariates leads to straightforward diagnostics on covariates balance. As a result, it is simple to assess the quality of the resulting causal estimation and inference. However, there are some limitations that deserve mention. When covariates are of high dimension, the curse of the dimensionality [51] can be problematic due to the inherent sparsity in high-dimensional covariate spaces. Consequently, matching for a large number of covariates can be computationally challenging since it becomes difficult to find matches with close or exact values of all covariates even with a large sample size; see example in [52]. We therefore prescribe a propensity-based method to facilitate the construction of matched sets for multiple treatment groups with similar distributions of the covariates. Similar with all propensity score methods in binary treatment cases, our method does not require close or exact matches on all covariates.

4 Generalized Propensity Score Matching and Balance Assessment

In the binary treatment setting, matching on propensity score reduces the dimensionality of the matching problem [26]. When \( T \) only has two levels, then the matching function is then \( PS(t, p) = \arg \min_j T_j = t \ | \ \Pr(1 | x_j, z_j) - p \ | \). Extended from [53], we generalize the binary propensity score function to the case with multilevel treatments. We define generalized propensity score as the conditional probability of receiving each treatment level, i.e., \( \Pr(t | x, z) = \Pr(T = t | X = x, Z = z) \) for \( T = \{1, \cdots, A\} \). Hence, the generalized propensity score matching function can be written as

\[
GPS(t, p) = \arg \min_j T_j = t \ | \ \Pr(t | x_j, z_j) - p \ | .
\]

In (3), the treatment level \( t \) enters the matching scheme through the function of the covariates that is being matched, \( \Pr(t | x_j, z_j) \). The resulting imputed outcome is

\[
\hat{Y}_i(t) = Y_{GPS}^{obs}(t, \Pr(t | x_i, z_i)).
\]

Although there are multilevel treatments, the treatment level only affects the set of potential matches in conventional covariates matching and generalized propensity score matching. Therefore, the average effect based on the generalized propensity score matching is computed as

\[
\hat{\tau}_{GPS}(t, t') = \frac{1}{n} \sum_{i=1}^{n} \left( Y_{GPS}^{obs}(t, \Pr(t | x_i, z_i)) - Y_{GPS}^{obs}(t', \Pr(t | x_i, z_i)) \right).
\]
We focus on assessing covariate balance in terms of the generalized propensity score. Extended from the discussion for the binary case in [49], we propose a simple algorithm to evaluate the covariate balance. For each treatment level \( t \),

**Step 1** calculate the sample means of the propensity score

\[
\bar{\Pr}_t(t \mid X, Z) = \frac{1}{n_t} \sum_{i : T_i = t} \Pr(t \mid X_i, Z_i)
\]

**Step 2** calculate the means and sample variance of the propensity score of individuals with a treatment level different from \( t \)

\[
\bar{\Pr}^\_\neq t(t \mid X, Z) = \frac{1}{n - n_t} \sum_{i : T_i \neq t} \Pr(t \mid X_i, Z_i)
\]

**Step 3** inspect the normalized differences for the generalized propensity score

\[
ND_{\text{GPS}}^t = \frac{\bar{\Pr}_t(t \mid X, Z) - \bar{\Pr}^\_\neq t(t \mid X, Z)}{S\Pr(t \mid X, Z)^T}
\]

In hierarchical data structure, combining all possible treatments is straightforward and practically simple to implement. Thus the problem can be viewed as a multiple treatment case. On the other hand, when ignoring the unbalanced at the cluster level, i.e., \( Z \), the proposed methods are reduced to that in [44]. The drawback is that where there are too many treatments at the cluster level or at the individual level, a larger sample size for each treatment combinations is desirable to obtain better matching results.

**5 Simulation Studies**

In this section, we evaluate the performance of the two estimators based on covariates matching and generalized propensity score matching in cases of multilevel treatments. We generate covariate \((X_1, X_2, X_3, X_4)\) from multivariate normal with means zero, variances of \((2, 1, 1, 2)\), and \(\text{cov}(X_1, X_2) = 1.0, \text{cov}(X_1, X_3) = -1.0, \text{cov}(X_1, X_4) = 0.5, \text{cov}(X_2, X_3) = -0.5, \text{cov}(X_2, X_4) = 0.2, \text{cov}(X_3, X_4) = -0.3; Z_1 \sim N[-3, 3]; Z_2 \sim \chi^2(1); \text{and } Z_3 \sim \text{Bernoulli}(0.5)\). We focus on a two level design where both the first and second levels have 2 treatment options. Then all potential treatment combinations are \(T = 1, 2, 3, 4\) where

- \( T = 1 \): level 1 treatment = 0 and level 2 treatment is = 0.
- \( T = 2 \): level 1 treatment = 0 and level 2 treatment is = 1.
- \( T = 3 \): level 1 treatment = 1 and level 2 treatment is = 0.
- \( T = 4 \): level 1 treatment = 1 and level 2 treatment is = 1.

The four treatment groups are formed using a multinominal regression model with probabilities \( p_1, p_2, p_3, p_4 \) satisfying \( \sum_{t=1}^4 p_t = 1 \), where \( p_t = \Pr(t \mid x, z) = \)
exp[\eta_t(x, z)/[1 + \sum_{t=1}^4 \exp(\eta_t(x, z))]]. We set \eta_2(x, z) = 0.1(x_1^2 + x_2 + x_3 + x_4 + z_1 + z_2 + z_3), \eta_3(x, z) = 0.1(x_1 + x_2^2 + x_3^2 + x_4 + z_1 + z_2 + z_3), \eta_4(x, z) = 0.1(x_1 + x_2^2 + x_3^2 + x_4^2 + z_1 + z_2 + z_3) and \eta_1(x, z) = 0. The outcome design is Y(t) = [x, z]^T \beta_t + \epsilon, \epsilon \sim N(0, 1), where \beta_1 = (1, 1, 1, 1, 1, 1, 1), \beta_2 = (2, 3, 1, 2, 2, 2, 2), \beta_3 = (3, 1, 2, 1, 3, 1, 3), and \beta_4 = (4, 1, 3, 4, 4, 1, 4). The sample size for each treatment combination is 100. We implement the average treatment effect based on covariates matching and generalized propensity score matching. We further compare the resulting estimators with the sample difference over 500 Monte Carlo datasets. Results are summarized in Table 1. We observe that both the covariate matching method and the generalized propensity score matching method significantly reduce bias. The coverage rates of all estimators from the covariate matching method are very close to the 95% nominal coverage rate.

We further experiment with more treatment options in each treatment level. In the second simulation, we set the first level treatment to have three groups and the second level treatment to include three cohort. Due to the hierarchical structure, there were 9 potential treatment combinations; Table 2.

With 9 potential treatment combinations, there will be 36 average treatment effects to be estimated. We keep the same data generating process of X, Z, and set the treatment probabilities

\[
p_t = \Pr(t \mid x, z) = \exp[\eta_t(x, z)]/[1 + \sum_{t=1}^9 \exp(\eta_t(x, z))]
\]

satisfies

\[
\sum_{t=1}^9 p_t = 1, \text{ where } \eta_1(x, z) = 0 \text{ and } \eta_2(x, z) = 0.1(x_1^2 + x_2 + x_3 + x_4 + z_1 + z_2 + z_3), \eta_3(x, z) = 0.1(x_1 + x_2^2 + x_3^2 + x_4 + z_1 + z_2 + z_3), \eta_4(x, z) = 0.1(x_1 + x_2^2 + x_3^2 + x_4^2 + z_1 + z_2 + z_3), \eta_5(x, z) = 0.1(x_1 + x_2^2 + x_3^2 + x_4^2 + z_1 + z_2 + z_3), \eta_6(x, z) = 0.1(x_1 + x_2^2 + x_3^2 + x_4^2 + z_1 + z_2 + z_3), \eta_7(x, z) = 0.1(x_1 + x_2^2 + x_3^2 + x_4^2 + z_1 + z_2 + z_3), \eta_8(x, z) = 0.1(x_1 + x_2^2 + x_3^2 + x_4^2 + z_1 + z_2 + z_3), \eta_9(x, z) = 0.1(x_1 + x_2 + x_3 + x_4 + z_1 + z_2 + z_3).
\]
The outcomes are generated as follow. \( Y(1) = x_1 + x_2 + x_3 + x_4 + z_1 + z_2 - 1 + z_3 - 0.5 \), \( Y(2) = 2x_1 + 3x_2 + x_3 + 2x_4 + 2z_1 + 2(z_2 - 1) + 2(z_3 - 0.5) + \epsilon \), \( Y(3) = 3x_1 + x_2 + 2x_3 + x_4 + 3z_1 + z_2 - 1 + 3(z_3 - 0.5) + \epsilon \), \( Y(4) = 4x_1 + x_2 + 3x_3 + 4x_4 + 4z_1 + (z_2 - 1) + 3(z_3 - 0.5) + \epsilon \), \( Y(5) = 5x_1 + x_2 + x_3 + x_4 + z_1 + (z_2 - 1) + (z_3 - 0.5) + \epsilon \), \( Y(6) = 6x_1 + 3x_2 + x_3 + 2x_4 + 2z_1 + 2(z_2 - 1) + 9(z_3 - 0.5) + \epsilon \), \( Y(7) = 7x_1 + x_2 + 8x_3 + x_4 + 3z_1 + (z_2 - 1) + 8(z_3 - 0.5) + \epsilon \), \( Y(8) = 8x_1 + x_2 + 5x_3 + 2.5x_4 + 4z_1 + (z_2 - 1) + 7(z_3 - 0.5) + \epsilon \), and \( \epsilon \sim N(0, 1) \). The sample size of 1800 where each treatment combination is 200 observations. We repeat the experiment 500 times and report the bias, mean square errors and the coverage rate. Results are summarized in Table 3. In Fig. 1 we present bias of the estimator for the 36 average treatment effects. The resulting average treatment effects based on both covariate matching and generalized propensity score matching significantly reduce the bias. The data generating process creates nine treatment combinations with strong separation in covariates distribution, which makes it fundamentally challenging to removing all biases in estimating all 36 treatment effects simultaneously. Table 3 shows evidence that the estimator based on covariates matching is more efficient.

6 Synthetic Data Analysis: Learning Mode During COVID-19

In this section, we revisit the new learning mode in the COVID-19 pandemic. According to the new learning mode, we consider the hybrid leaning model and fully online as the level 2 treatment while the level 1 treatment is the school location which is predictive of performance and the admission chance to university. With school location in rural, suburban and urban, possible learning modes for each school region are shown in Table 4. The outcome of interest is the 8th grade mathematics score. At the school location level, we include the following covariates: teacher’s experience (years taught math in grades 6-12), teacher’s tenured status in current school/district/diocese, and availability of digital devices to students in school. At the student level, research shows that students with lower socioeconomic status (SES) typically experience disadvantaged academic performance. It is reasonable to include SES as a level 2 covariate. Other covariates at the student level are their English language proficiency, and ethnicity. The average treatment effects for all possible pair comparison are summarized in Table 5. Figure 2 shows that both the covariates matching and generalized propensity score matching significantly reduce the bias in \( \tau \) while the estimators based on the generalized propensity score matching have much smaller mean square errors which are more efficient. Overall, the results indeed support the efficiency of multilevel matching in evaluating the intervention effects of educational strategies. When conducting the educational experiments of program evaluation considering multiple treatments in a hierarchically structured population, researchers may consider generalized propensity score matching, which may be more efficient in capturing the oracle intervention effects of instructional or educational methods.
Table 3 Simulation results for the second setting

|              | DIF | CM | GPS |
|--------------|-----|----|-----|
|              | Bias | MSE | Bias | MSE | Coverage | Bias | MSE | Coverage |
| \( \hat{\tau}(1, 2) \) | 0.3018 | 57.84 | 0.0018 | 0.1274 | 100 | -0.01 | 0.6792 | 96 |
| \( \hat{\tau}(1, 3) \) | 1.3952 | 49.369 | 0.2054 | 0.1596 | 92 | 0.5358 | 0.7599 | 100 |
| \( \hat{\tau}(1, 4) \) | 1.5757 | 100.8098 | 0.2399 | 0.2752 | 95 | 0.5586 | 1.2158 | 98 |
| \( \hat{\tau}(1, 5) \) | 0.5084 | 67.0518 | 0.0395 | 0.1463 | 98 | 0.1034 | 0.715 | 99 |
| \( \hat{\tau}(1, 6) \) | 1.1749 | 171.6227 | -0.0126 | 0.352 | 99 | 0.247 | 1.7528 | 100 |
| \( \hat{\tau}(1, 7) \) | 0.158 | 112.809 | 0.2096 | 0.2655 | 94 | 0.3157 | 1.2102 | 99 |
| \( \hat{\tau}(1, 8) \) | -0.821 | 180.6354 | 0.1273 | 0.3762 | 99 | -0.0071 | 1.6007 | 99 |
| \( \hat{\tau}(1, 9) \) | 2.0151 | 143.3044 | 0.2893 | 0.4069 | 95 | 0.6285 | 1.8175 | 99 |
| \( \hat{\tau}(2, 3) \) | 1.0935 | 90.0545 | 0.2036 | 0.2307 | 96 | 0.5457 | 1.2592 | 96 |
| \( \hat{\tau}(2, 4) \) | 1.2739 | 141.8236 | 0.2381 | 0.3722 | 95 | 0.5685 | 1.8167 | 99 |
| \( \hat{\tau}(2, 5) \) | 0.2066 | 108.4089 | 0.0377 | 0.2094 | 98 | 0.1133 | 1.273 | 99 |
| \( \hat{\tau}(2, 6) \) | 0.8732 | 213.3382 | -0.0144 | 0.3651 | 97 | 0.2569 | 2.1094 | 99 |
| \( \hat{\tau}(2, 7) \) | -0.1438 | 153.8053 | 0.2078 | 0.3398 | 95 | 0.3257 | 1.7631 | 98 |
| \( \hat{\tau}(2, 8) \) | -1.1228 | 221.493 | 0.1255 | 0.4262 | 98 | 0.0029 | 2.0662 | 97 |
| \( \hat{\tau}(2, 9) \) | 1.7133 | 181.401 | 0.2875 | 0.482 | 92 | 0.6384 | 2.3613 | 98 |
| \( \hat{\tau}(3, 4) \) | 0.1805 | 132.7905 | 0.0345 | 0.2152 | 100 | 0.0228 | 1.2421 | 100 |
| \( \hat{\tau}(3, 5) \) | -0.8868 | 98.2762 | -0.1659 | 0.233 | 94 | -0.4324 | 1.2247 | 100 |
| \( \hat{\tau}(3, 6) \) | -0.2203 | 203.3266 | -0.218 | 0.4787 | 96 | -0.2888 | 2.0927 | 100 |
| \( \hat{\tau}(3, 7) \) | -1.2373 | 144.9614 | 0.0042 | 0.2239 | 100 | -0.2201 | 1.5009 | 100 |
| \( \hat{\tau}(3, 8) \) | -2.2163 | 212.7647 | -0.0782 | 0.3516 | 99 | -0.5428 | 2.2201 | 99 |
| Table 3 continued | DIF         | CM          | GPS          |
|-------------------|-------------|-------------|--------------|
|                   | Bias        | MSE         | Bias         | MSE         | Coverage | Bias | MSE | Coverage |
| \(\hat{\tau}(3, 9)\) | 0.6199      | 174.6271    | 0.0839       | 0.3254      | 98       | 0.0927 | 1.8084 | 99 |
| \(\hat{\tau}(4, 5)\) | -1.0673     | 150.22      | -0.2004      | 0.3493      | 97       | -0.4552 | 1.6829 | 99 |
| \(\hat{\tau}(4, 6)\) | -0.4007     | 255.1281    | -0.2525      | 0.648       | 95       | -0.3116 | 2.3817 | 100|
| \(\hat{\tau}(4, 7)\) | -1.4177     | 196.272     | -0.0303      | 0.2876      | 100      | -0.2429 | 1.9039 | 98 |
| \(\hat{\tau}(4, 8)\) | -2.3967     | 263.7386    | -0.1126      | 0.4394      | 99       | -0.5656 | 2.6361 | 100|
| \(\hat{\tau}(4, 9)\) | 0.4394      | 228.3766    | 0.0494       | 0.3819      | 99       | 0.0699  | 2.1243 | 98 |
| \(\hat{\tau}(5, 6)\) | 0.6666      | 219.9407    | -0.0521      | 0.4228      | 96       | 0.1436  | 2.1538 | 100|
| \(\hat{\tau}(5, 7)\) | -0.3504     | 162.5709    | 0.1701       | 0.3206      | 96       | 0.2124  | 1.7036 | 99 |
| \(\hat{\tau}(5, 8)\) | -1.3294     | 232.1535    | 0.0877       | 0.4387      | 98       | -0.1104 | 2.1514 | 99 |
| \(\hat{\tau}(5, 9)\) | 1.5067      | 193.1234    | 0.2498       | 0.4427      | 96       | 0.5251  | 2.271  | 98 |
| \(\hat{\tau}(6, 7)\) | -1.017      | 268.8625    | 0.2222       | 0.5564      | 95       | 0.0687  | 2.7217 | 100|
| \(\hat{\tau}(6, 8)\) | -1.996      | 335.0898    | 0.1399       | 0.6331      | 99       | -0.254  | 3.2473 | 100|
| \(\hat{\tau}(6, 9)\) | 0.8402      | 294.916     | 0.3019       | 0.6769      | 97       | 0.3815  | 3.1403 | 98 |
| \(\hat{\tau}(7, 8)\) | -0.979      | 274.7638    | -0.0823      | 0.3908      | 100      | -0.3228 | 2.6812 | 100|
| \(\hat{\tau}(7, 9)\) | 1.8571      | 240.759     | 0.0797       | 0.3587      | 99       | 0.3128  | 2.43   | 99 |
| \(\hat{\tau}(8, 9)\) | 2.8361      | 306.5584    | 0.162        | 0.5289      | 98       | 0.6355  | 3.2702 | 100|

DIF is the sample difference. CM is the covariates matching estimator. GPS is the generalized propensity score matching estimator.
Fig. 1 Bias of second simulations. Red: sample difference. Green: covariates matching estimator. Blue: generalized propensity score matching estimator.

Table 4 Treatment combinations of learning mode and their samplesize

| Level 2         | Level 1                                                                 |
|-----------------|-------------------------------------------------------------------------|
| Fully online    | Rural \((n_{rural} = 101)\)                                             |
|                 | Suburban \((n_{suburban} = 131)\)                                       |
|                 | Urban \((n_{urban} = 188)\)                                            |
| Hybrid          | 1 = fully online & rural. \(n_1 = 8\)                                   |
|                 | 2 = fully online & suburban. \(n_2 = 56\)                                |
|                 | 3 = fully online & urban. \(n_3 = 118\)                                 |
|                 | 4 = hybrid & rural. \(n_4 = 93\)                                        |
|                 | 5 = hybrid & suburban. \(n_5 = 75\)                                     |
|                 | 6 = hybrid & urban. \(n_6 = 70\)                                        |

7 Conclusion

In this work, we develop new methods for estimating causal effects in observational studies with multiple treatment options in a hierarchical structure. Specifically, we focus on two hierarchical levels where each level contains more than two treatment options. We propose matching on covariates and on the generalized propensity score, and show that adjusting for a scalar function of the covariates can remove all biases associated with differences in observed covariates. Further, our simulations and examples demonstrated the advantage of the proposed methods in reducing bias of casual comparisons for multiple cohorts.

The approach that based on a generalized propensity score can reduce bias while it is less efficient. This could be due to the misspecification of the propensity score modeling as other propensity score-based methods. Mispecified propensity score models do not resolve the potential bias due to unmeasured confounding. Flexible propensity score models that are less prone to model misspecification would be beneficial to remove all bias in estimating causal effects. It is well acknowledged that nonparametric modeling in propensity score is less prone to model misspecification. However, when there are a large number of covariates, nonparametric models suffer from the curse of dimensionality and are computationally expensive. Furthermore, a flexible nonparametric form of the propensity is known to jeopardize the interpretation which is crucially important in many social sciences. To strike a balance between model flexi-
### Table 5 Synthetic data analysis

| Estimator | DIF   | CM    | GPS   |
|-----------|-------|-------|-------|
|           | Estimate | sd | LL    | UL    | Estimate | sd | LL    | UL    |
| ₋(1, 2)  | 22.8956 | 36.5291 | 25.4630 | −13.3776 | 86.4357 | 42.9435 | 24.8585 | −5.7782 | 91.6652 |
| ₋(1, 3)  | 0.6041 | 10.2066 | 24.9416 | −38.6780 | 59.0913 | 23.6029 | 24.2525 | −23.9311 | 71.1368 |
| ₋(1, 4)  | −27.0391 | −11.7159 | 25.2056 | −61.1180 | 37.6861 | 2.5146 | 24.3796 | −45.2686 | 50.2977 |
| ₋(1, 5)  | 20.7569 | 36.3186 | 25.3107 | −13.2895 | 85.9267 | 43.3062 | 24.5997 | −4.9083 | 91.5206 |
| ₋(1, 6)  | 51.7919 | 62.4782 | 24.9688 | 13.5403 | 111.4162 | 82.9263 | 24.3078 | 35.2840 | 130.5686 |
| ₋(2, 3)  | −22.2915 | −26.3224 | 7.9421 | −41.8886 | −10.7563 | −19.3406 | 8.3495 | −35.7053 | −2.9760 |
| ₋(2, 4)  | −49.9347 | −48.2450 | 8.6648 | −65.2277 | −31.2623 | −40.4290 | 8.7652 | −57.6084 | −23.2495 |
| ₋(2, 5)  | −2.1388 | −0.2105 | 8.8630 | −17.5816 | 17.1607 | 0.3626 | 9.2522 | −17.7714 | 18.4967 |
| ₋(2, 6)  | 28.8962 | 25.9492 | 7.9600 | 10.3478 | 41.5505 | 39.9828 | 8.3893 | 23.5401 | 56.4255 |
| ₋(3, 4)  | −27.6432 | −21.9226 | 6.8762 | −35.3997 | −8.4454 | −21.0883 | 6.8374 | −34.4895 | −7.6872 |
| ₋(3, 5)  | 20.1527 | 26.1120 | 7.2589 | 11.8848 | 40.3391 | 19.7033 | 7.5100 | 4.9840 | 34.4225 |
| ₋(3, 6)  | 51.1877 | 52.2716 | 5.9764 | 40.5581 | 63.9852 | 59.3234 | 6.4454 | 46.6906 | 71.9562 |
| ₋(4, 5)  | 47.7960 | 48.0346 | 8.0344 | 32.2874 | 63.7817 | 40.7916 | 7.9323 | 25.2445 | 56.3387 |
| ₋(4, 6)  | 78.8310 | 74.1942 | 7.0507 | 60.3750 | 88.0134 | 80.4117 | 7.0173 | 66.6581 | 94.1654 |
| ₋(5, 6)  | 31.0350 | 26.1596 | 7.2443 | 11.9610 | 40.3583 | 39.6201 | 7.6105 | 24.7037 | 54.5365 |

* DIF sample difference, CM covariates matching estimator, GPS generalized propensity score matching estimator. sd is the sample standard deviation. LL is the 95% lower limit; UL is the 95% upper limit
bility and interpretability, a semiparametric model could be employed. However, there is scarce literature on semiparametric propensity-based model is available for multilevel treatment options. Although there are a few studies in the binary semiparametric propensity score model, much work is needed to implement the application of semiparametric propensity score matching for large-scaled hierarchical multilevel structure data. The current study to some extent shed new light on applying the proposed method in the educational settings. When a randomized experiment is not plausible, evaluating the causal effect among multiple instructional approaches in hierarchical structured data is known to be challenging. Through forming all possible treatment combinations at the individual level, the problem boils down to comparing the causal effect among multiple instructional approaches. In many social sciences, matching on covariates preserves straightforward diagnostics on covariates balance, hence facilitating better data interpretation. Although matching on generalized propensity score does not result in comparable baseline covariates, it is efficient when the covariates space is large.
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