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Abstract

Generating large-scale samples of stationary random fields is of great importance in the fields such as geomaterial modeling and uncertainty quantification. Traditional methodologies based on covariance matrix decomposition have the difficulty of being computationally expensive, which is even more serious when the dimension of the random field is large. This paper proposes an efficient stochastic realization approach for sampling Gaussian stationary random fields from a systems and control point of view. Specifically, we take the exponential and Gaussian covariance functions as examples and make a decoupling assumption when there are multiple dimensions. Then a rational spectral density is constructed in each dimension using techniques from covariance extension, and the corresponding autoregressive moving-average (ARMA) model is obtained via spectral factorization. As a result, samples of the random field with a specific covariance function can be generated very efficiently in the space domain by implementing the ARMA recursion using a white noise input. Such a procedure is computationally cheap due to the fact that the constructed ARMA model has a low order. Furthermore, the same method is integrated to multiscale simulations where interpolations of the generated samples are achieved when one zooms into finer scales. Both theoretical analysis and simulation results show that our approach performs favorably compared with covariance matrix decomposition methods.
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1. Introduction

There is a vast number of applications of Gaussian random fields across several engineering and scientific disciplines including systems and control \cite{1,2}, signal processing \cite{3,4}, geotechnical engineering \cite{5,6}, image processing \cite{7}, biology, and meteorology \cite{8,9}. In these applications, we often face the standard problem of sampling a random field which could be used e.g., for the numerical solution of a stochastic partial differential equation (PDE). In particular in geotechnical engineering, certain geomaterial properties are modeled as zero-mean stationary random fields indexed by spatial or temporal variables. Then the correlations between random variables in the field are described by the covariance function. In order to carry out simulations in geomaterial modeling, a first step is to generate (possibly large-scale) samples of a stationary random field such that its covariances coincide with the values of a prescribed covariance function. A traditional method for this problem is called covariance matrix decomposition (CMD) \cite{10} which employs e.g., the Cholesky factorization. Such a method in general costs $O(N^3)$ flops given an $N \times N$ matrix, which is computationally
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prohibitive when the covariance matrix has a large size. The latter case is typical for multidimensional random fields. For example, a 3-d random field with a (moderate) size $100 \times 100 \times 100$ results in a $10^6 \times 10^6$ covariance matrix after vectorization. Thus applications of CMD are seriously limited to small-scale and unidimensional cases (time series). However, many practical problems involve multidimensional random fields \cite{11, 12} and the ability to efficiently generate large-scale samples is also important.

In the literature, there are a number of methods to handle such a problem. Recent developments include Graham et al. \cite{12} which aims to embed a finite multilevel Toeplitz covariance matrix into a larger positive definite multilevel circulant matrix, following earlier works on the embedding problem for (one-level) Toeplitz covariance matrices \cite{13, 14}. Then the fast Fourier transform (FFT) can be used to compute the spectral decomposition of the (multilevel) circulant matrix at a reduced cost. Another direction is to use the Karhunen–Loève expansion for the continuous covariance kernel and to truncate the expansion for practical computations \cite{15, 6, 4}. A different strategy for the approximation of the covariance matrix involves the notion of $H$ matrices \cite{16} of which the square root can be computed at an almost linear cost.

Although the above works are mathematically interesting and deal with general covariance functions, difficulties can still arise when one wants to generate very large-scale samples, especially when the dimension is greater than or equal to three. In order to handle the latter issue, the paper \cite{17} made a decoupling assumption on the multivariable covariance function and proposed a stepwise CMD method which essentially computes the matrix square root along each dimension and thus reduces the computational cost compared to a full CMD. However, the space domain computation in that paper can be once again greatly reduced if one is able to recognize the frequency-domain structure of the covariance function, namely the spectral density of the random field. This is the main idea behind the current paper. More specifically, we draw inspiration from the systems and control literature on stochastic realization \cite{18} and rational covariance extension in which one aims to describe an underlying random process with a linear dynamical system driven by white noise. The latter topic has undergone decades of development from scalar random processes to vector random fields, see \cite{19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30} and the references therein. In particular, we have shown that the exponential covariance function corresponds exactly to an autoregressive (AR) model (a rational filter) of order one, which is easy to implement recursively and permits the sample generation at a linear cost. The decoupling assumption makes straightforward the generalization to multidimensional random fields, and the resulting multidimensional filter is simply a product of individual filters in each dimension. In this way, the filtering procedure is also decoupled as expected.

In addition, our approach is extremely suitable for multiscale simulations, see e.g., Chen et al. \cite{5}, where the generated samples of a random field are interpolated and fed into a numerical PDE solver in order to obtain a refined solution. The usual interpolation method samples the probability density of the fine-scale random variables whose values are to be determined, conditioned on the coarse-scale samples that have already been generated. The advantage of our approach is that, once a suitable refined noise input has been determined, only “boundary” samples that are necessary to initiate the fine-scale ARMA recursions need to be computed from the conditional probability density, and the rest fine-scale samples are generated in the same fashion as the coarse-scale sampling.

The outline of the paper is as follows. In Section 2 we state the problem of sampling a stationary random field with a given covariance function that can be decoupled in each dimension. In Section 3 we propose a stochastic realization approach to the sampling problem and focus on the solutions for the exponential and Gaussian covariance functions. In Section 4 we integrate our method to multiscale simulations and provide an explicit solution procedure for the bivariate exponential covariance function. A number of numerical simulations are presented in Section 5, and in Section 6 we draw the conclusions.

2. Background on sampling random fields

Let $y(t, \omega)$ be a $d$-dimensional real random field over a probability space $(\Omega, \mathcal{F}, P)$ where $t = (t_1, \ldots, t_d) \in \mathbb{R}^d$ can be interpreted as a space (or spatio-temporal) coordinate vector. For each fixed $t \in \mathbb{R}^d$, assume that $y(t, \cdot)$ is a zero-mean real-valued random variable with a finite variance, that is,

$$
\mathbb{E} \left[ y(t, \cdot) \right] = 0 \quad \text{and} \quad \mathbb{E} \left[ y(t, \cdot) \right]^2 < \infty
$$
where $\mathbb{E}$ indicates mathematical expectation. It is customary to suppress the dependence on $\omega$ and write simply $y(t)$. Assume further that the random field under consideration is stationary, which means that the covariance function

$$
\rho(t, s) := \mathbb{E}[y(t)y(s)]
$$

depends only on the difference $\tau := t - s$ between the arguments, so we can write $\rho(\tau)$ instead. Notice the symmetry $\rho(-\tau) = \rho(\tau)$.

In applications of geotechnical engineering, see e.g., [31, 32], it is often assumed that the covariance function has a decoupled form, namely

$$
\rho(\tau) = \rho_1(\tau_1)\rho_2(\tau_2)\cdots\rho_d(\tau_d),
$$

where each $\rho_j$ is a covariance function in one variable, and $\tau_j \in \mathbb{R}$ is the $j$-th component of $\tau$. In the following, since we shall be concerned with the sampling problem of the random field $y(t)$, let us now define the sampled version of the random field as well as the covariance function. Take $\tau_j = x_jT_j$ where $T_j > 0$ is sampling distance and $x_j \in \mathbb{Z}$. Define a random field on the integer grid $\mathbb{Z}^d$ via

$$
y_s(x) = y(x_1T_1, \ldots, x_dT_d)
$$

where the subscript $s$ means “sampled”. Then it is easy to deduce that the covariance function of the discrete random field $y_s$ is

$$
\rho_s(k) = \rho(k_1T_1, \ldots, k_dT_d) = \rho_1(k_1T_1)\cdots\rho_d(k_dT_d),
$$

where $k = (k_1, \ldots, k_d) \in \mathbb{Z}^d$ denotes the difference between two discrete grid points. The sampling problem can then be phrased as follows.

**Problem 1.** Given a covariance function $\rho(\tau)$ of the form (1), a vector $T = (T_1, \ldots, T_d)$ of sampling distances, and a vector $N = (N_1, \ldots, N_d)$ of positive integers, generate samples of the random field $y_s(x)$ in (2) for $x$ in the index set (a regular cuboid)

$$
\mathbb{Z}_N^d := \{(x_1, \ldots, x_d) : 0 \leq x_j \leq N_j - 1, \ j = 1, \ldots, d\}
$$

such that its covariance function coincides with the sampled version $\rho_s(k)$ in (3).

The most straightforward approach for this problem is covariance matrix decomposition mentioned in the Introduction. More precisely, since the index set (4) has a finite cardinality, all the samples can be stacked into a long vector $y$ of dimension $|N| := \prod_{j=1}^d N_j$. Then the covariance matrix $\Sigma := \mathbb{E}(yy^\top)$ could in principle be evaluated elementwise according to (3). Problem 1 would then be solved via simple linear algebra

$$
y = Lw,
$$

where $w \sim \mathcal{N}(\mathbf{0}, I)$ is an i.i.d. standard normal random vector of dimension $|N|$, and $L$ is any matrix square root of $\Sigma$ which can in particular, be taken as the Cholesky factor such that $LL^\top = \Sigma$. However, it is well known that the matrix factorization, which is the major computational burden here, involves $O(|N|^3)$ flops. Therefore, such a naive approach works only for random fields with a dimension $d = 1$ or $2$ when the size of the samples $|N|$ is not too large. For the generation of large-scale samples, one needs to exploit the inherent structure of the covariance function in order to facilitate fast computation. The latter point is indeed the theme of the next section where we will propose an efficient stochastic realization approach to Problem 1. More specifically, we consider two types of 1-d covariance functions of practical interest:

1. the exponential type

$$
\rho(x) = \sigma^2 e^{-\alpha|x|},
$$

2. the Gaussian type

$$
\rho(x) = \sigma^2 e^{-\alpha|x|^2},
$$

where $\alpha$ are positive constants.
where \( \sigma^2 \) is the variance of the random field and \( \alpha > 0 \) is a parameter. The multidimensional covariance function is formed through the product in (1). Notice that our method works also for other types of covariance functions \( \rho(x) \) provided that the decoupling assumption (1) holds. In this case, the spectral density of the random field can be well approximated in each dimension by a low-order rational model.

**Remark 1.** The exponential and the Gaussian covariance functions are special cases of the Matérn family of covariance functions, defined as

\[
\rho(\tau) = \kappa(\frac{\|\tau\|}{\lambda}) \quad \text{where} \quad \kappa(r) = \frac{\sigma^2 2^{1-\nu}}{\Gamma(\nu)} (\sqrt{2\nu} r)^\nu K_\nu(\sqrt{2\nu} r). \tag{8}
\]

In the formulas above, \( \tau \in \mathbb{R}^d \), \( \cdot \) is the Euclidean norm, \( \lambda \) the correlation length, \( \sigma^2 \) the variance, \( \nu > 0 \) a smoothness parameter, \( \Gamma \) the gamma function, and \( K_\nu \) the modified Bessel function of the second kind. Notice that the case \( \nu = 1/2 \) corresponds to the exponential covariances, while \( \nu = \infty \) corresponds to the Gaussian function of the form \( \kappa(r) = \sigma^2 e^{-r^2/2} \). See e.g., [12, Example 2.7].

3. A stochastic realization approach

\[

\begin{align*}
W(z) &\rightarrow y(x) \\
w(x) &\rightarrow W(z)
\end{align*}
\]

**Figure 1:** A \( d \)-dimensional linear stochastic system with a white noise input.

Let \( z = (z_1, \ldots, z_d) \) be a vector of indeterminates. Consider a \( d \)-dimensional discrete-“time” linear stochastic system as depicted in Fig. 1, where

\[
W(z) = \sum_{k \in \mathbb{Z}^d} \gamma(k) z^{-k} \tag{9}
\]

is the transfer function, also called a shaping filter in the signal processing literature. Here the function \( \gamma : \mathbb{Z}^d \rightarrow \mathbb{R} \) is called the *impulse response* of the system and \( z^k \) is a shorthand notation for \( z_1^{k_1} \cdots z_d^{k_d} \). Moreover, the symbol \( z^{-k} \) can be interpreted as a \( k \)-step delay operator. The system is excited by a normalized white noise \( w(x) \) such that for any \( x \in \mathbb{Z}^d \),

\[
E[w(x)] = 0 \quad \text{and} \quad E[w(x+k)w(x)] = \delta_{k,0} = \begin{cases} 1 & \text{if } k = 0, \\ 0 & \text{otherwise}. \end{cases} \tag{10}
\]

The output \( y(x) \) is a zero-mean stationary random field. Symbolically, we write

\[
y(x) = W(z) w(x) := \sum_{k \in \mathbb{Z}^d} \gamma(k) w(x-k). \tag{11}
\]

Notice that this is a standard model for stationary processes which goes back to the prediction theory of Wiener in the 1940s.

Let \( \sigma(k) := E[y(x+k)y(x)] \) be the covariance function of \( y(x) \) and let \( \mathbb{T} := [-\pi, \pi] \) denote the frequency interval. Then the spectral density of \( y(x) \) is by definition [3, 18] the multidimensional discrete-time Fourier transform (DTFT) of the covariance function:

\[
\Phi(e^{i\theta}) = \sum_{k \in \mathbb{Z}^d} \sigma(k) e^{-i(k, \theta)}, \tag{12}
\]
where the frequency vector \( \mathbf{\theta} = (\theta_1, \ldots, \theta_d) \in \mathbb{T}^d \), \( e^{i\mathbf{\theta}} := (e^{i\theta_1}, \ldots, e^{i\theta_d}) \) is a point on the \( d \)-torus (which is isomorphic to \( \mathbb{T}^d \)), and \( \langle \mathbf{k}, \mathbf{\theta} \rangle := k_1\theta_1 + \cdots + k_d\theta_d \) is the standard inner product in \( \mathbb{R}^d \). It then follows from the spectral theory of stationary random fields \([33]\) that

\[
\Phi(e^{i\mathbf{\theta}}) = |W(e^{i\mathbf{\theta}})|^2
\]

where \( W(e^{i\mathbf{\theta}}) = \sum_{\mathbf{k} \in \mathbb{Z}^d} \gamma(\mathbf{k}) e^{-i\langle \mathbf{k}, \mathbf{\theta} \rangle} \), so \( \Phi(e^{i\mathbf{\theta}}) \) takes nonnegative values. On the other hand, if the spectral density \( \Phi \) satisfies certain analytic properties, then it admits a spectral factor \( W \), see \([18]\).

We are mostly interested in the case where \( W(\mathbf{z}) \) is a rational function, that is, it can be expressed as a ratio of two polynomials:

\[
W(\mathbf{z}) = \frac{b(\mathbf{z})}{a(\mathbf{z})} = \frac{\sum_{\mathbf{k} \in \Lambda_{+1}} b_{\mathbf{k}} \mathbf{z}^{-\mathbf{k}}}{\sum_{\mathbf{k} \in \Lambda_{+1}} a_{\mathbf{k}} \mathbf{z}^{-\mathbf{k}}},
\]

where \( \Lambda_{+1} := \{(k_1, \ldots, k_d) \in \mathbb{Z}^d : 0 \leq k_j \leq m_j, \ j = 1, \ldots, d\} \),

\( \Lambda_{+2} := \{(k_1, \ldots, k_d) \in \mathbb{Z}^d : 0 \leq k_j \leq n_j, \ j = 1, \ldots, d\} \)

are two index sets with positive integers \( m_j, n_j \) given for \( j = 1, \ldots, d \). Then the system \((11)\) can equivalently be described in the time domain as an autoregressive moving-average (ARMA) model

\[
\sum_{\mathbf{k} \in \Lambda_{+1}} a_{\mathbf{k}} y(\mathbf{x} - \mathbf{k}) = \sum_{\mathbf{k} \in \Lambda_{+2}} b_{\mathbf{k}} w(\mathbf{x} - \mathbf{k}).
\]

Such a model is extremely useful in practice because rational functions (in fact, polynomials) can approximate any continuous function if the model order is sufficiently large. If the moving-average part of the model is trivial, i.e., \( b(\mathbf{z}) \equiv b_0 \) is a constant, then \((15)\) reduces to a simpler AR model.

In the above context, Problem 1 can be posed more concretely as follows:

**Problem 2.** Given a sampled covariance function \( \rho_s(\mathbf{k}) \) in \((3)\), find a rational filter \( W(\mathbf{z}) \) of the form \((14)\) such that when it is fed with a normalized white noise, the covariance function of the output \( y(\mathbf{x}) \) coincides with \( \rho_s(\mathbf{k}) \). Equivalently, we seek a rational spectral density satisfying the trigonometric moment equations

\[
\int_{\mathbb{T}^d} e^{i\langle \mathbf{k}, \mathbf{\theta} \rangle} \Phi(e^{i\mathbf{\theta}}) d\mu(\mathbf{\theta}) = \rho_s(\mathbf{k}) \quad \forall \mathbf{k} \in \mathbb{Z}^d
\]

where \( d\mu(\mathbf{\theta}) = \frac{1}{(2\pi)^d} \prod_{j=1}^d d\theta_j \) is the normalized Lebesgue on \( \mathbb{T}^d \).

Notice that the equivalence above is understood modulo the spectral factorization \((13)\). Once the above problem is solved, samples of the random field \( y_s(\mathbf{x}) \) for \( \mathbf{x} \) indexed in \((4)\) can be generated efficiently via the ARMA recursion \((15)\) with a white noise input.

Next, in view of the decoupling assumption \((3)\), it follows easily from the multidimensional DTFT that the corresponding spectral density \( \Phi(e^{i\mathbf{\theta}}) \) also has a decoupled form

\[
\Phi(e^{i\mathbf{\theta}}) = \Phi_1(e^{i\theta_1}) \cdots \Phi_d(e^{i\theta_d}),
\]

where the factor \( \Phi_j(e^{i\theta_j}) \) can be interpreted as the spectral density in the \( j \)-th dimension for \( j = 1, \ldots, d \), i.e., it is the 1-d DTFT of the sampled covariance function \( \rho_{s,j}(k_j) := \rho_j(k_jT_j) \). Therefore, the \( d \)-dimensional moment equations \((16)\) decouple into \( d \) sets of unidimensional moment equations

\[
\int_{\mathbb{T}} e^{ik_j\theta_j} \Phi_j(e^{i\theta_j}) \frac{d\theta_j}{2\pi} = \rho_{s,j}(k_j) \quad \forall k_j \in \mathbb{Z}, \ j = 1, \ldots, d,
\]

whose solutions have been extensively studied in the literature. After each \( \Phi_j \) has been constructed from the covariance function \( \rho_{s,j} \), we can perform the spectral factorization \( \Phi_j(z_j) = W_j(z_j)W_j(z_j^{-1}) \) to obtain the transfer function \( W_j(z_j) \). Notice that since \( \Phi_j \) is constrained to be rational, the spectral factorization
reduces to that for positive trigonometric polynomials, for which there are a number of algorithms [34]. Hence, the above procedure leads to a d-dimensional ARMA model

$$y(x) = W_1(z_1) \cdots W_d(z_d) w(x)$$  \hspace{1cm} (19)

again in a decoupled form. The main steps of our approach for sampling stationary random fields are summarized as follows.

1) Given a sampled covariance function (3), solve the decoupled moment equations (18) for a rational spectral density of the form (17).

2) Do spectral factorization to obtain the linear filter in (19).

3) Feed the filter with a Gaussian i.i.d. white noise and collect the output random field.

In the next subsections, we focus on the nontrivial Step 1 with two types of covariance functions mentioned before, i.e., the exponential and Gaussian covariance functions. It is worth remarking that the case of the exponential covariance function admits an *exact* rational spectrum and hence a shaping filter in a *closed form*. Although the Gaussian covariance function does not lead to an analytic solution, it can be well approximated in the frequency domain by a rational spectral density in the sense that only low-order covariances with significant values are matched in (18).

### 3.1. Solution for the exponential covariance function: an AR(1) model

Under the decoupling assumption for the d-dimensional covariance function, we only need to solve Problem 2 for each sampled covariance function $\rho_{s,j}(k_j) = \rho_j(k_j T_j)$ of one variable, as discussed previously. Hence, we suppress the subscript $j$. Consider first the exponential covariance function in (6), i.e., $\rho(x) = \sigma^2 e^{-\alpha|x|}$ with $x \in \mathbb{R}$. We can for simplicity take $\sigma^2 = 1$ since it is only a multiplicative constant.

Let $T > 0$ be the sampling distance, and we have

$$\rho_s(k) := \rho(k T) = e^{-\alpha T |k|}, \quad k \in \mathbb{Z}. \hspace{1cm} (20)$$

Let $r = e^{-\alpha T}$. Using the DTFT pair

$$x(k) = r^k u(k) \xrightarrow{\mathcal{F}} X(e^{i\theta}) = \frac{1}{1 - re^{-i\theta}} \hspace{1cm} (21)$$

with $0 < |r| < 1$ and $u(k)$ the discrete-time unit step function, the spectral density corresponding to $\rho_s(k)$ is

$$\Phi(e^{i\theta}) = Z(e^{i\theta}) + Z(e^{i\theta})^* = 2 \text{Re}\{Z(e^{i\theta})\}, \hspace{1cm} (22)$$

where * denotes complex conjugate and

$$Z(e^{i\theta}) = \frac{1}{1 - e^{-\alpha T} e^{-i\theta}} - \frac{1}{2} \hspace{1cm} (23)$$

is the so-called *positive real* part of $\Phi(e^{i\theta})$. Notice that $Z(e^{i\theta})$ admits an *analytic extension* as a rational function

$$Z(z) = \frac{1}{1 - e^{-\alpha T} z^{-1}} - \frac{1}{2}, \quad z \in \mathbb{C}, \hspace{1cm} (24)$$

so that $\Phi(z)$ in (22) is rational as well. Then after some straightforward calculations, we obtain a transfer function

$$W(z) = \frac{1 - e^{-2\alpha T} z^{-1}}{1 - e^{-\alpha T} z^{-1}} \hspace{1cm} (25)$$
which is a stable and minimum-phase spectral factor of $\Phi(z)$, namely

$$\Phi(z) = W(z) W(z^{-1})$$  \hspace{1cm} (26)$$

where the identity is valid in a neighborhood of the unit circle. We see that $W(z)$ corresponds to an AR model of order one that depends on the parameter $\alpha_s := \alpha T$. In consequence, samples of the discrete random field $y_s(x)$ can be generated by filtering a white noise through $d$ cascaded AR(1) models, one for each dimension. Obviously, the algorithm achieves a very low computational cost because each AR component has only order one. Compared with [17], our approach has a more concise frequency-domain interpretation and a neater time-domain implementation that avoids factorization of large matrices. Moreover, the model can be reused for computing multiple realizations of the random field because the filter $W(z)$ remains unchanged with a given covariance function when the sampling distance is fixed. Although the Cholesky factor in the stepwise CMD method [17] can also be reused, our method requires much less storage since only the filter coefficients need to be stored. In addition, our model can be used to compute samples of an arbitrary size. On the contrary, the CMD has to be redone from the start if the sample size changes. A comparison of the computational complexity between different algorithms will be given at the end of this section.

3.2. Solution for the Gaussian covariance function: an ARMA model

Unlike the case with an exponential covariance function, the problem with a general covariance function may not have an exact analytic solution. In this subsection, we discuss the case with a Gaussian covariance function in (7). The corresponding sampled version is

$$\rho_s(k) := \rho(kT) = \sigma^2 e^{-\alpha T^2 |k|^2}; \quad k \in \mathbb{Z}.$$  \hspace{1cm} (27)$$

It is well known that the (continuous-time) Fourier transform of a Gaussian function is another Gaussian function which is certainly nonrational. We speculate that the same happens for the discrete samples of a Gaussian function, i.e., the corresponding spectral density is not a rational function. Therefore, an ARMA representation for such a covariance function must by nature be approximate.

The Gaussian function (7) decays fast as $|x|$ increases. So a natural idea is to construct a rational spectral density

$$\Phi(e^{i\theta}) = \frac{P(e^{i\theta})}{Q(e^{i\theta})}$$  \hspace{1cm} (28)$$

that matches a finite number of low-order (dominant) covariances, where $P$ and $Q$ are positive symmetric trigonometric polynomials. There are a number of solution techniques for this rational covariance extension problem, see e.g., [20, 35, 36, 37, 38, 39, 40]. In the paper, we adopt the following generalized maximum entropy formulation [20, 1]:

$$\max_{\Phi > 0} \int_{\mathbb{T}} P(e^{i\theta}) \log \Phi(e^{i\theta}) \frac{d\theta}{2\pi}$$

s.t. \hspace{0.5cm} $\sigma_k = \int_{\mathbb{T}} e^{ik\theta} \Phi(e^{i\theta}) \frac{d\theta}{2\pi} \quad \forall k \in \Lambda,$  \hspace{1cm} (29)$$

where,

- $P$ is a known positive symmetric polynomial which is constructed from a given factor $b(z) := \sum_{k=0}^{n} b_k z^{-k}$, i.e., $P(z) = b(z) b(z^{-1})$;

- the index set is defined as $\Lambda := \{-m, \ldots, -1, 0, 1, \ldots, m\}$ such that $m$ is a user-specified positive integer,

- $\sigma_k$'s are the covariance data evaluated from the covariance function, namely $\sigma_k = \rho_s(k)$.

More precisely, we choose $m$ to be the smallest positive integer such that $\rho_s(k)$ is practically zero for all $k > m$. In other words, the approximation procedure takes into account the covariances with significant
we state the computational costs of different methods: traditional CMD by Cholesky decomposition has a fixed computational cost (though larger than that of the AR(1) model) related to the model order ($\beta$), as described in the previous subsection, now via the cascaded ARMA recursions. Each ARMA recursion has computational cost proportional to the product $M_i$, so the AL cost of solving a small-size convex optimization problem ($P_\sigma$) is 10-fold larger than that of the AR(1) model. For the exponential covariance function, the AL cost can be taken as $(1 + \beta)N_1N_2N_3$, say with $\beta = 0.1$, in order to reduce the “transient” effect of filtering caused by an artificial boundary condition. For the exponential covariance function, the computational cost is $O(N_1N_2N_3)$, so the AL complexity is $O(N_1N_2N_3)$ in which we have absorbed the constant $1 + \beta$ into the capital $O$ notation. For the Gaussian covariance function which corresponds to an ARMA model, the AL still mainly runs in $O(N_1N_2N_3)$ flops because the computational cost of solving a small-size convex optimization problem (30) is far lower than that of implementing the ARMA recursion.

In Table 1 we state the computational costs of different methods: traditional CMD by Cholesky decomposition, stepwise CMD, circulant embedding method, and our stochastic realization approach, where an instance with specific numbers is also shown for clarity. It can be seen that our method has the lower computational complexity which is linear in the number of samples.

### 4. Application to multiscale simulations

In some applications, e.g., the analysis of certain geomaterial properties [41, 5], we often face a challenging problem that refinements of the generated samples of the random field are needed across several scales,
where the spatial variability, i.e., the covariance function is expected to be maintained. Here by “a fine-scale simulation”, we mean obtaining samples of the random field on a denser grid by interpolating the already generated coarse-scale realization, instead of generating fine-scale samples from scratch. Our approach is particularly suitable for such a purpose as we shall describe shortly.

For simplicity, we assume that the sampling distance \( T \) (which is the scale parameter) in (20) and (27) is halved in each fine-scale simulation, i.e., \( T_1 = \frac{T}{2} \), \( T_2 = \frac{T_1}{2} = \frac{T}{4} \), where the subscript denotes the number of fine-scale simulations that we perform. We want to point out that the model parameters in (25) and (31) in general change across different simulation scales since they depend on \( T \), although the model order one is maintained in the case of an exponential covariance function. The change of the AR coefficients in (31) is more implicit and comes from the fact that the covariance data \( \sigma_k \)'s are changed in a fine-scale simulation. In any case, once the fine-scale model (25) or (31) is constructed, the interpolation of the samples of the random field can be carried out by the same filtering technique as in the generation of the coarse-scale samples, when suitable boundary conditions and the fine-scale noise input (which is not i.i.d. any more) are provided.

4.1. The boundary conditions

The determination of such boundary conditions is rather standard. Suppose that the coarse-scale samples of the random field are collected into a column vector \( y_1 \) and the boundary random variables that are needed to initiate the fine-scale filtering are collected in \( y_2 \). Here we want to remark on the special 1-d case with the exponential covariance function, where the coarse-scale samples are themselves boundary conditions for the fine-scale simulation due to the AR(1) model structure. Hence, all one needs to do is to generate the white noise samples on the new grid points and to implement the filtering. In general however, some boundary values of the fine-scale samples in \( y_2 \) are needed in order to start the multidimensional filtering, as shown in Fig. 2 for the 2-d case where the two cascaded filters are both AR(1).

Let \( y \) be the joint vector such that

\[
y = \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} \sim \mathcal{N}
\left(
\begin{bmatrix} 0 \\ 0 \\
\end{bmatrix},
\begin{bmatrix}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{bmatrix}
\right),
\]

(32)

where we have introduced explicitly the Gaussianness assumption for the random field, and the matrix on the right side is the covariance matrix \( \Sigma \) of \( y \) which is evaluated using the given covariance function

\[\rho(T)\]

\footnote{Recall that the locations of samples in \( y \) are known.}
in (1) and partitioned in accordance with \(y_1\) and \(y_2\). Then the unknown random vector \(y_2\) conditioned on \(y_1 = a\) still has a multivariate normal distribution \((y_2|y_1 = a) \sim \mathcal{N} (\mu, \Sigma)\) where

\[
\mu = \Sigma_{21} \Sigma_{11}^{-1} a,
\]

and

\[
\Sigma = \Sigma_{22} - \Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12}.
\]

The matrix \(\Sigma\) is known as the *Schur complement* of \(\Sigma_{11}\) in \(\Sigma\). It is positive definite because so is \(\Sigma\). Thus, the unknown boundary values \(y_2\) in a fine-scale simulation can be computed via:

\[
y_2 = R e + \mu,
\]

where the matrix \(R\) constitutes a *rank factorization* of \(\Sigma\), namely \(\Sigma = RR^T\) which can be computed from the spectral decomposition plus truncation, and \(e\) is an i.i.d. standard normal vector.

### 4.2. The noise input

Obviously, samples on the fine-scale depend upon the white noise input which cannot be randomly generated any more because of the existence of the coarse-scale samples as interpolation conditions. Thus it is reasonable to determine the white noise before implementing ARMA recursion, and we report a particular solution for the case with exponential covariance functions, namely,

\[
\rho_s(k_1, k_2) = \sigma^2 e^{-\alpha_1 T_1 |k_1| - \alpha_2 T_2 |k_2|}, \quad (k_1, k_2) \in \mathbb{Z}^2.
\]

Here we focus on 2-d random fields which are of engineering interest in e.g., [5, 41], also for the simplicity of presentation. In principle, a similar procedure should work for the higher dimensional cases but the calculations will necessarily be more complicated.

Assume that we have computed the fine-scale samples in boundary locations, and we know the coarse-scale white noise and samples which have a size \((N_1, N_2)\). We aim to interpolate the fine-scale input \(w(s, t)\) and then samples \(y(s, t)\) for \(0 \leq s \leq 2(N_1 - 1), \quad 0 \leq t \leq 2(N_2 - 1)\). In particular, the indices \(s\) and \(t\) of the coarse-scale samples are even numbers in the fine-scale realization. Referring to Fig. 3, the two cascaded AR(1) filters of the fine-scale random field are written as

\[
W_1(z_1) = \frac{b}{1 - az_1}, \quad W_2(z_2) = \frac{d}{1 - cz_2}.
\]

The input \(w\), the intermediate output \(y_1\), and the output \(y\) are related via

\[
y_1(s, t) = W_1(z_1) w(s, t), \quad y(s, t) = W_2(z_2) y_1(s, t).
\]

Apply twice the AR recursion, we have

\[
w(s - 1, t) = \frac{1}{ab} y_1(s, t) - \frac{a}{b} y_1(s - 2, t) - \frac{1}{a} w(s, t).
\]

If we take \(s = 2k\) and \(t = 2\ell\) with \(k = 1, \cdots, N_1 - 1\) and \(\ell = 1, \cdots, N_2 - 1\), \(w(2k; 2\ell)\) is known as the coarse-scale noise input. Then \(w(2k - 1, 2\ell)\) can be computed directly via (36) where

\[
y_1(2k, 2\ell) = \frac{1}{d'} y(2k; 2\ell) - \frac{c'}{d'} y(2k - 2, 2\ell),
\]
where $c'$ and $d'$ correspond to the filter $W_2'(z_2)$ of coarse-scale random field, and the $y$ samples involved are from the coarse-scale realization. For odd $t = 2\ell - 1$, $w(2k, 2\ell - 1)$ is unknown and (36) can be rewritten as a linear equation
\[ Aw = b \]  
where the coefficient matrix $A$ has a size $(N_1 - 1) \times (2N_1 - 2)$, and $y_1(2k, 2\ell - 1)$ is computed via
\[ y_1(2k, 2\ell - 1) = \frac{1}{cd}y(2k, 2\ell) - \frac{c}{d}y(2k, 2\ell - 2) - \frac{1}{c}y_1(2k, 2\ell), \]
where again the right-hand side requires only the coarse-scale samples. The equation (37) has infinitely many solutions since $A$ is of full row rank. In order to make the problem well-posed, we notice a dual linear equation by swapping $W_1(z_1)$ and $W_2(z_2)$ in the filtering which obviously does not change the final output $y$. The intermediate output is, however, different and we write it as
\[ y_2(2k, 2\ell) = \frac{1}{c'd}y(2k, 2\ell) - \frac{c'}{d'}y(2k, 2\ell - 2) \]
where $a'$ and $b'$ correspond to the filter $W_1'(z_1)$ of coarse-scale random field. We can now compute the components $w(2k, 2\ell - 1)$ in the vector $w$ as
\[ w(2k, 2\ell - 1) = \frac{1}{cd}y_2(2k, 2\ell) - \frac{c}{d}y_2(2k, 2\ell - 2) - \frac{1}{c}w(2k, 2\ell) \]
in the same fashion as computing $w(2k - 1, 2\ell)$ from (36). Substitute the result back into (37), we get the rest components.

In this way, the fine-scale samples can be generated via the AR recursion easily as the values in the boundary locations and the white noise input have been computed. We would like to point out that unlike traditional methods which generate all the fine-scale samples (which could be a lot) using the conditional distribution (32), see e.g., Chen et al. [41, Sec. 2.4], we only need $y_2$ in boundary locations (whose number is much smaller, see Fig. 2). Therefore, our procedure involves multiplications and inversions of matrices of smaller sizes, which significantly improves computational efficiency. After the boundary values of the fine-scale random field are computed and the white noise input is obtained, the interpolation of the coarse-scale samples can be accomplished again at a linear cost.

5. Numerical examples

In this section, we perform two sets of numerical simulations of our stochastic realization approach: one for sampling 3-d random fields and the other includes multiscale simulations in the 2-d case.

5.1. Sampling 3-d Gaussian random fields

First, we apply the stochastic realization approach to Problem 2 with an exponential covariance function in three variables
\[ \rho_\rho(x, y, z) = \sigma^2 e^{-\alpha_1 T_1|x| - \alpha_2 T_2|y| - \alpha_3 T_3|z|}, \quad (x, y, z) \in \mathbb{Z}^3. \]  
(38)

In the following example, the size of the samples to be generated is $N = (100, 100, 100)$ for the random field $y_\rho(x, y, z)$, the variance is $\sigma^2 = 1$, the parameter vector is $(\alpha_1, \alpha_2, \alpha_3) = (1, 1, 1)$, and the vector of sampling distances along $x$-, $y$-, and $z$-directions is $(T_1, T_2, T_3) = (1/12, 1/10, 1/8)$. 
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Figure 4: A 3-d random field realization with an exponential covariance function. The size of the realization is 8.33m × 10.00m × 12.50m in space with a total number of samples equal to $100^3 = 10^9$.

Figure 5: The covariances versus distances along four directions of the 3-d random field realization which contains 100 repeated trials. The red line denotes the given exponential covariance function and the blue lines are the corresponding sample covariance lags. By x-direction, we mean the section $[k_1,0,0]$ of the sample covariance array with $k_1 = 0, \ldots, N_1 - 1$. The other directions are understood similarly.

It has been discussed in Subsection 3.1 that the exponential covariance function corresponds to an exact rational spectral density, and the filter in each dimension can be directly computed via (25). Thus the required samples of the random field can be generated easily by implementing three cascaded AR recursions (19). A realization of the random field is shown in Fig. 4 using the Matlab command slice, where the spatial distances are defined as $\tau_x = T_1|x|$, $\tau_y = T_2|y|$, and $\tau_z = T_3|z|$ along three directions. Next, in order to verify the performance of our method, we also plot the sample covariances of the realization $y_k(x,y,z)$ versus spatial distances along x-, y-, z-, and the diagonal directions in Fig. 5 with 100 repeated trials. The diagonal direction is along the line $x = y = z$ with $0 \leq x \leq N_1 - 1$. 

12
Figure 6: A 3-d random field realization with a Gaussian covariance function. The size of the realization is $2m \times 3.13m \times 5.56m$ in space with a total number of samples equal to $50^3 = 1.25 \times 10^9$.

Figure 7: The covariances versus distances along four directions of the 3-d random field realization which contains 100 repeated trials. The red line denotes the given Gaussian covariance function and the blue lines are the corresponding sample covariance lags. By $x$-direction, we mean the section $[k_1, 0, 0]$ of the sample covariance array with $k_1 = 0, \ldots, N_1 - 1$. The other directions are understood similarly.

In particular, the sample covariances of $y_e(x, y, z)$ are computed via the spatial average [28, Section 5]:

$$\hat{\sigma}_k := \frac{1}{|N|} \sum_x y_e(x + k)y_e(x)$$

(39)

where $x = (x, y, z)$ and $|N| = N_1N_2N_3$. Since we have explicitly enforced covariance matching in Problem 2, it follows from the general covariance estimation theory [42] that the sample covariances of the output of the filter $W(z)$ must be close to the values of the given covariance function when the sample size is sufficiently large, and this point is well illustrated in Fig 5. We remark that our result is visually much better than that.
reported in [17, Sec. 5.1].

Furthermore, another simulation is performed for a Gaussian covariance function that has the form

$$\rho_s(x, y, z) = \sigma^2 e^{-a_1 T_1^2 |x|^2 - a_2 T_2^2 |y|^2 - a_3 T_3^2 |z|^2}, \quad (x, y, z) \in \mathbb{Z}^3.$$  \hfill (40)

The parameters are reported as follows: $\sigma^2 = 1$, $(a_1, a_2, a_3) = (1, 1, 1)$, and $(T_1, T_2, T_3) = (1/5, 1/4, 1/3)$. In this case, we set up an ARMA model to approximate the underlying spectral density. The numerator polynomial $b(z)$ in (14) is specified by the user. Here for simplicity, we take $b(z_1, z_2, z_3) = \prod_{j=1}^3 b_j(z_j)$ with a quite arbitrary $b_j(z_j) = 1 - 0.2 z_j^{-1}$ of order one and identical for $j = 1, 2, 3$. The orders of the denominator polynomials $a_j(z_j)$ are chosen to be $(m_1, m_2, m_3) = (8, 7, 7)$ which is a threshold for “dominant” covariances, i.e., large values of the covariance function. Then the approximate spectrum in each dimension is constructed via solving the optimization problem (20), where Newton’s method is implemented, and the polynomial $a_j(z_j)$ is obtained from spectral factorization. The results are shown in Figs. 6 and 7 similar to the previous two figures. Since the above Gaussian covariance function decays fast as the spatial distance increases, we set the sample size $N = (50, 50, 50)$ in order to show more details in the figures. It can be seen that the sample covariances are very close to the given Gaussian covariance function when the lag is small. The mismatch for large lags can be explained by the fact that we are using a relatively low-order ARMA spectrum to approximate the nonrational Gaussian function. In principle, we can also use a higher-order ARMA model for a better approximation, however, at the price of much more computational cost when generating the samples.

5.2. Multiscale simulations in the 2-d case

In this subsection, we perform simulations to produce fine-scale samples of the random field given the coarse-scale realization using our stochastic realization approach. Following the derivation in Section 4, we report an example with the following exponential covariance function

$$\rho_s(x, y) = \exp(-|x|/5 - |y|/4), \quad (x, y) \in \mathbb{Z}^2.$$  

Suppose that the coarse-scale samples of the random field have a size vector $(N_1, N_2) = (20, 20)$ which corresponds to 400 points. We take the sampling distances to be 1/5 and 1/4 along $x$- and $y$-directions, respectively, i.e., $\mathbf{T} = (T_1, T_2) = (1/5, 1/4)$, and the parameter vector $(\alpha_1, \alpha_2) = (1, 1)$. Then three fine-scale realizations of the random field are computed, where the sampling distances are reduced to 1/2, 1/4, and 1/8 of the original values, respectively. The simulations are carried out sequentially. More precisely, after the samples with the parameter $\mathbf{T}$ are generated, they are then treated as the coarse-scale realization, and the interpolation procedure is executed to produce fine-scale samples with the parameter $\mathbf{T}' = 2 \mathbf{T}$. Notice that we need to reconstruct the AR(1) filter under each scale, due to the fact that the filter parameters in (25) depend upon the product $\alpha_j T_j$. Then after the sample values in boundary locations are computed utilizing the conditional normal distribution and the white noise in unknown locations is obtained, the rest fine-scale samples can be generated by implementing the AR recursion. These operations are repeated for each finer scale. The result of such a multiscale simulation is shown in Fig. 8. It is evident that more details of the random field can be seen from the fine-scale samples than the coarse-scale realization. We also plot the sample covariances under each scale versus distances along $x$- and $y$-directions in Fig. 9. One can see that the sample covariances are again close to the given covariance function, which indicates that the spatial variability of the random field is well maintained across multiple scales in our simulations.

6. Conclusions

This paper proposes an efficient stochastic realization approach for sampling large-scale multidimensional Gaussian stationary random fields. The basic idea is to exploit the decoupling assumption on the covariance function, and to construct a rational model which approximates the spectrum of the underlying random field in terms of covariance matching. Moreover, our sampling approach features easy implementation and
Figure 8: Multiscale simulations with an exponential covariance function. Subfig. (a) shows the coarse-scale samples (colored squares) which are already known, while Subfigs. (b), (c), and (d) are the fine-scale realizations, where the numbers in parentheses give the number of sampling points in each direction.

Figure 9: Covariance lags of the random field versus distances. The red line denotes the given exponential covariance function, and the other four lines correspond to the sample covariances of under different scales. By x-direction, we mean the column of the sample covariance matrix indexed by \([k_1, 0]\) with \(k_1 = 0, \ldots, N_1 - 1\). The y-direction is understood similarly.
low computational complexity due to the simple structure of the approximate model. The work in the paper can be concluded as follows:

(1) Solutions to the sampling problem with the exponential and Gaussian covariance functions are given, respectively. The former corresponds to a rational spectral density that leads to an AR(1) filter, and the latter has a nonrational spectral density which can be approximated by an ARMA spectrum.

(2) The stochastic realization approach has been applied to multiscale simulations. Compared with traditional methods, only a few number of values in boundary locations are computed prior to the interpolation via the ARMA recursion, which achieves high efficiency.

(3) Several numerical simulations are performed and they show that our method exhibits good performances not only in sampling large-size random fields, but also in refining generated samples across multiple scales.

Finally, it is expected that our approach can be extended to the multivariate case (i.e., vector processes), which will be a future study.
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