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Anomalous diffusion, manifest as a nonlinear temporal evolution of the position mean square displacement, and/or non-Gaussian features of the position statistics, is prevalent in biological transport processes. Likewise, collective behavior is often observed to emerge spontaneously from the mutual interactions between constituent motile units in biological systems. Examples where these phenomena can be observed simultaneously have been identified in recent experiments on bird flocks, fish schools and bacterial swarms. These results pose an intriguing question, which cannot be resolved by existing theories of active matter: How is the collective motion of these systems affected by the anomalous diffusion of the constituent units? Here, we answer this question for a microscopic model of active Lévy matter – a collection of active particles that perform superdiffusion akin to a Lévy flight and interact by promoting polar alignment of their orientations. We present in details the derivation of the hydrodynamic equations of motion of the model, obtain from these equations the criteria for a disordered or ordered state, and apply linear stability analysis on these states at the onset of collective motion. Our analysis reveals that the disorder-order phase transition in active Lévy matter is critical, in contrast to ordinary active fluids where the phase transition is, instead, first-order. Correspondingly, we estimate the critical exponents of the transition by finite size scaling analysis and use these numerical estimates to relate our findings to known universality classes. These results highlight the novel physics exhibited by active matter integrating both anomalous diffusive single-particle motility and inter-particle interactions.

Active matter refers to systems comprising constitutive units with the ability to harvest energy from the environment and employ it to generate motion [1–6]. The mutual interactions of the active constituent units in these systems often cause the spontaneous emergence of collective behavior manifest as collective motion (flocking) [7–10], turbulence [11–19], and motility-induced phase separation [20–23]. Examples are widespread in nature: microorganisms swimming in ambient fluids [11–13, 18, 21–26], cell tissues [27–32], the cellular cytoskeleton [6, 33–34], and social groups of animals (from small-scale ones like ants and locusts to large-scale ones like birds, fish and even humans) [10, 35–38]. Furthermore, there has been wide interest in artificially engineering active systems. Numerous examples can be mentioned, such as collections of chemically self-propelled Janus particles [39] and swarming robots [10], and motility assays of self-assembled cytoskeletal components, especially cross-linked actin filaments or microtubules and motor proteins [41–43].

Being inherently out of equilibrium due to the continuous energy flux, active matter systems cannot be described within the framework of equilibrium statistical mechanics. Instead, several agent-based microscopic models and hydrodynamic continuum theories have been formulated so far to capture the characteristic collective properties of these systems (e.g., see [3]). These hydrodynamic theories are usually derived by coarse-graining the many-body dynamics resulting from the underlying interacting active units [41–42], whose motion is typically assumed to be simple self-propulsion plus Gaussian fluctuations in their orientations and spatial positions [2–4, 5, 53]. Alternatively, hydrodynamic theories have also been derived in full generality from first principles based on symmetry arguments [1, 8, 9, 54–59]. To incorporate the aforementioned microscopic fluctuations, these theories typically contain Gaussian noise terms, which are a manifestation of the celebrated central limit theorem [60], stating that the averaging over many fluctuations following a distribution with finite variance inevitably leads to a Gaussian distribution law.

In particular, flocking systems have been intensely studied in this respect [1, 4, 10]. The pioneering Vicsek model [7] first identified that (a) overdamped self-propelled particles with (b) noisy reorientation of the velocities and (c) short-range interactions favoring polar alignment of the velocities can self-organize into polar ordered states (flocks), where particles move on average in the same direction. This phase transition between disordered and ordered states is widely believed to be first-order: This result was first supported by numerical simulations of microscopic dynamics using either continuous or lattice based models implementing the basic ingredients (a)–(c) [61–64] (however their conclusions on the nature of the phase transition have been long debated [65–67], and only later supported analytically by linear stability analysis of hydrodynamic theories [45–51]. The Vicsek model has been adapted over the years to include additional features such as particle cohesion [72–73], metric-free [74–75], nematic [76–77] and possibly mixed nematic-polar alignment interactions [78–79], density dependent velocities [80–81], inertial and non-Markovian orientational dynamics [82–86]; particle chirality [87–91]; and velocity reversals [92].

Nevertheless, an important setup has remained so far...
largely unexplored: Consider a population of active particles that, when their mutual interactions are switched off, can perform anomalous diffusive dynamics other than self-propulsion (see, e.g., [95,99] and references below). The following question arises naturally: How does this different single-particle diffusive dynamics of the active units affect the emergence, stability and universality of collective behavior, when particle interactions are switched back on?

Anomalous diffusion, which is generically characterized by a non linear position mean-square displacement (MSD) exhibiting possibly multiple scaling regimes [100] where MSD(t) ∼ t^β with 0 < β < 1 for subdiffusion and 1 < β < 2 for superdiffusion (β = 1 is normal diffusion), has been indeed widely observed experimentally for both transport processes in physical systems [95,98] and biological motion [99,101,103]. While subdiffusion is typical for single particles whose motion is impeded, e.g. because they move in a crowded environment [105,106], superdiffusion has been shown to optimize the search and foraging strategies of living organisms in specific environmental conditions [107,110], such that it can be potentially advantageous not only for single organisms per se but also when they belong to large interacting groups. Recent experiments have indeed measured superdiffusive dynamics manifest as power-law displacement distributions for individual organisms in bird flocks, fish schools and swarming bacteria [111,113], thus supporting the biological relevance of the scenario just depicted. Furthermore, such superdiffusive single-particle dynamics has been also shown to emerge as a result of non linear and non-Markovian effects [114]. Remarkably, these dynamics can be described, to first approximation, by models incorporating fluctuations with infinite variances, whose average has been shown to converge again to a universal distribution, called the α-stable Lévy distribution, as guaranteed by the generalized central limit theorem [115].

Therefore, in this paper, we investigate the consequences of the anomalous superdiffusive dynamics on the collective properties of active matter. As a distinct notation, we will denote systems integrating anomalous superdiffusive behaviour and many-body particle interactions as active Lévy matter (ALM) [116]. Collective properties can be generically understood by formulating a hydrodynamic theory. However, while in ordinary active matter, symmetry considerations alone can sometimes be sufficient for the derivation of the hydrodynamic equations of motion (EOM), it is in contrast unclear how symmetry constrains the form of the hydrodynamic EOM for ALM. In particular, since fractional derivatives are expected to appear in these equations, the underlying model equations becomes non local and effectively long range and the typical way of truncating them by ignoring higher order derivatives may not be applicable.

To elucidate this issue, we will thus present the detailed derivation of the hydrodynamic EOM for ALM [116], by coarse-graining a microscopic model of polar alignment interacting active particles that perform superdiffusive behaviour akin to Lévy flights [117,119]. The Lévy flight is a Markovian random-walk model where superdiffusive behaviour is captured by fat-tailed jump-length distributions. Our setup differs from other models of ALM that have been previously proposed [120,121], as ours is the only one that can permit the emergence of collective motion.

The Article is organized as follows. In Section I, we characterize the single-particle diffusive dynamics of our microscopic model of ALM in terms of the position mean-square displacement and the position statistics along any arbitrary direction. In Section II, we switch on the polar alignment interactions and derive the effective one-body Fokker-Planck equation that determines the joint statistics of the position and direction of motion of the active Lévy particles by employing the Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchical method [122] and the stochastic calculus of Lévy processes [123]. In Section III, we show how to perform a Fourier angular expansion on this equation, and discuss the relevant terms that survive in the hydrodynamic limit, i.e., the limit k → 0 with k ≡ |k| and k the independent variable in Fourier space. This procedure yields the hydrodynamic description of our microscopic model of ALM, which is our first main result. Section IV presents the linear stability analysis on the characteristic disordered and ordered phases that are predicted by the hydrodynamic theory. Specifically, in Section IV A, we show that the disordered phase is stable at linear level against small perturbations in all directions. Likewise, in Section IV B, we discuss the stability of the ordered phase. First, we consider small longitudinal perturbations (i.e., in the direction of spontaneous symmetry breaking). Differently from ordinary active fluids, where a characteristic banding instability emerges at the onset of collective motion that renders the phase-transition first-order [61,64], our hydrodynamic theory predicts a stable ordered phase in the hydrodynamic limit (see Eq. (4.32)). Secondly, we demonstrate that the phase is stable at the onset also against transversal perturbations (i.e., in the direction orthogonal to the collective motion). These results, therefore, suggest that the order-disorder phase transition can be potentially critical in ALM. This prediction is the second main result of our study. A further confirmation of the criticality of the transition is presented in Sec. V where we perform a finite size scaling analysis through extensive numerical simulations of the underlying microscopic dynamics. Correspondingly, we characterize numerically both static and dynamic critical exponents of the disorder-to-collective motion transition and use these numerical estimates to relate our findings to known universality classes. This numerical characterization of the critical properties of the transition is our third main result. Finally, in Section VI, we draw conclusions and outline future perspectives.
I. SINGLE PARTICLE DYNAMICS

We consider a single particle whose position $r(t)$ on a planar surface is described by the Langevin equations:

$$\dot{r}(t) = \eta(t) n(\theta(t)), \quad \dot{\theta}(t) = \xi(t)$$  \hspace{1cm} (1.1)

with the unit vector $n(\theta) = (\cos \theta, \sin \theta)$ prescribing its direction of motion. We define the noises $\xi$ and $\eta$, and respectively $\langle \cdot \rangle$ and $\langle \cdot, \cdot \rangle$ the ensemble averages over their stochastic realizations, as follows: (i) $\xi$ is a white Gaussian noise of variance $\sigma$, i.e., $\langle \xi(t) \rangle = 0$ and $\langle \xi(t) \xi(t') \rangle = 2\sigma \delta(t-t')$; (ii) $\eta$ is the formal derivative of the one-sided positive Lévy process $L(t) \equiv \int_0^t \eta(t') \, dt'$. This process is thus a subordinator (i.e., a strictly non-decreasing Lévy process) and is specified by the characteristic function $\langle e^{ikL(t)} \rangle = e^{i\Psi(k)}$, with the so called Lévy symbol \[123\]

$$\Psi(k) = ivk + \int_{0}^{\infty} (e^{ikz} - 1) \nu(dz)$$  \hspace{1cm} (1.2)

where $v \geq 0$ is the constant drift and $\nu(dz)$ is the Lévy measure satisfying $\nu(-\infty,0) = 0$ and $\int_{0}^{\infty} \min(z,1) \nu(dz) < \infty$. An important example of such processes is represented by stable subordinators with stability parameter $0 < \alpha < 1$. These are defined by setting

$$v = 0, \quad \nu(dz) = \frac{\alpha}{\Gamma(1-\alpha)} \frac{dz}{z^{1+\alpha}}$$  \hspace{1cm} (1.3)

which yields $\Psi(k) = k^\alpha$ \[123\]. When an explicit upper cutoff $H$ is introduced in the Lévy measure, we obtain tempered Lévy stable subordinators; in this case

$$\nu(dz) = \frac{\alpha}{\Gamma(1-\alpha)} e^{-Hz} \frac{dz}{z^{1+\alpha}}$$  \hspace{1cm} (1.4)

and consequently $\Psi(k) = (k+H)^\alpha - H^\alpha$. The characteristic functional of $\eta$ is thus defined as \[124\]

$$G[h(t')] \equiv \langle e^{-\int_{0}^{\infty} b(t') \eta(t') \, dt'} \rangle = e^{-\int_{0}^{\infty} \Psi(b(t')) \, dt'}$$  \hspace{1cm} (1.5)

with $h$ an arbitrary test function. The noises $\xi, \eta$ are assumed independent, and Itô prescription is chosen for the multiplicative term of Eq. \[121\].

The process $L$ measures the total distance traveled by the active particles. Its statistics, $Q(l,t) \equiv \langle \delta(l-L(t)) \rangle$, is easily calculated by Fourier inversion of its characteristic function. For stable subordinators, in particular, we find the following characterization: For $0 < \alpha < 1$...
1, \( Q(t, l) = t^{-1/\alpha} H_1(l t^{-1/\alpha}) \) with the scaling function \( H_1(x) \equiv (2 \pi)^{-1} \int_{-\infty}^{\infty} e^{-i \omega x - \left( - \frac{1}{\alpha} \right) \omega^2} d \omega \) (see Fig. 1a). The function \( H_1 \) is unimodal with maximum at the point \( x_m(\alpha) \) and heavy-tailed asymptotics for large \( x \), i.e., \( H_1(x) \sim x^{-(1+\alpha)} \) for \( x \to \infty \), and satisfies \( H_1(x) \to 0 \) for \( x \to 0^+ \). As \( \alpha \to 0 \), \( x_m \to 0 \) and \( H_1 \) simultaneously sharpens at this point \([125–128]\). For \( \alpha = 1 \), \( Q(t, l) = \delta(t-l) \) \([95, 129]\). In this case Eqs. (2.1) reduce to self-propelled dynamics with constant particle velocity \([7]\). Exemplary particle trajectories for different values of the characteristic parameter \( \alpha \) are shown in Fig. 1b.

When \( L \) is a stable subordinator, the dynamics described by the Langevin Eqs. (1.1) exhibits the following super-diffusive features (see Appendix A): (a) fractional moments \( \langle \lvert \Delta r(t') \rvert^\beta \rangle \) with \( \beta > 0 \) scale as \( t^{\beta/\alpha} \); (b) moments of order \( \geq 2 \) do not exist. Nevertheless, upon rescaling suitably the fractional moments, we obtain that the mean-square displacement MSD(\( x, t \)) \( \equiv \langle \lvert \Delta r(t) \rvert^2 \rangle > \) scales as \( t^{2/\alpha} \) for long times (see Fig. 1c): (c) the projected position statistics, e.g. in the direction \( \mathbf{e}_1 \equiv (1,0) \), which is defined as \( P(x,t) \equiv \langle \delta(x-r(t') \cdot \mathbf{e}_1) \rangle > \), has power-law asymptotic tail behaviour with the same characteristic exponent of \( H_1 \), i.e., \( P(x,t) \sim \lvert x \rvert^{-(1+\alpha)} \) (see Fig. 1d). We remark that the stochastic increments \( \Delta L(t) \equiv \int_t^{t+\Delta t} \eta(t') dt' \equiv \lvert \Delta r + \Delta t - r(t) \rvert \) with \( \Delta t \) an arbitrarily small time step, which measure the distance traveled by the active particle over the time interval \([t, t+\Delta t]\) in the direction \( \mathbf{n}(\theta(t)) \), are non-negative with the definition chosen for the step size process \( \eta \); thus, the particle orientation vector is determined only by the dynamics of the angular variable \( \theta \) as prescribed by Eqs. (1.1). Nevertheless, more general Lévy processes generating both positive and negative increments, such as, e.g., symmetric Lévy stable processes with \( \Psi(k) = -|k|^{\beta} (0 < \beta < 2) \), can also be used to define the step-size process by adopting a suitable interpretation of the negative increments. In fact, if \( \Delta L(t) \) is negative, two alternative scenarios can be identified (see schematic in Fig. 2). On the one hand, we can flip the orientation vector of the active Lévy particle, which is then displaced by \( \lvert \Delta L(t) \rvert \) (Fig. 2a); this choice inevitably increases the noise in the system, thus disallowing collective motion (verified numerically; not shown). On the other hand, we can keep the orientation vector unchanged and displace the particle by \( \lvert \Delta L(t) \rvert \) in the direction \(-\mathbf{n}(\theta(t))\) (Fig. 2b). This latter case is reminiscent of the model studied by Mahault and collaborators \([24]\), where ordinary self-propelled active particles can move in the direction opposite to their intrinsic polarity with some constant probability \( p \).

II. MANY-BODY SYSTEM WITH POLAR ALIGNMENT INTERACTIONS AND THE ONE-BODY FOKKER-PLANCK EQUATION

We now consider \( N \) active Lévy particles and switch on interactions between them that promote polar alignment of their orientation vectors. These are modeled by modifying the angular dynamics in (1.1) as

\[
\dot{\mathbf{r}}_i(t) = \eta_i(t) \mathbf{n}(\theta_i(t)), \quad \dot{\theta}_i(t) = F_i(t) + \xi_i(t),
\]

where the force \( F_i \) is defined as \([7,46]\)

\[
F_i(t) = \frac{\gamma}{\pi d^2} \sum_{j=1}^{N} (H(d - \lvert \mathbf{r}_{ij} \rvert)) \sin (\theta_j - \theta_i) \tag{2.2}
\]

with \( \mathbf{r}_{ij} \equiv \mathbf{r}_i - \mathbf{r}_j \) the distance between particle \( i \)-th and \( j \)-th, \( d > 0 \) the interaction range, and \( H \) the Heaviside function \((H(x) = 1 \text{ for } x > 0; \text{ } H(x) = 0 \text{ otherwise})\).

The one-body Fokker-Planck equation for the stochastic dynamics described by the Langevin equations (2.1) is derived by using the BBGKY hierarchical formalism \([122]\). Schematically this method consists in the following steps: (1.) one computes the \( N \)-body probability density function (PDF) \( P_N(\mathbf{X}, \Phi, t) \equiv \langle \prod_{j=1}^{N} \delta(x_j - r_j(t)) \delta(\phi_j - \theta_j) \rangle \) \( \forall \), where we introduce the shorthand vector notation \( \mathbf{X} \equiv (x_1, \ldots, x_N) \), \( \Phi \equiv (\phi_1, \ldots, \phi_N) \). (2.) One then derives an exact equation for the one-body PDF \( P(x_1, \phi_1, t) \equiv N \int d^2 x_2 \cdots d^2 x_N d\phi_2 \cdots d\phi_N P_N(\mathbf{X}, \Phi, t) \) by integrating out \( N - 1 \) other degrees of freedom. The resulting equation naturally depends on the two-body PDF \( P_2(x_1, \phi_1, x_2, \phi_2, t) \equiv N(N-1) \int d^2 x_2 d\phi_2 \cdots d^2 x_N d\phi_N P_N(\mathbf{X}, \Phi, t) \). (3.) Finally, one adopts a suitable approximation of the two-body distribution in terms of the one-body PDF in order to close the equation. We adopt here the molecular chaos approximation from the Boltzmann kinetic theory \([39]\); however we apply the approximation directly in the BBGKY formalism to close the equation. Specifically, in mathematical terms, the two-body distribution function is factorized into a product of two independent one-body densities

\[
P_2(x_1, \phi_1, x_2, \phi_2, t) = P(x_1, \phi_1, t) P(x_2, \phi_2, t). \tag{2.3}
\]

This approximation is particularly suited for dilute systems with long-range interactions between particles \([15]\), but is nevertheless widely applied to self-propelled particle models for active matter, where in contrast the interactions are typically short-range \([15,50,52]\). In light of this, the approximation is, in fact, even more justified for ALM than for ordinary (self-propelled) active matter, because the Lévy displacement statistics renders the short-range alignment interactions effectively long-range. Two
arguments support the validity of this statement: First, the large relocations of the active particles that are induced by their fat-tailed displacement statistics greatly facilitate the removal of the spatial correlations between them. This is evidenced by the rapid homogenization of the pair correlation function of the system observed in numerical simulations (see Sec. [3], Fig. [5](a)). Second, these relocations ultimately invalidate the assumption that only interactions local in time and space between the constituent particles determine the macroscopic behaviour of the system, which is at the basis of the standard kinetic theory of dilute gases [39]. As a further consequence of the Lévy displacement statistics, in fact, even in dilute conditions there is a finite probability for more than one particle to jump in one time-step in the vicinity of another particle.

Step (1.) can be solved by employing the stochastic calculus of Lévy processes [123]. We thus rewrite the Langevin equations (2.1) in vector notation, i.e.,

\[
\frac{\partial}{\partial t} P_N(X, \Phi, t) = (A^\dagger P_N)(X, \Phi, t)
\]  

(2.5)

with \(A^\dagger\) the adjoint of its characteristic generator \(A\). Because the noises \(\{L_i\}, \{W_i\}\) are independent, \(A\) can be written as the sum of its continuous \(A_c\) and càdlàg \(A_d\) parts (\(A_d\) is right continuous with left limits). In other words, \((A h)(X, \Phi) = (A_c h)(X, \Phi) + (A_d h)(X, \Phi)\) for an arbitrary smooth function \(h(X, \Phi)\) within its domain. These operators are respectively defined as

\[
A_c h \equiv \sum_{j=1}^{N} \left[ v_j \nu(\phi_j) \cdot \nabla_j + F_j(t) \frac{\partial}{\partial \phi_j} + \sigma^2 \frac{\partial^2}{\partial \phi_j^2} \right] h, \quad (2.6)
\]

\[
A_d h \equiv \sum_{j=1}^{N} \int_{0}^{\infty} [-1 + i\nu(z)] h \nu(dz)
\]  

(2.7)

with the translation operator

\[
T^\pm_{\nu(m)(\phi_j)} h \equiv h((x_i)_{i=1}^{j-1}, x_j \pm z \nu(\phi_j), (x_i)_{i=j+1}^{N}).
\]  

(2.8)

Their adjoint operators are easily computed. Considering two arbitrary smooth functions \(h_1, h_2\) and adopting the notation \(\int_{\mathbb{R}^2} f(x) \, dx = \prod_{i=1}^{2} \int_{\mathbb{R}^2} f_i \, dx_i\), we can calculate

\[
(A_c h_1, h_2) = \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} [(A_c h_1)_{\Phi^2}] \, d\Phi \, dX
\]

\[
= \sum_{j=1}^{N} \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} h_2 \left[ \mathcal{L}_j + F_j(t) \frac{\partial}{\partial \phi_j} \right] h_1 \, d\Phi \, dX
\]

\[
= \sum_{j=1}^{N} \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} h_1 \left[ \mathcal{L}_j - \frac{\partial}{\partial \phi_j} F_j(t) \right] h_2 \, d\Phi \, dX
\]

\[
= (h_1, A_d h_2),
\]  

(2.9)

where the second and third lines are related by integration by parts, and we introduce the auxiliary operators

\[
\mathcal{L}_j(x_j, \phi_j) \equiv v_j \nu(\phi_j) \cdot \nabla_j + \sigma^2 \frac{\partial^2}{\partial \phi_j^2},
\]  

(2.10)

\[
\mathcal{L}_j'(x_j, \phi_j) \equiv -v_j \nu(\phi_j) \cdot \nabla_j + \sigma^2 \frac{\partial^2}{\partial \phi_j^2}.
\]  

(2.11)

Similarly, for the operator \(A_d\) we obtain

\[
(A_d h_1, h_2) = \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} [(A_d h_1)_{\Phi^2}] \, d\Phi \, dX
\]

\[
= \sum_{j=1}^{N} \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} h_2 \int_{0}^{\infty} [-1 + i\nu(z)] h_1 \nu(dz) \, d\Phi \, dX
\]

\[
= \sum_{j=1}^{N} \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} h_1 \int_{0}^{\infty} [-1 + i\nu(z)] h_2 \nu(dz) \, d\Phi \, dX
\]

\[
= (h_1, A_d h_2),
\]  

(2.12)

where we use the change of variables \(x'_j = x_j + z \nu(\phi_j)\), \(x'_i = x_i\) for \(i \neq j\) to rearrange the integrand terms. Thus, \(A^\dagger P_N \equiv (A^\dagger_c + A^\dagger_d) P_N\) with

\[
A^\dagger_c P_N \equiv \sum_{j=1}^{N} \left[ \mathcal{L}_j - \frac{\partial}{\partial \phi_j} F_j(t) \right] P_N, \quad (2.13)
\]

\[
A^\dagger_d P_N \equiv \sum_{j=1}^{N} \int_{0}^{\infty} [-1 + i\nu(z)] P_N \nu(dz). \quad (2.14)
\]

Finally, substituting \(F_j\) as specified in Eq. (2.2) and Eqs. (2.13)(2.14) into Eq. (2.5), we obtain

\[
\left( \frac{\partial}{\partial \phi_j} - \sum_{j=1}^{N} \mathcal{L}_j \right) P_N = -\sum_{j=1}^{N} \int_{0}^{\infty} [1 - i\nu(z)] P_N \nu(dz)
\]

\[
- \frac{\gamma}{\pi d^2} \sum_{j,m} \mathcal{H}(d - |x_{mj}|) \frac{\partial}{\partial \phi_j} [\sin(\phi_m - \phi_j) P_N]
\]  

(2.15)

with the shorthand notation \(x_{mj} = x_m - x_j\).

Step (2.) is straightforward. Only the integration of the fractional term requires special care. In details, we calculate the quantity \(N \prod_{m=2}^{N} \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} [1 - \)
\( T_{2n}(\phi_j) \) \( P \nu(dz) \, d\phi_m \, dx_m \). If \( j = 1 \) this formula reduces to 
\[
\int_0^\infty \,[1 - T_{2n}(\phi_1)] \, P \nu(dz) = -\frac{\gamma}{\pi d^2} \int_0^\pi \int_{\mathbb{R}^2} H(d - |x_{12}|) \sin(\phi_2 - \phi_1) P_2 \, dx_2 \, d\phi_2 .
\]

Therefore, we obtain the equation
\[
\left( \frac{\partial}{\partial t} - \tilde{L}_1 \right) P + \int_0^\pi \, [1 - T_{2n}(\phi_1)] \, P \nu(dz) = 0 \tag{2.18}
\]

where we define the operator \( \tilde{L}_1 \) as
\[
\tilde{L}_1 \equiv L_1^+ + \frac{\partial}{\partial \phi_1} M[P] \tag{2.19}
\]

and the functional of \( P \)
\[
M[P] \equiv -\frac{\gamma}{\pi d^2} \int_0^\pi \int_{\mathbb{R}^2} H(d - |x_{12}|) \times
\]
\[
\times \sin(\phi_2 - \phi_1) P(x_1, \phi_2, t) \, dx_2 \, d\phi_2 . \tag{2.20}
\]

Taking the large-scale limit where \( d \approx 0 \), this reduces to (see Appendix [C] for a formal derivation)
\[
M[P] \simeq -\gamma \int_{-\pi}^\pi \sin(\phi_2 - \phi_1) P(x_1, \phi_2, t) \, d\phi_2. \tag{2.21}
\]

Eq. (2.18) with the specifics (2.19, 2.21) is the reduced one-body Fokker-Planck equation of the microscopic model (2.1). The remaining non-local operator is specified by the prescribed statistics of the noise \( L_1 \).

For stable subordinators in particular Eq. (2.18) can be rewritten as (see Eq. (1.3))
\[
\left( \frac{\partial}{\partial t} + D_{\alpha}(\phi) - \frac{\partial^2}{\partial \phi^2} - \frac{\partial}{\partial \phi} M[P] \right) P = 0, \tag{2.22}
\]

where \( D_{\alpha}(\phi) \) is the fractional directional derivative \[132\]
\[
D_{\alpha}(\phi) P \equiv \frac{\alpha}{\Gamma(1 - \alpha)} \int_0^\infty \left[ 1 - T_{2n}(\phi_1) \right] P \frac{dz}{z^{1+\alpha}}. \tag{2.23}
\]

Fractional advection-diffusion equations similar to Eq. (2.18) were first discussed by Meerschaert and collaborators [133]. Their model however did not account for interactions between the moving particles, which could affect the time evolution of the velocity directions. Thus, the statistics of the velocity directions of the particles can be prescribed \textit{a priori} in their case by specifying a probability measure \( M(d\nu) \) over the unit circle. The fractional operator thus simplifies to
\[
\int_{|\nu|=1} \int_0^\infty [1 - T_{2n}] P \nu(dz) M(d\nu) \tag{2.24}
\]

with \( P \) the particle position statistics (indeed the velocity direction is no longer needed to build a statistical description of the anomalous diffusion process). This is different from the scenario discussed here, where the velocity directions of the active particles are primitive statistical variables for the diffusion process, and their statistics must be inferred from the many-body dynamics.

### III. DERIVATION OF THE HYDRODYNAMIC EQUATIONS

The hydrodynamic description for the microscopic model (2.1) is obtained by performing a Fourier expansion of the distribution \( P \) with respect to the angular argument \[15, 16, 18, 50, 52\]. We thus write
\[
P(x, \phi, t) \equiv \frac{1}{2\pi} \sum_{m \in \mathbb{Z}} f_m(x, t) e^{-im\phi} \tag{3.1}
\]

with the \( m \)-th order angular mode
\[
f_m(x, t) \equiv \int_{-\pi}^\pi e^{im\phi} P(x, \phi, t) \, d\phi. \tag{3.2}
\]

The slow macroscopic fields are the density
\[
\rho(x, t) \equiv \int_{-\pi}^\pi P(x, \phi, t) \, d\phi, \tag{3.3}
\]
and the apolar nematic tensor
\[
Q(x, t) \equiv \int_{-\pi}^\pi \left[ \mathbf{n}(\phi) \mathbf{n}(\phi) - \frac{1}{2} \mathbf{1} \right] P(x, \phi, t) \, d\phi \tag{3.5}
\]

with \( \mathbf{1} \) the \( 2 \times 2 \) identity matrix, which are determined by the lower order Fourier angular modes \( f_0, f_1 \) and \( f_2 \), respectively, as prescribed by the following relations:
\[
\rho(x, t) = f_0(x, t), \tag{3.6}
\]
\[
p(x, t) = \begin{pmatrix} \text{Re} \, f_1(x, t) \\ \text{Im} \, f_1(x, t) \end{pmatrix}, \tag{3.7}
\]
\[
Q(x, t) = \begin{pmatrix} \text{Re} \, f_2(x, t) & \text{Im} \, f_2(x, t) \\ \text{Im} \, f_2(x, t) & -\text{Re} \, f_2(x, t) \end{pmatrix}. \tag{3.8}
\]
To determine the Fourier coefficients $f_m$, we first take the spatial Fourier transform of Eq. (2.18). The latter transform is particularly advantageous to expand the nonlocal advective term as

$$\frac{\partial}{\partial t} \hat{f} - \hat{F} \{ \hat{E}_1 \hat{P} \} + \int_0^\infty [1 - e^{i k \mathbf{n}(\phi)}] \hat{P} \nu(\mathbf{d} \zeta) = 0 \ . \quad (3.9)$$

Secondly, we multiply both its sides by $e^{im\phi}$ and integrate them in the angular variable $\phi$. This yields

$$\frac{\partial}{\partial t} \int_{-\pi}^\pi e^{im\phi} F \{ \hat{E}_1 \hat{P} \} \ d\phi + \int_{-\pi}^\pi e^{im\phi} \int_0^\infty [1 - e^{i k \mathbf{n}(\phi)}] \hat{P} \nu(\mathbf{d} \zeta) \ d\phi = 0 \ . \quad (3.10)$$

To relate analytically the integrals appearing in this equation to the Fourier modes $f_m$, we explicitly write out the angle specifying the direction of the Fourier variable, i.e., we substitute $k \equiv k \mathbf{n}(\phi)$ with $k \equiv |k|$ [134]. On the one hand, the first integral in its rhs is given by

$$\int_{-\pi}^\pi e^{im\phi} \int_0^\infty \left[ 1 - e^{i k \mathbf{n}(\phi)} \right] \hat{P} \nu(\mathbf{d} \zeta) \ d\phi = \frac{2}{m^2} \left( \hat{f}_{m+1} - \hat{f}_{m-1} \right)$$

$$- \sigma m^2 \hat{f}_m + \frac{m \gamma}{2} \left( \hat{f}_{m-1} \hat{f}_{m+1} - \hat{f}_{m-1} \hat{f}_{m+1} \right). \quad (3.11)$$

On the other hand, using Eq. (3.1) we can expand the nonlocal advective term as

$$\int_{-\pi}^\pi e^{im\phi} \int_0^\infty \left[ 1 - e^{i k \mathbf{n}(\phi)} \right] \hat{P} \nu(\mathbf{d} \zeta) \ d\phi = \frac{2}{\pi} \sum_{m' \in \mathbb{Z}} \int_{-\pi}^\pi e^{-im'\phi} \int_0^\infty \left[ 1 - e^{i k \mathbf{n}(\phi)} \right] \nu(\mathbf{d} \zeta) \ d\phi,$$

where we used the relation $\mathbf{n}(\psi) \cdot \mathbf{n}(\phi) = \cos(\psi - \phi)$. Finally, changing angular coordinates as $\phi' = \psi - \phi$, we obtain

$$\int_{-\pi}^\pi e^{im\phi} \int_0^\infty \left[ 1 - e^{i k \mathbf{n}(\phi)} \right] \hat{P} \nu(\mathbf{d} \zeta) \ d\phi = \sum_{m' \in \mathbb{Z}} i^{m'} \hat{f}_{m'+m} e^{-im'\psi} C_{m'}(k, \alpha), \quad (3.13)$$

where we define the $(k, \alpha)$-dependent coefficients

$$C_{m'} \equiv \frac{(-i)^{m'}}{2\pi} \int_{-\pi}^\pi e^{i \psi m'} \int_0^\infty \left[ 1 - e^{i k \cos(\psi')} \right] \nu(\mathbf{d} \zeta) \ d\phi'. \quad (3.14)$$

In the hydrodynamic limit, the scaling behaviour of $C_{m'}$ is determined by the corresponding scaling of the Lévy measure $\nu$ for large displacements. For a heavy-tailed measure $\nu(\mathbf{d}z) \sim z^{-1-\alpha} \mathbf{d}z$, such as for the Lévy stable subordinator [1, 3], we can rescale $z$ in Eq. (3.14) such that

$$C_{m'} \sim k^\alpha \Upsilon_{m'}(\alpha) \quad (3.15)$$

with $\alpha$-dependent numerical coefficients

$$\Upsilon_{m'} \sim \frac{(-i)^{m'}}{2\pi} \int_{-\pi}^\pi e^{i \psi m'} \int_0^\infty \left[ 1 - e^{i \gamma' \cos(\psi')} \right] \nu(\mathbf{d} \zeta) \ d\phi' \quad (3.16)$$

where any multiplicative constant in front of the integral is determined by the exact definition of the measure $\nu$. The scaling behaviour in the hydrodynamic limit (3.15) reveals that the collective properties of the system are only determined by the corresponding scaling properties of the tails of the microscopic step size distribution. In fact, while for $0 < \alpha < 1$ this term is dominant, in the hydrodynamic limit, against the conventional advective term (i.e., the term $\propto v_1$ in Eq. (3.11)), it becomes of the same order or sub-leading for $\alpha \geq 1$. In this latter case, therefore, no matter what specific step size distribution is chosen, the model is equivalent to an ordinary active fluid with constant self-propulsion velocity (again in the hydrodynamic limit). For Lévy stable distributed step sizes analytical formulas can be obtained straightforwardly (see Appendix D). Eq. (3.15) [D.9]). In this specific case, numerical results suggest that these coefficients decay as $m'^{-1-\alpha}$ for $m' \rightarrow \infty$ (see Fig. 3), thus ensuring the convergence of the series expansion (3.13). These coefficients also satisfy the property

$$\Upsilon_{-m'} = (-1)^m \Upsilon_{m'}, \quad (3.17)$$

or alternatively $i^{-m} \Upsilon_{-m'} = -i^m \Upsilon_{m'}$.

In contrast, when $\nu$ exhibits an upper cutoff $H$ on its tails, such as for the tempered Lévy stable subordinator [1, 4], different scenarios are predicted according to how the cutoff depends on the system size. Upon rescaling the integration variable, we obtain

$$C_{m'} \sim k^\alpha \int_{-\pi}^\pi e^{i \psi m'} \int_0^\infty \left[ 1 - e^{i \gamma' \cos(\psi')} \right] \nu(\mathbf{d} \zeta) \ d\phi'. \quad (3.18)$$

The scaling behaviour of this integral in the hydrodynamic limit thus depends on the exponential tempering factor, which in terms of the system size $L$ can be written as $e^{-zL/H}$. Three different scenarios are identified: (I) If $H \gg L$, in the hydrodynamic limit we have $e^{-zL/H} \sim 1$. Thus, the model is effectively equivalent to the case of heavy-tailed $\nu$. (II) If $H < L$, in the hydrodynamic limit we obtain $e^{-zL/H} \sim 0$, meaning that the terms originating from the non local advection do not contribute to the hydrodynamic EOM. In this case, the model is equivalent to ordinary active matter with self-propulsion...
Therefore, we assume \( \dot{f}_m \approx 0 \) for \( m > 2 \). Further recalling that \( f_{-m} = \dot{f}_m^* \) (the superscript * denotes complex conjugation), we obtain the set of coupled equations

\[
\begin{align*}
\partial_t \dot{f}_0 &= -\gamma_0 k^\alpha \dot{f}_0 - i\gamma_1 k^\alpha (e^{-i\varphi} \dot{f}_1 + e^{i\varphi} \dot{f}_1^*) + \gamma_2 k^\alpha (e^{-i2\varphi} \dot{f}_2 + e^{i2\varphi} \dot{f}_2^*), \\
\partial_t \dot{f}_1 &= -(\gamma_0 k^\alpha + \sigma) \dot{f}_1 + \frac{\gamma}{2} (\dot{f}_0 \star \dot{f}_1 - \dot{f}_2 \star \dot{f}_1^*) - i\gamma_1 k^\alpha (e^{-i\varphi} \dot{f}_2 + e^{i\varphi} \dot{f}_0) + \gamma_2 k^\alpha e^{i3\varphi} \dot{f}_1^* + i\gamma_3 k^\alpha e^{i3\varphi} \dot{f}_2^*, \\
\partial_t \dot{f}_2 &= -(\gamma_0 k^\alpha + 4\sigma) \dot{f}_2 + \gamma (\dot{f}_1 \star \dot{f}_1) - i\gamma_1 k^\alpha e^{i\varphi} \dot{f}_1 + \gamma_2 k^\alpha e^{i3\varphi} \dot{f}_0 + i\gamma_3 k^\alpha e^{i3\varphi} \dot{f}_1^* - \gamma_4 k^\alpha e^{i4\varphi} \dot{f}_2^*.
\end{align*}
\]

(3.20, 3.21, 3.22)

By further imposing \( \partial_t \dot{f}_2 \approx 0 \), Eq. (3.22) can be solved analytically for \( \dot{f}_2 \) (see Appendix E).

In detail,

\[
\dot{f}_2 = \gamma \dot{D}_4 (\dot{f}_1 \star \dot{f}_1) - \dot{D}_4 k^\alpha e^{i\varphi} \dot{f}_1 + \dot{D}_5 k^\alpha e^{i2\varphi} \dot{f}_0 + \dot{D}_5 k^\alpha e^{i3\varphi} \dot{f}_1^* - \gamma \dot{D}_4 e^{i4\varphi} (\dot{f}_1 \star \dot{f}_1)^*,
\]

(3.23)

with \((k, \alpha)\)-dependent coefficients \( \dot{D}_4 \) (\( j = 0, \ldots, 4 \)) (see Appendix E, Eqs. [E.8], [E.9] and [E.13–E.15]). Their dependence on the Fourier variable \( k \) is studied in Fig. 4 (see Appendix E for asymptotic formulas). Finally, by substituting Eq. (3.20) into Eqs. (3.20) and (3.21) we derive closed analytical equations for the lower order modes \( \dot{f}_0 \) and \( \dot{f}_1 \) valid at all wavelengths (i.e., \( \forall k \in \mathbb{R} \)).

These equations potentially contain an infinite number of higher order terms in the wavelength number \( k \), which are encapsulated in the coefficients \( \dot{D}_j \). Our interest, however, is in the hydrodynamic limit of these equations, where only few of these terms are in fact relevant. To reveal these terms, we will thus expand all coefficients \( \dot{D}_j \) as power series of \( k^2 \) and keep only the first order terms, i.e., those that are \( \mathcal{O}(k^2) \). Within this expansion scheme, we can then write \( \dot{f}_2 \sim \dot{f}_2^{(0)} + k^\alpha \dot{f}_2^{(1)} \) with (see Appendix E, Eqs. [E.16, E.20])

\[
\begin{align*}
\dot{f}_2^{(0)} &= \frac{\gamma}{4\sigma} (\dot{f}_1 \star \dot{f}_1), \\
\dot{f}_2^{(1)} &= -\frac{\gamma \gamma_0}{4\sigma} (\dot{f}_1 \star \dot{f}_1) - \frac{\gamma_1}{4\sigma} e^{i\varphi} \dot{f}_1 + \frac{\gamma_2}{4\sigma} e^{i2\varphi} \dot{f}_0 + \frac{\gamma_3}{4\sigma} e^{i3\varphi} \dot{f}_1^* - \frac{\gamma_4}{4\sigma} e^{i4\varphi} (\dot{f}_1 \star \dot{f}_1)^*.
\end{align*}
\]

(3.24, 3.25)

This corresponds to an expansion of the nematic tensor as \( \mathbf{Q} \sim \mathbf{Q}^{(0)} + \mathbf{Q}^{(1)} \) with, respectively,

\[
\begin{align*}
\mathbf{Q}^{(0)} &= \frac{1}{2} \begin{pmatrix} \text{Re} \dot{f}_2^{(0)} & \text{Im} \dot{f}_2^{(0)} \\ \text{Im} \dot{f}_2^{(0)} & -\text{Re} \dot{f}_2^{(0)} \end{pmatrix}, \\
\mathbf{Q}^{(1)} &= \frac{1}{2} \begin{pmatrix} \text{Re} \dot{f}_2^{(1)} & \text{Im} \dot{f}_2^{(1)} \\ \text{Im} \dot{f}_2^{(1)} & -\text{Re} \dot{f}_2^{(1)} \end{pmatrix}.
\end{align*}
\]

(3.26, 3.27)
The hydrodynamic equations for $\hat{f}_0$ and $\hat{f}_1$ are thus

$$
\begin{align*}
\frac{\partial}{\partial t} \hat{f}_0 &= -\chi_0 k^\alpha \hat{f}_0 - \chi_1 k^\alpha i(\varepsilon e^{-i\phi} \hat{f}_1 + e^{i\phi} \hat{f}_1^*) \\
&+ \frac{\gamma T_2}{4\sigma} \chi^\alpha [e^{-i2\phi}(\hat{f}_1 \star \hat{f}_1) + e^{i2\phi}(\hat{f}_1^* \star \hat{f}_1)]^*, \\
\frac{\partial}{\partial t} \hat{f}_1 &= -(\sigma + \chi_0 k^\alpha) \hat{f}_1 + \frac{\gamma}{2} \hat{f}_0 * \hat{f}_1 - \frac{\gamma}{8\sigma} (\hat{f}_1 * \hat{f}_1^*) \star \hat{f}_1 \\
&- \chi_1 k^\alpha e^{i\phi} \hat{f}_1 - \chi_2 k^\alpha e^{i2\phi} \hat{f}_1 - \frac{\gamma T_1}{4\sigma} k^\alpha e^{-i\phi}(\hat{f}_1 \star \hat{f}_1) \\
&+ \frac{\gamma T_3}{4\sigma} k^\alpha e^{i3\phi}(\hat{f}_1 \star \hat{f}_1^*) - \frac{\gamma}{2} \hat{f}_1^* (k^\alpha \hat{f}_2^%).
\end{align*}
$$

Finally, we perform the inverse Fourier transform of Eqs. (3.28-3.29). To this aim, we define the fractional Riesz integral operator $\beta^\alpha$ in terms of its Fourier representation $F\{(l^\beta h)(x)\} \equiv k^{-\beta} \hat{h}(k)$ (for $\text{Re}(\beta) > 0$). Its expression as a non local spatial integral in two dimensions is

$$(l^\beta h)(x) \equiv \frac{1}{\mu_\alpha^\beta} \int_{R^2} h(x - \zeta) \frac{d\zeta}{|\zeta|^{2+\beta}}$$

with $\mu_\alpha^\beta \equiv 2^\beta \pi \Gamma((\beta+1)/2) / \Gamma(2 - \beta/2)$ for $\beta \neq 2(1 + l)$ ($l > 0, l \in \mathbb{Z}$). Correspondingly, we introduce the fractional Riesz derivative $D^\alpha$, as the operator with Fourier representation $F\{(D^\alpha h)(x)\} \equiv k^\alpha \hat{h}(k)$. Its integral representation is (see [132], Sec. 25.4)

$$(D^\beta h)(x) \equiv \frac{1}{c_l} \int_{R^2} (\Delta^\beta h)(x) \frac{d\zeta}{|\zeta|^{2+\beta}}$$

with $l > \beta$, $\beta$-dependent normalizing coefficients $c_l$ and finite differences of the scalar function $h$ either centered,

$$\Delta^\beta_x \hat{h}(x) \equiv \sum_{m=0}^{l} (-1)^m (l! / m!) T_x^{(l-m)} \hat{h}(x),$$

in which case $c_l \equiv 2^l |\beta| ! \int_{R^2} (\sin \zeta_x)^l |\zeta|^{l-\beta} d\zeta_x$; or non centered,

$$\Delta^\beta_x \hat{h}(x) \equiv \sum_{m=0}^{l} (-1)^m (l! / m!) T_x^{-\beta} \hat{h}(x),$$

in which case $c_l \equiv \int_{R^2} (1 - e^{i\zeta_x})^l |\zeta|^{1-\beta} d\zeta$. These operators are the inverses of each other. Furthermore, we use the relations presented in Table I (see Section F for detailed proofs), with the vorticity field $\omega(x, t) \equiv \nabla \times p$ and the auxiliary non-linear $(r, t)$-dependent vector fields $\Xi_0$ and $\Xi_1$ (below we introduce the notation $p \equiv |p|$)

$$
\Xi_0 \equiv 2 [(p \cdot \nabla) p + (\nabla \cdot p) |p| - \nabla p^2, \\
\Xi_1 \equiv (p \cdot \nabla) \nabla p + (p \times \nabla) \times \nabla^2 p \\
+ 3 [(\nabla \cdot p) \nabla^2 p + (\omega \times \nabla^2 p) - (\omega \cdot \nabla) \omega].
$$

The hydrodynamic equations for the density and mean direction fields are thus

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig4}
\caption{Coefficients $\hat{D}_j$ ($j = 0, \ldots, 4$) vs. the Fourier variable $k$ for different values of $\alpha$. $\hat{D}_1$ is not shown as it is qualitatively similar to $\hat{D}_0$. Their asymptotic behaviour in the limit of long and short wavelengths is highlighted (see Appendix E Eqs. (E.19-E.20) and (E.21-E.25) respectively).}
\end{figure}
with the components of the tensor \( Q^{(1)} \) specified by \( Q_{1}^{(1)} = Q_{2}^{(1)} = -\bar{Q}_{3}^{(1)} = \bar{Q}_{4}^{(1)} = \bar{Q}_{5}^{(1)} \) with (note that we absorbed a multiplicative factor \( \gamma \) in its definition)

\[
Q_{j}^{(1)} = -B_{0} \delta^{\alpha} M_{jll} \rho_{t} + \frac{\lambda_{1}}{2} \delta^{\alpha} \sigma_{jll} \rho_{t} - \frac{\lambda_{2}}{4} \delta^{\alpha} \sigma_{jll} \rho_{t} + \lambda_{3} \delta^{\alpha} \sigma_{jll} \rho_{t} = -B_{0} \delta^{\alpha} M_{jll} \rho_{t} - \frac{\lambda_{1}}{2} \delta^{\alpha} \sigma_{jll} \rho_{t} - \frac{\lambda_{2}}{4} \delta^{\alpha} \sigma_{jll} \rho_{t} + \lambda_{3} \delta^{\alpha} \sigma_{jll} \rho_{t},
\]

where \( j, l = 1, 2 \) and we identify \( p_{1} \) and \( p_{2} \) with the components of \( p \) along the \( x \) and \( y \) axis, respectively. In the above, we introduce the \((p_{x}, p_{y})\)-dependent tensor function \( M_{jll} \equiv (p_{x} \delta_{jll} + p_{y} \epsilon_{jll}) \), the differential matrix operator \( \sigma_{jll} \equiv \partial_{x} \sigma_{jll} + \partial_{y} \epsilon_{jll} \), the Kronecker symbol \( \delta_{jll} \) and the generator of counter-clock wise rotations \( \epsilon_{jll} \), defined by \( \epsilon_{11} = 0 = \epsilon_{22} \) and \( \epsilon_{12} = 1 = -\epsilon_{12} \) (see Appendix D, Eq. (D.7)). In addition, we defined the function of the density field

\[
\kappa_{0}(\rho) = -\sigma + \frac{\gamma \rho}{2},
\]

the \( \alpha \)-dependent coefficients

\[
\lambda_{1} = \frac{\gamma_{1}}{4 \sigma}, \quad \lambda_{2} = \frac{\gamma_{2}}{2 \sigma}, \quad \lambda_{3} = \frac{\gamma_{3}}{2 \sigma},
\]

and \( \alpha \)-independent ones

\[
B_{0} = \frac{\gamma_{2}^{2} T_{0}}{32 \sigma^{2}}, \quad B_{4} = \frac{\gamma_{2}^{2} T_{4}}{16 \sigma^{2}}, \quad \xi = \frac{\gamma^{2}}{8 \sigma}.
\]

As a check on the validity of our hydrodynamic EOMs, we write out explicitly these equations for \( \alpha = 1 \). In this case, one can show that (see Appendix D, Eq. (D.7))

\[
\gamma_{n+1}^{' m'} = \left\{ \begin{array}{ll}
0 & \text{if } m' \neq 1 \\
-1/2 & \text{if } m' = 1
\end{array} \right.
\]

Therefore, introducing further auxiliary parameters

\[
\zeta_{0} = \frac{3 \gamma}{16 \sigma}, \quad \alpha_{0} = \frac{5 \gamma}{16 \sigma}.
\]

we obtain \( Q_{1}^{(1)} = \lambda_{0}(\partial_{x} p_{x} - \partial_{y} p_{y})/5 \) and \( Q_{2}^{(1)} = -\lambda_{0}(\partial_{y} p_{x} + \partial_{x} p_{y})/5 \). Using these formulas, we can show that \( Q^{(1)} \rho = \lambda_{0}[(\nabla \rho - \rho \nabla) \rho - \rho \nabla \rho^2 + 2]/5 \). Therefore, Eqs. (3.36) and (3.37) reduce to a version of the hydrodynamic equations of ordinary active fluids derived by

\[
\frac{\partial}{\partial t} + \gamma_{0} D_{x} = 2 \gamma_{1} x^{\alpha}(\nabla \rho) - \lambda_{2} x^{2-\alpha} \rho + \gamma_{3} x^{3-\alpha} \rho - \lambda_{4} x^{4-\alpha} \rho + \lambda_{3} x^{3-\alpha} \rho + Q^{(1)} p \quad (3.36)
\]

Toner and Tu [8]

\[
\frac{\partial}{\partial t} \rho = -\nabla \cdot (\rho \nabla p), \quad \frac{\partial}{\partial t} p = [\kappa_{0}(\rho) - \xi \rho^{2}] \rho - \frac{1}{2} \nabla \rho (\rho - \lambda_{0} \rho^{2}) - \lambda_{0} (\nabla \rho \cdot \rho) - \zeta_{0} (\rho \cdot \nabla \rho) \rho. \quad (3.45)
\]

These are equations for an active inviscid fluid. In fact, the passive viscous term in ordinary active matter is of higher order (specifically, it is of order \( k^{2} \)). Therefore, it cannot be captured within our approximation scheme.

Our hydrodynamic EOMs are manifestly more complex than the Toner-Tu equations. Nevertheless, Eq. (3.36) can be interpreted as the counterpart of the conventional continuity equation expressing mass conservation. In fact, the rate of mass change over an infinitesimal time interval is given by

\[
\frac{\partial}{\partial t} \int_{R^{2}} \rho(r, t) \, dr = \left. \frac{\partial}{\partial t} \rho(k, t) \right|_{k=0} = 0,
\]

because \( \partial_{k} \rho(k, t) \propto k^{3} \) (see Eq. (3.28)). Therefore, our hydrodynamic model conserves mass as required. Eq. (3.37) instead describes the time evolution of the director field \( p \) by accounting for contributions due to the rotational diffusion of active particles, their anomalous displacement statistics and polar alignment interactions.

In more details, we can understand Eqs. (3.36) and (3.37) term by term. Starting from the former one, the term \( \delta^{\alpha} \rho \) in its l.h.s describes the isotropic superdiffusion of the density field, which is a direct consequence of the Lévy stable distributed particle displacements. Its effect can be understood by calculating the solution of the equation with \( \rho = 0 \) for the initial condition \( \rho(r, t = 0) = \delta(r - r_{0}) \), which is

\[
\rho(r, t) = \frac{1}{(T_{0} t)^{2/3}} H_{2} \left( \frac{|r - r_{0}|}{(T_{0} t)^{2/3}} \right)
\]

with \( H_{2}(x) \equiv (2\pi)^{-1} \int_{0}^{\infty} k J_{0}(kx) e^{-k^{2}} \, dk \) and \( J_{0} \) a Bessel function of the first kind \([130]\). This is a Lévy distribution with variance increasing over time; therefore, it displays the anomalous diffusive spreading of the underlying microscopic particles. Conversely, for ordinary active matter, the advective term is null in the absence of global polarization order and, consequently, the density remains localized at the origin forever. In addition, by recalling (3.31), we note that the kernel function specifying the non local character of this term can be defined as
\[ \mu_0 (d\zeta) \propto |\zeta|^{-2-\alpha} \, d\zeta, \] which is the distribution of rotationally invariant stable variables in two dimensions with stability parameter \( \alpha \). Interestingly, this is an isotropic probability distribution with the same tail scaling properties of the microscopic step size distribution.

The first term in the rhs of Eq. (3.36) is a fractional divergence, thus quantifying the flux of active particles. Indeed, taking its integral over some prescribed volume \( V \subset \mathbb{R}^2 \), we can write

\[
\int_V I^{1-\alpha} (\nabla \cdot \mathbf{p}) \, dr = \int_S I^{1-\alpha} \mathbf{p} \cdot dS = \int_{\mathbb{R}^2} \left( \int_S \mathbf{p}(\mathbf{r} + \zeta, t) \cdot dS \right) |\zeta|^{-1-\alpha} \frac{d\zeta}{\mu_1^*} \tag{3.48}\]

with \( S \) the volume boundary and the positive coefficient \( \mu_1^*(\alpha) \equiv \Gamma((1-\alpha)/2)/[2\alpha \Gamma(3+(\alpha)/2)] \). This expression can be interpreted straightforwardly: the inner integral measures the flux of active particles jumping into \( V \) from an arbitrary position \( \mathbf{r} + \zeta \); the outer integral is the average over all such jumps whose statistics is specified by the probability measure \( \mu_1(d\zeta) \equiv (2\Gamma/\mu_1^*)|\zeta|^{-1-\alpha} \, d\zeta \), which we can show to be the distribution of one-dimensional \( \alpha \)-stable random variables. Thus, the non-local character of this term is fully specified by the microscopic step size distribution. The second term can be interpreted, analogously, as a non-linear contribution to the active flux. In fact, we can write

\[
\int_V I^{2-\alpha} (\nabla \cdot \mathbf{\Xi}_0) \, dr = \int_S I^{2-\alpha} \mathbf{\Xi}_0 \cdot dS = \int_{\mathbb{R}^2} \left( \int_S \mathbf{\Xi}_0(\mathbf{r} + \zeta, t) \cdot dS \right) |\zeta|^{-\alpha} \frac{d\zeta}{\mu_2^*} \tag{3.49}\]

with \( \mu_2^*(\alpha) \equiv 2^{1-\alpha} \Gamma(1-\alpha/2)/\Gamma(1+\alpha/2) \). We can recognize the flux of the vector field \( \mathbf{\Xi}_0 \), which depends non-linearly on \( \mathbf{p} \) [see Eq. (3.34)], averaged over all jumps with probability measure \( \mu_2(d\zeta) \equiv (\gamma \tau_2/2\mu_2^*)|\zeta|^{-\alpha} \, d\zeta \). Differently from the other terms, \( \mu_2^* \) cannot be related as clearly to the microscopic step size distribution.

Likewise, we can also understand the term-by-term structure of Eq. (3.37). The first term in its rhs typically characterizes alignment interacting systems, but is here augmented by the anomalous diffusive term \( \Upsilon_0 \mathbb{D}^{\alpha} \mathbf{p} \), similar to Eq. (3.36). The hydrodynamic pressure gradient \( I^{1-\alpha} \nabla \left[ \rho - (\gamma/4\rho) \mathbf{p}^2 \right] \), the convective term \( I^{1-\alpha} (\mathbf{p} \cdot \nabla) \mathbf{p} \), and the divergence-induced flow \( I^{1-\alpha} (\nabla \cdot \mathbf{p}) \mathbf{p} \), which are encapsulated in the term \( \Upsilon_0 \mathbb{D}^{\alpha} \mathbf{p} \), all have their counterparts in the Toner-Tu EOM, albeit modified with fractional derivative operators and possibly different multiplicative coefficients. Interestingly, their corresponding non-local integral expressions all possess kernel functions that directly relate to the microscopic step size distribution, akin to the flux term in Eq. (3.36).

Conversely, the viscous-like term \( I^{2-\alpha} \nabla^2 \mathbf{p} \), the non-linear term \( \Upsilon_0 \mathbb{D}^{\alpha} \mathbf{p} \), and all those included through the nematic term \( Q^{(1)} \mathbf{p} \), have no counterparts in ordinary active fluids. While for some of these terms the corresponding non-local integral expression is integrated over the same probability measures discussed previously, for other ones (such as those involving the operators \( I^{1-\alpha} \) and \( I^{2-\alpha} \)) we need to introduce other non-trivial measures (not discussed further here). All these latter terms correspond to higher-order terms in the Fourier angular expansion.

Overall, this analysis highlights that, on the one hand, many terms in the hydrodynamic EOM of ALM can be inferred directly by simply knowing the Toner-Tu equations for ordinary active matter and the scaling properties of the microscopic step size distribution. Therefore, all these terms can potentially be derived by using symmetry considerations only. On the other hand, however, it shows that these equations also contain several higher order terms that exhibit not only non-linear fields contributions but also highly non-trivial jump statistics (in the corresponding integral expression). These terms can thus be correctly identified only by applying a formal coarse-graining procedure.

IV. MEAN FIELD SOLUTIONS AND LINEAR STABILITY ANALYSIS

The mean-field solutions of Eqs. (3.36, 3.37), which we call \( \rho^* \) and \( \mathbf{p}^* \), are obtained by solving the EOM for spatially homogeneous hydrodynamic fields. Clearly, not only ordinary but also fractional derivatives are null when applied on spatially homogeneous functions. Therefore, ALM is completely equivalent to ordinary active matter at the mean field level. In particular, their hydrodynamic EOM have the same mean field solutions: On the one hand, there exists a disordered gas phase with constant density and \( \mathbf{p}^* = 0 \); for noise strengths \( \sigma \geq \sigma_t \) with the density dependent threshold \( \sigma_t(\rho^*) \equiv \gamma \rho^*/2 \); on the other hand, for \( \sigma < \sigma_t \) a ordered liquid phase spontaneously emerges where collective motion is observed along an arbitrary direction \( \mathbf{e}_1 \) with \( \mathbf{p}^* = \sqrt{\rho_0(\rho^*)}/\xi \mathbf{e}_1 \).

We then consider a generic perturbation of these solutions \( \rho(r,t) = \rho^* + \delta \rho(r,t) \) and \( \mathbf{p}(r,t) = \mathbf{p}^* + \delta \mathbf{p}(r,t) \), with \( \delta \rho \), \( \delta \mathbf{p} \) expressed as plane waves

\[
\delta \rho(r,t) = \delta \rho_0 e^{st+iq \cdot r}, \quad \delta \mathbf{p}(r,t) = \delta \rho_0 e^{st+iq \cdot r}. \tag{4.1}\]

Using the linearity of the fractional operators, and the spatial homogeneity of the fields \( \rho^* \) and \( \mathbf{p}^* \), we obtain the following equations for the perturbations:

\[
\frac{\partial}{\partial t} \delta \rho = - \Upsilon_0 \mathbb{D}^{\alpha} \delta \rho + 2 \Upsilon_1 I^{1-\alpha} (\nabla \cdot \delta \mathbf{p}), \tag{4.2}\]

\[
\frac{\partial}{\partial t} \delta \mathbf{p} = \left[ \frac{\gamma}{2} \delta \rho - 2 \xi (\mathbf{p}^* \cdot \delta \mathbf{p}) \right] \mathbf{p}^* - \Upsilon_0 \mathbb{D}^{\alpha} \delta \mathbf{p}
+ \Upsilon_1 I^{1-\alpha} \nabla \delta \rho - 2 \lambda_2 I^{2-\alpha} \nabla^2 \delta \mathbf{p}
+ 2 \lambda_1 I^{1-\alpha} \delta \mathbf{\Xi}_0 + \lambda_3 I^{3-\alpha} \delta \mathbf{\Xi}_1 - \delta Q^{(1)} \mathbf{p}^*, \tag{4.3}\]

for ordinary active matter.
Recalling that for the terms in the first equation, Appendix F. where we denote $q \equiv |q|$, and

\[ \|1\!-\!a(\nabla \cdot \delta p) = F^{-1}\{ k^{a-1}(-ik \cdot \delta p) [2\pi e^{a}\delta(k + q)] \} \]

\[ = F^{-1}\{ q^{a-1}(iq \cdot \delta p) [2\pi e^{a}\delta(k + q)] \} \]

\[ = q^{a-1}(iq \cdot \delta p). \] (4.10)

Thus, after eliminating the multiplicative factor $e^{a+iq \cdot r}$, we obtain the equation

\[ (s + \Upsilon_0 q^{a}) \delta \rho_0 - 2q^{a-1}(iq \cdot \delta p_0) = 0. \] (4.11)

Likewise, for the terms in the second equation we obtain

\[ \|1\!-\!a \nabla \delta \rho = F^{-1}\{ k^{a-1}(-ik)[2\pi e^{a}\delta(k + q)]\delta \rho_0 \} \]

\[ = F^{-1}\{ q^{a-1}(iq)[2\pi e^{a}\delta(k + q)]\delta \rho_0 \} \]

\[ = q^{a-1}(iq)\delta \rho, \] (4.12)

and

\[ \|1\!-\!a \nabla^2 \delta p = F^{-1}\{ k^{a-2}(-ik)[2\pi e^{a}\delta(k + q)]\delta \rho_0 \} \]

\[ = F^{-1}\{ -q^{a}[2\pi e^{a}\delta(k + q)]\delta \rho_0 \} \]

\[ = -q^{a}\delta p. \] (4.13)

Therefore, the second equation yields

\[ (s - \kappa_0 + (\Upsilon_0 - \Upsilon_q)q^a) \delta \rho_0 = \Upsilon_1 q^{a-1}(iq)\delta \rho_0. \] (4.14)

Multiplying Eq. (4.14) by (iq) and solving it for iq \cdot \delta p_0 we obtain

\[ iq \cdot \delta p_0 = -\Upsilon_1 q^{1+a} \delta \rho_0 \]

\[ [s - \kappa_0 + (\Upsilon_0 - \Upsilon_q)q^a] \delta \rho_0 \]

which can be combined with Eq. (4.11) to yield the dispersion relation

\[ s^2 + s [-\kappa_0 + (2\Upsilon_0 - \Upsilon_q)q^a] + 2\Upsilon_1^2 q^{2a} \]

\[ + \Upsilon_0 q^a [-\kappa_0 + (\Upsilon_0 - \Upsilon_q)q^a] = 0. \] (4.16)
Because by definition $\Upsilon_0 > \Upsilon_2$ (for all $0 < \alpha < 1$) and $\kappa_0 < 0$ by assumption, the coefficient of the linear term is always positive. The solutions of Eq. (4.16) are then given by

$$s_\pm = \frac{1}{2} \left[ \kappa_0 - (2\Upsilon_0 - \Upsilon_2)q^2 \pm \sqrt{\Delta} \right], \quad (4.17)$$

with the discriminant given by

$$\Delta = [\kappa_0 - (2\Upsilon_0 - \Upsilon_2)q^2]^2 + 4\Upsilon_0 \kappa_0 q^2$$

$$- 4 \left[ \Upsilon_0(\Upsilon_0 - \Upsilon_2) + 2\Upsilon_1^2 \right] q^2. \quad (4.18)$$

The last three terms in its rhs are negative for all $\alpha$, i.e., the inequality $\sqrt{\Delta} < -\kappa_0 + (2\Upsilon_0 - \Upsilon_2)q^2$ holds. This relation implies that $s_+ < 0$. Therefore, the disordered fluid phase is stable with respect to perturbations in all directions, as in conventional polar active fluids.

**B. Ordered fluid state**

In the ordered phase, we assume the stationary homogeneous flow $\mathbf{p}^* \equiv p^* \mathbf{e}_\parallel$ with the unit vector $\mathbf{e}_\parallel \equiv (\cos \theta_\parallel, \sin \theta_\parallel)$ specifying the arbitrary direction of symmetry breaking. We denote the corresponding orthogonal direction with the unit vector $\mathbf{e}_\perp \equiv (-\sin \theta_\parallel, \cos \theta_\parallel)$. These two vectors form a basis on which we can project the wave amplitude $\delta \mathbf{p}_0$, such that we can write $\delta \mathbf{p}_0 = \delta \mathbf{p}_0 | e_\parallel + \delta \mathbf{p}_0 | e_\perp$. Furthermore, we assume the wave number vector $\mathbf{q} \equiv q \mathbf{e}_\parallel$ with the angle $\vartheta$ defined with respect to $e_\parallel$. Therefore, the unit vector is $\mathbf{e}_0 \equiv \cos \theta \mathbf{e}_\parallel + \sin \theta \mathbf{e}_\perp$. Under these assumptions Eqs. (4.23) and (4.24) can be solved similarly to the disordered phase. For the first equation in particular the only term left to be calculated is $\llbracket \nabla \cdot \mathbf{\Xi}_0 \rrbracket$ with $\mathbf{\Xi}_0$ specified by Eq. (4.4), which is given by (see Appendix G)

$$\llbracket \nabla \cdot \mathbf{\Xi}_0 \rrbracket = -q^2 p^* (e_0 \cdot e_\parallel) (\delta p \cdot e_0)$$

$$+ (e_0 \cdot e_\perp) (\delta p \cdot e_0 + e_0). \quad (4.19)$$

All other terms have already been computed in the previous paragraph (see Eqs. 4.13). Combining all these equations and removing the multiplicative factor $e^{i(\theta + \theta_\parallel)}$, we derive the following relation between $\delta \mathbf{p}_0$ and $\delta \mathbf{p}_0$

$$(s + \Upsilon_0 q^2) \delta \mathbf{p}_0 = 2q^2 [i \Upsilon_1 + \lambda_2 p^* (e_0 \cdot e_\parallel)] (\delta \mathbf{p}_0 \cdot e_0)$$

$$+ 2q^2 \lambda_2 p^* (e_0 \cdot e_\perp) (\delta p \cdot e_\perp + e_0). \quad (4.20)$$

For the second equation, instead, by applying the same technique we calculate the terms (see Appendix G)

$$\llbracket \nabla \cdot \mathbf{\Xi}_0 \rrbracket = i q^2 p^* [\delta (e_0 \cdot e_\parallel) (\delta p \cdot e_0) + (\delta p \cdot e_\perp + e_0) e_\perp]. \quad (4.21)$$

$$\llbracket \nabla \cdot \mathbf{\Xi}_1 \rrbracket = -i q^2 p^* [e_0 \cdot e_\parallel] (\delta p) + (e_0 \cdot e_\perp) \mathbf{R} \left( \frac{\pi}{2} \right) (\delta p). \quad (4.22)$$

with $\mathbf{R}$ denoting a two-dimensional rotation matrix. Substituting these expressions into Eq. (4.13) and again eliminating the exponential multiplicative factor yields

$$\delta \mathbf{p}_0 = \left[ \frac{\pi}{2} \delta \mathbf{p}_0 - 2q^2 p^* (\delta \mathbf{p}_0 \cdot e_\parallel) \right] p^* e_0 + \Upsilon_1 i q^2 \lambda_2 p^* (\delta \mathbf{p}_0 \cdot e_0)$$

$$- \Upsilon_0 q^2 (\delta \mathbf{p}_0 + \Upsilon_2 q^2 \delta \mathbf{p}_0 + 2\lambda_1 q^2 p^* (\delta \mathbf{p}_0 \cdot e_\parallel) e_\parallel$$

$$+ (\delta p \cdot e_\parallel + q^2) e_\parallel) + \lambda_3 i q^2 p^* (e_0 \cdot e_\parallel) e_\parallel$$

$$+ (e_0 \cdot e_\perp) \mathbf{R} \left( \frac{\pi}{2} \right) \delta \mathbf{p}_0) - p^* \delta Q_1 e_\parallel. \quad (4.23)$$

where the components of the tensor $\delta Q_1$ are given by (see Appendix G)

$$\delta Q_1 = -2\Upsilon_0 q^2 p^* \delta \mathbf{p}_0 + i \frac{\lambda_1}{2} q^2 \mathbf{R}_1 (\delta \mathbf{p}_0 \cdot e_\parallel) \delta \mathbf{p}_0$$

$$+ \frac{\lambda_2}{4} q^2 \delta \mathbf{p}_0 | e_\parallel + \lambda_3 q^2 \delta \mathbf{p}_0 | e_\perp - i \frac{\lambda_3}{4} q^2 \mathbf{R}_0 (\delta \mathbf{p}_0 \cdot e_\parallel) \delta \mathbf{p}_0$$

$$- B_4 q^2 p^* (e_0 \cdot e_\parallel) \mathbf{R}_1 (\delta \mathbf{p}_0 \cdot e_\parallel) \delta \mathbf{p}_0 - B_4 q^2 p^* (e_0 \cdot e_\parallel) \mathbf{R}_1 (\delta \mathbf{p}_0 \cdot e_\parallel) \delta \mathbf{p}_0. \quad (4.24)$$

1. Longitudinal perturbations

We first investigate the linear stability of the ordered phase in the case of longitudinal perturbations. We thus set $\vartheta = 0$ (i.e., $e_0 = e_\parallel$ and $e_\perp = e_\perp$) in Eqs. (4.20) and (4.21). In addition, because also $\delta \mathbf{p}_0 \parallel e_\parallel$, we set $\delta \mathbf{p}_0 \perp = 0$. Under these assumptions, we obtain the reduced equations

$$(s + \Upsilon_0 q^2) \delta \mathbf{p}_0 = 2q^2 [i \Upsilon_1 + \lambda_2 p^*] \delta \mathbf{p}_0,$$  

$$[s + \Upsilon_0 + \Upsilon_2 - \Lambda_p q^2] q^2 \delta \mathbf{p}_0 = \left[ \frac{p^*}{2} \left( \gamma - \frac{\lambda_2}{2} q^2 \right) + i \Upsilon_1 q^2 \right] \delta \mathbf{p}_0 + i q^2 p^* \zeta_0 \delta \mathbf{p}_0$$

with auxiliary parameters $\Lambda_p \equiv B_4 + 2\Upsilon_0 \cos \vartheta_\parallel$ and $\zeta_0 = 3(2\lambda_1 - \lambda_3)/4$. Solving the first equation for $\delta \mathbf{p}_0/\delta \mathbf{p}_0$ and substituting it in the second one, we obtain the dispersion relation

$$s^2 + s [2\kappa_0 + (2\Upsilon_0 - \Upsilon_2 - \Lambda_p q^2)] q^2 - i q^2 p^* \zeta_0$$

$$- i q^2 p^* \Upsilon_0 \zeta_0 + \Upsilon_0 q^2 [2\kappa_0 + (2\Upsilon_0 - \Upsilon_2 - \Lambda_p q^2)] q^2$$

$$- 2q^2 [i \Upsilon_1 + \lambda_2 p^*] \left( \frac{p^*}{2} \left( \gamma - \frac{\lambda_2}{2} q^2 \right) + i \Upsilon_1 q^2 \right) = 0.$$  

$$\quad (4.27)$$

The real part of its solutions can be calculated. In detail,

$$\text{Re} (s_\pm) = -\frac{1}{2} \left[ 2\kappa_0 + (2\Upsilon_0 - \Upsilon_2 - \Lambda_p q^2) q^2 \right]$$

$$\pm \frac{1}{2} \sqrt{\left( J_1 + \sqrt{J_1^2 + J_2^2} \right)}.$$  

$$\quad (4.28)$$
with auxiliary functions

\[ J_1 = [2\kappa_0 + (2\gamma_0 - \gamma_2 - \Lambda_0 p^* q)q^*]^2 - 8(\gamma_0 - 2\gamma_2)\kappa_0 q^* \]

\[ + 4\gamma_0 (\gamma_2 - \gamma_0 + \Lambda_0 p^* q)q^* \]

\[ - (8\gamma_1^2 + \gamma_2^2 p^* + 2\lambda_0^2 p^* q^*)q^{2\alpha}, \tag{4.29} \]

\[ J_2 = 4p^* q^{2\alpha} [\gamma_1 - \kappa_0] \]

\[ + 2p^* q^{2\alpha} [3\gamma_1^2 + \gamma_2^2 (\gamma_2 + \Lambda_0 p^* q^*)]. \tag{4.30} \]

In the hydrodynamic limit \( q \rightarrow 0 \), we can expand these equations up to terms \( O(q^{2\alpha}) \) consistently with the order of the expansion employed to derive the full set of hydrodynamic equations. At this order of approximation, therefore, the linear stability of the model can only be assessed for long wavelength perturbations. In details, we find the asymptotic behaviour

\[ \text{Re} (s_-) \simeq -2\kappa_0 - (\gamma_0 - 2\gamma_2 - \Lambda_0 p^* q) \]

\[ \text{Re} (s_+) \simeq (\gamma_0 - 2\gamma_2) q^* . \tag{4.31} \]

For comparison, we recover the stability picture of ordinary active fluids. Setting \( \gamma_0 = e_\perp \) and \( \kappa_0 = -e_i \) in Eqs. (4.20) and (4.23), we assume \( \delta p_0 = 0 \). With these assumptions, the contribution from the alignment tensor \( \delta \mathbf{Q}^{(1)} \) is determined by the relations

\[ \text{Re}(\delta \mathbf{Q}^{(1)} e_i) = \text{Re}(\delta \mathbf{Q}^{(1)} e_i) = \text{Re}(\delta \mathbf{Q}^{(1)} e_i) \]

\[ + \pi/2) e_\perp = - (\cos 2\Theta_0, \sin 2\Theta_0) \]

\[ \text{Re}(\delta \mathbf{Q}^{(1)} e_i) \]

\[ = (\sin 2\Theta_0, - \cos 2\Theta_0). \]

Finally, we obtain the equations

\[ \delta^2 - 2s + (\gamma_0 q^* \delta p_0 = 2\gamma_1^2 i q^* \delta p_\perp, \tag{4.33} \]

\[ \delta^2 + 2s + (\gamma_0 q^* \delta p_0 = 2\gamma_1^2 i q^* \delta p_\perp, \tag{4.34} \]

with the auxiliary parameter \( \Lambda_\perp \equiv 2\gamma_1 \cos \Theta_\parallel - B_4 \). Solving Eq. (4.33) for \( \delta p_\perp/\delta p_0 \) and substituting it into Eq. (4.34) yields the dispersion relation

\[ s^2 + 2s + (2\gamma_0 - \gamma_2 + \Lambda_\perp p^* q)q^* \]

\[ + (\gamma_0 - 2\gamma_2 + \Lambda_\perp p^* q^*) + 2\gamma_1^2 q^{2\alpha} = 0. \tag{4.35} \]

This equation can be solved similarly to the previous case. The real parts of its solutions are thus given by

\[ \text{Re}(\delta s_\pm) \simeq -\frac{q^*}{2} [2\gamma_0 - \gamma_2 - \Lambda_\perp p^* q^*] \pm \sqrt{\Delta} \tag{4.36} \]

with \( \Delta \) described as

\[ \Delta = [2(\gamma_2 - 2\gamma_1^2 + 2\gamma_1^2 p^* q^*)^2 - 8\gamma_1^2]. \tag{4.37} \]

At the onset of collective motion, where \( \kappa_0 \approx 0 \), we find that \( \Delta \approx 2\gamma_2^2 - 8\gamma_1^2 \), which is negative for all \( 0 < \alpha < 1 \) (not shown). Consequently, we obtain

\[ \text{Re}(\delta s_\pm) \approx -\frac{(2\gamma_0 - \gamma_2)}{2} q^*, \tag{4.38} \]

which is negative as for longitudinal perturbations. Therefore, in ALM, at the onset of collective motion, the
ordered phase is stable against long-wavelength transversal perturbations from the stationary fields. This result agrees with the picture valid for ordinary active matter, where one obtains non-authorized modes (i.e., imaginary; set $\alpha = 1$ above) indicating that no instabilities whatsoever can arise from perturbations in this direction [45].

V. FINITE SIZE SCALING ANALYSIS AND CRITICAL PROPERTIES OF THE TRANSITION

The potential criticality of the order-disorder phase transition in ALM, which is consequence of the suppression of the long-wavelength banding instability at the onset of collective motion, can be further ascertained by performing a finite size scaling analysis of the microscopic model \(2.1, 137\). For this purpose, we perform numerical simulations of this dynamics in a square box of edge length \(L\) with periodic boundary conditions (see Appendix [A] for details on the numerical implementation). We choose model parameters: \(\rho = 2, \gamma = 0.25\) and \(\alpha = 1/2\), which are kept fixed throughout the analysis. Conversely, in order to identify the critical noise strength, which we denote as \(\sigma_\star\), we scan through a wide range of values of \(\sigma\) and repeat all simulations for different system sizes \(L = \{48, 56, 64, 72\}\). Each simulation is initialized in the homogeneously disorder phase and updated for \(T\) time sweeps, with \(T\) sufficiently large that the system can equilibrate (see below). At each time step \(t_j = j\Delta t\), we calculate the polar order parameter

\[
\varphi(t_j) \equiv \frac{1}{N} \sum_{i=1}^{N} \mathbf{n}(\theta_i(t_j)) ,
\]

which measures the time-evolution of the average orientation of the active Lévy particles. Furthermore, we define the time-averaged polar order parameter

\[
\bar{\varphi} \equiv \frac{1}{T - j_0 + 1} \sum_{j=j_0}^{T} \varphi(t_j) ,
\]

again with \(j_0\) large enough for the system to equilibrate. In our simulations, we choose \(T = 2.5 \times 10^6\) and \(j_0 = 2.45 \times 10^6\) (i.e., the time average is made over the last \(5 \times 10^4\) time steps). We can confirm, in fact, that these time sweeps are sufficient for the system to equilibrate. This is shown in Fig. 6 where we plot the pair correlation function \(G(a)\) and the correlation function for the unit vector \(\mathbf{n}(b)\) as a function of the inter-particle distance \(r \equiv |r_i - r_j|\) \((i,j = 1, \ldots, N; i \neq j)\) for several different values of \(T\) at the critical point (estimated numerically; see below) and for the largest system size considered \(L = 72\). We note that, if the system is equilibrated in these conditions, it is also equilibrated for any different \(\sigma\) and/or smaller \(L\). While the pair correlation function is equilibrated for all \(T\) considered (and is thus not informative in this sense), the correlation function of the orientation vector suggests that the equilibration time is about \(T = 10^5\), where the different curves start overlapping. The value that we use in our simulations is, in fact, one order of magnitude larger than this estimate, which thus allows us to safely assume the system to be equilibrated when we perform the time averaging \([5.2]\).

The conventional technique to assess numerically the criticality of a phase transition, and simultaneously locate the critical point, consists in the estimation of the Binder cumulant, in our case of the time-averaged polar order parameter, for different system sizes \(L\). This observable is defined as

\[
U_4(L) \equiv \frac{\langle \varphi^2 \rangle_L^2}{\langle \varphi^4 \rangle_L} ,
\]

where \(\langle \cdot \rangle_L\) denotes the ensemble average taken at finite system size. Specifically, if the phase transition is of second order (i.e., continuous), the Binder cumulant curves for different \(L\) must cross at the critical point \([138]\). Evidently, by measuring the intersection point of these curves, if it exists, we can also obtain an estimate of the critical point. We plot the Binder cumulant \(U_4(L)\) for our microscopic model of ALM in Fig. 6. Remarkably, the curves intersect, thus highlighting that the order-disorder phase transition in ALM is indeed critical, in agreement with the prediction of the linear stability analysis on the hydrodynamic EOM at the onset (see Sec. IV). Furthermore, by identifying the crossing point, we obtain the numerical estimate of the asymptotic critical noise strength

\[
\sigma_\star = 0.239816(2) ,
\]

where the error denotes 1 s.e.m.

Having established the criticality of the transition, and the critical point (at fixed density), we can now characterize numerically the critical exponents. To estimate the static exponent \(\nu\), we use the scaling relation for the gradient of Binder cumulant at the onset of the transition

\[
\frac{\partial U_4(L)}{\partial \tau} \bigg|_{\tau = 0} \propto L^{1/\nu} ,
\]

with the distance from the critical noise strength \(\tau \equiv -1 + \sigma/\sigma_\star\). To estimate the gradient, we fit \(U_4(L)\) around the critical point with a quadratic polynomial. The coefficient of the linear term thus estimates \(\partial U_4(L)/\partial \tau\). Fits for all considered \(L\) are shown in Fig. 3. The fit of the relation \([5.5]\) to these estimates of the Binder cumulant gradient is presented in Fig. 7. The other static critical exponents, \(\gamma\) and \(\beta\), can be also estimated as ratios by the exponent just calculated, \(\nu\). In fact, we can determine the ratio \(\gamma/\nu\) from the scaling relation for the susceptibility of the time-averaged polar order parameter at criticality, \(\varphi_\star\), which is defined (in two spatial dimensions) as

\[
\chi_L \equiv L^2 (\langle \varphi^2 \rangle_L - \langle \varphi \rangle_L^2) .
\]

This observable scales with the system size \(L\) as

\[
\chi_L \propto L^{\gamma/\nu} .
\]
FIG. 5. Determination of the equilibration timescale of the microscopic model (2.1) of active Lévy matter at criticality. Other model parameters are \( \rho = 2, \gamma = 0.25 \) and \( \alpha = 1/2 \). The model is initialized in the homogeneously disorder phase and updated for different total time sweeps \( T \). For each data point, we run 300 independent simulations. Error bars are 1 s.e.m; lines are also plotted as a guide to the eye. (a) Pair correlation function \( G \) at criticality vs. the inter-particle distance \( r \). (b) Correlation function of the orientation vector \( \mathbf{n}(\theta_i) \equiv (\cos \theta_i, \sin \theta_i) \) at criticality vs. the distance between active particles.

FIG. 6. Finite size scaling analysis of the microscopic model (2.1) of active Lévy matter. Model parameters are \( \rho = 2, \gamma = 0.25 \) and \( \alpha = 1/2 \). For each data point, we run 300 independent simulations of the microscopic model. (a) Estimation of the critical point through quadratic fits of Binder cumulant curves for different system sizes \( L \) as a function of the distance from criticality \( \tau \equiv -1 + \sigma/\sigma^\star \). (b) Estimation of the correlation time of the polar order parameter at criticality through exponential fits of the relaxation function \( R \) for different system sizes \( L \). The fits are obtained by using the first 75 data points until the curve for the largest \( L \) starts oscillating. In both panels, we plot error bars denoting 1 s.e.m. and 95% confidence bands on the fit parameters. Fits are performed by applying a weighted least square method.
The fit of the relation (5.7) to numerical estimates of $\chi_L$ from simulation data is presented in Fig. 7b. To determine the ratio $\beta/\nu$, instead, we use the scaling relation of the time-averaged polar order parameter at criticality

$$\varphi_\star \propto L^{-\beta/\nu}. \quad (5.8)$$

The fit of the relation (5.8) to numerical estimates of $\varphi_\star$ from simulation data is presented in Fig. 7c. Finally, we can estimate the dynamic critical exponent $z$, by applying the technique illustrated in [37]. From simulation data at criticality, we measure the relaxation function $R$, defined for a general time lag $t > 0$ as

$$R(t) \equiv \frac{\langle \varphi_\star(t) \varphi_\star(0) \rangle_L - \langle \varphi_\star(0) \rangle_L^2}{\langle \varphi_\star(0) \rangle_L - \langle \varphi_\star(0) \rangle_L^2}. \quad (5.9)$$

By definition, $R(0) = 1$ and $R(t) \to 0$ for $t \gg 1$. In addition, this quantity is expected to decay exponentially, i.e., $R(t) \propto e^{-t/\xi}$. By fitting our numerical data with this exponential function, we can then estimate the correlation length of the time-averaged polar order parameter at criticality, $\xi_L$, which obeys the scaling relation

$$\xi_L \propto L^z. \quad (5.10)$$

Therefore, we can use this expression to estimate directly the exponent $z$. Relaxation functions and corresponding exponential fits for all $L$ considered are presented in Fig. 6b. Finally, we present the fit of the relation (5.10) to numerical estimates in Fig. 7d. This finite size scaling analysis is also repeated for a different microscopic step size distribution, $\alpha = 3/4$, (Fig. 8). In this case, we obtain the estimate for the critical noise strength

$$\sigma_\star = 0.24343(6). \quad (5.11)$$

All the numerical estimates of static and dynamic critical exponents obtained are summarized in Table II.

| $\alpha$ | $\nu$ | $\beta/\nu$ | $\gamma/\nu$ | $z$          |
|---------|------|-------------|-------------|-------------|
| 1/2     | 1.00999(3) | 0.497(1)    | 0.996(4)    | 0.991835(4) |
| 3/4     | 1.0163(1)  | 0.496(1)    | 1.011(4)    | 0.991333(2) |

TABLE II. Numerical estimates of the critical exponents for two exemplary values of the parameter $\alpha$. Errors are expressed as 1 s.e.m.
FIG. 8. (Caption on page 20.)
Intriguingly, the estimates obtained for the static critical exponents (at least for the first case, $\alpha = 1/2$) suggest that the critical properties of ALM may be related to those of equilibrium two-dimensional models with long-range interaction energy $\alpha \propto 1/|\mathbf{r}_{ij}|^{2\alpha}$ and $n$-component isotropic order parameter [139, 140]. For these systems, two regimes with distinct critical properties, separated by the threshold $\alpha_c = d/4$ ($d$ are the spatial dimensions; thus, in our specific case, $\alpha_c = 1/2$), have been demonstrated: For $\alpha < \alpha_c$, the so called classical regime, the critical exponents are

$$
\gamma = 1, \quad \beta = \frac{1}{2}, \quad \nu = \frac{1}{2\alpha}.
$$

These formulas are valid also at the threshold $\alpha_c$, except for logarithmic corrections for both the correlation length and susceptibility of the order parameter. The case $\alpha = 1/2$, therefore, belongs to this regime, and Eqs. (5.12) predict exponents $\gamma = 1$, $\beta = 1/2$ and $\nu = 1$.

Our numerical estimates are clearly consistent with these predictions (see Table 1).

For $\alpha_c < \alpha < 1$, the nonclassical regime, to which our second numerical case study, $\alpha = 3/4$, belongs, the critical exponents have been characterized as expansions in the distance from the threshold $\Delta \equiv \alpha - \alpha_c$. In details, setting $n = 2$ for our polar order parameter, the following results hold to order $\Delta^2$ [139]:

$$
\gamma \simeq 1 + \frac{8\Delta \alpha + 668\Delta \alpha^2}{125}, \quad \beta = \frac{\gamma}{2} \left(\frac{1-\alpha}{\alpha}\right), \quad \nu = \frac{\gamma}{2\alpha},
$$

which predict $\gamma = 1.734$, $\beta = 0.289$ and $\nu = 1.156$. Our estimates are thus inconsistent with these predictions.

Having established the criticality of the disorder-to-collective motion transition in our model of ALM, we now compare the associated critical behaviour to other critical phenomena previously discussed in this context. Critical phenomena have been analyzed, either analytically or computationally, in the following active matter systems: (i) self-propelled particles with long-ranged metric alignment interactions [7, 46], (ii) incompressible active fluids [1-3, 13, 14], (iii) critical motility-induced phase separation [144-146], (iv) self-propelled particles with velocity reversals and alignment interactions [44], and (v) dense collections of active particles with contact inhibition of locomotion [147]. Our results indicate that the critical behavior in ALM is different from all of the above systems because our critical exponents depend on the parameter $\alpha$ which quantifies the scaling properties of the Lévy particle dynamics, and such a parameter does not exist in the aforementioned systems. In addition, our observations seem to suggest that this dependence on $\alpha$ may relate the static critical properties of ALM to the universality class of long-range attractive interactions in the classical regime. In contrast, they do not support this relation in the non classical regime. However, our numerical considerations are not exhaustive in this matter. To further elucidate this connection, in fact, an analytical derivation of the critical exponents for general $\alpha$ from the hydrodynamic equations must be developed by employing dynamic renormalisation group methods. This is an interesting open problem that we aim to elucidate in future investigations.

VI. CONCLUSIONS

In this paper we studied in details a microscopic model of ALM [116], where the active particles perform superdiffusive motion, akin to a Lévy flight [117, 119], with short-range interactions that promote the polar alignment of their velocity directions [7, 46]. First, we switched off the inter-particle interactions and characterized the diffusion process of individual active particles by their position mean-square displacement and statistics. We then switched on the alignment interactions and applied a coarse-graining procedure, based on the BBGKY hierarchical method [122] and on the expansion of the reduced single-particle probability density in terms of Fourier angular modes [45, 46, 48, 50, 52], to derive the hydrodynamic EOM of the model. We then solved these equations at mean-field level, which yielded disordered and ordered phases similar to ordinary active matter, and then studied the linear stability of these solutions.

On the one hand, we found that the disordered phase is stable at the linear level against small perturbations in an arbitrary direction. This prediction agrees with the conventional theory of active fluids [45-48]. On the other hand, we found that the ordered phase at the onset of collective motion is also stable at linear level against small perturbations in the longitudinal direction. This is fundamentally different from ordinary active fluids, where a characteristic banding instability has been shown to emerge both analytically and numerically [45-50, 61-64]. This instability, which makes the phase transition first-order in ordinary active matter, is thus suppressed in ALM, thus allowing for a critical disordered-ordered phase transition [116]. Finally, we validated this prediction by finite size scaling analysis of simulation data and estimated numerically the critical exponents of the transition, which revealed an intriguing relation between the static properties of our ALM model and the equilibrium $n$-component system with long-range attractive interactions (in the classical regime).

The derivation of the hydrodynamic EOM for ALM, the linear stability analysis on the order and disorder phases, and the numerical characterization of the critical properties of the phase transition are our most important results, even more so because they elucidate the novel physics of active matter integrating anomalous diffusive motility and inter-particle interactions. In particular, the connection with the universality class of long-range attractive interactions will need to be further elucidated with analytical arguments; for instance, by deriving general formulas for the critical exponents as a
function of the characteristic model parameter $\alpha$. One viable method to achieve this task can be to apply a
dynamic renormalisation group approach, similarly to that
recently introduced to study the universality class of the ordered
phase and of the disorder-to-collective motion phase transition of incompressible active fluids [141–143].

Another important result relates to the structure of
the hydrodynamic EOM for ALM (see Eqs. (3.36) [3.37]),
which we obtained by coarse-graining the microscopic
dynamical model (2.1). Our calculation shows that these
equations contain: (a) terms that have a counterpart in
the hydrodynamic EOM of ordinary active matter and are
integrated across the domain weighted by probability
measures that can be easily interpreted; (b) higher
order terms in the Fourier angular expansion that are
absent from the hydrodynamic EOM of ordinary active
matter, which not only can depend on highly non-linear
fields but can also exhibit a non local integral structure
specified by non trivial probability measures. While the
former terms can be understood straightforwardly also
by applying a first principles approach, the latter ones
pose considerable challenge because in general they may
require complex and non intuitive jump statistics to be
formulated correctly. Our discussion can thus potentially
serve as a starting point to develop a systematic first
principles derivation of the hydrodynamic equations for
ALM systems.

Overall, our results highlight that anomalous diffusion
at single-particle level can fundamentally change the
collective properties of active systems. Therefore, it will be
interesting to apply considerations similar to those
developed in this paper to other paradigmatic examples of
collective behaviour, such as active turbulence [11] and
motility-induced phase separation [20–23], and to further elucidate their relevance to the biological realm [25].
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Appendix A: Diffusional features of the dynamical
model (1.1) with Lévy stable distributed step sizes

We first calculate the position statistics of non
interacting active Lévy particles projected along the
arbitrary direction $\mathbf{n}(\psi) \equiv (\cos \psi, \sin \psi)$, which is defined as $P(x, t) \equiv \langle \delta(x - \mathbf{r}(t) \cdot \mathbf{n}(\psi)) \rangle >$ with $\mathbf{r}(t) \equiv \mathbf{r}(t) - \mathbf{r}(0)$ and
$\mathbf{r}$ prescribed by the Langevin equations (1.1). Taking
its Fourier transform, we can write

$$P(k, t) = \langle e^{ik\mathbf{r}(t) \cdot \mathbf{n}(\psi)} \rangle = \langle e^{ik \int_0^t \eta(t') \cos(\theta(t') - \psi) \, dt'} \rangle > .$$

(A.1)

Exploiting the independence of $\theta$ and $\xi$, we can calculate
the average over the Lévy noise first by using Eq. (A.5)
with $h(t') \equiv H(t - t') \cdot (1 + i k \cos(\theta(t') - \psi))$ ($H$ is the
Heaviside function; i.e., $H(x) = 1$ for $x \geq 0$; $H(x) = 0$ otherwise). Therefore, we obtain
$P(k, t) = e^{-k^2 D(t)}$ (not shown) with the auxiliary function

$$D(t) \equiv \int_0^t |\cos(\theta(t') - \psi)|^\alpha e^{-\frac{2}{\pi} \text{sign}(\cos(\theta(t') - \psi))} \, dt'.$$

(A.2)

The remaining Brownian average can be calculated with the Feynman-Kac equation [138] (not shown). The
projected statistics is thus formally given by

$$P(x, t) = \frac{1}{\pi} \text{Re} \int_0^\infty e^{-ikx} e^{-|k|^{\alpha} D(t)} \, dk.$$  

(A.3)

To get its asymptotic tail behaviour, we expand the
Brownian functional and rescale the Fourier variable as

$$P(x, t) - \delta(x) \sim |x|^{-(1+\alpha)} \lim_{\epsilon \to 0} \left[ -\frac{1}{\pi} \text{Re} \int_0^\infty e^{-ik - \epsilon k} |k|^{\alpha} D(t) \, dk \right]$$
$$\sim -|x|^{-(1+\alpha)} \Gamma(1 + \alpha) \frac{1}{\pi} \text{Re} \left[ e^{-i \frac{\pi}{2} \Gamma(1 + \alpha)} D(t) \right]$$
$$\sim |x|^{-(1+\alpha)} \Gamma(1 + \alpha) \frac{\sin(\pi\alpha)}{\pi^2} C(t),$$

(A.4)

where the infinitesimal coefficient $e^{-\epsilon k}$ ensures the convergence of the expansion [139] and $C(t)$ is the positive
real coefficient

$$C(t) \equiv \int_0^t \int_0^{\pi/2} \int_0^{2\pi} (\cos \phi)^\alpha e^{-\frac{e^{-\phi'}}{\sigma^2}} \, d\phi' \, d\phi' \, dt'.$$

(A.5)
This is calculated by assuming uniformly distributed initial angles for the active particles and by recalling that the transition probability for the angular variables is Gaussian. This argument shows that the projected position statistics exhibits power-law asymptotic tail behaviour $P(x, t) \sim |x|^{-(1+\alpha)}$ for $|x| \gg 1$.

Similarly, we can calculate the two-dimensional position statistics $P(x, t) \equiv \langle \delta(x - \mathbf{r}(t)) \rangle$. Its Fourier transform is

$$
\hat{P}(\mathbf{k}, t) = \langle e^{i \mathbf{k} \cdot \mathbf{r}(t)} \rangle = \langle e^{i \int_0^t \dot{\mathbf{r}}(t') \cdot \mathbf{k} \cdot n(\mathbf{r}(t')) dt'} \rangle.
$$

(A.6)

Setting $h(t') \equiv H(t - t')[-i \mathbf{k} \cdot \mathbf{n}(\mathbf{r}(t'))]$ in Eq. (A.5), we obtain

$$
\hat{P}(\mathbf{k}, t) = \langle e^{-i \int_0^t \dot{\mathbf{r}}(t') \cdot \mathbf{k} \cdot n(\mathbf{n}(\mathbf{r}(t')) dt'} \rangle.
$$

(A.7)

Taking its inverse Fourier transform, and setting $\kappa \equiv k \cdot \mathbf{n}(\psi)$, we obtain the formal equation for the distribution $P(x, t) = \frac{1}{2\pi} \int_{\mathbb{R}^2} d^2 k \ e^{-i \mathbf{k} \cdot \mathbf{x}} \langle e^{-\kappa \cdot D(t)} \rangle$. (A.8)

Using this result, we can calculate the fractional moments $\langle |x|^\delta \rangle \equiv \int_{\mathbb{R}^2} |x|^\delta P(x, t) \ d^2 x$ for $0 < \delta < \alpha$. In details, using polar coordinates for both integrals, and performing the change of variables $k' \equiv k[D(t)]^{1/\alpha}$, $x' \equiv x/[D(t)]^{1/\alpha}$ we obtain

$$
\langle |x|^\delta \rangle = \frac{1}{2\pi} \int_0^{2\pi} d\phi \int_0^{\infty} k' \ dk' \times
\int_{-\infty}^{\infty} 2\pi e^{-ik' \cdot \cos(\phi - \phi')} \times \left(\frac{1}{D(t)^{\delta/\alpha}}\right).
$$

(A.9)

To solve this equation analytically, one needs to calculate the full statistics of the corresponding Brownian functional $W(y, t) \equiv \langle \delta(y - D(t)) \rangle$, which however we do not pursue here. Nevertheless, recall that Brownian functionals scale linearly for long times [159], i.e., in Laplace space $\mathcal{L}[W(y, t)](s) = g(ys)$ with $g$ a suitable scaling function, we can write $\mathcal{L}[\langle |D(t)|^{\delta/\alpha} \rangle](s) = s^{-1-\delta/\alpha} \int_0^{\infty} \mathcal{L}[t^{\delta/\alpha} g(y)](s) \ dy$. The inverse Laplace transform of this equation yields the scaling behaviour $\langle |D(t)|^{\delta/\alpha} \rangle \sim t^{\delta/\alpha}$. Upon rescaling the fractional moment, we obtain that the pseudo mean-square displacement $\langle |x|^\delta \rangle \sim t^{2/\alpha}$ scales as $t^{2/\alpha}$.

Appendix B: Details of the simulation protocol

1. Model numerical implementation

To simulate the dynamics of active Lévy particles from the initial time $t_0 = 0$ to the final time $t_T = M$, we consider a time discretization $\{t_m\}$ with time step $\Delta t$ (thus $m = 0, \ldots, T$ with $T \equiv M/\Delta t$). The Langevin equations (2.1) are discretized as

$$
\mathbf{r}_i(t_{m+1}) = \mathbf{r}_i(t_m) + \eta_i(t_m, \Delta t) \mathbf{n} \theta_i(t_m), \quad (B.1)
$$

$$
\theta_i(t_{m+1}) = \theta_i(t_m) + F_i(t_m) \Delta t + \xi_i(t_m, \Delta t), \quad (B.2)
$$

where $\eta_i(t_m, \Delta t)$ is a random variable sampled from a one-sided positive Lévy distribution with characteristic Lévy symbol generically specified by Eq. (1.2) (see below the algorithm for generating in particular stable variates with stability parameter $0 < \alpha < 1$), $\xi_i(t_m, \Delta t)$ is a Gaussian random variable with null mean and variance $2\sigma \Delta t$, and $F_i(t_m)$ is the short-range alignment interaction exerted on particle $i$-th (see Eq. (2.2)). Note the choice of Itô prescription for the multiplicative noise term in the rhs of Eq. (B.1).

At each time step all particle trajectories are updated; in equivalent terms, for each simulation we then perform $T$ particle sweeps (in the simulations presented $\Delta t = 0.1$). Therefore, the predictions on the macroscopic behaviour of the model do not depend on $\Delta t$, as long as we account for a total number of particle sweeps sufficient to ensure that the system is equilibrated.

Let us consider, in full generality, that numerical simulations of the Eqs. (B.1, B.2) are performed in an asymmetric box of size $2L_x \times 2L_y$ with periodic boundary conditions. Imposing these conditions for the dynamics described here requires more careful consideration with respect to the case of self-propelled particles (where one only needs to implement the rules presented, among other textbooks, in [150]). In fact, because the Lévy statistics allows for potentially large particle displacements between successive time steps, particles can jump from one time step to the next one in one of several consecutive adjacent boxes outside the simulation region (i.e., not only the first one) (see schematic in Fig. 9). Therefore, the rules to impose periodic boundary conditions in our microscopic ALM model are adapted as follows. Consider, e.g., the $x$-component of the $i$-th particle position vector $r_{ix}$ that satisfies the condition $-L_x \leq r_{ix} \leq L_x$; then,

- if $r_{ix} \geq L_x$, replace it by $r_{ix} - (1 + n)2L_x$ with the integer $n = \lfloor (r_{ix} - L_x)/2L_x \rfloor$;
- otherwise, if $r_{ix} < -L_x$, replace it by $r_{ix} + (1 + n)2L_x$ with the integer $n = \lfloor |r_{ix} + L_x|/2L_x \rfloor$.

The same rules with $L_x$ replaced by $L_y$ hold for the $y$-component of the position vector $r_{iy}$, which is also assumed to satisfy the condition $-L_y \leq r_{iy} \leq L_y$. Similarly, when evaluating the distance between particles $i$-th

![FIG. 9. Schematic of jump event for two active Lévy particles illustrating the rules to impose periodic boundary conditions.](image-url)
and $j$-th, these rules are applied to each of the components of the distance vector $r_{ij} = r_i - r_j$ (clearly in this case $n = 0$ [154]). Finally, to efficiently evaluate the inter-particle force $F_i$ in the rhs of Eq. (1.2) we implement the cell subdivision method [150].

2. Generation of one-sided positive Lévy stable random variables

Random variates $\eta(t_i, \Delta t)$ following a one-sided positive Lévy stable distribution with stability parameter $0 < \alpha < 1$ are obtained by implementing the algorithm below [151, 152]:

1.A We generate a random variable $V_i$ uniformly distributed on $(-\pi/2, \pi/2)$. This is realized by sampling a uniformly distributed variate $u^{(1)}_i$ on $(0, 1)$ (here we use the ran2 algorithm presented in [153]) and then setting $V_i = \pi(u^{(1)}_i - 1/2)$.

1.B We generate a second independent random variable $W_i$ exponentially distributed with mean 1. This is obtained similarly by sampling another uniformly distributed variate $u^{(2)}_i$ on $(0, 1)$, independent on $u^{(1)}_i$, and setting $W_i = -\log(u^{(2)}_i)$.

1.C The Lévy distributed variate is given by

$$
\eta(t_i, \Delta t) = (\Delta t)^{1/\alpha} \sin \left[ \frac{\alpha}{\cos(V_i)^{1/\alpha}} \right] \times \left\{ \frac{\cos[\alpha V_i - \pi(2^{(1)}_i - 1)]}{W_i} \right\}^{(1-\alpha)/\alpha}.
$$

This algorithm also applies to the special case $\alpha = 1$, where it yields $\eta(t_i, \Delta t) = \Delta t$ as expected (see Sec. 1).

To avoid sampling random variables too large for the double-precision floating point format of typical calculators, we introduce a tempering $H \gg L$ by employing the rejection method [154] (in the simulations presented we set $H = 10^{10}$):

2.A We generate the Lévy distributed variate $\eta(t_i, \Delta t)$ as detailed above; then

2.B we sample a second random variable $Y_i$ from an exponential distribution with mean $1/H$ (again as detailed above);

2.C finally, if $\eta(t_i, \Delta t) \leq Y_i$, we keep it; otherwise, we reject both variables and repeat steps 2.A and 2.B.

We refer to the original references [151, 152, 154] for the numerical verification of these algorithms. An algorithm similar to 1.A – 1.C yielding fully general Lévy stable distributed random variables can be found in [155].

Appendix C: Large-scale limit of the integral term (2.20)

To simplify the notation, we consider a general test function $h$. Since the probability density $P$ is also a test function, the argument presented below also applies to it. We write the integral term as

$$
\frac{1}{\pi d^2} \int_{|r'|} \int_{|r|} \mathrm{d}r' \mathrm{d}r H(|r - r'|) h(r') = \frac{1}{2\pi d^2} \int_{G_2} \int_{G_2} \mathrm{d}r_1 \mathrm{d}r_2 H(|r_1 - r_2|)\frac{h(r_1 - r_2)}{2}
$$

where first we use the change of variables $(r_1, r_2) \equiv (r + r', r - r')$ with Jacobian $1/2$ and second we express the integral over $r_2$ in polar coordinates $(r_2, \phi)$ with $e_\phi \equiv (\cos \phi, \sin \phi)$. Again changing variables as $r_2 \equiv dr_2'$, we obtain

$$
\frac{1}{\pi d^2} \int_{|r'|} \int_{|r|} \mathrm{d}r' \mathrm{d}r H(|r - r'|) h(r') = \frac{1}{2\pi} \int_{G_2} \int_{G_2} \mathrm{d}r_1 \int_{0}^{\pi} \int_{0}^{\pi} \mathrm{d}r_2' \mathrm{d}r_2 \int_{-\pi}^{\pi} \mathrm{d}\phi \frac{h(r_1 - r_2')}{2}.
$$

It is now straightforward to take the limit $d \rightarrow 0$. In this limit, $h$ can be taken outside the polar integral, and this latter one can be solved exactly. Therefore, we demonstrate the following relation

$$
\lim_{d \rightarrow 0} \frac{1}{\pi d^2} \int_{|r'|} \int_{|r|} \mathrm{d}r' \mathrm{d}r H(|r - r'|) h(r') = \frac{1}{2} \int_{G_2} \int_{G_2} \mathrm{d}r_1 h\left(\frac{r_1}{2}\right) \equiv \int_{G_2} \int_{G_2} \mathrm{d}r \delta(r - r') h(r').
$$

As this relation holds for any test function $h$, the outer integral can be dropped; therefore, this relation is equivalent to

$$
\lim_{d \rightarrow 0} \frac{1}{\pi d^2} \int_{|r'|} \int_{|r|} \mathrm{d}r' \mathrm{d}r H(|r - r'|) h(r') = \int_{G_2} \int_{G_2} \mathrm{d}r' \delta(r - r') h(r').
$$

Applying this relation to Eq. (2.20) yields its large-scale limit [2.21].

Appendix D: Exact formulas for the coefficients $\Upsilon$ for Lévy stable distributed step sizes

We consider Eq. (3.16) with $\nu$ specified by Eq. (1.3), i.e.,

$$
\Upsilon_m \equiv \frac{(-i)^m}{2\pi} \int_{-\pi}^{\pi} e^{i\phi} m(-i \cos \phi)^n \mathrm{d}\phi.
$$

The remaining angular integral can be solved analytically. For $m = 0$ we find

$$
\int_{-\pi}^{\pi} (-i \cos \phi)^n \mathrm{d}\phi = 2\sqrt{\pi} \cos \left(\frac{\pi \alpha}{2}\right) \frac{\Gamma\left(1 + \frac{\alpha}{2}\right)}{\Gamma\left(1 + \frac{\alpha}{2}\right)}.
$$
such that
\[ \Upsilon_0(\alpha) = \frac{\cos\left(\frac{\pi\alpha}{\sqrt{\pi}}\right)}{\Gamma\left(\frac{1+\alpha}{2}\right)} \tag{D.3} \]

For \( m \neq 0 \) we can write
\[
\int_{-\pi}^{\pi} e^{i\phi/m} (-i \cos \phi)^\alpha d\phi' = 2(-i)^\alpha \int_{0}^{\pi/2} \cos(\phi/m) \cos(\phi')^\alpha d\phi'
+ 2i^\alpha \int_{\pi/2}^{\pi} \cos(\phi/m) \cos(\phi')^\alpha d\phi'. \tag{D.4}
\]

The first integral in its rhs is equal to
\[
\int_{0}^{\pi/2} \cos(\phi/m) \cos(\phi')^\alpha d\phi' =
\frac{i2^{-1-\alpha}}{m-\alpha} \frac{\Gamma(1+\alpha)}{\Gamma(1+\frac{m-\alpha}{2})} \times
2F1\left(\frac{m-\alpha}{2}, -\alpha; 1 + \frac{m-\alpha}{2}; -1\right)
+ \frac{i^m}{2} \left(\frac{i}{2}\right) i^{-1+\alpha} \frac{\Gamma(1+\alpha)\Gamma\left(\frac{m-\alpha}{2}\right)}{\Gamma\left(1-\frac{m-\alpha}{2}\right)} \tag{D.5}
\]
likewise, the second one is given by
\[
\int_{\pi/2}^{\pi} \cos(\phi/m) \cos(\phi')^\alpha d\phi' =
\frac{i2^{-1-\alpha}}{m+\alpha} \frac{\Gamma(1+\alpha)}{\Gamma(1+\frac{m+\alpha}{2})} \times
2F1\left(\frac{m+\alpha}{2}, -\alpha; 1 + \frac{m+\alpha}{2}; -1\right)
+ \frac{i^m}{2} \left(\frac{i}{2}\right) i^{-1+\alpha} \frac{\Gamma(1+\alpha)\Gamma\left(\frac{m+\alpha}{2}\right)}{\Gamma\left(1-\frac{m+\alpha}{2}\right)} \tag{D.6}
\]

with \( 2F1 \) the Gaussian hypergeometric function. Combining these results into Eq. (D.4), we finally obtain:
\[
\int_{-\pi}^{\pi} e^{i\phi/m} (-i \cos \phi)^\alpha d\phi' = i^{\alpha+1} \left\{ \left[ (-1)^\alpha - (-1)^m \right] \times \frac{\Gamma(1+\alpha)}{m-\alpha} \right\} \times
2F1\left(\frac{m-\alpha}{2}, -\alpha; 1 + \frac{m-\alpha}{2}; -1\right)
\times 2F1\left(\frac{m+\alpha}{2}, -\alpha; 1 - \frac{m+\alpha}{2}; -1\right) \tag{D.7}
\]
Using the relations
\[
i^{\alpha}[(-1)^m - (-1)^\alpha] = 2i^{\alpha+m} \sin\left(\frac{\pi}{2}(m+\alpha)\right) \tag{D.8a}
i^{\alpha}[(-1)^m - (-1)^\alpha] = 2(-i)^{\alpha+m} \sin\left(\frac{\pi}{2}(m-\alpha)\right) \tag{D.8b}
\]
we finally obtain
\[
\Upsilon_m(\alpha) = \frac{\sin\left(\frac{\pi}{2}(m+\alpha)\right)}{\Gamma(1+\frac{m+\alpha}{2})} \times \frac{\Gamma(1+\alpha)}{2F1\left(\frac{m-\alpha}{2}, -\alpha; 1 + \frac{m-\alpha}{2}; -1\right)} \tag{D.9}
\]

**Appendix E: Derivation of the second angular mode (3.23)**

Employing the approximation \( \partial_t \hat{f}_2 \approx 0 \), Eq. (3.22) can be cast into the following equation
\[
(\Upsilon_0 k^\alpha + 4\sigma)\hat{f}_2 + \Upsilon_4 k^\alpha e^{i4\phi}\hat{f}_2 = \hat{F}_1 + i\hat{F}_2, \tag{E.1}
\]
with the auxiliary complex function
\[
\hat{F}_1 + i\hat{F}_2 = \gamma(\hat{f}_1 \ast \hat{f}_1) - \Upsilon_1 i k^\alpha e^{i\phi}\hat{f}_1 + \Upsilon_2 k^\alpha e^{i4\phi}\hat{f}_0 + \Upsilon_4 i k^\alpha e^{i4\phi}\hat{f}_1, \tag{E.2}
\]
which can be solved by writing out real and imaginary parts of all the modes. Using the ansatz \( \hat{f}_2 = \alpha_n + ib_n \), for \( n > 0 \) (the mode \( n = 0 \) is in fact real) yields the coupled linear equations
\[
[\Upsilon_0 k^\alpha + 4\sigma + \Upsilon_4 k^\alpha \cos(4\psi)]\alpha_2 + \Upsilon_4 k^\alpha \sin(4\psi)\beta_2 = \hat{F}_1, \tag{E.3}
\]
\[
[\Upsilon_0 k^\alpha + 4\sigma - \Upsilon_4 k^\alpha \cos(4\psi)]\beta_2 + \Upsilon_4 k^\alpha \sin(4\psi)\alpha_2 = \hat{F}_2. \tag{E.4}
\]
To obtain the solution of the set of equations (E.3),(E.4) we write them in vector form
\[
\mathbf{M} \begin{pmatrix} \alpha_2 \\ \beta_2 \end{pmatrix} = \begin{pmatrix} \hat{F}_1 \\ \hat{F}_2 \end{pmatrix}, \quad \mathbf{M} = (4\sigma + \Upsilon_0 k^\alpha)\mathbf{I} + \Upsilon_4 k^\alpha \mathbf{R}(4\psi) \tag{E.5}
\]
with \( \mathbf{I} \) the identity matrix in two dimensions and \( \mathbf{R} \) the involutory matrix (i.e., \( \mathbf{R}^2 = \mathbf{I} \)) in two dimensions
\[
\mathbf{R}(\phi) = \begin{pmatrix} \cos \phi & \sin \phi \\ \sin \phi & -\cos \phi \end{pmatrix}. \tag{E.6}
\]
In fact, the solution of the linear system (E.5) is readily given by
\[
\begin{pmatrix} \alpha_2 \\ \beta_2 \end{pmatrix} = \mathbf{M}^{-1} \begin{pmatrix} \hat{F}_1 \\ \hat{F}_2 \end{pmatrix}, \quad \mathbf{M}^{-1} = \left[ \hat{D}_0 \mathbf{I} - \hat{D}_4 \mathbf{R}(4\psi) \right] \tag{E.7}
\]
with the auxiliary \( (k, \alpha) \)-dependent coefficients
\[
\hat{D}_0 \equiv \frac{4\sigma + \Upsilon_0 k^\alpha}{(4\sigma + \Upsilon_0 k^\alpha)^2 - (\Upsilon_4 k^\alpha)^2}, \tag{E.8}
\]
\[
\hat{D}_4 \equiv \frac{\Upsilon_4 k^\alpha}{(4\sigma + \Upsilon_0 k^\alpha)^2 - (\Upsilon_4 k^\alpha)^2}. \tag{E.9}
\]
Thus, we obtain the solution
\[
\begin{pmatrix}
\tilde{a}_2
\end{pmatrix} = D_0 \begin{pmatrix}
\tilde{F}_1
\end{pmatrix} - D_4 \begin{pmatrix}
\cos(4\psi) \tilde{F}_1 + \sin(4\psi) \tilde{F}_2
\end{pmatrix},
\]
(E.10)
or equivalently in compact notation
\[
\tilde{f}_2 = D_0(\tilde{f}_1 + i\tilde{f}_2) - D_4 e^{i4\psi}(\tilde{f}_1 + i\tilde{f}_2)^*. 
\]
(E.11)
Finally, using Eq. (E.2), the solution (E.11) can be written explicitly in terms of the lower order angular modes, i.e.,
\[
\tilde{f}_2 = \gamma D_0(\tilde{f}_1 + \tilde{f}_1) - \gamma D_4 e^{i4\psi}(\tilde{f}_1 + \tilde{f}_1)^* + D_2 k^\alpha e^{2i\psi} \tilde{f}_0
\]
\[
- D_1 k^\alpha e^{i\psi} \tilde{f}_1 + D_{\alpha} k^\alpha e^{3i\psi} \tilde{f}_1^*
\]
(E.12)
with the additional \((k, \alpha)\)-dependent coefficients
\[
\begin{align*}
\tilde{D}_1 &= \frac{4}{4\sigma} \left( \tilde{Y}_0 \tilde{Y}_1 - \tilde{Y}_0 \tilde{Y}_3 \right) k^\alpha + O(k^{3\alpha}), \\
\tilde{D}_2 &= \frac{4}{4\sigma} \left( \tilde{Y}_0 \tilde{Y}_1 + \tilde{Y}_0 \tilde{Y}_3 \right) k^\alpha + O(k^{2\alpha}), \\
\tilde{D}_3 &= \frac{4}{4\sigma} \left( \tilde{Y}_0 \tilde{Y}_3 + \tilde{Y}_0 \tilde{Y}_1 \right) k^\alpha + O(k^{3\alpha}), \\
\tilde{D}_4 &= \frac{4}{4\sigma} \left( \tilde{Y}_0 \tilde{Y}_3 + \tilde{Y}_0 \tilde{Y}_1 \right) k^\alpha + O(k^{3\alpha}).
\end{align*}
\]
In the hydrodynamic limit \((k \to 0)\), these coefficients satisfy the following asymptotic formulas:
\[
\begin{align*}
\tilde{D}_0 &= \frac{1}{4\sigma} - \frac{\tilde{Y}_0}{(4\sigma)^2} k^\alpha + \frac{\tilde{Y}_2^2 + \tilde{Y}_3^2}{(4\sigma)^3} k^{2\alpha} + O(k^{3\alpha}), \\
\tilde{D}_1 &= \frac{1}{4\sigma} \left( \tilde{Y}_0 \tilde{Y}_1 - \tilde{Y}_0 \tilde{Y}_3 \right) k^\alpha + O(k^{2\alpha}), \\
\tilde{D}_2 &= \frac{1}{4\sigma} \left( \tilde{Y}_0 \tilde{Y}_1 + \tilde{Y}_0 \tilde{Y}_3 \right) k^\alpha + O(k^{2\alpha}), \\
\tilde{D}_3 &= \frac{1}{4\sigma} \left( \tilde{Y}_0 \tilde{Y}_3 + \tilde{Y}_0 \tilde{Y}_1 \right) k^\alpha + O(k^{2\alpha}), \\
\tilde{D}_4 &= \frac{1}{4\sigma} \left( \tilde{Y}_0 \tilde{Y}_3 + \tilde{Y}_0 \tilde{Y}_1 \right) k^\alpha + O(k^{2\alpha}).
\end{align*}
\]
Conversely, in the opposite limit \((k \to \infty)\) we find
\[
\begin{align*}
\tilde{D}_0 &= \frac{\tilde{Y}_0}{(4\sigma)^2} - \frac{\tilde{Y}_2^2}{(4\sigma)^3} k^\alpha + O(1), \\
\tilde{D}_1 &= \frac{\tilde{Y}_0 \tilde{Y}_1 - \tilde{Y}_0 \tilde{Y}_3}{(4\sigma)^2} k^\alpha + O(1), \\
\tilde{D}_2 &= \frac{\tilde{Y}_0 \tilde{Y}_1 + \tilde{Y}_0 \tilde{Y}_3}{(4\sigma)^2} k^\alpha + O(1), \\
\tilde{D}_3 &= \frac{\tilde{Y}_0 \tilde{Y}_3 + \tilde{Y}_0 \tilde{Y}_1}{(4\sigma)^2} k^\alpha + O(1), \\
\tilde{D}_4 &= \frac{\tilde{Y}_0 \tilde{Y}_3 + \tilde{Y}_0 \tilde{Y}_1}{(4\sigma)^2} k^\alpha + O(1).
\end{align*}
\]
**Appendix F: Derivation of the auxiliary relations presented in Table 4**

We will denote \(e_i \ (i = \{x, y, z\})\) the standard basis of a Cartesian coordinate system. We also introduce the complex differential operators \(\hat{\nabla}\) and \(\hat{\nabla}^*\) [15] [48] [52]
\[
\hat{\nabla} = \frac{\partial}{\partial x} + i \frac{\partial}{\partial y}, \\
\hat{\nabla}^* = \frac{\partial}{\partial x} - i \frac{\partial}{\partial y},
\]
whence Fourier transforms are
\[
\hat{\nabla}_k = -i k e^{i\psi}, \\
\hat{\nabla}^*_k = -i k e^{-i\psi}.
\]
For later convenience, we also recall the Pauli matrices
\[
\sigma_1 \equiv \begin{pmatrix} 0 & 1 \end{pmatrix}, \\
\sigma_2 \equiv \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \\
\sigma_3 \equiv \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

1. **Equation (3.50)**

This relation is easily obtained by employing Eqs. (F.2). In details,
\[
\hat{\nabla}^*_k \tilde{f}_1 = -i k_x \tilde{p}_x - i k_y \tilde{p}_y + k_x \tilde{p}_y - k_y \tilde{p}_x,
\]
\[
\hat{\nabla}_k \tilde{f}_1 = -i k_x \tilde{p}_x - i k_y \tilde{p}_y - k_x \tilde{p}_y + k_y \tilde{p}_x,
\]
such that
\[
\hat{\nabla}^*_k \tilde{f}_1 + \hat{\nabla}_k \tilde{f}_1^* = -2i (k_x \tilde{p}_x + k_y \tilde{p}_y) = -2i \hat{k} \cdot \hat{p}.
\]
Therefore, we can write
\[
i k^\alpha (e^{-i\psi} \tilde{f}_1 + e^{i\psi} \tilde{f}_1^*) = -k^{\alpha - 1} (\hat{\nabla}^*_k \tilde{f}_1 + \hat{\nabla}_k \tilde{f}_1^*)
= 2 k^{\alpha - 1} (i \hat{k} \cdot \hat{p}),
\]
whose inverse Fourier transform yields
\[
-2i \hat{\nabla}^* \cdot \hat{\nabla} = -2i \hat{\nabla} \cdot \hat{\nabla}^*.
\]

2. **Equation (3.51)**

Employing again the explicit definitions (F.2), we can show that \(k^2 e^{-i2\psi} \hat{h} = -\hat{\nabla}^2 \hat{h}\) and that \(\hat{\nabla}^*_k \hat{h} = (\hat{\nabla}_k \hat{h})^*\) with \(\hat{h}\) the Fourier transform of an arbitrary complex function. Setting \(\hat{h} = \tilde{f}_1 \tilde{f}_1^*\), we can then write
\[
k^\alpha [e^{-i2\psi} (\tilde{f}_1 \tilde{f}_1^*) + e^{i2\psi} (\tilde{f}_1 \tilde{f}_1^*)^*]
= -k^{\alpha - 2} [\hat{\nabla}^*_k \tilde{f}_1 \tilde{f}_1^* + \hat{\nabla}_k (\tilde{f}_1 \tilde{f}_1^* )^*]
= 2 k^{\alpha - 2} (i \hat{k} \cdot \hat{\nabla} \hat{h}),
\]
where we employed Eq. (F.6) substituted by \(\tilde{f}_1 \tilde{f}_1^*\) by the auxiliary vector field \(\hat{\nabla}_k \tilde{f}_1 \tilde{f}_1^*\) and we defined the auxiliary vector field \(\hat{\xi}_0 = (\Re (\hat{\nabla}^* \hat{f}_1^2), \Im (\hat{\nabla} \hat{f}_1^2))\). The inverse Fourier transform of Eq. (F.8) is thus \(-2i \hat{\nabla} \cdot \hat{\nabla} \hat{h}\). To obtain an analytical expression for \(\hat{\xi}_0\), we calculate the complex derivative
\[
\hat{\nabla}^* \hat{f}_1^2 = \frac{\partial}{\partial x} - i \frac{\partial}{\partial y} \left( p_x^2 - p_y^2 + 2 p_x p_y \right),
\]
Its real part can be manipulated as below
\[
\Re [\hat{\nabla}^* \hat{f}_1^2] = 2 \left( p_x \frac{\partial}{\partial x} + p_y \frac{\partial}{\partial y} \right) p_x + 2 p_x \left( \frac{\partial p_x}{\partial x} + \frac{\partial p_y}{\partial y} \right) - \frac{\partial}{\partial x} (p_x^2 + p_y^2).
\]
which is clearly the $x$-component of Eq. (3.34). Likewise, the imaginary part of $\nabla^* f_1^*$ can be shown to be equal to its $y$-component. We note that this final calculation also proves Eq. (3.53).

3. Equation (3.54)

The inverse Fourier transform of Eq. (F.5) is given by

$$\hat{\nabla} f_1^* = \nabla \cdot p + i \left( \frac{\partial p_x}{\partial y} - \frac{\partial p_y}{\partial x} \right).$$  \hspace{1cm} (F.11)

Applying again the complex derivative, we obtain

$$\hat{\nabla}^2 f_1^* = \hat{\nabla}(\nabla \cdot p) + \left( \frac{\partial}{\partial y} + i \frac{\partial}{\partial x} \right) \left( \frac{\partial p_x}{\partial y} - \frac{\partial p_y}{\partial x} \right).$$  \hspace{1cm} (F.12)

On the one hand, the first term is identified with the gradient of $(\nabla \cdot p)$; on the other hand, the second term is identified with the curl of the vorticity vector $\omega$, i.e., with the term $-\nabla \times \omega$. In fact, we can calculate $\omega = (p_{x,y} - p_{y,x})e_z$. Likewise, we can compute $\nabla \times \omega = (e_x \partial_y - e_y \partial_x)(\partial p_{x,y} - \partial p_{y,x})$, which corresponds in the complex plane representation to the term $(\partial_y - i \partial_x)(\partial p_{x,y} - \partial p_{y,x})$. Therefore, we obtain the vector representation

$$\hat{\nabla}^2 f_1^* \rightarrow \nabla(\nabla \cdot p) - \nabla \times \omega = \nabla^2 p.$$  \hspace{1cm} (F.13)

where we employed the identity

$$\nabla^2 p = \nabla(\nabla \cdot p) - \nabla \times \omega.$$  \hspace{1cm} (F.14)

4. Equation (3.55)

The inverse Fourier transform of the manipulated term (3.55) is $-1^{2-a}(\nabla f_1)$. Using the definition (F.1), we obtain

$$\hat{\nabla} f_1 = \frac{\partial p_x}{\partial x} \frac{\partial p_y}{\partial y} + i \left( \frac{\partial p_y}{\partial x} + \frac{\partial p_x}{\partial y} \right).$$  \hspace{1cm} (F.15)

Its vector representation is given by

$$\hat{\nabla} f_1 \rightarrow \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \sigma_2 \right) p.$$  \hspace{1cm} (F.16)

5. Equation (3.56)

The inverse Fourier transform of the manipulated term (3.56) yields $-\partial^2 - \nabla^2 f_0$. Applying twice the complex derivative (F.1), we can calculate

$$\hat{\nabla}^2 f_0 = \left( \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} \right) f_0 + 2i \frac{\partial}{\partial x} \frac{\partial}{\partial y} f_0.$$  \hspace{1cm} (F.17)

Its vector representation is thus given by

$$\hat{\nabla}^2 f_0 \rightarrow \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \sigma_2 \right) \nabla p.$$  \hspace{1cm} (F.18)
For the second term, multiplying Eq. (F.20) by \( f_1^* \) and rearranging the terms, we obtain
\[
f_1^* \frac{\nabla^3 f_1^*}{2} = \left( p_y \frac{\partial}{\partial y} + p_x \frac{\partial}{\partial x} \right) \left( -\frac{\partial}{\partial y} + i \frac{\partial}{\partial x} \right) \left( \frac{\partial p_x}{\partial y} - \frac{\partial p_y}{\partial x} \right) + \left( p_y \frac{\partial}{\partial y} + p_x \frac{\partial}{\partial x} \right) \nabla(\nabla \cdot \mathbf{p}) + \left( p_y \frac{\partial}{\partial y} - p_x \frac{\partial}{\partial x} \right) \nabla_3 f_1^* + \left( p_y \frac{\partial}{\partial y} - p_x \frac{\partial}{\partial x} \right) \left( \frac{\partial p_x}{\partial y} - \frac{\partial p_y}{\partial x} - i \frac{\partial}{\partial x} \right) (\nabla \cdot \mathbf{p}). \tag{F.26}
\]

The first two terms are identified with \((p \cdot \nabla)[\nabla \times \omega + \nabla(\nabla \cdot \mathbf{p})]\). By using Eq. (F.14), this is equal to \((p \cdot \nabla)\nabla^2 \mathbf{p}\). To determine the remaining terms, we introduce the vector operator \(\mathbf{p} \times \nabla = (p_y \partial_y - p_x \partial_x) \mathbf{e}_z\), such that we can show that \((\mathbf{p} \times \nabla) \times \nabla(\nabla \cdot \mathbf{p}) = (p_y \partial_y - p_x \partial_x) e_z \partial_y - e_y \partial_y + e_x \partial_x) (\nabla \cdot \mathbf{p})\) and that \((\mathbf{p} \times \nabla) \times (\nabla \times \omega) = -(p_y \partial_x - p_x \partial_y) (e_x \partial_z + e_y \partial_y + e_z \partial_x - \partial_x p_y)\). Therefore, the second term in the rhs of the equation is identified with \((\mathbf{p} \times \nabla) \times \nabla(\nabla \cdot \mathbf{p}) - (\mathbf{p} \times \nabla) \times (\nabla \times \omega)\), which is shown equal to \((\mathbf{p} \times \nabla) \times \nabla^2 \mathbf{p}\) by recalling Eq. (F.14). Thus, we obtain
\[
f_1^* \frac{\nabla^3 f_1^*}{2} \to (p \cdot \nabla)\nabla^2 \mathbf{p} + (p \times \nabla) \times \nabla^2 \mathbf{p}. \tag{F.27}
\]
Combining Eqs. (F.25), (F.27), we obtain the vector representation
\[
\frac{1}{2} \frac{\nabla^3 f_1^*}{2} = \frac{3}{2} \nabla[(p \cdot \nabla)^2 - |\omega|^2] + (p \cdot \nabla)\nabla^2 \mathbf{p}
+ (p \times \nabla) \times \nabla^2 \mathbf{p} + 3(p \cdot \nabla)(\nabla \times \omega)
+ 3[\omega \times (\nabla \cdot \mathbf{p})]. \tag{F.28}
\]
This is further simplified by using the relations
\[
(\nabla \cdot \mathbf{p})(\nabla \times \omega) = \frac{1}{2} \nabla(\nabla \cdot \mathbf{p})^2 - (\nabla \cdot \mathbf{p})\nabla^2 \mathbf{p}, \tag{F.29}
\]
\[
\omega \times (\nabla \cdot \mathbf{p}) = \omega \times (\nabla \times \omega) + \omega \times \nabla^2 \mathbf{p}, \tag{F.30}
\]
\[
\omega \times (\nabla \times \omega) = \frac{1}{2} \nabla|\omega|^2 - (\omega \times \nabla)|\omega|, \tag{F.31}
\]
where the first and second one are derived by using Eq. (F.14) and the third one by using the identity of vector calculus
\[
\nabla(\mathbf{A} \cdot \mathbf{B}) = (\mathbf{A} \cdot \nabla)\mathbf{B} + (\mathbf{B} \cdot \nabla)\mathbf{A}
+ \mathbf{A} \times (\nabla \times \mathbf{B}) + \mathbf{B} \times (\nabla \times \mathbf{A}). \tag{F.32}
\]
with \(\mathbf{A} = \mathbf{B} = \omega\). Using these relations we obtain the representation
\[
\frac{1}{2} \frac{\nabla^3 f_1^*}{2} \to (p \cdot \nabla)\nabla^2 \mathbf{p} + (p \times \nabla) \times \nabla^2 \mathbf{p} + 3(p \cdot \nabla)^2 \mathbf{p}
+ (\omega \times \nabla^2 \mathbf{p}) - (\omega \cdot \nabla)|\omega|. \tag{F.33}
\]

8. Equation (4.59)

Using the first relation from Appendix (F.2), we find
\[
[k^{1-\alpha} e^{i \phi} f_1^* f_1^*] = k^{1-\alpha} [\nabla f_1^* f_1^*], \tag{F.34}
\]
whose Fourier inverse transform yields \(4^{1-\alpha} \frac{\nabla^2 f_1^*}{2}\). Recalling that \(\nabla^2 f_2^* \to 2(\mathbf{E}_1 + 3 \mathbf{E}_2)\) and applying to it the complex derivative \(\nabla\), we can write:
\[
\frac{\nabla^4 f_1^*}{2} = 2 \left[ \frac{\partial}{\partial x}(\mathbf{E}_1 + 3 \mathbf{E}_2) - \frac{\partial}{\partial x}(\mathbf{E}_1 x + 3 \mathbf{E}_2 y) \right]
+ 2i \left[ \frac{\partial}{\partial x}(\mathbf{E}_1 y + 3 \mathbf{E}_2 x) + \frac{\partial}{\partial y}(\mathbf{E}_1 x + 3 \mathbf{E}_2 x) \right]. \tag{F.35}
\]
Its representation is obtained straightforwardly as
\[
\frac{\nabla^4 f_1^*}{2} \to 2 \left( \frac{\partial}{\partial x} 1 + i \frac{\partial}{\partial y} \sigma_2 \right) (\mathbf{E}_1 + 3 \mathbf{E}_2). \tag{F.36}
\]

Appendix G: Derivation of the auxiliary relations for the linear stability analysis

We denote \(\mathbf{e}_\perp \equiv (\cos \theta_\perp, \sin \theta_\perp)\) the unit vector specifying the direction of spontaneous symmetry breaking, \(\mathbf{e}_\perp \equiv (-\sin \theta_\perp, \cos \theta_\perp)\) the corresponding orthogonal vector and \(\mathbf{e}_\parallel \equiv R(\theta) \mathbf{e}_\parallel\) the unit vector specifying the direction of the wave number vector \(\mathbf{q}\) with the two-dimensional rotation matrix \(R\) (the angle \(\theta\) is thus defined with respect to the direction of collective motion).

1. Equations (4.19) and (4.21)

The Fourier transform of the term \(3^{1-\alpha} \delta \mathbf{E}_0\) is
\[
\mathcal{F}\{3^{1-\alpha} \delta \mathbf{E}_0\} = k^{\alpha-1} \delta \mathbf{E}_0, \tag{G.1}
\]
with \(\delta \mathbf{E}_0\) as in Eq. (4.4). Taking its Fourier transform and using the ansatz (G.1), we obtain for the first term
\[
\mathcal{F}\{(\nabla \cdot \mathbf{p})p^*\} = (-i k \cdot \delta \mathbf{p}_0) [2\pi e^{i \phi}(\mathbf{k} + \mathbf{q})] |p^*|, \tag{G.2}
\]
and for the second one, analogously,
\[
\mathcal{F}\{(\nabla \cdot \mathbf{p}) \times p^*\} = ip^* (e_\perp \cdot \delta \mathbf{p}_0) [2\pi e^{i \phi}(\mathbf{k} + \mathbf{q})] e_\perp. \tag{G.3}
\]
Substituting these expressions into Eq. (G.1), we find the Fourier transform of Eq. (4.21)
\[
\mathcal{F}\{3^{1-\alpha} \delta \mathbf{E}_0\} = ip^* [e_\parallel \cdot \delta \mathbf{p}_0] e_\parallel + (e_\perp + \delta \mathbf{p} e_\perp]. \tag{G.4}
\]
Analogously, the Fourier transform of \(3^{2-\alpha} \delta \mathbf{E}_0\) is
\[
\mathcal{F}\{3^{2-\alpha} \delta \mathbf{E}_0\} = k^{\alpha-2} (-i k) \cdot \delta \mathbf{E}_0. \tag{G.5}
\]
By employing the formulas just derived, we obtain
\[
\mathcal{F}\{3^{2-\alpha} \delta \mathbf{E}_0\} = -q^* [e_\parallel \cdot \delta \mathbf{p}] (e_\parallel \cdot e_\parallel)
+ (e_\perp + \delta \mathbf{p}) (e_\parallel \cdot e_\parallel]. \tag{G.6}
\]
with $\delta \Xi_1$ as in Eq. (4.15). Taking its Fourier transform and using the ansatz (4.1), we obtain for the first term
\[
\mathcal{F}\{3^{-\alpha} \delta \Xi_1\} = k^{\alpha-3} \mathcal{F}\{\delta \Xi_1\},
\]
(G.7)

and for the second one
\[
\mathcal{F}\{(p^* \cdot \nabla) \nabla^2 p\} = p^* k^2 (i k \cdot e_\perp) \times
\times \left(-\delta p_{0x} e_x + \delta p_{0y} e_y\right)[2\pi e^{2} \delta(k + q)]
\]
\[
- i q^3 p^* (e_\theta \cdot e_\perp) \mathcal{R} \left(\frac{\pi}{2}\right) \delta p_0 [2\pi e^{2} \delta(k + q)].
\]
(G.8)

Substituting these expressions into Eq. (G.7), we find the Fourier transform of Eq. (4.21)
\[
\mathcal{F}\{3^{-\alpha} \delta \Xi_1\} = -i q^3 p^* \left[(e_\theta \cdot e_\perp) + (e_\theta \cdot e_\perp) \mathcal{R} \left(\frac{\pi}{2}\right) \delta p_0\right].
\]
(G.10)

3. Equation (4.24)

The Fourier transform of Eq. (4.24) can be written as
\[
\mathcal{F}\{\delta Q_j^{(1)}\} = -Bq^\alpha \delta \hat{M}_{jl} \hat{p}_l + Bq^\alpha M^*_j \delta \hat{p}_l
\]
\[+ \frac{\lambda_1}{2} k^{\alpha-2} \hat{T}_{jl} \delta \hat{p}_l - \frac{\lambda_2}{4} k^{\alpha-2} \hat{T}_{jl} (-ik_1) \delta \rho
\]
\[+ \frac{\lambda_3}{4} k^{\alpha-2} \hat{T}_{jl} (-k^2) \delta \hat{p}_l - B\hat{q}^\alpha k^{\alpha-4} \hat{T}_{jl} \delta \Xi_1.\]
(G.11)

This equation can be simplified if we recall that all Fourier transform of the vector fields are $\propto \delta(q + k)$. Thus, we can make the substitution $k \rightarrow -q e_\theta$ and write the Fourier transform of the differential operator $T$ as
\[
T = iq \left(\cos(\theta + \theta) - \sin(\theta + \theta)\right).
\]
(G.12)

Therefore, Eq. (G.11) simplifies to
\[
\mathcal{F}\{\delta Q_j^{(1)}\} = -Bq^\alpha \delta \hat{M}_{jl} \hat{p}_l + Bq^\alpha M^*_j \delta \hat{p}_l
\]
\[+ i \frac{\lambda_1}{2} q^\alpha \hat{R}_{jl} (\theta + \theta) \delta \hat{p}_l + \frac{\lambda_2}{4} q^\alpha \hat{R}_{jl} (\theta + \theta) \delta \hat{p}_l
\]
\[- i \frac{\lambda_3}{4} q^\alpha \hat{R}_{jl} (\theta + \theta) \delta \hat{p}_l - B\hat{q}^\alpha k^{\alpha-3} \hat{R}_{jl} (\theta + \theta) \delta \Xi_1.
\]
(G.13)

In addition, we can show that $\delta \hat{M}_{jl} \hat{p}_l + M^*_j \delta \hat{p}_l = 2p^* \delta \hat{p}_l$. Therefore, using also Eqs. (G.8,9), we obtain
\[
\mathcal{F}\{\delta Q_j^{(1)}\} = -2Bq^\alpha p^* \delta \hat{p}_l + i \frac{\lambda_1}{2} q^\alpha \hat{R}_{jl} (\theta + \theta) \delta \hat{p}_l
\]
\[+ \frac{\lambda_2}{4} q^\alpha \delta \rho \hat{R}_{jl} (\theta + \theta) \delta \hat{p}_l - i \frac{\lambda_3}{4} q^\alpha \hat{R}_{jl} (\theta + \theta) \delta \hat{p}_l
\]
\[- B\hat{q}^\alpha p^* (e_\theta \cdot e_\perp) \hat{R}_{jl} (\theta + \theta) \delta \hat{p}_l.\]
(G.14)
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