What is the minimum CHSH score certifying that a state resembles the singlet?
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A quantum state can be characterized from the violation of a Bell inequality. The well-known CHSH inequality for example can be used to quantify the fidelity (up to local isometries) of the measured state with respect to the singlet state. In this work, we look for the minimum CHSH violation leading to a non-trivial fidelity. In particular, we provide a new analytical approach to explore this problem in a device-independent framework, where the fidelity bound holds without assumption about the internal working of devices used in the CHSH test. We give an example which pushes the minimum CHSH threshold from $\approx 2.0014$ to $\approx 2.05$, far from the local bound. This is in sharp contrast with the device-dependent (two-qubit) case, where entanglement is one-to-one related to a non-trivial singlet fidelity. We discuss this result in a broad context including device-dependent/independent state characterizations with various classical resources.

1 Introduction

Entanglement and measurement incompatibility are two central properties of quantum physics. In 1964, John Bell pointed out that these features imply out-of-the-ordinary observable phenomena [3]. In particular, performing local incompatible measurements on subsystems of a state can lead to outcomes having stronger-than-classical correlations, also referred to as non-local correlations or non-locality. Interestingly, we can reconstruct the state and measurements (up to local isometries) generating these non-local correlations. This procedure is known as self-testing [13, 21] and has the nice feature of being device-independent, i.e. the state is reconstructed without assumption on the internal working of devices used in the Bell test.

The simplest and most common Bell inequality is the Clauser-Horne-Shimony-Holt (CHSH) inequality [7]. It applies to the scenario where two parties – Alice and Bob – share a state and perform each one out of two dichotomic (with two-outcomes) measurements. The experiment is repeated many times to assess the CHSH score - a single scalar computed from the statistics of the outcomes. Whenever the CHSH score is above 2, the underlying correlations between Alice and Bob’s results cannot be described by a local causal theory. Furthermore, if the CHSH score attains the maximal quantum value of $2\sqrt{2}$, one can certify that Alice and Bob share a maximally-entangled two-qubit state, i.e. a singlet up to local unitaries [2, 4, 16]. Hence CHSH self-tests the singlet.

What can we say about the state structure when the CHSH score is below $2\sqrt{2}$? This is an important question in practice where imperfections unavoidably lead to non-maximal CHSH scores. Kaniewski showed that for all CHSH values above $2(8 + 7\sqrt{2}) ≈ 2.11$, we can certify that the measured state has a non-trivial fidelity with respect to the singlet [11]. More precisely, if the CHSH score exceeds this value, there exists local extraction maps which output a state, when applied to the actual state, with a fidelity larger than 1/2 with the singlet. Kaniewski also showed that the self-testing threshold for CHSH does not coincide with the local bound of 2. That is, there exist states violating the CHSH inequality for which there is no local map extracting a nontrivial singlet fraction [11]. In term of entanglement, this diverge from the two-qubit case where a trivial singlet fidelity implies separability. Recently, an example of a state with a trivial singlet extractability has been found for a CHSH score of $\approx 2.0014$ [8]. There is thus a threshold CHSH value slightly higher than the local bound 2 and smaller than $\approx 2.11$ below which it is not possible to do singlet self-testing.

As of today, only few experiments are able to realize a proper Bell test, with no measurement cross-talk and no post-selection [6, 9, 10, 12, 15, 17, 19]. The feasibility and requirements of self-testing with such setups strongly depends on the CHSH self-testing threshold. CHSH scores in photonic experiments using a source of polarization entangled pairs based on spontaneous parametric down conversion, for instance, are intrinsically limited by photon statistics and losses. As a result, a CHSH score of 2.11 can
only be achieved with an overall detection efficiency above $\approx 90\%$ [5], way beyond what has been reported so far [6, 9, 12, 19]. Experiments with individual atomic systems can potentially deliver high CHSH scores [10, 15, 17] but they are currently limited by finite statistics. As far as we know, only two experiments so far [15, 17] can guarantee a mean CHSH score larger than 2.11 with a confidence of 99% [1]. A high CHSH self-testing threshold would thus pose a serious experimental challenge. On the other hand, if the threshold score for self-testing is close to the local bound, there must exist better extraction maps than the ones proposed in Ref. [11]. Such maps could be used to significantly improve the robustness of a large class of self-tests. Discovering the threshold value for self-testing with the CHSH inequality, the most famous and commonly used Bell inequality, is thus both a natural and relevant question.

In this manuscript, we construct a two-qudit state (with a local dimension $d = 6$) that has a trivial singlet extractability but nevertheless attains a CHSH value larger than 2.05. This is shown in Section 3 right after the preliminary Section 2. Section 4 discusses this threshold in the broader context of device-dependent and device-independent state characterizations with various classical resources.

## 2 Preliminaries

### 2.1 Self-testing

We consider a scenario where Alice and Bob have access to a source of quantum states that produces copies of an unknown state $\rho_{AB} \in \mathcal{L}(\mathcal{H}_A \otimes \mathcal{H}_B)$. They each have a measurement box with several setting choices delivering a measurement result in the form of a classical output. They ignore how the states are produced as well as the Hilbert space dimension. Similarly, they don’t have a physical description of the measurement devices and don’t know how they have been calibrated. For Alice and Bob, the source and measurement devices are thus black boxes. Nevertheless, they want to certify that $\rho_{AB}$ contains the target state $\Phi_{AB}'$, from the sole knowledge of the measurement statistics. Obviously, such a device-independent characterization can only be done up to local basis choices. Furthermore, Alice’s and Bob’s systems might not contain subsystems whose Hilbert space dimension matches that of the reference state. But Alice and Bob can identify the target state by applying local isometries $f_A$ and $f_B$ on the state $\rho_{AB}$ distributed by the source [13]. An isometry is an embedding of a system into an Hilbert space of larger dimension, followed by a unitary transformation on the whole space. Concretely, the extractability of the reference state $\Phi_{AB}'$ from the actual state can be defined as

$$\Xi[\rho_{AB} \rightarrow \Phi_{AB}'] = \sup_{f_A, f_B, \rho_{\text{junk}}} F((f_A \otimes f_B)[\rho_{AB}], \Phi_{AB}' \otimes \rho_{\text{junk}}),$$

where $F(\rho_0, \rho_1) = \left( \text{tr}[\sqrt{\rho_0^{1/2} \rho_1 \rho_0^{1/2}}] \right)^2$ is the square of the Uhlmann fidelity and $\rho_{\text{junk}}$ is an irrelevant state of the auxiliary systems. One can think of isometries as the most general passive transformations. It is a mere basis choice in the big Hilbert space in which the system is embedded. Since the extractability is defined up to passive transformations, it tells one how much of the reference state is contained in $\rho_{AB}$.

Alternatively, the extractability can be defined after the auxiliary systems have been traced out. This comes from the fact that every quantum channel can be realized as a unitary acting on an extended space followed by a partial trace $^1$. In this context Alice and Bob identify the reference state by applying local operations $\Lambda_A$ and $\Lambda_B$ on $\rho_{AB}$. It was shown in Ref. [18, Proposition 2] that the following definition of the extractability

$$\Xi[\rho_{AB} \rightarrow \Phi_{AB}'] = \sup_{\Lambda_A, \Lambda_B} F((\Lambda_A \otimes \Lambda_B)[\rho_{AB}], \Phi_{AB}'^\Lambda),$$

is equivalent to one given in Eq. (1). Here $\Lambda_A : \mathcal{L}(\mathcal{H}_A) \rightarrow \mathcal{L}(\mathcal{C}^2)$ (resp. $\Lambda_B : \mathcal{L}(\mathcal{H}_B) \rightarrow \mathcal{L}(\mathcal{C}^2)$) is the extraction map — a completely positive trace preserving (CPTP) map — used by Alice (resp. Bob)$^2$. We note that $F(\rho_0, \rho_1) = \text{tr}[\rho_0 \rho_1]$ whenever at least one of the two states $\rho_0$ or $\rho_1$ is pure. In the following we will simply denote the extractability of $\rho_{AB}$ by $\Xi[\rho_{AB}]$, as there will be no ambiguity on the reference state

$$\Phi_{AB}' = \vert \Phi^+ \rangle \langle \Phi^+ \vert.$$ (3)

Notice that $\Xi[\rho_{AB}]$ is lower bounded by $1/2$. This is, for any state, the two parties can always apply a quantum channel that discards the received state and prepares e.g. $\vert 0 \rangle$. The resulting fidelity is then

$$\Xi[\rho_{AB}] \geq F(\vert 0 \rangle \langle 0 \vert | 0 \rangle \langle 0 : \Phi_{AB}'^\Lambda = \frac{1}{2}.$$ (4)

### 2.2 Self-testing from the CHSH score

While complicated measurement devices can be envisioned, we here consider the simplest case with two setting choices — $A_x$ for Alice, $B_y$ for Bob, with $\{x, y\} \in \{0, 1\}$ — and with two outcomes $\pm 1$. We define the operator

$$W_{AB} = A_0 \otimes (B_0 + B_1) + A_1 \otimes (B_0 - B_1)$$ (5)

$^1$In fact, any CPTP map $\Lambda : \mathcal{L}(\mathcal{H}) \rightarrow \mathcal{L}(\mathcal{H}^*)$ can be realized as a global unitary acting on $\mathcal{H} \otimes \mathcal{H}^*$, followed by discarding the $\mathcal{H}$ subsystem.

$^2$The reference Hilbert spaces can be different from $\mathcal{C}^2$ in general.
whose expected value gives the CHSH score

$$S = \text{tr}(W_{AB}\rho_{AB}).$$ (6)

With a few steps, we can show that the singlet can be self-tested with the knowledge of $S$ only. Using Jordan’s lemma [21], we first choose a basis such that the observables $A_x$ and $B_y$ are simultaneously block diagonal with blocks of size two that are given by

$$A_0(\alpha) = Z, \quad A_1(\alpha) = \cos(\alpha)Z + \sin(\alpha)X, \quad B_0(\beta) = H_+, \quad B_1(\beta) = \cos(\beta)H_+ + \sin(\beta)H_-.$$ (7)

$\alpha, \beta$ are angles belonging to $[0, \pi]$. $X, Y, Z$ denote the three Pauli matrices, $H_+ = \frac{1}{\sqrt{2}}(Z + X)$ and $H_- = \frac{1}{\sqrt{2}}(Z - X)$. Trivially, the CHSH operator $W_{AB}$ inherits the block-diagonal structure, and thus can be expressed as a direct integral of two-qubit operators $W_{AB} = \int_{\alpha,\beta} d\alpha d\beta W^{\alpha,\beta}_{AB}$. The quantum state $\rho_{AB}$ on which the measurements are performed does not priori need to have the block-diagonal structure of the measurement operators. However, this can be assumed without loss of generality. Indeed, as a first step of their extraction map, Alice and Bob can always locally perform a projection onto their respective orthogonal blocks

$$\rho_{AB} \rightarrow \bar{\rho}_{AB} = \int_{\alpha,\beta} d\alpha d\beta p(\alpha, \beta)\rho^{\alpha,\beta}_{AB}.$$ (8)

with $p(\alpha, \beta)$ the probability for a successful projection onto the blocks parametrized by $\alpha$ and $\beta$. The extractability of $\rho_{AB}$ is thus larger or equal to that of $\bar{\rho}_{AB}$. At the same time, the two states $\rho_{AB}$ and $\bar{\rho}_{AB}$ give the same CHSH score, as follows from the block-diagonal structure of $W_{AB}$. Hence, the state distributed by the source can be assumed to abide to the block diagonal structure of the observable $A_x$ and $B_y$, and be a mixture of two-qubit states $\rho^{\alpha,\beta}_{AB}$ across different blocks, that is

$$\rho_{AB} = \int_{\alpha,\beta} d\alpha d\beta p(\alpha, \beta)\rho^{\alpha,\beta}_{AB}.$$ (9)

Then, the extraction maps can also be constructed following the block structure

$$\Lambda^\alpha_A : \mathcal{L}(\mathbb{C}^2) \rightarrow \mathcal{L}(\mathbb{C}^2) \quad \Lambda^\beta_B : \mathcal{L}(\mathbb{C}^2) \rightarrow \mathcal{L}(\mathbb{C}^2),$$ (10)

where the angles $(\alpha, \beta)$ specify the blocks. We note that whenever Alice and Bob receive the component $\rho^{\alpha,\beta}_{AB}$, Alice’s map $\Lambda^\alpha_A$ can not depend on the value of the parameter of Bob’s map $\beta$, and similarly for Bob’s map. Indeed, the values of angles are only available locally and contrary to e.g. entanglement theory, classical communication is not a passive transformation and thus cannot be used in self-testing. Hence, the singlet extractability for the state $\rho_{AB}$ in Eq. (9) reads

$$\Xi[\rho_{AB}] = \sup_{\{\Lambda^\alpha_A, \Lambda^\beta_B\}} \int d\alpha d\beta p(\alpha, \beta) F(\Lambda^\alpha_A \otimes \Lambda^\beta_B[\rho_{AB}], \Phi^{AB}_{\alpha,\beta})$$ (11)

where the maximization is taken over all qubit maps $\Lambda^\alpha_A, \Lambda^\beta_B$ for which $p(\alpha, \beta) \neq 0$. Fixing the dependence of the maps on the parameters $\alpha, \beta$, we can lower bound the fidelity between the reference state $\Phi^{AB}_{\alpha,\beta}$ and all two qubit states $\tau$ whose Bell score exceeds a certain value $S'$ by solving the following optimization

$$O_{\min}(S') = \min_{\alpha,\beta,\tau} F(\Lambda^\alpha_A \otimes \Lambda^\beta_B[\tau], \Phi^{AB}_{\alpha,\beta})$$ (12)

s.t. $\text{tr}(W^{\alpha,\beta}_{AB} \tau) \geq S'$,

$$\tau \geq 0, \quad \text{tr}(\tau) = 1, \quad \tau^\dagger = \tau.$$ (13)

The three last conditions ensure that $\tau$ is a physical state. For every $S'$, we run a semi-definite optimization for a clever choice of maps [11] over all possible states $\tau$ for each set of angles and then minimize the overlap over the angles. Finally, we take the convex roof of $O_{\min}(S)$ which gives a lower bound on the extractability $\Xi[\rho_{AB}]$. The result shows that a non-trivial extractability can be obtained as long as $S \approx 2.11$ [11, 18].

### 2.3 CHSH Self-testing threshold

The CHSH self-testing threshold is given by

$$\sup_{\rho_{AB}} \int d\alpha d\beta p(\alpha, \beta) \text{tr}(W^{\alpha,\beta}_{AB} \rho_{AB})$$ (13)

s.t. $\Xi[\rho_{AB}] \leq \frac{1}{2}$. Given the complexity of the expression, its direct maximization seems beyond reach. However, a lower bound on this threshold can be obtained by constructing a state with an extractability of $1/2$ and a CHSH value higher than the local bound. We present such an example in the following section.

### 3 Lower bound on the CHSH self-testing threshold

#### 3.1 Choice of measurements and state

Following Ref. [8], we consider the case where $A_x$ and $B_y$ are made with 3 blocks each that are parametrized by $\alpha_i = i\pi/2$ for $i \in \{0, 1, 2\}$ and similarly for $\beta_j$. Introducing the compact notation $A^i_x = A_x(\alpha_i)$ and $B^j_y = B_y(\beta_j)$, Eq. (7) implies that

$$A^0_x = Z \quad A^1_x \in \{Z, X, -Z\} \quad B^0_y = H_+ \quad B^1_y \in \{H_+, H_-, -H_+\}.$$ (14)
Figure 1: Model of Alice’s measurement in the Bell scenario we study. Alice inputs her choice of measurement \( x \). The corresponding observable \( A_x \) can be seen as a combination of a projector on a classical register and a qubit measurement. The result of the projection \( \Pi_i \) is a classical bit \( i \) which is attached to a specific qubit measurement \( A_x^i \). The outcome \( a \) of the qubit measurement is forwarded outside the measurement box, i.e. is accessible to Alice.

For convenience, we decompose the Hilbert spaces \( \mathcal{H}_{AB} = \mathcal{H}_I \otimes \mathbb{C}^2 \) as a tensor product between the 3-dimensional Hilbert space that carries the label of the block \( |i\rangle \in \mathcal{H}_I \) for \( i = 0, 1, 2 \) and a qubit space \( \mathbb{C}^2 \) on which the measurement operators act as \( A_x^i \) and \( B_y^i \). The measurement operators of Alice (same holds for Bob) then take the form

\[
A_x = \sum_{i=0}^{2} |i\rangle\langle i| \otimes A_x^i, \tag{15}
\]

as sketched in Fig. 1. This decomposition of measurements implies the following form for the CHSH operator,

\[
W_{AB} = \sum_{i,j=0}^{2} |i\rangle\langle i| \otimes |j\rangle \langle j| \otimes W_{ij}^{AB}, \tag{16}
\]

where the expression of each two-qubit observable \( W_{ij}^{AB} \) is given in Table 1.

| \( W_{ij}^{AB} \) | \( j = 0 \) | \( j = 1 \) | \( j = 2 \) |
|---|---|---|---|
| \( i = 0 \) | \( 2Z \otimes H_+ \) | \( 2Z \otimes H_+ \) | \( 2Z \otimes H_+ \) |
| \( i = 1 \) | \( 2Z \otimes H_+ \) | \( \sqrt{2}(X \otimes X + Z \otimes Z) \) | \( 2X \otimes H_+ \) |
| \( i = 2 \) | \( 2Z \otimes H_+ \) | \( 2Z \otimes H_- \) | \( -2Z \otimes H_+ \) |

Table 1: Explicit expression of each two-qubit observable involved in the CHSH operator.

We choose a state with a similar structure to the one of the Bell operator, that is

\[
\rho_{AB} = \nu|1\rangle\langle1| \otimes |1\rangle \otimes \rho_{AB}^{11} + (1 - \nu) \sum_{ij=0}^{2} p_{ij} |i\rangle\langle i| \otimes |j\rangle \langle j| \otimes \rho_{ij}^{AB}, \tag{17}
\]

where \( \nu \in [0, 1] \) and \( p_{ij} \) are coefficients summing up to 1. Here, the sum runs on all pairs \( (i, j) \), except \( (1, 1) \) and \( \rho_{ij}^{AB} \) are two-qubit states of the form

\[
\rho_{ij}^{AB} = |\Phi^\pm\rangle\langle\Phi^\pm|, \quad \rho_{21}^{AB} = \frac{1}{4}(1 \otimes 1 + Z \otimes H_-), \quad \rho_{22}^{AB} = \frac{1}{4}(1 - Z) \otimes (1 + H_+), \quad \rho_{00}^{AB} = \rho_{02}^{AB} = \frac{1}{4}(1 + Z) \otimes (1 + H_+),
\]

with \( p_{ij} = 0 \) for all other values of \( i \) and \( j \). Any such state \( \rho_{ij}^{AB} \) is a classical bit and a matrix \( \Pi_i \), i.e. is accessible to Alice.

3.2 Parametrization of a single-qubit channel

The quantity of interest being the extractability of the qubit state \( \rho_{AB} \), we need a parametrisation of local maps. As we are interested in the average fidelity which is linear in all channels involved, we can always assume all the channels to be extremal. Single-qubit CPTP maps have been studied in depth by Verstraete and Verschelde in Ref. [20]. It was shown that extremal single-qubit CPTP maps are either unitary transformations or rank 2 maps characterized by the following Kraus operators

\[
K_0 = U \begin{pmatrix} s_0 & 0 \\ 0 & s_1 \end{pmatrix} V^\dagger \tag{19}
\]

\[
K_1 = U \begin{pmatrix} \sqrt{1 - s_0^2} & 0 \\ 0 & \sqrt{1 - s_1^2} \end{pmatrix} V^\dagger \tag{20}
\]

where \( s_0, s_1 \in [0, 1] \), \( U \) and \( V \) are unitaries. The unitary transformations can be obtained by setting \( s_0 = s_1 = 1 \).

The Bloch vector representation \( \nu \) of a qubit density matrix \( \rho = \frac{1}{2}(1 + \sigma^i v) \) is defined by it’s expansion in the Pauli operators \( \sigma = (X Y Z) \). Accordingly, any CPTP map can be represented as an affine transformation of the Bloch ball. Concretely, the affine representation of a CPTP map \( A \) is given by a vector \( a \) and a matrix \( M \) such that for any \( v \)

\[
A \frac{1}{2} (1 + \sigma^i v) = \frac{1}{2} (1 + \sigma^i (a + M v)). \tag{21}
\]
Form the Kraus representation of an extremal rank 2 maps in Eq. (19), it is straightforward to find its affine representation

\[ a = R_U \begin{pmatrix} 0 \\ 0 \\ s_0^2 - s_1^2 \end{pmatrix} \quad M = R_U \begin{pmatrix} s_0 s_1 + \sqrt{(1 - s_0^2)(1 - s_1^2)} \\ s_0 s_1 - \sqrt{(1 - s_0^2)(1 - s_1^2)} \\ -1 + s_0^2 + s_1^2 \end{pmatrix} R_V^T \]

where \( R_U \) and \( R_V \) are rotations in \( SO(3) \), cf. App. A. In the following, the affine representation of Alice’s (resp. Bob’s) map \( \Lambda_A \) (resp. \( \Lambda_B \)) performed for register \( i \) (resp. \( j \)) is denoted by the pair \( (a_i, M_A) \) (resp. \( (b_j, M_B) \)).

### 3.3 Relaxation of single-qubit maps

Let us focus on the registers on corners, i.e. \( i, j \neq 1 \). First, we remark that the states \( \rho_{AB}^j \) on these blocks only involve a single traceless operator \( Z (H_+) \) on Alice’s side (Bob’s side). Therefore, from the matrix part \( M_A \) of the affine representation of the map \( \Lambda_A \), only the vector

\[ \zeta_i = M_A \hat{a} \]

is relevant for the extracted fidelity. We thus want to express the completely positive (CP) constraint in term of \( (a_i, \zeta_i) \) directly. To do so we notice that by definition of the operator norm

\[ |\zeta_i| \leq ||M_A|| = s_0 s_1 + \sqrt{(1 - s_0^2)(1 - s_1^2)} \]

where the last expression is the largest singular value and the operator norm of \( M_A \), as parametrized by \( s_0, s_1 \in [0, 1] \) accordingly to Eq. (22). Using \( s_0 = \cos(\tilde{a}_0) \) and \( s_1 = \cos(\tilde{a}_1) \), we get from the same equation

\[ |a_i|^2 + |\zeta_i|^2 \leq \left( s_0^2 - s_1^2 \right)^2 + \left( s_0 s_1 + \sqrt{(1 - s_0^2)(1 - s_1^2)} \right)^2 \]

\[ = \left( \cos^2(\tilde{a}_0) - \cos^2(\tilde{a}_1) \right)^2 + \cos^2(\tilde{a}_0 - \tilde{a}_1) \]

\[ = 1 - \cos^2(\tilde{a}_0 + \tilde{a}_1) \sin^2(\tilde{a}_0 - \tilde{a}_1) \]

It follows that

\[ |a_i|^2 + |\zeta_i|^2 \leq 1 \]

with \( |a_i| = a_i \). Obviously, the same holds for the map \( \Lambda_B^j \), i.e.

\[ |b_j|^2 + |\eta_j|^2 \leq 1 \]

where \( \eta_j = M_B^j \hat{b} \). Hence the maximization over the maps \( (a_i, M_A) \) and \( (b_j, M_B) \) boils down to a search through \( (a_i, \zeta_i) \) and \( (b_j, \eta_j) \) with the constraints of Eqs. (26)-(27).

### 3.4 Construction of the example

We shall now construct an explicit example of a state of the form (17)-(18) leading to a CHSH score > 2 while having an extractability of at most \( 1/2 \). Such a construction seems challenging at first sight since the extractability is defined from a maximization over all maps, but the previous parametrization of one qubit channels helps significantly simplifying this maximization. Concretely, we consider states \( \rho_{AB} \) that are mixtures between the singlet state, the four corners states, and \( \rho_{AB} \) with \( i, j = 0 \) or 2 and \( \rho_{AB} \) with \( i, j = 0 \) and 2. For fixed weights of components of \( \rho_{AB} \), we maximize the fidelity over these parameters. We vary the weights until we find the highest Bell score with a state having an extractability upper bounded by 1/2.

We start by fixing the weights of specific corner states to

\[ p_{00} = p_{02} = \frac{1}{2} p_C q, \]

\[ p_{20} = p_{22} = \frac{1}{2} p_C (1 - q) \]

\[ p_{21} = 1 - p_C \]

where \( p_C, q \in [0, 1] \). Using the action of the maps

\[ \Lambda_A^\delta : \frac{1}{2} (I \pm Z) \mapsto \frac{1}{2} (I + \sigma^\delta_1 (a_i \pm \zeta_i)) \]

\[ \Lambda_B^\delta : \frac{1}{2} (I \pm H) \mapsto \frac{1}{2} (I + \sigma^\delta_1 (b_j \pm \eta_j)) \]

and the relaxation presented above, we can bound the fidelity with respect to the singlet of the state

\[ \rho_c = 1/p_C \sum_{i,j=0,2} p_{ij} |i \rangle \langle i| \otimes |j \rangle \langle j| \otimes \rho_{ij}^{AB} \]

with \( p_C = \sum_{i,j=0,2} p_{ij} \). In particular, we show in App. B.1 that \( F_C \leq \frac{1}{4} (1 + \epsilon_C) \) where

\[ \epsilon_C = \sqrt{(q + (1 - q)a_2)^2 + (1 - q)^2|\zeta_2|^2}. \]

In the same appendix we also prove that setting \( q = \frac{1}{2} \) is the most constraining case for the singlet extractability. The previous inequality only depends on the parameters of \( \Lambda_A^\delta \). For example, this implies that unital maps \( (a_2 = 0) \) can at best give a fidelity

\[ F_C = \frac{2 + 2\sqrt{2}}{2} < \frac{1}{2}. \]

In App. B.2, we consider \( \rho_{21}^{AB} \) and show that its fidelity after extraction \( F_{21} \leq \frac{1}{4} (1 + \epsilon_{21}) \) is such that

\[ \epsilon_{21} = a_2 b_4 + |\zeta_2| \sigma_{\max}(M_B^1). \]
Finally, App. B.3 shows that the singlet fidelity after extraction of $|\Phi^+\rangle$ satisfies $F_{\Phi^+} \leq \frac{1}{2}(1 + \epsilon_{\Phi^+})$ where

$$\epsilon_{\Phi^+} = a_1 b_1 + \mathbf{\Sigma}(M_A^1)^\top \mathbf{\Sigma}(M_B^1).$$ (32)

By combining these bounds, we find that the state $\rho_{AB}$ given in Eqs. (17) and (18) with the weights $p_{ij}$ of Eq. (28) has a fidelity $F_\nu \leq (1 + \epsilon_\nu)/4$, where

$$\epsilon_\nu = \nu \epsilon_{\Phi^+} + (1 - \nu)p_C \epsilon_C + (1 - \nu)(1 - p_C)\epsilon_{21}$$ (33)

is a function of only 5 parameters for any fixed values of $p_C$ and $\nu$ (cf. App. B.4). For each value of $\nu$, $\epsilon_\nu$ is maximized over these 5 parameters and then minimized over $p_C$ (cf. Alg. 1).

Algorithm 1 Optimization for a self-testing threshold.

Initialize $s_\nu \leftarrow$ step between violation.

for $\nu \leftarrow 0$ to 1 by $s_\nu$ do

$\epsilon_{\max} = \min(\max(\epsilon_\nu))$

if $\epsilon_{\max} > 1$ then

return $p_C$ of previous step.

end if

end for

By doing so, we found a state $\rho$ parametrized by

$$\nu = 0.061, \quad p_C = 0.61381508,$$ (34)

the CHSH score corresponding to $\nu = 0.061$ being $\approx 2.05$.

3.5 Certification

$\epsilon_\rho$ being a non-convex function, we need a certification of the result found by the algorithm presented in Alg. 1. This means that we need to certify that the extractability of the state $\rho_{AB}$ with the parameters given in Eq. (34) is smaller than or equal to 1/2 or, equivalently, that $\epsilon_\rho \leq 1$ for such parameters. Such a certification is obtained by first dividing the compact space of parameters (dimension $n=5$) in small hypercubes with edges of size $\delta$. We evaluate the value of $\epsilon_\rho(s)$ at the central point of each hypercube here parametrized by the vector $s$. In addition, we derive an analytical bound on the norm of the gradient

$$|\nabla \epsilon_\rho| \leq \epsilon_{\sup}$$

on the whole of its domain. It follows that the function $\epsilon_\rho$ cannot exceed 1 within the hypercube centered at $s$ if

$$\epsilon_\rho(s) \leq 1 - \frac{\sqrt{n} \delta}{2} \epsilon_{\sup}.$$ (35)

We eliminate all the hypercubes satisfying this condition. Each hypercube which does not satisfy Eq. (35) is divided in $2^n$ smaller hypercubes with edge size $\delta/2$, whose centers are shifted form $s$ by a length $\pm \sqrt{n} \delta/4$ along all diagonals. We then check the condition (35) with $\delta$ replaced by $\delta/2$ for all the $2^n$ new hypercubes. The method we just described is repeated several times and converges for all hypercubes where $\epsilon_\rho$ is below 1 with a finite gap. After a few iterations, we can exclude all but a small region around the maximum found in Alg. 1. This maximum corresponds to the full amplitude damping maps – Alice and Bob simply discard their inputs and prepare a pure product state with $\epsilon(\rho) = 1$. In App. C.2, we prove analytically that $\epsilon_\rho \leq 1$ in this small region. This completes the proof that the singlet extractability of the state $\rho_{AB}$ for the parameter values of Eq. (34) is upper bounded by 1/2. Hence, we have shown that the CHSH self-testing threshold is at least equal to 2.05.

4 Discussion and Conclusion

Let us come back to our original question: what is the minimal CHSH score ensuring that a nontrivial fraction of $|\Phi^+\rangle$ can be obtained from the state $\rho_{AB}$? In this paper we addressed this question from the self-testing perspective – Alice and Bob make no assumptions about the source and the measurements boxes, and are allowed to extract the reference state by means of local operations (LO). But this question can also be addressed from different perspectives.

We first consider the situation where Alice and Bob are willing to make some assumptions about the functioning of their devices. In the usual tomographic setting, for example, Alice and Bob have an exact model of their measurements. They trust that those are given by orthogonal Pauli operators described by Eq. (7) for $\alpha = \beta = \pi/2$. The CHSH score is then given by

$$S = \operatorname{tr} \left( \rho_{AB} \sqrt{2}(Z \otimes Z + X \otimes X) \right) \leq 2\sqrt{2} \left\langle \Phi^+ | \rho_{AB} | \Phi^+ \right\rangle.$$

A nontrivial fidelity with the reference state can be guaranteed as soon as $S > \sqrt{2}$.

In a semi-device-independent setting where Alice and Bob have no model of the measurement boxes but are ready to trust that the source prepares an unknown two-qubit state $\rho_{AB} \in \mathcal{L}(\mathbb{C}^2 \otimes \mathbb{C}^2)$, it has been shown that $\rho_{AB}$ has a nontrivial fidelity with a maximally entangled two-qubit state as soon as the CHSH score exceeds the local bound $S > 2$ [2].

In a fully device-independent framework, one can still ask if the requirement on the minimum CHSH score is lower if Alice and Bob could do more than local operations to extract the reference state. The first step in this direction is to allow them to have access to shared randomness (LOSR). However, since our figure of merit is linear with respect to the extraction strategy of Alice and Bob, shared randomness can...
not improve the overlap with the reference state. The second step is to allow Alice and Bob to share classical communication (LOCC). Under LOCC, a nontrivial fidelity with the singlet can again be obtained as soon as the local bound is exceeded $S > 2$ [2]. This can be easily understood from the block-diagonal decomposition of Eq. (8) obtained from Jordan’s lemma. If Alice and Bob make local projections onto their respective orthogonal blocks and exchange the obtained outcomes by means of classical communications, they essentially reduce the problem to the semi-device-independent case. Importantly, by allowing Alice and Bob to exchange classical communication, one abandons the idea of identification up to passive local transformations, which is the spirit of self-testing as we understand it.

In summary, the context of self-testing with CHSH is really special as the self-testing threshold is higher than the local bound. Using a simple parametrisation of extremal single-qubit CPTP maps, we succeeded to bound the extractability of a whole class of states. We found a two-qudit state with local dimension $d = 6$ that has a trivial extractability but leads to a CHSH score of $≈ 2.05$. Together with the results presented in Ref. [11], this shows that the lowest CHSH score required to self-test the singlet is in the interval $[2.05, 2.1]$. Time will tell what is exactly the CHSH self-testing threshold but we now know that it is significantly larger than the local bound.
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In this section we present a way to recover the affine representation of a CPTP map $\Lambda$ – the pair $(\mathbf{a}, M)$ – given the Kraus operators characterizing this map

$$K_0 = U \left( \begin{array}{c} s_0 \\ s_1 \end{array} \right) V^\dagger \quad (36)$$

$$K_1 = U \left( \sqrt{1 - s_0^2} \right) V^\dagger \quad (37)$$

where $s_0, s_1 \in [0, 1]$, $U$ and $V$ are unitaries.

We can determine the translation part of $\Lambda$ by applying it on the identity, i.e.

$$\Lambda[1] = \sum_{i=0}^1 K_i 1 K_i^\dagger$$

$$= U \left( 1 + (s_0^2 - s_1^2) 0 \quad 0 \right) U^\dagger$$

$$= \mathbb{1} + \sigma^\dagger \mathbf{a}$$

where the vector $\mathbf{a}$ is defined by

$$\mathbf{a} = R_U \left( \begin{array}{c} 0 \\ s_0^2 - s_1^2 \end{array} \right). \quad (38)$$

$R_U$ is the Bloch representation of $U$. In order to find the matrix $M$, we first study the action of $\Lambda$ on $\tau_x = V^\dagger (\mathbb{1} + X) V$.

$$\Lambda[\tau_x] = \sum_{i=0}^1 K_i \tau_x K_i^\dagger$$

$$= \frac{1}{2} U \left( 1 + (s_0^2 - s_1^2) Z + \left( s_0 s_1 + \sqrt{1 - s_0^2} \sqrt{1 - s_1^2} \right) X \right) U^\dagger.$$

The request that the previous equality can be written as

$$\Lambda[\tau_x] = \frac{1}{2} \left( 1 + \sigma^\dagger (\mathbf{a} + MR_V \left( \begin{array}{c} 1 \\ 0 \end{array} \right)) \right) \quad (39)$$

fixes some elements of $M$

$$M = R_U \left( \begin{array}{cc} s_0 s_1 & \sqrt{1 - s_0^2} \sqrt{1 - s_1^2} \\ 0 & \ldots \end{array} \right) R_V^\dagger \quad (40)$$

The missing elements can be found in a similar way by applying $\Lambda$ to $V^\dagger (\mathbb{1} + Y) V^\dagger$ and $V^\dagger (\mathbb{1} + Z) V^\dagger$. This characterizes the pair $(\mathbf{a}, M)$ up to unitaries (6 remaining degrees of freedom).
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\[ \rho_{AB} = \nu |1\rangle \langle 1| \otimes |1\rangle \langle 1| \otimes \rho_{AB}^{11} + (1 - \nu) \sum_{i,j=0}^{2} p_{ij} |i\rangle \otimes |j\rangle \langle j| \otimes \rho_{AB}^{ij}, \] (41)

where the expression of each component is given by

|   | 0                     | 1                     | 2                     |
|---|-----------------------|-----------------------|-----------------------|
| i | \[z, h_+\rangle \langle z, h_+\] | \[\Phi^+\rangle \langle \Phi^+\] | \[z, h_+\rangle \langle z, h_+\] |
| j | \[\Phi^+\rangle \langle \Phi^+\] | \[|z, h_+\rangle \langle z, h_+|\] | \[-|z, h_+\rangle \langle z, h_+|\] |

where the corner states can be conveniently expressed as \(|\pm z, h_+\rangle \langle \pm z, h_+| = \frac{1}{2} (|\pm \{1 \otimes \mathbb{I} \otimes (\mathbb{I} + H_+)\}|).

The weights \(p_{ij}\) are given by

|   | 0                     | 1                     | 2                     |
|---|-----------------------|-----------------------|-----------------------|
| i | \(2p_C\)              | 0                     | \(2p_C\)              |
| j | 0                     | \(2p_C\)              | \(2p_C\)              |
| j | \((1 - \eta)c\) \(p_C\) | \((1 - \eta)c\) \(p_C\) |

in accordance with the main text. To bound the singlet fidelity of \(\rho_{AB}\), we proceed component by component.

**B.1 Corner states**

First, let us note that from the Pauli expansion of the state

\[ |\Phi^+\rangle \langle \Phi^+| = \frac{1}{4} (|1\rangle \langle 1| \otimes X \otimes X - Y \otimes Y + Z \otimes Z) \quad (42) \]

it follows that

\[ F \left( \frac{1}{4} (1 + \sigma^+ a) \otimes (1 + \sigma^+ b), |\Phi^+\rangle \langle \Phi^+| \right) = \frac{1}{4} (1 + a^T J b) = \frac{1}{4} (1 + a^T b') \]

(43)

where

\[ J = \begin{pmatrix} 1 & & \\ & -1 & \\ & & 1 \end{pmatrix} \]

(44)

and \(b' = Jb\).

With this expression and the notation \(a_i, \zeta_i, b_i\), and \(\eta_i\) of the main text 3.3 one concludes that the singlet extractability for the mixture of the corner states

\[ \rho_C = \frac{1}{p_C} \sum_{i,j=0}^{2} p_{ij} |i\rangle \langle i| \otimes |j\rangle \otimes \rho_{AB}^{ij} \]

is given by

\[ F_C = \frac{1}{4} (1 + \bar{\epsilon} C) \]

(46)

with

\[ \bar{\epsilon} C = \frac{q}{2} (a_0 + \zeta_0) + \frac{q}{2} (a_0 + \zeta_0)(b'_0 + \zeta'_0) + \frac{1 - q}{2} (a_2 + \zeta_2) + \frac{1 - q}{2} (a_2 - \zeta_2) \]

Introducing the quantities \(A_0 = a_0 + \zeta_0\) and \(B_j = b'_j + \eta_j\) that satisfy \(|A_0|, |B_j| \leq 1\), the expression above simplifies to

\[ \bar{\epsilon} C = \frac{1}{2} (qA_0)(1 - q)A_2 + \frac{1}{2} (1 - q)\zeta_2(B_0 - B_2). \]

(47)

(48)

Since we are interested in a convex optimisation over extremal maps, we can without loss of generality fix the norms of the vectors \(|A_0|, |B_j| = 1\) to their maximum values.

The sum and difference of arbitrary unit vectors can be equivalently parametrized as

\[ B_0 + B_2 = 2s_0 C \]

(49)

\[ B_0 - B_2 = 2s_0 C_\perp \]

(50)

with \(C\) and \(C_\perp\) unit vectors satisfying \(C^T C_\perp = 0\).

Hence

\[ \bar{\epsilon} C \leq s_0 qA_0 + (1 - q)A_2 + c_0 (1 - q)|\zeta_2|. \]

(51)

Finally, thanks to the inequality \(|a \cos(x) + b \sin(x)| \leq \sqrt{a^2 + b^2}\), we have

\[ F_C \leq \frac{1}{4} (1 + \epsilon_C) \]

(53)

with

\[ \epsilon_C = \sqrt{(q + (1 - q)A_2)^2 + (1 - q)^2|\zeta_2|^2}. \]

(54)
B.2 (2, 1) block

For the (2, 1) block analogously to Eq. (43) we express the fidelity as

$$F_{21} = \frac{1}{4} (1 + a_2^T \mathbf{b}_1 + \zeta_2^T \mathbf{m}_1),$$

where $\mathbf{m}_1$ is the Bloch vector representation of $A_{12}[H_{-}]$.

We define $a_2 = |a_2|$ and $b_1 = |b_1|$. The fidelity is now bounded by

$$F_{21} \leq \frac{1}{4} (1 + a_2 b_1 + |\zeta_2| |\mathbf{m}_1|).$$

(56)

Let $\sigma_{\text{max}}(M_B^t)$ be the maximal singular value of $M_B^t$. Since $|\mathbf{m}_1| \leq \sigma_{\text{max}}(M_B^t)$, we have

$$F_{21} \leq \frac{1}{4} (1 + \epsilon_{21})$$

with

$$\epsilon_{21} = a_2 b_1 + |\zeta_2| \sigma_{\text{max}}(M_B^t).$$

(58)

B.3 $\Phi^+$ state

The fidelity of the singlet after extraction is a function of the two central maps parametrized by $(a_1, M_A^t)$ and $(b_1, M_B^t)$

$$F_{\Phi^+} = \frac{1}{4} (1 + a_1^T \mathbf{b}_1 + \text{tr}(M_A^T M_B^t)),$$

where $J$ is the matrix defined in Eq. (44). Using the fact that $J M J$ has the same singular values as $M$, and the relation shown in Ref. 14,

$$\text{tr}(M M^t) \leq \Sigma(M)^T \Sigma(M^t),$$

(60)

where $\Sigma(M)$ is the ordered vector of singular values of $M$, we get

$$F_{\Phi^+} \leq \frac{1}{4} (1 + \epsilon_{\Phi^+})$$

with

$$\epsilon_{\Phi^+} = (a_1 b_1 + \Sigma(M_A^T)^T \Sigma(M_B^t)).$$

(62)

B.4 Singlet fidelity over all blocks

Combing the bounds derived on the last three sections, we obtain that the fidelity of the overall state $\rho_{AB}$ is upper-bounded by

$$F_\rho \leq \frac{1}{4} (1 + \bar{\epsilon})$$

(63)

with

$$\bar{\epsilon} = (1 - \nu)(p_C \epsilon_{CC} + (1 - p_C) \epsilon_{21}) + \nu \epsilon_{\Phi^+}$$

$$= \nu(a_1 b_1 + \Sigma(M_A^T)^T \Sigma(M_B^t))$$

$$+ (1 - \nu) p_C \sqrt{(q - (1-q) a_2)^2 + (1-q)^2 |\zeta_2|^2}$$

$$+ (1 - \nu)(1 - p_C) (a_2 b_1 + |\zeta_2| \sigma_{\text{max}}(M_B^t)).$$

(65)

First, note that the rhs of Eq. (65) is always maximized when the variables $a_2$ and $|\zeta_2|$ saturate the constraint given in Eq. (26)

$$a_2^2 + |\zeta_2|^2 = 1.$$

Hence we can replace them by a single variable $\theta \in [0, \pi/2]$ with

$$a_2 = \cos(\theta)$$

$$|\zeta_2| = \sin(\theta),$$

and rewrite

$$\bar{\epsilon} \leq \nu(a_1 b_1 + \Sigma(M_A^T)^T \Sigma(M_B^t))$$

$$+ (1 - \nu) p_C \sqrt{(q - (1-q) \cos(\theta))^2 + (1-q)^2 \sin^2 \theta}$$

$$+ (1 - \nu)(1 - p_C) (\cos(\theta) b_1 + \sin(\theta) \sigma_{\text{max}}(M_B^t)).$$

(67)

The only term involving $q$ in the inequality above $q$ reads

$$\sqrt{(q - (1-q) \cos(\theta))^2 + (1-q)^2 \sin^2 \theta}$$

$$= \sqrt{q^2 + 2q(1-q) \cos(\theta) + (1-q)^2}$$

$$= \sqrt{1 - 4q(1-q) \sin^2(\frac{\theta}{2})},$$

which attains its minimum of $q^2$ for $q = \frac{1}{2}$. Hence, we fix $q = \frac{1}{2}$ since it is the most constraining case for the extracted fidelity

$$\bar{\epsilon} \leq \nu(a_1 b_1 + \Sigma(M_A^T)^T \Sigma(M_B^t))$$

$$+ (1 - \nu) p_C \cos \left( \frac{\theta}{2} \right)$$

$$+ (1 - \nu)(1 - p_C) (\cos(\theta) b_1 + \sin(\theta) \sigma_{\text{max}}(M_B^t)).$$

(72)

We then look at $\Sigma(M_A^T)^T \Sigma(M_B^t)$. The singular values of $M$ which is given in Eq. (22) are

$$\lambda_1 = s_0 s_1 + \sqrt{(1-s_0^2)(1-s_1^2)}$$

$$\lambda_2 = s_0 s_1 - \sqrt{(1-s_0^2)(1-s_1^2)}$$

$$\lambda_3 = -1 + s_0^2 + s_1^2$$

(73)

and are ordered in absolute value as

$$|\lambda_1| \geq |\lambda_2| \geq |\lambda_3|.$$

(74)

Furthermore, $\lambda_1$ is positive on the whole domain, and the two other values $\lambda_2$ and $\lambda_3$ always have the same sign. Hence, we can separate $\bar{\epsilon}$ in two parts, $\bar{\epsilon}_{\pm}$

$$\bar{\epsilon}_{\pm} \leq \nu(a_1 b_1 + \lambda_1^A \lambda_1^B \pm (\lambda_2^A \lambda_2^B + \lambda_3^A \lambda_3^B))$$

$$+ (1 - \nu) p_C \cos \left( \frac{\theta}{2} \right)$$

$$+ (1 - \nu)(1 - p_C) (\cos(\theta) b_1 + \sin(\theta) \lambda_1^B) = \bar{\epsilon}_{\rho}$$

(75)
where $\lambda^i_s$ is the $x^{th}$ greatest singular value of $M^i_s$, parametrized by $s^0_A$ and $s^1_A$ ($s^0_B$ and $s^1_B$) respectively. Finally, from Eq. (22) we also get

$$a_1 = (s^0_A)^2 - (s^1_A)^2 \quad \text{and} \quad b_1 = (s^0_B)^2 - (s^1_B)^2. \quad (76)$$

One could ensure that $a_1$ and $b_1$ are positive by requiring $s^0_A \geq s^1_A$, which is always possible because the matrices $M^i_s$ and their singular values $\lambda^i_s$ are invariant under the exchange of $s^0_A$ and $s^1_A$.

We have shown how the optimization of the extractability of the state $\rho_{AB}$ over all possible local extraction strategies for Alice and Bob can be reduced to the maximization of a simple function $\epsilon^\pm$ — the right hand side of Ineq. (75) — over five parameters $s^0_A, s^1_A, s^0_B, s^1_B, \theta$. This function can be maximized numerically. However, a naive maximization does not guarantee that the value of $\epsilon^\pm$ remains below 1 on the whole of its domain. In the next appendix, we show how such a guarantee can be obtained.

## C Certification

In this appendix we describe the certification process behind

$$\max_{s^0_A, s^1_A, s^0_B, s^1_B, \theta} \epsilon^\pm \leq 1, \quad (77)$$

where the parameters $\nu, p_C, q$ are fixed.

Our approach is a two-step process. First, we exclude sub-domains of parameters’ space using an algorithm which evaluates $\epsilon^\pm$ on a grid in this subspace and compute the possible maximum evolution of $\epsilon^\pm$ for hypercubes centered on each grid elements using a bound on maximum value each partial derivative can take. Then, on remaining region, we use some bounds on trigonometric functions to analytically show that $\epsilon^\pm$ does not exceed one.

### C.1 Maxima certification algorithm based on partial derivative

**Bound on partial derivative** — First, we aim to bound the maximum value the partial derivatives of our expression can take. In other words, we want to have quantities

$$\max_{s^0_A, s^1_A, s^0_B, s^1_B, \theta} \left( \frac{\partial \epsilon^\pm}{\partial x} \right) \quad (78)$$

for every $x \in \{s^0_A, s^1_A, s^0_B, s^1_B, \theta\}$. Partial derivatives of $\epsilon^\pm$ as formulated in Eq. (75), can lead to infinity when they are maximized over every variable. Such behavior can be circumvented via the following change of variables

$$s^0_A \rightarrow \cos(\tilde{a}_0), \quad \text{with} \quad \tilde{a}_0 \in [0, \pi], \quad (79)$$

$$s^1_A \rightarrow \cos(\tilde{a}_1), \quad \text{with} \quad \tilde{a}_1 \in [0, \pi], \quad (80)$$

$$s^0_B \rightarrow \cos(\tilde{b}_0), \quad \text{with} \quad \tilde{b}_0 \in [0, \pi], \quad (81)$$

$$s^1_B \rightarrow \cos(\tilde{b}_1), \quad \text{with} \quad \tilde{b}_1 \in [0, \pi]. \quad (82)$$

It is sufficient to explore the case where $\tilde{a}_0 \leq \tilde{a}_1$ and $\tilde{b}_0 \leq \tilde{b}_1$ to conserve the symmetries defined in the core paper. $\epsilon^\pm$ is now expressed as

$$\epsilon^\pm(\tilde{a}_0, \tilde{a}_1, \tilde{b}_0, \tilde{b}_1, \theta, \nu, p_C, q) = \nu \left( \begin{array}{c}
\cos^2(\tilde{a}_0) - \cos^2(\tilde{a}_1) \\
\cos(\tilde{a}_0) \cos(\tilde{a}_1) + \sin(\tilde{a}_0) \sin(\tilde{a}_1) \\
\pm(\cos(\tilde{a}_0) \cos(\tilde{a}_1) - \sin(\tilde{a}_0) \sin(\tilde{a}_1)) \\
\pm(-1 + \cos^2(\tilde{a}_0) + \cos^2(\tilde{a}_1))
\end{array} \right) \cdot \left( \begin{array}{c}
\cos^2(\tilde{b}_0) - \cos^2(\tilde{b}_1) \\
\cos(\tilde{b}_0) \cos(\tilde{b}_1) + \sin(\tilde{b}_0) \sin(\tilde{b}_1) \\
\cos(\tilde{b}_0) \cos(\tilde{b}_1) - \sin(\tilde{b}_0) \sin(\tilde{b}_1) \\
1 + \cos^2(\tilde{b}_0) + \cos^2(\tilde{b}_1)
\end{array} \right)
+ (1 - \nu) p_C \cos \left( \frac{\theta}{2} \right)
+ (1 - \nu)(1 - p_C) (\cos(\theta)(\cos^2(\tilde{b}_0) - \cos^2(\tilde{b}_1)) + \sin(\theta)(\cos(\tilde{b}_0) \cos(\tilde{b}_1) + \sin(\tilde{b}_0) \sin(\tilde{b}_1))). \quad (83)$$

The partial derivatives of Eq. (83) are given by

$$\frac{\partial \epsilon^\pm}{\partial \tilde{a}_0} = \mp \nu(2 \sin(\tilde{a}_0) \cos(\tilde{a}_1) \cos(\tilde{b}_0) \cos(\tilde{b}_1) - 2 \cos(\tilde{a}_0) \sin(\tilde{a}_1) \sin(\tilde{b}_0) \sin(\tilde{b}_1) \pm \sin(2\tilde{a}_0) \cos(2\tilde{b}_0)) \quad (84)$$

$$\frac{\partial \epsilon^\pm}{\partial \tilde{a}_1} = \mp \nu(2 \cos(\tilde{a}_0) \sin(\tilde{a}_1) \cos(\tilde{b}_0) \cos(\tilde{b}_1) - 2 \sin(\tilde{a}_0) \cos(\tilde{a}_1) \sin(\tilde{b}_0) \sin(\tilde{b}_1) \pm \sin(2\tilde{a}_0) \cos(2\tilde{b}_0)) \quad (85)$$

$$\frac{\partial \epsilon^\pm}{\partial \tilde{b}_0} = \mp \nu(2 \sin(\tilde{a}_0) \cos(\tilde{a}_1) \cos(\tilde{b}_0) \cos(\tilde{b}_1) - 2 \cos(\tilde{a}_0) \sin(\tilde{a}_1) \sin(\tilde{b}_0) \sin(\tilde{b}_1) \pm \sin(2\tilde{a}_0) \cos(2\tilde{b}_0)) \quad (86)$$
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\[ \frac{\partial^\pm}{\partial b_0} = \mp \nu (2 \cos(\tilde{a}_0) \cos(\tilde{a}_1) \sin(\tilde{b}_0) \cos(\tilde{b}_1) - 2 \sin(\tilde{a}_0) \sin(\tilde{a}_1) \cos(\tilde{b}_0) \sin(\tilde{b}_1) \pm \cos(2\tilde{a}_0) \sin(2\tilde{b}_0)) \]  
\[ + (\nu - 1)(1-p_C)(\sin(\theta) \sin(\tilde{b}_0 - \tilde{b}_1) + \sin(2\tilde{b}_0) \cos(\theta)) \]  
\[ \frac{\partial^\pm}{\partial b_1} = 2\nu (\pm \sin(\tilde{a}_0) \sin(\tilde{a}_1) \sin(\tilde{b}_0) \cos(\tilde{b}_1) - \sin(\tilde{b}_1)(\mp \cos(\tilde{a}_0) \cos(\tilde{a}_1) \cos(\tilde{b}_0) + \cos(2\tilde{a}_1) \cos(\tilde{b}_1))) \]  
\[ + (\nu - 1)(p_C - 1)(\sin(\theta) \sin(\tilde{b}_0 - \tilde{b}_1) + \sin(2\tilde{b}_0) \cos(\theta)) \]  
\[ \frac{\partial^\pm}{\partial \theta} = (1 - \nu)(1 - p_C)(\sin(\tilde{b}_0 - \tilde{b}_1) \sin(\tilde{b}_0 + \tilde{b}_1) + \cos(\theta) \cos(\tilde{b}_0 - \tilde{b}_1)) - p_C \frac{\sin(\frac{\nu}{2})}{2}. \]  

To bound above derivatives, we naively set lowest value to negative terms, and maximum value to positive terms, independently of other terms. As an example,

\[ \frac{\partial^\pm}{\partial a_0} = \nu (-2 \sin(\tilde{a}_0) \cos(\tilde{a}_1) \cos(\tilde{b}_0) \cos(\tilde{b}_1) + 2 \cos(\tilde{a}_0) \sin(\tilde{a}_1) \sin(\tilde{b}_0) \sin(\tilde{b}_1) - \sin(2\tilde{a}_0) \cos(2\tilde{b}_0)) \leq 3\nu. \]  

Applying this method for all partial derivative we found bounds,

\[ \frac{\partial^\pm}{\partial a_0} \leq 3\nu, \frac{\partial^\pm}{\partial a_1} \leq 3\nu \]  

\[ \frac{\partial^\pm}{\partial b_0}, \frac{\partial^\pm}{\partial b_1} \leq 3\nu + (1-p_C)(1-\nu) \]  

\[ \frac{\partial^\pm}{\partial \theta} \leq (1 - p_C)(1 - \nu). \]  

Thus, we can obtain a bound on the norm of the gradient of \( e^\pm_\rho \), given by,

\[ |\nabla e^\pm_\rho| \leq \sqrt{2(3\nu)^2 + 2(3\nu + (1-p_C)(1-\nu))^2 + (1-p_C)(1-\nu)^2} = \epsilon_{\text{sup}}. \]  

This bound sets a limit on how fast \( e^\pm_\rho \) can change in any direction. It allows one to bound the value of \( e^\pm_\rho \) on the whole of its domain from a list of values it admits on a finite grid of points.

\[ \text{Certification algorithm} \quad \text{– We built an algorithm to certify that a Lipschitz continuous function} \quad f : \mathbb{R}^n \to \mathbb{R}, \quad \text{with a bounded gradient} \quad |\nabla f| \leq \epsilon_{\text{sup}} \quad \text{on a close domain of definition} \quad D \subset \mathbb{R}^n \quad \text{is bounded by some constant} \quad \lambda^3. \]

We start by creating a grid on \( D \) of dimension \( n \), where every point \( p \in \mathbb{R}^n \) are separated by an interval \( \Delta = \delta / 2 \). For each element of the grid \( p \) we evaluate \( f(p) \). Since the function \( f \) is Lipschitz continuous, its value on the whole hypercube with edge length \( \Delta \) centered at \( p \) can not be too different from its value in the center \( f(p) \). Precisely it is bounded by

\[ f_{\text{max}}(p, \Delta) = f(p) + \frac{\sqrt{n} \Delta}{2} - \epsilon_{\text{sup}}. \]  

Therefore, \( f_{\text{max}}(p, \Delta) \leq \lambda \) certifies that the function is bounded by \( \lambda \) on the whole \( \Delta \)-hyper around \( p \), and we can eliminate all such hypercubes from further consideration.

\[ ^3\text{We provide a Python implementation of our algorithm at} \quad \text{https://gitlab.com/plut0n/bcert} \]

For every point with \( f_{\text{max}}(p, \Delta) > \lambda \), we call the algorithm recursively. The domain this time is the hypercube centered at \( p \), on which we create a smaller grid of step \( \Delta' = \delta / 2 \). We generate new points \( p' \) around \( p \) by creating points at a distance \( \sqrt{n} \Delta' / 2 \) of \( p \), using

\[ p' = p + \frac{\sqrt{n} \Delta'}{2} d \quad \forall d \in D, \]  

where \( D \) is the set of vertices of the \( n \)-dimensional hypercube centered on 0 and of size 2, i.e. every diagonals of the hypercube. This process might generate some points \( p'' \) outside of the domain \( D \), we thus exclude such generated point. We then repeat the above process for every thus generated new point. The algorithm converges if there is a finite gap \( G \) between the maximum of \( f \) on \( D \) and the constant \( \lambda \)

\[ \sup_D f \leq \lambda - G. \]  

The minimal possible required grid step needed for convergence is then given by \( \Delta = \frac{2G}{\epsilon_{\text{sup}} \sqrt{n}} \). Parallelization of such an algorithm can be implemented since every hypercube are independent of each other. A sketch of the algorithm for a function \( f : \mathbb{R} \to \mathbb{R} \) is
are fixed to the values given in Eq. (34). The bound to guarantee is set to $\lambda = 1$. We used Eq. (94) for the bound on the gradient. We ran this algorithm on the whole domain of definition $D$ of $f$ with the exception of a small hypercube $C_{\text{ex}}$ with edge size $\frac{\pi}{16}$ containing the point $x_{\text{exc}} = (0, \frac{\pi}{2}, 0, \frac{\pi}{2})$ as a vertex. The region $C_{\text{ex}}$ is excluded because the function $f(x_{\text{exc}}) = 1$ saturates the bound and the algorithm would not converge on its neighbourhood. As explained in the main text $x_{\text{exc}}$ corresponds to the extraction strategy where Alice and Bob discard $\rho_{AB}$ and prepare a product state whose fidelity with the singled is exactly one half.

Our algorithm did stop on the domain $D \setminus C_{\text{ex}}$. Hence, we certified that the extracted fidelity of our example state $\rho_{AB}$ never exceeds $1/2$ for most maps. We then need to prove that it is also the case on the remaining hypercube $C_{\text{ex}}$ of side $\frac{\pi}{16}$ with an extremal vertex $x_{\text{exc}}$.

C.2 Analytical proof on the remaining subspace

The remaining hypercube $C_{\text{ex}}$ containing $x_{\text{exc}}$ is defined by

\[
\tilde{a}_0, \tilde{b}_0, \theta \in [0, \frac{\pi}{16}], \\
\tilde{a}_1, \tilde{b}_1 \in \left[\frac{\pi}{2} - \frac{\pi}{16}, \frac{\pi}{2}\right].
\]

(100) (101)

In this section we provide a proof that $\epsilon_\rho^\pm$ achieves its maximum value 1 in $x_{\text{exc}}$.

\[
\epsilon_\rho^\pm = \nu \begin{pmatrix}
\cos^2(\tilde{a}_0) - \cos^2(\tilde{a}_1) \\
\cos(\tilde{a}_0) \cos(\tilde{a}_1) + \sin(\tilde{a}_0) \sin(\tilde{a}_1) \\
\pm(\cos(\tilde{a}_0) \cos(\tilde{a}_1) - \sin(\tilde{a}_0) \sin(\tilde{a}_1)) \\
\pm(-1 + \cos^2(\tilde{a}_0) + \cos^2(\tilde{a}_1))
\end{pmatrix} \cdot \\
\begin{pmatrix}
\cos^2(\tilde{b}_0) - \cos^2(\tilde{b}_1) \\
\cos(\tilde{b}_0) \cos(\tilde{b}_1) + \sin(\tilde{b}_0) \sin(\tilde{b}_1) \\
\cos(\tilde{b}_0) \cos(\tilde{b}_1) - \sin(\tilde{b}_0) \sin(\tilde{b}_1) \\
-1 + \cos^2(\tilde{b}_0) + \cos^2(\tilde{b}_1)
\end{pmatrix}
\]

\[
+ (1 - \nu)(p_C \cos(\frac{\theta}{2}) + (1 - p_C)(\cos(\theta)(\cos(\tilde{b}_0)^2 - \cos(\tilde{b}_1)^2)) + \sin(\theta)(\cos(\tilde{a}_0) \cos(\tilde{a}_1) + \sin(\tilde{a}_0) \sin(\tilde{a}_1))).
\]

(102)

By introducing a new parametrisation,

\[
\mu_a = \frac{\pi}{2} - (\tilde{a}_1 + \tilde{a}_0) \\
\delta_a = \frac{\pi}{2} - (\tilde{a}_1 - \tilde{a}_0) \\
\mu_b = \frac{\pi}{2} - (\tilde{b}_1 + \tilde{b}_0) \\
\delta_b = \frac{\pi}{2} - (\tilde{b}_1 - \tilde{b}_0)
\]

(103) (104)

with $\delta \in [0, \frac{\pi}{4}]$ and $\mu \in [-\frac{\pi}{4}, \frac{\pi}{4}]$, allows one to rewrite Eq. (102) as

\[
\epsilon_\rho^\pm = \nu \begin{pmatrix}
\cos(\delta_a) \cos(\mu_a) \\
\sin(\delta_a) \\
\pm \sin(\mu_a) \\
\pm \sin(\delta_a) \sin(\mu_a)
\end{pmatrix} \cdot \\
\begin{pmatrix}
\cos(\delta_b) \cos(\mu_b) \\
\sin(\delta_b) \\
\sin(\mu_b) \\
\sin(\delta_b) \sin(\mu_b)
\end{pmatrix}
\]

\[
+ (1 - \nu)(p_C \cos(\frac{\theta}{2}) + (1 - p_C)(\cos(\theta)(\cos(\mu_b)^2 - \cos(\delta_b)^2)) + \sin(\theta)(\cos(\delta_a) \cos(\delta_b) + \sin(\delta_a) \sin(\delta_b))).
\]

(105)
As the two branches of the function $\epsilon^\pm_\rho$ can be mapped into each other with $\mu_a \rightarrow -\mu_a$ it is sufficient to consider the branch with the plus sign. In addition, since $\epsilon^+_\rho$ is maximized when all the trigonometric functions are positive we can restrict $\mu_a(b) \in [0, \frac{\pi}{8}]$ without loss of generality.

With the help of the identities
$$\cos(\delta_a) \cos(\mu_a) \cos(\delta_b) \cos(\mu_b) + \sin(\delta_a) \sin(\mu_a) \sin(\delta_b) \sin(\mu_b) = \frac{1}{2} \cos(\delta_a + \mu_a) \cos(\delta_b + \mu_b) + \frac{1}{2} \cos(\delta_a - \mu_a) \cos(\delta_b - \mu_b)$$
(106)

and
$$\cos(\theta) \cos(\delta_b) \cos(\mu_b) = \frac{\cos(\theta)}{2} (\cos(\delta_b - \mu_b) + \cos(\delta_b + \mu_b))$$
(107)

we rewrite $\epsilon^+_\rho$ as
$$\epsilon^+_\rho = \frac{\nu}{2} \cos(\delta_a + \mu_a) \cos(\delta_b + \mu_b) + \frac{\nu}{2} \cos(\delta_a - \mu_a) \cos(\delta_b - \mu_b) + (1 - \nu) p_C \cos(\frac{\theta}{2})$$
$$+ \nu \sin(\delta_a) \sin(\delta_b) + \nu \sin(\mu_a) \sin(\mu_b)$$
$$+ (1 - \nu)(1 - p_C) \left( \frac{\cos(\theta)}{2} \right) (\cos(\delta_b - \mu_b) + \cos(\delta_b + \mu_b)) + \sin(\theta) \sin(\delta_b)).$$
(108)

Next we upper-bound the sines in the expression above with
$$\sin(x) \leq x \quad \text{for} \quad x \geq 0.$$ (109)

While for the cosines we use the inequality
$$\cos(x) \leq 1 - \frac{\sin^2(\Omega)}{\Omega^2} x^2 \quad \text{for} \quad x \in [0, \Omega],$$ (110)

and the less trivial one (cf. App. C.3)
$$\cos(x) \cos(y) \leq 1 - \frac{\sin^2(\Omega)}{2\Omega^2} (x^2 + y^2) \quad \text{for} \quad (x, y) \in [0, \Omega] \times [0, \Omega],$$ (111)

valid for $\Omega \leq \pi$. This last expression allows us to bound the terms
$$\cos(\delta_a + \mu_a) \cos(\delta_b + \mu_b) \leq 1 - C_1 ((\delta_a + \mu_a)^2 + (\delta_b + \mu_b)^2)$$
$$\cos(\delta_a - \mu_a) \cos(\delta_b - \mu_b) \leq 1 - C_2 ((\delta_a - \mu_a)^2 + (\delta_b - \mu_b)^2)$$
$$\cos(\delta_a) \cos(\mu_b) \leq 1 - C_2 (\delta_a^2 + \mu_b^2)$$
$$\frac{\cos(\theta)}{2} (\cos(\delta_b - \mu_b) + \cos(\delta_b + \mu_b)) \leq 1 - \frac{1}{2} (C_2 (\theta^2 + (\delta_b - \mu_b)^2) + C_1 (\theta^2 + (\delta_b + \mu_b)^2))$$
(112)

with $C_1 = \frac{\sin^2(\frac{\pi}{4})}{2(\frac{\pi}{4})^2}$ and $C_2 = \frac{\sin^2(\frac{\pi}{8})}{2(\frac{\pi}{8})^2}$. Plugging all the inequalities in our objective function gives
$$\epsilon^+_\rho \leq \nu(1 - C_1 \frac{1}{2} ((\delta_a + \mu_a)^2 + (\delta_b + \mu_b)^2) - C_2 \frac{1}{2} ((\delta_a - \mu_a)^2 + (\delta_b - \mu_b)^2) + \delta_a \delta_b + \mu_a \mu_b)$$
$$+ (1 - \nu)(p_C(1 - C_3 \frac{\theta^2}{2})^2) + (1 - p_C)(1 - \frac{1}{2} (C_2 (\theta^2 + (\delta_b - \mu_b)^2) + C_1 (\theta^2 + (\delta_b + \mu_b)^2))) + \theta b_3$$
(113)

$$= 1 + r^T T r$$

with $C_3 = \frac{1 - \cos(\frac{\pi}{8})}{(\frac{\pi}{8})^2}$, $r = (\mu_a \mu_b \delta_a \delta_b, \theta)$ and
$$T = \begin{pmatrix}
-\nu (C_2 - C_1) & -\nu (C_2 - C_1) & \nu (C_2 - C_1) & 0 & 0 & 0 \\
(1 - \nu) p_C & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
(C_2 - C_1)(1 - (1 - \nu) p_C) & \nu & (C_2 - C_1)(1 - (1 - \nu) p_C) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.$$
For the value of $\nu$ and $p_C$ defined in Eq. (34), the maximum eigenvalue of the matrix $T$ above is given by $T \preceq -0.0146097 r^2 \leq 1$. Thus, we obtain,

$$\epsilon_p^+ \leq 1 - 0.0146097 r^2 \leq 1$$

(114)

With the result of the previous section, this shows that the extracted fidelity of the state $\rho_{AB}$ with the singlet does not exceed $1/2$ for all possible local extraction maps.

C.3 Trigonometric bound

First, we show the following inequality valid for $\Omega \leq 2\pi$

$$\cos(x) \leq 1 - \frac{1 - \cos(\Omega)}{\Omega^2} x^2 \quad \text{for} \quad x \in [0, \Omega]. \quad (115)$$

This inequality can be rewritten as

$$\frac{1 - \cos(x)}{x^2} \geq \frac{1 - \cos(\Omega)}{\Omega^2} \quad \text{for} \quad 0 \leq x \leq \Omega.$$

This inequality holds as the function $\frac{1 - \cos(x)}{x^2}$ is decreasing in the range $x \in [0, 2\pi]$.

Second, let us demonstrate the following inequality

$$(1 - a x^2)(1 - b y^2) \leq 1 - a(1 - \frac{1}{2}b y^2)x^2 - b(1 - \frac{1}{2}a x^2)y^2$$

for $(x, y) \in [0, X] \times [0, Y]$. \quad (116)

To show this note

$$(1 - a x^2)(1 - b y^2) = 1 - a x^2 - b y^2 + ab x^2 y^2,$$

with

$$ab x^2 y^2 = \frac{ab}{4X^2 Y^2} (Y^2 x^2 + X^2 y^2)^2 - (Y^2 x^2 - X^2 y^2)^2 \quad (117)$$

$$\leq \frac{ab}{4X^2 Y^2} (Y^2 x^2 + X^2 y^2)^2 \quad (118)$$

$$\leq \frac{ab}{4X^2 Y^2} (Y^2 x^2 + X^2 y^2)(Y^2 x^2 + X^2 y^2) \quad (119)$$

$$= \frac{ab}{2} (Y^2 x^2 + X^2 y^2). \quad (120)$$

Hence

$$(1 - a x^2)(1 - b y^2) \leq 1 - a(1 - \frac{1}{2}b y^2)x^2 - b(1 - \frac{1}{2}a x^2)y^2, \quad (121)$$

In particular, the inequality implies

$$\cos(x) \cos(y) \leq 1 - \frac{\sin^2(\Omega)}{2\Omega^2} (x^2 + y^2)$$

for $(x, y) \in [0, \Omega] \times [0, \Omega]$. \quad (122)