Atypical Values and the Milnor Set of Real Polynomials in Two Variables

Gabriel E. Monsalve

Received: 29 April 2022 / Accepted: 25 December 2022 / Published online: 27 January 2023
© The Author(s), under exclusive licence to Brazilian Mathematical Society 2023

Abstract
We give a new algorithmic method of detection of atypical values for 2-variables real polynomial functions with emphasis on the effectivity.
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1 Introduction

Let \( f : \mathbb{K}^2 \to \mathbb{K} \) be a non-constant polynomial function where \( \mathbb{K} = \mathbb{R} \) or \( \mathbb{C} \). It is well known that \( f \) is a \( \mathcal{C}^\infty \)-trivial fibration outside a finite set in \( \mathbb{K} \), see (Thom 1996, V). The smallest set \( B_f \subset \mathbb{K} \) where \( f \) is a \( \mathcal{C}^\infty \)-trivial fibration outside \( B_f \) is called bifurcation set of \( f \) or set of atypical values of \( f \). The set \( f(Sing f) \) of critical values of \( f \) is contained in \( B_f \). However, \( B_f \) may contain regular values, as the classical example \( f(x, y) = x + x^2y \) shows, since \( \text{Sing } f = \emptyset \) and \( B_f = \{0\} \). Therefore, the bifurcation set \( B_f \) is the union of the finite set of critical values of \( f \) with the set of atypical values which are regular values. The problem of finding \( B_f \) relies on the detection of regular atypical values. For a complex polynomial (\( \mathbb{K} = \mathbb{C} \)) the following characterization of atypical values was found in Suzuki (1974), and later in Hà and Lê (1984): a regular value \( \lambda \) is atypical if and only if \( \chi(f^{-1}(\lambda)) \neq \chi(f^{-1}(t)) \), where \( f^{-1}(t) \) is a general fibre and \( \chi \) denotes the Euler characteristic. In 1995 this characterization was extended.
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in Parusiński (1995) and Siersma and Tibăr (1995) to polynomials $f : \mathbb{C}^n \to \mathbb{C}$ with isolated singularities at infinity.

In the real setting, the variation of the Euler characteristic of the fibres is not enough to characterize the atypical values. In Tibăr and Zaharia (1999) the authors proved that for a function $f : X \to \mathbb{R}$ which is the restriction of a polynomial function $F : \mathbb{R}^n \to \mathbb{R}$ to a smooth non-compact algebraic surface $X \subset \mathbb{R}^n$, the existence of an atypical value is related to two phenomena which may occur at infinity: vanishing and splitting at infinity. The next aim was to give a method to detect the vanishing and splitting at infinity. In Dias et al. (2021) the authors present an effective algorithm that detects vanishing and splitting at infinity of a polynomial in two real variables based on the localization of the behavior of fibres at certain points at infinity. In what concerns the detection of atypical values, the authors in Coste and de la Puente (2001) use certain truncated parametrizations of semialgebraic affine curves without treating the effectivity aspect.

In this paper we present a method of detection of atypical values without the localization of the behavior of the fibres at infinity. We use the notion of clusters of Milnor arcs in order to detect the phenomena of vanishing and splitting as defined in Dias et al. (2021). This notion is inspired from Hà and Nguyên (2011) where the authors consider clusters of the unbounded components of the curve of tangency between the fibres of a rational function and the levels of the distance function. In Coste and de la Puente (2001) the authors use clusters of the unbounded components of the polar curve.

The detection of regular atypical values in this paper has mainly two new aspects: (i) we give an effective way of detecting a compact set in $\mathbb{R}^2$ such that on its complement the clusters are well-defined. In Coste and de la Puente (2001); Hà and Nguyên (2011) the existence of such compact set is theoretically proved with semi-algebraic properties but the effectivity is not treated. We also remark that in Coste and de la Puente (2001) and Hà and Nguyên (2011) one uses the notion of clusters to detect cleaving instead of splitting, (ii) Theorem 5.3 proves an injective correspondence between clusters and connected components of fibres of $f$ outside an effectively determined compact set contained in the compact set in (i).

The paper is organized as follows: in Sect. 2 the Milnor set $M_a(f)$ (see Definition 2.1) is introduced and a characterization of the primitiveness (see (Dias et al. 2021)) of a polynomial $f$ with respect to the dimension of $M_a(f)$ is presented in Proposition 2.3 and Corollary 2.5. The main result of this section shows that the non-primitiveness with respect to $\rho_a$ occurs for at most one point $a \in \mathbb{R}^2$. This represents an improvement of (Dias and Tibăr 2015, Lemma 2.3) in the case of polynomials in two variables. Under the primitiveness assumption, the set of $\rho$-nonregular points $\mu(M(f))$ of the Milnor set centred at the origin $M(f)$ (see Definition 2.6) is used to detect effectively the compact components of $M(f)$, see Theorem 2.10. The Milnor radius at infinity is introduced and will play an important role in the effectiveness of the detection.

In Sect. 3 the Milnor arcs at infinity of $f$ are defined (see Definition 3.1) and the constant type of tangency between the fibres and circles along the Milnor arcs at infinity is proved.
In Sect. 4 the definition of cluster from Hà and Nguyên (2011) is adapted to our setting. In this paper the clusters are called \( \mu \)-clusters in order to point out the difference with the polar clusters in Coste and de la Puente (2001).

In Sect. 5 it is proved that there is an injective function between \( \mu \)-clusters associated to a regular value (see Definition 4.3) and non-compact fibres of \( f \) outside a disk of large enough radius. This is important for relating the existence of atypical values at infinity with \( \mu \)-clusters in Sect. 6.

Theorem 6.5 is our main result, it characterizes the regular atypical values in terms of the parity of the \( \mu \)-cluster. More precisely: a regular value is atypical if and only if there exists an odd \( \mu \)-cluster associated to it. The proof of this theorem also shows that the existence of an odd \( \mu \)-cluster associated to a regular value is equivalent to the existence of either vanishing or splitting at infinity.

In Sect. 7 we give the algorithmic aspects of the detection of atypical values with special emphasis on effectivity. This process has several steps: finding the Milnor radius, finding the values associated to the Milnor arcs, finding the \( \mu \)-clusters, and finally finding the atypical values. The algorithm is applied in the examples of Sect. 8. These examples show intriguing phenomena: Example 8.1 shows that both vanishing and splitting at infinity may occur at a single atypical value. Example 8.2 shows that clusters may exist at \( \lambda \in \mathbb{R} \) without \( \lambda \) being an atypical value.

## 2 Milnor Set and Primitive Polynomials

Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a non-constant polynomial function. Let \( \rho_a : \mathbb{R}^2 \to \mathbb{R}_{\geq 0}, \rho_a(x, y) = (x - a_1)^2 + (y - a_2)^2 \) be the square of the Euclidean distance to \( a := (a_1, a_2) \in \mathbb{R}^2 \). After (Tibăr 1999, 2007; Araújo dos Santos et al. 2013, 2016) etc, one defines:

**Definition 2.1** The *Milnor set of* \( f : \mathbb{R}^2 \to \mathbb{R} \) *relative to* \( \rho_a \) *is the set of* \( \rho_a \)-nonregular points of \( f \), namely:

\[
M_a(f) := \{(x, y) \in \mathbb{R}^2 \mid \rho_a \not\parallel (x, y) \cdot f\}.
\]

Equivalently, the Milnor set \( M_a(f) \) is the zero locus defined by the determinant of the Jacobian matrix of the mapping \( F_a := (f, \rho_a) : \mathbb{R}^2 \to \mathbb{R}^2 \), namely \( \text{Jac} F_a(x, y) = 0 \). In particular, if \( a = (0, 0) \) we denote \( \rho_a \) by \( \rho \) and \( M_a(f) \) by \( M(f) \).

It is well-known that there exists an open dense set \( \Omega_f \subset \mathbb{R}^2 \) such that \( M_a(f) \) is a curve for every \( a \in \Omega_f \). Indeed, this holds for a polynomial function \( f \) in any number of variables, cf (Tibăr 1999, 2007; Araújo dos Santos et al. 2013, 2016; Dias et al. 2017). We want here a more effective result in 2 variables, and some more information on \( M_a(f) \).

**Definition 2.2** Dias et al. (2021) We say that a polynomial \( f \) is *primitive relative to* \( \rho_a \), if \( f \neq P \circ \rho_a \) for every polynomial \( P \) in one variable.

The following proposition extends (Dias and Tibăr 2015, Lemma 2.3) for polynomials in two variables.

**Proposition 2.3** Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a non-constant polynomial function. Then:
(a) For any \( b \in \mathbb{R}^2 \), \( M_b(f) \) is unbounded and intersects all fibres of \( f \).
(b) There exists at most one point \( a \in \mathbb{R}^2 \) such that \( f \) is not primitive relative to \( \rho_a \).
(c) If \( f \) is primitive with respect to \( \rho_b \), then \( \dim(M_b(f) \setminus \text{Sing } f) = 1 \).

**Proof** (a). If \( \text{Sing } f \) is unbounded, then \( M_b(f) \) is so, since \( \text{Sing } f \subset M_b(f) \) by Definition 2.1. Otherwise, for all large enough circles \( C_b \) centred at \( b \), the restriction of \( f \) to \( C_b \) has at least a maximum and a minimum point. These points are among the points where some fibre is tangent to the circle \( C_b \), and thus these points belong to \( M_b(f) \) by definition. This proves that \( M_b(f) \) is unbounded.

Let us prove that any fibre \( f^{-1}(t) \) intersects \( M_b(f) \). If \( t \) is a critical value of \( f \), then the statement holds since \( \text{Sing } f \subset M_b(f) \). If \( t \) is a regular value, then the Euclidean distance from the point \( b \) to the fibre \( f^{-1}(t) \) has a minimum and thus \( f^{-1}(t) \) intersects \( M_b(f) \) along such points of minimum.

(b). If \( \dim M_a(f) = 2 \), then we have \( f = P \circ \rho_a \) for some polynomial \( P \) of one variable by Lemma 2.4 below. For any \( b = (b_1, b_2) \neq a = (a_1, a_2) \), the set \( M_b(f) \) is defined by the equation:

\[
\text{Jac}(P(\rho_a), \rho_b) = 4P'((\rho_a)((a_2 - b_2)x + (b_1 - a_1)y + a_1b_2 - a_2b_1)) = 0,
\]

where \( P' \) denotes the derivative of \( P \). Hence \( M_b(f) \) is the union of a line with the set \( \{P'(\rho_a) = 0\} \), where the later is a union of finitely many circles centred at \( a \) since \( P'(t) = 0 \) has finitely many solutions for \( t > 0 \). This shows that \( \dim M_b(f) \leq 1 \). Moreover, for any \( b \neq a \), the set \( \{(a_2 - b_2)x + (b_1 - a_1)y + a_1b_2 - a_2b_1 = 0\} \) is a nonempty line in \( \mathbb{R}^2 \) passing through \( b \). This proves that \( \dim M_b(f) = 1 \) and \( M_b(f) \) is unbounded, for any \( b \neq a \).

(c). If \( f \) is primitive with respect to \( \rho_b \), then \( \dim M_b(f) < 2 \) by Lemma 2.4. Since \( M_b(f) \) intersects all fibres of \( f \) and since \( \text{Im } f \) is unbounded, it follows that \( M_b(f) \) is unbounded. Moreover, since \( \text{Sing } f \) is contained in finitely many fibres, it also follows that \( M_b(f) \setminus \text{Sing } f \) is unbounded. Therefore there exists an unbounded component of \( M_b(f) \) intersecting all fibres, and thus \( \dim(M_b(f) \setminus \text{Sing } f) = 1 \). \( \square \)

The following lemma characterize the primitiveness of a polynomial function \( f \) relative to \( \rho_a \). When the center \( a \) is the origin of \( \mathbb{R}^2 \), Lemma 2.4 coincides with (Dias et al. 2021, Remark 2.4).

**Lemma 2.4** Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a polynomial function and let \( a = (a_1, a_2) \in \mathbb{R}^2 \). The following conditions are equivalent:

(a) \( \dim M_a(f) = 2 \),
(b) \( \text{Jac}_a = 0 \),
(c) \( f \) is not primitive with respect to \( \rho_a \).

**Proof** (a)\( \Leftrightarrow \) (b) It follows from the fact that \( M_a(f) \) is a proper variety of \( \mathbb{R}^2 \) if, and only if \( \dim M_a(f) < 2 \) (see for instance (Milnor 1968, p. 10)).

(c)\( \Rightarrow \) (b) If \( f = P \circ \rho_a \) for some polynomial in one variable \( P \), then by the chain rule:

\[
\text{Jac}_a(x, y) = P'(\rho_a(x, y)) [(x - a_1)(y - a_2) - (x - a_1)(y - a_2)] = 0
\]
for every \((x, y) \in \mathbb{R}^2\), where \(P'\) denotes the derivative of \(P\).

(b)⇒(c) Let us assume that \(\text{Jac} F_a = 0\). Consider the translation \(T : \mathbb{R}^2 \to \mathbb{R}^2\), 
\(T(x, y) = (x-a_1, y-a_2)\) and the composition map \(F_a \circ T^{-1} = (f \circ T^{-1}, \rho_a \circ T^{-1}) = (f \circ T^{-1}, \rho)\), where \(\rho\) is the square of the euclidean distance to the origin. By the chain rule \(\text{Jac} (F_a \circ T^{-1}) = \text{Jac} (F_a) \text{Jac} (T^{-1}) = \text{Jac} (F_a) = 0\). Let us denote \(g = f \circ T^{-1}\), and thus \(g\) is polynomial.

We use the polar change of coordinate \(g(r, \theta) = g(r \cos \theta, r \sin \theta)\) where \(x = r \cos \theta, y = r \sin \theta\) and by the chain rule we obtain the derivatives:

\[
\begin{align*}
g_r & = g_x \cos \theta + g_y \sin \theta, \\
g_\theta & = g_x (-r \sin \theta) + g_y (r \cos \theta).
\end{align*}
\]

Since \(\text{Jac} (g, \rho) = 0\), it follows that \(g_\theta = 0\). Then the function \(g(r \cos \theta, r \sin \theta)\) is a polynomial depending only on \(r\).

If \(g(x, y) = \sum_{i, j} a_{i,j} x^i y^j\), then \(g(r \cos \theta, r \sin \theta) = \sum_{i, j} a_{i,j} r^{i+j} \cos^i \theta \sin^j \theta\).

Setting \(\theta = \frac{\pi}{4}\) and \(\theta = \frac{5\pi}{4}\) we obtain that \(a_{i,j} = 0\) for \(i + j\) odd, and that in \(g(r \cos \theta, r \sin \theta) = \sum_k b_k(\theta)r^{2k}\) the coefficients \(b_k\) are independent of \(\theta\).

Then we get

\[
g(x, y) = \sum_k b_k \left( \sqrt{x^2 + y^2} \right)^{2k} = \sum_k b_k(x^2 + y^2)^k.
\]

Hence \(g = P \circ \rho\) where \(P(t) := \sum_k b_k t^k\). Therefore \(f = P \circ \rho \circ T = P \circ \rho_a\) and this ends the proof.

The following corollary characterize the primitiveness of a polynomial function with the dimension of its Milnor set. Its proof follows from Lemma 2.4 and Proposition 2.3.

**Corollary 2.5** Let \(f : \mathbb{R}^2 \to \mathbb{R}\) be a polynomial function. Then \(f\) is primitive with respect to \(\rho\) if and only if \(\dim M(f) = 1\).

### 2.1 Compact Components of \(M(f)\) and Radius at Infinity

In this section we find effectively the radius of a disk centred in origin such that \(M(f)\) outside this disk is a union of finitely many connected components of dimension 1. It follows by Proposition 2.3 that for all \(a \in \mathbb{R}^2\), except for at most one point in \(\mathbb{R}^2\), the set \(M_a(f)\) is a 1 dimensional real curve. Then, after an appropriate translation of coordinates we may and we will always assume that \(f\) is primitive with respect to \(\rho = x^2 + y^2\).

We denote by \(M(f)_{\text{red}}\) the reduced structure of the curve \(M(f) = \{\text{Jac} (f, \rho) = 0\}\), i.e. \(M(f)_{\text{red}}\) is the zero locus \(\{g = g_1 \ldots g_s = 0\}\), where \(g_1, \ldots, g_s\) are all the polynomial irreducible factors in the decomposition of \(\text{Jac} (f, \rho)\) with \(g_i \neq g_j\) when \(i \neq j\).
Definition 2.6 Let \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) be a polynomial function. We define the set

\[
\mu(M(f)) := \{ p \in M(f) \mid \rho \not\in p(M(f)_{\text{red}}) \}.
\]

By definition, \( \mu(M(f)) \) is a real algebraic set, since it is defined by the equations \( g(x, y) = 0 \) and \( yg_x(x, y) - xg_y(x, y) = 0 \), where \( g \) is the reduced polynomial defining \( M(f)_{\text{red}} \) and \( g_x, g_y \) denote its partial derivatives with respect to the variables \( x \) and \( y \), respectively.

Proposition 2.7 Let \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) be a primitive polynomial function. Then the set \( \mu(M(f)) \) is the union of finitely many points and circles centred at the origin. In particular, \( \mu(M(f)) \) is compact.

Proof Let us consider a semialgebraic Whitney stratification on \( M(f)_{\text{red}} \). By the Tarski-Seidenberg principle, all the levels of the distance function \( \rho \), except for finitely many, are transversal to the strata of \( M(f)_{\text{red}} \). Hence the restriction \( \rho|_{M(f)_{\text{red}}} \) has finitely many critical values and thus \( \mu(M(f)) = \bigcup_{i=1}^{s} C_{\lambda_i} \), where \( C_{\lambda_i} \) denotes a circle centred at the origin of radius \( \lambda_i \). By Bézout Theorem one concludes that \( \mu(M(f)) \) is a union of finitely many points and circles centered at the origin. \( \square \)

Remark 2.8 Due to Proposition 2.7, the set \( \mu(M(f)) \) is contained in a disk centred at the origin with radius large enough. The restriction of \( \rho \) to a compact component of \( M(f) \) has a point of maximum and, by definition, this point is in \( \mu(M(f)) \). Altogether this implies that \( M(f) \) outside a disk that contains \( \mu(M(f)) \) is the union of unbounded components.

Next proposition gives a better description of the circles in \( \mu(M(f)) \), see Proposition 2.7.

Proposition 2.9 Let \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) be a polynomial. If \( \mu(M(f)) \) contains a circle \( C_r = \{ x^2 + y^2 - r^2 = 0 \} \) of radius \( r > 0 \) centred at the origin, then:

(a) \( C_r \subset M(f) \),
(b) \( C_r \) is contained in a single fibre of \( f \),
(c) There exists \( \lambda \in \mathbb{R} \) such that \( f(x, y) - \lambda = (x^2 + y^2 - r^2)h(x, y) \) and thus \( M(f) = C_r \cup M(h) \).

Proof (a) Follows straightforward from the inclusion \( \mu(M(f)) \subset M(f) \).

(b) Let \( \alpha_r : [0, 2\pi] \rightarrow C_r \) be the parametric equation of \( C_r \). By (a), the circle \( C_r \subset M(f) \) and thus the gradient vector \( \nabla f(\alpha_r(t)) \) is a multiple scalar of \( \alpha_r(t) \). Hence \( [\nabla f(\alpha_r(t)), \alpha_r'(t)] = 0 \) for every \( t \in [0, 2\pi] \). This proves that the restriction \( f|_{C_r} \) is constant, equivalently, \( C_r \) is contained in a single fibre of \( f \).

(c) It follows from (b) that there exists \( \lambda \in \mathbb{R} \) such that the restriction \( (f - \lambda)|_{C_r} = 0 \). Since \( x^2 + y^2 - r^2 \) is an irreducible real polynomial in two variables, and \( C_r \) is a one-dimensional algebraic set, it follows by (Bochnak et al. 1998 Theorem 4.5.1) that \( f - \lambda = (x^2 + y^2 - r^2)h(x, y) \), for some real polynomial \( h \) in two variables.

Springer
On the other hand, \( M(f) \) is defined by the zero-set of the polynomial function
\[
\text{Jac}(f, \rho) = x(2yh(x, y) + (x^2 + y^2 - r^2)h_y(x, y))
- y(2xh(x, y) + (x^2 + y^2 - r^2)h_x(x, y))
= (x^2 + y^2 - r^2)(xh_y(x, y) - yh_x(x, y)).
\]
This proves that \( M(f) = C_r \cup M(h) \).

From Proposition 2.9 we have:

**Theorem 2.10** Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a polynomial function and let \( C_r = \{x^2 + y^2 - r^2 = 0\} \). The following conditions are equivalent:

(a) \( C_r \) is contained in \( M(f) \),
(b) there exists \( \lambda \in \mathbb{R} \) such that \( f(x, y) = (x^2 + y^2 - r^2)h(x, y) + \lambda \),
(c) \( C_r \) is contained in a connected component of the fibre of \( f \).

By Proposition 2.7 the set \( \mu(M(f)) \) is a compact set. Then there is a non-empty subset \( \Lambda \subset \mathbb{R}_{>0} \) of positive real numbers \( r > 0 \) such that \( \mu(M(f)) \) is contained in the interior of the open disk \( D_r \) centred at the origin of radius \( r \). Let us fix \( R_0 := \inf\{r \mid r \in \Lambda\} \) and we call \( R_0 \) the Milnor radius at infinity of \( f \).

**Remark 2.11** For a primitive polynomial \( f \), the set \( M(f) \setminus \overline{D}_{R_0} \) is a disjoint union of finitely many 1-dimensional manifolds.

### 3 Milnor Arcs at Infinity

In this section we will describe the behavior of the Milnor set of a primitive polynomial function outside the disk \( D_{R_0} \) centred at the origin of radius equals the Milnor radius at infinity of \( f \).

**Definition 3.1** Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a primitive polynomial function. A connected component \( \gamma \) of \( M(f) \setminus \overline{D}_{R_0} \) will be called a Milnor arc at infinity of \( f \) and we denote by \( \mathcal{M}_{\text{arc}}(f) \) the set of Milnor arcs at infinity of \( f \).

**Proposition 3.2** Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a primitive polynomial function and let \( \gamma \) be a Milnor arc at infinity \( f \). Then

(a) the function \( \rho \) restricted to \( \gamma \) is strictly increasing when \( \gamma \) tends to infinity, and
(b) if \( \gamma \not\subset \text{Sing} f \), then the restriction \( f|_{\gamma} \) is either strictly increasing, or strictly decreasing.

**Proof** (a) It follows straightforward from Proposition 2.7 and Definition 3.1.
(b) Let \( \alpha : [R_0, \infty[ \to \mathbb{R}^2 \) be a parametrization of \( \gamma \), where \( R_0 \) denotes the Milnor radius at infinity of \( f \). By contradiction, let us suppose that \( f|_{\gamma} \) is not monotone. Hence there exists \( t_0 \in ]R_0, \infty[ \) such that \( f(\alpha(t_0)) \) is a local extrema and thus \( \langle \nabla f(\alpha(t_0)), \alpha'(t_0) \rangle = 0 \) holds. On the other hand, since \( \gamma \not\subset \text{Sing} f \), there exists a non-zero \( \beta \in \mathbb{R} \) such that \( \nabla f(\alpha(t_0)) = \beta \alpha(t_0) \), and thus \( \langle \alpha(t_0), \alpha'(t_0) \rangle = 0 \). Therefore \( \alpha(t_0) \in \mu(M(f)) \) which is a contradiction with Definition 3.1.\[\square\]
By definition, the Milnor set $M(f)$ is the set of points where the fibres of $f$ are not transverse to the level sets of the Euclidean distance function $\rho$, and the Milnor arcs do not intersect $\text{Sing } f$, see Definition 3.1. For any point $q$ of a Milnor arc $\gamma$, the fibre of $f$ passing through $q$ may be either
(a) locally inside the disk $D$,
(b) locally outside $D$,
(c) a local half-branch inside $D$ and the other local half-branch outside $D$,
where $D = \{ \rho(x, y) \leq ||q|| \}$ is the disk centred at the origin of radius $||q||$

We say that the fibre of $f$ at $q$ has a: $\rho$-maximum type of tangency if situation (a) holds, or $\rho$-minimum type of tangency if situation (b) holds, or $\rho$-inflectional type of tangency if situation (c) holds.

It follows from the connectedness of the Milnor arcs at infinity that:

**Lemma 3.3** Let $f : \mathbb{R}^2 \to \mathbb{R}$ be a primitive polynomial function. Then each Milnor arc at infinity of $f$ has a well defined $\rho$-type of tangency.

**4 Ordered Milnor Arcs and $\mu$-Clusters**

In Coste and de la Puente (2001) the authors use the polar curve, where the fibres are tangent to vertical lines (compare with the type of tangency defined in §3), to find regular values which are atypical, (see Definition 6.1 below). Their method detects the phenomena of “vanishing” and “cleaving” that produce atypical fibres. Their approach consists in making appropriate clusters of unbounded branches of the polar curve. We remark that the presence of a polar branch does not produce an atypical fibre as shown by the example explained in (Tibăr and Zaharia 1999 Example 3.4). Another type of clusters, defined in a different context, is used in Hà and Nguyên (2011) to detect atypical fibres. In this section we define clusters out of Milnor arcs of a primitive polynomial function (see Sect. 3) and we refer to them as $\mu$-clusters to remark the difference with the clusters of the polar curve defined in Coste and de la Puente (2001).

By definition, the Milnor arcs at infinity do not intersect mutually. It follows that if $C \subset \mathbb{R}^2$ is some large enough circle centred at the origin and such that intersects all Milnor arcs, then $M(f) \cap C$ is a finite set of points $\{p_1, \ldots, p_s\}$. We define the following counterclockwise relation between these points$^1$: we say that “$p_j$ is the

---

$^1$ Note that this is not an order relation.
consecutive of \( p_k \)”, or that “\( p_k \) is the antecedent of \( p_j \)”, if and only if starting from the point \( p_k \) and moving counterclockwise along the circle \( C \) one arrives at the point \( p_j \) without meeting any other point of the set \( M(f) \cap C \).

We also say that \( \{p_1, \ldots, p_k\} \) is a sequence of consecutive points of the set \( M(f) \cap C \) if and only if \( p_{i+1} \) is the consecutive of \( p_i \) for all \( i = 1, \ldots, k-1 \). This relation between the points \( M(f) \cap C \) on the circle \( C \) allows us to define a similar one among the Milnor arcs at infinity, as follows:

**Definition 4.1** [MT] (Counterclockwise ordering of Milnor arcs at infinity) We say that “\( \gamma_j \) is the consecutive of \( \gamma_k \)”, or that “\( \gamma_k \) is the antecedent of \( \gamma_j \)”, if and only if the point \( p_j := \gamma_j \cap C \) is the consecutive of the point \( p_k := \gamma_k \cap C \). This relation is independent on the size of the circle \( C \), provided large enough. We also say that \( \{\gamma_1, \ldots, \gamma_k\} \) is a sequence of consecutive Milnor arcs at infinity if and only if \( \{p_1, \ldots, p_k\} \), where \( p_i := \gamma_i \cap C \), is a sequence of consecutive points of the set \( M(f) \cap C \).

Let \( \gamma \in \mathcal{M}_{\text{arc}}(f) \) and let \( \gamma : (R_0, \infty) \rightarrow \mathbb{R}^2 \) be a parametrization such that \( \lim_{t \to \infty} \|\gamma(t)\| = \infty \). If \( \gamma \cap \text{Sing} f = \emptyset \), then the function \( f(\gamma(t)) \) is either strictly increasing or strictly decreasing by Proposition 3.2 (b). Then we define:

**Definition 4.2** Let \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \) be a polynomial function and let \( \lambda \in \mathbb{R} \cup \{\pm \infty\} \) such that \( \lim_{t \to \infty} f(\gamma(t)) = \lambda \). We say that \( \gamma \) is increasing to \( \lambda \) and denote it by \( f \nearrow \lambda \) if \( f(\gamma(t)) \) is increasing. Similarly, we say that \( \gamma \) is a decreasing to \( \lambda \) and denote it by \( f \searrow \lambda \) if \( f(\gamma(t)) \) is decreasing.

**Definition 4.3** (Clusters of Milnor arcs at infinity) We call increasing cluster at \( \lambda \in \mathbb{R} \cup \{+\infty\} \) a sequence of consecutive Milnor arcs at infinity \( \gamma_k, \ldots, \gamma_{k+l} \), \( l \geq 0 \), such that the condition \( f \nearrow \lambda \) holds precisely for all \( i = k, \ldots, k+l \) and does not hold for the antecedent of \( \gamma_k \) nor for the consecutive of \( \gamma_{k+l} \).

Similarly, we define a decreasing cluster at \( \lambda \in \mathbb{R} \cup \{-\infty\} \) by replacing \( \searrow \) instead of \( \nearrow \) in the above definition.

A similar definition of Milnor clusters was given in Hà and Nguyên (2011) in the setting of surfaces in \( \mathbb{R}^n \) instead of \( \mathbb{R}^2 \).

Let \( C_R \) be the circle centred at the origin with radius \( R > R_0 \), where \( R_0 \) denotes the Milnor radius at infinity of the primitive polynomial \( f \). Let \( \gamma_i, \gamma_j \in \mathcal{M}_{\text{arc}}(f) \) such that \( \gamma_j \) is the consecutive of \( \gamma_i \) and let \( p_i = \gamma_i \cap C_R \) and \( p_j = \gamma_j \cap C_R \). We denote by \( \Gamma^{i,j}_R \) the set of all points in \( C_R \) that one meets when moving counterclockwise along \( C \) from \( p_i \) to \( p_j \). Finally, one defines the band between \( \gamma_i \) and \( \gamma_j \) (see also Hà and Nguyên 2011, Definition 2.4) as:

\[
[\gamma_i, \gamma_j] := \bigcup_{R > R_0} \Gamma^{i,j}_R
\]

and we denote its topological closure in \( \mathbb{R}^2 \) by \( [\gamma_i, \gamma_j] \).

We denote by \( \gamma(s) \) a parametrization \( \gamma \) such that \( \lim_{s \to \infty} \|\gamma(s)\| = +\infty \) as in Definition 4.2. The following lemma is adapted from (Hà and Nguyên 2011 Lemma 3.1).
Lemma 4.4 Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a primitive polynomial function, \( \gamma_i \in \mathcal{M}_{\text{arc}}(f) \) increasing to \( \lambda \in \mathbb{R} \). Then there exists \( \varepsilon > 0 \) such that for every \( t \in ]\lambda - \varepsilon, \lambda[ \) there exists a unique \( s_t > R_0 \) such that \( f(\gamma_i(s_t)) = t \). Moreover:

(a) If \( \text{Jac}(f, \rho) > 0 \) in \( ]\gamma_{i-1}, \gamma_i[ \) and \( \text{Jac}(f, \rho) < 0 \) in \( ]\gamma_i, \gamma_{i+1}[ \), then there exist \( \delta_- \) and \( \delta_+ \) in \( [R_0, s_t[ \) such that the intersection of \( f^{-1}(t) \) with the band \( ]\gamma_{i-1}, \gamma_i[ \) (resp. \( ]\gamma_i, \gamma_{i+1}[ \)) is a continuous curve \( h : ]\delta_-, s_t[ \to \mathbb{R}^2 \) (resp. \( h : ]\delta_+, s_t[ \to \mathbb{R}^2 \)) with \( \|\gamma_i(s)\| = \|h(s)\| \) for all \( s \in ]\delta_-, s_t[ \) (resp. \( s \in ]\delta_+, s_t[ \)).

(b) If \( \text{Jac}(f, \rho) < 0 \) in \( ]\gamma_{i-1}, \gamma_i[ \) and \( \text{Jac}(f, \rho) > 0 \) in \( ]\gamma_i, \gamma_{i+1}[ \), then there exist \( \delta_- \) and \( \delta_+ \) in \( ]s_t, \infty[ \) such that the intersection of \( f^{-1}(t) \) with the band \( ]\gamma_{i-1}, \gamma_i[ \) (resp. \( ]\gamma_i, \gamma_{i+1}[ \)) is a continuous curve \( h : ]s_t, \delta_-[ \to \mathbb{R}^2 \) (resp. \( h : ]s_t, \delta_+[ \to \mathbb{R}^2 \)) with \( \|\gamma_i(s)\| = \|h(s)\| \) for all \( s \in ]s_t, \delta_-[ \) (resp. \( s \in ]s_t, \delta_+[ \)).

(c) If \( \text{Jac}(f, \rho) \) has the same sign in \( ]\gamma_{i-1}, \gamma_i[ \) and in \( ]\gamma_i, \gamma_{i+1}[ \), then there exist \( \delta_- \) and \( \delta_+ \) in \( ]R_0, \infty[ \) such that the intersection of \( f^{-1}(t) \) with the band \( ]\gamma_{i-1}, \gamma_i[ \) (resp. \( ]\gamma_i, \gamma_{i+1}[ \)) is a continuous curve \( h : ]\delta_-, s_t[ \to \mathbb{R}^2 \) (resp. \( h : ]\delta_+, s_t[ \to \mathbb{R}^2 \)) with \( \|\gamma_i(s)\| = \|h(s)\| \) for all \( s \in ]\delta_-, s_t[ \) (resp. \( s \in ]\delta_+, s_t[ \)), or a continuous curve \( \tilde{h} : ]s_t, \delta_-[ \to \mathbb{R}^2 \) (resp. \( \tilde{h} : ]s_t, \delta_+[ \to \mathbb{R}^2 \)) with \( \|\gamma_i(s)\| = \|\tilde{h}(s)\| \) for all \( s \in ]s_t, \delta_-[ \) (resp. \( s \in ]s_t, \delta_+[ \)).

Remark 4.5 From Lemma 4.4 neither of the following two situations occurs:

1. both \( \gamma_i, \gamma_{i+1} \) have \( \rho \)-maximum type.
2. both \( \gamma_i, \gamma_{i+1} \) have \( \rho \)-minimum type.

5 Injective Function Between Connected Components of the Fibres of \( f \) and Clusters

In this section we show that there exists an injective function between the set of \( \mu \)-clusters with the set of connected components of fibres of the restriction of \( f \) outside a compact set, see Theorem 5.3. This result plays an important role in the characterization of the atypical values of a primitive polynomial function \( f \) as we will show in next section. For avoiding repetition, we treat only the case of increasing \( \mu \)-clusters. The treatment for decreasing \( \mu \)-clusters is analogous.

Proposition 5.1 Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a primitive polynomial function, let \( C_1, \ldots, C_r \) be all the increasing \( \mu \)-clusters associated to a regular value \( \lambda \in \mathbb{R} \). Then there exists \( \eta^* > 0 \) such that for every \( t \in ]\lambda - \eta^*, \lambda[ \) and every \( i = 1, \ldots, r \) there exists a unique connected component \( M_{t,k} \) of \( f^{-1}(t) \) such that \( M_{t,k} \) intersects all Milnor arcs at infinity in \( C_i \).

Proof Let \( C_1, \ldots, C_r \) be all the increasing \( \mu \)-clusters associated to a regular value \( \lambda \in \mathbb{R} \). Applying the first part of Lemma 4.4 to each Milnor arc at infinity in \( \bigcup_{i=1}^{r} C_i \), there exist \( \eta^* > 0 \) such that for every \( t \in ]\lambda - \eta^*, \lambda[ \) the fibre \( f^{-1}(t) \) intersects each \( \gamma \in \bigcup_{i=1}^{r} C_i \) in a unique point.

For each cluster \( C_j, j = 1, \ldots, r \), if \( C_j \) has a unique Milnor arc at infinity there is nothing to be proved. Otherwise, \( C_j \) has more than one Milnor arc at infinity and thus we chose \( \gamma_i, \gamma_{i+1} \) two consecutive Milnor arcs in \( C_j \) and let \( M_{t,k} \) be the connected
component of \( f^{-1}(t) \) which intersect \( \gamma_i \). Since \( M_{t,k} \) is a regular fiber, it intersect the band \([\gamma_i, \gamma_{i+1}]\), and so it intersect \( \gamma_{i+1} \) by Lemma 4.4. Applying the same reasoning inductively over the Milnor arcs at infinity in \( C_j \) we conclude that \( M_{t,k} \) intersect every Milnor arc at infinity in \( C_j \).

The uniqueness follows from the fact that \( f \) restricted to any Milnor arc is strictly monotone, see Proposition 3.2 (b).

Proposition 5.1 proves that there is a well defined function between the set of \( \mu \)-clusters and associated to the same regular value \( \lambda \) and the set of fibre components of \( f \):

**Definition 5.2** Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a primitive polynomial function. Let \( C_1, \ldots, C_r \) be all the increasing \( \mu \)-clusters associated to \( \lambda \in \mathbb{R} \) and let \( \eta^* > 0 \) as in Proposition 5.1. Then for every \( t \in ]\lambda - \eta^*, \lambda[ \) we define the function

\[
\alpha' : \{C_i\}_{i=1,\ldots,r} \to \{\text{connected components of } f^{-1}(t) \}
\]

\[
C_i \mapsto M_{t,j},
\]

where \( M_{t,j} \) is a connected component of \( f^{-1}(t) \) intersecting all Milnor arcs at infinity of \( f \) in \( C_i \) (see Proposition 5.1). Similarly, one can define this function for the decreasing \( \mu \)-clusters of \( f \) associated to \( \lambda \).

For any \( R > 0 \) we denote by \( f_R \) the restriction of \( f \) to \( \mathbb{R}^2 \backslash \bar{D}_R \). Then each fibre \( f_R^{-1}(t) \) is a finite union of connected components that we denote by \( F_{t,j} \). The function \( \alpha' \) is well-defined by Proposition 5.1.

**Theorem 5.3** Let \( f : \mathbb{R}^2 \to \mathbb{R} \) be a primitive polynomial function, let \( C_1, \ldots, C_n \) be all the increasing \( \mu \)-clusters of \( f \) associated to \( \lambda \in \mathbb{R} \). Then there exist \( \eta > 0 \) and \( R > 0 \) large enough such that the function

\[
\alpha_t : \{C_i\}_{i=1,\ldots,n} \to \{\text{connected components of } f_R^{-1}(t) \}
\]

\[
C_i \mapsto F_{t,j},
\]

is an injective function for all \( t \in ]\lambda - \eta, \lambda[ \).

**Proof** By Proposition 5.1 there exists \( \eta^* > 0 \) such that for every \( t \in ]\lambda - \eta^*, \lambda[ \) we have the well defined function \( \alpha'_t \) as in Definition 5.2. Let \( \beta_1, \ldots, \beta_s \in \mathbb{R} \cup \{\pm \infty\} \setminus \{\lambda\} \) such that there exists \( v \in \mathbb{M}_{\lambda}(f) \) with \( f_{\lambda^v} \to \beta_j \) for some \( j = 1, \ldots, s \). Now choose \( \eta > 0 \) such that \( \lambda - \eta^*, \beta_1, \ldots, \beta_s \notin ]\lambda - \eta, \lambda[ \) and let us fix \( R > \max\{R_0, \|p_1\|, \ldots, \|p_l\|\} \), where the points \( p_1, \ldots, p_l \in \mathbb{R}^2 \) are the elements of the finite set \( f^{-1}(\lambda) \cap M(f) \backslash \{D_{R_0} \cup \text{Sing}\ f\} \) and \( R_0 \) is the Milnor radius at infinity of \( f \) as defined before Remark 2.11. We shall prove that for this choice of \( \eta > 0 \) and \( R > 0 \) the function \( \alpha_t \) in (1) is injective. In order to do it we prove that for any two increasing \( \mu \)-clusters \( C, C' \) associated to \( \lambda \) there is no connected component \( F_{t,k} \) of \( f_R^{-1}(t) \) for \( t \in ]\lambda - \eta, \lambda[ \) intersecting both \( \mu \)-clusters. By contradiction let us assume that there exists such connected component \( F_{t,k} \) intersecting \( C \) and \( C' \) and let us denote by \( \gamma_1 < \cdots < \gamma_{k_1} \) the ordered Milnor arcs at infinity in \( C \) and \( \gamma'_{k_1} < \cdots < \gamma'_{k_2} \) the ordered
Milnor arcs in $C'$. Since the $\alpha_t$ defined for $f_R$ is a well defined function, the connected components $F_{t,k}$ intersect all $y_1$ and $y_1'$ for $i = 1, \ldots, k_1$ and $j = 1, \ldots, k_2$. Without lost of generality we will assume that $y_{k_1} < y_1'$. In particular $F_{t,k}$ intersects $y_{k_1}$ and $y_1'$. Since $C$ and $C'$ are two different $\mu$-clusters we have that there exists $\xi \in \mathcal{M}_{\text{arc}}(f)$ such that $y_{k_1} < \xi < y_1'$ and $\xi$ is not increasing and associated to $\lambda$. Otherwise we contradict Definition 4.3. Moreover, from the fact that $F_{t,k}$ is connected and intersects the increasing Milnor arcs at infinity $y_{k_1}, y_1'$, we conclude that $\xi$ is also increasing and thus associated to $\beta_j \neq \lambda$ for some $j = 1, \ldots, s$.

Since $t > \lambda - \eta$ and $\beta_j \neq |\lambda - \eta, \lambda[$ we conclude that $\beta_j > \lambda$ and from Proposition 3.2 (b) there exists $p \in \xi_{is} \setminus D_R$ such that $p \in f^{-1}(\lambda)$. This is a contradiction with our choice of $R$ and thus $F_{t,k}$ does not intersect $y_{k_1}$ and $y_1'$. This proves that $\alpha_t$ is injective and finished the proof.

\section{Atypical Values and $\mu$-Clusters}

In this section we present the main result of this paper, it is a characterization of the regular atypical values in terms of the parity of the $\mu$-clusters associated to them. Our characterization is based in the detection of the vanishing and splitting phenomena at infinity (as defined in Dias et al. 2021) making use of the correspondence given in Theorem 5.3. Let us start by recalling some definitions and statements related to atypical values from Tibăr (2007), Joiţa and Tibăr (2017), Dias and Tibăr (2015) and Dias et al. (2021).

\begin{definition}[Tibăr 2007]\textit{We say that $f_R$ is a $C^\infty$ trivial fibration at $\lambda \in \mathbb{R}$ if there is a neighborhood $I$ of $\lambda \in \mathbb{R}$ such that the restriction $f_R : f_R^{-1}(I) \to I$ is a $C^\infty$ trivial fibration and we say that $\lambda$ is a typical value of $f_R$. If $\lambda \in \mathbb{R}$ does not satisfy this property, then we say that $\lambda$ is an atypical value of $f_R$ and that $f_R^{-1}(\lambda)$ is an atypical fibre.}
\end{definition}

Next definition will present the vanishing and splitting phenomena at infinity. In order to define the splitting at infinity we follow (Dias et al. 2021), and thus we first introduce the notion of limit of sets: let $\{M_t\}_{t \in \mathbb{R}}$ be a family of sets in $\mathbb{R}^2$, the limit set of the family $\{M_t\}_{t \in \mathbb{R}}$ when $t \to \lambda$ denoted by $\lim_{t \to \lambda} M_t$ is the set of points $x \in \mathbb{R}^m$ such that there exists a sequence $t_k \in \mathbb{R}$ with $t_k \to \lambda$ and a sequence of points $x_k \in M_{t_k}$ such that $x_k \to x$.

\begin{definition}[Dias et al. 2021]\textit{Let $\lambda \in \mathbb{R}$ such that $\text{Sing} f^{-1}(\lambda)$ is a compact set.}
\begin{enumerate}[(i)]
\item One says that $f$ has a vanishing at infinity at $\lambda$, if either $\lim_{t \to \lambda} \max_j \inf_{q \in F_{t,j}} \|q\| = \infty$ or $\lim_{t \to \lambda} \max_j \inf_{q \in F_{t,j}} \|q\| = \infty$. Otherwise, we say that $f$ has no vanishing at infinity at $\lambda$ and we denote it shortly by $\text{NV}(\lambda)$.
\item One says that $f$ has a splitting at infinity at $\lambda$ if there exists $\eta > 0$ and a continuous family of analytic paths $\phi_t : [0, 1] \to f_R^{-1}(t)$ for $t \in ]\lambda - \eta, \lambda[$ or for $t \in ]\lambda, \lambda + \eta[$, such that:
\begin{enumerate}[(1)]
\item $\text{Im}\phi_t \cap M(f) \neq \emptyset$, with $\lim_{t \to \lambda} \|q_t\| = \infty$ (or $\lim_{t \to \lambda} \|q_t\| = \infty$, resp.) for any $q_t \in \text{Im}\phi_t \cap M(f)$, and
\end{enumerate}
\end{enumerate}
\end{definition}
(2) the limit set $\lim_{t \to \lambda} \text{Im} \phi_t$ (or $\lim_{t \to \lambda} \text{Im} \phi_t$, resp.) is not connected.

Otherwise we say that $f$ has no splitting at infinity at $\lambda$ and we denote it by $\text{NS}(\lambda)$.

The proof of the main theorem relies on the equivalence between the existence of atypical values with vanishing and splitting phenomena. An equivalence for the existence of atypical values with phenomena at infinity were proved in (Joita and Tibăr 2017, Corollary 4.7) and thus extended in (Dias et al. 2021, Theorem 2.8) to the vanishing and splitting in Definition 6.2.

**Proposition 6.3** (Dias et al. 2021, Theorem 2.8) Let $f^{-1}(\lambda)$ be a fibre with a compact set. Then $\text{NV}(\lambda)$ and $\text{NS}(\lambda)$ if and only if $\lambda$ is a typical value of $f_R$.

Next definition distinguishes two kinds of $\mu$-clusters.

**Definition 6.4** Let $C$ be a $\mu$-cluster associated to $\lambda$. We say that $C$ is odd (or even) if the number of Milnor arcs at infinity with $\rho$-maximum type in $C$ added by the number of Milnor arcs at infinity with $\rho$-minimum type in $C$ is an odd (resp. even) number.

We are ready to prove the main theorem of this section.

**Theorem 6.5** Let $f : \mathbb{R}^2 \to \mathbb{R}$ be a primitive polynomial function. A regular value $\lambda \in \mathbb{R}$ is an atypical value of $f_R$ if and only if there exists an odd $\mu$-cluster associated to $\lambda$.

**Proof** Let us prove the result for increasing $\mu$-clusters and the analogous reasoning apply to decreasing $\mu$-clusters. Let $C$ be an increasing $\mu$-cluster associated to $\lambda \in \mathbb{R}$. Choose $R > 0$ and $\eta > 0$ as in Theorem 5.3 such that the function $\alpha_t$ is injective for every $t \in ]\lambda - \eta, \lambda[$ and by choosing a smaller $\eta$ if necessary we assume that the interval $]\lambda - \eta, \lambda[\text{ contains only regular values of } f$. Let $\gamma_1 < \cdots < \gamma_j$ be the consecutive sequence of Milnor arcs at infinity in $C$.

If $C$ is odd, then let $\gamma_{s_1}, \cdots, \gamma_{s_{2k+1}}$ be all the Milnor arcs at infinity in $C$ with $\rho$-extrema type. First let us treat the case when $\gamma_{s_1}$ has $\rho$-minimum type, and thus $\gamma_{s_{2k+1}}$ has also a $\rho$-minimum type since $C$ is odd and Remark 4.5. Therefore there exists a global minimum of $\rho$ restricted to $\alpha_t(C)$, that we denote by $\inf_{x \in \alpha_t(C)} \|x\|$. Since $C$ is increasing and associated to $\lambda$, one has that $\lim_{t \to \lambda} \inf_{x \in \alpha_t(C)} \|x\| = \infty$. This proves that $f$ has a vanishing at infinity at $\lambda$ by Definition 6.2.

Now let us treat when $\gamma_{s_1}$ has a $\rho$-maximum type. By Theorem 5.3 $\alpha_t(C)$ intersects $\gamma_{s_1}$ for all values $t \in ]\lambda - \eta, \lambda[$ and all those values are regular, thus, from the Implicit Function Theorem we obtain a family of continuous analytic paths $\phi_t : [0, 1] \to \alpha_t(C)$ such that $\text{Im} \phi_t \cap \gamma_{s_1} = q_t$ and $\lim_{t \to \lambda} \|q_t\| = \infty$. Since $\gamma_{s_1}$ has $\rho$-maximum, also $\gamma_{s_{2k+1}}$ has $\rho$-maximum by Remark 4.5. Thus the connected component $\alpha_t(C)$ is bounded, and $\alpha_t(C) \cap \gamma_{s_1} = \gamma_{s_1}$ [\neq \emptyset and $\alpha_t(C) \cap \gamma_{s_{2k+1}} = \gamma_{s_{2k+1}} [\neq \emptyset$ for all $t \in ]\lambda - \eta, \lambda[$. This implies that $\lim_{t \to \lambda} \alpha_t(C) \cap \gamma_{s_1} = \gamma_{s_1}$, $\gamma_{s_{2k+1}} [\neq \emptyset and $\lim_{t \to \lambda} \alpha_t(C) \cap \gamma_{s_{2k+1}} = \gamma_{s_{2k+1}} [\neq \emptyset$. On the other hand, if we denote by $q_i$ the element in $\gamma_{s_i} \cap \alpha_t(C)$, then we have by Proposition 3.2 (a) that $\lim_{t \to \lambda} \|q_i\| = \infty$ for $i = 1, \ldots, 2k+1$. Consequently, $\lim_{t \to \lambda} \text{Im} \phi_t$ has at least two connected components, one in $]\gamma_{s_1} - 1, \gamma_{s_1} [\text{ and another one in }]\gamma_{s_{2k+1}}, \gamma_{s_{2k+1}} [\text{. This proves that } \alpha_t(C) \text{ has a splitting at infinity.}
Now we prove that if all $\mu$-clusters associated to $\lambda$ are even, then $f$ has no vanishing and no splitting at $\lambda$. It is enough to show that any even $\mu$-cluster has neither vanishing nor splitting. Since $C$ is even, let $y_1 < \cdots < y_{2k}$ be all the Milnor arcs at infinity $C$ with $\rho$-extrema type. From the alternation of the $\rho$-type in Remark 4.5 $y_{s_1}$ and $y_{s_2k}$ have different $\rho$-type. Let us assume that $y_{s_1}$ has $\rho$-maximum type and thus $y_{s_2k}$ has $\rho$-minimum type. Hence the intersection $\alpha_t(C) \cap [y_{s_1} - 1, y_{s_1}]$ is not empty and is contained in the disk $D_{\|q_t\|}$, where $q_t = y_{s_1} \cap \alpha_t(C)$ for all $t \in [\lambda - \eta, \lambda]$. This implies that $\lim_{t \nearrow \lambda} \alpha_t(C) \neq \emptyset$. Consequently $\alpha_t(C)$ has no vanishing at infinity. It is left to be proved that $\alpha_t(C)$ has no splitting at infinity. First let us notice that the set $\lim_{t \nearrow \lambda} \alpha_t(C) \cap y_{s_{2k}}$, $y_{s_{2k} + 1} = \emptyset$. Indeed, since $y_{s_{2k}}$ has a $\rho$-minimum type, the set $\alpha_t(C) \cap y_{s_{2k}}$, $y_{s_{2k} + 1}$ is contained in the exterior of the disk $D_{\|q_t^{2k}\|}$, where $q_t^{2k} = \alpha_t(C) \cap y_{2k}$. Consequently, $\lim_{t \nearrow \lambda} \alpha_t(C) \cap y_{s_{2k}}$, $y_{s_{2k} + 1} = \emptyset$, since $\lim_{t \nearrow \lambda} \|q_t^{2k}\| = \infty$. With this observation we have that for every family of continuous paths $\phi_t : [0, 1] \rightarrow \alpha_t(C)$ as in Definition 6.2 the limit set $\lim_{t \nearrow \lambda} \Im \phi_t$ is contained in $\lim_{t \nearrow \lambda} \alpha_t(C) \subset [y_{s_1} - 1, y_{s_1}]$, and thus $\Im \phi_t$ is connected. With this we proved that $\alpha_t(C)$ has no splitting at infinity. Similarly we obtain the same conclusion if $y_{s_1}$ is $\rho$-minimum and thus this prove that if all the $\mu$-clusters associated to $\lambda$ are even, then $\NV(\lambda)$ and $\NS(\lambda)$. From the above proof we conclude that all $\mu$-clusters associated to $\lambda$ are even if and only if $\NV(\lambda)$ and $\NS(\lambda)$ holds. Applying Proposition 6.3 we conclude that $f$ has no atypical values and this ends the proof. \hfill $\square$

### 7 Algorithmic Aspects

In the following we present the algorithmic aspects for the detection of the regular atypical values at infinity.

#### 7.1 Milnor Radius at Infinity

Consider $h(x, y)$ the reduced polynomial defining $M(f)_{\text{red}}$ as in Definition 2.6. The set $\mu(M(f))$ is the solutions of the system

\[
\begin{cases}
  h(x, y) = 0, \\
  x h_y(x, y) - y h_x(x, y) = 0.
\end{cases}
\]  

By Proposition 3.2 it is enough to choose $R > \max_{q \in \mu(M(f))} \|q\|$ and this choice can be done effectively: by Proposition 2.9 the set $\mu(M(f))$ is a union of finitely many points and circles centred at the origin. Moreover, the circles $\{x^2 + y^2 - r^2 = 0\}$ contained in $M(f)$ are identified with the factors $x^2 + y^2 - r^2$ occurring in the irreducible decomposition of $h(x, y)$. By choosing all such factors $x^2 + y^2 - r_i^2$, $i = 1, \ldots, l_1$ and the isolated solutions $q_i$, $i = 1, \ldots, l_2$ of the system (2), we take

\[
R > \max\{r_1, \ldots, r_{l_1}, \|q_1\|, \ldots, \|q_{l_2}\|\}.
\]
7.2 Regular Finite Values Associated to Milnor Arcs

Consider $\mathbb{P}^2 = \mathbb{R}^2 \cup \{0\}$ the compactification of $\mathbb{R}^2$ where $\{0\} = L^\infty$ denotes the line at infinity. Let $\overset{\sim}{M}(f)$ be the projective closure of $M(f)$ in $\mathbb{P}^2$. We are interested in the intersection points between $\overset{\sim}{M}(f)$ and the line $L^\infty$. By Proposition 2.3 (a), $M(f)$ is unbounded and thus $\overset{\sim}{M}(f) \cap L^\infty$ is non-empty with finitely many points in $\mathbb{P}^2$. The set $\overset{\sim}{M}(f) \cap L^\infty$ can be determined by homogenizing with respect to the variable $z$ the polynomial $\text{Jac}(f, \rho)$ and thus finding its intersection with $z = 0$ in $\mathbb{P}^2$. By Theorem 6.5, if $\lambda$ is a regular atypical value of $f$, then there is at least one Milnor arcs at infinity $\gamma$ of $f$ such that either $f \not\nearrow \lambda$ or $f \not\searrow \lambda$.

In what follows we make a brief summary of the effective algorithm presented in Dias et al. (2021) which detect the Milnor arcs $\gamma$ such that the restrictions $f|_\gamma$ are bounded. For each point $p \in \overset{\sim}{M}(f) \cap L^\infty \subset \mathbb{P}^2$, there exist Milnor arcs at infinity $\gamma_1, \ldots, \gamma_r$ such that $p$ is in their closures in $\mathbb{P}^2$. By a linear change of coordinates if necessary we may assume that $p = [0:1:0] \in \overset{\sim}{M}(f) \cap L^\infty$, and consider the chart $\{y \neq 0\}$ of $\mathbb{P}^2$ with local coordinates $(x, z)$. Set $\overset{\sim}{f}(x, z) = \overset{\sim}{f}(x, 1, z)$ and $\overset{\sim}{h}(x, z) = \overset{\sim}{h}(x, 1, z)$, where $\overset{\sim}{f}(x, y, z)$ and $\overset{\sim}{h}(x, y, z)$ denote the homogenization with respect to the variable $z$ of $f(x, y)$ and $h(x, y)$, respectively. The problem of finding the values $\lambda \in \mathbb{R}$ associated with the Milnor arcs at infinity $\gamma_1, \ldots, \gamma_r$ is equivalent to find all limits

$$
\lim_{z \to d} \frac{\overset{\sim}{f}(x, z)}{z^d} \quad \text{for } (x, z) \to (0, 0) \quad \text{and} \quad \overset{\sim}{h}(x, z) = 0.
$$

Passing to complex variables and considering $\overset{\sim}{f}(x, z)$ and $\overset{\sim}{h}(x, z)$ as holomorphic germs at the origin $(0, 0)$ of the chart centred at $p$, the authors in Dias et al. (2021) applied the Newton–Puiseux algorithm to find a Puiseux parametrization of the Milnor arcs at infinity $\gamma_1, \ldots, \gamma_r$ of the form $z = T^n, x = \sum_{1 \leq j} a_j T^j$ where the series may be infinite. The limits in (3) can be determined by truncating the Newton–Puiseux series to a finite number because the following equality

$$
\lim_{T \to 0} \frac{\overset{\sim}{f}(\sum_{1 \leq j} a_j T^j, T^n)}{T^{dn}} = \lim_{T \to 0} \frac{\overset{\sim}{f}(\sum_{1 \leq j \leq dn} a_j T^j, T^n)}{T^{dn}} = \lambda.
$$

7.3 Detecting $\mu$-Clusters Associated to $\lambda$

Once we have found the values $\lambda \in \mathbb{R}$ as in 7.2 we shall detect the $\mu$-clusters associated to $\lambda$. From Definition 3.1 at every point in a Milnor arc at infinity $\gamma$ the gradient vector of $f$ is parallel to the position vector and from Proposition 3.2 (b) the restriction $f|_\gamma$ is strictly monotone. Notice that our choice of $R$ in 7.1 is such that $R > R_0$ where $R_0$ denotes the Milnor radius at infinity of $f$ (see Definition 3.1) and thus by Proposition 3.2 we shall test if each Milnor arc at infinity $\gamma$ is increasing or decreasing by the following criteria: let $q \in \gamma \cap C_R$ and let $\text{sgn} : \mathbb{R} \to \{\pm, 1\}$ be the sign function. With this we have:
(i) if \( \text{sgn}(\text{grad } f(q), q) = +1 \), then \( \gamma \) is an increasing Milnor arc at infinity,
(ii) if \( \text{sgn}(\text{grad } f(q), q) = -1 \), then \( \gamma \) is a decreasing Milnor arc at infinity,
(iii) if \( \langle \text{grad } f(q), q \rangle = 0 \), then by Proposition 3.2 and Definition 3.1, \( \gamma \subset \text{Sing} f \). In such case we have that \( \lambda \) is an atypical value by Definition 6.1.

For the cases (i), (ii) we have that for a fixed \( \lambda \) regular obtained in 7.2 we classify the Milnor arcs at infinity \( \gamma_1, \ldots, \gamma_r \) associated to \( \lambda \) in two sets: \( I_\lambda \) and \( D_\lambda \) which are the sets of Milnor arcs at infinity which are increasing and decreasing respectively and associated to the value \( \lambda \).

In order to determine the \( \mu \)-clusters associated to each \( \lambda \) we choose all sequences \( \gamma_k < \gamma_{k+1} < \cdots < \gamma_l \) of consecutive Milnor arcs such that \( \gamma_k, \gamma_{k+1}, \ldots, \gamma_l \in I_\lambda \) (resp. \( \in D_\lambda \)) and \( \gamma_{l+1}, \gamma_{k-1} \notin I_\lambda \) (resp. \( \notin D_\lambda \)). By Definition 4.3 each such sequence \( \gamma_k < \gamma_{k+1} < \cdots < \gamma_l \) in \( I_\lambda \) (resp. in \( D_\lambda \)) defines an increasing (resp. a decreasing) \( \mu \)-clusters associated to \( \lambda \).

### 7.4 Detecting Regular Atypical Values of \( f \)

After Section 7.3 we have identified the \( \mu \)-clusters associated to each \( \lambda \in \mathbb{R} \) as in Section 7.2. Thus, applying Lemma 4.4 one may identify the \( \rho \)-type of tangency of each Milnor arc at infinity on each \( \mu \)-cluster. Using Definition 6.4 we can classify each cluster associated to \( \lambda \) by its parity. If there exists an odd \( \mu \)-cluster \( C = \{ \gamma_k, \gamma_{k+1}, \ldots, \gamma_l \} \) we have the following criteria:
(i) If \( \gamma_k \) is has \( \rho \)-maximum type of tangency, then \( \alpha_t(C) \) is splitting at infinity.
(ii) If \( \gamma_k \) is has \( \rho \)-minimum type of tangency, then \( \alpha_t(C) \) is vanishing at infinity.

In both cases \( \lambda \) is a regular atypical value. On the other hand, if all \( \mu \)-cluster associated \( \lambda \) are even, then \( \lambda \) is a typical value.

### 8 Examples

In this section the algorithmic aspects presented in Sect. 7 are applied in two examples presented in Tibăr and Zaharia (1999) in order to detect their atypical values. Example 8.1 shows that it is possible to have both vanishing and splitting phenomena at infinity at the same value \( \lambda \). Example 8.2 shows that it may exists only even \( \mu \)-clusters associated to a regular value, and thus the value is not atypical by Theorem 6.5. For presenting both examples the software Mathematica has been used to make the computations.

**Example 8.1** Consider

\[
f(x, y) = x^2y^3(y^2 - 25)^2 + 2xy(y^2 - 25)(y + 25)
- (y^4 + y^3 - 50y^2 - 51y + 575).
\]

We show that the regular value \( \lambda = 0 \) of \( f \) is atypical. Moreover we show that there are two vanishing components and two splitting components at the regular value 0.

Following 7.1 we first find the number \( R > 0 \) such that the disk \( D_R \) centred at the origin of radius \( R \) contains in its interior the set \( \mu(M(f)) \): after decomposing \( h(x, y) := \text{Jac}(f, \rho) \) as a product of irreducible polynomials we conclude that \( h \) is an
irreducible polynomial and it has no irreducible components of the form \(x^2 + y^2 - r^2\). It follows from Proposition 2.9 that \(M(f)\) does not contain circle components, and thus \(\mu(M(f))\) is the union of finitely many points by Proposition 2.7. By Definition 2.6 the set \(\mu(M(f))\) is algebraic and it is defined by the equations \(h = 0\) and \(yh_x(x, y) - xh_y(x, y) = 0\). After finding the points in \(\mu(M(f))\) and their distance to the origin, as in 7.1 one concludes that \(R = 10\), and thus \(\mu(M(f)) \subset D_{10}\)

By Proposition 3.2 all circles centred at the origin and containing in its interior \(\mu(M(f))\) are transverse to the Milnor arcs at infinity of \(f\). Therefore, the circle \(C_{10}\) centred at the origin of radius \(R = 10\) intersects all the Milnor arcs at infinity transversely, since \(\mu(M(f)) \subset D_{10}\). Hence the number of Milnor arcs coincides with the number of solutions of the equations \(h(x, y) = 0, x^2 + y^2 - 10^2 = 0\), and thus, after solving this system, we conclude that there are sixteen solution points: \(p_1, \ldots, p_{16}\), where order is giving by the angle defined by each \(p_i\) with the positive \(x\) axis. By Proposition 3.2 (a) and Definition 4.1 there are sixteen ordered Milnor arcs at infinity \(\gamma_1, \ldots, \gamma_{16}\) with the order induced by the points \(p_1, \ldots, p_{16}\) in their intersection with \(C_{10}\).

Let us follow 7.2 to find the regular values associated to each Milnor arc: the set \(\tilde{M}(f) \cap L^\infty\) is the set of points \(p = [a : b : 0] \in L^\infty\) such that \(\tilde{h}(a, b, 0) = 0\), where \(\tilde{h}\) denotes the homogenization with respect to the variable \(z\) of \(h\). By computing its solutions we have that \(\tilde{M}(f) \cap L^\infty = \{[0 : 1 : 0], [1 : 0 : 0], [\sqrt{2} : \sqrt{7} : 0], [\sqrt{7} : 0]\}\). By applying the truncated Newton–Puiseux process, presented in Dias et al. (2021) and described in 7.2, to each point in \(\tilde{M}(f) \cap L^\infty\) we have:

\[
0 = \lim_{t \to \infty} f(\gamma_3(t)) = \lim_{t \to \infty} f(\gamma_7(t)) = \lim_{t \to \infty} f(\gamma_{10}(t)) = \lim_{t \to \infty} f(\gamma_{14}(t)),
\]

and all limits over the other Milnor arcs tend either to \(+\infty\) or \(-\infty\). Therefore \(\lambda = 0\) is the unique finite value associated to the Milnor arcs at infinity of \(f\).

Let us detect the \(\mu\)-cluster associated to 0: following 7.3 we obtain that

\[
\text{sgn}(p_3, \text{grad} f(p_3)) = +1, \quad \text{sgn}(p_7, \text{grad} f(p_7)) = +1, \\
\text{sgn}(p_{10}, \text{grad} f(p_{10})) = +1, \quad \text{sgn}(p_{14}, \text{grad} f(p_{14})) = +1.
\]

Since for every point in a Milnor arc the gradient vector at such point is a non zero multiple scalar of the vector position, one concludes from (4) that the set of increasing Milnor arcs associated to 0 is \(I_0 = \{\gamma_3, \gamma_7, \gamma_{10}, \gamma_{14}\}\) and the set \(D_0\) of decreasing Milnor arcs associated to 0 is empty. Since there is no Milnor arcs in \(I_0\) that are consecutive and \(D_0\) is empty, the \(\mu\)-clusters associated to 0 are: \(C_1 := \{\gamma_3\}, C_2 := \{\gamma_7\}, C_3 := \{\gamma_{10}\}, C_4 := \{\gamma_{14}\}\) by Definition 4.3, and all of them are increasing.

By Lemma 4.4 one concludes that \(\gamma_3, \gamma_7\) have \(\rho\)-maximum type of tangency and \(\gamma_{10}, \gamma_{14}\) have \(\rho\)-minimum type of tangency. Therefore \(C_1, C_2\) have splitting components and \(C_3, C_4\) have vanishing components as the proof of Theorem 6.5 shows. Hence we conclude by Theorem 6.5 that \(\lambda = 0\) is an atypical value at infinity of \(f\) since all \(\mu\)-clusters associated to \(\lambda = 0\) are odd.
Example 8.2 Consider

\[ f(x, y) = 2x^2y^3 - 9xy^2 + 12y. \]

In Tibăr and Zaharia (1999) the authors proved that \( B_f = \emptyset \). We use our algorithm to show that there are only two \( \mu \)-clusters associated to \( \lambda = 0 \) and neither of them has vanishing components or splitting components. The polynomial

\[ h(x, y) = \text{Jac}(f, \rho) = 12x - 18x^2y + 6x^3y^2 + 9y^3 - 4xy^4, \]

defining \( M(f) \) is an irreducible polynomial different than \( x^2 + y^2 - r^2 \) for every \( r \in \mathbb{R} \), and thus there are no circle components in \( \mu(M(f)) \) by Proposition 2.9. By Proposition 2.7 one concludes that \( \mu(M(f)) \) is the union of finitely many points. Following 7.1 let us find a radius \( R > 0 \) such that the disk \( D_R \) centred at the origin of radius \( R \) contains in its interior the set \( \mu(M(f)) \). By Definition 2.6 the set \( \mu(M(f)) \) is the common solution of the equations \( h = 0 \) and \( \text{Jac}(f, \rho) = 0 \). After solving this system and computing the distances to the origin of its finitely many solutions, we obtain that \( \mu(M(f)) \) is contained in the interior of the disk \( D_3 \).

By Proposition 3.2 (a) all circles containing in its interior the set \( \mu(M(f)) \) are transverse to all Milnor arcs of \( f \). Then the circle \( C_3 \) centred at the origin of radius \( R = 3 \) intersects transversely all the Milnor arcs at infinity of \( f \), since \( \mu(M(f)) \) \( \subset D_3 \). The system of equations \( h(x, y) = 0, x^2 + y^2 - 3^2 = 0 \) has ten solution points \( p_1, \ldots, p_{10} \) ordered by their positive angle measured from the positive \( x \) axis. It follows from Definition 4.1 that \( f \) has ten Milnor arcs at infinity \( \gamma_1, \ldots, \gamma_{10} \) with the ordered induced by the points \( p_1, \ldots, p_{10} \).

The set \( \overline{M(f)} \cap \mathbb{L}^\infty \) contains the points \( [a : b : 0] \in \mathbb{L}^\infty \) such that \( \tilde{h}(a, b, 0) = 0 \) where \( \tilde{h} \) denotes the homogenization with respect to the variable \( z \) of \( h \). Hence \( \overline{M(f)} \cap \mathbb{L}^\infty = [0 : 1 : 0], [1 : 0 : 0], [\sqrt{2} : \sqrt{3} : 0], [-\sqrt{2}, \sqrt{3} : 0]) \). By applying the truncated Newton–Puiseux process, as in Dias et al. (2021) and in 7.2, to each point in \( \overline{M(f)} \cap \mathbb{L}^\infty \) one has:

\[ 0 = \lim_{t \to \infty} f(\gamma_1(t)) = \lim_{t \to \infty} f(\gamma_2(t)) = \lim_{t \to \infty} f(\gamma_6(t)) = \lim_{t \to \infty} f(\gamma_7(t)), \]

and the limits over the other Milnor arcs tend to either \( +\infty \) or \( -\infty \). This implies that \( \lambda = 0 \) is the unique finite value associated to the Milnor arcs at infinity of \( f \).

On the other hand, we have that

\[ \text{sgn}(p_1, \text{grad} f(p_1)) = -1, \text{sgn}(p_2, \text{grad} f(p_2)) = -1, \]
\[ \text{sgn}(p_6, \text{grad} f(p_6)) = +1, \text{sgn}(p_7, \text{grad} f(p_7)) = +1. \tag{5} \]

Since at each point \( p_1, p_2, p_6, p_7 \) the gradient vector of \( f \) is a non zero scalar multiple of the position vector, one concludes from (5) that the set of increasing Milnor arcs associated to 0 is \( \mathcal{I}_0 = \{\gamma_6, \gamma_7\} \) and the set of decreasing Milnor arcs associated to 0 is \( \mathcal{D}_0 = \{\gamma_1, \gamma_2\} \).

Since \( \gamma_6, \gamma_7 \) are consecutive and \( \gamma_1, \gamma_2 \) are consecutive, it follows from Definition 4.3 that there are only two \( \mu \)-clusters associated to \( \lambda = 0 \). Therefore by Theorem 6.5
λ = 0 is not an atypical value at infinity of f since the only two μ-clusters associated to it are even. Moreover, \( B_f = \emptyset \) since there are no other Milnor arcs at infinity of f associated to another finite value.
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