The importance of cellular degradation kinetics for understanding mechanisms in targeted protein degradation
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Targeted protein degradation has exploded over the past several years due to preclinical and early clinical therapeutic success of numerous compounds, and the emergence of new degradation modalities, which has broadened the definition of what a degrader is. The most characterized and well-studied small molecule degraders are molecular glues and proteolysis targeting chimeras (PROTACs). These degraders induce a ternary complex between a target protein, degrader, and E3 ligase component, resulting in ubiquitination and subsequent degradation of the target protein via the ubiquitin proteasomal system (UPS). This event-driven process requires success at all steps through a complex cascade of events. As more systems, degraders, and targets are tested, it has become increasingly clear that achieving degradation is only the first critical milestone in a degrader development program. Rather highly efficacious degraders require a combination of multiple optimized parameters: rapid degradation, high potency, high maximal degradation ($D_{\text{max}}$), and sustained loss of target without re-dosing. Success to meet these more rigorous goals depends upon the ability to characterize and understand the dynamic cellular degradation profiles and relate them to the underlying mechanism for any given target treated with a specific concentration of degrader. From this starting point, optimization and fine tuning of multiple kinetic parameters such as how fast degradation occurs (the rate), how much of the target is degraded (the extent), and how long the target remains degraded (the duration) can be performed. In this review we explore the diversity of cellular kinetic degradation profiles which can arise after molecular glue and PROTAC treatment and the potential implications of these varying responses. As the overall degradation kinetics are a sum of individual mechanistic steps, each with their own kinetic contributions, we discuss the ways in which changes at any one of these steps could potentially influence the resultant kinetic degradation profiles. Looking forward, we address the importance in characterizing the kinetics of target protein loss in the early stages of degrader design and how this will enable more rapid discovery of therapeutic agents to elicit desired phenotypic outcomes.

Introduction

The emergence and success of targeted protein degradation as a therapeutic modality has opened new possibilities in terms of targets, including those previously thought to be intractable or undruggable, and expanded available treatments.1–10 Degrader compounds co-opt endogenous cellular machinery and degradation pathways to remove disease-causing target proteins from the cell.3,5,11 The remarkable success of immunomodulatory drug (IMiD) degraders as powerful anti-cancer agents has paved the way for entry into the clinic of the largest class of degraders, heterobifunctional proteolysis targeted chimeras (PROTACs), which are in development for numerous indications within oncology, immunology, and neurodegenerative disease.2,4,6,7,12–14 IMiDs, also known as CRBN-based molecular glues, and PROTACs work very similarly by functioning as a chemical bridge to induce proximity between a target protein and E3 ligase or E3 component, forming a ternary complex3,5,9–11,15–20 (Fig. 1). This non-native complex positions the target protein into an active E3 ligase complex where it is then ubiquitinated and subsequently degraded through the ubiquitin proteasomal system (UPS)3,5,10,11 (Fig. 1). Highly optimized degraders that very efficiently co-opt the UPS induce rapid and sustained target loss, which disrupts a target’s native protein homeostasis and outcompetes protein synthesis and
any compensatory regulatory mechanisms by continually driving target loss for extended periods of time (Fig. 1).

While the first examples of targeted protein degradation were driven through the UPS, many other approaches have now been described utilizing a similar induced proximity concept but differ in that they drive degradation via lysosomal, autophagy, and/or chaperone recruitment. As degradation via the UPS is limited to intracellular targets with particular localization, these alternative degradation pathways significantly expand the number of targets, including aggregated, extracellular, or multi-pass membrane proteins and even beyond proteins to nucleic acids, which can now be considered for therapeutic degradation. In the expansion of degradation pathways, degraders themselves have moved beyond small molecules, and depending on the pathway of degradation employed, have shown success as antibodies, antibody-conjugates, or nucleic-acid-drug conjugates. Given the exploding pace of research in the areas of induced proximity and targeted protein

Kristin M. Riching, PhD, is a senior scientist and group leader at Promega. She manages a team dedicated to developing innovative technologies in the area of targeted protein degradation and induced proximity. Her early work in building a platform of live cellular assays for TPD enabled pioneering discoveries in degrader kinetics and mechanism of action. She is currently focused on expanding these approaches to gain further insights into degrader activity, advancing capabilities for degrader screening and optimization, and investigating new modalities for TPD and induced proximity. Kristin received her PhD in Biomedical Engineering from the University of Wisconsin – Madison studying invasion and metastasis in breast cancer, and she joined Promega in 2014.

Elizabeth A. Caine is a Senior Scientist at Promega Corporation developing approaches to monitor the functional mechanisms of targeted protein degradation in live cells. She received her PhD in Comparative Biomedical Sciences from the University of Wisconsin-Madison where she characterized vaccines and studied the pathogenesis of human enteroviruses that cause hand, foot, and mouth disease. Elizabeth completed her postdoctoral training at Washington University in St. Louis researching the immune response in the female reproductive tract after Zika virus infection.

Marjeta Urh, PhD, is a Senior Director in R&D at Promega Corporation. She manages technical and strategic development of innovative products and technologies for areas of protein and nucleic acid analysis. She works with cross-functional teams on identifying company-wide initiatives to drive Promega business and long-term success. She provides overall scientific leadership to enable increase of footprint in emerging marketers and enter novel areas of science, most recently championing development of technologies to monitor cellular kinetics and mechanism of targeted protein degradation. Prior to joining Promega, Marjeta worked in the Department of Anti-Infectives, Research and Development at GlaxoSmithKline. She received her PhD in Genetics at University of Wisconsin-Madison and completed her postdoctoral studies at Genetique Microbienne, INRA, Paris, France.

Danette L. Daniels, PhD, is a Vice President of the Protein Degrader Platform at Foghorn Therapeutics developing therapeutic degraders in the areas of chromatin regulation and oncology. She was an early leader in the field of targeted protein degradation, pioneering approaches to monitor cellular kinetics of degradation, understand mechanism of action, and most recently, co-developing a new PROTAC modality during her previous position as a R&D Group Leader at Promega Corporation. She received her PhD in Biophysics at Yale University and completed a postdoctoral fellowship at Stanford University studying Wnt signaling.
degradation, it is highly likely that both the choice of pathways to degradation as well as composition of degraders will continue to evolve, in some cases together, resulting in increased options of targets that can be considered.

The various types of degraders all function through a complex, multistep event-driven pathway,\(^1,2\) differentiating significantly from classical occupancy-driven mechanisms employed by activating or blocking agents, such as inhibitors.\(^24\) These numerous steps required for degradation have their individual dynamics and collectively impinge upon targeted protein degradation outcomes (Fig. 1), contrasting again to small molecule inhibitors or activators whose potency relies primarily on robust cellular permeability and high affinity binding to their target. Though event-driven pharmacology can be difficult to optimize or deconvolute, it offers advantages as it provides multiple points within the pathway that could be enhanced either alone or in combination to improve compound efficacy.

The steps in event-driven degradation are not only dynamic, but they also each are competitive with other cellular processes that would hinder successful degradation induced by PROTACs or molecular glues (Fig. 1). Therefore, tipping the balance at any one event can positively or negatively impact the overall potency of compounds and the degradation outcome (Fig. 1). As a result of this interplay of events, we can observe that degradation of the target can assume different trajectories as function of time. For any given target, this can be captured as a kinetic degradation profile (Fig. 2a), where target protein level is graphed as a function of time at a given degrader concentration.\(^25\) At a high level, the kinetic degradation profile is the target's cellular response signature to a degrader and follows the target protein levels in real-time from its native homeostatic expression to its maximal removal (Fig. 2a), though in reality most degraders do not result in complete target protein degradation unless they have been extensively optimized. The time that which the target protein will remain degraded will vary extensively, but in general it will eventually be followed by post-degradation recovery, which can restore native protein expression or result in altered homeostasis via feedback or transcriptional reprogramming (Fig. 2a).

From these kinetic degradation profiles, a core set of kinetic parameters can be defined and quantitated as described in Fig. 2a and b. Historically DC\(_{50}\) values of degradation compounds have been calculated by determining the apparent degradation maximum (\(D_{\text{max}}\)) across a concentration series at a single time point and plotted this against concentration to yield a DC\(_{50}\) at that time (Fig. 2c). This however is only a single snapshot of the entire degradation process. As shown in Fig. 2a, \(D_{\text{max}}\) changes over time and the degradation profile will be different for any given concentration. Each concentration therefore will reach their \(D_{\text{max}}\) at different times. To capture the kinetic nature of the process, the absolute \(D_{\text{max}}\) achieved at an individual concentration, irrespective of the time at which it occurs, can be plotted against concentration and a \(D_{\text{max}50}\) can be determined (Fig. 2c).\(^25\) There are many other factors in addition to the kinetic \(D_{\text{max}}\) which will vary for different targets and degraders, and these can be as critical or possibly more impactful than \(D_{\text{max}}\) alone for achieving the desired phenotypic outcome (Fig. 2a and b). For example, even if compounds have the same \(D_{\text{max}}\), many core kinetic parameters could differ such as the time required to initiate degradation, the rate of degradation, the time at which \(D_{\text{max}}\) was first achieved, how long the target remained at \(D_{\text{max}}\) and the time at which recovery of the target begins to occur. These differences can further be analysed by plotting non-traditional degradation parameters.
against each other25–27 (Fig. 2d–f) For example, degradation rate versus concentration can yield insight as to where the degradation rate will plateau and most clearly show when the hook effect will begin to occur (Fig. 2d). Plotting \(D_{\text{max}}\) versus degradation rate will allow for separation of compounds which quickly and completely degrade from those which are slower and/or incomplete26 (Fig. 2e). Lastly, at any given concentration, the area under the degradation curve (AUC) can be calculated and used to differentiate compounds which may have similar rates and \(D_{\text{max}}\), yet maintain \(D_{\text{max}}\) for very different lengths of time (Fig. 2f).

Analysis in this extended fashion can shed light upon potential clustering of compounds within a series that have similar kinetic strengths or weaknesses and will also reveal the highly differentiating compounds which have multiple favourable kinetic parameters (Fig. 2c–f).

These analyses are essential for fully understanding a degrader’s kinetic potency and efficacy within the cell to facilitate more informed compound ranking. Additionally, they yield critical insight into degrader mechanism of action as particular steps in the degradation pathway can be correlated with...
changes in specific parameters. Inspired by numerous previous studies showing diverse degradation responses with pan-PROTACs as well as larger degrader chemical series studies,25,27–45 here we present an in-depth exploration of kinetic target degradation profiles. We present how drastically different they can be when responding to a given degrader, though despite these differences, some general profile patterns that are emerging, the nuances between them, and the information that can be gleaned from each. As degradation is a sum of multiple kinetic steps, we additionally discuss how individual mechanistic steps can impact the overall kinetic profiles and how this understanding can aid optimization and design of degraders to more rapidly advance programs.

## Kinetic degradation profiles and their diversity

Given the number of kinetic parameters (Fig. 2) and dynamic processes (Fig. 1) required for successful targeted protein degradation, it is not surprising kinetic profiles can differ drastically even for the same target treated with two very chemically similar degraders. Interestingly though, some general trends in the profiles are emerging, some of which have been correlated to distinct mechanistic aspects such as cellular permeability, ternary complex formation, productive ubiquitination, and recovery mechanisms (Fig. 1). The general profiles can be grouped in 5 broad sections: “The Classic +/- Hook Effect”, “The Partial”, “The Linear”, “The Delayed” and “The Rapid” as shown in Fig. 3. In these next sections we step through each profile and discuss the understandings and mechanistic clues each of these profiles hold.

### The classic +/- hook effect

The Classic degradation profile is the goal of any molecular glue or PROTAC program. The hallmarks of a Classic profile are the immediate initiation of degradation, a rapid and steep drop, *i.e.* rapid degradation rate, to complete $D_{\text{max}}$ within a matter of a few hours post-compound treatment (Fig. 3a). Initiation of degradation, degradation rate, and $D_{\text{max}}$ show significant dependency upon compound concentration, wherein lower concentrations demonstrate slower degradation rates and typically take longer to reach their partial $D_{\text{max}}$ (Fig. 3a). As the concentration of degrader increases, onset and rate of degradation improves and reaches a maximum value, $D_{\text{max}}$, while $D_{\text{max}}$ will move to completion and be sustained. Potent compounds show high maximal rates combined with high maximal degradation at very low concentrations and often across a wider concentration range (Fig. 3b). Both classic and potent profiles have been observed with the varying generations of BET bromodomain and BRD7/9 PROTACs,25,27,42,46 IMiD molecular glues,46 kinases35 and fusion-tag PROTACs.47

Molecular glues and PROTACs diverge in the Classic category with respect to the hook effect. As PROTACs have more than one binding ligand, at high concentrations, saturation binding within their respective binary complexes can become competitive with ternary complex formation (Fig. 1) slowing down or halting the PROTAC-mediated target degradation (Fig. 3c). This results in the hook effect, which is manifested first by a slowing of the rate of degradation, leading to a delay in reaching $D_{\text{max}}$ (Fig. 3c), which has previously been observed kinetically for several targets.25,35,46 As the concentration of PROTAC increases beyond this saturation, the rate is slowed so significantly, the degradation curves begin to mirror those of the lowest concentrations of degrader in terms of rate and potentially also $D_{\text{max}}$. This window of PROTAC degrader efficacy, which has an upper boundary set by the hook effect is correlated with cellular cooperativity and/or avidity of the PROTAC ternary complex.16,25,27,30,41,42,48 If the PROTAC ternary complex is favourable, the window of PROTAC maximal degrader efficacy will occur across a broader concentration range, looking like the highly potent profiles shown in Fig. 3 and has notably been measured for a PROTAC which has both combined avidity and cooperativity in the ternary complex.27 However, if the PROTAC ternary complex is not favourable, this window will be narrow, and the maximal degradation rate will not hold a plateau. While orthogonal biochemical, biophysical, and cellular measurements are always recommended to confirm ternary complex cooperativity, the Classic kinetic degradation profile can help guide compound design and optimization for improving ternary complex formation.

### The partial

Partial degradation is defined by degradation reaching and sustaining a $D_{\text{max}}$ that is not complete, nor can reach completion despite increasing compound concentrations or extended periods of time and is likely the most common degradation profile observed at early stages on any degradation project wherein compounds are not yet well optimized for any of the processes. Partial degradation, like Classic profiles, can have fast or slow rates of degradation, as well as show the impact of the hook effect at high concentrations with examples shown for several targets.27,35 Partial degradation could be due to a variety of factors; selective degradation of a sub-population of the target, or the competing effects of new protein synthesis or target deubiquitination which result in a new equilibrium steady state of target protein levels (Fig. 3d). As targets involved in various protein complexes can have different structural conformation and potentially be localized to different compartments within the cell, it is highly plausible that the degrader compound is not equally efficient at degrading the target in all these various contexts. Indeed, it is possible that the entire cellular population of target, if available for PROTAC binding, may not in some instances be accessible for ternary complex formation or productive ubiquitination leading to sub-population degradation.49 If partial degradation is due to sub-population degradation of the target, degradation profiles can look like those of The Potent (Fig. 3b) with fast rates of degradation and many concentrations overlapping. It will differ however as it will not plateau at 90–100% $D_{\text{max}}$ values, rather much lower values. It is possible that sub-population degradation can be overcome by changing either binding ligand to the target or choice of E3 ligase recruiter.
Another scenario which could lead to partial degradation is preferential degradation of specific target isoform populations, again which may be involved in different interactions or even lack the binding domain of the degrader.49 In these cases, one isoform may show a Classic and complete degradation profiles while the other isoform does not degrade, but this composite results in an overall Partial profile. Ability to separately detect and measure the isoforms will enable understanding in these scenarios. Additionally, partial degradation could be due to amino acid sequence heterogeneity of targets which frequently mutate, particularly in disease and oncology.49 Determining how these mutations as compared to the wild-type protein impact degradation is an important consideration and understanding of the kinetics could better allow for development of specificity.

Degradation can also be observed as multi-phasic with several degradation rates and appear to step down in phases (Fig. 3e).
across all concentrations within a dose response curves. These profiles are very complicated and challenging to quantitate with respect to the parameters in Fig. 2. Multi-phasic profiles indicate that target protein loss is driven by more than one process or pathway and has been observed with pan-active degraders, most notably with a broad spectrum kinase inhibitor converted to a degrader. If observed for PROTACs, it is important to understand how the target binder alone can impact target protein levels, either positively or negatively. If the inhibitor alone does modulate the target protein level, this effect will be additive or divergent with the PROTAC-mediated degradation, yielding multiphasic behaviour until one pathway or the other dominates the degradation rate or \( D_{\text{max}} \). As discussed above with other partial degradation profiles, an alternative situation which could lead to multiphasic behaviour would be differential degradation of targets within different complexes or locations degraded at different rates. For example, a target free in the cytoplasm could have a fast initial rate of loss, but the population of that same target tethered to the plasma membrane or encompassed in multi protein complex, could follow more slowly. This would yield multiphasic degradation, with separate rates and trajectories towards \( D_{\text{max}} \).

**The linear**

Linear degradation profiles show a slow degradation rate and linear loss of protein levels (Fig. 3f). This is also concentration dependent, but often the differences between concentrations are shallower than observed in the Classic or Partial degradation profiles (Fig. 3f). A linear profile can be reflective of either very poor targeted protein degradation mechanisms, or general protein loss not due to degrader mechanism, but rather due to loss of cellular viability or other aspects of the molecule which may globally impact transcription or translation. If the former, slow linear loss indicates very poor efficiency of degradation, which unfortunately could be due to problems at any or all the upstream mechanistic steps of compound permeability, ternary complex formation, or productive ubiquitination. When these profiles are observed, testing for cellular permeability of compounds is the most rapid way to diagnose the problem. If they are poorly permeable, traditional medicinal chemistry approaches can be applied to improve the series. If the degraders are readily permeable, then changes to linkers and/or E3 ligase handles would likely be needed to improve upon ternary complex and ubiquitination efficiency steps. If the compound is showing target loss due to loss in cell viability or toxicity, the same linear kinetic profile would be found with a non-specific protein target, and loss would also be seen in a multiplex cell viability assay.

**The delayed**

The Delayed degradation profile can show the shape of any of the previous profiles, Classic, Partial, or Linear, but is defined by a significant time lag post-compound treatment prior to any initiation of degradation (Fig. 3g). As with some of the profiles, this signature profile could be a result of various scenarios and can arise with both molecular glues and PROTACs. The first scenario is that the target is not the primary protein target(s) of the degrader, rather it is a secondary target that only begins degradation after the primary target(s) is degraded. Again this has been observed when a pan-active inhibitor is used for conversion to degrader, but could arise even for a selective target binder PROTAC if it preferentially binds an off-target protein. As degraders can be catalytic, this initial loss of primary target tips the balance towards secondary targets which might be less efficient for degradation, yet no longer are in competition with the primary targets for degrader binding and E3 recruitment. In this scenario, global proteomics can be done at the early time points within the lag to determine which targets are the primary targets. The second scenario could be that target protein loss is delayed because it is not driven by the degrader itself, but by other transcriptional or translation regulatory pathways which impact the protein levels. This can be determined using specific controls such as proteasomal inhibitors or competitive inhibitors that block ternary complex formation to determine whether protein loss still results. The third scenario could be that the compound has very poor cellular permeability and needs to reach sufficient concentration prior to initiating detectable degradation. Orthogonal studies can be done to determine if this is the case and as mentioned above, compounds could then be improved accordingly.

**The rapid recovery**

Unless cell death is triggered by sustained target protein loss, all profiles above will have a recovery phase and the target will return to some level of protein homeostasis (Fig. 3h). Monitoring the rate and the extent of target recovery, and the time and concentrations at which this will occur is incredibly important for understanding the complete efficacy window of any targeted protein degradation compound. As levels of any given protein are often exquisitely regulated, it is also important to be aware of any feedback loops or transcriptional pathways which may be in place to sense loss of the target protein and may be compensatively and rapidly activated after treatment with degrader (Fig. 3h). An interesting example of rapid recovery was observed for a BET family member, BRD2, after treatment with a pan-BET degrader. Interestingly this protein was shown to be upregulated with treatment of the BET inhibitor alone indicating its levels were sensitive to both inhibition and degradation. Additionally, different cell types, which will vary in endogenous expression of target as well as all the E3 ligase machinery needed for degradation likely have different kinetic recovery profiles. Other factors which can greatly influence recovery are compound stability and/or rate of compound efflux.

As full kinetic profiles cannot always be determined or are technically too challenging in certain scenarios, the diversity of these profiles begs the question at which times would be best to measure degradation to roughly understand what category a degrader would fall. As shown in Fig. 3i are the predicted differences in measured degradation efficacy upon measuring a DC\(_{50}\) at an early time point (between 4–6 hours) and late time point (between 18–24 hours) for each of the types of profiles.
Based upon this it would be recommended to minimally monitor degradation at both an early timepoint as well as late time point to gain some insight into the degrader profile. The early timepoint also helps to deconvolute whether loss observed at the later timepoint could potentially be a cause of cell toxicity or off-target mechanisms and not target specific degradation.

Mechanistic steps which influence overall degradation profiles

Ternary complex formation

Medicinal chemistry optimization of small molecules has historically relied on understanding of how chemical properties directly relate to cellular entry and the pharmacology of binding to target proteins. Compounds that elicit their intended function downstream of binding to the target present greater challenges in establishing robust SAR, as the activity of binding is often uncoupled from their functional outcome\(^\text{24,51}\) (Fig. 1). Even with degraders that can act catalytically, potent binary engagement to the target and E3 ligase as well as ternary complex formation do not always confer efficient and potent degradation.\(^\text{25–45}\) Still, given the relative ease in measuring binary and ternary complex binding affinities with availability of biochemical, cell-based, and biophysical tools, significant emphasis is placed on identifying properties of ternary complex formation such as cooperativity, stability, \(k_D\), and most recently residence time, all parameters which can drive degradation efficacy.\(^\text{16,19,20,27,30,43,45,48,52–57}\)

Unlike occupancy-driven small molecule inhibitors, bifunctional degraders are further challenged by competition between ternary complexes and individual binary complexes, which can become saturated at high degrader concentrations, resulting in a hook effect (Fig. 1 and 3c). In contrast, molecular glues do not show a hook effect as they are traditionally monovalent, only binding to one substrate initially before facilitating neosubstrate protein interactions. Most PROTACs exhibit a bell-shaped ternary binding profile with concentration, which can appear to result in complete inhibition of ternary complexes as the concentration of binary complexes dominates at high PROTAC concentrations.\(^\text{16,41,53}\)

Depending upon the time of degradation measured at those high concentrations, a corresponding dramatic reduction in \(D_{\text{max}}\) can be observed. If the PROTACs are poorly soluble this shifts the concentration range where the bell shape will occur towards the higher end concentration range and therefore the hook effect might not be measurable as the concentration required to fully characterize it would be too high.

Attempts to overcome the hook effect lie in the design of degraders that can form highly cooperative and/or avid complexes in order to broaden the ternary bell curve by delaying the point at which binary complexes compete.\(^\text{16,25,27,48,53–57}\) While cooperative ternary complexes are a highly sought feature of degraders given the broader range of maximal efficacy they will have, there is not a direct correlation between ternary complex cooperativity and the key degradation parameters; degradation potency, \(D_{\text{max}}\), or degradation rate. Rather, the correlations are more with ubiquitination efficiency. Therefore, an unfavourable ternary complex that results in optimal positioning of target lysines only needs to be stable long enough to allow for ubiquitination to achieve robust degradation. Thus, optimizing degrader design to achieve the desired Classic, potent degradation profiles as shown in Fig. 3a and b is not only dependent upon the kinetics of ternary complex formation and stability, but also target ubiquitination (Fig. 1 and 4), as ubiquitination is both highly correlated with degradation rate and is a strong predictor of degradation efficacy.\(^\text{25–27,42}\) As the penultimate event that precedes proteasomal docking and degradation, it is perhaps not surprising that such strong correlations are observed.

Ubiquitination

Ubiquitination is a covalent post-translational modification to target lysine residues that is carried out by the ATP-dependent sequential activation of E1 (ubiquitin-activating), E2 (ubiquitin-conjugating) and E3 (ubiquitin ligase) enzymes.\(^\text{58}\) Over 600 E3 ligases are expressed in the human genome which confer substrate specificity, cellular specificity, and regulation of diverse protein functions and homeostasis.\(^\text{9,58}\) Within this large family of enzymes exists multiple subclasses of E3 ligases that are categorized based on the presence of certain domains and their mechanism of ubiquitin transfer.\(^\text{9,58}\) Those which have been most successfully and extensively used in targeted protein degradation are the Cullin RING ligases (CRL) complexes CRL2\(^\text{VHL}\) and CRL4\(^\text{CRBN}\) (Fig. 4), which target proteins for degradation via the UPS.\(^\text{2,3,8,12,20}\)

CRLs are highly dynamic complexes in terms of their composition and conformation\(^\text{59}\) (Fig. 4), both of which could influence degradation kinetics. VHL and CRBN are substrate recognition receptors (SRRs) that dynamically associate with either CRL2 or CRL4 complexes, respectively. Other SRRs have also been successfully co-opted with a degrader can associate...
into these same complexes, potentially in a competitive fashion. The compositional dynamics of SRRs as well as the potential for non-CRL associated proteins to be recruited as substrate anchors underscores the inherent modularity of CRLs. Furthermore, other components of CRLs such as the E2 are also not necessarily static (Fig. 4), and studies have shown that different E2s may be responsible for the kinetics of different ubiquitination events such as mono-ubiquitination vs chain extension. In addition to composition, CRLs are highly dynamic in conformation. The cullin scaffold anchors and positions the catalytic core of the complex containing the E3 ligase and ubiquitin-loaded E2 relative to the SRR2,3,8,12,20,59,61,62 (Fig. 4).

While the geometry and activation of CRLs is tightly regulated through neddylation, target ubiquitination can only occur when lysines present on the target surface are in sufficient proximity to the ubiquitin-loaded E2. Many factors can influence this proximity including the high degree of structural dynamics that lead to many complex conformations (Fig. 4). Indeed, the flexibility of DDB1, the adaptor in CRL4 complexes depicted in Fig. 4, has been shown to allow for a wide range of spatial conformations. In addition to the intrinsic factors within the complex that influence target positioning, the length, flexibility, and composition of the linker in bifunctional degraders also play a pivotal role in orienting the target (Fig. 4). Compounds that only differ by subtle changes in linker can have dramatically different effects on target lysine positioning or accessibility, which both complicates and presents opportunities for bivalent degrader design. In contrast to bifunctional PROTAC degraders, molecular glues may exhibit fewer opportunities to optimize target positioning given the more rigid substrate receptor:target binding interface, and instead may be restricted to the positioning conferred by intrinsic properties of the CRL. Recent chemoproteomics studies using a photolenalidome probe demonstrated that IMiDs may facilitate binding of a broader array of targets to CRBN than previously thought but that ultimately may not be degraded, perhaps in part due to poor lysine proximity.

Despite these complexities, positioning of target lysine residues coupled with sufficiently stable ternary complexes that provide enough time for ubiquitination to occur are likely the key drivers that determine the rate of ubiquitination for both bifunctional degraders and molecular glues. Measurements of cellular ubiquitination kinetics have revealed striking correlation with the degradation rate. While native protein degradation has been shown to primarily exhibit first-order kinetics, from the profiles shown in Fig. 3, degrader-induced kinetics may or may not always show first-order behaviour due to competing and/or differential cellular processes, as well as inability to target all populations of protein equally. For profiles which do not show first-order degradation kinetics, ubiquitination kinetics are often slow, and can sometimes mimic the multiphasic nature of the degradation profiles themselves, suggesting differential rates of ternary complex formation and/or ubiquitination with respect to specific target pools. While the activity of deubiquitinas (DUBs) has been suspected to play a role in antagonizing degrader mechanisms by deubiquitinating target proteins. Their specific involvement and impact on degrader efficacy has been limited, but an excellent example of USP15 counteracting CRBN molecular glue activity on particular neosubstrates has been shown. The diversity of DUB:target specificities, and the inability to selectively inhibit DUBs makes them difficult to study in this context. In cases where degraders fail to efficiently ubiquitinate their targets, it is possible that the rate of deubiquitination by DUBs predominates (Fig. 1), rather than resulting from poor target positioning within the ternary complex, ultimately leading to slow or partial profiles. Whether or not DUB activity is present, a bias in the kinetics of ubiquitination over deubiquitination is necessary for target degradation to occur.
Recent studies have demonstrated the utility of computational modelling approaches to simulate degradation kinetics from a mechanistic model of ternary complex and ubiquitination reaction kinetics\textsuperscript{45} or predict successful ubiquitination through modelling of ternary complex conformational dynamics.\textsuperscript{72–75} These conformational models include molecular dynamics simulations and ternary complex docking and ensemble clustering that either take advantage of available structures for protein:ligand complexes or incorporate biophysical techniques such as HDX-MS to inform on protein:protein interfaces.\textsuperscript{72–75} Many of these methods have resulted in accurate alignment of ternary ensembles with solved x-ray crystal structures. One which took into consideration the components of the entire CRL, identified potential target lysines in a “ubiquitination zone” relative to the ubiquitin-charged E2 on the target (Fig. 4), several of which were validated as ubiquitination sites in cellular studies.\textsuperscript{72}

**Conclusions**

Determining cellular degradation kinetics is critical for complete characterization of degraders and profiles will be influenced by numerous factors; target:E3 combination and mechanisms, cell line, target expression level, E2/E3 machinery expression, and compound permeability and efflux (Fig. 5). Kinetic degradation analysis also yields insight into mechanism of action of event-driven degrader compounds, which will vary dependent upon the modality of degradation and therefore important to understand in each application. Kinetic analyses across a concentration series capture the cellular dynamics and efficacy of the degrader over a time, providing the broader picture which cannot be fully understood when assessing degradation at single time points or concentrations. Degradation profiles comprise numerous key parameters which can be measured and quantitated for comparison beyond standard \(D_{\text{max}}\) and concentration plots. The multi-dimensional analysis of degraders which is possible with kinetic analysis allows for rank ordering of compounds across diverse set of measurements and offers insights in which mechanistic aspects are optimal and those that should be further optimized. For therapeutic degrader development, characterizing different cell type kinetic profiles will be very important for dosing, choice of indications or disease models, and understanding PK/PD relationships. Lessons learned with degraders will be foundational for future induced proximity compounds that have event-driven mechanisms of actions yet may have different functional outcomes. While event-driven pharmacology poses more challenges than occupancy-driven, this review highlights the advantages wherein individual steps in the process may be sub-optimal, but in can be compensated for with enhanced kinetics at downstream steps to yield highly efficacious compounds.
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