Modelling Brain Connectivity Networks by Graph Embedding for Dyslexia Diagnosis
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Abstract. Several methods have been developed to extract information from electroencephalograms (EEG). One of them is Phase-Amplitude Coupling (PAC) which is a type of Cross-Frequency Coupling (CFC) method, consisting in measure the synchronization of phase and amplitude for the different EEG bands and electrodes. This provides information regarding brain areas that are synchronously activated, and eventually, a marker of functional connectivity between these areas. In this work, intra and inter electrode PAC is computed obtaining the relationship among different electrodes used in EEG. The connectivity information is then treated as a graph in which the different nodes are the electrodes and the edges PAC values between them. These structures are embedded to create a feature vector that can be further used to classify multichannel EEG samples. The proposed method has been applied to classified EEG samples acquired using specific auditory stimuli in a task designed for dyslexia disorder diagnosis in seven years old children EEG’s. The proposed method provides AUC values up to 0.73 and allows selecting the most discriminant electrodes and EEG bands.
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1 Introduction

EEGs record the electric field fluctuations generated by the neurons as result of their activity. These recordings provide a non-invasive way to record the brain activity as it reacts to stimuli and can be split in several subsignals of different frequencies called brainwaves. There are several brainwaves defined according to their frequency: Delta (0.5-4)Hz, Theta (4-8)Hz, Alpha (8-13)Hz, Beta (13-30)Hz, Gamma (30-100)Hz and Epsilon (100-200)Hz. How and where this bands interact between them in the brain can be measured and used to gain insights on how the brain behaves. We quantified this interaction in terms of phase-amplitude coupling, i.e how the phase of one signal is synchronized with the amplitude of another.
In this paper we extract the PAC values from the EEGs and are then used to build a graph where every node of this graph correspond to an electrode from the EEG montage. Graphs are powerful mathematical tools that combined with deep learning result in new methods capable of gathering knowledge. Among them is node2vec [6], a technique derived from natural language processing (NLP) where the node information and its neighbours is embedded into a N-dimensional vector. We use this embeddings to classify subjects who suffer from developmental dyslexia while performing a selection of the best bands and electrodes.

Developmental Dyslexia (DD) is a learning disorder affecting between 5% and 13% of the population [11]. Early diagnosis of DD in children results essential for their correct intellectual and emotional development. However, it is an challenging task since usually the diagnosis is made after behavioral tests that depends on the child’s motivation and could only be applied to reading and writing children since these tests include several tasks based on this skills. The need for diagnosis in pre-reading children has led to the use of biomedical signals without such requirements and disadvantages as EEGs. Thus, the main aim of this work is to provide an effective tool for objective diagnosis using EEG signals.

The rest of the document is organized as follows. In section 2 we present the data and how it was obtained along with the methods used. Then, in section 3 the results are discussed and finally, in section 4, we present the conclusions and the future work.

2 Materials and Methods

2.1 Database and stimulus

EEG data used in this work was provided by the Leeduca Reserch Group at the University of Málaga [10]. EEG signals were recorded using the Brainvion actiHamp Plus with 32 active electrodes (actiCAP, Brain Products Gmbh, Germany) at a sampling rate of 500 Hz during 15 minute sessions, while presenting an auditory stimulus to the subject. A session consisted of a sequence of white noise stimuli modulated in amplitudes at rates 4.8, 16, and 40 Hz presented sequentially for 5 minutes each.

The database is composed of Forty-eight participants, including 32 skilled readers (17 males) and 16 dyslexic readers (7 males) matched in age (t(1) = -1.4, p > 0.05, age range: 88-100 months). The mean age of the control group was 94, 1 ± 3.3 months, and 95, 6 ± 2.9 months for the dyslexic group. All participants are right-handed Spanish native speakers with no hearing impairments and normal or corrected–to–normal vision. Dyslexic children all received a formal diagnosis of dyslexia in the school. None of the skilled readers reported reading or spelling difficulties or have received a previous formal diagnosis of dyslexia. The locations of 32 electrodes used in the experiments is in the 10–20 standardized system, whose names are shown in Figure1.
2.2 Signal preprocessing

Recorded EEG signals were processed to remove artifacts related to eye blinking using the EOG channel and impedance variation due to movements. This was addressed using blind source separation by means of Independent Component Analysis (ICA). Then, EEG signal of each channel was referenced to the Cz electrode and normalized independently to zero mean and unit variance. Baseline correction was also applied.

2.3 Phase-Amplitude Coupling (PAC)

Phase-Amplitude Coupling is a type of Cross-Frequency Coupling. In Canolty et al. [3] they propose that CFC arises as a sort of cross-domain connectivity, where the high-frequency oscillations reflect local domain cortical processing and the low-frequency rhythms are dynamically entrained across distributed brain regions. Several measures have been proposed over time to quantify this connectivity and compared in Hülsemann et al. [7] (Phase-Locking Value, Mean Vector Length (MVL), Modulation Index (MI), and Generalized-Linear-Modeling-Cross-Frequency-Coupling). Their recommendation is to use MVL-based descriptors for signals recorded at high sample rate and high signal-noise ratio. In addition they advise to use MI as it complements the weaknesses of MVL. The main issue with MVL is its dependency on the amplitude of the signal providing amplitude so amplitude outliers can strongly affect the final result of the measure although these issues can be partially addressed by means of permutation testing.

PAC is a way to quantify the interaction between the phase of low-frequency components and the amplitude of high-frequency components in an EEG. To this end, the first step consist in decomposing the signal into its frequency components. The classical approach using Fourier methods require the signal to meet the requirements of periodicity and stationarity, both of which are not present in EEG signals. Instead, Hilbert transform is used posterior to a band-pass filter for every brainwave frequency range, obtaining the corresponding analytic signal to derive the amplitude, phase and frequency of the signal over time. As explained in the following, phase-synchronization measurements can be computed from the instantaneous, unwrapped phase.

As previously stated, there are several methods to quantify the synchronization of two signals. The selected one in this work is MVL introduced in [2] and defined as follows:

\[
MVL = \left| \frac{\sum_{t=1}^{n} a_t e^{i\theta_t}}{n} \right|
\]  

where \( n \) is the total number of data points, \( a_t \) is the amplitude at point \( t \) of the signal providing amplitude and \( \theta_t \) is the phase angle at point \( t \) of the signal providing phase. Additionally, spurious coupling values are discarded by a permutation test using surrogates computed by swapping amplitude values in the former signal [1].
2.4 Connectivity Estimation by Phase-Amplitude Coupling

Once MVL values are computed, a connectivity matrix can be defined as shown in Figure 1. This matrix shows inter and intra node connectivity allowing the composition of a directed graph by using the compute PAC matrix as an adjacency matrix. The values represent the degree of synchronization between bands and the weight of the edges when the graph is built.

![PAC Matrix for Delta-Theta](image)

**Fig. 1.** PAC Matrix for Delta-Theta. The nodes on the Y axis are the nodes for Delta band providing phase and the nodes on X axis are the nodes for Theta band providing amplitude. Higher values represent a higher synchronization between bands.

2.5 Graph Embedding

Several algorithms have been recently developed in order to extract information from graphs. They can be classified into different categories depending on the technique to process the connectivity matrix that represents the graph: factorization, random walk and deep learning [5]. *node2vec* is in the group of random walks although it uses a NPL embedding method we commonly encounter in deep learning architectures called *word2vec* [9]. In *word2vec* as in *node2vec* we try to find a representation of the word/node while preserving as much information as possible. As a result, similar objects have similar embeddings. In this context, and to show the equivalence to NPL, the graph can be seen as a document of which we can extract sentences. These sentences are composed by a finite set of nodes.
The selection of nodes in order to build a sentence in node2vec is performed by means of a random walk through the graph: starting in a node, we select one of its neighbour with bias \( \frac{1}{p} \) and it is added to the set. The same operation is repeated but starting from the last added node. The number of repetitions of this operation is called walk length and it is one of the hyperparameters of node2vec algorithm. In addition, there are two more hyperparameters, \( q \) and \( p \) that control how the graph is traversed. If the walk is in a node \( v \) coming from a node \( x \) and \( t \in \text{neighbours}(v) \), being \( d_{tx} \) the distance from \( x \) to \( t \), the likelihood \( \alpha_{pq}(t, x) \) of adding \( t \) to the set is as follows:

\[
\alpha_{pq}(t, x) = \begin{cases} 
\frac{1}{p} & \text{if } d_{tx} = 0 \\
1 & \text{if } d_{tx} = 1 \\
\frac{1}{q} & \text{if } d_{tx} = 2 
\end{cases}
\] (2)

This procedure is applied for all of the neighbours \( t \) of \( v \). The number of walks is another adjustable parameter and sets the number of walks which will be available to train the aforementioned skip-gram model thus obtaining the embedding for each node.

### 2.6 Classification

As a first step, node selection is performed by a one-class support vector machine (OCSVM) which is typically used to detect outliers in a dataset. In this work, for the embeddings of every single node, a OCSVM is trained with control samples and it is then used to predict dyslexia samples. In this way, we can determine the most discriminant nodes (i.e. those which detect a larger number of outliers). Then, they are sorted based on the numbers of detected outliers, and a classification task is performed using an ensemble classifier composed of a random forest and a gradient boosting. This can be seen in Algorithm 1 as well as in Fig. 2.

---

**Algorithm 1 Classification**

1: \( \text{Nodes} = \text{Set of nodes} \)
2: \( \text{Embeddings} = \text{Data with shape ( \#Subjects ,\#Nodes, EmbeddingDimension)} \)
3: \( \text{Outliers} = [] \)
4: for \text{node} in \text{Nodes} do
5: \( \text{Outliers.append(GetNumberOutliers(node))} \)
6: end for
7: \( \text{Indices} = \text{Outliers.argumentsort()} \)
8: for \text{index} from 0 to \text{Length(Indices)} do
9: \( \text{DataSet} = \text{Embeddings[:, Indices[:, index]]} \)
10: \( \text{VotingClassifier(Dataset)} \)
11: end for
3 Results

In this section, experimental results through the entire classification pipeline are shown, using PAC to compose the connectivity matrix and embedding the corresponding graph. PAC is obtained with the tensorpac library\cite{tensorpac}. As explained in the introduction, PAC is used to measure the synchronization between the phase of one band and the amplitude of another. Typically, PAC is computed between a low frequency band providing phase and a higher frequency band providing amplitude meaning it is not necessary to calculate all the permutations for the bands. We computed the PAC between the following bands:

- Bands providing phase: Delta, Theta, Alpha, Beta
- Bands providing amplitude: Beta, Gamma, Epsilon

As a result, we obtain twelve 31x31 PAC matrices for each subject like the one in Figure 1. These matrices are used as adjacency matrices to construct a directed graph that is then processed with the node2vec algorithm. Moreover, experiments varying the node embedding dimension from 1 to 9 have been carried out, as it is related to the representation capability of the embedding. In the classification step, the hyperparameters max\_depth=3 and n\_estimators=20
for the boosting gradient classifier were selected while the random forest hyper-
parameters were set to $n_{\text{estimators}}=100$.

Table 1. Maximum AUC obtained for embeddings from 1 to 9 dimensions

| Band            | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  |
|-----------------|----|----|----|----|----|----|----|----|----|
| Delta-Beta      | 0.69 | 0.47 | 0.57 | 0.66 | 0.54 | 0.55 | 0.53 | 0.65 | 0.62 |
| Delta-Gamma     | 0.68 | 0.55 | 0.59 | 0.58 | 0.54 | 0.55 | 0.55 | 0.55 | 0.59 | 0.73 |
| Delta-Epsilon   | 0.47 | 0.57 | 0.59 | 0.66 | 0.62 | 0.55 | 0.69 | 0.66 | 0.68 |
| Theta-Beta      | 0.56 | 0.62 | 0.45 | 0.60 | 0.56 | 0.52 | 0.44 | 0.50 | 0.48 |
| Theta-Gamma     | 0.60 | 0.66 | 0.57 | 0.48 | 0.51 | 0.59 | 0.58 | 0.65 | 0.55 |
| Theta-Epsilon   | 0.53 | 0.63 | 0.53 | 0.67 | 0.55 | 0.59 | 0.61 | 0.56 | 0.52 |
| Alpha-Beta      | 0.68 | 0.54 | 0.50 | 0.48 | 0.48 | 0.58 | 0.55 | 0.62 | 0.72 |
| Alpha-Gamma     | 0.72 | 0.62 | 0.65 | 0.53 | 0.57 | 0.44 | 0.61 | 0.55 | 0.62 |
| Alpha-Epsilon   | 0.61 | 0.59 | 0.52 | 0.59 | 0.64 | 0.65 | 0.51 | 0.57 | 0.51 |
| Beta-Beta       | 0.58 | 0.55 | 0.66 | 0.60 | 0.46 | 0.55 | 0.58 | 0.56 | 0.53 |
| Beta-Gamma      | 0.59 | 0.64 | 0.59 | 0.68 | 0.67 | 0.59 | 0.64 | 0.67 | 0.60 |
| Beta-Epsilon    | 0.58 | 0.67 | 0.51 | 0.61 | 0.52 | 0.63 | 0.58 | 0.59 | 0.56 |

Fig. 3. AUC values for Delta-Gamma and Alpha-Gamma

Maximum AUC values for different embedding dimension and band combi-
nations are shown in Table 1. The best values are found for 1 and 9 embedding
dimensions, with a maximum AUC of 0.73 for the 9 dimension embedding in the Delta-Gamma band. In Figure 3 a comparative between these two bands is shown for every number of nodes. The best values are obtained using 4 nodes in both situations. Moreover, it can be seen that not all nodes carry discriminant information, so adding more may be counterproductive.

In Figure 4 we can see the distribution of the embeddings for Delta-Gamma and Alpha-Gamma. For Delta-Gamma we use TSNE to reduce the 9D embeddings to 2D. We can see clusters for both groups that explain the results.

**Fig. 4.** Distribution for Delta-Gamma and Alpha-Gamma

Finally, although Delta-Gamma provides the best AUC it is worth noticing that we are dealing with 9 dimension embeddings while getting similar results using only 1D. This is a tradeoff that we will have to take into account for future experiments.
4 Conclusions and Future Work

In this work we present a classification method that relies on PAC-based connectivity to construct directed graph explaining the connectivity patterns found in EEG signals. Moreover, a graph embedding technique was used to compress all the information on the graph in a feature set representing it. Thus, a feature space consisting of descriptors for the graphs of each subject is composed and then used for subject classification. The methodology used demonstrated that graphs computed from PAC matrices provide discriminative enough information to separate dyslexia and control groups, especially in certain EEG bands as Alpha-Gamma and Delta-Gamma with AUC in the 0.7-0.73 range.

As future work we plan to use another metrics to describe the graph structure and to extract features as well as to use specific deep learning methods for graphs such as graph neural networks.
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