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Multai-agent artificial intelligence research promises a path to develop intelligent technologies that are more human-like and more human-compatible than those produced by “solipsistic” approaches, which do not consider interactions between agents. Melting Pot is a research tool developed to facilitate work on multi-agent artificial intelligence, and provides an evaluation protocol that measures generalization to novel social partners in a set of canonical test scenarios. Each scenario pairs a physical environment (a “substrate”) with a reference set of co-players (a “background population”), to create a social situation with substantial interdependence between the individuals involved. For instance, some scenarios were inspired by institutional-economics-based accounts of natural resource management and public-good-provision dilemmas. Others were inspired by considerations from evolutionary biology, game theory, and artificial life. Melting Pot aims to cover a maximally diverse set of interdependencies and incentives. It includes the commonly-studied extreme cases of perfectly-competitive (zero-sum) motivations and perfectly-cooperative (shared-reward) motivations, but does not stop with them. As in real-life, a clear majority of scenarios in Melting Pot have mixed incentives. They are neither purely competitive nor purely cooperative and thus demand successful agents be able to navigate the resulting ambiguity. Here we describe Melting Pot 2.0, which revises and expands on Melting Pot. We also introduce support for scenarios with asymmetric roles, and explain how to integrate them into the evaluation protocol. This report also contains: (1) details of all substrates and scenarios; (2) a complete description of all baseline algorithms and results. Our intention is for it to serve as a reference for researchers using Melting Pot 2.0.
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Introduction

AI research is often divided into one branch that aims to improve the fundamental capabilities of AI systems, and another branch that aims to ensure AI is used in a way that benefits humanity. Research in the fundamental capabilities branch is typically concerned with solipsistic metrics such as performance in perception and cognition challenges (e.g. Crosby et al. (2019); Koehn and Knowles (2017); Ott et al. (2022); Russakovsky et al. (2015)). Research in the second branch is typically concerned with outcomes arising from introducing AI technology in real human societies like perpetuating unfair biases, diminishing privacy, promoting misinformation, and exacerbating inequality (e.g. Acemoglu (2021); Mehrabi et al. (2021); Obermeyer et al. (2019); Rahwan et al. (2019); Weidinger et al. (2021)). This separation can lead to researchers in the capabilities
branch to construct and deploy systems without enough consideration of their likely social consequences, and engaging with researchers in the beneficence branch only after the fact. This is not ideal. We think there should be a way to make fundamental capabilities research less solipsistic.

Of course, it will always be desirable to measure the social consequences of AI deployment in the real world. Nevertheless, we may still benefit from developing challenges that are less solipsistic, while still being usable by fundamental-capabilities researchers engaged in the earlier stages of AI technology development. At core, AI provides ways of simulating agents. So we should be able to use it in a self-reflective way that constructs models of societies where multiple agents interact, and social consequences can be simulated. It may work similarly to agent-based modeling approaches in economics (e.g. Tesfatsion (2021)), but here using individuals modeled by learning agents. By adopting such an approach, early stage fundamental capabilities research need not be entirely blind to questions concerning how technology can be deployed in a socially optimal way. This is the human compatibility purpose of Melting Pot.

Melting Pot was also constructed to facilitate research on human-like AI, adopting the stance that it is our ultra-sociality that makes human intelligence unique. Along most of the traditionally studied domains of intelligence we do not outshine other mammals: our perception, memory, attention, planning, and decision-making skills are nothing special for a mammal of our size (Henrich and Muthukrishna, 2021). Rather we distinguish ourselves primarily along social-cognitive dimensions. For instance, we improvisationally achieve cooperation through means such as persuasion and negotiation, reciprocity and reputational concern, alliances and incentive alignment, imitation and teaching, leadership and responsibility, commitments and promises, trust and monitoring, sharing and division of labor, social norms and institutions, and other social-cognitive capacities, representations, motivations, and mechanisms.

We propose an approach to building advanced AI systems based on reverse-engineering human intelligence. This reverse engineering approach is common in AI, especially with people who work on the “classic” cognitive abilities like perception, attention, and memory. However, we think it has been underexplored with regard to the social-cognitive abilities that underlie important skills such as cooperation. In this case, we aim to understand the social-cognitive abilities and biases that underlie human cooperation, and build them into our AI systems.

For this multi-agent-first AI research program to progress, it needs to settle two main methodological questions: (1) how to train agents so that they develop social-cognitive abilities on par with those of humans; and (2) how to measure progress toward the goal. The Melting Pot methodology we describe in this report addresses both of these questions.

**Melting Pot: the evaluation protocol**

Let’s start first by talking about how Melting Pot provides a recipe for measuring progress. The key idea is to always measure generalization, just as it is in other parts of machine learning (Cobbe et al., 2019; Farebrother et al., 2018; Hastie et al., 2009; Zhang et al., 2018). If we don’t measure generalization then we run the risk of fooling ourselves into thinking we have made progress despite agents merely becoming increasingly overfit to one another’s behavior (Carroll et al., 2019; Vezhnevets et al., 2020; Vinyals et al., 2019). Such overfitting can be extremely brittle and unlikely to work in the real world. To measure social-cognitive skills and to simulate questions of human compatibility, the key type of generalization we need to look at is social generalization, i.e. generalization to interactions in unfamiliar social situations involving both familiar and unfamiliar individuals (Leibo et al., 2021).

Melting Pot consists of a set of *test scenarios* and a protocol for using them. A scenario is a multi-agent environment that evaluates the ability of a focal population of agents to generalize to novel social situations. Each scenario is formed by a *substrate* and a *background population*. The substrate is the physical part of the world: its spatial layout, where the objects are, how they move, the rules of physics, etc. The background
population is the part of the simulation that is imbued with agency—excluding the focal population. While the focal population experiences the substrate during training, it has never experienced any of the individuals in the background population. Thus the performance of the focal population in a test scenario measures how well its agents generalize to social situations they were not directly exposed to at training time.

Since Melting Pot seeks to isolate social-environment generalization, it assumes that agents are familiar with the substrate. They have unlimited access to it during training. The evaluation scheme concentrates on assessing the ability of agents (and populations composed thereof) to cope with the presence of unfamiliar individuals in the background population (in a zero-shot way), typically mixed in with familiar individuals from the population under test. If the mixture contains more focal individuals than background individuals we call it a resident mode scenario. Whereas, if the mixture contains more background individuals than focal individuals, we call it a visitor mode scenario. The name Melting Pot is inspired by viewing this mixing of two distinct populations as analogous to that which occurs in real life when many members of different cultures immigrate to the same destination.

We use the term multi-agent population learning algorithm (MAPLA) to refer to any training process that produces a decentralized population of agents capable of simultaneous interaction with one another. The class of MAPLA algorithms is very broad. Most multi-agent reinforcement learning approaches can be made to produce populations. For instance self-play schemes like those used for AlphaGo (Silver et al., 2016, 2017), AlphaZero (Silver et al., 2018), FTW (Capture the Flag) (Jaderberg et al., 2019), hide and seek (Baker et al., 2019), and AlphaStar (Vinyals et al., 2019) fit in the class of MAPLAs, as does recent work on DOTA (Berner et al., 2019) and MOBA (Ye et al., 2020) games, as well as algorithms like MADDPG (Lowe et al., 2017), LOLA (Foerster et al., 2018), PSRO (Lanctot et al., 2017), PSRO, and Malthusian reinforcement learning (Leibo et al., 2019). It includes both “centralized training and decentralized execution” algorithms and “fully decentralized” (decentralized at both training and test time) algorithms. Melting Pot evaluates MAPLAs by evaluating the generalization of populations they produce.

**How to train MAPLAs that will perform well in Melting Pot**

Now let’s talk about the training side of Melting Pot. Researchers and the agents they train are allowed unlimited access to the substrate. This means that at test time the agents will usually already be familiar with their physical environment. So the kind of generalization that Melting Pot probes is mainly along social dimensions, not physical dimensions. This is in contrast to most work on generalization in reinforcement learning (e.g. Cobbe et al. (2019)), which are primarily concerned with generalization along physical dimensions.

In thinking about training for Melting Pot, our guiding principle has been that we shouldn’t make decisions that restrict the scope for creativity in how researchers can train their agents. We can get away with few restrictions on training because we have a rigorous evaluation. As long as researchers do not cheat by training their agents on the test set, then we should be able to say of training that “anything goes”. All agents will be judged according to a common benchmark in the end.

One interpretation of Melting Pot-compatible training processes, which we especially like, is that they give groups of agents the opportunity to form their own artificial civil society, complete with their own conventions, norms, and institutions. Forming a civil society entails the genesis and successful resolution of all kinds of obstacles to cooperation. The specific obstacles that arise, and the ways they can be resolved, depend on properties of the substrate. For instance, free riding in public-good provision is one obstacle to cooperation, and unsustainable resource usage leading to environmental degradation is quite another (Ostrom, 2009). The challenge of overcoming these obstacles is what pushes agents to develop their social-cognitive abilities. For instance, if a particular social dilemma can be resolved by
inventing a concept of fairness and enforcing its associated norms then that very fact motivates agents capable of representing the fairness concept and its norms to actually do so.

Training and testing

A substrate is an $N$-player partially observable general-sum Markov game (Leibo et al., 2021). Previously, in Melting Pot 1.0, we only fully supported symmetric games so each player received observations from the same observation space $X$, and took actions from the same action space $A$. Melting Pot 2.0 now adds full support for asymmetric games. We implement it by adding one new concept, that a player may have a role.

Roles

Here, we extend the definition of a substrate to explicitly allow for situations where players do not all have the same role (e.g. for asymmetric games). Now a player's observation and action space may vary according to their role. Substrates have a set of allowed roles $R$. The player in slot $i$ is assigned role $r_i \in R$, which determines their observation space ($X_i \equiv X_{r_i}$) and action space ($A_i \equiv A_{r_i}$).

Substrate factories

We define a substrate factory $F(r)$, a parameterized function that returns a substrate conditional on a particular role configuration, $r = (r_1, \ldots, r_N) \in R_F^N$, where the number of players supported by the returned substrate is $|r|$. In principle, $F$ can support any number of players, but in practice it is constrained to $N_F^{\min} \leq |r| \leq N_F^{\max}$.

The substrate factory may be used freely to sample a substrate, allowing agents to be trained for each specific role supported by that substrate factory. This results in a focal population, $\pi \sim f_F(\cdot| r)$; a distribution of policies conditioned on role $r \in R_F$. It is this conditional distribution that is submitted for evaluation on test scenarios.

Scenarios

A test scenario is a Markov game parameterized by a substrate factory $F$, a role configuration $r$, the focal-population size $N \leq |r|$, and a background population of held-out bots $g_F$. Of these only $F$ is known at training time.

To form a scenario we construct a substrate using $F(r)$, and fill all but the first $N$ player slots with policies sampled from the background population, such that $\pi_i \sim g_F(\cdot| r_i)$ for $i > N$. This results in an $N$-player Markov game.

We use such test scenarios to evaluate any trained focal population $f_F$, by filling the scenario’s remaining $N$ slots with policies sampled from the focal population, such that $\pi_i \sim f_F(\cdot| r_i)$ for $i \leq N$. We assess the performance of the focal population on the test scenario by the focal per-capita return, the mean return obtained across the focal players (i.e. excluding the background players).

Since the role configuration and background population are not known at training time, the focal per-capita return assesses the ability of the focal population to generalize to novel social situations.

When focal players outnumber background players we say the test scenario is in resident mode. These scenarios usually test the emergent cooperative structure of the population under evaluation for its robustness to interactions with a minority of unfamiliar individuals not encountered during training. When background players outnumber focal players, we say the test scenario is in visitor mode. One common use case for visitor-mode scenarios in Melting Pot is to test whether an individual from the focal population can observe the conventions and norms of the dominant background population and act accordingly (without retraining).

Secondary evaluation metrics

We propose to use focal-population per-capita return as our primary evaluation metric for testing the performance of a learning algorithm in a novel social situation. This is because, first and foremost, we want Melting Pot to provide a rigorous
The Melting Pot suite contains a set of over 50 multi-agent reinforcement learning substrates on which to train agents, and over 250 unique test scenarios to evaluate them. Screenshots in this figure were taken from the third person visualization view. All substrates are partially observed so agents view them through a smaller egocentric viewing window.

and clearly interpretable evaluation metric that highlights unsolved problems and compares innovative algorithms to one another (Leibo et al., 2021). Melting Pot is wide enough that many other reasonable-sounding metrics do not work well across the entire suite. For instance, we cannot always use the total collective return (sum of all players’ rewards including both focal and background players) because its value is always zero in zero-sum substrates.

However, when evaluating the suitability of trained agents for a practical application, there will be additional considerations, which can be assessed from secondary evaluation metrics using the same test scenarios. For example, impacts on the background population may be an indicator of the impacts the trained agents might have on humans in the real world. So we can measure the background-population per-capita return to see if it is negatively impacted by the introduction of the focal population. This could be useful to study whether the joint policy of the focal agents produces negative externalities—“side effects” that impact the broader population while sparing the focal population, dovetailing well with research on value alignment and AI safety (Amodei et al., 2016; Soares and Fallenstein, 2014). Or following Perolat et al. (2017), we can measure the inequality of the background-population individual returns to see if any benefit or harm arising from having introduced the focal population is fairly shared, perhaps connecting fruitfully to beneficial and cooperative AI research agendas (Dafoe et al., 2020; Russell et al., 2015).

**Benchmark experiments**

**Agent architectures**

To demonstrate the use of Melting Pot, we provide benchmark MARL results for a number of MAPLA (agent) architectures.

For each MAPLA architecture we performed 3 training runs on each substrate. For most substrates we trained $N$ individual agents in each training run: one in each role of the substrate’s $N$-player default role configuration. The exceptions to this were some 2-player substrates where we trained more than 2 agents:

1. Bach or Stravinsky in the Matrix Repeated (2 agents in the "bach_fan" role, and 2 agents in the "stravinsky_fan" role);
2. other "in the Matrix Repeated" substrates (5 agents in the "default" role);
3. Running with Scissors in the Matrix One Shot (5 agents in the "default" role);
4. Coins (5 agents in the "default" role);
Figure 2 | Multi-agent concepts engaged by each substrate. Properties highlighted here are only intended as a rough guide to the concepts at play in each substrate. They should not be taken as a serious theoretical attempt to classify multi-agent situations.

For each training episode, we built the substrate by passing a random permutation of the default role configuration to the substrate factory. To fill each player slot, we sampled without replacement from the subpopulation of agents that supported the corresponding role. This ensured that each training episode always had the same number of players with the same roles. Furthermore, each agent played as at most one player in each episode, always played in the same role, and that each agent’s player index varied between episodes. Each agent was trained for $10^9$ steps.

At test time, we used all trained agents as the focal population in the test scenarios. To fill each focal player slot, we sampled with replacement from the subpopulation of agents that supported the corresponding focal-player role. Thus at test time, an agent could play as multiple players in the same test episode.

The RL architectures we trained were: Actor-Critic Baseline (ACB), V-MPO (Song et al., 2020), and OPRE (Vezhnevets et al., 2020). OPRE was specifically designed for MARL while ACB and V-MPO are generic RL algorithms.

ACB is a well-established off-the-shelf RL method. Its core reinforcement learning algorithm was proposed by Espeholt et al. (2018), which built on prior work from Mnih et al. (2016) that described an algorithm called “advantage actor critic” (A3C). We also augmented it with a contrastive predictive coding auxiliary objective to promote discriminability of nearby timepoints using its LSTM state representations (Oord et al., 2018). In the previous Melting Pot release this agent was called A3C (Leibo et al., 2021). It has been the baseline RL agent used in a few papers in this line of research, and has nearly always been called either A3C or A2C e.g. Bakker et al. (2021); Duéñez-Guzmán et al. (2021); Köster et al. (2020, 2022); McKee et al. (2020); Vinitsky et al. (2023). We chose to rename it now because the old name has proven confusing in some contexts, and to reflect that it has departed quite significantly from the one called A3C in Mnih et al.
We chose the new name, ACB, to evoke the old name while still clearly being something different. It still starts with A, and remains three letters long. It even rhymes with A3C. It stands for Actor-Critic Baseline. We plan to use continue using this name going forward.

Since the last Melting Pot release we added a PopArt module to both ACB and OPRE (Hessel et al., 2019). V-MPO was already using PopArt. This layer is attached to the baseline (value) and advantage computation and serves to normalize the gradients. It helps avoid problems that would otherwise arise when reward values vary through several orders of magnitude over the course of training and allows us to use the same hyperparameters for all substrates, even though they have very different reward scales from one another.

We also trained prosocial variants of both algorithms, which directly optimized the per-capita return (rather than individual return), by sharing reward between players during training. Optimizing for collective return as a surrogate objective has previously been used for collaborative games (substrates) and social dilemmas (Claus and Boutilier, 1998; Peysakhovich and Lerer, 2017), and our experiments here allow us to investigate whether it generalizes well.

Computational setup

We use a distributed training setup described in Hessel et al. (2021), where TPU handles the agent parameters update in a learner process and action inference (learning and inference are split over several different chips). Experience for learning is generated in an actor process. The actor handles interactions with the environment on a CPU. The episode trajectories are split into truncated sequences each 100 steps long and are grouped into batches, which are then split over 6 TPU chips for learning. Each chip computes the update using the corresponding batch; afterwards their updates are averaged and applied to the parameters. This is different to the setup in Leibo et al. (2021), where learning was done on GPUs and inference was performed on CPU actors directly. This change led to hyper-parameters of both agents having to be re-calibrated.

Agents hyper-parameters

All agent architectures had the same size convolutional net and LSTM. The OPRE agent had additional hierarchical structure in its policy as described in Vezhnevets et al. (2020). All agents had a pop-art layer (Hessel et al., 2019) for normalizing the value function. ACB minimized a contrastive predictive coding loss (Oord et al., 2018) as an auxiliary objective (Jaderberg et al., 2016) to promote discrimination between nearby time points via LSTM state representations (a standard augmentation in recent work with ACB). The size of layers and their structure was the same as in the original Melting Pot release (Leibo et al., 2021). ACB and V-MPO only differ by the loss. For V-MPO loss we used default hyper-parameters from Song et al. (2020).

We tuned hyper-parameters of each agent on a limited set of substrates by optimizing for the collective return in population play and focal return when trained as an exploiter—we did not use the generalisation score for tuning. We have done it to the best of our ability given a limited computational budget.

All agents used discount rate \( \gamma = 0.99 \), PopArt step size of \( 10^{-3} \) with lower bound on scale \( 10^{-2} \), upper bound of \( 10^6 \) and gradient normalisation to 2.0 (Pascanu et al., 2013).

ACB The agent’s network consists of a convNet with two layers with 16, 32 output channels, kernel shapes 8, 4, and strides 8, 1 respectively. It is followed by an MLP with two layers with 64 neurons each. All activation functions are ReLU. It is followed by an LSTM with 128 units. Policy and baseline (for the critic) are produced by linear layers connected to the output of LSTM, followed by PopArt. We used an auxiliary loss (Jaderberg et al., 2016) for shaping the representation using contrastive predictive coding (Oord et al., 2018). CPC was discriminating between nearby time points via LSTM state representations (a standard augmentation in recent works with A3C). We used RMSProp optimizer with learning rate of \( 4 \times 10^{-4} \), \( \epsilon = 10^{-5} \), momentum set to zero, decay of 0.99, and the batch size of 256. Baseline cost was 1.0, entropy regularizer for policy at 0.003.
V-MPO  We used RMSProp optimizer with learning rate of $8 \times 10^{-4}$, $\epsilon = 10^{-5}$, momentum set to zero, decay of 0.99, and the batch size of 256. Initial $\eta = 1$, $\alpha = 5$, $\epsilon_{KL} = 0.01$. The gradients were clipped at 2.0 and target network was updated every 10 update steps.

OPRE  The networks shares the basic structure with ACB. The details of the architecture can be found in Vezhnevets et al. (2020). We used 16 options and a hierarchical critic implemented as an MLP with 64, 64 neurons. Critic has access to opponents observations. In Vezhnevets et al. (2020) only one other player was present. To represent multiple co-players, we simply average outputs of the visual stack (convNet+MLP) and their inventories (where appropriate) together, before feeding it into the critic. OPRE had the same parameters for optimisation as ACB plus two extra regularizers: i) entropy of policy over options set to 0.04 and ii) KL cost between critic and actor policies over options set to 0.01. Learning rate was set to $8 \times 10^{-4}$ and the batch size of 96.

Puppet for held-out bots:  Sometimes the desired behavior for held-out bots is difficult to specify using a single reward function. In these cases, we generate background populations using techniques inspired by hierarchical reinforcement learning (Sutton et al., 1999, 2011); in particular reward shaping (Sutton and Barto, 2018) and “option keyboard” (Barreto et al., 2019). We create a basic portfolio of behaviors by training bots that use different environment events as the reward signal (as in the Horde architecture from Sutton et al. (2011)). We then chain them together using simple Python code. This allows us to express complex behaviours in an “if this event, run that behaviour” way. For example, in Clean Up we created a bot that only cleans if other players are cleaning. These bots had a special network architecture based on FuN (Vezhnevets et al., 2017), with goals specified externally via substrate events rather than being produced inside the agent. The idea is to use environment events as goals for training basic policies and then combine them into complex ones using a pre-scripted high-level policy. The high-level policy is a set of “if this event happens, activate that behaviour” statements. The same set of environment events can be used to train basic policies and script the high-level one. We call this approach Puppet.

The puppet neural network has the same basic structure as the other agents we tested, input→ConvNet→MLP→LSTM→outputs, but has a hierarchical policy structure. The architecture was inspired by Feudal Networks (Vezhnevets et al., 2017), but has several important differences. We represent goals as a one-hot vector $g$, which we embed into a continuous representation $e(g)$. We than feed $e$ as an extra input to the LSTM. The network outputs several policies $\pi_z(a|x)$ and the final policy is a mixture $\pi(a|x) = \sum_z \alpha(e)\pi_z(a|x)$, where the mixture coefficients $\alpha(e) = \text{SoftMax}(e)$ are learnt from the embedding. Notice, that instead of directly associating policies to goals, we allow the embedding to learn it through experience. To train the puppet to follow goals, we train it in the respective environment with goals switching at random intervals and rewarding the agent for following them. Each goal has a separate value function and a PopArt module.

Normalising results
We also use two special MAPLAs for normalization: “exploiters” and “random”. They are intended to provide rough upper and lower bounds for the raw scores. Though, as we will discuss below, they do not always operate entirely as intended, and this has implications for how the normalized results should be interpreted (Fig. 3).

Each exploiter is a self-interested ACB or OPRE MAPLA trained directly on a single test scenario, using their individual return as the reward signal without further augmentation. Exploiters trained for $10^9$ steps (same as the MAPLAs under evaluation). The random agent selects actions uniformly at random, and ignores input observations. Together, exploiters and the random agent provide a rough estimate of the upper and lower bounds (respectively) of performance on the test scenarios. To contextualize the range of agent returns, we min-max normalize the focal per-capita re-
Figure 3 | MAPLA performance scores averaged over each substrate's scenarios. Averaged over 3 independent runs for each MAPLA.
turns to get a performance score that is between 0 (for the worst agent) and 1 (for the best agent). Often the score of 0 corresponds to the random agent and 1 to the exploiter. However, for some scenarios this is not the case, since held-out bots might create a task too hard to solve for a naive agent. This clearly manifests in competitive substrates, but is not limited to them. Note that this makes the normalized scores of the MAPLAs reported in Fig. 3 appear artificially high in those cases.

Below is the list of scenarios where the exploiter performed as no better than a random agent:

1. Clean Up: scenario 1;
2. Collaborative Cooking Asymmetric / Circuit / Cramped / Figure Eight: scenario 2;
3. Commons Harvest Closed: scenario 3;
4. Paintball King of the Hill: scenarios 0, 1, 3;
5. Predator Prey Random Forest: scenario 3;
6. Running with Scissors in the Matrix Repeated: scenarios 0, 1, 2, 3, 4 for ACB exploiter was no better than random. We trained an OPRE exploiter as replacement, which achieves strong results.
7. Territory Inside Out: scenario 1;

On Collaborative Cooking scenario 0 the random agent performed better than any other agent. This is due to the random agent “staying out of the way” of the competent held-out bots, whereas agents produced by MAPLAs interfered with them. In Territory Rooms scenario 3 and Territory Inside-out scenario 5 the random agent performs better than some, but worse than most agents.

On Coins (all scenarios), the normalization procedure yields spuriously strong results for a different reason. Here the random agent gets a dramatically worse score than any other agent. Its score is a large negative number; and this is an environment which would otherwise usually produce values around zero for defection equilibria or large positive numbers in the case of mutual cooperation. The random agent performs so poorly that the normalization makes it look like all the MAPLAs we evaluated perform well by comparison. However, visually inspecting their policies shows that that is not the case. None of the MAPLAs we tested actually learned to cooperate in the Coins substrate.

Results summary

Fig. 3 presents an overview, showing the average test scenario score for each substrate and each MAPLA. Please note that the presented results should not be interpreted as a definitive statement on the performance of specific MAPLAs. We didn’t perform careful tuning for each MAPLA, neither it was our goal to provide the state-of-the-art results. These results should be interpreted as the reasonable performance ballpark of off-the-shelf RL methods. We encourage researchers to run their own baselines.

On average, the top performing agent was ACB, followed V-MPO, and then by OPRE. This is different to our initial findings in the first Melting Pot paper (Leibo et al., 2021), where the ranking was V-MPO, OPRE, ACB. Our main hypothesis for ACB pulling ahead is that it greatly benefited from PopArt module. Most likely, V-MPO was doing better in the original experiments (Leibo et al., 2021) thanks to PopArt (which ACB did not use in the original paper, but V-MPO did). Now, the rather more sophisticated V-MPO algorithm seems to perform worse than the much simpler ACB policy gradient algorithm with CPC.

There are several potential reasons for underperformance of OPRE it: i) PopArt modules might have benefited ACB more than OPRE ii) scenarios added since the first release are harder for OPRE iii) changes in computational setup affected the two MAPLAs differently. Moreover, we used a very simple way to integrate information over multiple opponent (average pooling) for OPRE, which is likely to limit it’s capabilities for games with large number of players.

Overall, prosocial agents underperformed their purely self-interested counterparts, but the picture is nuanced. Optimizing for per-capita return can be difficult because it complicates credit assignment, and creates spurious reward “lazy agent” problems (Rashid et al., 2018; Sunehag et al., 2018). However, there are situations where prosocial agents outperform. For instance, in the relatively harsh social dilemma Clean Up, only
prosocial agent architectures managed to learn policies that were significantly better than random. Prosocial agents perform best on several other substrates too. These include Prisoners Dilemma / Stag Hunt in The Matrix, and Commons Harvest Open / Partnerships. This suggests a MAPLA capable of doing well on all of Melting Pot would have to generate agents who can flexibly balance self interest and prosociality depending on the circumstances.

On several groups of substrates the MAPLAs we ran failed to generalize at all, getting scores very close to random: Collaborative Cooking, Running with Scissors, Paintball Capture the Flag. In most other cases generalisation scores were above random, but with a significant room for further improvement.

Train & test scores as a function of training time

See learning curve figures (Figs. 6–54) for each focal population’s per capita return as a function of training time. In each figure the plot on the far left shows results from the training environment (i.e. only focal players). We periodically saved checkpoints of the focal population after every $x$ training steps. All plots to the right of the training plot show result from testing the saved focal population checkpoints from each $x$ in a specific test scenario. The curves plot the mean episode reward and its standard deviation, averaged over 3 independent runs.

Discussion

Here we have presented Melting Pot 2.0: an evaluation suite for MAPLAs that evaluates generalization to novel social situations. This release more than doubles the size of the initial Melting Pot suite (Leibo et al., 2021). There are more than twice as many substrates as there were in the original set and more than three times as many scenarios. To the best of our knowledge, it is the largest open-source benchmark for general-sum Markov games. Moreover, Melting Pot is far from a solved problem. Our preliminary results show that there is plenty of room to improve the scores in the vast majority of test scenarios and substrates.

To facilitate secondary analyses of published results, we have included standardized evaluation scripts along with Melting Pot 2.0 (see https://github.com/deepmind/meltingpot). Other fields such as medicine extensively employ secondary analysis techniques like meta-analysis (Haidich, 2010). However, machine learning has been slow to adopt these methods. They require a bit of foresight on the part of authors to report their results in standard formats, but the whole community benefits when secondary analyses are easier to perform (Burnell et al., 2023; Roelofs et al., 2019). For instance, meta-analysis may be used to quantify convergence between different approaches and clarify rates of improvement over time (Hernández-Orallo, 2017; Martínez-Plumed et al., 2020). Given instance-level data, they can be used to identify blind spots where further investment may be needed (Martínez-Plumed et al., 2019). Encouraging the standardized reporting of experimental results is complementary to other open science efforts like those that encourage public code. Hopefully it will be easy for researchers using Melting Pot to report results in such a way as to encourage such downstream re-use of their results.

Melting Pot 2.0 allows researchers to evaluate algorithms that train populations of agents to behave socially. How will the resulting agents resolve social dilemmas? Can they deal with free-riders? Will they learn policies that have an equitable distribution of returns? Will the winner take all? These questions not only present interesting research directions, but are also important to consider in the context of AI safety and fairness. After all, human society is a multi-agent system and any deployed AI agent will have to generalize to it.

Substrates and Scenarios

Common properties shared by all substrates

Unless otherwise stated, all substrates have the following common rules:
• Sprites are 8 × 8 pixels.
• The agents have a partial observability window of 11 × 11 sprites, offset so they see more in front than behind them. The agent sees 9 rows in front of itself, 1 row behind, and 5 columns to either side. A few substrates use smaller observation windows, noted in their respective sections.
• Thus in RGB pixels, the size of each observation is 88 × 88 × 3. All agent architectures used here have RGB pixel representations as their input.
• Movement actions are: forward, backward, strafe left, strafe right, turn left, and turn right.

Allelopathic Harvest¹

There are three varieties of berry: red, green, and blue, and a fixed number of berry patches, which can be replanted to grow any variety of berry. The ripening rate of each berry variety depends linearly on the fraction that that variety (color) comprises of the total. This can be understood as the cumulative effect of each berry variety suppressing the two others. Thus a monoculture of one variety (100% of patches planted with that variety) implies a zero ripening rate for the other two varieties and the highest possible ripening rate for the monoculture variety. Evenly proportioned varieties \( \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \) yield the lowest possible overall ripening rate since all varieties suppress one another equally. Thus the sixteen players can increase the overall ripening rate by planting in such a way as to move the total proportions closer to monoculture of either red, green, or blue. However, increasing one variety’s proportion decreases the other two since the three proportions must add up to one.

Players in Allelopathic Harvest have heterogeneous tastes: each has a particular berry variety that is intrinsically more rewarding to them. This creates tensions between groups of players since it is only possible to build one monoculture at a time. In addition, there is also a free-rider problem since individuals prefer to consume than plant (Köster et al., 2020). If all individuals free ride (none ever plant), then the variety proportions remain at their evenly mixed value where they start each episode, so the ripening rate remains very slow.

Individuals are rewarded for consuming ripe berries. They get a reward of 2 for consuming their preferred berry, and a reward of 1 for consuming a berry of any other color. At the start of each episode, berries are initialized to be unripe and evenly distributed over the three colors. Individuals can replant unripe berries to any color. Thus each individual experiences a tension between their incentive to immediately consume ripe berries and their incentive to plant unripe—and their preferred colored—berries. The default player roles are 8 players preferring red berries, and 8 preferring green berries.

The environment (a 29x30 plane) is filled with 348 berry plants of 3 colors (reset at the start of each episode; 116 per color).

Berry ripening depends stochastically on the number of berries sharing the same color that have been planted. Initially all berries are in an unripe state. Each berry has a probability \( p \) to ripen on each step, dependent on the number \( b \) of berries of the same color across the whole map; \( p = 5 \times 10^{-6}b \) (the ‘allelopathic’ mechanic (inspired by Leibo et al. (2019)). Investing in establishing one color throughout the map, a monoculture, is prudent because it can be done relatively rapidly (if all players join in) and by doing so, all players will be able to harvest berries at a much faster rate for the remainder of the episode.

Players can move around in the environment and interact with berries in several ways. Players can use a planting beam to change the color of unripe berries to one of the other berry-type colors (the ‘harvest’ mechanic). Players can also walk over ripe berries to consume them. Ripe berries cannot be replanted, and unripe berries cannot be consumed. Players’ avatars are recolored after using their planting beam to the same color they turned the berry into. Players’ avatars are also stochastically recolored to a fixed white color when they eat a berry (probability inversely proportional to the highest berry fraction). These rules have the effect that past eating/planting ac-

¹For a video of Allelopathic Harvest, see https://youtu.be/Bb0duMG0YF4
tions often remains visible for others until a new action is taken.

Each player also has the ability to zap other agents with a beam. It could be used either as a punishment mechanism or as a way to compete over berries. Getting zapped once freezes the zapped player for 25 steps and applies a visible mark to the player indicating that they have been punished. If a second zap is received within 50 steps, the player is removed for 25 steps and receives a penalty of \(-10\) reward. If no zap is received for 50 steps, the mark fades. After each use of the zapping beam it is necessary to wait through a cooldown period of 4 steps before it can be used again.

Episodes last 2000 steps. The action space consists of movement, rotation, use of the 3 planting actions, and use of the zapping beam (10 actions total).

**Scenarios**

**SC 0** Visiting a population where planting green berries is the prevailing convention. This is a visitor mode scenario with a background population of ACB bots who were selected out of a wider set on the basis of their relatively increased tendency to plant green berries. All four focal players prefer red berries, but since they are outnumbered by the twelve background players who all plant green, they must acquiesce to a convention where green berries become the most common.

**SC 1** Visiting a population where planting red berries is the prevailing convention. This is a visitor mode scenario with a background population of ACB bots who were selected out of a wider set on the basis of their relatively increased tendency to plant red berries. The four focal players also prefer red berries so they do well under the prevailing convention.

**SC 2** Focals are resident and visited by bots who plant either red or green. This is a resident mode scenario with a background population of ACB bots who were selected on the basis of their relatively increased tendency to plant either red or green berries. Of the fourteen focal players, most prefer red berries but some prefer green berries. If the two background players plant inconsistently with the resident/focal population's established convention then members of the focal population should take sanctioning actions to prevent them from planting too much.

**Boat Race: Eight Races**

The environment is inspired by the boat rowing thought experiment posed by Hume (1739/2012). Six players engage in a back and forth series of boat races across a river. Boats, however, cannot be rowed by a single player, and thus, players need to find a partner before each race and coordinate their rowing during the race to cross the river. At the beginning of a race, apples which confer reward when eaten appear on the other bank of the river. When the players are on the boat, they can choose from two different rowing actions at each timestamp: (a) paddle, which is efficient, but costly if not coordinated with its partner; and (b) flail, an inefficient action which isn't affected by the partner's action. When both players paddle simultaneously, the boat moves one place every 3 timesteps toward the other side of the river. When either player flails, the boat has a 10% probability of moving one place, regardless of what the other player does. If one of the players on the boat paddles (i.e. if they have executed the paddle action within the last 3 timesteps) and the other flails, the paddler receives a penalty reward of \(-0.5\). The episode consists of eight races of fixed duration. Each race consists of a partner choice phase where the access to the boats is barred, but players can line up. This phase lasts 75 steps. After the partner choice phase, the actual race starts by lifting the bars preventing players from accessing the boats. Once a player sits (by touching) on a boat seat, they are prevented from moving until the reach the other side of the river. The actual race lasts for 225 steps. Any player that doesn’t reach the other

---

For a video of Boat Race: Eight Races, see https://youtu.be/sEh1hRJvuFw
side of the river when the race ends is disqualified (removed from the episode). The rowing styles are visibly distinct during the race, with mutual rowing showing steady rhythmic progress of the boat, and flailing looking like stochastic progress, and an oar always up.

**Scenarios**

**SC 0 Visiting cooperators.** This is a visitor mode scenario with a background population of ACB bots that are incentivized to only paddle when on the boat. A single focal player must find any partner, and then paddle alongside their boat partner in order to maximize the speed to get to the other side, and thus get the most reward. If the focal player flails, on average they will receive lower reward, while causing large negative rewards to their partner.

**SC 1 Visiting defectors.** This is a visitor mode scenario with a background population of ACB bots that are incentivized to only flail when on the boat. A single focal player must find any partner, and then flail alongside their boat partner. Alternatively, the focal player might choose to completely free-ride, not rowing at all. This is a slightly suboptimal strategy, because any timestep that their partner doesn’t flail, there is no chance to make the boat move. The focal player should never paddle, as no partner would likely paddle in return.

**SC 2 Visited by a cooperator.** This is a resident mode scenario with a background population of a single ACB bot that is incentivized to only paddle when on the boat. Five focal players can partner among themselves, but at least one must partner with the background bot. In that case, they should flail, as that maximizes their reward. However, free-riding (not rowing) is also a reasonable strategy, if a bit less optimal (see Scenario 1 above).

**SC 4 Find the cooperator partner.** This is a visitor mode scenario with a background population of ACB bots, four of which are incentivized to only flail while one is incentivized to paddle when on the boat. A single focal player must find the cooperator partner, and then paddle alongside their boat partner in order to maximize the speed to get to the other side. The focal player has several possible strategies to find the cooperator: they can use rejection sampling, e.g. choosing a partner at random, and then observing their strategy, if they like them, choose them for all subsequent races, if they don’t like them, sample someone else. With eight races and five co-players, it should be in principle possible to sample all co-players at least one. Alternatively, the focal player can choose a partner at random for the first race, but orient themselves in such a way that they can observe all the boats during the actual race, and therefore know who the cooperator is. Then, thereafter, always partner with the cooperator.

**Chemistry**

Reactions are defined by a graph (see Fig. 4 and Fig. 5), which together with a map setting initial molecules, defines a substrate, occur stochastically when reactants are brought near one another. Agents can carry a single molecule around the map with them at a time. Agents are rewarded when a specific reaction—such as metabolizing food—occurs with the molecule in their inventory participating as either a reactant or a product. Each reaction has a number of reactants and products, occurs at different rates that can depend on if it is in an agent’s inventory or not. As an example, metabolizing food in the metabolic cycles substrate has a much higher rate in the inventory where it generates a reward than outside where it represents the food molecule dissipating. Some tasks also contains distractor molecules,
that allow agents to easily generate a stream of modest rewards by holding such a molecule in their inventory. This strategy is a shallow local optima that is easily found by agents, making it harder to learn to more rewarding cycles.

**Chemistry: Three Metabolic Cycles**

Individuals benefit from three different food generating reaction cycles. The cycles will run on their own (autocatalytically), but require energy to continue. One of the cycles produces more rewarding compounds than the other two but it also consumes the energy used to power it at a faster rate. Bringing together side products from the other two cycles generates new energy such that both cycles can continue. If the agents get them running consistently enough then they can generate enough energy from them to also power the third cycle, which is more energy hungry. Too much use of the energy-hungry cycle before discovering how to use the other two cycles efficiently will rapidly deplete the initial energy present in the map. The highest collective return is obtained by populations that run all three autocatalytic reaction cycles simultaneously.

**Scenarios**

SC 0 *Resident focal population meets a small mixture of background bots.* Five focal agents meet three bots that each specialize in running one of the three cycles. The five focal agents needs to contribute to the red and blue metabolic cycles and quickly generate more energy by combining the side products so as to allow for also running the more rewarding yellow cycles.

SC 1 *Meeting bots running blue and yellow.* Four focal agents meet four bots, two of which runs the blue metabolic and two that runs the yellow. The focal agents need to fully run the green cycle and generate more energy by combining side products together. They need this part to be efficient enough to not have the two bots running the yellow more energy demanding cycle depleting the energy. They also need to hold on to some
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3For a video of *Chemistry: Three Metabolic Cycles*, see [https://youtu.be/RlnojJHAoFI](https://youtu.be/RlnojJHAoFI)
energy for running the green and blue cycles and keep that away from the yellow running bots.

SC 2 Meeting one-sided bots running green. Four focal agents meet four bots that all run the green metabolic cycle. The focal agents need to run the blue cycle and generate more energy by bringing side products together. If they do this efficiently enough they can also benefit from mixing in the yellow cycle.

SC 3 Visit a resident population with mixed specialties. Two focal agents meet six bots, two for each of the three cycles. The focal agents needs to generate more energy by bringing side products together and to chip in running the blue and green fast enough for the yellow running bots to not deplete all energy.

Chemistry: Three Metabolic Cycles With Plentiful Distractors

Similar to Chemistry: Three Metabolic Cycles but here there are also molecules of a distractor compound scattered around. The distractor can be collected and held, after which it provides reward at a constant but low rate. Holding a distractor is the simplest rewarding strategy, it corresponds to a shallow local optimum that is very easy for agents to learn, and once learned often makes it very difficult to explore other policies. For agents to get good scores in this substrate they must be able to avoid premature convergence to such shallow local optima and continue to explore beyond them.

Scenarios

SC 0 Resident focal population meets a small mixture of background bots, must avoid distractor molecules. Five focal agents meet three bots that each specialize in running one of the three cycles. The five focal agents needs to contribute to the red and blue metabolic cycles and quickly generate more energy by combining the side products so as to allow for also running the more rewarding yellow cycles. The focal agents also needs to avoid the distractor molecules that are not touched by the bots.

SC 1 Meeting bots running blue, avoid distractors. Four focal agents meet four bots that all run the blue metabolic cycle. The focal agents need to run the green cycle and generate more energy by bringing side products together. If they do this efficiently enough they can also benefit from mixing in the yellow cycle. The focal agents also needs to avoid the distractor molecules that are not touched by the bots.

SC 2 Meeting bots running green and yellow, avoid distractors. Four focal agents meet four bots, two of which runs the green metabolic and two that runs the yellow. The focal agents need to fully run the blue cycle and generate more energy by bringing side products together. They need this part to be efficient enough to not have the two bots running the yellow more energy demanding cycle depleting the energy. They also need to hold on to some energy for running the green and blue cycles and keep that away from the yellow running bots. The focal agents also needs to avoid the distractor molecules that are not touched by the bots.

SC 3 Visit a resident population with mixed specialties and avoid distractor molecules. Two focal agents meets six bots, two for each of the three cycles. The focal agents needs to generate more energy by bringing side products together and to chip in running the blue and green fast enough for the yellow running bots to not deplete all energy. The focal agents also needs to avoid the distractor molecules that are not touched by the bots.

Chemistry: Two Metabolic Cycles

Individuals benefit from two different food generating cycles of reactions that both rely on energy
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4For a video of Chemistry: Three Metabolic Cycles With Plentiful Distractors, see https://youtu.be/Ij1JckwM1VE

5For a video of Chemistry: Two Metabolic Cycles, see https://youtu.be/kxMNaCJuXJE
which dissipates over time. Bringing together side products from both cycles generates new energy such that the cycles can continue indefinitely. The population needs to keep both cycles running to get high rewards.

**Scenarios**

**SC 0**  *Resident focal population meets a small mixture of background bots.* Six focal agents meet two bots that each specialize in running one of the two cycles. The focal agents need to take part in both of these cycles for them to run well as well as taking responsibility for generating new energy by combining the side products.

**SC 1**  *Meeting bots running blue.* Four focal agents meet four bots that all run the blue cycle, which means the focal population needs to run the green cycle and generate new energy by combining the side products.

**SC 2**  *Meeting one-sided bots running green.* Four focal agents meet four bots that all run the green cycle, which means the focal population needs to run the green cycle and generate new energy by combining the side products.

**SC 3**  *Visit a resident population with mixed specialties.* Here two focal agent meets six bots with a mixture of the required specialties. The focal agents just needs to chip in to run it all faster or can mostly be parasitically consuming food generated by the bots.

**Chemistry: Two Metabolic Cycles With Distractors**

Similar to *Chemistry: Two Metabolic Cycles* but here there are also molecules of a distractor compound scattered around, which can be held as part of an easy-to-discover rewarding strategy, like in *Chemistry: Three Metabolic Cycles With Plentiful Distractors*. However, in this case there are less distractor molecules than there are players. An implication of that is that it is not possible for all players to simultaneously select the distractor policy. If they try then at least some players would always be left without a distractor molecule. This “competitive exclusion” makes it easier to explore beyond the distractor strategy to discover better strategies involving the two autocatalytic cycles. The best joint strategies in this substrate run both autocatalytic cycles simultaneously and completely ignore the distractor molecules.

**Scenarios**

**SC 0**  *Resident focal population meets a small mixture of background bots, must avoid distractor molecules.* Six focal agents meet two bots that each specialize in running one of the two cycles. The focal agents need to take part in both of these cycles for them to run well as well as taking responsibility for generating new energy by combining the side products. The bots are not touching the distractor molecules that the focal agents needs to avoid.

**SC 1**  *Meeting one-sided bots running blue and avoid distractor molecules.* Four focal agents meet four bots that all run the blue cycle, which means the focal population needs to run the green cycle and generate new energy by combining the side products. The bots are not touching the distractor molecules that the focal agents needs to avoid.

**SC 2**  *Meeting one-sided bots running green and avoid distractor molecules.* Four focal agents meet four bots that all run the green cycle, which means the focal population needs to run the green cycle and generate new energy by combining the side products. The bots are not touching the distractor molecules that the focal agents needs to avoid.

**SC 3**  *Visit a resident background population with mixed specialties and avoid distractor molecules.* Here two focal agent meets six bots with a mixture of the required specialties. The focal agents just needs to chip in to run it all faster or can mostly be parasitically consuming food generated by the bots.

---

*For a video of *Chemistry: Two Metabolic Cycles With Distractors*, see [https://youtu.be/YsN-SnY-buo](https://youtu.be/YsN-SnY-buo)*
bots. The bots are not touching the distractor molecules that the focal agents needs to avoid.

**Clean Up**

Clean Up is a seven player game. Players are rewarded for collecting apples (reward +1). In **Clean Up**, apples grow in an orchard at a rate inversely related to the cleanliness of a nearby river. The river accumulates pollution at a constant rate. Beyond a certain threshold of pollution, the apple growth rate in the orchard drops to zero. Players have an additional action allowing them to clean a small amount of pollution from the river. However, the cleaning action only works on pollution within a small distance in front of the agents, requiring them to physically leave the apple orchard to clean the river. Thus, players maintain a public good of orchard regrowth through effortful contributions. Players are also able to zap others with a beam that removes any player hit from the game for 50 steps (Hughes et al., 2018).

A group can achieve continuous apple growth in the orchard by keeping the pollution levels of the river consistently low over time. However, on short timescales, each player would prefer to collect apples in the orchard while other players provide the public good of keeping the river clean. This creates a tension between the short-term individual incentive to maximize reward by staying in the orchard and the long-term group interest of a clean river.

**Scenarios**

SC 0 **Visiting an altruistic population.** This is a visitor mode scenario. Three players sampled from the focal population join four players sampled from the background population. The background population is fully altruistic here. They spend a lot of time cleaning the river and do not react if their focal visitors free ride. As a result the best scoring focal policies will free-ride in this scenario. It’s what rationality calls for in such a situation. As an aside, we may want to remove this scenario in the future since it rewards straightforwardly antisocial behavior.

SC 1 **Focals are resident and visitors ride free.** This is a resident mode scenario. Four players sampled from the focal population are joined by three players sampled from the background population. All bots in the background population free ride. That is they collect apples when they appear, but they never clean the river. The test here is whether cooperation among the four focal players breaks down in the face of so many free riding visitors. The focal players need to do all the cleaning themselves. A good solution is for all to clean simultaneously so they can cause a high enough apple growth rate that the three free riders cannot eat everything before the cleaning focal players make it back to the apple-growing region.

SC 2 **Visiting a turn-taking population that cleans first.** This is a visitor mode scenario. Three players sampled from the focal population join four players sampled from the background population. The background population players alternate between cleaning and eating, doing each one for 200 steps before switching to the other. They begin each episode by cleaning. An efficient solution would be for all or some of the focal players to clean out of phase with the background players. That way there could always be some players cleaning at all times, which would create a large number of apples and a high collective return.

SC 3 **Visiting a turn-taking population that eats first.** This scenario is the same as SC 2 but here the background population starts out the episode by eating. As with SC 2 it alternates thereafter. Focal population joint policies leading to high reward will look similar here as in SC 2, but in this case there is the added fear present in the first 200 steps of the episode that no one in the background population will ever clean, which could lead some focal populations to become overly focused on punishment and fail to get high reward.

---

7For a video of Clean Up, see https://youtu.be/TqiJYx0wdxw
SC 4 *Focals are visited by one reciprocator.* This is a resident mode scenario. Six players sampled from the focal population are joined by one player sampled from the background population. The background bot cleans whenever at least two other players are cleaning. This means the focal population cannot easily take advantage of the bot and free ride on its hard work. It will contribute so long as others contribute. But if all the focal players free ride then this background bot will do the same. Thus effective focal populations in this scenario need at least two players to spend some of their time cleaning. Also, since the optimal rate of apple growth is achieved when two players clean simultaneously, best results are obtained when a focal player stays in the river and cleans alongside the background bot.

SC 5 *Focals are visited by two suspicious reciprocators.* This is a resident mode scenario. Five players sampled from the focal population are joined by two players sampled from the background population. The background bots in this case are similar to those of SC 4 in that they clean the river whenever others also clean it. But in this case they are more suspicious. Two focal players cleaning is not enough for them. These bots wait till at least three focal players clean simultaneously before joining. Like SC 4, these bots will join in and help clean when others clean, but if the focal players never clean then these bots won’t clean either. Thus effective focal populations in this scenario need at least three players to spend some of their time cleaning. Also, since the optimal rate of apple growth is achieved when two players clean simultaneously, best results are obtained when at least one focal player stays in the river and cleans alongside the background bot.

SC 6 *Focals are visited by one suspicious reciprocator.* This is a resident mode scenario. Six players sampled from the focal population are joined by one player sampled from the background population. The background bot in this case is similar to the bot used in SC 4 in that it cleans the river whenever others also clean it. But in this case it is more suspicious. Two focal players cleaning is not enough for it. This bot waits till at least three focal players clean simultaneously before joining. Like SC 4, this bot will join in and help clean when others clean, but if the focal players never clean then this bot won’t clean either. Thus effective focal populations in this scenario need at least three players to spend some of their time cleaning. Also, since the optimal rate of apple growth is achieved when two players clean simultaneously, best results are obtained when at least one focal player stays in the river and cleans alongside the background bot.

SC 7 *Focals visit resident group of suspicious reciprocators.* This is a visitor mode scenario. Two players sampled from the focal population join five players sampled from the background population. In this case all five background population bots implement the same suspicious conditional cooperation strategy as in SC 5 and SC 6. The focal population only has to contribute (clean the river) once at the start of the episode, with at least three individuals. Thereafter the background bots’ own cleaning is enough to induce one another to keep at it. So the focal population can safely free-ride after inducing the background population to cooperate once.

SC 8 *Focals are visited by one nice reciprocator.* This is like SC 4 but the background player is “nice” in the sense of *Axelrod* (1984). That is, it implements a conditional cooperation strategy but here starts out in the cooperate mode. This makes it a bit easier to take advantage of by free riding since it always cleans for at least 200 steps regardless of what the focal players do. However, higher scores can only be obtained by inducing the bot to clean for longer by arranging for at least some members of the focal pop-
ulation to spend at least a bit of their time cleaning.

Coins

This environment was introduced in Lerer and Peysakhovich (2017). Two players move around a room and collect colored coins. Coins appear in the room periodically, at random locations. Each coin has a 50% probability of matching the color of the first player and a 50% probability of matching the color of the second player. A player receives a reward of 1 for collecting any coin. However, if a player picks up a coin matching the other player’s color then the other player receives a reward of -2.

Each episode lasts at least 300 timesteps. Every 100 steps after the first 300 have passed there is a 0.05% chance of the episode ending on the next step.

Scenarios

SC 0 Partner is either a pure cooperator or a pure defector. If the background player is a “cooperator” then it only collects coins that match its own color. If it is a “defector” then it collects coins without regard to their color. The focal agent maximizes its score by defecting (i.e. ignoring coin color). To see why, consider that this substrate has similar incentives to the Prisoners Dilemma, so defection is the best response to all pure strategies.

SC 1 Partner is a high-threshold (generous) reciprocator. If the focal player collects three mismatching coins in any 150 step window then the background player punishes it by switching into a defect state for the next 150 steps. When in the defect state, it collects all coins without regard to their color. Otherwise the background player cooperates by collecting only coins matching its own color. The focal agent maximizes its score by cooperating, i.e. by collecting only coins that match its own color.

88 For a video of Coins, see https://youtu.be/a_SYgt4tBsc

SC 2 Partner is a low-threshold (harsh) reciprocator: If the focal player collects a single mismatching coin then the background player punishes it by switching into a defect state for the next 100 steps. When in the defect state, it collects all coins without regard to their color. Otherwise the background player cooperates by collecting only coins matching its own color. The focal agent maximizes its score by cooperating, i.e. by collecting only coins that match its own color.

SC 3 Partner is a high-threshold (generous) strong reciprocator. If the focal player collects three mismatching coins in any 150 step window then the background player punishes it by switching first into a spiteful state for 75 steps. While in the spiteful state it prioritizes collecting mismatched coins (it hurts itself to hurt its partner). Then it transitions to a defect state in which it collects all coins regardless of color for the next 75 steps. After that it transitions back to the cooperate state itself. If the focal player ever collects three mismatched coins in any 150 step window then it starts the punishment sequence all over again with spite followed by defection. The focal agent maximizes its score by cooperating, i.e. by collecting only coins that match its own color.

SC 4 Partner is a low-threshold (harsh) strong reciprocator: If the focal player collects a single mismatched coin in any 100 step window then the background player punishes it by switching first into a spiteful state for 50 steps. Then if the focal player has stopped collecting mismatched coins it transitions to a defect state in which it collects all coins regardless of color for the next 50 steps. After that if the focal agent is still cooperating it transitions back to the cooperate state itself. The focal agent maximizes its score by cooperating, i.e. by collecting only coins that match its own color.

SC 5 Partner is a cooperator. The background player always cooperates by collecting only coins that match its own color. The focal agent maximizes its score by defecting
Considering the analogy between this substrate and Prisoners Dilemma, defection against cooperation provides the “temptation” outcome, which is the highest that can be achieved.

SC 6 Partner is a defector. The background player always defects by collecting all coins regardless of their color. The focal agent maximizes its score by also defecting. Considering that this substrate has similar incentives to the Prisoners Dilemma, it is clear that pure defection is the best response to pure defection.

Collaborative Cooking

Inspired by Carroll et al. (2019); Strouse et al. (2021); Wang et al. (2020)’s work on an Overcooked-like environment. Players need to collaborate to follow recipes.

Melting Pot includes all five of the original two-player maps introduced by Carroll et al. (2019). In addition, we added two more variants Collaborative Cooking: Crowded and Collaborative Cooking: Figure Eight which both use a larger number of players, nine in the former and six in the latter.

Note 1: Most prior work on Overcooked or collaborative cooking use a specific self-interested shaping pseudorewards scheme for training. We will refer to any additional reward signals other than the original environment reward as pseudorewards. The Melting Pot implementation supports this standard reward scheme. However, it is turned off by default. To turn it on, set cooking_pot_pseudoreward = 1.0 during training. Always remember to set it back to 0.0 at test time.

Note 2: In order to use consistent methodology across all of Melting Pot we didn’t apply any pseudorewards during training when we ran the baselines to obtain the results for this report. An implication of this is that the algorithms we ran on collaborative cooking differ from those in the prior literature in that they were trained with cooking_pot_pseudoreward = 0.0. This is why the scores appear to be very low. The joint exploration problem is very hard without the pseudoreward.

Collaborative Cooking: Asymmetric

Carroll et al. (2019) described the Asymmetric Advantages map as testing whether players can choose high-level strategies that play to their strengths.

Scenarios

SC 0 Collaborate with a skilled chef. Here the background player implements a particular policy that can be very effective when its partner does its part. The two players are on two distinct and disconnected sides of the map. On one side the goal delivery location is close to cooking pots and the tomato dispenser is far away whereas on the other side the the goal delivery location is far from the cooking pots but the tomato dispenser is close. The players should collaborate, each specializing in the part of the task that it is most efficient for them to do on the side of the map where they spawned. The background player implements this kind of policy, which depends on the actions of its partner to complete the task. The background player was trained with the V-MPO algorithm.

SC 1 Collaborate with a semi-skilled apprentice chef. This scenario is similar to SC 0 but the background player is not as well trained. In fact the background population used here is the same as in SC 0 but from an earlier point in training. The importance of evaluating cooperation with bots of varying skill levels, and different points in training, has been emphasized in prior work on this substrate e.g. Strouse et al. (2021).

SC 2 Succeed despite an unhelpful partner. In this scenario the background player never moves or helps in any way. On this map it is less efficient to implement all steps of the recipe alone versus to work together with a partner. But it is still possible for either
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9For a video of Collaborative Cooking: Asymmetric, see https://youtu.be/4AN3e1lFuMo
player to perform all the steps on their own. The task is to realize that the background player won’t do their part of the joint policy so the focal agent had better do everything itself.

**Collaborative Cooking: Circuit**

Carroll et al. (2019) described the Counter Circuit map as, where the center of the room is occupied by a counter. Agents can make their way around the counter, or employ a non-obvious coordination strategy, where ingredients are passed over the counter to the pot, rather than being carried around. Although the agents can act independently, if they coordinate they can greatly improve their efficiency.

**Scenarios**

**SC 0 Collaborate with a skilled chef.** Here the background player implements a particular policy that can be very effective when its partner does its part. The background player was trained with the V-MPO algorithm.

**SC 1 Collaborate with a semi-skilled apprentice chef.** This scenario is similar to SC 0 but the background player is not as well trained. In fact the background population used here is the same as in SC0 but from an earlier point in training.

**SC 2 Succeed despite an unhelpful partner.** In this scenario the background player never moves or helps in any way. The task is to realize that the background player won’t do their part of the joint policy so the focal agent must do everything itself.

**Collaborative Cooking: Cramped**

Carroll et al. (2019) described the Cramped Room map as presenting a low-level coordination challenge arising from the fact that agents can easily collide with one another in the small shared space.

**Scenarios**

**SC 0 Collaborate with a skilled chef.** Here the background player implements a particular policy that can be very effective when its partner does its part. As there is limited space on this map and the background player is focused on putting tomatoes into the cooking pot, the optimal strategy would be for the focal agent to specialize in plating and delivering the soup, only stepping into the path of the background player when plating the soup and moving out of the way immediately after.

**SC 1 Collaborate with a semi-skilled apprentice chef.** This scenario is similar to SC 0 but the background player is not as well trained. In fact the background population used here is the same as in SC0 but from an earlier point in training. To coordinate with the background player the focal player must be sure to not obstruct cooking deposits, occasionally support the task of adding tomatoes into the cooking pot, and own the plating and delivering of the soup.

**SC 2 Succeed despite an unhelpful partner.** In this scenario the background player never moves or helps in any way. The task is to realize that the background player won’t do their part of the joint policy had better do everything itself. The focal player must utilise the remaining accessible resource depots to complete the task instead of the one the background player is obstructing.

**Collaborative Cooking: Crowded**

This is a nine-player game. All players are in a large open room with a single counter passing down the middle to create a chokepoint-like location in the middle of the map where only one player can pass at a time. Individuals can make the entire recipe on their own but it is very difficult to coordinate access through the chokepoint
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10 For a video of Collaborative Cooking: Circuit, see https://youtu.be/2nXe5OPvJ7g

11 For a video of Collaborative Cooking: Cramped, see https://youtu.be/8qQFbx08UNY

12 For a video of Collaborative Cooking: Crowded, see https://youtu.be/_6j3yYbf434
if the joint strategy requires all players to pass through it. A better approach would be to use the space on the counter to pass ingredients between the two sides of the room.

Scenarios

SC 0 Collaborate with an independent chef who expects others to get out of their way. In this resident mode scenario one background player visits eight focal players. Here the background player will stick to its strategy of picking up tomatoes to load into the cooking pot on its own instead of leveraging collaboration with the focal population. The focal population can adapt to the background player by coordinating amongst themselves to pass each other plates and tomatoes over the counter in order to ensure the chokepoint the background player utilises remains unobstructed.

SC 1 Collaborate with several chefs who can work together, but are not very good at doing so. In this resident mode scenario two background players visit six focal players. Similar to SC0, the background population will not use the counter and will instead travel back and forth to each of the main areas carrying the necessary items. The focal population can again coordinate amongst themselves to pass items over the dividing counter in order to keep the chokepoint unobstructed for their use.

SC 2 No assistance from an unhelpful visiting noob bot. In this resident mode scenario, one background player visits eight focal players. The task is to realize that the background player won’t do their part of the joint policy so the focal agents must do everything themselves.

Collaborative Cooking: Figure Eight

This is a six-player game. Players can get themselves out of the way of others by ducking into small alcoves which are available in several locations around a long and narrow corridor flanked by counters, similar to the Counter Circuit map.

Scenarios

SC 0 Collaborate with an independent chef who expects others to get out of their way. In this resident mode scenario, five focal players are visited by one background player. The focal population must utilise the alcoves across the map when they find themselves in the path of the background player.

SC 1 Collaborate with two chefs who can work together, but are not very good at doing so. In this resident mode scenario, four focal players are visited by two background players. Similar to SC0 the focal population needs to allow the background population passage by ducking into the nearest alcove when in the way.

SC 2 No assistance from an unhelpful visiting noob bot. In this resident mode scenario, five focal players are visited by one background player. The task is to realize that the background player won’t do their part of the joint policy so the focal agents must do everything themselves.

Collaborative Cooking: Forced

Carroll et al. (2019) described the Forced Coordination map as one that requires agents to develop a high-level joint strategy since neither player can serve a dish entirely on their own.

Scenarios

SC 0 Collaborate with a skilled chef. Here the background player only has access to the tomato and plate dispensers, while the focal player has access to the cooking pots and the drop off point. The background player will place an item on the table for the focal player to take as long as the counter is clear, so the the focal player must coordinate by maneuvering the resources in time to allow them the counter space.

Collaborative Cooking: Figure Eight

For a video of Collaborative Cooking: Figure Eight, see https://youtu.be/hUCb0LS1-Gw

Collaborative Cooking: Forced

For a video of Collaborative Cooking: Forced, see https://youtu.be/FV_xZuSCRmM
SC 1 **Collaborate with a semi-skilled apprentice chef.** This scenario is similar to SC 0 but the background player is not as well trained. In fact the background population used here is the same as in SC 0 but from an earlier point in training.

**Collaborative Cooking: Ring**[^15]

Carroll et al. (2019) described the Coordination Ring map as demanding players avoid collision with one another by coordinating their travel between the bottom left and top right corners of the layout.

**Scenarios**

SC 0 **Collaborate with a skilled chef.** The focal player must travel in the same direction the background player is in order to avoid collision, and coordinate on which item to pick up on the next lap around depending on the background players previous action.

SC 1 **Collaborate with a semi-skilled apprentice chef.** This scenario is similar to SC 0 but the background player is not as well trained. In fact the background population used here is the same as in SC 0 but from an earlier point in training.

**Commons Harvest**[^*]

This mechanism was first described in Janssen et al. (2010) and adapted for multi-agent reinforcement earning by Perolat et al. (2017).

Apples are spread around and can be consumed for a reward of 1. Apples that have been consumed regrow with a per-step probability that depends on the number of current apples in a $L^2$ norm neighborhood of radius 2. The apple regrowth probabilities are 0.025 when there are three or more apples in the neighborhood, 0.005 if there are exactly two apples, 0.001 if there is exactly one, and 0 if there are no apples in the neighborhood. As a consequence, a patch of apples that collectively doesn’t have other apples within a distance of 2 from them, can be irretrievably lost if all apples in the patch are consumed. Therefore, agents must exercise restraint when consuming apples within a patch. Notice that in a single agent situation, there is no incentive to collect the last apple in a patch (except near the end of the episode). However, in a multi-agent situation, there is an incentive for any agent to consume the last apple rather than risk another agent consuming it. This creates a *tragedy of the commons* from which the substrate derives its name.

**Commons Harvest: Closed**[^16]

Same as Commons Harvest: Open except it has rooms full of apples that can be defended by a single player, alleviating the risk of others over-harvesting a patch of apples. Individuals can defend a region from invasion, effectively converting the difficult multi-agent problem into a set of independent single agent problems, each of which can be solved much more easily (Perolat et al., 2017).

**Scenarios**

The scenarios are described below as if the exclusionary solution is the best that can be found (Perolat et al., 2017). In principle there could be other solutions that would yield just as high collective return while not producing so much inequality. For instance, agents could learn to take turns harvesting, though this would require substantial trust on their part. We have never seen agents spontaneously learn such a behavior, and unfortunately, even if they did, it wouldn’t really be rewarded by our current overall scoring metric of per capita return in the focal population since it is insensitive to the distribution of rewards over players.

SC 0 **Focals visit pacifist bots who harvest unsustainably.** This is a visitor mode scenario where each of the two focal players starts out inside an apple-growing region with a single entrance. Because they have just one entrance the apple-growing regions are

[^15]: For a video of Collaborative Cooking: Ring, see [https://youtu.be/j5v7B9pfG9I](https://youtu.be/j5v7B9pfG9I)

[^16]: For a video of Commons Harvest: Closed, see [https://youtu.be/WbkTSbiS0w0](https://youtu.be/WbkTSbiS0w0)
naturally defensible. Agents can learn to exclude others from accessing an apple-growing region whenever they find them themselves inside one. An agent in an apple-growing region must also learn to harvest sustainably. It is easier to learn to harvest sustainably if agents first learn to exclude others from accessing “their” territory. In this scenario the focal agents need to prevent unsustainably harvesting pacifist bots, who never zap, from gaining access to the apple-growing regions. Since the background population never zaps they are relatively easy to block if the focal players notice their approach in time.

SC 1 Focals are resident and visited by pacifist bots who harvest unsustainably. This is a resident mode scenario where two of the five focal players start each episode inside a defensible apple-growing region. Similarly to SC 0, the focal players inside apple-growing regions may exclude all others from accessing them. As in SC 0, the background population consists of pacifist bots who never zap, though in this case focal bots who probably do zap will also be outside apple-growing regions at the start, making defense a bit more difficult.

SC 2 Focals visit bots who zap and harvest sustainably if they get a chance. This is a visitor mode scenario. It is similar to SC 0 but in this case the background population will zap if giving the opportunity. They will also harvest sustainably if they manage to get into the natural regions. This gives a zapped out focal agent multiple tries to get back into the room, provided they can make it past the agent who zapped them who would usually be defending the corridor upon their return.

SC 3 Focals are resident, and are visited by bots who zap and harvest sustainably if they get a chance. This is a resident mode scenario. The background population is the same as in SC 2. They zap others and, when they gain control of apple-growing regions, act sustainably. In this case three of the five focal players also start the episode outside the apple-growing regions.

Commons Harvest: Open

 Individuals harvest apples that fail to regrow if a patch of apples is exhausted. Preserving a patch would require all agents to show restraint in not harvesting the last apple (Perolat et al., 2017).

Scenarios

SC 0 Focals are resident and visited by two bots who zap and harvest unsustainably. This is a resident-mode scenario where five focal agents are joined by two from the background population. The two background bots were trained with ACB. They had no special pseudorewards themselves, but trained alongside other bots who had a pseudoreward to encourage zapping. So as a result they ended up being fairly quick to zap nearby others, but still aware of the substrate’s true reward structure (rewards are only obtained by collecting apples). However, they do not act sustainably. The solution for the focal population is to act sustainably themselves while also preventing the two background bots from depleting too many patches with their unsustainable harvesting. This can be done by zapping them whenever they approach a patch too closely, this requires some skill since the visitors are experienced in evading being zapped.

SC 1 Focals are resident and visited by two pacifists who harvest unsustainably. This is a resident-mode scenario where five focal agents are joined by two from the background population. The two background bots were trained with the ACB algorithm. During their training the bots experienced a modified version of the substrate’s true reward function; it was augmented with a pseudoreward term that strongly discouraged them from using the zap action (a negative reward whenever they select that ac-

For a video of Commons Harvest: Open, see https://youtu.be/lZ-qPP4BNE
tion). So as a result they ended up learning pacifist policies that never zap. They were still aware that positive rewards are only ever obtained by collecting apples. As with other self-interested ACB agents trained on this substrate, they do not act sustainably. The solution for the focal population is to act sustainably themselves while also preventing the two background bots from depleting too many patches with their unsustainable harvesting. This can be done by zapping them whenever they approach a patch too closely, it should be easier to accomplish this here than in SC 0.

**Commons Harvest: Partnership**

Same as Commons Harvest: Closed except that it takes two players to defend a room of apples, requiring effective cooperation in defending and not over-harvesting a patch of apples. It can be seen as a test that agents can learn to trust their partners to (a) defend their shared territory from invasion, and (b) act sustainably with regard to their shared resources. This is the kind of trust born of mutual self interest. To be successful agents must recognize the alignment of their interests with those of their partner and act accordingly.

**Scenarios**

The same comments we made above about exclusion-based solutions and inequality for ‘Commons Harvest: Closed’ are also applicable to this substrate. However, in this case the relevant-based policy still requires two players to work together to exclude all the rest.

For more information on Commons Harvest Partnership, see the discussion paragraphs on how we made scenarios for this substrate in the appendix of the Melting Pot ICML 2021 paper, section E.1.3 (Leibo et al., 2021).

Two agents start each episode inside the apple-growing region. Once agents have been zapped out of the game and respawn they never reappear inside the apple-growing region. The only way a player can get into the apple-growing region after the beginning of the episode is through one or the other entrance corridor, passing by a chokepoint where a player who is already inside can easily zap them.

**SC 0 Meeting good partners.** This is a visitor mode scenario where one focal player joins six players sampled from the background population. The background population bots know how to be good partners. They defend the door to their side of the room when others try to invade and harvest sustainably. They never cross through the middle of the apple-growing region to the other side. This is because when they were trained they experienced a large negative pseudoreward for crossing the middle of the room which isn’t present at test time. If the focal player does its part of the cooperative policy, that is, if it defends one door and harvests apples sustainably, then it should get a good score in this scenario. This requires “adhoc teamwork”; the focal agent must work together with another agent who it never encountered during training.

**SC 1 Focals are resident and visitors are good partners.** This is a resident mode scenario where five focal players are joined by two from the background population. This is the same background population used in SC 0. Two of the focal players start out inside the apple-growing region, so they must work together to defend both entrances and they must trust each other to act sustainably. Here, unlike SC 0, since both players who start inside the apple-growing region are from the focal population they need not possess the ability to cooperate with strangers to do well here. Cooperating with familiar partners is enough to do well in this scenario. If the background bots do manage to get into the apple-growing region then they do act sustainably, but it’s better for the focal population if they can be excluded.

**SC 2 Focals visit zappers who harvest sustainably but lack trust.** This is a visitor mode scenario where one agent sampled from the
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18 For a video of Commons Harvest: Partnership, see [https://youtu.be/dH_0-APGKSs](https://youtu.be/dH_0-APGKSs)
focal population joins six sampled from the background population. It is similar to SC 0 but here the background population is considerably more aggressive in their zapping.

SC 3 Focals are resident and visited by zappers who harvest sustainably but lack trust. This is a resident mode scenario where five focal agents are joined by two background agents. It is similar to SC 1 but here the background population is the same aggressive population as in SC 2.

SC 4 Focals visit pacifists who do not harvest sustainably. This is a visitor mode scenario where two focal agents join five from the background population. Here the background agents are pacifists who never zap. As a result they are easier to exclude from the apple-growing region. It is in fact important to exclude them since they do not harvest sustainably when they do manage to get in. As in SC 1 and SC 4, the two players who start the episode inside the apple-growing region are both focal and thus potentially familiar with one another so ad hoc teamwork is not required.

Coop Mining

Two different types of ore appear at random in empty spaces. Players are equipped with a mining beam that attempts to extract the ore. Iron ore (gray) can be mined by a single player and confers a reward of 1 when extracted. Gold ore (yellow) has to be mined by exactly two players within a time window of 3 timesteps and confers a reward of 8 to each of them. When a player mines a gold ore, it flashes to indicate that it is ready to be mined by another player. If no other player, or if too many players try to mine within that time, it will revert back to normal.

This games has some properties in common with Stag-Hunt. Mining iron is akin to playing Hare, with a reliable payoff, without needing to coordinate with others. Mining gold is akin to Stag because it has an opportunity cost (not mining iron). If no one else helps, mining gold gives no reward. However, if two players stick together (spatially) and go around mining gold, they will both receive higher reward than if they were mining iron.

Scenarios

SC 0 Visiting cooperators. This is a visitor mode scenario with a background population of ACB bots that are incentivized to only extract gold. A single focal player must find any partner, and then help them extract gold. They might also opportunistically extract iron on their own. Extracting iron exclusively is possible, but would yield a lower reward than extracting gold with help of the background bots.

SC 1 Visiting bots that extract both ores. This is a visitor mode scenario with a background population of ACB bots that are incentivized to extract both iron and gold. A single focal player should extract iron on their own and take any opportunity to jointly extract gold. Extracting iron exclusively is possible, but would yield a lower reward than extracting gold with help of the background bots.

SC 2 Visiting defectors. This is a visitor mode scenario with a background population of ACB bots that are incentivized to only extract iron. A single focal player should just extract iron on their own, away from other co-players. They should not waste any time trying to extract gold, as nobody would help them.

SC 3 Visited by a cooperator. This is a resident mode scenario with a background population of a single ACB bot that is incentivized to only extract gold. Five focal players can partner among themselves to extract gold, or go solo and extract iron. At least one focal player should take advantage and partner with the background bot to extract gold for higher reward. If all focal players extract iron, the reward would be a bit lower.

SC 4 Visited by a defector. This is a resident mode scenario with a background population of a single ACB bot that is incentivized to only

\footnote{For a video of Coop Mining, see https://youtu.be/KvwGUinjIak}
extract iron. Five focal players extract either iron or gold among themselves. If they mine gold, they would have to take turns, as they are an odd number, and they cannot pair with the background bot to extract gold.

SC 5 Find the cooperator partner. This is a visitor mode scenario with a background population of ACB bots, four of which are incentivized to only extract iron while one is incentivized to extract gold. A single focal player can extract iron, but has the option to find the cooperator partner, and then extract gold together for higher reward. The focal player can just explore the map and know who the cooperator is by seeing them mining gold (leading to unsuccessful extraction on their own). Then they just need to stick close to them while they go around extracting gold.

Daycare20

This two-player substrate has two roles: a parent and a child. It simultaneously tests the parent’s ability to use its unique affordances in the environment to help the child and the child’s ability to use its greater knowledge of its own preferences to communicate to the parent what it needs. It is similar to an assistance game (Hadfield-Menell et al., 2016; Russell, 2019), though not precisely conformant with the standard definition of that concept since the rewards of the two players are merely strongly coupled, not exactly equal.

In this substrate, there are two kinds of fruit, red fruit and yellow fruit. Both kinds of fruit may grow on either trees or shrubs. The parent has affordances the child does not: the parent can retrieve fruit from both trees and shrubs. In addition, it can digest any kind of fruit and is thus rewarded equally for consuming any fruit. In contrast, the child can only harvest from shrubs, since it is not tall enough to reach fruit growing on trees. The child does not know the difference between trees and shrubs so both look the same height to them. The child also has a more discerning palette, so it can only eat one kind of fruit.

The child knows which fruits it likes. All kinds of fruit may grow on either shrubs or trees. The parent does not know what kind of fruit the child likes, so all fruits appear the same to their eyes. If the child does not eat any fruit for 200 steps then they go into a “temper tantrum” state, removed from the game until they calm down enough to rejoin it after 100 steps. Both players can always directly observe the current amount of time since the child last ate any fruit, its “hunger level”.

The parent can harvest fruit from any tree on their own. However, the child’s tantrum is so displeasing to the parent that it prevents them from enjoying any reward from eating fruit themselves while it goes on. That is, if the child goes into its tantrum state then the parent cannot obtain any reward until the child respawns (ending their tantrum). The child, on the other hand, needs help from the parent to get its preferred fruit down from the trees. Two problems must be overcome if the parent is to help the child: First, the parent must learn to take the wellbeing of the child into account. Second, the child must learn to communicate to the parent which specific fruits it can eat, since the parent cannot perceive that information on their own.

Scenarios

SC 0 Meeting a helpful parent. A focal player in the role of a child encounters a background bot in the role of a helpful parent. The helpful parent bot will always follow the focal player child around the map to pick up and drop the fruits that the child attempted to harvest. The parents will not go off to pick or eat fruits on their own. The focal child needs to notice that if they point to correct fruits then the parent bot will help them to pick up those fruits.

SC 1 Meeting a child who points to what they want. A focal player in the role of a parent encounters a background bot in the role of a child who is vocal in their needs. The child bot will always attempt to pick the fruits they can digest, and they tend to be very persistent until they are successful. This is an effective strategy against shrubs (because they eventually harvest this way), but it

20For a video of Daycare, see https://youtu.be/1FawyrXXqzg
means that if they are attempting to pick from a tree then they will likely stick to their choice until the focal parent agent comes to pick that fruit, or until they go too long without eating and thus enter the temper tantrum state (and get removed from the map—during which time the parent cannot get any reward). The focal parent agent needs to be aware of when the child is getting stuck from attempting to pick fruit from trees and help them out. The parent has to manage the tradeoff of time spent helping the child versus their own eating.

SC 2 Meeting an unhelpful parent. A focal player in the role of a child encounters a background bot in the role of a unhelpful parent. This is the mirrored case of SC0, where the parent bot will not pay attention to or help the focal child agent. The parent bot will only focus on picking and eating the fruits on their own, even though they don’t receive any rewards when the child is in a temper tantrum. The child agent needs to notice there is no point of expecting any help and their best strategy is simply to pick fruits from shrubs. Rapidly identifying which plants are shrubs versus trees (by how easy it is to harvest from them) is helpful since that information can be used to plan the best path to walk around the map while harvesting.

SC 3 Meeting an independent child. A focal player in the role of a parent encounters a background bot in the role of a child who is independent. This is the mirrored case of SC1, where the child bot will make their best effort to survive on their own, and not rely on any helps from the focal parent agent. It means even though they will still attempt to pick fruits from trees (because they cannot tell them from the shrubs), they are less likely to be persistent and will move on to pick from elsewhere after a few unsuccessful attempts. The focal parent needs to know that the child will take care of themselves at best and only offer limited helps as when it is needed (e.g., when the child is about to go into the temper tantrum state because they failed to find any fruit on their own.)

Externality Mushrooms: Dense

Externality mushrooms is an immediate feedback collective action problem and social dilemma. Unlike the other sequential social dilemmas in this suite, there is no delay between the time when an agent takes an antisocial (or prosocial) action and when its effect is felt by all other players. Thus it is a sequential social dilemma in the sense of Leibo et al. (2017), but not an intertemporal social dilemma in the sense of Hughes et al. (2018).

Three types of mushrooms are spread around the map and can be consumed for a reward. Eating a red mushroom gives a reward of 1 to the individual who ate the mushroom. Eating a green mushroom gives a reward of 2 and it gets divided equally among all individuals. Eating a blue mushroom gives a reward of 3 and it gets divided among the individuals except the individual who ate the mushroom. Eating an orange mushroom causes red mushrooms to be destroyed, each with probability 0.25, and gives a reward of −0.1 to the player who consumed it. Mushrooms regrowth depends on the type of the mushrooms eaten by individuals. Red mushrooms regrow with a probability of 0.25 when a mushroom of any color is eaten. Green mushrooms regrow with a probability of 0.4 when a green or blue mushroom is eaten. Blue mushrooms regrow with a probability of 0.6 when a blue mushroom is eaten. Orange mushrooms regrow with probability 1 when eaten. Each mushroom has a time period that it takes to digest it. An individual who ate a mushroom gets frozen during the time they are digesting it. Red mushrooms get digested instantly, green and blue mushrooms take 5 and 10 steps to digest respectively. In addition, unharvested mushrooms spoil (and get removed from the game) after a period of time. Red, green and blue mushrooms spoil after 75, 100 and 200 time steps respectively.

Scenarios

For a video of Externality Mushrooms: Dense, see https://youtu.be/MwHhg7sa0xs
SC 0 Visiting unconditional cooperator players. This is a visitor mode scenario. A single focal player visits four background players who prefer consuming green mushrooms. A successful focal player would preferentially consume red mushrooms, when available, and eat green mushrooms otherwise. This would enable the focal to exploit the background cooperators, possibly leading to them having higher reward than the background players.

SC 1 Visiting unconditional defector players. This is a visiting mode scenario. A single focal player visits four background players who prefer to consume red mushrooms. The focal player must balance consuming red and green mushrooms. If the focal sticks to consuming only red mushrooms, there would not be enough regrowth, thus depleting the mushrooms completely, and preventing any future reward being obtained. It is likely the focal player will not perform as well as the background players in absolute reward terms.

SC 2 Focals are resident and joined by two unconditional cooperator players. This is a resident mode scenario. Three focal players are joined by two background players who prefer eating green mushrooms. The focal players can exclusively eat red mushrooms since the background players will consume enough green mushrooms to prevent depleting the mushrooms completely.

SC 3 Focals are resident and joined by two unconditional defector players. This is a resident mode scenario. Three focal players are joined by two background players who prefer eating red mushrooms. The focal players must balance eating green and red mushrooms. It is not optimal for them to all three consume exclusively green mushrooms, as the red mushrooms would then just be consumed by the background players. Consuming exclusively red mushrooms would lead to a depletion of the mushrooms (similar to Scenario 1).

Factory of the Commons: Either Or

Three players inhabit a factory-like environment with two different kinds of machines. One kind of machine converts one blue cube into an apple and another blue cube. Another kind of machine converts one blue cube into two apples. Players are only rewarded when they eat an apple.

The factory as a whole may be seen as a machine for converting blue cubes (raw material) into apples.

However, since there are only a finite number of blue cubes at the start of each episode, and they never regenerate, this means that there are both sustainable and unsustainable strategies. The sustainable strategy is to preferentially use the machine that outputs a blue cube to replace the one that it consumes, creating an apple at the same time as a byproduct. The other obvious strategy here is always to use the machine that exchanges two blue cubes for two apples. This strategy is unsustainable since the number of blue cubes drops rapidly to zero, after which no player can get any more reward since both machines require blue cubes as input.

Scenarios

SC 0 Visiting a sustainable background population. This is a visitor mode scenario where one focal player visits two background players who only use the sustainable machines. As the background players will continue to replenish their own supply of blue cubes by using these machines, this scenario is more forgiving to the focal agents own strategy. For optimal rewards the focal agent could use the remaining blue cubes on the unsustainable machines except for one, and then switch to a sustainable strategy for the rest of the episode using the remaining blue cube.

SC 1 Visiting an unsustainable background population. This is a visitor mode scenario where one focal player visits two background players who only use the unsustainable ma-

---

22For a video of Factory of the Commons: Either Or, see https://youtu.be/2weO_JltiJo
chines. Because the background population will rapidly deplete the shared supply of blue cubes by using these machines, in this scenario the focal agent would benefit from maintaining and protecting their own supply of blue cubes by using a sustainable machine out of view of the background population.

SC 2 *Resident focal agents are joined by a sustainable visitor.* This is a resident mode scenario where two focal players are visited by one background player who only uses the sustainable machines. Similarly to SC0, this scenario is relatively forgiving of unsustainable behavior on the part of the focal agent since the background bots act sustainably.

SC 3 *Resident focal agents are joined by an unsustainable visitor.* This is a resident mode scenario where two focal players are visited by one background player who only uses the unsustainable machines. In order to combat the potential for the background player to deplete all the shared resources using this strategy, the focal players can coordinate using the sustainable machines and utilizing the grapple and shove mechanics to keep the background player away from the remaining supply of resources.

**Fruit Market: Concentric Rivers**

The trade mechanic used in this substrate was first described in Johanson et al. (2022). It is used to study the dynamics of barter and bargaining for goods that have different value to different players.

The substrate consists of an open space where two types of trees exist: apple trees and banana trees. Trees are harvested when a player steps onto their location and waits until success, which is stochastic. A harvested fruit (apple or banana) then goes into the harvesting player’s inventory. Players can carry any number of apples and/or bananas in their inventory. Harvested fruit can be consumed for reward at any time. Players have two actions to consume fruit in their inventory, one for each type of fruit.

Players can be of two types: apple farmer and banana farmer. Apple farmers have a higher probability of harvesting from apple trees than banana trees, but receive more reward for consuming bananas. Banana farmers are the opposite.

Players have a hunger meter which can be replenished by consuming a fruit. If the hunger meter reaches zero the player pays a substantial cost in stamina. Crossing water also imposes a small cost in stamina. This map has three concentric rings of water that confer a stamina cost to players who step on them.

Players also have trading actions of the form “I offer $X$ apples for $Y$ bananas” and the converse “I offer $Z$ bananas for $W$ apples”. When players are within a trading radius of each other and have corresponding offers ($X = W$ and $Y = Z$) and enough fruit in their inventories to satisfy it, the trade occurs and the appropriate number of apples and bananas are exchanged and placed in their inventories.

Players in Fruit Market have many strategies to choose from, and some may only be rewarding depending on the conventions adopted by the rest of the population. For example, an Apple Farmer could act independently by harvesting and eating many apples for a small reward each, or harvesting and eating a few bananas for a large reward each. However, the trading actions make it possible for a mixed group of apple and banana farmers to earn much more reward: apple farmers harvest many apples, banana farmers harvest many bananas, the players meet up to trade these resources at a mutually agreeable price, and then each player can consume many of their preferred fruit. If this trading behaviour emerges in a population, then further strategies may become viable, such as trading at more advantageous ratios of goods (e.g., offering one apple in return for two bananas) in response to the local supply or demand for goods. If multiple prices are adopted by players across the substrate, then some agents may learn to "buy low and sell high", thus specializing in transporting goods across the map instead of the initial behaviour of specializing in

---

23 For a video of Fruit Market: Concentric Rivers, see [https://youtu.be/djmylRv1i_w](https://youtu.be/djmylRv1i_w)
producing goods.

**Scenarios**

**SC 0** *All apple farmers are focal.* Eight focal apple farmers join eight banana farmers sampled from the background population. The focal players should offer to trade apples to banana farmers at an appropriate price that the banana farmers are willing to pay. Apple farmers are good at harvesting apples, but get more reward for eating bananas, so this strategy of producing apples to sell to banana farmers is much better than the autarchic alternative policy where the focal players all produce bananas for themselves at a low rate.

**SC 1** *All banana farmers are focal.* Eight focal banana farmers join eight apple farmers sampled from the background population. The focal players should offer to trade bananas to apple farmers at an appropriate price that the apple farmers are willing to pay. Banana farmers are good at harvesting apples, but get more reward for eating apples, so this strategy of producing bananas to sell to apple farmers is much better than the autarchic alternative policy where the focal players all produce apples for themselves at a low rate.

**SC 2** *One focal apple farmer visits a background economy.* One focal apple farmer joins 11 background bots. A particular price equilibrium exists among the background bots. The focal player should harvest apples and sell them for the bananas it prefers to eat, and should do so at their prevailing price.

**SC 3** *One focal banana farmer visits a background economy.* One focal banana farmer joins 11 background bots. A particular price equilibrium exists among the background bots. The focal player should harvest bananas and sell them for the apples it prefers to eat, and should do so at their prevailing price.

**Gift Refinements**

Tokens randomly spawn in empty spaces. When collected, they are put in the player’s inventory where they can be consumed by for reward. Alternatively, a token can be refined into three higher refinement tokens and gifted to another player. This is akin to tokens initially being a raw material, like chunks of metal, and then being split and shaped into more useful goods for added value. A token can only be refined a finite number of times, after which it cannot be split again, nor refined further; although they can still be gifted.

Gift Refinements is inspired by the Trust Game from behavioural economics where the first player has an endowment and chooses how much to donate to a second player who receives three times its value. Then the second player chooses how much to give back to the first.

In Gift Refinements, tokens can only be refined twice (i.e. there are three types of tokens). The token that spawn are always of the rawest type, and the only way to create more refined tokens is to gift them to another player. Players also have a limited inventory capacity of 15 tokens for each token type. The special gifting is implemented as a beam that the players can fire. If they hit another player with the beam while their inventory is not full, they lose one token of the rawest type they currently hold, and the hit player receives either three token of the next refinement (if the token gifted wasn’t already at maximum refinement), or the token gifted (otherwise).

The players have an action to consume tokens which takes all tokens of all types currently in their inventory and converts them into reward. All tokens are worth 1 reward regardless of refinement level.

The game is set up in such a way that there are several ways players can form mutually beneficial interactions, but all of them require trust. For instance, A pair of players might have one player pick up a token and immediately gift it to the other one who receives three. Then the second player returns one token which leaves them with
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24 For a video of Gift Refinements, see [https://youtu.be/C1C2CJ__mhQ](https://youtu.be/C1C2CJ__mhQ)
three and two tokens respectively. If they both consume after this, they both benefited from the interaction. A more extreme case would have them take one token and refine it maximally to produce 9 tokens that they can split five and four with 10 roughly alternating gifting actions.

**Scenarios**

SC 0  **Visiting cooperators.** This is a visitor mode scenario with a background population of ACB bots that are incentivized to gift tokens. A single focal player must find any background bot who has tokens to gift, and then receive gifts from them. In addition, the focal player can forage for tokens and consume them directly. The background bots will consume any gifts given, and will not stop gifting if the focal player doesn't reciprocate.

SC 1  **Visiting defectors.** This is a visitor mode scenario with a background population of ACB bots that are incentivized to only consume tokens and never gift. A single focal player should just forage for tokens and consume them. They should not waste any time gifting tokens, as nobody would help reciprocate.

SC 2  **Visited by a cooperator.** This is a resident mode scenario with a background population of a single ACB bot that is incentivized to gift tokens. Five focal players can partner among themselves to gift or forage. At least one focal player should take advantage and partner with the background bot to receive gifts. No need to reciprocate the gifts, as the bot will not stop gifting.

SC 3  **Visited by a defector.** This is a resident mode scenario with a background population of a single ACB bot that is incentivized to only forage and consume tokens. Five focal players should either forage, or reciprocally gift among themselves. They should never gift to the background bot, as it would not reciprocate.

SC 4  **Find the cooperator partner.** This is a visitor mode scenario with a background population of ACB bots, four of which are incentivized to only consume tokens (and never gift) while one is incentivized to gift tokens. A single focal player can forage for tokens, but has the option to find the cooperator partner, and then exchange gifts with them for higher reward. The focal player can just explore the map and know who the cooperator is by seeing them mining gold (leading to unsuccessful extraction on their own). Then they just need to stick close to them while they go around extracting gold.

SC 5  **Visiting extreme cooperators.** This is a visitor mode scenario with a background population of ACB bots that are incentivized to gift tokens foraged, and tokens of the first refinement level. The background bots will only consume tokens when they are at the highest refinement. A single focal player must find any background bot and either receive or gift (since they will reciprocate) tokens. In addition, the focal player can forage for tokens and consume them directly. The background bots will not stop gifting if the focal player doesn't reciprocate.

SC 6  **Visited by an extreme cooperator.** This is a resident mode scenario with a background ACB bot that is incentivized to gift tokens foraged, and tokens of the first refinement level. The background bot will only consume tokens when they are at the highest refinement. Focal players should forage or gift tokens among themselves, or to the bot and either receive or gift (since it will reciprocate) tokens. The background bot will not stop gifting if the focal players don't reciprocate.

**Hidden Agenda**

A social deduction (sometimes also called “hidden role”) game where players can have one of two roles: crewmates and impostors. All players with the same role are in the same team. The game is a zero-sum competitive game across teams, that is, all players in the team get the same reward.

---

25 For a video of Hidden Agenda, see https://youtu.be/voJWcki0h5k
and their reward is the negative of the reward for the other team. The roles are hidden (hence the name) and must be inferred from observations. The crewmates have a numeric advantage (4 players), while the impostor (1 player) have an information advantage (they know the roles of every player).

Players can move around a 2D world which contains gems that can be picked up by walking over them, a deposit in the center of the map (a grate) where collected gems can be dropped, and a voting room where rounds of deliberation occur (see below).

Crewmates can carry up to two gems in their inventory at the same time. The gems must be deposited in the grate before more gems can be collected. Impostors have a freezing beam that they can use to freeze crewmates. Frozen crewmates are unable to move or take any action for the rest of the episode.

After a predefined time (200 steps) or whenever an impostor fires its beam within the field of view of another player (and is not frozen by it) a deliberation phase starts. During deliberation, players are teleported to the deliberation room, where they cannot take any movement or firing actions. Their actions are limited to voting actions. Votes can be for any of the player indices (0 to 4), abstain, or no-vote (if the player is frozen or voted out) for a total of 7 voting actions. The deliberation phase lasts 25 steps and players are able to change their vote at any point. If there is a simple majority in the last step of the deliberation, the player is voted out and removed from the game. Players can observe the voting of every other player as a special observation called VOTING which is a matrix of $5 \times 7$ (i.e. one row for each player, 7 possible voting actions, abstain, no-vote, and one for each player). Episodes last up to 3000 steps.

The game has several win conditions:

1. The crewmembers deposit enough gems (32). Crewmates win.
2. The impostor is voted out during the deliberation phase. Crewmates win.
3. There is only one crewmate active (i.e. not voted out nor frozen). Impostor wins.

If neither of the above conditions are met before the episode ends, the game is considered a tie, and players get zero reward.

Scenarios

SC 0 Against an hunter impostor. A focal population of crewmates is visited by an impostor which hunts crewmates and freezes them at the earliest opportunity. The impostor is not particularly careful about not being seen when attempting to freeze crewmates.

SC 1 Visiting cremates. A focal impostor visits background crewmates who collect gems and deposit them at the deposit. The background population is not particularly good at voting or detecting the impostor. They will run away from an impostor who is actively chasing them.

SC 2 Ad-hoc team work with cremates. Two focal crewmates visit a background impostor which hunts crewmates, and two background crewmates who collect gems.

Paintball *

There is a red team and blue team. Players can “paint” the ground anywhere by using their zapping beam. If they stand on their own color then they gain health up to a maximum of 3 (so they are more likely to win shootouts). They lose health down to 1 from their default of 2 when standing on the opposing team’s color (so they are more likely to lose shootouts in that case). Health recovers stochastically, at a fixed rate of 0.05 per frame. It cannot exceed its maximum, determined by the color of the ground the agent is standing on.

Players also cannot move over their opposing team’s color. If the opposing team paints the square underneath their feet then they get stuck in place until they use their own zapping beam to re-paint the square underneath and in front of themselves to break free. In practice this slows them down by one frame (which may be critical if they are being chased).
Friendly fire is impossible; agents cannot zap their teammates.

*Paintball: Capture the Flag*\(^{26}\)

Teams of players can expand their territory by painting the environment, which gives them an advantage in a confrontation with the competing team (greater health and mobility). The final goal is capturing the opposing team's flag. Payoffs are common to the entire winning team. Indicator tiles around the edge of the map and in its very center display which teams have their own flag on their base, allowing them the possibility of capturing their opponent's flag by bringing it to their own base/flag. When indicator tiles are red then only the red team can score. When indicator tiles are blue then only the blue team can score. When the indicator tiles are purple then both teams have the possibility of scoring (though neither is close to doing so) since in that situation both flags are in their respective home bases.

**Note:** It is rare for random policies to capture the flag. One way to get self-play training to start learning more quickly is to use the following pseudoreward scheme:

```
shaping_kwargs = {
    "defaultTeamReward": 25.0,
    "rewardForZapping": 1.0,
    "extraRewardForZappingFlagCarrier": 1.0,
    "rewardForReturningFlag": 3.0,
    "rewardForPickingUpOpposingFlag": 5.0,
}
```

We used these pseudorewards to train the background population bots in the test scenarios.

**Scenarios**

**SC 0 Focal team versus shaped bot team.** In this scenario all players are sampled from the background population except for one focal agent, who joins the red team. The focal player must coordinate with its teammates to help them win the game against the opposing (blue) team, despite having never played with them or any of the opponent players before.

**Paintball: King of the Hill*\(^{27}\)

The same painting and zapping dynamics as *Paintball: Capture the Flag* apply here, except the goal in this substrate is to control the “hill” region in the center of the map. The hill is considered to be controlled by a team if at least 80% of it has been colored in that team’s color. The status of the hill is indicated by indicator tiles around the map and in the center. Red indicator tiles mean the red team is in control. Blue indicator tiles mean the blue team is in control. Purple indicator tiles mean no team is in control.

**Note:** Unlike *Paintball: Capture the Flag*, no special pseudorewards are necessary to get self-play training to start learning for *Paintball: King of the Hill*. The default reward scheme is sufficient. We also considered one additional pseudoreward scheme in order to create the spawn-camping bots used in SC 1 and SC 3 below. It can be enabled using:

```
shaping_kwargs = {
    "mode": "zap_while_in_control",
    "rewardAmount": 1.0,
    "zeroMainReward": True,
    "minFramesBetweenHillRewards": 0,
}
```

**Scenarios**

**SC 0 Focal team versus default bot team.** In this scenario all players are sampled from the background population while the entire blue team is sampled from the background population. This means the players on the focal team may be familiar with one another and have developed coordinated strategies with one another during training. The opposing (blue) team will always be unfamiliar though.

\(^{26}\)For a video of *Paintball: Capture the Flag*, see https://youtu.be/ECzevYpi1dM

\(^{27}\)For a video of *Paintball: King of the Hill*, see https://youtu.be/VVAfeO6AZzI
posing (blue) team will always be unfamiliar though. Here the background bots were trained without any special pseudorewards.

SC 1 Focal team versus shaped bot team. Same as SC 0 except here the background bots were trained with a special pseudoreward scheme which made them learn a spawn-camping strategy. They try to get into the opposing (red) team’s base and zap players there as soon as they spawn.

SC 2 Ad hoc teamwork with default bots. In this scenario all players are sampled from the background population except for one focal agent, who joins the red team. The focal player must coordinate with its teammates to help them win the game against the opposing (blue) team, despite having never played with them or any of the opponent players before. Here the background bots were trained without any special pseudorewards.

SC 3 Ad hoc teamwork with shaped bots. Same as SC 2 except here the background bots were trained with a special pseudoreward scheme which made them learn a spawn-camping strategy.

Predator-Prey *

There are two roles: predators and prey. The prey try to eat apples and acorns. The predators try to eat prey.

Apples are worth 1 reward and can be eaten immediately. Acorns are worth 18 reward but they take a long time to eat. It is not possible to move while eating so a prey player is especially vulnerable while they eat it.

Predators can also eat other predators, though they get no reward for doing so. However, a predator might eat another predator anyway in order to remove a competitor who might otherwise eat its prey.

When prey travel together in tight groups they can defend themselves from being eaten by predators. When a predator tries to eat its prey then all other prey who are not currently eating an acorn within a radius of 3 are counted. If there are more prey than predators within the radius then the predator cannot eat the prey.

So prey are safer in groups. However, they are also tempted to depart from their group and strike out alone since that way they are more likely to be the one to come first to any food they find.

Both predators and prey have limited stamina. They can only move at top speed for a limited number of consecutive steps, after which they must slow down. Stamina is visible to all with a colored bar above each player’s head. If the bar over a particular player’s head is invisible or green then they can move at top speed. If it is red then they have depleted their stamina and can only move slowly until they let it recharge. Stamina is recharged by standing still for some number of consecutive time steps, how many depends on how much stamina was depleted. Predators have a faster top speed than prey but they tire more quickly.

Prey but not predators can cross tall grass (green grassy locations). Prey must still be careful on grass though since predators can still reach one cell over the border to eat prey on the edge of safety.

Both predators and prey respawn 200 steps after being eaten.

Predator Prey: Alley Hunt

In this variant prey must forage for apples in a maze with many dangerous dead-end corridors where they could easily be trapped by predators.

Scenarios

SC 0 Focal prey visited by background predators. This is a resident mode scenario where eight focal prey are joined by five background predators. The focal prey must work together to prevent predation long enough to escape the chokepoint near the safety grass.

SC 1 Focal predators aim to eat resident prey. This is a visitor mode scenario where five focal predators are joined by eight resident prey. They try to eat the resident prey in turn.

For a video of Predator Prey: Alley Hunt, see https://youtu.be/ctVjhn7VYgo
predators hunt eight background prey. The focal predators must coordinate to prevent their prey from escaping the chokepoint near the safety grass where they spawn. It is especially important for predators to resist the temptation to eat one another since having less predators near the chokepoint makes it easier for prey to escape.

SC 2  **A focal predator competes with background predators to eat prey.** This is a visitor mode scenario where one focal predator joins twelve background players, four predators and eight prey. Here the focal predator must ad hoc collaborate with unfamiliar background predators to hunt unfamiliar background prey.

SC 3  **One focal prey ad hoc cooperates with background prey to avoid predation.** This is visitor mode scenario where one focal prey joins twelve background players, five predators and seven prey. Here the focal prey must ad hoc collaborate with unfamiliar background prey to evade predation from unfamiliar background predators.

**Predator Prey: Open**²⁹

In this variant prey must forage over a large field of apples and acorns in the center of the map. Since the space is so open it should be possible for the prey to move together in larger groups so they can defend themselves from predators. Another prey strategy focused on acorns instead of apples is also possible. In this case prey collect acorns and bring them back to safe tall grass to consume them.

**Scenarios**

SC 0  **Focal prey visited by background predators.** This is a resident mode scenario where ten focal prey are joined by three background predators. The focal prey could evade predation by moving together as a “herd”, grazing on apples while always staying close enough to one another to prevent predation.

SC 1  **Focal predators aim to eat basic resident prey.** This is a visitor mode scenario where three focal predators hunt ten background prey.

SC 2  **A focal predator competes with background predators to eat prey.** This is a visitor mode scenario where one focal predator joins twelve background players, two other predators and ten prey.

SC 3  **One focal prey ad hoc cooperates with background prey to avoid predation.** This is visitor mode scenario where one focal prey joins twelve background players, three predators and nine other prey. It may require ad hoc coordinated movement with the other prey to remain in a large enough group to evade predation. However the acorn-focused strategy is relatively individualistic so it can be accomplished without too much coordination.

SC 4  **Focal predators hunt smarter resident prey.** This is a visitor mode scenario where three focal predators hunt ten background prey. The prey all use the strategy of collecting acorns and bringing them back to safety for consumption.

SC 5  **A focal predator competes with background predators to hunt smarter prey.** This is a visitor mode scenario where one focal predator joins twelve background players, two other predators and ten prey. The prey all use the strategy that focuses on collecting acorns and bringing them back to safety for consumption.

SC 6  **One focal prey ad hoc cooperates with background smart prey to avoid predation.** This is visitor mode scenario where one focal prey joins twelve background players, three predators and nine other prey. The background prey all focus on collecting acorns and bringing them back to safety for consumption.

²⁹For a video of Predator Prey: Open, see [https://youtu.be/0ZlrkWsWzMw](https://youtu.be/0ZlrkWsWzMw)

Alternatively, some focal players may focus on collecting acorns and bringing them to safety for consumption.
**Predator Prey: Orchard**

In this variant there are two areas of the map containing food: an apple-rich region to the north of the safe tall grass and an acorn-rich region to the east. There are two possible prey strategies focusing on either apples or acorns. However, in this case it is clear that focusing on acorns is the better strategy since they are relatively close to the safe tall grass. They can easily be collected and brought back to safety for consumption.

**Scenarios**

**SC 0** *Focal prey visited by background predators.* This is a resident mode scenario where eight focal prey are joined by five background predators. The focal prey are best served by a strategy focused on collecting acorns and bringing them back to safety for consumption.

**SC 1** *Focal predators aim to eat resident population of unspecialized prey.* This is a visitor mode scenario where five focal predators hunt eight background prey. The focal predators must coordinate to guard both directions that the prey may escape the safe grassy area where most of them spawn. Most predators should stay in the chokepoint leading to the apple-rich region since most prey will try a strategy that requires them to pass that way. At least one predator must guard the acorn-rich region since some prey in this background population do use an acorn-focused strategy.

**SC 2** *A focal predator competes with background predators to eat unspecialized prey.* This is a visitor mode scenario where one focal predator joins twelve background players, four predators and eight prey. Here the focal predator must go to either the apple-rich region's chokepoint or the acorn-rich region as needed, depending on what the other predators do.

**SC 3** *One focal prey ad hoc cooperates with unspecialized background prey to avoid predation.*

This is visitor mode scenario where one focal prey joins twelve background players, five predators and seven prey. Here the focal prey must ad hoc collaborate with unfamiliar background prey, this may require dynamically switching between apple-focused and acorn-focused strategies, as needed, depending on where there are more predators and prey.

**SC 4** *Focal predators aim to eat resident population of acorn specialist prey.* This is a visitor mode scenario where five focal predators hunt eight background prey. The focal predators must coordinate to guard both directions that the prey may escape the safe grassy area where most of them spawn. Since some prey occasionally spawn in the apple-rich region in the upper part of the map, some predators must be ready to go after them there. Most predators should stay near the acorns since most prey specialize in an acorn-focused strategy.

**SC 5** *A focal predator competes with background predators to eat acorn specialist prey.* This is a visitor mode scenario where one focal predator joins twelve background players, four predators and eight prey. Here the focal predator must go to either the apple-rich region's chokepoint or the acorn-rich region as needed, depending on what the other predators do. In this case, more predators should stay near the acorn-rich region since more prey are focused that way here.

**SC 6** *One focal prey ad hoc cooperates with acorn specialized background prey to avoid predation.* This is visitor mode scenario where one focal prey joins twelve background players, five predators and seven prey. In this case the best strategy is probably to collect acorns and bring them to safety for consumption. This strategy likely works best when all agents apply it since if they do then they are often near enough to one another to lend support and prevent predation.

---

For a video of Predator Prey: Orchard, see [https://youtu.be/gtd-ziZYJRI](https://youtu.be/gtd-ziZYJRI)
**Predator Prey: Random Forest**

In this variant there are only acorns, no apples. And, there is no fully safe tall grass. The tall grass that is on this map is never large enough for prey to be fully safe from predation. The grass merely provides an obstacle that predators must navigate around while chasing prey.

**Scenarios**

**SC 0** *Focal prey visited by background predators.* This is a resident mode scenario where eight focal prey are joined by five background predators. The focal prey must run through randomly located small patches of tall grass—which slow down predators since they must go around them—and stay close to other prey in order to evade predators long enough to collect acorns.

**SC 1** *Focal predators aim to eat resident prey.* This is a visitor mode scenario where five focal predators hunt eight background prey. It is especially important in this scenario for the focal predators to manage their stamina properly.

**SC 2** *A focal predator competes with background predators to eat prey.* This is a visitor mode scenario where one focal predator joins twelve background players, four predators and eight prey.

**SC 3** *One focal prey ad hoc cooperates with background prey to avoid predation.* This is visitor mode scenario where one focal prey joins twelve background players, five predators and seven prey.

**Territory**

Players cannot walk through resources, they are like walls.

Players can claim a resource in two ways: (1) by touching it, and (2) by using a “claiming beam”, different from the zapping beam, which they also have. Claimed resources are colored in the unique color of the player that claimed them. Unclaimed resources are gray.

Once a resource has been claimed a countdown begins. After 100 timesteps, the claimed resource becomes active. This is visualized by a white and gray plus sign appearing on top. Active resources provide reward stochastically to the player that claimed them at a rate of 0.01 per timestep. Thus the more resources a player claims and can hold until they become active, the more reward they obtain.

The claiming beam is of length 2. It can color through a resource to simultaneously color a second resource on the other side. If two players stand on opposite sides of a wall of resources of width 2 and one player claims all the way across to the other side (closer to the other player than themselves) then the player on the other side might reasonably perceive that as a somewhat aggressive action. Less aggressive of course than the other option both players have: using their zapping beam. If any resource is zapped twice then it gets permanently destroyed. It no longer functions as a wall or a resource, allowing players to pass through.

Like resources, when players are hit by a zapping beam they also get removed from the game and never regenerate. This is different from other substrates where being hit by a zapping beam is not permanent removal. In territory once a player has been zapped out it is gone. All resources it claimed are immediately returned to the unclaimed state.

**Territory: Inside Out**

Five individuals can claim resource walls for reward by painting them in their own color. The players all spawn on the outside of a randomly generated maze of resource walls which differs from episode to episode.

**Scenarios**

**SC 0** *Focals are resident and visited by an aggressor.* This is a resident mode scenario where...
four focal players are visited by one very aggressive background player. The background bot was trained using the ACB algorithm and did not use any special pseudorewards. It became aggressive because it was co-trained alongside others who had an extra pseudoreward for zapping. This training scheme for the background population was selected so the bots would learn to fight aggressively but still maintain focus on the substrate’s true reward structure. The result was a background bot who frequently invades the territory of its neighbors and claims their resources. In this scenario the focal population, who are resident, should defend themselves against invasion, or potentially flee to unoccupied areas elsewhere on the map if attacked.

SC 1 Visiting a population of aggressors. This is a visitor mode scenario where one focal player visits four aggressive background players. The background population was trained with the method described in SC 0. In this scenario the lone focal player must defend its territory from potentially any direction, or be willing and able to flee to other unclaimed areas if they are available.

SC 2 Focals are resident, visited by a bot that does nothing. This is a resident mode scenario where four focal players are visited by a bot that does nothing. Since the background player does not do anything, it can easily be zapped out by any other player. This provides focal players with an opportunity to capture more territory since they need only split it among four instead of five. This windfall may destabilize tacit cooperation, especially if some players end up taking more than others, or if borders become displaced from their locations in training. The scenario is testing whether the focal population can cope with such a disturbance.

SC 3 Focals visit a resident population that does nothing. In this visitor mode scenario, all four of the background players do nothing. It is best to understand this scenario in the context of SC 2. If a focal population does well in SC 2 then it might not have noticed that it was facing a co-player who did not use any resources or defend itself. This scenario shows that when faced with a very quiet map, where no bots move or claim any resources, the focal agent can take advantage of the benign situation and get a very high reward. If a focal population performs well in SC 2 but does not perform well in this scenario then it’s likely that it simply did not respond to the opportunity provided by the presence of the null co-player in SC 2.

SC 4 Focals are resident, visited by a bot that claims a moderate size territory and mostly tolerates its neighbors. This is a resident mode scenario where four focal players are visited by an ACB bot who does not claim too much territory and is not very aggressive. Tolerance of neighbors is a good strategy here.

SC 5 Focals visit a resident population that claims a moderate size territory and mostly tolerates its neighbors. In this visitor mode scenario one focal player meets four background players who do not claim too much territory and are not very aggressive. The background players will sometimes defend themselves if attacked, but they mostly tolerate one another and do not claim very large territories. The focal agent can do well by claiming a large territory for itself.

Territory: Open

Nine individuals can claim resources for reward by painting them in their own color. All players spawn in an open space near one another and at some distance away from all the resources. Some parts of the map are more resource rich than others.

Scenarios

SC 0 Focals are resident and visited by an aggressor. This is a resident mode scenario where eight focal players are visited by one very aggressive background player.
aggressive background player. The background bot was trained using the ACB algorithm and did not use any special pseudorewards. It became aggressive because it was co-trained alongside others who had an extra pseudoreward for zapping. This training scheme for the background population was selected so the bots would learn to fight aggressively but still maintain focus on the substrate’s true reward structure. The result was a background bot who frequently attacks other players and tries to claim their resources. In this scenario the focal population, who are resident, should be prepared to defend themselves or give up their resources and flee when it is safe to do so and other resources are unclaimed elsewhere.

**SC 1** Visiting a population of aggressors. This is a visitor mode scenario where one focal player visits eight aggressive background players. The background population was trained with the method described in SC 0 so they are very aggressive. In this scenario the lone focal player must defend itself and its resources from all other players it encounters.

**SC 2** Focals are resident, visited by a bot that does nothing. This is a resident mode scenario where eight focal players are visited by a bot that does nothing. Since the background player does not do anything, it can easily be zapped out by any other player. This may ultimately provide focal players with an opportunity to capture more territory since they need only split it among eight instead of nine. It should be easy to get a good score in this scenario since the effect of the null bot will be minimal on this open map.

**SC 3** Focals visit a resident population that does nothing. In this visitor mode scenario, all eight of the background players do nothing. This scenario tests that the focal agent really knows how rewards are obtained in this substrate. At the start of the episode they will see that the other players are not moving and vulnerable to being zapped out. They will also see that all the resources remain unclaimed. If they really understand the game dynamics then they will see that it is rational in this situation to claim a very large share of the map’s resources, even all the resources if they already zapped out all their potential competitors at the start. The focal agent should be able to take advantage of this very benign situation to get a very high reward.

**Territory: Rooms**

Same dynamics as Territory Open except that individuals start in segregated rooms that strongly suggest a partition individuals could adhere to. They can break down the walls of these regions and invade each other’s “natural territory”, but the destroyed resources are lost forever. A peaceful partition is possible at the start of the episode, and the policy to achieve it is easy to implement. But if any agent gets too greedy and invades, it buys itself a chance of large rewards, but also chances inflicting significant chaos and deadweight loss on everyone if its actions spark wider conflict. The reason it can spiral out of control is that once an agent’s neighbor has left their natural territory then it becomes rational to invade the space, leaving one’s own territory undefended, creating more opportunity for mischief by others.

**Scenarios**

**SC 0** Focals are resident and visited by an aggressor. This is a resident mode scenario where eight focal players are visited by one very aggressive background player. The background bot was trained using the ACB algorithm and did not use any special pseudorewards. It became aggressive because it was co-trained alongside others who had an extra pseudoreward for zapping. This training scheme for the background population was selected so the bots would learn to fight aggressively but still maintain focus on the substrate’s true reward structure. The result was a background bot who frequently
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34 For a video of Territory: Rooms, see [https://youtu.be/4URkGR9iv9k](https://youtu.be/4URkGR9iv9k)
invades the territory of its neighbors and claims their resources. In this scenario the focal population, who are resident, should defend themselves against invasion.

**SC 1 Visiting a population of aggressors.** This is a visitor mode scenario where one focal player visits eight aggressive background players. The background population was trained with the method described in SC 0. In this scenario the lone focal player must defend its territory from potentially any direction.

**SC 2 Focals are resident, visited by a bot that does nothing.** This is a resident mode scenario where eight focal players are visited by a bot that does nothing. Since the background player does not do anything, it can easily be zapped out by any other player. This provides focal players with an opportunity to capture more territory since they need only split it among eight instead of nine. This windfall may destabilize tacit cooperation, since whichever player takes over the background bot’s territory is likely to become overextended with too large a territory to easily defend. This situation could tempt other neighbors to invade, causing a cascade of conflict. The scenario is testing whether the focal population can cope with such a disturbance.

**SC 3 Focals visit a resident population that does nothing.** In this visitor mode scenario, all eight of the background players do nothing. It is best to understand this scenario in the context of SC 2. If a focal population does well in SC 2 then it might not have noticed that it was facing a co-player who did not use any resources or defend itself. This scenario shows that when faced with a very quiet map, where no bots move or claim any resources, the focal agent can take advantage of the benign situation and get a very high reward. If a focal population performs well in SC 2 but does not perform well in this scenario then it’s likely that it simply did not respond to the opportunity provided by the presence of the null co-player in SC 2.

---

### *in the Matrix*

This mechanism was first described in Vezhnevets et al. (2020).

Agents can move around the map and collect resources of \( K \) discrete types. In addition to movement, the agents have an action to fire their “interaction beam”. All agents carry an inventory with the count of resources picked up since last respawn. The inventory is represented by a vector

\[
p = (\rho_1, \ldots, \rho_K).
\]

 Agents can observe their own inventory but not the inventories of their coplayers. An interaction occurs whenever any player zaps any other player with their interaction beam. The resolution of the interaction is driven by a traditional matrix game, where there is a payoff matrix \( A \) describing the reward produced by the pure strategies available to the two players. Each player gets rewarded corresponding to the expected payoff they would have gotten by playing a mixed strategy in the underlying matrix game determined by the objects in their inventory.

Resources map one-to-one to pure strategies of the matrix game. For the purpose of resolving the interaction, the zapping agent is considered the row player, and the zapped agent the column player when the underlying matrix game is symmetric. A different rule for assigning which player is the row versus column player is used in the case of an asymmetric underlying game (see Bach or Stravinsky in the matrix below). The mixed strategy a player executes in the underlying matrix game depends on the resources they picked up before the interaction. The more resources of a given type a player picks up, the more committed they becomes to the pure strategy corresponding to that resource. In particular, an agent with inventory \( p \) plays the mixed strategy with weights

\[
u = (v_1, \ldots, v_K)
\]

where

\[
v_i = \frac{\rho_i}{\sum_{j=1}^{K} \rho_j}.
\]

The rewards \( r_{row} \) and \( r_{col} \) for the (zapping) row and the (zapped) column player, respectively, are
assigned via
\[ r_{\text{row}} = v^T_{\text{row}} A_{\text{row}} v_{\text{col}} \]
\[ r_{\text{col}} = v^T_{\text{row}} A_{\text{col}} v_{\text{col}} \]

If the game is symmetric then \( A_{\text{row}} = A^T_{\text{col}} \).
These reward calculation definitions mirror those used in evolutionary game theory (Weibull, 1997).

To obtain high rewards, an agent could either collect resources to ensure playing a Nash strategy in the matrix game, or correctly identify what resource its interaction partner is collecting and collect the resources that constitute a best response. Some scenarios have two players while others have eight players. Whenever there are more than two players then there is an element of partner choice. Interactions in these substrates are always dyadic but players can decide who from the group to interact with by zapping them with their interaction beam.

After interacting both players get removed from the game for some number of steps: 50 steps for Arena substrates and 5 steps for Repeated substrates. Except for the case of Running with Scissors in the matrix: One Shot, where episodes end after the first interaction, in all other substrates the episodes last for at least 1000 timesteps. After 1000 steps they have a constant probability of 0.1 of ending after every subsequent 100 step interval. Thus for the Repeated substrates there will usually be more than 50 interactions per episode once agents are trained. Less trained agents typically take more time to interact and thus experience fewer interactions per episode. After each interaction the inventory of both players is reset to its initial value: a vector of all 1s.

**Bach or Stravinsky in the matrix: Arena**

Individuals collect resources that represent ‘Bach’ or ‘Stravinsky’ choices in the classic Bach or Stravinsky matrix game (which was called Battle of the Sexes in Luce and Raiffa (1957/1989)). As with all * in the matrix substrates, when a pair of players interact their normalized inventories are converted to components of a mixed strategy in the repeated game. The rewards obtained by each player are congruent with those of players in the matrix game employing the mixed strategy they selected. Bach or Stravinsky exposes a tension between reward for the group and fairness between individuals.

Unlike other * in the matrix games, Bach or Stravinsky is asymmetric. Half the players (blue avatars) are assigned to always be the row player in all their interactions, and the other half (orange avatars) are assigned to always be the column player. The row players have the role ‘bach fan’ whereas the column players have the role ‘stravinsky fan’. There is no effect when two players with the same row/column assignment try to interact with one another. The game only resolves when row and column players interact with one another. The winner’s inventory is also reset after an interaction. Because this game is asymmetric, there is a different matrix \( A_{\text{row}} \) for the row player and \( A_{\text{col}} \) for the column player. The matrices for the interaction are:

\[
A_{\text{row}} = \begin{bmatrix} 3 & 0 \\ 0 & 2 \end{bmatrix},
\]

and

\[
A_{\text{col}} = \begin{bmatrix} 2 & 0 \\ 0 & 3 \end{bmatrix}.
\]

**Scenarios**

**SC 0 Visiting background population who picks Bach.** This is a visitor mode scenario, where one focal player, who is a Bach fan, is visiting a sample of 7 players from the background population that all choose Bach. The background population is trained to choose Bach regardless of their preference. In this scenario the focal player must follow the consensus and choose Bach to maximise their score. This is consistent with their role preference as a Bach fan.

**SC 1 Visiting background population who picks Stravinsky.** This is a visitor mode scenario, where one focal player, who is a Bach fan, is visiting a sample of 7 players from the background population that all choose Stravinsky. The background population is trained
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*For a video of Bach or Stravinsky in the matrix: Arena, see https://youtu.be/QstXaLjiqK4*
to choose Stravinsky regardless of their preference. In this scenario the focal player must yield to the consensus and choose Stravinsky to maximise their score. This is in conflict with their role preference as a Bach fan.

SC 2 Visited by a pure bot. This is a resident mode scenario, where a sample of 7 focal players is visited by a single background bot. The bot is sampled from a background population of bots that are trained to always pick the same recourse (Bach or Stravinsky). The bot is sampled into a player slot that prefers Stravinsky. In this scenario, the focal population should stick with their chosen equilibrium (if they have one). This tests for stability of the equilibrium learnt by the focal population.

SC 3 Visited by three pure Bach pickers. This is a resident mode scenario, where a sample of 7 focal players is visited by three background bots. All the background bots are trained to prefer Bach, although they are sampled into player slots with Stravinsky preference. In this scenario, the focal population should stick with their chosen equilibrium (if they have one). This strongly tests for stability of the equilibrium learnt by the focal population.

SC 4 Visited by three pure Stravinsky pickers. This is a resident mode scenario, where a sample of 7 focal players is visited by three background bots. All the background bots are trained to prefer Stravinsky and they are sampled into player slots with Stravinsky preference. In this scenario, the focal population should stick with their chosen equilibrium (if they have one). This strongly tests for stability of the equilibrium learnt by the focal population.

SC 5 Visiting background population who alternate, starting from Stravinsky, repeating each twice. This is a visitor mode scenario, where one focal player, who is a Bach fan, is visiting a sample of 7 players from the background population that have alternating preference. The background bots are trained to alternate between Bach and Stravinsky, starting from Stravinsky. After picking and playing Stravinsky twice, they are trained to switch to Bach for two iterations and so on. In this scenario, the focal population should follow the moving convention, identifying which resource is favoured at the moment.

Bach or Stravinsky in the matrix: Repeated

See the description of Bach or Stravinsky in the matrix: Arena. The difference between the two variants is that Repeated is a two-player game while Arena is an eight-player game.

Scenarios

SC 0 Meeting a stubborn Bach picker. In this scenario the focal player meets a background bot that is trained to always pick Bach. The bot is a Bach fan while the focal player is a Stravinsky fan. The focal player has to identify the stubbornness (Bach).

SC 1 Meeting a bot who plays Bach despite not being a fan. In this scenario the focal player meets a background bot that is trained to always pick Bach. The bot is a Stravinsky fan while the focal player is a Bach fan. The focal player can simply play to their preference (Bach).

36For a video of Bach or Stravinsky in the matrix: Repeated, see https://youtu.be/I2uYugpdfFQ
SC 2 *Meeting a bot who plays Stravinsky despite not being a fan.* In this scenario the focal player meets a background bot that is trained to always pick Stravinsky. The bot is a Bach fan while the focal player is a Stravinsky fan. The focal player can simply play to their preference (Stravinsky).

SC 3 *Meeting a stubborn Stravinsky picker.* In this scenario the focal player meets a background bot that is trained to always pick Stravinsky. The bot is a Stravinsky fan while the focal player is a Bach fan. The focal player has to identify the stubbornness of the bot and yield to the bot’s convention (Stravinsky).

SC 4 *Bach fan focal agent meets an imperfectly copying partner.* In this scenario a focal player meets a background bot that is trained to repeat the last choice of the focal agent. The bot is a Stravinsky fan while the focal player is a Bach fan. The focal player can stick to their preference (Bach).

SC 5 *Stravinsky fan focal agent meets an imperfectly copying partner.* In this scenario a focal player meets a background bot that is trained to repeat the last choice of the focal agent. The bot is a Bach fan while the focal player is a Stravinsky fan. The focal player can stick to their preference (Stravinsky).

SC 6 *Bach fan focal agent meets a turn-taking partner.* In this scenario the focal player meets a background bot that is trained to alternate between resources after each interaction. The bot is a Stravinsky fan while the focal player is a Bach fan. The focal player should alternate with the bot.

SC 7 *Bach fan focal agent meets a turn-taking partner who repeats each goal/resource three times before switching.* In this scenario the focal player meets a background bot that is trained to alternate between resources, repeating the choice for three interactions before alternating. The bot is a Stravinsky fan while the focal player is a Bach fan. The focal player should alternate with the bot.

### Chicken in the matrix: Arena

Individuals can gather resources of different colors. Players' encounters are resolved with the same payout matrix as the game 'Chicken', in which both players attempting to take advantage of the other leads to the worst outcome for both. Collecting red resources pushes one's strategy choice toward playing 'hawk' while collecting green resources pushes it toward playing 'dove'. The matrix for the interaction is:

\[
A_{\text{row}} = A_{\text{col}}^T = \begin{bmatrix} 3 & 2 \\ 5 & 0 \end{bmatrix}.
\]

#### Scenarios

SC 0 *Visiting unconditional dove players.* This is a visitor scenario, where a single focal player is visiting 7 background bots trained to always play dove. The focal player can score high by playing hawk.

SC 1 *Focals are resident and visitors are unconditional dove players.* This is a resident mode scenario, where 5 focal players are visited by 3 background bots trained to always play dove. The focal players can score high by playing hawk.

SC 2 *Focals are resident and visitors are unconditional hawk players.* This is a resident mode scenario, where 5 focal players are visited by 3 background bots trained to always play hawk. The focal players has to play dove.

SC 3 *Visiting a population of hair-trigger grim reciprocator bots who initially cooperate but, if defected on once, will retaliate by defecting in all future interactions.* This is a visitor scenario, where a single focal player is visiting 7 background bots trained to perform the "one-strike grim trigger" strategy—the bots will initially play dove, but after encountering a hawk once they switch to hawk for the rest of the episode. To maximise their score, the focal agent has to play dove.

SC 4 *Visiting a population of two-strikes grim reciprocator bots who initially cooperate but, if...*
defected on twice, will retaliate by defecting in all future interactions. This is a visitor scenario, where a single focal player is visiting 7 background bots trained to perform the "two-strikes grim trigger" strategy—the bots will initially play dove, but after encountering a hawk twice they switch to hawk for the rest of the episode. To maximise their score, the focal agent can play hawk on each bot only ones, but then has to stick to dove.

SC 5 Visiting a mixed population of k-strikes grim reciprocator bots with k values from 1 to 3, they initially cooperate but, if defected on k times, they retaliate in all future interactions. This is a visitor scenario, where a single focal player is visiting 7 background bots trained to perform the "k-strikes grim trigger" strategy—the bots will initially play dove, but after encountering a hawk k times they switch to hawk for the rest of the episode. The latent variable k is sampled from {1, 2, 3}. To maximise their score, the focal agent can play hawk on each bot k times, but then has to stick to dove.

SC 6 Visiting a mixture of pure hawk and pure dove players. This is a visitor scenario, where 3 focal agents are visiting a background population of 5 bots. The background population consists of bots trained to exclusively pursue dove or hawk recourse. The bots are sampled at random. For the focal players to maximise their score, they have to identify the dove and hawk players and play hawk / dove against them respectively.

Chicken in the matrix: Repeated

See the description of Chicken in the matrix: Arena. The difference between the two variants is that Repeated is a two-player game while Arena is an eight-player game.

Scenarios

SC 0 Partner may play either hawk or dove. Here the focal agent plays with a partner sampled from the background population that was trained to play a pure strategy: either to collect mainly hawk or mainly dove resources. However, the specific background player is sampled at test time so it could of either type. All background bots commit strongly to their choice, aiming to collect at least five (or seven) resources before interacting. To get a high score the focal agent should scout out which pure strategy its partner is playing and then pick the other pure strategy. So if the background bot plays dove the focal agent should play hawk. If the background bot plays hawk then the focal agent should play dove.

SC 1 Partner typically plays dove. Here the focal player meets a partner sampled from the background population that was trained to always play dove and commits to it strongly, aiming to collect either five or seven resources before interacting. The focal player can get a high score by playing hawk.

SC 2 Partner typically plays hawk. Like SC 1 but here the background bot plays hawk so the focal agent should play dove.

SC 3 Partner is a hair-trigger grim reciprocator, i.e. one who initially cooperates but, if defected on once, will retaliate by defecting forever after. The focal agent is successful when it mostly plays dove.

SC 4 Partner is a two-strikes grim reciprocator, i.e. one who initially cooperates, but if defected on twice, will retaliate by defecting forever after. The focal agent is successful when it mostly plays dove.

SC 5 Partner is a tit-for-tat conditional cooperator. The focal agent is successful when it alternates between hawk and dove along with its partner.

SC 6 Partner is a tit-for-tat conditional cooperator who occasionally plays hawk instead of dove. Same as SC 5 but in this case must avoid being distracted by background bot’s more noisy strategy and get quickly reestablish the alternation rhythm after each.

For a video of Chicken in the matrix: Repeated, see https://youtu.be/bFwV-udmRb4
SC 7 Partner plays dove for a while then switches to hawk. A good score would be obtained by a focal agent that initially plays hawk but then switches to dove at the time its partner switches to hawk.

SC 8 Partner tries to take advantage of the focal player by playing hawk, but if punished, partner then switches to tit-for-tat conditional cooperation. A good focal agent would punish its partner to get it into the tit-for-tat regime and then alternate playing hawk and dove.

SC 9 Partner tries to take advantage of the focal player by playing hawk, but if punished, partner then switches to noisy tit-for-tat conditional cooperation. Same as SC 8 but in this case must avoid being distracted by background bot’s more noisy strategy and get quickly reestablish the alternation rhythm after each.

Prisoners Dilemma in the matrix: Arena

Eight individuals collect resources that represent ‘defect’ (red) or ‘cooperate’ (green) and compare inventories in an encounter. Consequences of the inventory comparison are congruent with the classic Prisoner’s Dilemma matrix game. This game exposes tension between reward for the group and reward for the individual. The matrix for the interaction is

\[
A_{\text{row}} = A_{\text{col}}^T = \begin{bmatrix} 3 & 0 \\ 5 & 1 \end{bmatrix}.
\]

Scenarios

SC 0 Visiting unconditional cooperators. This is a visitor mode scenario. A single focal player visits a population of background players who strongly prefer to collect cooperation resources and then interact. The highest possible reward is obtained by unconditionally defecting (collecting as many defect resources as possible and then interacting). However, this presupposes that the focal knows the background players are unconditional cooperators, which they would not know under test conditions. Since quite a few players are collecting cooperate resources simultaneously they often become depleted. This makes it relatively obvious to the focal player that others are not defecting. Unfortunately, for cooperators, the scarcity of cooperate resources in this situation makes it difficult to get a high score by cooperating.

SC 1 Focals are resident and visited by an unconditional cooperator. This is a resident mode scenario. Seven focal players are joined by a single background player who strongly prefers to collect cooperation resources. Most of the focal population’s collective return will be determined by how well focal players cooperate with one another.

SC 2 Focals are resident and visitors defect unconditionally. This is a resident mode scenario. Six focal players are joined by two background players who strongly prefer to collect defection resources. The focal players should cooperate with other focals, and defect towards background payers. Because the focals don’t know a priori the strategy of the background players, they probably should cooperate first, and only switch to defection against those who defected against them.

SC 3 Visiting a population of hair-trigger grim reciprocator bots who initially cooperate but, if defected on once, will retaliate by defecting in all future interactions. This is a visitor mode scenario. A single focal player visits seven background players who initially cooperate (preferentially collecting cooperation resources), but if at any point a co-player defects to them, they will switch to defecting for the rest of the episode. A focal population that cooperates (perhaps conditionally) should achieve a high score.

SC 4 Visiting a population of two-strikes grim reciprocator bots who initially cooperate but, if defected on twice, will retaliate by defecting in all future interactions. This is a visitor mode scenario. Like the previous sce-
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For a video of Prisoners Dilemma in the matrix: Arena, see https://youtu.be/81QrMpsP-HU
scenario, but the Grim reciprocators in the background population are more generous, allowing for more forgiving exploration of their exploitability.

SC 5 Visiting a mixed population of k-strikes grim reciprocator bots with k values from 1 to 3, they initially cooperate but, if defected on k times, they retaliate in all future interactions. This is a visitor mode scenario. In this case, three focal players visit five background players. Focal players should cooperate with one another. As in the previous two scenarios, a focal population of conditional cooperators should achieve a high score.

**Prisoners Dilemma in the matrix: Repeated**

See the description of *Prisoners Dilemma in the matrix: Arena*. The difference between the two variants is that *Repeated* is a two-player game while *Arena* is an eight-player game.

Scenarios

SC 0 **Partner may play either cooperate or defect.** The optimal strategy is simply to unconditionally defect. However, given that the focal doesn’t know the strategy of the background player, a good strategy is more subtle. A reasonable strategy is to be a grim reciprocator cooperator, which would cooperate with the cooperator, and defect to the defector. Alternatively the focal player might try to ascertain whether the background player is exploitable. Doing so, however, carries a risk, for if the background player were to be a Grim reciprocator (like in other scenarios), this would cause them to defect for the rest of the episode.

SC 1 **Partner typically plays cooperate.** The optimal strategy is simply to unconditionally defect. The same considerations about uncertainty of the background player’s strategy from Scenario 0 apply here.

SC 2 **Partner typically plays defect.** The optimal strategy is simply to unconditionally defect. However, because the focal player doesn’t *a priori* know the strategy of the background player, they must first try to find out their strategy. This can be done by looking at which resources they collect or by paying attention to the results of the first few interactions. Once the focal has identified its background partner is defecting then it may have confidence that it should defect as well. The focal player should also consider the possibility that the background bot is corrigible, i.e. that it could be persuaded to switch from defection to cooperation. This is not the case here but the background populations used in SC 8 and SC are corrigible.

SC 3 **Partner is a hair-trigger grim reciprocator, i.e. one who initially cooperates but, if defected on once, will retaliate by defecting forever after.** The optimal strategy is simply to cooperate. Grim reciprocator background players are non-exploitable, and there is no way to know how they will react to a defection ahead of time. Because of this uncertainty, testing for exploitability can lead to poor performance of the focal player. Conditional cooperators who cooperate first but retaliate if defected on should achieve a high score.

SC 4 **Partner is a two-strikes grim reciprocator, i.e. one who initially cooperates, but if defected on twice, will retaliate by defecting forever after.** The optimal strategy is simply to cooperate. Grim reciprocator background players are non-exploitable, and there is no way to know how they will react to a defection ahead of time. Because of this uncertainty, testing for exploitability can lead to poor performance of the focal player. In principle, it would be possible to defect once against the background player leading to higher reward. But since it is not possible to know the background player is a two-strikes grim reciprocator, and testing it against a hair-trigger grim reciprocator leads to defection, in practice is better simply to cooperate. Conditional cooperators who cooperate first
but retaliate if defected on should achieve a high score.

**SC 5** Partner is a tit-for-tat conditional cooperator. The optimal strategy is simply to cooperate. Defecting against a tit-for-tat agent, even occasionally, might lead to miscoordinated interactions where one player cooperates and the other defects, in an alternating way. Forgiveness is one way to break out of such cycles of recrimination. Conditional cooperators who cooperate first but retaliate if defected on should also be forgiving to ensure they do well in this scenario.

**SC 6** Partner is a tit-for-tat conditional cooperator who occasionally plays defect instead of cooperate. Like the previous scenario, except the tit-for-tat background player occasionally will defect instead of cooperate. This is known as trembling hand in game theory. A strict tit-for-tat focal player would occasionally fall into miscoordinated interactions with the background player resulting in alternating cooperation and defection. As in SC5, focal conditional cooperators must also be forgiving to ensure they do well in this scenario. Forgiveness is even more important here since the background player will defect relatively frequently itself but will still implement tit-for-tat retaliation when defected on itself.

**SC 7** Partner plays cooperate for a while then switches to defect. Similar considerations to the previous scenarios. A good strategy is a grim reciprocator, or tit-for-tat for the focal player. Unconditional cooperation would be exploited by the background player.

**SC 8** Partner tries to take advantage of the focal player by playing defect, but if punished, partner then switches to tit-for-tat conditional cooperation. Related to Scenario 2, the optimal strategy is for the focal player to persuade the background player to stop defecting by punishing it through defecting itself. Once persuaded, the background player implements a conditional cooperation (tit-for-tat) strategy. So it is safe to start cooperating with them once you have verified that they are themselves consistently cooperating.

**SC 9** Partner tries to take advantage of the focal player by playing defect, but if punished, partner then switches to noisy tit-for-tat conditional cooperation. Like the previous scenario, except the focal player must implement a more generous form of conditional cooperation after persuading the background player to switch from defection.

### Pure Coordination in the matrix: Arena

Players—who in this case cannot be identified as individuals since they all look the same—can gather resources of three different colors. All eight individuals need to converge on collecting the same color resource to gain reward when they encounter each other and compare inventories. The matrix for the interaction is

\[
A_{\text{row}} = A_{\text{col}}^T = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\]

**Scenarios**

**SC 0** Focals are resident, a single visitor joins who may prefer any option; whichever option it prefers, it pursues it greedily. Seven focal players are joined by one background player. The background player does not adapt its behavior very much to context, i.e. it single-mindedly collects one of the three resource types. As this is a resident mode scenario, the real test is of how well the focal population members coordinate among themselves, and whether their equilibrium is disturbed by the presence of the visitor or not.

**SC 1** Focals are resident, three visitors join who always select the same option as their partner in the previous interaction and do so without being too greedy. This scenario tests whether the focal population’s ability to coordinate is robust to the presence of visitors who try to join into their equilibrium.
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41For a video of Pure Coordination in the matrix: Arena, see [https://youtu.be/ LG_qvqujxPU](https://youtu.be/LG_qvqujxPU)
by always selecting the same resource as their partner picked on the previous round. Depending on the focal population’s joint strategy, this may lead to scarcity issues with some resource types getting depleted leaving players unable to collect what they need to coordinate successfully.

**SC 2** Focals are resident, three visitors join who always select the same option as their partner in the previous interaction and are greedy in doing so. This is a more difficult version of SC1.

**SC 3** Visiting a background population where all initially choose option a (without greed) and then switch to either b or c after some time. One focal player joins seven background players in this visitor mode scenario. This scenario tests flexibility. The focal player needs to adapt accordingly after the background players switch their behavior.

**SC 4** Visiting a background population where all initially choose option b (without greed) and then switch to either a or c after some time. One focal player joins seven background players in this visitor mode scenario. This scenario tests flexibility. The focal player needs to adapt accordingly after the background players switch their behavior.

**SC 5** Visiting a background population where all initially choose option c (without greed) and then switch to either a or b after some time. One focal player joins seven background players in this visitor mode scenario. This scenario tests flexibility. The focal player needs to adapt accordingly after the background players switch their behavior.

**SC 6** Visiting a background population where all typically choose option a and do not collect it too greedily. In this visitor mode scenario one focal player joins seven background players. The test here is whether the focal player can ascertain the prevailing convention and join in.

**SC 7** Visiting a background population where all typically choose option b and do not collect it too greedily. In this visitor mode scenario one focal player joins seven background players. The test here is whether the focal player can ascertain the prevailing convention and join in.

**SC 8** Visiting a background population where all typically choose option c and do not collect it too greedily. In this visitor mode scenario one focal player joins seven background players. The test here is whether the focal player can ascertain the prevailing convention and join in.

---

**Pure Coordination in the matrix: Repeated**

See the description of Pure Coordination in the matrix: Arena. The difference between the two variants is that Repeated is a two-player game while Arena is an eight-player game.

**Scenarios**

**SC 0** Meeting any pure strategy player. Here the focal agent plays with a partner sampled from the background population that was trained to play a pure strategy: either to collect mainly resource a, resource b, or resource c. However, the specific background player is sampled at test time so it could of any of these types. All background bots commit strongly to their choice, aiming to collect at least five resources before interacting. To get a high score the focal agent should scout out which pure strategy its partner is playing and then pick the same pure strategy, collecting as many resources as it can.

**SC 1** Meeting an agent who plays the best response to what the focal agent did in the last round. This scenario ought to be easy since the background player tries to adapt itself to the focal player.

**SC 2** Versus mixture of opponents who often flip to other strategies after some number of interactions. This scenario tests flexibility since the focal player needs to adapt to players

---

42 For a video of Pure Coordination in the matrix: Repeated, see [https://youtu.be/biyhB378q58](https://youtu.be/biyhB378q58)
who suddenly change their strategy after some number of interactions.

SC 3  Meeting an agent who almost always chooses resource a. An easy scenario where the task is just to determine the choice always picked by the background player and act accordingly.

SC 4  Meeting an agent who almost always chooses resource b. An easy scenario where the task is just to determine the choice always picked by the background player and act accordingly.

SC 5  Meeting an agent who almost always chooses resource c. An easy scenario where the task is just to determine the choice always picked by the background player and act accordingly.

Rationalizable Coordination in the matrix: Arena

Same as Pure Coordination in the matrix except that differently colored resources are intrinsically of different values, suggesting an optimal color to converge on. The matrix for the interaction is

\[ A_{row} = A_{col}^T = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 3 \end{bmatrix}. \]

Scenarios

SC 0  Focals are resident, a single visitor joins who may prefer any option; whichever option it prefers, it pursues it greedily. Seven focal players are joined by one background player. The background player does not adapt its behavior very much to context, i.e. it single-mindedly collects one of the three resource types. As this is a resident mode scenario, the real test is of how well the focal population members coordinate among themselves, and whether their equilibrium is disturbed by the presence of the visitor or not. The visitor may not select the best resource.

SC 1  Focals are resident, three visitors join who always select the same option as their partner in the previous interaction and do so without being too greedy. This scenario tests whether the focal population’s ability to coordinate is robust to the presence of visitors who try to join into their equilibrium by always selecting the same resource as their partner picked on the previous round. Depending on the focal population’s joint strategy, this may lead to scarcity issues with some resource types getting depleted leaving players unable to collect what they need to coordinate successfully.

SC 2  Focals are resident, three visitors join who always select the same option as their partner in the previous interaction and are greedy in doing so. This is a more difficult version of SC1.

SC 3  Visiting a background population where all initially choose option a (without greed) and then switch to either b or c after some time. One focal player joins seven background players in this visitor mode scenario. This scenario tests flexibility. The focal player needs to adapt accordingly after the background players switch their behavior.

SC 4  Visiting a background population where all initially choose option b (without greed) and then switch to either a or c after some time. One focal player joins seven background players in this visitor mode scenario. This scenario tests flexibility. The focal player needs to adapt accordingly after the background players switch their behavior.

SC 5  Visiting a background population where all initially choose option c (without greed) and then switch to either a or b after some time. One focal player joins seven background players in this visitor mode scenario. This scenario tests flexibility. The focal player needs to adapt accordingly after the background players switch their behavior. In this case, the focal player may or may not select the best resource.

For a video of Rationalizable Coordination in the matrix: Arena, see https://youtu.be/IXakuZhvrxo
case the background players are switching away from the rational choice of c to one of the two irrational choices.

SC 6 Visiting a background population where all typically choose option a and do not collect it too greedily. In this visitor mode scenario one focal player joins seven background players. The test here is whether the focal player can ascertain the prevailing convention and join in, even though the prevailing convention is deeply irrational.

SC 7 Visiting a background population where all typically choose option b and do not collect it too greedily. In this visitor mode scenario one focal player joins seven background players. The test here is whether the focal player can ascertain the prevailing convention and join in, even though the prevailing convention is irrational.

SC 8 Visiting a background population where all typically choose option c and do not collect it too greedily. In this visitor mode scenario one focal player joins seven background players. The test here is whether the focal player can ascertain the prevailing convention and join in, even though the prevailing convention is the rational one, so this ought to be an easy test.

Rationalizable Coordination in the matrix: Repeated

See the description of Rationalizable Coordination in the matrix: Arena. The difference between the two variants is that Repeated is a two-player game while Arena is an eight-player game.

Scenarios

SC 0 Meeting any pure strategy player. Here the focal agent plays with a partner sampled from the background population that was trained to play a pure strategy: either to collect mainly resource a, resource b, or resource c. However, the specific background player is sampled at test time so it could of any of these types. All background bots commit strongly to their choice, aiming to collect at least five resources before interacting. To get a high score the focal agent should scout out which pure strategy its partner is playing and then pick the same pure strategy, collecting as many resources as it can. This may be difficult since the background player sometimes picks irrational choices, nevertheless the focal player must adapt to them anyway.

SC 1 Meeting an agent who plays the best response to what the focal agent did in the last round. This scenario ought to be easy since the background player tries to adapt itself to the focal player.

SC 2 Versus mixture of opponents who often flip to other strategies after some number of interactions. This scenario tests flexibility since the focal player needs to adapt to players who suddenly change their strategy after some number of interactions. The background player may make irrational choices but the focal player still must adapt to them.

SC 3 Meeting an agent who almost always chooses resource a. This scenario tests the focal player’s ability to acquiesce to a deeply irrational convention forced by their partner.

SC 4 Meeting an agent who almost always chooses resource b. This scenario tests the focal player’s ability to acquiesce to an irrational convention forced by their partner.

SC 5 Meeting an agent who almost always chooses resource c. This scenario tests the focal player’s ability implement the rational convention. It should be easy.

Running With Scissors in the matrix: Arena

Same dynamics as Running with Scissors in the matrix: Repeated but with eight players. Each pairwise conflict is zero sum so the overall setting is one of competition. As with all zero sum games having more than two players, alliances

---

44For a video of Rationalizable Coordination in the matrix: Repeated, see https://youtu.be/3brwR7DtxEI

45For a video of Running With Scissors in the matrix: Arena, see https://youtu.be/6BL6JibS2cE
are possible in principle. But in this case the environment is not very conducive to forming them since rewards are always and only gained in pairwise conflicts and there does not appear to be any way to collude with others. The matrix for the interaction is:

\[
A_{\text{row}} = A_{\text{col}}^T = \begin{bmatrix}
0 & -10 & +10 \\
+10 & 0 & -10 \\
-10 & +10 & 0
\end{bmatrix}.
\]

**Scenarios**

**SC 0** *Versus a background population containing bots implementing all three pure strategies.* Here one focal player joins seven from the background population. The background population contains bots who implement all three pure strategies: rock, paper, and scissors. They may either commit to their strategy moderately (aiming to collect three resources before interacting) or more strongly (aiming to collect five). The task for the focal agent is to watch its opponents, see what strategy one of them is implementing, and act accordingly.

**SC 1** *Versus gullible bots.* Here one focal player joins seven from the background population. The background population consists entirely of weak bots who were trained to best respond to agents playing pure strategies. They are weak opponents.

**SC 2** *Versus mixture of opponents who play rock and some who flip to scissors after two interactions.* Here one focal player joins seven from the background population. The focal player should pay attention to what each prospective partner has collected since 2/3 of them play rock while 1/3 play scissors after the first two interactions. Choosing paper to best respond to rock is a bad choice if accidentally paired with an opponent playing scissors.

**SC 3** *Versus mixture of opponents who play paper and some who flip to rock after two interactions.* Like SC 2 but with bots playing paper and bots switching from paper to rock.

**SC 4** *Versus mixture of opponents who play scissors and some who flip to paper after two interactions.* Like SC 2 but with bots playing scissors and bots switching from scissors to paper.

**SC 5** *Visiting a population of pure paper bots.* Here one focal player joins seven from the background population. All seven background bots play paper so the focal player can get a high score by playing scissors.

**SC 6** *Visiting a population of pure rock bots.* Here one focal player joins seven from the background population. All seven background bots play rock so the focal player can get a high score by playing paper.

**SC 7** *Visiting a population of pure scissors bots.* Here one focal player joins seven from the background population. All seven background bots play scissors so the focal player can get a high score by playing rock.

**Running With Scissors in the matrix: One Shot**

This environment first appeared in Vezhnevets et al. (2020). Two individuals gather rock, paper or scissor resources in the environment and can challenge others to a 'rock, paper scissor' game, the outcome of which depends on the resources they collected. It is possible—though not trivial—to observe the policy that one’s partner is starting to implement and take countermeasures. This induces a wealth of possible feinting strategies. The observation window is 5 x 5.

**Scenarios**

**SC 0** *Versus mixed strategy opponent.* Here the focal agent must defeat an opponent that was trained to play a pure strategy: either rock, paper, or scissors. However, the specific opponent is sampled at test time so it could be any of those. All opponents commit strongly to their choice, aiming to collect at least three resources before interacting. To defeat them, the focal agent should

---

46 For a video of Running With Scissors in the matrix: One Shot, see https://youtu.be/gtemAx4XEeQ
scout out which pure strategy its opponent is playing and then collect the resources to implement its counter strategy. Since this is a one-shot interaction, success requires the focal agent to pay close attention to which resources are missing since they provide a clue to which strategy their opponent is implementing.

**SC 1** Versus pure rock opponent. Opponent always plays rock, and commits to it strongly, aiming to collect five resources before interacting. The focal player gets a high score when it picks paper and commits strongly to that choice.

**SC 2** Versus pure paper opponent. Same as SC 1 but opponent plays paper so focal player should play scissors.

**SC 3** Versus pure scissors opponent. Same as SC 1 but opponent plays scissors so focal player should play rock.

**Running With Scissors in the matrix: Repeated**

See the description of Running With Scissors in the matrix: Arena. The difference between the two variants is that Repeated is a two-player game while Arena is an eight-player game.

**Scenarios**

**SC 0** Versus mixed strategy opponent. Here the focal agent must defeat an opponent that was trained to play a pure strategy: either rock, paper, or scissors. However, the specific opponent is sampled at test time so it could be any of those. All opponents commit strongly to their choice, aiming to collect at least five resources before interacting. To defeat them, the focal agent should scout out which pure strategy its opponent is playing and then collect the resources to implement its counter strategy.

**SC 1** Versus opponent who plays the best response to what the focal player did in the last round. Here the focal agent must defeat an opponent who may change their strategy with each interaction. The opponent will always select the best response to what the focal player selected in the previous interaction. For instance, if the focal player plays rock in one interaction then its opponent will play paper in the next interaction. On the first interaction of each episode it chooses one of the three pure strategies at random. The opponent always commits strongly to its choice, aiming to collect at least five resources before interacting. To win the focal player can trick its opponent into choosing a specific strategy and countering it. This requires changing strategy from interaction to interaction, cycling around the three options.

**SC 2** Versus opponent who sometimes plays a pure strategy but sometimes plays the best response to what the focal player did in the last round. Focal player must defeat an opponent sampled from the union of the background populations used in SC 0 and SC 1. The probability of sampling a pure opponent is $\frac{3}{4}$ while the probability of sampling a best response opponent is $\frac{1}{4}$.

**SC 3** Versus mixture of opponents who often flip to other strategies after two interactions. Focal player must defeat an opponent that may initially play any pure strategy and, with probability $\frac{1}{3}$, may flip after the second interaction to the best response to the best response to its initial strategy. For example if it starts out playing rock then the best response to that would be paper, so after the second interaction it would switch to playing the best response to paper i.e. scissors. It only weakly commits to its strategy for the first two interactions. That is, it aims to collect only one resource before interacting. After two interactions, at the point when it changes strategy, it also starts committing more strongly to its choice, aiming to collect five resources before each interaction. With probability $\frac{2}{3}$, the opponent instead plays a pure strategy throughout the entire episode. In half of the pure op-

47For a video of Running With Scissors in the matrix: Repeated, see https://youtu.be/rZI9h0UkefCU
ponent episodes the bot fully commits to its pure strategy, aiming to collect five resources before interacting, while the other half of the time it commits less strongly, aiming to collect only one resource before interacting. Note that opponents may be weakly committed to their strategy for the first two interactions regardless of whether they will ultimately flip strategy or not so it’s not possible for the focal agent to observe weak commitment early on as a cue to predict whether or not their opponent will later flip strategies.

**SC 4** *Versus mixture of opponents who either flip to another strategy after one interaction and keep it forever or continue to change, always best responding to what the focal player just did.* Two kinds of opponents are possible. Both change their strategy after the first interaction. With probability $\frac{3}{4}$ the opponent will be a bot that flips to a different strategy after the first interaction and then follows it till the end of the episode. It always flips to the best response to the best response to its initial strategy (so if it initially plays rock then it will flip to scissors). With probability $\frac{1}{4}$ the other kind of opponent is sampled. This opponent is identical to the one in **SC 1**. Both kinds of opponents always fully commit to their choice, aiming to collect at least five resources before interacting so its not possible to observe the opponent’s commitment level to predict which kind they are. To win the focal player must figure out which kind of opponent it is playing against and either best respond by selecting the same choice in all interactions after the first if paired with the first kind of opponent, or apply the cyclic strategy described as the solution to **SC 1** if paired with the second kind of opponent.

**SC 5** *Versus gullible opponent.* Here the focal agent must defeat an opposing agent that was trained to best respond to agents playing pure strategies. The opponent should attempt to scout out what strategy the focal agent is playing so it can pick the appropriate counter. To defeat it, the focal agent should feint toward one resource and then collect the counter to its counter. So for example, if the focal agent successfully feinted that it would pick rock, inducing its opponent to pick paper, the focal agent should then collect and play scissors. This opponent is fairly weak.

**SC 6** *Versus pure rock opponent.* Opponent always plays rock, and commits to it strongly, aiming to collect five resources before interacting. The focal player gets a high score when it picks paper and commits strongly to that choice.

**SC 7** *Versus pure paper opponent.* Same as **SC 6** but opponent plays paper so focal player should play scissors.

**SC 8** *Versus pure scissors opponent.* Same as **SC 6** but opponent plays scissors so focal player should play rock.

**Stag Hunt in the matrix: Arena**

Individuals collect resources that represent ‘hare’ (red) or ‘stag’ (green) and compare inventories in an encounter. Consequences of this inventory comparison are congruent with the classic Stag Hunt matrix game. This game exposes a tension between reward for the group and risk for the individual. The matrix for the interaction is

$$A_{row} = A_{col}^T = \begin{bmatrix} 4 & 0 \\ 2 & 2 \end{bmatrix}.$$

**Scenarios**

**SC 0** *Visiting unconditional stag players.* This is a visitor mode scenario. One focal player joins seven background players. In this case the background population implements the stag policy, it’s a good idea for the focal player to join them and play stag.

**SC 1** *Visiting unconditional hare players.* This is a visitor mode scenario. One focal player joins seven background players. In this case the background population implements the

---

For a video of Stag Hunt in the matrix: Arena, see [https://youtu.be/ag0po0MZmzs](https://youtu.be/ag0po0MZmzs)
hare policy. Even though the focal player would prefer to play stag, they can’t force the others to help them. After determining the others won’t change their ways then they should give in and play hare.

**SC 2** Focals are resident and visitors are unconditional stag players. This is a resident mode scenario where five focals are joined by three background players. The test is mostly about the focals implementing a cooperative joint policy among themselves. They also must be robust to the presence of the three visitors.

**SC 3** Focals are resident and visitors are unconditional hare players. This is a resident mode scenario where five focals are joined by three background players. The test is mostly about the focals implementing a cooperative joint policy among themselves. They also must be robust to the presence of the three visitors.

**SC 4** Visiting a population of hair-trigger grim reciprocator bots who initially play stag but, if any partner plays hare once, they give up on trying to cooperate and play hare in all future interactions. This is a visitor mode scenario, the focal player joins seven background players. The focal player would do well by playing stag.

**SC 5** Visiting a population of two-strokes grim reciprocator bots who initially play stag but, if their partners play hare twice, they give up on trying to cooperate and play hare in all future interactions. This is like SC4, but this version is a bit more forgiving.

**SC 6** Visiting a mixed population of k-strokes grim reciprocator bots with k values from 1 to 3, they initially play stag but, if their partners play hare k times, they then play hare in all future interactions. This is a visitor mode scenario where three focal players meet five background players. The focal players can achieve a high score by sticking with playing stag.

**SC 7** Visiting a mixture of pure hare and pure stag players. This is a visitor mode scenario where three focal players meet five background players. In this case it is useful to scout out specific partners and try to inter-act preferentially with those who play stag.

### Stag Hunt in the matrix: Repeated

See the description of Stag Hunt in the matrix: Arena. The difference between the two variants is that Repeated is a two-player game while Arena is an eight-player game.

#### Scenarios

**SC 0** Partner may play either stag or hare. Here the focal agent plays with a partner sampled from the background population that was trained to play a pure strategy: either to collect mainly stag or mainly hare. However, the specific background player is sampled at test time so it could of either type. All background bots commit strongly to their choice, aiming to collect at least five (or seven) resources before interacting. To get a high score the focal agent should scout out which pure strategy the background bot is playing and then play stag if they play stag and otherwise play hare.

**SC 1** Partner typically plays stag. Here the background player always picks stag the best course of action is to join them.

**SC 2** Partner typically plays hare. Here the background player always picks hare the best course of action is also to player hare.

**SC 3** Partner is a hair-trigger grim reciprocator, i.e. one who initially cooperates but, if defected on once, will retaliate by defecting forever after. The best choice for the focal player is to play stag.

**SC 4** Partner is a two-strikes grim reciprocator, i.e. one who initially cooperates, but if defected on twice, will retaliate by defecting forever after: This scenario is similar to SC3 but somewhat more forgiving.

---

49For a video of Stag Hunt in the matrix: Repeated, see [https://youtu.be/aDp_CARcb1Y](https://youtu.be/aDp_CARcb1Y)
SC 5 Partner is a tit-for-tat conditional cooperator. The focal player should play stag here.

SC 6 Partner is a tit-for-tat conditional cooperator who occasionally plays hare instead of stag. The focal player should play stag here. If employing a conditional cooperation strategy then it’s important not to get stuck in a cycle of recrimination as a result of the background player occasionally playing hare. Forgiveness is helpful.

SC 7 Partner plays stag for a while then switches to hare. This scenario tests flexibility.

SC 8 Partner initially plays hare, but if punished, partner then switches to tit-for-tat conditional cooperation. In this scenario the background player can be encouraged to switch strategies by punishing it.

SC 9 Partner initially plays hare, but if punished, partner then switches to noisy tit-for-tat conditional cooperation. This scenario is like SC 6 but the background player occasionally plays hare so forgiveness is important.

Reference learning curves

See Figs. 6–54.
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