Dipolar polaritons in microcavity-embedded coupled quantum wells in electric and magnetic fields
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We present a precise calculation of spatially-indirect exciton states in semiconductor coupled quantum wells and polaritons formed from their coupling to the optical mode of a microcavity. We include the presence of electric and magnetic fields applied perpendicular to the quantum well plane. Our model predicts the existence of polaritons which are in the strong coupling regime and at the same time possess a large static dipole moment. We demonstrate, in particular, that a magnetic field can compensate for the reduction in light-matter coupling that occurs when an electric field impresses a dipole moment on the polariton.

I. INTRODUCTION

Exciton-polaritons in microcavities in the strong coupling regime have been studied intensively in recent years [1]. They are realized by placing semiconductor quantum wells (QWs) at the antinode position of a resonant electromagnetic field inside a cavity. Notable advances include the observation of phenomena such as polariton Bose-Einstein condensation [2,3], superfluidity [4] and the formation of quantum vortices [5]. A number of applications were developed, such as electrically pumped room temperature polariton lasers [6,7] and optical logic devices [8].

Spatially indirect excitons, formed from an electron and a hole separated into adjacent coupled quantum wells (CQWs) by an external bias are also an attractive system for study [9,10]. This is due to the possibility to control the exciton properties by varying the applied electric field [11]. Macroscopic charge separation causes indirect excitons to have a built-in static dipole moment. This enhances the exciton-exciton interaction strength leading to a luminescence blue shift [12]. The blue shift provides a probe of the exciton density and was used to study exciton phase transitions [13,14]. The static dipole moment also facilitates electrostatic [15–18] and optical [19,20] control of exciton transport and was exploited for the development of excitonic devices [21].

Recently, CQWs were embedded in a planar Bragg-mirror microcavity to create polaritons with a large dipole moment typical for indirect excitons [22]. Usually, an indirect exciton is only weakly coupled to light due to the reduced overlap of the electron and hole wave functions. However, when asymmetric CQWs are used, the electric field can be chosen such that the indirect exciton, direct exciton and the cavity mode are brought into resonance, resulting in a strongly coupled three-level system. Such hybrid quasiparticles, called dipolaritons, present a system with a greater flexibility of control and new possible applications compared to regular polaritons formed from direct excitons. Proposed applications include superradiant THz emission [23], tunable single-photon emission [24] and optical parametric oscillators [25]. Dipolaritons were also realized in wide single QWs embedded in a dielectric waveguide [26]. In that work, excitons under bias acquire a static dipole moment because the large QW width permits substantial charge separation. At the same time, excitons remain strongly coupled to light due to the absence of a potential barrier separating electrons and holes, so that their wave functions can have a sufficient overlap.

Applying a magnetic field offers an extra degree of control over excitonic systems as it modifies the properties of excitons and consequently, those of exciton-polaritons. Experiments have demonstrated continuous tuning from the weak to strong coupling regime and control of the vacuum Rabi splitting by varying magnetic field [27–29]. A magnetic field can suppress the polariton relaxation bottleneck as it enhances the polariton-phonon scattering rates [30]. Magnetic field dependence of the polariton lasing threshold was also investigated [31]. However, all these works focused on polaritons without a static dipole moment. Magneto-dipolaritons present an intriguing new system which, to the best of our knowledge, was not yet studied. In addition to the possibility to fabricate structures with different optical resonances and different QW and barrier widths, the combination of both electric and magnetic fields as controllable parameters realizes a highly non-trivial system with a rich physics to explore. This opens an avenue for new theoretical and experimental investigations.

The subject of this paper is a rigorous calculation of exciton-polariton states in microcavity-embedded CQWs and an examination of their dependence on electric and magnetic fields. We show that the magnetic field enhances the exciton-photon coupling and can effectively compensate for the darkening associated with the direct-indirect exciton crossover. This allows polaritons in the strongly coupled regime to have a large static dipole moment that is comparable to the center-to-center distance of the CQWs. We use the multi-sub-level approach (MSLA) recently introduced in Ref. [32]. The main benefit of this approach is that we solve precisely the Schrödinger equation in three dimensions. In Ref. [33], we used this method to calculate the electric and magnetic field dependence of the lifetime, Bohr radius, dipole moment, binding energy and effective mass of CQW ex-
citons. We found that these properties strongly depend on the direct-indirect exciton crossover which occurs for changing electric and/or magnetic field. Such a dependence cannot be captured by any two-dimensional (2D) approximations of the exciton that were used by many authors, see e.g. Refs. [34,35]. The same method was used to describe the effect of barrier width on the CQW excitons in an electric field [36]. In Ref. [37], the MSLA was extended to describe dipolaritons. However, this was done without including the influence of an applied magnetic field, which is the main focus of the present paper.

In Section II, we describe our method of solving the coupled Schrödinger and Maxwell’s wave equations used to model polaritons in microcavity-embedded CQWs. Results from the application of our model to a realistic structure are presented in Section III. Summary and conclusions are in Section IV. Appendices A-C contain derivations of the results used and provide details of the numerical procedure.

II. COUPLED MAXWELL’S AND MATERIAL EQUATIONS

A microscopic approach to light-matter interaction is used to describe the coupling of QW excitons and cavity photons. The problem entails solving Maxwell’s wave equation for the light field $E$, given by

$$\nabla^2 E = \frac{1}{\varepsilon_0 c^2} \frac{\partial^2}{\partial t^2} (\varepsilon(z) + 4\pi P),$$

where $P$ is the exciton macroscopic polarization and $\varepsilon(z)$ is the low-frequency background dielectric constant of the heterostructure. We split out the time dependence of the fields, $E = E(z)^t e^{-i\omega t}$ and $P = P(z)^t e^{-i\omega t}$, and for the planar heterostructures considered here, separate the coordinates that are perpendicular and parallel to the QW plane ($z$ and $R$, respectively), using the factorization

$$E(z) = \hat{e} \mathcal{E}(z) e^{i\mathbf{K} \cdot \mathbf{R}}.$$  \hspace{1cm} (2)

Here, $\mathbf{K}$ is the in-plane wave vector and $\omega$ is the frequency of light. For $s$-polarized light, the unit vector of the light polarization $\hat{e}$ is normal to the growth axis. The macroscopic polarization $P(z)$ is linked via an equation

$$P(z) = \int Y(z, \mathbf{r}, z_e, z_h) \mathcal{M}(\mathbf{r}) \, d\mathbf{r}$$  \hspace{1cm} (3)

to the microscopic exciton polarization $Y$ which in turn satisfies an inhomogeneous Schrödinger equation [38]

$$\left( \hat{H} - \hbar \omega - i\gamma \right) Y(z, \mathbf{r}, z_e, z_h) = \mathcal{M}(\mathbf{r}) \cdot E(z).$$  \hspace{1cm} (4)

Here, $\hat{H}$ is the full Hamiltonian of a CQW exciton in external fields [33], $\mathcal{M}(\mathbf{r})$ is the optical transition dipole moment, $\mathbf{r} = (\mathbf{r}, z_e - z_h)$ is the electron-hole relative coordinate, with $\mathbf{r}$ being that in the plane of the QW, and $z_{e(h)}$ is the electron (hole) coordinate in the growth direction. The transition dipole moment is assumed to be isotropic in the QW plane and its magnitude to have the form $\mathcal{M}(\mathbf{r}) = \mu_{cv} \delta(\mathbf{r})$ in the point dipole approximation so that $z = z_e = z_h$ in the right hand side of Eq. (4). Here, $\mu_{cv} = e d_{cv}$ is the conduction to valence band dipole matrix element. A phenomenological damping constant $\gamma$ is used to describe non-radiative losses.

Introducing the excitonic non-local susceptibility $\chi(z, z')$ of the CQW structure, defined by

$$P(z) = \int \chi(z, z') E(z') \, dz',$$

we arrive at the integro-differential wave equation for the amplitude $\mathcal{E}(z)$ of the light field:

$$\left( K^2 - \frac{\partial^2}{\partial z^2} \right) \mathcal{E}(z) = \frac{\omega^2}{c^2} \left[ \epsilon(z) \mathcal{E}(z) + 4\pi \int \chi(z, z') \mathcal{E}(z') \, dz' \right],$$

where $K = |\mathbf{K}|$. The excitonic susceptibility $\chi(z, z')$ is found by solving Eq. (4) for $Y$, with the help of the spectral representation of the Green’s function, as detailed in Appendix A. It is then expressed as a sum over all quantized exciton states

$$\chi(z, z') = \mu_{cv}^2 \hbar \sum_{\nu} \varphi_{\nu}(0, z, z_e) \varphi_{\nu}^*(0, z', z_h)$$

in which $E_{\nu K}$ is the eigen energy and $\varphi_{\nu K}(\rho, z_e, z_h)$ the wave function describing the internal structure of exciton state $\nu$ with momentum $\mathbf{K}$. They satisfy a Schrödinger equation $\hat{H}_{\mathbf{K}} \varphi_{\nu K} = E_{\nu K} \varphi_{\nu K}$, in which $\hat{H}_{\mathbf{K}}(\rho, z_e, z_h)$ is the exciton reduced Hamiltonian obtained from the full Hamiltonian $\hat{H}(\mathbf{r}, \mathbf{r}_h)$ by making a unitary transformation to split out the exciton relative and center of mass motion [34]. Here, $\mathbf{r}_{\mathbf{e}, h}$ are the 3D electron and hole coordinates. For the present case of external static electric and magnetic fields applied perpendicular to the QW plane, this transformation is done by a factorization

$$\Psi_{\nu K}(\mathbf{r}_{\mathbf{e}, h}) = \exp \left( i \left[ \mathbf{K} + \frac{e}{\hbar c} \mathbf{A}(\mathbf{r}) \right] \cdot \mathbf{R} \right) \varphi_{\nu K}(\rho, z_e, z_h)$$

of the full exciton wave function satisfying the full Schrödinger equation $\hat{H} \Psi_{\nu K} = E_{\nu K} \Psi_{\nu K}$. Here, $\mathbf{A}$ is the vector potential of magnetic field $\mathbf{B}$. Since $\mathbf{B}$ is applied along the growth direction, the symmetric gauge $\mathbf{A}(\mathbf{r}) = \frac{1}{2} \mathbf{B} \times \mathbf{r}$ can be used.

In the effective mass approximation, the reduced Hamiltonian for an exciton in static electric and magnetic fields applied perpendicular to the QW plane has the form [33]

$$\hat{H}_{\mathbf{K}}^{\mathbf{K}}(\rho, z_e, z_h) = \hat{H}_{\mathbf{K}}^+ z_e + \hat{\Omega}_{\mathbf{B}}(\rho) + E_g + V_{\mathbf{C}}(\mathbf{r}),$$

(9)
in which
\[ \hat{H}_{e,h}^\perp(z) = -\frac{\hbar^2}{2} \frac{\partial}{\partial z} m_{e,h}^\perp(z) \frac{\partial}{\partial z} + U_{e,h}(z), \]  \[ \bar{W}^\perp_B(\rho) = -\frac{\hbar^2}{2\mu} \nabla^2 - \frac{ie\hbar}{\zeta e} A(\rho) \cdot \nabla + \frac{e^2}{2\mu c^2} A^2(\rho) + \frac{K^2}{2M} + \frac{2eK}{Mc} A(\rho), \]  

\( E_g \) is the band gap, and \( V_C(r) = -e^2/(\epsilon_{\text{QW}} r) \) is the Coulomb interaction, with the dielectric constant of the QW layers \( \epsilon_{\text{QW}} \) and \( r = |r| = \sqrt{r^2 + (z_c - z_h)^2} \). Here \( M = m_\| + m_h^\perp \), \( 1/\mu = 1/m_e^\perp + 1/m_h^\perp \), and \( 1/\kappa = 1/m_e^\perp - 1/m_h^\perp \), in which we neglect any \( z \)-dependence of the in-plane electron and hole effective masses \( m_{e,h}^\perp \). This is justified by low mass contrast in the heterostructures treated here and a minor contribution of the electron and hole wave functions outside the well regions. For the band gap \( E_g \) and in-plane masses \( m_{e,h}^\perp \), the values for the QW layers are used. The confinement and the external bias are included in the potentials \( U_{e,h}(z) = V_{\text{QW}}^z(z) \pm eFz \) where \( F \) is the electric field. The perpendicular masses \( m_{e,h}^\perp(z) \) are layer-dependent step functions, as are the QW confinement potentials \( V_{\text{QW}}^z(z) \).

To obtain the eigenstates contributing to Eq. (7), we employ the MSLA developed in Refs. [32,33]. Owing to the high exciton mass \( M \) (which further increases in an applied magnetic field [33]) and small values of the photon momentum \( K \) involved, any \( K \)-dependence of the exciton states can be neglected in the polariton problem treated here. In the MSLA, the wave function describing the internal structure of the exciton, i.e., the solution of the Hamiltonian Eq. (9), is expanded into the basis of Coulomb-uncorrelated electron-hole pair states,

\[ \varphi_{\nu 0}(\rho, z_c, z_h) = \sum_n \Phi_n(z_c, z_h) \phi_{\nu 0}(\rho) e^{im\phi}, \]  

where we have used the polar coordinates \( \rho = (\rho, \phi) \) and introduced the exciton angular momentum \( m \). Note that only optically active states with \( m = 0 \) contribute to the polariton problem. Each basis function \( \Phi_n(z_c, z_h) \) is the product of single-particle electron and hole wave functions which themselves are eigenstates of the perpendicular motion Hamiltonians Eq. (10). The radial components of the wave function \( \phi_{\nu 0}(\rho) \) are calculated using a matrix generalization of the shooting method with Numerov’s algorithm incorporated into the finite difference scheme. Full details can be found in Ref. [33].

The excitonic susceptibility then takes the form
\[ \chi(z, z') = \sum_{n,m=1}^N \Phi_n(z, z') \Phi_m(z', z) \chi_{nm} \]  with a matrix
\[ \chi_{nm} = \hbar \omega \mu c_{\nu}^2 \sum_{\nu=1}^{N_{\nu}} \phi_{\nu n}(0) \phi^*_{\nu m}(0) \frac{1}{(E_{\nu 0} - i\gamma)(E_{\nu 0} - i\gamma - \hbar \omega)}. \]

In the practical implementation of the method, we first solve one-dimensional Schrödinger equations for the electron and hole with the Hamiltonians Eq. (10) and find a set of \( N \) basis functions \( \Phi_n(z_c, z_h) \) determining the size of the matrix \( \chi_{nm} \). We then solve the exciton Schrödinger equation in external electric and magnetic fields, finding \( N_{\text{ex}} \) lowest states, in this way calculating \( \phi_{\nu 0}(\rho) \) and the exciton energies \( E_{\nu 0} \) determining the matrix \( \chi_{nm} \). Typically, \( N \) ranges between 4 and 16 and \( N_{\text{ex}} \) between 10 and 200, depending on the external field values. Next, for the known excitonic susceptibility \( \chi(z, z') \), given in the form of a factorizable kernel Eq. (13), the wave equation Eq. (6) allows a semi-analytic exact solution, in the form of exponentials with amplitudes determined by the Fourier transforms of the basis functions \( \Phi_n(z, z) \) as detailed in Appendix B. In particular, we determine a \( 2 \times 2 \) scattering matrix of the active layer containing the CQWs, which consists of the transmission and reflection coefficients for left and right propagating waves. The scattering matrix of the optically active layer is then incorporated into the standard procedure of the scattering matrix calculation [39], giving the optical response of the full system of CQWs embedded in the microcavity.

### III. APPLICATION To InGaAs MICROCavity-EMBEDDED ASYMMETRIC CQWs

We consider InGaAs asymmetric CQWs inside a microcavity that were studied in Ref. [22]. We note that our approach can also be used to model the recently observed waveguide dipolaritons [26]. This is the subject of future work and not explored in detail here. Table I gives a list of the parameters used. Fig. 1a shows the electron band structure of the CQWs along the growth axis. The left and right In\(_{x}\)Ga\(_{1-x}\)As QWs have \( x = 0.08 \) and \( x = 0.1 \), respectively. The confinement potentials are tilted by the perpendicular electric field, \( F = 15 \text{kV/cm} \). The single particle wave functions of the first two elec-

| Parameter | Value |
|-----------|-------|
| \( \epsilon_{\text{QW}} \) | 12.0 |
| \( E_g \) | Band gap of In\(_{x}\)Ga\(_{1-x}\)As QW 1.373 eV |
| \( m_{e,h}^\perp(z) \) | Electron mass in QW1 0.0622 \( m_0 \) |
| | Electron mass in QW2 0.0630 \( m_0 \) |
| | Electron mass in barrier 0.0665 \( m_0 \) |
| \( m_{e,h}^\perp(z) \) | Hole mass in QWs 0.338 \( m_0 \) |
| | Hole mass in barrier 0.34 \( m_0 \) |
| \( M_x \) | In-plane exciton mass 0.22 \( m_0 \) |
| \( \mu \) | In-plane reduced exciton mass 0.040 \( m_0 \) |
| \( d_{\text{cv}} \) | Dipole matrix element 0.6 nm |
| \( \gamma \) | Damping constant 0.2 meV |
Electron and hole energy levels as functions of electric field. These are eigenstates of the Hamiltonian Eq. (10) which neglects the electron-hole Coulomb interaction. They are used to prepare the basis functions, $\Phi_n(z_e, z_h)$, which are required for the expansion of the exciton wave function given by Eq. (12). For the range of electric fields considered in this work, sufficient accuracy was achieved using just two electron and three hole states. This results in only $N = 6$ pair states needed for the summation in Eq. (12).

At high electric field, tilting of the CQW confinement potential spatially separates the electron and hole ground states ($e_1$ and $h_1$). The exciton thus acquires a large dipole moment that is comparable to the nominal center-to-center distance between the QWs. The electric field dependence of the electron and hole energies are shown in Figs. 1b and 1c, respectively. For electrons, one can see that the QW asymmetry is partly compensated at around $12 \text{kV/cm}$, forming resonantly tunnel coupled symmetric and antisymmetric states. A similar effect takes place around $6 \text{kV/cm}$ for the hole when the ground state in the left QW is resonantly coupled to the first excited state in the right QW. The derivative of the energy of each single particle state with respect to electric field is approximately equal to the product of charge and the expectation value of the particle’s position, $\pm e \langle z \rangle$, and the main features of the system are described by $e_1$, $e_2$, $h_1$ and $h_2$. However, the state $h_3$ is required for an accurate description around $6 \text{kV/cm}$ where $h_2$ and $h_3$ are close in energy.

Fig. 2a shows the permittivity of the treated microcavity structure as a function of coordinate $z$. The microcavity consists of 17 and 21 pairs of alternating GaAs and InGaAs $\lambda/4$ layers forming the distributed Bragg reflectors (DBRs). Four pairs of asymmetric CQWs are placed at the anti-node positions of the resonant optical mode in a $5\lambda/2$ cavity. The reflectivity spectrum of the bare cavity mode and the exciton dispersion are shown by the dashed blue and dotted red lines, respectively. The solid green line is a parabolic fit to the bottom of the polariton ground state dispersion.
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half maximum of 0.1 meV giving a \( Q \)-factor of \( \approx 14000 \).

An example of the full reflectivity spectrum including the light-matter interaction in the CQWs is shown by the grayscale in Fig. 2c as a function of in-plane wave vector \( K = |K| \) for \( F = 20 \text{kV/cm} \) and \( B = 10 \text{T} \). The dips in reflectivity are the lowest three polariton branches. The red dashed lines show the dispersion of the lowest two exciton states for these values of the field and the blue dotted line is the bare cavity mode. The red dashed lines show the dispersion of the lowest two exciton states for these values of the field and the blue dotted line is the bare cavity mode. Anti-crossings of a few meV are typical for the strong-coupling regime. The solid green line shows a parabola fitted to the bottom of the polariton ground state dispersion, \( E_{\text{in}}(K) = E_{\text{in}}(0) + \alpha K^2 \). This is used to extract the polariton effective mass defined as \( m^* = h^2/(2\alpha) \). The effective mass is useful, for example, to identify the critical temperature for Bose-
Einstein condensation.

The magneto-exciton energies are shown by red circles in Fig. 3a as a function of electric field \( F \), for magnetic field \( B = 2 \text{T} \). The circle area is proportional to the exciton oscillator strength. Bright direct excitons have an energy that changes slowly with \( F \). In contrast, dark indirect excitons quickly decrease in energy with increasing \( F \) due to their large dipole moment which is oriented to screen the electric field. The indi-
rect exciton energy shift is approximately \(-ed_z F \) where \( d_z \approx 14 \text{nm} \) is the center-to-center distance of the QWs. Around \( F = 15 \text{kV/cm} \), there is an anti-crossing between direct and indirect states. Correspondingly, there is a crossover of the ground state from a direct to an indirect exciton with increasing \( F \). In Fig. 3b, the same quantities are shown but as a function of magnetic field with \( F = 20 \text{kV/cm} \). The diamagnetic shift of the exciton ground state is seen. Also, the brightness increases with \( B \). This is due to the magnetic field shrinking the in-plane part of the exciton wave function—an effect arising from tightening of the electron and hole cyclotron orbits. The shrinkage increases the overlap of electron and hole wave functions and thus enhances the coupling to light.

The grayscale in Figs. 3a and 3b, shows the corre-
sponding dependence of the structure’s reflectivity spec-
trum. The displacement of the polariton states from the

cavity mode (shown by the blue dashed line) indicates
the strength of the polariton effect. Exciton states with
large oscillator strength or those that are close in energy
to the cavity mode significantly modify the reflectivity.
The results presented in Fig. 3 can be summarized as fol-


![FIG. 3: Polariton reflectivity spectrum (grayscale) for (a) the electric field dependence with \( B = 2 \text{T} \) and (b) the magnetic field dependence with \( F = 20 \text{kV/cm} \). Exciton states are shown by circles with area proportional to the oscillator strength. The cavity mode is shown by the blue dashed line. The lowest three polariton states are labeled.](image-url)
FIG. 4: Energy (a,e), brightness (b,f), static dipole moment (c,g) and effective mass (d,h) of the lowest three polariton states as a function of $F$ with $B = 2$ T (a-d) and as a function of $B$ with $F = 20$ kV/cm (e-h). The states in (a-d) and (e-h) correspond to those labeled in Fig. 3a and 3b, respectively. The dotted lines in (c) and (g) are the maximum nominal dipole moment [37].

In Figs. 4d and 4h, we show the electric and magnetic field dependence of the polariton effective mass, $m^\ast$. This was determined by fitting a parabola to the polariton dispersion around $K = 0$ as illustrated in Fig. 2c. The dependence of $m^\ast$ on $F$ and $B$ can be understood using a simple coupled oscillator model. The dispersion and, in turn, the mass of the polariton is approximated by diagonalizing a $2 \times 2$ Hamiltonian whose diagonal elements are the dispersionless exciton and the parabolic dispersion of the cavity photon. The off-diagonal elements are a coupling constant. In this approach, one finds that $m^\ast$ decreases sharply with increasing coupling and that the dependence on the coupling constant is much greater when the exciton energy is below the cavity mode. This accounts for some of the main features of the lower polariton effective mass seen in Figs. 4d and 4h. Indeed, comparing with Figs. 4b and 4f, we see that any increase in brightness, which corresponds to an increase in coupling strength, sharply decreases $m^\ast$.

The combination of fields allows to tune the polariton mass over two orders of magnitude. Figs. 4f, 4g and 4h show that in the limit of high electric and magnetic fields ($F = 20$ kV/cm and $B = 10$ T) the polariton ground state acquires a substantial dipole moment ($\approx 5$ nm) whilst remaining comparably bright and has an effective mass less than $10^{-5} m_0$. This particular realization of magneto-dipolaritons, whose dispersion is shown in Fig. 2c, offers favorable conditions for low condensation threshold and strong polariton-polariton interactions that can be used to probe many-body interactions.

We now explore the properties of magneto-dipolaritons in a fixed energy scheme. $F$ and $B$ are increased simultaneously so that the diamagnetic shift of the exciton ground state is compensated for by the electric field. This is approximately achieved with an electric field that is linear in $B$, going from $F = 13$ kV/cm at $B = 0$ up to $F = 23$ kV/cm at $B = 10$ T. The resulting energy of the exciton ground state is shown by red circles in Fig. 5a and is practically constant. We then used cavity modes with different detunings $\Delta$ from the exciton ground state. The grayscale in Fig. 5a shows the reflectivity spectrum for the case of $\Delta = 0$ and the cavity mode is shown by the blue dashed line.

Increasing the electric field reduces the spatial overlap of electron and hole wave functions and darkens the polariton state. In the fixed energy scheme, this is compensated for by the magnetic field which shrinks the radius of the exciton wave function in the QW plane.

The intricate anticrossings between polariton branches, which originate from anticrossings between the different direct and indirect exciton states, causes variations in this gradient (see Figs. 3a and 4a). Oscillations in the dipole moment are therefore ascribed to $\partial E/\partial F$ oscillating in $F$ and $B$. In comparing Fig. 4b and 4c (or 4f and 4g), we see that any increase in the dipole length is accompanied by a decrease in brightness. This happens as the exciton part of the polariton transforms from a bright direct to a dark indirect state.
Substantial dipole moment can be formed in the strong coupling regime, also showing a significantly reduced (down to $10^{-5} m_0$) polariton effective mass.
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**Appendix A: Excitonic susceptibility**

Here we derive the expression for the excitonic susceptibility Eq. (7), using the spectral representation of the exciton Green’s function (GF) $G(R, \rho, z_e, z_h; R', \rho', z'_e, z'_h)$. The latter satisfies an equation

\[
\hat{H} - \hbar \omega - i \gamma) G = \delta(R - R') \delta(\rho - \rho') \delta(z_e - z'_e) \delta(z_h - z'_h).
\]

Then the solution of the material equation (4) can be expressed as a convolution with the GF

\[
Y(R, \rho, z_e, z_h) = \int dR' \int dz' \mathcal{M}(z') \cdot E_{\omega}(R', z') \times G(R, \rho, z_e, z_h; R', \rho', z'_e, z'_h).
\]

Using an isotropic distribution in the QW plane of the transition dipole moment, we note that $\mathcal{M}$ is proportional to the polarization vector $\hat{e}$. Then having $\mathcal{M}(r) = \hat{e} \mu_{cv} \delta(r)$ in the point dipole approximation and taking the light field in the form of Eq. (2), the microscopic polarization reduces to

\[
Y(R, \rho, z_e, z_h) = \mu_{cv} \int dR' \int dz' e^{iK \cdot R'} E_{\omega}(z') \times G(R, \rho, z_e, z_h; R', 0, z'_e, z'_h).
\]

Now, using the spectral representation of the GF

\[
G = \frac{1}{\delta} \sum_K g_K(R, \rho) \mathcal{M}^K(R', \rho') \times \sum_\nu \frac{\varphi_{\nu K}(\rho, z_e, z_h) \varphi_{\nu K}^*(\rho', z'_e, z'_h)}{E_{\nu K} - \hbar \omega - i\gamma},
\]

where

\[
g_K(R, \rho) = \exp \left(i \left[ K + \frac{\rho}{\hbar c} A(\rho) \right] \cdot R \right)
\]

and $S$ is the QW normalization area, obtain

\[
Y(R, \rho, z_e, z_h) = \mu_{cv} e^{iK \cdot R} \sum_\nu \frac{\varphi_{\nu K}(\rho, z_e, z_h)}{E_{\nu K} - \hbar \omega - i\gamma} \times \int \varphi_{\nu K}^*(0, z'_e, z'_h) E_{\omega}(z') dz'.
\]
Using the definition of the excitonic susceptibility Eq. (5) then obtain
\[
\chi_\omega(z, z') = \mu_c^2 \sum_{\nu} \frac{\varphi_{\nu \mathbf{K}}(0, z, z') \varphi^*_{\nu \mathbf{K}}(0, z', z')}{E_{\nu \mathbf{K}} - \hbar \omega - i\gamma}, \tag{A7}
\]
where the dependence on light frequency is explicitly indicated. This series summation, as well as the representation Eq. (A4) of the exciton GF itself, has known convergence issues [40] in 2D and 3D, which can be eliminated by subtracting the zero frequency value, already included into the static dielectric constant $\epsilon_0(z)$. The susceptibility is then redefined as
\[
\chi(z, z') = \chi_\omega(z, z') - \chi_0(z, z') \tag{A8}
\]
leading to the expression given in Eq. (7).

**Appendix B: Scattering matrix for the active CQW layers**

We first simplify the wave equation Eq. (6), by introducing $Q(z, z')$ defined as
\[
Q(z, z') = -4\pi \frac{\omega^2}{c^2} \chi(z, z') = \sum_{n,m} \Phi_n(z, z') \Phi_m(z', z') Q_{nm}, \tag{B1}
\]
where
\[
Q_{nm} = -4\pi \frac{\omega^2}{c^2} \chi_{nm} \tag{B2}
\]
with $\chi_{nm}$ given by Eq. (14). Maxwell's wave equation then takes the form
\[
\left( \frac{\partial^2}{\partial z^2} + q^2 \right) E(z) = \int_{-\infty}^{\infty} Q(z, z') E(z') dz', \tag{B3}
\]
where $q^2 = \epsilon_0 \omega^2 / c^2 - K^2$. Eq. (B3) can be solved with the help of the free space GF $G(z, z')$ that satisfies
\[
\left( \frac{\partial^2}{\partial z^2} + q^2 \right) G(z, z') = \delta(z - z') \tag{B4}
\]
which, with outgoing boundary conditions, has the following form:
\[
G(z, z') = \frac{e^{-iq(z - z')}}{2iq}. \tag{B5}
\]
Then, the solution to Eq. (B3) satisfies an integral equation,
\[
E(z) = A^+ e^{iqz} + A^- e^{-iqz} + \int_{-\infty}^{\infty} dz' \int_{-\infty}^{\infty} dz'' G(z, z') Q(z', z'') E(z''). \tag{B6}
\]

Next, we introduce
\[
X_n = \int_{-\infty}^{\infty} E(z) \Phi_n(z, z) dz, \tag{B7}
\]
so that Eq. (B6) becomes
\[
E(z) = A^+ e^{iqz} + A^- e^{-iqz} + \sum_{n,m} \int_{-\infty}^{\infty} dz' G(z, z') \Phi_n(z', z') Q_{nm} X_m. \tag{B8}
\]
After multiplying Eq. (B8) by $\Phi_n(z, z)$ and integrating over $z$, one gets
\[
X_n = A^+ \tilde{\Phi}_n(q) + A^- \tilde{\Phi}_n(-q) + \sum_{m,l} G_{nm} Q_{ml} X_l, \tag{B9}
\]
where
\[
\tilde{\Phi}_n(q) = \int_{-\infty}^{\infty} e^{iqz} \Phi_n(z, z) dz \tag{B10}
\]
and
\[
G_{nm} = \int_{-\infty}^{\infty} dz \int_{-\infty}^{\infty} dz' G(z, z') \Phi_n(z, z) \Phi_m(z', z'). \tag{B11}
\]

By introducing the matrix $V$, given by
\[
V_{nm} = \sum_l G_{nl} Q_{ml}, \tag{B12}
\]
Eq. (B9) reduces to the following linear system
\[
\sum_{m} (\delta_{nm} - V_{nm}) X_m = A^+ \tilde{\Phi}_n(q) + A^- \tilde{\Phi}_n(-q). \tag{B13}
\]
Eq. (B13) is solved for the vector $X$, using specific boundary conditions imposed by $A^+$ and $A^-$. We first consider the case of an incident wave traveling in the positive $z$-direction ($A^+ = 1$ and $A^- = 0$) and find, using the asymptotics at $z \to \pm \infty$ of the last term in Eq. (B8),
\[
\int_{-\infty}^{\infty} dz' G(z, z') \Phi_n(z', z') = \frac{\epsilon_0 \omega^2}{2iq} \tilde{\Phi}_n(\mp q) \tag{B14}
\]
the transmission and reflection coefficients, $T_+$ and $R_+$, respectively. These are
\[
T_+ = \frac{1}{2iq} \sum_{n,m} \tilde{\Phi}_n(-q) Q_{nm} X_m^+, + 1, \tag{B15}
R_+ = \frac{1}{2iq} \sum_{n,m} \tilde{\Phi}_n(+q) Q_{nm} X_m^+, \tag{B16}
\]
where, $X_m^+$ satisfies
\[
\sum_{m} (\delta_{nm} - V_{nm}) X_m^+ = \tilde{\Phi}_n(q). \tag{B17}
\]
Using $A^+ = 0$ and $A^- = 1$, we then treat a wave traveling in the negative $z$-direction and find the transmission and reflection coefficients, $T_-$ and $R_-$, respectively. These are
\[
T_- = \frac{1}{2iq} \sum_{n,m} \tilde{\Phi}_n(+q) Q_{nm} X_m^-, + 1, \tag{B18}
R_- = \frac{1}{2iq} \sum_{n,m} \tilde{\Phi}_n(-q) Q_{nm} X_m^-, \tag{B19}
\]
where, $X_n^-$ satisfies

$$\sum_m (\delta_{nm} - V_{nm}) X_m^- = \tilde{\Phi}_n(-q). \quad (B20)$$

The scattering matrix of the active region is then constructed as

$$S^{(\text{CQW})} = \begin{pmatrix} T_+ & R_- \\ R_+ & T_- \end{pmatrix}. \quad (B21)$$

In conjunction with the scattering matrices of each layer of the DBRs and the cavity, the total scattering matrix, which describes the optical response of the entire structure, is formed following Ref. [39].

**Appendix C: Computational algorithm**

Here, we summarize the technical implementation of the calculation of $S^{(\text{CQW})}$. Prior calculation of the basis of pair states $\Phi_n(z_e, z_h)$ and the in-plane exciton wave functions $\phi_n^{(\nu)}(\rho)$ is assumed (see Refs. [32,33] for details).

(i) For each electric field, the matrix $G_{nm}$ is calculated via Eq. (B11). Due to the form of the GF Eq. (B5), which depends on $z - z'$ only, the integral is a convolution and may be optimized using fast Fourier transform.

(ii) The Fourier transforms $\tilde{\Phi}_n(\pm q)$ in Eq. (B10) are evaluated.

(iii) For each photon energy and electric and magnetic field, the matrix $Q_{nm}$ is calculated using Eqs. (B2) and (14). Here, a sufficiently large number of exciton states must be included so that the summation converges with respect to $\nu$. In practice, up to 200 states may be required. Calculating these states is the main computational cost of the process.

(iv) Solve the linear systems for $X_n^+$ and $X_n^-$ given by Eq. (B17) and Eq. (B20), respectively and evaluate the matrix $S^{(\text{CQW})}$ via Eqs. (B15), (B16), (B18), and (B19).
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