Hippocampus segmentation in magnetic resonance images of Alzheimer's patients using Deep machine learning
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Abstract

Background: Alzheimer’s disease is a progressive neurodegenerative disorder and the main cause of dementia in aging. Hippocampus is prone to changes in the early stages of Alzheimer's disease. Detection and observation of the hippocampus changes using magnetic resonance imaging (MRI) before the onset of Alzheimer's disease leads to the faster preventive and therapeutic measures.

Objective: The aim of this study was the segmentation of the hippocampus in magnetic resonance (MR) images of Alzheimer's patients using deep machine learning method.

Methods: U-Net architecture of convolutional neural network was proposed to segment the hippocampus in the real MRI data. The MR images of the 100 and 35 patients available in Alzheimer’s disease Neuroimaging Initiative (ADNI) dataset, was used for the train and test of the model, respectively. The performance of the proposed method was compared with manual segmentation by measuring the similarity metrics.

Results: The desired segmentation achieved after 10 iterations. A Dice similarity coefficient (DSC) = 92.3%, sensitivity = 96.5%, positive predicted value (PPV) = 90.4%, and Intersection over Union (IoU) value for the train (0.9294) and test (0.9293) sets were obtained which are acceptable.

Conclusion: The proposed approach is promising and can be extended in the prognosis of Alzheimer’s disease by the prediction of the hippocampus volume changes in the early stage of the disease.
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Introduction

Alzheimer's disease (AD) as a progressive neurodegenerative disorder leads to dementia in aging by progressive loss of memory and deterioration of cognitive functions [1, 2]. Today, the quality of life of many people is directly or indirectly impaired with the increasing trend of aging in society and the involvement of people with AD and mental retardation. The hippocampus is the gray matter of the temporal lobe on each side of the brain that involves during AD onset [3, 4]. Detection of the hippocampus changes is essential in the early stages of AD onset [3]. The hippocampus has several structures that connected together and other parts of the brain by entorhinal cortex, causing the complex and non-uniform structures [5].

MRI is a method for evaluation of the hippocampus shape and volume [6, 7]. The research on the MR images has shown that the volume of the hippocampus is significantly reduced in the AD [8]. The hippocampus volume can be examined quantitatively or qualitatively [9]. Qualitative examination is performed by a specialist and depends on his/her experience. This type of examination, which is done visually, is prone to the errors [6, 9]. Therefore, in order to quantify the hippocampus volume, different segmentation methods have been proposed [9].

The manual segmentation is a simple method used as a gold standard for quantifying of the hippocampus volume. However, it is a time consuming, subjective and tedious task [10, 11]. Automatic methods can reduce personal dependency of segmentation and increase accuracy. Since, the hippocampus in the MR images is very similar to that of the adjacent structures and there is no definite boundary between them, automatic segmentation is also problematic. On the other hand, the partial volume effect and signal inhomogeneity of the MR images are also problematic [9].

Atlas-based methods are two types; single atlas or multiple atlases. Although single atlas is a simple and fast method [9], the main drawback with this method is the lack of the accurate segmentation results in the variable anatomies. [12]. In contrast, the multi-atlas method can segment the subjects with the different anatomy but it is complex and requires more computation costs. Deformable models are another methods, which are mostly used for medical images segmentation. These methods have less complexity but requires an initial contour to segment the object. Therefore, the results depend on the initial contour location. Another disadvantage of deformable models is degradation of the results by noise [9].
Machine learning refers to developing computer programs that can access data and use it to learn. Machine learning as an application of artificial intelligence (AI) allows systems to automatically learn and progress from experience without explicit planning. In medical image analysis, machine learning algorithms provide an improved determination of boundary recognition. There are different methods of machine learning [13]. Deep leaning (DL) is one of these methods [14].

Convolutional neural networks (CNN) is the most well-known DL algorithm due to the wide range of the applications in recognizing the different patterns. To date, CNN is the most successful model for use in field of the analyzing medical images. CNN is made up of several layers, in which input information such as an image, produce an output such as the presence or absence of a disease. In the field of the medical image analyses, DL is used to classification, detection, registration and segmentation of an organ or a lesion and the related structure [13].

CNN has been used for the gradation [15] and segmentation [16] of the brain tumors, diagnosis of the cerebral micro-bleeding in the MR images [17] and classification of the pulmonary nodules on the chest radiography [18]. Zhao et al. proposed a multi-scale CNNs model that showed the advantages and superiority compared to the traditional CNNs and other methods. According to their study, the multi-scale CNNs model required more use of the self-learning property, extracting proper boundary features and discriminating fuzzy points to improve the segmentation accuracy [16]. Segmentation of the hippocampus in the MR images of the infant brain using Stacked Auto Encoder (SAE) based on the unsupervised deep learning method was performed by Guo et al. The results showed a Dice ratio of 70.2% for the segmentation of the infant hippocampi. The study required to improve the accuracy and longitudinal consistence because of using an unsupervised DL method [19]. An end-to-end trainable automatic hippocampus segmentation network was proposed by Chen et al. which was based on the hardwiring of CNN and recurrent neural networks (RNN) models. They combined the modified U-Net (U-Seg-Net) and convolutional long short-term memory (CLSTM) to restore the 3D contextual features back to the 2D CNN model. Their results showed that the proposed model indeed achieved with a very high accuracy and consistency without a significant increase in the complexity and computation cost [20]. All of these studies showed that CNNs have a higher accuracy and precision in classification, detection and segmentation of the hippocampus compared to the other methods.

So far, the different tools have been used for the hippocampal segmentation such as FSL FIRST and FreeSurfer. However, these tools are relatively slow. For instance, FSL FIRST takes more
than 10 minutes to execute, and FreeSurfer takes more than 4 hours to calculate the hippocampus volume [21]. To reduce the computation cost and improve the segmentation results accuracy, in the current study, we suggested to apply supervised deep learning method to segment the hippocampus in the series of the brain MR images.

The purpose of this study was to understand the concept of the DL, architectural design with using CNNs to obtain the volume of the hippocampus, and segment the structure of the hippocampus in patients before beginning Alzheimer’s diseases with an acceptable accuracy, precision and speed.

**Materials and methods**

U-Net architecture of convolutional neural network was used to segment the hippocampus in the brain MRI. For this purpose, following steps were done:

- The data was collected and preprocessed.
- The model was trained by the manual segmented masks.
- This model was tested by the subjects that were not involved in the training process.

The block diagram of the method is shown in figure 1.
Figure 1: General architecture of the proposed method

Data

The current study was designed based on the work of Boccardi et al. [22] which was published on their website (http://www.hippocampal-protocol.net/SOPs/index.php). The work presented manual segmentation of MR images of the 135 patients which were available in the Alzheimer's disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). The manual hippocampal segmentation of the images had been done by using Hippocampal Harmonized Protocols (HHP), which is the accepted standard for the hippocampal segmentation [22]. All of the images had been acquired using a T1w_MP-RAGE protocol with a slice thickness of 1.2 mm in a sagittal orientation [22]. The data in ADNI were classified to the four groups based on the clinical status including the AD patients, mild cognitive impairment (MCI) converters, MCI non-converters and healthy controls [23]. The N = 100 of this data was used for the train the model and N = 35 was used for the test of the model. More information including the scanner manufacturer, field magnitude, diagnosis and age bins are seen in Table 1.
Table 1: Data description (scanner, field magnitude, group and age).

| Scanner | Siemens | GE | Philips | Siemens | GE | Philips |
|---------|---------|----|---------|---------|----|---------|
|         | N = 23  | N = 24 | N = 21  | N = 23  | N = 22 | N = 22  |
| Field magnitude | 1.5 T | 1.5 T | 1.5 T | 3 T | 3 T | 3 T |
| Group* | CTRL N = 22 | MCI N = 24 | AD N = 22 | CTRL N = 22 | MCI N = 22 | AD N = 23 |
| Age** | 60-70 N = 19 | 70-80 N = 30 | 80 + N = 19 | 60-70 N = 21 | 70-80 N = 25 | 80 + N = 21 |

* CTRL: controls, MCI: mild cognitive impairment, AD: Alzheimer’s disease
** 80 +: The ages above 80 years old

Preprocessing

In the first phase of the study, the MR images of brain with the hippocampal mask and Medical Imaging NetCDF (MINC) format were downloaded and stored. The dimension of each patient's data was 256×256×128 (figure 2A). To reduce the complexity and computational cost, the slices from the image series were selected that were included the hippocampus structure. However, to ensure full coverage of the interested area and reduce the error, several neighboring slices were also selected. Therefore, the data dimension of 128×128×64 (figure 2B) was obtained for the image series. Since the right and left hippocampus regions had been separated in the mask images, the images of each side were read and both side masks were added together to have the complete structure of the hippocampus in one image (figure 2C).
Figure 2: Input data. A: Original image with a resolution of 256×256, B: Reduced image size with a resolution of 128×128, C: The left and right mask images added together.

Training and data

We used the supervised algorithm for machine learning. The supervised learning system is presented with a dataset $D = \{x, y\}_{n=1}^{N}$ of input features $x$ and label pairs $y$ [13]. The training sets had a pair of the images consist of the hippocampal region and corresponding mask images. The model was learned by analyzing a large number of the training data included the 6336 images of the 100 patients.

The training procedure was implemented on Python 3.7.0, the tensor flow platform and Google Colab environment. This environment eliminated the necessity to use a high graphic processing unit (GPU) computer due to using a GPU NVidia k80 in default. All the hippocampal training and testing procedures were done online in this environment.

We used 10 layers to train our network that each layer consisted of several 3D convolution filters. In the first layer, ten 3D convolution filters with a size of 3×3×3 and s padding = same were applied. The activation function Leaky ReLU with an alpha of 0.3 and a batch size of 1 were used. The batch normalization was performed to prevent over-fitting and increase the accuracy. Max pooling layer with a size of 2×2×2 was applied to reduce the size of the output image by 50%. In each layer, the number of the convolution filters was increased compared to the previous layer, so that, in the sixth layer, the number of the filters reached to 512. From the seventh layer, the number of the filters was decreased and in the tenth layer as fully connected layer, a one-dimensional filter was applied. In the last layer, the sigmoid activation function was used. In addition, Adam optimization function with a learning rate (lr) = $1\times10^{-2}$ and a batch size of 1 were applied.
To evaluate the performance of the proposed method, the Dice similarity coefficient (DSC), sensitivity, positive predicted value (PPV) and Intersection over Union (IoU) were calculated as follow:

\[
DSC = \frac{2TP}{2TP + FP + FN}, \quad \text{Sensitivity} = \frac{TP}{TP + FN}, \quad PPV = \frac{TP}{TP + FP} [24]
\]

\[
IoU = \left| \frac{TP}{FP + TP + FN} \right| [25]
\]

TP: The true positives, FP: The false positives, FN: The false negatives [24, 25].

Validation of the proposed method was carried out using IoU metric. For an object in the image, the similarity between the region of interest (ROI) and the ground-truth is determined by IoU which is between 0 and 1 [25].

**Results**

The hippocampus was segmented in the real 3D MR image series using a CNN algorithm depicted in Figure 1. The segmented images were compared with the manual segmentation as a gold standard to validate the method.

The designed convolutional neural network was trained with 10 iterations. In the first iteration, the IoU value for the train and test sets was 0.8222 and 0.9455, respectively. As the learning process progressed, the results were improved which indicates a correct network training. In the last iteration, the IoU value for the train and test sets reached to 0.9294 and 0.9293, respectively. The evaluated results using four metrics of DSC, sensitivity, PPV and IoU are shown in table 2.
Table 2. Evaluation of the proposed method results using four metrics including DSC, Sensitivity, PPV and IoU.

| Metric       | Performance (%) |
|--------------|-----------------|
| 1 DSC        | 92.3            |
| 2 Sensitivity| 96.5            |
| 3 PPV        | 90.4            |
| 4 IoU (Train)| 92.94           |
| 5 IoU (Test) | 92.93           |

After updating the model parameters by 10 training iterations, all of the selected Alzheimer data were segmented in a 3D space by the proposed CNN algorithm. The segmented results were compared and evaluated with the manual segmentation by measuring the similarity metrics as shown in table 2. To better understanding the segmentation accuracy, the border of the segmented hippocampus was mapped to the original image in the axial, coronal and sagittal views as shown in figure 3.
Figure 3: Segmentation results of the proposed method. A: Original images of the hippocampus area, B: The hippocampus mask added to the original images, C: Deep learning segmentation of the hippocampus area, D: The hippocampus border in the transvers plane obtained from CNN, E: The hippocampus border in the coronal plane obtained from CNN, F: The hippocampus border in the sagittal plane obtained from CNN.

Discussion
In this study, we proposed a CNN method to segment the hippocampus on the MR images of the Alzheimer’s patients which publicly available from ANDI. We found that the segmentation results of the proposed method correlated with the manual segmentation which is considered as a gold standard. The results supported that our earlier hypothesis of CNN algorithms has superiority compared to other segmentation methods. The segmentation results were evaluated by computing
the five similarity metrics and then, the performance of the proposed method was compared with several studies which focused on the hippocampus segmentation.

Table 3 shows comparison of the proposed method with some most used methods. The Dice metrics and computation times of the methods are seen in the table. Our proposed method showed better performance than others, but due to the complexity, the method had a little more computation time than some of the methods. However, the computation time of the model was shorter than that of the commonly used methods such as FreeSurfer and FIRST FSL.

The results are considered acceptable; indicating the success of our deep convolutional network training and the high accuracy of the hippocampal detection by neural networks which are called convoluted neural networks.

Table 3: Comparison of the proposed method with some most used methods.

| Study                  | Method                                           | Dice Metric | Computation Time |
|------------------------|--------------------------------------------------|-------------|------------------|
| Fischl et al. [26]     | FreeSurfer (V 6.0)                               | 0.6980      |                  |
| Patenaude et al. [27]  | FIRSTFSL (V 6.0)                                 | 0.8044      | 10 min           |
| Giraud et al. [28]     | Optimized PAthMatch Label Fusion (OPAL)           | 0.898       | 0.92 s           |
| Chen et al. [20]       | U-Seg-Net + CLSTM                                | 0.8929      | -                |
| Ataloglou et al. [29]  | Deep-CNN                                         | 0.9010      | 14.8 s           |
|                        |                                                  | 0.8835      | 21.8 s           |
| This study             | Deep CNN (U-Net)                                 | 0.9230      | 323.4 s          |

Our approach has some limitations such as: 1) if we had more data, the training and subsequent test results would be more accurate; 2) the number of convolution layers was high which increased the cost and complexity of the method; 3) In the current study some of data gives accurate results than others; the worst data demonstrates some of the challenging features for segmentation including the hippocampus shrinkage, mal-rotation and increased CSF around the hippocampus.
Conclusion
In this study, we proposed a method for segmenting the hippocampal area of the brain on MRI T1w images of the Alzheimer’s patients. The core of our work was the use of Convolutional Neural Network (CNN), which has shown remarkable progress in machine learning. The neural network was trained using a supervised learning system. The training data was included MR images of the 100 datasets, described in more detail in previous sections, which were done manually by the hippocampal segmentation. Lastly, the network segmentation was evaluated as a test compared to the manual segmentation containing patient data. The proposed method had a better performance than others with acceptable computation time of 323.4 seconds. Therefore, the proposed method has superiority confidence related to others and can be used for the hippocampus segmentation.
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