A Scalable, Supervised Classification of Seabed Sediment Waves Using an Object-Based Image Analysis Approach

Gerard Summers 1,*, Aaron Lim 1,2 and Andrew J. Wheeler 1,3

1 School of Biological, Earth and Environmental Sciences/Environmental Research Institute, University College Cork, Distillery Fields, North Mall, Cork T23 N73K, Ireland; aaron.lim@greenrebel.ie (A.L.); a.wheeler@ucc.ie (A.J.W.)
2 Green Rebel Group, Crosshaven Boatyard, Crosshaven, Co Cork P43 EV21, Ireland
3 Irish Centre for Applied Geosciences (ICRAG)/Marine & Renewable Energy Institute (MaREI), University College Cork, Cork T12 K8AF, Ireland
* Correspondence: gerard.summers@ucc.ie

Abstract: National mapping programs (e.g., INFOMAR and MAREANO) and global efforts (Seabed 2030) acquire large volumes of multibeam echosounder data to map large areas of the seafloor. Developing an objective, automated and repeatable approach to extract meaningful information from such vast quantities of data is now essential. Many automated or semi-automated approaches have been defined to achieve this goal. However, such efforts have resulted in classification schemes that are isolated or bespoke, and therefore it is necessary to form a standardised classification method. Sediment wave fields are the ideal platform for this as they maintain consistent morphologies across various spatial scales and influence the distribution of biological assemblages. Here, we apply an object-based image analysis (OBIA) workflow to multibeam bathymetry to compare the accuracy of four classifiers (two multilayer perceptrons, support vector machine, and voting ensemble) in identifying seabed sediment waves across three separate study sites. The classifiers are trained on high-spatial-resolution (0.5 m) multibeam bathymetric data from Cork Harbour, Ireland and are then applied to lower-spatial-resolution EMODnet data (25 m) from the Hemptons Turbot Bank SAC and offshore of County Wexford, Ireland. A stratified 10-fold cross-validation was enacted to assess overfitting to the sample data. Samples were taken from the lower-resolution sites and examined separately to determine the efficacy of classification. Results showed that the voting ensemble classifier achieved the most consistent accuracy scores across the high-resolution and low-resolution sites. This is the first object-based image analysis classification of bathymetric data able to cope with significant disparity in spatial resolution. Applications for this approach include benthic current speed assessments, a geomorphological classification framework for benthic biota, and a baseline for monitoring of marine protected areas.
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1. Introduction

Vast amounts of high-resolution multibeam echosounder (MBES) data have been acquired and are further proposed in support of national (e.g., Ireland’s INFOMAR [1] and Norway’s MAREANO [2] projects) and global mapping efforts (e.g., the Nippon Foundation-GEBCO Project Seabed 2030 [3]). Thus, the need for a standardised classification system to extract meaningful seabed habitat relevant geomorphological information from these vast datasets is critical for marine spatial management [4]. Seabed habitats are not defined by the traditional frameworks evident in terrestrial habitats, and as such are characterised in terms of seabed geomorphology and sediment composition [5]. As a result, there is a growing interest in establishing the nature of the interaction between seabed
geomorphology and biological assemblages [6,7]. Seabed sediment waves are geomorphological features that affect the distribution of marine biological communities [8]. These features have a consistent morphology across a variety of spatial scales and are consequently, depicted across several scales of spatial resolution of data [9]. As such, they offer an ideal platform for the development of a scalable automated classification scheme [10–12]. Object-based image analysis (OBIA) provides a method complementary to this goal [10], with the image pixels aggregated together to create image objects that relate to the physical extent of the target features diametrically to their respective environment [12–18].

Previous seabed habitat mapping efforts have focused on OBIA utilising MBES bathymetric derivatives, or a combination of bathymetric derivatives and backscatter, forming isolated studies that are focused on extracting regional information at a single scale [17–21]. Recent research is looking to incorporate multispectral backscatter information into these classification systems which can help to derive additional information regarding seafloor texture and composition [18,22–24]. Incorporation of multi-source, non-overlapping MBES backscatter from separate regions in classification schemes is limited as calibration of MBES equipment is not yet widespread [25]. This can be further compounded with ad hoc data acquisition parameters prioritising the collection of bathymetric data over backscatter data, inhibiting the use of backscatter data in quantitative research [20,25–29]. Moreover, the method used to measure backscatter intensity differs between manufacturers, and even between older models from the same manufacturers, and this information is proprietary and is not disclosed to the community [30]. Lacharité et al. [20] created a classification scheme using non-overlapping data derived from uncalibrated surveys, conducted at different frequencies to create a seamless habitat map. However, this research does not account for the effect of backscatter in frequency dependent variable acoustic penetration due to insufficient ground-truthing data [28]. Standardisation of data acquisition is a key component of automated and semi-automated classification techniques and the equivocacy that MBES backscatter affords to any classification system impedes the replication of such schemes elsewhere [17]. Furthermore, a consolidated backscatter data infrastructure congruent with the coverage and framework of bathymetric data has not been implemented [30–32]. Hence, pending solutions to overcome backscatter ambiguity issues, the focus must be maintained on classifying accessible benthic terrain data that remain consistent between separate regions [32].

MBES bathymetry is regionally congruous, with the accuracy and precision of the data often being maintained to international hydrographic standards [25,26,33,34]. Carefully constructed automated models for the correction of MBES bathymetric errors have been well developed and incorporated into commercial processing software [25,27]. Therefore, a more uniform classification approach would integrate OBIA with MBES bathymetry to provide a classification system that targets geographic features that occur as high-resolution features across a range of spatial resolutions. To date, the main constraint preventing this avenue of investigation was the consistency of backscatter data across regions, and a lack of exploration on the effects of spatial resolution on geomorphometric variables [32,35]. Moreover, contemporary research shows that the spatial resolution of the data employed within these schemes must remain the same, with increases in spatial resolution having a detrimental impact on the accuracy of OBIA classifications [12,36]. Such studies are conducted on the same remote sensing data, applying image filters to the data at increasing scale intervals to mimic the coarsening of spatial resolution [37–39]. This does not account for geomorphological features that can occur across a variety of scales whose relative spatial resolution is dependent on the interplay between the size of the feature and the resolution of the image [12,36].

Here, we present a study designed to categorise seabed sediment waves occurring as positive topographic features within MBES bathymetry with bathymetric derivatives only, occurring in two separate spatial resolutions, using a semi-automated OBIA approach. Four separate classifiers were trained on sample objects derived from high-
resolution (0.5 m pixel size) MBES data acquired in Cork Harbour, Ireland. A k-fold cross-validation was used to assess their ability to classify this high-resolution data. These classifiers were then applied to image objects procured from coarser-resolution (25 m pixel size) bathymetric data recorded at Hemptons Turbot Bank Special Area of Conservation (HTB SAC) and offshore South Wexford (OSW). This represents a magnitude of resolution change of 50 times between the Cork Harbour bathymetry and the bathymetric data acquired from the HTB SAC and OSW. This study is the first to classify geographic features as high-resolution objects across multiple spatial resolutions of data.

1.1. Study Sites

The locations of the three study sites are shown in Figure 1. Each site was chosen as representing seabed sediment waves occurring at different spatial scales. Site A, Cork Harbour, is a macrotidal harbour, with a maximum tidal range of 4.2 m. It is the second largest estuary in Ireland and one of the largest natural harbours in the world [40,41]. A strong tidal current driven by the channelised high tidal range in the harbour induces bedload sediment transport and produces migratory mega-scale bedforms such as sediment waves (Figure 1, Site A(ii)). Sinuous, bifurcating crests are visible in these asymmetric bedforms throughout the area. The lee sides of the sediment waves in this region are orientated to the north–west, suggesting that they migrate predominantly with the ebb tide entering the harbour. Sediment waves in this locality range from 0.5–1 m in height, with an average wavelength of 10 m; see Figure 1A(iii). The sediment at this locality has been cleared of sediment deposits through dredging, with a thin veneer of fine to medium sands occurring over the bedrock [42].

Site B, Hemptons Turbot Bank Special Area of Conservation (HTB SAC), contains a sediment wave-covered sand bank, with a tidal range of 1.4 m and is located to the north of Ireland; see Figure 1B [43,44]. SAC designated as a sandbank that is constantly covered by seawater under the EU Habitats (93/43/EEC) in Annex I [45]. The offshore sediment waves range from 5–20 m in height [46], with wavelengths that average at 400 m; see Figure 1B(ii). In the north and west of the area, the sediment waves display asymmetry, with the sediment waves facing south–east [46]. The sediment waves change in shape, becoming symmetrical in the centre of the region and again are asymmetric in the east of the site, where the lee sides of the sediment waves face north–west, and bifurcations are more prevalent in the eastern portion of the site [46]. The mobile sediments within these sediment waves generate an active environment apposite for marines species acclimatised to change [47]. Sediment grain size at this region is dominated by coarse and medium sand, and the biological assemblages found at this location are typical of coarse sediment and include polychaete worms, crustaceans, amphipods, nematodes, and echinoderms [47].
Figure 1. Map showing the location of the three study sites with details of sediment waves images on MBES bathymetric data. (A) Cork Harbour high-resolution bathymetry displaying extent of (A(ii)) South Cork Harbour with the line D–D’ for the sediment wave profile in (A(iii)); (B) Hemptons Turbot Bank SAC low-resolution bathymetry (acquired from EMODnet) with the line E–E’ for the sediment wave profile in B(ii); (C) Offshore South Wexford (OSW) low-resolution bathymetry (acquired from EMODnet) displaying extent of C(ii) (in black) and the extent of the Blackwater Bank SAC and the Long Bank SAC (ii); C(ii)) South–West OSW with the line F–F’ for the sediment wave profile in C(iii).

Site C, the offshore South Wexford (OSW) study site, can be subdivided into two separate regions, the North and South OSW. The northern portion of the site is where the lee sides of the sediment waves are orientated to the south. This is aligned with the flood tide of the dominant tidal regime, leaving the Irish Sea moving north–south [48], and the dominant sediment grain size is a mixture of medium-grained and coarse-grained sands, and can range from fine sands to gravel [49]. This region contains the Long Bank SAC and a portion of the Blackwater Bank SAC; see Figure 1C. Both are designated as sandbanks...
that are constantly covered by seawater under the EU Habitats (93/43/EEC) in Annex I. High-velocity tidal currents occur within the Blackwater Bank SAC, reaching 2 ms$^{-1}$ [50]. The southern portion of the OSW is affected by strong currents that round Carnsore Point as they exit the Celtic Sea and enter the Irish Sea. This region is microtidal, with ranges reaching 1.75 m at Carnsore Point and decreasing northwards towards a degenerate tidal amphidrome occurring between Wicklow and Cahore Point [44,51]. This contributes to a bimodal distribution of sediment wave asymmetry direction. The sediment waves in the south OSW range in height from 1–12 m and have an average wavelength of 600 m; see Figure 1C(iii). The wavelength and wave height change throughout this study area, reducing to an average of 200 m wavelength and 3 m wave height to the north–east of line F–F’ in Figure 1C(ii). The south–eastern portion of the OSW site contains sediment waves with lee sides inclined to the south. In the South–West OSW, they alter direction. with the lee side of the sediment waves inclined to the north–east. Sediment wave heights decreases to the south–west until they cease entirely. Sediment waves in the South OSW have rounded crests and bifurcations throughout the region [51]. Sediment composition to the north of the South OSW are coarse-grained sands that grade into fine sands to the south–west of the OSW [49].

2. Materials and Methods

2.1. Multibeam Echosounder Data Acquisition and Processing

In Cork Harbour, data were collected in 2018 with a Kongsberg EM2040 MBES operating at a frequency of 400 kHz on board the RV Celtic Voyager in a series of slope parallel lines. The along-track beam width used was 2° and the across-track beam width was set at 1.5°. The beam mode was set to short continuous wave. The swath was maintained at an equal angle of 65° either side of the sonar head. Sound velocity profiles were recorded and applied to the raw data during acquisition. A speed of 4 knots was maintained throughout the survey and data were managed and monitored using Seafloor Information Systems (SIS). Raw data were stored in *.all file format and imported into Qimera, where tidal corrections were applied from the tide gauge at Ringaskiddy. This tidal gauge occurs 4 km upstream from the study site. The swath editor in QPS’s bathymetric processing suite Qimera was used to remove anomalous data spikes via operator supervision [52]. The cleaned data were gridded at a 0.5 m resolution and then exported in an ArcGRID *.asc file format.

High-resolution bathymetric datasets were acquired from the EMODnet bathymetric data portal for the OSW and HTB SAC sites as *.emo files and were uploaded into Qimera and gridded at a 25 m resolution [52,53]. These data were exported in an ArcGRID *.asc file format. The datasets downloaded from EMODnet for each region are specified in Table 1.

| EMODnet Dataset Name          | Corresponding Region                  | Resolution (m) |
|-------------------------------|---------------------------------------|----------------|
| CV16 CelticSeaIreland 14 m    | South–West Offshore South Wexford (OSW) | 25             |
| HRDTM IrishSeaWexford 14 m    | North–East OSW                        | 25             |
| 366_NorthAtlanticOceanDonegal| Hemptons Turbot Bank Special Area of Conservation (HTB SAC) | 25             |

Table 1. Datasets acquired from the EMODnet bathymetry data portal, including the original name of each file as designated on the EMODnet bathymetry data portal [53].

All bathymetric datasets were imported into ArcGIS 10.6 to extract image derivatives recommended by Diesing et al. [17] and Diesing and Thorsnes [21]. The bathymetric position index (BPI) [54], zeromean, and relative topographic position (RTP) layers were created using Equations (1)–(3) below:

$$BPI = Z_{grid} - \text{focalmean}(Z_{grid}, \text{circle}, r)$$  

(1)
\[
\text{Zeromean} = Z_{\text{grid}} - \text{focalmean}(Z_{\text{grid}}, \text{square}, r) \\
\text{RTP} = \frac{Z_{\text{grid}} - \text{focalmean}(Z_{\text{grid}}, \text{square})}{\text{focalmax}(Z_{\text{grid}}, \text{square}, r) - \text{focalmin}(Z_{\text{grid}}, \text{square}, r)}
\]

where \(Z_{\text{grid}}\) is the bathymetric data \([54]\). The \text{focalmean}, \text{focalmax}, and \text{focalmin} calculate the mean, maximum, and minimum of the bathymetric data within a circle of radius \(r\), or a square with sides of length \(r\). These image derivatives were generated using the focal statistics tool in the neighbourhood toolset in combination the raster calculator tool in the map algebra toolset in ArcGIS 10.6.

The remaining derivatives, or image layers, were generated using the benthic terrain modeler 3.0 toolbox in ArcGIS 10.6 \([55]\). The scale indicated for the BPI layers in Table 2 represents the radius of the circle used to determine the pixel neighbourhood in the focal statistics tool. The remaining layers were derived using a square pixel neighbourhood, with the scale indicating the height and the width of the square used.

Table 2. Bathymetric derivatives extracted at each site. * Variable directly used in the segmentation process.

| Bathymetric Derivatives                  | Scale (Pixel) |
|-----------------------------------------|---------------|
| Aspect                                  | 3             |
| Bathymetric Position Index (BPI) *      | 3, 5 *, 9, 25 |
| CosAspect (Northness) *                 | 3             |
| Curvature                               | 3             |
| Planiform Curvature                     | 3             |
| Profile Curvature                       | 3             |
| Relative Topographic Position (RTP)     | 3             |
| SinAspect (Eastness) *                  | 3             |
| Slope *                                 | 3             |
| Vector Terrain Ruggedness (VRM) *       | 3, 5 *, 9, 25 |
| Zeromean                                | 3, 9          |

2.2. Object-Based Image Analysis

2.2.1. Segmentation

Segmentation is an important component in OBIA and is often the first step in OBIA workflows \([12]\). During this process, the image is separated into distinct regions of consistent image values forming segments or image objects \([56]\). The multiresolution segmentation algorithm—in Trimble’s image processing suite eCognition Developer v10.0—generates image objects by aggregating adjacent pixels together once they reach a homogeneity threshold \([20]\). Thus, maximum permitted heterogeneity has been achieved, as defined by the scale parameter \([21]\). Furthermore, the influence of object shape and the pixel value is constrained by the shape parameter \([57]\), and the smoothness of the segments produced by the algorithm is controlled by the compactness factor \([57]\). An ideal scenario is where a single segment directly corresponds to the physical extent of the geographical feature of interest \([58–60]\). During the initial segmentation, this is often not the case, resulting in over or under segmentation \([59,61]\). Several algorithms in the eCognition Developer suite are used to refine segments produced during the early stages of OBIA either through separation or amalgamation. The spectral difference algorithm combines image objects if the difference between the mean image layer intensities is below a user defined value \([57]\). A class can be assigned to segments whose criteria meet a set of conditions via the assign class algorithm. This classification can be used within eCognition to target specific image objects during the refinement of the segmentation \([57]\). The boundaries for the preliminary image objects can be expanded or contracted to create a more appropriate representation of the feature of interest \([62]\). eCognition offers algorithms that can extend the coverage of
a classified object until an image layer threshold is met, or until a specific object geometry is achieved [63].

A series of image layers may display a relationship that can highlight features of interest when they are arranged in the 3 bands available to digital imagery (red, green, blue or RGB). Performing a colour transformation such as a hue–saturation–intensity (HSI) transformation separates the intensity from the colour information, the hue and saturation [64]. Hue represents the wavelength of the dominant colour; saturation is the purity of this dominant colour. The shapefiles representing the HTB SAC and OSW datasets were clipped to focus on the sites of interest (see supplementary information). The layers included within the segmentation process were sinaspect (Eastness), cosaspect (Northness), BPI5, slope, and VRM5. In this study, the segmentation process was applied over a series of phases at each study site; see Figure 2.

**Figure 2.** Workflow chart for the object-based image analysis (OBIA), with the image layers used in each phase of segmentation outlined in green.
The parameters for each algorithm applied at each phase were determined heuristically. Each image layer listed in Table 2 was imported into eCognition Developer working environment, excluding the VRM9 and VRM25 image layers as the inclusion of these layers resulted in the creation of square artifacts during segmentation.

Phase 1 of the segmentation was designed to target regions that potentially represented sediment waves. In this instance, they are defined as truncated objects with a high slope value, that are delineable by a common slope direction. To complete this phase, 3 separate algorithms were required—the multiresolution segmentation, spectral difference segmentation, and assign class algorithms. The multiresolution segmentation algorithm was deployed on the sinaspect and cosaspect image layers. A scale parameter of 3, a compactness of 0.1, and a shape of 0.1 were chosen. The segments produced were refined using the spectral difference algorithm on the mean sinaspect and cosaspect value stored within the image objects, the maximum spectral difference was 0.3. These two algorithms were designed to delineate truncated objects in the sinaspect and cosaspect image layers with a common slope direction. A “sediment waves” class was assigned to potential sediment wave image objects using the assign class algorithm. A HSI colour transformation was applied as part of this classification, where the slope, sinaspect and cosaspect were arranged as a red, green, and blue (RGB) 3-band composite band image; see Figure 3A. The mean hue for each image object was derived from this 3-band composite image and segments with a hue of ≥0.9 and a border length/area ≥0.35 were assigned to sediment waves. This hue value represents regions where the dominant colour is red, thus providing image objects with a high slope value and a common slope direction. The border length/area selected prevents the inclusion of objects that have a high area value relative to their border length. This process was repeated with the RGB colour arrangement, and the slope was set as red, cosaspect as green, and sinaspect as blue. All image objects with a hue of ≥0.9 and a border length/area of to ≥0.5 were assigned to the “sediment waves” class. The final part of the first phase classified any objects with a border length/area of ≥0.5 pixels and a length/width of ≥6.5 to the sediment waves class. This was to ensure that sediment waves that occur geographically apart from main wavefield at each locality were captured. The output sediment wave class objects can be viewed in Figure 3B.
Figure 3. An example of (A) a red, green, and blue (RGB) 3-band composite image of slope (R), sinaspect (G), and cosaspect (B) derived from the bathymetry at Cork Harbour; (B) the product of the first phase of segmentation; (C) the product of the second phase of segmentation; and (D) the product of the third phase of segmentation.

The second phase of the segmentation ensured that the “sediment waves” image objects encompassed the full extent of the lee and stoss sides of each sediment wave. Each image object in this class was first merged with all neighbouring “sediment waves” image objects using the merge object algorithm. The BPI5 image layer was determined to be the variable that provided the most accurate extent of the sediment waves at each study site [21,54]. Therefore, this was the image layer used in combination with the pixel-based object resizing algorithm to enhance the coverage of the “sediment waves” image objects [63]. The pixel-based object resizing algorithm was implemented to grow all “sediment waves” image objects until a threshold of >37.5% of one standard deviation of the BPI5 image layer was reached [63]. This algorithm was deployed a second time to grow all “sediment waves” class objects until a threshold of <37.5% of one standard deviation of the BPI5 image layer was attained. The third application of the algorithm shrunk any “unclassified” inset image objects that occurred within the “sediment waves” image object [62]. This was achieved using the candidate surface tension parameter, which uses a square defined in image pixels by the user, to delineate the relative area of classified objects [65]. Once the relative area of the “unclassified” object was greater than 40% of the
area contained within the square, then it would remain unchanged [65]. However, if the area was less than 40%, the “unclassified” image object would shrink and any pixels removed would be reclassified to a new “flat” class [63]. The objects within this new class would be assessed to determine whether they shared a significant portion of their border with the “waves” class object. If the proportion of the inset image object border shared with “sediment waves” image objects is ≥65% and the border length/area for this inset image object is ≥0.35, then it will be classified as a “sediment waves” image object. Any image objects that are classified as “flat” are redesignated as “unclassified”. It is important to note that the pixel-based object resizing algorithm grows or shrinks the image objects by one row of pixels at a time [63]. The growth/contraction of each image object will cease once the specified threshold has been met. To ensure that the thresholds are met for each image object, this algorithm is looped 200 times at each iteration. The standard deviations for the BPI5 image layer for each study site were generated individually in Python 3.7. These figures were not standardised and are unique to each study site. The product of this phase is exhibited in Figure 3C.

Phase 3 of the segmentation process used the multi-threshold algorithm to further segment the regions contained within the image objects classified as “sediment waves”. This algorithm uses the pixel values from a given image layer—in this case, the BPI5 image layer—and thresholds the data into segments [66]. A classification can simultaneously be applied to image objects produced by this algorithm [66]. The algorithm was deployed with a series of thresholds and segmented the pixel values of the regions contained within the “sediment waves” image objects [66]. Damveld et al. [8] reported that biological assemblages were more abundant in sediment wave troughs than they were at sediment wave crests. Hence, obtaining this geomorphological context within each “sediment waves” image object is vital to delineating biological assemblage occurrence in seabed sediment waves. BPI provides an opportunity to apply geomorphological context to the “sediment waves” image objects. Positive BPI values indicate relative bathymetric highs, where the pixel is greater than the mean of the neighbouring pixels within a circle of radius r, Equation (1) [54,67], whereas negative BPI values indicate bathymetric lows where the pixel value is lower than the mean of the neighbouring pixels within a circle with radius r, Equation (1) [54,67]. In this study, we define all bathymetric highs or “ridges” as any region occurring within an image object classified as “sediment waves” with a BPI5 value of >25% of a standard deviation of the BPI5 image layer. Any area within an image object classified as “sediment waves” and with a BPI5 value of <25% of a standard deviation of the BPI5 image layer is described as a topographic low or “valley”. Additionally, regions with a BPI5 value of <25% or >-25% of a standard deviation of the BPI5 image layer are described as “unclassified”. The thresholds employed in this algorithm were derived using the technique outlined in phase 2.

A minimum object size can be defined in the multi-threshold algorithm to prevent over-segmentation, and this was set at 50 pixels. Any “ridge” or “valley” image objects with a mean VRM5 value of ≥12.5% or ≤-12.5% of a standard deviation of VRM5 were redesignated as “unclassified”. For the low-resolution data, this threshold was altered to ≥25% or ≤-25% of a standard deviation of VRM5 to eliminate image objects that included bedrock. The “ridge” and “valley” class objects were reassigned to the “sediment waves” class. The pixel-based object resizing algorithm was applied to shrink any image objects designated as “unclassified” that were inset to the image objects classified as “sediment waves”. Once this had been completed, the multi-threshold algorithm was reapplied to the “sediment waves” image objects, thus recreating the “ridge” and “valley” class objects using the same thresholds for the BPI5 image layer as outlined at the beginning of phase 3. Any regions that occurred within the “sediment waves” image objects that did not occur within the range of values to be designated as either “ridge” or “valley” were classified as “flat”. The remaining “unclassified” image objects were redesignated as “flat”. The multisresolution segmentation algorithm was then applied separately to the “ridge” image objects and the “valley” image objects. In both iterations, the algorithm was applied to the
cosaspect and sinaspect image layers, with a scale parameter of 4, a shape factor of 0.1, and a compactness factor of 0.1. The spectral difference algorithm was applied separately to the “ridge” class objects and the “valley” class objects. The algorithm was maintained to the sinaspect and cosaspect image layers. The maximum spectral difference was maintained at 0.3. The final output of this classification is displayed in Figure 3D.

2.2.2. Sample Selection

Once segmentation was completed, 4 new classes were created to describe the 2 sides of sediment waves within the geomorphological context developed in the segmentation process. The classes created were “Upper Lee”, “Lower Lee”, “Upper Stoss”, and “Lower Stoss”. The “Upper Lee” and “Upper Stoss” classes reflect the opposing sides within the image objects previously classified as “ridge”. The “Lower Lee” and “Lower Stoss” classes reflect the opposing sides of the image objects previously classified as “valley”. Samples were evaluated on the relationship of each object to the neighbouring “ridge” and “valley” objects to determine whether the object occurred on the steeper lee side of a sediment wave, or whether it was part of the more gradual stoss side of a sediment wave. The criteria used to make this decision were the mean values of slope and the aspect of each object. If a “ridge” image object had an adjoining “ridge” image object that had a lower mean slope value, and the mean aspect of this adjoining “ridge” image object indicated that it was facing in a different direction, then the first “ridge” image object would be deemed to occur on the steeper lee side of the sediment wave and classified as “Upper Lee”. It would then be deduced that the second ridge image object occurred on the stoss side of the sediment wave and would be classified as “Upper Stoss”. The classification of the “valley” objects would be determined by the neighbouring “ridge” image object.

Six hundred samples were chosen at the Cork Harbour study site (150 per class). At the OSW site, 1444 samples were obtained (361 per class), class samples were kept at an equal number at each study site to ensure that any resultant accuracy metrics were balanced. One thousand and eighty samples were selected for the southern portion of the OSW site (270 per class). As the southern portion of the OSW site displayed a bimodal distribution of sediment wave direction, the data were separated once more using mean aspect. Any object with a mean aspect in the range of 0–160° was partitioned into the South–West OSW dataset. Any object with a mean Aspect in the range of 161–330° was placed into the South–East OSW dataset. The samples for each class were not equally distributed within either dataset, so each set of samples were subset to balance the class distribution. A total of 364 samples were selected in the northern section of the site (91 per class). A total of 56 samples were attained at the HTB SAC (14 per class). Upon completion of the selection process, the image objects were exported as a shapefile. A total of 16 image derivative variables were derived by acquiring the mean for each variable—outlined in Table 2—in eCognition Developer. Object geometries values asymmetry, length/width, and border length/area were included in this export. The shapefile was imported into ArcGIS 10.6 to add the mean values for the VRM9 and VRM25 image layers for each image object.

2.2.3. Classification

On completion of segmentation, selection processes and extraction of the appropriate image object attributes, the data were imported into Jupyter Notebook through the GeOPandas library [68]. Any image objects that were classified as “flat” were excluded from the machine learning workflow. Image objects that were classified as either “ridge” or “valley” were reclassified in the machine learning workflow to one of the new classes outlined in Section 2.2.2. All data were standardised through the preprocessing module of sklearn [69]. The samples selected from the training data from Cork Harbour were used as the reference range for the data standardisation. The data derived from the OSW and HTB SAC sites were standardised with reference to the range of data found within the Cork Harbour sample data.
Each classifier deployed has a series of settings, or hyperparameters, most of which are unique to each classifier. These hyperparameters are adjustable and provide the opportunity to improve accuracy results and prevent overfitting to the training data. A hyperparameter tuning workflow was established within Python to adjust each classifier individually to create the most accurate aggregated results for each classifier across all sites. The Ray module was implemented in this workflow to enable parallel processing across multiple cores on the same processor [70]—in this case, an Intel i7-8750H. The number of hyperparameter changes enacted during this process vary between each classifier. This is due in part to the bespoke settings and to the contrasting complexities of each classifier.

Classifiers

The four classifiers employed were LinearSVC (SVM), two multilayer perceptrons (MLP and MLP2), and Voting Ensemble (VE) algorithms, all found within the scikit-learn library in Python 3.7 [69]. Each are listed in increasing order of model complexity.

The LinearSVC is a support vector machine (SVM) classifier and is frequently used in the machine learning community [12,71]. SVMs classify data by defining the optimal separation for hyper planes for each feature included in the classification [72]. Classifications utilising SVMs generalise well to new data, including in studies where the training data are limited [73–75]. The main hyperparameters reviewed for this classifier were the normalisation used in the penalty, the optimisation process enacted optimisation (dual), the margin of tolerance (tol), the regularisation parameter (C), and the loss function (loss). The randomly generated seed value (random state) was set to ensure repeatable results. In this study, the penalty was set at L1, the dual was set at False, the tol was set at 0.1, the C was set at 100, the loss was set at squared hinge, and the random state was set at 57. The remaining hyperparameters were maintained at the default setting.

The multilayer perceptron (MLP) classifiers are artificial neural networks (ANN), and each network is composed of a series of layers: an input layer, one or more hidden layers, and an output layer [71]. Each hidden layer is made up of a series of neurons interconnected by weights [71,76,77]. These neural layers were inspired by the neural mechanisms present in biological nervous systems [77,78]. These weights are altered via an automated optimisation process during the training of the classifier [71]. The complexity of the MLP classifier is determined by the number of layers and the number of neurons contained within these layers [76]. Altering the neuron configuration within these hidden layers can have a significant effect on the performance of this algorithm [79]. For example, increasing the complexity of the MLP classifier by increasing the neurons in each layer or increasing the number of hidden layers can lead to the increasing probability of overfitting to the training data [71]. Several hyperparameters may be adjusted to prevent overfitting and increase the efficacy of the classifier [80]. The hyperparameters adjusted during this study were the number of hidden layers and the number of neurons contained within each layer, the learning rate initiation value, and the regularisation penalty (alpha). The remaining hyperparameters were maintained at their default settings, with the seed point (random state) being set to provide repeatable outputs. The first MLP classifier used within this study (MLP1) contained 4 hidden layers containing the following configuration of neurons; 22, 20, 16, 8. The alpha for this classifier was set at 0.001 and the learning rate initiation was set at 0.01, with a seed point set at 396. The second MLP classifier (MLP2) also had 4 hidden layers with a neuron configuration of; 20, 22, 22, 20. The alpha was set at 0.1, and the learning rate initiation was set at 0.001, with a seed point of 173.

Voting ensemble (VE) classifier combines multiple classifiers to create a single classifier, where each classifier has a weighted vote for an unknown input object whilst disregarding the performance of the original classifier [80,81]. The class of the output object is determined by a majority vote, which can be achieved either through a soft vote or a hard vote. Hard votes use the class label output from each classifier and the class with the majority across all classifiers is used [81]. Soft votes occur where each classifier inputs a
probability for each candidate class for each image object [82]. The candidate class with the greatest amalgamated probability is the resultant label for that image object [82]. The VE algorithm employed in this study consisted of the MLP1 and MLP2 classifiers. The voting scheme employed within this model was the soft voting scheme and the weights for the input classifiers were 1:1. All python code used to implement this classification are uploaded to a public GitHub repository titled ScaleRobustClassifier.

2.2.4. Accuracy Assessment

Accuracy was determined in two steps to assess the ability of each classifier (1) to assimilate the pattern within the data and classify new information at the same resolution as the training data, (2) to categorise data at lower spatial resolution acquired at separate study sites. Samples were selected in the Cork Harbour dataset to train the classifiers. A k-fold cross-validation was deployed on these training samples to assess property 1. A second set of samples were derived from the OSW and HTB SAC study sites to assess property 2.

K-fold cross-validation

K-fold cross-validation permits the assessment of each algorithm’s aptitude in extracting the pattern from subsets of the sample data. This technique resamples the reference data into a training subset and a test subset [80]. The classifier is fitted to the training subset and is then deployed on the test subset. The resultant classes for the training and test subsets are compared with the user defined labels and an accuracy score is acquired for both subsets. Resampling of the reference data is repeated k times, and the train and test accuracy are noted each time. The proportion for training and test subsets is maintained across all folds at 90% train data and 10% test data. Once completed, a mean of the accuracy scores can be drawn and the classifier with the lowest variance between train and test accuracy scores is deemed to have the most stable output, retaining the desired pattern at each iteration of the reference data and reducing the impact of overfitting [71].

The trained model is then applied separately to the training and test subsets. For each algorithm, the mean training Cohen’s kappa coefficient (K-score), mean training accuracy score, mean test accuracy score, and mean test K-score across the k-folds were derived. The mean difference between the training and test K-scores, and the mean difference between training and test accuracies were then used to determine the algorithm with the greatest classification stability. Sklearn’s StratifiedKFold tool [69], from the model_selection module, was used to provide a stratified 10-fold cross-validation of the Cork Harbour data. StratifiedKFold ensures that the samples included in each training and test fold unique from each previous iteration of the validation and that sample numbers between classes are kept equal. A full copy of the code used to create the classification and the accuracy assessment will be included within the GitHub repository.

Hemtpons Turbot Bank SAC and Offshore South Wexford Test Data

Samples derived from the HTB SAC and OSW study sites were used to measure the proficiency of each classifier at identifying the classes in 25 m-spatial-resolution data. This validation was conducted to appraise the stability of accuracy of each classifier to categorise data at coarser spatial resolutions and to classify sediment waves occurring at different orientations. All 600 samples selected in Cork Harbour were used to train the model for each classifier.

3. Results

3.1. Segmentation

The segmentation derived 24,426, 1353, and 47,740 objects in the Cork Harbour, HTB SAC, and OSW study sites, respectively. Average image object size for the Cork Harbour
study site was 29 m², 55,000 m² for the OSW study site, and 88,000 m² for the HTB SAC study site.

3.2. High-Resolution Performance Evaluation

Figure 4 shows that the SVM classifier had the lowest difference between the mean training and test kappa score and the training and test accuracy, followed by the MLP2 model and then the MLP1 model.

![Figure 4. K-fold cross validation mean train and test, accuracy, and K-scores for the VE, MLP2, MLP1 and SVM classifiers.](image)

Therefore, the SVM has the least variance between the training and test accuracy scores. The model with the highest mean test accuracy and K-score was achieved by the VE and MLP2 classifiers, followed by the MLP1 algorithm. The VE classifier sustained the highest mean train accuracy and K-scores and the SVM model the lowest for the cross-validation. The SVM model also had the lowest mean training accuracy at 97.66% of each model and the lowest mean train K-score at 96.84. This classifier displayed the highest standard deviation between folds for the train and test accuracy score, K-score, and mean train and mean test accuracy difference and K-score difference; see Table 3.

| Model | Statistic | Train Acc Score | Test Acc Score | Acc Score Diff | Train K-score | Test K-score | K-score Diff |
|-------|-----------|-----------------|----------------|----------------|---------------|--------------|--------------|
| SVM   | Mean      | 97.66           | 97.01          | 1.57           | 96.84         | 96.03        | 2.10         |
|       | St Dev    | 0.25            | 2.18           | 1.59           | 0.31          | 2.92         | 2.15         |
| MLP2  | Mean      | 99.58           | 97.67          | 2.23           | 99.47         | 96.91        | 2.98         |
|       | St Dev    | 0.23            | 1.60           | 1.34           | 0.33          | 2.14         | 1.78         |
| VE    | Mean      | 99.84           | 97.67          | 2.27           | 99.82         | 96.91        | 3.00         |
|       | St Dev    | 0.21            | 1.60           | 1.50           | 0.24          | 2.14         | 2.03         |
| MLP1  | Mean      | 99.77           | 97.34          | 2.48           | 99.72         | 96.47        | 3.29         |
|       | St Dev    | 0.34            | 1.39           | 1.37           | 0.43          | 1.87         | 1.84         |

The MLP1 classifier exhibited the lowest standard deviation in test accuracy and K-scores between folds at 1.39 percentage points and 1.87 percentage points, respectively. The VE and MLP2 classifiers had the second lowest standard deviation for test accuracy
and K-scores. The VE classifier had the lowest standard deviation in training accuracy and K-scores between folds at 0.21 and 0.24, respectively. The variation in mean test and train accuracy scores between classifiers is low, with the greatest difference occurring between the SVM and VE classifiers at 2.11 percentage points. A difference of 0.66 percentage points was observed in the mean test accuracy between the SVM and VE classifiers. This is the largest discrepancy between the mean test accuracies between classifiers in this study.

### 3.3. Low-Resolution Performance Evaluation

For the data acquired in the overall OSW study site, the VE algorithm achieved the highest figures for the accuracy and K-score (Figure 5), attaining an accuracy of 71.75% and a K-score of 62.33 for the 1444 samples. The lowest accuracy and K-scores for this classifier were found at the northern portion of the study site at 66.48% and 55.31, respectively. Similar decreases in accuracy and K-score were seen in the MLP1, MLP2, and SVM classifiers in this region. The SVM classifier achieved the highest accuracy score at the HTB study site, with an accuracy of 75% and a K-score of 66.67. However, the SVM classifier achieved the lowest accuracy score and K-score for the overall OSW study site, at 68.28% and 57.71, respectively.

![Figure 5. Accuracy and K-scores for each classifier for the OSW and HTB sites.](image)

When examining the confusion matrices of the VE algorithm at each site, illustrated in Figures 6 and 7, the largest misclassification occurs when differentiating the “Lower Lee” class and “Lower Stoss” class. The “Upper Stoss” and “Upper Lee” classes exhibited a consistently lower misclassification score than that of the “Lower Lee” and the “Lower Stoss” classes. Considering the figures for the “Upper Lee” and the “Upper Stoss” classes, the average accuracy for the VE classifier at the overall OSW site increases to 73.27% for the HTB SAC site and the VE classifier’s accuracy would increase to 75.00%. Most of this increase in accuracy is seen in the sites that achieved the lowest accuracy scores, such as the N OSW and SE OSW sites, with improved accuracy scores of 70.33% and 72.43%, respectively; see Table 4. The lowest accuracy score for the VE classifier occurred within the northern section of OSW. This algorithm attained the highest accuracy in the southwestern portion of the OSW site, where the accuracy is 76.43%. A slight increase in accuracy can also be observed here when the results for the Lower Stoss and Lower Lee classes are removed, bringing the score up to 76.75%. Comparable improvements in accuracy can be observed in the other classifiers—for instance, in the northern OSW site, the MLP2 classifier increases in accuracy to 72.53% when excluding the results from the Lower Stoss and Lower Lee classes. However, the increases for this algorithm are not consistent at each
location—for example in the south–west portion of the OSW site, the accuracy decreases to 71.66%. The MLP2 classifier is also the only algorithm to misclassify a Lower Stoss or Lower Lee class object as Upper Stoss, as seen in the HTB SAC confusion matrix for this classifier in Figure 7.

Figure 6. Confusion matrices for the VE, MLP1, SVM, and MLP2 classifiers derived from the overall OSW site.
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Figure 7. Confusion matrices for the VE, MLP1, SVM, and MLP2 classifiers derived from the HTB SAC study site.

Table 4. The accuracy and K-scores for each of the North OSW (N OSW), the South–East OSW (SE OSW), and the South–West OSW (SW OSW) subset sites.

| Study Site       | North OSW | South–East OSW | South–West OSW |
|------------------|-----------|----------------|---------------|
| VE Accuracy (%)  | 66.48     | 67.06          | 76.43         |
| VE K-score       | 0.55      | 0.56           | 0.69          |
| MLP1 Accuracy (%)| 65.66     | 67.99          | 74.52         |
| MLP1 K-score     | 0.54      | 0.57           | 0.66          |
| MLP2 Accuracy (%)| 65.11     | 62.62          | 75.48         |
| MLP2 K-score     | 0.53      | 0.50           | 0.67          |
| SVM Accuracy (%) | 62.36     | 65.89          | 73.25         |
| SVM K-score      | 0.50      | 0.55           | 0.64          |

The MLP1 classifier displayed a similar pattern at each site to the VE and MLP2 algorithms, with an increase in accuracy once the results for the “Lower Stoss” and “Lower Lee” were excluded. This increase is not equal to the increase in accuracy seen in the VE classifier at each low-resolution location. For example, when applying this technique in the northern section of the OSW, the increase in accuracy is 0.82 percent points, in comparison with the 3.85 percentage point and the 5.34 percentage point augmentation in the VE and MLP2 algorithms, respectively.

Classified maps for each site can be seen in Figure 8A–C. The misclassifications produced by the VE classifier are not equally distributed across the OSW study site. The north–eastern portion of the southern OSW site contains a significant portion of the false
positives for the “Upper Lee” and the “Lower Lee” classes, as seen in site C) in Figure 8. This misclassification occurs on the boundary between the south–eastern and south–western OSW subset sites. Here, the direction of the lee side of the mean aspect of the sediment waves in this site changes direction.

These misclassification clusters are observed within the northern portion of the OSW site. One hundred and forty-four image objects misclassified as either “Upper Lee” or “Lower Lee” by the VE classifier (68.2%) are also misclassified by the SVM, MLP1, and MLP2 classifiers. Eighty of these common misclassifications occur in the convergence region between the SW OSW and SE OSW subset sites; see Figure 9A–C. When calculating the mean for the features extracted from these misclassified objects, the mean values for slope and BPI5 are more compatible with the means derived for these features for the “Lower Lee” and “Upper Lee” sample objects in the South OSW. Furthermore, the
average sediment wavelength in this region reduces to 200 m and the wave height reduces
to an average of 5 m; see Figure 9D–F.

Figure 9. Classification maps for the southern section of the OSW including an outline for the convergence zone between the SW and SW OSW. (A) SVM classifier, (B) MLP1 classifier, and (C) MLP2 classifier. (D) Bathymetry for the corresponding region including the line for the sediment wave profile for line G–G’ and line H–H’ displayed in (E) and (F), respectively.
The performances of each algorithm on the HTB SAC site were comparable to the accuracies attained in the SW OSW survey site. Each classifier maintained an accuracy score of above 71% and their outputs are illustrated in Figure 10A–C.

![Classification maps for the (A) SVM, (B) MLP1, and (C) MLP2 classifiers and the bathymetry for the HTB SAC site.](image)

**Figure 10.** Classification maps for the (A) SVM, (B) MLP1, and (C) MLP2 classifiers and the bathymetry for the HTB SAC site.

### 4. Discussion

#### 4.1. Accuracy of Each Classifier on High-Spatial-Resolution Data

The variations in accuracy produced for all classifiers in the cross-validation study are minor, with each classifier exhibiting a train-test accuracy difference of <3%. Coupled with mean test accuracy scores of >97%, this imparts a high fidelity of classification to each algorithm when presented with unseen high-resolution data. This low variation between the training and test datasets bestows each classifier with a high level of classification stability. Overall, the VE and MLP2 classifiers displayed the best test accuracy and K-scores while displaying a low variance between folds. Therefore, these classifiers are the most suitable for the classification of high-resolution bathymetric data. Although the SVM classifier produced the lowest difference between train and test classification scores, the
classifier produced the lowest test accuracy and K-scores. This, combined with the high standard deviation for these scores across folds, shows that this classifier has the least stable classification results.

Consequently, the SVM classifier would be the least suited for categorising high-resolution data. This represents an improved classification accuracy for high-spatial-resolution data relative to previous findings with comparable spatial resolution variation; see Figure 11 [37–39]. This is significant considering the classification schemes deployed within these studies were supported by the inclusion of calibrated spectral information and well-defined feature spectral indices [37–39]. The ability to use standardised spectral data and spectral indices in marine classification schemes is hindered by the ambiguity of MBES backscatter data [32]. Consequently, these schemes may not achieve the same success in a marine setting.

Figure 11. The highest overall accuracy for the highest-spatial-resolution data from this study and other studies within the literature employing multiple spatial resolutions within classification.

4.2. Accuracy of Each Classifier on Low-Spatial-Resolution Data

Each classifier produces a reduction in accuracy of ~27% when comparing the mean test accuracy from the K-fold classification and the test accuracy score for the OSW and HTB SAC sites. The performance of each classifier is affected by the orientation of the sediment waves in these low-resolution sites (Figure 12).
Figure 12. Mean aspect by class for the samples taken at each study site.

For example, the classifiers achieve a decrease in accuracy scores of ~10% in the N and SE OSW subset sites when compared to the SW OSW subset site (Figures S1–S3). Consequently, we assert that the classifiers are overfitting to a feature within the training data that is common to the data acquired at the SW OSW site. Upon closer inspection of the training data, the cosaspect (Northness) feature shows a similar pattern between the Cork Harbour site and the SW OSW site (Figure 13).
Thus, a potential improvement to the classification workflow would ensure that sample objects are obtained from sediment waves of various orientations [83, 84]. One such method would be to apply an image rotation to align the training data with each cardinal direction. The OBIA workflow would be applied to these new images and an equal number of samples from each class would be acquired from each of these datasets. This would allow each classifier to assimilate the geomorphological context of the classes, rather than overfitting to a particular mean aspect [84]. A greater accuracy score for these regions could be generated as a result. Accuracy scores for the VE classifier can be enhanced at each low-resolution site by classifying the “valley” image objects by referencing the classification given to the adjoining “ridge” object. As the classifier was consistently more accurate at classifying the lee and stoss sides of the “ridge” image objects. Therefore, if a “ridge” image object were classified as “Upper Lee”, any neighbouring “valley” image object would be classified as “Lower Lee”. A similar deduction could be made if a “ridge” image object were classified as “Upper Stoss”.

If the accuracy scores for the “Upper Stoss” and “Upper Lee” classes can be taken as a guide, this would afford the VE classifier with the highest accuracy scores at each low-
resolution subset site. A significant proportion of misclassified objects were shared between classifiers within the low-resolution data. These misclassified objects occurred within clusters where the “Lower Lee” and the “Upper Lee” classes were over-represented. The largest cluster of shared misclassified objects was observed in the convergence region between the SW and SE OSW subset sites (Figure 9). This convergence may be causing confusion within each classifier as the variables derived from these sediment waves are influenced by the changing sediment wave migration direction. Such influence could contribute to the decrease in accuracy scores when examining the high-resolution and low-resolution outputs. Furthermore, the significant reduction in the sediment wave wavelength and wave height at this location may also have affected the ability of the classifiers ability to discern between the classes. Considering that the sediment waves in this region are more spatially compact and the image objects derived here display a mean area that is more comparable with the “Lower Lee and Upper Lee” in the S OSW. A similar relationship is found when examining the mean for each classification variable within the sample image objects. The ratio between the average sediment wave wavelength and the spatial resolution of the data in this region is 8:1. In the Cork Harbour site, the ratio is 20:1 the resolution, a similar figure is seen in the HTB SAC site (16:1). Shorter wavelengths would suggest that the image objects created in this region would be smaller relative to the spatial resolution of the data. Potentially increasing the within-class heterogeneity and with it the influence of noise on the classification [15]. This may have exacerbated the drop in performance of the classifiers at this location, especially with respect to the “Lower Stoss” image objects. As they occurred on the longer, more gradual stoss side of the sediment wave, they were more distinguishable by the area that they encompassed. Once the relative area of these objects reduced when compared with the “Lower Lee” image objects, they were more difficult to identify for the classifiers.

The improvements suggested for the VE classifier would not amend the misclassification of these objects as the “Lower Stoss” and “Upper Stoss” were under-represented. The image transform solution may allow the classifiers to better separate to the subtle differences between class features in the lower-resolution data overall. However, it may not resolve the ability of the classifiers to discern each class due to the increased heterogeneity of the image objects occurring within the convergence zone.

4.3. Implications for Suitability for a Scale-Standardised Object-Based Technique

Remote sensing research seldom investigates the stability of OBIA classification accuracy when the spatial resolution of the data changes. The few studies that explore this develop algorithms that run over the same region on the same data where image blurring techniques are applied to imitate the coarsening of spatial resolution [37–39]. Furthermore, attempts have been made to increase the relative altitude of the sensor to decrease the spatial resolution of the data [85]. Such methods do not effectively capture the relationship between feature’s spatial resolution and the scale of measurement. Another issue shared by this research is the inconsistency of the segmentation parameters used between resolutions [38,39]. These studies use different scale parameters for the multiresolution segmentation algorithm at separate resolutions [38,39]. This alters the nature of the objects that are input into the classification and raises questions about the reliability of the classification [86]. Increasing scale parameter with increasing spatial resolution may decrease within-class spectral variation, reducing the influence of noise and leading to improved discrimination during classification [58,86,87]. Powers et al. [37] demonstrate segmentation at both coarse and fine spatial resolutions. However, the range of spatial resolutions is the lowest found in these studies. To date, no research has been conducted to assess classification rigour when examining features that occur as high-resolution objects through multiple spatial resolutions of data, which remains a simple task for an expert interpreter. Therefore, to augment the authenticity and consistency of the replication of human interpretation through machine learning, we must produce segmentation and classification methods that are robust to change in spatial resolution. Seabed habitats lack
the traditional environmental framework present in terrestrial habitats (i.e., vegetation) and thus are defined by seabed geomorphology and composition [5]. The ability to produce classification systems that reflect seabed habitat geomorphological features common to many scales of environment and avoid schemes that are isolated and specific is therefore imperative to this objective. OBIA grants the infrastructure to build a classification workflow that is resilient to change in spatial resolution. Commitments to map the entire seafloor by 2030 warrant the establishment of a standardised classification approach that can be applied to large datasets and can be replicated with relative simplicity on multiple regions with comparative results [3].

This study presents the first OBIA classification workflow to be implemented across separate resolutions, at separate study sites, whilst maintaining a high fidelity of accuracy. We accomplished this while maintaining a consistent set of parameters throughout the segmentation and classification stages. This classification system offers a geomorphological framework to help define benthic seabed and terrestrial habitats, providing a valuable input for species distribution modelling and seamless classification map from the terrestrial to the marine realm [8], given that sediment wave and dune asymmetry are linked with sediment transport direction, sediment wave/dune migration rates, and bed shear stress [48]. A quantitative analysis could be derived from this model to provide regional estimates for these properties. Assessment of sediment wave migration is crucial for the effective management of equipment deployed on the seabed [48]. Multi-temporal investigations utilising the outputs of such models could feed into infrastructural marine spatial planning initiatives for marine renewable energy, i.e., offshore windfarms. This classification scheme is not restricted to seabed sediment waves and has the capacity to identify additional or alternative features with supplementary image layers designed to target those features. The inclusion of the ray module within the hyperparameter tuning workflow will aid in expediting the training of classification algorithms to identify these features.

5. Conclusions

This paper establishes an open-source OBIA workflow that operates on high-resolution sediment wave objects from MBES bathymetry data at two separate spatial scales, with a magnitude of spatial difference of 50 times. Although a small decrease in accuracy was observed in the coarser-resolution data, to date, this is the first classification scheme to maintain consistent segmentation and classification parameters, preserving a high fidelity of accuracy. This success exhibits the resilience of an OBIA workflow when applied to high-resolution objects occurring across various spatial resolutions of MBES bathymetric data, achieving a more veracious duplication of expert MBES bathymetric data analysis. Improvements made within the final classification for all locations have been suggested in depth and will inform future work on the classification of seafloor features. Once the equivocacy of MBES backscatter data has been amended, backscatter data could be included to supplement the classification with seabed textural information. This workflow can be adapted to target other ecologically significant seabed morphological features occurring within MBES bathymetry.
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