AUTOPRTITLE: A Tool for Automatic Pull Request Title Generation

Ivana Clairine Irsan*, Ting Zhang*, Ferdian Thung, David Lo and Lingxiao Jiang
School of Computing and Information Systems, Singapore Management University
Email: {ivanairsan, tingzhang.2019, ferdianthung, davidlo, bxjiang}@smu.edu.sg

Abstract—With the rise of the pull request mechanism in software development, the quality of pull requests has gained more attention. Prior works focus on improving the quality of pull request descriptions and several approaches have been proposed to automatically generate pull request descriptions. As an essential component of a pull request, pull request titles have not received a similar level of attention. To further facilitate automation in software development and to help developers draft high-quality pull request titles, we introduce AUTOPRTITLE. AUTOPRTITLE is specifically designed to generate pull request titles automatically. AUTOPRTITLE can generate a precise and succinct pull request title based on the pull request description, commit messages, and the associated issue titles. AUTOPRTITLE is built upon a state-of-the-art text summarization model, BART, which has been pre-trained on large-scale English corpora. We further fine-tuned BART in a pull request dataset containing high-quality pull request titles. We implemented AUTOPRTITLE as a stand-alone web application. We conducted two sets of evaluations: one concerning the model accuracy and the other concerning the tool usability. For model accuracy, BART outperforms the best baseline by 24.6%, 40.5%, and 23.3%, respectively. For tool usability, the evaluators consider our tool as easy-to-use and useful when creating a pull request title of good quality.

Source code: https://github.com/soarsmu/Auto-PR-Title.
Video demo: https://tinyurl.com/AutoPRTitle.

Index Terms—Pull Request, GitHub, Summarization, Pre-trained Models

I. INTRODUCTION

Collaborative coding platforms, such as GitHub, widely adopt the pull request mechanism. Developers make a local copy from the main repository and make changes in their local copy (i.e., branches). After they are satisfied with their changes, they can request to merge their branch to the main repository by opening a new pull request. A pull request consists of a pull request title, a pull request description (optional), and several commits. Similar to how an issue quality is important for bug triaging, the quality of a pull request also makes an impact on the decision of whether a pull request gets merged [1]. As an essential component of a pull request, the title has received less research attention compared to the description. Several prior works [2], [3] have proposed different approaches to generate pull request descriptions based on the information from the commits, i.e., commit messages and comments in code changes.

In our earlier work [4], as the first work on pull request title generation, we built a dataset named PRTiger containing pull requests from 495 popular GitHub repositories. We formulate the pull request title generation task as a one-sentence summarization task. The source sequence is the concatenation of the pull request description (if any), commit messages, and the related issue titles (if any). The target sequence is the pull request title. We utilized BART [5], which is a pre-trained sequence-to-sequence model that has achieved a remarkable performance in several summarization tasks. It achieved the best performance among the approaches that we evaluated.

In this paper, we present AUTOPRTITLE, which is a tool for automatically generating pull request titles. This is a demonstration paper accompanying our above-mentioned full research paper [4]. We implemented AUTOPRTITLE as a web application. AUTOPRTITLE takes a new pull request link, a pull request description, and related issue links from the user as inputs. AUTOPRTITLE can extract the commit messages from the given pull request link. If a related issue link is provided, AUTOPRTITLE will also extract the issue title. The commit messages, the issue title, and the pull request description are then fed to the BART model. AUTOPRTITLE will then provide a pull request title suggestion.

To evaluate our tool, including the underlying model, we performed an automatic evaluation to measure model accuracy, and a manual evaluation to measure the tool usability. We compared BART with existing approaches for software artifact generation. We consider two approaches for similar tasks as the baselines, i.e., PRSummarizer for pull request description generation [2], and iTAPE for issue title generation [6]. The experimental results from the automatic evaluation show that the fine-tuned BART [5] produced the best performance. It achieves the highest ROUGE-1, ROUGE-2, and ROUGE-L F1-scores of 47.22, 25.27, and 43.12, which outperform the best baseline by 24.6%, 40.5%, and 23.3%, respectively. For the manual evaluation, we asked 7 evaluators to rate our tool. They consider our tool to be easy-to-use and useful when drafting a good pull request title.

II. COMPARED METHODS

As pre-trained models have produced remarkable performances in many tasks (e.g., [7], [8]), we utilize BART (facebook/bart-base), which has demonstrated its ability to solve text summarization tasks in the natural language processing field [5]. We also presented some existing approaches that solve similar tasks, i.e., PRSummarizer [2] for pull request description generation and iTAPE [6] for issue
**Title**

AutoPRTitle is built upon simplicity. It is packaged as a Transformer architecture. BART was pre-trained by (1) corrupting the source sequence with noise functions and then (2) learning to reconstruct the original text. It was pre-trained in the same corpora as RoBERTa. The pre-training corpora cover 160GB of text, including news, books, stories, and web text. BART achieved state-of-the-art performance in several text generation tasks, such as dialogue response generation on CONVAI2.

**PRSummarizer** leverages the pointer generator to handle the out-of-vocabulary (OOV) issue. Besides, to mitigate the gap between the loss function and the evaluation metrics, i.e., ROUGE scores, PRSummarizer adopts reinforcement learning to optimize the performance in terms of ROUGE scores directly.

**iTAPE** was originally proposed to generate issue titles. The source sequence is the issue description, and the target sequence is the issue title. iTAPE leverages a sequence-to-sequence model. To cope with the OOV issue, it combines two techniques, i.e., a lightweight tagging method and a copy mechanism with a pointer generator.

**III. TOOL ARCHITECTURE**

**A. Overview**

The architecture of AutoPRTitle is presented in Figure 1. AutoPRTitle is built upon simplicity. It is packaged as a web application that could be easily deployed using a Docker container. This tool has three input sources to generate a pull request title suggestion: a new pull request URL, related issues’ URLs, and a pull request description. The new pull request URL is a mandatory input, as it is needed to extract the commit messages. On the other hand, related issue URLs are not mandatory as a pull request is not necessarily a fix to an issue. If related issue URLs are given, AutoPRTitle will extract the corresponding issue titles before being used as a textual source sequence to generate a suggested pull request title.

**B. Implementation Details**

Figure 2 shows the detailed workflow of AutoPRTitle. AutoPRTitle is developed on top of Streamlit, an open-source app framework that is built as a Python3 library. It enables us to integrate the fine-tuned BART model with a web interface seamlessly. AutoPRTitle uses a BART Model as the underlying model to generate the pull request title. The BART Model is loaded once at start up, and will be called every time there is a request to generate a pull request title.

**First**, AutoPRTitle preprocesses the given new pull request link and issue links. For both links, AutoPRTitle then replaces the “github.com” in the link with “api.github.com/repos” to create a GitHub API’s request URL. After the GitHub API’s request URLs are obtained, AutoPRTitle makes REST API calls to these URLs.

**Second**, AutoPRTitle extracts the issue title and commit messages from the GitHub API response. The response associated with the GitHub branch comparison link contains a list of commits ready to be merged to the target branch. We extract commit messages from these commits’ details. For the response associated with the issue link, the corresponding issue details are returned. We extract the issue title from these issue details. At this point, no pre-processing step is done toward the pull request description, all the input sources are ready to be concatenated. AutoPRTitle proceeds to concatenate the pull request description, the commit messages, and the issue titles.

**Third**, using the BART Model, AutoPRTitle generates the pull request title based on the concatenated text. While the model is running in the background, the web User Interface (UI) will show an animation to indicate that the process is still running.
Fourth, the generated title is displayed in the AUTOPTITLE’s web UI, and is ready to be copied to GitHub’s new pull request page.

C. Deployment

We provide a Dockerfile in our replication package\(^1\) for easy deployment. Users only need to build the image and run it as a container on every machine that supports Docker usage. This practice will enable non-Python developers to use our apps, as no Python knowledge (i.e., environment set up, execution, etc.) is needed to deploy AUTOPTITLE in their machines.

IV. USAGE SCENARIO

We illustrate how a user can use AUTOPTITLE in Figure 3. We also show the user interface of AUTOPTITLE in Figure 4. Firstly, a user opens a new pull request page on GitHub: they can open a pull request page in a repository and click the New Pull Request button. Secondly, the user needs to copy and paste the new pull request URL to an input field (the red box 1 in Figure 4). They can then put the issue links, which are resolved by the new pull request, to another input field (the red box 2 in Figure 4). Furthermore, they can provide a description of this pull request on another input field (the red box 3 in Figure 4). Since the new pull request URL is the only mandatory input, the user can leave the other inputs empty. After clicking Generate PR Title (the red box 4 in Figure 4), the generated pull request title will be output below it (the red box 5 in Figure 4). The user can copy this generated title to the new pull request page and submit the pull request.

In Figure 4, we show an example of the generated pull request title produced by AUTOPTITLE on an existing pull request in Microsoft/vscode repository.\(^2\) This example contains all three input sources. The original pull request title is Fix #145340. This title is not informative and asks for an extra effort from pull request reviewer to check what the issue is actually about. The pull request title generated by AUTOPTITLE is fix inactive view for jupyter notebook, which summarized the related commit messages and the linked issue title. AUTOPTITLE can save pull request reviewers’ time since they can understand the purpose of the pull request just by reading the generated pull request title.

V. EVALUATION

A. Dataset

We built a dataset to facilitate automatic pull request title generation. We considered a diverse set of repositories. We first collected pull request from the Top-100 most-starred, Top-100 most-forked GitHub repositories regardless of programming languages. We further included the Top-100 most-starred repositories that are written primarily in any of the following programming languages: JavaScript, Python, Java, C, and C++. In total, we have a list of 700 repositories. After filtering out the duplicate repositories, we are left with 578 distinct repositories. We crawled the pull request of these repositories that were published before the year of 2022. We then cleaned the dataset, and 83 distinct repositories were removed because all the corresponding PRs were filtered out. The detailed steps can be found in our research paper [4]. In the final dataset, we have 43,816 pull request from 495 distinct GitHub repositories. We split them in the ratio of 8:1:1 for training, validation, and testing purposes.

B. Evaluation Setup and Results

We conducted two sets of evaluation: (1) Model accuracy: we calculated the ROUGE scores [15] of the generated pull request title in Microsoft/vscode repository.\(^2\) The pull request is available at https://github.com/microsoft/vscode/pull/146125.
request titles with the original high-quality pull request titles.

(2) Tool usability: we invited evaluators to evaluate our tool usability.

(1) Model accuracy. We report ROUGE-N (N=1,2) and ROUGE-L F1-scores. ROUGE-1 and ROUGE-2 measure the overlap of uni-grams (1-grams) and bi-grams (2-grams), respectively. On the other hand, ROUGE-L measures the longest common sub-sequence between the reference summary (i.e., the original pull request title) and the generated summary (i.e., the model generated pull request title). The formulas to calculate ROUGE-N (N=1,2) scores are as follows:

\[ R_{\text{rouge-n}} = \frac{\text{Count}(\text{overlapped } N\text{-grams})}{\text{Count}(N\text{-grams} \in \text{reference summary})} \]

\[ P_{\text{rouge-n}} = \frac{\text{Count}(\text{overlapped } N\text{-grams})}{\text{Count}(N\text{-grams} \in \text{generated summary})} \]

\[ F_{1\text{rouge-n}} = 2 \times \frac{R_{\text{rouge-n}} \times P_{\text{rouge-n}}}{R_{\text{rouge-n}} + P_{\text{rouge-n}}} \]

Note that overlapped \( N\text{-grams} \) refers to the n-grams that appear in both the reference summary and the generated summary. ROUGE F1-score \( (F_{1\text{rouge-n}}) \) seeks the balance between ROUGE Recall \( (R_{\text{rouge-n}}) \) and ROUGE Precision \( (P_{\text{rouge-n}}) \). Thus, we use ROUGE F1-scores as the main metrics in our automatic evaluation.

Result. Table I shows the model accuracy. It indicates that BART outperforms both prior approaches. BART outperforms PRSummarizer, which is a pull request description generation approach, by 24.6%, 40.5%, and 23.3% in terms of ROUGE-1, ROUGE-2, and ROUGE-L F1-score, respectively.

(2) Tool usability. We invited 7 people from our research group. They all have at least 5 years of experience in programming and at least 4 years of experience using GitHub. We give them access to our tool. We also provided an example on how to use our tool. However, we did not provide a list of existing pull requests for them. They are free to test our tool with any pull request in public repositories. The rationale is that they can select repositories which they are more familiar with so that they can better judge the quality of the recommended pull request title. We then asked them to provide two scores regarding the tool’s usability. Each score ranges from 1 to 5, indicating strongly disagree, slightly disagree, neutral, slightly agree, and strongly agree. The two scores relate to two aspects, i.e., (1) Ease-of-use: the tool is easy to use; (2) Usefulness: The tool is useful and can help me to come up with a good pull request title.

### Table I

| Approach      | ROUGE-1 | ROUGE-2 | ROUGE-L |
|---------------|---------|---------|---------|
| BART [5]      | 47.22   | 25.27   | 43.12   |
| PRSummarizer [2] | 37.91   | 17.99   | 34.98   |
| iTAPE [6]     | 32.23   | 12.91   | 29.31   |

Result. The averaged score in terms of ease-of-use is 4.3. While the average score about usefulness is 4.4. It shows that the evaluators perceive our tool to be useful and easy to use.

VI. RELATED WORK

Our work belongs to the broader research topic of automatically generating software artifacts. In the past years, various tools have been proposed to generate different types of artifacts automatically. For instance, AutoComment was proposed to automatically generate source code comments by leveraging Stack Overflow posts [16]. These automatic approaches, especially the ones related to summarization, are typically aimed to improve the quality of software artifacts and save practitioners’ time [6]. Among the existing summarization tasks, the two most similar tasks to ours are Stack Overflow post title generation and issue title generation. CODE2QUE [17] introduced a tool to generate a Stack Overflow post title based on the given code snippet. CODE2QUE was intended to help developers write high-quality Stack Overflow question titles. Besides generating titles, CODE2QUE also recommends related Stack Overflow questions based on the similarity between code snippets. The other related tool is iTIGER [18], which is aimed to automatically generate an issue title based on the given issue description. iTIGER has been implemented as a Userscript and provides the suggested title directly on GitHub’s new issue page. AUTOPTITLE differs from these tools as it requires several input sources: a pull request description, commit messages, and linked issue titles. In comparison, the two relevant tools only require one type of input, i.e., code snippets or issue descriptions. Thus, we implemented AUTOPTITLE as a web application to better capture the different sources of information in a pull request.

VII. CONCLUSION AND FUTURE WORK

In this work, we demonstrate an automatic pull request title generation tool, AUTOPTITLE. Upon creating a new pull request, developers need to copy and paste the new pull request URL into our web application. They can also add the associated issue links and a pull request description to the web application. After clicking on the Generate PR Title, our tool will return a suggested title. Developers can then copy this title back to the new pull request page and submit it. AUTOPTITLE uses BART, a state-of-the-art summarization approach. In our evaluation, BART outperforms existing baselines. Moreover, evaluators agree that AUTOPTITLE is easy to use and useful in generating good pull request titles. In the future, we would like to improve AUTOPTITLE by leveraging more types of information, such as code comments in the code changes.
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