Multicellular automaticity of cardiac cell monolayers: effects of density and spatial distribution of pacemaker cells
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Abstract

Self-organization of pacemaker (PM) activity of interconnected elements is important to the general theory of reaction–diffusion systems as well as for applications such as PM activity in cardiac tissue to initiate beating of the heart. Monolayer cultures of neonatal rat ventricular myocytes (NRVMs) are often used as experimental models in studies on cardiac electrophysiology. These monolayers exhibit automaticity (spontaneous activation) of their electrical activity. At low plated density, cells usually show a heterogeneous population consisting of PM and quiescent excitable cells (QECs). It is therefore highly probable that monolayers of NRVMs consist of a heterogeneous network of the two cell types. However, the effects of density and spatial distribution of the PM cells on spontaneous activity of monolayers remain unknown. Thus, a simple stochastic pattern formation algorithm was implemented to distribute PM and QECs in a binary-like 2D network. A FitzHugh–Nagumo excitable medium was used to simulate electrical spontaneous and propagating activity. Simulations showed a clear nonlinear dependency of spontaneous activity (occurrence and amplitude of spontaneous period) on the spatial patterns of PM cells. In most simulations, the first initiation...
sites were found to be located near the substrate boundaries. Comparison with experimental data obtained from cardiomyocyte monolayers shows important similarities in the position of initiation site activity. However, limitations in the model that do not reflect the complex beat-to-beat variation found in experiments indicate the need for a more realistic cardiomyocyte representation.
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1. Introduction

The study of collective behaviour of interconnected elements is important to the general theory of reaction–diffusion systems and is applicable to different areas of science from physics to physiology [1–4]. Diverse behaviours can be observed in networks of connected elements including a variety of synchronous regimes, pattern formation, spiral wave propagation, and spatio–temporal chaos. An example of a physiologically-relevant system is the monolayer cultures of neonatal rat ventricular myocytes (NRVMs) that is often used as experimental models in studies on multicellular cardiac electrophysiology [5–8]. These monolayers usually exhibit automaticity [9–11], defined as the ability to generate action potentials without external (electrical, mechanical, or chemical) stimulations. Primary cultures of isolated NRVMs revealed the existence of pacemaker (PM) cells and quiescent excitable cells (QECs) [12]. Thus, it is highly probable that monolayers of NRVMs are heterogeneous networks of these two cell types. The spontaneous beating rate in these cultures is reportedly modulated by plating density [13]; however, the specific effects of PM cell density and spatial distribution on confluent monolayer spontaneous frequency are still unknown.

Understanding the impact of density and spatial distribution of PM cells on automaticity of the global cardiac network is highly relevant for several clinical situations, such as the reliability of heart activation by the sinoatrial node (SAN) and the initiation of arrhythmias by cells susceptible to delayed afterdepolarisations (DADs). When the heart is being activated, the SAN PM cells act as initial depolarizing current sources and the surrounding myocardial cells as related sinks. Considering the electrotonic depression of the SAN by electrical connection with the myocardium, the number of PM cells must be large enough to initiate this activation. As a matter of fact, the spontaneous rate and minimum diastolic potential of the SAN dramatically increase when it is isolated from atrial tissue [14]. This knowledge is exploited in the process of creating biological PMs, an alternative to electronic PMs in the treatment of bradycardia [15]. Indeed, to create a sustained PM function in canine ventricle, xenografted cell-containing fluid injected in the left ventricular myocardium must contain at least 700,000 adult human mesenchymal stem cells, and consist of ~40% PM cells [16]. This is clear example of where the number of PM cells is important, and must be locally increased to activate the surrounding tissue. On the other hand, the presence of PM cells is also linked to arrhythmia initiation. Premature ventricular complexes, for example, can occur when a group of cells with DADs manage to initiate ectopic electrical propagation. These pathological cells act as secondary PM cells competing with the leading SAN. Since a ventricular cell is on average connected to 11 other cardiomyocytes [17], there must be a sufficient number of connected cells simultaneously generating DADs to overcome the electrotonic source–sink mismatch and initiate propagation [18].
Monolayer cultures of NRVMs may provide a useful biological tool to investigate the role of PM-cell–cluster patterns on automaticity and therefore gain better understanding of clinical issues, including creation of biopacemakers [19]. However, the seeding process is usually random and the final spatial distribution of the two cell types unknown. Experimental assessment of density and spatial distribution of PM cells within a monolayer remains an unsolved problem.

Mathematical modelling may help gain insight into the complex source–sink mechanism behind the effects of PM cell clusters on the spontaneous behaviour of the 2D network. Rather than concentrating on PM cell aggregate spatial characteristics, simulation studies on monolayers of excitable cells have predominantly focussed on ion channel properties [20, 21], effects of coexistence of non-excitable cells [11, 22, 23], intercellular electrical connectivity [24–26], or sink (cells clamped at steady state potential) and break (regions with no conductivity) densities [27]. Theoretical studies on the spatial–temporal behaviour of random mixtures of excitable and oscillating cells have been performed. One notable study was performed by Kanako et al [28], who demonstrated the importance of diffusion constant on global activation pattern on a lattice. However, the specific issue of the impact of spatial distribution structure of PM cells on monolayer activity remains to be evaluated. To fill this gap, the present study aims to theoretically assess the effects of spatial distribution and density of PM cells on global automaticity of the cardiac monolayer.

Here, we hypothesized that:

(a) The monolayer is a binary network of interconnected PMs and QECs (passive cells and cleft spaces were not included).
(b) The diffusion is isotropic, since the gap junctions of NRVMs are evenly distributed [29].
(c) The spatial distribution and density of PM cells and QECs (independent variables) influence automaticity via modulation of spontaneous frequency and electrical propagation properties (dependent variables).

Based on these hypotheses, we created different 2D networks of PM cells and QECs. PM cells were spatially distributed using a stochastic model allowing the variation of aggregation (PM cells connecting to other PM cells) and nucleation (PM cells forming new clusters). The modulation of spontaneous frequency and electrical activation by PM cell spatial distribution and density was then studied with a FitzHugh–Nagumo (FHN)-type model of excitable media [30]. Simulations showed a clear nonlinear dependency of spontaneous activity (occurrence and amplitude of spontaneous period) on the spatial patterns of PM cells. In most simulations, the first initiation sites were found to be located near the substrate boundaries. Data were compared to fluorescence recordings of calcium waves in NRVM monolayers to highlight similarities and limitations of the model.

2. Methodology

2.1. Generation of spatial patterns for PM cells

Patterns were created assuming the existence of only two types of NRVMs (PM cells and QECs) and this led to a binary 2D network. Each PM cell made connections with all its neighbours (the eight nearest cells in a square lattice). The spatial pattern formation algorithm randomly determined the positions of PM cells, and QECs filled the remaining available space.
The algorithm is presented in figure 1(a) and is summarized as follows. The starting point was an empty square lattice of dimension $N \times N$. For the first iteration, an initial PM cell was randomly seeded in one of the $N^2$ available sites. The status of a place containing an autonomous cell was referred to as the autonomous site (‘aut’ site). During the second iteration, a random number $p \leq P_{\text{thr}}$ was drawn from a uniform distribution and compared with a user-defined iteration-independent parameter $P_{\text{thr}}$ that decided whether the new PM cell would or would not be in contact an existing cluster (a group of one or more interconnected PM cells).

If $p \leq P_{\text{thr}}$, then the new cell would not contact any existing cluster and would be randomly deposited in a free site from the $M_2$ set (blue available sites in figure 1(b)). Inversely, if $p > P_{\text{thr}}$, then the new cell would be part of the $M_1$ set (red available sites if $p > P_{\text{thr}}$) and set $M_2$ (blue squares, available sites if $p \leq P_{\text{thr}}$) available for the subsequent iteration.

In summary, spatial distribution was modulated by parameter $P_{\text{thr}}$ while the density was modulated by the number $n$ of iterations.

Figure 1. (a) Algorithm for the stochastic model based on the threshold parameter $P_{\text{thr}}$ and random number $p$ generated from a uniform distribution. (b) Left panel: a schematic showing the pattern after three iterations of the model with ‘aut’ sites (black squares). Right panel: the positions in set $M_1$ (red squares, available sites if $p > P_{\text{thr}}$) and set $M_2$ (blue squares, available sites if $p \leq P_{\text{thr}}$) available for the subsequent iteration.
2.2. Mathematical model of autonomous cells and QECs

Modelling could be performed with various types of excitable representations ranging from the simplest FHN model to cardiac realistic ionic models [31, 32]. Here, we selected a simple modified FHN model of PM cells integrated into a 2D excitable network similar to cultured monolayers. The model was described previously by Borek et al [30]:

\[
\frac{\partial V}{\partial t} = \frac{1}{\kappa} \left( V - \frac{V^3}{3} - w \right) + I_P + \left( D_x \frac{\partial^2 V}{\partial x^2} + D_y \frac{\partial^2 V}{\partial y^2} \right),
\]

\[
\frac{\partial w}{\partial t} = \kappa (V + \beta - \gamma w) \left( \frac{w_h - w_l}{1 + e^{-\gamma V}} + w_l \right),
\]

where \( V \) and \( w \) represent the activation (similar to the transmembrane voltage) and inhibition variables, respectively. The parameter values were fixed to obtain an excitable but non-autonomous medium: diffusion coefficient \( D_x = D_y = 0.2, \kappa = 0.6, \beta = 0.7, w_h = w_l = 0.1, I_P = 0. \) A PM current \( I_P = 1 \) was applied to achieve autonomous activity. Spatial distribution of the autonomous cell was thus implemented by setting \( I_P = 1 \) in ‘aut’ sites (all the locations occupied by an autonomous cell) of the lattice built with the stochastic model described in section 2.1. The model was solved on the \( N^2 \) lattice (\( N = 200, \) unless stated otherwise in the text) using an Euler forward finite difference in time (\( \Delta t = 0.001 \)) coupled with a central difference in space of \( \Delta x = \Delta y = 0.05 \) and no-flux boundary conditions applied to the four sides of the lattice. The estimated space constant of the system with the above parameters was greater than 10\( \Delta x \). Initial conditions were the resting state for QECs and the state of minimum \( V \) for PM cells. All PM cells were set to the same phase in this study for simplicity.

2.3. Experiments with NRVMs monolayer cultures

All animal handling procedures were concordant with the Canadian Council on Animal Care guidelines and were approved by the Montreal Heart Institute Animal Research Ethics Committee. Sprague-Dawley rats aged 1–3 d were sacrificed by decapitation. Beating hearts were removed immediately and kept in cold \( \text{Ca}^{2+}-\) and \( \text{Mg}^{2+}\)-free Hank’s balanced salt solution. Ventricular muscle was excised and tissue was minced on ice into 1–3 mm \(^3\) pieces. The mixture was subjected to purified enzymatic digestion using a Neonatal Cardiomyocytes Isolation System (Worthington Biochemical, Lakewood, NJ). Isolated cells (enriched cardiomyocytes) were counted and seeded at a density of \( 1 \times 10^6 \) cells mL\(^{-1}\) in 29 mm diameter glass-bottom culture dishes (D29-20-0-N, \textit{In vitro} Scientific, Sunnyvale, CA) pre-coated with 0.2% gelatine and 0.00125% fibronectin solution. Cells were grown in an incubator (37°C, 5% \( \text{CO}_2 \)) for 48 h in phenol-free Dulbecco’s modified Eagle’s medium (DMEM, 319-050-CL, Wisent, St-Bruno, Canada) with 1% penicillin/streptomycin (P/S, 450-201-EL, Wisent). For the first 24 h of incubation, 5% foetal bovine serum (FBS, SH30396.03, Fisher Scientific) was added to the culture medium.

The calcium-sensitive dye Fluo-4 AM (F-14201, Life Technologies, Carlsbad, CA) was used to stain cells for fluorescence imaging experiments. To prepare the solution, 50 \( \mu \text{g} \) of Fluo-4 AM was dissolved in 18 \( \mu \text{L} \) of pure dimethyl sulfoxide (DMSO, 4-X-5, ATCC, Manassas, VA). The dissolved dye was added to 4.5 mL DMEM (without FBS and P/S) containing 4.5 \( \mu \text{L} \) of 2% DMSO-dissolved pluronic acid (F-127, Life Technologies). Post-cultured monolayers were loaded with 300 \( \mu \text{L/dish} \) of staining solution and incubated for 30 min. The dye was then
washed out twice with DMEM and replaced with 1.5 mL fresh DMEM (without FBS and P/S). A 15 min equilibration period was allowed for the de-esterification process of Fluo-4 AM to occur before initiating acquisitions.

Mapping experiments were performed with a setup developed in-house using a high-speed CCD camera system (80 x 80 pixels, RedShirtImaging, LLC, Decatur, GA). The dye was excited with a quartz tungsten halogen lamp (Oriel Instruments, Stratford, CT). The filters used for excitation and emission were λ<sub>excitation</sub> ≈ 480 ± 20 nm (Chroma Technology, Bellows Falls, VT) and λ<sub>emission</sub> ≈ 535 ± 25 nm (Semrock, Rochester, NY), respectively. The system was set to image a field of view of 1.38 cm<sup>2</sup> and the acquisition frame rate was 125 Hz for all experiments. Signals were filtered and analysed using a program developed in-house using Matlab software (R2008, MathWorks, Natick, MA). In summary, raw acquisitions were normalized by the minimum fluorescence for each pixel and the dF/dt (the first time derivative of fluorescence) was approximated using a finite difference approach. The resulting signals were then spatially filtered using a Gaussian kernel (5 x 5 pixels with σ = 1.5) followed by a temporal moving average with a 2-sample window.

3. Results

3.1. Characterization of the spatial distribution of autonomous cells based on the stochastic model

Patterns of PM cells obtained by simulating the stochastic model are shown in figure 2 for D<sub>aut</sub> = 0.35 corresponding to 35% occupation of the lattice by PM cells. When p<sub>thr</sub> = 0, only a single cluster (normalized area of 0.35) is created by aggregation of the new PM cells around the initial random seeding. All patterns obtained with p<sub>thr</sub> = 0 have a single Eden-like cluster and are thus similar to the example presented in panel (a). For this special case, the only difference between created patterns stems predominantly from the initial random seeding around which the aggregation process occurs. Patterns in figure 2 were obtained with p<sub>thr</sub> > 0 and resulted in a higher number of clusters (B, 72; C, 1020; D, 5400; E, 14015; F, 14602); thus, decreasing the mean normalized area per cluster (B, 486.1 x 10<sup>-5</sup>; C, 34.3 x 10<sup>-5</sup>; D, 6.5 x 10<sup>-5</sup>; E, 2.5 x 10<sup>-5</sup>; F, 2.4 x 10<sup>-5</sup>).

As D<sub>aut</sub> increases when building patterns, the number of positions in set M<sub>2</sub>, i.e. sites not touching an existing clusters, decreases such that there exists a limit for each pattern when M<sub>2</sub> is empty and D<sub>aut</sub> < 1. Except for p<sub>thr</sub> = 0 for which the limit is D<sub>aut</sub> = 1, the limit is represented by a distribution of D<sub>aut, max</sub> (p<sub>thr</sub>) corresponding to the distribution of maximum D<sub>occ</sub> for individual patterns. This limit is shown in figure 3(a) as three curves representing the 5th percentile line (bottom curve), median (middle curve), and 95th percentile (top curves) obtained for a set of 1000 patterns per (p<sub>thr</sub>, D<sub>aut</sub>) pair. The result is shown with scaling of p<sub>thr</sub> (p<sub>thr</sub> < sup>1/4</sup>) to facilitate viewing since most of variations occurred at low p<sub>thr</sub>. Median D<sub>aut, max</sub> (p<sub>thr</sub>) decreases with increasing p<sub>thr</sub>. The interval between the 5th and 95th percentiles of D<sub>occ, max</sub> (p<sub>thr</sub>) is not constant as a function of p<sub>thr</sub> <sup>1/4</sup>. It is narrow for p<sub>thr</sub> <sup>1/4</sup> close to zero, widest around p<sub>thr</sub> <sup>1/4</sup> ≈ 0.3, and slowly decreases towards p<sub>thr</sub> <sup>1/4</sup> = 1.

The average number of clusters (N<sub>clusters</sub>) obtained for dimension N = 100 and 1000 samples per (p<sub>thr</sub>, D<sub>aut</sub>) pair is shown in figure 3(b). Two general results can be stated. Firstly, for a given p<sub>thr</sub> > 0, the number of clusters increases and then decreases with D<sub>aut</sub> in a biphasic
manner, as long as $D_{\text{aut}} < D_{\text{aut,max}}(p_{\text{thr}})$ (the median shown by a white line in the figure).

Secondly, for a given $D_{\text{aut}}$, the number of clusters is higher, again with greater $p_{\text{thr}}$, as long as $D_{\text{aut}} < D_{\text{aut,max}}(p_{\text{thr}})$. Thus, the maximum $N_{\text{clusters}}$ is found for $p_{\text{thr}} = 1$ and $D_{\text{aut}}$ immediately below $D_{\text{aut,max}}(1)$.

The average maximum cluster area (mean $S_{\text{cluster}}$) was calculated from the set of maximum cluster area for each simulated patterns and is shown in figure 3(c). $p_{\text{thr}}^{1/4} = 1$ is a special case where all clusters consist of a single site. Otherwise, increasing $D_{\text{aut}}$ resulted in higher mean $S_{\text{cluster}}$ independent of $p_{\text{thr}}^{1/4}$. However, a difference was observed in the slope for increasing $D_{\text{aut}}$. Indeed, for low $p_{\text{thr}}^{1/4}$ the increase is more linear and starts at low $D_{\text{aut}}$ while the transition to high-area cluster occurs at high $D_{\text{aut}}$ (around 0.6) with a rapid augmentation. Interestingly, for a given $D_{\text{aut}}$, increasing $p_{\text{thr}}^{1/4}$ results in a decrease of mean $S_{\text{cluster}}$. However, biphasic variation occurs for $D_{\text{aut}}$ between 0.6 and 0.8. This is also the region of greatest variability between samples as highlighted by the higher standard deviation in the maximum cluster size (std. $S_{\text{cluster}}$) depicted in figure 3(d).

### 3.2. Analysis of the stochastic model

The parameter $p_{\text{thr}}$ in the model represents the threshold in the interval [0, 1] selected between creating a new cluster (nucleation) and adding an autonomous site to an existing cluster (aggregation). Thus, the probability for a new cluster to be created should be equal to $p_{\text{thr}}$ as long as $D_{\text{aut}} < D_{\text{aut,max}}(p_{\text{thr}})$. The average creation rate estimated by the mean change in the number of clusters per iteration is depicted for three increasing $D_{\text{aut}}$ intervals in figure 4(a). As expected, the average creation rate correlates almost perfectly with $p_{\text{thr}}$ for small $D_{\text{aut}}$.
However, as the number of iterations increases to achieve higher $D_{\text{aut}}$ (from $D_{\text{aut,upper}} = 0.15$ to 0.2), the average rate remains strictly below the line of identity with a maximum deflection for $p_{\text{thr}}^{1/4} \approx 0.65$. Thus, on average, the total number of clusters are less than the value predicted by $p_{\text{thr}}$.

The decrease in the average creation rate can be explained from the following model. Starting from the initial single autonomous site in an empty square lattice, the number of clusters ($n$) at time zero is equal to 1 ($n_0 = 1$). The change in average number of clusters at iteration $i+1$ ($n_{i+1}$), can then be approximated by

$$n_{i+1} - n_i = \begin{cases} p_{\text{thr}} - \varepsilon(p_{\text{thr}}, D_{\text{aut}})[1 - p_{\text{thr}}] & \text{if } D_{\text{aut}} < D_{\text{aut, max}}(p_{\text{thr}}), \\ -\varepsilon(p_{\text{thr}}, D_{\text{aut}}) & \text{if } D_{\text{aut}} \geq D_{\text{aut, max}}(p_{\text{thr}}). \end{cases}$$  

Figure 3. (a) A maximum $D_{\text{aut}}$ ($D_{\text{aut, max}}$) exists for each substrate corresponding to the situation where $M_2$ is empty (see figure 1, available positions on the lattice without contact to an ‘aut’ site). $D_{\text{aut, max}}$ for a set of $N=500$ simulations is shown by a set of percentile curves (bottom: 5%, mid: 50%, and upper: 95%). (b) The number of clusters ($N_{\text{clusters}}$) is plotted using a colour scale as a function of $p_{\text{thr}}$ and $D_{\text{aut}}$. (c) Variation in the mean cluster maximum area (mean $S_{\text{cluster}}$) as a function of $p_{\text{thr}}^{1/4}$ and $D_{\text{aut}}$. As expected, increasing $D_{\text{aut}}$ yields a higher area. However, the increase is more linear for low $p_{\text{thr}}^{1/4}$, while high $p_{\text{thr}}^{1/4}$ shows minimal area until $D_{\text{aut}} \approx 0.6$ where a rapid transition occurs due to aggregation of individual clusters. Note that there is a slight shift to higher $D_{\text{aut}}$ for mean $S_{\text{cluster}}$ around 60 for $p_{\text{thr}}^{1/4}$ between 0.2 and 0.4. (d) Standard deviation of the maximum cluster area (std. $S_{\text{cluster}}$) showing that intrinsic variation between generated patterns occurs over a different range of $D_{\text{aut}}$ as a function of $p_{\text{thr}}^{1/4}$. The maximum range with higher variation is found for $p_{\text{thr}}^{1/4}$ between 0.2 and 0.4.
Here \( \epsilon(p_{\text{thr}}, D_{\text{aut}}) \) represents the probability that adding the new site results in the merger or aggregation of two or more clusters. The average of \( \epsilon(p_{\text{thr}}, D_{\text{aut}}) \) obtained for 1000 simulations per pair of parameters are plotted in figure 4(b). At low \( D_{\text{aut}} \), \( \epsilon(p_{\text{thr}}, D_{\text{aut}}) \to 0 \) adding a new autonomous site to an existing cluster should not connect to existing clusters because the number of clusters is small compared to the distance between clusters. As \( D_{\text{aut}} \) increases, so does \( \epsilon(p_{\text{thr}}, D_{\text{aut}}) \) since the average distance between neighbouring clusters decreases. Finally, \( \epsilon \to 0 \) with increasing \( D_{\text{aut}} \) as the number of clusters decreases to a single cluster because of aggregation. The variation in \( \epsilon(p_{\text{thr}}, D_{\text{aut}}) \) with \( p_{\text{thr}} \) is shown in figure 4(b) with values increasing as \( p_{\text{thr}} \) increases. For the special case of \( p_{\text{thr}} = 1 \), \( \epsilon(p_{\text{thr}}, D_{\text{aut}}) \) is not defined for \( D_{\text{aut}} < D_{\text{aut,max}}(p_{\text{thr}}) \) because of the impossibility of adding an autonomous site to an already existing cluster.

It is still possible to estimate the average total number of clusters for this model. For example, for \( p_{\text{thr}} = 0 \), \( \epsilon = 0 \) since there is a single cluster and no new cluster is created on every iteration (see figure 2 with \( D_{\text{aut}} = 0.35 \)). In contrast, for \( p_{\text{thr}} = 1 \), the added new site will never come into contact with an existing cluster as long as \( D_{\text{aut}} < D_{\text{aut,max}}(1) \). We can deduce from
equation (2) that the average number of clusters should be:

\[
N_{\text{clusters}}(D_{\text{aut}}, N^2) - 1 = \begin{cases} 
  p_{\text{thr}} D_{\text{aut}} N^2 - \left( 1 - p_{\text{thr}} \right) \sum_{i=1}^{N^2} e \left( p_{\text{thr}}, i/N^2 \right) & \text{if } D_{\text{aut}} \leq D_{\text{aut, max}} \left( p_{\text{thr}} \right), \\
  p_{\text{thr}} D_{\text{aut, max}} \left( p_{\text{thr}} \right) N^2 - \left( 1 - p_{\text{thr}} \right) \sum_{i=1}^{N^2} e \left( p_{\text{thr}}, i/N^2 \right) & \text{if } D_{\text{aut}} > D_{\text{aut, max}} \left( p_{\text{thr}} \right),
\end{cases}
\]

where the first term corresponds to the average number of clusters created for the density $D_{\text{aut}}$ in a medium with $N^2$ sites and the second term corresponds to the total loss (over the addition process from 0 to $D_{\text{aut}}$) of clusters caused by cluster aggregation or fusion.

### 3.3. Modulation of the autonomous period by PM cell density in simulations

The period of activity (normalized to the single-cell period) is increased in a heterogeneous spatially extended system compared to single-cell autonomous activity of the FHN for equation (1) with $I_P = 1$. The change in period when simulating a circular patch with increasing radius is depicted in figure 5(a). Two main characteristics can be found: (1) there is a minimal radius for automaticity occurrence, and (2) the normalized period is increased by $\sim 32\%$ when automaticity starts to occur and decreases asymptotically to the period of the single-cell model.

We then asked what effects stochastic patterns would have on the minimum density of autonomous sites ($D_{\text{aut,min}}$) for autonomous activity to occur. Simulation results are shown in figure 5(b) where a clear transition between low $D_{\text{aut,min}}$ and high $D_{\text{aut,min}}$ is found with $\sim 10$ times larger density needed for high $p_{\text{thr}}^{1/4}$ ($D_{\text{aut,min}}$ $= 0.015$ for $p_{\text{thr}}^{1/4}$ close to zero and $D_{\text{aut,min}} = 0.155$ for $p_{\text{thr}}^{1/4}$ close to 1). The transition occurs around $p_{\text{thr}}^{1/4} = 0.5$ as estimated by fitting a sigmoidal function (black curve).

Low density of autonomous cells also always results in longer periods of activity. Simulation results for $p_{\text{thr}}^{1/4} \in \{0.05, 0.6, 0.9\}$ are shown in figure 5(c). The period $T$ decreases rapidly after starting at low $D_{\text{aut}}$ with important variability for $D_{\text{aut}} < 0.4$ at low $p_{\text{thr}}^{1/4}$ (top panel). In comparison, for $p_{\text{thr}}^{1/4} = 0.6$ (middle panel), the decrease in period is slower. While some variability in period is detected between samples, the level seems to be less and restricted to lower $D_{\text{aut}}$. A high $p_{\text{thr}}^{1/4}$ of 0.9 results in a slow decrease in period $T$, but also negligible variability between samples, a hallmark of the low variability observed in the maximum cluster area (as seen in figure 3(d)). In all cases of figure 5(c), a greater minimum density is required to generate spontaneous activity. Global mean of the period (mean $T$) of activity is presented as a function of $p_{\text{thr}}^{1/4}$ and $D_{\text{aut}}$ in figure 6(a) and the corresponding standard deviation of the period (std. $T$) in figure 6(b). A closer look at the results in figure 6(a) shows that a given delay occurs at a small $D_{\text{aut}}$ for small $p_{\text{thr}}^{1/4}$ while more PM cells are needed to obtain a similar rate for high $p_{\text{thr}}^{1/4}$. For example for $T = 1.15$ (black curve), $D_{\text{aut}}$ is around 0.03 for $p_{\text{thr}}^{1/4} = 0.1$ compared to 0.39 for $p_{\text{thr}}^{1/4} = 0.9$; thus, giving rise to a 36% difference in cell density. As $T$ approaches unity, the
difference increases such that for $T = 1.10$ (white curve), the difference in cell density is 49%. In most of the parameters space, the transition from low to high $D_{\text{aut}}$ occurs within the interval $0.2 < p_{\text{thr}}^{1/4} < 0.6$ where patterns consist of a combination of small and large clusters (see figure 2(c)). As expected, the variability between results is generally higher at low $D_{\text{aut}}$ followed by a monotone decrease with increasing density. However, the change in variability as a function of $p_{\text{thr}}^{1/4}$ for a given $D_{\text{aut}}$ has biphasic variation within the same interval $0.2 < p_{\text{thr}}^{1/4} < 0.6$. This indicates an instability in the generated patterns, and a correlation between variability and increased sensitivity of the period to changes in $p_{\text{thr}}^{1/4}$.

**Figure 5.** (a) Simulation results of the effects of a centred circular zone of autonomous cells with a set of excitable cells on the normalized period of activity (normalized to the period of an autonomous cell for the parameters presented in section 2.2). It clearly shows that a minimum cluster area is needed to drive the monolayer (highlighted by the grey area labelled no automaticity). While a small cluster yielded $\sim 32\%$ slowing, increasing the cluster area decreased the period towards the isolated cell period ($T = 1$). (b) Minimum $D_{\text{aut}}$ ($D_{\text{aut,min}}$) as a function of $p_{\text{thr}}^{1/4}$ is presented. A clear transition between low $D_{\text{aut,min}}$ close to 0.015 is found for $p_{\text{thr}}^{1/4} < 0.4$ and rapid transition to values around 0.15 for $p_{\text{thr}}^{1/4} > 0.6$. A sigmoidal fit with $p_{\text{thr}}^{1/4}$ at half value of 0.5 is superimposed (black line). (c) Normalized period of activity ($T$) for three $p_{\text{thr}}^{1/4}$ values is shown where a faster decrease in $T$ is found for $p_{\text{thr}}^{1/4} = 0.05$ (top) compared with $p_{\text{thr}}^{1/4} = 0.6$ (middle) and $p_{\text{thr}}^{1/4} = 0.9$ (bottom). In addition, variability between samples occurs over a larger $D_{\text{aut}}$ interval for smaller $p_{\text{thr}}^{1/4}$.
3.4. Impact of the spatial distribution of autonomous cells on synchronous activation

The simulations were analysed and the total activation time ($t_{act,tot}$) for the last simulated beat calculated. For a specific beat, the total activation time is the activation delay between the first and last nodes and represents the time required for the initial activation to fully propagate in the monolayer. It is calculated as $time of the last activation - time of the first activation$ for the same beat. The mean $t_{act,tot}$ (figure 7(a)) and the standard deviation of $t_{act,tot}$ (std. $t_{act,tot}$, figure 7(b)) show a variation as a function of $p_{thr}^{1/4}$ and $D_{aut}$. Small $p_{thr}^{1/4}$ yields the largest delay (example for $D_{aut} = 0.25$ with $t_{act,tot} = 0.37$ is shown in the top panel of figure 7(c)). The delay decreases with increasing $p_{thr}^{1/4}$ (examples with $t_{act,tot} = 0.26$ for $p_{thr}^{1/4} = 0.5$ and 0.31 for $p_{thr}^{1/4} = 0.9$). Thus, while large clusters of autonomous cells yield the smaller period of activity for a given density, the activity is less synchronous and more dependent on propagation. On the other hand, a more uniform distribution of autonomous cells (as created with large $p_{thr}^{1/4}$) is slower, being more affected by electrotonic effect; however, it yields a more synchronized activation. Importantly, as depicted in figure 7(d), the normalized period of activity $T$ shows no interbeat variation regardless of pattern type (e.g. $p_{thr}^{1/4}$ values).

3.5. Localization of the first activation sites

Another interesting result can be seen in figure 7(c), which shows that the sites where activation starts (site of first activation, dark blue from the colour scale) are located close to the boundaries. Indeed, the example for $p_{thr}^{1/4} = 0.2$ (top panel of figure 7(c)) and $p_{thr}^{1/4} = 0.5$ (middle panel) show a single first activation site respectively located at the bottom and top of the substrate. Although only a single first activation site is observed for the example with $p_{thr}^{1/4} = 0.9$ (bottom panel), a second region starts to activate rapidly at the bottom left corner.

Pooling and plotting the first activation sites of the last three activations of each simulation (all $D_{aut} < 0.35$ and $p_{thr}^{1/4}$) yields figure 8(a). Clearly, the vast majority of the first activation sites is found close to the boundaries. Indeed only 6.3% of sites are located within the red square. Simulations with the spatial patterns of autonomous cells were repeated after adding a border of excitable cells (with a layer of 0.65 cm). The distribution of the first activation sites is displayed in figure 8(b), which shows a more homogeneous distribution of sites. By adding the excitable

Figure 6. (a) Mean normalized periods (mean $T$) and (b) standard deviation of normalized periods (std. $T$) are shown for the set of simulations from patterns obtained for $0 < p_{thr}^{1/4} < 1$ and $0.01 < D_{aut} < 0.7$. The curves added in panel (a) correspond to isovalues of period for $T = 1.1$ (white curve) and $T = 1.15$ (black curve).
layer around the pattern of autonomous cells (width of 13 sites all around the previously simulated distribution patterns), the proportion of sites within the red square increased to 9.2% (corresponding to an increase of 46% compared with control conditions in panel (a)). A comparison of the density of first initiation sites in the red square was made between these two sets of simulations at cumulative $D_{aut}$. The result is shown in figure 8(c) and indicates that the

Figure 7. (a) Effects of autonomous cell spatial distribution on synchronicity of activation. (a) Mean of total activation time (mean $t_{act,tot}$) obtained as a function of $p_{thr}^{1/4}$ and $D_{aut}$ shows a clear dependence on the density of autonomous cells. This becomes increasingly important for $p_{thr}^{1/4} > 0.6$, where mean $t_{act,tot}$ is minimal and lower than 0.1. (b) Same as (a) except that the standard deviation of total activation time is shown. (c) Examples of activation maps with $D_{aut} = 0.25$ are presented for three patterns (shown in insets of each example). In all three examples, activation starts close to a boundary (dark blue colour on the maps). For $p_{thr}^{1/4} = 0.2$ (top panel), activation starts at the bottom ($\sim 0.37$ normalized time later. Increasing $p_{thr}^{1/4}$ to 0.5 (middle panel) decreases $t_{act,tot}$ to $\sim 0.26$ with initial activation near the top boundary. A large $p_{thr}^{1/4}$ of 0.9 (bottom panel) where autonomous cells are distributed homogeneously within the substrate yields the lowest $t_{act,tot}$ of $\sim 0.035$; this finding is 10-times smaller than the value generated for $p_{thr}^{1/4} = 0.2$ (top panel). Note that the site of first initiation is close to the top boundary followed by a second region in the bottom left corner. (d) $T$ for the last seven simulation beats for the three examples presented in panel (c).
presence of no-flux boundary conditions near autonomous cells favour their activation by constraining local diffusion; thus, decreasing the electrotonic effect on spontaneous activity.

3.6. Complex dynamic behaviour: insights from experimental data

A typical post-culture recording of calcium waves is shown in figure 9. In this example, three different initiation sites were identified and located at the bottom right (panel (a)), upper right (panel (b)), and bottom left (panel (c)) corners of calculated activation maps, similar to what is shown in our simulations. However, contrary to the simulations, the pacemaking loci compete with each other. During transitions between first activation sites, some beats show multilocci quasi-simultaneous activation (panel (b)). In panel (d), the initiation site of each beat is specified with a coloured star on a single-pixel signal. Large beat-to-beat variations are observed in the dynamics, such as the interbeat interval and the position of the initiation site. The complex dynamical behaviour in autonomous activity is clear when looking at the interbeat sequence (panel (e)), which displays a large variation in intervals, ranging from 664 to 1392 ms.

4. Discussion and conclusion

In the present study we proposed, to the best of our knowledge, the first theoretical study assessing the effects of spatial distribution and density of PM cells on the global automaticity of the strongly-coupled cardiac monolayer.

The spatial distribution of PM cells on a $N \times N$ lattice was generated by a very simple stochastic model (depicted in figure 1), with a single parameter $p_{thr}$ determining the rate of nucleation (formation of new clusters) and aggregation (growth of existing clusters). Using this model, we were able to obtain various spatial distributions of PM cells. The remaining available
sites of the lattice where filled with excitable but resting cells, to form a 100% confluent monolayer. The spatial distribution homogeneity is modulated by $p_{\text{thr}}$ and the density by the number $n$ of iterations. It is important to note that the algorithm is based on an 8-neighbour rule. Using a 4-neighbour rule would affect the spatial characteristics of PM cell distribution. Furthermore, this rule may impact pacemaking activity with increasing $D_{\text{aut}}$, which is a subject of a future study. The pattern formation model shows similarity to other models for cooperative sequential adsorption [33], invader–resident competition [34], and reaction–diffusion controlled cluster–cluster aggregation [35].

With this approach to build spatially distributed patterns, the number and size of PM cell aggregates can be varied while still mimicking the random nature of the spatial distribution and density of PM cells in experimental cardiomyocyte monolayers. Created patterns demonstrate complex and nonlinear changes in the number and spatial dispersion of PM cell clusters as a function of the parameter $p_{\text{thr}}$ (figure 2). The main interest of this pattern formation method is that it easily permits the effects of spatial patterns of PM cells to be studied within an excitable but resting lattice. Currently, this question cannot be easily addressed with available experimental techniques.

A previous study showed that a random distribution of PM cells with varying frequencies coupled to excitable cells exhibit from incoherent behaviour to global synchronization with
increasing coupling between cells [28]. Here, we were interested at looking at the effects of having different spatial correlations in PM clusters in a condition of highly-coupled cells where global synchronisation is favoured. Thus, we found in our simulations (and similarly in experiments) all or none spontaneous activity of the monolayer but no asynchronous or re-entrant activity as seen in monolayers with lower intercellular coupling [23, 25, 28, 36, 37]. Patterns obtained with our stochastic model confirmed the existence of a pattern-dependent minimum PM cluster size to generate automaticity (figure 5(a)). This was observed even for the simplest FHN excitable tissue where the PM cluster must contain a sufficiently large number of PM cells to initiate electrical activation of the monolayer. Indeed, around 280,000 PM cells are necessary for a biological PM to drive a canine ventricle [16]. Early-after depolarisations (EADs), which underlie abnormal ectopic activity, have been found to be electrotonically suppressed in well-connected networks of NRVMs [38]. Propagation cannot be initiated when EAD-susceptible cells are connected with too many non-EAD-susceptible myocytes, because the transmembrane voltage gradient generating the diffusion current becomes too low to rapidly depolarize above threshold in non-EAD cardiomyocytes.

For our model, a smaller density is required to generate automaticity (figure 5(b)) with large aggregates of PM cells (low p\textsubscript{thr}). This result emphasizes the importance of the granularity (local density) of PM spatial distribution on spontaneous activity, a crucial aspect to take into account in regenerative cardiology for in vivo cell injection procedures as that large aggregates of injected cells prone to spontaneous activity could induce tissue activity. A similar condition determines the capacity of DAD-susceptible foci to initiate an activation wave that can propagate throughout the tissue [18] and highlights the impact of non-excitable cells on silencing of spontaneous activity [23]. The sigmoid-like variation in the minimum density for spontaneous activity to occur (D\textsubscript{aut,min}) and the spatial distribution correlation through the parameter p\textsubscript{thr} remains a key result emphasizing the nonlinear relation between cluster spatial characteristics and intercellular interaction to overcome the electrotonic effect. Unsurprisingly, the period of spontaneous activity always decreases for increasing PM cell density (figure 5(c)). However, a clear p\textsubscript{thr}-dependent decay rate in period is accompanied by a change in variability between samples. This result requires further experimental validation. For a given plating density (same D\textsubscript{aut}), the variation with patterns obtained for different p\textsubscript{thr} can have a strong effect on autonomous activity (notably the period) of the monolayer (figure 6). This result may explain, at least in part, the variability in spontaneous behaviour observed experimentally among NRVM monolayers with identical plating densities and similar culture conditions. This knowledge could be important in the process of creating biological PMs, an alternative to electronic PMs in the treatment of bradycardia [15].

Interestingly, simulations revealed that the initiation sites of spontaneous activity are mostly located at the edge of the monolayer (figure 7(c)) compared with ∼20% in experiments from a previous study [21]. This finding may be explained by a source–sink mechanism [18, 39]. At the edge, which has no-flux boundary conditions, PM aggregates are effectively connected with fewer QECs; as such, they are less electrotonically depressed and possess increased capacity to initiate activation. It is also particularly interesting to note that seemingly competing initiation sites appear when PM cells are distributed in a large number of small clusters (large values of p\textsubscript{thr}). This result shows some similarities with experimental results (figure 9) that demonstrate the existence of localized PM foci and a tendency for the first initiation sites to be located at the boundary of the culture dish where sink effects would be decreased. As mechanical effects have shown to induce spontaneous activity at a certain
distance of the boundaries [40], how spatially-distributed PM cells in an electrical–mechanical model would modify this property.

However, a major difference between experimental and modelling results exists in the temporal behaviour where, for the same acquisition, experimental data show complex competition between PM loci. No simulations with the FHN model, a simple excitable model, exhibited the complex sequence of activation depicted in figure 9. In simulations, there is no beat-to-beat variability in autonomous frequency and initiation site position for a given PM cell pattern as depicted in figure 7(d). However, experimentally, three initiation sites competed. Furthermore, the fastest locus seemed to experience fatigue, occasionally leaving the competition open to the two slower loci. Similar complex behaviour has also been documented by others [21]. The dynamical behaviour highlights limitations of the FHN model and the need to develop and study the behaviour in monolayers with a more realistic NRVM ionic model. However, the level of model and its characteristics needed to reproduce this results is unknown since comparison between the FHN and Luo–Rudy models (a more realistic cardiac model) showed qualitatively similar results [23]. In the present study, the focus has been placed on the effect of the spatial structure of PM cells on electrical activity. However, this activity also relies on the excitability of the membrane, which depends on the properties of ion channels; these are not well represented by FHN-like models and have important effects on propagation [41]. A quiescent version of the NRVM ionic model has been published [42] and could be modified to exhibit spontaneous activity more similar to real cardiomyocytes in culture with complex spontaneous activity [43].

In the present study, monolayers were modelled as a 100% confluent and isotropic network composed solely of two types of cardiomyocytes (quiescent and PM cells) identically connected with strong coupling between cells. It is clear that experimental frequencies of activity will vary between PM cells [12], a factor that was not taken into account in this study, but this has been carefully studied previously for random distributions [28]. Such variation in intrinsic frequencies may have a physiological role even for cardiomyocyte monolayers. For example, to perform normal PM function, the SAN is known to require a heterogeneous architecture that involves multiple cell types with a gradient of cellular and intercellular characteristics [44]. Also, more realistic spatial characteristics of monolayers of cardiomyocytes have been shown to affect global electrophysiological behaviour [45]. The spatial characteristics not included in our model include cell shape, cell-to-cell coupling, and degree of cleft space. The simplifications (single diffusion coefficient, identical number of neighbours, single-frequency PM cells with identical initial conditions) were performed to isolate the specific effects of spatial distribution of PM cells. It remains to be seen how inclusion of these more realistic characteristics of monolayers would influence monolayer spontaneous activity as a function of spatial distribution of PM cells. Such future studies will undoubtedly improve our understanding of the complex temporal behaviour found in experiments and will help in the development of biopacemakers as a cardiac therapy.

Acknowledgments

Supported by the Natural Science and Engineering Research Council of Canada, the Mitacs Network, and the Fonds de Recherche du Québec—Santé and ‘Réseau ThéCell’ of the Fonds de Recherche-Santé du Québec (FRQ-S).
References

[1] Haken H 1983 Advanced Synergetics: Instability Hierarchies of Self-Organizing Systems and Devices vol 20 (Berlin: Springer)
[2] Kuramoto Y 1984 Chemical Oscillations, Waves, and Turbulence vol 19 (Berlin: Springer)
[3] Winfree A T 1987 When Time Breaks Down: The Three-Dimensional Dynamics of Electrochemical Waves and Cardiac Arrhythmias (Princeton, NJ: Princeton University Press)
[4] Tass P A 1999 Phase Resetting in Medicine and Biology: Stochastic Modelling and Data Analysis (Berlin: Springer)
[5] Chlopcikova S, Psotova J and Miketova P 2001 Neonatal rat cardiomyocytes—a model for the study of morphological, biochemical and electrophysiological characteristics of the heart Biomed. Pap. Med. Fac. Univ. Palacky Olomouc Czech. Repub. 145 49–55
[6] Bursac N et al 1999 Cardiac muscle tissue engineering: toward an in vitro model for electrophysiological studies Am. J. Physiol. 277 H433–44
[7] Bursac N, Parker K K, Iravanian S and Tung L 2002 Cardiomyocyte cultures with controlled macroscopic anisotropy: a model for functional electrophysiological studies of cardiac muscle Circ. Res. 91 e45–54
[8] Badie N, Scull J A, Klinger R Y, Krol A and Bursac N 2012 Conduction block in micropatterned cardiomyocyte cultures replicating the structure of ventricular cross-sections Circ Cardiovasc. Res. 93 263–71
[9] Mark G E and Strasser F F 1966 Pacemaker activity and mitosis in cultures of newborn rat heart ventricle cells Exp. Cell Res. 44 217–33
[10] Vink M J et al 2004 Alterations of intercellular communication in neonatal cardiac myocytes from connexin43 null mice Cardiovasc. Res. 62 397–406
[11] Fahrenbach J P, Mejia-Alvarez R and Banach K 2007 The relevance of non-excitable cells for cardiac pacemaker function J. Physiol. 585 565–78
[12] Guo W, Kamiya K, Cheng J and Toyama J 1996 Changes in action potentials and ion currents in long-term cultured neonatal rat ventricular cells Am. J. Physiol. 271 93–102
[13] Orita H, Fukasawa M, Hirooka S, Uchino H, Fukui K and Washio M 1993 Modulation of cardiac myocyte beating rate and hypertrophy by cardiac fibroblasts isolated from neonatal rat ventricle Japan. Circ. J. 57 912–20
[14] Kirchhof C J, Bonke F I, Allessie M A and Lammers W J 1987 The influence of the atrial myocardium on impulse formation in the rabbit sinus node Pflugers Arch. 410 198–203
[15] Morikawa K et al 2010 Identification, isolation and characterization of HCN4-positive pacemaking cells derived from murine embryonic stem cells during cardiac differentiation Pacing Clin. Electrophysiol. 33 290–303
[16] Plotnikov A N et al 2007 Xenografted adult human mesenchymal stem cells provide a platform for sustained biological pacemaker function in canine heart Circulation 116 706–13
[17] Hoyt R H, Cohen M L and Saffitz J E 1989 Distribution and three-dimensional structure of intercellular junctions in canine myocardium Circ. Res. 64 563–74
[18] Xie Y, Sato D, Garfinkel A, Qu Z and Weiss J N 2010 So little source, so much sink: requirements for afterdepolarizations to propagate in tissue Biophys. J. 99 1408–15
[19] Morris G M and Boyett M R 2009 Perspectives—biological pacing, a clinical reality? Ther. Adv. Cardiovasc. Dis. 3 479–83
[20] Masumiya H, Oku Y and Okada Y 2009 Inhomogeneous distribution of action potential characteristics in the rabbit sino-atrial node revealed by voltage imaging J. Physiol. Sci. 59 227–41
[21] Ponard J G, Kondratyev A A and Kucera J P 2007 Mechanisms of intrinsic beating variability in cardiac cell cultures and model pacemaker networks Biophys. J. 92 3734–52
[22] Zlochiver S, Munoz V, Vikstrom K L, Taffet S M, Berenfeld O and Jalife J 2008 Electrotropic myofibroblast-to-myocyte coupling increases propensity to reentrant arrhythmias in two-dimensional cardiac monolayers Biophys. J. 95 4469–80
[23] Kryukov A K et al 2008 Synchronization phenomena in mixed media of passive, excitable, and oscillatory cells Chaos 18 037129
[24] Kuklik P and Zebrowski J J 2005 Reentry wave formation in excitable media with stochastically generated inhomogeneities Chaos 15 33301
[25] Bub G, Shrier A and Glass L 2002 Spiral wave generation in heterogeneous excitable media Phys. Rev. Lett. 88 058101
[26] Rohr S, Kucera J P, Fast V G and Kleber A G 1997 Paradoxical improvement of impulse conduction in cardiac tissue by partial cellular uncoupling Science 275 841–4
[27] Shajahan T K, Borek B, Shrier A and Glass L 2011 Scaling properties of conduction velocity in heterogeneous excitable media Phys. Rev. E 84 046208
[28] Kanakov O I, Osipov G V, Chan C K and Kurths J 2007 Cluster synchronization and spatio–temporal dynamics in networks of oscillatory and excitable Luo–Rudy cells Chaos 17 015111
[29] Fast V G and Kleber A G 1994 Anisotropic conduction in monolayers of neonatal rat heart cells cultured on collagen substrate Circ. Res. 75 591–5
[30] Borek B, Shajahan T K, Gabriels J, Hodge A, Glass L and Shrier A 2012 Pacemaker interactions induce reentrant wave dynamics in engineered cardiac culture Chaos 22 033132
[31] Comtois P and Nattel S 2011 Impact of tissue geometry on simulated cholinergic atrial fibrillation: a modeling study Chaos 21 013108
[32] Aguilar-Shardonofsky M, Vigmond E J, Nattel S and Comtois P 2012 In silico optimization of atrial fibrillation-selective sodium channel blocker pharmacodynamics Biophys. J. 102 951–60
[33] Evans J W 1993 Random and cooperative sequential adsorption Rev. Mod. Phys. 65 1281–329
[34] Korniss G and Caraco T 2005 Spatial dynamics of invasion: the geometry of introduced species J. Theor. Biol. 233 137–50
[35] Family F, Meakin P and Vicsek T 1985 Cluster size distribution in chemically controlled cluster–cluster aggregation J. Chem. Phys. 83 4144–50
[36] Bub G, Shrier A and Glass L 2005 Global organization of dynamics in oscillatory heterogeneous excitable media Phys. Rev. Lett. 94 028105
[37] Steinberg B E, Glass L, Shrier A and Bub G 2006 The role of heterogeneities and intercellular coupling in wave propagation in cardiac tissue Philos. Trans. A 364 1299–311
[38] Himel H D et al 2013 Electrotonic suppression of early afterdepolarizations in the neonatal rat ventricular myocyte monolayer J. Physiol. 591 5357–64
[39] Comtois P and Vinet A 1999 Curvature effects on activation speed and repolarization in an ionic model of cardiac myocytes Phys. Rev. E 60 4619–28
[40] Panfilov A V, Keldermann R H and Nash M P 2005 Self-organized pacemakers in a coupled reaction–diffusion-mechanics system Phys. Rev. Lett. 95 258104
[41] Biktashev V N 2002 Dissipation of the excitation wave fronts Phys. Rev. Lett. 89 168102
[42] Korhonen T, Haminlen S L and Tavi P 2009 Model of excitation–contraction coupling of rat neonatal ventricular myocytes Biophys. J. 96 1189–209
[43] Glynn P, Onal B and Hund T J 2014 Cycle length restitution in sinoatrial node cells: a theory for understanding spontaneous action potential dynamics PLoS One 9 e89049
[44] Boyett M R, Dobrzynski H, Lancaster M K, Jones S A, Honjo H and Kodama I 2003 Sophisticated architecture is required for the sinoatrial node to perform its normal pacemaker function J. Cardiovasc. Electrophysiol. 14 104–6
[45] Kim J M, Bursac N and Henriquez C S 2010 A computer model of engineered cardiac monolayers Biophys. J. 98 1762–71