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Abstract—The onerous media sharing task prompts resource-constrained media owners to seek help from a cloud platform, i.e., storing media contents in the cloud and letting the cloud do the sharing. There are three key security/privacy problems that need to be solved in the cloud media sharing scenario, including data privacy leakage and access control in the cloud, infringement on the owner’s copyright, and infringement on the user’s rights. In view of the fact that no single technique can solve the above three problems simultaneously, two cloud media sharing schemes are proposed in this article, named FairCMS-I and FairCMS-II. By cleverly utilizing the proxy re-encryption technique and the asymmetric fingerprinting (AFP) technique, FairCMS-I and FairCMS-II solve the above three problems with different privacy/efficiency tradeoffs. Among them, FairCMS-I focuses more on cloud-side efficiency while FairCMS-II focuses more on the security of the media content, which provides owners with flexibility of choice. In addition, FairCMS-I and FairCMS-II also have advantages over existing cloud media sharing efforts in terms of optional indistinguishability under chosen-plaintext attack (IND-CPA) security and high cloud-side efficiency, as well as exemption from needing a trusted third party. Furthermore, FairCMS-I and FairCMS-II allow owners to reap significant local resource savings and thus can be seen as the privacy-preserving outsourcing of AFP. Finally, the feasibility and efficiency of FairCMS-I and FairCMS-II are demonstrated by experiments.
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I. INTRODUCTION

In day-to-day life, people are encountering an ever-growing volume of media big data through various social media platforms such as Facebook, Twitter, and WeChat. As a result, it has become increasingly common for media owners to share their contents with multiple users. To handle the vast number of users and media contents, the owner is typically required to deploy high-performance servers and broadband networks to cope with the onerous computing, storage, and communication demands of copyright-protected media sharing solutions [1], [2]. While this may not be a challenge for media companies, it can be prohibitively expensive for individuals.

An intuitive approach to reduce overhead for the owner is to store the media contents in a cloud platform and, with the help of the cloud, share the media contents to the authorized users. It is evolving into an emerging technique called cloud media sharing [3], [4]. In this technique, on the one hand, the owner can make full use of the abundant software, hardware, and bandwidth resources of the cloud, thereby avoiding the expense of deploying servers and networks; on the other hand, the cloud can earn economic benefits by collecting rent from owners.

Despite the benefits of cloud media sharing, due to a variety of reasons such as curiosity, financial incentive, and reputation damage, there are still several security/privacy problems that have to be solved, as shown follows.

Problem 1: Data privacy leakage and access control in the cloud. On the one hand, the cloud service provider could be curious about the data it encounters. On the other hand, it is a challenge to implement access control over the media content without direct control by the owner.

Problem 2: The infringement on the data owner’s copyright. Upon receiving the media content from the cloud, the authorized user could redistribute the owner’s media content arbitrarily. Clearly, it damages the owner’s copyright.

Problem 3: The infringement on the user’s rights. The owner may frame any user by falsely alleging that the user’s watermark has been found in an unauthorized content copy, while the fact is that this user’s watermark had been abused by the owner or adversaries. The possibility of launching a malicious incrimination on an honest user harms the user’s rights.

To solve Problem 1, cryptosystems implementing privacy-protected access control are required. Attribute-based encryption (ABE) [5], [6] is such a cryptosystem, in which a user’s
credentials are described by attributes. A ciphertext can be decrypted by the user when the attributes pass the ciphertext's access structure. Proxy re-encryption (PRE) [7], [8] is another common cryptographic access control system, which allows the cloud to convert the owner’s ciphertext into a user’s ciphertext without knowing the plaintext version.

We then move on to discuss possible solutions to Problems 2 and 3. A watermarking technique being able to safeguard the user’s rights while maintaining the owner’s copyright is called asymmetric fingerprinting (AFP) [9], [10], [11], [12], [13], [14]. AFP mainly relies on cryptographic tools including public key cryptosystem and homomorphic encryption, in which the embedding operation is performed in the ciphertext domain so that only the user has access to his/her own fingerprint. Since the owner cannot acquire the user’s personal fingerprint, he/she has no ability to frame honest users. Nevertheless, if the owner later finds a suspicious media copy, the malicious user can still be identified and proved guilty in front of a judge.

As discussed above, AFP seems to solve Problems 2 and 3, perfectly. However, this is no longer the case when media contents are remotely hosted by the cloud since existing AFP schemes were designed without taking the cloud’s involvement into consideration. Thus, it remains to be further explored how to develop a novel AFP solution compatible with the system model of cloud media sharing. This is a challenging task, not even to mention that we also have to simultaneously protect the privacy of the data in the cloud, i.e., solving Problem 1.

There are two extra challenges that need to be addressed. For one thing, considering that the original purpose of cloud’s involvement is to help resource-constrained owners efficiently share their media contents, the owner-side overhead needs to be carefully controlled to ensure that owners can obtain significant resource savings. For another, since the number and identity composition of target users generally cannot be determined accurately in advance, a practical cloud media sharing scheme should be scalable in the sense its capacity expands in real time as the number of subscriptions increases. PRE is better than ABE if the access policy changes frequently [3], [15]. Therefore, we tend to use PRE for scheme construction in this article.

In this article, facing these problems and challenges, we set out to solve them. First, to achieve data protection and access control, we adopt the lifted-ElGamal based PRE scheme, as discussed in [16], [17], [18], [19], [20], whose most prominent characteristic is that it satisfies the property of additive homomorphism. Then this homomorphism property is fully exploited to facilitate the integration with the lookup table (LUT)-based AFP scheme put forward by Bianchi et al. [10]. In this way, the cloud is successfully introduced to participate in the AFP solution, and the combination of the two technologies provides an approach to solve Problems 1, 2, and 3, simultaneously.

According to the above idea, we propose two cloud media sharing schemes in this article, i.e., FairCMS-I and FairCMS-II, which solve the above three problems with different privacy/efficiency tradeoffs. Among them, FairCMS-I consumes fewer cloud resources, while FairCMS-II achieves better protection for the media content. The different encryption methods used by the two schemes for the media content stored in the cloud are responsible for this performance difference.

From the point of view of the owner side, both FairCMS-I and FairCMS-II can be regarded as the outsourcing of the LUT-based AFP [10], i.e., the owner can reap significant savings in the local storage, communication, and computing resources. Therefore, both schemes meet the requirement of owner-side efficiency, which is validated by the comprehensive theoretical analysis in Section VII and the experimental evaluation in Section VIII. Meanwhile, the two schemes meet the scalability requirement by performing re-encryption operations for each user. In addition, experiments are also carried out to demonstrate the excellent performance of the proposed two schemes in terms of perception quality and success tracing rate.

Finally, the major contributions of this article are summarized as follows.

1) Aiming at the situation that the existing techniques cannot fully meet the security/privacy requirements of cloud media sharing, we propose two novel schemes, namely FairCMS-I and FairCMS-II, to solve Problems 1, 2, and 3 with different privacy/efficiency tradeoffs, which are also qualified in terms of owner-side efficiency and scalability. Compared to existing schemes, FairCMS-I and FairCMS-II possess the advantages outlined in Table I.

2) By delegating the management of the media content to the cloud, FairCMS-I and FairCMS-II can also be seen as an instantiation of privacy-preserving outsourcing of AFP, thereby solving the problem caused by insufficient local resources of the owner in media sharing.

The rest of this article is outlined as follows. The next section reviews the related work. Section III describes the system model, threat model, and design goals. Subsequently, Section IV introduces the involved fundamental techniques. The two schemes are constructed in Section V. The performance of the two schemes regarding the three problems is evaluated in Section VI followed by the efficiency analysis in Section VII. The experimental results are reported in Section VIII. The last section concludes the article.

II. RELATED WORK

First, this work inherits from the privacy-protected cloud media sharing solutions based on ABE or PRE. Wu et al. [21] came up with an ABE scheme with multimeasure ciphertext policy, which was implemented for scalable media sharing and access control based on the user’s attributes. Polyakov et al. [22] proposed two multithread unidirectional PRE schemes for controlled publication and subscription of cloud data, which supports the transfer of proxy access rights. Liang et al. [23] defined and constructed a deterministic finite automata-based functional PRE scheme for public cloud data sharing without privacy leakage. After that, Li et al. [24] constructed a fine-grained and accountable access control system in the cloud, which traces suspicious access behaviors while ignores redistribution behaviors. Clearly, Problems 2 and 3 are not considered in these works.
Second, this work is related to the AFP schemes. Rial et al. [13] proposed a provably secure anonymous AFP scheme based on the ideal-world/real-world paradigm. Poh and Martin [25] designed an innovative user-side AFP scheme based on the symmetric Chameleon encryption technique, which achieves significant gains in owner-side computing and communication efficiency. Afterwards, Bianchi and Piva [10] proposed a LUT-based AFP scheme without involving a trusted third party (TTP) based on homomorphic encryption, which also implements AFP within the user-side framework. Despite the fact that Problems 2 and 3 are solved in these works, Problem 1 is not mentioned.

Third, there are also studies that deal with both privacy-protected access control and traitor tracing. Xia et al. [26] introduced the watermarking technique to privacy-protected content-based ciphertext image retrieval in the cloud, which can prevent the user from illegally distributing the retrieved images. However, the fairness of the traitor tracing is only realized by the involvement of a TTP in the scheme. Moreover, the encryption of image features in the scheme is not indistinguishable under chosen-plaintext attack (IND-CPA) secure. Zheng et al. [27] aimed to achieve differential access control and access history hiding on the cloud while enabling fair redistribution tracing by embedding watermarks homomorphically. However, the computing overhead on the cloud side would be onerous due to the need of performing re-encryption operations and homomorphic operations on the media content. Additionally, a TTP is still required to generate and encrypt watermarks for every user. Frattolillo [28] proposed a multiparty watermarking scheme for the cloud’s environment, which is able to solve the aforementioned three problems simultaneously. However, IND-CPA security is not satisfied in the scheme due to the adoption of commutative cryptosystem. Zhang et al. [3] combined PRE and fair watermarking to realize privacy-protected access control and combat content redistribution in the cloud, which also solves all three problems successfully. For one thing, compared with the first scheme of Zhang et al., neither of our schemes requires the participation of a TTP. For another, compared with the second scheme of Zhang et al., which does not require a TTP, in our proposed scheme FairCMS-I, the cloud only needs to perform homomorphic operations and re-encryption operations on the encrypted LUT and fingerprint instead of the encrypted media content. As LUTs and fingerprints are far shorter than the media content itself, FairCMS-I consumes much fewer cloud resources than that of [3] (the cloud-side overhead of the two schemes in [3] is the same). Furthermore, in the second scheme of Zhang et al., the user can escape traceability by generating two different fingerprints (we discuss this in detail in the third last paragraph of Section V-A), and both FairCMS-I and FairCMS-II solve this problem.

Finally, the comparison between the two proposed schemes and the existing relevant schemes is summarized in Table I. As can be seen therein, the two proposed schemes FairCMS-I and FairCMS-II have advantages over the existing works. In addition, the two proposed schemes offer owners the flexibility to choose. If the security requirements for the media content are not excessively rigorous and the size of the media content is small (e.g., images with a moderate pixel count), the owner can choose FairCMS-I to minimize the cost of renting cloud resources; otherwise, the owner can choose FairCMS-II. There is no fixed security requirement or content size threshold to guide the selection between these two options. Instead, it is up to the owner to make a decision based on the objective application scenario and his/her subjective considerations. In Section VIII, we conduct a comparative experiment on the cloud-side efficiency of FairCMS-I and FairCMS-II to provide a quantitative reference for the owner’s decision-making.

### III. PROBLEM STATEMENT

#### A. System Model

As illustrated in Fig. 1, our system model mainly consists of four entities: the owner, the cloud, users, and the judge. Their roles are elaborated as follows.

1) **Owner.** The owner, who might be a media producer or trader, plans to store the media content in the cloud and let the cloud do the content distribution. First, the owner requires that the cloud not be able to obtain the plaintext.
The threats considered in this article come from three entities: users, the owner, and the cloud. First, users are assumed to be malicious, who could illegally redistribute the owner’s media content with the hope that this behavior will not be detected. Second, the owner is also assumed to be malicious, who may try to obtain the users’ fingerprints and maliciously embed the fingerprints into any media content to frame honest users for copyright infringement. Third, the cloud is assumed to be honest-but-curious, which is the same as other privacy-preserving cloud media sharing schemes based on ABE or PRE [7], [15], [21], [23], [29]. Although the honest-but-curious cloud faithfully performs its assigned duties, he/she could try to steal the plaintext about the owner’s media content. Moreover, the cloud is also curious about other information it encounters, including the users’ fingerprints and the LUTs. Finally, as in [28], we assume that there may exist collusion among individual users and collusion between the owner and the cloud, while there is no collusion between users and the cloud.

C. Design Goals

Under the above system model and threat model, we summarize the design goals as follows.

1) Implement privacy-preserving access control. On the one hand, the cloud should be prevented from obtaining the private plaintext of the data it encounters, including the owner’s media content, the users’ fingerprints, and the LUTs. On the other hand, only users authorized by the owner can access the media content.

2) Protect the owner’s copyright. We need to embed the user’s fingerprint in the owner’s media content to enable traitor tracing. As long as an unfaithful user makes an unauthorized redistribution, he/she can be detected by the embedded fingerprint in the media content.

3) Protect the user’s right. We need to prevent the owner from framing an honest user for copyright infringement by embedding this user’s fingerprint in any media content.

4) Ensure efficiency gains and scalability. For one thing, we need to carefully control the owner-side overhead to ensure that the owner can gain significant local resource savings from cloud media sharing. For another, we need to ensure that the two proposed schemes are scalable to handle real-time requests from users.

5) TTP-free. The two proposed schemes should not require any TTP to participate in the media sharing process. The TTP mentioned here does not cover the judge, who is only responsible for handing down sentences in cases of suspected redistribution and is not involved in the media sharing process. The judge is an indispensable participant. In contrast, the existing schemes [3], [26], [27] that are not TTP-free all require a TTP to remain online during media sharing to generate watermarks for users.

IV. FUNDAMENTAL TECHNIQUES

A. LUT-Based Secure Embedding

For better understanding, we start with the introduction of a LUT-based watermarking scheme [30], [31], which is the basis of the AFP scheme proposed by Bianchi and Piva [10].

1) Key Generation (KG): First, the owner creates a $T \times 1$ encryption LUT (E-LUT) $E$ with its entry $E(t) \ (0 \leq t \leq T - 1)$ following the Gaussian distribution $N(0, \sigma_E)$. Then, for the
kth user, his/her personalized decryption LUT (D-LUT) \( D_k \) is obtained by modifying the E-LUT as follows:

\[
D_k = -E + W_k
\]

where \( W_k \) is the kth user’s personalized watermarking LUT (W-LUT) that is generated by the following equation:

\[
W_k = G_w k
\]

where \( G \) is a \( T \times L \) encoding matrix \([10], [32], [33]\) and the vector \( w_k = [w_{k,l}]_{l=0}^{L-1} \) is computed by \( w_{k,l} = \sigma_W (2b_{k,l} - 1) \). Here, \( \sigma_W \) is a public parameter utilized to set the standard deviation of \( W_k \) and \( b_k = [b_{k,l}]_{l=0}^{L-1} \) is the kth user’s L-bit uniform binary fingerprint.

2) Encryption: Based on the E-LUT \( E \), the owner encrypts the media content using the single-value alteration method. Assume that the media content can be represented as a vector \( m \) of length \( M \), the encryption method used here can be expressed as follows:

\[
c = m + B^m E
\]

where \( B^m \) is a \( M \times T \) binary matrix defined as follows:

\[
B^m(i,j) = \begin{cases} 1, & j = t_i h \\ 0, & \text{otherwise} \end{cases}
\]

where \( t_i h \) (\( 0 \leq i \leq M - 1, 0 \leq h \leq S - 1 \)) is a set of \( M \times S \) values in the range \([0,T - 1] \). The generation of \( t_i h \) is controlled by an index generator under a session key \( SK_m \).

3) Joint Decryption and Fingerprinting: Upon receiving the \( k \)th user’s request, the owner sends \( c \) to the \( k \)th user who performs joint decryption and fingerprinting with the D-LUT \( D_k \) to obtain his/her personalized fingerprinted media content \( m^k \) by performing

\[
m^k = c + B^m D_k.
\]

Note that (2) can be calculated as follows:

\[
m^k = c + B^m D_k
\]

\[
= m + B^m E + B^m D_k
\]

\[
= m + \sigma_W G (2b_k - 1)
\]

where \( G = B^m G \). It is clear from (3) that the fingerprint \( b_k \) has been successfully embedded into the original media content \( m \) under the modulation of the secret matrix \( G \).

4) Fingerprint Detection and Traitor Tracing: Once a copyright dispute occurs between the owner and the user, they delegate a judge that is credible for both parties to make a fair arbitration. Due to the possible noise effect during data transmission, the received suspicious media content copy is assumed to be contaminated by an additive noise \( n \), i.e.,

\[
\tilde{m}^k = m + G w_k + n
\]

\[
= m + \sigma_W G (2b_k - 1) + n
\]

where \( \tilde{b}_k \) is the suspicious user’s fingerprint.

In order to detect the fingerprint \( b_k \), the judge can leverage the suboptimal decoders such as the Matched Filter decoder and the pseudoinverse decoder \([10]\), which are respectively formulated as follows:

\[
\tilde{b}_k = \text{sgn} \left\{ G^T (\hat{m}^k - m) \right\}
\]

and

\[
\tilde{b}_k = \text{sgn} \left\{ (G^T G)^{-1} G^T (\hat{m}^k - m) \right\}
\]

where

\[
\text{sgn} \left( \zeta \right) = \begin{cases} 1, & \zeta > 0 \\ 0, & \zeta \leq 0 \end{cases}
\]

If \( \tilde{b}_k = b_k \) is established within the allowable error range, the judge rule that the \( k \)th user has illegally redistributed the owner’s media; otherwise, the \( k \)th user is proved innocent.

B. AFP Based on User-Side Embedding

Given the above arithmetics of the LUT-based user-side embedding in the plaintext domain, the additive homomorphism is used to implement the secure distribution of D-LUTs in the ciphertext domain \([10]\).

1) Additive Homomorphism: Suppose that \( E_{PK} (\cdot) \) is the additive homomorphic encryption under the public key \( PK \). By saying additive homomorphism, \( E_{PK} (\cdot) \) satisfies the following equations:

\[
E_{PK} (m_1 + m_2) = E_{PK} (m_1) \cdot E_{PK} (m_2)
\]

\[
E_{PK} (a \cdot m) = E_{PK} (m)^a
\]

where \( m_1, m_2, \) and \( m \) are plaintexts, and \( a \) is an integer.

2) Secure Distribution of D-LUTs: First, the \( k \)th user generates his/her fingerprint \( b_k \) locally and encrypts it with his/her public key \( PK_{U_k} \), i.e., \( E_{PK_{U_k}} (b_k) = [E_{PK_{U_k}} (b_{k,0}), E_{PK_{U_k}} (b_{k,1}), \ldots, E_{PK_{U_k}} (b_{k,L-1})] \). Then, the \( k \)th user sends \( E_{PK_{U_k}} (b_k) \) to the owner. After receiving \( E_{PK_{U_k}} (b_k) \), the owner calculates \( w_k \) in the ciphertext domain by the following equation:

\[
E_{PK_{U_k}} (w_{k,l}) = E_{PK_{U_k}} (b_{k,l} - 1)^{\sigma_w}
\]

\[
= E_{PK_{U_k}} (b_{k,l})^{2^{\sigma_w}} \cdot E_{PK_{U_k}} (1)^{-\sigma_w}
\]

and further calculates

\[
E_{PK_{U_k}} (D_k (t)) = E_{PK_{U_k}} (E (t))^{-1} \cdot \prod_{l=0}^{L-1} E_{PK_{U_k}} (w_{k,l})^{G(l,t)}
\]

where \( 0 \leq t \leq T - 1 \). \( E_{PK_{U_k}} (D_k (t)) \) is then sent to the \( k \)th user, who can acquire his/her personalized D-LUT through decryption with his/her private key \( SK_{U_k} \).

Through the above steps, the owner and the \( k \)th user are prevented from knowing the plaintext of \( b_k \) and the plaintext of \( G \) (and \( G \)), respectively, i.e., neither of them know the value of the embedded watermark \( G w_k \), thus achieving simultaneous protection of the owner’s copyright and the users’ rights.
C. Additive Homomorphic PRE

The lifted-ElGamal based PRE scheme [16], [17], [18], [19], [20] is summarized as follows.

Let $G_1$ and $G_2$ be two multiplicative cyclic groups of prime order $q$ with a bilinear map $e : G_1 \times G_1 \rightarrow G_2$, and $g$ be a random generator of $G_1$. The mapping $e$ has three properties: 1) bilinearity: for any $a, b \in \mathbb{Z}_q$, $e(g^a, g^b) = e(g, g)^{ab}$; 2) non-degeneracy: $e(g, g) \neq 1$; 3) computability: $e$ can be efficiently computed.

With bilinear pairing, the lifted-ElGamal based PRE technique is comprised of the following algorithms by using the public parameters $G_1, G_2, q, e, g$, and $Z = e(g, g) \in G_2$.

1) Key generation (KG). A user $A$’s key pair is of the form $PK_A = (Z^{a_1}, g^{a_2})$ and $SK_A = (a_1, a_2)$, and a user $B$’s key pair is of the form $PK_B = (Z^{b_1}, g^{b_2})$ and $SK_B = (b_1, b_2)$.

2) Re-encryption key generation (RG). A user $A$ authorizes $B$ access to $A$’s data by publishing the re-encryption key $rk_{A \rightarrow B} = (g^{a_1b_1}, g^{b_2a_2} \in G_1$, computed from $A$’s private key and $B$’s public key.

3) First-level encryption ($E^1$). To encrypt a message $m \in \mathbb{Z}_q$ under $PK_A$ in such a way that it can only be decrypted by the holder of $SK_A$, the scheme computes $E^1_{PK_A}(m) = (Z^{m^{a_1}}, Z^{m^{a_2}})$, where $r$ is a random number from $\mathbb{Z}_q$.

4) Second-level encryption ($E^2$). To encrypt a message $m \in \mathbb{Z}_q$ under $PK_A$ in such a way that it can be decrypted by $A$ and his/her delegates, the scheme outputs $E^2_{PK_A}(m) = (g^r, Z^{m^{a_1}})$.

5) Re-encryption (R). Anyone can change a second-level ciphertext for $A$ into a first-level ciphertext for $B$ with $rk_{A \rightarrow B} = g^{a_1b_1}$. From $E^1_{PK_A}(m) = (g^r, Z^{m^{a_1}})$, the scheme computes $e(g^r, Z^{a_1}) = Z^{a_1r}$ and publishes $E^1_{PK_B}(m) = (Z^{b_2a_1r}, Z^{m^{a_1}}) = (Z^{b_2r}, Z^{m^{a_1}})$.

6) Decryption ($D^1, D^2$). To decrypt a first-level ciphertext $E^1_{PK_A}(m) = (Z^{m^{a_1}}, Z^{m^{a_2}})$, the scheme computes $m = Z^{m^a} = (\beta_i^{a_1/a_i})$ for $i = \{1, 2\}$. To decrypt a second-level ciphertext $E^2_{PK_A}(m) = (g^r, Z^{m^{a_1}})$, the scheme outputs $m = Z^{m^a} = (\beta_i^a)$.

To get the plaintext $m$, the above mentioned PRE scheme requires computing the discrete logarithm of $m^a$ in the base $Z$, i.e., $m = \log_Z m^a$. Although this sounds restrictive, there is no limitation to the use of the lifted-ElGamal based PRE scheme as long as the plaintext space is small, as also pointed out by many other literature works [17], [18], [19], [20]. In our experiment, the lookup table method [34] is used to solve the discrete logarithm. It is worth emphasizing that the private key is still secure because of its huge value space. For example, in the experiment we quantify the plaintext to 20 bits, whereas the private key is typically 1024 bits or longer. Note that the value space doubles for each additional bit.

The most important feature of this PRE scheme is that both the first-level ciphertext and the second-level ciphertext satisfy the property of additive homomorphism, i.e.,

$$
E^1_{PK_A}(m_1) \cdot E^1_{PK_A}(m_2) = (Z^{a_1m_1}, Z^{a_1m_2}, Z^{m_1Z^{a_2m_2}}) = (Z^{a_1(r_1+r_2)}, Z^{m_1+m_2Z^{a_1(r_1+r_2)}}) = E^1_{PK_A}(m_1 + m_2)
$$

$$
E^2_{PK_A}(m_1) \cdot E^2_{PK_A}(m_2) = (g^{r_1}, g^{r_2}, Z^{m_1Z^{a_2m_2}}, Z^{m_2Z^{a_2m_2}}) = (g^{r_1+r_2}, Z^{m_1+m_2Z^{a_1(r_1+r_2)}}) = E^2_{PK_A}(m_1 + m_2)
$$

where $r_1$ and $r_2$ are random numbers in $\mathbb{Z}_q$, and $i \in \{1, 2\}$. In addition, we emphasize that the second line in (6) is also satisfied, and the verification is similar to the above.

V. SCHEME CONSTRUCTION

In this section, we bring forward two cloud media sharing schemes, namely FairCMS-I and FairCMS-II. FairCMS-I essentially delegates the re-encryption management of LUTs to the cloud, thus significantly reducing the overhead of the owner side. Nevertheless, FairCMS-I cannot achieve IND-CPA security for the media content. Therefore, we further propose a more secure scheme FairCMS-II, which delegates the re-encryption management of both media content and LUTs to the cloud.

A. Scheme of FairCMS-I

In the user-side embedding AFP, since the encrypted media content shared with different users is the same, the encryption of the media content is only executed once. In contrast, due to the personalization of D-LUTs, once a new user initiates a request, the owner must interact with this user to securely distribute the D-LUT under the support of homomorphic encryption. This cost scales linearly with the number of users. It is clear that the biggest source of overhead for the owner is the management and distribution of LUTs. Therefore, the focus of implementing resource-saving cloud media sharing is to find ways to transfer this overhead to the cloud. Based on this observation, the first scheme is as follows.

1) Key, Fingerprint, E-LUT, and Encoding Matrix Generation: Based on the lifted-ElGamal based PRE scheme introduced in Section IV-C, the $k$th user $U_k$ generates his/her public key $PK_{U_k} = (Z^{a_1}, g^{a_2})$ and private key $SK_{U_k} = (a_1, a_2)$. In addition, the owner $O$ generates his/her own public key $PK_O = (Z^{b_1}, g^{b_2})$ and private key $SK_O = (b_1, b_2)$, and the judge $J$ also generates the key pair as $PK_J = (Z^{c_1}, g^{c_2})$ and $SK_J = (c_1, c_2)$. Moreover, the $k$th user generates his/her private fingerprint $b_k$ locally, and the owner generates an E-LUT $E$ and an encoding matrix $G$ locally.

2) Calculation and Distribution of D-LUTs: The $k$th user encrypts his/her private fingerprint $b_k$ into a second-level ciphertext $E^2_{PK_{U_k}}(b_k)$ using his/her public key $Z^{a_1}$, namely $E^2_{PK_{U_k}}(b_k) = [(g^{a_1}, Z^{b_1a_1}, Z^{a_1r_1}), \ldots, (g^{r_1}, Z^{b_1a_1Z^{a_1r_1}}, \ldots, (g^{r_k}, Z^{b_1a_1Z^{a_1r_k}})]$, and then sends $E^2_{PK_{U_k}}(b_k)$ to the..
cloud. In addition, the $k$th user also generates a re-encryption key $r_{kU_k} \rightarrow U_i^j = g^{a_i a_j}$ with his/her private key $SK_{U_k} = a_i$ and his/her public key $PK_{U_k} = g^{a_j}$, and generates another re-encryption key $r_{kU_k} \rightarrow j = g^{a_j a_j}$ with his/her private key $SK_{U_k} = a_i$ and the judge’s public key $PK_j = g^{a_j}$, then sends the two re-encryption keys to the cloud.

The owner encrypts the E-LUT $E$ into a second-level ciphertext $E_{PK_{O}}(E(t)) (0 \leq t \leq T - 1)$ using his/her public key $PK_{O} = Z^{b_i}$, i.e., $E_{PK_{O}}(E(t)) = (g^t, Z^{b_i} Z^{b_j})$, and sends $E_{PK_{O}}(E(t))$ together with $G$ to the cloud, who then stores $E_{PK_{O}}(E(t))$ and $G$. In addition, the owner $O$ generates a re-encryption key $r_{K_{O} \rightarrow U_k}$ under his/her private key $SK_{O} = b_i$ and the $k$th user’s public key $PK_{U_k} = g^{a_i}$, i.e., $r_{K_{O} \rightarrow U_k} = g^{a_i a_j}$, and then sends $r_{K_{O} \rightarrow U_k}$ to the cloud.

The cloud uses the re-encryption key $r_{K_{O} \rightarrow U_k}$ to change the received encrypted E-LUT under the owner’s key, i.e., $E_{PK_{U_k}}(E(t))$, into $E_{PK_{U_k}}(E(t))$, which is the first-level ciphertext of the $k$th user. Furthermore, the cloud changes $E_{PK_{U_k}}(E(t))$ into $E_{PK_{U_k}}(E(t))$ using $r_{K_{U_k} \rightarrow U_i^j}$ and changes $E_{PK_{U_k}}(E(t))$ into $E_{PK_{U_k}}(E(t))$ using $r_{K_{U_k} \rightarrow j}$, and then stores $E_{PK_{U_k}}(E(t))$ into a set $\mathcal{F}$. Subsequently, the cloud calculates $E_{PK_{U_k}}(D_k(t))$ with $E_{PK_{U_k}}(E(t))$, $E_{PK_{U_k}}(E(t))$, and $G$ by (7) and (8). We emphasize that this process can be performed successfully because the first level ciphertext of the lifted-ElGamal based PRE scheme satisfies the property of additive homomorphism. Finally, the cloud sends $E_{PK_{U_k}}(D_k(t))$ back to the $k$th user, who acquires his/her personalized D-LUT $D_k$ through decryption with his/her private key $SK_{U_k} = a_2$.

3) Cloud-Based Media Sharing: The owner encrypts the media content collection $\{m\}$ to be shared using the single-value alteration method and sends the resulting encrypted media content collection $\{c\}$ to the cloud, who then stores the encrypted media content collection. In addition, the owner sends the binary matrix collection $\{B^m\}$ used in the encryption process to the cloud, which is generated locally by the owner based on the session keys and is utilized for encrypting each media content.

The cloud calculates the secret matrix collection $\{G\}$ with the binary matrix collection $\{B^m\}$ and the encoding matrix $G$, and then stores the secret matrix collection and the binary matrix collection. Suppose the $k$th user expects to access one of the owner’s media content $m$. The cloud then extracts the encryption result $c$ of the media content $m$ from the encrypted media content collection, i.e., $c = m + B^m E$, and sends $c$ to this user. Meanwhile, the corresponding binary matrix $B^m$ is also extracted from the binary matrix collection by the cloud and sends to the $k$th user. Finally, the $k$th user decrypts $c$ with his/her personalized D-LUT $D_k$ and the binary matrix $B^m$ based on (3) to get the fingerprint embedded media content $m_k$.

4) Arbitration and Traitor Tracing: Upon the detection of a suspicious media content copy $m_k$, the owner resorts to the judge for violation identification. To this end, the proofs that the owner needs to provide the judge includes the original media content $m$ with no fingerprints embedded, the corresponding secret matrix $G$, and the set $\mathcal{F}$ that holds all the users’ fingerprints. Among them, $G$ and $\mathcal{F}$ is available for download by the owner from the cloud. It is worth mentioning that the fingerprints stored in set $\mathcal{F}$ are encrypted by the judge’s public key $PK_j$, so the user’s fingerprint will not be leaked to the owner and the cloud, but the plaintext of the fingerprints can be decrypted by the judge with his/her own private key $SK_j = c_2$. With these materials, the judge can make a fair judgment by (4) or (5).

5) Summary and Discussion: The whole FairCMS-I scheme is summarized as follows. First, suppose an owner rents the cloud’s resources for media sharing, the owner and the cloud execute Part 1 as shown in Fig. 2. Then, suppose the $k$th user makes a request indicating that he/she wants to access one of the owner’s media content $m$, the involved entities execute Part 2 after the $k$th user is authorized by the owner as shown in Fig. 3. Once a suspicious media content copy $m_k$ is detected, the owner resorts to the judge for violation arbitration, i.e., the owner and the judge jointly execute Part 3 as shown in Fig. 4.

We emphasize that Part 1 is just an initialization step that only needs to be executed once before media sharing begins, while Part 2 is executed upon requesting of media content copy from each authorized user. Part 3 is only executed for each detected suspicious media content copy. Therefore, in the case of a large number of users, the owner’s overhead in Part 2 should be the primary concern for a media sharing system. Fortunately, in our design, by delegating the operations securely to the cloud, in now Part 2 the owner only needs to calculate and send a re-encryption key, which only incurs negligible overhead. As a result, this scheme well solves the bottleneck caused by insufficient owner-side resources. Also, since Part 2 is executed online for each user, this scheme clearly meets the scalability requirements. The achievement of the three security goals of FairCMS-I will be discussed in detail in Section VI.

In addition, it is noted that two re-encryption keys $r_{K_{O} \rightarrow U_k}$ and $r_{K_{U_k} \rightarrow j}$ are used in the scheme to protect the users’ fingerprints. Among them, $r_{K_{O} \rightarrow U_k}$ is used to change $E_{PK_{U_k}}(b_k)$ into $E_{PK_{U_k}}(b_k)$, and $r_{K_{U_k} \rightarrow j}$ is used to change $E_{PK_{U_k}}(b_k)$ into $E_{PK_{U_k}}(b_k)$. In comparison, the method adopted in [3] is that the $k$th user encrypts his/her fingerprint $b_k$ with his/her
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**Input:** Security parameter $\lambda$.

**Output:** The cloud stores $\{\hat{G}\}$, $G$, $E_{PK_{O}}(E(t))$, $\{B^m\}$, and $\{c\}$.

**Procedure:**

**Owner:**
- Generate $(E, G, PK_{O}, SK_{O}, \{SK_m\})$.
- $E_{PK_{O}}(E(t)) \leftarrow (E(t), PK_{O})$.
- $\{t_{ih}\} \leftarrow \{SK_m\}$.
- $\{B^m\} \leftarrow \{t_{ih}\}$.
- $\{c\} \leftarrow \{\{m\}, \{B^m\}, E\}$.
- Send $G$, $E_{PK_{O}}(E(t))$, $\{B^m\}$, and $\{c\}$ to the cloud.

**Cloud:**
- $\{\hat{G}\} \leftarrow \{\{B^m\}, G\}$.
- Store $\{\hat{G}\}$, $G$, $E_{PK_{O}}(E(t))$, $\{B^m\}$, and $\{c\}$.

---

![Fig. 2. FairCMS-I: media storage (Part 1).](image-url)
Input: Security parameter \( \lambda \), G, \( E_{PK_D}(E(t)) \), \( \{B^m\} \), and \( \{c\} \).

Output: The \( k \)-th user obtains the watermarked media content \( m^k \).

Procedure:

\( k \)-th User:
- Generate \((b_k, PK_{U_k}, SK_{U_k})\),
- \( E_{PK_{U_k}}(b_k) \leftarrow (b_k, PK_{U_k})\),
- \( rk_{U_{2-k}} \leftarrow (SK_{U_k}, PK_{U_k})\),
- \( rk_{U_{2-k} \rightarrow U_k} \leftarrow (SK_{U_k}, PK_{J})\),
- Send \( E_{PK_{U_k}}(b_k), rk_{U_{2-k} \rightarrow U_k}, \) and \( rk_{U_{2-k} \rightarrow J} \) to the cloud.

Owner:
- \( rk_{O \rightarrow U_k} \leftarrow (SK_O, PK_{U_k})\),
- And Send \( rk_{O \rightarrow U_k} \) to the cloud.

Cloud:
- \( E_{PK_{U_k}}(E(t)) \leftarrow (E_{PK_D}(E(t)), rk_{O \rightarrow U_k}) \),
- \( \text{Store } E_{PK_{U_k}}(b_k) \text{ into a set } F \),
- \( E_{PK_{U_k}}(D_k(t)) \leftarrow (E_{PK_{U_k}}(E(t)), E_{PK_{U_k}}(b_k), G) \),
- Extract the corresponding \( c \) from \( \{c\} \),
- Extract the corresponding \( B^m \) from \( \{B^m\} \).
- Send \( E_{PK_{U_k}}(D_k(t), c, \text{ and } B^m \) to the \( k \)-th user.

\( k \)-th User:
- \( D_k(t) \leftarrow (E_{PK_{U_k}}(D_k(t), SK_{U_k})\),
- \( m^k \leftarrow (c, B^m, D_k) \).

Fig. 3. FairCMS-I: media sharing (Part 2).

Input: The suspicious media content \( \tilde{m}^k \), \( \{\tilde{G}\} \), the original media content \( m \), and the set of fingerprints \( F \).

Output: The judge finds the copyright violator.

Procedure:

Owner:
- Extract and download the corresponding \( \tilde{G} \) from the cloud,
- Download the set \( F \) from the cloud,
- Send \( m, \tilde{G}, \text{ and } F \) to the judge.

Judge:
- Decrypt the fingerprints in the set \( F \) with the private key \( SK_J \) of the judge,
- \( b_k \leftarrow (m^k, \tilde{G}, m) \),
- Compare \( b_k \) to the decrypted fingerprints in \( F \).

Fig. 4. FairCMS-I: traitor tracing (Part 3).

public key \( PK_{U_k} \) and judge’s public key \( PK_J \), respectively, and then sends the two results \( E_{PK_{U_k}}(b_k) \) and \( E_{PK_J}(b_k) \) to the cloud. However, in this case, an unfaithful user can evade traitor tracing by producing two different fingerprints, i.e., a \( b_k \) is used to produce \( E_{PK_{U_k}}(b_k) \) and another \( b_k \) is used to produce \( E_{PK_J}(b_k) \). Our proposed scheme avoids this vulnerability because the user only has freedom to generate one fingerprint \( b_k \), and \( E_{PK_{U_k}}(b_k) \) (for fingerprint embedding) and \( E_{PK_J}(b_k) \) (for traitor tracing) are re-encryption results of the same second-level ciphertext \( E_{PK_{U_k}}(b_k) \).

Moreover, FairCMS-I does not perform any processing on the encrypted media content stored in the cloud, but only performs homomorphic operations and re-encryption operations on the encrypted LUT and fingerprint that are much smaller in size, which results in outstanding cloud-side efficiency. In contrast, the two schemes proposed by Zhang et al. [3] both require homomorphic operations and re-encryption operations on the media content, which obviously consumes a lot more cloud resources. This means that FairCMS-I can save users a large amount of cost of renting cloud resources, thus achieving one of the prominent advantages of our work.

Finally, we emphasize that the attack from the communication channel is not considered in the adopted threat model, so \( B^m \), G, and \( \bar{G} \) are all transmitted in plaintext. In practical applications, if the communication channel does not meet this assumption, simple modifications can be made to the proposed scheme. On the one hand, we can use public key cryptography to encrypt the transmitted plaintext. For example, in Part 1 the owner can encrypt \( G \) with the cloud’s public key \( PK_C \) before sending it to the cloud, who then decrypts \( E_{PK_C}(G) \) with his/her own private key \( SK_C \). On the other hand, the same \( B^m \) can be generated on different entities by sharing the session key \( SK_m \), in the same way as in the AFP scheme. Meanwhile, bandwidth savings can also be obtained by transferring \( SK_m \) instead of \( B^m \). Apart from the above, message authentication code and digital signature can also be added if integrity and source authentication are needed.

B. Scheme of FairCMS-II

The encryption and decryption on the media content \( m \) in FairCMS-I are essentially symmetric-key cipher although the E-LUT and D-LUT used are different, so it is highly efficient since only the single-value additive operation is used in this cipher. However, the IND-CPA security of the encrypted media content collection \( \{c\} \) stored in the cloud cannot be achieved [30]. In applications with high media privacy requirements, a more secure cloud media sharing scheme is desired. In this concern, we propose the second cloud media sharing scheme FairCMS-II, in which all media content stored in the cloud are encrypted by the lifted-ElGamal based encryption scheme.

In FairCMS-II, the key, fingerprint, E-LUT, and encoding matrix are all generated in the same way as in FairCMS-I. In addition, the calculation and management process for D-LUTs is also the same as in FairCMS-I, except that there is no need to distribute the resulting D-LUTs to users. That is, the cloud is not required to send the last calculated \( E_{PK_{C}}(D_k(t)) \) (Part 2 of FairCMS-I) to the \( k \)-th user, but instead storing it in a set \( D \). As will be shown in the following detailed discussion, this trick will enable the full usage of the computational power of the cloud and reduce bandwidth usage.
1) Cloud-Based Media Sharing: The owner encrypts the media content collection \( \{ m \} \) to be shared with his/her public key \( PK_O = Z^b \), and then sends the resulting encrypted media content collection \( \{ E_{PK_O}^1(m_i) \} = \{ (g_i^i, Z^m_i Z^{b_i}) \} \) to the cloud. In addition, the owner uses the session keys he/she selects to generate the binary matrix collection \( \{ B^m \} \), which is then sent to the cloud.

The cloud calculates the secret matrix collection \( \{ G \} \) with \( \{ B^m \} \) and \( G \), and then stores \( \{ G \} \) and \( \{ B^m \} \). In addition, the cloud calculates the encrypted ciphertext media content collection \( \{ E_{PK_O}^2(c) \} \) from \( \{ E_{PK_O}^1(m) \} \), \( E_{PK_O}(t) \), and \( \{ B^m \} \) by the following equation:

\[
E_{PK_O}(c_i) = E_{PK_O}(m_i) \cdot \prod_{t=0}^{T-1} E_{PK_O}(E(t)) B^m(i,t)
\]

where \( c_i \) (resp. \( m_i \)) is the \( i \)th element of \( c \) (resp. \( m \)) and \( i \in \{ 0, 2, \ldots, M - 1 \} \). We emphasize that this process can be accomplished successfully as the second-level ciphertext of the lifted-ElGamal based PRE scheme satisfies the property of additive homomorphism. Afterward, the cloud stores \( \{ E_{PK_O}^2(c) \} \).

Suppose the \( k \)th user want to acquire one of the owner’s media content \( m \). The cloud then extracts the corresponding encrypted ciphertext media content \( E_{PK_O}^2(c) \) from the encrypted ciphertext media content collection. Subsequently, the cloud converts \( E_{PK_O}^2(c) \) into \( E_{PK_O}^1(c) \) with the received re-encryption key \( rK_O \rightarrow U_k \) using the PRE technique. Joint decryption and fingerprinting is then processed by the cloud in the ciphertext domain as follows:

\[
E_{PK_{U_k}}^1(m^k_i) = E_{PK_{U_k}}^1(c_i) \cdot \prod_{t=0}^{T-1} E_{PK_{U_k}}^1(D_k(t)) B^m(i,t).
\]

The cloud then sends the resulting \( E_{PK_{U_k}}^1(m^k) \) to the \( k \)th user, who decrypts \( E_{PK_{U_k}}^1(m^k) \) with his/her own private key \( SK_{U_k} = a_2 \) to obtain the media content \( m^k \) embedded with his/her personal fingerprint. We emphasize that the cloud cannot get the plaintext version \( m^k \) of the watermarked media content as the cloud does not have the private key \( SK_{U_k} \) of the \( k \)th user to decrypt the resulting \( E_{PK_{U_k}}^1(m^k) \).

The whole FairCMS-II scheme is summarized as follows. First, suppose an owner rents the cloud’s resources for media sharing, the owner and the cloud execute Part 1 as shown in Fig. 5. Then, suppose the \( k \)th user makes a request indicating that he/she wants to access one of the owner’s media content \( m \), the entities execute Part 2 after the \( k \)th user is authorized by the owner as shown in Fig. 6. Finally, the arbitration and traitor tracing process follows the same approach of FairCMS-I and is thus omitted here.

The owner-side efficiency and scalability performance of FairCMS-II are directly inherited from FairCMS-I, and the achievement of the three security goals of FairCMS-II is also shown in Section VI. Comparing to FairCMS-I, it is easy to see that in FairCMS-II the cloud’s overhead is increased considerably due to the adoption of re-encryption operations and homomorphic operations on the ciphertext of the media content, which means it will cost more for the owner on renting the cloud’s resources. We regard this as the tradeoff between security and cost. In actual use, the two proposed schemes can
be selected according to different security requirements. The flexibility of choice in cloud-side efficiency also constitutes one of the prominent advantages of our work.

We emphasize that the joint decryption and fingerprinting operation can also be transferred to users. That is, in Part 2, the cloud can send \( \{E_{PK_{U_k}}(c)\} \) to the \( k \)th user instead of calculating \( E_{PK_{U_k}}(m^k) \) in the ciphertext domain. Subsequently, the \( k \)th user needs to decrypt \( \{E_{PK_{U_k}}(c)\} \) with his/her own private key, and then performs joint decryption and fingerprinting operation with his/her personal D-LUT, which can be obtained from the cloud as in FairCMS-I. In this case, some of the overhead is transferred from the cloud to the user. In general, it is recommended that the cloud performs the joint decryption and fingerprinting operation in the ciphertext domain so as to take full advantage of the power of the cloud.

VI. ACHIEVING THE SECURITY GOALS

This paper presents that both FairCMS-I and FairCMS-II can solve the three security/privacy problems with different privacy/efficiency tradeoffs.

A. Problem 1: Data Privacy Leakage and Access Control

As discussed in Section III, the private data in this article consists of the users’ fingerprints, the LUTs, and the owner’s media content.

Theorem 1: The users’ fingerprints and the LUTs in both schemes, as well as the owner’s media content in FairCMS-II are privacy-protected against the chosen-plaintext attack by the cloud under the assumption of extended Decisional Bilinear Diffie-Hellman (eDBDH) [35] and discrete logarithm.

Proof: In FairCMS-I and FairCMS-II, the \( k \)th user encrypts his/her fingerprint \( b_k \) into \( E_{PK_{U_k}}^2(b_k) \) with his/her own public key \( PK_{U_k} \), and then sends \( E_{PK_{U_k}}^2(b_k) \) together with two re-encryption keys \( r_{K_{U_k}^1} \rightarrow U_1 \) and \( r_{K_{U_k}^2} \rightarrow U_2 \) to the cloud. As a result, different encrypted versions of the fingerprint accessed by the cloud are \( E_{PK_{U_k}}^1(b_k) \), \( E_{PK_{U_k}}^1(b_k) \), and \( E_{PK_{U_k}}^1(b_k) \).

We then check the privacy of LUTs, i.e., the E-LUT and D-LUTs. In the two proposed schemes, the owner shares the E-LUT \( E \) in the encrypted form \( E_{PK_{O}}(E(t)) \) to the cloud who then utilizes the PRE technique to convert \( E_{PK_{O}}(E(t)) \) into \( E_{PK_{U_k}}^1(E(t)) \) with the re-encryption key \( r_{K_{O}^1} \rightarrow U_k \). In addition, the cloud calculates \( E_{PK_{U_k}}(D_k) \) in the ciphertext domain with the homomorphic property, as shown in (7) and (8). To sum up, only \( E_{PK_{U_k}}(E(t)) \), \( E_{PK_{U_k}}^1(E(t)) \), and \( E_{PK_{U_k}}^1(D_k) \) are exposed to the cloud.

By a similar analysis, the ciphertexts about media content available to the cloud are \( E_{PK_{O}}^2(m) \), \( E_{PK_{O}}(c) \), \( E_{PK_{U_k}}^1(c) \), and \( E_{PK_{U_k}}^1(m^k) \). As a result, the problem of proving that the users’ fingerprints, the LUTs, and the owner’s media content are protected against the honest-but-curious cloud translates to the problem of proving that both first-level and second-level ciphertexts of the lifted-ElGamal based PRE scheme are all secure, which can be achieved by the reduction below.

Let \( \Pi \) denote the lifted-ElGamal based PRE scheme used in this article and \( \Pi’ \) denote the native ElGamal based PRE scheme proposed in [8], where the difference only lies in whether the message \( m \) is lifted. Then we construct a probabilistic polynomial-time (PPT) adversary \( A’ \) who attacks \( \Pi’ \) by using the PPT adversary \( A \) who attacks \( \Pi \) as a subroutine. We further show if the subroutine \( A \) breaks the definition of indistinguishability of \( \Pi’ \), then the constructed adversary \( A’ \) will break the indistinguishability of \( \Pi’ \), which is always false since \( \Pi’ \) is secure. The details of constructing \( A’ \) are as follows.

The experiment that \( A’ \) attacks \( \Pi’ \):
1) Run \( A(1^\lambda) \) to obtain a pair of messages \( m_0 \) and \( m_1 \).
2) Compute \( m_0’ = Z^{m_0} \) and \( m_1’ = Z^{m_1} \), then outputs a pair of messages \( m_0’ \) and \( m_1’ \).
3) Forward \( m_0’ \) and \( m_1’ \) to \( A’ \)’s encryption oracle \( O’ \) and get \( E_{PK}(m_0) \) and \( E_{PK}(m_0) \), give them to \( A \).
4) Whenever \( A \) queries the encryption of other messages \( m \), \( A’ \) answers this query in the following way:
   a) Compute \( m’ = Z^{m} \) locally,
   b) Query \( O’ \) with \( m’ \) and obtain responses \( E_{PK}(m) \) and \( E_{PK}(m) \), then return them to \( A \).
5) Continue answering encryption oracle of \( A’ \) as before until \( A \) gives its output. If \( A \) outputs 0, \( A’ \) outputs \( b’ = 0 \); otherwise, \( A’ \) output \( b’ = 1 \).

The output of the experiment is defined to be 1 if \( b' = b \), and 0 otherwise. If PubKcpa_{A’} \( (\lambda) = 1 \), we say that \( A’ \) succeeds. Note that the view of \( A \) when run as a subroutine of \( A’ \) is distributed identically to the view of \( A \) when it interacts with \( \Pi’ \) itself, and \( A’ \) directly takes the final output of \( \Pi’ \) as its final output \( b’ \). So

\[
Pr[\text{PubKcpa}_{A’}^{\Pi’}(\lambda) = 1] = Pr[\text{PubKcpa}_{A}^{\Pi}(\lambda) = 1]. \tag{9}
\]

According to the proof result by Atemi et al. [8], if and only if the assumptions of eDBDH and discrete logarithm are established, the native ElGamal based PRE scheme meets the IND-CPA security, i.e.,

\[
\left| \frac{1}{2} - Pr[\text{PubKcpa}_{A’}^{\Pi’}(\lambda) = 1] \right| \leq \text{negl}(\lambda)
\]

where \( \text{negl}(\lambda) \) denotes a negligible function parameterized by \( \lambda \). Thus, based on (9), we have

\[
\left| \frac{1}{2} - Pr[\text{PubKcpa}_{A}^{\Pi}(\lambda) = 1] \right| \leq \text{negl}(\lambda)
\]

which concludes the proof.

We then turn to analyze the privacy protection performance of the owner’s media content in FairCMS-I, where the owner encrypts the media content \( m \) based on \( B^m \) and \( E \) using the single-value alteration encryption, namely (1). Although the IND-CPA security of \( E \) cannot be rigorously proved, this is not considered a major vulnerability for the following two reasons. For one thing, as long as the variance \( \sigma_E^2 \) of \( E \) is set large enough, the statistical hiding can be achieved [36], i.e., a PPT adversary cannot distinguish the statistical difference between two different encryption results. The security of the single-value alteration encryption can be further enhanced by computing \( c \) modulo an integer \( R \) [10]. In this way, as long as \( R \ll \sigma_E \), regardless of the signal values in plaintext, the values of the encrypted signals are approximately uniformly distributed on \([0, R - 1]\). In addition, the linear estimation attack on ciphertext
c was also analyzed in [30], and the result shows that the attack quality is poor as long as the size $T$ of the LUTs (w.r.t. the size $M$ of the media content) is set large enough. For another, as also argued in [30], [37], [38], it is not always necessary to perfectly guarantee the security of c in general scenarios (in other words, nonhighly confidential scenarios), but rather, it would be sufficient to make cracking the encryption as difficult as removing the watermark from the watermarked media content. In FairCMS-I, the watermark is embedded into $m$ based on (2), i.e., $m_k = m + B_m W_k$, which is identical in form with (1) used for media content encryption, i.e., $c = m + B_m E$. As a result, if an attacker succeeds in cracking $c$ without knowing the E-LUT $E$, then he/she can remove the embedded watermark from $m_k$ in the same way without knowing the W-LUT $W_k$ to obtain $m$, and vice versa. Furthermore, it might be harder to crack $c$ because the variance of $E$ is much larger than that of $W_k$. Therefore, we conclude that the protection of media content privacy in FairCMS-I is sufficient for general scenarios.

We finally analyze the effect of the two schemes on access control. For FairCMS-I, access control is achieved by having the owner distribute D-LUTs only to authorized users, which can be realized here because distributing D-LUTs requires the owner to give the re-encryption key $r_{K_{O} ightarrow U_k}$. Unauthorized users who do not own the D-LUT cannot access the media content because they cannot perform the media decryption calculation, namely (2). Furthermore, users with D-LUTs are prevented from accessing the media content outside the authorized scope because different media contents correspond to different $B^m$. In fact, this access control mechanism is entirely inherited from the original AFP scheme [10]. This mechanism is not resistant to collusion between users, in which case $B^m$ can be obtained from other authorized users. FairCMS-II solves this flaw by having the cloud compute (2) in the ciphertext domain and send only $E_{P_{K_U_k}}(m^k)$ to authorized users.

**B. Problems 2 and 3: Owner’s Copyright and Users’ Rights**

In the absence of any collusion between the owner, users, and the cloud, the two proposed schemes naturally inherit the performance of the TTP-free AFP [10] in protecting the media owner’s copyright and the users’ rights.

In FairCMS-I and FairCMS-II, on the one hand, although the user generates the fingerprint $b_k$ on his/her own, the user is unable to know the sequence $G_w$ that embedded in the watermarked media content due to the secrecy of $G$. In the case of noncollusion, the linear assessment attack is a commonly used attack strategy for users to remove their own watermarks from the watermarked content. In this regard, Celik et al. [30] proved through detailed theoretical analysis that this attack strategy hardly works as long as the power of the watermark (w.r.t. the signal power) and the size of the LUTs (w.r.t. the content size) are set large enough. A more difficult situation to prevent is collusion attack, where a coalition of dishonest users compare their respective D-LUTs with each other in the hope of obtaining an untraceable copy of the content. The anticollusion performance of the AFP scheme used in this article is similar to that of a generic spread-spectrum watermark [30], and at the same time, it is compatible with mainstream anticollusion approaches. Following this idea, two anticollusion solutions for the LUT-based AFP scheme were later proposed by Bianchi et al. [39].

On the other hand, since the owner has no knowledge of the $k$th user’s fingerprint $b_k$ (the user does not transmit any information to the owner other than to request authorization), the embedded $G_w$ is also unknown to the owner. In this regard, the owner alone has no ability to frame the $k$th user.

Afterwards, we consider the case where the owner colludes with the cloud, i.e., the owner aggregates the knowledge of the cloud to launch attacks.

**Theorem 2:** Even if the owner colludes with the cloud, the knowledge he/she aggregates from the cloud still does not allow him to frame the users.

**Proof:** We start by analyzing the situation where the owner attempts to passively attack with information gathered from the cloud. There are two ways for the owner to frame the $k$th user, one is to embed the $k$th user’s fingerprint into any media content, which requires the knowledge of $b_k$ or $D_k$, and the other is to directly obtain $m_k$. However, as Theorem 1 shows, the cloud cannot obtain any plaintext information about the $k$th user’s personal fingerprint and D-LUT in both schemes. In fact, the cloud also cannot obtain any plaintext information about the watermarked content $m_k$ of the $k$th user, because in FairCMS-I, the joint decryption and fingerprinting process occurs locally to the user, and in FairCMS-II, the security of $E_{P_{K_U_k}}(m^k)$ is guaranteed by Theorem 1. Therefore, passive attacks cannot work even with the aggregated knowledge of the owner and the cloud.

We then proceed to analyze the situation of active attack. In fact, the owner cannot launch any effective active attacks (the cloud does not cooperate due to the assumption honest-but-curious), because the direct interaction between the owner and the user in both schemes is strictly limited (there is only one round in the authorization phase), and any other interaction request trying to obtain additional data will be deemed illegal by the user and abort the sharing process.

**VII. EFFICIENCY ANALYSIS**

In this section, we evaluate the efficiency of FairCMS-I and FairCMS-II and compare the results with the efficiency of user-side embedding AFP to demonstrate that these two schemes can be regarded as a secure outsourcing of AFP.

To make a fair comparison, we assume that the computational complexity of modular exponentiation, bilinear pairing and discrete logarithm are $O(\alpha), O(\beta)$, and $O(\gamma)$, respectively. Moreover, we assume that the computational overhead caused by plain-field multiplication and addition operations is negligible compared to that of the encrypted domain. In addition, the data expansion rate resulting from PRE encryption is $\delta$, i.e., for the media content $m$ of size $M$, its ciphertext is of size $O(5M)$. We further assume that the number of the users is $K$.

For ease of presentation, the additive homomorphic encryption employed in the user-side embedding AFP [10] is assumed to be the lifted-ElGamal encryption. The analyzed results are summarized in Table II, in which three cost cases including the
computation cost, the communication cost, and the storage cost are considered.

The computation cost is analyzed first. For both FairCMS-I and FairCMS-II, the cost of Parts 1 and 3 is unconcerned, as they are performed offline before the media sharing trail begins and when a copyright dispute occurs, respectively. Conversely, Part 2, which requires online interaction among the owner, users and the cloud, is the main burden of the operational efficiency of media sharing protocol. In Part 2 of FairCMS-I, the owner only costs $O(K\alpha)$ to produce re-encryption keys for all $K$ users. The cloud needs to spend $O(K(T + 2L)\beta)$ to perform the re-encryption operations and spend $O(KTL\alpha)$ to calculate the D-LUTs in the ciphertext domain, where $T$ is the length of the LUTs and $L$ is the length of the users’ fingerprints. The user needs to spend $O((L + 2)\alpha)$ to encrypt his/her fingerprint and calculate the re-encryption keys, and spend $O(T\alpha + T\gamma)$ to decrypt his/her personalized D-LUT. Similarly, in Part 2 of FairCMS-II, the case of the owner’s side is the same as that of FairCMS-I, so the computation cost is still $O(K\alpha)$. In FairCMS-II, the cloud’s cost increases $O(KMT\alpha + KM\beta)$, and the cost to the user changes to $O((M + L + 2)\alpha + M\gamma)$, where $M$ is the size of the required media content. This is because in FairCMS-II, the joint decryption and fingerprinting operation is outsourced to the cloud which carries out all computations in the ciphertext domain. In the client-side embedding AFP scheme, the owner is responsible for encrypting the E-LUT and computing the D-LUTs online for each user in the encryption domain, which costs $O(K(L + 1)T\alpha)$. The user needs to encrypt his/her own fingerprint and decrypt the encrypted D-LUTs, which costs $O((T + L)\alpha + T\gamma)$.

The communication cost is then analyzed. In FairCMS-I, the owner sends the LUT encrypted media content $c$ to the cloud with a communication cost of $O(M)$. The user receives the public-key encrypted D-LUT and the LUT encrypted media content sent from the cloud, which costs $O(\delta T + M)$. We ignore the overhead of transmitting $\mathbf{B}^{\text{pub}}$ because it can be generated locally on all parties by sharing the same session key $SK_m$. In FairCMS-II, the media content that the owner delivers is encrypted with the public-key encryption, hence the communication cost is $O(\delta M)$. Similarly, the user receives the fingerprint embedded media content encrypted with public-key cryptography at a cost of $O(\delta M)$. In addition, the owner needs to transmit $\mathbf{G}, E_{PK_o}(\mathbf{E}(t))$ and the re-encryption keys in both schemes, which costs $O(T(L + \delta) + K)$. In the proposed two schemes, the user also needs to spend $O(\delta L + 2\lambda)$ to send the encrypted fingerprint and the re-encryption keys. Note that the communication overhead of the cloud is the sum of the communication overheads of the owner and all $K$ users, which we mark as “+” in Table II. Accordingly, in the AFP scheme, the communication costs of the owner and the user are $O(K(\delta L + \delta T + M))$ and $O(\delta L + T) + M$, respectively. At last, the storage cost is analyzed. We consider only the storage cost of media contents and proof materials, including the original media content, the encrypted media content, the secret matrices, as well as the encrypted users’ fingerprints. In the user-side embedding AFP scheme, these materials and contents are all stored by the owner, which costs $O(M(L + 2) + K\delta L)$. In the proposed schemes, the owner only costs $O(M)$ to store the original media content, by transferring the remaining storage requirements to the cloud. Correspondingly, in FairCMS-I and FairCMS-II, the cloud requires the storage overhead of $O(M(L + 1) + K\delta L)$ and $O(M(L + \delta) + K\delta L)$ respectively. The reason for the difference in storage overhead lies in the different encryption forms of the stored encryption media content. The user does not participate in the management of the proof materials and the encrypted media content, thereby the storage overhead is zero, which is marked as “o” in Table II.

The results in Table II confirms the two assertions we made earlier. For one thing, compared with the AFP scheme, it is easy to see from Table II that the owner-side computing, communication, and storage costs are reduced in both proposed schemes. In the AFP scheme, the cost of the owner increases linearly as the number of users $K$ increases. However, in FairCMS-I and FairCMS-II, this linear-increase relationship is eliminated, i.e., the owner merely prepares an encryption key for the newly joined user. This is particularly important, as we mentioned in Section IV-B, because only in this way, the increase in the number of users will not overload the cost of the owner, which is a major problem faced in the AFP scheme. In other words, the owner can achieve significant cost savings by renting the cloud’s resources, thereby enabling large-scale media.

### Table II: Efficiency Analysis Results

|                  | FairCMS-I          | FairCMS-II         | AFP               |
|------------------|--------------------|--------------------|-------------------|
| **Computational Cost** |                   |                    |                   |
| Owner            | $O(K\alpha)$       | $O(K\alpha)$       | $O(K(L + 1)T\alpha)$ |
| Cloud            | $O(KT\alpha + K(T + 2L)\beta)$ | $O(K(L + M)T\alpha + K(T + 2L + M)\beta)$ | $O((T + L)\alpha + T\gamma)$ |
| User             | $O((T + L + 2)\alpha + T\gamma)$ | $O((M + L + 2)\alpha + M\gamma)$ | $O((T + L)\alpha + T\gamma)$ |
| **Communication Cost** |                   |                    |                   |
| Owner            | $O(M + T(L + \delta) + K)$ | $O(\delta M + T(L + \delta) + K)$ | $O(K(\delta L + \delta T + M))$ |
| Cloud            | $-$                | $+$                | $-$               |
| User             | $O(\delta(T + L + M + 2))$ | $O(\delta(M + L) + 2)$ | $O(\delta(L + T) + M)$ |
| **Storage Cost** |                   |                    |                   |
| Owner            | $O(M)$             | $O(M)$             | $O(M(L + 2) + K\delta L)$ |
| Cloud            | $O(M(L + 1) + K\delta L)$ | $O(M(L + \delta) + K\delta L)$ | $O(\delta L + T) + M$ |
| User             | $-$                | $-$                | $-$               |

Note: “+” means that the communication cost of the cloud is the sum of the communication costs of the owner and all $K$ users. “o” means that the storage cost is zero.
sharing. Moreover, the larger the scale of media sharing, the more computing savings the owner can get, which fits exactly with the idea of computing outsourcing. Based on the above reasons, we conclude that both FairCMS-I and FairCMS-II can be regarded as the privacy-preserving outsourcing of user-side embedding AFP.

For another, since \( M > T > L \) and \( \sigma > 1 \), it is intuitive from Table II that in FairCMS-II, the cloud has increased in computing and storage costs compared to that of FairCMS-I. In fact, the cloud-side communication cost of also increases in FairCMS-II as the uniqueness of each media content copy used for distribution hinders the use of network-level bandwidth saving mechanisms such as multicasting and caching. This means that FairCMS-I is more efficient at the cost of lacking IND-CPA security. Therefore, the tradeoff between security and efficiency is evident.

Finally, we analyze the necessary efforts required from the user to obtain the protected content. As can be seen from Table II, compared with the AFP scheme, the computational cost and communication cost of the user in FairCMS-I only increase constant terms \( O(2^\alpha) \) and \( O(2) \), respectively, which is negligible. FairCMS-II has an increase in user-side overhead compared to FairCMS-I, because in FairCMS-II, the user transmits and decrypts the media content while in FairCMS-I, the user transmits and decrypts the D-LUTs. Nevertheless, this user-side efficiency level is substantially the same as the current mainstream media sharing schemes [3], [26], [28], [40], which all require users to decrypt the received encrypted media content with their own private key.

### VIII. EXPERIMENT

In this section, we conduct simulation experiments to evaluate the performance of the two proposed schemes in terms of visual effect, perception quality, success tracing rate, and efficiency.

![Fig. 7. Four test images with a resolution of 512 \times 512 pixels. The contents of (a)–(d) are Baboon, Pirate, Lena, and Car, respectively.](image)

![Fig. 8. Encrypted image (PSNR = 5.751 dB) and fingerprint embedded image (PSNR = 50.952 dB) corresponding to Fig. 7(a). (a) The encrypted image. (b) The fingerprint embedded image.](image)

![Fig. 9. Difference between AFP/FairCMS-I and FairCMS-II in PSNR.](image)

**A. Parameter Setting**

We use four gray scale images as the shared media content [excluding the experiments in Figs. 13(b), 14, and 15(b), as well as Table V], each with a resolution of 512 \times 512 pixels. As shown in Fig. 7, the contents of the four images are Baboon, Pirate, Lena, and Car, respectively. For each image, the vector \( m \) is obtained by performing \( 8 \times 8 \) discrete cosine transform (DCT) on the image and arranging the DCT coefficients in zig-zag order. We set the variance \( \sigma_E^2 \) of a E-LUT as \( 10^6 \), the length \( T \) of LUTs as 1000, the length \( L \) of fingerprints as 50, the parameter \( S \) as 4, and the number \( K \) of users as 200. Moreover, to support encryption algorithm and homomorphic operations, E-LUT, \( \sigma_W \), and \( m \) is quantized via the fixed point representation manner [10]. Specifically, only the E-LUT and \( \sigma_W \) are quantized in the AFP scheme and FairCMS-I, and \( m \) is additionally quantized in FairCMS-II. In the experiments, the quantization is done with 15 bits for the magnitude part and 5 bits for the fractional part. The performance test of watermarking is implemented by Matlab, and the efficiency test of cryptography is implemented by JavaScript and Python. The experimental equipment is a desktop computer with an Intel Core i7 – 8700 processor and 16 GB of random access memory (RAM).

**B. Visual Effect**

We first observe the effect of single-value alteration encryption and fingerprint embedding from a visual point of view. We set the standard deviation \( \sigma_W \) of W-LUT as 0.3 and use Fig. 7(a) to simulate the AFP scheme. From this, we obtain the corresponding E-LUT-encrypted image and the fingerprint embedded image, as shown in Fig. 8. The peak signal-to-noise ratio (PSNR) of the encrypted picture is 5.751 dB, and it can be seen from Fig. 8(a) that the single-value

![Table III: Comparison of the PSNR (in dB) against different \( \sigma_W \)](table)

| Method          | \( \sigma_W \) = 0.1 | \( \sigma_W \) = 0.12 | \( \sigma_W \) = 0.15 | \( \sigma_W \) = 0.25 | \( \sigma_W \) = 0.3 |
|-----------------|------------------|-------------------|------------------|------------------|------------------|
| AFP/FairCMS-I   | 67.895           | 61.150            | 57.512           | 55.385           | 52.843           |
| FairCMS-II      | 68.009           | 61.183            | 57.538           | 55.401           | 52.866           | 51.244 |
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TABLE IV

| Method                | \(\sigma_n = 0.2\) | \(\sigma_n = 0.5\) |
|-----------------------|---------------------|---------------------|
|                       | \(\sigma_W = 0.1\) | \(\sigma_W = 0.12\)|
|                       | \(\sigma_W = 0.15\) | \(\sigma_W = 0.2\) |
|                       | \(\sigma_W = 0.25\) | \(\sigma_W = 0.3\) |
| AFP/FairCMS-I         | 0.4888              | 0.6463              |
| FairCMS-II            | 0.4613              | 0.675               |

Fig. 10. Difference between AFP/FairCMS-I and FairCMS-II in success tracing rate.

C. Perception Quality

Because the standard deviation \(\sigma_W\) of W-LUT determines the intensity of fingerprint embedding, it directly affects the perception quality of the embedded image. Here we fix other parameters, such as the quantization bits, and investigate the effect of different values of \(\sigma_W\) on the perception quality of the embedded image, which is again measured by the value of PSNR. In FairCMS-I, D-LUTs are computed in the ciphertext domain homomorphically, while the media encryption alteration encryption does not reveal any visible information of the original image. The PSNR of the decrypted and fingerprint embedded image is 50.952 dB, and its difference to the original image is not visible for naked eyes. Therefore, with appropriate selection of system parameters, AFP does not cause perception quality concerns.

Fig. 12. Time taken to solve discrete logarithm using the lookup table method [34] when different bits are used to quantize the plaintext.

Fig. 13. Comparison of cloud-side computational efficiency between FairCMS-I and FairCMS-II. The bars and polyline correspond to the left and right Y-axes, respectively. The time consumed by FairCMS-II is 100 times the reading on the Y-axis. (a) Efficiency comparison under different number of users. (b) Efficiency comparison under different image pixels.
Fig. 14. Efficiency comparison between the single-value alteration encryption and the asymmetric encryption (i.e., the second-level encryption of the lifted-ElGamal based PRE). The blue and red lines correspond to the Y-axis on the left and right, respectively.

TABLE V

| Number of Frames | 600  | 1200 | 1800  | 2400  | 3000  | 3600  | 4200  | 4800  |
|------------------|------|------|-------|-------|-------|-------|-------|-------|
| Encryption       | 129  | 306  | 461   | 645   | 809   | 1012  | 1182  | 1406  |
| Decryption       | 136  | 275  | 484   | 636   | 852   | 1066  | 1283  | 1455  |

operation as well as the joint decryption and fingerprinting operation are completed in the plaintext domain, which is exactly the same as in the AFP scheme. As a result, the performance of FairCMS-I and the AFP scheme is theoretically consistent in terms of perception quality and traitor tracing. Table III shows the comparison results between AFP/FairCMS-I and FairCMS-II in terms of perception quality. The experimental results are averaged over four tests, each using the image in Fig. 7 in turn. As can be seen from Table III, the smaller $\sigma_W$ is, the better the image perception quality. Fig. 9 visualizes the difference between AFP/FairCMS-I and FairCMS-II in PSNR. As shown in Fig. 9, the PSNR values of FairCMS-II are slightly better than that of AFP/FairCMS-I under most settings. Compared with Fig. 8, it can be concluded that all the listed PSNR values are high enough for usage in practical applications. Note that the watermark embedding here is not limited to working in the DCT domain. A suitable transform domain can be chosen according to the media type, such as the dual-tree complex wavelet transform domain for video [41] and the Fourier transform domain for audio [42], to maximize the perception quality of the media content.

### D. Success Tracing Rate

With other parameters such as the number of quantization bits being fixed, the success rate of traitor tracing is dominated by fingerprint embedding strength and noise power. We assume that the additive noise $n$ obeys a Gaussian distribution with variance $\sigma_n^2$ and mean 0. The matched filter decoder is selected for fingerprint detection since it has a fairly obvious suppression effect on Gaussian noise. Here, we investigate the success rate of traitor tracing of AFP/FairCMS-I and FairCMS-II under different values of $\sigma_W$ and $\sigma_n$. Table IV presents the average results of four tests as in the previous subsection. In each test, we consider copyright infringement of each user and track that user. If a user’s fingerprint is extracted without any errors, it is counted as a successful trace, otherwise it is counted as a failed trace. The success tracing rate is recorded as the number of successful traces divided by the total number of traces. As presented in Table IV, the increase of $\sigma_W$ and $\sigma_n$ has a positive and negative effect on the successful tracing rate as a whole, respectively. Fig. 10 visualizes the difference between AFP/FairCMS-I and FairCMS-II in success tracing rate. As shown in Fig. 10, compared with AFP/FairCMS-I, the success tracing rate of FairCMS-II decreases slightly in most cases. Nevertheless, this does not bother as the decrease is basically less than 0.015.

### E. Efficiency

First, to evaluate the efficiency of implementing privacy-protected access control, we test the time cost of each step in the lifted-ElGamal based PRE, and the results are presented in Figs. 11 and 12. In the experiment, we adopt the lookup table method [34] to solve the discrete logarithm problem. In this method, a hash table that records all $(Z^m, m)$ pairs need to be created first. In this way, $m$ can be recovered from $Z^m$ only by querying the hash table during decryption, and the time consumed by the querying operation is negligible. The main time overhead lies in the establishment of the hash table. Fig. 12 shows the time consumed in the establishment of the hash table when the plaintext is quantized by different bits. As can be seen from Fig. 12, when the plaintext is quantized to 20 bits, the time cost is less than 2 s. Note that the hash table only needs to be created once no matter how much data needs to be encrypted and decrypted. As a result, solving the discrete logarithm problem has little effect on the efficiency of FairCMS-I and FairCMS-II. Fig. 11 shows the efficiency performance of other steps except solving discrete logarithm. As can be seen from Fig. 11, all the steps can be completed in milliseconds and the relatively more time-consuming steps are those that require calculating bilinear pairings, including key generation, second-level decryption, and re-encryption.

Second, we compare the cloud-side efficiency of FairCMS-I and FairCMS-II, and the results are presented in Fig. 13. As shown therein, the cloud-side efficiency of FairCMS-I is significantly higher than that of FairCMS-II, thus validating our analysis in Section VII. The main reason for the cloud-side efficiency gain of FairCMS-I lies in the use of lightweight single-value alteration method to encrypt the media content, as shown in Fig. 14. This is the key to ensuring that the system is efficient when the size of the media content being shared (e.g., video) is large. The time cost of encrypting a video using the single-value alteration method is depicted in Table V, and it is shown to be acceptably low. Therefore, we suggest that owners select FairCMS-I when the media content size is large and the security requirements is not excessively rigorous. In spite of this, there are no fixed thresholds for media content.
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size and security requirements that can be used as a basis for recommendations regarding scheme selection.

Finally, we conduct a comparative experiment to evaluate the proposed schemes against their relevant existing counterparts, and the results are displayed in Fig. 15. For FairCMS-I and FairCMS-II, we measure the time overhead of Part 2 as it is executed once for each user. For the other schemes, we evaluate their primary sources of overhead, namely encryption, homomorphic operations, and re-encryption operations, which also require execution once for each user. The lifted-ElGamal scheme is utilized in the evaluation for uniform comparison. As shown in Fig. 15, for one thing, FairCMS-I and FairCMS-II allow the owner to achieve significant computational overhead savings relative to the original AFP scheme [10]. With FairCMS-I or FairCMS-II, the owner’s computing overhead can be reduced to less than 0.2 s, even if the number of users reaches hundreds. For another, FairCMS-I exhibits significantly higher cloud-side efficiency compared with [3], [27], [28], and the cloud-side efficiency gain increases with the size of the media content. Thus, the comparison shown in Table I is validated.

IX. CONCLUSION

This article solves the three problems faced by cloud media sharing and proposes two schemes FairCMS-I and FairCMS-II. FairCMS-I gives a method to transfer the management of LUTs to the cloud, enabling the calculation of each user’s D-LUT in the ciphertext domain and its subsequent distribution. However, utilizing the single-value alteration method for masking the original media content does not achieve the IND-CPA security. Then FairCMS-II offers an enhanced privacy solution by replacing the encryption method with the lifted-ElGamal based PRE scheme, albeit at the cost of increased cloud overhead. Notably, both FairCMS-I and FairCMS-II fulfill scalability and owner-side efficiency requirements. In summary, the two proposed schemes can facilitate the media sharing of owners, while simultaneously ensuring the joint protection of copyright and users’ rights, ultimately promoting the sustainable growth of the media sharing industry.
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