A Worker-Task Specialization Model for Crowdsourcing: Efficient Inference and Fundamental Limits

Doyeon Kim, Jeonghwan Lee, and Hye Won Chung, Member, IEEE

Abstract—Crowdsourcing system has emerged as an effective platform for labeling data with relatively low cost by using non-expert workers. Inferring correct labels from multiple noisy answers on data, however, has been a challenging problem, since the quality of the answers varies widely across tasks and workers. Many existing works have assumed that there is a fixed ordering of workers in terms of their skill levels, and focused on estimating worker skills to aggregate the answers from workers with different weights. In practice, however, the worker skill changes widely across tasks, especially when the tasks are heterogeneous. In this paper, we consider a new model, called $d$-type specialization model, in which each task and worker has its own (unknown) type and the reliability of each worker can vary in the type of a given task and that of a worker. We allow that the number $d$ of types can scale in the number of tasks. In this model, we characterize the optimal sample complexity to correctly infer the labels within any given accuracy, and propose label inference algorithms achieving the order-wise optimal limit even when the types of tasks or those of workers are unknown. We conduct experiments both on synthetic and real datasets, and show that our algorithm outperforms the existing algorithms developed based on more strict model assumptions.
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I. INTRODUCTION

IN RECENT years, crowdsourcing system has emerged as an effective platform to collect a large amount of useful data from low-cost human workers, by assigning tasks to workers, requesting them to respond to these tasks, and offering them compensations in monetary terms. One of the main goals of the crowdsourcing platform is the reliable estimation of the unknown ground-truth labels of a large volume of tasks, so-called the crowdsourced labeling. Throughout this paper, we focus on the crowdsourced labeling problem for binary tasks. In this problem, one wants to guarantee the reliable recovery of the binary labels with the minimum number of queries to save the budget for crowdsourcing. The main challenges arise from the fact that human workers are often non-experts and their responses can be quite noisy. Moreover, the quality of the answers may change widely across workers and tasks. Thus, it is significant to have a realistic model that can describe the erroneous responses collected from the crowd worker, and to develop an efficient inference algorithm that can infer the correct labels from the noisy responses at the minimum number of queries.

Many existing works on the crowdsourced labeling problem have assumed simple error model on worker responses to estimate the model parameters from the observed data. To explain the relation between the worker responses and the observation model, we consider the following crowdsourcing model for the binary labeling problems. Let $m$ and $n$ denote the numbers of tasks and workers, respectively, and let $a_i \in \{\pm 1\}$, $i \in [m]$, denote the ground-truth label associated with the $i$-th task. If the $j$-th worker is requested to provide a response for the $i$-th task, the answer $M_{ij}$ equals to $a_i$ with probability $F_{ij}$, while it equals to $-a_i$ with probability $1-F_{ij}$, where $F_{ij} \in [0,1]$ represents the fidelity of the $j$-th worker on the $i$-th task. Note that it holds that $\mathbb{E}[M_{ij}] = a_i (2F_{ij} - 1)$. Most existing works have assumed a rank-1 model for $\mathbb{E}[M]$ to make the recovery of the fidelity matrix $F := (F_{ij} : (i,j) \in [m] \times [n])$ feasible from the binary observation matrix $M := (M_{ij} : (i,j) \in [m] \times [n])$. For example, the single-coin Dawid-Skene (D&S) model [3], the most widely studied crowdsourcing model in the literature, assumes that the workers make errors independently and the probability that each worker makes an error is associated with a fixed unknown skill parameter $r_j \in [0,1]$, i.e., $F_{ij} = r_j$ for every task $i \in [m]$. Thus, it holds that $\mathbb{E}[M_{ij}] = a_i (2F_{ij} - 1) = a_i (2r_j - 1)$ for every $(i,j) \in [m] \times [n]$, which implies rank $\mathbb{E}[M] = 1$.

Under the low-rank assumption on the expected observation matrix $\mathbb{E}[M]$, a variety of inference algorithms have been proposed to estimate the worker skills and to utilize this information in inferring the ground-truth labels of the items. As an
example, the existing works proposed inference algorithms to estimate the worker skills based on the spectral method [4], [5], [6], [7], [8], belief propagation or iterative algorithms [9], [10], [11], [12], [13], the expectation-maximization (EM) algorithms [3], [14] or non-convex optimization algorithms for the rank-1 matrix completion problem [15], [16], [17]. The estimated skill parameters are then used to infer the ground-truth labels by approximating the maximum likelihood (ML) estimator [4], [5], [8], [11], [14], [18], [19], [20], [21], [22], where the responses are aggregated by the weighted majority voting with the weights equal to the log-odds of the worker’s fidelity. For the single-coin D&S model, each worker possesses a weight fixed for all tasks.

In practice, however, the D&S model often falls short of describing the real-world datasets collected via crowdsourcing platforms, especially when the tasks are heterogeneous and the workers’ skills change widely across tasks. For instance, when the tasks are to classify the images of athletes depending on certain criteria, e.g., whether the athlete in an image is an Olympic medalist, and the images include athletes of different sports types, e.g., baseball, soccer, volleyball, and basketball, then the quality of the responses may vary widely depending on the type of the task and the worker’s interest or expertise. For example, a worker who knows little about the baseball may not be able to provide high-quality answers for the baseball players, but still can provide high-quality answers for the athletes of other sport types related to his/her expertise or interest. Since the single-coin DS model assumes a fixed skill level for each worker regardless of the task types, it cannot properly model the above scenarios.

Accordingly, in this paper, we introduce a model that better describes the real-world datasets collected through crowdsourcing when the tasks are heterogeneous and the worker reliability can vary with the type of a given task. Specifically, we assume that each task and worker has its own (unknown) type among the set \( d := \{ 1, 2, \cdots, d \} \), and the reliability of a worker on a certain task is determined by the worker-task type pair. Here, the type of a task may mean the category of the content associated with the task, and the type of a worker may indicate the speciality or the domain of interest of that worker. We call this model the \( d \)-type specialization model. In this general model, the reliability of workers or the subset of high-fidelity workers can be completely changed depending on each task type. Contrast to the existing models assuming a low-rank structure, the maximum rank of the fidelity matrix \( F \) is now equal to \( d \), which we allow to scale in the number of tasks \( m \), and it has a block structure. Since the types of workers or those of tasks are unknown in practical scenarios, the exact block structure of the fidelity matrix \( F \) is not revealed to the inference algorithms.

In the \( d \)-type specialization model, we first fully characterize the optimal sample complexity required to correctly estimate the labels within a desired accuracy with the known \( F \), and then design inference algorithms achieving the order-wise optimal sample complexity under mild assumptions even when \( F \) is unknown. We devise two types of inference algorithms depending on whether or not the task types are approximately known, while we assume that the worker types are unknown to both algorithms. Since the worker crowd is often anonymous and transient in crowdsourcing systems, revealing their type (speciality) in advance of collecting answers is impossible in general. Our algorithms are composed of two stages, where the first stage clusters workers into \( d \) different groups based on their estimated types, and the second stage identifies reliable vs. unreliable worker clusters for each task (type) and then aggregates the responses from each worker cluster by upweighting the answers from the reliable worker clusters and downweighting or ignoring the answers from the unreliable worker clusters.

When the task types are revealed in advance, by grouping the tasks of the same estimated type and measuring the average bias on the responses of each worker cluster for each task type, one can identify reliable vs. unreliable worker clusters for each task type. By aggregating the answers only from the reliable worker clusters, our algorithm achieves the order-wise optimal sample complexity of the ML estimator, even when the worker types and the exact fidelity matrix \( F \) are unknown. When the task types are unknown, on the other hand, our second algorithm identifies a unique worker cluster whose type matches the type of a given task, and it estimates the ground-truth labels by upweighting the responses from the matched worker cluster and downweighting the responses from the remaining worker clusters with properly designed weights. For this case, our algorithm achieves the order-wise optimal sample complexity for a special case of the \( d \)-type specialization model where the reliability of the matched worker cluster is equal to \( p \) and those of the all unmatched worker clusters are equal to \( q \in [1/2, p) \) for each task type. We prove that our second algorithm achieves the order-wise optimality for any \((p, q)\) range satisfying \( 1/2 \leq q < p \leq 1 \).

We also demonstrate the benefits of our proposed crowdsourcing model and the two inference algorithms in real applications by conducting experiments both on synthetic and real-world datasets. In particular, we collect the real-world datasets through a widely used crowdsourcing platform, Amazon Mechanical Turk, to classify the images of athletes and those of movies depending on a certain criteria. The athlete images possess some inherent types that can be categorized into four sports including football, baseball, soccer and basketball, and the inherent types of movie images can be categorized based on the related genres including action, romance, thriller and science-fiction (SF). By analyzing the responses provided by human workers, we first demonstrate that our \( d \)-type specialization model describes well the collected datasets, and the fidelity of each worker indeed widely varies depending on the type of a given task. We then show that our two inference algorithms, each of which assumes the presence/absence of an approximately known task-type vector, achieve better performances in inferring the ground-truth labels of the items, compared to the state-of-the-art baselines, which are mainly developed for the models assuming a fixed order of the worker skills for all tasks.

A. Related Works

1) Prior Works on Crowdsourcing Systems: One of the most extensively studied crowdsourcing models in the literature is the Dawid-Skene (D&S) model [3]. Under this model, each worker is associated with a confusion matrix, which models
the probability of giving a label \( b \in [K] \) for the true label \( a \in [K] \) for the \( K \)-ary classification tasks. The original D\&S model thus allows non-symmetric error probabilities over the labels. In the single-coin D\&S model, the model is further simplified such that each worker possesses a fixed skill level regardless of the true labels, and the error probabilities are symmetric over the labels. For the binary case (\( i.e., K = 2 \)), when the skill of the \( j \)-th worker is parameterized by \( r_j \in [0,1] \), the worker provides a correct label (regardless of the true label) with probability \( r_j \) and flips the label with probability \( 1 - r_j \) for every task. In the single-coin D\&S model, the key challenge is the absence of the exact knowledge of the skill parameters, and many existing works have focused on designing algorithms for estimating the worker skill parameters based on the ML estimation, moment matching or Bayesian methods [3], [5], [6], [10], [14], [15], [18], [19].

In some recent works, task difficulty is additionally considered in modeling the fidelity matrix \( F \). In [23], task difficulty is modeled by the parameter \( c_i \in [1/2,1] \), which represents the probability that the \( i \)-th task is perceived correctly, and the fidelity matrix \( F \) is modeled by \( F_{ij} = c_i r_j + (1 - c_i)(1 - r_j) \). In [24], the difficulty of task \( i \) is represented by the parameter \( \tau_i(c,k) \), which shows how likely item \( i \) in class \( c \) is answered as class \( k \) when a randomly chosen worker answers it. Similarly, the skill of worker \( j \) is parameterized using a variable \( \sigma_j(c,k) \), which represents how likely worker \( j \) labels a randomly given task in class \( c \) as class \( k \). Then, the probability that worker \( j \) answers the task \( i \) having class \( c \) as class \( k \) is modeled as \( \frac{\sigma_j(c,k)}{Z_{ij}} \exp \{ \sigma_i(c,k) + \tau_j(c,k) \} \), where \( Z_{ij} \) is the normalization term given by \( Z_{ij} = \sum_k \exp \{ \sigma_i(c,k) + \tau_j(c,k) \} \).

In [25], a non-parametric crowdsourcing model, called the permutation-based model, is proposed, where it is assumed that there are a fixed ordering of workers and a fixed ordering of tasks in terms of their skill levels and difficulty levels, respectively. This model includes the single-coin D\&S model and the model in [23] as special cases. In [4], the task difficulty is modeled by confusion probability among top two plausible answers for the multiple-choice crowdsourcing problem. In all the aforementioned crowdsourcing models, there is a fixed ordering of workers in terms of their skill levels that does not change across tasks. Thus, a reasonable inference algorithm mainly tries to figure out a fixed subset of workers whose responses tend to be more reliable than the rest of the workers for all the tasks, which thus can be effectively utilized to infer the correct labels [25].

These models, however, inherently impose a homogeneity condition on the task types, which can be easily violated in practical scenarios. In contrast, we consider a more general crowdsourcing model where the reliability of a worker can vary depending on the worker-task type pairs, and thus our model allows the case where the subset of highly skilled workers can vary across tasks. There exist some previous works [26], [27], [28], [29], [30], [31], [32] that assume the type structure of the tasks or the different expertise of the workers. However, the model has not been theoretically analyzed [29] yet or only a very specific case of the \( d \)-type specialization model is studied [26]. In [27] and [28], an additional assumption is considered so that the system has access to golden standard tasks of each task type, for which the ground-truth labels are revealed. In this paper, on the other hand, we assume that each ground-truth label is unknown to the system, and investigate the general \( d \)-type specialization model.

2) Other Relevant Problems: The crowdsourced labeling problem has intimate connections to other query-based data acquisition and inference problems, where the goal is to recover the true labels by using noisy measurements on the true labels. The type of the measurements is determined by the type of queries, designed to be suitable for a given application. The crowdsourcing systems usually rely on the most basic querying method, called the repetition querying, that asks one label at a time repeatedly to many human workers. More sophisticated querying schemes such as the pairwise comparison [33] or “triangle” queries [34], which query the homogeneity between two or more objects simultaneously, have also been considered in the crowdsourced labeling to examine the trade-offs between the sample-efficiency and the increased error probability of the answers to complex queries. The pairwise comparison has also been studied extensively in the context of the hypergraph clustering [36], [37], [38] or the group testing [39]. The binary classification with XOR queries has also been broadly studied in diverse applications, such as the channel coding [40], [41], [42], hypergraph clustering [37], random XOR-constrained satisfaction problem [43], and recently also for the crowdsourced labeling [44], [45], [46]. Complex queries such as XOR queries increase the information efficiency but at the same time decreases the fidelity of the worker responses since XOR queries are relatively harder to answer for human workers and the corresponding error rate in the answers may increase in practice [44]. Thus, it is an open question whether more complex queries can indeed bring budget-efficiency in real-world crowdsourcing systems. In this work, we focus on the simplest and thus most reliable and widely adopted query type, repetition query, under a very general error model where the error probability of the measurements (worker responses) changes depending on the worker-task type pair. On the other hand, other query-based data acquisition problems such as graph clustering or constrained satisfaction problem often assume a simple error model where the error probability is identical over all the measurements.

B. Organization of the Paper

This article will be organized as follows. In Section II, we first introduce our main observation model and then formulate the crowdsourced labeling problem for binary tasks. Throughout Section III, we establish the
information-theoretically optimal sample complexity for correctly inferring the ground-truth labels within a target accuracy under the newly proposed crowdsourcing model. In Section IV, we present two inference algorithms: one is for the case where side information of the ground-truth task-type vector is available, and the other is for the case where it is not. In the sequel, we analyze the proposed algorithms theoretically and provide the model parameter regimes where each algorithm can achieve the order-wise optimal sample complexity. We also compare our proposed algorithms against several existing baseline algorithms in Section V. Section VI discusses later in detail when we introduce our algorithms in Section IV.

We now introduce our main framework, called the \textit{d-type specialization model}, where each worker and task is associated with a certain type from the set \([d]\) and the fidelity of the response from the \(j\)-th worker on the \(i\)-th task, denoted by \(F_{ij}\), is determined by the type of the \(i\)-th task and the type of the \(j\)-th worker.

\textbf{Definition 2 (The d-type Specialization Model):} Let \(\mu, \nu \in \Delta([d])\) be any two probability distributions over \([d]\) and \(Q(\cdot, \cdot) : [d] \times [d] \to \left[\frac{1}{2}, 1\right]\). The \textit{d-type specialization model}, denoted by \(\text{SM}(d; \mu, \nu)\), is defined to be the crowdsourcing system \(\text{CS}(F)\) whose fidelity matrix \(F\) is generated as per the following prior distribution over \([d] \times [d] \times [n] \times [m] \times [n]\):

1. A task-type vector \(t = (t_1 : i \in [m]) \in [d]^m\) and a worker-type vector \(w = (w_j : j \in [n]) \in [d]^n\) are generated according to the following distributions: \(t \sim \mu^\otimes m\) and \(w \sim \nu^\otimes n\).
2. The value of the fidelity \(F_{ij}\) is determined by the pair of the \(i\)-th task type and the \(j\)-th worker type \((ti, w_j)\): for each \((i, j) \in [m] \times [n],\)

\[F_{ij} = Q(t_i, w_j).\]

Here, the matrix \(Q(\cdot, \cdot) : [d] \times [d] \to \left[\frac{1}{2}, 1\right]\) is referred to as the \textit{reliability matrix} of the \(d\)-type specialization model \(\text{SM}(d; \mu, \nu)\).

In this model, we assume that the task type \(ti\) and the worker type \(w_j\) are generated from some prior distributions \(\mu\) and \(\nu\) over the set \([d]\) independently, respectively, and the task-worker type pair \((ti, w_j)\) determines the fidelity of the \(j\)-th worker on the \(i\)-th task as \(F_{ij} = Q(t_i, w_j)\) where \(Q(\cdot, \cdot) : [d] \times [d] \to \left[\frac{1}{2}, 1\right]\) is the (unknown) reliability matrix. If \(Q\) is a full-rank matrix, the fidelity matrix \(F\) has rank \(d\). The number \(d\) of types can scale in the number \(m\) of tasks or the number \(n\) of workers. Even though the number \(d\) of possible types is assumed to be the same for the tasks and the workers, by allowing arbitrary prior distributions \(\mu\) and \(\nu\) over \([d]\), which may take zero probability at some types, we effectively allow the case where the number of task types and that of worker types are different.

The \(d\)-type specialization model was first explored in [26], but with a specific assumption that both the task types and worker types are uniformly distributed over \([d]\) and the reliability matrix \(Q(\cdot, \cdot) : [d] \times [d] \to \left[\frac{1}{2}, 1\right]\) is given by \(Q(t, w) = p > 1/2\) if \(t = w\); \(Q(t, w) = 1/2\) otherwise, that is, the workers provide more reliable responses than random guesses only when the worker type and the task type match. In this article, we consider a more general \(d\)-type specialization model together with some assumptions on the reliability matrix \(Q\), which will be addressed later where we design inference algorithms and analyze their statistical performances. One assumption we impose commonly throughout the paper is stated below.

\[\text{CS}(F): \text{crowdsourced labeling problem.}\]

\textbf{A. Observation Model: The d-Type Specialization Model}

We first introduce our main observation model.

\textbf{Definition 1 (Crowdsourcing System):} Let \(m\) and \(n\) denote the number of tasks and workers, respectively, and \(a \in \{\pm 1\}^m\) denote the ground-truth vector of unknown binary labels associated with \(m\) tasks, and \(A \subseteq [m] \times [n]\) denote the worker-task assignment set, i.e.,

\[A := \{(i, j) \in [m] \times [n] : i\text{-th task is assigned to } j\text{-th worker}\}.

The \textit{crowdsourcing system with fidelity matrix} \(F\in[0,1]^{m \times n}\), denoted by \(\text{CS}(F)\), is a generative probabilistic model which is not. In the sequel, we analyze the proposed algorithms theoretically and provide the model parameter regimes where each algorithm can achieve the order-wise optimal sample complexity. We also compare our proposed algorithms against several existing baseline algorithms in Section V. Section VI discusses later in detail when we introduce our algorithms in Section IV.

We now introduce our main framework, called the \textit{d-type specialization model}, where each worker and task is associated with a certain type from the set \([d]\) and the fidelity of the response from the \(j\)-th worker on the \(i\)-th task, denoted by \(F_{ij}\), is determined by the type of the \(i\)-th task and the type of the \(j\)-th worker.

\textbf{Definition 2 (The d-type Specialization Model):} Let \(\mu, \nu \in \Delta([d])\) be any two probability distributions over \([d]\) and \(Q(\cdot, \cdot) : [d] \times [d] \to \left[\frac{1}{2}, 1\right]\). The \textit{d-type specialization model}, denoted by \(\text{SM}(d; \mu, \nu)\), is defined to be the crowdsourcing system \(\text{CS}(F)\) whose fidelity matrix \(F\) is generated as per the following prior distribution over \([d] \times [d] \times [n] \times [m] \times [n]\):

1. A task-type vector \(t = (t_1 : i \in [m]) \in [d]^m\) and a worker-type vector \(w = (w_j : j \in [n]) \in [d]^n\) are generated according to the following distributions: \(t \sim \mu^\otimes m\) and \(w \sim \nu^\otimes n\).
2. The value of the fidelity \(F_{ij}\) is determined by the pair of the \(i\)-th task type and the \(j\)-th worker type \((ti, w_j)\): for each \((i, j) \in [m] \times [n],\)

\[F_{ij} = Q(t_i, w_j).\]

Here, the matrix \(Q(\cdot, \cdot) : [d] \times [d] \to \left[\frac{1}{2}, 1\right]\) is referred to as the \textit{reliability matrix} of the \(d\)-type specialization model \(\text{SM}(d; \mu, \nu)\).

In this model, we assume that the task type \(ti\) and the worker type \(w_j\) are generated from some prior distributions \(\mu\) and \(\nu\) over the set \([d]\) independently, respectively, and the task-worker type pair \((ti, w_j)\) determines the fidelity of the \(j\)-th worker on the \(i\)-th task as \(F_{ij} = Q(t_i, w_j)\) where \(Q(\cdot, \cdot) : [d] \times [d] \to \left[\frac{1}{2}, 1\right]\) is the (unknown) reliability matrix. If \(Q\) is a full-rank matrix, the fidelity matrix \(F\) has rank \(d\). The number \(d\) of types can scale in the number \(m\) of tasks or the number \(n\) of workers. Even though the number \(d\) of possible types is assumed to be the same for the tasks and the workers, by allowing arbitrary prior distributions \(\mu\) and \(\nu\) over \([d]\), which may take zero probability at some types, we effectively allow the case where the number of task types and that of worker types are different.

The \(d\)-type specialization model was first explored in [26], but with a specific assumption that both the task types and worker types are uniformly distributed over \([d]\) and the reliability matrix \(Q(\cdot, \cdot) : [d] \times [d] \to \left[\frac{1}{2}, 1\right]\) is given by \(Q(t, w) = p > 1/2\) if \(t = w\); \(Q(t, w) = 1/2\) otherwise, that is, the workers provide more reliable responses than random guesses only when the worker type and the task type match. In this article, we consider a more general \(d\)-type specialization model together with some assumptions on the reliability matrix \(Q\), which will be addressed later where we design inference algorithms and analyze their statistical performances. One assumption we impose commonly throughout the paper is stated below.

\[\text{CS}(F): \text{crowdsourced labeling problem.}\]
Assumption 3: We define a $d \times d$ matrix $\Phi(Q, \mu, \nu)(\cdot, \cdot): [d] \times [d] \rightarrow [0, 1]$, called the collective quality correlation matrix corresponding to the reliability matrix $Q$, by

$$\Phi(Q, \mu, \nu)(a, b) := \sum_{t=1}^{d} \mu(t) \{2Q(t, a) - 1\} \{2Q(t, b) - 1\} \quad \text{(II.2)}$$

for all $(a, b) \in [d] \times [d]$. Also, let

$$p_m := \min \{\Phi(Q, \mu, \nu)(a, a) : a \in [d]\};$$

$$p_u := \max \{\Phi(Q, \mu, \nu)(a, b) : a \neq b \in [d]\} \quad \text{(II.3)}$$

be the minimum intra-cluster collective quality correlation and the maximum inter-cluster collective quality correlation, respectively. Then, it holds that

$$p_m > p_u. \quad \text{(II.4)}$$

In Assumption 3 (which will be referred to as the strong assortativity of $\Phi(Q, \mu, \nu)$ from now on), the collective quality correlation matrix $\Phi(Q, \mu, \nu)$ extends the notion of the collective intelligence of the crowd [9], [23] to the $d$-type specialization model. The diagonal entry $\Phi(Q, \mu, \nu)(a, a) = \sum_{t=1}^{d} \mu(t) \{2Q(t, a) - 1\}^2$ represents the average quality of the type-$a$ worker cluster in responding $d$-different task types distributed by $\mu$. Since we assume $Q(t, a) \in [\frac{1}{2}, 1]$, the value $\Phi(Q, \mu, \nu)(a, a)$ increases as each reliability $Q(t, a)$ increases. The off-diagonal entry $\Phi(Q, \mu, \nu)(a, b)$, where $a \neq b \in [d]$, on the other hand, reads the correlation of the quality between the type-$a$ and the type-$b$ clusters of workers over all task types. If the collective quality of each worker cluster averaged over all task types is the same, i.e., $\Phi(Q, \mu, \nu)(a, a) = \sum_{t=1}^{d} \mu(t) \{2Q(t, a) - 1\}^2$ are the same for every $a \in [d]$, then the Cauchy-Schwarz inequality gives $p_m \geq p_u$. Assumption 3 describes a scenario that the collective quality correlation between any two workers of the same type is strictly higher than that between any two workers of different types. This assumption will be used when we design a worker clustering algorithm to cluster workers based on their estimated types by using similarity on the responses for a subset of tasks between every pair of workers.

**B. Performance Metric**

To measure the quality of an estimator $\hat{\mathbb{a}}(\cdot) : \{\pm1\}^A \rightarrow \{\pm1\}^m$, the loss function $L : \{\pm1\}^m \times \{\pm1\}^m \rightarrow \mathbb{R}_+$ defined by the mismatch ratio between two label vectors will be considered:

$$L(x, y) := \frac{1}{m} \sum_{i=1}^{m} \mathbb{I}(x_i \neq y_i) = \frac{d_{H}(x, y)}{m},$$

where $d_{H}(\cdot, \cdot)$ denotes the Hamming distance between two vectors. Then, one can perform the evaluation of the estimator $\hat{\mathbb{a}}(\cdot)$ by its expected loss. Formally, the risk function of an estimator $\hat{\mathbb{a}}(\cdot) : \{\pm1\}^A \rightarrow \{\pm1\}^m$ is given by

$$\mathbb{R}(a, \hat{a}) := \mathbb{E}_a[L(a, \hat{a}(M))] = \frac{1}{m} \sum_{i=1}^{m} \mathbb{P}(\hat{a}_i(M) \neq a_i).$$

The main question is to find the minimal number of queries per task, $|A|/m$, required for the recovery performance

$$\mathcal{R}(a, \hat{a}) = \frac{1}{m} \sum_{i=1}^{m} \mathbb{P}(\hat{a}_i(M) \neq a_i) \leq \alpha, \quad \text{(II.5)}$$

for any given recovery accuracy $\alpha \in (0, 1)$.

**III. INFORMATION-THEORETIC LIMITS ON THE SAMPLE COMPLEXITY**

We first establish the information-theoretic limits on the sample complexity to achieve the recovery performance (II.5), under general $d$-type specialization model $SM(d; Q, \mu, \nu)$. The statistical optimality result will be characterized in terms of the minimax risk:

$$\mathcal{R}^*(A) := \inf_{\hat{a}} \left( \sup_{a \in \{\pm1\}^m} \mathcal{R}(a, \hat{a}) \right), \quad \text{(III.1)}$$

where $\hat{a}$ ranges over all estimators based on the worker-task assignment set $A \subseteq [m] \times [n]$, i.e., all functions from $\{\pm1\}^A$ to $\{\pm1\}^m$.

In order to derive an information-theoretic guarantee for the achievability of the recovery performance (II.5), we consider the maximum likelihood (ML) estimation for the ground-truth vector of labels $a \in \{\pm1\}^m$ under the crowdsourcing system $CS(F)$. The likelihood function of observing the collection of responses $M = (M_{ij} : (i, j) \in A) \in \{\pm1\}^m$ is given by

$$P_a(M) = \prod_{(i,j) \in A} P_a(M_{ij}) = \prod_{(i,j) \in A} \left[ \frac{1}{1 + \frac{a_i M_{ij}}{1 - F_{ij}}} \right] = \prod_{(i,j) \in A} \left[ \sqrt{F_{ij}} \left( 1 - F_{ij} \right) \frac{a_i M_{ij}}{1 - F_{ij}} \right].$$

So its log-likelihood function can be computed as

$$\log(P_a(M)) = \sum_{(i,j) \in A} \left[ \frac{1}{2} \log(F_{ij} (1 - F_{ij})) + \frac{a_i M_{ij}}{2} \log \left( \frac{F_{ij}}{1 - F_{ij}} \right) \right]$$

$$= \frac{1}{2} \sum_{(i,j) \in A} \log(F_{ij} (1 - F_{ij})) + \frac{1}{2} \sum_{i=1}^{m} a_i \left[ \sum_{j \in A(i)} \log \left( \frac{F_{ij}}{1 - F_{ij}} \right) M_{ij} \right] \quad \text{(III.2)}$$

where $A(i) := \{j \in [n] : (i, j) \in A\}$ denotes the set of workers assigned to the $i$-th task. Therefore, the ML estimator $\hat{a}^{ML}(\cdot) : \{\pm1\}^A \rightarrow \{\pm1\}^m$ of the ground-truth label vector $a \in \{\pm1\}^m$ is given by

$$\hat{a}^{ML}_i(M) = \text{sign} \left( \sum_{j \in A(i)} \log \left( \frac{F_{ij}}{1 - F_{ij}} \right) M_{ij} \right). \quad \text{(III.3)}$$

As the computation of the ML estimator $\hat{a}^{ML}(\cdot) : \{\pm1\}^A \rightarrow \{\pm1\}^m$ (III.3) requires an exact knowledge of the fidelity matrix $F$, the decision rule (III.3) is also called the maximum
likelihood oracle. In practical crowdsourcing scenarios, the fidelity matrix \( F \) is unknown at the label inference algorithms, and we cannot devise the ML estimator. Nevertheless, our analysis of the ML estimator provides a benchmark for making comparisons against other estimators, to be presented in the subsequent sections, that do not require any knowledge of the fidelity matrix \( F \). We now present an information-theoretic guarantee for the desired recovery performance (II.5) achievable by the ML estimator (III.3). The proof of the following result can be found in Appendix A.

**Theorem 4 (Information-Theoretic Achievability):** For any given recovery accuracy \( \alpha \in (0, \frac{1}{2}] \), the ML estimator (III.3) achieves the recovery performance (II.5):

\[
\min_{\hat{a}} \mathbb{E} \left( \sum_{n \in \{\pm 1\}^m} R(\hat{a}, \hat{a}^{\text{ML}}) \right) \leq \alpha,
\]

under the \( d \)-type specialization model \( S(d; \mu, \nu) \) if the following condition holds:

\[
\min_{i \in [m]} |A(i)| \geq \frac{1}{\gamma_1(d; \mu, \nu)} \log \left( \frac{1}{\alpha} \right), \quad (III.4)
\]

where the error exponent \( \gamma_1(d; \mu, \nu) \) is defined by

\[
\gamma_1(d; \mu, \nu) := \log \left( \frac{1}{2 \max_{t \in [d]} \left\{ \sum_{w=1}^{d} \nu(w) \sqrt{Q(t, w)(1 - Q(t, w))} \right\}} \right).
\]

(III.5)

Theorem 4 implies that the error probability of the ML estimator decreases exponentially in the number of responses \( |A(i)| \) to the \( i \)-th task in the rate of \( \Pr \left\{ \hat{a}^{\text{ML}}(M) \neq a_i \right\} \leq \exp \left\{ -|A(i)| \cdot \gamma_1(d; \mu, \nu) \right\} \). Next, the statistical impossibility result can be summarized into the following form whose detailed proof is deferred to Appendix B:

**Theorem 5 (Statistical Impossibility):** Given any recovery accuracy \( \alpha \in (0, \frac{1}{8}] \), no inference methods with the average number of queries per task, \( |A|/m \), satisfying

\[
\gamma_2(d; \mu, \nu) \left( \frac{|A|}{m} \right) + \Gamma(d; Q) \sqrt{\frac{|A|}{m}} < \log \left( \frac{1}{4\alpha} \right),
\]

can achieve the desired statistical performance (II.5), i.e.,

\[
\min_{\hat{a}} \left( \sup_{n \in \{\pm 1\}^m} R(\hat{a}, \hat{a}) \right) > \alpha,
\]

in the \( d \)-type specialization model \( S(d; \mu, \nu) \). Here, the error exponent \( \gamma_2(d; \mu, \nu) \) is defined by

\[
\gamma_2(d; \mu, \nu) := \log \left( \frac{1}{2 \sum_{(t, w) \in [d] \times [d]} \mu(t) \nu(w) \sqrt{Q(t, w)(1 - Q(t, w))}} \right),
\]

(III.7)

and \( \Gamma(d; Q) \) denotes the log-odds of the maximum reliability between tasks and workers, i.e.,

\[
\Gamma(d; Q) := \log \left( \frac{\max \{ Q(t, w) : (t, w) \in [d] \times [d] \}}{1 - \max \{ Q(t, w) : (t, w) \in [d] \times [d] \}} \right),
\]

(III.8)

In summary, the ML estimator (III.3) succeeds to recover the ground-truth vector within the desired recovery accuracy (II.5) provided that

\[
\frac{|A|}{m} = \Omega \left( \frac{1}{\gamma_1(d; \mu, \nu)} \log \left( \frac{1}{\alpha} \right) \right), \quad (III.9)
\]

while the recovery is impossible within the target accuracy (II.5) whenever

\[
\frac{|A|}{m} = o \left( \min \left\{ \frac{1}{\gamma_2(d; \mu, \nu)} \log \left( \frac{1}{\alpha} \right), \frac{1}{\Gamma(d; Q) \log \left( \frac{1}{\alpha} \right)^2} \right\} \right), \quad (III.10)
\]

from Theorem 4 and 5. Note that the error exponents for the information-theoretic upper bound \( \gamma_1(d; \mu, \nu) \) and the information-theoretic lower bound \( \gamma_2(d; \mu, \nu) \) coincide when the quantities

\[
\sum_{t=1}^{d} \nu(w) \sqrt{Q(t, w)(1 - Q(t, w))}
\]

are equal for every \( t \in [d] \), i.e., when all task types have the same difficulty when averaged over worker types.

**Remark 6 (Tightness of the Information-Theoretic Bounds):** To see the tightness of the information-theoretic bounds, we now pay our attention to the parameter regime for which

\[
\gamma_1(d; \mu, \nu) \preceq \gamma_2(d; \mu, \nu) ;
\]

\[
\sup_{d \in \mathbb{N}} \max_{(t, w) \in [d] \times [d]} Q(t, w) < 1.
\]

(III.11)

Here, it is worth noting that \( \gamma_1(d; \mu, \nu) \leq \gamma_2(d; \mu, \nu) \) in general. In the parameter regime (III.11), it is evident that \( \sup_{(t, w) \in [d] \times [d]} Q(t, w) < 1 \). Hence, the recovery accuracy (II.5) is not achievable whenever

\[
\frac{|A|}{m} = \Theta \left( \frac{1}{\gamma_1(d; \mu, \nu)} \log \left( \frac{1}{\alpha} \right) \right).
\]

(III.12)

1) \( \gamma_1(d; \mu, \nu) \preceq \gamma_2(d; \mu, \nu) \preceq \{ \log \left( \frac{1}{\alpha} \right) \}^{-1} \) it is clear that the right-hand side of the equation (III.12) becomes \( \Theta \left( \frac{1}{\gamma_1(d; \mu, \nu)} \log \left( \frac{1}{\alpha} \right) \right) \). Hence, the ML estimator (III.3) is statistically optimal with the order-wise fundamental limit of the sample complexity:

\[
\frac{|A|}{m} = \Omega \left( \frac{1}{\gamma_1(d; \mu, \nu)} \log \left( \frac{1}{\alpha} \right) \right). \quad (III.13)
\]

2) \( \gamma_1(d; \mu, \nu) \approx \gamma_2(d; \mu, \nu) \approx \{ \log \left( \frac{1}{\alpha} \right) \}^{-1} \) the equations (III.9) and (III.12) guarantee that the ML estimator (III.3) achieves the recovery performance (II.5) when

\[
\frac{|A|}{m} = \Omega \left( \frac{1}{\gamma_1(d; \mu, \nu)} \log \left( \frac{1}{\alpha} \right) \right),
\]

(III.14)
while no algorithm whatsoever can reach the recovery accuracy (II.5)
\[ \frac{|A|}{m} = \Theta \left( \frac{1}{\log \frac{1}{\alpha}} \right)^2. \]

This result shows that there exists an order-wise gap between the information-theoretical achievability condition and the converse result in this regime.

IV. ALGORITHMS AND PERFORMANCE ANALYSIS

Throughout this section, we propose novel estimation algorithms for the ground-truth label vector, and provide their performance guarantees under the $d$-type specialization model. Here, we remind that in the $d$-type specialization model, the fidelity $F_{ij} = Q(t_i, w_j)$ of the $j$-th worker on the $i$-th task is determined by the task type $t_i$, the worker type $w_j$, and the reliability matrix $Q(\cdot, \cdot) : [d] \times [d] \rightarrow [\frac{1}{2}, 1]$, which are all unknown in most practical scenarios. In Section IV-A, we first introduce a worker clustering algorithm based on their types $w \in [d]^n$. This algorithm is used as an initial stage of our final inference algorithms. In Section IV-B, we introduce an inference algorithm to estimate the true labels $a \in \{\pm 1\}^n$ under the presence of side information of the task-type vector $t \in [d]^m$. In Section IV-C, we return to the setting where both the worker types and the task types are not revealed and then present a provably sample-efficient algorithm. We provide theoretical guarantees of the proposed inference algorithms under some reasonable assumptions on the reliability matrix $Q$ and demonstrate the order-wise optimality of these algorithms by comparing the results with the information-theoretic limits from Section III.

A. An SDP-Based Worker Clustering Stage

We first propose an algorithm for clustering workers based on their responses on a subset of tasks, by solving a semi-definite program (SDP). This algorithm plays a critical role at the very first stage of the inference algorithms we will present later.

Algorithm 7 (The SDP-Based Worker Clustering Algorithm):

Input: the number of types $d \in \mathbb{N}$, and the parameters $(r, \eta) \in \{\pm 1\}^m \times (0, +\infty)$

1. Let $\mathcal{S} \subseteq [n]$ denote the set of randomly chosen $r$ tasks, and assign each task in $\mathcal{S}$ to all $n$ workers;

2. Based on the responses $M_i = (M_{ij} : j \in [n])$ for each $i \in \mathcal{S}$, we define the similarity matrix $A \in \mathbb{R}^{n \times n}$ by $A := \mathcal{P}_{\text{off-diag}} \left( \sum_{i \in \mathcal{S}} M_i, M_i \right)$, where $\mathcal{P}_{\text{off-diag}}(\cdot) : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ defines the linear operator that zeros out all diagonal entries of a matrix;

3. Solve the following semi-definite-program:

   \[
   \max_{X \in \mathbb{R}^{n \times n}} \left\langle A - \eta I_{n \times n}, X \right\rangle \\
   \text{subject to } X \succeq 0; \quad \left\langle I_n, X \right\rangle = n; \\
   \quad 0 \leq X_{ij} \leq 1, \quad \forall (i, j) \in [n] \times [n],
   \]

   where $\eta \geq 0$ is a tuning parameter that should be predetermined. Let $X_{\text{SDP}} \in [0,1]^{n \times n}$ denote the optimal solution to the SDP (IV.1);

4. Extract the worker clusters $\{\mathcal{W}_1, \mathcal{W}_2, \ldots, \mathcal{W}_d\}$ by performing the approximate $k$-medoids clustering algorithm (Algorithm 1 in [47]) on the row vectors of $X_{\text{SDP}}$ to cluster the $n$ rows into $d$ groups. Here, we note that the number of types $d$ is known to us;

Output: the explicit clusters $\{\mathcal{W}_1, \mathcal{W}_2, \ldots, \mathcal{W}_d\}$ of $n$ workers.

The SDP-based worker clustering stage of our inference algorithm is motivated by a line of works on the SDP-based similarity clustering [2], [36], [38], [47], [48], [49], [50], [51], [52]. The rationale of the proposed worker clustering algorithm can be elucidated as follows. In Step 1 of Algorithm 7, we randomly choose $r$ tasks and collect responses for each of the tasks from all $n$ workers. The collected responses are then used to compute the similarity matrix $A$ whose $(i, j)$-th entry represents the similarity between the $i$-th worker and the $j$-th worker. If we denote $A^{(i)} := \mathcal{P}_{\text{off-diag}} (M_i^r, M_i^r)$ for each $i \in \mathcal{S}$, it can be easily shown that

\[
E \left[ A_{jk}^{(i)} | t, w \right] = \begin{cases} 0 & \text{if } j = k; \\
(2Q(t_i, w_j) - 1) \{2Q(t_i, w_k) - 1\} & \text{otherwise.}
\end{cases}
\]

By taking expectations with respect to $t \sim \mu^\otimes m$ to both sides, we reach

\[
E \left[ A_{jk}^{(i)} \right] = E_{t \sim \mu^\otimes m} E \left[ A_{jk}^{(i)} | t, w \right] = \begin{cases} 0 & \text{if } j = k; \\
\Phi(Q, \mu, \nu)(w_j, w_k) & \text{otherwise,}
\end{cases}
\]

for every $i \in \mathcal{S}$ where $\Phi(Q, \mu, \nu)(\cdot, \cdot)$ is the collective quality correlation matrix defined in (II.2). From the definition of $p_m$ and $p_w$ in (II.3) of Assumption 3, one can observe that

\[
E \left[ A_{jk} | w \right] = \sum_{i \in \mathcal{S}} E \left[ A_{jk}^{(i)} | w \right] = r \cdot \Phi(Q, \mu, \nu)(w_j, w_k)
\]

\[
= \begin{cases} r_p m & \text{if } j \neq k \text{ and } w_j = w_k; \\
r_p w & \text{if } w_j \neq w_k.
\end{cases}
\]

In words, if any two workers have the same type, their similarity is lower than or equal to $r_p m$. Since we have $p_m > p_w$ in Assumption 3, one can exploit the gap between the similarity values of pairs of workers of the same type and pairs of workers of different types to recover the community structure of workers from the similarity matrix $A$. This is the fundamental reason why the strong assortativity assumption of the collective quality correlation matrix $\Phi(Q, \mu, \nu)$ (Assumption 3) is necessary for establishing a theoretical guarantee of Algorithm 7.

If we choose the tuning parameter $\eta$ in (IV.1) to lie between $r_p m$ and $r_p w$, say $\eta = \frac{r(p_m + p_w)}{2}$, we have

\[
E \left[ A_{jk} | w \right] - \eta = \begin{cases} 0 & \text{if } j \neq k \text{ and } w_j = w_k; \\
0 & \text{if } w_j \neq w_k.
\end{cases}
\]
With the above observation in place, one can consider the following combinatorial optimization problem:

$$\max_{X \in \mathcal{X}(n,d)} \left( \mathbb{E} \left[ A | w \right] - \eta \mathbf{1}_{n \times n}, X \right),$$  \hspace{1cm} (IV.2)

where the search space $\mathcal{X}(n,d)$ of the problem (IV.2) denotes the set of all worker cluster matrices with $n$ nodes and $d$ clusters. Formally, the worker cluster matrix $X(\sigma) \in \{0,1\}^{n \times n}$ is associated with the given community assignment $\sigma : [n] \rightarrow [d]$ and is defined by

$$[X(\sigma)]_{jk} := \begin{cases} 1 & \text{if } \sigma(j) = \sigma(k); \\ 0 & \text{otherwise}. \end{cases}$$

Then, the search space $\mathcal{X}(n,d)$ of the combinatorial optimization problem (IV.2) is given by

$$\mathcal{X}(n,d) := \left\{ X(\sigma) \in \{0,1\}^{n \times n} | \sigma : [n] \rightarrow [d] \right\}.$$

One can find that the optimal solution to the problem (IV.2) reveals the ground-truth worker cluster matrix $X(w) \in \mathcal{X}(n,d)$ (here, we consider the worker-type vector $w \in [d]^n$ as the ground-truth community assignment of workers), since the optimal solution $X^* \in \mathcal{X}(n,d)$ to (IV.2) should take $X^*_{jk} = 1$ provided that $\mathbb{E} \left[ A_{jk} | w \right] - \eta \geq 0$, i.e., when $j \neq k$ and $w_j = w_k$, and 0 otherwise.

In the SDP (IV.1) of Algorithm 7, we make use of the sample-level similarity matrix $A$ in lieu of the population-level similarity matrix $\mathbb{E} \left[ A | w \right]$, which requires the exact knowledge of the true worker-type vector $w$, and relax the non-convex constraint $X \in \mathcal{X}(n,d)$ in (IV.2) into convex constraints. This enables us to address the computational intractability issue of the original problem (IV.2) since the SDPs are known to be solvable efficiently by using various algorithms including the interior-point method [53], [54] and first-order methods [55].

We next establish a sufficient condition on $(r, \eta)$ to guarantee the exact recovery of the true worker clusters by solving the SDP (IV.1). Hereafter, let $s_w := |\mathcal{W}_w|$ denote the size of the worker cluster of type $w \in [d]$ and $s_{\min} := \min \{ s_w : w \in [d] \}$ and $s_{\max} := \max \{ s_w : w \in [d] \}$ denote the minimum size and the maximum size of the worker clusters, respectively.

Lemma 8 (Exact Recovery Guarantee of Algorithm 7): Consider the $d$-type specialization model SM $(d, Q, \mu, \nu)$ whose collective quality correlation matrix $\Phi (Q, \mu, \nu)$ is strongly assortative (Assumption 3). Then, Algorithm 7 exactly recovers the worker clusters with probability at least $1 - 4^{-11}$, provided that the parameter $\eta \geq 0$ required in the SDP (IV.1) satisfies

$$r \left( \frac{1}{4} p_m + \frac{3}{4} p_u \right) \leq \eta \leq r \left( \frac{3}{4} p_m + \frac{1}{4} p_u \right),$$  \hspace{1cm} (IV.3)

as well as the number of randomly chosen tasks $r$ in Step 1 of Algorithm 7 is at least

$$r \geq C_1 \cdot \frac{n^2 (\log n)^2}{(p_m - p_u)^2 s_{\min}^2} \hspace{1cm} (IV.4)$$
for some absolute constant $C_1 > 0$.

The proof of Lemma 8 will be provided in Appendix D. Let $\mathcal{X} \subseteq \mathbb{R}^{+ \times n}$ denote the feasible region of the SDP (IV.1), and $X^* := X(w) \in \mathcal{X}(n,d)$ refer to the ground-truth worker cluster matrix induced by the worker-type vector $w \in [d]^n$. In order to establish Lemma 8, it suffices to show that $X^*$ is the unique optimal solution to the SDP (IV.1). Thus, the main conclusion of Lemma 8 reduces to the following claim: for any $X \in \mathcal{X} \setminus \{X^*\}$, we cannot employ the standard techniques from the random matrix theory literature mostly assuming the independence between entries of the data matrix. In order to establish a tight concentration bound on the spectral norm $\| A - \mathbb{E} \left[ A | w \right] \|$ we utilize an extensively used matrix concentration inequality, known as the matrix Bernstein’s inequality [56]. Details of this result can be found in Lemma 28.

Remark 9: [Choice of the Tuning Parameter $\eta$ for the SDP (IV.1)] Solving the SDP (IV.1) requires us a suitable choice of the tuning parameter $\eta \geq 0$ such that it obeys the required bound (IV.3) for the exact recovery of worker clusters of Algorithm 7. The condition (IV.3) effectively means that the tuning parameter $\eta$ should be chosen to lie between the minimum within-cluster similarity $r p_m$ and the maximum cross-cluster similarity $r p_u$ to ensure the exact recovery of worker clusters. In fact, one can realize that the parameter $\eta$ determines the resolution of the clusters in the solution, since a higher $\eta$ detects finer clusters with similarity larger than $\eta$. Therefore, varying $\eta$ results in different solutions with the desired within-cluster similarity specified by $\eta$. Therefore, it is generally impossible to determine a unique choice of $\eta$ from the data for the recovery of the hidden membership structure. Similar arguments have been discussed for the SDP-based clustering algorithms for the graph case [50] and for the uniform weighted hypergraph case [38].

B. Inference Algorithm With Side Information of the Task-Type Vector

Throughout this section, we propose an algorithm for the estimation of the ground-truth labels $a \in \{ \pm 1 \}^m$ when an approximate task-type vector $\mathbf{t} := (t_1, t_2, \ldots, t_m) \in [d]^m$ that matches the ground-truth task types fairly well is revealed as side information. The proposed algorithm consists of the following two stages: (i) clustering workers via Algorithm 7, and (ii) for each task type, ruling out the unreliable worker clusters and estimating labels by performing standard majority voting only among reliable worker clusters.

Algorithm 10 (Two-Stage Inference Algorithm With the Presence of Side Information of the Task-Type Vector):

- **Input**: the number of types $d \in \mathbb{N}$, the parameters $(r, \eta, l) \in [m] \times (0, +\infty) \times [n]$ and $\zeta := \zeta_{ab} : (a, b) \in [d] \times [d] \in (0, +\infty)^{d \times d}$, and an approximate task-type vector $\mathbf{t} := (t_1, t_2, \ldots, t_m) \in [d]^m$ of the ground-truth task-type vector $t \in [d]^m$.
1. SDP-based worker clustering:
   a) Employ Algorithm 7 and obtain an explicit worker clusters \( \{ \mathcal{W}_1, \mathcal{W}_2, \ldots, \mathcal{W}_d \} \);
   b) For each task \( i \in [m] \setminus \mathcal{S} \) and worker cluster \( w \in [d] \), assign the task \( i \) to \( l \) workers sampled uniformly at random from the inferred worker cluster \( \mathcal{W}_{w} \).
   Let \( \mathcal{A}(i) := \{ j \in [n] : (i, j) \in \mathcal{A} \} \) denote the set of workers assigned to the \( i \)-th task;

2. Ruling out the worker clusters of spammers and label inference via standard majority voting:
   a) For every task \( i \in [m] \), we select \( \mathcal{A}_w(i) \in (\mathcal{A}(i) \setminus \mathcal{W}_w) \) for \( w \in [d] \), and define \( \mathcal{A}'(i) := \bigcup_{w=1}^{d} \mathcal{A}_w(i) \subseteq \mathcal{A}(i) \);
   b) Set \( \hat{T}_a := \{ i \in [m] : t_i = a \} \) for each \( a \in [d] \). Then, we determine weights in a data-driven way as follows:
   \[
   \hat{\theta}_{ab}(M) := \begin{cases} 
   1 & \text{if } \frac{1}{|\hat{T}_a|} \sum_{i \in \hat{T}_a} \left| \sum_{j \in \mathcal{A}_w(i)} M_{ij} \right| \geq \zeta_{ab}; \\
   0 & \text{otherwise},
   \end{cases}
   \]
   where \( \zeta_{ab} > 0 \), \( (a, b) \in [d] \times [d] \), is a tuning parameter that should be specified;

   c) Finally, we estimate the ground-truth label \( \hat{a}_i \) via the following decision rule:
   \[
   \hat{a}_i(M) := \text{sign} \left( \sum_{a=1}^{d} \left( \sum_{j \in \mathcal{A}_w(i)} \hat{\theta}_{a,w}(M) \cdot M_{ij} \right) \right),
   \]
   for every \( i \in [m] \);
   \[
   \textbf{Output:} \ \hat{a}(\cdot) := \{ \hat{a}_i(\cdot) : i \in [m] \} : \{ \pm 1 \}^A \rightarrow \{ \pm 1 \}^m.
   \]

The main takeaway of Algorithm 10 is to select a subset of worker clusters for each task type that are believed to be composed of reliable workers, and use the responses only from those reliable worker clusters to infer the ground-truth labels. To that end, in Step 1-(b) of Algorithm 10, we use the worker clusters recovered from Algorithm 7 in order to assign each task to \( l \) randomly sampled workers from each inferred cluster. To examine the reliability of each worker cluster for each task type \( a \in [d] \), we then measure the bias of responses provided by each worker cluster \( \mathcal{A}_w(i) \), \( w \in [d] \), averaged over every task \( i \) having (approximate) type \( \hat{t}_i = a \), and set the weight \( \hat{\theta}_{ab}(M) \) is only for the worker clusters with averaged bias larger than a certain threshold \( \zeta_{ab} > 0 \) as in (IV.6). The estimation of the ground-truth label is then conducted by using only the answers from worker clusters \( w \in [d] \) having \( \hat{\theta}_{a,w}(M) = 1 \) and ignoring answers from worker clusters having \( \hat{\theta}_{a,w}(M) = 0 \) as in (IV.7).

We now address an assumption on the \( d \)-type specialization model to provide theoretical guarantees of Algorithm 10.

**Assumption 11:** There is a universal constant \( \epsilon \in (0, \frac{1}{2}) \) such that \( Q(t, w) \in \left( \frac{1}{2}, \frac{1}{2} + \epsilon, 1 \right) \) for all \( (t, w) \in [d] \times [d] \), and there exists a function \( \delta(\cdot) : [d] \rightarrow \{ 0, \frac{1}{2}, \ldots, \frac{d-1}{2}, 1 \} \) such that \( |\text{spam}_{\mathcal{Q}}(t)| = d \{ 1 - \delta(t; d) \} \) for every \( t \in [d] \),

where \( \text{spam}_{\mathcal{Q}}(t) := \{ w \in [d] : \mathcal{Q}(t, w) = \frac{1}{2} \} \) denotes the set of worker clusters of spammers for the task type \( t \in [d] \) with respect to the reliability matrix \( \mathcal{Q} \). Automatically, \( [d] \setminus \text{spam}_{\mathcal{Q}}(t) \) is the set of clusters of reliable workers for the task type \( t \) with respect to the reliability matrix \( \mathcal{Q} \).

For this setup, there exists a gap \( \epsilon \in (0, \frac{1}{2}) \) between the reliability of the clusters of reliable workers and that of the worker clusters of spammers with respect to the reliability matrix \( \mathcal{Q} \). We further define

\[
\delta_{\min}(d) := \min_{t \in [d]} \delta(t; d) \quad \text{and} \quad \delta_{\max}(d) := \max_{t \in [d]} \delta(t; d).
\]

It would be worth noting that the weighting scheme (IV.6) aims to recover the ground-truth signals \( \{ \theta_{ab} : (a, b) \in [d] \times [d] \} \), where

\[
\theta_{ab} := \begin{cases} 
   1 & \text{if } b \in [d] \setminus \text{spam}(a) \\
   0 & \text{otherwise}.
   \end{cases}
\]

To establish a statistical guarantee for Algorithm 10, we further impose the approximated balancedness assumption on the task types.

**Assumption 12 (The approximate balancedness on the task–type clusters):** Let \( \hat{T}_a := \{ i \in [m] : \hat{t}_i = a \} \). The ground-truth task-type vector \( t \in [d] \) satisfies

\[
\max \left\{ \frac{|\hat{T}_a| : a \in [d]}{|T_a| : a \in [d]} \right\} = \Theta(1) \quad \text{as } d \rightarrow \infty.
\]

The following theorem characterizes the statistical performance of Algorithm 10 with side information, i.e., an approximate task-type vector \( \hat{t} \) that recovers the ground-truth task-type vector \( t \) fairly well.

**Theorem 13 (Statistical Analysis of Algorithm 10):** Consider the \( d \)-type specialization model SM \( (d; \mathcal{Q}, \mu, \nu) \) satisfying Assumptions 3–12, \( \delta(t; d) \geq \frac{1}{2} \) for \( t \in [d] \), and \( \min_{w \in [d]} \nu(w) > 0 \). Let \( \alpha \in (0, \frac{1}{2}) \) be any target accuracy. Assume that the given approximate task-type vector \( \hat{t} \) (side information of the ground-truth task-type vector \( t \)) satisfies the following two weak recovery assumptions on side information \( \hat{t} \):

\[
\frac{\left| \hat{T}_a \setminus T_a \right|}{|\hat{T}_a|} = o(1) \quad \text{as } d \rightarrow \infty,
\]

and

\[
\frac{\left| \{ i \in [m] : \hat{t}_i \neq t_i \} \right|}{m} = \frac{1}{m} \sum_{i=1}^{m} \mathbb{1} \{ \hat{t}_i \neq t_i \} \leq \frac{\alpha}{2}.
\]

Then, the recovery performance (II.5) is achievable via Algorithm 10 with the average number of queries per task

\[
\frac{|A|}{m} \geq \frac{1}{\epsilon^2 \cdot \delta_{\min}(d)} \log \left( \frac{8}{\alpha} \right)
\]

for every sufficiently large \( d \), where \( m = \Omega \left( \frac{\epsilon^2 \log n}{\delta_{\min}(d) \cdot \left( \frac{1 - \delta(t; d)}{1 - \delta_{\max}(d)} \right)^2} \right) \).

The detailed proof of Theorem 13 is given in Section VIII-A.
Remark 14 (Statistical Optimality of Algorithm 10): An immediate yet remarkable consequence of Theorem 13 is the information-theoretic optimality of the sample complexity of Algorithm 10 for the \( d \)-type specialization model whose reliability matrix \( Q \) obeys Assumption 11. The information-theoretic achievability (Theorem 4) result and converse (Theorem 5) result imply that under the \( d \)-type specialization model whose reliability matrix \( Q \) satisfies Assumption 11, the desired recovery performance (II.5) is achievable via the ML estimator \((III.3)\) if

\[
\frac{|A|}{m} = \Omega \left( \frac{1}{\delta_{\min}(d)} \log \left( \frac{1}{\alpha} \right) \right), \quad (IV.12)
\]

while is statistically impossible whenever

\[
\frac{|A|}{m} = o \left( \min \left\{ \frac{1 - \delta_{\max}(d)}{\delta_{\max}(d)} \log \left( \frac{1}{\alpha} \right), \frac{1}{\Gamma(d; Q)} \log \left( \frac{1}{\alpha} \right)^2 \right\} \right). \quad (IV.13)
\]

The detailed derivation is stated as Corollary 25 in Appendix C. The sample complexity per task \((IV.11)\) of Algorithm 10 exactly matches the information-theoretic upper bound \((IV.12)\) in the current setup. Recall that the information-theoretic bounds \((IV.12)\) and \((IV.13)\) become order-wise sharp results when (i) \( \delta_{\min}(d) \approx \delta_{\max}(d) \) as \( d \to \infty \), (ii) \( \lim sup_{d \to \infty} \delta_{\max}(d) \to 1 \), and (iii) the target accuracy \( \alpha \in (0, 1] \) satisfies \( \log \left( \frac{1}{\alpha} \right) \geq \frac{\Gamma(d; Q)^2}{\delta_{\max}(d)} \) as \( d \to \infty \).

C. Inference Algorithm Without Side Information of the Task-Type Vector

Finally, we provide an algorithm that does not require the presence of side information \( t \) of the ground-truth task type vector \( t \in [d]^m \). It consists of the following two stages: (i) clustering workers via Algorithm 7, and (ii) matching task types and inferring the labels by running weighted majority voting with suitable weights different between the worker cluster of the matched type and the rest worker clusters.

Algorithm 15 (Two-stage inference algorithm without side information of the task-type vector):

1. **SDP-based worker clustering stage:**
   a) Employ Algorithm 7 and obtain an explicit worker clusters \( \{\hat{W}_1, \hat{W}_2, \cdots, \hat{W}_d\} \);
   b) For each task \( i \in [m] \setminus S \) and worker cluster \( w \in [d] \), assign the task \( i \) to \( l \) workers sampled uniformly at random from the inferred worker cluster \( \hat{W}_w \). Let \( A(i) := \{j \in [n] : (i, j) \in A\} \) denote the set of workers assigned to the \( i \)-th task;

2. **Task-type matching and label inference via weighted majority voting:**
   a) For every task \( i \in [m] \), we select \( A_w(i) \in (\mathcal{A}(i) \cap \hat{W}_w) \) for \( w \in [d] \), and define \( \mathcal{A}'(i) := \bigcup_{w=1}^d A_w(i) \subseteq A(i) \);
   b) We infer the types associated with each task via the following decision rule: for each task \( i \in [m] \), the type associated with the \( i \)-th task is inferred by finding the worker cluster whose response is the most biased:

\[
i := i \left( M \right) := \arg \max_{w \in [d]} \left| \sum_{j \in A_w(i)} M_{ij} \right|. \quad (IV.14)
\]

c) Determine weights \( \theta_{ij} = (\theta_{ij} : j \in A'(i)) \) for each \( i \in [m] \) as per the following rule:

\[
\theta_{ij} := \begin{cases} 1 & \text{if } j \in A'(i) \cap \hat{W}_i = A_i(i); \\ \frac{1}{\sqrt{d-1}} & \text{otherwise}. \end{cases} \quad (IV.15)
\]

d) Finally, we estimate the ground-truth label \( \alpha_i \) via the following weighted majority voting rule:

\[
\hat{a}_i := \text{sign} \left( \sum_{j \in A'(i)} \theta_{ij} M_{ij} \right). \quad (IV.16)
\]

Output: \( \hat{a}(\cdot) := (\hat{a}_i : i \in [m]) : \{\pm 1\}^m \to \{\pm 1\}^m \).

Step 1 in Algorithm 15 is the same as that of Algorithm 10. The main difference from Algorithm 10 is that since we do not have side information of the task type vector, we first estimate the type of each individual task by identifying the worker cluster whose responses are the most biased as in (IV.14). Our label inference stage then uses the weighted majority voting with weights (IV.15) that are differently assigned to the cluster of the matched type and the remaining clusters.

Remark 16 (Comparison between Algorithm 10 and Algorithm 15): Algorithm 10 makes use of side information of the ground-truth task-type vector in order to evaluate each worker cluster in terms of the bias of the responses averaged over all tasks of a given type as in (IV.6). Algorithm 15, on the other hand, matches the worker cluster which has the most biased answers without any averaging scheme as in (IV.14). Even though one can utilize the approximate task-type vector \( \hat{t}(\cdot) := (\hat{t}_1, \hat{t}_2, \cdots, \hat{t}_m) \) obtained via (IV.14) as side information for Algorithm 15, we did not make effort in this direction since the sample complexity for recovering the true task-type vector \( t \) within a desirable accuracy, which is also necessary as a sufficient condition of the theoretical guarantee of Algorithm 10, already dominates the sample complexity for achieving the desired recovery performance (II.5).

We next provide a performance guarantee of Algorithm 15. To establish a condition that the estimation of the task type through the task-type matching rule (IV.14) can recover the ground-truth task type for each task, we impose an assumption on the reliability matrix \( Q \) described below.

Assumption 17: For any task type \( t \in [d] \), let \( p^*(t) := Q(t, t) \) and \( q^*(t) := \max_{w \in [d]} Q(t, w) \) denote the matched reliability and the maximum mismatched reliability, respectively. Then, we have

\[
p^*(t) > q^*(t), \quad \forall t \in [d].
\]

Assumption 17 (which we call the weak assortativity of the reliability matrix \( Q \)) implies that the workers whose types match the type of a given task responds more reliably than the workers of other types do. With this assumption, one can establish the following statistical guarantee of Algorithm 15.
Theorem 18 (Statistical analysis of Algorithm 15): Consider the $d$-type specialization model $\text{SM} (d; Q, \mu, \nu)$ whose reliability matrix $Q$ satisfies Assumption 3 and 17, and let $\alpha \in (0, \frac{1}{2})$ be any target accuracy. Then, it is possible to achieve the recovery performance (II.5) via Algorithm 15 with the average number of queries per task

$$\frac{|A|}{m} \geq \min \left\{ \frac{4d \log \left( \frac{5d+3}{\alpha} \right)}{\min_{i \in [d]} \left( (p^n(t) - q^n(t))^2 + \theta_1 (t; Q) \right)}, \frac{4d \log \left( \frac{1}{\alpha} \right)}{\min_{i \in [d]} \theta_1 (t; Q)} \right\},$$

(IV.17)

for all sufficiently large $d$, where $m = \Omega \left( \frac{n^2 \left( \log n \right)^2}{(p - p_u)^2 s_{\min}^2} \right)$, and the function $\theta_1 (\cdot; Q) : [d] \to \mathbb{R}$ is given by

$$\theta_1 (t; Q) := \frac{1}{2} \left[ \frac{1}{\sqrt{d-1}} \sum_{w=1}^{d} \{ 2Q(t, w) - 1 \} + \left( 1 - \frac{1}{\sqrt{d-1}} \right) \left\{ 2 \min_{w \in [d]} Q(t, w) - 1 \right\} \right]^2$$

(IV.18)

for $t \in [d]$.

The detailed derivation of (IV.17) and (IV.18) will be discussed in Corollary 26 in Appendix C.

One can realize that Algorithm 15 achieves the order-wise optimal sample complexity since for the special $(p, q)$ model (IV.19), the error exponent $\theta_1 (t; Q)$ in (IV.18) equals

$$\theta_1 (t; Q) = \frac{1}{2} \left[ \frac{1}{\sqrt{d-1}} \left( 2q - 1 \right) + \frac{2}{\sqrt{d-1}} (p - q) \right]^2$$

for all $t \in [d]$. Thus, the right-hand side of the bound (IV.17) is given by

$$\min \left\{ \frac{4d \log \left( \frac{1}{\alpha} \right)}{\left( 1 + \sqrt{d-1} \right) (2q - 1) + \frac{2}{\sqrt{d-1}} (p - q)^2}, \frac{4d \log \left( \frac{5d+3}{\alpha} \right)}{\left( 1 + \sqrt{d-1} \right) (2q - 1) + \frac{2}{\sqrt{d-1}} (p - q)^2} \right\},$$

(IV.21)

One can observe that

$$\text{(IV.22)} = \begin{cases} \Theta \left( \log \left( \frac{1}{\alpha} \right) \right), & \text{if } q > \frac{1}{2}; \\ \Theta \left( d \log \left( \frac{1}{\alpha} \right) \right), & \text{otherwise}, \end{cases}$$

(IV.23)

thereby the recovery accuracy (II.5) would be achievable via Algorithm 15 provided that

$$\frac{|A|}{m} = \begin{cases} \Theta \left( \log \left( \frac{1}{\alpha} \right) \right), & \text{if } q > \frac{1}{2}; \\ \Theta \left( d \log \left( \frac{1}{\alpha} \right) \right), & \text{otherwise}. \end{cases}$$

By comparing the performance guarantee (IV.23) of Algorithm 15 with the sample complexity per task (IV.20) of the ML estimator (III.3), one can find that the bound (IV.23) matches the information-theoretic upper bound (IV.20) (matches up to a logarithmic factor in the case for which $q = \frac{1}{2}$ and $\alpha = \omega \left( \frac{1}{d} \right)$). Consequently, Algorithm 15 is statistically optimal for achieving the recovery accuracy (II.5) for the regime where either $q > \frac{1}{2}$ or $q = \frac{1}{2}$ and $\log \left( \frac{1}{\alpha} \right) \geq d$ as $d \to \infty$.

Remark 20 (How Large Can the Number of Types $d$ be?):

The current paper copes with a crowdsourced labeling problem in a model with fidelity matrix $F$ that can have high rank, the $d$-type specialization model. It is clear that rank($F$) $\leq d$ and the equality holds if and only if $Q$ has full rank. Therefore, in order to argue how large rank($F$) can be to guarantee the desired recovery performance (II.5) under the $d$-type specialization model by using Algorithm 15, it is necessary to identify the range of possible order for the number of types $d$ as a function of $(m, n, \alpha)$. Taking closer inspections on the proof of Theorem 18 and Lemma 8, one can reveal that the following conditions are mandated for the model parameters: (i) $\frac{n^2 \left( \log n \right)^2}{(p - p_u)^2 s_{\min}^2} \leq r$ and $\frac{nr}{m} = \mathcal{O}(d)$; (ii) $dl \leq n$. In order for $r$ that satisfies the condition (i) to exist, the following condition should be guaranteed:

$$\frac{n^2 \left( \log n \right)^2}{(p - p_u)^2 s_{\min}^2} = \mathcal{O} \left( \frac{mld}{n} \right).$$

(IV.24)

Note that under the assumption $m = \Omega \left( \frac{n^2 \left( \log n \right)^2}{(p - p_u)^2 s_{\min}^2} \right)$ made in Theorem 18, the property (IV.24) immediately follows.
Thus, it suffices to choose the model parameters to satisfy the condition (ii). Under the special \((p, q)\) model (IV.19), our choice (VIII.43) of the model parameters obeys

\[
dl = \begin{cases} 
\Theta \left( \log \left( \frac{a}{\alpha} \right) \right) & \text{if } q > \frac{1}{2}; \\
\Theta \left( d \log \left( \frac{a}{\alpha} \right) \right) & \text{otherwise}.
\end{cases}
\]

So, the number of types \(d\) only needs to satisfy \(d \log \left( \frac{a}{\alpha} \right) = O(n)\) for the desired recovery performance (II.5) in the special \((p, q)\) model (IV.19). To summarize, rank(\(F\)) can be as large as the number of types \(d\) fulfilling the condition \(d \log \left( \frac{a}{\alpha} \right) = O(n)\), for instance, \(d = n^{1-\epsilon}\) for some constant \(\epsilon \in (0, 1)\) provided that \(\frac{1}{a} = \text{poly}(n)\) for the theoretical guarantee of the recovery performance (II.5) under the special \((p, q)\) model (IV.19). It is worth noting that the possible range of the rank of the fidelity matrix \(F\) is much higher than the existing models, which have mostly considered the rank-one cases for the ease of analysis [3], [23].

**V. COMPARISON WITH THE EXISTING BASELINE ALGORITHMS**

We now compare the statistical performances of Algorithm 10 and 15 with two existing baseline algorithms in voting (MV) estimator to infer the ground-truth label set of workers assigned to the task type. We refer to Appendix F for the detailed description of the subset-selection algorithm by Algorithm 15 is that Algorithm 15 infers the ground-truth by performing the standard majority voting using only the answers provided by workers. For the worker clustering, the similarity between every pair of workers on the subset \(S\) of tasks is sequentially compared, i.e., for the \(j\)-th worker, if there is a worker cluster \(C \subseteq \{ j \} \) such that for every \(j' \in C\), \(\frac{1}{d} \sum_{i=1}^{d} (M_{ij} - M_{ij'}) > \xi\) for some threshold \(\xi > 0\) that should be pre-determined, then the \(j\)-th worker is assigned to the worker cluster \(C\). Otherwise, a new worker cluster \(\{ j \}\) is created. After this sequential worker clustering process, the task type is estimated by the same rule as (IV.14). The main difference of the subset-selection algorithm compared to Algorithm 15 is that Algorithm 15 infers the ground-truth binary labels via weighted majority voting by using all responses with suitable weights based on the task-type matching result, while the subset-selection algorithm estimates the ground-truth by performing the standard majority voting using only answers provided by the matched workers. For the subset-selection algorithm, when the subset of workers among \(A(i)\) whose type match the inferred task type \(\hat{t}_i := \hat{t}_i(M)\) is denoted by \(A_{\hat{t}_i}(i)\), the ground-truth label \(a_i\) is inferred by running the standard majority voting using only the answers given by the workers of the matched type:

\[
\hat{a}_i := \text{sign} \left( \sum_{j \in A_{\hat{t}_i}(i)} M_{ij} \right), \forall i \in [m].
\]

We refer to Appendix G for the detailed proof of the subset-selection algorithm. The performance guarantee of this algorithm is established in [26] only for the special \((p, q)\) model (IV.19) with a fixed value of \(q\), \(q = 1/2\). We present a general statistical analysis of the subset-selection algorithm by extending the proof therein under a much more general \(d\)-type specialization model. See Appendix G for the detailed proof.
Proposition 21 (Statistical Guarantee of the Subset-Selection Algorithm 1): Consider the $d$-type specialization model \( SM(d; \mathcal{Q}, \mu, \nu) \) with \( \mathcal{Q} \) satisfying Assumption 3 and 17, and let \( \alpha \in (0, \frac{1}{2}] \) be any given target accuracy. Then, the subset-selection algorithm can achieve the recovery performance (II.5) with the average number of queries per task

\[
|A| \geq \min \left\{ \frac{4d \log \left( \frac{\theta_3 + 1}{\alpha} \right)}{\min_{t \in [d]} \left( \left( p^* (t) - q^* (t) \right)^2 + \theta_3 (t; \mathcal{Q}) \right)}, \right. \\
\left. \frac{4d \log \left( \frac{2}{\alpha} \right)}{\min_{t \in [d]} \theta_3 (t; \mathcal{Q})} \right\} 
\]

(V.5)

for every sufficiently large \( d \), where \( m \geq C_2 : \frac{n^{1+\beta}}{(p_m - p_o)^2} \) for some universal constants \( C_2, \beta \in (0, +\infty) \), and the function \( \theta_3 (: ; Q) : [d] \to \mathbb{R}_+ \) is defined by

\[
\theta_3 (t; \mathcal{Q}) := \left[ 2 \min_{w \in [d]} Q(t, w) - 1 \right]^2, \quad \forall t \in [d]. 
\]

(V.6)

Next, we provide a performance guarantee of the subset-selection algorithm for the $d$-type specialization model whose reliability matrix \( \mathcal{Q} \) satisfies Assumption 3 and 11. We refer the readers to Appendix H for the detailed proof:

Proposition 22 (Statistical guarantee of the subset-selection algorithm II): Let us consider the $d$-type specialization model \( SM(d; \mathcal{Q}, \mu, \nu) \) with the reliability matrix \( \mathcal{Q} \) satisfying Assumption 3 and 11, \( \delta (t; d) \geq \frac{1}{d} \) for every \( t \in [d] \), and \( \min_{w \in [d]} \nu (w) > 0 \). Let \( \alpha \in (0, \frac{1}{2}] \) be any target accuracy. Then, the subset-selection algorithm can achieve the recovery performance with the average number of queries per task

\[
|A| \geq \frac{d}{e^\varphi \varphi^{-1} \left( \log \left( \frac{15d^2 \text{max}(d)}{e^\alpha} \right) \right)} 
\]

(V.7)

for all sufficiently large \( d \), where \( m \geq C_3 : \frac{n^{1+\beta}}{(p_m - p_o)^2} \) for some absolute constants \( C_3, \beta \in (0, +\infty) \), and the function \( \varphi (\cdot) : [1, +\infty) \to [1, +\infty) \) is defined by \( \varphi (x) := x - \log x \).

C. Comparison of Algorithm 10 and 15 Against the Baseline Algorithms

We first compare the statistical performances of the standard majority voting rule, the subset-selection algorithm, and Algorithm 15 under the $d$-type specialization model whose reliability matrix \( \mathcal{Q} \) obeys Assumption 3 and 17. Let us consider the sample complexities of the subset-selection algorithm and Algorithm 15. Note that the sample complexity results (V.5) and (IV.14) are the same except that the error exponent \( \theta_3 (t; \mathcal{Q}) \) (V.6) for the subset-selection scheme is replaced by \( \theta_1 (t; \mathcal{Q}) \) (IV.18) in Algorithm 15. One can realize that

\[
\theta_1 (t; \mathcal{Q}) \geq \frac{1 + \sqrt{d - 1}}{2} \theta_3 (t; \mathcal{Q}), \quad \forall t \in [d], 
\]

(V.8)

implying that the error exponent \( \theta_1 (t; \mathcal{Q}) \) of Algorithm 15 is strictly larger than the error exponent \( \theta_3 (t; \mathcal{Q}) \) of the subset-selection algorithm. Hence, the sample complexity (IV.17) of Algorithm 15 is always smaller than the sample complexity (V.5) of the subset-selection algorithm. So, Algorithm 15 is a strict improvement over the subset-selection algorithm in the sense of the sample complexity required for the recovery performance (II.5).

Next, we compare the sample complexity of Algorithm 15 against that of the standard majority voting estimation. To this end, we focus on the case where the prior distribution \( \nu \) of worker types is approximately balanced:

\[
\max_{w \in [d]} \nu (w) = \Theta (1) \text{ as } d \to \infty. 
\]

(V.9)

With this assumption, it holds that

\[
\max_{w \in [d]} \nu (w) \propto \min_{w \in [d]} \nu (w) \geq \frac{1}{d} 
\]

as \( d \to \infty \). Thus, we have

\[
\theta_2 (t; \mathcal{Q}) \geq \frac{1}{2d^2} \left( \sum_{w=1}^{d} \{ 2Q(t, w) - 1 \} \right) \geq d \theta_2 (t; \mathcal{Q}), 
\]

(V.10)

for every \( t \in [d] \) as \( d \to \infty \). Hence, it follows from (V.10) that

\[
\frac{4d \log \left( \frac{3}{\alpha} \right)}{\min_{t \in [d]} \theta_2 (t; \mathcal{Q})} \leq \frac{1}{\min_{t \in [d]} \theta_2 (t; \mathcal{Q})} \log \left( \frac{1}{\alpha} \right) 
\]

(V.11)

as \( d \to \infty \). This shows that the sample efficiency of Algorithm 15 is always better than or equal to that of the standard majority voting estimator in terms of the order of \( d \).

To investigate the cases where only Algorithm 15 achieves the order-wise optimal sample complexity result robustly against the model parameter changes, we compare the performance guarantees of the algorithms under the special \((p, q)\) model (IV.19). For the standard majority voting estimator (V.1), we obtain \( \theta_2 (t; \mathcal{Q}) \geq \frac{(2p-1)+(d-1)(2q-1)}{2} \) for every \( t \in [d] \), and thus the RHS of (V.2) equals to

\[
\frac{2d^2}{(2p-1)+(d-1)(2q-1)} \log \left( \frac{1}{\alpha} \right) 
\]

(V.12)

This implies that the sufficient condition of the standard majority voting to achieve the desired recovery performance (II.5) is given by

\[
|A| = \begin{cases} \Omega \left( \log \left( \frac{1}{\alpha} \right) \right) & \text{if } q > \frac{1}{2}; \\
\Omega \left( d^2 \log \left( \frac{1}{\alpha} \right) \right) & \text{otherwise.} \end{cases} 
\]

For the subset-selection algorithm, it is straightforward to show that \( \theta_3 (t; \mathcal{Q}) \geq (2q-1)^2 \) for all \( t \in [d] \), and the RHS of (V.5) equals to

\[
\min \left\{ \frac{(p-o)^2}{(2q-1)^2}, \log \left( \frac{\theta_1 (t; \mathcal{Q})}{\theta_2 (t; \mathcal{Q})} \right) \right\}. 
\]

So Proposition 21 implies that the subset-selection algorithm succeeds if

\[
|A| = \begin{cases} \Omega \left( d \log \left( \frac{1}{\alpha} \right) \right) & \text{if } q > \frac{1}{2}; \\
\Omega \left( d \log \left( \frac{1}{\alpha} \right) \right) & \text{otherwise.} \end{cases} 
\]

(V.13)

From (V.12) and (V.13), one can find that the order-wise information-theoretic limit (C.5) is achievable by the standard majority voting estimator (V.1) in the parameter regime where
$q > \frac{1}{2}$, while it is achievable via the subset-selection algorithm in the parameter regime where $q = \frac{1}{2}$ and $\log \left( \frac{\epsilon}{\delta} \right) \gtrsim d$. Hence, the standard majority voting rule (V.1) and the subset-selection algorithm do not consistently beat each other and the optimality of these algorithms highly depends on the model parameters. On the other hand, our algorithm, achieves the order-wise information-theoretic limit for both cases as shown in Remark 19.

In order to understand the fundamental reason behind this result, we consider the spammer-hammer model [9]: the $j$-th worker is called a hammer for the $i$-th task if $F_{ij} = 1$; a spammer for the $i$-th task if $F_{ij} = \frac{1}{2}$. If all the workers are almost hammers, that is, $Q(t, w) \approx 1$ for all $(t, w) \in [d] \times [d]$, the standard majority voting using all responses outperforms the subset-selection algorithm since the subset-selection algorithm abandons $(\frac{d-1}{d})$-fraction of answers that are provided by workers whose types do not match the type of the given task. On the other hand, if we consider the regime where $q^*(t) \approx \frac{1}{2}$ and $p^*(t) - q^*(t) = \Theta(1)$ for every $t \in [d]$, then all workers whose types are different from the given task type can almost be viewed as spammers. For this case, the subset-selection algorithm is much better than the standard majority voting estimator, since the standard majority voting does not rule out the dominant random noisy responses. Indeed, as demonstrated in (V.12) and (V.13), the subset-selection algorithm requires $d$ times more queries compared to the standard majority voting if $q > 1/2$, while it requires only $1/d$ times queries if $q = 1/2$. On the contrary, our proposed algorithm, Algorithm 15, achieves the order-wise optimal sample complexity in both cases by aggregating answers from different worker clusters with proper weights as defined in (IV.15).

Now, we make a comparison between the performances of the standard majority voting estimator (V.1), the subset-selection algorithm, and Algorithm 10 under the $d$-type specialization model whose reliability matrix $Q$ satisfies Assumption 3 and 11. Consider the sample complexities of the standard majority voting and Algorithm 10 provided that all the required assumptions of Theorem 13 together with the approximate balancedness condition (V.9) of the prior distribution $\nu(\cdot) \in \Delta([d])$ of worker types hold. Then, we have

$$
\theta_2 (t; Q) = \frac{1}{d^2} \left[ \sum_{w=1}^{d} \{2Q(t, w) - 1\} \right]^2
= \frac{1}{d^2} \left[ \sum_{w \in [d] \setminus \text{spammer}_Q(t)} \{2Q(t, w) - 1\} \right]^2
\geq \frac{d^2}{2} \delta(t; d)^2
$$

(V.14)

for every $t \in [d]$, since $Q(t, w) \geq \frac{1}{2} + \epsilon$ for all $w \in [d] \setminus \text{spammer}_Q(t)$ and $|d \setminus \text{spammer}_Q(t)| = d \cdot \delta(t; d)$. From (V.14), one can observe $\min_{t \in [d]} \theta_2 (t; Q) \gtrsim \epsilon^2 \delta_{\min}(d)^2$ and the sample complexity (V.2) of the standard majority voting rule implies that if

$$
\min_{i \in [m]} |A(i)| \gtrsim \frac{1}{\epsilon^2 \cdot \delta_{\min}(d)^2} \log \left( \frac{1}{\alpha} \right),
$$

(V.15)

then the recovery accuracy (II.5) is achievable by the standard majority voting estimator. Hence, the sample complexity (IV.11) of Algorithm 10 is always smaller than the sample complexity (V.15) of the standard majority voting order-wisely.

As a next stage, we take a closer look at the sample complexity of Algorithm 10 against that of the subset-selection algorithm. To this end, let us embark on our discussion with the following simple and straightforward observation:

$$
\frac{1}{2} \varphi^{-1}(x) < x < \varphi^{-1}(x), \quad \forall x \in [2 - \log 2, +\infty).
$$

(V.16)

For a complete argument, we assume that the assumptions of Theorem 13 and Proposition 22 hold. Based on the observation (V.16), one can realize that the right-hand side of the sample complexity result (V.7) has the order

$$
\frac{d}{\epsilon^2} e^2 \delta_{\min}(d) \left( \log \left( \frac{5d^2 \delta_{\max}(d)}{\epsilon^2} \right) \right) \gtrsim d \log \left( \frac{d^2 \delta_{\max}(d)}{\epsilon^2} \right).
$$

(V.17)

where the step (a) follows from the fact

$$
\frac{d}{\alpha} \leq d^2 \delta_{\max}(d) \leq d^2.
$$

Thus, the desired recovery accuracy (II.5) can be achieved by the subset-selection algorithm when

$$
\frac{|A|}{m} \gtrsim d \log \left( \frac{d}{\alpha} \right).
$$

(V.18)

From the condition $\delta_{\min}(d) \geq \frac{1}{d}$, it is clear that

$$
\frac{d \log \left( \frac{d}{\alpha} \right)}{\epsilon^2} \cdot \delta_{\min}(d) \log \left( \frac{8}{\alpha} \right) \text{ as } d \to \infty.
$$

This elucidates that the sample efficiency of Algorithm 10 is always superior than or equal to that of the subset-selection algorithm in terms of the order of $d$.

VI. EMPIRICAL RESULTS

Throughout this section, we provide numerical simulation results, both for the synthetic and real-world datasets, to illustrate the advantages of the proposed label inference algorithms compared to several baseline methods.

A. Experiments With Synthetic Data

In this section, we conduct synthetic simulations to compare the performance of proposed algorithms (Algorithms 10 and 15) with two baseline algorithms, the standard majority voting (MV) (V.1) and the subset-selection (SS) algorithm (V.4), as well as with the maximum likelihood (ML) oracle (III.3). In implementing Algorithm 10, it is assumed that the estimator $\hat{t}$ of the task type $t$ is provided to the algorithm. To evaluate the performance of Algorithm 10 in terms of the accuracy of the estimator $t$, we compare the performances of Algorithm 10 for the case where we have an exact task-type vector estimate $\hat{t} = t$, denoted by Algorithm 10 (0%), and for the case where we have an approximate task-type vector estimate $\hat{t}$ whose elements are obtained by flipping the elements of the ground-truth task-type
vector \( t \) with probability 0.1, denoted by Algorithm 10 (10%). In implementing Algorithm 10, we set the tuning parameter \( \zeta_{ab} \) in (IV.6) for discriminating the spammer worker groups from non-spammer worker groups as \( \zeta_{ab} = \zeta = 0.6l \) for all \( (a,b) \in [d] \times [d] \). The tuning parameter \( \eta \) for the worker clustering (the first stage of both Algorithms 10 and 15) is set to be \( \eta = \frac{\sum_{i} Q_{i} \mu_{i}}{\sum_{i} \mu_{i}} \). In our simulations, we set the numbers of tasks, workers and types as \( (m,n,d) = (15000,60,4) \), respectively, and set the size of the subset of tasks for the worker clustering as \( r = 200 \). We change the number of queries assigned to each worker cluster per task as \( l \in \{3,4,5,6\} \) and report the performance of the algorithms with respect to the varying \( l \). The overall inference quality is measured by the fraction of labels that do not match with the ground-truth label, i.e., \( \frac{1}{m} \sum_{i=1}^{m} \left( \hat{a}_{i} (M) \neq a_{i} \right) \). The standard MV rule and the ML estimator use \( ld \) answers in total to estimate the ground-truth label. On the other hand, Algorithm 10, Algorithm 15 and the subset-selection algorithm additionally use \( rn \) responses for the worker clustering and thus the total number of queries per task of these algorithms are \( \frac{rn+ (m-r)d}{m} \). This overhead is counted in measuring the performances of the clustering-based algorithms.

In the experiments using synthetic dataset, we generate two types of reliability matrices \( Q \), depending on assumptions imposed on \( Q \). The prior distributions for worker & task types are set to be balanced as \( \mu = \nu = \left[ \frac{1}{2}, \cdots , \frac{1}{2} \right]^{T} \). For each fixed reliability matrix \( Q \) and a pair of the task-type vector and the worker-type vector \( (t, w) \), the measurement matrix \( M \) is randomly generated 20 times according to the observation model (II.1), and we report the empirical performances of each algorithm averaged over these 20 measurements.

1) Model Assuming the Existence of the Most Reliable Worker Cluster: In the first case, we make two assumptions (Assumptions 3 and 17) on the reliability matrix \( Q \), in order to evaluate the performance of the algorithms under the existence of the most reliable worker cluster for each task type. To generate the reliability matrix \( Q \) based on these assumptions, we define two variables \( p_{\min} \) and \( q_{\max} \), a lower bound on the reliability of workers to the tasks of the matched type, i.e., the diagonal entries of \( Q \), and an upper bound on the reliability of workers to the tasks of mismatched types, i.e., the off-diagonal entries of \( Q \), respectively. We set \( (p_{\min}, q_{\max}) \in \{(0.9,0.5),(0.9,0.7)\} \), and then generate the diagonal entries \( \{Q(a,a) : a \in [d]\} \) uniformly at random from the interval \( [p_{\min}, 1] \) and the off-diagonal entries \( \{Q(a,b) : a \neq b \in [d]\} \) uniformly at random from the interval \( [0.5, q_{\max}] \). So, there are two fixed reliability matrices \( Q \) each of which corresponds to \( q_{\max} \in \{0.5,0.7\} \) for the fixed \( p_{\min} = 0.9 \). As \( q_{\max} \) increases, the quality of the responses from workers of mismatched types improves. By creating the reliability matrix \( Q \) in this way, Assumption 17 is clearly fulfilled due to the gap between \( p_{\min} \) and \( q_{\max} \). We also check that the condition \( p_{\min} > p_{u} \) of Assumption 3 is satisfied for the generated \( Q \) matrices. Table I shows the two \( Q \) matrices used in the simulations.

In Fig. 1, we compare the inference qualities of the proposed algorithms (Algorithm 10 and Algorithm 15) with the existing algorithms. The performance of Algorithm 15 is always better than or comparable to that of the MV and the SS algorithm for all the parameter regimes under consideration. Note that the performance of the SS algorithm is superior than that of the MV estimator when \( q_{\max} = 0.5 \), i.e., when the reliability of workers having mismatched types is lower, while that of the MV estimator gets improved for a larger \( q_{\max} = 0.7 \). Since the SS algorithm uses only \( 1/d \) fraction of total answers, which are believed to come from the worker cluster whose type matches the type of the given task, its efficiency compared to the MV highly depends on the quality of workers having different types from the given task. As \( q_{\max} \) increases, since the answers from the workers of mismatched types can have reliable information, the MV rule, which utilizes all the responses with the

| TABLE I |
|---|
| Sampled Reliability Matrices for (a) \( (p_{\min}, q_{\max}) = (0.9,0.5) \) and (b) \( (p_{\min}, q_{\max}) = (0.9,0.7) \). Satisfying Assumption 3 & 17. The Minimum Intra-Cluster Collective Quality Correlation and the Maximum Inter-Cluster Collective Quality Correlation are \( (p_{\min}, p_{u}) = (0.1704,0) \) for (a) and \( (p_{\min}, p_{u}) = (0.2021,0.1436) \) for (b). |
| | (a) \( (p_{\min}, q_{\max}) = (0.9,0.5) \) | (b) \( (p_{\min}, q_{\max}) = (0.9,0.7) \) |
| | \( p_{\min} \) | \( q_{\min} \) | \( p_{\min} \) | \( q_{\min} \) |
| 0.9095 | 0.5270 | 0.6301 | 0.5495 |
| 0.9568 | 0.9305 | 0.6421 | 0.5816 |
| 0.6396 | 0.5670 | 0.5951 | 0.5705 |
| 0.0024 | 0.5693 | 0.6648 | 0.9706 |

Fig. 1. Comparison of the inference qualities (the error fraction, \( \frac{1}{m} \sum_{i=1}^{m} 1 (\hat{a}_{i} (M) \neq a_{i}) \)) between the algorithms for the cases \( (p_{\min}, q_{\max}) = (0.9,0.5) \) (left) and \( (p_{\min}, q_{\max}) = (0.9,0.7) \) (right). The corresponding reliability matrices \( Q \), satisfying Assumptions 3 and 17, are shown in Table I. Algorithm 15 consistently shows a better performance than the standard MV estimator and the SS algorithm. Algorithm 10, which makes use of side information of the ground-truth task-type vector, achieves the best empirical performance, near that of the ML estimator.
same weights, performs better than that of the SS algorithm. On the other hand, our proposed algorithm, Algorithm 15, consistently demonstrates the better performance than the two baselines (the standard MV estimator and the SS algorithm) regardless of $q_{\text{max}}$, since our algorithm assigns suitable weights in aggregating answers from matched and mismatched workers as specified in (IV.15).

One can also observe that side information of the ground-truth task-type vector $t$ is indispensable in improving the empirical performances of the inference algorithms. Compared to Algorithm 15, Algorithm 10, which uses side information of the ground-truth task-type vector, achieves a better performance, near that of the ML estimator when $\hat{t} = t$. The performance of Algorithm 10 is slightly degraded for the case where the error fraction of the approximate task-type vector $\hat{t}$ equals 10%, but it still achieves the best empirical performance among the baseline algorithms in the comparison group.

2) Model With Spammer and Non-Spammer Worker Clusters: Here, we make two assumptions (Assumptions 3 and 11) on the reliability matrix $Q$ to evaluate the empirical performance of the inference algorithms under the existence of two different types of worker clusters, spammer and non-spammer groups, for each task type. We set the gap between the reliability of spammer and non-spammer clusters, defined in Assumption 11, as $\epsilon \in \{0.1, 0.3\}$. We randomly sample two reliability matrices $Q$, as shown in Table II for each $\epsilon \in \{0.1, 0.3\}$, such that they satisfy both Assumptions 3 and 11.

In Fig. 2, the inference qualities of the proposed algorithms, Algorithms 10-15, are compared against the other baseline algorithms for the above two reliability matrices $Q$ with $\epsilon = 0.1$ (left) and $\epsilon = 0.3$ (right). For the model with spammer and non-spammer worker clusters, where the number of non-spammer worker clusters can be larger than one for each task type, the empirical performance of the SS algorithm, which uses only one matched worker cluster for estimating the ground-truth labels, becomes worse than that of the standard MV rule. Algorithm 15, on the other hand, can achieve a better empirical performance than that of the standard MV estimator and the SS algorithm. Algorithm 10, which uses side information of the ground-truth task types, achieves the best performance under this model as well, near that of the ML estimator, and the performance of Algorithm 10 is better when the given side information of the ground-truth task-type vector is more accurate. Comparing Fig. 2a and Fig. 2b, it can be found that the higher the $\epsilon$, the better the performance of Algorithm 15 than the MV estimator. If there is a larger difference between the reliability of the spammer clusters and that of the non-spammer clusters, there is more likely to be an improvement by giving appropriate weights to their responses.

B. Experiments With Real-World Data

We also conduct experiments on the real-world data collected by the celebrated crowdsourcing platform, known as

### Table II

| $Q$ | $\epsilon \in \{0.1, 0.3\}$ | $\epsilon = 0.1$ | $\epsilon = 0.3$ |
|-----|-----------------|-----------------|-----------------|
|     |                 |                 |                 |
| 0.7941 | 0.8240 | 0.5000 | 0.8970 |
| 0.5000 | 0.5000 | 0.9236 | 0.8136 |
| 0.5000 | 0.8875 | 0.7833 | 0.5000 |
| 0.9143 | 0.5000 | 0.5000 | 0.5000 |
| 0.9623 | 0.5000 | 0.8946 | 0.5000 |
| 0.5000 | 0.5000 | 0.5000 | 0.9380 |
| 0.5000 | 0.9682 | 0.9197 | 0.5000 |
| 0.8486 | 0.8419 | 0.5000 | 0.8754 |

Fig. 2: Comparison of the inference qualities (the error fraction, $\frac{1}{n} \sum_{i=1}^{n} 1(a_i(M) \neq a_i)$) between the algorithms for $\epsilon = 0.1$ (left) and $\epsilon = 0.3$ (right). The corresponding reliability matrices $Q$, satisfying Assumption 3 and 11, are shown in Table II. Algorithm 15 consistently shows a better performance than the standard majority voting estimator and the subset-selection algorithm. Algorithm 10, which uses side information of the ground-truth task-type vector, achieves the best empirical performance, near that of the ML estimator.

Fig. 3: Examples of tasks posted on Amazon Mechanical Turk.

Check TRUE if the person in the image is currently 30 years old and check FALSE otherwise.

(a) Tasks for athlete data.

Check TRUE if the content of the scene in the image was released after 2016 and check FALSE otherwise (based on the first season if there are multiple series).

(b) Tasks for Netflix data.
the Amazon Mechanical Turk (MTurk). The binary tasks using different types of images are designed to get binary responses, TRUE or FALSE, from the workers in the MTurk. Details for the two different datasets we have collected are described below.

1) **Athlete**: The experiment consists of 500 images of athletes where each a quarter of images is from one of four sports types: football, baseball, soccer, and basketball. Each human intelligent task (HIT) includes 400 images that contain 100 randomly sampled images of each type of sports. A HIT represents a single, self-contained, virtual task set that a worker can give answers, and received a reward for completing. We ask whether the athlete in each image is currently over 30 years old, and receive binary answers \{TRUE, FALSE\}. We design total 50 HITs and assign them to 50 different workers;

2) **Netflix**: The experiment consists of 500 scenes each of which is from a content (movies, dramas, or series, etc.) at Netflix, where the 500 contents can be categorized into four types: action, romance, thriller, and science-fiction (SF). We select 125 scenes from each category. We ask if the content (movies, dramas, or series, etc.) corresponding to each scene was released after 2018, and obtain the binary responses \{TRUE, FALSE\}. Each HIT is designed to contain 400 scenes that contain 100 randomly sampled scenes from each category. Then, we design total 50 HITs and assign them to 50 individual workers.

We first check whether the collected real-world dataset indeed follows a type structure. Since only the task types are known, we infer the ground-truth worker types based on the rates of correct responses of each worker on each task type, which are evaluated using the ground-truth label information. For the experiments on the Athlete dataset, the composition of workers based on their *empirically estimated* types is given by (football, baseball, soccer, basketball) = (13, 10, 11, 16). For the experiments on the Netflix dataset, we have the composition of workers such as (action, romance, thriller, SF) = (14, 14, 11, 11). The reliability matrices \( Q \) computed by averaging the rates of correct answers for each task-worker type pair \((t, w) \in [d] \times [d]\) for two different datasets are presented in TABLE III with their \((p_m, p_u)\) values.

One can first observe that the diagonal entries are larger than the off-diagonal entries for every row in the reliability matrices provided in TABLE III. We can also realize that the strong assortativity assumption (Assumption 3: \( p_m > p_u \)) holds with the above two real-world datasets, which will enable the clustering of workers based on their types. In TABLE IIIa (Athlete data), it can be seen that for each task type (each row), only a worker cluster of the matched type tends to have relatively high rates of correct responses, while the remaining worker clusters have the rates of correct responses near 0.5. On the other hand, in TABLE IIIb, one can observe that for each task type (each row), multiple worker clusters may respond more reliably with rates of correct answers higher than 0.8, i.e., for the SF task type (last row), both the worker cluster of the action type (the first entry) and the worker cluster of the SF type (the last entry) have the rates of correct responses higher than 0.8. This implies that the workers who provided responses on the Netflix dataset tend to have diverse interests on different movie types, or the four different movie types (action, romance, thriller, SF) share some common features. On the contrary, for the athlete dataset, it turns out that the sport types are rather independent from each other, and each worker tends to have interest on a unique sport type. Thus, the Athlete dataset turns out to satisfy the Assumption 3 and 17, while the Netflix dataset satisfies the Assumption 3 and 11. One can also observe that the original Dawid-Skene model, where the order of workers in terms of their reliabilities is fixed for each task, cannot explain both the datasets, since the tasks are heterogeneous and the reliability of workers may change widely across different task types.

In Fig. 4, we compare the empirical performances of the proposed algorithms, Algorithms 10 and 15, against the state-of-the-art algorithms, including EM [3], Variational [12], KOS [9], Ratio-Eigen [6], and specEM [5], all of which are developed under the model assumptions of the Dawid-Skene model. Also, Minimax [24], which assumes that the error probability of a worker’s answer to a given task may vary depending on the task difficulty, is also compared to our proposed algorithms. The empirical performances of the standard MV estimator and the SS algorithm are also plotted. For the ablation study of our algorithms, which has two prominent differences from the SS algorithm, we also consider the scheme whose worker clustering stage is replaced by our SDP-based worker clustering method (SDP-SS). For the clustering-based algorithms including Alg. 10, Alg. 15 and the subset-selection algorithm, the worker clustering stage is performed prior to the task label inference. In the worker clustering stage, the tuning parameters \( \eta \) in (IV.1) and \( \xi \) in (F.2) need to be chosen accordingly. Since there is no prior information about the model parameters, which may assist for the parameter tuning, in the real-world datasets, we instead do the exhaustive search over the proper ranges of the tuning parameters to choose the values that give the smallest weighted cross-edge sum between the clusters. In particular, we apply the normalized-cut method to measure the weighted cross-edge sum. Details about the normalized-cut method can be found in [57] and [58].

In order to examine how the inference quality changes as the average number of queries per task increases, we sample the responses from each HIT, which are composed of 400 total answers, with probability \( p_s \in \{0.4, 0.5, 0.6, 0.7, 0.8\} \) for

### TABLE III

| Athlete: \((p_m, p_u) = (0.1429, 0.0345)\) |
|------------------|------------------|------------------|------------------|
| \((0.8914, 0.4715, 0.5429, 0.5267)\) | \((0.6118, 0.8978, 0.3527, 0.4514)\) | \((0.4782, 0.5497, 0.8952, 0.5202)\) | \((0.5329, 0.4430, 0.5239, 0.9493)\) |

| Netflix: \((p_m, p_u) = (0.2741, 0.1315)\) |
|------------------|------------------|------------------|------------------|
| \((0.9456, 0.9179, 0.8181, 0.5000)\) | \((0.4694, 0.9404, 0.5117, 0.5127)\) | \((0.4490, 0.5224, 0.9430, 0.7765)\) | \((0.8148, 0.4648, 0.4802, 0.9406)\) |
Fig. 4. Comparison of the inference qualities between different algorithms for (a) the Athlete dataset, and (b) the Netflix dataset, respectively. Among the baseline methods, not using side information of the ground-truth task types, Algorithm 15 demonstrates the best empirical performance. When the task type is available, Algorithm 10 shows the best empirical performance with a large margin from the second-best algorithm.

30 times, and report the average inference quality in Fig. 4. From the plots, we observe that Algorithm 10, which uses side information of the ground-truth task types, outperforms all the other algorithms. In TABLE IV and V, we report the mean of $\hat{\theta}_{ab}(M)$ in (IV.6) averaged over 30 random samplings for Athlete data and Netflix data. Remind that by using $\hat{\theta}_{ab}(M)$, we aim to recover the ground-truth signals $\theta_{ab}$ for $(a, b) \in [d] \times [d]$, defined in (IV.8), which play a role as indicators of whether the cluster is spammer or non-spammer. By comparing the empirical reliability matrices in TABLE III and the estimated signals in TABLE IV and V, one can observe that Algorithm 10 reliably filters out the responses from the unreliable (spammer) worker clusters. We can also see that as more samplers are used the accuracy of estimating the ground-truth signals $\theta_{ab}$ increases.

Among the algorithms that are not using side information of the ground-truth task types, Algorithm 15 achieves the best empirical performance. In particular, Algorithm 15 shows better performance than the algorithms which heavily rely upon the model assumptions of the Dawid-Skene model, since the strong model assumptions of the Dawid-Skene model, where the worker skill is fixed regardless of a given task, does not hold well for the real-world datasets we have collected where the tasks are heterogeneous and the worker reliabilities can vary with the type of a given task. Also, Algorithm 15 is better than the SS algorithm because it has gains both from the worker clustering stage, observed by the performance gap between SS and SDP-SS, and the weighting scheme for the label inference, observed by the performance gap between SDP-SS and Algorithm 15. In particular, by comparing the performances of SDP-SS and SS, one can find that our worker clustering algorithm, Algorithm 7, performs much better than the naïve sequential-clustering algorithm used in the SS algorithm.

| TABLE IV | THE MEANS OF $\hat{\theta}_{ab}(M)$ IN (IV.6) OVER 30 ITERATIONS FOR THE ATHLETE DATASET |
|----------|--------------------------------------------------------------------------------------------|
|          | 1.000 0.667 0.033 0.033 0.000 |
|          | 0.000 1.000 0.033 0.033 0.000 |
|          | 0.067 1.000 1.000 0.167 0.000 |
| (a) 40% answers are sampled | 0.000 0.033 0.000 1.000 |
|          | 1.000 0.000 0.000 0.000 |
|          | 0.000 1.000 0.000 0.000 |
|          | 0.000 0.033 1.000 0.033 0.000 |
| (b) 50% answers are sampled | 0.000 0.000 0.000 1.000 |
|          | 1.000 0.000 0.000 0.000 |
|          | 0.000 1.000 0.000 0.000 |
|          | 0.000 0.000 1.000 0.000 |
| (c) 60% answers are sampled | 0.000 0.000 0.000 1.000 |
|          | 1.000 0.000 0.000 0.000 |
|          | 0.000 1.000 0.000 0.000 |
|          | 0.000 0.000 1.000 0.000 |
| (d) 70% answers are sampled | 0.000 0.000 0.000 1.000 |
|          | 1.000 0.000 0.000 0.000 |
|          | 0.000 1.000 0.000 0.000 |
|          | 0.000 0.000 1.000 0.000 |
| (e) 80% answers are sampled | 0.000 0.000 0.000 1.000 |

| TABLE V | THE MEANS OF $\hat{\theta}_{ab}(M)$ IN (IV.6) OVER 30 ITERATIONS FOR THE NETFLIX DATASET |
|----------|--------------------------------------------------------------------------------------------|
|          | 1.000 0.667 0.033 0.033 0.000 |
|          | 0.000 1.000 0.033 0.033 0.000 |
|          | 0.067 1.000 1.000 0.167 0.000 |
| (a) 40% answers are sampled | 0.000 0.033 0.000 1.000 |
|          | 1.000 0.567 0.767 0.000 |
|          | 0.000 1.000 0.000 0.000 |
|          | 0.000 1.000 1.000 0.233 0.000 |
| (b) 50% answers are sampled | 0.867 0.000 0.000 1.000 |
|          | 1.000 0.500 0.633 0.000 |
|          | 0.000 1.000 0.000 0.000 |
|          | 0.000 0.000 1.000 0.200 |
| (c) 60% answers are sampled | 0.833 0.000 0.000 1.000 |
|          | 1.000 0.900 0.667 0.000 |
|          | 0.000 1.000 0.000 0.000 |
|          | 0.000 0.000 1.000 0.133 |
| (d) 70% answers are sampled | 0.933 0.000 0.000 1.000 |
|          | 1.000 0.800 0.967 0.000 |
|          | 0.000 1.000 0.000 0.000 |
|          | 0.000 0.000 1.000 0.200 |
| (e) 80% answers are sampled | 1.000 0.000 0.000 1.000 |
VII. CONCLUSION

In this paper, we study the binary crowdsourced labeling problem for the $d$-type specialization model, where the error probability of a worker response changes depending on the worker-task type pair. Compared to the celebrated Dawid-Skene model, where it is assumed that the skilled worker set among the crowd worker is fixed regardless of the tasks, our model allows much general scenarios where the skilled worker set can vary over the tasks. In the $d$-type specialization model, we fully characterized the information-theoretic limits on the sample complexity required to correctly estimate the labels within a target accuracy, and designed two inference algorithms achieving the order-wise optimal sample complexity under some practical assumptions on the model, where the first algorithm utilizes side information of the ground-truth task-type vector and the second algorithm does not. For both the algorithms, we assumed that the worker types are unknown, and designed a worker clustering algorithm to extract the clusters of workers based on their types. The worker clustering stage has been critical in identifying reliable vs. unreliable workers for each task. By up-weighting the responses from the reliable worker clusters, while down-weighting the answers from the unreliable worker clusters, we showed that the proposed inference algorithms achieve the desired recovery accuracy at the order-wise optimal sample complexity, achievable via the maximum likelihood estimator, even when the exact fidelity matrix is unknown.

We conclude this paper by highlighting some few interesting open directions. In most existing works on crowdsourcing where an inference algorithm that can beat the simple majority voting has been designed with theoretical guarantees, the structural assumption on the expected observation matrix has been restricted to be rank-one. In this work, we extended the model so that the expected observation matrix can have rank-$d$, where $d$ can scale in the number of tasks up to some limit, but we imposed a specific block structure based on the types of tasks and workers. Involving real-world dataset simulations, we demonstrated that when the tasks have some inherent types, such a block structure describes well the error probabilities of worker responses and our inference algorithms recovering the block structure outperforms the other algorithms assuming rank-one structure for the model. It would be an interesting open direction to consider a more general error model where the fidelity matrix has rank higher than one but without any block structure. Also, it would be worthwhile to investigate whether there is an inference algorithm that can achieve theoretically better performance than that of the standard majority voting estimator and whether such a general model allows the algorithm to perform more robustly in estimating the ground-truth labels from the real-world datasets.

VIII. PROOFS OF THEORETICAL RESULTS

A. Proof of Theorem 13

To begin with, we assume that we are on the event $E_1 \cap E_2$, where

$$ E_1 := \{ \hat{W}_b = W_b := \{ j \in [n] : w_j = b \} \text{ for all } b \in [d] \} ; $$

$$ E_2 := \bigcap_{b=1}^{d} \left\{ |\hat{W}_b| \geq l \right\} . $$

(VIII.1)

Here, the event $E_1$ defines an event that the worker clustering algorithm (Algorithm 7) exactly recovers the true clusters and the event $E_2$ refers to an event that the size of inferred worker clusters are all greater than or equal to $l$. Now, let us recall the weighting scheme (IV.6) for performing weighted majority voting rules in Algorithm 10: for each $(a, b) \in [d] \times [d],$

$$ \hat{\theta}_{ab}(M) := \begin{cases} 1 & \text{if } \frac{1}{|T_a|} \sum_{i \in T_a} \left| \sum_{j \in A_{a}(i)} M_{ij} \right| \geq \zeta_{ab}; \\ 0 & \text{otherwise.} \end{cases} $$

Note that the weighting scheme (IV.6) is designed for recovering the ground-truth signals $\{\theta_{ab} : (a, b) \in [d] \times [d]\}$, where

$$ \theta_{ab} := \begin{cases} 1 & \text{if } b \in [d] \text{ \text{\& spammer(a);} \\ 0 & \text{otherwise.} \end{cases} $$

(VIII.2)

We first aim to bound the probability

$$ \mathbb{P} \left\{ \bigcup_{(a, b) \in [d] \times [d]} \left\{ \hat{\theta}_{ab}(M) \neq \theta_{ab} \right\} \big| E_1 \cap E_2, (t, w) \right\} $$

that the weighting scheme (IV.6) fails to exactly recover the ground-truth signals $\{\theta_{ab} : (a, b) \in [d] \times [d]\}$. Let $E_3 := \cap_{(a, b) \in [d] \times [d]} \left\{ \hat{\theta}_{ab}(M) = \theta_{ab} \right\}$. Due to the union bound, we have

$$ \mathbb{P} \{ E_3^c | E_1 \cap E_2, (t, w) \} \leq \sum_{(a, b) \in [d] \times [d]} \mathbb{P} \{ \hat{\theta}_{ab}(M) \neq \theta_{ab} \big| E_1 \cap E_2, (t, w) \} . $$

(VIII.3)

Thus, it suffices to take a closer inspection on the probability

$$ \mathbb{P} \{ \hat{\theta}_{ab}(M) \neq \theta_{ab} \big| E_1 \cap E_2, (t, w) \} $$

for each $(a, b) \in [d] \times [d]$. Here, we consider the following two cases:

1) $b \in \text{spammer}_Q(a)$: we have $Q(a, b) = \frac{1}{2}$ and $\theta_{ab} = 0$. If it is possible to choose the threshold $\zeta_{ab} > 0$ such that

$$ \zeta_{ab} > \frac{1}{|T_a|} \sum_{i \in T_a} \mathbb{E} \left[ \left| \sum_{j \in A_{a}(i)} M_{ij} \right| \big| E_1 \cap E_2, (t, w) \right] , $$

then the one-sided Hoeffding’s inequality yields

$$ \mathbb{P} \left\{ \hat{\theta}_{ab}(M) \neq \theta_{ab} \big| E_1 \cap E_2, (t, w) \right\} \leq \exp \left\{ -\frac{2 |T_a|}{l^2} \left( \zeta_{ab} \right)^2 \right\} . $$

(VIII.4)

2) $b \in [d] \setminus \text{spammer}_Q(a)$: it holds that $Q(a, b) \geq \frac{1}{2} + \epsilon$ and $\theta_{ab} = 1$. If one can select the threshold $\zeta_{ab} > 0$ such that

$$ \zeta_{ab} < \frac{1}{|T_a|} \sum_{i \in T_a} \mathbb{E} \left[ \left| \sum_{j \in A_{a}(i)} M_{ij} \right| \big| E_1 \cap E_2, (t, w) \right] , $$

(VIII.5)
then the one-sided Hoeffding’s inequality yields
\[
\mathbb{P} \left\{ \tilde{\theta}_{ab}(M) \neq \theta_{ab} \right\} \leq \exp \left\{ -\frac{2}{l^2} \left( \zeta_{ab} \right) \right\}
\]
for each \( a \in [d] \). Consequently, our main question is now: how can we establish the inequality (VIII.9)? To this end, the following useful lemma, whose detailed proof can be found in Appendix I-A, is necessary:

**Lemma 23.** For any \((n, p) \in \mathbb{N} \times [0,1]\), the following results hold:

1. If \( p \neq \frac{1}{2} \), then
\[
n \left| 2p - 1 \right| \leq \mathbb{E} \left[ \left| 2\mathbb{B}(n, p) - n \right| \right]
\leq n \left| 2p - 1 \right| + 2n \exp \left\{ -2n \left( p - \frac{1}{2} \right)^2 \right\}.
\]

2. If \( p = \frac{1}{2} \), then it holds that
\[
\lim_{n \rightarrow \infty} \frac{\mathbb{E} \left[ \left| 2\mathbb{B}(n, \frac{1}{2}) - n \right| \right]}{\sqrt{n}} = \frac{\sqrt{\pi}}{2}.
\]

In particular, if \( p \) does not depend on \( n \), then
\[
\mathbb{E} \left[ \left| 2\mathbb{B}(n, \frac{1}{2}) - n \right| \right] \asymp n \left| 2p - 1 \right| \quad \text{as} \quad n \rightarrow \infty.
\]

Thus, \( \mathbb{E} \left[ \left| 2\mathbb{B}(n, \frac{1}{2}) - n \right| \right] \asymp \sqrt{\frac{n}{\pi}} \) as \( n \rightarrow \infty \).

In order to prove the desired result (VIII.9), we first choose any \((b_0, b_1) \in \text{spammer}_Q(a) \times \{d \} \setminus \text{spammer}_Q(a)\). With the above technical lemma in hand, one can establish a desirable lower bound on the term \( \Delta(a, b_1) - \Delta(a, b_0) \) as follows: if \( l = o(1) \) as \( d \rightarrow \infty \), then
\[
\Delta(a, b_1) - \Delta(a, b_0) \geq\left( \begin{array}{c} \tilde{T}_a \cap \mathcal{T}_a \end{array} \right) \left( \begin{array}{c} \mathbb{E} \left[ 2\mathbb{B}(l, Q(a, b_1)) - l \right] \end{array} \right) - \mathbb{E} \left[ 2\mathbb{B}(l, Q(a, b_0)) - l \right] \]
\[
\geq \left( \begin{array}{c} \tilde{T}_a \cap \mathcal{T}_a \end{array} \right) \left( \begin{array}{c} \mathbb{E} \left[ 2\mathbb{B}(l, Q(a, b_1)) - l \right] \end{array} \right) - \mathbb{E} \left[ 2\mathbb{B}(l, Q(a, b_0)) - l \right] \]
\[
\geq - \mathbb{E} \left[ 2\mathbb{B}(l, Q(a, b_0)) - l \right] - \left| \frac{\tilde{T}_a \setminus \mathcal{T}_a}{\tilde{T}_a} \right| l
\]
\[
\geq \left( 1 - \frac{1}{\tilde{T}_a} \right) \left\{ 2\epsilon l - \sqrt{\frac{2n}{\pi}} \cdot (1 + o(1)) \right\} - \left| \frac{\tilde{T}_a \setminus \mathcal{T}_a}{\tilde{T}_a} \right| l
\]
for each \( a \in [d] \). Consequently, our main question is now: how can we establish the inequality (VIII.9)? To this end, the following useful lemma, whose detailed proof can be found in Appendix I-A, is necessary:

**Lemma 23.** For any \((n, p) \in \mathbb{N} \times [0,1]\), the following results hold:

1. If \( p \neq \frac{1}{2} \), then
\[
n \left| 2p - 1 \right| \leq \mathbb{E} \left[ \left| 2\mathbb{B}(n, p) - n \right| \right]
\leq n \left| 2p - 1 \right| + 2n \exp \left\{ -2n \left( p - \frac{1}{2} \right)^2 \right\}.
\]

2. If \( p = \frac{1}{2} \), then it holds that
\[
\lim_{n \rightarrow \infty} \frac{\mathbb{E} \left[ \left| 2\mathbb{B}(n, \frac{1}{2}) - n \right| \right]}{\sqrt{n}} = \frac{\sqrt{\pi}}{2}.
\]

In particular, if \( p \) does not depend on \( n \), then
\[
\mathbb{E} \left[ \left| 2\mathbb{B}(n, \frac{1}{2}) - n \right| \right] \asymp n \left| 2p - 1 \right| \quad \text{as} \quad n \rightarrow \infty.
\]

Thus, \( \mathbb{E} \left[ \left| 2\mathbb{B}(n, \frac{1}{2}) - n \right| \right] \asymp \sqrt{\frac{n}{\pi}} \) as \( n \rightarrow \infty \).

In order to prove the desired result (VIII.9), we first choose any \((b_0, b_1) \in \text{spammer}_Q(a) \times \{d \} \setminus \text{spammer}_Q(a)\). With the above technical lemma in hand, one can establish a desirable lower bound on the term \( \Delta(a, b_1) - \Delta(a, b_0) \) as follows: if \( l = o(1) \) as \( d \rightarrow \infty \), then
\[
\Delta(a, b_1) - \Delta(a, b_0) \geq\left( \begin{array}{c} \tilde{T}_a \cap \mathcal{T}_a \end{array} \right) \left( \begin{array}{c} \mathbb{E} \left[ 2\mathbb{B}(l, Q(a, b_1)) - l \right] \end{array} \right) - \mathbb{E} \left[ 2\mathbb{B}(l, Q(a, b_0)) - l \right] \]
\[
\geq\left( \begin{array}{c} \tilde{T}_a \cap \mathcal{T}_a \end{array} \right) \left( \begin{array}{c} \mathbb{E} \left[ 2\mathbb{B}(l, Q(a, b_1)) - l \right] \end{array} \right) - \mathbb{E} \left[ 2\mathbb{B}(l, Q(a, b_0)) - l \right] \]
\[
\geq - \mathbb{E} \left[ 2\mathbb{B}(l, Q(a, b_0)) - l \right] - \left| \frac{\tilde{T}_a \setminus \mathcal{T}_a}{\tilde{T}_a} \right| l
\]
\[
\geq \left( 1 - \frac{1}{\tilde{T}_a} \right) \left\{ 2\epsilon l - \sqrt{\frac{2n}{\pi}} \cdot (1 + o(1)) \right\} - \left| \frac{\tilde{T}_a \setminus \mathcal{T}_a}{\tilde{T}_a} \right| l
\]
\[ \begin{align*}
&\geq (1 - o(1)) \left\{ 2e^{l} - \sqrt{\frac{2l}{n}} \cdot (1 + o(1)) \right\} - o(1) \cdot l \\
&\geq \frac{3}{2} e^{l} - o(1) \cdot \left( \frac{3}{2} e^{l} + 1 \right) l \\
&\geq e^{l} 
\end{align*} \]

(VIII.13)

for all sufficiently large \( d \in \mathbb{N} \), where the step (a) utilizes the identity (VIII.8), the step (b) holds due to Lemma 23, and the step (c) follows from the condition (IV.9). Therefore, we obtain

\[ \min_{b_i \in [d] \setminus \text{spammer}_Q(a)} \Delta(a, b_i) - \max_{b_j \in \text{spammer}_Q(a)} \Delta(a, b_j) \geq \epsilon \]

(VIII.14)

for all sufficiently large \( d \). From the bound (VIII.14) together with the choice (VIII.10) of the thresholds \( \zeta_{ab} \), one can conclude from the bounds (VIII.5) and (VIII.7) that for every pair \( (a, b) \in [d] \times [d] \), it holds that

\[ \mathbb{P} \left\{ \hat{\theta}_{ab}(M) \neq \theta_{ab} \mid \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \right\} \]

\[ \leq \exp \left\{ - \frac{1}{2} e^{2} \frac{1}{e^{l}} \right\} \]

(VIII.15)

\[ \leq d^{2} \exp \left\{ - \epsilon^{2} \cdot \Theta \left( \frac{m}{d} \right) \right\} . \]

(VIII.16)

Now we analyze the probability of error for the weighted majority voting rule (IV.7) while being conditioned on the event \( \mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3 \). Let \( \{ \Lambda_{ij} : (i, j) \in A \} \) be a collection of conditionally independent random variables given a pair of type vectors \((t, w)\) such that \( \Lambda_{ij} \sim \text{Bern}(F_{ij}) = \text{Bern}(Q(t_i, w_j)) \) for every \((i, j) \in A\). Then, the weighted majority voting rule (IV.7) can be written as:

\[ \hat{a}_i(M) = \text{sign} \left\{ \sum_{w=1}^{d} \left( \sum_{j \in A_w(i)} \hat{\theta}_{i,w}(M) \cdot M_{ij} \right) \right\} \]

\[ = \text{sign} \left\{ \sum_{w=1}^{d} \left( \sum_{j \in A_w(i)} \hat{\theta}_{i,w}(M) (2\Lambda_{ij} - 1) \right) \right\} . \]

So the error probability \( P \{ \hat{a}_i(M) \neq a_i \mid \mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3, (t, w) \} \) can be bounded by

\[ P \{ \hat{a}_i(M) \neq a_i \mid \mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3, (t, w) \} \]

\[ = P \left\{ \sum_{w=1}^{d} \left( \sum_{j \in A_w(i)} \hat{\theta}_{i,w}(M) (2\Lambda_{ij} - 1) \right) \leq 0 \mid \mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3, (t, w) \right\} \]

\[ \leq \exp \left\{ - \frac{1}{2} \cdot \left( \sum_{w=1}^{d} \left| \text{spammer}_Q(t_i) \right| (2Q(t_i, w) - 1) \right) \right\} \]

(VIII.17)

where the step (d) is due to the Hoeffding’s inequality and the step (e) follows from the assumptions \( \left| \text{spammer}_Q(t) \right| = d \cdot (1 - \delta(t; d)) \) and \( Q(t, w) \geq \frac{1}{2} + \epsilon, \forall w \in [d] \setminus \text{spammer}_Q(t) \), for every \( t \in [d] \). Taking two ingredients (VIII.16) and (VIII.17) collectively, we obtain

\[ P \{ \hat{a}_i(M) \neq a_i \}
\]

\[ \leq \min \{ P \{ \hat{a}_i(M) \neq a_i \mid \mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3 \} \}
\]

\[ \leq \frac{1}{2} \cdot \left( \sum_{w=1}^{d} \left| \text{spammer}_Q(t_i) \right| (2Q(t_i, w) - 1) \right) \]

(VIII.18)

Therefore, in view of the inequality (VIII.18), it only remains to establish upper bounds on the probabilities \( P \{ \mathcal{E}_1 \} \) and \( P \{ \mathcal{E}_2 \} \). We know from Lemma 8 that \( P \{ \mathcal{E}_1 \} \leq 4 \cdot n^{-1} \) if we choose \( r = C_1 \cdot \frac{n^{2} \cdot (\log n)^{2}}{(p_m - p_h) \cdot e^{\text{min}}} \) workers randomly in Step 1 of the SDP-based worker clustering algorithm (Algorithm 7). Now, we should take account with the probability that the event \( \mathcal{E}_2 \) does not occur, i.e., \( P \{ \mathcal{E}_2 \} \). While being conditioned on the event \( \mathcal{E}_1 \), it holds that \( \mathcal{W}_b = \mathcal{W}_b \) for every \( b \in [d] \). Also since the type of each worker is randomly generated from the distribution \( \nu \sim \Delta([d]) \) independently, the number of workers of type \( b \in [d] \) is given by \( |W_b| = \sum_{j=1}^{n} (w_j = b) \sim \text{Binomial}(n, \nu(b)) \). This gives:

\[ P \{ \mathcal{E}_2 \} \]

\[ \leq \frac{1}{2} \cdot \left( \sum_{w=1}^{d} \left| \text{spammer}_Q(t_i) \right| (2Q(t_i, w) - 1) \right) \]

(VIII.17)
\[
\sum_{b=1}^{d} P \left\{ \sum_{j=1}^{n} 1 \left( w_j = b \right) < l \left| \mathcal{E}_1 \right. \right\} \\
\leq \frac{1}{P \left\{ \mathcal{E}_1 \right\}} \sum_{b=1}^{d} P \left\{ \sum_{j=1}^{n} 1 \left( w_j = b \right) - \nu(b) < l - \nu(b) \right\} \\
\leq \frac{1}{P \left\{ \mathcal{E}_1 \right\}} \sum_{b=1}^{d} \exp \left\{ - \frac{\nu(b)}{2} \left( 1 - \frac{l}{\nu(b)} \right)^2 \right\} \\
\leq d \exp \left\{ \min_{b \in [d]} \left\{ \frac{\nu(b)}{2} \left( 1 - \frac{l}{\nu(b)} \right)^2 \right\} \right\},
\]

where the step (f) comes from the union bound and the step (g) holds due to the multiplicative form of the Chernoff’s bound.
Hence, we eventually arrive at
\[
P \left\{ \mathcal{E}_2 \right\} \\
= P \left\{ \mathcal{E}_2 \mid \mathcal{E}_1 \right\} P \left\{ \mathcal{E}_1 \right\} + P \left\{ \mathcal{E}_2 \mid \mathcal{E}_1^c \right\} P \left\{ \mathcal{E}_1^c \right\} \\
\leq d \exp \left\{ \min_{b \in [d]} \left\{ \frac{\nu(b)}{2} \left( 1 - \frac{l}{\nu(b)} \right)^2 \right\} \right\} + 4n^{-11}.
\]

By putting two bounds \( P \left\{ \mathcal{E}_1^c \right\} \leq 4n^{-11} \) and (VIII.20) into the inequality (VIII.18), it follows that
\[
P \left\{ \hat{a}_i(M) \neq a_i \right\} \\
\leq \exp \left\{ - \frac{2\epsilon^2}{d} \right\} \left\{ d - \left| \text{spammer}_Q(t_i) \cup \text{spammer}_Q(\hat{t}_i) \right| \right\}^2 \\
+ d^2 \exp \left\{ -\epsilon^2 \cdot \Theta \left( \frac{m}{d} \right) \right\} \\
+ d \exp \left\{ \min_{b \in [d]} \left\{ \frac{\nu(b)}{2} \left( 1 - \frac{l}{\nu(b)} \right)^2 \right\} \right\} + 8n^{-11}.
\]

Note that if \( \hat{t}_i = t_i \), then the bound (VIII.21) can be simplified as
\[
P \left\{ \hat{a}_i(M) \neq a_i \right\} \\
\leq \exp \left\{ -2\epsilon^2 \cdot d \delta(t_i, d) \right\} + d^2 \exp \left\{ -\epsilon^2 \cdot \Theta \left( \frac{m}{d} \right) \right\} \\
+ d \exp \left\{ \min_{b \in [d]} \left\{ \frac{\nu(b)}{2} \left( 1 - \frac{l}{\nu(b)} \right)^2 \right\} \right\} + 8n^{-11}.
\]

So one can upper bound the risk function of the output \( \hat{a}(\cdot) : \{\pm 1\}^A \rightarrow \{\pm 1\}^m \) of Algorithm 10 by
\[
R(a, \hat{a}) \\
\leq \frac{1}{m} \sum_{i=1}^{m} P \left\{ \hat{a}_i(M) \neq a_i \right\} + \frac{1}{m} \left| \left\{ i \in [m] : \hat{t}_i \neq t_i \right\} \right|
\]
where the step (h) follows from the weak recovery assumption (IV.10) of the given side information \( \hat{t} \) and the bound (VIII.22).

Finally, it’s time to complete the proof of Theorem 13. In order to guarantee the target recovery accuracy (II.5), one may choose parameters as follows:
\[
r = C_1 \cdot \frac{n^2 (\log n)^2}{(p_m - p_u)^2 s_{\min}^2};
\]
\[
l = \frac{1}{2\epsilon^2 \cdot \delta_{\min}(d)} \log \left( \frac{8}{\alpha} \right);
\]
\[
n \geq \max \left\{ \frac{8}{\min_{b \in [d]} \nu(b)} \log \left( \frac{8d}{\alpha} \right), \left( \frac{64}{\alpha} \right) \right\}. \tag{VIII.24}
\]

With the above choice of parameters in hand, we can conclude that the sample complexity per task of Algorithm 10 for achieving the recovery performance (II.5) is bounded above by
\[
\frac{1}{m} \left\{ nr + ld(m - r) \right\} \leq \frac{nr + ld}{m} \leq n r \cdot \frac{nr + ld}{m} \leq C_1 \cdot \frac{n^3 (\log n)^2}{(p_m - p_u)^2 s_{\min}^2} + ld.
\]

The assumption \( m \geq \Omega \left( \frac{n^3 (\log n)^2}{(p_m - p_u)^2 s_{\min}^2} \right) \) directly implies
\[
C_1 \cdot \frac{n^3 (\log n)^2}{(p_m - p_u)^2 s_{\min}^2} = \mathcal{O}(1).
\]

Hence, from the upper bound (VIII.25), it holds that
\[
\frac{1}{m} \left\{ nr + ld(m - r) \right\} \leq 2ld = \frac{1}{\epsilon^2 \cdot \delta_{\min}(d)} \log \left( \frac{8}{\alpha} \right)
\]
for all sufficiently large \( d \in \mathbb{N} \), and this completes the proof of Theorem 13.

B. Proof of Theorem 18

We first analyze the event that an error occurs for the estimation of the unknown labels in Step 2-(d) of Algorithm 15, where the weight vectors \( \theta_{\ast} \) are selected as (IV.15), while being conditioned on the event \( \mathcal{E}_1 \cap \mathcal{E}_2 \). Recall the decision rule in Step 2-(d) of Algorithm 15:
\[
\hat{a}_i(M) = \text{sign} \left( \sum_{j \in A(i)} \theta_{ij} M_{ij} \right)
= \text{sign} \left( a_i \sum_{j \in A(i)} \theta_{ij} (2\Lambda_{ij} - 1) \right),
\]
where \( \Lambda_{ij} : (i, j) \in A \) is a collection of conditionally independent random variables whose probability distributions are given by \( \Lambda_{ij} \sim \text{Bern}(F_{ij}) \) for every \((i, j) \in A\), when a pair of type vectors \((t, w)\) is given.

Being conditioned on the event \( \{ t_i(M) = t_i \} \cap (E_1 \cap E_2) \), the Hoeffding’s inequality gives

\[
P \left\{ \hat{a}_i(M) \neq a_i \mid \{ \hat{t}_i(M) = t_i \} \cap (E_1 \cap E_2), (t, w) \right\}
= \exp \left[ - \left( \frac{\sum \theta_{ij} (2F_{ij} - 1)}{2 \sum \theta_{ij}^2} \right)^2 \right].
\] (VIII.26)

For this case, one can observe the following facts:

\[
\sum_{j \in A(i)} \theta_{ij} (2F_{ij} - 1) = \sum_{j \in A(i)} \theta_{ij} \{2Q(t_i, w_j) - 1\} = \sum_{j \in A(i)} \{2Q(t_i, \hat{t}_i(M)) - 1\}
= l \{2Q(t_i, \hat{t}_i - 1)\}
= l \left( 1 - \frac{1}{\sqrt{d - 1}} \right) \{2Q(t_i, \hat{t}_i(M)) - 1\},
\] (VIII.27)

where the step (a) holds while being conditioned on the event \( \{ \hat{t}_i = t_i \} \cap (E_1 \cap E_2) \). Also, note that

\[
\sum_{j \in A(i)} \theta_{ij}^2 = \sum_{j \in A(i)} \theta_{ij}^2 + \sum_{w \in [d] \setminus \{ \hat{t}_i \}} \left( \sum_{j \in A_i(w)} \theta_{ij}^2 \right) = 2l.
\] (VIII.28)

Substituting the computations (VIII.27) and (VIII.28) into the inequality (VIII.26), we find that

\[
P \left\{ \hat{a}_i(M) \neq a_i \mid \{ \hat{t}_i(M) = t_i \} \cap (E_1 \cap E_2), (t, w) \right\}
\leq \exp \left[ - \left( \frac{l - \frac{1}{\sqrt{d - 1}}} {\sqrt{d - 1}} \sum_{w=1}^{d} \{2Q(t_i, w) - 1\} \right)^2 \right].
\] (VIII.29)

On the other hand, while being conditioned on the event \( \{ \hat{t}_i(M) \neq t_i \} \cap (E_1 \cap E_2) \), the same argument above results in the bound

\[
P \left\{ \hat{a}_i(M) \neq a_i \mid \{ \hat{t}_i(M) \neq t_i \} \cap (E_1 \cap E_2), (t, w) \right\}
\leq \exp \left[ - \left( \frac{l - \frac{1}{\sqrt{d - 1}}} {\sqrt{d - 1}} \sum_{w=1}^{d} \{2Q(t_i, w) - 1\} \right)^2 \right] \cdot \exp \left[ - \left( \frac{l - \frac{1}{\sqrt{d - 1}}} {\sqrt{d - 1}} \sum_{w=1}^{d} \{2Q(t_i, w) - 1\} \right)^2 \right].
\] (VIII.30)

Next, while being conditioned on the event \( E_1 \cap E_2 \), we analyze the error probability of the task-type matching rule (IV.14). To do so, we define an auxiliary random variable

\[
S_{ib} := \sum_{j \in A(i)} \mathbb{I} (M_{ij} = +1) \text{ for } (i, b) \in [m] \times [d].
\]

we have \( \sum_{j \in A(i)} M_{ij} = 2 (S_{ib} - \frac{1}{2}) \). So, it follows that

\[
\hat{t}_i(M) = t_i \text{ if } |S_{ib} - \frac{1}{2}| > |S_{ib} - \frac{1}{2}| \text{ for every } b \in [d] \setminus \{ t_i \}. \]

The following lemma, whose proof is deferred to Appendix I-B, provides a sufficient condition for the accurate estimation of the true task-types of the task-type matching rule (IV.14):

**Lemma 24:** Conditioned on the event \( E_1 \cap E_2 \), it holds that

\[
\bigg\{ |S_{ib} - \mathbb{E}[S_{ib}]| < \frac{p^\ast (t_i) - q^\ast (t_i)}{2} \bigg\} \subset \{ \hat{t}_i(M) = t_i \}.
\] (VIII.32)

With the above supporting lemma in hand, it follows that

\[
P \left\{ \hat{t}_i(M) \neq t_i \mid E_1 \cap E_2, (t, w) \right\}
\leq P \left\{ \bigcup_{b=1}^{d} \left\{ |S_{ib} - \mathbb{E}[S_{ib}]| \geq \frac{p^\ast (t_i) - q^\ast (t_i)}{2} \right\} \right\} \cap E_1 \cap E_2, (t, w) \right\}
\leq \sum_{b=1}^{d} \mathbb{P} \left\{ |S_{ib} - \mathbb{E}[S_{ib}]| \geq \frac{p^\ast (t_i) - q^\ast (t_i)}{2} \right\} \cap E_1 \cap E_2, (t, w) \right\}
\leq 2d \exp \left[ - \left( \frac{l - \frac{1}{\sqrt{d - 1}}} {\sqrt{d - 1}} \sum_{w=1}^{d} \{2Q(t_i, w) - 1\} \right)^2 \right].
\] (VIII.33)
Using the shorthand (VIII.33), we find that
\[
P \{ \hat{a}_i(M) \neq a_i | E_1 \cap E_2, (t, w) \} = \mathbb{P} \{ \hat{a}_i(M) \neq a_i | \{ \ell_i(M) = t_i \} \cap (E_1 \cap E_2), (t, w) \} 
\times \mathbb{P} \{ \ell_i(M) = t_i | E_1 \cap E_2, (t, w) \} 
+ \mathbb{P} \{ \hat{a}_i(M) \neq a_i | \{ \ell_i(M) \neq t_i \} \cap (E_1 \cap E_2), (t, w) \} 
\times \mathbb{P} \{ \ell_i(M) \neq t_i | E_1 \cap E_2, (t, w) \} 
\leq \exp \left[ -\frac{l}{4} \left( \frac{1}{\sqrt{d-1}} \sum_{u=1}^{d} \{ 2Q(t, u) - 1 \} \right) \right] 
+ \left( 1 - \frac{1}{\sqrt{d-1}} \right) \left( 2Q(t, t) - 1 \right) \right)^2} 
+ 2d \exp \left[ -\frac{l}{2} \left( \left( p^*(t) - q^*(t) \right)^2 + \theta_1 (t; Q) \right) \right] 
\leq \sum_{t=1}^{d} \mu(t)(2d+1) 
\times \exp \left[ -\frac{l}{2} \left( \left( p^*(t) - q^*(t) \right)^2 + \theta_1 (t; Q) \right) \right] 
\leq (2d+1) \exp \left[ -\frac{l}{2} \min_{t \in [d]} \left( \left( p^*(t) - q^*(t) \right)^2 + \theta_1 (t; Q) \right) \right],
\]
where the step (d) holds due to the following simple fact
\[
\theta'_1 (t; Q) \geq \left( p^*(t) - q^*(t) \right)^2 + \theta_1 (t; Q), \ \forall t \in [d],
\]
for all \( d \geq 3 \), which can be justified by doing some straightforward algebra.

On the other hand, by taking two inequalities (VIII.29) and (VIII.30) collectively, we arrive at
\[
P \{ \hat{a}_i(M) \neq a_i | E_1 \cap E_2, (t, w) \} = \mathbb{P} \{ \hat{a}_i(M) \neq a_i | \{ \ell_i(M) = t_i \} \cap (E_1 \cap E_2), (t, w) \} 
\times \mathbb{P} \{ \ell_i(M) = t_i | E_1 \cap E_2, (t, w) \} 
+ \mathbb{P} \{ \hat{a}_i(M) \neq a_i | \{ \ell_i(M) \neq t_i \} \cap (E_1 \cap E_2), (t, w) \} 
\times \mathbb{P} \{ \ell_i(M) \neq t_i | E_1 \cap E_2, (t, w) \} 
\leq \exp \left[ -\frac{l}{2} \theta'_1 (t; Q) \right] \mathbb{P} \{ \ell_i(M) = t_i | E_1 \cap E_2, (t, w) \} 
+ \exp \left[ -\frac{l}{2} \theta_1 (t; Q) \right] \mathbb{P} \{ \ell_i(M) \neq t_i | E_1 \cap E_2, (t, w) \} 
\leq \exp \left[ -\frac{l}{2} \theta_1 (t; Q) \right],
\]
where the step (e) holds due to the fact (VIII.37). By taking expectation with respect to \((t, w) \sim \mu^{\otimes m} \otimes \nu^{\otimes n}\) to the bound (VIII.35) yields
\[
P \{ \hat{a}_i(M) \neq a_i | E_1 \cap E_2 \} = \mathbb{E}_{(t, w) \sim \mu^{\otimes m} \otimes \nu^{\otimes n}} \left[ \mathbb{P} \{ \hat{a}_i(M) \neq a_i | E_1 \cap E_2, (t, w) \} \right] 
\leq \mathbb{E}_{(t, w) \sim \mu^{\otimes m} \otimes \nu^{\otimes n}} \left[ \exp \left[ -\frac{l}{2} \theta_1 (t; Q) \right] \right] 
\leq \sum_{t=1}^{d} \nu(t) \exp \left[ -\frac{l}{2} \theta_1 (t; Q) \right] \]
\[
\leq \exp \left[ -\frac{l}{2} \min_{t \in [d]} \theta_1 (t; Q) \right].
\]
So by combining the bounds (VIII.36) and (VIII.39) together, we obtain
\[
P \{ \hat{a}_i(M) \neq a_i | E_1 \cap E_2 \} \leq \min \left\{ \exp \left[ -\frac{l}{2} \min_{t \in [d]} \theta_1 (t; Q) \right], \right. 
\left. (2d+1) \exp \left[ -\frac{l}{2} \min_{t \in [d]} \left( \left( p^*(t) - q^*(t) \right)^2 + \theta_1 (t; Q) \right) \right] \right\}.
\]
We already know from the proof of Theorem 13 (Section VIII-A) that

\[
\mathbb{P}\{\mathcal{E}^*_1\} \leq 4^{-11};
\]

\[
\mathbb{P}\{\mathcal{E}^*_2\} \leq d \exp\left[-\min_{b \in [d]} \left\{ \frac{n \nu(b)}{2} \left( 1 - \frac{l}{n \nu(b)} \right)^2 \right\} \right] + 4n^{-11}.
\]

(VIII.41)

By combining two pieces (VIII.40) and (VIII.41) together, we now have

\[
\mathbb{P}\{\hat{a}_i(M) \neq a_i\} 
\leq \frac{\mathbb{P}\{\hat{a}_i(M) \neq a_i, \mathcal{E}^*_1\} \mathbb{P}\{\mathcal{E}^*_1\} + \mathbb{P}\{\hat{a}_i(M) \neq a_i, \mathcal{E}^*_2\} \mathbb{P}\{\mathcal{E}^*_2\}}{\mathbb{P}\{\mathcal{E}^*_1 \cap \mathcal{E}^*_2\} \leq 1}
\]

\[
+ \mathbb{P}\{\hat{a}_i(M) \neq a_i, \mathcal{E}^*_1 \cup \mathcal{E}^*_2\} \mathbb{P}\{\mathcal{E}^*_1 \cup \mathcal{E}^*_2\} \leq 1
\]

\[
\leq 8 n^{-11} + d \exp\left[-\min_{b \in [d]} \left\{ \frac{n \nu(b)}{2} \left( 1 - \frac{l}{n \nu(b)} \right)^2 \right\} \right] + \min\left\{ -\frac{l}{2} \min_{t \in [d]} \theta_1(t; \mathcal{Q}) \right\},
\]

\[
(2d + 1) \exp\left[-\frac{l}{2} \min_{t \in [d]} \left\{ (p^*(t) - q^*(t))^2 + \theta_1(t; \mathcal{Q}) \right\} \right].
\]

(VIII.42)

We are now ready to finish the proof of Theorem 18. In order to achieve the desired recovery accuracy (II.5), one may choose

\[
r = C_1 \frac{n^2 (\log n)^2}{(p_m - p_a)^2 s_{\min}^2},
\]

\[
l = \min\left\{ \frac{2 \log \left( \frac{6d+3}{\alpha} \right)}{\min_{t \in [d]} \left\{ (p^*(t) - q^*(t))^2 + \theta_1(t; \mathcal{Q}) \right\}}, \frac{2 \log \left( \frac{2}{\alpha} \right)}{\min_{t \in [d]} \theta_1(t; \mathcal{Q})} \right\},
\]

\[
n \geq \max\left\{ \frac{8 \log \left( \frac{2l}{\nu(b)} \right)}{\min_{b \in [d]} \nu(b)}, \frac{2l}{\min_{b \in [d]} \nu(b)}, \left( \frac{64}{\alpha} \right)^{\frac{1}{3}} \right\}.
\]

(VIII.43)

With the above choice of parameters in hand, it follows that the sample complexity per task that Algorithm 15 calls for the recovery accuracy (II.5) can be bounded above by

\[
\frac{1}{m} \{nr + ld(m - r)\} \leq \frac{1}{m} \{nr + ld(m - r)\}
\]

\[
= C_1 \frac{n^3 (\log n)^2}{m (p_m - p_a)^2 s_{\min}^2} + ld
\]

(A.44)

Akin to the proof of Theorem 13, from the assumption \(m = \Omega\left( \frac{n^2 (\log n)^2}{(p_m - p_a)^2 s_{\min}^2} \right) \), it follows that \(C_1 \frac{n^3 (\log n)^2}{m (p_m - p_a)^2 s_{\min}^2} = O(1) \). Hence,

\[
1 \{nr + ld(m - r)\}
\]

\[
\leq 2ld
\]

\[
= \min\left\{ \frac{4d \log \left( \frac{6d+3}{\alpha} \right)}{\min_{t \in [d]} \left\{ (p^*(t) - q^*(t))^2 + \theta_1(t; \mathcal{Q}) \right\}}, \frac{4d \log \left( \frac{2}{\alpha} \right)}{\min_{t \in [d]} \theta_1(t; \mathcal{Q})} \right\}
\]

( VIII.45)

for all sufficiently large \(d \). This finishes the proof of Theorem 18.

Appendix A

Proof of Theorem 4

Let \(\Lambda_{ij} : (i, j) \in A\) be a collection of random variables such that \(\Lambda_{ij} \sim \text{Bern}(F_{ij})\), \((i, j) \in A\), are conditionally independent given a pair of type vectors \((t, w)\). Then, the following bound holds: for any \(\lambda \geq 0\),

\[
\mathbb{P}\{\hat{a}_i^\text{ML}(M) \neq a_i | t, w\}
\]

\[
= \mathbb{P}\left\{ \sum_{j \in A(i)} \log \left( \frac{F_{ij}}{1 - F_{ij}} \right) (2\Lambda_{ij} - 1) \leq 0 \left| t, w \right. \right\}
\]

\[
\leq \mathbb{E}\left[ \exp\left( \sum_{j \in A(i)} \log \left( \frac{1 - F_{ij}}{F_{ij}} \right) (2\Lambda_{ij} - 1) \right) \right] \left| t, w \right[
\]

\[
= \prod_{j \in A(i)} \mathbb{E}\left[ \exp\left( \lambda \sum_{j \in A(i)} \log \left( \frac{1 - F_{ij}}{F_{ij}} \right) (2\Lambda_{ij} - 1) \right) \right] \left| t, w \right[
\]

\[
= \prod_{j \in A(i)} \left[ (1 - F_{ij})^\lambda F_{ij}^{1 - \lambda} + (1 - F_{ij})^{1 - \lambda} F_{ij}^\lambda \right],
\]

(A.1)

where the step (a) follows from the Markov inequality, and the step (b) holds due to the conditional independence of \(\Lambda_{ij} : (i, j) \in A\) given a pair of type vectors \((t, w) \in [d]^m \times [d]^n\). Given any \(\theta \in [0, 1]\), we define the function \(\varphi_\theta(\lambda) := \theta^{1 - \lambda} (1 - \theta)^{\lambda - 1} = \theta^{1 - \lambda}(1 - \theta)^{1 - \lambda}\) for \(\lambda \in [0, 1]\). It can be easily shown that \(\theta \in \text{argmin}_{\lambda \in [0, 1]} \varphi_\theta(\lambda)\) for every \(\theta \in [0, 1]\). Putting \(\lambda = \frac{1}{2}\) into the inequality (A.1) yields

\[
\mathbb{P}\{\hat{a}_i^\text{ML}(M) \neq a_i | t, w\} \leq \prod_{j \in A(i)} \left( 2 \sqrt{F_{ij} (1 - F_{ij})} \right).
\]

(A.2)

Taking expectations to both sides of the inequality (A.2) with respect to \(w \sim \nu^n\) yields

\[
\mathbb{E}_{w \sim \nu^n} \left[ \mathbb{P}\{\hat{a}_i^\text{ML}(M) \neq a_i | t, w\} \right]
\]

\[
= \mathbb{E}_{w \sim \nu^n} \left\{ \prod_{j \in A(i)} \left( 2 \sqrt{F_{ij} (1 - F_{ij})} \right) \right\}
\]

\[
\leq \prod_{j \in A(i)} \mathbb{E}_{w_j \sim \nu} \left( 2 \sqrt{F_{ij} (1 - F_{ij})} \right)
\]

\[
\equiv \prod_{j \in A(i)} \mathbb{E}_{w_j \sim \nu} \left( 2 \sqrt{F_{ij} (1 - F_{ij})} \right)
\]

\[
\equiv \prod_{j \in A(i)} \left( \sum_{w=1}^{d} 2 \nu(w) \sqrt{Q(t_i, w)} \{1 - Q(t_i, w)\} \right)
\]
for every $i \in \mathbb{R}$ the risk function $\mathcal{R}$ is completely determined based on the type $u_j \in [d]$ of the $j$-th worker for $j \in A(i)$ and $\{w_j : j \in A(i)\}$ are mutually independent, and the step (d) follows from the fact that given a type $t_i \in [d]$ associated with the $i$-th task,

$$F_{ij} = \mathcal{Q}(t_i, w) \text{ with probability } \nu(w)$$

for each $w \in [d]$. Finally, taking expectations to the bound (A.3) with respect to $t \sim \mu^\otimes m$ gives

$$\mathbb{P}\{\hat{a}_i^{\text{ML}}(M) \neq a_i\} = \mathbb{E}_{t \sim \mu^\otimes m}\left[\mathbb{P}\{\hat{a}_i^{\text{ML}}(M) \neq a_i | t\}\right] \leq \mathbb{E}_{t_i \sim \mu}\left[\sum_{w=1}^{d} 2\nu(w)\sqrt{\mathcal{Q}(t_i, w) \left(1 - \mathcal{Q}(t_i, w)\right)}|A(i)|\right]$$

for every $i \in [m]$. So in order to achieve the desired bound on the risk function $\mathcal{R}(a, \hat{a}_M) \leq \alpha$, where $\alpha \in (0, \frac{1}{2}]$, it suffices to assign $|A(i)|$ workers to the $i$-th task, where

$$|A(i)| \geq \frac{1}{\gamma_1(d; \mu, \nu)} \log \left(\frac{1}{\alpha}\right) \tag{A.5}$$

for all $i \in [m]$, and this completes the proof of Theorem 4.

**Appendix B**

**Proof of Theorem 5**

We begin the proof with the following basic inequality:

$$\inf_{\hat{a}} \left(\sup_{a \in \{\pm 1\}^m} \mathcal{R}(a, \hat{a})\right) \geq \inf_{\hat{a}} \left(\mathbb{E}_{a \sim \text{Unif}\{\{\pm 1\}^m\}} \left[\mathcal{R}(a, \hat{a})\right]\right) \tag{a}$$

$$= \frac{1}{m} \inf_{\hat{a}} \left(\sum_{i=1}^{m} \mathbb{E}_{a_i \sim \text{Unif}\{\{1, -1\}\}} \left[\mathbb{P}\{\hat{a}_i(M) \neq a_i\}\right]\right) \tag{b}$$

where the step (a) uses a simple “max mean” argument, and the step (b) follows from the well-known fact that the ML estimator is optimal under the uniform prior together with an observation that the ML estimator of the ground-truth label $a_i$ associated with the $i$-th task equals to the $i$-th coordinate of the ML estimator of the vector of the ground-truth labels $a$.

This fact relies on the computation (III.2) of the log-likelihood function of observing the responses $M = (M_{ij} : (i, j) \in A)$, which gives

$$\log \mathbb{P}_a\{M\} = \sum_{k=1}^{m} a_k \left[\sum_{j \in A(k)} M_{kj} \log \left(\frac{F_{kj}}{1 - F_{kj}}\right)\right]$$

so that

$$\mathbb{E}[\exp(X_{ij}) | t, w] = F_{ij} \cdot \exp\left\{\log \left(\frac{1 - F_{ij}}{F_{ij}}\right)\right\} + (1 - F_{ij}) \cdot \exp(0)$$

for $\forall x \in X_{ij}$. Since $\mathbb{P}\{X_{ij} = \log \left(\frac{1 - F_{ij}}{F_{ij}}\right) | t, w\} = F_{ij}$, we have

$$\mathbb{E}[\exp(X_{ij}) | t, w] = F_{ij} \cdot \exp\left\{\log \left(\frac{1 - F_{ij}}{F_{ij}}\right)\right\} + (1 - F_{ij}) \cdot \exp(0) \tag{B.5}$$
and thus
\[
\mathbb{P}\{ Y_{ij} = \log \left( \frac{1 - F_{ij}^t}{F_{ij}^t} \right) \mid t, w \} = \mathbb{P}\{ Y_{ij} = 0 \mid t, w \} = \frac{1}{2}.
\]  
(B.6)

Therefore, we reach
\[
\mathbb{P}\{ \hat{a}_i^\text{ML}(M) \neq a_i \mid t, w \} = \mathbb{P}\left\{ \sum_{j \in A(i)} X_{ij} \geq \lambda_i \mid t, w \right\} = \sum_{y_{i*} \in Y_{i*}} \prod_{j \in A(i)} \mathbb{P}\{ X_{ij} = x_{ij} \mid t, w \} \times \mathbb{P}\{ Y_{is} = y_{is} \mid t, w \} 
= \left( \prod_{j \in A(i)} \mathbb{E}[\exp(X_{ij}) \mid t, w] \right) \times \sum_{\sum_{j \in A(i)} y_{ij} \geq \lambda_i} \exp \left( - \sum_{j \in A(i)} y_{ij} \right) \mathbb{P}\{ Y_{is} = y_{is} \mid t, w \} 
= \left( \prod_{j \in A(i)} \mathbb{E}[\exp(X_{ij}) \mid t, w] \right) \times \mathbb{E}\left[ \mathbb{I}\{ \sum_{j \in A(i)} Y_{ij} \geq \lambda_i \} \exp \left( - \sum_{j \in A(i)} Y_{ij} \right) \mid t, w \right],
\]  
(B.7)

where \( X_{i*} := \prod_{j \in A(i)} X_{ij}, \) \( x_{i*} := (x_{ij} : j \in A(i)), \) \( y_{is} := (y_{ij} : j \in A(i)), \) and \( Y_{is} := (Y_{ij} : j \in A(i)). \) Here, we note that \( \mathbb{E}[Y_{ij} \mid t, w] = \frac{1}{2} \log \left( \frac{1 - F_{ij}^t}{F_{ij}^t} \right) \) for each \( j \in A(i), \) thereby
\[
\lambda_i = \frac{1}{2} \sum_{j \in A(i)} \log \left( \frac{1 - F_{ij}^t}{F_{ij}^t} \right) = \sum_{j \in A(i)} \mathbb{E}[Y_{ij} \mid t, w],
\]  
and for every \( j \in A(i), \)
\[
Y_{ij} - \mathbb{E}[Y_{ij} \mid t, w] = \begin{cases} \frac{1}{2} \log \left( \frac{1 - F_{ij}^t}{F_{ij}^t} \right) & \text{with probability } \frac{1}{2}, \\ -\frac{1}{2} \log \left( \frac{1 - F_{ij}^t}{F_{ij}^t} \right) & \text{with probability } \frac{1}{2}. \end{cases}
\]  
(B.8)

In particular, we find that \( Y_{ij} - \mathbb{E}[Y_{ij} \mid t, w] \) is symmetrically distributed with center at 0, i.e.,
\[
Y_{ij} - \mathbb{E}[Y_{ij} \mid t, w] \overset{d}{=} -(Y_{ij} - \mathbb{E}[Y_{ij} \mid t, w]).
\]

Due to the conditional independence of the random variables \( \{Y_{ij} - \mathbb{E}[Y_{ij} \mid t, w] : j \in A(i)\} \) given a pair of type vectors \((t, w)\), their sum is also symmetrically distributed with center at 0, i.e.,
\[
\left( \sum_{j \in A(i)} Y_{ij} \right) - \lambda_i \overset{d}{=} - \left( \sum_{j \in A(i)} Y_{ij} \right) - \lambda_i.
\]

Consequently, we obtain
\[
\mathbb{P}\left\{ \left( \sum_{j \in A(i)} Y_{ij} \right) \geq \lambda_i \mid t, w \right\} \geq \frac{1}{2},
\]  
(B.9)

Now, we establish a lower bound the last term of the equation (B.7): given any \( \mu_i > 0 \), one has

\[
\mathbb{E}\left[ \mathbb{I}\{ \sum_{j \in A(i)} Y_{ij} \geq \lambda_i \} \exp \left( - \sum_{j \in A(i)} Y_{ij} \right) \mid t, w \right] 
\geq \mathbb{E}\left[ \mathbb{I}\{ 0 \leq (\sum_{j \in A(i)} Y_{ij}) - \lambda_i < \mu_i \} \exp \left( - \sum_{j \in A(i)} Y_{ij} \right) \mid t, w \right] 
\geq \mathbb{E}\left[ \mathbb{I}\{ 0 \leq (\sum_{j \in A(i)} Y_{ij}) - \lambda_i < \mu_i \} \exp \left( - (\mu_i - \lambda_i) \right) \mid t, w \right] 
= \exp (-\mu_i - \lambda_i) \mathbb{P}\left\{ 0 \leq \left( \sum_{j \in A(i)} Y_{ij} \right) - \lambda_i < \mu_i \mid t, w \right\}.
\]  
(B.10)

Using the fact (B.9) together with the Markov inequality yields
\[
\mathbb{P}\left\{ \left( \sum_{j \in A(i)} Y_{ij} \right) - \lambda_i < \mu_i \mid t, w \right\} 
\geq \mathbb{P}\left\{ \left( \sum_{j \in A(i)} Y_{ij} \right) - \lambda_i \geq 0 \mid t, w \right\} 
- \mathbb{P}\left\{ \left( \sum_{j \in A(i)} Y_{ij} \right) - \lambda_i \geq \mu_i \mid t, w \right\} 
\geq \frac{1}{2} - \mathbb{P}\left\{ \sum_{j \in A(i)} (Y_{ij} - \mathbb{E}[Y_{ij} \mid t, w]) \geq \mu_i \mid t, w \right\} 
\geq \frac{1}{2} - \mu_i^{-2} \mathbb{E}\left[ \left( Y_{ij} - \mathbb{E}[Y_{ij} \mid t, w] \right)^2 \mid t, w \right] 
= \frac{1}{2} - \frac{1}{4\mu_i^2} \sum_{j \in A(i)} \mathbb{E}\left[ \left( \frac{1 - F_{ij}^t}{F_{ij}^t} \right)^2 \right] 
\]  
(B.11)

where the step (c) follows from the fact (B.8). By combining three bounds (B.7), (B.10), and (B.11), we arrive at
\[
\mathbb{P}\{ \hat{a}_i^\text{ML}(M) \neq a_i \mid t, w \} \geq \prod_{j \in A(i)} 2 \sqrt{F_{ij}^t (1 - F_{ij})} \exp (-\mu_i)
\]
Since \( \mu_i = \Gamma(Q) \sqrt{|A(i)|} \) for \( i \in [m] \). Since
\[
\begin{align*}
\frac{1}{4|A(i)|} & \left( \sum_{j \in A(i)} \left\{ \log \left( \frac{F_{ij}}{1 - F_{ij}} \right) \right\}^2 \right) \\
& \leq \frac{1}{4 |A(i)|^2} \left\{ \log \left( \frac{1}{1 - \max \{ Q(a, b) : (a, b) \in [d] \times [d] \} } \right) \right\}^2 \\
& \times |A(i)| \\
& = \frac{1}{4} ,
\end{align*}
\]
where the step (d) follows since the log-odds function \( x \in [\frac{1}{2}, 1) \mapsto \log \left( \frac{1}{1 - x} \right) \in \mathbb{R} \) is a non-negative, strictly increasing function, we deduce from the bound (B.12) that
\[
\mathbb{P} \{ \hat{a}_i^{ML}(M) \neq a_i | t, w \} \\
\geq \frac{1}{4} \exp \left\{ -\Gamma(d; Q) \sqrt{|A(i)|} \right\} \prod_{j \in A(i)} 2 \sqrt{F_{ij} (1 - F_{ij})} .
\]
At this point, we recall from the computation in the upper bound (A.3) on the conditional error probability given a task type vector \( t \) that
\[
\mathbb{E}_{w \sim \nu^n} \left[ \prod_{j \in A(i)} 2 \sqrt{F_{ij} (1 - F_{ij})} \right] = \left\{ \sum_{w=1}^d 2 \nu(w) \sqrt{Q(t_I, w) \{1 - Q(t_I, w) \}} \right\}^{|A(i)|} ,
\]
thereby
\[
\mathbb{E}_{(t, w) \sim \mu^m \otimes \nu^n} \left[ \prod_{j \in A(i)} 2 \sqrt{F_{ij} (1 - F_{ij})} \right] \\
= \mathbb{E}_{(t, w) \sim \mu^m} \mathbb{E}_{w \sim \nu^n} \left[ \prod_{j \in A(i)} 2 \sqrt{F_{ij} (1 - F_{ij})} \right] \\
= \mathbb{E}_{t \sim \mu} \left\{ \sum_{w=1}^d 2 \nu(w) \sqrt{Q(t_I, w) \{1 - Q(t_I, w) \}} \right\}^{|A(i)|} \\
= \mathbb{E}_{t \sim \mu} \left\{ \sum_{w=1}^d 2 \nu(w) \sqrt{Q(t_I, w) \{1 - Q(t_I, w) \}} \right\}^{|A(i)|} \\
\geq \mathbb{E}_{t \sim \mu} \left\{ \sum_{w=1}^d 2 \nu(w) \sqrt{Q(t_I, w) \{1 - Q(t_I, w) \}} \right\}^{|A(i)|} \\
= \exp \left\{ -\gamma_2 (d; Q, \mu, \nu) \frac{|A(i)|}{m} \right\} \Gamma(d; Q) \sqrt{|A(i)|} \right\} ,
\]
where the step (e) follows by the Jensen’s inequality. Therefore, finally achieve the bound
\[
\mathbb{P} \{ \hat{a}_i^{ML}(M) \neq a_i \} \\
= \mathbb{E}_{(t, w) \sim \mu^m \otimes \nu^n} \left[ \mathbb{P} \{ \hat{a}_i^{ML}(M) \neq a_i | t, w \} \right] \\
\geq \frac{1}{4} \exp \left\{ -\Gamma(d; Q) \sqrt{|A(i)|} \right\} \prod_{j \in A(i)} 2 \sqrt{F_{ij} (1 - F_{ij})} .
\]
where the step (f) and (g) make use of the inequalities (B.13) and (B.15), respectively, and note that the (B.16) holds for any ground-truth label \( a_i \in \{ \pm 1 \} \) associated with the \( i \)-th task.
As the final step, it remains to establish a minimax lower bound. Based on the lower bound (B.1) of the minimax risk, we find that
\[
\mathcal{R}^* = \inf_{\hat{a}} \left( \sup_{a \in \{ \pm 1 \}^m} \mathcal{R} (a, \hat{a}) \right) \\
\geq \frac{1}{m} \sum_{i=1}^m \mathbb{E}_{\nu_i \sim \text{Unif}([1])} \left[ \mathbb{P} \{ \hat{a}_i^{ML}(M) \neq a_i \} \right] \\
\geq \frac{1}{4m} \sum_{i=1}^m \exp \left\{ -\gamma_2 (d; Q, \mu, \nu) \frac{|A(i)|}{m} \right\} \Gamma(d; Q) \sqrt{|A(i)|} \right\} ,
\]
where the step (h) follows from the bound (B.16), and the step (i) is due to Jensen’s inequality together with the convexity of the function \( x \in [0, +\infty) \mapsto \exp \left\{ - (\mu x + \nu \sqrt{x}) \right\} \in \mathbb{R} \) for any constants \( \mu, \nu \geq 0 \). This fact can be confirmed by computing the second-order derivative of the function directly. So in order to enforce the following conclusion holds
\[
\mathcal{R}^* = \inf_{\hat{a}} \left( \sup_{a \in \{ \pm 1 \}^m} \mathcal{R} (a, \hat{a}) \right) > \alpha ,
\]
one can see from the bound (B.17) that it suffices to make the following inequality holds:
\[
\frac{1}{4} \exp \left\{ -\gamma_2 (d; Q, \mu, \nu) \frac{|A(i)|}{m} \right\} \Gamma(d; Q) \sqrt{|A(i)|} \right\} > \alpha ,
\]
and this bound is equivalent to the condition (III.6). In other words, our desired order-wise lower bound on the minimax risk (B.19) follows, when the condition (III.6) holds, and this completes the proof.

**Appendix C**

**Information-Theoretic Limits for Special Cases**

In this section, we aim to establish the information-theoretic results in the \( d \)-type worker-task specialization model under specific assumptions on \( Q \). More specifically, by leveraging Theorem 4 and 5, we derive the order-wise information-theoretic limits under the model following Assumption 11 in
Corollary 25, and under the special \((p, q)\) model (IV.19) in
Corollary 26.

Here, we first recall that if \(Q\) follows Assumption 11, then
1) there is an absolute constant \(\epsilon \in (0, \frac{1}{2})\) such that
\[
Q(t, w) \in \left\{ \frac{3}{4} \cup \frac{1}{2} + \epsilon, 1 \right\}
\]
for all \((t, w) \in [d] \times [d];\)
2) there exists a function \(\delta(\cdot; \cdot) : [d] \rightarrow \{0, \frac{1}{d}, \ldots, \frac{d - 1}{d}, 1\}\)
such that
\[
|\text{spammer}_Q(t)| = d \{1 - \delta(t; d)\}, \ \forall t \in [d].
\]
For simplicity, we consider the uniform distribution \(\text{Unif}([d])\) for the prior distributions of the task types and worker types,
\(i.e., \mu = \nu = \frac{1}{2} 1_d.\)

**Corollary 25:** Under the \(d\)-type worker-task specialization model whose reliability matrix \(Q\) satisfies Assumption 11, the desired recovery performance (II.5) is achievable via the ML estimator (III.3) if
\[
\left| \mathcal{A} \right| m = \Omega \left( \frac{1}{\delta_{\min}(d)} \log \left( \frac{1}{\alpha} \right) \right),
\]
while it is statistically impossible whenever
\[
\left| \mathcal{A} \right| m = \Theta \left( \min \left\{ \frac{1 - \delta_{\max}(d)}{\delta_{\max}(d)} \log \left( \frac{1}{\alpha} \right), \left( \frac{1}{\Gamma(d; Q)} \log \left( \frac{1}{\alpha} \right) \right)^2 \right\} \right).
\]

**Proof of Corollary 25:** In view of the theoretical guarantees for the information-theoretic achievability (III.9) and the statistical impossibility (III.10), it suffices to show that
\[
\gamma_1 \left( d; Q, \frac{1}{d} 1_d, \frac{1}{d} 1_d \right) \geq \delta_{\min}(d);
\]
\[
\gamma_2 \left( d; Q, \frac{1}{d} 1_d, \frac{1}{d} 1_d \right) \lesssim \delta_{\max}(d)
\]
Note from the definition of the class \(\mathcal{M}_2\) of reliability matrices that
\[
\frac{d \{1 - \delta(t; d)\}}{2} \leq \sum_{w=1}^{d} \sqrt{Q(t, w) (1 - Q(t, w))}
\leq d \{1 - \delta(t; d)\} + \sqrt{1 - 4\epsilon^2 \cdot d \delta(t; d)}
\]
for every \(t \in [d]\). Thus, we reach
\[
\gamma_1 \left( d; Q, \frac{1}{d} 1_d, \frac{1}{d} 1_d \right) = \log \left( \frac{d}{2 \max_{t \in [d]} \sum_{w=1}^{d} \sqrt{Q(t, w) (1 - Q(t, w))}} \right)
\geq \log \left( \frac{1}{\max_{t \in [d]} \left\{ 1 - (1 - \sqrt{1 - 4\epsilon^2}) \delta(t; d) \right\}} \right)
\geq \left( 1 - \sqrt{1 - 4\epsilon^2} \right) \delta_{\min}(d),
\]
where the step (a) follows from the observation (C.4), and the step (b) is due to the fact \(\log \left( \frac{1}{x} \right) \geq x \) for every \(x \geq 0\), as desired. On the other hand, we have
\[
\gamma_2 \left( d; Q, \frac{1}{d} 1_d, \frac{1}{d} 1_d \right) = \log \left( \frac{d^2}{2 \sum_{(t, w) \in [d] \times [d]} \sqrt{Q(t, w) (1 - Q(t, w))}} \right)
\leq \log \left( \frac{1}{1 - \delta_{\max}(d)} \right)
\leq \delta_{\max}(d)
\]
where the step (c) makes use of the observation (C.4), and the step (d) holds by the inequality
\[
\log \left( \frac{1}{1 - x} \right) = \log \left( 1 + \frac{x}{1 - x} \right) \leq \frac{x}{1 - x}, \ \forall x \geq 0,
\]
and this establishes the desired result (C.3).

One can observe from Corollary 25 that the ML estimator (III.3) becomes sample-optimal if (i) \(\delta_{\min}(d) \approx \delta_{\max}(d)\) as \(d \rightarrow \infty\), (ii) \(\lim_{d \rightarrow \infty} \delta_{\max}(d) < 1\), and (iii) the target accuracy \(\alpha \in (0, 1]\) satisfies \(\log \left( \frac{1}{\alpha} \right) \geq \frac{\Gamma(d; Q^2) \left( 1 - \delta_{\max}(d) \right)}{\delta_{\max}(d)}\) as \(d \rightarrow \infty\). We next derive the order-wise information-theoretic limits under the special \((p, q)\) model (IV.19).

**Corollary 26:** Under the special \((p, q)\) model (IV.19), the recovery accuracy (II.5) is achievable via the ML estimator (III.3) if
\[
\left| \mathcal{A} \right| m = \begin{cases} \Omega \left( \log \left( \frac{1}{\alpha} \right) \right) & \text{if } q > \frac{1}{2}; \\ \Omega \left( d \log \left( \frac{1}{\alpha} \right) \right) & \text{otherwise}, \end{cases}
\]
while it is statistically impossible whenever
\[
\left| \mathcal{A} \right| m = \begin{cases} o \left( \log \left( \frac{1}{\alpha} \right) \right) & \text{if } q > \frac{1}{2}; \\ o \left( d \log \left( \frac{1}{\alpha} \right) \right) & \text{if } q = \frac{1}{2} \text{ and } \log \left( \frac{1}{\alpha} \right) = \Omega(d); \\ o \left( \left\{ \log \left( \frac{1}{\alpha} \right) \right\}^2 \right) & \text{if } q = \frac{1}{2} \text{ and } \log \left( \frac{1}{\alpha} \right) = o(d). \end{cases}
\]

**Proof of Corollary 26:** One can realize that the reliability matrix (IV.19) of the special \((p, q)\) model obeys the bounded reliability assumption (III.11) together with the error exponent
\[
\gamma^*(d) := \log \left( \frac{d}{2 \sqrt{p(1-p)} + 2(d - 1) \sqrt{q(1-q)}} \right)
= \gamma_1 \left( d; Q, \mu, \nu \right) = \gamma_2 \left( d; Q, \mu, \nu \right),
\]
where \(\gamma_1 \left( d; Q, \mu, \nu \right)\) is the error exponent defined in (III.3) and \(\gamma_2 \left( d; Q, \mu, \nu \right)\) is the error exponent defined in (III.6). From Remark 6, we conclude that it is possible to achieve the recovery performance (II.5) via the ML estimator (III.3) if
\[
\left| \mathcal{A} \right| m = \Omega \left( \frac{1}{\gamma^*(d)} \log \left( \frac{1}{\alpha} \right) \right).
\]
On the other hand, the recovery performance (II.5) cannot be achieved whenever the size of the worker-task assignment set
We mainly consider the following two parameter regimes of the special \((p,q)\) model (IV.19):

- \(q > \frac{1}{2}\); it holds that
  \[
  \gamma^*(d) = \Theta(1),
  \]
  thereby we obtain \(\log \left( \frac{1}{\alpha} \right) \geq 1 - \frac{1}{d^d}\). So this regime corresponds to the case (a) of Remark 6 and thus we may conclude that the ML estimator (III.3) achieves desired recovery (II.5) if and only if \(\frac{|A|}{m} = \Theta \left( \log \left( \frac{1}{\alpha} \right) \right)\).

- \(p > \frac{1}{2} = q\); from the fact \(\lim_{x \to 0} \frac{\log(1+x)}{x} = 1\), the order of the optimal error exponent \(\gamma^*(d)\) is
  \[
  \gamma^*(d) = \log \left\{ \frac{1 + \left( \frac{\sqrt{d} - \sqrt{1-p}}{d - 1 + 2\sqrt{p(1-p)}} \right)^2}{d - 1 + 2\sqrt{p(1-p)}} \right\}
  \approx \frac{\left( \frac{\sqrt{d} - \sqrt{1-p}}{d - 1 + 2\sqrt{p(1-p)}} \right)^2}{d - 1 + 2\sqrt{p(1-p)}} = \Theta \left( \frac{1}{d} \right),
  \]
  thereby the ML estimator (III.3) succeeds in the achievement of the recovery performance (II.5) if \(\frac{|A|}{m} = \Theta \left( d \log \left( \frac{1}{\alpha} \right) \right)\). We note that the scaling order of the impossibility condition (C.8) relies heavily on the decay rate of the recovery accuracy \(\alpha\) (or simply the growth rate of \(\log \left( \frac{1}{\alpha} \right)\)) as a function of \(d\). If \(\alpha\) is exponentially decaying in terms of \(d\), i.e., \(\log \left( \frac{1}{\alpha} \right) \sim d\), then the impossibility condition reads \(\frac{|A|}{m} = \Theta \left( d \log \left( \frac{1}{\alpha} \right) \right)\). Otherwise, i.e., \(\log \left( \frac{1}{\alpha} \right) = o(d)\), the impossibility condition simplifies to \(\frac{|A|}{m} = \Theta \left( \left\{ \log \left( \frac{1}{\alpha} \right) \right\}^2 \right)\).

\[\square\]

**APPENDIX D**

**PROOF OF LEMMA 8**

The proof of Lemma 8 is rather technically involved as it requires a number of additional settings. We first define the normalized worker type matrix \(U := [U_{jz}]_{(i,z)\in[n] \times [d]} \in \mathbb{R}^{n \times d}\) by

\[
U_{iz} := \begin{cases} 
\frac{1}{\sqrt{w_z}} & \text{if } i \in W_z; \\
0 & \text{otherwise.}
\end{cases}
\]

Let \(U\) denote the linear subspace of \(\mathbb{R}^{n \times n}\) spanned by elements of the form \(U_{ez} \cdot x^T\) and \(y \cdot U_{ez}^T\), where \(z \in [d]\) and \(x, y\) are arbitrary vectors in \(\mathbb{R}^n\), and \(U^\perp\) refer to its orthogonal complements in \(\mathbb{R}^{n \times n}\). Then, the linear subspace \(U\) of \(\mathbb{R}^{n \times n}\) can be written explicitly as

\[
U = \left\{ U A^T + B U^T : A, B \in \mathbb{R}^{n \times d} \right\}.
\]

The orthogonal projections \(P_U\) and \(P_U^\perp\) of \(\mathbb{R}^{n \times n}\) onto \(U\) and \(U^\perp\), respectively, are given by

\[
\begin{align*}
P_U(X) & := U U^T X + X U U^T - U U^T X U U^T, \\
P_U^\perp(X) & := (I - P_U)(X) = (I_n - U U^T) X (I_n - U U^T),
\end{align*}
\]

where \(I \in \mathbb{R}^{n \times n}\) denotes the identity map on \(\mathbb{R}^{n \times n}\). Let \(\mathcal{X} \subseteq \mathbb{R}^{n \times n}\) be the feasible region of the SDP (IV.1) and \(X^* \in \mathbb{R}^{n \times n}\) denote the ground-truth worker matrix induced by worker types:

\[
X_{jk}^* := \begin{cases} 
1 & \text{if } j \text{ and } k \text{ belong to the same cluster}; \\
0 & \text{otherwise}. 
\end{cases}
\]

Then, it can be readily observed that \(X^*\) has a rank-\(d\) singular value decomposition \(X^* = U \Sigma U^T\), where \(\Sigma := \text{diag}(s_1, s_2, \ldots, s_d) \in \mathbb{R}^{d \times d}\), where \(s_z := |W_z|\) for \(z \in [d]\).

In order to establish Lemma 8, it suffices to prove that \(X^*\) is the unique optimal solution to the SDP (IV.1). Thus the main conclusion of Lemma 8 reduces to the following claim: for any \(X \in \mathcal{X} \setminus \{X^*\}\),

\[
\Delta(X) := \langle A - \eta 1_{n \times n}, X^* - X \rangle > 0. \tag{D.1}
\]

From the definition of the orthogonal projections \(P_U(\cdot) : \mathbb{R}^{n \times n} \to \mathbb{R}^{n \times n}\) and \(P_U^\perp(\cdot) : \mathbb{R}^{n \times n} \to \mathbb{R}^{n \times n}\), we obtain the following decomposition of the quantity in (D.1):

\[
\begin{align*}
\Delta(X) &= \langle P_U(A - \mathbb{E}[A | w]), X^* - X \rangle \\
&\quad + \langle P_U^\perp(A - \mathbb{E}[A | w]), X^* - X \rangle \tag{D.2}
\end{align*}
\]

Here, it would be worth noting that the ensuing arguments for bounding (T1), (T2), and (T3) resemble ones in [51], [52], and [38], and the entries of the similarity matrix \(A\) are not conditionally independent given a worker type vector \(w\).

1) **Lower Bound of (T1):** The following lemma offers a tight concentration bound on the \(l^\infty\)-norm of \(P_U(A - \mathbb{E}[A | w])\).

**Lemma 27:** Under SM \((d; Q, \mu, \nu)\), there exists a universal constant \(\gamma_1 > 0\) such that with probability greater than \(1 - 2n^{-11}\), we have

\[
\|P_U(A - \mathbb{E}[A | w])\|_\infty \leq \gamma_1 \cdot \sqrt{\log n}. \tag{D.3}
\]

The proof of Lemma 27 is relegated to Appendix I-C. Thanks to Lemma 27 together with the Hölder’s inequality, we obtain the following conclusion: with probability exceeding \(1 - 2n^{-11}\),

\[
\begin{align*}
(T1) &\geq - \|P_U(A - \mathbb{E}[A | w])\|_\infty \cdot \|X^* - X\|_1 \\
&\geq - \gamma_1 \cdot \sqrt{\log n} \cdot \|X^* - X\|_1. \tag{D.4}
\end{align*}
\]

2) **Lower Bound of (T2):** We first remark that the ground-truth worker matrix \(X^*\) has a rank-\(d\) singular value decomposition \(X^* = U \Sigma U^T\), where \(\Sigma\) is the \(d \times d\) diagonal matrix whose entries are given by \(\Sigma_{zz} = s_z\) for \(z \in [d]\). By making use of [60, Example 2], the sub-differential of the nuclear norm \(\|\cdot\|_n\) at \(X^*\) can be written as

\[
\nabla \|X^*\|_n = \left\{ M \in \mathbb{R}^{n \times n} : P_U(M) = U U^T \text{ and } \|P_U^\perp(M)\| \leq 1 \right\}. \tag{D.5}
\]
It follows that for every $X \in \mathcal{X}$,
\[
0 = \text{Trace}(X) - \text{Trace}(X^*)
\]
\[
\geq (d) \|X\|_* - \|X^*\|_*,
\]
\[
\geq (b) \left( UU^T + P_{d^+} \left( \frac{A - E[A|w]}{\|A - E[A|w]\|} \right) \right) X - X^* ,
\]

where the step (a) holds since both $X$ and $X^*$ are $n \times n$ positive semi-definite matrices, and the step (b) follows from the fact
\[
UU^T + P_{d^+} \left( \frac{A - E[A|w]}{\|A - E[A|w]\|} \right) \in \partial \|X^*\|_* ,
\]

which can easily be observed from the result (D.5). Hence, we obtain the following lower bound on (T2):

\[
(T2) = \left( P_{d^+} \left( A - E[A|w]\right), X^* - X \right)
\]
\[
\geq (c) - \|A - E[A|w]\| \cdot \|UU^T, X^* - X\|
\]
\[
\geq (d) - \|A - E[A|w]\| \cdot \|UU^T\|_{\infty} \cdot \|X^* - X\|_1
\]
\[
\geq (e) - \frac{1}{s_{\min}} \|A - E[A|w]\| \cdot \|X^* - X\|_1 ,
\]

where $s_{\min} := \min \{ s_z : z \in [d] \}$ denotes the minimum size of the worker clusters. We note that the step (c) follows from the bound (D.6), the step (d) holds by the H"older’s inequality, and the step (e) is a consequence of the fact

\[
[UU^T]_{jk} = \begin{cases} 
\frac{1}{s_z} & \text{if } j, k \in W_z, \; z \in [d];  \\
0 & \text{otherwise}.
\end{cases}
\]

From (D.7), it suffices to develop a sharp concentration result for the spectral norm $\|A - E[A|w]\|$ of the centered similarity matrix. Due to the strong dependency between entries of the similarity matrix $A$, we cannot employ the standard techniques from the random matrix theory literature mostly assuming the independence between entries of the data matrix. In order to establish a tight probabilistic bound on the spectral norm $\|A - E[A|w]\|$, we utilize an extensively used matrix concentration inequality, known as the matrix Bernstein’s inequality [56]. Now, we present a desirable concentration bound on the spectral norm of the centered similarity matrix whose proof will be presented in Appendix 1-D:

**Lemma 28:** For the $d$-type worker-task specialization model SM $(d; Q, \mu, \nu)$, there exists an absolute constant $\gamma_2 > 0$ such that with probability at least $1 - 2n^{-11}$, the similarity matrix $A$ obeys the spectral norm bound

\[
\|A - E[A|w]\| \leq \gamma_2 \cdot \sqrt{rn \log n} .
\]

Applying Lemma 28 to the lower bound (D.7) of the second term (T2) yields

\[
(T2) \geq -\gamma_2 \cdot \sqrt{r} \left( \frac{n}{s_{\min}} \right) \log n \cdot \|X^* - X\|_1 ,
\]

with probability higher than $1 - 2n^{-11}$.

3) **Lower Bound of (T3):** One can easily see that for each $i \in S$,

\[
E \left[ A_{jk}^{(i)} | t, w \right]
\]
\[
= \begin{cases} 
0 & \text{if } j = k;  \\
(2Q(t_i, w_j) - 1)(2Q(t_i, w_k) - 1) & \text{otherwise}.
\end{cases}
\]

By taking expectations with respect to $t \sim \mu^{\otimes m}$ to both sides of (D.10), we reach

\[
E \left[ A_{jk}^{(i)} | w \right] = E_{t \sim \mu^{\otimes m}} \left[ E \left[ A_{jk}^{(i)} | t, w \right] \right]
\]
\[
= \begin{cases} 
0 & \text{if } j = k;  \\
\sum_{t=1}^{d} \mu(t)(2Q(t, w_j) - 1)(2Q(t, w_k) - 1) & \text{o.w.}
\end{cases}
\]

(11)

for every $i \in S$. From the definition of $p_m$ and $p_u$ described in Assumption 3, one can observe that

\[
E \left[ A_{jk} | w \right] = r \cdot \Phi (Q, \mu, \nu) (w_j, w_k)
\]
\[
\geq rp_m \quad \text{if } j \neq k \text{ and } w_j = w_k;
\]
\[
\leq rp_u \quad \text{if } w_j \neq w_k .
\]

(12)

On top of that, we know $X_{jk}^* = 1$ if and only if $w_j = w_k$ due to the definition of the ground-truth worker cluster matrix $X^*$. So it can be shown that

\[
(T3) = \sum_{j,k \in [n]: j \neq k} \left( E \left[ A_{jk} | w \right] - \eta \right) (X_{jk}^* - X_{jk})
\]
\[
+ \sum_{j=1}^{n} (-\eta) (X_{jj}^* - X_{jj})
\]
\[
\geq (f) \sum_{j,k \in [n]: j \neq k} \left( rp_m - \eta \right) (1 - X_{jk})
\]
\[
+ \sum_{j,k \in [n]: j \neq k} \left( rp_u - \eta \right) (-X_{jk})
\]
\[
\geq (g) \frac{1}{4} r (p_m - p_u) \sum_{j,k \in [n]: j \neq k} |X_{jk}^* - X_{jk}|
\]
\[
= \frac{1}{4} r (p_m - p_u) \|X^* - X\|_1 .
\]

(13)

where the step (f) follows from the observation (D.12) together with the fact $X_{jj} = 1$, $j \in [n]$, the step (g) is due to the condition (IV.3), and the step (h) holds since $X_{jj} = 1$, $j \in [n]$.

Taking three results (D.4), (D.9), and (D.13) collectively into the decomposition (D.2), the union bound leads to the following conclusion: with probability greater than $1 - 4 n^{-11}$,

\[
\Delta(X) \geq \left\{ \frac{1}{4} r (p_m - p_u) - \gamma_1 \cdot \sqrt{r} \log n \\
- \gamma_2 \cdot \sqrt{r} \left( \frac{n}{s_{\min}} \right) \log n \right\} \|X^* - X\|_1 .
\]

(14)
Due to the main condition (IV.4) of Lemma 8, it can be seen that
\[
\gamma_1 \cdot \sqrt{r} \log n + \gamma_2 \cdot \sqrt{r} \left( \frac{n}{s_{\min}} \right) \log n \leq (\gamma_1 + \gamma_2) \cdot \sqrt{r} \left( \frac{n}{s_{\min}} \right) \log n \leq \gamma_1 + \gamma_2 \cdot \sqrt{r} (p_m - p_u).
\]

Therefore, plugging (D.15) into (D.14), we get
\[
\Delta(X) \geq \left( \frac{1}{4} - \frac{\gamma_1 + \gamma_2}{\sqrt{C_2}} \right) r (p_m - p_u) \|X^* - X\|_1 \quad (D.16)
\]
with probability greater than \(1 - 4 \cdot n^{-11}\). By choosing the universal constant \(C_2 > 0\) to be sufficiently large so that
\[
C_2 \geq 64 (\gamma_1 + \gamma_2)^2
\]
we may conclude that with probability higher than \(1 - 4 \cdot n^{-11}\),
\[
\Delta(X) \geq \frac{1}{8} r (p_m - p_u) \|X^* - X\|_1 \quad (D.17)
\]
for every \(X \in \mathcal{X}\), thereby the final inequality (D.17) implies \(\Delta(X) > 0\) for every \(X \in \mathcal{X} \setminus \{X^*\}\) as desired.

**APPENDIX E**

**THEORETICAL ANALYSIS OF THE STANDARD MAJORITY VOTING ESTIMATOR (V.1)**

Throughout this section, we present a performance guarantee of the standard majority voting estimator (V.1) under the \(d\)-type worker-task specialization model (SM) \((d; Q, \mu, \nu)\). If we consider the empirical distribution \(\hat{P}_{w,A(i)}(\cdot) \in \Delta([d])\) of the vector \(w_{,A(i)} := (w_j : j \in A(i)) \in [d]^{A(i)}\), then
\[
E\left[\hat{P}_{w,A(i)}(w)\right] = E\left[\frac{1}{|A(i)|} \sum_{j \in A(i)} \mathbb{1}(w_j = w)\right] = \frac{1}{|A(i)|} \sum_{j \in A(i)} P\{w_j = w\} = \nu(w)
\]
for every \(w \in [d]\). With the above observation in place, one can expect that the value of \(\hat{P}_{w,A(i)}(w)\) is concentrated around its expectation \(E\left[\hat{P}_{w,A(i)}(w)\right] = \nu(w)\) for all \(w \in [d]\) with high probability. This argument can be established via a powerful technique in large deviation theory, known as the method of types [61, 62], which serves as a bridge between information theory and statistics. To this end, we consider the set
\[
D(\nu) := \left\{ \delta \in \Delta([d]) : \delta(w) \geq \frac{1}{2} \nu(w), \forall w \in [d] \right\}.
\]
Then, it can be easily justified that the empirical distribution of the vector \(w_{,A(i)} := (w_j : j \in A(i))\) belongs to the set \(D(\nu)\), i.e., \(\hat{P}_{w,A(i)}(\cdot) \in D(\nu)\), with high probability by applying the Sanov’s theorem [63]. So, we will continue the performance analysis of the standard majority voting estimator (V.1) under the \(d\)-type worker-task specialization model under the condition \(\hat{P}_{w,A(i)}(\cdot) \in D(\nu)\), which holds with high probability.

**Proposition 29 (Statistical Analysis of the Standard Majority Voting Rule):** For the \(d\)-type worker-task specialization model (SM) \((d; Q, \mu, \nu)\), the desired recovery performance (I.5) is achievable via the standard majority voting rule (V.1) provided that:

1) the empirical distribution of the vector \(w_{,A(i)} := (w_j : j \in A(i))\) belongs to the set \(D(\nu)\), i.e., \(\hat{P}_{w,A(i)}(\cdot) \in D(\nu)\) for every \(i \in [m]\);
2) the worker-task assignment set \(A \subseteq [m] \times [n]\) satisfies
\[
\min_{i \in [m]} |A(i)| \geq \frac{1}{\min_{i \in [d]} \theta_2(t; Q)} \log \left( \frac{1}{\alpha} \right) \quad (E.1)
\]
for any given \(\alpha \in (0, \frac{1}{2})\) (\(\alpha\) may depend on \(m\), where \(\theta_2(t; Q) : [d] \to \mathbb{R}_+\) is defined by
\[
\theta_2(t; Q) := \frac{1}{8} \left[ \sum_{u=1}^{d} \nu(w) \left( 2Q(t, w) - 1 \right) \right]^2, \forall t \in [d].
\]

**Proof of Proposition 29:** Let \(\hat{a}_i^{MV} = \hat{a}_i^{MV}(M) : \{\pm 1\}^d \rightarrow \{\pm 1\}^m\) be the standard majority voting estimator:
\[
\hat{a}_i^{MV}(M) := \text{sign} \left( \sum_{j \in A(i)} M_{ij} \right) = \text{sign} \left( a_i \sum_{j \in A(i)} (2\Lambda_{ij} - 1) \right), \quad (E.3)
\]
where \(\{\Lambda_{ij} : (i, j) \in A\}\) is a collection of conditionally independent random variables given a pair of type vectors \((t, w)\) such that \(\Lambda_{ij} \sim \text{Bern}(F_{ij})\) for every \((i, j) \in A\). Then for each \(i \in [m]\),
\[
P\left\{ \hat{a}_i^{MV}(M) \neq a_i | (t, w) \right\}
\]
\[
\leq \exp \left[ - \frac{\sum_{j \in A(i)} (2F_{ij} - 1)}{2 |A(i)|} \right] \quad (a)
\]
\[
= \exp \left[ - \frac{|A(i)|}{2} \left( \sum_{j \in A(i)} (2Q(t_i, w_j) - 1) \right) \right] \quad (b)
\]
\[
= \exp \left[ - \frac{|A(i)|}{2} \left( \sum_{w=1}^{d} \nu(w) (2Q(t_i, w) - 1) \right) \right] \quad (b)
\]
where the step (a) holds by the Hoeffding bound and the step (b) is due to the condition (i): \(\hat{P}_{w,A(i)}(\cdot) \in D\) of Proposition 29. Thus, we obtain from (E.4) that
\[
P\left\{ \hat{a}_i^{MV}(M) \neq a_i | (t, w) \right\}
\]
By taking expectation to the inequality (E.5) with respect to \( \alpha \) for all \( i \), we find that
\[
P\left\{ \hat{a}_{i}^{\text{MV}}(M) \neq a_{i} \right\} = E_{(t, w) \sim \mu^{\text{SS}} \otimes \nu^{\text{SS}}} \left[ \sum_{i=1}^{d} \nu(i) \left( 2Q(t, w) - 1 \right) \right]^{2} \leq \exp \left\{ - |A(i)| \cdot \theta_{2}(t; Q) \right\}.
\]
(E.6)

By taking expectation to the inequality (E.5) with respect to \( (t, w) \sim \mu^{\text{SS}} \otimes \nu^{\text{SS}} \), we find that
\[
P\left\{ \hat{a}_{i}^{\text{MV}}(M) \neq a_{i} \right\} = E_{(t, w) \sim \mu^{\text{SS}} \otimes \nu^{\text{SS}}} \left[ \sum_{i=1}^{d} \nu(i) \left( 2Q(t, w) - 1 \right) \right]^{2} \leq \exp \left\{ - |A(i)| \cdot \theta_{2}(t; Q) \right\}.
\]
(E.5)

So in order to achieve the desired recovery performance
\[
R(a, \hat{a}^{\text{MV}}(M)) = \frac{1}{m} \sum_{i=1}^{m} P\left\{ \hat{a}_{i}^{\text{MV}}(M) \neq a_{i} \right\} \leq \alpha
\]
for any target recovery accuracy \( \alpha \in (0, \frac{1}{2}] \), it suffices to have
\[
|A(i)| \geq \frac{1}{\min_{i \in [d]} \theta_{2}(t; Q)} \log \left( \frac{1}{\alpha} \right),
\]
for all \( i \in [m] \). This completes the proof of Proposition 29.

\section*{Appendix F
Detailed Description of the Subset-Selection Algorithm}

The second baseline estimation we consider is the type-dependent subset-selection algorithm [26]. The basic idea is to exploit the responses only from the workers whose type matches the type of the given task, which are believed to be more reliable than the rest of the answers provided by the workers of mismatched types by Assumption 17 in the \( d \)-type specialization model. Since neither task types nor worker types are known, the main challenge is to estimate the type \( t_{i} \) associated with the \( i \)-th task and the subset of workers among \( A(i) \) whose type match the inferred task type \( t_{i} := t_{i}(M) \), denoted by \( A_{t_{i}}(i) \). Then, the ground-truth label \( a_{i} \) is inferred by running the standard majority voting using only the answers given by the workers of the matched type:
\[
\hat{a}_{i}^{\text{SS}}(M) := \text{sign} \left( \sum_{j \in A_{t_{i}}(i)} M_{ij} \right), \quad \forall i \in [m]. \tag{F.1}
\]

The algorithm from [26] for revealing \( A_{t_{i}}(i) \) is summarized below.

\textbf{Algorithm (The Subset-Selection Algorithm [26]):}

\textbf{Input:} the noisy answers \( M := (M_{ij} : (i, j) \in A) \), the number of types \( d \in \mathbb{N} \), and the parameters \( (r, q, l) \in [m] \times (0, +\infty) \times [n] \);

\textbf{1. Sequential worker clustering:}

(a) Choose a set of \( r \) tasks \( S \subseteq [m] \) and assign each task in \( S \) to all \( n \) workers;

(b) Next, cluster workers sequentially by comparing the similarity on the responses between every pair of workers: for the \( j \)-th worker, if there is a cluster of workers \( C \subseteq [n] \) such that for every \( j' \in C \),
\[
\frac{1}{r} \sum_{i \in S} 1 \left\{ M_{ij} = M_{ij'} \right\} > \xi,
\]
where \( \xi > 0 \) is a certain threshold that should be pre-determined, then assign the \( j \)-th worker to the cluster \( C \); otherwise, we create a new cluster containing \( \{j\} \);

(c) Let \( \{\tilde{W}_{1}, \tilde{W}_{2}, \ldots, \tilde{W}_{c}\} \) denote the resulting worker clusters, which form a disjoint partition of \([n]\). Assign task \( i \in [m] \setminus S \) to \( l \) randomly sampled workers from each inferred worker cluster;

\textbf{2. Task-type matching and label inference via standard majority voting:}

(a) For every task \( i \in [m] \), we select \( A_{z}(i) = \left( A(i) \cap \tilde{W}_{z} \right) \) for \( z \in [c] \);

(b) We infer the types associated with each task via the following decision rule: for each task \( i \in [m] \), the type associated with the \( i \)-th task is inferred by finding the cluster whose response is the most biased:
\[
\hat{t}_{i} := t_{i}(M) = \text{argmax}_{z \in [c]} \sum_{j \in A_{z}(i)} M_{ij}.
\]
(F.3)

(c) Finally, we infer the ground-truth label \( a_{i} \) of the \( i \)-th task by performing the standard majority voting rule solely based on the answers provided by workers belonging to the set \( A_{\hat{t}_{i}}(i) \subseteq \tilde{W}_{\hat{t}_{i}} \) as in (F.1);

\textbf{Output:} \( \hat{a}^{\text{SS}}(\cdot) : \{\pm 1\}^{A} \rightarrow \{\pm 1\}^{m} \).

\section*{Appendix G
Proof of Proposition 21}

We proceed in a similar way as the proof of Theorem 3.1 in [26] but extend it to a general \( d \)-type specialization model whose reliability matrix \( Q \) satisfy 3 and 17, rather than it is restricted to the special \((p, q)\) model with \( p > q = \frac{1}{2} \). First we discuss the consequence of the sequential clustering stage of workers by their types. Let \( \mathcal{E}_{1} \) denote the event that Step 1 of the subset-selection algorithm (see Section F for detailed descriptions) exactly recovers the worker clusters, i.e.,
\[
\mathcal{E}_{1} := \left\{ c = d \text{ and } \tilde{W}_{z} = W_{z} \text{ for every } z \in [d] \right\}.
\]

For any \( i \in S \) and \( \alpha \neq b \in [n] \), we know
\[
P\left\{ A_{\alpha} = A_{b} | t, w \right\} = Q(t_{i}, w_{a})Q(t_{i}, w_{b}) + \left\{ 1 - Q(t_{i}, w_{a}) \right\} \left\{ 1 - Q(t_{i}, w_{b}) \right\},
\]
(G.1)
so we obtain
\[
P\left\{ M_{ia} = M_{ib} | w \right\}
\]
\[
= E_{t,\mu^{\text{SS}}} \left[ P\left\{ M_{ia} = M_{ib} | t, w \right\} \right]
\]
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Given any reliability matrix \( \mathcal{Q}(\cdot, \cdot) : [d] \times [d] \to [\frac{1}{2}, 1] \), we define \( \Lambda (\mathcal{Q}, \mathbf{\mu}, \mathbf{\nu}) (\cdot, \cdot) : [d] \times [d] \to \mathbb{R}_+ \) by

\[
\Lambda (\mathcal{Q}, \mathbf{\mu}, \mathbf{\nu}) (w, w') := \sum_{i=1}^{d} \mu(t) |\mathcal{Q}(t, w)\mathcal{Q}(t, w') + (1 - \mathcal{Q}(t, w))(1 - \mathcal{Q}(t, w'))|.
\]

As a next stage, we establish the conditional independence of \( \{M_{ia} := (M_{ij} : j \in [n]) : i \in S\} \) given a worker type vector \( w \), and defer its proof to Appendix I-E.

**Lemma 30:** Let \( M_{ia} := (M_{ij} : j \in [n]) \) be the aggregation of answers provided by all workers for each \( i \in S \). Then, \( \{M_{ia} : i \in S\} \) are conditionally independent random vectors given a worker type vector \( w \in [d]^n \).

With Lemma 30, one can see that \( \{1 (M_{ia} = M_{ib}) : i \in S\} \) are independent and identically distributed, conditionally given a worker type vector \( w \). So we arrive at

\[
\mathbb{P} \{ \mathcal{E}_1 | w \} = \mathbb{P} \left\{ \left[ \bigcap_{(a,b) \in [n]^2} \left\{ \frac{1}{r} \sum_{i \in S} 1 (M_{ia} = M_{ib}) > \xi \right\} \right] \cap \left[ \bigcap_{(a,b) \in [n]^2} \left\{ \frac{1}{r} \sum_{i \in S} 1 (M_{ia} = M_{ib}) \leq \xi \right\} \right] \right\} | w \}
\]

\[
\geq 1 - \sum_{(a,b) \in [n]^2} \mathbb{P} \left\{ \frac{1}{r} \sum_{i \in S} 1 (M_{ia} = M_{ib}) > \xi \right\} - \sum_{(a,b) \in [n]^2} \mathbb{P} \left\{ \frac{1}{r} \sum_{i \in S} 1 (M_{ia} = M_{ib}) \leq \xi \right\}
\]

\[
\geq 1 - \sum_{(a,b) \in [n]^2} \exp \left[ -2r \left\{ \Lambda (\mathcal{Q}, \mathbf{\mu}, \mathbf{\nu}) (w_a, w_b) - \xi \right\}^2 \right] - \sum_{(a,b) \in [n]^2} \exp \left[ -2r \left\{ \xi - \Lambda (\mathcal{Q}, \mathbf{\mu}, \mathbf{\nu}) (w_a, w_b) \right\}^2 \right],
\]

where the step (a) follows from the union bound, and the step (b) comes from the Chernoff-Hoeffding theorem. One can easily see that

\[
\Lambda (\mathcal{Q}, \mathbf{\mu}, \mathbf{\nu}) (w, w') = \frac{1}{2} \left\{ \Phi (\mathcal{Q}, \mathbf{\mu}, \mathbf{\nu}) (w, w') + 1 \right\}
\]

for every \((w, w') \in [d] \times [d]\), thereby we obtain the following fact from the strong assortativity condition of the collective quality correlation matrix \( \Phi (\mathcal{Q}, \mathbf{\mu}, \mathbf{\nu}) \):

\[
\min \{ \Lambda (\mathcal{Q}, \mathbf{\mu}, \mathbf{\nu}) (a, a) : a \in [d]\} = \frac{1}{2} (p_m + 1)
\]

\[
> \frac{1}{2} (p_u + 1) = \max \{ \Lambda (\mathcal{Q}, \mathbf{\mu}, \mathbf{\nu}) (a, b) : a \neq b \in [d]\}.
\]

With the aid of the above fact, we can make the following choice of tuning parameter \( \xi \) to be

\[
\xi = \frac{1}{2} \left\{ \frac{1}{2} (1 + p_m) + \frac{1}{2} (1 + p_u) \right\},
\]

and accordingly the probability that every worker is exactly clustered can be bounded below by

\[
\mathbb{P} \{ \mathcal{E}_1 | w \} \geq 1 - \left\{ \frac{n}{2} \right\} \exp \left\{ -\frac{r}{2} (p_m - p_u)^2 \right\},
\]

thereby we arrive at

\[
\mathbb{P} \{ \mathcal{E}_1^c \} = \mathbb{E}_{w \sim \mathcal{W}\in \mathbb{C} \left\{ \mathbb{P} \{ \mathcal{E}_1 | w \} \right\}} \leq \left\{ \frac{n}{2} \right\} \exp \left\{ -\frac{r}{2} (p_m - p_u)^2 \right\}.
\]

In order to assign each task \( i \in [m] \setminus S \) to \( l \) uniformly and randomly sampled workers from each inferred cluster \( \hat{W}_z, z \in [c] \), it is necessary to take a closer inspection on the event that the size of \( \hat{W}_z \) is greater than or equal to \( l \) for every \( z \in [c] \). Let \( \mathcal{E}_2 \) denote the event that the size of \( \hat{W}_z \) is greater than or equal to \( l \) for every \( z \in [c] \), i.e.,

\[
\mathcal{E}_2 := \bigcap_{z=1}^{c} \left\{ \left| \hat{W}_z \right| \geq l \right\}.
\]

While being conditioned on the event \( \mathcal{E}_1 \), we have \( c = d \) and \( \mathcal{W}_z = \mathcal{W}_i \) for every \( z \in [d] \). By using the bound on \( \mathbb{P} \{ \mathcal{E}_2 | \mathcal{E}_1 \} \) from (VIII.19), we conclude that

\[
\mathbb{P} \{ \mathcal{E}_2^c \} = \mathbb{P} \{ \mathcal{E}_2 | \mathcal{E}_1 \} \mathbb{P} \{ \mathcal{E}_1 \} + \mathbb{P} \{ \mathcal{E}_2 | \mathcal{E}_1^c \} \mathbb{P} \{ \mathcal{E}_1^c \} \leq \frac{d}{2} \exp \left[ -\min_{b \in [d]} \left\{ \frac{\min(b, l)}{2} \right\} \right] + \left\{ \frac{n}{2} \right\} \exp \left\{ -\frac{r}{2} (p_m - p_u)^2 \right\}.
\]

Next, being conditioned on the event \( \mathcal{E}_1 \cap \mathcal{E}_2 \), we analyze the probability of task-type matching error. To this end, we reuse auxiliary random variables \( S_{ib} := \sum_{j \in A_{i}(t)} \mathbb{1} (M_{ij} = +1) \) for each \((i, b) \in [m] \times [d] \), defined in the proof of Theorem 18 (see Section VIII-A). Then, by following the arguments in Section VIII-B meticulously, one can obtain the following sufficient condition for the exact recovery of the ground-truth task-types of the task-type matching rule (F.3) of the subset-selection algorithm.

**Lemma 31:** Conditioned on the event \( \mathcal{E}_1 \cap \mathcal{E}_2 \), we have

\[
\mathbb{P} \left\{ \bigcup_{b=1}^{d} \left\{ |S_{ib} - \mathbb{E} [S_{ib}]| < \frac{p^* (t_i) - q^* (t_i)}{2} l \right\} \right\} \leq \{ t_i (M) = t_i \text{ and } \tilde{a}_i^{S_b} (M) = a_i \}
\]

for every \( i \in [m] \).

The proof of Lemma 31 is entirely analogous to the proof of Lemma 24 and hence is omitted. Due to Lemma 31, it can be shown that

\[
\mathbb{P} \left\{ t_i (M) \neq t_i | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \right\} \leq \mathbb{P} \left\{ \bigcup_{b=1}^{d} \left\{ |S_{ib} - \mathbb{E} [S_{ib}]| \geq \frac{p^* (t_i) - q^* (t_i)}{2} l \right\} \right\}.\]
Thus, we can derive the following upper bound on the probability\( \Pr \{ \tilde{t}_i(\mathbf{M}) \neq t_i \mid \mathcal{E}_1 \cap \mathcal{E}_2, (\mathbf{t}, \mathbf{w}) \} \):

\[
\Pr \{ \tilde{t}_i(\mathbf{M}) \neq t_i \mid \mathcal{E}_1 \cap \mathcal{E}_2, (\mathbf{t}, \mathbf{w}) \} \\
\leq \exp \left[ -\frac{t}{2} \left( 2Q(t_i, t_i) - 1 \right)^2 \right]
\]

where the step (g) can be obtained by putting two pieces (G.9) and (G.11), and the step (h) can be justified with the following simple computation:

\[
\begin{align*}
& \{ 2Q(t_i, t_i) - 1 \}^2 - \left( (p^*(t_i) - q^*(t_i))^2 + \theta_3(t_i; Q) \right) \\
\geq & \begin{cases} 
(2 p^*(t_i) - 1)^2 - \left( (p^*(t_i) - q^*(t_i))^2 + (2 q^*(t_i) - 1)^2 \right) \\
\{ p^*(t_i) - q^*(t_i) \} \{ 3 p^*(t_i) + 5 q^*(t_i) - 4 \} \\
> 0,
\end{cases}
\end{align*}
\]

where the step (i) holds by the assumption that the reliability matrix \( Q \) is weakly assortative. (Assumption 17)

On the other hand, we reach from two inequalities in (G.11) that

\[
\Pr \{ \tilde{a}_{i}^{SS}(\mathbf{M}) \neq a_i \mid \mathcal{E}_1 \cap \mathcal{E}_2, (\mathbf{t}, \mathbf{w}) \}
\]

for all \( j \in \mathcal{A}_i \). Applying the Chernoff-Hoeffding theorem, we reach

\[
\begin{align*}
& \Pr \{ \tilde{a}_{i}^{SS}(\mathbf{M}) \neq a_i \mid \hat{t}_i(\mathbf{M}) = t_i \} \\
& \leq \exp \left[ -\frac{t}{2} \left( 2Q(t_i, t_i) - 1 \right)^2 \right]
\end{align*}
\]

Combining two pieces (G.12) and (G.14) together yields the following bound

\[
\begin{align*}
& \Pr \{ \tilde{a}_{i}^{SS}(\mathbf{M}) \neq a_i \mid \mathcal{E}_1 \cap \mathcal{E}_2, (\mathbf{t}, \mathbf{w}) \} \leq \\
& \min \left\{ (2d + 1) \exp \left[ -\frac{t}{2} \left( (p^*(t_i) - q^*(t_i))^2 + \theta_3(t_i; Q) \right) \right] \\
& \exp \left[ -\frac{t}{2} \theta_3(t_i; Q) \right] \right\}
\end{align*}
\]

Taking expectation with respect to \( (\mathbf{t}, \mathbf{w}) \sim \mu^{\otimes m} \otimes \nu^{\otimes n} \) leads to

\[
\begin{align*}
& \Pr \{ \tilde{a}_{i}^{SS}(\mathbf{M}) \neq a_i \mid \mathcal{E}_1 \cap \mathcal{E}_2 \} \\
& = \mathbb{E}_{(\mathbf{t}, \mathbf{w}) \sim \mu^{\otimes m} \otimes \nu^{\otimes n}} \left[ \Pr \{ \tilde{a}_{i}^{SS}(\mathbf{M}) \neq a_i \mid \mathcal{E}_1 \cap \mathcal{E}_2, (\mathbf{t}, \mathbf{w}) \} \right] \leq \\
& \min \left\{ \exp \left[ -\frac{t}{2} \min \theta_3(t_i; Q) \right] \right\}
\end{align*}
\]
To sum up, we obtain the following upper bound of the error probability \( P\{\hat{\alpha}^S(M) \neq a_i\} \):

\[
P\{\hat{\alpha}^S(M) \neq a_i\} = \mathbb{P}\{\hat{\alpha}^S_1(M) \neq a_i\} \mathbb{P}\{\hat{\alpha}^S_2\}
\]

\[
\geq \mathbb{P}\{\mathcal{E}^S_1 + \mathcal{E}^S_2\} \mathbb{P}\{\mathcal{E}^S_1 \cap \mathcal{E}^S_2\}
\]

\[
\leq \mathbb{P}\{\mathcal{E}^S_1 + \mathcal{E}^S_2\} + \mathbb{P}\{\hat{\alpha}^S(M) \neq a_i|\mathcal{E}^S_1 \cap \mathcal{E}^S_2\}
\]

\[
\leq 2\left(\frac{n}{2}\right) \exp\left\{\frac{-r}{2} \left(\frac{1}{p_m - p_a}\right)^2\right\}
\]

\[
+ d \exp\left[\frac{\min b \in [d]}{2} \left(1 - \frac{1}{n \nu(b)}\right)^2\right]
\]

\[
+ \min \left\{\frac{l}{2} \min_{t \in [d]} \left(p^* (t) - q^* (t))^2 + \theta_3 (t; Q)\right)\right\}
\]

\[
(2d + 1) \exp\left\{\frac{l}{2} \min_{t \in [d]} \left(p^* (t) - q^* (t))^2 + \theta_3 (t; Q)\right)\right\}
\]

\[
(G.16)
\]

where the step (k) is deduced by taking three pieces (G.7), (G.8), and (G.16) collectively. So, we arrive at

\[
\mathcal{R}(a, \hat{\alpha}^S) = \frac{1}{m} \sum_{i=1}^{m} \mathbb{P}\{\hat{\alpha}^S(M) \neq a_i\}
\]

\[
\leq 2\left(\frac{n}{2}\right) \exp\left\{\frac{-r}{2} \left(\frac{1}{p_m - p_a}\right)^2\right\}
\]

\[
+ d \exp\left[\frac{\min b \in [d]}{2} \left(1 - \frac{1}{n \nu(b)}\right)^2\right]
\]

\[
+ \min \left\{\frac{l}{2} \min_{t \in [d]} \left(p^* (t) - q^* (t))^2 + \theta_3 (t; Q)\right)\right\}
\]

\[
(2d + 1) \exp\left\{\frac{l}{2} \min_{t \in [d]} \left(p^* (t) - q^* (t))^2 + \theta_3 (t; Q)\right)\right\}
\]

\[
(G.17)
\]

In order to achieve the desired recovery accuracy (II.5), we may choose

\[
r = \frac{8}{(p_m - p_a)^2} \log \left\{\frac{3n(n - 1)}{\alpha}\right\};
\]

\[
l = \min \left\{\frac{2 \log \left(\frac{6d + 3}{\alpha}\right)}{\min_{t \in [d]} \left(p^* (t) - q^* (t))^2 + \theta_3 (t; Q)\right)},
\]

\[
\frac{2 \log \left(\frac{6d + 3}{\alpha}\right)}{\min_{t \in [d]} \left(p^* (t) - q^* (t))^2 + \theta_3 (t; Q)\right)}\right\};
\]

\[
n \geq \max \left\{8 \log \left(\frac{3d^2}{\alpha}\right), 2l\right\} \frac{1}{\min_{b \in [d]} \nu(b)}.
\]

\[
(G.19)
\]

Then, the average number of required queries per task can be bounded above by

\[
\frac{1}{m} \{nr + ld(m - r)\}
\]

\[
\leq \frac{nr + ld(m - r)}{m}
\]

\[
= \frac{8n}{m} \left(\frac{p_m - p_a}{2}\right)^2 \log \left\{\frac{3n(n - 1)}{\alpha}\right\} + ld
\]

\[
\leq \frac{8}{C_2} \cdot \frac{1}{n^\beta} \log \left\{\frac{3n(n - 1)}{\alpha}\right\} + ld
\]

\[
(T1)
\]

\[
= \frac{G.19}{T2}
\]

where the step (l) holds because \(m(p_m - p_a)^2 \geq C_2 \cdot n^{1+\beta}\).

Claim 32: (T2) = \(\omega((T1))\) as \(d \to \infty\).

Proof of Claim 32: Since the function

\[
x \in \left[1 + \exp\left(\frac{3}{2e}\right), +\infty\right) \mapsto -\beta \log \left\{\frac{3x(x - 1)}{\alpha}\right\}
\]

is a strictly decreasing function, and \(n \geq \frac{8}{\min_{b \in [d]} \nu(b)} \log \left(\frac{3d^2}{\alpha}\right) \geq 8d \log \left(\frac{3d^2}{\alpha}\right), \), one has

\[
(T1) \leq \frac{8}{C_2} \cdot \left\{8d \log \left(\frac{3d^2}{\alpha}\right)\right\}^{-\beta}
\]

\[
\times \log \left\{192 \left(\frac{d}{2\alpha}\right)^3 \left\{\log \left(\frac{3d}{2\alpha}\right)^2\right\}\right\}
\]

\[
= O\left(d^{-\beta} \left\{\log \left(\frac{d}{2\alpha}\right)^{1-\beta}\right\}\right)
\]

\[
(G.21)
\]

On the other hand, one can see that

\[
l = \min \left\{\frac{\min_{t \in [d]} \left(p^* (t) - q^* (t))^2 + \theta_3 (t; Q)\right)}{\min_{t \in [d]} \left(p^* (t) - q^* (t))^2 + \theta_3 (t; Q)\right)}\right\}
\]

\[
= \Theta\left(\log \left(\frac{1}{\alpha}\right)\right)
\]

where the step (m) holds since \(\theta_3 (t; Q, \mu, \nu) \leq 1\) for every \(t \in [d]\). Therefore, we arrive at

\[
(T2) = dl = \Omega\left(d \log \left(\frac{1}{\alpha}\right)\right).
\]

\[
(G.22)
\]

Combining two pieces (G.21) and (G.22) together yields

\[
(T1) = o((T2)) \text{ as } d \to \infty
\]

Due to Claim 32, we obtain for all sufficiently large \(d\) that

\[
\frac{1}{m} \{nr + ld(m - r)\}
\]

\[
\leq 2 \cdot (T2)
\]

\[
= \min \left\{\frac{4d}{\min_{t \in [d]} \left(p^* (t) - q^* (t))^2 + \theta_3 (t; Q)\right)} \log \left(\frac{3}{\alpha}\right),
\]

\[
\frac{4d}{\min_{t \in [d]} \left(p^* (t) - q^* (t))^2 + \theta_3 (t; Q)\right)} \log \left(\frac{6d + 3}{\alpha}\right)\right\},
\]

which establishes our desired result.
APPENDIX H
PROOF OF PROPOSITION 22

We embark on the proof of Proposition 22 by establishing the following preliminary inequality controlling the error probability \( P \{ \delta_i^{SS}(M) \neq a_i | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \} \), where we sometimes omit the conditioning \( \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \) for convenience:

\[
P \{ \delta_i^{SS}(M) \neq a_i | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \} = P \left\{ \delta_i^{SS}(M) \neq a_i | \{ \hat{t}_i(M) \in [d] \setminus \text{spammer}_Q (t_i) \} \right\} \\
\times \left( \{ \hat{t}_i(M) \in \text{spammer}_Q (t_i) | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \} \right).
\]

where the step (a) can be obtained with the same technique as the argument used to establish the bound (G.11) that uses the Chernoff-Hoeffding theorem, and the step (b) holds since \( Q \{ t_i, \hat{t}_i(M) \} \geq 4 + \epsilon \) when \( \hat{t}_i(M) \in [d] \setminus \text{spammer}_Q (t_i) \).

As we discussed earlier in Section V-B, we are going to focus on controlling the term (P2).

(\text{P2})

\[
P \{ \hat{t}_i(M) \in \text{spammer}_Q (t_i) | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \} \\
\leq \sum_{u \in \text{spammer}_Q (t_i)} \frac{\max_{j \in \mathcal{A}_u(t_i)} M_{ij}}{\sum_{j \in \mathcal{A}_u(t_i)} M_{ij}} \mathcal{E}_1 \cap \mathcal{E}_2, (t, w)
\]

where the step (c) follows by the union bound. Now, we reuse auxiliary random variables \( S_{ib} := \sum_{j \in \mathcal{A}_u(t_i)} M_{ij} = 2S_{ib} - l \) for each \( i, b \in [m] \times [d] \), defined in the proof of Theorem 18 (see Section VIII-A). It’s clear that \( \sum_{j \in \mathcal{A}_u(t_i)} M_{ij} = 2S_{ib} - l \) for all pairs \( (i, b) \in [m] \times [d] \). Then, the bound (H.2) can be simplified as

\[
(P2) \leq \sum_{(u, v) \in \text{spammer}_Q (t_i) \times \{ id | \text{spammer}_Q (t_i) \}} \mathcal{E}_1 \cap \mathcal{E}_2, (t, w).
\]

where we sometimes omit the conditioning \( \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \) for convenience. Hereafter, we assume that \( a_i = +1 \) without loss of generality. Then, we have \( S_{ib} \sim \text{Binomial} (l, Q (t_i, b)) \) for every \( b \in [d] \).

For each \( (u, v) \in \text{spammer}_Q (t_i) \times \{ id | \text{spammer}_Q (t_i) \} \), it holds that

\[
P \left\{ | 2S_{iu} - l | \geq | 2S_{iv} - l | | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \right\} \\
\end{aligned}
\]

where the steps (d)–(i) can be justified due to the following reasons:

(d) The union bound;
(e) The conditional independence of \( S_{iu} \) and \( S_{iv} \) given the event \( \mathcal{E}_1 \cap \mathcal{E}_2 \) and the pair \( (t, w) \) of the task-type vector and the worker-type vector;
(f) We know that \( \mathbb{E} [S_{iu}] = \frac{l}{2} \) for every \( u \in \text{spammer}_Q (t_i) \).

On the other hand, if \( | 2S_{iv} - l | \leq k \), then the triangle inequality yields

\[
\begin{aligned}
l \{ 2Q (t_i, v) - 1 \} \\
= | 2E [S_{iv}] - l | \\
\leq | 2E [S_{iu}] - l | - | 2S_{iv} - l | \\
\leq 2 | S_{iv} - E [S_{iu}] | + k,
\end{aligned}
\]

which leads to the relation

\[
\begin{aligned}
\{ | 2S_{iv} - l | \leq k \} \\
\leq \left\{ | S_{iv} - E [S_{iu}] | \geq \frac{l \{ 2Q (t_i, v) - 1 \} - k}{2} \right\}
\end{aligned}
\]

(h) The Cauchy-Schwarz inequality gives

\[
\begin{aligned}
\left[ \frac{k}{2l} \right] ^2 + \left[ 2Q (t_i, v) - 1 - \frac{k}{2l} \right] ^2 \\
\geq \frac{1}{2} \left\{ \left[ \frac{k}{2l} \right] ^2 + \left[ 2Q (t_i, v) - 1 - \frac{k}{2l} \right] ^2 \right\}
\end{aligned}
\]

 Then, we have \( S_{ib} \sim \text{Binomial} (l, Q (t_i, b)) \) for every \( b \in [d] \).

For each \( (u, v) \in \text{spammer}_Q (t_i) \times \{ id | \text{spammer}_Q (t_i) \} \), it holds that

\[
P \left\{ | 2S_{iu} - l | \geq | 2S_{iv} - l | | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \right\} \\
\end{aligned}
\]

\[
P \left\{ | 2S_{iu} - l | \geq | 2S_{iv} - l | | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \right\} \\
\end{aligned}
\]

\[
P \left\{ | 2S_{iu} - l | \geq | 2S_{iv} - l | | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \right\} \\
\end{aligned}
\]

\[
P \left\{ | 2S_{iu} - l | \geq | 2S_{iv} - l | | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \right\} \\
\end{aligned}
\]

\[
P \left\{ | 2S_{iu} - l | \geq | 2S_{iv} - l | | \mathcal{E}_1 \cap \mathcal{E}_2, (t, w) \right\} \\
\end{aligned}
\]
(i) It holds that $2Q(t, v) - 1 \geq 2c$ for all $v \in [d] \setminus \text{spammer}_Q(t_i)$.

By putting the inequality (H.4) into (H.3), we arrive at

$$
(P2) \leq d^2 \delta(t_i; d) \left\{ 1 - \delta(t_i; d) \right\} \cdot 4(l + 1) \exp(-4l^2c)
\leq d^2(l + 1) \cdot \delta(t_i; d) \exp(-4l^2c). \tag{H.5}
$$

Now, it’s time to leverage the upper bound (H.5) of (P2) in the preliminary bound (H.1) to establish an inequality controlling the error probability $\mathbb{P}\left\{ \hat{a}^{\text{SS}}_i(M) \neq a_i \mid E_1 \cap E_2, (t, w) \right\}$:

$$
\mathbb{P}\left\{ \hat{a}^{\text{SS}}_i(M) \neq a_i \mid E_1 \cap E_2, (t, w) \right\}
\leq \exp(-2l^2c) + d^2(l + 1) \cdot \delta(t_i; d) \exp(-4l^2c)
\leq \left\{ 1 + 4 d^2(l + 1) \cdot \delta(t_i; d) \right\} \exp(-2l^2c)
\leq 5 d^2(l + 1) \cdot \delta(t_i; d) \exp(-2l^2c), \tag{H.6}
$$

where the step (j) holds due to the assumption $\delta(t_i; d) \geq \frac{1}{d}$ for every $t \in [d]$.

To summarize, one can deduce the following upper bound of the error probability $\mathbb{P}\left\{ \hat{a}^{\text{SS}}_i(M) \neq a_i \right\}$:

$$
\mathbb{P}\left\{ \hat{a}^{\text{SS}}_i(M) \neq a_i \right\}
\leq \mathbb{P}\left\{ \hat{a}^{\text{SS}}_i(M) \neq a_i \mid E_1 \cap E_2 \right\} \mathbb{P}\left\{ E_1 \cap E_2 \right\}
+ \mathbb{P}\left\{ \hat{a}^{\text{SS}}_i(M) \neq a_i \mid E_1 \cup E_2 \right\} \mathbb{P}\left\{ E_1 \cup E_2 \right\}
\leq 2 \left\{ \frac{n}{2} \right\} \exp\left\{ -\frac{r}{8} \left( \frac{p_m - p_a}{2} \right)^2 \right\}
+ d \exp\left\{ \frac{r}{2} \left( \frac{p_m - p_a}{2} \right)^2 \right\}
+ 5 d^2(l + 1) \cdot \delta(t_i; d) \exp(-2l^2c). \tag{H.7}
$$

To achieve the recovery accuracy (II.5), one may choose

$$
r = \frac{8}{(p_m - p_a)^2} \log\left\{ \frac{3n(n-1)}{\alpha} \right\} ;
\quad l = \frac{1}{2} \varphi^{-1} \left\{ \frac{15d^2\delta_{\max}(d)}{\epsilon^2} \right\} ;
\quad n = \max\left\{ \frac{8l}{\alpha \cdot 2l}, \frac{1}{\min_{b \in [d]} \nu(b)} \right\}. \tag{H.8}
$$

So the sample complexity per task that the subset-selection algorithm requires to achieve the recovery accuracy (II.5) can be bounded above by

$$
\frac{1}{m} \left\{ nr + ld(m - r) \right\}
\leq \frac{nr}{m} + ld
= \frac{8n}{(p_m - p_a)^2} \log\left\{ \frac{3n(n-1)}{\alpha} \right\} + ld
\leq \frac{8l}{\alpha \cdot 2l} \log\left\{ \frac{3n(n-1)}{\alpha} \right\} + ld,
\quad \Rightarrow: \text{(T1)}
\leq \frac{1}{C_3 \cdot n^3} \log\left\{ \frac{3n(n-1)}{\alpha} \right\} + \frac{ld}{C_3 \cdot n^3}, \quad \Rightarrow: \text{(T2)}
\quad \Rightarrow: \text{(T1)}
$$

where the step (k) holds by the assumption $m(p_m - p_a)^2 \geq C_3 \cdot n^{1+\beta}$. Here, by mimicking the proof of Claim 32, it can be easily shown that $(T1) = o((T2))$ as $d \to \infty$. Therefore, we may conclude that for every sufficiently large $d$,

$$
\frac{1}{m} \left\{ nr + ld(m - r) \right\} \leq 2 \cdot (T2)
= \frac{d}{\epsilon^2} \varphi^{-1} \left\{ \log\left( \frac{15d^2\delta_{\max}(d)}{\epsilon^2} \right) \right\},
\quad \text{and this finishes the proof of Proposition 22.}
$$

**APPENDIX I**

**DEFERRED PROOFS OF TECHNICAL LEMMAS**

This section will be devoted to provide you detailed proofs of technical lemmas which play significant roles in the proofs of main theorems.

A. **Proof of Lemma 23**

(i) Without loss of generality, one can assume $p \in \left( \frac{1}{2}, 1 \right]$. After proving the desired claim for this case, it is possible to recover the same result for the case $p \in [0, \frac{1}{2}]$ by replacing $p$ by $1 - p$.

$$
\mathbb{E}\left[ \left( \frac{1}{2} - (n, p) - n \right) \right]
= \mathbb{E}\left[ \left( \frac{1}{2} - (n, p) - n \right) \cdot I\{ (n, p) \geq \frac{1}{2} \} \right]
+ \mathbb{E}\left[ \left( \frac{1}{2} - (n, p) - n \right) \cdot I\{ (n, p) < \frac{1}{2} \} \right]
= \mathbb{E}[2B(n, p) - n] + 2 \mathbb{E}\left[ 2B(n, p) - n \right] \cdot I\{ (n, p) < \frac{1}{2} \}
\quad =: \mathcal{R}_n(p) \tag{I.1}
$$

We now take a closer inspection on the term $\mathcal{R}_n(p)$:

$$
0 \leq \mathcal{R}_n(p)
\leq n \cdot \mathbb{P}\left\{ B(n, p) - np < -n \left( p - \frac{1}{2} \right) \right\}
\leq n \exp\left\{ -2n \left( p - \frac{1}{2} \right)^2 \right\}, \tag{I.2}
$$

where the step (a) follows from the Hoeffding bound. Putting the bound (I.2) into (I.1), we obtain

$$
n(2p - 1) \leq \mathbb{E}[2B(n, p) - n]
\leq n(2p - 1) + 2n \exp\left\{ -2n \left( p - \frac{1}{2} \right)^2 \right\},
\quad \text{as desired.}
$$

(ii) Let $\{ \varepsilon_k \}_{k=1}^{\infty}$ be a sequence of independent and identically distributed Rademacher random variables. By the central limit theorem, we have

$$
\frac{2B(n, \frac{1}{2}) - 1}{\sqrt{n}} \leq \frac{1}{\sqrt{n}} \sum_{k=1}^{n} \varepsilon_k d, \mathcal{N}(0, 1) \quad \text{as } n \to \infty. \tag{I.3}
$$

Let $X_n := \frac{1}{\sqrt{n}} \sum_{k=1}^{n} \varepsilon_k$ for $n \in \mathbb{N}$. It’s clear that $\mathbb{E}[X_n] = 0$ and

$$
\mathbb{E}\left[ X_n^2 \right] = \text{Var}[X_n] = \frac{1}{n} \sum_{k=1}^{n} \text{Var}[\varepsilon_k] = 1
$$
for every $n \in \mathbb{N}$. Due to Corollary 6.21 in [64], $\{X_n : n \in \mathbb{N}\}$ is a uniformly integrable family of random variables. Thus if we let $Z \overset{d}{=} \mathcal{N}(0, 1)$, then it follows from (1.3) that $X_n \overset{a.s.}{\longrightarrow} Z$ in $L^1$ by Theorem 6.25 in [64]. Hence, we arrive at

$$
\begin{align*}
\lim_{n \to \infty} \mathbb{E} \left[ \frac{2B(n, \frac{1}{2}) - 1}{\sqrt{n}} \right] &= \lim_{n \to \infty} \mathbb{E} \left[ |X_n| \right] \\
&\overset{\text{(b)}}{=} \mathbb{E} [Z] \\
&= \int_{-\infty}^{\infty} |x| \cdot \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} x^2 \right) \, dx \\
&= 2 \int_{0}^{\infty} x \cdot \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} x^2 \right) \, dx \\
&= \frac{\sqrt{\pi}}{2} \left[ -\exp \left( -\frac{1}{2} x^2 \right) \right]_0^{\infty} \\
&= \frac{\sqrt{\pi}}{2},
\end{align*}
$$

where the step (b) follows due to the $L^1$-convergence of the sequence $\{X_n\}_{n=1}^\infty$ to $Z \overset{d}{=} \mathcal{N}(0, 1)$. This completes the proof of Lemma 23.

**B. Proof of Lemma 24**

Let us focus on the case for which $a_i = 1$; the other case follows similarly. Assume that we are lying on the event

$$
\left[ \bigcap_{j=1}^d \left( |S_{ib} - \mathbb{E}[S_{ib}]| < \frac{p^*(t_i) - q^*(t_i)}{2} \right) \right] \cap (E_1 \cap E_2).
$$

We find from (VIII.31) that $\mathbb{E}[S_{ib}] = l \cdot Q(t_i, b)$ for all pairs $(i, b) \in [m] \times [d]$. So it can be shown that

$$
S_{it_i} - \frac{l}{2} = (S_{it_i} - \mathbb{E}[S_{it_i}]) + \left( \mathbb{E}[S_{it_i}] - \frac{l}{2} \right) > -\frac{p^*(t_i) - q^*(t_i)}{2} l + \frac{2Q(t_i, t_i) - 1}{2} \frac{l}{2} \\
= -\frac{p^*(t_i) - q^*(t_i)}{2} l + \frac{2p^*(t_i) - 1}{2} \frac{l}{2} \\
= \frac{p^*(t_i) + q^*(t_i) - 1}{2} > 0.
$$

On the other hand, for every $b \in [d] \setminus \{t_i\}$, one has

$$
\left| S_{ib} - \frac{l}{2} \right| = \left| S_{ib} - \mathbb{E}[S_{ib}] + \mathbb{E}[S_{ib}] - \frac{l}{2} \right| \\
< \frac{p^*(t_i) - q^*(t_i)}{2} l + \frac{2Q(t_i, b) - 1}{2} \frac{l}{2} \\
\leq \frac{p^*(t_i) - q^*(t_i)}{2} l + \frac{2p^*(t_i) - 1}{2} \frac{l}{2} \\
= \frac{p^*(t_i) + q^*(t_i) - 1}{2}.
$$

Combining two bounds (I.4) and (I.5) together leads to the desired conclusion

$$
S_{it_i} - \frac{l}{2} > S_{ib} - \frac{l}{2}, \quad \forall b \in [d] \setminus \{t_i\},
$$

which yields $\tilde{t}_i(M) = t_i$.

**C. Proof of Lemma 27**

Based on the definition of the orthogonal projection $P_{d}(\cdot) : \mathbb{R}^{n \times n} \to \mathbb{R}^{n \times n}$ together with the triangle inequality, it can be easily shown that

$$
\| P_d (\mathbf{A} - \mathbb{E} [\mathbf{A} | \mathbf{w}]) \|_\infty \\
\leq 3 \left( \| \mathbf{U}^T (\mathbf{A} - \mathbb{E} [\mathbf{A} | \mathbf{w}]) \|_\infty \right) \\
\leq \| (\mathbf{A} - \mathbb{E} [\mathbf{A} | \mathbf{w}]) \mathbf{U}^T \|_\infty.
$$

In order to establish a concentration bound on the random variable $\| \mathbf{U}^T (\mathbf{A} - \mathbb{E} [\mathbf{A} | \mathbf{w}]) \|_\infty$, we compute the $(j, k)$-th entry of $\mathbf{U}^T (\mathbf{A} - \mathbb{E} [\mathbf{A} | \mathbf{w}])$: setting $z := w_j \in [d]$, i.e., the type of the $j$-th worker, one has

$$
\left[ \mathbf{U}^T (\mathbf{A} - \mathbb{E} [\mathbf{A} | \mathbf{w}]) \right]_{jk} = \frac{s_z}{1} \left[ \mathbf{U}^T \right]_{jl} (A_{lk} - \mathbb{E} [A_{lk} | \mathbf{w}]) \\
= \frac{s_z}{1} \sum_{l \in \mathcal{W}_j \setminus \{k\} (A_{lk} - \mathbb{E} [A_{lk} | \mathbf{w}])} \\
= \frac{1}{s_z} \sum_{l \in \mathcal{W}_j \setminus \{k\} (A_{lk} - \mathbb{E} [A_{lk} | \mathbf{w}])}
$$

where the step (b) makes use of the fact

$$
\left[ \mathbf{U}^T \right]_{jl} = \begin{cases} \frac{1}{s_z} & \text{if } l \in \mathcal{W}_j; \\ 0 & \text{otherwise.} \end{cases}
$$

Here, we remind the setting

$$
\mathbf{A}^{(i)} := P_{\text{off-diag}} \left( \mathbf{M}_{i, i}^T \mathbf{M}_{i, i} \right), \quad \forall i \in \mathcal{S},
$$

which gives the decomposition $\mathbf{A} = \sum_{i \in \mathcal{S}} \mathbf{A}^{(i)}$ into the sum of $r = |\mathcal{S}|$ conditionally independent $n \times n$ random matrices given a worker type vector $\mathbf{w}$, due to Lemma 30. We point out that this decomposition of the similarity matrix $\mathbf{A}$ plays a key role in the proof of Lemma 28. Let

$$
\mathbf{V}_i := \sum_{l \in \mathcal{W}_j \setminus \{k\} (A_{lk} - \mathbb{E} [A_{lk} | \mathbf{w}]}, \quad \forall i \in \mathcal{S}.
$$

Then, $\{\mathbf{V}_i : i \in \mathcal{S}\}$ are conditionally independent random variables given a worker type vector $\mathbf{w}$ by Lemma 30, and we have

$$
\mathbf{w}_z \left[ \mathbf{U}^T (\mathbf{A} - \mathbb{E} [\mathbf{A} | \mathbf{w}]) \right]_{jk} = \sum_{l \in \mathcal{S}} \mathbf{V}_i.
$$

Here, one can make the following observations:

(a) $|V_i| \leq \sum_{l \in \mathcal{W}_j \setminus \{k\} (A_{lk} - \mathbb{E} [A_{lk} | \mathbf{w}]}) \leq 2 s_z$ for every $i \in \mathcal{S};$
(b) The sum of second-order moments of $V_i$'s is bounded by
\[
\sum_{i \in S} \mathbb{E} \left[ V_i^2 \right] = \sum_{i \in S} \text{Var} \left[ \sum_{t \in W_i \setminus \{k\}} A_{ik}^{(i)} \right] \leq \sum_{i \in S} \mathbb{E} \left[ \left( \sum_{t \in W_i \setminus \{k\}} A_{ik}^{(i)} \right)^2 \right] \leq r \cdot s_z^2,
\]
where the step (c) holds because $\left| \sum_{t \in W_i \setminus \{k\}} A_{ik}^{(i)} \right| \leq s_z$. The Bernstein inequality together with the facts (i) and (ii) implies that for any universal constant $\gamma_1 > 0$, we have
\[
\mathbb{P} \left\{ \left| \sum_{i \in S} V_i > \frac{\gamma_1}{3} \cdot s_z \sqrt{T} \log n \right| \right\} \leq 2 \exp \left\{ - \frac{\left( \frac{\gamma_1}{3} \right)^2 \cdot s_z^2 r \left( \log n \right)^2}{2 s_z^2 r + \frac{47}{9} s_z^2 r \sqrt{T} \log n} \right\}
\leq 2 \exp \left\{ - \frac{\left( \frac{\gamma_1}{3} \right)^2 \cdot s_z^2 r \left( \log n \right)^2}{2 s_z^2 r \log n + \frac{47}{9} s_z^2 r \log n} \right\}
= 2 \exp \left\{ - \frac{\left( \frac{\gamma_1}{3} \right)^2 \cdot \log n}{2 + \frac{47}{9} s_z^2} \right\}.
\]

So by taking the universal constant $\gamma_1$ to be sufficiently large so that $\left( \frac{\gamma_1}{3} \right)^2 \geq 13$, we deduce from (I.8) that with probability at least $1 - 2n^{-13}$,
\[
s_z \left| \left[ U U^T \left( A - E \left[ A \mid w \right] \right) \right]_{jk} \right| = \sum_{i \in S} V_i \leq \frac{\gamma_1}{3} \cdot s_z \sqrt{T} \log n.
\]

By the union bound, the following result holds: with probability greater than $1 - 2n^{-11}$, we have
\[
\left\| U U^T \left( A - E \left[ A \mid w \right] \right) \right\|_{\infty} \leq \frac{\gamma_1}{3} \cdot \sqrt{T} \log n. \tag{I.10}
\]

So, plugging (I.10) into (I.6) completes the proof.

\section*{D. Proof of Lemma 28}

We begin with the following decomposition of $A - E \left[ A \mid w \right]$ into the sum of $r = |S|$ centered and conditionally independent $n \times n$ random matrices given a worker type vector $w$:
\[
A - E \left[ A \mid w \right] = \sum_{i \in S} \left( A^{(i)} - E \left[ A^{(i)} \mid w \right] \right). \tag{I.11}
\]

For reader's convenience, let
\[
\sigma^2 := \left\| \sum_{i \in S} \left( A^{(i)} - E \left[ A^{(i)} \mid w \right] \right)^2 \right\|.
\]

Then we may observe the following property: for every $i \in S$,
\[
\left\| A^{(i)} - E \left[ A^{(i)} \mid w \right] \right\| \leq n \left\| A^{(i)} - E \left[ A^{(i)} \mid w \right] \right\|_{\infty} \leq 2n.
\]

Now, it's time to bound $\sigma^2$. Let
\[
M^{(i)} := E \left[ \left( A^{(i)} - E \left[ A^{(i)} \mid w \right] \right)^2 \right] \wedge \left( A^{(i)} \right)^2 \mid w \right) = E \left[ \left( A^{(i)} \right)^2 \mid w \right] - \left( E \left[ A^{(i)} \mid w \right] \right)^2
\]
for each $i \in S$. Let us take a closer look at each entry of $M^{(i)}$. Doing some straightforward algebra, one can observe that for every $(j, k) \in [n] \times [n],
\[
\left\[ E \left[ \left( A^{(i)} \right)^2 \mid w \right] \right\]_{jk}
= \sum_{t \in [n] \setminus \{j, k\}} E \left[ A_{jt}^{(i)} A_{kt}^{(i)} \right] \wedge \sum_{t \in [n] \setminus \{j, k\}} E \left[ M_{jt} M_{kt} \right] \wedge
= \sum_{t \in [n] \setminus \{j, k\}} \left( \sum_{t=1}^d \mu(t) \{ Q(t, w_j) - 1 \} \{ Q(t, w_k) - 1 \} \right)
\leq \sum_{t \in [n] \setminus \{j, k\}} \sum_{t=1}^d \mu(t) \{ Q(t, w_j) - 1 \} \{ Q(t, w_k) - 1 \}
\leq \Phi \left( Q, \mu, \nu \right) \left( w_j, w_k \right) \Phi \left( Q, \mu, \nu \right) \left( w_l, w_k \right).
\]

By taking two pieces (I.13) and (I.14) collectively, we arrive at
\[
M^{(i)}_{jk} = (n - 1) - \sum_{t \in [n] \setminus \{j\}} \Phi \left( Q, \mu, \nu \right) \left( w_j, w_l \right)^2
\]
if $j = k$, and
\[
M^{(i)}_{jk} = (n - 2) \Phi \left( Q, \mu, \nu \right) \left( w_j, w_k \right)
- \sum_{t \in [n] \setminus \{j, k\}} \Phi \left( Q, \mu, \nu \right) \left( w_j, w_l \right) \Phi \left( Q, \mu, \nu \right) \left( w_l, w_k \right)
\]
or otherwise, and it can be observed that $-(n - 1) \leq M^{(i)}_{jk} \leq n - 1$ for every $(j, k) \in [n] \times [n]$. Consequently, we can conclude that
\[
\left\| M^{(i)} \right\|_{\infty} \leq n - 1 \text{ for every } i \in S, \text{ and this implies}
\sigma^2 \leq \sum_{i \in S} \left\| M^{(i)} \right\| \leq n \sum_{i \in S} \left\| M^{(i)} \right\|_{\infty} \leq n r n^2.
\tag{I.15}
\]

So from the matrix Bernstein inequality [56], we have for any absolute constant $\gamma_2 > 0$ that
\[
\mathbb{P} \left\{ \left\| A - E \left[ A \mid w \right] \right\| > \gamma_2 \sqrt{n} \log n \right\} \leq 2 \exp \left\{ - \frac{\left( \frac{\gamma_2}{3} \right)^2 \cdot \log n}{2 + \frac{47}{9} \gamma^2} \right\}.
\]
\[ \begin{aligned}
&\leq 2n \exp \left\{ -\frac{\gamma_2^2 \cdot rn^2 \log n}{2} \right\} \\
&\leq 2n \exp \left\{ -\frac{\gamma_2^2 \cdot rn^2 \log n}{2} \right\} \\
&= 2n \exp \left( -\frac{\gamma_2^2 \cdot \log n}{2} \right),
\end{aligned} \tag{I.16} \]

where the step (a) follows from (I.12), and the step (b) holds by plugging the bound (I.15) of \( \sigma \). By selecting the absolute constant \( \gamma_2 \) to be sufficiently large such that \( \frac{\gamma_2^2}{2} \geq 12 \), we may deduce that with probability at least \( 1 - 2n^{-1} \),

\[ \| A - E \left[ A \mid w \right] \| \leq \gamma_2 \cdot \sqrt{7n \log n}, \]

and this finishes the proof of Lemma 28.

**E. Proof of Lemma 30**

According to Definition 2, we know that the random vectors \( \{ M_{i*} : i \in \mathcal{S} \} \) are conditionally independent given a pair of type vectors \( (t, w) \). Let \( x_i := (x_{ij} : j \in [n]) \in \{ \pm 1 \}^n \) for \( i \in \mathcal{S} \). Then, it’s clear that

\[
\mathbb{P} \left\{ \{ M_{i*} : i \in \mathcal{S} \} = (x_{i*} : i \in \mathcal{S}) \right\} = \prod_{i \in \mathcal{S}} \mathbb{P} \left\{ M_{i*} = x_{i*} \mid t, w \right\}. \tag{I.17}
\]

So we reach

\[
\begin{aligned}
&\mathbb{P} \left\{ \{ M_{i*} : i \in \mathcal{S} \} = (x_{i*} : i \in \mathcal{S}) \right\} = \mathbb{E}_{t \sim \mu} \mathbb{E}_{w \sim \mu} \mathbb{P} \left\{ \{ M_{i*} : i \in \mathcal{S} \} = (x_{i*} : i \in \mathcal{S}) \right\} \\
&= \mathbb{E}_{t \sim \mu} \mathbb{E}_{w \sim \mu} \left( \prod_{i \in \mathcal{S}} \mathbb{P} \left\{ M_{i*} = x_{i*} \mid t, w \right\} \right) \\
&= \prod_{i \in \mathcal{S}} \mathbb{E}_{t \sim \mu} \mathbb{P} \left\{ M_{i*} = x_{i*} \mid t, w \right\} \\
&= \prod_{i \in \mathcal{S}} \mathbb{P} \left\{ M_{i*} = x_{i*} \mid w \right\},
\end{aligned}
\]

where the step (a) holds since

\[
\begin{aligned}
&\mathbb{P} \left\{ \{ M_{i*} : i \in \mathcal{S} \} = (x_{i*} : i \in \mathcal{S}) \right\} = \prod_{i \in \mathcal{S}} \mathbb{P} \left\{ M_{i*} = x_{i*} \mid t, w \right\} \\
&= \prod_{j=1}^{n} \mathbb{E}_{t \sim \mu} \mathbb{P} \left\{ M_{ij} = x_{ij} \mid t, w \right\} \\
&= \prod_{j=1}^{d} \left\{ \prod_{u=1}^{d} \mathbb{Q} \left( t_i, w \mid x_{ij} \right) \right\},
\end{aligned} \tag{I.18}
\]

and one can observe that the last term of the equation (I.18) depends only on \( t_i \) among all the coordinates of the task type vector \( t \in [d]^m \). This completes the proof of Lemma 30.
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