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Strong asymptotic freeness for Wigner and Wishart matrices

M. Capitaine∗ and C. Donati-Martin†

Abstract

For each \( n \) in \( \mathbb{N} \), let \( X_n = [(X_n)_{jk}]_{j,k=1}^n \) be a random Hermitian matrix such that the \( n^2 \) random variables \( \sqrt{n}(X_n)_{ii}, \sqrt{2n}Re((X_n)_{ij})_{i<j}, \sqrt{2n}Im((X_n)_{ij})_{i<j} \) are independent identically distributed with common distribution \( \mu \) on \( \mathbb{R} \). Let \( X_n^{(1)}, \ldots, X_n^{(r)} \) be \( r \) independent copies of \( X_n \) and \((x_1, \ldots, x_r)\) be a semicircular system in a \( C^* \)-probability space. Assuming that \( \mu \) is symmetric and satisfies a Poincaré inequality, we show that, almost everywhere, for any non commutative polynomial \( p \) in \( r \) variables,

\[
\lim_{n \to +\infty} \|p(X_n^{(1)}, \ldots, X_n^{(r)})\| = \|p(x_1, \ldots, x_r)\|. \quad (0.1)
\]

We follow the method of [9] and [15] which gave (0.1) in the Gaussian (complex, real or symplectic) case. We also get that (0.1) remains true when the \( X_n^{(i)} \) are Wishart matrices while the \( x_i \) are Marchenko-Pastur distributed.
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1 Introduction

In the 90’s, Voiculescu [18] introduced a random matrix model for a free semi-circular system. He showed that if we take $r$ independent random matrices $(X_n^{(i)})_{i=1,...,r}$, distributed as $GUE(n, \frac{1}{n})$, then, they are asymptotically free, that is, for every non commutative polynomial $p$ in $r$ variables,

$$
E[tr_n p(X_n^{(1)}, \ldots, X_n^{(r)})] \xrightarrow{n \to \infty} \tau(p(x_1, \ldots x_r))
$$

where $tr_n$ stands for the normalized trace on $M_n(\mathbb{C})$ and $(x_1, \ldots x_r)$ is a free family of semicircular variables in some non commutative probability space $(\mathcal{B}, \tau)$. The result (1.1) holds true for a family of iid Wigner matrices and is proved by Dykema in [6].

In a recent paper, Haagerup and Thorbjørnsen [9] proved a strong version of (1.1), in the GUE case, namely a convergence for the operator norm:

$$
\lim_{n \to +\infty} ||p(X_n^{(1)}, \ldots, X_n^{(r)})|| = ||p(x_1, \ldots x_r)|| \text{ a.s.}
$$

which led to the proof that $Ext(C_{red}(F_2))$ is not a group.

Schultz [15] obtained the same result for Gaussian random matrices in the real case (GOE) and in the symplectic case (GSE). Our aim is to extend (1.2) in the GUE case, namely a convergence for the operator norm:

$$
\lim_{n \to +\infty} ||p(X_n^{(1)}, \ldots, X_n^{(r)})|| = ||p(x_1, \ldots x_r)|| \text{ a.s.}
$$

which led to the proof that $Ext(C_{red}(F_2))$ is not a group.

Our approach is very similar to that of [9] and [15]. Therefore, we will recall the main lines of their proofs. First, in proving (1.2), the minoration

$$
\liminf_{n \to +\infty} ||p(X_n^{(1)}, \ldots, X_n^{(r)})|| \geq ||p(x_1, \ldots x_r)|| \text{ a.s.}
$$

comes rather easily from an a.s. version of (1.1) (obtained in [7] for the GUE case and proved in Section 6 of [15] for the GOE case) (see Lemma 7.2 in [9]). So, the main difficulty is the proof of the reverse inequality:

$$
\limsup_{n \to +\infty} ||p(X_n^{(1)}, \ldots, X_n^{(r)})|| \leq ||p(x_1, \ldots x_r)|| \text{ a.s.}
$$

Step 1: A linearisation trick (see [9], Section 2 and Proposition 7.3)

In order to prove (1.3), it is sufficient to prove:
Lemma 1.1 For all \( m \in \mathbb{N} \), all self-adjoint matrices \( a_0, \ldots, a_r \) of size \( m \times m \) and all \( \epsilon > 0 \),

\[
sp(a_0 \otimes 1_n + \sum_{i=1}^{r} a_i \otimes X_n^{(i)}(\omega)) \subset sp(a_0 \otimes 1_B + \sum_{i=1}^{r} a_i \otimes x_i) + \epsilon, \epsilon \] (1.4)
eventually, as \( n \to \infty \) a.e. in \( \omega \). Here, \( sp(T) \) denotes the spectrum of the operator \( T \) and \( 1_n \) the identity matrix.

The analysis of the spectrum of \( S_n := a_0 \otimes 1_n + \sum_{i=1}^{r} a_i \otimes X_n^{(i)} \) is done, using the Stieljes transform

\[ G_n(\lambda) = \mathbb{E}[(id_m \otimes \text{tr}_n)((\lambda \otimes 1_n - S_n)^{-1})], \lambda \in M_m(\mathbb{C}), \text{Im}(\lambda) \text{ positive definite.} \] (1.5)

The proof of (1.4) requires sharp estimates of the rate of convergence of \( G_n(\lambda) \) to \( G(\lambda) := (id_m \otimes \tau)((\lambda \otimes 1_B - s)^{-1}) \) (of order \( 1/n^2 \)) where \( s = a_0 \otimes 1_B + \sum_{p=1}^{r} a_p \otimes x_p \).

**Step 2**: In the GUE case, Haagerup and Thorbjørnsen [9] obtains the following estimate

\[ ||G_n(\lambda) - G(\lambda)|| \leq \frac{C(\lambda)}{n^2}. \] (1.6)

In the GOE, GSE cases, Schultz [15] gets an extra term of order \( 1/n \), namely

\[ ||G_n(\lambda) - G(\lambda) - \frac{L(\lambda)}{n}|| \leq \frac{C(\lambda)}{n^2} \] (1.7)

for some functional \( L \).

**Step 3** From the previous step, it is shown in section 6 of [9] that

\[ \mathbb{E}[(\text{tr}_m \otimes \text{tr}_n)((\varphi(S_n)))] = (\text{tr}_m \otimes \tau)((\varphi(s)) + O\left(\frac{1}{n^2}\right) \] (1.8)

for \( \varphi \) smooth with compact support, and

\[ \mathbb{E}[(\text{tr}_m \otimes \text{tr}_n)((\varphi(S_n)))] = O\left(\frac{1}{n^2}\right) \] (1.9)

for \( \varphi \) smooth, constant outside a compact set and such that \( \text{supp}(\varphi) \cap sp(s) = \emptyset \). In the GOE case (resp. GSE case), Schultz proved in section 5 of [15] that

\[ \mathbb{E}[(\text{tr}_m \otimes \text{tr}_n)((\varphi(S_n)))] = (\text{tr}_m \otimes \tau)((\varphi(s)) + \frac{1}{n} \Lambda(\varphi) + O\left(\frac{1}{n^2}\right) \] (1.10)

\^1By a density argument, we can also assume that the matrices \( a_i \) are invertible.
where \( \Lambda \) is a distribution with compact support in \( sp(s) \) with Stieltjes transform
\[
 f(\lambda) = \text{tr}_m(L(\lambda 1_m)), \lambda \in \mathbb{C} \setminus \mathbb{R}.
\]
Therefore, (1.9) still holds for \( \varphi \) with \( \text{supp}(\varphi) \cap sp(s) = \emptyset \).

**Step 4 (1.9)**, combining with a Gaussian variance estimate, yields (by a standard application of the Borel Cantelli lemma),
\[
 (\text{tr}_m \otimes \text{tr}_n)1_F(S_n) = O(n^{-4/3})
\]
for \( F = \{ t \in \mathbb{R}, d(t, sp(s)) \geq \epsilon \} \) which leads to (1.4).

The main difficulties in the generalization of the above to Wigner or Wishart matrices arise in step 2. Indeed, we don’t have the gaussian integration by parts’ formula anymore. Our approach is inspired by the work of [12] where they use a Taylor expansion (see Lemma 4.1) extending the gaussian integration by parts’ formula. The remainder of the proof can be completed essentially as in the GOE/GSE case. Hence, in this paper, we shall focus on the obtention of such a master inequality
\[
 ||G_n(\lambda) - G(\lambda) - \frac{1}{n}L(\lambda)|| = O(\frac{1}{n^2})
\]
in the case of a family of Hermitian matrices with symmetric iid entries satisfying a Poincaré inequality, as well as in the case of Wishart matrices; we just give some hints when the computations are similar to that of [9], [15].

The paper is organized as follows. In section 2, we introduce notations and preliminaries which will be of basic use later on. In section 3, we describe the proof of (1.8) and (1.10) proved respectively in [9] and [15] in order to make clear the validity of the method in our general framework we state in section 4 (for the Wigner case) and section 5 (for the Wishart case).

# 2 Notations and preliminaries

This section may contain some definitions already used in the introduction but we choose to gather all the notations in this section for the reader’s convenience. To begin with, we introduce some notations on the set of matrices.
• $M_p(\mathbb{C})$ is the set of $p \times p$ matrices with complex entries, $M_p(\mathbb{C})_{sa}$ the subset of self-adjoint elements of $M_p(\mathbb{C})$ and $1_p$ the identity matrix. In the following, we shall consider two sets of matrices with $p = m$ ($m$ fixed) and $p = n$ with $n \to \infty$.

• $\text{Tr}_p$ denotes the trace and $\text{tr}_p = \frac{1}{p} \text{Tr}_p$ the normalized trace on $M_p(\mathbb{C})$.

• $\| . \|$ denotes the operator norm on $M_p(\mathbb{C})$ and $\| M \|_2 = (\text{Tr}_p(M^*M))^{1/2}$ the Hilbert-Schmidt norm.

• Let $(E_{ij})_{i,j=1}^n$ be the canonical basis of $M_n(\mathbb{C})$ and define a basis of the real vector space of the self-adjoint matrices $M_n(\mathbb{C})_{sa}$ by:

\[
\begin{align*}
e_{jj} &= E_{jj}, \ 1 \leq j \leq n \\
e_{jk} &= \frac{1}{\sqrt{2}}(E_{jk} + E_{kj}), \ 1 \leq j < k \leq n \\
f_{jk} &= i \frac{1}{\sqrt{2}}(E_{jk} - E_{kj}), \ 1 \leq j < k \leq n
\end{align*}
\]

- For a matrix $M$ in $M_m(\mathbb{C}) \otimes M_n(\mathbb{C})$, we denote by

\[
M_{ij} := (id_m \otimes \text{Tr}_n)(M(1_m \otimes E_{ji})) \in M_m(\mathbb{C}), \ 1 \leq i, j \leq n
\]

and

\[
\alpha,\beta M := (\text{Tr}_m \otimes id_n)(M(\hat{E}_{\beta,\alpha} \otimes 1_n)) \in M_n(\mathbb{C}), \ 1 \leq \alpha, \beta \leq m
\]

where $(\hat{E}_{\alpha,\beta})$ is the canonical basis of $M_m(\mathbb{C})$.

We now define our matrix model and the random variables of interest.

- $(X^{(1)}_{n}, \ldots, X^{(r)}_{n})_{i=1,\ldots,r}$ is a set of iid random matrices in $M_n(\mathbb{C})_{sa}$, whose distribution will be specified later (matrices in GUE or GOE in section 3, Wigner matrices in Section 4, Wishart matrices in section 5).

- For a given family $a_0, \ldots, a_r$ in $M_n(\mathbb{C})_{sa}$, we define the random variable $S_n$ with values in $M_m(\mathbb{C}) \otimes M_n(\mathbb{C})$ by:

\[
S_n = a_0 \otimes 1_n + \sum_{p=1}^{r} a_p \otimes X^{(p)}_n \quad (2.1)
\]
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and $s \in M_m(\mathbb{C}) \otimes \mathcal{B}$ by

$$s = a_0 \otimes 1_{\mathcal{B}} + \sum_{p=1}^{r} a_p \otimes x_p$$  \hspace{1cm} (2.2)

where the $(x_i)_{i=1,...,r}$ is a free family of self-adjoint operators in a $C^*$ probability space $(\mathcal{B}, \tau)$ with a faithful state $\tau$, whose distribution will be specified in the different cases (semi-circular in sections 3 and 4 or distributed as the Marchenko-Pastur distribution in section 5).

- For any matrix $\lambda$ in $\mathcal{O}$ where

$$\mathcal{O} := \{ \lambda \in M_m(\mathbb{C}) | \text{Im}(\lambda) \text{ is positive definite} \},$$

we define the $M_m(\mathbb{C})$ valued rv:

$$H_n(\lambda) = (id_m \otimes \text{tr}_n)((\lambda \otimes 1_n - S_n)^{-1}), \hspace{1cm} (2.3)$$

and

$$G_n(\lambda) = \mathbb{E}[H_n(\lambda)] \hspace{1cm} (2.4)$$

and

$$G(\lambda) = (id_m \otimes \tau)((\lambda \otimes 1_{\mathcal{B}} - s)^{-1}). \hspace{1cm} (2.5)$$

For $\lambda \in \mathbb{C} \setminus \mathbb{R}$, we also define

$$g_n(\lambda) = \text{tr}_m(G_n(\lambda1_m))$$

and

$$g(\lambda) = \text{tr}_m(G(\lambda1_m)).$$

We end this preliminary by recalling some properties of $G(\lambda)$ and of the resolvent $(\lambda \otimes 1_n - S_n)^{-1}$ of the matrix $S_n$. First, one can easily see that for any $\lambda$ and $\lambda'$ in $M_m(\mathbb{C})$ such that $\text{Im}(\lambda)$ and $\text{Im}(\lambda')$ are positive definite,

$$(\lambda \otimes 1_{\mathcal{B}} - s)^{-1} - (\lambda' \otimes 1_{\mathcal{B}} - s)^{-1} = (\lambda \otimes 1_{\mathcal{B}} - s)^{-1}(\lambda' - \lambda)(\lambda' \otimes 1_{\mathcal{B}} - s)^{-1}. \hspace{1cm} (2.6)$$

**Lemma 2.1** Let $\lambda$ in $M_m(\mathbb{C})$ such that $\text{Im}(\lambda)$ is positive definite. Then

$$\|(\lambda \otimes 1_{\mathcal{B}} - s)^{-1}\| \leq \|\text{Im}(\lambda)^{-1}\| \quad \text{and} \quad \|G(\lambda)\| \leq \|\text{Im}(\lambda)^{-1}\|. \hspace{1cm} (2.7)$$

Moreover, $G(\lambda)$ is invertible and

$$\|G(\lambda)^{-1}\| \leq (\|\lambda\| + \|s\|)^2\|\text{Im}(\lambda)^{-1}\|. \hspace{1cm} (2.8)$$
We refer the reader to section 5 of [9] for a proof of (2.8).

**Lemma 2.2** Let $\lambda$ in $M_m(\mathbb{C})$ such that $\text{Im}(\lambda)$ is positive definite, then

$$||(\lambda \otimes 1_n - S_n)^{-1}|| \leq ||\text{Im}(\lambda)^{-1}||,$$  \hfill (2.9)

and for $p \geq 2$,

$$\frac{1}{n} \sum_{k,l=1}^{n} ||(\lambda \otimes 1_n - S_n)^{-1}_{kl}||^p \leq C_m ||\text{Im}(\lambda)^{-1}||^p$$  \hfill (2.10)

where, in the first inequality, $||.||$ denotes the operator norm in $M_m(\mathbb{C}) \otimes M_n(\mathbb{C})$ (in $M_m(\mathbb{C})$ in the others) and $C_m$ a constant depending only on $m$.

For a Hermitian matrix $M$, the derivative w.r.t $M$ of the resolvent $R(z) = (z - M)^{-1}$ satisfies:

$$R'_M(z)A = R(z)AR(z) \text{ for all Hermitian matrix } A.$$  \hfill (2.12)

**Sketch of Proof:** We just mention the proof of (2.11). From (2.10), it’s enough to consider the case $p = 2$.

Let us denote $G^{(n)} = (\lambda \otimes 1_n - S_n)^{-1} \in M_m(\mathbb{C}) \otimes M_n(\mathbb{C})$. Since the operator norm is smaller than the Hilbert-Schmidt norm,

$$\frac{1}{n} \sum_{k,l=1}^{n} ||G^{(n)}_{kl}||^2 \leq \frac{1}{n} \sum_{k,l=1}^{n} \sum_{\alpha,\beta=1}^{m} |G^{(n)}_{kl}|^2 $$

$$= \frac{1}{n} \text{Tr}_{nm}(G^{(n)}(G^{(n)})^*)$$

$$\leq m ||G^{(n)}(G^{(n)})^*|| \leq m ||\text{Im}(\lambda)^{-1}||^2.$$

where the last inequality follows from (2.9). □

In the sequel, we shall denote by $P_k$ any polynomial of degree $k$ whose coefficients are positive and by $C$ or $K$ any constant; $P_k$, $C$ or $K$ can depend on the $a_l$, $l = 1, \ldots, r$, and may vary from line to line.
3 Main ideas in the proofs of (1.8) and (1.10) from [9] and [15]

3.1 Estimate of $\|G_n - G\|$ in [9]

Let us recall the main ideas of [9] in the estimation of $\|G_n(\lambda) - G(\lambda)\|$. In lemma 5.4 of [9], Haagerup and Thorbjørnsen observe in one hand that the matrix-valued Stieljes transform of $s$ satisfies, for any $\lambda$ in $\mathcal{O}$,

$$
\sum_{i=1}^{r} a_i G(\lambda) a_i + (a_0 - \lambda) G(\lambda)^{-1} = 0. \quad (3.1)
$$

In the other hand, using the Gaussian integration by parts formula, they establish the analogue of (3.1) satisfied by $H_n(\lambda)$ (“Master equation”, Lemma 2 [9]):

$$
\mathbb{E} \left[ \sum_{p=1}^{r} a_p H_n(\lambda) a_p H_n(\lambda) + (a_0 - \lambda) H_n(\lambda) + 1_m \right] = 0. \quad (3.2)
$$

Then, using the Gaussian Poincaré inequality to get an estimate of the variance of $H_n(\lambda)$, they deduce from (3.2) the “Master inequality” (Lemma 3 in [9]):

$$
\| \sum_{i=1}^{r} a_i G_n(\lambda) a_i G_n(\lambda) + (a_0 - \lambda) G(\lambda) + 1_m \| \leq C \frac{1}{n^2} \| \text{Im}(\lambda)^{-1} \|^4. \quad (3.3)
$$

Moreover, the authors prove that $G_n(\lambda)$ is invertible for any $\lambda$ in $\mathcal{O}$ and they give an upper bound of the norm of its inverse (Proposition 5.2 [9])

$$
\| G_n(\lambda)^{-1} \| \leq (\| \lambda \| + K) \| \text{Im}(\lambda)^{-1} \|. 
$$

Hence, they deduce from (3.3) that, for any $\lambda$ in $\mathcal{O}$,

$$
\| a_0 + \sum_{i=1}^{r} a_i G_n(\lambda) a_i + G_n(\lambda)^{-1} - \lambda \| \leq f_n(\| \text{Im}(\lambda)^{-1} \|, \| \lambda \|), \quad (3.4)
$$

where

$$
f_n(\| \text{Im}(\lambda)^{-1} \|, \| \lambda \|) = C \frac{1}{n^2} (\| \lambda \| + K)^2 \| \text{Im}(\lambda)^{-1} \|^5.
$$
Further, they set

$$\Lambda_n(\lambda) = a_0 + \sum_{i=1}^{r} a_i G_n(\lambda) a_i + G_n(\lambda)^{-1}$$

for any $\lambda$ in $O$. (3.4) can be rewritten

$$\|\Lambda_n(\lambda) - \lambda\| \leq f_n(\|Im(\lambda)^{-1}\|, \|\lambda\|). \quad (3.5)$$

The authors define

$$O'_n = \{\lambda \in O, f_n(\|Im(\lambda)^{-1}\|, \|\lambda\|) < \epsilon(\lambda)\}$$

where

$$\epsilon(\lambda) := \frac{1}{\|Im(\lambda)^{-1}\|}, \quad (3.6)$$

implies that, for any $\lambda$ in $O'_n$,

$$Im\Lambda_n(\lambda) \geq \frac{1}{2\|Im(\lambda)^{-1}\|} Im$$

and that in particular $\Lambda_n(\lambda)$ belongs to $O$ (see Lemma 5.5 [9]). Consequently, applying (3.4), they get that, for any $\lambda$ in $O'_n$,

$$a_0 + \sum_{i=1}^{r} a_i G(\Lambda_n(\lambda)) a_i + G(\Lambda_n(\lambda))^{-1} = a_0 + \sum_{i=1}^{r} a_i G_n(\lambda) a_i + G_n(\lambda)^{-1}. \quad (3.7)$$

In proof of (b) Proposition 5.6, Haagerup and Thorbjørnsen show that (3.7) implies that

$$G_n(\lambda) = G(\Lambda_n(\lambda)) \quad (3.8)$$

for any $\lambda$ in $O''_n := \{\lambda \in O'_n, \epsilon(\lambda) > \sqrt{2}\sum_{i=1}^{r} \|a_i\|^2\}$. Using that $t \mapsto f_n(t^{-1}, t)^{-1}$ is a continuous strictly decreasing function from $[0; +\infty]$ onto $[0; +\infty]$, they show in proof of (a) Proposition 5.6 [4] that $O'_n$ is an open connected subset of $M_m(\mathbb{C})$. Thus, by the principle of uniqueness of analytic continuation, (3.8) still holds for any $\lambda$ in $O'_n$. Thus, for any $\lambda$ in $O'_n$, they get that

$$\|G_n(\lambda) - G(\lambda)\| \leq \|G(\Lambda_n(\lambda)) - G(\lambda)\| \leq \|Im(\Lambda_n(\lambda))^{-1}\| \|\lambda - \Lambda_n(\lambda)\|\|Im(\lambda)^{-1}\| \leq 2f_n(\|Im(\lambda)^{-1}\|, \|\lambda\|)\|Im(\lambda)^{-1}\|^2$$
where the last inequality comes from (3.5), (3.6). Now, if $\lambda$ belongs to $O \setminus O_n$, they note that
\[
\|G_n(\lambda) - G(\lambda)\| \leq 2\|Im(\lambda)^{-1}\|
\leq 4f_n(\|Im(\lambda)^{-1}\|, \|\lambda\|\|Im(\lambda)^{-1}\|^2
\]
since
\[
\frac{1}{2} \leq f_n(\|Im(\lambda)^{-1}\|, \|\lambda\|\|Im(\lambda)^{-1}\|.
\]
Finally, for any $\lambda$ in $O$,
\[
\|G_n(\lambda) - G(\lambda)\| \leq 4f_n(\|Im(\lambda)^{-1}\|, \|\lambda\|\|Im(\lambda)^{-1}\|^2
\]
\[
= \frac{C}{n^2}(\|\lambda\| + K)^2\|Im(\lambda)^{-1}\|^7. \quad (3.9)
\]

### 3.2 Estimate of $\|G_n - G - \frac{1}{n}L\|$ in [15]

In the GOE case, a term of order $1/n$ appears in the Master equation so that the estimate of $\|G_n(\lambda) - G(\lambda)\|$ Schultz makes by sticking to the previous proof of [9] is of order $1/n$. Nevertheless, a further study (we will describe in our general framework in section 4) gives her the sharper estimate
\[
\|G_n(\lambda) - G(\lambda) - \frac{1}{n}L(\lambda)\| \leq \frac{1}{n^2}(\|\lambda\| + K)^6P_13(\|Im(\lambda)^{-1}\|) \quad (3.10)
\]
for any $\lambda$ such that $Im\lambda$ positive definite or negative definite.

### 3.3 From Step 2 to Step 3

From the previous estimates (3.9) and (3.10), Haagerup, Thorbjørnsen and Schultz immediately get that, for any $\lambda$ in $C \setminus \mathbb{R}$,
\[
|r_n(\lambda)| \leq \frac{1}{n^2}(\|\lambda\| + K)\alpha P_k(|Im(\lambda)^{-1}|) \quad (3.11)
\]
where

-in the GUE case [9]
\[
r_n(\lambda) = g_n(\lambda) - g(\lambda), \quad \alpha = 2, \quad k = 7.
\]
-in the GOE case [15]

\[ r_n(\lambda) = g_n(\lambda) - g(\lambda) - \frac{1}{n} tr_m(L(\lambda 1_m)), \quad \alpha = 8 \quad k = 13. \]

Since \( S_n \) and \( s \) are selfadjoint, by the spectral theory, there exist unique probability measures \( \mu_n \) and \( \mu \) on \( \mathbb{R} \) such that

\[
\int \varphi d\mu_n = \mathbb{E}[(tr_m \otimes tr_n)(\varphi(S_n))]
\]

\[
\int \varphi d\mu = (tr_m \otimes \tau)(\varphi(s)).
\]

\( g_n \) and \( g \) are the Stieltjes transforms of \( \mu_n \) and \( \mu \). Moreover, in Lemma 5.5 in [15], Schultz proves by using a characterisation theorem of Tillmann that \( l(\lambda) := tr_m(L(\lambda 1_m)) \) is the Stieltjes transform of a distribution \( \Lambda \) with compact support in \( sp(s) \). Hence, using the inverse Stieltjes transform, Haagerup, Thorbjørnsen and Schultz get respectively that, for any \( \varphi \) in \( C^\infty(\mathbb{R}, \mathbb{R}) \),

- in [11]

\[
\int \varphi d\mu_n - \int \varphi d\mu = -\frac{1}{\pi} \lim_{y \to 0^+} Im \int_\mathbb{R} \varphi(x)r_n(x + iy)dx. \quad (3.12)
\]

- in [15]

\[
\int \varphi d\mu_n - \int \varphi d\mu - \frac{\Lambda(\varphi)}{n} = -\frac{1}{\pi} \lim_{y \to 0^+} Im \int_\mathbb{R} \varphi(x)r_n(x + iy)dx. \quad (3.13)
\]

Hence, the remainder of the two proofs (in [2] and [15]) deals with the estimation of

\[
\limsup_{y \to 0^+} \left| \int_\mathbb{R} \varphi(x)h(x + iy)dx \right|
\]

where \( h \) is an analytic function on \( \mathbb{C} \setminus \mathbb{R} \) which satisfies

\[
|h(\lambda)| \leq (||\lambda|| + K)^{\alpha} P_k(|Im(\lambda)^{-1}|). \quad (3.14)
\]

In [3] section 6, Haagerup and Thorbjørnsen introduce a very clever family of functions \( \{I_p(\lambda), p \geq 1\} \) defined by

\[
I_p(\lambda) = \frac{1}{(p - 1)!} \int_0^{+\infty} h(\lambda + t)t^{p-1} \exp(-t)dt.
\]
They note that
\[ I_1(\lambda) - I'_1(\lambda) = h(\lambda) \]
\[ I_p(\lambda) - I'_p(\lambda) = I_{p-1}(\lambda), \quad p \geq 2, \]
so that for any \( \varphi \) in \( C^\infty_c(\mathbb{R}, \mathbb{R}) \) and \( y > 0 \),
\[ \int_{\mathbb{R}} \varphi(x)h(x + iy)dx = \int_{\mathbb{R}} (1 + D)^p \varphi(x)I_p(x + iy)dx. \]

Now, they choose \( p = k + 1 \) where \( k \) is the degree of the polynomial in the right hand side of (3.14) (that is \( p = 8 \) in [9] and \( p = 14 \) in [15]) and estimate \( I_{k+1}(\lambda) \) for \( Im\lambda > 0 \). Using (3.14), it is not difficult to see that
\[ \lim_{r \to +\infty} \int_{[r,r+ir]} \frac{1}{k!}h(\lambda + z)z^k \exp(-z)dz = 0. \]

Thus, by Cauchy’s integral theorem, the authors get
\[ I_{k+1}(\lambda) = \lim_{r \to +\infty} \int_{[0,r+ir]} \frac{1}{k!}h(\lambda + z)z^k \exp(-z)dz \]
\[ = \int_0^{+\infty} \frac{1}{k!}h(\lambda + (1 + it)(1 + i)k+1/t^k \exp(-(1 + i)t)dt. \]

Plugging in (3.14), one gets for any \( \lambda \) such that \( Im\lambda > 0 \),
\[ |I_{k+1}(\lambda)| \leq \frac{2k+1}{k!} \int_0^{+\infty} (|\lambda| + \sqrt{2t} + K)^\alpha P_k(|Im\lambda + it|^{-1})t^k \exp(-t)dt \]
\[ \leq \frac{2k+1}{k!} \int_0^{+\infty} (|\lambda| + \sqrt{2t} + K)^\alpha P_k(t^{-1})t^k \exp(-t)dt \]
\[ \leq \int_0^{+\infty} (|\lambda| + \sqrt{2t} + K)^\alpha Q(t) \exp(-t)dt \]

where \( Q(t) = \frac{2k+1}{k!}P_k(t^{-1})t^k \) is a polynomial.
It follows by dominated convergence
\[ \limsup_{y \to 0^+} \int_{\mathbb{R}} \varphi(x)h(x+iy)dx \leq \int_{\mathbb{R}} \int_0^{+\infty} |(1+D)^p \varphi(x)||x| + \sqrt{2t + K})^\alpha Q(t) \exp(-t)dtdx < +\infty. \]
Dealing with $h(\lambda) = n^2r_n(\lambda)$ one gets

$$\lim_{y \to 0^+} \sup |\int_{\mathbb{R}} \varphi(x) r_n(x + iy) dx| \leq \frac{C}{n^2}. \quad (3.15)$$

Combining (3.15) with respectively (3.12) and (3.13), one gets respectively (1.8) and (1.10).

4 The iid case

We consider a Hermitian matrix $X_n = [(X_n)_{jk}]_{j,k=1}^n$ of size $n$ for which the $n^2$ rv $(X_n)_{ii}, \sqrt{2} \text{Re}((X_n)_{ij}), \sqrt{2} \text{Im}((X_n)_{ij})_{i<j}$ are independent identically distributed with common distribution $\mu/\sqrt{n}$ where $\mu$ is a symmetric distribution with variance 1 on $\mathbb{R}$ which satisfies a Poincaré inequality (see section 4.2). We call $X_n$ a Wigner matrix with distribution $\mu$. Let $X_n^{(1)}, \ldots, X_n^{(r)}$ be $r$ independent copies of $X_n$. We present our main technical tool (see [12]):

**Lemma 4.1** Let $\xi$ be a real-valued rv such that $\mathbb{E}(|\xi|^{p+2}) < \infty$. Let $\phi$ be a function from $\mathbb{R}$ to $\mathbb{C}$ such that the first $p+1$ derivatives are continuous and bounded. Then,

$$\mathbb{E}(\xi \phi(\xi)) = \sum_{a=0}^{p} \frac{\kappa_a + 1}{a!} \mathbb{E}(\phi^{(a)}(\xi)) + \epsilon \quad (4.1)$$

where $\kappa_a$ are the cumulants of $\xi$, $|\epsilon| \leq C \sup_t |\phi^{(p+1)}(t)| \mathbb{E}(|\xi|^{p+2})$, $C$ depends on $p$ only.

In the following, we shall apply this identity with a function $\phi(\xi)$ given by the Stieljes transform of a random matrix. It follows from the Lemma 2.2 and (2.12) above that the conditions of Lemma 4.1 (bounded derivatives) are fulfilled.

4.1 The master equation

Note that since $\mu$ satisfies a Poincaré inequality, we have $\int |x|^q d\mu(x) < +\infty$ for any $q$ in $\mathbb{N}$ (see Corollary 3.2 and Proposition 1.10 in [13]). Note also that, since $\mu$ is symmetric, any odd cumulant of $\mu$ vanishes.
Theorem 4.1  With the previous notations,

\[
\mathbb{E} \left[ \sum_{i=1}^{r} a_i H_n(\lambda) a_i H_n(\lambda) + (a_0 - \lambda) H_n(\lambda) + 1 \right] + \frac{1}{n} R_n(\lambda) + \epsilon_n = 0 \tag{4.2}
\]

where \(\|\epsilon_n\| \leq \frac{P_d(\|Im(\lambda)^{-1}\|)}{n^2}\) and \(R_n(\lambda)\) denotes the quantity

\[
\frac{\kappa_4}{2} \mathbb{E} \left[ \sum_{p=1}^{r} \frac{1}{n^2} \sum_{k,l=1}^{n} a_p (\lambda \otimes 1_n - S_n)^{-1}_{kk} a_p (\lambda \otimes 1_n - S_n)^{-1}_{ll} a_p (\lambda \otimes 1_n - S_n)^{-1}_{kk} a_p (\lambda \otimes 1_n - S_n)^{-1}_{ll} \right]
\]

where \(\kappa_4\) is the fourth cumulant of the distribution \(\mu\). Note that

\[
\|R_n(\lambda)\| \leq P_d(\|Im(\lambda)^{-1}\|). \tag{4.3}
\]

Proof: We shall apply formula (4.1) to the \(\mathcal{M}_n(\mathbb{C})\)-valued function \(\phi(\xi) = (\lambda \otimes 1_n - S_n)^{-1}_{ij}\) for \(1 \leq i, j \leq n\) and \(\xi\) is one of the variable \((X_n^{(p)})_{kk}\), \(\sqrt{2} \text{Re}((X_n^{(p)})_{kl})\), \(\sqrt{2} \text{Im}((X_n^{(p)})_{kl})\) for \(1 \leq k < l \leq n\) and \(p \leq r\).

We notice that

\[
\frac{\partial \phi}{\partial \text{Re}((X_n^{(p)})_{kk})} = \phi'_{X_n^{(p)}} e_{kk}, \quad 1 \leq k \leq n
\]

\[
\frac{\partial \phi}{\partial \sqrt{2} \text{Re}((X_n^{(p)})_{kl})} = \phi'_{X_n^{(p)}} e_{kl}, \quad 1 \leq k < l \leq n
\]

\[
\frac{\partial \phi}{\partial \sqrt{2} \text{Im}((X_n^{(p)})_{kl})} = \phi'_{X_n^{(p)}} f_{kl}, \quad 1 \leq k < l \leq n
\]

\[
\sqrt{2} \text{Re}((X_n^{(p)})_{kl}) = \text{Tr}_n(X_n^{(p)} e_{kl}), \quad 1 \leq k < l \leq n
\]

\[
\sqrt{2} \text{Im}((X_n^{(p)})_{kl}) = \text{Tr}_n(X_n^{(p)} f_{kl}), \quad 1 \leq k < l \leq n
\]

\[
(X_n^{(p)})_{kk} = \text{Tr}_n(X_n^{(p)} e_{kk}), \quad 1 \leq k \leq n.
\]

Let \(1 \leq p \leq r\), \(1 \leq k \leq l \leq n\) be fixed. For simplicity, we write \(\phi', \phi'', \phi'''\) for the first derivatives of \(\phi\) with respect to \(\sqrt{2} \text{Re}((X_n^{(p)})_{kl})\). Then, according to (2.12),

\[
\phi' = \left[ (\lambda \otimes 1_n - S_n)^{-1}_{ij} a_p \otimes e_{kl} (\lambda \otimes 1_n - S_n)^{-1}_{ij} \right]_{ij}
\]

\[
\phi'' = 2 \left[ (\lambda \otimes 1_n - S_n)^{-1}_{ij} a_p \otimes e_{kl} (\lambda \otimes 1_n - S_n)^{-1}_{ij} a_p \otimes e_{kl} (\lambda \otimes 1_n - S_n)^{-1}_{ij} \right]_{ij}
\]

\[
\phi''' = 6 \left[ (\lambda \otimes 1_n - S_n)^{-1}_{ij} a_p \otimes e_{kl} (\lambda \otimes 1_n - S_n)^{-1}_{ij} a_p \otimes e_{kl} (\lambda \otimes 1_n - S_n)^{-1}_{ij} a_p \otimes e_{kl} (\lambda \otimes 1_n - S_n)^{-1}_{ij} \right]_{ij}
\]
Writing (4.1) in this setting gives
\[
\mathbb{E}[\text{Tr}_n(X_n^{(p)} e_{kl})(\lambda \otimes 1_n - S_n)_{ij}^{-1}] = \frac{1}{n} \mathbb{E}[\phi'] + \frac{K_4}{6n^2} \mathbb{E}[\phi''] + O(n^{-3}) \tag{4.4}
\]
where the $O(n^{-3})$ means the norm of this term is smaller than $\frac{C\|a_p\|^6 \|\text{Im}(\lambda)^{-1}\|^6}{n^3}$.

Multiplying by $n$ gives the equation, denoted by $A_{ij}^{kl}(p)$:
\[
n\mathbb{E}[\text{Tr}_n(X_n^{(p)} e_{kl})(\lambda \otimes 1_n - S_n)_{ij}^{-1}] = \mathbb{E}[\phi'] + \frac{K_4}{6n} \mathbb{E}[\phi''] + O(n^{-2}) \tag{4.5}
\]
with the analogous equations with $f_{pq}$ (denoted by $B_{ij}^{kl}(p)$) and $e_{pp}$.

Recall how we can obtain the master equation in the gaussian case (GUE case) from (4.2), which reads in this case:
\[
n\mathbb{E}[\text{Tr}_n(X_n^{(p)} e_{kl})(\lambda \otimes 1_n - S_n)_{ij}^{-1}] = \mathbb{E} [(\lambda \otimes 1_n - S_n)^{-1} a_p \otimes e_{kl} (\lambda \otimes 1_n - S_n)^{-1}]_{ij} . \tag{4.6}
\]

By a linear combination with the analogous equation with $f_{kl}$, we have:
\[
n\mathbb{E}[\text{Tr}_n(X_n^{(p)} e_{kl})(\lambda \otimes 1_n - S_n)_{ij}^{-1}] = \mathbb{E} [(\lambda \otimes 1_n - S_n)^{-1} a_p \otimes f_{kl} (\lambda \otimes 1_n - S_n)^{-1}]_{ij}
\]
for all $1 \leq k, l \leq n$.

Now, take in the above formula $i = k$, $j = l$ and consider $\frac{1}{n^2} \sum_{k,l}$; we then obtain:
\[
\frac{1}{n^2} \sum_{k,l} \mathbb{E}[(X_n^{(p)})_{kk}(\lambda \otimes 1_n - S_n)^{-1}] = \frac{1}{n^2} \sum_{k,l} \mathbb{E}[(\lambda \otimes 1_n - S_n)_{kk} a_p (\lambda \otimes 1_n - S_n)^{-1}] \tag{4.7}
\]
that is
\[
\mathbb{E}[	ext{id}_m \otimes \text{tr}_n((1_m \otimes X_n^{(p)})(\lambda \otimes 1_n - S_n)^{-1})] = \mathbb{E} [H_n(\lambda) a_p H_n(\lambda)] . \tag{4.8}
\]

Now, from the above equation,
\[
\mathbb{E} \left[ \sum_{p=1}^{r} a_p H_n(\lambda) a_p H_n(\lambda) \right] = \sum_{p=1}^{r} \mathbb{E}[	ext{id}_m \otimes \text{tr}_n((a_p \otimes 1_n)(1_m \otimes X_n^{(p)})(\lambda \otimes 1_n - S_n)^{-1})] = \sum_{p=1}^{r} \mathbb{E}[	ext{id}_m \otimes \text{tr}_n((a_p \otimes X_n^{(p)})(\lambda \otimes 1_n - S_n)^{-1})] = \mathbb{E}[	ext{id}_m \otimes \text{tr}_n(S_n - a_0 \otimes 1_n)(\lambda \otimes 1_n - S_n)^{-1}] = -1_m + (\lambda - a_0)\mathbb{E}[H_n(\lambda)]
\]
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implying the master formula in the GUE case:

$$E \left[ \sum_{p=1}^{r} a_p H_n(\lambda) a_p H_n(\lambda) + (a_0 - \lambda) H_n(\lambda) + 1_m \right] = 0.$$ 

Keeping in mind these computations, we now study the terms coming from third derivatives.

We thus consider $A(p) = \frac{1}{n^2} \sum_{k,l} A_{kl}(p)$ (resp. $B(p)$) and study all the contributions of the different terms.

**Study of the third derivative**

Writing as before the terms appearing in $\phi'''$, we can see that all the terms except one contains at least two $G_{kl}$ and then, according to Lemma 2.2, these terms will give a contribution in $O(n^{-2})$ in $A(p)$. The only term to be considered is:

$$\frac{1}{n^2} \sum_{k,l} E((\lambda \otimes 1_n - S_n)^{-1}_{kk} a_p(\lambda \otimes 1_n - S_n)^{-1}_{ll} a_p(\lambda \otimes 1_n - S_n)^{-1}_{kk} a_p(\lambda \otimes 1_n - S_n)^{-1}_{ll})$$

Now, using the same linear combination giving (4.7) in the GUE case, we obtain that the corrective term of order $1/n$ appearing in the iid case is:

$$\frac{1}{n}\left\{ E \left[ \frac{\kappa_4}{2} \sum_{k,l=1}^{n} (\lambda \otimes 1_n - S_n)^{-1}_{kk} a_p(\lambda \otimes 1_n - S_n)^{-1}_{ll} a_p(\lambda \otimes 1_n - S_n)^{-1}_{kk} a_p(\lambda \otimes 1_n - S_n)^{-1}_{ll} \right] \right\}.$$

The proof of the Theorem is complete. □

**4.2 Variance estimate**

We assume that $\mu$ satisfies a Poincaré inequality: there exists a positive constant $C$ such that for any $C^1$ function $f : \mathbb{R} \to \mathbb{C}$ such that $f$ and $f'$ are in $L^2(\mu)$,

$$V(f) \leq C \int |f'|^2 d\mu,$$

with $V(f) = E(|f - E(f)|^2)$. We refer the reader to [4] for a characterization of the measures on $\mathbb{R}$ which satisfy a Poincaré inequality (see also [1]). For example, $\mu(dx) = \exp(-|x|^\alpha)dx$ with $\alpha \geq 1$ satisfies the Poincaré inequality.
For any matrices \(A_1, \ldots, A_r\), define \(\|(A_1, \ldots, A_r)\|_e := \sum_{j=1}^{r} \|A_j\|_2^2\). Let \(\Psi : (M_n(\mathbb{C}))^r \to \mathbb{R}^{n^2}\) be the canonical isomorphism introduced in Remark 3.4 in [9].

**Lemma 4.2** For any function \(f : \mathbb{R}^{n^2} \to \mathbb{C}\) be a \(C^1\)-function such that \(f\) and the gradient \(\nabla(f)\) are both polynomially bounded,

\[
V[f \circ \Psi(X_n^{(1)}, \ldots, X_n^{(r)})] \leq \frac{C}{n} E\{\|\nabla[f \circ \Psi(X_n^{(1)}, \ldots, X_n^{(r)})]\|_e^2\}. \quad (4.9)
\]

**Proof** \(\mu^{(n)} := \mu/\sqrt{n}\) satisfies the Poincaré inequality

\[
\int |g - \int gd\mu^{(n)}|^2 d\mu^{(n)} \leq \frac{C}{n} \int |g'|^2 d\mu^{(n)}.
\]

(4.9) readily follows by the tensorisation property of the Poincaré inequality.

### 4.3 Master inequality

We follow the lines of the proof of Theorem 4.5 in [9]. Using the master equality (4.2), we easily get

\[
\| \sum_{i=1}^{r} a_i G_n(\lambda) a_i G_n(\lambda) + (a_0 - \lambda) G_n(\lambda) + 1_m + \frac{1}{n} R_n(\lambda) \|_e
\]

\[
\leq \| \sum_{i=1}^{r} a_i^2 \| E\{\|H_n(\lambda) - E(H_n(\lambda))\|_e^2\}.
\]

Thanks to (4.9), the following of the proof of Theorem 4.5 in [9] still holds and we similarly get

\[
E\{\|H_n(\lambda) - E(H_n(\lambda))\|_e^2\} \leq \frac{C m^2}{n^2} \| \sum_{i=1}^{r} a_i^2 \| (Im(\lambda))^{-1} \|_e^4
\]

and therefore

\[
\| \sum_{i=1}^{r} a_i G_n(\lambda) a_i G_n(\lambda) + (a_0 - \lambda) G_n(\lambda) + 1_m + \frac{1}{n} R_n(\lambda) \|_e \leq \frac{P_0(\| (Im(\lambda))^{-1} \|_e^4)}{n^2}.
\]

(4.10)
4.4 Estimation of $\|G_n - G\|

In the Gaussian case, Haagerup and Thorbjørnsen in [9] and Schultz in [15] prove that $G_n(\lambda)$ is invertible for any $\lambda$ such that $\text{Im}\lambda$ is positive definite.

In our more general case, we are going to use the master inequality (4.10) in order to prove that, for any $\lambda$ in some subset of $\mathcal{O}$, $G_n(\lambda)$ is invertible and to get an upper bound of $\|G_n(\lambda)^{-1}\|$.

Set

$$B_n(\lambda) = \sum_{i=1}^r a_i G_n(\lambda) a_i + (a_0 - \lambda).$$

Now, from the master inequality (4.10) and (4.3), we get

$$\|\sum_{i=1}^r a_i G_n(\lambda) a_i G_n(\lambda) + (a_0 - \lambda) G_n(\lambda) + 1_n\| \leq \frac{P_6(\| (\text{Im}\lambda)^{-1} \|)}{n}.$$  (4.11)

that is

$$\|B_n(\lambda) G_n(\lambda) + 1_m\| \leq \frac{P_6(\| (\text{Im}\lambda)^{-1} \|)}{n}.$$  (4.11)

Hence, for any $\lambda$ such that $\frac{P_6(\| (\text{Im}\lambda)^{-1} \|)}{n} < \frac{1}{2}$, $B_n(\lambda) G_n(\lambda)$ is invertible with

$$\|B_n(\lambda) G_n(\lambda)^{-1}\| \leq 2.$$  (4.12)

Thus, for such a $\lambda$, $G_n(\lambda)$ is also obviously invertible with

$$\|G_n(\lambda)^{-1}\| \leq 2\|B_n(\lambda)\| \leq 2(\|a_0\| + \|\lambda\| + \sum_{i=1}^r \|a_i\|^2 \| (\text{Im}\lambda)^{-1} \|).$$  (4.12)

Now, from the inequality (4.11) and using (4.12), we get readily that for any $\lambda$ in $\mathcal{O}$ such that $\frac{P_6(\| (\text{Im}\lambda)^{-1} \|)}{n} < \frac{1}{2}$,

$$\|\sum_{i=1}^r a_i G_n(\lambda) a_i + (a_0 - \lambda) + G_n(\lambda)^{-1}\| \leq \frac{P_6(\| (\text{Im}\lambda)^{-1} \|)}{n} 2(\|a_0\| + \|\lambda\| + \sum_{i=1}^r \|a_i\|^2 \| (\text{Im}\lambda)^{-1} \|).$$  (4.13)

Define

$$\mathcal{O}'_n = \left\{ \lambda \in \mathcal{O}, \frac{P_6(\| (\text{Im}\lambda)^{-1} \|)}{n} 2(\|a_0\| + \|\lambda\| + \sum_{i=1}^r \|a_i\|^2 \| (\text{Im}\lambda)^{-1} \|) < \frac{1}{2 \| (\text{Im}\lambda)^{-1} \|} \right\}.$$
Since \( t \mapsto \frac{P_6(t-1)}{n}2(\|a_0\| + t + \sum_{i=1}^r \|a_i\|^2 t_{i-1})t_{i-1} \) is a continuous strictly decreasing function from \( ]0, +\infty[ \) onto \( ]0, +\infty[ \), one can prove that \( \mathcal{O}_n \) is an open connected subset of \( M_m(\mathbb{C}) \) by following the proof of (a) Proposition 5.6 in [9]. Note that, using the inequality

\[
\frac{1}{\|(Im(\lambda))^{-1}\|} \leq \|\lambda\|,
\]

one immediately gets that for any \( \lambda \) in \( \mathcal{O}_n' \),

\[
\|(Im(\lambda))^{-1}\|\|a_0\| + \|\lambda\| + \sum_{i=1}^r \|a_i\|^2\|(Im(\lambda))^{-1}\| \geq 1
\]

and thus that

\[
\frac{P_6(\|(Im(\lambda))^{-1}\|)}{n} \leq \frac{1}{4}.
\]

Consequently, for any \( \lambda \) in \( \mathcal{O}_n' \), \( G_n(\lambda) \) is invertible and (4.13) holds. Defining for any \( \lambda \) in \( \mathcal{O}_n' \),

\[
\Lambda_n(\lambda) = a_0 + \sum_{i=1}^r a_i G_n(\lambda)a_i + G_n(\lambda)^{-1}
\]

and sticking to the proof of [9] described in section II. 2.1, we get that, for any \( \lambda \) in \( \mathcal{O}_n' \),

\[
\|G_n(\lambda) - G(\lambda)\| \leq 4 \frac{P_6(\|(Im(\lambda))^{-1}\|)}{n}2(\|a_0\| + \|\lambda\| + \sum_{i=1}^r \|a_i\|^2\|(Im(\lambda))^{-1}\|\|(Im(\lambda))^{-1}\|)^2
\]

\[
\leq (\|\lambda\| + K) \frac{P_6(\|(Im(\lambda))^{-1}\|)}{n}
\]

(4.14)

Note that, in the following we will use (4.13) in the simplest form:

\[
\forall \lambda \in \mathcal{O}_n', \quad \sum_{i=1}^r a_i G_n(\lambda)a_i + (a_0 - \lambda) + G_n(\lambda)^{-1} \leq (\|\lambda\| + K) \frac{P_6(\|(Im(\lambda))^{-1}\|)}{n}.
\]

### 4.5 Convergence of \( R_n(\lambda) \)

Let \( x_i, i = 1, \ldots, r \) be self-adjoint operators in a \( C^* \) probability space \( (\mathcal{B}, \tau) \). We assume that the \( x_i \) are free and identically semi-circular distributed with mean 0 and variance 1. Then, \( G \) satisfies (3.1).
Proposition 4.1 Let \( a \) be a matrix in \( M_m(\mathbb{C}) \). Then,

\[
\mathbb{E}\left[ \frac{1}{n} \sum_{k=1}^{n} (\lambda \otimes 1_n - S_n)_{kk}^{-1} a (\lambda \otimes 1_n - S_n)_{kk}^{-1} \right] = GaG + O\left( \frac{P_4(\|\text{Im}(\lambda)\|^{-1})}{n}\left(\|\lambda\| + K\right) \right)
\]

(4.15)

Proof: We start from the resolvent identity:

\[
\lambda(\lambda \otimes 1_n - S_n)^{-1} = 1_m + \sum_{l=1}^{n} (S_n)_{lk}(\lambda \otimes 1_n - S_n)^{-1}.
\]

We write \( G^{(n)}(\lambda) = (\lambda \otimes 1_n - S_n)^{-1} \) and \( D_a^{(n)}(\lambda) = \frac{1}{n} \sum_{k=1}^{n} G^{(n)}(\lambda)_{kk} a G^{(n)}(\lambda)_{kk} \).

From the above identity,

\[
\lambda \frac{1}{n} \sum_{k=1}^{n} G^{(n)}(\lambda)_{kk} a G^{(n)}(\lambda)_{kk}
\]

\[
= a \frac{1}{n} \sum_{k=1}^{n} G^{(n)}(\lambda)_{kk} + \frac{1}{n} \sum_{k,l=1}^{n} (S_n)_{kl} G^{(n)}(\lambda)_{lk} a G^{(n)}(\lambda)_{kk}
\]

\[
= aH_n(\lambda) + a_0 D_a^{(n)}(\lambda) + \frac{1}{n} \sum_{p=1}^{r} \sum_{k,l} n (X_n^{(p)})_{kl} G^{(n)}(\lambda)_{lk} a G^{(n)}(\lambda)_{kk}
\]

We take the expectation and we use the integration by part formula (4.13) for the last term:

\[
\mathbb{E}[((X_n^{(p)})_{kl} \Phi(X_n^{(1)}, \ldots, X_n^{(r)})) = \mathbb{E}(\text{Tr}_n(X_n^{(p)}E_{lk})\Phi(X_n^{(1)}, \ldots, X_n^{(r)})]
\]

\[
= \frac{1}{n} \mathbb{E}[\Phi'(X_n^{(1)}, \ldots, X_n^{(r)}).E_{lk}] + O\left( \frac{P_4(\|\text{Im}(\lambda)\|^{-1})}{n^2} \right)
\]

with \( \Phi(X_n^{(1)}, \ldots, X_n^{(r)}) = G^{(n)}(\lambda)_{lk} a G^{(n)}(\lambda)_{kk} \). Then,

\[
\mathbb{E}[(X_n^{(p)})_{kl} G^{(n)}(\lambda)_{lk} a G^{(n)}(\lambda)_{kk}]
\]

\[
= \frac{1}{n} \mathbb{E}[G^{(n)}(\lambda)_{lk} a G^{(n)}(\lambda)_{kk} a G^{(n)}(\lambda)_{kk}]
\]

\[
+ \frac{1}{n} \mathbb{E}[G^{(n)}(\lambda)_{lk} a G^{(n)}(\lambda)_{lk} a G^{(n)}(\lambda)_{lk}]
\]

\[
+ O\left( \frac{P_4(\|\text{Im}(\lambda)\|^{-1})}{n^2} \right)
\]
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Thus, we obtain from the resolvent identity,
\[
(\lambda - a_0)\mathbb{E}(D^{(n)}_a(\lambda)) = a\mathbb{E}(H_n(\lambda)) + \sum_{p=1}^{r} a_p \sum_{k,l=1}^{n} \frac{1}{n^2} \mathbb{E}[G^{(n)}(\lambda)ll a_p G^{(n)}(\lambda)kk a G^{(n)}(\lambda)kk] + O\left(\frac{P_4(\|I m(\lambda)^{-1}\|)}{n}\right).
\]

From Lemma 2.2,
\[
\frac{1}{n^2} \sum_{k,l=1}^{n} \mathbb{E}[G^{(n)}(\lambda)lk a G^{(n)}(\lambda)kl a G^{(n)}(\lambda)lk] = O\left(\frac{P_3(\|I m(\lambda)^{-1}\|)}{n}\right),
\]
thus,
\[
(\lambda - a_0)\mathbb{E}(D^{(n)}_a(\lambda)) = a\mathbb{E}(H_n(\lambda)) + \sum_{p=1}^{r} a_p \mathbb{E}[H_n(\lambda) a_p D^{(n)}_a(\lambda)] + O\left(\frac{P_4(\|I m(\lambda)^{-1}\|)}{n}\right).
\]

From the estimate of the variance of \(H_n\), we have:
\[
\mathbb{E}[H_n(\lambda) a_p D^{(n)}_a(\lambda)] = \mathbb{E}[H_n(\lambda)] a_p \mathbb{E}[D^{(n)}_a(\lambda)] + O\left(\frac{P_3(\|I m(\lambda)^{-1}\|)}{n}\right).
\]

Then, using also the estimation of \(\|G^{(n)}(\lambda) - G(\lambda)\|\) we get
\[
(\lambda - a_0 - \sum_{p=1}^{r} a_p G(\lambda) a_p)\mathbb{E}(D^{(n)}_a(\lambda)) = a G + O\left(\frac{P_3(\|I m(\lambda)^{-1}\|)}{n}(\|\lambda\| + K)\right).
\]

Using (3.1) and (2.9) we finally get
\[
\mathbb{E}(D^{(n)}_a(\lambda)) = a G + O\left(\frac{P_{10}(\|I m(\lambda)^{-1}\|)}{n}(\|\lambda\| + K)\right).
\]

From the above proposition, we obtain:

**Proposition 4.2** \(R_n(\lambda)\) defined in Theorem 4.1 converges as \(n\) tends to infinity to
\[
R(\lambda) = \frac{\kappa_4}{2} \sum_{p=1}^{r} a_p G(\lambda) a_p G(\lambda) a_p G(\lambda) a_p G(\lambda).
\]
More precisely,
\[ \| R_n(\lambda) - R(\lambda) \| \leq (\| \lambda \| + K)^2 \frac{P_{20}((\text{Im}(\lambda))^{-1})}{n}. \] (4.16)

**Proof:** It’s enough to prove the convergence of each coordinate of the \( m \times m \) matrix \( R_n(\lambda) \). This will actually follow from the convergence of terms of the form:
\[ E_{\alpha, \beta} \left( n^{-1} \sum_{k=1}^{n} G_{kk}^{(n)} a G_{kk}^{(n)} \right) \gamma, \delta \left( n^{-1} \sum_{k=1}^{n} G_{kk}^{(n)} b G_{kk}^{(n)} \right) \] (4.17)
for \( a \) et \( b \) elements of the canonical basis in \( \mathcal{M}_m(\mathbb{C}) \). Since, applying Lemma 4.2, we have
\[ E(\| D_{\alpha}^{(n)}(\lambda) - E(D_{\alpha}^{(n)}(\lambda))\|)^2) \leq \frac{P_6((\text{Im}(\lambda))^{-1})}{n}, \]
the above quantity (4.17) is of the same order as:
\[ E_{\alpha, \beta} \left( n^{-1} \sum_{k=1}^{n} G_{kk}^{(n)} a G_{kk}^{(n)} \right) \gamma, \delta \left( n^{-1} \sum_{k=1}^{n} G_{kk}^{(n)} b G_{kk}^{(n)} \right) \]
According to Proposition 4.1, this last quantity converges towards \( \alpha, \beta (GaG) \gamma, \delta (GbG) \). Thus, the convergence of \( R_n \) to \( R \) follows with the estimation (4.16). \( \Box \)

We define
\[ L(\lambda) = (id_m \otimes \tau)(\lambda \otimes 1_B - s)^{-1}(R(\lambda)G(\lambda)^{-1} \otimes 1_B)(\lambda \otimes 1_B - s)^{-1}. \]

### 4.6 Estimation of \( \| G(\lambda) - G_n(\lambda) + \frac{1}{n} L(\lambda) \| \)

Following 4.24 in [15], one gets for any \( \lambda \) in \( \mathcal{O}_n' \),
\[ \| G(\lambda) - G_n(\lambda) + \frac{1}{n} L(\lambda) \| \]
\[ \leq \| (\lambda \otimes 1_B - s)^{-1} \| \| (\lambda_n(\lambda) \otimes 1_B - s)^{-1} \| \| \lambda_n(\lambda) - \lambda + \frac{1}{n} R(\lambda)G(\lambda)^{-1} \| \]
\[ + \frac{1}{n} \| (\lambda \otimes 1_B - s)^{-1} \| \| R(\lambda)G(\lambda)^{-1} \| \| (\lambda \otimes 1_B - s)^{-1} - (\lambda_n(\lambda) \otimes 1_B - s)^{-1} \| \]
\[ \leq \| (\text{Im}(\lambda))^{-1} \| \| (\text{Im}(\lambda_{n}(\lambda))^{-1} \| \| \lambda_n(\lambda) - \lambda + \frac{1}{n} R(\lambda)G(\lambda)^{-1} \| \]
\[ + \frac{C}{n} \| (\text{Im}(\lambda))^{-1} \| ^2 \| (\text{Im}(\lambda_{n}(\lambda))^{-1} \| \| \lambda_n(\lambda) - \lambda \| \| \lambda \| + K)^2 \]
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where we made use of the estimates (2.7), (2.8), (2.6) and the upper bound
\[ \| R(\lambda) \| \leq C \| (\text{Im}(\lambda))^{-1} \| ^4. \]

Now, for any \( \lambda \) in \( \mathcal{O}'_n \),
\[ \|(\text{Im}(\Lambda_n(\lambda)))^{-1}\| \leq 2\|(\text{Im}(\lambda))^{-1}\| \]
and
\[ \|\Lambda_n(\lambda) - \lambda\| \leq \frac{P_6((\text{Im}(\lambda))^{-1})}{n} (\|\lambda\| + K). \]

Thus,
\[ \| G(\lambda) - G_n(\lambda) + \frac{1}{n} L(\lambda) \| \leq 2\|(\text{Im}(\lambda))^{-1}\|^2 \|\Lambda_n(\lambda) - \lambda + \frac{1}{n} R(\lambda) G(\lambda)^{-1}\| \]
\[ + \frac{P_4((\text{Im}(\lambda))^{-1})}{n^2} (\|\lambda\| + K)^3. \]

Now, for any \( \lambda \) in \( \mathcal{O}'_n \),
\[ \|\Lambda_n(\lambda) - \lambda + \frac{1}{n} R(\lambda) G(\lambda)^{-1}\| \leq \|\Lambda_n(\lambda) - \lambda + \frac{1}{n} R_n(\lambda) G_n(\lambda)^{-1}\| \]
\[ + \frac{1}{n} \| R_n(\lambda) (G_n(\lambda)^{-1} - G(\lambda)^{-1}) \| \]
\[ + \frac{1}{n} \| (R_n(\lambda) - R(\lambda)) G(\lambda)^{-1}\| \]
\[ \leq \frac{P_7((\text{Im}(\lambda))^{-1})}{n^2} (\|\lambda\| + K) \]
\[ + \frac{P_4((\text{Im}(\lambda))^{-1})}{n} \| G_n(\lambda)^{-1} - G(\lambda)^{-1}\| \]
\[ + \frac{1}{n} \| R_n(\lambda) - R(\lambda) \| (\|\lambda\| + K)^2 \| (\text{Im}(\lambda))^{-1}\| \]
where we used (4.10), (4.12), (4.3) and (2.8). Moreover, one easily gets
\[ \| G_n(\lambda)^{-1} - G(\lambda)^{-1}\| = \| G_n(\lambda)^{-1} (G(\lambda) - G_n(\lambda))^2 \| G(\lambda)^{-1}\| \]
\[ \leq \| G_n(\lambda)^{-1}\| \| G(\lambda) - G_n(\lambda) \| \| G(\lambda)^{-1}\|. \]

Consequently, using the estimate (4.14) of \( \| G_n(\lambda) - G(\lambda) \| \) together with (4.12) and (2.8), we get
\[ \| G_n(\lambda)^{-1} - G(\lambda)^{-1}\| \leq (\|\lambda\| + K)^4 \frac{P_{11}((\text{Im}(\lambda))^{-1})}{n}. \]
We conclude that
\[ \| G(\lambda) - G_n(\lambda) + \frac{1}{n} L(\lambda) \| \leq (\| \lambda \| + K)^4 \frac{P_{17}(\| (\text{Im} \lambda)^{-1} \|)}{n^2} \]
\[ + \frac{2}{n} \| R_n(\lambda) - R(\lambda) \| (\| \lambda \| + K)^2 \| (\text{Im} \lambda)^{-1} \|^3. \]

Using (4.16), we can conclude that, for any \( \lambda \) in \( O_n' \),
\[ \| G(\lambda) - G_n(\lambda) + \frac{1}{n} L(\lambda) \| \leq (\| \lambda \| + K)^4 \frac{P_{23}(\| (\text{Im} \lambda)^{-1} \|)}{n^2}. \]

Now, for \( \lambda \) in \( O \setminus O_n' \),
\[ 1 \leq 4 \frac{P_6(\| (\text{Im} \lambda)^{-1} \|)}{n} (\| a_0 \| + \| \lambda \| + \| \sum_{i=1}^r a_i^2 \| (\text{Im} \lambda)^{-1} \| (\text{Im} \lambda)^{-1} \|) \]
\[ \leq (\| \lambda \| + K) \frac{P_8(\| (\text{Im} \lambda)^{-1} \|)}{n}. \]

We get
\[ \| G(\lambda) - G_n(\lambda) + \frac{1}{n} L(\lambda) \| \leq \| G(\lambda) - G_n(\lambda) \| + \frac{1}{n} \| L(\lambda) \| \]
\[ \leq (\| \lambda \| + K) \frac{P_8(\| (\text{Im} \lambda)^{-1} \|)}{n} \]
\[ \times \left[ (\| \lambda \| + K) \frac{P_3(\| (\text{Im} \lambda)^{-1} \|)}{n} + \frac{1}{n} \| (\text{Im} \lambda)^{-1} \|^2 (\| \lambda \| + K)^2 \right] \]
\[ \leq (\| \lambda \| + K)^3 \frac{P_{17}(\| (\text{Im} \lambda)^{-1} \|)}{n^2}. \]

Thus, one can easily see that one can choose \( K \) and \( P_{23} \) such that for any \( \lambda \) in \( O \),
\[ \| G(\lambda) - G_n(\lambda) + \frac{1}{n} L(\lambda) \| \leq (\| \lambda \| + K)^4 \frac{P_{23}(\| (\text{Im} \lambda)^{-1} \|)}{n^2}. \] (4.18)

Note that, since under our hypothesises, \( S_n \) and \( -S_n \) are identically distributed, the arguments of [15] to prove her theorem 4.5 still hold. Thus, (4.18) is also valid for any \( \lambda \) such that \( \text{Im} \lambda \) is negative definite.
4.7 Spectrum of $S_n$

- From step 2 to step 3
  Sticking to the proof of Lemma 5.5 of [15], we get that,
  
  \[ l(\lambda) := \text{tr}_m(L(\lambda 1_m), \lambda \in \mathbb{C} \setminus \mathbb{R}, \]

  is the Stieltjes transform of a distribution $\Lambda$ with compact support in $sp(s)$. Hence, the proof described in section 3.2 still holds (with $\alpha = 4$ and $k = 23$); thus we can state that for any smooth function $\varphi$ with compact support

  \[ \mathbb{E}[(\text{tr}_m \otimes \text{tr}_n)(\varphi(S_n))] = (\text{tr}_m \otimes \tau)(\varphi(s)) + \frac{1}{n} \Lambda(\varphi) + O\left(\frac{1}{n^2}\right). \]

  (4.19)

  Moreover, following the proof of Lemma 5.6 in [15], one can show that $\Lambda(1) = 0$ and deduce that, for $\varphi$ smooth, constant outside a compact set and such that $\text{supp}(\varphi) \cap sp(s) = \emptyset$,

  \[ \mathbb{E}[(\text{tr}_m \otimes \text{tr}_n)(\varphi(S_n))] = O\left(\frac{1}{n^2}\right). \]

- Step 4
  The proof of step 4 is exactly the same as in [9] so that we have proved that, for any $\varepsilon > 0$ and almost surely

  \[ \text{Spect}(S_n) \subset \text{Spect}(s) + (-\varepsilon, \varepsilon) \]

  when $n$ goes to infinity. Note that this result implies that

  \[ \sup_n \|X_n^{(p)}\| < +\infty \quad a.e. \]

4.8 The main theorem

4.8.1 First inequality

By the same arguments of [9] in Proposition 7.3, we can deduce the following inequality from the above inclusion of the spectrum of $S_n$.

**Proposition 4.3** Almost everywhere, for all polynomials $p$ in $r$ non-commuting variables,

\[ \limsup_{n \to +\infty} \|p(X_n^{(1)}, \ldots, X_n^{(r)})\| \leq \|p(x_1, \ldots, x_r)\|. \]
4.8.2 Second inequality

**Proposition 4.4** Almost everywhere, for all polynomials $p$ in $r$ non-commuting variables,

\[
\liminf_{n \to +\infty} \|p(X_n^{(1)}, \ldots, X_n^{(r)})\| \geq \|p(x_1, \ldots, x_r)\|.
\]

¿From [9], Proof of Lemma 7.2, it is clear that this proposition follows from the almost sure asymptotic freeness of the $X_n^{(i)}$ together with the property that

\[
a.e \sup_n \|X_n^{(i)}\| < +\infty.
\]

The proof of the first point follows the proof of Theorem 6.2 in [15]; nevertheless, we modify the proof of Lemma 6.5 in [15] to get the analogue in our context without needing such a result as Lemma 6.4 in [15].

**Lemma 4.3** Let $d$ be in $\mathbb{N}^*$, $i_1, \ldots, i_d$ be in $\{1, \ldots, r\}$ and $n$ be in $\mathbb{N}^*$. Define $f : M_n(\mathbb{C})^r \to \mathbb{C}$ by

\[
f(v_1, \ldots, v_r) = \text{tr}_n(v_1 \ldots v_{id}).
\]

Then, there is a constant $C > 0$ such that

\[
\mathbf{V}f(X_n^{(1)}, \ldots, X_n^{(r)}) \leq \frac{C}{n^2}.
\]

**Proof:** Applying Poincaré Inequality (4.9), we get

\[
\mathbf{V}f(X_n^{(1)}, \ldots, X_n^{(r)}) \leq \frac{C}{n^2} \mathbb{E}\{\|\nabla f(X_n^{(1)}, \ldots, X_n^{(r)})\|_e^2\}.
\]

Now, let $v = (v_1, \ldots, v_r)$ be in $M_n(\mathbb{C})^r$ and $w = (w_1, \ldots, w_r)$ be in $M_n(\mathbb{C})_{sa}$ with $\|w\|_e = 1$. By the Cauchy Schwartz inequality

\[
\left| \frac{d}{dt} f(v + tw) \right| = \frac{1}{n} \left| \text{Tr}_n(w_{i_1}v_{i_2}v_{i_3} \ldots v_{id}) + \text{Tr}_n(v_{i_1}w_{i_2}v_{i_3} \ldots v_{id}) + \ldots + \text{Tr}_n(v_{i_1}v_{i_2} \ldots v_{id-1}w_{id}) \right|
\]

\[
\leq \frac{1}{n} \left\{ \|w_{i_1}\|_2 \|v_{i_2}v_{i_3} \ldots v_{id}\|_2 + \ldots + \|w_{id}\|_2 \|v_{i_1}v_{i_2} \ldots v_{id-1}\|_2 \right\}
\]

\[
\leq \frac{1}{n} \left\{ \|v_{i_2}v_{i_3} \ldots v_{id}\|_2 + \|v_{i_1}v_{i_3} \ldots v_{id}\|_2 + \ldots + \|v_{i_1}v_{i_2} \ldots v_{id-1}\|_2 \right\}
\]
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Thus, 
\[ \| \nabla f(X_n^{(1)}, \ldots, X_n^{(r)}) \|^2 \leq \frac{1}{n^2} \left[ \left\{ \text{Tr}_n(X_n^{(i_2)} X_n^{(i_3)} \ldots X_n^{(i_d)} X_n^{(i_2)}) \right\}^{\frac{1}{2}} \right. \]
\[ + \ldots + \left. \{ \text{Tr}_n(X_n^{(i_1)} \ldots X_n^{(i_{d-1})} X_n^{(i_1)}) \}^{\frac{1}{2}} \right\}^2 \]
\[ \leq \frac{C}{n^2} \left\{ \text{Tr}_n(X_n^{(i_2)} X_n^{(i_3)} \ldots X_n^{(i_d)} X_n^{(i_2)}) \right. \]
\[ + \ldots + \text{Tr}_n(X_n^{(i_1)} \ldots X_n^{(i_{d-1})} X_n^{(i_1)}) \} \]

for some constant $C$ depending on $d$, and we get that
\[ \mathbb{E} (\| \nabla f(X_n^{(1)}, \ldots, X_n^{(r)}) \|^2) \leq \frac{C}{n} \left\{ \mathbb{E} (\text{tr}_n(X_n^{(i_2)} X_n^{(i_3)} \ldots X_n^{(i_d)} X_n^{(i_2)}) \right. \]
\[ + \ldots + \mathbb{E} (\text{tr}_n(X_n^{(i_1)} \ldots X_n^{(i_{d-1})} X_n^{(i_1)}) \} \].

Each term inside the brackets of the left hand side is uniformly bounded in $n$ since it converges as $n$ tends to infinity according to the result of asymptotic freeness in mean of Dykema in [6]. The result follows. □

Lemma 4.3 yields the almost sure asymptotic freeness of the $X_n^{(i)}$ using the Borel Cantelli lemma.

In conclusion,

**Theorem 4.2** Let $X_n^{(1)}, \ldots, X_n^{(r)}$ be independent Wigner matrices associated to a symmetric distribution $\mu$ which satisfies a Poincaré inequality. Let $(x_1, \ldots, x_r)$ be a semicircular system. Then, almost everywhere, for all polynomials $p$ in $r$ non commuting variables
\[ \lim_{n \to +\infty} \| p(X_n^{(1)}, \ldots, X_n^{(r)}) \| = \| p(x_1, \ldots, x_r) \| .\]

**5 The Wishart case**

We consider a $n \times n$ Hermitian matrix $Y$, distributed as a Wishart matrix of parameter $p(n) \geq n$ and variance $\frac{1}{n}$ that is with density w.r.t the Lebesgue measure $dM$ on $\mathcal{M}_{sa}(\mathbb{C})$:
\[ C_{n,p}1_{(M \geq 0)}(\det(M))^{p(n)-n} \exp(-n \text{tr}(M)). \]
We assume that \( \frac{p(n)}{q(n)} \xrightarrow{n \to \infty} \alpha \) for some \( \alpha \geq 1 \). More precisely, according to Dirichlet theorem (\[16\], Lemme 14.1), there exists subsequences \( p(n) \) and \( q(n) \) of integers tending to \( \infty \) such that:

\[
\left| \frac{p(n)}{q(n)} - \alpha \right| \leq \frac{1}{q(n)^2}.
\]

So, we shall consider a matrix \( Y \) of size \( q(n) \) and parameter \( p(n) \). For simplicity, we shall denote the subsequence \( q(n) \) by \( n \) and therefore, we will assume in this section that:

\[
\left| \frac{p(n)}{n} - \alpha \right| \leq \frac{1}{n^2}.
\]  

(5.1)

It is well known that the spectral measure of \( Y \) converges to the so-called Marchenko-Pastur distribution \( \mu_\alpha [14] \):

\[
\mu_\alpha(dx) = \frac{\sqrt{(\sqrt{\alpha} + 1)^2 - x}(x - (\sqrt{\alpha} - 1)^2)}{2\pi x} 1_{((\sqrt{\alpha} - 1)^2, \sqrt{\alpha} + 1)^2}(x)dx.
\]

5.1 Differentiation formula for the Wishart ensemble

**Lemma 5.1** Let \( \Phi \) a \( C^1 \) function on \( M_{sa}(\mathbb{C}) \) with \( \Phi(0) = 0 \), then:

\[
\mathbb{E} [\Phi'(Y).H] = -n\mathbb{E} [\Phi(Y) \text{Tr}_n(H)] + (p(n) - n)\mathbb{E} [\Phi(Y) \text{Tr}_n(Y^{-1}H)] = 0 \quad (5.2)
\]

for all hermitian matrix \( H \), or by linearity for \( H = E_{jk}, 1 \leq j, k \leq n \).

**Proof:** Since the Lebesgue measure is invariant by translation, \( \mathbb{E}[\Phi(Y)] = \int \Phi(M+\epsilon X) \exp(-n \text{Tr}_n(M+\epsilon X))(\det(M+\epsilon X))^{p(n)-n}1_{(M+\epsilon X \geq 0)}dM \).

Now, by differentiation with respect to \( \epsilon \) and taking \( \epsilon = 0 \), we obtain (5.2) using \( \partial(\det M)^s = s(\det M)^s M^{-1} \).

5.2 The master equation

Let \((X_n^{(1)}, \ldots, X_n^{(r)})_{i=1,...,r}\) be \( r \) independent copies of the random matrix \( Y \). We shall apply (5.2) with

\[
\Phi(X_n^{(i)}) = [(1_m \otimes X_n^{(i)})(\lambda \otimes 1_n - S_n)^{-1}]_{jk} \in \mathcal{M}_m(\mathbb{C})
\]
and $H = E_{jk}$. Then,

$$\Phi'(X^{(l)}_n) E_{jk} = (\lambda \otimes 1_n - S_n)_{kk}^{-1} + [(1_m \otimes X^{(l)}_n)(\lambda \otimes 1_n - S_n)^{-1}]_{jk} a_t [(\lambda \otimes 1_n - S_n)^{-1}]_{kk}$$

and

$$\Phi(X^{(l)}_n) \text{Tr}_n((X^{(l)}_n)^{-1} E_{jk}) = (X^{(l)}_n)^{-1}_{kj} [(1_m \otimes X^{(l)}_n)(\lambda \otimes 1_n - S_n)^{-1}]_{kk}.$$ 

The sum over $j$ of the terms in the above equation gives:

$$(\lambda \otimes 1_n - S_n)_{kk}^{-1}.$$ 

Now, if we sum the identities obtained by (5.2) over $j, k$, and dividing by $n^2$, we obtain:

$$\mathbb{E}[id \otimes \text{tr}_n((\lambda \otimes 1_n - S_n)^{-1})]$$

$$+ \mathbb{E}[id \otimes \text{tr}_n((1_m \otimes X^{(l)}_n)(\lambda \otimes 1_n - S_n)^{-1}) a_t id \otimes \text{tr}_n((\lambda \otimes 1_n - S_n)^{-1})] - \mathbb{E}[id \otimes \text{tr}_n((1_m \otimes X^{(l)}_n)(\lambda \otimes 1_n - S_n)^{-1})]$$

$$+ (\frac{p(n)}{n} - 1) \mathbb{E}[id \otimes \text{tr}_n((\lambda \otimes 1_n - S_n)^{-1})] = 0$$

which can be written as:

$$\mathbb{E} [id \otimes \text{tr}_n((1_m \otimes X^{(l)}_n)(\lambda \otimes 1_n - S_n)^{-1})(1_m - a_t id \otimes \text{tr}_n((\lambda \otimes 1_n - S_n)^{-1})]$$

$$= \frac{p(n)}{n} \mathbb{E}[id \otimes \text{tr}_n((\lambda \otimes 1_n - S_n)^{-1})].$$

(5.4)

**Proposition 5.1**

1. For $\lambda \in \mathcal{O}$,

$$\mathbb{E} [id \otimes \text{tr}_n((1_m \otimes X^{(l)}_n)(\lambda \otimes 1_n - S_n)^{-1})(1_m - a_t id \otimes \text{tr}_n((\lambda \otimes 1_n - S_n)^{-1})]$$

$$\leq \frac{p(n)}{n^2} \mathbb{E} [id \otimes \text{tr}_n((\lambda \otimes 1_n - S_n)^{-1})].$$

2. For $\lambda \in \mathcal{O}$,

$$||G_n(\lambda)|| \leq (||\lambda|| + K)^2 ||(Im(\lambda))^{-1})||$$
3. If \( a_l \) is invertible and \( \lambda \in \mathcal{O} \), then
\[
((1_m - a_l G_n(\lambda))^{-1}| \leq ||a_l^{-1}||(|\lambda| + K)^2|||\text{Im}(\lambda)||^{-1}|.
\]
If \( ||(\text{Im}(\lambda))^{-1}| | < \frac{1}{2||a_l||} \), then \( (1_m - a_l G_n(\lambda)) \) is invertible and
\[
||(1_m - a_l G_n(\lambda))^{-1}|| \leq ||a_l^{-1}||(|\lambda| + K)^2|||\text{Im}(\lambda)||^{-1}||.
\]

**Sketch of Proof:**
1. The variance estimate follows from the Gaussian Poincaré inequality since we can write
\( Y = \frac{1}{n} X^* X \) for a rectangular Gaussian matrix \( X \). We proceed as in [9, Section 4]. We need some estimate on the maximal eigenvalue of \( Y \), i.e. \( E[\lambda_{\text{max}}] \) and \( E[\lambda_{\text{max}}^3] \) are bounded, independently of \( n \). This can be proved, as in Lemma 5.1 of [9], using previous results in [8].
2. The proof is the same as Proposition 5.2 in [9].
3. If \( a_l \) is invertible,
\[
(1 - a_l G_n(\lambda)) = a_l(a_l^{-1} - G_n(\lambda)) := a_l T.
\]
Now, the matrix \( T \) satisfies, \( \text{Im}(T) = -\text{Im}(G_n(\lambda)) \) and thus is positive definite (see the proof of Proposition 5.2 in [9]). Its inverse \( T^{-1} \) satisfies:
\[
||T^{-1}|| \leq ||\text{Im}(T)^{-1}|| = ||\text{Im}(G_n(\lambda))^{-1}|| \leq (||\lambda|| + K)^2|||\text{Im}(\lambda)||^{-1}||.
\]
(5.3) follows from the majoration \( ||G_n(\lambda)|| \leq ||(\text{Im}(\lambda))^{-1}|| \). □

From (5.4) and Proposition 5.1, we obtain:
\[
\left|\sum_{l=1}^{r} a_l E[id \otimes \text{tr}_n((1_m \otimes Y^{(l)})(\lambda \otimes 1_n - S_n)^{-1})]\right| - \frac{p(n)}{n} \sum_{l=1}^{r} a_l E[H_n(\lambda)](1_m - a_l E[H_n(\lambda)])^{-1} \leq (||\lambda|| + K)^2 \frac{P_5(|||\text{Im}(\lambda)||^{-1}||)}{n^2}
\]
The first line of the above equation equals:
\[
E[id \otimes \text{tr}_n(S_n - a_0 \otimes 1_n)(\lambda \otimes 1_n - S_n)^{-1})] = -1_m + (\lambda - a_0) E[H_n(\lambda)].
\]
We have thus obtained the master inequality:
\[
||-a_0 G_n(\lambda) + \lambda G_n(\lambda) - \frac{p(n)}{n} \sum_{l=1}^{r} a_l G_n(\lambda)(1_m - a_l G_n(\lambda))^{-1} - 1_m|| \leq (||\lambda|| + K)^2 \frac{P_5(|||\text{Im}(\lambda)||^{-1}||)}{n^2}
\]
(5.6)
or since the matrices \((1_m - a_iG_n(\lambda))^{-1}\) and \(a_iG_n(\lambda)\) commute,

\[
\| - a_0 G_n(\lambda) + \lambda G_n(\lambda) - \frac{p(n)}{n} \sum_{i=1}^{r} (1_m - a_i G_n(\lambda))^{-1} a_i G_n(\lambda) - 1_m \| \leq (\|\lambda\| + K)^{2} \frac{P_{5}(\|Im(\lambda))^{-1}\|)}{n^2}
\]

(5.7)

### 5.3 Estimation of \(\| G_n(\lambda) - G(\lambda) \|\)

Let \(x_i, i \leq r\) be a free family of self adjoint variables in a \(C^\ast\)-probability space \((\mathcal{B}, \tau)\), with Marchenko-Pastur distribution \(\mu_\alpha\), with parameter \(\alpha\).

\[
s = a_0 \otimes 1_B + \sum_{i=1}^{r} a_i \otimes x_i
\]

Using the known expression of the \(R\) transform of the distribution of \(x_i\) (see \([5], [10, Example 3.3.5]\)²):

\[
R_{x_i}(z) = \alpha (1 - z)^{-1}, z \in \mathbb{C} \setminus \mathbb{R},
\]

we can show the following

**Lemma 5.2** \(G\) satisfies the following equation: for \(\lambda \in \mathcal{O}\),

\[
a_0 + \alpha \sum_{i=1}^{r} (1_m - a_i G(\lambda))^{-1} a_i + G(\lambda)^{-1} = \lambda.
\]

(5.8)

**Sketch of Proof:** From the definition of the \(R\) transformation with amalgamation over \(M_m(\mathbb{C})\), we can show that:

\[
R_{a \otimes x}(\lambda) = R_x(a\lambda)a, a \in M_m(\mathbb{C})_{sa}, \lambda \in \mathcal{O}
\]

and then, by freeness assumption

\[
R_{\sum_{i=1}^{r} a_i \otimes x_i}(\lambda) = \sum_{i=1}^{r} R_{x_i}(a_i\lambda)a_i.
\]

(5.8) follows, using the relation between \(R\) and \(G\). □.

---

²We warn the reader that the \(R\) transform defined in this book differs by a factor \(z\) from the Voiculescu \(R\) transform we used here
Theorem 5.1 For any $\lambda \in \mathcal{O}$,

$$||G(\lambda) - G_n(\lambda)|| \leq (||\lambda|| + K)^4 \frac{P_6(||(Im(\lambda))^{-1}||)}{n^2}. \quad (5.9)$$

**Proof:** We can proceed as in the proof of Theorem 5.7 in [9]. We just mention the different steps:

**Step 1:** Define $\Lambda_n(\lambda) = a_0 + G_n(\lambda)^{-1} + \alpha \sum_l (1_m - a_l G_n(\lambda))^{-1} a_l$. From the master inequality (5.7), Proposition 5.1 and (5.1), we can show that:

$$||\lambda - \Lambda_n(\lambda)|| \leq (||\lambda|| + K)^4 \frac{P_6(||(Im(\lambda))^{-1}||)}{n^2}.$$ 

Then, for $\lambda \in \mathcal{O}_n'$ of the form

$$\mathcal{O}_n' = \left\{ \lambda \in \mathcal{O}, (||\lambda|| + K)^4 \frac{P_6(||(Im(\lambda))^{-1}||)}{n^2} < \frac{1}{2 ||(Im(\lambda))^{-1}||} \right\},$$

we have $Im(\Lambda_n(\lambda)) \geq \frac{1}{2 ||(Im(\lambda))^{-1}||}$ and in particular $\Lambda_n(\lambda) \in \mathcal{O}$.

**Step 2:** For $\lambda \in \mathcal{O}_n'$, we can consider $G(\Lambda_n(\lambda))$ and we have, from the identity (5.8):

$$a_0 + G_n(\lambda)^{-1} + \alpha \sum_l (1_m - a_l G_n(\lambda))^{-1} a_l = a_0 + G(\Lambda_n(\lambda))^{-1} + \alpha \sum_l (1_m - a_l G(\Lambda_n(\lambda)))^{-1} a_l. \quad (5.10)$$

**Lemma 5.3** (see [9], Proposition 5.6) For $\lambda \in \mathcal{O}_n'$,

$$G(\Lambda_n(\lambda)) = G_n(\lambda). \quad (5.11)$$

**Proof:** As in [9], it’s enough to prove (5.11) for $\lambda \in \mathcal{O}_n''$, a non empty subset of the connected subset $\mathcal{O}_n'$. Put $x = G_n(\lambda)$ and $y = G(\Lambda_n(\lambda))$, then, from (5.10),

$$a_0 + x^{-1} + \alpha \sum_l (1_m - a_l x)^{-1} a_l = a_0 + y^{-1} + \alpha \sum_l (1_m - a_l y)^{-1} a_l$$

so that

$$y + \alpha \sum_l x(1_m - a_l x)^{-1} a_l y = x + \alpha \sum_l x(1_m - a_l y)^{-1} a_l y,$$
Thus,

\[
y - x = \alpha \sum_{l} x[(1_{m} - a_{l}y)^{-1} - (1_{m} - a_{l}x)^{-1}]a_{l} y
\]

\[
= \alpha \sum_{l} x(1_{m} - a_{l}y)^{-1}[(1 - a_{l}x) - (1 - a_{l}y)](1_{m} - a_{l}x)^{-1}a_{l} y
\]

\[
= \alpha \sum_{l} x(1_{m} - a_{l}y)^{-1}a_{l}(y - x)(1_{m} - a_{l}x)^{-1}a_{l} y
\]

In particular, we have,

\[
\|y - x\| \leq \left(\alpha \|x\|\|y\| \sum_{l} \|(1_{m} - a_{l}y)^{-1}\|\|(1_{m} - a_{l}x)^{-1}\|\|a_{l}\|^2\right)\|y - x\|
\]

Now, we have

\[
\|x\| = \|G_{n}(\lambda)\| \leq \|\text{Im}(\Lambda_{n}(\lambda))^{-1}\|
\]

and

\[
\|y\| = \|G(\Lambda_{n}(\lambda))\| \leq \|\text{Im}(\Lambda_{n}(\lambda))^{-1}\| \leq 2\|\text{Im}(\lambda)^{-1}\|
\]

for \(\lambda \in O_{n}'\) (see Step 1).

Moreover, from Proposition 5.1, for \(\|\text{Im}(\lambda)^{-1}\|\) small enough,

\[
\|(1_{m} - a_{l}x)^{-1}\| \leq 2; \|(1_{m} - a_{l}y)^{-1}\| \leq 2.
\]

Set

\[
O''_{n} = \{\lambda \in O_{n}'; \alpha \|G_{n}(\lambda)\|\|G(\Lambda_{n}(\lambda))\| \sum_{l} \|(1_{m} - a_{l}G(\Lambda_{n}(\lambda)))^{-1}\|\|(1_{m} - a_{l}G_{n}(\lambda))^{-1}\|\|a_{l}\|^2 < 1\},
\]

Then, from (5.12), for \(\lambda \in O''_{n}, \ G(\Lambda_{n}(\lambda)) = G_{n}(\lambda)\). Now, it is easy to see, from the above estimates, that \(\lambda = it_{1}m \in O''_{n}\) for \(t\) large enough, so \(O''_{n}\) is a non empty set. \(\square\)

Step 3: The estimation of \(G(\Lambda_{n}(\lambda)) - G(\lambda)\) is obtained as in Subsection 3.1 (considering the two cases \(\lambda \in O_{n}'\) and \(\lambda \in O \setminus O_{n}'\)). \(\square\)

5.4 The spectrum of \(S_{n}\)

From Theorem 5.1 and the proof described in Section 3.2 (see also Section 6 in [1]), we can prove that for \(\varphi\) smooth, constant outside a compact set
and such that \( \text{supp}(\varphi) \cap \text{sp}(s) = \emptyset \)

\[
E[(\text{tr}_m \otimes \text{tr}_n)(\varphi(S_n))] = O\left(\frac{1}{n^2}\right).
\]

from which we deduce that, for any \( \varepsilon > 0 \) and almost surely

\[
\text{Spect}(S_n) \subset \text{Spect}(s) + (-\varepsilon, \varepsilon)
\]

when \( n \) goes to infinity.

### 5.5 The main theorem

We can now prove:

**Theorem 5.2** There exists a set \( N \) of probability 0 such that for all non-commutative polynomial \( p \) in \( r \) variables, and all \( \omega \in \Omega \setminus N \),

\[
\lim_{n \to \infty} ||p(X_n^{(1)}(\omega), \ldots, X_n^{(r)}(\omega))|| = ||p(x_1, \ldots, x_r)||. \tag{5.13}
\]

**Proof:** The inequality

\[
\limsup_{n \to \infty} ||p(X_n^{(1)}, \ldots, X_n^{(r)})|| \leq ||p(x_1, \ldots, x_r)|| \text{ a.s.} \tag{5.14}
\]

follows from the above inclusion of the spectrum of \( S_n \) and the arguments developed in [9], Section 7. The reverse inequality

\[
\liminf_{n \to \infty} ||p(X_n^{(1)}, \ldots, X_n^{(r)})|| \geq ||p(x_1, \ldots, x_r)|| \text{ a.s.} \tag{5.15}
\]

follows, as in Lemma 7.2 in [9], from the a.s. asymptotic freeness of the \((X_n^{(i)})_{i=1,\ldots,r}\) and \( \sup_n ||X_n^{(i)}|| < \infty \text{ a.s.} \). The first point was proved by Hiai and Petz (see [10], [11]) and the second point follows from (5.14). \( \square \)

**Remark:** If we only assume the convergence of \( \frac{p(n)}{n} \) to \( \alpha \) with \( |\frac{p(n)}{n} - \alpha| \leq \frac{1}{n^2} \), then an extra term appears in the estimation of \( G - G_n \) at order \( n^{-2} \), namely:

\[
||G(\lambda) - G_n(\lambda) + (\alpha - \frac{p(n)}{n})L(\lambda)|| \leq C(\lambda)\frac{1}{n^2}
\]

with

\[
L(\lambda) = (\text{id}_m \otimes \tau)[(\lambda \otimes 1_B - s)^{-1}(R(\lambda) \otimes 1_B)(\lambda \otimes 1_B - s)^{-1}]
\]

and \( R(\lambda) = \sum_l (1_m - a_l G(\lambda))^{-1} a_l \).

As in Schultz [15] and in the iid case (see Section 4), this term gives rise to a distribution with compact support in \( \text{sp}(s) \) and the conclusion remains true.
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