2-UNIVERSALITY IN RANDOMLY PERTURBED GRAPHS
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ABSTRACT. A graph $G$ is called universal for a family of graphs $\mathcal{F}$ if it contains every element $F \in \mathcal{F}$ as a subgraph. Let $\mathcal{F}(n, 2)$ be the family of all graphs with maximum degree 2. Ferber, Kronenberg, and Luh [Optimal Threshold for a Random Graph to be 2-Universal, to appear in Transactions of the American Mathematical Society] proved that there exists a $C$ such that for $p \geq C(n^{-2/3} \log^{1/3} n)$ the random graph $G(n, p)$ a.a.s is $\mathcal{F}(n, 2)$-universal, which is asymptotically optimal. For any $n$-vertex graph $G_\alpha$ with minimum degree $\delta(G_\alpha) \geq o(n)$ Aigner and Brandt [Embedding arbitrary graphs of maximum degree two, Journal of the London Mathematical Society 48 (1993), 39–51] proved that $G_\alpha$ is $\mathcal{F}(n, 2)$-universal for an optimal $\alpha \geq 2/3$.

In this note, we consider the model of randomly perturbed graphs, which is the union $G_\alpha \cup G(n, p)$. We prove that a.a.s. $G_\alpha \cup G(n, p)$ is $\mathcal{F}(n, 2)$-universal provided that $\alpha > 0$ and $p = \omega(n^{-2/3})$. This is asymptotically optimal and improves on both results from above in the respective parameter. Furthermore, this extends a result of Böttcher, Montgomery, Parczyk, and Person [Embedding spanning bounded degree subgraphs in randomly perturbed graphs, arXiv:1802.04603 (2018)], who embed a given $F \in \mathcal{F}(n, 2)$ at these values. We also prove variants with universality for the family $\mathcal{F}'(n, 2)$, all graphs from $\mathcal{F}(n, 2)$ with girth at least $\ell$. For example, there exists an $\ell_0$ depending only on $\alpha$ such that for all $\ell \geq \ell_0$ already $p = \omega(1/n)$ is sufficient for $\mathcal{F}'(n, 2)$-universality.

1. INTRODUCTION

Finding cyclic structures is a natural problem in graph theory. A famous result of Dirac [13] states that any $n$-vertex graph $G$ with minimum degree $\delta(G) \geq n/2$ contains a Hamilton cycle if $n \geq 3$. More generally, in extremal graph theory many results are of the form that for a sequence of $n$-vertex graphs $(F_n)_{n \geq 1}$ there exists some $\alpha > 0$ such that any $n$-vertex graph $G_\alpha$ with $\delta(G_\alpha) \geq \alpha n$ contains $F_n$.

Investigating this type of containment questions for a typical graph gives us a different perspective. In random graph theory properties of the model $G(n, p)$ are studied, which is the $n$-vertex binomial random graph with each edge present independently at random with probability $p$. The counterpart to the condition on the minimum degree in this setup is a function $\hat{p} = \hat{p}(n) : \mathbb{N} \to [0, 1]$ such that for $p = \omega(\hat{p})$ the probability that the $n$-vertex graph $F_n$ is contained in $G(n, p)$ tends to 1 as $n$ tends to infinity, i.e. $\lim_{n \to \infty} \mathbb{P}[F_n \subseteq G(n, p)] = 1$. In this case we say that $G(n, p)$ contains $F_n$ asymptotically almost surely (a.a.s.). If $\hat{p}$ is optimal in the sense that $\lim_{n \to \infty} \mathbb{P}[F_n \subseteq G(n, p)] = 0$ for $p = o(\hat{p})$, we call $\hat{p}$ the threshold for the property of containing $F_n$. Bollobás and Thomason [8] proved that monotone properties, as subgraph containment, always admit a threshold. For containing a Hamilton cycle Koršunov [23] and Pósa [30] independently showed that the threshold is $\log n/n$. Note that the expected number of Hamilton cycles already tends to infinity for $p = \omega(1/n)$.
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but the extra log $n$-term is needed to guarantee that the graph has a.a.s. minimum degree 2. In the following discussion we will work with $p = \omega(\hat{p})$ even though for many results a stronger variant is proved, where $p \geq C\hat{p}$ for some absolute constant $C$ depending only on $(F_n)_{n \geq 1}$.

1.1. Randomly perturbed graphs. Combining the two models from random and extremal graph theory, Bohman, Frieze, and Martin [7] introduced the model of randomly perturbed graphs $G_\alpha \cup G(n, p)$ for any $\alpha > 0$, where, as above, $G_\alpha$ is any $n$-vertex graph with minimum degree $\delta(G_\alpha) \geq \alpha n$. They show that $p = \omega(1/n)$ is sufficient to a.a.s. guarantee a Hamilton cycle in $G_\alpha \cup G(n, p)$ for any $G_\alpha$. When $G_\alpha$ is the complete unbalanced bipartite graph $K_{\alpha n, (1-\alpha)n}$ then at least a linear number of edges is needed. Using both graphs $G_\alpha$ and $G(n, p)$ this result dramatically improves on the $\alpha \geq 1/2$ needed in $G_\alpha$ alone, even though adding $G(n, p)$ is a relatively small random perturbation. On the other hand it is also a log $n$-term better than the threshold in $G(n, p)$ alone, which is plausible as $G_\alpha$ guarantees a large minimum degree.

In recent years this model attracted a lot of attention. For a bounded degree spanning tree Krivelevich, Kwan, and Sudakov [25] proved that $p = \omega(1/n)$ also is sufficient in $G_\alpha \cup G(n, p)$. In $G_\alpha$ alone $\alpha > 1/2$ is needed [22] and in $G(n, p)$ only recently Montgomery [28] was able to show that again $\log n/n$ gives the threshold. Similar results were proved for factors in [3] and for powers of Hamilton cycles and general bounded degree graphs in [10]. Together with Böttcher, Montgomery, and Person in [10] we developed a general method for embeddings in randomly peturbed graphs that also implies the previous results for the Hamilton cycle, factors, and bounded degree trees. For all these graphs $G_\alpha = K_{\alpha n, (1-\alpha)n}$ shows that the results are optimal. Beyond this there are many interesting results for other properties [6, 11], trees with large degrees [21], hypergraphs [4, 18, 24, 26], and with larger bounds on $\alpha$ [29, 31].

1.2. Universality. We call a graph $G$ universal for a family of graphs $\mathcal{F}$ (short $\mathcal{F}$-universal) if $G$ contains every $F \in \mathcal{F}$ as a subgraph. In the random graph model when $\mathcal{F}$ is large it requires substantial more work to prove that $G(n, p)$ is a.a.s. $\mathcal{F}$-universal, then showing that a given $F \in \mathcal{F}$ is a.a.s. contained in $G(n, p)$. For the family $\mathcal{T}(n, \Delta)$ of all $n$-vertex graphs with maximum degree bounded by $\Delta$, Montgomery [28] managed to prove that a.a.s. $G(n, p)$ is $\mathcal{T}(n, \Delta)$-universal if $p = \omega(\log n/n)$. Krivelevich, Kwan, and Sudakov [25] asked if extending on their result also $\mathcal{T}(n, \Delta)$-universality holds in $G_\alpha \cup G(n, p)$ for $p = \omega(1/n)$ and $\alpha > 0$. In [9] we proved this together with Böttcher, Han, Kohayakawa, Montgomery, and Person building on the method from [10].

In this note we want to investigate universality with respect to the family $\mathcal{F}(n, 2)$, which contains all $n$-vertex graphs with maximum degree at most 2. Graphs in this family are the disjoint union of paths and cycles. In $G_\alpha$ alone Aigner and Brandt [1] showed that $\alpha \geq 2/3$ ($\delta(G_\alpha) \geq (2n - 1)/3$ to be precise) is sufficient to find any graph from $\mathcal{F}(n, 2)$. On the other side it was proved by Ferner, Kronenberg, and Luh [14] that with $p = \omega(n^{-2/3} \log^{1/3} n)$ a.a.s. $G(n, p)$ is $\mathcal{F}(n, 2)$-universal. The disjoint union of $n/3$ triangles ($K_3$-factor) is seemingly the hardest graph to embed and the threshold, which follows from a famous result of Johannson, Kahn, and Vu [20], shows that this is optimal. In [10] we already proved that for a given $F \in \mathcal{F}(n, 2)$ it is a.a.s. contained in $G_\alpha \cup G(n, p)$ for $p = \omega(n^{-2/3})$ and $\alpha > 0$, and in this paper we extend this to $\mathcal{F}(n, 2)$-universality. The following is our main result, which is asymptotically optimal when $\alpha < 1/3$. 
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**Theorem 1.** Let $\alpha > 0$, $p = \omega(n^{-2/3})$, and $G_\alpha$ an $n$-vertex graph with minimum degree $\delta(G_\alpha) \geq \alpha n$. Then a.a.s. $G_\alpha \cup G(n, p)$ is $F(n, 2)$-universal.

In fact, as in [14] we prove a stronger statement when there are no short cycles. Let $F^\ell(n, 2)$ be the family of all graphs with maximum degree at most 2 and girth at least $\ell$, which implies that there are no cycles of length less than $\ell$.

**Theorem 2.** Let $\alpha > 0$, $\ell \geq 3$ an integer, $p = \omega(n^{-(\ell-1)/\ell})$, and $G_\alpha$ an $n$-vertex graph with minimum degree $\delta(G_\alpha) \geq \alpha n$. Then a.a.s. $G_\alpha \cup G(n, p)$ is $F^\ell(n, 2)$-universal.

Here the bound on $p$ is determined by the threshold of an almost spanning $C_\ell$-factor in $G(n, p)$ (c.f. Lemma 6). Theorem 1 follows from Theorem 2 with $\ell = 3$. When the bound on the girth gets large enough in terms of $\alpha$ we can further improve this and show that $p = \omega(1/n)$ is enough.

**Theorem 3.** For every $\alpha > 0$ there exists an $\ell_0 > 0$ such that for any integer $\ell \geq \ell_0$ and $G_\alpha$ an $n$-vertex graph with minimum degree $\delta(G_\alpha) \geq \alpha n$ the following holds. For $p = \omega(1/n)$ a.a.s. $G_\alpha \cup G(n, p)$ is $F^\ell(n, 2)$-universal.

Our proof roughly gives $\ell_0 = 10^6 \alpha^{-3}$, where we make no effort in optimizing the constant in front of $\alpha^{-3}$. The optimal dependence between $\ell_0$ and $\alpha$ remains open, where $\ell_0 \geq \alpha^{-1}$ follows from $G_\alpha = K_{\alpha n, (1-\alpha)n}$. From the proof of Ferber, Kronenberg, and Luh [14] together with a connecting result by Montgomery [27, Theorem 4.3] one can deduce the following in $G(n, p)$ alone. For $\ell \geq 10^4 \log^2 n$ and $p \geq \log^5 n/n$ a.a.s. $G(n, p)$ is $F^\ell(n, 2)$-universal.

For larger $\Delta$ the threshold for the $K_{\Delta+1}$-factor in $G(n, p)$ is $(\log^1/(\Delta+1) n/n)^{2/(\Delta+1)}$ [20] and it is commonly believed that this also gives the threshold for $F(n, \Delta)$-universality, where here $F(n, \Delta)$ is the family of all $n$-vertex graphs with maximum degree $\Delta$. But until now not even the single containment case is solved and the best known result is an almost spanning version by Ferber, Luh, and Nguyen [15] showing that for $F \in F((1-\varepsilon) n, \Delta)$ with $\Delta \geq 5$ and $p = \omega(\log^{1/(\Delta+1)} n/n)^{2/(\Delta+1)}$ a.a.s. $G(n, p)$ contains a copy of $F$. For spanning universality Ferber and Nenadov [16] proved that $p = \omega(\log^2 n/n)^{1/(\Delta-1/2)}$ is sufficient, which is just below a natural barrier of $(\log n/n)^{1/\Delta}$ that was known before [12] and still a polynomial away from the lower bound. The fact that an $F \in F(n, \Delta)$ with $\Delta \geq 5$ and $p = \omega(n^{-2/(\Delta+1)})$ is a.a.s. contained in $G_\alpha \cup G(n, p)$ [10], together with Theorem 1, support the following conjecture.

**Conjecture 4.** Let $\alpha > 0$, $\Delta \geq 3$ an integer, $p = \omega(n^{-2/(\Delta+1)})$, and $G_\alpha$ an $n$-vertex graph with minimum degree $\delta(G_\alpha) \geq \alpha n$. Then a.a.s. $G_\alpha \cup G(n, p)$ is $F(n, \Delta)$-universal.

In a subsequent paper we will prove this conjecture for $\Delta = 3$.

1.3. Proof sketch. The proof of our results essentially follows the approach in [9] but instead of trees we now have to work with a union of cycles. To obtain a universality result we show that a.a.s. $G(n, p)$ satisfies certain pseudorandom properties (c.f. Definition 7 and Proposition 8) and, therefore, we can work in a deterministic graph $H = G_\alpha \cup G$. From $F \in F^\ell(n, 2)$ in Step 1 we embed a small, but linear sized, subgraph $F'$ of $F$ into $G$ (c.f. Lemma 10 and 11) with the additional property that for any vertex $v \in V(H)$ there is a linear set $B(v)$ of vertices which can be replaced
by $v$ in the embedding of $F'$. Furthermore any other vertex $u \in V(G)$ has linear degree into all the sets $B(v)$. This reservoir property is essential for the final step of our embedding process. In Step 2 we extend the embedding of $F'$ to an embedding containing all but $\varepsilon n$ vertices of $F$. This is easy, because we only have to embed small cycles and some longer paths (c.f. Lemma 5 and 6). Finally, in Step 3, we can finish the embedding of $F$ by using our switching technique from [10]. The advantage is that instead of embedding into the small left over, we can embed the remaining vertices in some set $B(v)$ of linear size and then afterwards alter the embedding accordingly.

The rest of this paper is structured as follows. In Section 1.4 we collect helpful tools that we will use in our proof. Then, in Section 2, we give a more detailed overview of the proof from Theorem 2, where we properly define the pseudorandom properties that we require from $G(n, p)$, the reservoir sets and also state the lemmas involving these. In Section 3 we give the proof of Theorem 9, which, together with Proposition 8 from Section 2, implies Theorem 2. Finally, in Section 4, we prove the remaining statements, Proposition 8 and Lemma 10 and 11.

1.4. Notation and tools. Throughout the paper we will use standard graph theoretic notation following [17,19]. We collect the most relevant definitions here and give some more later. Let $G$ and $H$ be graphs. We denote the set of vertices by $V(G)$ and the set of edges by $E(G)$. For a set $V' \subseteq V$ we denote by $G[V']$ the subgraph of $G$ induced on $V'$ and by $H \setminus G$ the subgraph of $H$ induced on $V(H) \setminus V(G)$. Also, for $v \in V(G)$ the set of neighbours of $v$ in $G$ is $N_G(v)$. A sequence of distinct vertices $v_0, \ldots, v_k$ with $v_iv_{i+1} \in E(G)$ for $i = 0, \ldots, k - 1$ is called a path of length $k$ in $G$. We write $d_G(u, v)$ for the distance between two vertices $v, u \in V(G)$, which is the length of a shortest path in $G$ between them and $\infty$ if there is no path. Furthermore, we slightly abuse notation by writing $a = b \pm c$ for $a \in [b - c, b + c]$ and $b \pm c$ for some number in the interval $[b - c, b + c]$.

We will use the following result by Ben-Eliezer, Krivelevich, and Sudakov [5] which enables us to find a long path in any graphs that has an edge between any two sets of linear size.

**Lemma 5.** Let $\varepsilon > 0$ and assume that $G$ is a graph on $n$ vertices, containing an edge between any two disjoint subsets $V_1, V_2 \subseteq V$ of size $|V_1|, |V_2| \geq \varepsilon n$. Then $G$ contains a path of length at least $n - 2\varepsilon n$.

Finding almost spanning embeddings is much easier, in particular, for factors. The following lemma helps to add further cycles if there is still a linear number of vertices left.

**Lemma 6.** Let $\ell \geq 3$ be an integer, $\varepsilon > 0$, and $p = \omega(n^{-(\ell-1)/\ell})$. Then a.a.s. in the random graph $G(n, p)$ for any choice of disjoint sets of vertices $V_1, \ldots, V_\ell$ of size at least $\varepsilon n/\ell$ the number of cycles $v_1, \ldots, v_\ell$ with $v_i \in V_i$ for $1 \leq i \leq \ell$ is at least $\frac{1}{2} \prod_{i=1}^k p \cdot |V_i|$.

This is a special case of [19, Theorem 4.9] and the proof is a standard application of Janson’s inequality (c.f. the version in [17, Theorem 21.12]), which proved to be a very useful tool for embedding small graphs.
2. Overview of the proof from Theorem 2 and 3

The general approach is similar to [9], where we are proving universality for bounded degree spanning trees. Here we want to embed every \( F \in \mathcal{F}^\ell(n, 2) \) into \( H = G_\alpha \cup G(n, p) \). For proving this universality statement it is helpful to extract a deterministic graph \( G \) from \( G(n, p) \), which satisfies the crucial conditions for our embedding.

Let \( G \) be a graph on \( n \) vertices and \( T \) a graph on vertices \( v_1, \ldots, v_t \). We denote by \( t_T(G) \) the number of copies of \( T \) in \( G \). Furthermore, for vertex sets \( V_1, \ldots, V_k \subseteq V(G) \) we denote by \( t_T(V_1, \ldots, V_k) \) the number of copies of \( T \) in \( G \) with \( v_i \in V_i \). If there is no labelling of the vertices of \( T \) specified, then we fix an arbitrary one.

**Definition 7.** For \( \ell_0 > 0, \ell \geq 3 \) integers and \( p \in (0, 1) \) we say that an \( n \)-vertex graph \( G \) is an \((n, p, \ell_0, \ell)\)-graph if the following holds:

(A1) For any disjoint \( V_1, V_2 \subseteq V(G) \) such that \( |V_1|, |V_2| \geq n/\ell_0 \), we have \( t_{K_2}(V_1, V_2) \geq (p/2)|V_1||V_2| \).

(A2) For any pairwise disjoint \( V_1, V_2, V_3 \subseteq V(G) \) such that \( |V_1|, |V_2|, |V_3| \geq n/\ell_0 \), we have \( t_{K_{1,2}}(V_1, V_2, V_3) \geq (p^2/4)|V_1||V_2||V_3| \). Furthermore, \( t_{K_{1,2}}(G) \leq p^2n^3 \).

(A3) For all \( \ell \leq k < \ell_0 \) and for any pairwise disjoint sets \( V_1, \ldots, V_k \subseteq V(G) \) such that \( |V_i| \geq n/\ell_0 \) for \( 1 \leq i \leq k \), we have \( t_{C_k}(V_1, \ldots, V_k) \geq \frac{1}{2}p^k \prod_{i=1}^{k} |V_i| \). Furthermore, for \( k = 3, 4 \) we also have \( t_{C_k}(G) \leq p^k n^k \).

We denote the family of \((n, p, \ell_0, \ell)\)-graphs by \( \mathcal{G}(n, p, \ell_0, \ell) \). Basically, the elements from \( \mathcal{G}(n, p, \ell_0, \ell) \) are graphs where we can control the number of edges, cherries, and cycles (of size \( \ell \leq k < \ell_0 \)) between sets of linear size. To cover Theorem 2 and 3 simultaneously we define

\[
p_{\ell_0, \ell}(n) := \begin{cases} 
  n^{-(\ell-1)/\ell} & \text{for } \ell < \ell_0, \\
  n^{-1} & \text{for } \ell \geq \ell_0.
\end{cases}
\]

The following two statements will readily imply both theorems.

**Proposition 8.** Let \( \ell_0, \ell \geq 3 \) be integers and \( p = \omega(p_{\ell_0, \ell}(n)) \). Then the random graph \( G(n, p) \) a.a.s. is in \( \mathcal{G}(n, p, \ell_0, \ell) \).

Note that \( p = \omega(p_{\ell_0, \ell}(n)) = \omega(n^{-1}) \) for all \( \ell, \ell_0 \), which is sufficient for Condition \((\text{A1})\) and \((\text{A2})\), and that for \( \ell \geq \ell_0 \) Condition \((\text{A3})\) is obsolete for the graphs in \( \mathcal{G}(n, p, \ell_0, \ell) \) and .

**Theorem 9.** For any \( \alpha > 0 \) there exist an \( \ell_0 > 0 \) and \( n_0 \) such that the following holds for any \( \ell \geq 3 \) and \( n \geq n_0 \). Suppose \( p = \omega(p_{\ell_0, \ell}(n)) \), \( G \in \mathcal{G}(n, p, \ell_0, \ell) \), and \( G_\alpha \) an \( n \)-vertex on the same vertex set as \( G \) with \( \delta(G_\alpha) \geq \alpha n \). Then \( H := G_\alpha \cup G \) is \( \mathcal{F}^\ell(n, \Delta) \)-universal.

**Proof of Theorem 2 and 3.** Given \( \alpha \), let \( \ell_0 \) and \( n_0 \) be given by Theorem 9. Let \( \ell \geq 3 \) for Theorem 2 and \( \ell \geq \ell_0 \) for Theorem 3. We apply Proposition 8 with this \( \ell, \ell_0 \), and \( p \). Since a.a.s. the random graph \( G(n, p) \) is in \( \mathcal{G}(n, p, \ell_0, \ell) \) we have, by Theorem 9, that \( G_\alpha \cup G(n, p) \) is a.a.s. \( \mathcal{F}^\ell(n, 2) \)-universal as desired. \( \square \)

Since in Theorem 9 \( H \) is a deterministic graph we can fix some \( F \in \mathcal{F}^\ell(n, 2) \) and it remains to show that there is an embedding of \( F \) into \( H \). Given \( \alpha > 0 \) we will work with constants \( \beta, \varepsilon > 0 \).
and an integer $\ell_0$ such that

$$20\beta \leq \alpha, \quad \varepsilon \leq 10^{-4} \alpha^3 \beta/2, \quad \text{and} \quad \ell_0 \geq 10/\varepsilon,$$

(1)

For Theorem 9 the size of cycles, which we can embed directly into $G \in \mathcal{G}(n, p, \ell_0, \ell)$, is bounded by $\ell_0$. We decompose the vertex set of $F$ into three parts. It is convenient to work with a collection of cycles. For this let $\mathcal{F}_*^\ell(n, 2)$ be the subset of the edgewise maximal graphs from $\mathcal{F}^\ell(n, 2)$. Then $F \in \mathcal{F}_*^\ell(n, 2)$ consists of the disjoint union of cycles and possibly one path of length $k$ with $0 \leq k \leq \ell - 2$.

**Lemma 10.** Let $\alpha > 0$, $\ell \geq 3$ be an integer, $F \in \mathcal{F}_*^\ell(n, 2)$, and $\beta$, $\varepsilon$, and $\ell_0$ be such that (1) holds. Then there exist sets of vertices $U$ and $W$ with $U \subseteq W \subseteq V := V(F)$ such that $|U| = 10\beta n \pm 2$, $|V \setminus W| = \varepsilon n \pm 2$ and the following holds for the induced subgraphs:

(P1) $F[W \setminus U]$ only contains cycles of length less than $\ell_0$ and arbitrarily long paths .

(P2) $F[V \setminus W]$ only contains isolated edges and $C_5$’s.

(P3) In $F$ there are no edges between $U$ and $W \setminus U$ and at most two edges between $U$ and $V \setminus W$.

While Property (P1) is essential for the embedding, Property (P2) and (P3) mostly are there to simplify the proof. To prove this lemma we greedily partition cycles (of length at least $\ell_0$) into paths and put aside some edges.

For the proof of Theorem 9 we first embed $F[U]$ into $G$ with an additional reservoir property. We now define these reservoir sets and show that we can force them to be suitably large. These sets will be helpful when finishing the embedding of $F$, since they will allow us to locally alter our partial embeddings.

Let $V$ be a set of $n$ vertices. Let $H$ be a graph on $V$ and let $F$ be a graph with $V(F) \subseteq V$. For $v \in V$, let

$$B_{F,H}(v) := \{w \in V(F) : N_F(w) \subseteq N_H(v)\}.$$

For distinct vertices $u$ and $v \in V$, we define their reservoir set $B_{F,H}(u,v)$ as follows:

$$B_{F,H}(u,v) := B_{F,H}(v) \cap N_H(u).$$

Recall that the idea is that we can free up any $u \in B_{F,H}(u,v)$ used already in the embedding, by moving the vertex embedded to $w$ to $v$. This then allows us to use $w$ for embedding any remaining neighbours of the vertex embedded to $u$. The following lemma gives us the desired embedding of $F[U]$, which will be Step 1 below.

**Lemma 11.** For $\alpha > 0$, $\ell \geq 3$ an integer, and $\varepsilon$, $\beta$, and $\ell_0$ such that (1) holds, there exist $n_0$ such that the following is true for $n \geq n_0$. Suppose $p = \omega(p_{\alpha,\beta}(n))$, $G \in \mathcal{G}(n, p, \ell_0, \ell)$, and $G_\alpha$ an $n$-vertex graph on the same vertex as $G$ with $\delta(G) \geq \alpha n$. Then for any $F \in \mathcal{F}_*^\ell(10\beta n \pm 2, 2)$ there exists an embedding $f$ of $F$ into $H = G \cup G_\alpha$ such that $|B_{F,H}(u,v)| \geq 10\varepsilon n$ for any $u, v \in V(G)$, where $F = f(F)$.  
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For the proof we first find a family of roughly $\beta n$ many cherries ($K_{1,2}$'s) in $F$. Next we embed them uniformly at random onto cherries in $G$, which ensures the reservoir property in $H$. Then we finish the embedding by connecting the cherries to cycles in $H$.

For Step 2 we then find an embedding of $F[W \setminus U]$, so that together we have an embedding containing all but roughly $\varepsilon n$ vertices of $F$. This is easy, because by Property (P1) we only have to embed small cycles using Property (A3) of $G$, and some longer paths using Property (A1) of $G$ and Lemma 5.

Finally, we can finish the embedding of $F$ in Step 3 by using our switching technique from [10]. For example, suppose that $u \in V(F)$ is already embedded onto $\tilde{u}$ in the current embedding $\tilde{F}$ and we want to embed a neighbour $w$ of $u$ in $F$. We choose any uncovered vertex $\tilde{v}$ in $H$ and any vertex $\tilde{w}$ in $B_{\tilde{F},H}(\tilde{u},\tilde{v})$. Let $v$ be the preimage of $\tilde{w}$. In the current embedding $\tilde{F}$ we replace $\tilde{w}$ by $\tilde{v}$ and embed $w$ onto $\tilde{w}$. This gives us again a valid embedding, because by definition of $B_{\tilde{F},H}(\tilde{u},\tilde{v})$ the pair $\tilde{w}\tilde{u}$ is an edge in $H$ and the neighbours of $\tilde{w}$ in $\tilde{F}$ are also neighbours of $\tilde{v}$ in $H$. In view of Property (P2) we will use this for the connection of two vertices with a path of length 3 and for embedding isolated triangles. We now give the details of the proof.

3. Proof of Theorem 9

Given $\alpha > 0$ we choose constants $\beta, \varepsilon > 0$ and an integer $\ell_0$ such that (1) holds. Let $n_0$ be large enough, suppose that $n \geq n_0$, $G \in \mathcal{G}(n,p,\ell_0,\ell)$, and that $G_\alpha$ is an $n$-vertex graph on $V(G)$ with $\delta(G_\alpha) \geq \alpha n$, and let $F \in \mathcal{F}_\ell(n,\Delta)$. We want to find an embedding of $F$ into $H := G \cup G_\alpha$. We add edges to $F$ while not creating a cycle of length less than $\ell$. Then $F \in \mathcal{F}_\ell(n,2)$ and there is at most one path of length $k$ in $F$ with $0 < k < \ell - 2$.

**Step 1.** We apply Lemma 10 to obtain vertex sets $U \subseteq W \subseteq V = V(F)$ of size $|U| = 20\beta n \pm 2$ and $|V \setminus W| = \varepsilon n \pm 2$ such that (P1), (P2), and (P3) hold. By (P3) there are at most two vertices in $F' := F[U]$ which have degree one. To get $F' \in \mathcal{F}_{\ell_0}(20\beta n \pm 2,2)$ we add one edge connecting these two vertices if they are at distance at least $\ell - 1$. From Lemma 11 we then obtain an embedding $f'$ of $F'$ into $H$ with the described property. After removing the edge from $F'$ that we added previously and defining $\tilde{F'} := f'(F')$ we still have $|B_{\tilde{F'},H}(u,v)| \geq 10\varepsilon n$ for all $u,v \in V(H)$.

**Step 2.** Let $F''' := F[W \setminus U]$ and $G' := G \setminus V(\tilde{F'})$. Note that by (P3) there are no edges between $F'$ and $F'''$. We want to find an embedding $f''$ of $F'''$ into $G'$ and start with the empty map $f''$. By Property (P1) the graph $F'''$ only contains cycles of length less than $\ell_0$ and paths of arbitrary length. Using (A1) and Lemma 5 we can find a path of length $(1 - \varepsilon)n$ in $G'$. We extend $f''$ by embedding all paths from $F_2$ to consecutive segments from this path.

Furthermore, for any cycle $C_k$ in $F'''$ we use $|V \setminus W| \geq \varepsilon n - 2 \geq n/\ell_0$ to find pairwise disjoint $V_1, \ldots, V_k \subseteq V \setminus W$ with $|V_i| \geq n/\ell_0^2$ for $1 \leq i \leq k$. Then using (A3), we embed $C_k$ into the uncovered vertices of $G'$. Let $f''$ be the resulting embedding of $F'''$ into $G'$. We combine $f'$ and $f''$ to obtain an embedding $f_0$ of $F' \cup F''' = F[W]$ into $H$. Let $\tilde{F}_0 := f_0(F_1 \cup F_2)$ and observe that $|B_{\tilde{F}_0,H}(u,v)| \geq 10\varepsilon n$ for all $u,v \in V(H)$, because $N_{\tilde{F}_0}(x) = N_{\tilde{F}_i}(x)$ for all $x \in V(\tilde{F}_i)$. 


Step 3. It remains to embed the $\varepsilon n \pm 2$ vertices of $V \setminus W$. We achieve this by using the sets $B_{F_0,H}(u,v)$ and the switching technique explained earlier. By (P2) we only have to embed edges, possibly incident to vertices from $\tilde{F}_0$, and if $\ell = 3$ isolated $C_3$’s. We can obtain $F$ from $F' \cup F''$ by iteratively adding a $C_3$ or a connection via two vertices. Let $F_0 \subseteq F_1 \subseteq \cdots \subseteq F_t$ be a sequence like this with $F_0 = F' \cup F''$, $F_i = F$, $\varepsilon n/3 - 1 \leq t \leq \varepsilon n/2 + 1$, and for some $t' \in [t+1]$ the graph $F_i \setminus F_{i-1}$ is a triangle if $t' \leq i \leq t$ and a single edge otherwise. Note that for $\ell \geq 4$ we always have $t' = t + 1$. We claim that we can extend the embedding inductively while keeping

$$|B_{F_i,G}(u,v)| \geq |B_{\tilde{F}_{i-1},G}(u,v)| - 10$$

for every $i \in [t]$, where each $\tilde{F}_i$ is the image of $F_i$ in $G$.

For $1 \leq i \leq t'$ let $w_1, w_2 \in V(F_i) \setminus V(F_{i-1})$ be the two new vertices added in this step. We assume there are vertices $u_1, u_2$ in $F_{i-1}$, which have been embedded to $\tilde{u}_j := f_{i-1}(u_j)$ for $j = 1, 2$, such that $u_1, w_1, w_2, u_2$ is a path in $F_i$. Further let $\tilde{v}_1$ and $\tilde{v}_2$ be two vertices in $V(G) \setminus V(\tilde{F}_{i-1})$. Then for $j = 1, 2$ we have

$$|B_{\tilde{F}_{i-1},G}(\tilde{u}_j, \tilde{v}_j)| \geq |B_{\tilde{F}_0,G}(\tilde{u}_j, \tilde{v}_j)| - (i-1)10 \geq 10\varepsilon n - 10t' \geq 2\varepsilon n,$$

and, therefore, there are disjoint sets $V_1, V_2 \subseteq B_{\tilde{F}_{i-1},G}(\tilde{u}_j, \tilde{v}_j)$ of size at least $\varepsilon n$. Then, by (A1), there is an edge $\tilde{w}_1 \tilde{w}_2$ in $E(G)$ with $\tilde{w}_j \in V_j$ for $j = 1, 2$. Let $v_1, v_2$ be those vertices with $f_{i-1}(v_j) = \tilde{w}_j$ for $j = 1, 2$. From the embedding $f_{i-1}$ of $F_{i-1}$ we construct the embedding $f_i$ of $F_i$ by defining $f_i(w_j) := \tilde{w}_j$, $f_i(v_j) := \tilde{v}_j$ for $j = 1, 2$, and $f_i(x) := f_{i-1}(x)$ for all $x \in V(F_{i-1}) \setminus \{v_1, v_2\}$.

Basically, for $j = 1, 2$ we swap $v_j$ out of the current embedding and use its previous image $\tilde{w}_j$ to embed $w_j$, and $\tilde{v}_j$ instead. Observe, that $f_1$ is an embedding of $F_1$ because $f_{i-1}$ was an embedding of $F_{i-1}$, $\tilde{w}_j\tilde{u}_j$ is an edge of $G_\alpha$ for $j = 1, 2$, $w_1w_2$ is an edge of $G$, and the neighbours of $\tilde{v}_j$ in $\tilde{F}_{i-1}$ are also neighbours of $\tilde{u}_j$ in $G_\alpha$ by the definition of $B_{\tilde{F}_{i-1},G}(\tilde{u}_j, \tilde{v}_j)$ for $j = 1, 2$. Let $\tilde{F}_i := f_i(F_i)$. Note that $N_{\tilde{F}_i}(x) = N_{\tilde{F}_{i-1}}(x)$ for all but at most 10 vertices $x$ in $V(\tilde{F}_{i-1})$, the vertices $\tilde{v}_1, \tilde{v}_2, \tilde{u}_1, \tilde{u}_2$ and the neighbours of $\tilde{w}_1, \tilde{w}_2$ in $\tilde{F}_{i-1}$, because these are the vertices that are incident to the edges in $E(\tilde{F}_i) \setminus E(\tilde{F}_{i-1})$. Thus, we have $|B_{\tilde{F}_{i-1},H}(u,v)| \geq |B_{\tilde{F}_{i-1},H}(u,v)| - 10$, for any $u, v \in V(H)$. If for some $j \in \{1, 2\}$ there is no vertex $u_j$ in $V(F_{i-1})$ with $u_jw_j \in E(F_i)$, we choose any vertex $u_j \in V(F_i)$, proceed as above, and then delete the edge $\tilde{w}_j \tilde{u}_j$ afterwards.

In the case $t = 3$ for $t' \leq i \leq t$ we need to embed the triangle on vertices $w_1, w_2, u_3 \in V(F_i) \setminus V(F_{i-1})$. Let $\tilde{v}_1, \tilde{v}_2, \tilde{v}_3$ be three vertices in $V(H) \setminus V(\tilde{F}_{i-1})$. Then for $j = 1, 2, 3$ we have for any $u \in V(H)$

$$|B_{\tilde{F}_{i-1},H}(\tilde{v}_j)| \geq |B_{\tilde{F}_0,H}(u, \tilde{v}_j)| - (i-1)10 \geq 10\varepsilon n - 10t \geq 3\varepsilon n,$$

and, therefore, there are disjoint sets $V_1, V_2, V_3 \subseteq B_{\tilde{F}_{i-1},H}(\tilde{v}_j)$ of size at least $\varepsilon n$. Then, by (A3), there is a triangle $\tilde{w}_1\tilde{w}_2\tilde{w}_3$ in $G$ with $\tilde{w}_j \in V_j$ for $j = 1, 2, 3$. Let $v_1, v_2, v_3$ be those vertices with $f_{i-1}(v_j) = \tilde{w}_j$ for $j = 1, 2, 3$. From the embedding $f_{i-1}$ of $F_{i-1}$ we construct the embedding $f_i$ of $F_i$ by defining $f_i(w_j) := \tilde{w}_j$, $f_i(v_j) := \tilde{v}_j$ for $j = 1, 2, 3$, and $f_i(x) := f_{i-1}(x)$ for all $x \in V(F_{i-1}) \setminus \{v_1, v_2, v_3\}$.

As before, we swap $v_j$ out of the current embedding for $j = 1, 2, 3$ and use its previous image $\tilde{w}_j$ to embed $w_j$, and $\tilde{v}_j$ instead. Observe, that $f_1$ is an embedding of $F_1$ because $f_{i-1}$ was an embedding of $F_{i-1}$, $\tilde{w}_1\tilde{w}_2\tilde{w}_3$ is a triangle in $G$ and the neighbours of $\tilde{v}_j$ in $F_{i-1}$ are also...
neighbours of \( \tilde{v}_j \) in \( G_\alpha \) for \( j = 1, 2, 3 \). Let \( \tilde{F}_i := f_i(F_i) \). Note that \( N_{\tilde{F}_i}(x) = N_{\tilde{F}_{i-1}}(x) \) for all but at most 9 vertices \( x \) in \( V(\tilde{F}_{i-1}) \), the vertices \( \tilde{v}_1, \tilde{v}_2, \tilde{v}_3 \) and the neighbours of \( \tilde{w}_1, \tilde{w}_2, \tilde{w}_3 \) in \( \tilde{F}_{i-1} \), because they are the vertices that are incident to the edges in \( E(\tilde{F}_i) \setminus E(\tilde{F}_{i-1}) \). Thus, we have \( |B_{\tilde{F}_i,H}(u,v)| \geq |B_{\tilde{F}_{i-1},H}(u,v)| - 9 \), for any \( u, v \in V(H) \).

Finally, \( f := f_1 \) is a spanning embedding of \( F \) into \( H \) and we finished the proof. \( \square \)

4. Proof of auxiliary statements

It remains to prove Proposition 8 and Lemma 10 and 11. We first show that \( G(n,p) \) a.a.s. satisfies Properties (A1)-(A3) required by \( \mathcal{G}(n,p,\ell_0,\ell) \).

Proof of Proposition 8. Let \( G \) be a graph drawn from the distribution \( G(n,p) \). By a simple Chernoff bound (c.f. [19, Theorem 2.8]), the probability that, for all \( V_1, V_2 \subseteq V(G) \), with \( |V_1|, |V_2| \geq n/\ell_0 \), we have

\[
(p/2)|V_1||V_2| \leq t_{K_2}(V_1, V_2) \leq 2p|V_1||V_2|,
\]

is at least \( 1 - 2^{2n}e^{-\omega(n)} = 1 - o(1) \), because \( p_{\ell_0,\ell} = \omega(n^{-1}) \). So we can assume that (A1) holds in \( G \).

Next, let \( V_1, V_2, V_3 \subseteq V(G) \) be disjoint sets with \( |V_1|, |V_2|, |V_3| \geq n/\ell_0 \). Then by (2) we have \( t_{K_2}(V_i, V_j) \geq (p/2)|V_i||V_j| \) for all \( i \neq j \). Then, by convexity, the number of cherries with centre in \( V_1 \) and neighbours in \( V_2 \) and \( V_3 \) respectively is at least

\[
\sum_{v \in V_1} \deg_{V_2}(v) \cdot \deg_{V_3}(v) \geq |V_1| \left( \sum_{v \in V_1} \deg_{V_2}(v)/|V_1| \right) \cdot \left( \sum_{v \in V_1} \deg_{V_3}(v)/|V_1| \right) \geq (p^2/4)|V_1||V_2||V_3|.
\]

A simple second moment calculation implies that a.a.s. the number of cherries in \( G \) is at most \( p^2n^3 \) and so (A2) holds. Note that alternatively this also follows from Janson’s inequality.

Finally, if \( \ell < \ell_0 \) we have \( p_{\ell_0,\ell} = \omega(n^{-(\ell-1)/\ell}) \). Then for any \( \ell < k < \ell_0 \), let \( V_1, \ldots, V_k \subseteq V(G) \) be disjoint sets such that \( |V_i| \geq n/\ell_i^0 \) for \( 1 \leq i \leq k \). By an application of Lemma 6 a.a.s. the number of cycles \( C_k \) in \( G \) with one vertex in each \( V_i \) is at least \( (p^{k/2}) \prod_{i=1}^{k} |V_i| \). And again by simple second moment calculations we get that a.a.s. the number of \( C_3 \) and \( C_4 \) in \( G \) is at most \( p^3n^3 \) and \( p^4n^4 \) respectively. As this implies that also (A3) holds a.a.s., the lemma is proved. \( \square \)

Next, for an almost 2-regular graph we obtain a decomposition such that (P1)-(P3) hold.

Proof of Lemma 10. Let \( F \in \mathcal{F}_4^\ell(n,2) \). We start with \( U = \emptyset \) and greedily add the vertex sets of cycles from \( F \) to \( U \). We stop once \( |U| \) passes \( 10\beta n \) and then remove exactly 2 \((v_1 \text{ and } v_2)\) or at least 5 \((v_1, \ldots, v_k)\) with \( v_iv_{i+1} \in E(F) \) vertices from the last cycle such that \( |U| = 10\beta n \pm 2 \).

Now let \( W = V \). First we want to ensure Property (P3). By the previous step there are at most two vertices in \( U \) with neighbours outside of \( F[U] \). If we removed only \( v_1, v_2 \) from \( U \) than we also remove these two from \( W \), which gives us one \( K_2 \) in \( F[V \setminus W] \). Otherwise we remove the pairs \( v_1, v_2 \) and \( v_{k-1}, v_k \) from \( W \), which gives us two \( K_2 \)'s in \( F[V \setminus W] \), because \( v_2 \) and \( v_{k-1} \) are not connected by an edge.
To ensure Property (P1) for any cycle in \( F[W \setminus U] \) of length larger than \( C \) we remove two neighbouring vertices from \( W \). There are at most \( n/C \) cycles of length \( C \) and as \( 10/C \leq \varepsilon \) we have \( |V \setminus W| \leq 2n/C + 4 \leq \varepsilon n \). We continue by removing the vertex sets of \( K_3 \)’s from \( F[W \setminus U] \), keeping \( |V \setminus W| \leq \varepsilon n + 2 \). If we still have \( |V \setminus W| < \varepsilon n - 2 \) then we remove additional \( K_2 \)’s from \( F[W \setminus U] \) until \( |V \setminus W| = \varepsilon n \pm 2 \). To ensure Property (P2) we only choose those \( K_2 \), which are not connected to anything else from \( V \setminus W \). This is possible because \( \varepsilon \leq 1/20 \) and finishes our proof.

Finally, we arrive at the key ingredient of the proof. We embed a small fraction of the graph such that the sets \( B_{\tilde{F}, H}(u, v) \) are large for all \( u, v \in V(H) \). We stress that it is crucial for universality that we can do this for all choices of \( F \).

**Proof of Lemma 11.** For \( \alpha > 0 \) and \( \ell \geq 3 \) let \( \beta, \varepsilon \), and \( \ell_0 \) such that (1) holds. Further let \( n_0 \) be large enough, \( n \geq n_0 \), \( p = \omega(p_{\ell_0}(n)) \), \( G \in \mathcal{G}(n, p, \ell_0, \ell) \), \( G_\alpha \) an \( n \)-vertex graph on the same vertex set as \( G \) with \( \delta(G) \geq \alpha n \), \( H := G_\alpha \cup G(n, p) \), and \( F \in \mathcal{F}_{\delta}(10\beta n \pm 2, 2) \).

We greedily choose vertices \( x_1, x_2, \ldots, x_t \) in \( F \) of degree 2 with distance \( d_F(x_i, x_j) \geq 5 \) for all \( 1 \leq i < j \leq t \) where \( \ell = \beta n \pm 1 \) is an integer. For \( \ell = 3 \) we additionally require that either all of them are contained in a \( C_3 \) or none. We first want to embed these vertices together with their neighbours. If \( \ell \geq 5 \) we find a set of disjoint cherries in \( H \) where we can embed them to. But if \( \ell < 5 \) some of the vertices might be contained in a \( C_3 \) or \( C_4 \) and then we have to embed the whole cycle at once as we can not hope to close it later. If \( \ell = 4 \) there are no \( C_3 \)’s and, therefore, we can embed \( x_1, \ldots, x_t \) with their neighbours onto a set of disjoint \( C_4 \)’s and close the cycle if necessary. Finally, if \( \ell = 3 \) than either all \( x_i \) are contained in a \( C_3 \) or none. In the former case we embed these onto a set of disjoint \( C_3 \)’s and in the latter case we proceed as for \( \ell = 4 \). We call a graph centred if it has one vertex indicated as its centre and refer to the neighbours of the centre as neighbours of the graph.

**Claim.** Let \( T \) be a cherry, if \( \ell \leq 4 \) a \( C_4 \) or if \( \ell \geq 3 \) a \( C_3 \). Then there is a choice of \( t \) disjoint centred copies \( T_1, \ldots, T_t \) in \( H \) such that the following holds. For any \( u, v \in V \) there are at least \( 2\varepsilon n \) copies of \( T \) in \( T_1, \ldots, T_t \) with their centres in \( N_{G_\alpha}(u) \) and the neighbours in \( N_{G_\alpha}(v) \).

**Proof of the Claim.** We randomly and sequentially want to pick \( t \) centred copies \( T_1, \ldots, T_t \) of \( T \) from \( G \), where each \( T_i \) is picked uniformly at random from the copies of \( T \) which are disjoint from \( T_1, \ldots, T_{i-1} \).

For \( u, v \in V(H) \), \( i \in [t] \), let \( Y_{i,v} \) be the Bernoulli random variable for the event that \( \tilde{x}_i \in N_{G_\alpha}(u) \) and \( R_i \subseteq N_{G_\alpha}(v) \), where \( \tilde{x}_i \) is the centre of \( T_i \) and \( R_i \) is the set containing the two neighbours of \( \tilde{x}_i \) in \( T_i \). Since \( \delta(G_\alpha) \geq \alpha n \), \( |F| = 20\beta n \pm 2 \) and the existing copies of \( T \) cover at most \( 4\beta n + 4 \leq \alpha n/8 \) vertices, there are at least \( 7\alpha n/8 \) vertices available in both \( N_{G_\alpha}(u) \setminus \bigcup_{j \in [i-1]} V(T_j) \) and \( N_{G_\alpha}(v) \setminus \bigcup_{j \in [i-1]} V(T_j) \). Therefore, there are sets \( V_1 \subseteq N_{G_\alpha}(u) \setminus \bigcup_{j \in [i-1]} V(T_j) \), \( V_2, V_3 \subseteq N_{G_\alpha}(v) \setminus \bigcup_{j \in [i-1]} V(T_j) \), and \( V_4 \subseteq V(H) \setminus \bigcup_{j \in [i-1]} V(T_j) \) of size \( |V_i| = \alpha n/4 \) for \( i = 1, 2, 3, 4 \). We now consider the three cases, where \( T \) is a cherry, \( C_3 \), or \( C_4 \).

- In the case \( T = K_{1,2} \) we will find cherries with the centre in \( V_1 \) and the neighbours in \( V_2 \) and \( V_3 \).

Since \( G \in \mathcal{G}(n, p, \ell_0, \ell) \) and \( \alpha/4 \geq 1/\ell_0 \) by (A2) the number of cherries that we are interested
in is at least $\alpha^3 p^2 n^3/256$. The total number of cherries in $G$ is at most $p^2 n^3$. This allows us to obtain
\[
E(Y_i^{u,v} | Y_1^{u,v}, \ldots, Y_{i-1}^{u,v}) \geq \frac{\alpha^3 p^2 n^3/256}{p^2 n^3} \geq \alpha^3/256.
\]

- When $T = C_4$ we embed the centre into $V_1$, both neighbours into $V_2$, $V_3$, and the last vertex into $V_4$. As $\ell \leq 4$, $G \in \mathcal{G}(n, p, \ell, 0)$, and $\alpha/4 \geq 1/\ell_0$ by (A3) there are at least $\alpha^4 p^4 n^4/128$ suitable copies of $C_4$. On the other hand the total number of $C_4$ is at most $p^4 n^4$, which gives us
\[
E(Y_i^{u,v} | Y_1^{u,v}, \ldots, Y_{i-1}^{u,v}) \geq \frac{\alpha^4 p^4 n^4/128}{p^4 n^4} \geq \alpha^4/512.
\]

- Finally, for $T = C_3$ we embed the centre into $V_1$ and the other two vertices into $V_2$ and $V_3$. As $\ell = 3$, we obtain from (A3) that there are at least $\alpha^3 p^3 n^3/32$ suitable copies of $C_3$ and at most $p^3 n^3$ copies of $C_3$ in $G$ in total. This implies
\[
E(Y_i^{u,v} | Y_1^{u,v}, \ldots, Y_{i-1}^{u,v}) \geq \frac{\alpha^3 p^3 n^3/32}{p^3 n^3} \geq \alpha^3/128.
\]

Let $x := t\alpha^4/512 \geq \beta \alpha^4 n/1000 \geq 20\varepsilon n$ by the choice of $\varepsilon$ in (1). Thus, by [2, Lemma 2.2] (the sequential dependence lemma) with $\delta = 1/2$, or a simple coupling argument, we get
\[
P(Y_1^{u,v} + \cdots + Y_t^{u,v} < 10\varepsilon n) \leq 32 \left( \frac{Y_1^{u,v} + \cdots + Y_t^{u,v} < x/2} {e^{-x/12}} \right) \leq e^{-\varepsilon n}.
\]

With a union bound, we conclude that there is a choice of $T_1, \ldots, T_t$ such that, for each $u, v \in V(H)$, $Y_1^{u,v} + \cdots + Y_T^{u,v} \geq 10\varepsilon n$, i.e., the claim holds for any of the $T$.

With $T_1, \ldots, T_t$ as given by the claim we define the embedding $f$ of the graphs $T$ centred at $x_1, \ldots, x_t$ by mapping $x_i$ to the centre $\tilde{x}_i$ of $T_i$ and the remaining vertices of this copy of $T$ accordingly. Note that for $\ell \leq 4$ we might embed a cherry onto a $C_4$ and leave one vertex uncovered. This gives us a partial embedding $f$ of $F$.

Next we extend this embedding $f$ by embedding additional components of $F$ and extending/connecting existing parts. For $\ell \leq 4$ we first embed all $C_3$'s and $C_4$'s from $F$ which do not contain a vertex from $x_1, \ldots, x_t$. Let $T$ be a $C_3$ or $C_4$ as a subgraph of $F_1$ which we have not yet embedded. As $|F| \leq 10\beta n + 2 \leq \alpha n/2$ and $G \in \mathcal{G}(n, p, \ell, 0)$ by (A3) there is a copy $\tilde{T}$ of $T$ in the vertices of $G$ not covered by $f$. We extend $f$ by embedding $T$ onto $\tilde{T}$.

If there is some component of $G$ which has not been touched by our embedding so far, we choose an arbitrary vertex $v$ and extend $f$ by embedding it to an arbitrary available vertex $\tilde{v}$. To extend the existing parts let $u$ be any vertex of $F$, which is not yet embedded and has exactly one neighbour $v$ and at most one vertex at distance two that are already embedded (the second condition ensures that we do not close the gap to much). Then as $|N_{G_n}(f(v))| \geq \alpha n$ and $|F| \leq 10\beta n + 2 \leq \alpha n/2$ there are at least $\alpha n/2$ choices in $N_{G_n}(f(v))$ for the image $\tilde{u}$ of $u$. We choose one arbitrarily and define $f(u) = \tilde{u}$.

Finally, we want to finish the embedding of $F$ by connecting all existing paths to cycles. Observe that by our choice of $x_1, \ldots, x_t$ and the previous step, all vertices that are not embedded lie on a path of length 3 connecting two vertices which are already embedded by $f$. So let $f(u_1) = \tilde{u}_1$ and
$f(u_2) = \tilde{u}_2$ be two vertices (which have degree one in the image of $f$) such that from the path $u_1, v_1, v_2, u_2$ in $F$ both vertices $u_1, u_2$ are not yet embedded. Let $V_1$ be the available vertices in $N_{G_1}(\tilde{v}_1)$ and $V_2$ the available vertices in $N_{G_2}(\tilde{v}_2)$ after removing the image of $f$. As before we have $|V_1|, |V_2| \geq \alpha n/2$ and using (A1) we find two vertices $\tilde{u}_1$ and $\tilde{u}_2$ such that $\tilde{v}_1 \tilde{u}_1 \in E(G_1), \tilde{v}_2 \tilde{u}_2 \in E(G_2)$, and $\tilde{u}_1 \tilde{u}_2 \in E(G_1)$. We extend $f$ by defining $f(u_1) = \tilde{u}_1$ and $f(u_2) = \tilde{u}_2$. We repeat the above until all vertices are embedded. For the final embedding $f$ of $F$ into $H$ let $\tilde{F} = f(F)$.

By the claim for any $u, v \in V$, there are at least $10\varepsilon n$ graphs from $T_1, \ldots, T_t$ such that their centres are in $N_{G_1}(u)$ and the neighbours are in $N_{G_2}(v)$. Since these graphs are contained in $\tilde{F}$, we conclude that $|B_{\tilde{F}, H}(u, v)| \geq 10\varepsilon n$ for any $u, v \in V$, as required. $\square$
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