RIESZ-TYPE CRITERIA FOR THE RIEMANN HYPOTHESIS
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Abstract. In 1916, Riesz proved that the Riemann hypothesis is equivalent to the bound
\[ \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \exp \left( -\frac{x}{n^2} \right) = O(x^{-\frac{3}{4}+\epsilon}) \]
as \( x \to \infty \), for any \( \epsilon > 0 \). Around the same time, Hardy and Littlewood gave another equivalent criteria for the Riemann hypothesis while correcting an identity of Ramanujan. In the present paper, we establish a one-variable generalization of the identity of Hardy and Littlewood and as an application, we provide Riesz-type criteria for the Riemann hypothesis. In particular, we obtain the bound given by Riesz as well as the bound of Hardy and Littlewood.

1. Introduction

Ramanujan discovered many beautiful identities in his short life span of 32 years, and most of the identities are correct, but a few are incorrect. Over the years, these erroneous identities also inspired mathematicians to develop many interesting results. One of such incorrect identities is the following identity: For any \( x > 0 \),
\[ \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \exp \left( -\frac{x}{n^2} \right) = \sqrt{\frac{\pi}{x}} \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \exp \left( -\frac{\pi^2}{n^2} \right), \tag{1.1} \]
where \( \mu(n) \) denotes the Möbius function. Ramanujan, during his stay at Trinity, showed the above identity to Hardy and Littlewood from his Second Notebook \[15\, p. 312\]. Unfortunately, all the identities on page 312 are incorrect. Bruce Berndt \[2\, p. 468-469\] gave a very nice numerical explanation about the wrongness of the identity (1.1). Hardy and Littlewood \[9\, p. 156, Section 2.5\] established a corrected version of (1.1).
Mainly, they proved that, for any \( x > 0 \),
\[ \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \exp \left( -\frac{x}{n^2} \right) = \sqrt{\frac{\pi}{x}} \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \exp \left( -\frac{\pi^2}{n^2} \right) - \frac{1}{2\sqrt{\pi}} \sum_{\rho} \left( \frac{\pi}{\sqrt{x}} \right)^{\rho} \frac{\Gamma \left( \frac{1-\rho}{2} \right)}{\zeta(\rho)}, \tag{1.2} \]
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\[1\text{There is a typo in } [2, \text{Equation (37.3), p. 470}], \text{in which the expression } \frac{1}{p} \text{ in the right-side sum over } \rho \text{ should be replaced by } \sqrt{p}.\]
where the right-side sum over \( \rho \) runs through the non-trivial zeros of the Riemann zeta function \( \zeta(s) \). The identity (1.2) holds under the assumption that, all non-trivial zeros of \( \zeta(s) \) are simple. Replacing \( x \) by \( \alpha^2 \) and \( \beta = \pi/\alpha \), one can immediately show that

\[
\sqrt{\alpha} \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \exp \left( -\left( \frac{\alpha}{n} \right)^2 \right) - \sqrt{\beta} \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \exp \left( -\left( \frac{\beta}{n} \right)^2 \right) = -\frac{1}{2\sqrt{\beta}} \sum_{\rho} \frac{\Gamma \left( \frac{1-\rho}{2} \right) \beta^\rho}{\zeta'(\rho)}.
\]

(1.3)

The convergence of the above right-side sum is delicate. Hardy and Littlewood showed that this infinite sum over the non-trivial zeros of \( \zeta(s) \) is convergent under the assumption of bracketing the terms, that is, the terms corresponding to the non-trivial zeros \( \rho_1 \) and \( \rho_2 \) will be inside the same bracket if for some positive constant \( A_0 \), we have

\[
|\text{Im}(\rho_1) - \text{Im}(\rho_2)| < \exp \left( -A_0 \frac{\text{Im}(\rho_1)}{\log(\text{Im}(\rho_1))} \right) + \exp \left( -A_0 \frac{\text{Im}(\rho_2)}{\log(\text{Im}(\rho_2))} \right).
\]

(1.4)

To know more about the identity (1.3), readers can see Berndt [2, p. 470], Paris and Kaminski [14, p. 143], and Titchmarch [17, p. 219].

Riesz [16], in 1916, proved that the Riemann hypothesis is equivalent to the fact that

\[
P_2(x) := \sum_{n=1}^{\infty} \frac{\mu(n)}{n^2} \exp \left( -\frac{x}{n^2} \right) = O_\epsilon \left( x^{-\frac{3}{4}+\epsilon} \right), \quad \text{as } x \to \infty,
\]

(1.5)

for any positive \( \epsilon \). Around the same time, as an application of (1.3), Hardy and Littlewood [9, p. 161] showed that the Riemann hypothesis is equivalent to the following bound

\[
P_1(x) := \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \exp \left( -\frac{x}{n^2} \right) = O_\epsilon \left( x^{-\frac{1}{4}+\epsilon} \right), \quad \text{as } x \to \infty,
\]

(1.6)

for any positive \( \epsilon \).

In the current paper, we establish a one-variable generalization of the identity (1.2) and as an application of our result, we obtain an equivalent criteria for the Riemann hypothesis. In particular, we are able to recover the equivalent criteria (1.5) given by Riesz, as well as the bound (1.6) given by Hardy and Littlewood.

Now we define an important special function. Let \( c_1, \ldots, c_p \) and \( d_1, \ldots, d_q \) be \( p + q \) complex numbers. The generalized hypergeometric series [13, p. 404, Equation 16.2.1] is defined by the following series expansion

\[
pFq(c_1, \ldots, c_p; d_1, \ldots, d_q; z) := \sum_{n=0}^{\infty} \frac{(c_1)_n \cdots (c_p)_n}{(d_1)_n \cdots (d_q)_n} \frac{z^n}{n!},
\]

where \((c)_n := \frac{\Gamma(c+n)}{\Gamma(c)} \). This series converges for all complex values of \( z \) if \( p \leq q \). However, if \( p = q + 1 \), then it converges for \(|z| < 1\), and in this case, it can be
analytically continued to $\mathbb{C}$ if we consider a branch cut from 1 to $+\infty$. In particular, when $p = q = 1$, that is, $1F_1(c_1; d_1; z)$ is an entire function and if $c_1 = d_1$, it reduces to the exponential function.

Now we are ready to state the main identity.

**Theorem 1.1.** Let $k \geq 1$ be a real number. Assume that all non-trivial zeros of $\zeta(s)$ are simple. Then for any positive $x$, we have

$$
\sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} \exp\left(-\frac{x}{n^2}\right) = \frac{\Gamma\left(\frac{k}{2}\right)}{\pi^{\frac{k}{2}}} \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \ _1F_1\left(\frac{k}{2}; \frac{1}{2}; -\frac{\pi^2}{n^2x}\right) + \frac{1}{2} \sum_{\rho} \frac{\Gamma\left(\frac{k-\rho}{2}\right)}{\zeta'\left(\frac{k-\rho}{2}\right)} x^{-\frac{k-\rho}{2}},
$$

where the sum over $\rho$ runs through all non-trivial zeros of $\zeta(s)$ and satisfying the condition (1.4).

Substituting $k = 1$ in (1.7), and replacing $x$ by $\pi^2/x$, one can immediately obtain (1.2). Letting $x \to \infty$ in (1.7) and assuming the absolute convergence of the right side series over the non-trivial zeros of $\zeta(s)$, one can immediately see that

$$
P_k(x) := \sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} \exp\left(-\frac{x}{n^2}\right) = O\left(x^{-\frac{k}{2}+\frac{1}{4}}\right),
$$

under the assumption of the Riemann hypothesis. This observation suggests us to obtain the following equivalent criteria for the Riemann hypothesis.

**Theorem 1.2.** The Riemann hypothesis is equivalent to the bound

$$
P_k(x) = O\left(x^{-\frac{k}{2}+\frac{1}{4}+\epsilon}\right), \quad \text{as } x \to \infty, \quad (1.8)
$$

for any positive $\epsilon$.

In particular, letting $k = 1$ in (1.8) allows us to recover the bound (1.6) of Hardy and Littlewood, and $k = 2$ gives the bound (1.5) of Riesz.

2. Preliminaries

In this section, we state a few well-known results, which will play a vital role in proving our main identity. We begin with an important summation formula, namely, Euler’s summation formula.

**Lemma 2.1.** Let $\{a_n\}$ be a sequence of complex number and $f(t)$ be a continuously differentiable function on $[1, x]$. Consider $A(x) := \sum_{1 \leq n \leq x} a_n$. Then we have

$$
\sum_{1 \leq n \leq x} a_n f(n) = A(x) f(x) - \int_{1}^{x} A(t) f'(t) dt. \quad (2.1)
$$
Proof. Proof of this result can be found in [12, p. 17] □

The next result gives an important information about the asymptotic expansion of the gamma function.

Lemma 2.2. In a vertical strip \( \alpha \leq \sigma \leq \beta \), we have

\[
|\Gamma(\sigma + iT)| = \sqrt{2\pi |T|^\sigma - 1/2} e^{-\frac{1}{2} |T|} \left(1 + O\left(\frac{1}{|T|}\right)\right) \quad \text{as} \quad |T| \to \infty. \tag{2.2}
\]

This is popularly known as Stirling’s formula. Now we will state an important result, which will provide us a bound for \( 1/\zeta(s) \).

Lemma 2.3. Suppose, for every non-trivial zero \( \rho \) of \( \zeta(s) \), there exist a sequence of arbitrarily larger positive numbers \( T \) with \( |T - \text{Im}(\rho)| > \exp\left(-\frac{C_0 \text{Im}(\rho)}{\log(\text{Im}(\rho))}\right) \), where \( A \) is some positive constant. Then,

\[
\frac{1}{|\zeta(\sigma + iT)|} < e^{C_1 T},
\]

for some constant \( 0 < C_1 < \pi/4 \).

Proof. One can find a proof of this result in [17, p. 219]. An important point to note that the assumption of the bracketing condition (1.4) guarantee the existence of such a sequence. □

The next result will be one of the crucial ingredients in providing an equivalence criteria for the Riemann hypothesis.

Lemma 2.4. Let \( k \geq 1 \). In the region \( \frac{1-k}{2} < \text{Re}(s) < 1 \), except at \( s = 0 \), we have

\[
\int_0^\infty x^{-s-1} P_k(x) dx = \frac{\Gamma(-s)}{\zeta(2s + k)}.
\]

Proof. This lemma was proved by Riesz [16] for \( k = 1 \), which was used by Hardy and Littlewood [9, p. 161, Equn (2.544)] to give an equivalent criteria for the Riemann hypothesis. Here we shall prove this lemma for \( k > 1 \). Using the definition of \( P_k(x) \), one can show that

\[
P_k(x) = \sum_{n=1}^\infty \frac{\mu(n)}{n^k} \exp\left(-\frac{x}{n^2}\right) = \sum_{n=1}^\infty \frac{\mu(n)}{n^k} \sum_{m=0}^\infty \frac{(-1)^m x^m}{m! n^{2m}} = \sum_{m=0}^\infty \frac{(-1)^m x^m}{m! \zeta(k + 2m)}. \tag{2.3}
\]

Note that, when \( k = 1 \), the last sum will start from \( m = 1 \) since the term corresponding to \( m = 0 \) will become zero. For \( \text{Re}(s) > \frac{1-k}{2} \), use the series expansion of \( \zeta(2s + k) \) to
write

$$
\zeta(2s + k) \int_0^\infty x^{-s-1} P_k(x) \, dx = \sum_{n=1}^{\infty} \frac{1}{n^k} \int_0^\infty \frac{x^{-s-1}}{n^{2s}} P_k(x) \, dx
$$

$$
= \sum_{n=1}^{\infty} \frac{1}{n^k} \int_0^\infty x^{-s-1} P_k \left( \frac{x}{n^2} \right) \, dx
$$

$$
= \int_0^\infty x^{-s-1} \sum_{n=1}^{\infty} \frac{1}{n^k} P_k \left( \frac{x}{n^2} \right) \, dx. \tag{2.4}
$$

Here in the second last step we replaced $x$ by $x/n^2$ and in the final step interchanging of summation and integration was possible due to Weierstrass M-test as one can easily show that $\left| \frac{1}{n^k} P_k \left( \frac{x}{n^2} \right) \right| \leq \zeta(k)$ for $k > 1$. Now using (2.3), one can find that

$$
\sum_{n=1}^{\infty} \frac{1}{n^k} P_k \left( \frac{x}{n^2} \right) = \sum_{n=1}^{\infty} \frac{1}{n^k} \sum_{m=0}^{\infty} \frac{(-1)^m x^m}{m! n^{2m} \zeta(k+2m)} = \sum_{m=0}^{\infty} \frac{(-1)^m x^m}{m! n^{2m} \zeta(k+2m)}, \tag{2.5}
$$

On substituting (2.5) in (2.4), we get

$$
\zeta(2s + k) \int_0^\infty x^{-s-1} P_k(x) \, dx = \int_0^\infty x^{-s-1} e^{-x} \, dx = \Gamma(-s),
$$

for $\text{Re}(s) < 0$. By analytic continuation it can be extended to the right half plane $\text{Re}(s) < 1$ except at $s = 0$.

Now we define an important special function, namely, the Meijer $G$-function [13, p. 415, Definition 16.17], which is the generalization of many well-known special functions. Let $m, n, p, q$ be non-negative integers with $0 \leq m \leq q$, $0 \leq n \leq p$. Let $a_1, \ldots, a_p$ and $b_1, \ldots, b_q$ be complex numbers with $a_i - b_j \notin \mathbb{N}$ for $1 \leq i \leq n$ and $1 \leq j \leq m$. Then the Meijer $G$-function is defined by

$$
G_{p,q}^{m,n} \left( \begin{array}{c} a_1, \ldots, a_p \\ b_1, \ldots, b_q \end{array} \left| z \right. \right) := \frac{1}{2\pi i} \int_L \prod_{j=m+1}^{m} \Gamma(b_j - s) \prod_{j=1}^{n} \Gamma(1 - a_j + s) z^s \prod_{j=n+1}^{p} \Gamma(1 - b_j + s) \prod_{j=1}^{n} \Gamma(a_j - s) \, ds, \tag{2.6}
$$

where the line of integration $L$, from $-i\infty$ to $+i\infty$, separates the poles of the factors $\Gamma(1 - a_j + s)$ from those of the factors $\Gamma(b_j - s)$. The above integral converges if $p + q < 2(m + n)$ and $|\arg(z)| < (m + n - \frac{p+q}{2}) \pi$.

Now we state Slater’s theorem [13, p. 415, Equation 16.17.2], which will allow us to express Meijer $G$-function in terms of generalized hypergeometric functions. If $p \leq q$
and \( b_j - b_k \not\in \mathbb{Z} \) for \( j \neq k, 1 \leq j, k \leq m \), then

\[
G_{m,n}^{p,q}(a_1, \ldots, a_p, b_1, \ldots, b_q | z) = \sum_{k=1}^{m} A_{m,n}^{p,q,k}(z) F_{q-1}(1 + b_k - a_1, \ldots, 1 + b_k - a_p | (-1)^{p-m-n} z),
\]

where * means that the entry \( 1 + b_k - b_k \) is omitted and

\[
A_{m,n}^{p,q,k}(z) := z^{b_k} \prod_{j=1, j \neq k}^{m} \Gamma(b_j - b_k) \prod_{j=1}^{n} \Gamma(1 + b_k - a_j) \prod_{j=m+1}^{p} \Gamma(a_j - b_k).
\]

Now we are ready to provide the proof of the main results.

### 3. Proof of main results

**Proof of Theorem 1.1.** It is well-known that the gamma function \( \Gamma(s) \) is the Mellin transform of \( e^{-x} \). Therefore, \( e^{-x} \) is the inverse Mellin transform of \( \Gamma(s) \). That is,

\[
e^{-x} = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(s)x^{-s}ds,
\]

valid for any \( c > 0 \). If we shift the line of integration to the line \( c \in (-1,0) \), then we will have

\[
e^{-x} - 1 = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(s)x^{-s}ds. \tag{3.1}
\]

First, we recall that the prime number theorem is equivalent to the fact that \( \sum_{n=1}^{\infty} \frac{\mu(n)}{n} = 0 \). One can easily show that, for any \( k \in \mathbb{N} \), the series \( \sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} \exp \left(-\frac{x}{n^k}\right) \) is convergent. In fact, for \( k \geq 2 \), it is absolutely convergent, whereas for \( k = 1 \), it is conditionally convergent. However, our proof is valid for any \( k \geq 1 \). With the help of (3.1), we can write

\[
\sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} \exp \left(-\frac{x}{n^k}\right) = \sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} - \sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} \left(1 - \exp \left(-\frac{x}{n^k}\right)\right)
\]

\[
= \sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} + \sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(s) \left(\frac{x}{n^k}\right)^{-s} ds
\]

\[
= \sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} + \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(s) \frac{\zeta(k-2s)}{\zeta(k-2s)} x^{-s} ds, \tag{3.2}
\]

Here in the ultimate step we interchanged the summation and integration since the series \( \sum_{n=1}^{\infty} \frac{\mu(n)}{n^k-2s} \) is absolutely and uniformly convergent in any compact
the non-trivial zeros of $\zeta$ as we are interested to collect the contributions of the residual terms corresponding to identity, we do not require the assumption of the Riemann hypothesis. Nevertheless, trivial zeros of $\zeta$ due to the simple poles of $\Gamma(s)$ with $\Re(s) = \frac{k}{2} - \frac{1}{4}$. However, to obtain our main identity, we do not require the assumption of the Riemann hypothesis. Nevertheless, as we are interested to collect the contributions of the residual terms corresponding to the non-trivial zeros of $\zeta(k-2s)$, so we have to shift the line of integration to the line $\Re(s) = \lambda$, where $\lambda \in \left(\frac{k}{2}, \frac{k}{2} + 1\right)$.

Thus, we consider the contour $C$ determined by the line segments $[\lambda - iT, \lambda + iT], [\lambda + iT, c + iT], [c + iT, c - iT]$, and $[c - iT, \lambda - iT]$, where $-1 < c < 0$ and $\frac{k}{2} < \lambda < \frac{k}{2} + 1$, and $T$ is some large positive number. Now appealing to Cauchy’s residue theorem, we have

$$\frac{1}{2\pi i} \int_C \frac{\Gamma(s)}{\zeta(k-2s)} x^{-s} ds = R_0 + R_T(x),$$

where $R_0$ denotes the residual term due to the simple pole of $\Gamma(s)$ at $s = 0$ and $R_T(x)$ denotes the sum of the residual terms corresponding to the non-trivial zeros $\rho$ of $\zeta(k-2s)$ with $|\Im(\rho)| < T$. Next, we shall try to show that the horizontal integrals

$$H_1(x; T) := \frac{1}{2\pi i} \int_{\lambda + iT}^{c+iT} \frac{\Gamma(s)}{\zeta(k-2s)} x^{-s} ds,$$

and

$$H_2(x; T) := \frac{1}{2\pi i} \int_{c-iT}^{\lambda-iT} \frac{\Gamma(s)}{\zeta(k-2s)} x^{-s} ds$$

vanish as $T$ approaches to infinity. Here, we employ Starling’s formula for $\Gamma(s)$ i.e., Lemma 2.2 and along with Lemma 2.3, we find that

$$|H_1(x; T)| \ll \int_{\lambda}^{c} |T|^C \exp \left(2C_1T - \frac{\pi}{2}|T|\right) dT,$$

where $C_1$ is some constant, and $0 < C_1 < \pi/4$. This immediately implies that $H_1(x; T)$ vanishes as $T \to \infty$. In a similar way, one can show that $H_2(x; T)$ goes to zero as $T \to \infty$. Now letting $T \to \infty$ in (3.4), we arrive at

$$\frac{1}{2\pi i} \int_{c-iT}^{c+iT} \frac{\Gamma(s)}{\zeta(k-2s)} x^{-s} ds = \frac{1}{2\pi i} \int_{\lambda-iT}^{\lambda+iT} \frac{\Gamma(s)}{\zeta(k-2s)} x^{-s} ds - R_0 - R(x),$$

(3.5)
where $\mathcal{R}(x)$ is an infinite series, that is, the sum of the residual terms corresponding to the non-trivial zeros of $\zeta(k-2s)$. One can easily calculate the residue at $s=0$,

$$R_0 = \lim_{s \to 0} \frac{s \Gamma(s)}{\zeta(k-2s)} x^{-s} = \frac{1}{\zeta(k)}. \quad (3.6)$$

If we assume that all the non-trivial zeros of $\zeta(s)$ are simple, then we get

$$\mathcal{R}(x) = \sum_{\rho} \lim_{s \to \frac{k-\rho}{2}} \frac{(s-k^{2}/2) \Gamma(s)}{\zeta(k-2s)} x^{-s} = -\frac{1}{2} \sum_{\rho} \frac{\Gamma(k-\rho)}{\zeta'(\rho)} x^{-k^{2}}. \quad (3.7)$$

where the sum runs through all the non-trivial zeros $\zeta(s)$. More generally, if we do not assume the simplicity hypothesis, that is, if $n_\rho$ is the multiplicity of $\rho$, then

$$\mathcal{R}(x) = \sum_{\rho} \frac{1}{(n_\rho-1)!} \lim_{s \to \frac{k-\rho}{2}} \frac{d^{n_\rho-1}}{ds^{n_\rho-1}} \left\{ \left( s-k^{2}/2 \right)^{n_\rho} \frac{\Gamma(s)}{\zeta(k-2s)x^s} \right\}.$$

Substituting (3.6) and (3.7) in (3.5) and combining with (3.2) and (3.3), we obtain

$$\sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} \exp \left( -\frac{x}{n^2} \right) = \frac{1}{2\pi i} \int_{\lambda-i\infty}^{\lambda+i\infty} \frac{\Gamma(s)}{\zeta(k-2s)} x^{-s} ds + \frac{1}{2} \sum_{\rho} \frac{\Gamma(k-\rho)}{\zeta'(\rho)} x^{-k^{2}}. \quad (3.8)$$

At this juncture, we shall try to simplify the right vertical integral

$$V(x, k) := \frac{1}{2\pi i} \int_{\lambda-i\infty}^{\lambda+i\infty} \frac{\Gamma(s)}{\zeta(k-2s)} x^{-s} ds, \quad (3.9)$$

where $\frac{k}{2} < \lambda < \frac{k}{2} + 1$. Here we make use of the symmetric form of the functional equation of $\zeta(s)$, that is,

$$\pi^{-\frac{s}{2}} \Gamma \left( \frac{s}{2} \right) \zeta(s) = \pi^{-\frac{1-s}{2}} \Gamma \left( \frac{1-s}{2} \right) \zeta(1-s),$$

replace $s$ by $k-2s$ and simplify to see

$$\frac{1}{\zeta(k-2s)} = \frac{\pi^{\frac{1}{2}-k+2s} \Gamma \left( \frac{k-2s}{2} \right)}{\Gamma \left( \frac{1-k+2s}{2} \right) \zeta(1-k+2s)}. \quad (3.10)$$

Plugging (3.10) in (3.9), one can see that

$$V(x, k) := \frac{\pi^{\frac{1}{2}-k}}{2\pi i} \int_{\lambda-i\infty}^{\lambda+i\infty} \frac{\Gamma(s) \Gamma(k-s)}{\Gamma \left( \frac{k}{2} + s \right) \zeta(1-k+2s)} \left( \frac{x}{\pi^2} \right)^{-s} ds. \quad (3.11)$$

Here we can check that $1 < \text{Re}(1-k+2s) < 3$ since $\frac{k}{2} < \text{Re}(s) = \lambda < \frac{k}{2} + 1$. Thus, we can write

$$\frac{1}{\zeta(1-k+2s)} = \sum_{n=1}^{\infty} \frac{\mu(n)n^{k-1}}{n^{2s}}.$$
Making use of the above series expansion in (3.11) and then interchanging the summation and integration, (3.11) reduces to

\[ V(x, k) := \pi^{\frac{k}{2} - k} \sum_{n=1}^{\infty} \mu(n) n^{k-1} I(X_n, k), \quad (3.12) \]

where

\[ I(X_n, k) := \frac{1}{2\pi i} \int_{\lambda-i\infty}^{\lambda+i\infty} \Gamma(s) \Gamma\left(\frac{k}{2} - s\right) \Gamma\left(\frac{1-k}{2} + s\right) X_n^{-s} ds, \quad (3.13) \]

and \( X_n = \frac{n^2}{\pi^2} \). Now our main goal is to simplify the integral \( I(X_n, k) \). We shall try to express this integral in terms of the Meijer \( G \)-function. We know that \( \Gamma(s) \) has poles at \( s = 0, -1, -2, \ldots \), and the poles of \( \Gamma\left(\frac{k}{2} - s\right) \) are at \( k/2, k/2 - 1, k/2 - 2, \ldots \). Thus, we can easily observe that the line of integration \( \text{Re}(s) = \lambda \) does not separate the poles of \( \Gamma(s) \) with the poles of \( \Gamma\left(\frac{k}{2} - s\right) \) since \( \frac{k}{2} < \lambda < \frac{k}{2} + 1 \). Therefore, we shift the line of integration \( \text{Re}(s) = \lambda \) to a new line \( \text{Re}(s) = \lambda_1 \), where \( 0 < \lambda_1 < \frac{k}{2} \) so that this new line of integration does separate the poles \( \Gamma(s) \) from the poles of \( \Gamma\left(\frac{k}{2} - s\right) \). With the help of this new line of integration, we construct a contour \( C_1 \) determined by line segments \([\lambda - iT, \lambda + iT], [\lambda + iT, \lambda_1 + iT], [\lambda_1 + iT, \lambda_1 - iT], \) and \([\lambda_1 - iT, \lambda - iT] \). Again, utilizing the residue theorem, we have

\[ \frac{1}{2\pi i} \int_{\lambda-iT}^{\lambda+iT} + \int_{\lambda+iT}^{\lambda_1+iT} + \int_{\lambda_1+iT}^{\lambda_1-iT} + \int_{\lambda_1-iT}^{\lambda-iT} \Gamma(s) \Gamma\left(\frac{k}{2} - s\right) \Gamma\left(\frac{1-k}{2} + s\right) X_n^{-s} ds = \text{Res}_{s=\frac{k}{2}} \Gamma(s) \Gamma\left(\frac{k}{2} - s\right) X_n^{-s}. \quad (3.14) \]

Letting \( T \to \infty \) and using Stirling’s formula (2.2) for \( \Gamma(s) \), one can show that both of the horizontal integrals vanish. Therefore, (3.14) becomes

\[ \frac{1}{2\pi i} \int_{\lambda-i\infty}^{\lambda+i\infty} \Gamma(s) \Gamma\left(\frac{k}{2} - s\right) \Gamma\left(\frac{1-k}{2} + s\right) X_n^{-s} ds = \frac{1}{2\pi i} \int_{\lambda_1-i\infty}^{\lambda_1+i\infty} \Gamma(s) \Gamma\left(\frac{k}{2} - s\right) \Gamma\left(\frac{1-k}{2} + s\right) X_n^{-s} ds - \frac{\Gamma\left(\frac{k}{2}\right) X_n^{-\frac{k}{2}}}{\sqrt{\pi}}. \quad (3.15) \]

We have already seen that the line of integration \( \text{Re}(s) = \lambda_1 \) does separate the poles of \( \Gamma(s) \) from the poles of \( \Gamma\left(\frac{k}{2} - s\right) \). Thus, making use of the definition (2.6) of the Meijer \( G \)-function, with \( m = n = p = 1, q = 2, \) and \( a_1 = 1, b_1 = \frac{k}{2}, b_2 = \frac{k+1}{2} \), we can write

\[ \frac{1}{2\pi i} \int_{\lambda_1-i\infty}^{\lambda_1+i\infty} \Gamma(s) \Gamma\left(\frac{k}{2} - s\right) \Gamma\left(\frac{1-k}{2} + s\right) X_n^{-s} ds = G_{1,2}^{1,1} \left( \frac{1}{2}, \frac{1}{2} \middle| \frac{1}{X_n} \right). \quad (3.16) \]

Here one can easily check all the necessary conditions for the convergence of this Meijer \( G \)-function. Now invoking Slater’s theorem (2.7), one can show that

\[ G_{1,2}^{1,1} \left( \frac{1}{2}, \frac{1}{2} \middle| \frac{1}{X_n} \right) = \frac{\Gamma\left(\frac{k}{2}\right)}{X_n^{\frac{k}{2}}} \text{F}_1 \left( \frac{k}{2}, \frac{1}{2} ; \frac{1}{X_n} \right). \quad (3.17) \]
Substituting (3.17) in (3.16) and together with (3.15) and (3.13), we see that the right vertical integral $V(x, k)$ (3.12) takes the final shape as

$$V(x, k) = \frac{\Gamma\left(\frac{k}{2}\right)}{\pi^k} \sum_{n=1}^{\infty} \frac{\mu(n)n^{k-1}}{X_n} \left\{ {}_1F_1\left(\frac{k}{2}; \frac{1}{2}; -\frac{x}{X_n}\right) - 1 \right\}. $$

Now plugging $X_n = \frac{n^2x}{\pi^2}$, the above expression reduces to

$$V(x, k) = \frac{\Gamma\left(\frac{k}{2}\right)}{x^{\frac{k}{2}}} \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \left\{ {}_1F_1\left(\frac{k}{2}; \frac{1}{2}; -\frac{n^2}{n^2x}\right) - 1 \right\}. $$

In the last step, we utilized the fact that $\sum_{n=1}^{\infty} \frac{\mu(n)}{n} = 0$, which is equivalent to the prime number theorem. Here we note that the expression (3.18) is more effective than the expression (3.19) to check numerically since the series (3.18) is absolutely convergent.

Finally, in view of (3.19) and (3.9), and together with (3.8), we complete the proof of Theorem 1.1.

\[\square\]

Proof of Theorem 1.2. First, let us assume that the Riemann hypothesis is true. Under the assumption of the Riemann hypothesis, Littlewood showed that, for any $\epsilon > 0$,

$$A(x) := \sum_{1 \leq n \leq x} \mu(n) = O(x^{\frac{1}{2}+\epsilon}). $$

We invoke Euler’s partial summation formula (2.1), with $a_n = \mu(n)$ and $f(t) = t^{-k}$, to see that

$$M(\ell; n) := \sum_{m=\ell}^{n} \frac{\mu(m)}{m^k} = A(n)f(n) - A(\ell - 1)f(\ell - 1) - \int_{\ell - 1}^{n} A(t)f'(t)dt. $$

Making use of (3.20) in (3.21) and simplifying, one can easily show that

$$M(\ell; n) = O_\epsilon(\ell^{\frac{k}{2}-k+\epsilon}), $$

uniformly in $n$. Our main aim is to find an estimate for the following sum

$$P_k(x) = \sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} \exp\left(-\frac{x}{n^2}\right). $$

We separate the sum into two parts, that is,

$$P_k(x^2) = \sum_{n=1}^{\ell-1} \frac{\mu(n)}{n^k} \exp\left(-\frac{x^2}{n^2}\right) + \sum_{n=\ell}^{\infty} \frac{\mu(n)}{n^k} \exp\left(-\frac{x^2}{n^2}\right) := S_1(x^2) + S_2(x^2). $$
where $\ell = [x^{1-\epsilon}] + 1$. First, we shall try to find an estimate for $S_2(x^2)$. Using the construction (3.21) of $M(l; n)$, for an integer $N > \ell$, one can check that
\[
\sum_{n=\ell}^{N} \frac{\mu(n)}{n^k} \exp \left( - \frac{x^2}{n^2} \right) = \frac{\mu(\ell)}{\ell^k} \exp \left( - \frac{x^2}{\ell^2} \right) + \sum_{\ell < n \leq N} \left( M(l; n) - M(l; n - 1) \right) \exp \left( - \frac{x^2}{n^2} \right) \\
= \sum_{n=\ell}^{N-1} M(l; n) \left( e^{-\frac{x^2}{n^2}} - e^{-\frac{x^2}{(n+1)^2}} \right) + M(l; N) e^{-\frac{x^2}{N^2}}. \tag{3.24}
\]

Letting $N \to \infty$ in (3.24) and utilizing (3.22), we arrive at
\[
S_2(x^2) = S_3(x^2) + O_{\epsilon} \left( \ell^{\frac{1}{2} - k + \epsilon} \right), \tag{3.25}
\]
where
\[
S_3(x^2) := \sum_{n=\ell}^{\infty} M(l; n) \left( e^{-\frac{x^2}{n^2}} - e^{-\frac{x^2}{(n+1)^2}} \right).
\]

To estimate $S_3(x^2)$, we consider a function $f(y) = e^{-\frac{x^2}{y^2}}$. Using mean value theorem, one can find $y_n \in (n, n+1)$ such that $f(n) - f(n+1) = -f'(y_n) = -\frac{2x^2}{y_n^3} e^{-\frac{x^2}{y_n}}$. Utilizing this fact and together with (3.22), we get
\[
|S_3(x^2)| \ll_{\epsilon} \ell^{\frac{1}{2} - k + \epsilon} \sum_{n=\ell}^{\infty} \frac{2x^2}{y_n^3} e^{-\frac{x^2}{y_n}}.
\]

Further, we divide the sum into two parts in the following way,
\[
|S_3(x^2)| \ll_{\epsilon} \ell^{\frac{1}{2} - k + \epsilon} \left( \sum_{n=\ell}^{[x]} + \sum_{n=[x]+1}^{\infty} \right) \frac{x^2}{y_n^3} e^{-\frac{x^2}{y_n}}. \tag{3.26}
\]

The finite sum can be trivially bounded by
\[
\sum_{n=\ell}^{[x]} \frac{x^2}{y_n^3} e^{-\frac{x^2}{y_n}} \ll \sum_{n=\ell}^{\infty} \frac{x^2}{n^3} \ll \frac{x^2}{\ell^2} \ll x^{2\epsilon}, \tag{3.27}
\]
as $\ell = [x^{1-\epsilon}] + 1$. Now the infinite part can be bounded by
\[
\sum_{n=[x]+1}^{\infty} \frac{x^2}{y_n^3} e^{-\frac{x^2}{y_n}} \ll \sum_{n>x} \frac{x^2}{n^3} \ll O(1). \tag{3.28}
\]

Here and in the previous inequality, we have used the fact that $\sum_{n>x} n^{-s} = O(x^{1-s})$ for Re($s$) > 1. Plugging (3.27) and (3.28) in (3.26), we obtain
\[
|S_3(x^2)| \ll_{\epsilon} x^{\frac{1}{2} - k + \epsilon}.
\]
Finally, substitute this bound of $S_3(x^2)$ in (3.25) to see

$$|S_2(x^2)| = O\left(x^{\frac{1}{2} - k + \varepsilon}\right). \quad (3.29)$$

Now we shall concentrate on $S_1(x^2)$. We write

$$|S_1(x^2)| = \left| \sum_{n=1}^{\ell-1} \frac{\mu(n)}{n^k} \exp\left(-\frac{x^2}{n^2}\right) \right| \leq \sum_{n=1}^{\ell-1} \exp\left(-\frac{x^2}{\ell^2}\right).$$

This implies that

$$S_1(x^2) = O\left(x^{1-\varepsilon} \exp(-x^2)\right), \quad (3.30)$$

as $\ell = [x^{1-\varepsilon}] + 1$. In view of (3.30) and (3.29), one can observe that the bound for $S_1(x^2)$ goes to zero much faster than the bound for $S_2(x^2)$ as $x \to \infty$. Therefore, (3.23) yields that

$$P_k(x^2) = O\left(x^{\frac{1}{2} - k + \varepsilon}\right).$$

Finally, replacing $x$ by $\sqrt{x}$, one can deduce (1.8). Now assuming (1.8), we shall try to show that the Riemann hypothesis is true. From Lemma 2.4, we know that

$$\zeta(2s + k) \int_{0}^{\infty} x^{-s-1} P_k(x) \, dx = \Gamma(-s) \quad (3.31)$$

valid in the region $\frac{1-k}{4} < \text{Re}(s) < 1$, except at $s = 0$. Next, we try to extend the region of validity of this lemma on the left half plane. For a large positive integer $N$, we separate the above integral in the following way:

$$\zeta(2s + k) \left( \int_{0}^{N} + \int_{N}^{\infty} \right) x^{-s-1} P_k(x) \, dx = \Gamma(-s)$$

Employing the bound (1.8) for $P_k(x)$, one can easily show that the unbounded part of the above integration is finite if $\text{Re}(s) > \frac{1}{4} - \frac{k}{2}$. This will allow us to extend the analyticity of the identity (3.31) in the region $\frac{1}{4} - \frac{k}{2} < \text{Re}(s) < \frac{1-k}{2}$. Now we observe that the right side of (3.31) is never zero in the region $\frac{1}{4} - \frac{k}{2} < \text{Re}(s) < \frac{1-k}{2}$, which implies that $\zeta(2s + k)$ has no zero in the same region. Equivalently, we can say that $\zeta(s)$ has no zero in the region $\frac{1}{2} < \text{Re}(s) < 1$ and thus the functional equation of $\zeta(s)$ implies that it has no zero $0 < \text{Re}(s) < \frac{1}{2}$. This proves that all the non-trivial zeros of $\zeta(s)$ must lie on $\text{Re}(s) = \frac{1}{2}$. 

□
4. Final Remarks

In the current paper, we established a one-variable generalization of the identity (1.2). Hardy and Littlewood [9, p. 161] pointed out that the absolute convergence of the series in (1.2), over the non-trivial zeros of $\zeta(s)$, is not so immediate even after the assumption of the Riemann hypothesis. We remark that the identity (1.2) and our identity (1.7) are both valid under the assumption of the simplicity hypothesis of the non-trivial zeros of $\zeta(s)$ and we do not require the assumption of the Riemann hypothesis. In [11], authors explained in more details why the convergence of this kind of series with $\zeta'(\rho)$ in the denominator is more delicate. Another important observation is that the series $\sum_{n=1}^{\infty} \frac{\mu(n)}{n^k} \exp\left(-\frac{x}{n^2}\right)$ is absolutely convergent for any $k > 1$, whereas for $k = 1$ the convergence is not absolute.

The identity (1.2) has been studied by many mathematicians in various directions. A connection with Wiener’s Tauberian theory and the Fourier reciprocity has been established by Bhaskaran [3]. A character analogue of (1.3) was given by Dixit [4], and further a one-variable generalization involving $_1F_1$ hypergeometric function was obtained by Dixit, Roy and Zaharescu [7]. Again, Dixit et al. [6] established a generalization of (1.3) for Hecke eigenform. In the same paper, they also obtained a Riesz-type criteria for the Riemann hypothesis. Recently, an extension for the Dedekind zeta function obtained by Dixit, Gupta and Vatwani [5]. They also established an equivalent criteria for the extended Riemann hypothesis. Banerjee and Kumar [1] derived an analogous identity corresponding to $L$-functions associated to the primitive cusp forms over $\Gamma_0(N)$ and gave an equivalent criteria for the grand Riemann hypothesis. In a forthcoming paper, we are trying to find a character analogue of (1.7), which will enable us to find an equivalent criteria for the generalized Riemann hypothesis for the Dirichlet $L$-function.
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