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**Abstract**

The latent variables learned by VAEs have seen considerable interest as an unsupervised way of extracting features, which can then be used for downstream tasks. There is a growing interest in the question of whether features learned on one environment will generalize across different environments. We demonstrate here that VAE latent variables often focus on some factors of variation at the expense of others - in this case we refer to the features as “imbalanced”. Feature imbalance leads to poor generalization when the latent variables are used in an environment where the presence of features changes. Similarly, latent variables trained with imbalanced features induce the VAE to generate less diverse (i.e. biased towards dominant features) samples. To address this, we propose a regularization scheme for VAEs, which we show substantially addresses the feature imbalance problem. We also introduce a simple metric to measure the balance of features in generated images.

**1 Introduction**

Variational autoencoders (VAEs) have certain appealing properties compared to generative adversarial networks (GANs), such as stable training [37], interpretable inference [5], and calculating data likelihood [18]. As such, they remain worthy for examination and improvement. Additionally, recent VAEs [30] have shown a great potential for generating competitive high quality images compared to the state-of-the-art GANs.

However, there are a few identified challenges with regard to VAEs: balancing the two terms in the VAE loss function (i.e. the log likelihood and the Kullback–Leibler (KL) divergence terms) is not trivial. Sacrificing the former causes sub-optimal reconstruction performance while neglecting the latter results in poor sampling (several latent variables might be ignored/over-pruned [59]). To tackle this, several works have explored weighting the terms in a more systematic way than the original VAE e.g. by annealing the contribution weight [3, 34] or by learning it [1, 8]. Additionally, even after convergence, a matched latent prior with a learned aggregated posterior distribution is not guaranteed, which can be due to the choice of an overly simplistic prior distribution [19, 8]. A simple prior and/or improperly weighted evidence lower bound (ELBO) terms can lead to less diverse generated samples [38, 14] i.e. neglecting the minor (sub-) clusters of input samples/features.

In this paper, we study VAEs from a slightly different perspective. We examine whether optimized VAEs via the ELBO tend to ignore sporadic features of input data since the models are able to optimize
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Figure 1: Colored MNIST example of balancing features: comparison between the VAE and our proposed Jigsaw-VAE. Note that the permutation function $J$ is applied on each individual sample separately.

the ELBO faster by comfortably favoring the optimization towards more frequent, dominant features. Handling feature imbalance (a.k.a representation bias in general) in variational models, particularly VAEs, seems to be more complex than supervised and non-variational models where they have access to the prior information/distribution of features or they specify a target feature to balance. However, it is not trivial to find problematic features in a large dataset to target while performing a generative task or representation learning. Similarly, the classic problem of class imbalance in supervised classification models can be handled with several different approaches such as by simply adding penalty terms/weights to the model’s loss function to enforce the model for a fair, balanced prediction. However, when it comes to generative models and representing learning, there can be many large and small clusters of samples in training data (usually without fine-grained cluster labels). Here, the question to be answered is: what does imbalance mean in generative models and representation learning and how it can be handled? In other words, for the same example above, how do we enforce a generative model to not ignore a non-dominant cluster while generating random samples? Note that even enforcing the model to handle the high level imbalance of “female” vs “male”, the same issue can be exacerbated by extending to sub-clusters of each of these categories e.g. females with/without eyeglasses, blond/black hair.

Therefore, besides the main challenges of VAEs discussed above, feature imbalance might also be a reason for capturing poor latent information which results in generating less diverse samples as well as under-performing in downstream tasks which are conditioned on latent features. For instance, if we assume a data distribution is defined by two main features of “color” and “structure”, we would ideally want a model to learn “equal” contribution of the two features. However, this does not always happen in practice, which might result in a drastic failure in downstream tasks. As an example, a simple case scenario has been visualized in Figure 1 (top) where modification of dominant feature (color) results in a feature-imbalanced latent representation. As a remedy, we apply feature permutation (Figure 1 (bottom)) to the VAE to reduce reliance on a single or a few dominant feature(s).

Feature permutation has previously been used as a metric to calculate feature importance in Random Forests. A feature is “important” if permuting its values decreases the model performance, indicating that the model had relied on that feature for its prediction. Based on this idea, Fisher et al. proposed a model-agnostic version of the feature importance. Recently, permutation
based techniques, particularly Jigsaw puzzle approaches, have been successfully applied to (semi-) supervised deep models [28, 33, 29] with the goal of capturing rich contextual information. However, their aptitude for addressing the feature imbalance in the latent space of VAEs and how these latent spaces subsequently affect the downstream tasks has not yet been studied. In this paper, we focus on whether permutation-based regularization is capable of reducing the adverse effect of feature imbalance in VAEs.

To solve a jigsaw puzzle, a VAE has to focus on how different input variables can be integrated (sorted) to build a plausible structure. In other words, instead of reconstructing the “big picture” by focusing on dominant features which might be a simpler task to optimize the ELBO, the model focuses more on smaller areas that include local structural features. This prevents the model to choose the easy optimization path of learning only dominant variables.

In this paper, we make the following contributions:

- We inspect the feature imbalance issue in the context of VAE. We study whether the VAE learns balanced features given feature-imbalance input data, which is more often the case in practice. Training a VAE with feature-balanced data is the ideal way of achieving this goal. However, collecting feature-balanced data requires great effort.
- We propose a simple metric called Feature Presence Metric to measure the balance of features in generated images.
- We propose a simple yet effective feature permutation-based technique to systematically enforce the VAE to learn balanced features.
- On the line of research of improving the VAE using more flexible priors, we introduce a prior which is a mixture of a uniform permutation distribution and a Gaussian distribution.

2 Method

In vanilla VAE, the prior distribution $p(z)$ is defined on the latent representation $z \in \mathbb{R}^D$ and is usually set to an isotropic Gaussian distribution $\mathcal{N}(0, I)$ where $D$ is the latent dimension. The posterior distribution is defined as $p(\theta | x) \propto p(\theta) p(x | \theta)$. Then a parameterized distribution over $x$ is defined as $p_\theta(x | z)$ and is modeled as a generative network in the context of neural network such that $\theta$ becomes the weights of the network. Similar to the generative network, a neural network is used to approximate distribution $q$ conditioned on observation $x$, called inference network $q_\phi(z|x)$ with variational parameter $\phi$ which is also weights of the neural network. Using re-parameterization trick [18] back-propagation is applied on the parameter $\phi$ considering $z$ as a function of noise and typically mean and variance of the Gaussian learned by a decoder network. Therefore, the objective of VAE is to maximize the following variational lower bound with respect to the parameters $\theta$ and $\phi$,

$$
\log p_\theta(x) \geq \mathbb{E}_{q_\phi(z|x)} \left[ \log \frac{p_\theta(x, z)}{q_\phi(z|x)} \right] = \mathbb{E}_{q_\phi(z|x)} \left[ \log p_\theta(x | z) \right] - \mathbb{KL}(q_\phi(z|x) || p(z)) \quad (1)
$$

Let $q_\phi(z | j(x))$ be a conditional normal distribution such that

$$
q_\phi(z | j(x)) = \mathcal{N}(z | \mu_\phi(j(x)), \sigma_\phi(j(x))) \quad (2)
$$

with $\mu_\phi(j(x))$ and $\sigma_\phi(j(x))$ as non-linear functions and $j$ as a permutation function. If we consider $p(j(x)|x) = \delta_{j(b)}(x)$ to be a permutation model (Jigsaw in our case) of $x$ where $b$ is the number of different permutations in the uniform distribution, then

$$
q_\phi(z | x) = \mathbb{E}_{p(j(x)|x)} [q_\phi(z | j(x))] = \int_{j(x)} q_\phi(z | j(x)) p(j(x)|x) dj(x) \quad (3)
$$

is a mixture of normal and uniform distributions (i.e. each time we sample $j(x) \sim p(j(x)|x)$ and feed into $q(z | j(x))$ we get different distributions). In practice, the inference network will learn which distribution is needed for a given $j(x)$.
Similar to [15], if we consider $q^q_j(z|x)$ as the approximate distribution, the variational lower bound can be written as

$$L_{Jigsaw-VAE} = \mathbb{E}_{q^q_j(z|x)} \left[ \log \frac{p_{\theta}(x, z)}{q^q_j(z|j(x))} \right]. \quad (4)$$

Compared to $q_{\phi}(z|x)$ in VAE, $q^q_j(z|x)$ in Jigsaw-VAE has the capacity to cover a broader class of distributions, thus creating more sub-spaces to decode diverse samples without intermixing sub-spaces. The comparison of the Jigsaw-VAE with the VAE and and other models which use complex priors such as VampPrior VAE [38] is depicted in Figure 2. As can be seen, the VampPrior VAE builds a hierarchical variational inference module by explicitly adding auxiliary latent vectors $(z_1, z_2)$ while our Jigsaw-VAE has a single latent vector which carries information about both $z$ and $z' = z(j(x))$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{diagram.png}
\caption{Stochastical dependencies. (a) VAE [18], (b) VampPrior VAE [38], (c) Jigsaw-VAE where $z \sim q(z|x)$ and $z' \sim q(z|j(x))$. Solid and dashed arrows show generative and inference steps, respectively.}
\end{figure}

Compared to mixture of Gaussians prior and VampPrior, Jigsaw-VAE does not have any extra parameters beyond that required by the VAE to be learned. In the case of mixture of Gaussians, $p(z) = \frac{1}{K} \sum_{k=1}^{K} \mathcal{N}(\mu_k, \text{diag}(\sigma_k^2))$ where $\mu_k \in \mathbb{R}^M, \sigma_k \in \mathbb{R}^M$ are learned parameters.

The permutation function we use as the input stochastic layer is depicted in Figure 3. The function can be defined over spatial windows $S$ with size $(\delta n, \delta m)$, color channels, or both.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{permutation.png}
\caption{Sampling permutations form a uniform distribution. $(\delta n, \delta m)$ show the window size $S$. In our experiments, we set $\delta n = \delta m = \frac{1}{4}I$ where $I$ corresponds to size of a side of the square input image. Therefore the range of the permutation function $j$ will be $[0, b = 16!]$ where $b$ is the total number of permutations.}
\end{figure}

## 3 Related Work

**Smoothing the conflict between the ELBO terms.** Ideally, we want every data sample to be (a) encoded into a latent space such that it can be accurately reconstructed and (b) close enough to the origin that we are likely to hit that point in latent space by sampling $z \sim \mathcal{N}(0, I)$. Note that (a) and (b) are somewhat in conflict [14, 35]: enforcing the latent points to be far from each other makes (a) easier but harms (b). This conflict can be softened either by defining more complex priors than the Gaussian as done in VampPrior VAE [38] and denoising VAE [15], or by modifying the VAE objective [14]. Our proposed Jigsaw-VAE adds an extra stochastic sampling layer to the beginning of the encoder which makes the latent sampling space a mixture of distributions. However, in comparison with works [38, 15] which use more flexible priors than the standard Gaussian, our method does not need to modify the network architecture, nor does it need extra training with sudo inputs as done by Tomczak et al., [38]. In contrast to methods that modify the ELBO by introducing
a weighting coefficient for the KL term [14, 3, 34, 1, 8], our method does not require any balancing factor to determine the contribution of the likelihood and the KL term in the overall optimization.

**Stochastic layer in the bottom of encoder.** Compared to denoising VAE (d-VAE) [15] which adds an extra stochastic noise layer to the VAE, we use a jigsaw permutation function based layer to systematically enforce the capturing of structural features by the VAE. Our jigsaw approach encodes the prior assumptions into the model such that the structure of the world (relative position of parts) is more crucial to get right than the pixel-level appearance which it is done by d-VAE.

**Enforced information placement in latent vector.** The work done by Chen et al., [6] is related to our method in the sense that they have also induced the latent space to carry some desired information. To be specific, however, we make the decoding distribution of our method to be incapable of modeling information that the Jigsaw-VAE’s encoder captures (i.e. thanks to the permutation function it codes the local spatial relationships). The vector quantized VAE [30] also filters the information in the latent space such that only the most discriminative features are passed through the decoder. Louizos et al., [26] have proposed a penalty term based on maximum mean discrepancy to obtain purged latent information with removed unwanted sources of variation. However, we prefer not to remove infrequent useful features. Instead, our method balances and recovers infrequent features in the latent space. Our work also differs from disentanglement approaches [27, 17]. Although they learn independent factors of variations, they do not guarantee that the less frequent factors will not be ignored or frequent features will be dominated.

In contrast to all of the above, to the best of our knowledge, our work is the first to study the feature imbalance concept in VAEs and its effect on downstream tasks. It is also the first work to explore the effect of a permutation-based stochastic layer, placed at the bottom of the VAE’s encoder.

### 4 Experiments

In the experiments we aim at verifying empirically whether the Jigsaw approach (a) helps the VAE to learn a representation that can preserve rare features after convergence using ELBO in generative tasks, and (b) whether it helps learning balanced features for downstream tasks such as clustering.

Therefore we group the experiments into two main categories. To answer (a), in subsection 4.2 using our proposed metric (i.e. feature presence metric: subsection 4.1) we inspect the presence of targeted features in a generative task; to answer (b), in subsection 4.3 we measure the discriminate performance of the latent information in a feature-biased clustering scenario.

#### 4.1 Feature Presence Metric

Various metrics have been proposed to evaluate the performance of VAEs. Among them, reconstruction error, negative log likelihood, Inception score (IS) [31] and Frechet Inception distance (FID) [13] (or a collection of these) are generally used. IS and FID are both based on a model trained on Imagenet [9] and as reported before, they do not properly capture fidelity or diversity [2] (e.g. unrealistic images can obtain high IS and FID scores). We argue that in addition to the above metrics (regardless of their limitations), measuring whether features/variables of the train set are preserved after a VAE is converged is an important factor towards both robust representation learning and diversity in generated samples. To this end, we propose the feature presence metric (FPM) which can be calculated over randomly generated images of a generative model. FPM measures how well a particular feature/variable is perpetuated in a set of generated images.

For a target feature \( f \), FPM is calculated as:

\[
FPM = \left| \left( \frac{N_{gf}}{N_g} \right) - \left( \frac{N_{tf}}{N_t} \right) \right| \times 100
\]

where \( N_{gf} \) and \( N_{tf} \) are the number of randomly generated and train (real) images which contain the target feature, respectively. \( N_g \) and \( N_t \) are the total number of the generated and train images, respectively. To calculate \( N_{gf} \) we train a classifier which detects whether the targeted feature is present in a sample.
4.2 Feature Inspection

In this section, we use the CelebFaces Attributes (CelebA) dataset \cite{celeba} to train the models and analyze the diversity of the images randomly generated by each method. We compare our Jigsaw-VAE to four other VAE methods: the vanilla VAE \cite{vae}, d-VAE \cite{d-vae}, \(\beta\)-VAE \cite{beta-vae}, and the VampPrior VAE \cite{vamp}. Inspired from the Mixup approach \cite{mixup} which was applied as a data augmentation in supervised tasks, we train the vanilla VAE with mixed inputs (Mixup-VAE) as another baseline. Particularly, we add stochasticity to the input of the VAE by mixing training samples using the linear interpolation mentioned in \cite{mixup}. We then set the ground truth for the VAE to be one of the mixed samples which has the max contribution in the input mixed-up sample.

To evaluate the methods’ generative performance in terms of FPM, we train MobileNet-V2 \cite{mobilenet} to predict the attributes of each randomly generated image. We choose a diverse set of features including both under- and over-represented ones i.e. features that are present in only ~ 2\% to ~ 58\% of the training data (Table 1). We generate 5000 random samples per method and report the frequency of the targeted attributes present in the generated images.

In Table 1, we report the performance of each method on imbalanced features i.e. we measure whether each method is capable of preserving the balance of features. Ideally, FPM values for each feature should be zero. As can be seen the Jigsaw-VAE achieves favorable MSE and FPM values. \(\beta\)-VAE and VampPrior VAE obtain better values for some of the under-represented attributes as well as reconstruction error. However, looking at Figure 4 the random images generated via \(\beta\)-VAE and VampPrior VAE seem less realistic than our proposed Jigsaw-VAE. After applying our Jigsaw approach to \(\beta\)-VAE (i.e. Jigsaw-\(\beta\)-VAE), the generated images look more realistic compared to \(\beta\)-VAE and achieve better FPM values. Although the VampPrior VAE leverages more complex latent calculations, it does not scale to high dimensional images; as shown in Figure 4(f). Considering FPM values and whether the randomly generated images look realistic, jigsaw based approaches outperform others. This experiment showed that the \(\beta\)-VAE is able to preserve under-represented features to some extent, but it generates unrealistic images. However, applying the jigsaw approach to both VAE and \(\beta\)-VAE leads to preserved underrepresented features as well as generating more realistic images.

Table 1: Reconstruction error (i.e. MSE) and FPM values (lower is better) for features from celebA dataset. Numbers in parenthesis below each feature name are percentage of the data that has the feature. In each column, two best values are highlighted.

| Method              | MSE    | Female (68.06) | Eyeglasses (6.46) | Bald (2.28) | Beard (16.58) | Smiling (47.97) | Gray (4.24) | AVG   |
|---------------------|--------|----------------|------------------|-------------|---------------|-----------------|-------------|-------|
| VAE \cite{vae}      | 0.0272 | 6.30           | 6.24             | 2.04        | 14.22         | 14.31           | 2.76        | 9.762 |
| d-VAE \cite{d-vae}  | 0.0271 | 17.52          | 6.36             | 2.10        | 13.34         | 17.00           | 2.18        | 9.748 |
| \(\beta\)-VAE \cite{beta-vae} | 0.0265 | 13.60          | 5.38             | 1.22        | 10.72         | 11.33           | 3.98        | 7.705 |
| VampPrior VAE \cite{vamp} | 0.0107 | 30.12          | 4.80             | 2.10        | 14.44         | 5.97            | 4.20        | 10.270|
| Mixup-VAE           | 0.0310 | 18.70          | 6.34             | 1.98        | 13.96         | 14.17           | 3.06        | 9.702 |
| Jigsaw-VAE (ours)   | 0.0273 | 11.26          | 6.00             | 1.60        | 14.10         | 10.27           | 0.74        | 7.328 |
| Jigsaw-\(\beta\)-VAE (ours) | 0.0287 | 13.00          | 5.38             | 0.86        | 9.96          | 11.81           | 2.46        | 7.252 |

We next examine the proposed method's ability to produce smooth interpolation (i.e. gradual transition). In Figure 5 we show an interpolation sample between with eyeglasses and without eyeglasses. As shown in the third row of Figure 5, Jigsaw-VAE gradually removes the eyeglasses from the image, moving from left to right. However, in the VAE interpolation outputs as shown in the first row, the eyeglasses feature is suddenly disappeared after the second sample from left. The VampPrior VAE (second row), performs the worse by completely ignoring the eyeglasses attribute. \(\beta\)-VAE (the second row) encourages gradual transition compared to the VAE, however not as much as Jigsaw-VAE does.

4.3 Quality of the Learned Latent Vectors in Clustering Context.

Compared to supervised models, their unsupervised counterparts are more susceptible to strong feature/distribution biases in the input data. That is, a dominant feature such as color or texture might
confuse an unsupervised model to consider two different objects to be the same which have the same color/texture. In this section, in order to study the quality of the latent vectors in the VAE, we leverage the truncated Gaussian-mixture VAE [42]. We measure the clustering performance under an intended biased experiment; using colored MNIST dataset, we use a normal train set, but test with a biased set.

Colored MNIST. For this experiment, we colorize each digit class in the MNIST [20] train set with a specific color (Figure 1). To evaluate whether each method is able to capture more features besides the dominant color feature, we use a single color code for all the test images.

For this experiment, we compare the proposed Jigsaw-VAE to four other methods. Similar to the generative task experiments in subsection 4.2, we also train the VAE with the Mixup approach. In Table 2, we report the results of clustering experiments. These results indicate that although applying $\beta$-VAE and $d$-VAE improve generative task (subsection 4.2), they do not improve the performance on the normal colored test set. However, the Mixup-VAE and the proposed Jigsaw-VAE improve the normalized mutual information (NMI) [35] score from 0.8872 to 0.9022 and 0.9473, respectively. However, when we test the methods with intended color bias (Single-color results in Table 2), all the methods except for the Jigsaw-VAE fail. This suggests that Jigsaw-VAE is able to balance shape and color features, thus not completely failing when the test set is highly biased towards the color feature. For this experiment, the stochastic Jigsaw permutation function runs over both spatial windows and RGB channels.

For this experiment, we adopt the truncated Gaussian-mixture VAE clustering approach [42] and modify it according to the different approaches used in the previous experiments i.e. VAE, $d$-VAE,
Table 2: Colored MNIST clustering results. Multi-color refers to test set which follows the roles of the train set i.e. each digit is assigned the same specific color as the train set. Single-color refers to the experiment where we assign a single color to all digits in the test set. Higher values better.

| Methods      | Multi-color | Single-color (median) |
|--------------|-------------|-----------------------|
| VAE [18]     | 0.8872      | 0.176                 |
| d-VAE [15]   | 0.8713      | 0.041                 |
| β-VAE [14]   | 0.8766      | 7.8E-06               |
| Mixup-VAE    | 0.9022      | 0.114                 |
| Jigsaw-VAE (ours) | 0.9473       | 0.379                 |

Mixup-VAE, β-VAE, and Jigsaw-VAE. Ideally, we want the clusters created by each method to be based on both color and structural information. If a model assigns a correct cluster label to an input, the decoded information of the input should contain both correct color and shape features. In Figure 6, we visualize the reconstructed digits using clustering models trained with colored MNIST. When the test set color codes are the same as the training digit colors, cluster assignments are fairly accurate (Table 2) thus reconstructions are reasonable for all the methods (Figure 6 left). However, when all the digits in the test set take only one color code from train set, wrong clusters are assigned which results in wrong decodings (Figure 6 right). As can be seen, only Jigsaw-VAE is able to recover the actual color codes that the model was trained with. Since color “yellow” is the actual color for digit “5”, non-Jigsaw methods tend to wrongly reconstruct 5-like images (second row, right) even though the input is digit “6”. In another case (third row, right), non-Jigsaw approaches reconstruct a number form a closest color code to yellow, which in our case is “8” with color “orange”. The results indicate that in the case of non-jigsaw VAE, color is learned as the dominant feature while the structural features are undermined. Where as the Jigsaw-vae, balances the structural and color features.

Figure 6: Colored MNIST reconstructed samples from decoding part of the clustering model [42]. Left: The input images (first column) have the same color codes as the train set distribution. Right: Input color codes are all mapped to a single code (here to yellow which is originally the color code for digit 5 in the train set) from train distribution.

5 Conclusion

We introduced Jigsaw-VAE, a new VAE capable of learning balanced features that can be used in both generative and other downstream tasks such as clustering. Our method exploits a mixture prior and a stochastic permutation layer. The mixture prior helps smoothing the conflict between the likelihood and KL terms while the permutation layer enforces the VAE to learn spatial relationships between the tiles (object parts). We empirically showed this prevents the VAE from ignoring infrequent spatial contexts (i.e. features). We showed that input permutation reduces the effect of strong damaging feature-bias in clustering models where we use VAEs as backbone. The Jigsaw-VAE also showed
smooth transitions during interpolation which is useful for preventing abrupt changes while modifying factors of a sample based on another sample.

Besides measuring reconstruction error, sampling quality and diversity, and how realistic the generated images are, we proposed to measure the presence of train data features in the generated images using our proposed metric, FPM. Among competing methods, $\beta$-VAE showed competitive performance on FPM and MSE metrics for the generative task (celebA experiments), however, it generates less realistic images compared to our Jigsaw-VAE. Additionally, $\beta$-VAE showed sub-optimal performance for the clustering task (MNIST experiments) when test set is biased. Therefore, considering both generative and clustering tasks, our Jigsaw-VAE outperformed competing methods.
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