CLOUD: Contrastive Learning of Unsupervised Dynamics
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Abstract:  
Developing agents that can perform complex control tasks from high dimensional observations such as pixels is challenging due to difficulties in learning dynamics efficiently. In this work, we propose to learn forward and inverse dynamics in a fully unsupervised manner via contrastive estimation. Specifically, we train a forward dynamics model and an inverse dynamics model in the feature space of states and actions with data collected from random exploration. Unlike most existing deterministic models, our energy-based model takes into account the stochastic nature of agent-environment interactions. We demonstrate the efficacy of our approach across a variety of tasks including goal-directed planning and imitation from observations. Project videos and code are at https://jianrenw.github.io/cloud/.
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1 Introduction

Modeling dynamics in the physical world is an essential and fundamental problem in the robotics applications, such as manipulation [1, 2], planning [3, 4, 5], and model-based reinforcement learning [6, 7]. To perform complex control tasks in an unknown environment, an agent needs to learn the dynamics from experience [8, 9, 10]. However, developing agents that can learn dynamics directly from high dimensional observations such as pixels is known to be challenging [11, 7, 12].

There are three key challenges. First, learning informative representations of the states from raw images is difficult. Second, the dynamics of real-world objects are always complex and nonlinear, especially for deformable objects. Third, modeling the stochasticity of the agent-environment system is extremely challenging. The stochasticity mainly comes from two aspects: the noise in the agent’s actuation and the inherent uncertainty in the environment, both of which cannot be ignored. Many recent works have been proposed to tackle these challenges. A direct approach is to learn complex dynamics models from the pixel space [13, 14]. Kurutach et al. [3] suggested learning a generative model of sequential observations, where the generative process is induced by a transition in a low-dimensional planning model, and additional noise. Their work can model the stochastic transition function. However, making predictions in raw sensory space is not only hard but is also irrelevant to the agent’s goals, e.g. a model needs to capture appearance changes in order to make photo-realistic predictions, which makes it hard to generalize across physically similar but visually distinct environments. One possible solution is to predict those changes in the space that affect or be affected by the agent, and ignore rest of the unrelated dynamics. For example, instead of making predictions in the pixel space, we could transform the sensory input into a feature space where only
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the information relevant to the agent actions are represented. Agrawal et al. [9] proposed to jointly train forward and inverse dynamics models, where a forward model predicts the next state from the current state and action, and an inverse model predicts the action given the initial and target states. In the joint training, the inverse model objective provides supervision for transforming image pixels into an abstract feature space, while the forward model can predict in it. The inverse model alleviates the need for the forward model to make predictions in the raw pixel space, and the forward model in turn regularizes the feature space for the inverse model. This simple strategy has been adopted by many works [8, 15]. However, these methods can hardly learn predictive models beyond noise-free environments. Despite several methods to build stochastic models in low-dimensional state space [16, 17], scaling it to high dimensional inputs (e.g., images) still remains challenging.

In this paper, we introduce a novel method, named CLOUD, that uses contrastive learning [18] to handle all the above challenges. Inspired by [9], we jointly train a forward dynamics model, an inverse dynamics model, a state representation model, and an action representation model with contrastive objectives. The forward dynamics model is trained to maximize the agreement between the predicted and the observed next state representations; the inverse dynamics model is trained to maximize the agreement between the predicted and the ground truth action representations. Our proposed approach offers three unique advantages. First, contrastive learning only measures the compatibility between prediction and observation, which can handle the stochasticity by nature [19]. Second, by introducing an action representation, our method can generalize over large, finite action sets by allowing the agent to infer the outcomes of actions similar to actions previously taken [20]. Third, building upon SimCLR [18], our proposed method is data-efficient and can be trained in a fully unsupervised manner.

To summarize, 1) we propose a general framework to learn a forward dynamics model, an inverse dynamics model, a state representation model, and an action representation model jointly; 2) using contrastive estimation, our proposed method can handle the stochasticity of the agent-environment system naturally; 3) we demonstrate the efficacy of our approach across a variety of tasks including goal-directed planning and imitation from observations.

2 Related Works

Contrastive Learning Contrastive Learning is a framework to learn representations that obey similarity constraints in a dataset typically organized by similar and dissimilar pairs. There has been a large number of prior works. Hadsell et al. [21] first propose to learn representations by contrasting positive pairs against negative pairs. Wu et al. [22] propose to use a memory bank to store the instance class representation vector, which is adopted and extended by several recent papers [23, 24]. Other work explores the use of in-batch samples for negative sampling instead of a memory bank [25, 23, 26]. Recently, SimCLR [18] and MoCo [27, 28] achieved state-of-the-art results in self-supervised visual representations learning, bridging the gap with supervised learning.

Learning Dynamics Modelling dynamics is a long-standing problem in both robotics and artificial intelligence. One line of work is to estimate physical properties directly from their appearance and motion, which is known as intuitive physics [29, 30, 31, 32, 33, 34]. These models build upon an explicit physical model, i.e., a model parameterized by physical properties such as mass and force. This enables generalization to new scenarios, but also limits their practical usage: annotations on physical parameters in real-world applications are expensive and challenging to obtain. An alternative line of work is to learn object representations without explicit modeling of physical properties, but in a self-supervised way through robot interactions. Byravan et al. [35] propose to use deep networks to approximate rigid object motion. Agrawal et al. [9] suggest encoding physical properties in latent representations that can be decoded through forward and inverse dynamics models. A few follow-ups have extended these models for rope manipulation [8], pushing via transfer learning [36], and planning [3, 4]. A concurrent work from Yan et al. [37] has also demonstrated the effectiveness of using contrastive estimation to learn predictive representations. Different from them, we focus on forward and backward dynamics reasoning under stochastic environment.

Imitation from Observations Increasingly, works have aspired to learn from observation alone without utilizing expert actions [38]. e.g., Liu et al. [39] propose to learn to imitate from videos
without actions and translates from one context to another. Ho et al. [40] propose to learn features for a reward signal that is later used for reinforcement learning. Few recent works aim to learn inverse dynamics in a self-supervised manner, then given a task, attempt it zero-shot [5, 41, 38].

3 Method

Our framework consists of four learnable functions, including a forward dynamics model $F(\cdot)$, an inverse dynamics model $I(\cdot)$, a state representation model $g(\cdot)$ and an action representation model $q(\cdot)$. We propose to learn these four models jointly via contrastive estimation. We begin by discussing the state representation model and action representation model. Following that, we discuss the forward dynamics model and inverse dynamic model. Finally, we discuss how to use contrastive estimation to jointly optimize these four models in an unsupervised manner. The notation is as following: $s_t, a_t$ are the world state and action applied time step $t$, $s_{t+1}$ is the world state at time step $t+1$. $E$ represents the stochastic environment, where $s_{t+1}$ can be sampled from $s_{t+1} \sim E(s_t, a_t)$. See Figure 1 for an illustration of the formulation.

3.1 State and Action Representation Models

The benefits of capturing the structure in the underlying state space is a well understood and widely used concept in robotics. Given a set of states $\{s\} \subseteq S$ (where the states are raw sensory inputs), the goal of state representation model $g(\cdot)$ is to encode high-dimensional images $s$ into informative representations $h$, which is mathematically described as $h = g(s)$. State representations allow the policy to generalize across states. Ideally, the value comparisons between these features should correlate well with true distances between these states. Naturally, such features would be useful later for planning.

Similarly, there often exists additional structure in the space of actions that can be leveraged. Given a set of actions $\{a\} \subseteq A$, we introduce an action representation model $q(\cdot)$ to encode actions $a$ into embeddings $z$, which is mathematically described as $z = q(a)$. We then propose to use an action decoder $p(\cdot)$ that deterministically maps this representation to the action, which is denoted as $a = p(z)$.

3.2 Forward and Inverse Dynamics Models

Forward dynamics models and inverse dynamics models have been studied for a long time. Let $\{(s_t, a_t, s_{t+1})\}$ represent a set of state-action-state tuples. A model that predicts the state of the next timestep $s_{t+1}$ given current state and action $s_t, a_t$ is known as a forward dynamics model $F(\cdot)$, and is mathematically described as $s_{t+1} = F(s_t, a_t)$. Instead of directly learning a dynamics model through pixel space, we consider to make predictions in a learned latent space. Because making predictions in raw sensory space is hard and can always be distracted by irrelevant information [3]. Thus, our forward dynamics model can be mathematically described in Equation 1 below:

$$\hat{h}_{t+1} = F(h_t, z_t),$$

(1)
where \( h_t = g(s_t), z_t = q(a_t) \).

On the other hand, a model that predicts the action \( a_t \) that relates a pair of input states \((s_t, s_{t+1})\) is called an inverse dynamics model \( I(\cdot) \). Similarly, we consider to make predictions in a learned action space, which is described as following:

\[
\tilde{z}_t = I(h_t, h_{t+1}),
\]

(2)

where \( h_t = g(s_t), h_{t+1} = g(s_{t+1}) \).

### 3.3 Contrastive Estimation

Many works [8, 9, 5] directly optimize the above mentioned models by forcing \( h_{t+1} = \tilde{h}_{t+1} \) and \( z_t = \tilde{z}_t \). However, by forcing predicted representations equal to observed future representations, these methods also assume the transition to be deterministic, which is always not true in the real world. The real environment is always stochastic (e.g. coin toss), where deterministic functions can only predict the average.

On the other hand, contrastive estimation is an energy-based model. Instead of setting the cost function to be zero only when the prediction and the observation are the same, energy-based model assigns low cost to all compatible prediction-observation pairs. Thus, contrastive estimation can handle the stochasticity by its nature [19]. Inspired by recent contrastive learning algorithms [18], we propose to train these models by maximizing agreement between predicted and real representations via a contrastive loss. We randomly sample a minibatch of \( N \) state-action-state tuples \( \{(s^i, a^i, s^i_{t+1})\} \). For forward dynamics model, a prediction \( \tilde{h}^i_{t+1} \) and real representation \( h^i_{t+1} \) from the same tuple is defined as positive example. Following SimCLR [18], we treat the other \( 2(N - 1) \) real representation \( (\tilde{h}^j_{t+1}, h^j_{t+1})\) for \( j \neq i \) within a minibatch as negative examples. We use cosine similarity to denote the distance between two representation \( u, v \), that is \( \text{sim}(u, v) = u^T \cdot v / \|u\| \cdot \|v\| \). The loss function for a positive pair of examples \((\tilde{h}^i_{t+1}, h^i_{t+1})\) is defined as:

\[
l_F = -\log \frac{\exp(\text{sim}(\tilde{h}^i_{t+1}, h^i_{t+1})/\tau)}{\sum_{j=1}^{N} \exp(\text{sim}(\tilde{h}^j_{t+1}, h^j_{t+1})/\tau) + \sum_{j=1}^{N} \exp(\text{sim}(h^i_{t+1}, h^j_{t+1})/\tau)},
\]

(3)

where \( \tau \) denotes a temperature parameter that is empirically chosen as 0.1.

Similarly, for inverse dynamics model, the loss function for a positive pair of examples \((\tilde{z}^i_t, z^i_t)\) is defined as:

\[
l_I = -\log \frac{\exp(\text{sim}(\tilde{z}^i_t, z^i_t)/\tau)}{\sum_{j=1}^{N} \exp(\text{sim}(\tilde{z}^i_t, z^j_t)/\tau) + \sum_{j=1}^{N} \exp(\text{sim}(z^i_t, z^j_{t+1})/\tau)}.
\]

(4)

During joint training, the total loss is computed across all positive pairs in a mini-batch.

### 4 Experiments

We evaluate our proposed method in comparison with classical baseline methods on two tasks, goal-directed planning and imitation from observations on rope manipulation. The details of the datasets and other experimental settings are described below.

#### 4.1 Representation Visualization

To understand the representation models, we first propose to visualize the state representations learned by our model using t-SNE [42]. With t-SNE visualizations there tends to be many overlapping points in the 2D space, which increases the difficulty of viewing overlapped state examples. Therefore, we quantize t-SNE points into a 2D grid with 40 \( \times \) 20 interface, using RasterFairy [43].
In Figure 2, we show the state representations from validation set which are not seen during training. Notice that similar configurations of the rope appear near each other, indicating the learned feature space meaningfully organizes variation in rope shape.

4.2 Goal-Directed Planning

In goal-directed planning, an agent is required to generate a plausible sequence of states that transition a dynamical system from its current configuration to the desired goal state. Given the learned representations and dynamics models, we propose to plan with a simple version of goal-directed planning (MPC). We first sample several actions and then feed them to the forward dynamics model. Finally, we choose the action that leads to the largest cosine similarity between predicted state representation and goal state representation. The procedure is repeated iteratively for 20 steps.

Dataset and Settings. To simulate rope, we use the DeepMind Control Suite [44] with MuJoCo physics engine [45]. The rope is represented by 25 geoms in simulation with a four-dimensional action space \((x_1, y_1, x_2, y_2)\): the first two dimensions \((x_1, y_1)\) denote the pick point on the rope, and the last two dimensions \((x_2, y_2)\) are the drop location, both of which are in the pixel coordinates of the input RGB image. In order to evaluate the performance of CLOUD under a stochastic environment, we add Gaussian noise to each geom after actions are executed. We use an overhead camera that renders RGB images as input observations for training our model.

By randomly perturbing the rope, our data is collected in a completely unsupervised manner. The interaction of the agent with rope is uniformly sampled but constrained to the observed field to avoid redundant data. We collect 10k trajectories of length 20 (200k samples), which are further split into 150k training samples and 50k testing samples.

We evaluate the performance of goal-directed planning on two types of goal states: shaped and straight. Following [9], we manually pick a set of complex rope shapes for an agent to reach, including "C", "L", "S" and "knot", which are denoted as "shaped goal state". For straight goal state, the agent is supposed to straighten the rope from a given initial configuration.

The performance is quantitatively measured by calculating Euclidean distance between two sets of geoms from achieved and goal states correspondingly, which attempt to capture the deviation between desired goals and agent achieved final states. A successful manipulation is judged by whether the mean distance error is below the threshold (set according to human observation, we use 4 of each geom in pixel space) at each run to calculate the success rate.
Goal-directed planning (Success %)

| Method          | Deterministic environment | Stochastic environment |
|-----------------|---------------------------|------------------------|
|                 | shaped        | straight   | shaped       | straight   |
| Auto-encoder    | 32.8% ± 3.9% | 50.9% ± 2.9% | 16.5% ± 9.9% | 42.1% ± 7.5% |
| PlaNet          | 29.8% ± 3.7% | 53.7% ± 3.2% | 19.9% ± 5.4% | 45.2% ± 6.1% |
| Predictive Model| 34.8% ± 2.2% | 53.3% ± 0.7% | 18.5% ± 9.2% | 40.9% ± 7.3% |
| CLOUD (F)       | 43.3% ± 1.5% | 53.4% ± 0.7% | 41.6% ± 2.3% | 54.6% ± 1.2% |
| CLOUD (FI)      | 49.9% ± 1.4% | 60.8% ± 1.7% | 43.2% ± 1.5% | 53.1% ± 6.7% |

Table 1: Success rate on the goal-directed planning task. Our method outperforms all baseline methods. Prominently, it gets a negligible decline in performance in the stochastic environment, indicating that learning dynamics via contrastive estimation performs better and more robustly than deterministic models.

Training Details. For state representation model $g(\cdot)$, we use a series of 2D convolutions to extract useful features from $64 \times 64$ raw RGB images. The output is then flattened and fed into a linear layer to produce low-dimensional embeddings of the state representations $h$ in $\mathbb{R}^{16}$. For action representation model $g(\cdot)$, we use a 4-layer MLP to extract useful features from actions and output 16-dimension action embeddings. The forward model is a 4-layer MLP which takes a state representation, and an action representation as input and then outputs the representation of the next state. The inverse model is a 4-layer MLP which takes two state representations as input and then outputs the corresponding action representation.

We use the Adam optimizer [46] for training the network with a batch size of 128 and a learning rate of 1e-3 with a weight decay of 1e-6. We train the network for 30 epochs and report the average success rate for evaluation.

Results. Table 1 shows the success rate for various approaches for goal-directed planning. We evaluate two different variants of our method:

- **CLOUD (F)**: This method refers to a variant of CLOUD without the inverse dynamics model, where we feed raw actions instead of action embeddings to the forward dynamics model. The purpose of this variant is to particularly ablate the benefit of our inverse dynamics model.
- **CLOUD (FI)**: Our complete model composes of all the four components, including a forward dynamics component, an inverse dynamics component, a state representation component and an action representation component. These components are trained jointly via contrastive estimation in an unsupervised manner.

We compare our results to the following baselines:

- **Auto-encoder**: We train a simple autoencoder to minimize the pixel distance between reconstructed and actual images [47]. The latent embedding is then used for MPC during planning.
- **PlaNet**: We train PlaNet [48], a purely model-based agent that learns the dynamics from interactions with the world. Their method predicts actions by fast online planning in latent space through images.
- **Predictive Model**: We train a predictive model as proposed by Agrawal et al. [9] that jointly learns a forward and inverse dynamics model for intuitive physics. The latent embedding is then used for MPC during planning.

Results show that our method consistently outperforms all baselines in both shaped goal state and straight goal state. As can be seen in Table 1, when the goal state is simpler, all approaches achieve better performance. We also show that training jointly with an inverse dynamics component instead of a single forward dynamics model performs better on rope manipulation. Such a jointly training
strategy regularizes the state and action representation to extract useful information for planning. The poor performance of Auto-encoder also proves the importance of jointly optimizing forward and inverse dynamics models.

Importantly, our method gets a relatively negligible decline in the success rate compared with all baselines under a stochastic environment. The most likely reason is that contrastive estimation assigns a low cost to all possible predictions instead of predicting the average future, given the fact that our method adopts the same architecture as the Predictive Model. Similarly, PlaNet uses a variational encoder, which leads to better performance under a stochastic environment.

We also show qualitative results of various approaches manipulating the rope under a stochastic environment in Figure 3. Each trajectory runs for 20 actions with the same start state and goal state. In the task of manipulating the rope into a "knot" shape, with our method, the agent successfully achieves the goal state. In comparison, all other methods fail to reach the goal state.

### 4.3 Imitation from Observations

The goal of imitation from observation is to have the robot watch a sequence of images depicting each stage of the demonstration and then reproduce this demonstration on its own. We adopt the imitation method from Nair et al. [8]. The robot receives a demonstration in the form of a sequence of images of the rope in intermediate states toward a final goal. We denote this sequence of demonstration as \( D = (d_0, d_1, ..., d_T) \), where \( T \) is the length of demonstration. Let \( s_1 \) be the initial visual state of the robot and \( d_1 \) be the goal visual state. The robot first inputs the pair of states \((s_1, d_2)\) into the learned inverse dynamics model and executes the predicted action. Let \( s_2 \) be the visual state of the world after the action is executed. The robot then inputs \((s_2, d_3)\) into the inverse model and executes the output action. This process is repeated iteratively for \( T \) time steps.

**Dataset and Settings.** We use the same environment, dataset and metric as mentioned in Section 4.2 to quantitatively evaluate the performance of imitation from observations. In this task, the trajectory through which the agent achieves the final state is important. Therefore, we consider the average distance of the entire trajectory instead of only using final states when calculating the success rate (mean distance error threshold is set to 4 pixels of each geom).
Table 2: Success rate of imitation from observations. The performance of our method is better than baseline methods both in straightening rope and manipulating rope in desired shapes. The gap between stochastic environment and deterministic environment shrinks via contrastive learning.
Results show that our method outperforms all baselines methods for imitation from observations under both shaped and straight goal states. It worth noticing that Self-supervised Imitation performs similarly with Nearest Neighbor baseline, especially under a stochastic environment, which suggests that deterministic prediction somehow memorize the training data and fail to generalize to the stochastic environments. On the contrary, our methods perform much better than the baseline methods, which further proves the importance of contrastive estimation.

Comparing CLOUD (I) with CLOUD (FI), we show that the state and action representation model can benefit from jointly optimizing forward and inverse dynamics model. The reason is the joint dynamics model regularizes state and action representations to only the information relevant to dynamics. By limiting the dimension of these representations, irrelevant information (e.g. background color, lighting) can be filtered automatically, which leads to better generalization.

Figure 4 qualitatively shows that our method is capable of imitating given demonstrations. We see that our method more accurately re-configure the rope to imitate the demonstration comparing with baseline methods.

5 Conclusion

In conclusion, we proposed CLOUD, a contrastive estimation framework for unsupervised dynamics learning. We show that our learned dynamics are effective for both goal conditioned planning and imitation from observations. Although we only evaluate our method on rope manipulation, there are no task specific assumptions. In future work, we plan to extend CLOUD on more robotic tasks under more complex environments. We hope our work points a new way to learn plannable representations, dynamics models that can handle stochasticity of the environment.
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