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Abstract. We show that the Hilger derivative on time scales is a special case of the Radon–Nikodym derivative with respect to the natural measure associated with every time scale. Moreover, we show that the concept of delta absolute continuity agrees with the one from measure theory in this context.

1. Introduction

Time scale calculus was introduced by Hilger in 1988 as a means of unifying differential and difference calculus. Since then this approach has had an enormous impact and developed into a new field of mathematics (see e.g. [3], [4] and the references therein). However, the aim to unify discrete and continuous calculus is of course much older and goes back at least to the introduction of the Riemann–Stieltjes integral, which unifies sums and integrals, by Stieltjes in 1894. Of course these ideas have also been used to unify differential and difference equations and we refer to the seminal work of Atkinson [2] or the book by Mingarelli [15]. The inverse operation to the Lebesgue–Stieltjes integral is the Radon–Nikodym derivative and it is of course natural to ask in what sense this old approach is related to the new time scale calculus. Interestingly this question has not attained much attention and is still not fully answered to the best of our knowledge. It is the aim of the present paper to fill this gap by showing that the Hilger derivative equals the Radon–Nikodym derivative with respect to the measure which is naturally associated with every time scale. It can be defined in several equivalent ways, for example via its distribution function, which is just the forward shift function (cf. (2.3)), or as the image of Lebesgue measure under the backward shift function (cf. (2.9)). This measure was first introduced by Guseinov in [13] and it was shown by Bohner and Guseinov in Chapter 5 of [4] that the delta integral on time scales is a special case of the Lebesgue–Stieltjes integral associated with this measure (see also [6], [8], [16] for further results in this direction).

Moreover, Cabada and Vivero [5] introduced the concept of absolutely continuous functions on time scales and proved a corresponding fundamental theorem of calculus. Again the natural question arises, in what sense this new concept is
related to the usual concept of absolute continuity with respect to the natural measure associated with the time scale. Of course this is also related to the concept of weak derivatives introduced by Agarwal, Otero-Espinar, Perera, and Vivero \[1\] (see also the alternative approach by Davidson and Rynne \[9, 17\] via completion of continuous functions).

Finally, our result also generalizes the work of Chyan and Fryszkowski \[7\] who showed that every increasing function on a time scale has a right derivative almost everywhere.

2. The Hilger derivative as a Radon–Nikodym derivative

To set the stage we recall a few definitions and facts from time scale calculus \[3, 4\]. Let \(T\) be a time scale, that is, a nonempty closed subset of \(\mathbb{R}\). We define the forward and backward shifts on \(\mathbb{R}\) via

\[
\sigma(t) = \begin{cases} 
\inf\{s \in T \mid t < s\}, & t < \sup T, \\
\inf T, & t \geq \sup T,
\end{cases} \\
\rho(t) = \begin{cases} 
\sup\{s \in T \mid t > s\}, & t > \inf T, \\
\sup T, & t \leq \inf T,
\end{cases}
\]

in the usual way. Note that \(\sigma\) is nondecreasing right continuous and \(\rho\) is nondecreasing left continuous. The quantity

\[
\mu(t) = \sigma(t) - t, \quad t \in T
\]

is known as the graininess. A point \(t \in T\) is called right scattered if \(\sigma(t) > t\) and left scattered if \(\rho(t) < t\). Since a nondecreasing function can have at most countably many discontinuities there are only countably many right or left scattered points.

Associated with \(T\) is a unique Borel measure which is defined via its distribution function \(\sigma\) (this procedure is standard and we refer to, e.g., \[18, Sect. A.1\] for a brief and concise account). For notational simplicity we denote this measure by the same letter \(\sigma\) and hence have

\[
\sigma(A) = \begin{cases} 
\sigma_+(b) - \sigma_+(a), & A = (a, b], \\
\sigma_+(b) - \sigma_-(a), & A = [a, b], \\
\sigma_-(b) - \sigma_+(a), & A = (a, b), \\
\sigma_-(b) - \sigma_-(a), & A = [a, b].
\end{cases}
\]

Here we use the short-hand notation

\[
f_\pm(t) = \lim_{\varepsilon \downarrow 0} f(t \pm \varepsilon)
\]

for functions \(f : \mathbb{R} \to \mathbb{C}\) which are locally of bounded variation (such that the limits always exist). Note that since \(\sigma_-(t) = t\) for \(t \in T\) we have

\[
\sigma(\{t\}) = \mu(t), \quad t \in T.
\]

The topological support of \(\sigma\) is given by

\[
\text{supp}(\sigma) = T^\kappa, \quad T^\kappa = T \setminus \{\sup T\}.
\]

Note that \(T^\kappa = T\) if \(T\) does not have a left scattered maximum and otherwise \(T^\kappa\) is \(T\) without this left scattered maximum.
The Riemann–Stieltjes integral with respect to this measure is known as the delta integral

\[ \int_a^b f(t) \Delta t := \int_{[a,b)} f(t) d\sigma(t), \quad a, b \in \mathbb{T}. \]

There is also an alternate way \[17\] of defining the integral (and thus the measure) using

\[ \int_{[a,b)} f(t) d\sigma(t) = \int_a^b f(\rho(t)) dt, \quad a, b \in \mathbb{T}. \]

Indeed this equality is due to the fact that \( \sigma \) is the image measure of the Lebesgue measure \( \lambda \) under the function \( \rho \), i.e.

\[ \sigma(A) = \lambda(\rho^{-1}(A)) \]

for each Borel set \( A \) (which is proved readily for intervals). Furthermore this shows that some measurable function \( f \) is integrable with respect to \( \sigma \) if and only if \( f \circ \rho \) is integrable with respect to Lebesgue measure.

A function \( f \) on \( \mathbb{T} \) is said to be delta (or Hilger) differentiable at some point \( t \in \mathbb{T} \) if there is a number \( f^\Delta(t) \) such that for every \( \varepsilon > 0 \) there is a neighborhood \( U \subset \mathbb{T} \) of \( t \) such that

\[ |f(\sigma(t)) - f(s) - f^\Delta(t)(\sigma(t) - s)| \leq \varepsilon|\sigma(t) - s|, \quad s \in U. \]

If \( \mu(t) = 0 \) then \( f \) is differentiable at \( t \) if and only if it is continuous at \( t \) and

\[ f^\Delta(t) = \lim_{s \to t} \frac{f(s) - f(t)}{s - t} \]

exists (the limit has to be taken for \( s \in \mathbb{T} \setminus \{t\} \)). Similarly, if \( \mu(t) > 0 \) then \( f \) is differentiable at \( t \) if and only if it is continuous at \( t \) and

\[ f^\Delta(t) = \frac{f(\sigma(t)) - f(t)}{\mu(t)} \]

in this case.

Every function \( f : \mathbb{T} \to \mathbb{C} \) can be extended to all of \( \mathbb{R} \) via

\[ \tilde{f}(t) = f(\sigma(t)), \quad t \not\in \mathbb{T}. \]

Note that if the original function \( f \) is continuous at \( t \in \mathbb{T} \), then the extension will satisfy \( f_-(t) = f(t) \) and \( \tilde{f}_+(t) = f(\sigma(t)) \). In particular, \( \tilde{f} \) will be left continuous if \( f \) is continuous.

Next we briefly review the concept of the derivative of a function on \( \mathbb{R} \) with respect to the Borel measure \( \sigma \). As already pointed out above, if \( \nu : \mathbb{R} \to \mathbb{C} \) is locally of bounded variation we have an associated measure (denoted by the same letter for notational simplicity) and we can consider the Radon–Nikodym derivative

\[ \frac{d\nu}{d\sigma}(t) \]

which is defined a.e. with respect to \( \sigma \). We recall (see e.g., \[12\] Sect. 1.6)) that

\[ \frac{d\nu}{d\sigma}(t) = \lim_{\varepsilon \downarrow 0} \frac{\nu([t-\varepsilon,t+\varepsilon))}{\sigma([t-\varepsilon,t+\varepsilon))} = \lim_{\varepsilon \downarrow 0} \frac{\nu_-(t+\varepsilon) - \nu_+(t-\varepsilon)}{\sigma_-(t+\varepsilon) - \sigma_+(t-\varepsilon)} \]
where the limit exists a.e. with respect to $\sigma$. The function $\nu$ is said to be absolutely continuous with respect to $\sigma$ on some interval $[a, b]$ if the associated measure, restricted to this interval is absolutely continuous with respect to $\sigma$, i.e. if

\[ \nu_-(x) - \nu_-(a) = \int_{[a,x]} \frac{d\nu}{d\sigma}(t)d\sigma(t), \quad x \in [a, b). \] (2.16)

Furthermore $\nu$ is locally absolutely continuous with respect to $\sigma$ if it is absolutely continuous on each such interval. Note that in this case the only possible discontinuities of $\nu$ are the right scattered points.

**Lemma 2.1.** Suppose $f : \mathbb{T} \to \mathbb{C}$ is delta differentiable in some point $t \in \mathbb{T}$ and $f$ is locally of bounded variation. Then the limit in (2.15) exists and satisfies

\[ \frac{df}{d\sigma}(t) = f^\Delta(t). \] (2.17)

**Proof.** There are two possible cases:

(i) $\mu(t) = 0$. First of all note that (2.11) implies

\[ \lim_{\varepsilon \downarrow 0} \frac{\tilde{f}_-(t + \varepsilon) - f(t) - f^\Delta(t) \eta_+(\varepsilon)}{\eta_+(\varepsilon)} = 0, \quad \eta_+(\varepsilon) = \sigma_-(t + \varepsilon) - t. \]

Indeed this follows because of $\tilde{f}_-(t + \varepsilon) = f\left(\sigma_-(t + \varepsilon)\right)$ and since $\sigma_-(t + \varepsilon) \to t$ as $\varepsilon \downarrow 0$ (also note that $\sigma_-(t + \varepsilon) \in \mathbb{T}$). Furthermore if $t$ is left dense we similarly obtain, using $\tilde{f}_+(t - \varepsilon) = f\left(\sigma_+(t - \varepsilon)\right)$ and $\sigma_+(t - \varepsilon) \to t$ as $\varepsilon \downarrow 0$ (also note that $\sigma_+(t - \varepsilon) \in \mathbb{T}$)

\[ \lim_{\varepsilon \downarrow 0} \frac{f(t) - \tilde{f}_+(t - \varepsilon) - f^\Delta(t) \eta_-(\varepsilon)}{\eta_-(\varepsilon)} = 0, \quad \eta_-(\varepsilon) = t - \sigma_+(t - \varepsilon). \]

Now observe that for each $\varepsilon > 0$ we have

\[ \frac{\tilde{f}_-(t + \varepsilon) - \tilde{f}_+(t - \varepsilon)}{\sigma_-(t + \varepsilon) - \sigma_+(t - \varepsilon)} - f^\Delta(t) = \frac{\tilde{f}_-(t + \varepsilon) - f(t) - f^\Delta(t) \eta_+(\varepsilon)}{\eta_+(\varepsilon)} \frac{\eta_+(\varepsilon)}{\eta_+(\varepsilon) + \eta_-(\varepsilon)} + \frac{f(t) - \tilde{f}_+(t - \varepsilon) - f^\Delta(t) \eta_-(\varepsilon)}{\eta_-(\varepsilon)} \frac{\eta_-(\varepsilon)}{\eta_+(\varepsilon) + \eta_-(\varepsilon)}. \]

If $t$ is left scattered, then for small enough $\varepsilon$ the second term vanishes, since then $f(t) = \tilde{f}_+(t - \varepsilon)$ as well as $\eta_-(\varepsilon) = 0$. Hence the claim follows since the first term converges to zero. Otherwise if $t$ is left dense, both terms converge to zero and the claim again follows (also note that the fractions stay bounded since $\eta_+(\varepsilon)$ and $\eta_-(\varepsilon)$ are positive).

(ii) $\mu(t) > 0$. Since $t$ is right scattered we have for small enough $\varepsilon > 0$

\[ \frac{\tilde{f}_-(t + \varepsilon) - \tilde{f}_+(t - \varepsilon)}{\sigma_-(t + \varepsilon) - \sigma_+(t - \varepsilon)} = \frac{f(\sigma(t)) - \tilde{f}_+(t - \varepsilon)}{\mu(t) + t - \sigma(t - \varepsilon)} \to \frac{f(\sigma(t)) - f(t)}{\mu(t)} \] as $\varepsilon \downarrow 0$ and the claim follows from (2.12).

**Example:** It might be interesting to note that the extension $\tilde{f}$ need not be differentiable (in the usual sense) at some point $t \in \mathbb{T}$ if $f$ is delta differentiable at $t$ even not if $t$ is dense. Indeed consider the time scale

\[ \mathbb{T} = \{0\} \cup \{\pm t_n \mid n \in \mathbb{N}\}, \quad t_n = \frac{1}{n!}, \quad n \in \mathbb{N} \]
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and the function
\[ f(0) = 0, \quad f(\pm t_n) = \frac{\pm 1}{(n + 1)!}, \quad n \in \mathbb{N}. \]

Then \( f \) is delta differentiable at zero since
\[ f^\Delta(0) = \lim_{n \to \infty} \frac{f(\pm t_n) - f(0)}{\pm t_n} = \lim_{n \to \infty} \frac{n!}{(n + 1)!} = 0. \]

However the extension \( \bar{f} \) is not even right differentiable there, since
\[ \lim_{n \to \infty} \frac{\bar{f}(ct_n) - f(0)}{ct_n} = \lim_{n \to \infty} \frac{f(t_{n-1}) - f(0)}{ct_n} \lim_{n \to \infty} \frac{n!}{cn!} = \frac{1}{c} \neq f^\Delta(0), \]
for each positive constant \( c > 1 \).

As an immediate consequence of our lemma we obtain our main result:

**Theorem 2.2.** Suppose \( f \) is delta differentiable for all \( t \in \mathbb{T}^\kappa \) and \( \bar{f} \) is locally of bounded variation. Then the Radon–Nikodym derivative of \( \bar{f} \) and the Hilger derivative of \( f \) coincide at every point in \( \mathbb{T}^\kappa \).

Concerning applications of this result we emphasize that it makes several results from measure theory directly available to time scale calculus. For example, this result shows that the theory of generalized differential equations with measure-valued coefficients as developed in the book by Mingarelli [15] contains differential equation on time scales as a special case. We will use this in a follow up publication [11] to prove some new results about Sturm–Liouville equations on time scales based on some recent extensions for Sturm–Liouville equations with measure-valued coefficients [10].

3. Absolute continuity

Absolutely continuous functions on time scales were introduced in [5]. Here we will denote them by delta absolutely continuous functions to distinguish them from absolutely continuous functions in the usual measure theoretic definition.

Let \( a, b \in \mathbb{T} \) with \( a < b \) and \([a, b]_\mathbb{T} = [a, b] \cap \mathbb{T}\) be a subinterval of \( \mathbb{T}\). A function \( f : \mathbb{T} \to \mathbb{C} \) is said to be delta absolutely continuous on \([a, b]_\mathbb{T}\) if for every \( \varepsilon > 0 \), there exists a \( \delta > 0 \) such that if \( \{ [a_k, b_k]_\mathbb{T} \} \}_{k=1}^n \) with \( a_k, b_k \in [a, b]_\mathbb{T} \) is a finite pairwise disjoint family of subintervals of \([a, b]_\mathbb{T}\) with \( \sum_{k=1}^n (b_k - a_k) < \delta \), then
\[ \sum_{k=1}^n |f(b_k) - f(a_k)| < \varepsilon. \]

For functions which are delta absolutely continuous on \([a, b]_\mathbb{T}\), we have a variant of the fundamental theorem of calculus.

**Theorem 3.1 ([5] Theorem 4.1]).** A function \( f : \mathbb{T} \to \mathbb{C} \) is delta absolutely continuous on \([a, b]_\mathbb{T}\) if and only if \( f \) is delta differentiable almost everywhere with respect to \( \sigma \) on \([a, b]_\mathbb{T}\), \( f^\Delta \in L^1([a, b]_\mathbb{T} ; \sigma) \) and
\[ f(x) = f(a) + \int_{[a, x]_\mathbb{T}} f^\Delta(t) d\sigma(t), \quad x \in [a, b]_\mathbb{T}. \]

Note that if \( f \) is delta absolutely continuous on \([a, b]_\mathbb{T}\), then the extension satisfies
\[ \bar{f}(x) = \bar{f}(a) + \int_{[a, x]} f^\Delta(t) d\sigma(t), \quad x \in [a, b]. \]

The next lemma of Lebesgue is well known (e.g. Corollary 1 in Section 1.7.1 of [12] or Theorem A.34 in [18]).
Lemma 3.2. Let $g \in L^1(\mathbb{R})$, then
\begin{equation}
\lim_{\varepsilon \to 0} \frac{1}{\varepsilon} \int_{x-\varepsilon}^{x+\varepsilon} |g(t) - g(x)| \, dt = 0,
\end{equation}
for almost all $x \in \mathbb{R}$ with respect to Lebesgue measure.

Theorem 3.3. Some function $f : \mathbb{T} \to \mathbb{C}$ is delta absolutely continuous on $[a, b]_\mathbb{T}$ if and only if $\tilde{f}$ is left continuous on $[a, b]$ and absolutely continuous with respect to $\sigma$ on $[a, b]$. In this case
\begin{equation}
f^\Delta(t) = \frac{d\tilde{f}}{d\sigma}(t),
\end{equation}
for almost all $t \in [a, b]$ with respect to $\sigma$.

Proof. If $f$ is delta absolutely continuous on $[a, b]_\mathbb{T}$ then $f$ is continuous on $[a, b]$, hence $\tilde{f}$ is left continuous on $[a, b]$. Furthermore $\tilde{f}$ is absolutely continuous with respect to $\sigma$ on $[a, b]$, i.e. $\frac{d\tilde{f}}{d\sigma} \in L^1([a, b]; \sigma)$ and
$$\tilde{f}(x) = \tilde{f}(a) + \int_{[a, x]} \frac{d\tilde{f}}{d\sigma}(t) \, d\sigma(t), \quad x \in [a, b].$$

Then for each $t \in [a, b]_\mathbb{T}$ there are four cases:
(i) $t$ is an isolated point. In this case $f$ is Hilger differentiable, with
$$f^\Delta(t) = \frac{\tilde{f}(\sigma(t)) - \tilde{f}(t)}{\sigma(t) - t} = \frac{\int_{[t, \sigma(t)]} \frac{d\tilde{f}}{d\sigma}(s) \, d\sigma(s)}{\sigma(t) - t} = \frac{d\tilde{f}}{d\sigma}(t).$$
(ii) $t$ is right scattered and left dense. In this case for each small enough $\varepsilon > 0$ ($\sigma$ has no mass to the right of $t$) with $t - \varepsilon \in \mathbb{T}$ we have
$$\left| \frac{f(\sigma(t)) - f(t - \varepsilon)}{\sigma(t) - (t - \varepsilon)} - \frac{d\tilde{f}}{d\sigma}(t) \right| = \left| \int_{[t - \varepsilon, \sigma(t)]} \frac{d\tilde{f}}{d\sigma}(s) \, d\sigma(s) \right| \leq \frac{1}{\sigma([t - \varepsilon, t])} \int_{[t - \varepsilon, t]} \left| \frac{d\tilde{f}}{d\sigma}(s) - \frac{d\tilde{f}}{d\sigma}(t) \right| \, d\sigma(s).$$
Now the right-hand side converges to zero as $\varepsilon \downarrow 0$, since the denominator is bounded from below by $\sigma([t]) > 0$.
(iii) $t$ is left scattered and right dense. These points are a null set with respect to $\sigma$.
(iv) $t$ is dense. By redefining the Radon–Nikodym derivative on a null set we may assume that
$$\frac{d\tilde{f}}{d\sigma}(s) = \frac{d\tilde{f}}{d\sigma}(\rho(s)), \quad s \notin \mathbb{T}.$$
From (2.8) we see that this function is integrable over $[a, b]$ with respect to the Lebesgue measure and that
$$\tilde{f}(x) = \tilde{f}(a) + \int_{[a, x]} \frac{d\tilde{f}}{d\sigma}(s) \, d\sigma(s) = \tilde{f}(a) + \int_{a}^{x} \frac{d\tilde{f}}{d\sigma}(s) \, ds, \quad x \in [a, b]_\mathbb{T}.$$
Now let \( \varepsilon > 0 \) with \( t - \varepsilon \in T \) then
\[
\left| \frac{f(\sigma(t)) - f(t - \varepsilon)}{\sigma(t) - (t - \varepsilon)} - \frac{\bar{f}}{d\sigma}(t) \right| = \frac{1}{\varepsilon} \left| \int_{t-\varepsilon}^{t} \frac{df}{d\sigma}(s) ds - \frac{1}{\varepsilon} \int_{t-\varepsilon}^{t} \frac{d\bar{f}}{d\sigma}(t) ds \right| \\
\leq \frac{1}{\varepsilon} \int_{t-\varepsilon}^{t} \frac{d\bar{f}}{d\sigma}(s) ds - \frac{d\bar{f}}{d\sigma}(t) ds \\
\leq \frac{1}{\varepsilon} \int_{t-\varepsilon}^{t} \frac{d\bar{f}}{d\sigma}(s) ds - \frac{d\bar{f}}{d\sigma}(t) ds.
\]

Similar one obtains for each \( \varepsilon > 0 \) with \( t + \varepsilon \in T \) the estimate
\[
\left| \frac{f(\sigma(t)) - f(t + \varepsilon)}{\sigma(t) - (t + \varepsilon)} - \frac{\bar{f}}{d\sigma}(t) \right| \leq \frac{1}{\varepsilon} \int_{t-\varepsilon}^{t+\varepsilon} \int_{t-\varepsilon}^{t+\varepsilon} \frac{d\bar{f}}{d\sigma}(s) - \frac{d\bar{f}}{d\sigma}(t) ds.
\]

Now Lemma 3.2 shows that the Hilger derivative exists for almost all dense \( t \) with respect to Lebesgue measure and coincides with the Radon–Nikodym derivative. But since a Lebesgue null set of dense points is also a null set with respect to \( \sigma \), this and Theorem 3.1 prove that \( f \) is delta absolutely continuous on \([a, b]_T\). □

Of course absolutely continuous functions have derivatives in the weak sense as introduced in [1]. This follows from the rule of integration by parts for functions of bounded variation [14, Theorem 21.67].
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