Computer Aid Screening of COVID19 using X-ray and CT Scan Images: A Comparative Study
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Abstract: In this article, we analyse the computer aid screening method of COVID19 using X-ray and CT scan images. The main objective is to set an analytical closure about the computer aid screening of COVID19 among the X-ray image and CT scan image. The computer aid screening method includes deep feature extraction, transfer learning and traditional machine learning image classification approach. The deep feature extraction and transfer learning method considered 13 pre-trained CNN model. The machine learning approach includes three sets of features and three classifiers. The pre-trained CNN models are alexnet, googlenet, vgg16, vgg19, densenet201, resnet18, resnet50, resnet101, inceptionv3, inceptionresnetv2, xception, mobilenetv2 and shufflenet. The features and classifiers in machine learning approaches are GLCM, LBP, HOG and KNN, SVM, Naive bay’s respectively.

In addition, we also analyse the different paradigms of classifiers. In total, the comparative analysis is carried out in 65 classification models, i.e. 13 in deep feature extraction, 13 in transfer learning and 39 in machine learning approaches. Finally, all the classification models perform better in X-ray image set compare to CT scan image set.
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1. Introduction

The COVID-19 also well knows as coronavirus is a deadly acute disease has appeared in Wuhan province, China in December 2019. COVID-19 outbreaks continue to spread over the world, over 18.6 million people across 200 countries [1]. At present COVID-19 pandemic is the most pressing issue confronting our whole world due to its massive negative impact on public health [2]. Although governments and rulers imposing various new schemes, policy and created new lifestyles to combat COVID-19. Science and technology have a major contribution in implementing these new schemes and policies [3].

On the other hand, recently artificial intelligence and computer-aided screening has been widely adopted and successfully applied for the acceleration of biomedical research and development [4]. Machine learning, deep learning and transfer learning have been used in many applications, including data classification [5] and image detection and segmentation [6]. There exist numerous open online databases, including chest X-Ray and CT scan datasets. This database is being used for building various classification and detection models and also can be used further too. Selecting an appropriate dataset out of the high amount of pandemic dataset is one of the challenging tasks.
Recently, various studies have pointed out that X-Ray and CT images play an essential evaluation mean for screening and diagnosing COVID-19 infection [7-21]. From the extensive review, it is found that using X-Ray dataset achieved results are quite significant and promising for COVID-19 diseases when compared with CT scan dataset. However, the main objective of this research is to provide a comparative analysis of various models of machine learning, deep learning and transfer learning used for diagnosis and detection of COVID-19 using X-Ray and CT scan images. In addition, it is required to know the limitation and understand the technological ability of image datasets so that the research push forward in a positive way to design computer aid diagnosis system for screening of COVID19.

2. Data

To build a consistent and robust model, it is essential to ensure the same number of samples while considering all the cases for each class. For this study, we have used the chest X-ray and Ct scan image available in Github and Kaggle repository. The publicly accessible database comprises of X-Ray and CT scans for both the class, i.e. normal images and COVID-19 infected images. The image samples involved in this comparative analysis is detailed in Table 1.

| Class      | Type of Dataset images | No. of samples |
|------------|------------------------|----------------|
| Normal     | X-Ray                  | 350            |
|            | CT Scan                | 350            |
| COVID-19   | X-Ray                  | 350            |
|            | CT Scan                | 350            |

3. Methods and Experimental Results

In this section, we provide a comparative analysis of various models of machine learning, deep learning and transfer learning approach using X-Ray and CT scan images for the screening of COVID19. The exploration study was actualised utilising the MATLAB 2019a. All the applications were run on a laptop, i.e. HP Pavilion Core i5 5th Generation with basic NVIDIA GEFORCE GTX 1050Ti. The performance of each classifier is measured using six evaluation indicators namely accuracy, sensitivity, specificity, false positive rate (FPR), F1 Score and computational time in case of deep learning feature extraction and transfer learning approach. The accuracy and area under the curve (AUC) are used in the machine learning approach to measure the performance of classifiers. In deep feature extraction method, the most reliable classifier. Support vector machine (SVM) is employed to classify the COVID and NON-COVID images. The theory, mathematics and training parameter settings are as in our [18] research article.

3.1 Deep Feature Extraction Approach

Deep feature extraction is based on the extraction of features acquired from a pre-trained CNN. The deep features are extracted from fully connected layer and feed to the classifier for training purpose. Here, all the 13 pre-trained networks are considered for deep features extraction including alexnet, googlenet, vgg16, vgg19, densenet201, resnet18, resnet50, resnet101, inceptionv3, inceptionresnetv2, xception, mobilenetv2 and shufflenet. The deep
features of pre-trained network fed to the SVM for classification. The classification model in deep feature extraction approach is illustrated in Figure 1.
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Figure 1: Deep Feature Extraction Approach for Screening of COVID19.

After that, the classification is performed and evaluation indicators of all classification models are recorded in Table 2.

Table 2. Comparative Results of Xray and CT Scan Images in Deep Feature Extraction with SVM Approach.

| Pre-Trained Model | Xray Image | CT Scan Image |
|-------------------|------------|---------------|
|                   | Accuracy   | Sensitivity  | Specificity | FPR | F1 Score | Computation Time |
| AlexNet           | 0.9905     | 0.9905       | 0.9995      | 0.0005 | 0.9950 | 28.4800 ±0.8819 |
|                   | ±0.005     | ±0.005       | ±0.0026     | 0.0026 | ±0.005 | 24       |
| MobileNetV2       | 0.9957     | 0.9914       | 1.0000      | 0.0000 | 0.9957 | 38.3397 ±0.5983 |
|                   | ±0.005     | ±0.011       | ±0.0000     | ±0.0000 | ±0.005 | 5         |
| ShuffleNet        | 0.9933     | 0.9867       | 1.0000      | 0.0000 | 0.9932 | 32.2203 ±9.3669 |
|                   | ±0.006     | ±0.013       | ±0.0000     | ±0.0000 | ±0.006 | 6         |
| DenseNet201       | 0.9964     | 0.9928       | 1.0000      | 0.0000 | 0.9963 | 131.097 ±10.828 |
|                   | ±0.040     | ±0.040       | ±0.0000     | ±0.0000 | ±0.040 | 73        |
| GogglNet          | 0.9957     | 0.914±       | 1.0000      | 0.0000 | 0.9957 | 28.7687 ±0.2670 |
|                   | ±0.004     | ±0.0080      | ±0.0000     | ±0.0000 | ±0.008 | 0         |
| InceptionResNet1V2| 0.9943     | 0.9886       | 1.0000      | 0.0000 | 0.9942 | 171.590 ±6.2960 |
|                   | ±0.007     | ±0.014       | ±0.0000     | ±0.0000 | ±0.007 | 4         |
| InceptionResNet3V3| 0.9944     | 0.9886       | 1.0000      | 0.0000 | 0.9942 | 79.4426 ±3.8411 |
|                   | ±0.007     | ±0.013       | ±0.0000     | ±0.0000 | ±0.007 | 18        |
| ResNet18          | 0.9959     | 0.9928       | 0.9990      | 0.0009 | 0.9959 | 31.6206 ±9.852 |
|                   | ±0.004     | ±0.007       | ±0.005      | ±0.005 | ±0.004 | 3         |
| ResNet50          | 0.9967     | 0.9933       | 1.0000      | 0.0000 | 0.9966 | 31.6802 ±2.2659 |
|                   | ±0.005     | ±0.011       | ±0.0000     | ±0.0000 | ±0.005 | 5         |
| ResNet101         | 0.9907     | 0.9852       | 0.9962      | 0.0038 | 0.9907 | 77.5618 ±0.0146 |
|                   | ±0.007     | ±0.010       | ±0.009      | ±0.009 | ±0.007 | 3         |
| VGG16             | 0.9945     | 0.9905       | 0.9986      | 0.0014 | 0.9945 | 95.3727 ±2.5518 |
|                   | ±0.005     | ±0.009       | ±0.007      | ±0.007 | ±0.005 | 5         |
| VGG19             | 0.9981     | 0.9962       | 1.0000      | 0.0000 | 0.9981 | 111.856 ±9.1256 |
|                   | ±0.003     | ±0.007       | ±0.000      | ±0.000 | ±0.003 | 7         |
| Xception          | 0.9951     | 0.9862       | 1.0000      | 0.0000 | 0.9930 | 105.818 ±10.518 |
|                   | ±0.006     | ±0.013       | ±0.000      | ±0.000 | ±0.006 | 7         |

*The results recorded are the mean and std. dev. of 30 independent runs of each classification models.
It is observed from Table 2; each classification model performed better in case of Xray images compared to CT scan image. In some classification models, no doubt the computational time is more in case of X-ray image compared to CT scan image but, the other evaluation indicators like accuracy, sensitivity, specificity and F1score have better value. Again, the FPR is always less in case of X-ray image than the CT scan image in all classification model. The accuracy of 13 classification models based on deep feature with SVM using Xray and CT scan images are illustrated in Figure 2.
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Figure 2 Accuracy in the percentage of classification models based on Deep Feature with SVM approach using Xray and CT scan image.

### 3.2 Transfer Learning Approach

The transfer learning approach is a subset of machine learning that utilise pre-collected knowledge from the established model. This section deals with the screening of COVID19 in the transfer learning approach. In this approach 13 pre-trained network such as alexnet, googlenet, vgg16, vgg19, densenet201, resnet18, resnet50, resnet101, inceptionv3, inceptionresnetv2, xception, mobilenetv2 and shufflenet are evaluated. The classification model in transfer learning approach is illustrated in Figure 3. The evaluation indicators of 13 models are recorded in Table 3.
Figure 3. Transfer Learning Approach for Screening of COVID19.

| Pre-trained Model | X-ray Image | CT Scan Image |
|-------------------|-------------|---------------|
|                   | Accuracy    | Sensitivity   | Specificity | FPR  | F1 Score | Computation Time | Accuracy    | Sensitivity | Specificity | FPR  | F1 Score | Computation Time |
| AlexNet           | 0.9840 ± 0.014 | 0.9805 ± 0.021 | 0.9878 ± 0.017 | 0.0124 | 0.9839 ± 0.014 | 65.046 | 0.621 ± 0.369 | 0.6108 ± 0.3635 | 0.6108 ± 36.873 |
|                   | 7 ± 1 | 1 ± 1 | 3 ± 7 | 75 | 1 ± 0.075 | ±0.064 | ±0.064 | ±0.064 | 1±4.78 |
| MobileNet V2      | 0.9864 ± 0.013 | 0.9838 ± 0.015 | 0.9890 ± 0.018 | 0.0110 | 0.9864 ± 0.013 | 66.209 | 0.642 ± 0.6386 | 0.6462 ± 0.3538 | 0.6403 ± 39.016 |
|                   | 2 ± 8 | 6 ± 6 | 2 ± 2 | 27 | 5±0.062 | ±0.066 | ±0.066 | ±0.045 | ±2±5.28 |
| ShuffleNet        | 0.9848 ± 0.011 | 0.9757 ± 0.020 | 0.9938 ± 0.012 | 0.0062 | 0.9846 ± 0.012 | 98.12 | 0.642 ± 0.6410 | 0.6433 ± 0.3567 | 0.6413 ± 39.195 |
|                   | 8 ± 6 | 3 ± 3 | 4 ± 0 | 43 | 1±0.0 | ±0.055 | ±0.063 | ±0.063 | ±0.042 | ±4±7.73 |
| DenseNet 201      | 0.9857 ± 0.009 | 0.9810 ± 0.012 | 0.9905 ± 0.014 | 0.0102 | 0.9857 ± 0.009 | 76.584 | 0.633 ± 0.6186 | 0.6481 ± 0.3519 | 0.6269 ± 50.936 |
|                   | 7 ± 1 | 7 ± 1 | 7 ± 7 | 50 | 4±0.0 | ±0.074 | ±0.075 | ±0.075 | ±3±0.05 | ±4±6.31 |
| GoggleNet         | 0.9881 ± 0.011 | 0.9852 ± 0.014 | 0.9910 ± 0.016 | 0.0090 | 0.9881 ± 0.010 | 65.152 | 0.611 ± 0.6195 | 0.6038 ± 0.3962 | 0.6145 ± 37.823 |
|                   | 0 ± 3 | 0 ± 0 | 0 ± 0 | 9 | 5±0.0 | ±0.066 | ±0.081 | ±0.081 | ±0.045 | ±6±4.90 |
| InceptionNet 18  | 0.9843 ± 0.010 | 0.9819 ± 0.014 | 0.9867 ± 0.016 | 0.0133 | 0.9843 ± 0.010 | 82.005 | 0.630 ± 0.6300 | 0.6310 ± 0.3690 | 0.6297 ± 55.537 |
|                   | 5 ± 0 | 5 ± 5 | 7 ± 7 | 5 ± 16 | 5±0.0 | ±0.057 | ±0.045 | ±0.045 | ±7±4.04 |
| InceptionNet V3   | 0.9895 ± 0.009 | 0.9857 ± 0.014 | 0.9933 ± 0.011 | 0.0067 | 0.9895 ± 0.011 | 80.915 | 0.621 ± 0.6143 | 0.6290 ± 0.3710 | 0.6180 ± 39.326 |
|                   | 3 ± 0 | 1 ± 1 | 4 ± 1 | 157 | 7±0.0 | ±0.074 | ±0.074 | ±0.074 | ±0.060 | ±0±4.17 |
| ResNet 18         | 0.9819 ± 0.010 | 0.9786 ± 0.015 | 0.9852 ± 0.019 | 0.0148 | 0.9819 ± 0.015 | 65.748 | 0.644 ± 0.6281 | 0.6605 ± 0.3395 | 0.6375 ± 39.073 |
|                   | 5 ± 0 | 5 ± 0 | 5 ± 1 | 5 ± 16 | 3±0.0 | ±0.072 | ±0.061 | ±0.061 | ±0.045 | ±5±4.75 |
| ResNet 101        | 0.9869 ± 0.010 | 0.9857 ± 0.016 | 0.9881 ± 0.013 | 0.0119 | 0.9869 ± 0.010 | 75.171 | 0.612 ± 0.5910 | 0.6343 ± 0.3657 | 0.6033 ± 39.928 |
|                   | 5 ± 1 | 6 ± 6 | 6 ± 6 | 601 | 6±0.0 | ±0.078 | ±0.080 | ±0.080 | ±0.068 | ±6±3.81 |
| VGG 16            | 0.9864 ± 0.010 | 0.9848 ± 0.013 | 0.9881 ± 0.015 | 0.0119 | 0.9864 ± 0.015 | 81.681 | 0.648 ± 0.6386 | 0.6831 ± 0.3487 | 0.6435 ± 47.332 |
|                   | 5 ± 6 | 5 ± 5 | 5 ± 1 | 5 ± 16 | 3±0.0 | ±0.071 | ±0.048 | ±0.048 | ±0.050 | ±5±12.6 |
| VGG 9             | 0.9840 ± 0.010 | 0.9781 ± 0.012 | 0.9900 ± 0.016 | 0.0100 | 0.9840 ± 0.010 | 78.969 | 0.634 ± 0.6171 | 0.6524 ± 0.3476 | 0.6266 ± 39.953 |
|                   | 9 ± 3 | 4 ± 4 | 4 ± 4 | 4 ± 481 | 8±0.0 | ±0.075 | ±0.055 | ±0.055 | ±0.053 | ±9±4.56 |
| Xception          | 0.987± 0.0099 | 0.9810 ± 0.008 | 0.9938 ± 0.008 | 0.0062 | 0.9873 ± 0.010 | 75.828 | 0.616 ± 0.6033 | 0.6305 ± 0.3969 | 0.6108 ± 36.783 |
|                   | 65 ± 9 | 9 ± 9 | 0 ± 832 | 1±12.0 | 9±0.0 | ±0.075 | ±0.075 | ±0.075 | ±0.046 | ±1±4.78 |

*The results recorded are the mean and std. dev. of 30 independent runs of each classification models.

It is observed from Table 3; the classification model performs well in case of transfer learning approach compared to CT scan image like deep feature extraction method. Performance measurement of all the twelve pre-trained models in terms of accuracy by using the Transfer Learning Approach is shown in Figure 2. The accuracy of each classification model in transfer learning approach using Xray and CT scan image is shown in Figure 4.
Figure 4 Accuracy in the percentage of classification models based on Transfer Learning approach using Xray and CT scan image.

3.3 Machine Learning Approach

The screening of COVID19 using machine learning approach includes HOG, LBP and GLCM feature. Using these features, the classifier such as Naïve bay’s, KNN and SVM with their different paradigms are evaluated. The performance of classification models in machine learning approaches is in terms of accuracy and AUC. Table 4 noted the measures of classification models.

| Classifier  | Xray Image | CT Scan Image |
|-------------|------------|---------------|
|             | GLCM       | HOG | LBP | GLCM | HOG | LBP |
| Naive Bayes |            |     |     |       |     |     |
| Kernel      | 98.60      | 1.00| 99.00| 1.00| 97.10| 0.96|
| SVM         | 96.90      | 0.88| 98.80| 0.98| 97.80| 1.00|
| Linear      |            |     |     |       |     |     |
| SVM         | 97.90      | 0.98| 100  | 1.00| 100  | 1.00|
| Quadratic   | 98.80      | 0.99| 100  | 1.00| 100  | 1.00|
| SVM         |            |     |     |       |     |     |
| Cubic       | 97.10      | 1.00| 97.30| 1.00| 98.80| 1.00|
| Gaussian    |            |     |     |       |     |     |
| SVM         | 98.10      | 1.00| 100  | 1.00| 98.50| 1.00|
| Fine        |            |     |     |       |     |     |
| Gaussian    | 96.20      | 0.99| 96.10| 0.98| 94.90| 0.98|
| SVM         |            |     |     |       |     |     |
| Coarse      | 99.00      | 0.97| 100  | 1.00| 100  | 1.00|
| Gaussian    |            |     |     |       |     |     |
| SVM         | 96.00      | 1.00| 95.90| 1.00| 96.80| 1.00|
| KNN         |            |     |     |       |     |     |
| Fine        | 83.60      | 0.99| 94.60| 0.63| 94.6  | 0.97|
| KNN         |            |     |     |       |     |     |
| Cosine      | 95.20      | 0.99| 96.40| 0.99| 96.80| 1.00|
| KNN         |            |     |     |       |     |     |
| Cubic       | 95.20      | 1.00| 95.60| 1.00| 96.80| 1.00|
| KNN         |            |     |     |       |     |     |
| Weighted    | 98.80      | 1.00| 100  | 1.00| 99.80| 1.00|
| KNN         |            |     |     |       |     |     |
For proper comparison of technological benefits among X-ray and CT scan images in readers point of view the accuracy comparison of each classifier with each feature in every paradigm is illustrated in Figure 5, Figure 6 and Figure 7. The accuracy of the different classifier with their paradigms using GLCM feature, HOG feature and LBP feature is illustrated in Figure 5, Figure 6 and Figure 7 respectively. It is observed from Figure 5, Figure 6 and Figure 7, the classification models in traditional machine learning approaches performed well using X-ray images compared to CT scan images.

![Figure 5 Accuracy of Machine Learning Models using GLCM features.](image1)

![Figure 6 Accuracy of Machine Learning Models using HOG features.](image2)
4. Conclusion

The comparative study for the screening of COVID19 in deep feature extraction, transfer learning and traditional machine learning is carried out. Here, 65 classification models are evaluated to judge the betterment among the X-ray and CT scan images. It is implicated from the experimentation in the same dimension of the dataset of X-ray and CT scan that, the X-ray images are better for computer aid diagnosis. Again, this comparative study provides a clear idea about the limitations and supremacy of X-ray and CT scan image towards the design of computer aid diagnosis system. Also, this comparative study offers additional insight among the research community those are working towards the development of computer aid diagnosis system for screening of COVID19.
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