A Probabilistic Model-Based Robust Waveform Design for MIMO Radar Detection

Xuyang Wang  
College of Electronic Engineering  
National University of Defense Technology  
Hefei, China  
wangxuyang@nudt.edu.cn

Bo Tang  
College of Electronic Engineering  
National University of Defense Technology  
Hefei, China  
tangbo06@gmail.com

Ming Zhang  
College of Electronic Engineering  
National University of Defense Technology  
Hefei, China  
lgdxzmm@sina.com

Abstract— This paper addresses robust waveform design for multiple-input-multiple-output (MIMO) radar detection. A probabilistic model is proposed to describe the target uncertainty. Considering that waveform design based on maximizing the probability of detection is intractable, the relative entropy between the distributions of the observations under two hypotheses (viz., the target is present/absent) is employed as the design metric. To tackle the resulting non-convex optimization problem, an efficient algorithm based on minorization-maximization (MM) is derived. Numerical results demonstrate that the waveform synthesized by the proposed algorithm is more robust to model mismatches.

Index Terms— MIMO radar, robust waveform design, probabilistic model, minorization-maximization (MM), relative entropy.

I. INTRODUCTION

In recent years, multiple-input-multiple-output (MIMO) radar has gained considerable attentions because of its superior performance [1]. Generally, MIMO radar can be divided into two categories. One is called statistical MIMO radar (or distributed MIMO radar), i.e., MIMO radar systems with widely separated antennas [2]. The spatial diversity provided by statistical MIMO radar allows to improve the detection performance of a fluctuating target. The other type is called colocated MIMO radar, whose antennas are close to each other [3]. Different from the phase-array radar, the antennas of colocated MIMO radar can emit different waveforms. The additional waveform diversity of colocated MIMO radar enables better target detection performance in the presence of interference and improved parameter identifiability.

For both types of MIMO radar, it is important to design the waveforms appropriately. In the past years, many criteria have been adopted to design MIMO radar waveforms, including minimizing the auto-correlations and cross-correlations of the waveforms (see, e.g., [4], [5] and the references therein), maximizing the signal-to-interference-plus-noise ratio (SINR) [6]–[9], maximizing the mutual information between the receive signals and the target response [10]–[12], to name just a few.

In this paper, we consider waveform design for MIMO radar detection. Different from the previous studies [11], [13], [14], we take account of the model uncertainty about the target (due to estimation errors, inaccurate prior knowledge, etc.). A probabilistic model is proposed to describe the target uncertainty. Then a hypothesis testing is established for the proposed target detection problem. Given that the optimization of waveforms based on maximizing the probability of detection is intractable, we resort to an information-theoretic approach to design the waveforms. We devise a minorization-maximization (MM) based algorithm to tackle the non-convex waveform design problem. Results are provided to show the robustness of the proposed algorithm.

II. PROBLEM FORMULATION

Consider a MIMO radar with $N_T$ transmit antennas and $N_R$ receive antennas. Let $x_m$ denote the waveform transmitted by the $m$th transmitter and let $L$ denote its code length. Similar to [11], [13], [15], we unify a unified signal model, which can be written as

$$Y = XH + N,$$

where $Y \in \mathbb{C}^{L \times N_k}$ denotes the received signals, $X = [x_1, x_2, \ldots, x_{N_T}] \in \mathbb{C}^{L \times N_T}$ is the waveform matrix, $H \in \mathbb{C}^{N_t \times N_k}$ denotes the target response (the $(m, n)$th element of $H$ stands for the response from the $m$th transmitter to the $n$th receiver), and $N$ is the receiver noise. As shown in [16], the signal model in (1) can be used for various types of MIMO radar, including the colocated MIMO radar and distributed MIMO radar. For example, if we consider a colocated MIMO radar, then the target response can be written as

$$H = \sum_k \alpha_{t,k} a(\theta_{t,k}) b^\top(\theta_{t,k}),$$

where $\alpha_{t,k}$, $\theta_{t,k}$, $a(\theta_{t,k})$, and $b(\theta_{t,k})$ are the amplitude, the direction of arrival (DOA), the transmit array steering vector, and the receive array steering vector of the $k$th target, respectively.

In this paper, we focus on the design of waveforms to enhance the detection performance of MIMO radar systems. Note that the detection performance of radar systems is closely related to the signal-to-noise ratio (SNR), which can be defined as follows:

$$\text{SNR} = \frac{\text{tr}(XHH^\top X^\top)}{E(\text{tr}(NN^\top))}. $$

Assume that the receiver noise is white, then $E(\text{tr}(NN^\top)) = L N_R \sigma^2$, where $\sigma^2$ is the power of the noise. Therefore, to improve the target detection performance, we can maximize the
SNR via the design of waveforms. The associated waveform design problem can be formulated as

$$\max_{\mathbf{x}} \text{tr}(\mathbf{XHH}^\dagger \mathbf{X}) \text{ s.t. } \text{tr}(\mathbf{XX}^\dagger) \leq P_t, \quad (4)$$

where $P_t$ denotes the total available transmit energy. It is well-known that the optimization problem in (4) admits a closed-form solution (see, e.g., [15] for the details):

$$\mathbf{X} = \sqrt{P_t} \mathbf{u} \mathbf{v}_d^\dagger, \quad (5)$$

where $\mathbf{u} \in \mathbb{C}^{L \times 1}$ is an arbitrary normalized vector, $\mathbf{v}_d \in \mathbb{C}^{N_t \times 1}$ is the eigenvector associated with the largest eigenvalue of $\mathbf{R}_d = \mathbf{HH}^\dagger$. Note that to obtain the optimal solution in (5), the target response matrix $\mathbf{H}$ should be known a priori. However, due to estimation errors, the estimated target response might be inaccurate. As a result, when the transmit waveforms are designed based on (5), the performance of MIMO radar system might degrade.

To improve the target detection performance in the presence of estimation errors, we consider the robust design of waveforms. To this end, we define $\mathbf{h} = \text{vec}(\mathbf{H})$. We consider a probabilistic model for $\mathbf{h}$ and assume that $\mathbf{h}$ is circularly-symmetric Gaussian, with mean $\mathbf{h}_d$ and covariance matrix $\mathbf{R}_{HH}$, respectively. It is worth noting that $\mathbf{h}_d$ can be obtained by the available prior knowledge $\mathbf{H}$, and $\mathbf{R}_{HH}$, which is used to rule the uncertainty, can be obtained by the data from previous scans or specified by the user.

Next we establish the following binary hypothesis test for the target detection problem:

$$\begin{cases} H_0 : \mathbf{y} = \mathbf{n}, \\ H_1 : \mathbf{y} = \mathbf{Xh} + \mathbf{n}, \end{cases} \quad (6)$$

where $\mathbf{y} = \text{vec}(\mathbf{X})$, $\mathbf{n} = \text{vec}(\mathbf{N})$, $\mathbf{X} = (\mathbf{I}_{N_R} \otimes \mathbf{X})$, and we have used the fact that $\text{vec}(\mathbf{ABC}) = (\mathbf{C}^\dagger \otimes \mathbf{A}) \text{vec}(\mathbf{B})$.

Note that the probability density function (PDF) of $\mathbf{y}$ under $H_0$ is given by

$$P_0(\mathbf{y}) = \frac{1}{\pi^{N_R} \sigma_0^{2L_N}} \exp(-\mathbf{y}^\dagger \mathbf{y} / \sigma^2),$$

and under $H_1$, the PDF of $\mathbf{y}$ is given by

$$P_1(\mathbf{y}) = \frac{1}{\pi^{N_R} \det(\mathbf{R}_1)} \exp[-(\mathbf{y} - \mathbf{Xh}_d)^\dagger \mathbf{R}_1^{-1}(\mathbf{y} - \mathbf{Xh}_d)],$$

where

$$\mathbf{R}_1 = \mathbf{XR}_H \mathbf{X}^\dagger + \sigma^2 \mathbf{I}_{N_R}, \quad (7)$$

and $N_R = LN_R$. Therefore, the Neyman-Pearson (NP) detector [17] decides $H_1$ if

$$\mathbf{y}^\dagger (\mathbf{I} - \sigma^2 \mathbf{R}_1^{-1}) \mathbf{y} + 2 \sigma^2 \text{Re}(\mathbf{y}^\dagger \mathbf{R}_1^{-1} \mathbf{Xh}_d) > \gamma, \quad (8)$$

where $\gamma$ is the threshold.

One straightforward way to design the robust waveform is to analyze the probability of detection for the NP detector in (8) first (given the probability of false alarm), and optimize the waveform based on maximizing the probability of detection. However, the probability of detection associated with (8) is too complex to be used as a design metric. Alternatively, we resort to relative entropy to design the waveforms. Indeed, Stein’s lemma states that a larger relative entropy can result in a higher probability of detection asymptotically. Therefore, to improve the target detection performance of MIMO radar systems, we aim to design waveforms to maximize the relative entropy.

The relative entropy between $P_0(\mathbf{y})$ and $P_1(\mathbf{y})$ is given by

$$D(P_0||P_1) = \int P_0(\mathbf{y}) \log \frac{P_0(\mathbf{y})}{P_1(\mathbf{y})} d\mathbf{y}$$

$$= \log \det(\mathbf{R}_1) + \text{tr}(\mathbf{R}_1^{-1} (\mathbf{Xh}_d \mathbf{h}_d^\dagger \mathbf{X}^\dagger + \sigma^2 \mathbf{I}_{N_R}))$$

$$- LN_R (1 + \log \sigma^2). \quad (9)$$

Then the waveform design problem based on maximizing relative entropy can be formulated by

$$\max_{\mathbf{x}} \log \det(\mathbf{R}_1) + \text{tr}(\mathbf{R}_1^{-1} (\mathbf{Xh}_d \mathbf{h}_d^\dagger \mathbf{X}^\dagger + \sigma^2 \mathbf{I}_{N_R}))$$

s.t. $\text{tr}(\mathbf{XX}^\dagger) \leq P_t. \quad (10)$

It can be checked that the optimization problem is non-convex and difficult to solve. In the following, we develop an efficient algorithm based on MM to tackle the optimization problem in (10).

III. ALGORITHM DESIGN

For simplicity we assume that the power of noise is $\sigma^2 = 1$. Let $\mathbf{R}_X = \mathbf{X}^\dagger \mathbf{X}$ denote the waveform covariance matrix, and $\mathbf{R}_X = \mathbf{X}^\dagger \mathbf{X} = \mathbf{I}_{N_R} \otimes \mathbf{X}_f$. Using the standard property of matrix determinant that $\text{det}(\mathbf{I} + \mathbf{AB}) = \text{det}(\mathbf{I} + \mathbf{BA})$, we can rewrite $\log \det(\mathbf{R}_1)$ as

$$\log \det(\mathbf{R}_1) = \log \det(\mathbf{R}_1^{\frac{1}{2}} \mathbf{R}_X \mathbf{R}_1^{\frac{1}{2}} + \mathbf{I}).$$

Then the objective of (10) can be divided into three parts:

$$f(\mathbf{X}) = \log \det(\mathbf{R}_1^{\frac{1}{2}} \mathbf{R}_X \mathbf{R}_1^{\frac{1}{2}} + \mathbf{I}) + \text{tr}(\mathbf{R}_1^{-1} \mathbf{Xh}_d \mathbf{h}_d^\dagger \mathbf{X}^\dagger)$$

$$- LN_R (1 + \log \sigma^2). \quad (11)$$

The key step of MM methods is to find a surrogate function (i.e., a minorizer) $Q(\mathbf{X}; \mathbf{X}_k)$, which satisfies:

$$Q(\mathbf{X}; \mathbf{X}_k) \leq f(\mathbf{X}), \quad (12a)$$

$$Q(\mathbf{X}_k; \mathbf{X}_k) = f(\mathbf{X}_k). \quad (12b)$$

To this purpose, next we construct minorizers for each part of (11), respectively.

A. Minorizing Part I

By using the standard property of matrix determinant, we have

$$\log \det(\mathbf{R}_1^{\frac{1}{2}} \mathbf{R}_X \mathbf{R}_1^{\frac{1}{2}} + \mathbf{I}) = - \log \det(\mathbf{R}_1^{\frac{1}{2}} \mathbf{R}_X \mathbf{R}_1^{\frac{1}{2}} + \mathbf{I})^{-1}.$$

According to the matrix inversion lemma [18], we obtain

$$\left(\mathbf{R}_1^{\frac{1}{2}} \mathbf{R}_X \mathbf{R}_1^{\frac{1}{2}} + \mathbf{I}\right)^{-1} = \mathbf{I} - \mathbf{R}_1^{\frac{1}{2}} \mathbf{X}^\dagger \mathbf{R}_1^{-1} \mathbf{X} \mathbf{R}_1^{\frac{1}{2}}, \quad (13)$$

We can rewrite (13) into the following form by using the block matrix inversion lemma [18]:
\[ I - R_H^{1/2} \tilde{X} R_H^{-1/2} X R_H \] is convex with respect to (w.r.t.) \( \tilde{X} \). Then

\[ \text{tr}(R_1^{-1}) \geq \text{tr}(R_1^{-1}) + \text{tr}[-R_1^{-2}( \tilde{X} R_H \tilde{X}^\dagger - \tilde{X}_k R_H \tilde{X}_k^\dagger )]. \]

Thus, a minorizer of \( \text{tr}(R_1^{-1}) \) (i.e., Part III of the objective) is given by

\[ c_{3,k} - \text{tr}(R_1^{-2} \tilde{X} R_H \tilde{X}^\dagger), \]

where \( c_{3,k} = \text{tr}(R_1^{-1} + \text{tr}(R_1^{-2} \tilde{X} R_H \tilde{X}^\dagger)). \]

C. Minorizing Part III

Since \( \text{tr}(R_1^{-1}) \) is convex w.r.t. \( R_1 \), we can obtain

\[ \text{tr}(R_1) \geq \text{tr}(R_1^{-1}) + \text{tr}[-R_1^{-2}( \tilde{X} R_H \tilde{X}^\dagger - \tilde{X}_k R_H \tilde{X}_k^\dagger )]. \]

D. The Minorized Problem at the kth Iteration

With the results in (18), (20), and (21), the minorized problem at the kth iteration can be formulated as

\[ \max_{\tilde{X}} 2 \text{Re}[\text{tr}(\tilde{X}^\dagger P_k)] + \text{tr}(Q_k \tilde{X} R_H \tilde{X}^\dagger) \]

s.t. \( \text{tr}(X X^\dagger) \leq P_t \),

where \( P_k = (T_k^{-1})^1 R_H^1 + W_k \), \( Q_k = T_k^{-1} - Z_k - R_1^{-2} \), and we have ignored the constant terms.

By using the identities that \( \text{tr}(A^\dagger B) = \text{vec}^\dagger (A) \text{vec}(B) \) and \( \text{tr}(A B C D) = \text{vec}^\dagger (D) \langle A \otimes C^\dagger \rangle \text{vec}(B) \) [23], we can rewrite the objective of (22) as

\[ \tilde{x}^\dagger \tilde{M}_k \tilde{x} + 2 \text{Re}(\tilde{x}^\dagger \tilde{m}_k), \]

where \( \tilde{x} = \text{vec}(\tilde{X}) \),

\[ \tilde{M}_k = R_H^1 \otimes P_k, \tilde{m}_k = \text{vec}(Q_k). \]

According to [16], \( \tilde{x} \) is a linear function of \( x = \text{vec}(X) \), which can be written as \( \tilde{x} = B \times x \), where \( B_s = E_{s} \otimes I_t \), and \( E_s = [E_1, E_2, \cdots, E_{N_T}]^\dagger \), with \( E_i, i = 1, 2, \cdots, N_T \), denoting an \( N_T \times N_R \) elementary matrix which has a unity in the \((i_r, i_c)\)-th element and zeros in all other positions, \( i_r = 1 + \text{mod}(i-1, N_T) \), and \( i_c = \left\lfloor \frac{i-1}{N_T} \right\rfloor \). Then we can reformulate the optimization problem in (22) as

\[ \max_{\tilde{x}} \tilde{x}^\dagger M_k \tilde{x} + 2 \text{Re}(\tilde{x}^\dagger \tilde{m}_k), \text{s.t.} \, \tilde{x}^\dagger \tilde{x} \leq P_t, \]

where \( M_k = B^\dagger \tilde{M}_k B_s \), \( m_k = B^\dagger \tilde{m}_k \), and we have used the fact that \( \text{tr}(X X^\dagger) = x^\dagger x \).

It can be proved that (25) is a hidden convex problem [24] and can be solved via the Lagrange multipliers method. Specifically, the associated Lagrangian is given by

\[ L(x, \nu) = x^\dagger M_k x + 2 \text{Re}(x^\dagger m_k) + \nu(x^\dagger x - P_t), \]

where \( \nu \) is the Lagrange multiplier associated with the constrained set. The maximizer can be obtained by differentiating (26) w.r.t. \( x \) and setting the differentiation to zero:

\[ x_{k+1} = -(M_k + \nu_{k+1} I_{N_T})^{-1} m_k, \]

where \( \nu_{k+1} \) is the solution to the following equation:

\[ (m_k)^\dagger (M_k + \nu I_{N_T})^{-2} m_k = P_t. \]
IV. Numerical Examples

In this section, we provide numerical examples to verify the performance of the proposed algorithm. We consider a colocated MIMO radar with $N_T = 6$ transmitters and $N_R = 6$ receivers. The inter-element spacings of the transmit array and the receive array are $d_T = 2\lambda$ and $d_R = \lambda/2$, respectively ($\lambda$ is the wavelength). The code length is $L = 20$. We assume that the nominal DOA of the target is $\theta_d = 15^\circ$ (i.e., the prior knowledge). $h_d = \alpha_d a(\theta_d) \otimes b(\theta_d)$ with $\alpha_d = \sqrt{3/2}$ denoting the target amplitude. We model $R_H$ by $R_H = \sum_k \sigma^2_r (b(\theta_k) b(\theta_k)^\dagger) \otimes (a(\theta_k) a(\theta_k)^\dagger)$, where $\sigma^2_r = 0.05$, and $\theta_k$ are uniformly distributed from $-60^\circ$ to $56^\circ$. We initialize the proposed algorithm with randomly generated quasi-orthogonal waveforms. Finally, the proposed algorithm terminates if $|D_k - D_{k-1}|/D_k < \epsilon = 10^{-4}$.

Now we compare the performance of the waveforms synthesized by the proposed algorithm with that of the waveforms synthesized by (5). Note that to design the waveforms by (5), we replace $H$ by the nominal target response matrix $H_d$, and $\text{vec}(H_d) = h_d$. Fig. 1 shows the relative entropy of the synthesized waveforms versus different transmit energy, where the DOA of the true target is $\theta_t = 25^\circ$ (i.e., a $10^\circ$ mismatch between the nominal DOA and the true DOA). We can observe that the waveforms synthesized by the proposed algorithm always have a larger relative entropy. Fig. 2 shows the probabilities of detection associated with Fig. 1, where the NP detector in (8) is used to analyze the detection performance, the probability of false alarm is $P_{fa} = 10^{-3}$, and $10^5$ Monte Carlo trials are conducted to obtain the threshold and the probability of detection, respectively. We can find that the results in Fig. 2 are consistent with Fig. 1, showing the robustness of the proposed waveforms against the angle mismatch.

Fig. 3 compares the detection probability of the proposed algorithm with that of the nominal design, where we assume that the true DOA of the target is fixed to be $25^\circ$, the nominal DOA of the target varies from $10^\circ$ to $40^\circ$, and the transmit energy is $P_t = 1.25$. The results demonstrate that when the angle mismatch is larger than $6^\circ$, the proposed algorithm exhibits better robustness.

V. Conclusion

This paper considered robust waveform design for MIMO radar target detection. A probabilistic model was proposed to describe the target uncertainty, and the relative entropy between the PDF of the observations under two hypotheses was employed as the waveform design metric. To tackle the non-convex waveform design problem, an efficient optimization algorithm based on MM was developed. Numerical results show that the waveforms synthesized by the proposed algorithm are more robust to the target mismatches.
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