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Abstract—We propose a simple yet powerful Landmark guided Generative Adversarial Network (LandmarkGAN) for the facial expression-to-expression translation using a single image, which is an important and challenging task in computer vision since the expression-to-expression translation is a non-linear and non-aligned problem. Moreover, it requires a high-level semantic understanding between the input and output images since the objects in images can have arbitrary poses, sizes, locations, backgrounds, and self-occlusions. To tackle this problem, we propose utilizing facial landmark information explicitly. Since it is a challenging problem, we split it into two sub-tasks, (i) category-guided landmark generation, and (ii) landmark-guided expression-to-expression translation. Two sub-tasks are trained in an end-to-end fashion that aims to enjoy the mutually improved benefits from the generated landmarks and expressions. Compared with current keypoint-guided approaches, the proposed LandmarkGAN only needs a single facial image to generate various expressions. Extensive experimental results on four public datasets demonstrate that the proposed LandmarkGAN achieves better results compared with state-of-the-art approaches only using a single image.

Index Terms—GANs, facial landmark, facial expression generation, image-to-image translation

1 INTRODUCTION

In this paper, we mainly study how to enable machines to perform the facial expression-to-expression translation task, which is a classic task in computer vision. This task has many applications such as human-computer interactions, entertainment, and virtual reality. Another important benefit of this task is that they can augment training data by generating images with given input images, which could be employed to improve the expression recognition accuracy. However, this task is difficult since (i) it needs to handle complex backgrounds with different illumination conditions, objects, and occlusions. (ii) it needs a high-level semantic understanding of the mapping between the input image and the output image since the objects in the inputs images can have arbitrary poses, sizes, locations, backgrounds, and self-occlusions.

Recently, Generative Adversarial Networks (GANs) [1] have shown the potential to solve this challenging task, and it can be utilized, for example, to convert a face with a neutral expression into different expressions. GANs have demonstrated promising results in many generative tasks such as photo-realistic image generation [2], [3], [4], [5], [6], [7]. Moreover, impressive image-to-image translation results have been obtained by using Conditional GAN (CGAN) [8], in which a conditional image is taken as input and the model outputs another image with a different style. Given $m$ image domains, Pix2pix [8] needs to train $m(m-1)$ models, which is inefficient and ineffective. Recently, ComboGAN [9] and StarGAN [10] are proposed to solve multi-domain image-to-image translation problem. ComboGAN [9] requires $m$ models and StarGAN [10] only needs to train one model. However, these methods cannot handle some specific image translation tasks such as pose generation [11], [12] and gesture generation [13] since person/gesture can have arbitrary poses, sizes, appearances, and locations in the wild, leading to infinity image domains.

To address these limitations, several works have been proposed to generate images based on object keypoint or human skeleton. For instance, Reed et al. [14] proposed the Generative Adversarial What-Where Network (GAWWN), which generates birds conditioned on both text descriptions and object location. Reed et al. [15] presented an extension of Pixel Convolutional Neural Networks (PixelCNN) to generate images part keypoints and text descriptions. Ma et al. [11] proposed a two-stage reconstruction pipeline that generates novel person images. Korshunova et al. [16] used facial keypoints to define the affine transformations of the alignment and realignment steps for face swap.

Unlike these methods, we focus on facial expression-to-expression tasks. Wei et al. [17] proposed a Conditional Multi-Mode Network (CMM-Net) for landmark-guided smile generation. Di et al. [18] proposed the Gender Preserving Generative Adversarial Network (GPGAN) to synthesize faces based on facial landmarks. Qiao et al. [19] presented the Geometry-Contrastive Generative Adversarial Network (GCGAN) to generate facial expression conditioned on geometry information of facial landmarks, which explicitly employs the facial landmark to control the appearances and locations of the facial action units. In the task, the facial landmark is especially useful because different expressions
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have different facial action units that have different shapes of mouths, lips, eyes, and face contours. The expressions are mainly encoded by the landmarks. In other words, different expressions produce different landmark shapes w.r.t. the eyes, eyebrows, and lips. Therefore, we explicitly employ landmarks as the guidance for expression translation which can embed the locations of the eyes, eyebrows, and lips into the conditional image.

But during the testing period the aforementioned methods employ a keypoint detector to extract the landmarks of the target object, which introduces an extra module and then reduces the flexibility of the proposed system. To overcome these difficulties, we propose a novel LandmarkGAN in this paper which can generate landmarks and images without any keypoint detectors during the testing stage, which thus can be used in practical applications with less network overhead.

Specifically, we propose a novel LandmarkGAN framework, as shown in Fig. 1. LandmarkGAN comprises two generation stages, (i) category-guided landmark generation and (ii) landmark-guided expression-to-expression translation. In the first stage, we employ a CGAN model to generate the targeted object landmark conditioned on the object label and the input image. We can also generate the targeted object landmark conditioned on the object label and the landmark of the input image. However, this requires an additional object landmark detector to detect the landmarks of the input image. Therefore, instead of using the detected landmarks of the input image, we use the input image directly as the conditioning prior. To further generate more accurate landmarks, we use the Mean Squared Error (MSE) loss to calculate the errors on the coordinates of the landmarks.

In the second stage, the generated object landmarks and the conditional image are concatenated together as the input to a U-Net [8] to generate the targeted image with the corresponding facial expression. Note that in the first stage, facial expressions are represented by one-hot vectors in which there is only one element set to 1 to represent the corresponding expression while the others are set to 0. First, the one-hot vector is encoded by the fully connected layers and then the encoded label representations are concatenated with the image representations to generate the target facial landmarks. Two stages are trained jointly by an end-to-end fashion, in this way, the generated landmark can help generate more photo-realistic faces, and high-quality faces then improve the generation of landmarks.

Compared with state-of-the-art keypoint-guided methods such as C2GAN [12] which need image and keypoint as input during the testing stage, the proposed LandmarkGAN only needs a single face image to generate diverse landmarks and faces. Extensive experiments on several public datasets demonstrate that LandmarkGAN can generate better results compared with state-of-the-art methods. Thus, these generated images by the proposed method can augment the training data and improve the performance of the facial expression classifier.

Overall, the contributions of this paper are summarized as follows:

- We propose a novel LandmarkGAN model for facial expression-to-expression translation tasks. LandmarkGAN is comprised of two sub-modules, one for category-guided landmark generation and the other one for landmark-guided expression generation. Compared with current methods that need images and landmarks as input during the testing stage, the proposed LandmarkGAN only needs a single image to generate faces with different novel expressions.
- The proposed LandmarkGAN is trained in an end-to-end fashion that aims to enjoy the mutually improved benefits from the generated landmarks and expressions. To the best of our knowledge, we are the first to be able to make one GAN framework work on both facial expression image generation and facial landmark generation tasks.
- Experimental results on four challenging datasets demonstrate the superiority of LandmarkGAN over
the state-of-the-art models on the unconstrained facial expression-to-expression task. Moreover, the generated images have high-quality and preserve the identity information, and thus they can be used to boost the performance of facial expression classifiers. The code will be released upon the acceptance of the paper at https://github.com/Ha0Tang/LandmarkGAN

2 RELATED WORK

Generative Adversarial Networks (GANs) [1] have shown the capability of generating high-quality images [2], [3], [4], [5], [6], [7], [20], [21], [22]. GANs have two important components, i.e., generator G and discriminator D. The goal of G is to generate photo-realistic images from a noise vector, while D tries to distinguish between the real image and the image generated by G. Although it is successful in many tasks, it also has challenges such as how to generate images of high visual fidelity and how to control the position and the shape of generated objects.

To generate some specific kind of images given the input for users’ goal, Conditional GAN (CGAN) [23] is proposed. A CGAN always combines a basic GAN and an external information, such as labels [24], [25], [26], text descriptions [14], [27], [28], segmentation maps [29], [30], [31], [32], [33], [34], [35], [36], [37], [38] and images [8], [39]. For example, GANmut [24] introduces a novel GAN-based framework that learns an expressive and interpretable conditional space to generate a gamut of emotions, using only the categorical emotion labels.

Image-to-Image Translation frameworks use input-output data to learn a parametric mapping between inputs and outputs, e.g., Isola et al. [8] proposed Pix2pix, which uses a CGAN to learn a translation function from input to output image domains. Zhu et al. [39] introduced CycleGAN, which achieves unpaired image-to-image translation using the cycle-consistency loss. However, existing image-to-image translation models (e.g., CycleGAN [39], DiscoGAN [40], DualGAN [41], Pix2pix [8], ComboGAN [9], StarGAN [10], AttentionGAN [42]) are inefficient and ineffective. These approaches cannot handle some specific image generation tasks such as pose [11] and gesture [13] generation, which could have infinity image domains since person/gesture can have arbitrary poses, sizes, appearances and locations in the wild.

Keypoint-Guided Image-to-Image Translation. To address these limitations, several works have been proposed to generate images based on object keypoint [43], [44], [45], [46], [47], [48], [49], [50], [51], [52]. For instance, Di et al. [18] proposed GPGAN to synthesize faces based on facial landmarks. Reed et al. [14] proposed GAWWN, which generates birds conditioned on both text descriptions and object location. Ma et al. proposed PG2 [11], which achieves person image translation using a conditional image and a target pose image. Sun et al. [53] proposed a two-stage framework to perform head inpainting conditioned on the generated facial landmark in the first stage. Korshunova et al. [16] used facial keypoints to define the affine transformations of the alignment and realignment steps for face swap. Wei et al. [17] proposed a Conditional MultiMode Network (CMM-Net) for landmark-guided smile generation. Qiao et al. [19] presented GCGAN to generate facial expression conditioned on geometry information of facial landmarks. Song et al. [54] proposed G2GAN for facial expression synthesis guided by fiducial points. These methods employ object keypoints to guide the image generation process since the object keypoints provide four types of information for generation at the same time, i.e., category, location, scale, and orientation of objects.

However, existing approaches such as [11], [12], [19], [54] employ a keypoint detector to generate keypoints during the testing stage, which reduces the flexibility of the proposed system or method. In this paper, we propose the LandmarkGAN which can generate facial landmarks and facial expressions without any keypoint detectors, which thus can be used in practical applications with less network overhead. Moreover, our method can generate both facial landmarks and images (see Fig. 8), which is not investigated in both existing methods [11], [12], [19], [54].

3 LANDMARKGAN FORMULATION

The goal of GANs is to learn a mapping from random noise z to output image y, G: z → y [1]. The generator G is trained to generate images that “fools” the discriminator D. The discriminator D, which is optimized to distinguish real from fake images. The objective of the original GAN can be formalized as follows:

\[ L_{GAN}(G, D) = E_{y}(\log D(y)) + E_{z}(\log (1-D(G(z)))) \]  

(1)

While, for conditional GANs, which learn the mapping with a conditional image x, i.e., G: [x, z] → y. To utilize x during training phase, the objection can be updated to conditional version:

\[ L_{cGAN}(G, D) = E_{x,y}(\log D(x, y)) + E_{x,z}(\log (1-D(x, G(x, z)))) \]  

(2)

where D tries to maximize this objective while G tries to minimize it. Thus, the solution is \( G^* = \arg \min_{G} \max_{D} L_{cGAN}(G, D) \). For our LandmarkGAN, which comprises two stags, i.e., facial landmark and facial expression generation (see Fig. 1).

3.1 Stage I: Facial Landmark Generation

During the first stage, the translation mapping can be formulated as \( G^*_{l} : [x, z_1, l] → l \), where \( x \) denotes the input image, \( z_1 \) represents a random noise, \( l \) denotes expression label, and \( l = \sum_{i=1}^{68}(p_i, q_i) \) denotes the target landmark. For generating training data, we employ OpenFace [55] as facial landmark detector to extract 68 facial landmarks, and then encode these points as a color image. Specifically, each pixel in a radius of \( S_r = 4 \) around the corresponding facial landmark is filled with the color in the point of the corresponding image \( x \) and 255 (white color) elsewhere. This embedding strategy ensures that the model to learn both locations and colors information of facial landmarks. In this way, the facial landmarks not only provide the clues regarding facial shapes to the generator but also provide the color information of different facial parts to the generator. Then, the objective of first stage can be formulated as follows,
\[ \mathcal{L}_{\text{GAN}}(G_l, D_l) = E_x[\log D_l(x)] + E_{x, z_1}[\log (1 - D_l(G_l(x, z_1, l_e)))] , \]  

(3)

where \( l_e \) is the one-hot vector of expressions and \( l_e \) is connected with the image embedding at the bottleneck fully connected layer.

In addition, some prior works have verified it favorable to combine the GAN loss with a more traditional reconstruction loss, such as \( L_1 \) loss [8] and \( L_2 \) loss [56]. Both \( L_1 \) loss [8] and \( L_2 \) loss [56] are calculated based on images, while for improving the accuracy of the generated landmarks, we propose the landmark reconstruction loss. Unlike the general MSE loss that calculates on the pixels of the image, the landmark reconstruction loss calculates on the coordinates of the landmarks, which can be expressed as,

\[ \mathcal{L}_{\text{Landmark}}(G_l) = E_{x, l} \left[ \frac{1}{68} \sum_{i=1}^{68} \sqrt{(p_i - \tilde{p}_i)^2 + (q_i - \tilde{q}_i)^2} \right] , \]  

(4)

where \( \tilde{l} = G_l(x, z_1, l_e) = \sum_{i=1}^{68} (\tilde{p}_i, \tilde{q}_i) \), \( p \) and \( q \) represents the \( x \) and \( y \) coordinate of the landmark \( i \), respectively.

Thus, the final loss of the first stage is,

\[ \mathcal{L}_1 = \mathcal{L}_{\text{GAN}}(G_l, D_l) + \lambda_1 \mathcal{L}_{\text{Landmark}}(G_l) , \]  

(5)

where the parameter \( \lambda_1 \) controls the relative importance of both \( \mathcal{L}_{\text{GAN}}(G_l, D_l) \) and \( \mathcal{L}_{\text{Landmark}}(G_l) \).

### 3.2 Stage II: Facial Expression Generation

Facial expression generation is conditioned on the landmark image \( G_l(x, z_1, l_e) \) generated in the first stage, a conditional image \( x \), and expression label \( l_e \). We first define \( x, G_l(x, z_1, l_e) = \tilde{x} \), thus the adversarial objective of the second stage can be expressed as,

\[ \mathcal{L}_{\text{GAN}}(G_e, D_e) = E_{x, y}[\log D_e(x, y)] + E_{x, z_2}[\log (1 - D_e(x, G_e(\tilde{x}, z_2)))] , \]  

(6)

in this way, the input image and the output image can be better aligned. Our model only needs to pay attention to the areas related to the expression change, and not to the difference unrelated to the expression change, thereby reducing the difficulty of learning.

Next, the face reconstruction loss of generator \( G_e \), measured by \( L_1 \) and \( L_2 \) distances can be defined as \( \mathcal{L}_{\text{L1}}(G_e) = E_{x, y, z_2}[||y - G_e(\tilde{x}, z_2)||_1] \) and \( \mathcal{L}_{\text{L2}}(G_e) = E_{x, y, z_2}[||y - G_e(\tilde{x}, z_2)||_2] \), respectively.

In this paper, we also explore an alternative option and propose a robust version loss in Fig. 2, i.e., \( \mathcal{L}_{\text{L1,2}} \), which takes both \( L_1 \) and \( L_2 \) losses into consideration simultaneously. The proposed \( \mathcal{L}_{\text{L1,2}} \) loss is less sensitive to outliers than the \( L_2 \) loss, and in some cases it could prevent exploding gradients [57]. Moreover, we observe that the \( \mathcal{L}_{\text{L1,2}} \) loss can provide more image details than the \( L_1 \) loss in the preliminary experiments. Thus, the definition of the proposed \( \mathcal{L}_{\text{L1,2}} \) is:

\[ \mathcal{L}_{\text{L1,2}}(G_e) = \begin{cases} 0.5 \mathcal{L}_{\text{L2}}(G_e) & \text{if } ||y - G_e(\tilde{x}, z_2)||_1 < 1, \\ \mathcal{L}_{\text{L1}}(G_e) - 0.5 & \text{if } ||y - G_e(\tilde{x}, z_2)||_2 \geq 1. \end{cases} \]  

(7)

Note that the proposed \( L_{1,2} \) loss is similar to the Huber loss, but we are the first to use this loss in the generation task.

Moreover, to preserve the face identity while expression synthesis, we propose the face identity distance loss, which can be expressed as follows,

\[ \mathcal{L}_{\text{identity}}(G_e) = E_{x, y, z_2}[||F(y) - F(G_e(\tilde{x}, z_2))||_1] , \]  

(8)

where \( F \) is a face feature extractor. We employ [58] to compare the identity distance between the target face \( y \) and the generated face \( G_e(\tilde{x}, z_2) \), and try to minimize the distance \( F(y) - F(G_e(\tilde{x}, z_2)) \) using \( L_1 \) distance. The model proposed in [58] is pre-trained as a classifier to distinguish between tens of thousands of identities, so it has the ability to capture the most prominent feature for face identity discrimination.

Therefore, our overall objective of the second stage is:

\[ \mathcal{L}_2 = \mathcal{L}_{\text{L1,2}}(G_e) + \lambda_2 \mathcal{L}_{\text{L1,2}}(G_e) + \lambda_3 \mathcal{L}_{\text{identity}}(G_e) , \]  

(9)

where the parameter \( \lambda_2 \) and \( \lambda_3 \) control the relative importance of \( \mathcal{L}_{\text{L1,2}}(G_e) \) and \( \mathcal{L}_{\text{identity}}(G_e) \). Thus, the full objective of the proposed LandmarkGAN is \( \mathcal{L} = \mathcal{L}_1 + \mathcal{L}_2 \).

During the training stage, the full objective is optimized by an end-to-end fashion that aims to enjoy the mutually improved benefits from both stages.

In addition, in the first stage, the discriminator \( D_l \) tries to distinguish landmark \( l \) from \( G_l(x, z_1, l_e) \). In the second stage, the discriminator \( D_e \) learns to classify fake \( (G_e(\tilde{x}, z_2), x) \) and real \( (y, x) \) pairs, as shown in Fig. 1. Thus, the loss functions for the discriminator \( D_l \) and \( D_e \) are:

\[ \mathcal{L}(D_l) = \frac{1}{2} [\mathcal{L}_{\text{BCE}}(D_l(x, l_e, 1)) + \mathcal{L}_{\text{BCE}}(D_l(G_l(x, z_1, l_e), 0))], \]  

and

\[ \mathcal{L}(D_e) = \frac{1}{2} [\mathcal{L}_{\text{BCE}}(D_e(x, y, 1)) + \mathcal{L}_{\text{BCE}}(D_e(G_e(\tilde{x}, z_2), x), 0)] , \]  

respectively, where \( \mathcal{L}_{\text{BCE}} \) represents the binary cross entropy loss function between the target and the output. We also divide the objective of discriminators by 2 to slow down the rate of discriminators \( D_l \) and \( D_e \) relative to generators \( G_l \) and \( G_e \). Moreover, Isola et al. [8] have found that the noise \( z_1 \) and \( z_2 \) are not necessary in Pix2pix, thus in our LandmarkGAN, we follow Pix2pix [8] and provide noise only through dropout operation in generators.

### 3.3 Implementation Details

**LandmarkGAN Architecture.** We employ U-Net [8] for generators \( G_l \) and \( G_e \). U-Net actually is a network with skip connections between encoder and decoder, as shown in Fig. 1. Batch normalization [59] is employed except in the first
layer of the encoders. Leaky ReLU is used in the encoders with a slope of 0.2. While all ReLUs in the decoders are not leaky. And the last layer of the decoders is the Tanh activation function. Moreover, the first three blocks of the decoders use the Dropout layer with a dropout rate of 50%. For discriminators $D_l$ and $D_r$, we adopt PatchGAN proposed in [8], PatchGAN tries to classify if each $70 \times 70$ patch in an image is real or fake. The final layer of discriminators employs a Sigmoid activation function.

**LandmarkGAN Optimization.** We follow the same optimization method in [1] to optimize the proposed LandmarkGAN, i.e., one gradient descent step on discriminator and generator alternately. We first train $G_l$ and $D_l$ with $G_r$ and $D_r$ fixed, and then train $G_r$ and $D_r$ with $G_l$ and $D_l$ fixed. The proposed LandmarkGAN is trained by an end-to-end fashion. During the training stage, we employ OpenFace [55] to extract facial landmarks as training data. We noticed that as the landmark detection accuracy decreases, the performance of the proposed LandmarkGAN decreases very slowly. This is because our model is also able to generate the correct landmark under the guidance of the expression label in the first stage. At the same time, in the second stage, our model can also generate the target image under the guidance of expression label. The most important thing is that we have the ground truth image, so it can correctly guide the model to learn by using the proposed face reconstruction loss, face identity distance loss, and adversarial loss.

While during the testing stage, we use the trained generator $G_1$ as a facial landmark detector to generate the target landmark, which means LandmarkGAN does not need extra modules, while PG2 [11] and C2GAN [12] need to employ extra module to produce landmark in order to generate variety expressions. All images are scaled to $256 \times 256$. Each model is trained 200 epochs with batch size 1. We employ the Adam [60] with momentum terms $\beta_1=0.5$ and $\beta_2=0.999$ as our solver. The initial learning rate for Adam is 0.0002.

We set $S_l=4$, $\lambda_1=2$, $\lambda_2=100$ and $\lambda_3=0.1$ according to our ablation experiments. For better training the landmark generator, we adopt the pre-trained PDM decoder used in [53]. We also employ dual discriminators as in Nguyen et al. [61] and GestureGAN [13], which have demonstrated that they improve the ability of discriminator to generate more photo-realistic images. The proposed LandmarkGAN is implemented by deep learning framework PyTorch [62].

## 4 EXPERIMENTS

### 4.1 Experimental Setups

**Datasets.** To validate the effectiveness of the proposed LandmarkGAN, we conduct experiments of unconstrained facial expression-to-expression translation on four public datasets (i.e., JAFFE [63], 3DFE [64], FERG [65] and RaFD [66]) for four different purposes.

1. We evaluate on the Japanese Female Facial Expression (JAFFE) dataset [63] to see if our model still works with limited training samples, which will inspire few-shot image generation tasks. The JAFFE dataset [63] contains 271 images of 6 basic facial expressions and 1 neutral posed by 10 Japanese females, and each subject has 3 images except one has 4 images. We randomly select 2 subjects as testing data and the remaining 8 people as training data.

2. The evaluation on the 3D Facial Expression (3DFE) dataset proves that our method has a good ability to control the intensity of expression. The 3DFE dataset [64] includes 100 subjects with 7 expressions and each expression has 4 levels of intensity, thus this dataset has 100 subjects x 7 expressions x 4 images = 2,800 images in total. For each expression, we randomly choose 10 subjects as testing data and the remaining 360 images as training samples.

3. Our evaluation on the Facial Expression Research Group (FERG) dataset shows that our method is also effective on cartoon images. The FERG dataset [65] contains about 50,000 images modeled using the MAYA software. We conduct our experiments on 1,100 images out of 1,200 images as testing data and the rest of the 1,100 images as training samples.

4. Our evaluation on the Radboud Faces (RaFD) dataset proves that our method is more effective than the existing methods such as GANimation [67] and C2GAN [12] since both use RaFD as a standard dataset. The RaFD dataset [66], which has 8,000 color face images collected from 67 subjects with eight different emotional expressions, i.e., anger, fear, disgust, sadness, happiness, surprise, neutral and contempt. Each emotion has 1,005 images captured from five cameras with different angles and each subject is asked to show three different gaze directions. For each emotion, we randomly select 67% images as training data and the rest 33% images as testing data. Similar to C2GAN [12], all the images are rescaled to $256 \times 256 \times 3$ without any preprocessing in all experiments since we aim to conduct unconstrained facial expression-to-expression translation task.

These datasets contain faces with different races and styles, and they have different illuminations, occlusions, pose conditions, and backgrounds.

**Evaluation Metrics.** We employ Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM) [68], Inception Score (IS) [69], and LPIPS [70] to measure the quality of generated images. More specifically, PSNR measures the difference of two images from pixel level, while SSIM evaluates the similarity of two images from global level. Both IS and LPIPS estimate generated images from a higher semantic level. For all metrics except LPIPS, higher is better.

### 4.2 Experimental Results

**Ablation Study.** We first conduct an ablation study of the proposed LandmarkGAN and show the results without the Double discriminators strategy (D), face Identity distance loss (I), and Landmark Reconstruction loss (LR), respectively. We use the scheme of training a dual-discriminator instead of one discriminator as a more stable way to improve the capacity of discriminators similar to [71]. To be more specific, the dual-discriminator architecture can better approximate the optimal discriminator. If one of the discriminators is trained to be far superior over the generators, the generators can still receive instructive gradients from the other one. Table 1 shows the results using different components of LandmarkGAN on the JAFFE, 3DFE, and FERG datasets.
datasets. We observe that removing any terms from I, FR, LR, and D can degrade the generation performance. Thus, we conclude that these items are important for generating photo-realistic images.

Moreover, we compare the proposed $L_{1,2}$ with $L_1$ and $L_2$ losses in Table 1. We observe that the proposed $L_{1,2}$ achieves better results than $L_1$ and $L_2$ losses.

Also, in the proposed LandmarkGAN framework, the expression label is provided in the two generators, i.e., facial landmark generator $G_l$ and facial expression generator $G_e$. To evaluate the influence of the expression label, we test three different variants in Table 1, i.e., the expression label $l_e$ is only provided to the facial landmark generator (i.e., $l_e \rightarrow G_l$), the expression label $l_e$ is only provided to the facial expression generator (i.e., $l_e \rightarrow G_e$), the expression label $l_e$ is provided to both generators (i.e., $l_e \rightarrow G_l$ & $l_e \rightarrow G_e$). As we can see in Table 1, both $l_e \rightarrow G_l$ and $l_e \rightarrow G_l & l_e \rightarrow G_e$ achieve almost the same performance, which proves that the emotion information mainly lies in the generated landmarks in the first stage, further validating the effectiveness of the proposed method. Moreover, compared with $l_e \rightarrow G_l$ & $l_e \rightarrow G_e$, the method $l_e \rightarrow G_e$ achieves much worse results. The reason for this is that the expression label is not provided in the first stage, resulting in unsatisfactory landmarks generated in the first stage, which in turn leads to unsatisfactory images produced in the second stage.

Lastly, the landmark based features consists in “soft-crops” of the image around each landmark location. Therefore, we also provide an ablation study in Table 1 to show that this method (i.e., “w/ soft-crops”) achieves better results than simply giving image and landmarks to the network (i.e., “w/o soft-crops”).

### Table 1

Quantitative Results of Different Components on JAFFE, 3DFE, and FERG

| Setting                          | PSNR ↑ | SSIM ↑ | IS ↑ |
|---------------------------------|--------|--------|------|
| LandmarkGAN - D - I - LR        | 16.8467| 22.3147| 32.9560 |
| LandmarkGAN - D - I             | 17.2185| 22.8473| 36.4789 |
| LandmarkGAN - LR                | 17.1502| 22.8186| 34.1283 |
| LandmarkGAN - I                 | 17.2613| 23.1719| 37.7746 |
| LandmarkGAN - D                 | 17.2852| 23.8509| 38.8294 |
| LandmarkGAN ($l_{1,2}, l_e \rightarrow G_l & l_e \rightarrow G_e$, w/ soft-crops) | 17.2911| 23.8754| 38.9132 |
| LandmarkGAN ($L_1, l_e \rightarrow G_l & l_e \rightarrow G_e$, w/ soft-crops) | 17.1892| 23.4216| 38.3760 |
| LandmarkGAN ($L_2, l_e \rightarrow G_l & l_e \rightarrow G_e$, w/ soft-crops) | 17.2343| 23.6743| 38.7598 |
| LandmarkGAN ($L_{1,3}, l_e \rightarrow G_l$, w/ soft-crops) | 17.2807| 23.8532| 38.8750 |
| LandmarkGAN ($L_{1,3}, l_e \rightarrow G_l$, w/ soft-crops) | 17.0156| 23.6424| 37.5791 |
| LandmarkGAN ($L_{1,3}, l_e \rightarrow G_l$, w/o soft-crops) | 17.0726| 23.6752| 38.6709 |

Feature Visualization. We use t-SNE [72] to visualize the feature learned from a pre-trained VGG-19 model [73], which trained on a subset of the ImageNet dataset. The feature is extracted after “fc7” fully connected layer, which is a 4,096-dim vector. The results on the JAFFE, 3DFE, and FERG datasets are shown in Fig. 3. Note that most generated samples are well separated, which demonstrates our LandmarkGAN can preserve identity information when converting facial expressions.

Moreover, we conduct face verification experiments on the RaFD dataset. The results of CMM-Net [17], GANimation [67], GANmut [24], AttentionGAN [42], C2GAN [12], and the proposed LandmarkGAN are 0.902, 0.944, 0.948, 0.952, 0.968, and 0.981, respectively. These results show that the proposed method can better preserve the identity during translation.

Data Augmentation. To show the generated images are useful for improving the performance of the facial expression recognition task, we employ the generated images as extra data for data augmentation purpose. The intuition is that if the generated images are realistic, (i) the classifiers trained on both the real images and the generated images will be able to boost the accuracy of the real images (in this situation, the generated images work as augmented data.)

![Fig. 3. Identity feature space of JAFFE (left), 3DFE (middle), and FERG (right). Each color represents a subject.](image-url)
and (ii) the classifiers trained on real images will also be able to classify the synthesized image correctly. The results are listed in Table 2. Note that “Real+Nor./Real” means that the images produced by normal augmentation methods like adding noises, random rotation and crop for a fair comparison. In this way the total number of images in training set should be same with the setting of “Real+Syn./Real”. We can see that the recognition performance is boosted by adding the generated images by our method on all datasets.

Control of Expression Intensity. Fig. 4 shows the results with different intensity levels of expressions on the 3DFE dataset. For example, in the last column of Fig. 4, we can judge the intensity levels of the generated images by the size of the mouth opening. We present four levels of expression intensity from weak to strong. To generate expressions with different intensities, Eq. (3) needs to be updated to,

\[
\mathcal{L}_{GAN}(G_l, D_l) = \mathbb{E}_l[\log D_l(l)] + \mathbb{E}_{x,z_i}[\log (1 - D_l(G_l(x, z, l, l_i)))],
\]

where \(l_i\) is the one-hot label of expression intensity. Moreover, \(\bar{x}\) in Eq. (6) needs to be updated to \(\bar{x} = [x, G_l(x, z, l, l_i)]\).

Comparison With State-of-the-Art Methods. We compare the proposed LandmarkGAN with the most related facial expression generation models, i.e., CMM-Net [17], C2GAN [12], GANimation [67], AttentionGAN [42], and GANmut [24]. Note that C2GAN needs input a image and the target landmarks for generating the desired expressions. For GANimation, which adopts facial action units (AUs) to guide the image generation process, AUs are the local components of the face which show muscle deformations. AttentionGAN is an unsupervised method, which can identify the most discriminative foreground contents and minimize the change of the background. GANmut can generate a gamut of emotions by using only the categorical emotion labels. Specifically, we re-implemented the GANimation, GANmut, AttentionGAN, C2GAN on all the three JAFFE, 3DFE, and FERG datasets with the same training/inference configuration in their papers for fair comparisons.

As we can see from Table 3 that the proposed LandmarkGAN consistently achieves better performance than C2GAN, GANimation, GANmut, and AttentionGAN on all the JAFFE, 3DFE, and FERG datasets. We also show the visualization results compared to the state-of-the-art method, i.e., C2GAN,
in Fig. 5. We see that the proposed LandmarkGAN generate much better results than C2GAN on all the three datasets, which validates the effectiveness of our method. Moreover, the results of the RaFD dataset are shown in Fig. 6 and Table 4. We can see that the proposed LandmarkGAN achieves better results compared with the leading baselines, which validates...
the effectiveness of the proposed method. Finally, in Fig. 7 we show that the proposed LandmarkGAN can generate other different expressions by inputting only a anger or a disgust face. The advantage of our proposed LandmarkGAN over these existing frameworks is that our framework is two-stage, the landmark generated in the first stage will help the second stage to generate a better image, and conversely, the image generated in the second stage will in turn help the first stage to generate better landmark. These two stages are trained in an end-to-end fashion so that we can improve the generation results of the target landmark and image jointly.

**User Study.** We follow the same setting in [8], [39] and conduct an perceptual studies to evaluate the quality of the generated images. Results are shown in Table 5. We can see that the proposed LandmarkGAN consistently achieves better results compared with the leading method (i.e., C2GAN), which further validates the images generated by our method are more clear and visually plausible.

The metrics such as PSNR and LPIPS calculate the semantic distance between the real image and the generated image. The semantic distance between the images is not very large considering they are all faces. On the contrary, the AMT score in Table 5 measures the generation quality from a perceptual level. The difference on the perceptual level is more obvious than on the semantic level, i.e., the generated images with small artifacts show a minor difference on the semantic level, while are being judged with a significant difference from the real images by humans.

**Visualization of Landmark Generation.** We also compare landmark generation with [53]. Similar to [53], we employ $L_2$ distance between detected and generated landmarks as the evaluation metric. Quantitative results are provided in Table 6. Note that the generated landmarks have a lower $L_2$ distance than [53] as our multi-task learning strategy. In Fig. 8, we show some samples of the generated landmarks. We see that the generated

| Method         | JAFFE | 3DFE | FERG | RaFD |
|----------------|-------|------|------|------|
| Sun et al. [53] | 12.4  | 9.8  | 4.2  | 6.7  |
| LandmarkGAN (Ours) | **11.2** | **7.2** | **3.5** | **6.2** |

Fig. 7. More results of the proposed LandmarkGAN on RaFD. In LandmarkGAN, we only need to input an arbitrary expression face and thus LandmarkGAN will generate other expressions.
landmarks are very close to the target ones, which means LandmarkGAN can generate correct facial landmarks. Overall, the proposed Landmark can generate facial landmarks and expressions simultaneously, which is not embraced by any existing work.

Analysis of Failure Results. As can be seen from Fig. 9, our model cannot generate clear teeth, because we do not introduce any guidance in our framework to guide the generation of teeth. In future work, we will try to introduce the structural information of the teeth to generate realistic teeth. This could be very helpful for many generative tasks, such as image animation [74] and audio-to-image translation [75].

Applications. The proposed LandmarkGAN is a task-irrelevant framework, thus we also show the results on other three generative tasks, i.e., face colorization, face inpainting, and sketch-to-face translation. For face inpainting, images on 3DFE are re-scaled to $256 \times 256 \times 3$ first, then we set the mask size as $96 \times 96$ randomly to guarantee that at least one importance part of the face is missing. For sketch-to-face translation, we use a public software to convert images from the 3DFE dataset into sketches, then to learn the mapping between sketch and image. Results of the three tasks are shown in Fig. 10. We see that the proposed LandmarkGAN generates reasonable results on the three different generative tasks, validating the generalization ability of the proposed LandmarkGAN.
5 Conclusion

We propose a novel LandmarkGAN for facial expression translation. The proposed LandmarkGAN can generate faces with arbitrary expressions and expression intensities. The training of LandmarkGAN is comprised of two stages, (i) category-guided facial landmark generation and (ii) landmark-guided facial expression-to-expression translation. Moreover, two novel losses include the landmark GAN loss, and the $L_{1,2}$ loss are proposed to learn the expression-to-expression mapping. Experimental results demonstrate that the proposed LandmarkGAN is capable of generating higher quality faces with correct expression than the state-of-the-art approaches. Lastly, since the proposed LandmarkGAN is task agnostic, it can be employed to other generative tasks such as expression recognition, face colorization, face inpainting, and sketch-to-face translation.

In this article, we aim to generate basic emotions from a single image. Extending the proposed method to generate micro-expressions and dissimulated behavior is part of our further work.
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