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Introduction

A dashcam is a device that records events around a vehicle [1]. According to Embrain Trend Monitor research that surveys the satisfaction of dashcam users [2], the number of people who feel the need for a dashcam in their car has been steadily increasing. Because a dashcam records the event history of a vehicle, its videos can be used as evidence in disputes arising from accidents, both involving and observed by the dashcam owner. If a dashcam acquires video of accidents involving nearby vehicles, that video can be used as a record of the accident. In South Korea, public institutions often make announcements to look for witnesses of accidents and wait for a report. People share videos for various reasons [1], such as publicizing the truth, solving unfair cases, helping others, and benefitting the public.

However, Kim et al. pointed out that waiting for a report and uploading a shared video via the web can reveal personal information such as location information or a fabricated
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video can be uploaded [3]. To solve these problems, they proposed a video sharing
method that transmits the video’s profile and a guard profile to protect location informa-
tion. Their method protects location information by uploading additional information.
Another limitation of manual uploads is that the video owner must directly upload the
video themselves.
Hossain proposed a video sharing method for a smart city environment [4]. In this
environment, the videos from a user’s smartphone or from other cameras in the city
are transmitted to the cloud for various purposes. Watermarking and signatures are to
be used to authenticate videos and prevent them from being manipulated or shared by
unauthorized people. However, this approach doesn’t consider user privacy and is thus
unsuitable for sharing videos from a dashcam.
In this paper, we propose a dashcam video sharing scheme that guarantees the
integrity and confidentiality of videos to be shared. In addition, it improves the loca-
tion privacy of the video provider by utilizing the anonymity of a smart contract [5] in
a blockchain as shown in Fig. 1. The Keccak 256 hash function [6] is used to guarantee
video integrity and AES [7] is used to ensure confidentiality. Through deep learning, only
when accidents are detected are the applicable videos selected, encrypted, and transmit-
ted to the cloud automatically; this process occurs before the requests for the videos.
Smart contracts then facilitate video requests and sharing. The search and retrieval pro-
cess is pseudonymous; only the user’s account address appears in the transaction. We
use proxy re-encryption to share the encryption key [8]. In order to prevent the video
from being manipulated, the dashcam transmits only a hash of the video. The time and
location information is periodically not transmitted. When the accident occurs, the time
and location information is transmitted. Thus, the user’s location is not revealed.
The contribution of this paper is as follows:

• Our scheme is efficient because it uses deep learning to detect and share only acci-
dent video, and we store hash values rather than actual video in the blockchain.
• A user’s location privacy is improved because the information that can reveal it is not continuously uploaded and the request and sharing process are performed anonymously.

• We combine a smart contract with proxy re-encryption to ensure video confidentiality and securely share videos without exposing plaintext to unauthorized people.

• Because the amount of data stored in a smart contract is a small hash value and video retrieval is performed from the cloud, we minimize the cost of the smart contract.

The rest of this paper is organized as follows. “Preliminaries” section describes the basic technologies to understand the proposed scheme: blockchain, deep learning, and proxy re-encryption technique. In “Related works” section, we discuss related work: video sharing schemes, data sharing using blockchain, and event detection using deep learning. In “Automatic accident detection” section, we explain the use of deep learning to detect accident video. In “Automatic video sharing” section, we describe the proposed video sharing scheme using blockchain and deep learning. In “Experiments” section, we discuss an image detection experiment. In “Evaluation” section, the accuracy, overhead, and security for the experiments and implementations are evaluated. Finally, our conclusions and future work plans are presented in “Conclusion” section.

Preliminaries

In this section, we discuss the blockchain and proxy re-encryption for requesting and sharing the video. In addition, we discuss the convolutional neural network (CNN) used for accident detection.

Blockchain

A blockchain is a type of database that stores data in block units and links blocks to each other in chronological order [5, 10–13]. Each block depends on the previous block and all participants share a ledger. Blockchains can provide pseudonymity because transactions can be made only through address without personal information. A blockchain design can be divided into a public blockchain and a private blockchain. In a public blockchain, anyone can join the network, read the data in the blockchain, and deploy new transactions. Anyone can check the data and benefit from the system's integrity and transparency [14, 15]. In a private blockchain, only authorized nodes can participate in the network and receive transactions.

Ethereum is referred to as a second-generation blockchain because it can implement more complex and decentralized applications beyond its cryptocurrency application. Unlike previous blockchains such as Bitcoin [16], Ethereum allows for smart contracts. A smart contract is a program that runs automatically according to the rules proposed by Szebo [17]. Buterin implemented the smart contract on Ethereum consisting of the program code, storage file, and account balance [15, 18, 19]. Anyone can create a contract by posting a transaction to a blockchain. Because the program code is written to the blockchain, the code cannot be changed once the contract has been created. The program code defines the rules, and these rules are executed exactly as defined and cannot be changed. A transaction is traceable because it is recorded in the blockchain. When a contract is created, it allocates storage space in
the blockchain and executes the program code whenever a message is received from
the user or another contract. A smart contract can take coins from the outside and
put them in the smart contract's balance or transfer its coins to the outside. The use of
a smart contract in a blockchain allows the execution of a trusted and promised rule
without third-party intervention.

In this paper, we use Ethereum to implement a public blockchain in which all
the nodes participating in the network can share videos. We created a smart con-
tract using the Solidity language [20], which is the most popular language used in
Ethereum. We implemented a web interface that enables users to share videos with
web3, a JavaScript API for Ethereum.

Proxy re-encryption (PRE)
Proxy re-encryption (PRE) is a technology that transfers encrypted data between
nodes by using a proxy without sharing a symmetric key [8, 21, 22]. The proxy man-
ages the encrypted data, receives the re-encryption key (rekey), and transfers it to
another node. For example, if Alice (data owner) wants to send encrypted data by
using her public key to Bob, she creates a rekey with her private key and his public
key. She shares the rekey and the encrypted data with him through the proxy. He can
then re-encrypt the data and decrypt it using his private key. Therefore, it is possible
to transfer data securely without exposing the plaintext during data transmission. In
this paper, we adopted and applied a PRE technique called pyUmbral of Nuchper [22].
We designed a protocol that allows the rekey and the public key to be sent according
to pre-defined rules by applying the PRE to a smart contract.

Convolutional neural network (CNN)
A CNN is a deep learning network form that is often used for image classification.
The CNN has better image recognition performance than traditional machine learn-
ing approaches [23, 24]. As a video is a stream of images, many studies have used
CNNs to classify videos by dividing the video into frames, recognizing each frame
using the CNN, and making predictions by aggregating each result [25]. A CNN
consists of an input layer, a convolution layer, a pooling layer, and a fully connected
layer [26]. The input layer contains the three-dimensional image data (width, height,
and depth) and extracts features for an image in the convolution and pooling layers.
The fully connected layer acts as a classifier. A considerable amount of research has
been conducted using CNNs [23–28]. In particular, researchers have used transfer
learning, a learning method that uses a pre-trained model to retrain the data for the
network's purpose [26, 27]. Transfer learning is a technique that improves the perfor-
mance of a CNN even when there are few datasets. In this paper, we used the VGG16
model [29] which has the lowest power consumption at 10 W and high accuracy; thus
it is suitable for execution on a battery-operated dashcam. The VGG16 model has the
disadvantage of a relatively long inference time of 200 ms [30]. In this paper, we ana-
lyzed one image per second and demonstrated that the VGG16's classification is fully
available within 1 second; we present these results in Section “Experiments”.
Related works

In this section, we discuss research related to this paper in video sharing, privacy guarantee through blockchain, and image classification using deep learning.

Video sharing

Kim et al. proposed ViewMap for sharing dashcam videos [3]. Hossain proposed a video sharing method in a smart city environment [4]. ViewMap doesn’t distinguish between an accident and normal videos. For each minute of video, ViewMap creates a View Profile (VP), which is a compact video format, and uploads it to a server. Because the VP includes time and location information, continuous leakage of this information could violate a user’s location privacy [31, 32]. In order to improve location privacy, a Guard VP is created and uploaded. The Guard VP is created by exchanging the last location information of the video with surrounding vehicle’s location information. Although the Guard VP can ensure location privacy, it adds significant overhead because it adds data to the VP stream. Furthermore, the user must manually find the requested video clip and upload it on their own. Watermarking and authentication techniques with signatures were considered [4] to prevent videos from being manipulated or shared by unauthorized people. A video owner uploads his/her videos to the cloud for later use. The uploaded videos can be shared by city stakeholders such as insurance companies, law-enforcement officials, and other smart city governance entities. However, the privacy and confidentiality of the videos to be shared are not considered. Also, videos can be shared by city stakeholders but an individual cannot retrieve and acquire a specific video.

Privacy preservation using a blockchain

Many studies have aimed to share data or guarantee privacy using blockchain [14, 21, 33–36]. In general, the blockchain is used only as an index of data, with the actual data stored in separate nodes [21, 33]. For example, references and symmetric keys of medical records can be encrypted and stored in a blockchain [21]. Using proxy re-encryption [8], a symmetric key is encrypted and transferred safely to another node. A smart contract can authorize a requester who can request data; the re-encryption key to obtain the symmetric key is then shared with the requester and the data provider sends the actual data to the requester via HTTPS. In [33], when a patient’s medical data is generated, the data is encrypted and transmitted to the cloud. For scalability, an index is created that allows medical data to be retrieved and shared through a blockchain. A user is authorized by the data owner and requests the data by searching through the smart contract. However, in these studies, there are a limited number of nodes that can request data besides the patient. In addition, privacy is ensured by gaining patient approval and allowing only authorized users to access the private network and share data. Thus, this system cannot be used in a scenario where anyone can request and receive data.

Knirsch et al. proposed a protocol to find the optimal charging station near a vehicle through a blockchain [34]. A request is made from the vehicle to the blockchain to find a matching charging station. Each charging station presents its bid and an auction proceeds. The vehicle checks the bids provided by the charging stations, selects one of them,
and moves to that station. Upon arrival at the charging station, the certification process is performed through one-to-one communication between the vehicle and the charging station. Personal information other than ID is not included when making the request. Because this ID is changed with each request, it also ensures user privacy. Jia et al. and Yang et al. proposed methods for ensuring the location privacy of users in a crowdsensing where data was collected, shared by various people, and analyzed [14, 35]. In [14], the authors used a combination of public and private blockchain to ensure privacy. An agent acting as a miner constitutes a public blockchain. Each agent constitutes its own private blockchain. When a requester registers task in the public blockchain, the agent posts the task to its private network. In the private network, a worker can select the task he/she wants. When the task is finished, the worker uploads sensing data to the blockchain. The agent verifies that the sensing data meets the requester’s requirements. When the data is met, the worker can be compensated. These studies share data while guaranteeing privacy but do not mention large data volumes. They also propose a method of transferring data to a specifically designated server rather than to an individual sharing their own data. In [35], the server assigns tasks to people. As people move, the sensing data from attached device is encoded and stored in the blockchain. The server can read the data stored in the blockchain. The data contains the user’s location, but it does not contain other personal information. The data is pseudonymously managed through the user’s ID. It ensures privacy by protecting the data through an encoding process.

In this paper, we propose a scheme for large data volumes, such as videos, while ensuring location privacy. Protocols for search, request, and sharing the videos can be executed with smart contracts for secure operation.

**Image classification to detect events**

Karpathy et al. classifies videos using multiple frames as inputs to a CNN [23]. Because most of the research on deep learning aims to improve accuracy, deep learning often runs on high-performing servers. However, using multiple images at the same time as a system input requires high processing power; processing multiple images simultaneously on a resource-limited device has low performance. There are cases where it takes a long time to perform deep learning on an embedded device.

Several studies detect a driver’s distracted behavior by using deep learning [24, 26, 28]. The distracted behavior is detected on videos from a camera facing the driver. Leonardo et al. conducted a study to detect whether an accident occurred between a vehicle with an installed dashcam and another vehicle [28]. He used the dashcam image as an input and YOLOv3 [36] to recognize the object in the image. [30] compares resource consumption and execution time for various image classification models on the NVIDIA TX1 [37]. Because each model has different power and memory demands, appropriate models should be selected and used to meet their required performance given the specifications of their host deep learning devices. In our proposed scheme, frames are extracted and applied to the CNN at specific times considering the specifications of the dashcam. The video soundtrack is additionally used to improve accuracy.
Automatic accident detection

The dashcam we studied creates a 50 MB video every minute [3]. Only a few of these videos are interesting to users. Thus, uploading all videos to the cloud is an inefficient use of communication and cloud storage. In this paper, we propose a scheme to share accident video chosen selectively by deep learning. We determine the occurrence of an accident from the images and sound of the video recorded on the dashcam by supervised learning [38]. The learning model is created in the cloud and stored in the dashcam firmware. As shown in Fig. 2, when a 1 min. video is created, a total of 60 frames are extracted at a rate of one per second for image detection. Sound is captured for each 1-second interval corresponding to the extracted frames to help determine whether an accident occurred. If the machine learning algorithm indicates an accident, an Evidence Contract (EC) is deployed, and the data related to the accident video is transmitted to the cloud. The cloud manages the accident images separately and performs retraining to increase accuracy for the next incident.

Image classification

In this paper, we used a transfer learning method to reuse the VGG16 image classification model [29] which was trained on Imagenet [39]. Imagenet has 1.2 million images divided into 1000 groups. In order to recognize accidents using VGG16, we used a classifier consisting of a fully connected layer and a softmax layer.

The videos to be shared in this paper are those that captured an accident. The dataset used for learning consisted of images from YouTube videos and Github’s images [40, 41]. The images were divided into two classes: normal driving images and accident images. The images were compared to the learned data at the dashcam. According to [30], when general deep learning techniques are used in an embedded device,
the execution time and power consumption limit performance. Considering this, one frame was analyzed every second.

**Sound classification**

The one frame per second analysis method is subject to inaccuracies when an accident occurs between sample frames [27]. We also use the video’s soundtrack to detect accidents. The sound of an accident is distinct from the sound of normal driving. Before a crash, the tires skid and produce corresponding noise. During the crash, the vehicle structure crumples and/or the windows break. In dashcam videos, the sound inside the vehicle is louder than outside sounds, so there is a limit to our ability to distinguish between the two sound environments. Therefore, we assumed that a microphone was installed outside the vehicle and connected to a dashcam to collect outside sounds.

The process for detecting sounds consists of the soundtrack input, feature extraction from the sound data, and classification. The 1 s recordings were used as the input and features were extracted from the data using the Mel Frequency Cepstral Coefficient (MFCC) [42]. This value was put into a classifier consisting of a fully connected CNN layer to determine whether the sound was an accident sound or a normal sound.

**Automatic video sharing**

In this section, we propose a protocol for video sharing through a blockchain. Figure 3 shows the entire protocol.

**Smart contract**

There are four smart contracts in the proposed scheme as shown in Fig. 4: an Evidence Contract (EC) for managing the evidence in a video; a Search Contract (SC) for

![Fig. 3 Video sharing protocol](image)
managing the validated EC and storing data for the purpose of video retrieval; a Request Contract (REQC) for requesting videos; and finally a Response Contract (RESC) for associating the addresses of the owner and REQC. SC and RESC are deployed by the cloud and only one copy of each exists. The dashcam deploys an EC whenever an accident video is detected. REQC is deployed by the requester for each video request. The notation used in this paper is defined in Table 1.

**Dashcam sends data to the cloud**

Algorithm 1 transfers data from the dashcam to the cloud. The dashcam creates videos in segments of 1 min. It then creates a hash for each video, $H_{\text{video}}$, and sends it to the cloud for video verification whenever the dashcam is connected to a network (i.e., Wi-Fi or Cellular). The hash function is the Keccak 256 function used in Ethereum. This process is shown in Algorithm 1’s case 1. When an accident is detected through deep learning, a session key, $Key_{\text{sess}}$, is generated. $Key_{\text{sess}}$ is then encrypted with the owner’s public key ($PK_{\text{own}}$). Then, the dashcam deploys an EC.
by adding the information such as frame hash $H_{frame}$, time $T_i$, and location $L_i$. The dashcam transmits the encrypted data, image, and EC address to the cloud. The image is provided to help a requester to choose a video to download. We selected the front frame of the video. This process is shown in Algorithm 1’s case 2.

**Algorithm 1** Dashcam sends data to Cloud

**Case 1. No Accident**
1: video hash create

\[ H_{video} = N_t + ID + FN_i + H_{i-1} + H_t \]

2: send $H_{video}$ to Cloud

**Case 2. Accident**
1: key generation

\[ Key_{ss} : session key generation \]
2: data encryption

\[ En_1 = E_{Key_{ss}}(Video) \]
\[ En_2 = E_{PK_{ss}}(Key_{ss}) \]
3: deploy the Evidence Contract (EC)

\[ adding \ H_{frame}, T_i \text{ and } L_i \]
4: Transfer $En_1, En_2, image$ and $Addr_{EC}$ to Cloud

---

**Deploy and verify the EC and update the SC**

Algorithm 2 shows the process of verifying the EC deployed from the dashcam and updating the SC. When the dashcam sends accident data to the cloud, the cloud verifies the EC. First, the frame hash value is read from the EC and the hash value of the video is calculated. The EC is verified by comparing the calculated hash value with the previously stored hash value. The EC’s verification status is updated when verification is completed. Only the cloud can update the verification status. When the EC is updated, the address, time, and location information of the EC are automatically transferred to the SC to update the SC.

**Algorithm 2** deploy and verify the EC and update the SC

**Dashcam** : input $ID$, $H_{frame}$, $T_i$, and $L_i$
1. deploy the EC

**Cloud** :
1. read $H_{frame}$ from the EC
2. calculate $H_t$
3. verify stored $H_t$ and calculated $H_t$
4. update the EC’s verification status
5. periodically reads SC’s data and store it in DB

**EC** :
1. if $msg.\text{sender}$ is Cloud
   then change the verification state to verified
2. send the verified $Addr_{EC}$, $T_i$, and $L_i$ to SC

**SC** :
1. mapping $Addr_{EC}$, $T_i$ and $L_i$
Search and request a video
Algorithm 3 shows how the requester retrieves and requests a video. The requester accesses the cloud to retrieve the desired video based on time and location. The cloud shows the accident image and address of the EC that meets the condition. The requester can easily identify the desired video through the image and requests the video by deploying the REQC, adding the EC’s address and his/her public key with a reward. When the REQC is deployed, it automatically sends the REQC address and EC address to RESC.

| Algorithm 3 search and request a video |
|---------------------------------------|
| **Requester:** |
| 1: search the video using $T, L$, and image |
| 2: Cloud returns the corresponding $Addr_{EC}$ |
| 3: deploy the REQC with a reward, $Addr_{EC}, PK_{req}$ |
| **REQC:** |
| 1: load $EC_{obj}$ from the $Addr_{EC}$ |
| 2: send $Addr_{REQC}$ and $Addr_{EC}$ to the RESC |
| **RESC:** |
| 1: load $EC_{obj}$ from the $Addr_{EC}$ |
| 2: find the $Addr_{own}$ from $EC_{obj}$ |
| 3: mapping $Addr_{own}$ and $Addr_{REQC}$ |
| **Cloud:** |
| 1: periodically reads RESC’s data and stores it in DB |

Share the video with the requester
Algorithm 4 shows the process where the owner of the video checks and shares the video. The owner accesses the cloud and checks for requests from his/her account address. The RESC maps the address of the REQC to the address of the owner. The cloud reads the RESC’s data periodically, stores it in the DB, and displays this information at the request of the owner. The owner obtains the addresses of the REQC and the EC. Through the EC, it is possible to confirm the request for a video and to decide whether to approve it. To approve, the owner accesses the REQC to obtain the $PK_{req}$ and generates a rekey through $SK_{own}$ and $PK_{req}$. Then the owner sends the rekey, $PK_{own}$ and download link to the REQC with a deposit. The requester can read the rekey, $PK_{own}$ and download link from the REQC deployed by himself/herself. The requester can acquire $Key_{sess}$ using rekey and $PK_{own}$. The requester then updates REQC’s verification status. If verification status is True, the owner gets his/her deposit and reward. Cloud checks this status and gives access permission about the download link to the requester. The requester downloads encrypted video from the cloud and decrypts the video with the $Key_{sess}$.
Experiments

In this section, we report on the experiments to detect an accident through deep learning. We used images to detect the accident and added sounds to improve accuracy. In addition, to find an optimal time interval, we measured the probability of detecting an accident when applying the image plus sound method to actual videos at different time intervals. The next section describes the experimental environment configuration, method, and results for deep learning.

Experimental environments

As shown in Fig. 5, we used a desktop computer to represent the cloud and a Raspberry Pi3 B+ to represent the dashcam's CPU. QXD3000, INAVI’s latest dashcam, uses the cortex-a53 CPU. Therefore, the experiment was conducted using the Raspberry board since it has specifications like those of a dashcam. We create the model for deep learning
by learning the accident data from the desktop, and the Raspberry board used this model to determine whether there was an accident. We assumed that the learning model generated from the desktop was loaded into the dashcam firmware. The specifications of the equipment are given in Table 2.

The libraries used in the experiment were Keras 2.2.4 [43] and Tensorflow 1.13.1 [44]. The pre-trained model was VGG16 [29]. The dataset contained 519 images and 1093 sounds. Each configuration is shown in Table 3. We randomly divided the data and used 80% in the training and 20% in the test.

Detection results
In all, 214 accident images and 205 no accident images were used for learning. Further, the 100 images (50 accident and 50 no accident) that were not used for learning were used for testing, the results of which are shown in Table 4. A true positive (TP) is an accident detected for an accident image. Likewise, true negative (TN) is a non-accident decision for a non-accident image. The accuracy can be defined as the ratio of TP and TN to P and N. False positive (FP) and false negative (FN) are cases in which a no accident image is determined to be an accident, and an accident image is determined as a no accident image, respectively.

\[
\text{Accuracy} = \frac{TP + TN}{P + N} = \frac{38 + 48}{50 + 50} = 86\% 
\]  

Similarly, 108 accident sounds and 780 non-accident sounds were used for learning. We used 30 accident sounds and 175 non-accident sounds for testing purpose. The results are shown in Table 5.
Because F-measure is the variant most often used when learning from imbalanced data [47], we calculated F-measure from TP, FP and FN using the equations, 3, 4 and 5, [48]. The results are shown in Table 6.

\[
\text{Accuracy} = \frac{TP + TN}{P + N} = \frac{24 + 172}{30 + 175} = 95.6\% 
\]

\[\text{(2)}\]

\[
F - \text{Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} 
\]

\[\text{(3)}\]

\[
\text{Precision} = \frac{\text{TruePositives}}{\text{TruePositives} + \text{FalsePositives}} 
\]

\[\text{(4)}\]

\[
\text{Recall} = \frac{\text{TruePositives}}{\text{TruePositives} + \text{FalseNegatives}} 
\]

\[\text{(5)}\]

Many dashcams typically record the sound inside the vehicle; the external sound is often overwhelmed by the internal sound of the vehicle. However, assuming that external sound is captured and used for accident detection, the sound related to the accident can be very unusual in loud noise and collision sound, which can improve accident detection accuracy. In the case of videos that are determined to have no accidents by image, they are finally classified as accidents by sound. This method can improve the accuracy of the decision for the false-negative videos in Table 4. When accident video soundtrack was combined with silent videos that show false-negative accident detection from YouTube, all were classified as accident videos.

**Table 5 Sound test results**

| Actual results               | Results predicted |
|------------------------------|-------------------|
| Accident (P = 30)            | Accident          |
|                              | 24 (TP)           |
|                              | No accident       |
|                              | 6 (FN)            |
| No accident (N = 175)        | Accident          |
|                              | 3 (FP)            |
|                              | No accident       |
|                              | 172 (TN)          |

**Table 6 F-measur**

|         | F-measure | Precision | Recall |
|---------|-----------|-----------|--------|
| Image   | 0.84      | 0.95      | 0.76   |
| Sound   | 0.84      | 0.89      | 0.80   |
Evaluation

In this section, we evaluate the proposed scheme in terms of accuracy, overhead, and security. In order to detect accidents, we proposed a combination approach of image and sound classification but assumed that sound was recorded through a microphone installed outside the vehicle. Therefore, deep learning through sound and image data was analyzed separately because it is difficult to obtain the videos with the external sound of the vehicle.

Accuracy analysis

In the experimental results presented in "Overhead analysis" section, the accuracy of image detection was 86% and the accuracy of sound detection was 95.6% as shown in Eqs. 1 and 2 if we only consider the highest accuracy at our dataset. And, Table 6 shows that the F-measures of the image and sound are equal to 0.84, and are close to 1.

On the other hand, thresholds affect accident detection by deep learning. The optimal threshold can improve detection accuracy by reducing FP and FN. We sought the optimal threshold for accident decision in deep learning considering cost factor. FN and FP result in extra cost of our scheme. That is, in an environment in which many vehicles with their dashcams observe accidents, as FN increases, the opportunity cost of not having the accident videos increases. In contrast, as FP increases, the cost to upload no accident videos increases. Therefore, we studied the relation between FN and FP, and the threshold values as the number of vehicles observing each accident changes. The costs of FN and FP, FN(Cost) and FP(Cost), were defined as follows.

\[
\begin{align*}
FP(Cost) &= (C_{\text{Cloud}} + C_{\text{BC}} + C_{\text{Net}}) \times FP \times R_{\text{NoAcc}} \\
FN(Cost) &= C_{\text{Opp}} \times FN \times R_{\text{Acc}}
\end{align*}
\]

At the cost evaluation of FP and FN, we estimated the coefficients at Table 7. C_{\text{Cloud}}, C_{\text{BC}}, C_{\text{Net}}, and C_{\text{Opp}} are the cloud cost, the blockchain storage cost, the network usage cost per video each. R_{\text{Acc}} and R_{\text{NoAcc}} present accident frequency and no accident frequency each.

Figure 6 shows the total costs of FN(Cost) and FP(Cost) as the number of the vehicles observing each accident changes. We choose 1, 2, 4, and 8 as the average number of vehicle witnesses by considering the widths of road lanes and the vehicles located proximate to the accident spots. There are many types of roads; one-lane roads, two-lane roads, four-lane roads, eight-lane roads, and so on. One-lane roads are for one-way traffic, and multi-lane roads are for two-way traffic. In general, dashcam is equipped in the dashboard and records the situation in front of the vehicle. It is difficult to detect long-distance accidents or lateral accidents accurately. On congested roads, many vehicles block the scene of the accident. Thus, we assume the average number of vehicle witnesses is one for one-lane roads, two for two-lane roads, four for four-lane roads, and eight for eight-lane roads. For multiple lanes of more than eight lanes, many vehicles far from the accident spots will witness long-distance accidents or parts of the accident scenes shaded by other vehicles. We sought an optimum threshold with minimum total cost of FP and FN. FP(Cost) includes the overheads video providers should endure as well as the management cost of our scheme. FN(Cost) shows how much we lost without the clues of
accident shots. We want both of them to be minimum. If we seek an optimal threshold as the number of vehicles observing accidents changes, we get the threshold of 0.66 as shown in Fig. 6(b). Figure 7 shows the optimal thresholds, 0.53 or 0.54 or 0.55, so that simply $\frac{FN}{FP}$ is 1. The optimal threshold difference between Figs. 6 and 7 is caused by

![Fig. 6](image)

**Fig. 6** An optimal threshold by $(FN(Cost) + FP(Cost))$ as the number of vehicles changes at each threshold (a) # of vehicles observing an accident (1, 2, 4, 8) at threshold [0.1, 0.9] (b) # of vehicles observing an accident (1, 2, 4, 8) at threshold [0.65, 0.83]

### Table 7 Cost estimation parameters

| Parameter | Estimates | Ref. cost |
|-----------|-----------|-----------|
| $C_{Cloud}$ | 0.05GB×$0.023$/GB | Amazon S3\(^a\) |
| $C_{CDC}$ | $0.04$ | Ethereum\(^b\) |
| $C_{Net}$ | 0.924 × 0.05GB × $12.37$/GB | 92.4%\(^c\) Mobile Data Communication\(^d\) over Cellular network |
| $C_{Opp}$ | $\frac{14}{n_w} \times 92.4 \times 14 \times 25,000 \times \frac{1}{2}$ | hit-and-run reward\(^e\), 270.4 million vehicles\(^f\), 14 million vehicles involved in accidents\(^g\), 13,476 miles per year, average speed 32 mph, average of $n$ witnesses per accident\(^h\) |

\(^a\) https://aws.amazon.com

\(^b\) https://ethgasstation.info

\(^c\) The wireless data traffic in the United States in 2018 (in million GB): 45,250, https://www.statista.com/statistics/615419/wireless-data-traffic-in-the-us/, Free Wi-Fi data traffic volume in the United States in 2018 (in million GB): 3,437, https://www.statista.com/statistics/994889/free-wi-fi-traffic-volumes-in-the-us/

\(^d\) https://howmuch.net/articles/the-price-of-mobile-internet-worldwide-2019, The average price of mobile internet 2019 in US

\(^e\) https://abc7.com/525k-offered-in-hit-and-run-of-13-year-old/5521868/

\(^f\) https://hedgescompany.com/automotive-market-research-statistics/auto-mailing-lists-and-marketing/

\(^g\) https://www.statista.com/statistics/192097/number-of-vehicles-involved-in-traffic-crashes-in-the-us/

\(^h\) https://www.autogravity.com/autogravity/money/whats-average-miles-driven-per-year-car-lease-guide, http://ridework.org/transportation-fact-sheet
the characteristics of our dataset and the cost functions, $FN(Cost)$ and $FP(Cost)$. At low thresholds, $TP$ and $FP$ dominates $FN(Cost)$ and $FP(Cost)$ each, showing low $FN(Cost)$ and high $FP(Cost)$. At high threshold, $FN$ and $TN$ dominate $FN(Cost)$ and $FP(Cost)$ each, showing high $FN(Cost)$ and low $FP(Cost)$. Our dataset shows that $FP$ drops down rapidly and converges to 0 at threshold 0.83. That is, after the threshold 0.83, the total cost is the same with $FN(Cost)$. $FN$ grows slowly at low thresholds. High $TP$ at low thresholds lets $FN(Cost)$ stay at small value compared with $FP(Cost)$.

Figure 8 shows a Receiver Operating Characteristic (ROC) curve [49] for the image and sound test. The larger the area under the curve in the ROC curve, the better the performance. Considering the characteristics of the image data used in learning, we found that most of the data clearly showed an accident such as collision with another vehicle or obstacle, causing the vehicle to be crushed or the windows to break. For some accidents, such as a light collision between vehicles rather than a serious accident, the results were not well detected. Moreover, among the images that did not depict an accident, the results were not predicted accurately when the vehicle was in very crowded places. The
sound characteristics of accident scenes vs. non-accident scenes provided more differentiation than images alone, so we obtained better results with the soundtracks.

Table 8 compares the accuracy of the proposed method with that of methods developed in other studies. The method proposed in [27] predicted the user’s distracted behavior by means of a camera installed inside the vehicle. Imagery and data such as the acceleration received from the user’s mobile device were combined, resulting in an accuracy of 87.02%. The method proposed in [28] combined the data from a dashcam image and the acceleration data received from a telematics device, and the classification accuracy 87.03%. Compared with the results of [27] and [28], the results obtained in the present study revealed that the accuracy using images alone was similar and the accuracy when adding sounds was higher.

Figure 9 shows the probability of an accident when applying both image and sound analysis to actual videos that captured another vehicle’s accident. These videos have no extraneous noise such as human voices or music and the sound of the accident is clearly heard. The use of sound distinguishes the accident more clearly than that of using the image. Therefore, if sound and image are used together, false negatives can be reduced to achieve higher accuracy. The sound data obtained from the dashcam in the test videos contained a small external sound and a large internal sound. The sound inside the vehicle could be filtered by installing a microphone outside the vehicle. As discussed in [27] and [28], because the amount of data used in learning was small, it will be possible to further improve accuracy by collecting and learning data continuously.

**Overhead analysis**

Table 9 shows the time taken to detect the accident image and the amount of data used to transmit the 1-min video evidence. When the image was extracted at the rate of 1 frame per second from the 1-min video, the average detection time was 0.62s. In [30], the researchers compared the time taken and resource consumption when using several pre-trained models in an embedded device. When a TX1 board [37] was used, the image inference time was 200 ms for the VGG16 model. In this paper, we experimented with
the Raspberry Pi. Because its performance was not as fast as the TX1, the inference time was three times longer, but it was still reasonable for processing an image every second. Figure 10 shows the probability of detecting an accident for each frame with different time intervals for extracting frames. The shorter the time interval, the more accurate the detection. The boxed portion of Fig. 10 shows that the probability of detecting an accident with a 1s interval is reduced because the sampling is too coarse. We will be able to achieve better performance by reducing time intervals as new dashcams adopt more powerful processors.

Each time a file is created, the dashcam creates and transmits the evidence of the video to the cloud, as shown in Fig. 11. The evidence of the video consists of the number (4 bytes), ID (21 bytes), file name (7 bytes), and two hash values (32 bytes each), totaling 96 bytes. This evidence data is created at 1-min intervals and sent to the cloud. The method described in [3] generates a VP of 4584 bytes every minute. Compared with [3], our study reduces network transmissions by 98%. When an accident is detected in the dashcam video, the frames at the beginning and the end of the video, the encrypted video, and the encrypted key are transmitted to the cloud. The average size of one minute of video is 50 MB, each frame has an average size of 200 KB, and

\[
\begin{array}{|c|c|c|}
\hline
\text{Detection Time} & \text{ViewMap [3]} & \text{VGG16 [30]} \\
\hline
0.62s & \text{Not measured} & 200 \text{ ms} \\
\hline
96B & 4,584 B & \text{Not measured} \\
\hline
\end{array}
\]

Fig. 10 Accident probability graph with different time interval

Fig. 11 Evidence of the video [9]
the encrypted Keysess is 158 B long when using the AES encryption algorithm and a 256-bit key length. Although this is a large overhead, there is an advantage in that users can share videos without performing frequent backups. When dashcam storage is full, the oldest video is deleted. For example, with 64 GB cards, videos can be kept for 2-3 weeks with 1-2 hours daily driving [3].

Applications that utilize smart contracts are either computationally intensive or limited to storing large amounts of data [19]. To address this problem, the smart contract is designed to store only small amounts of data such as state variables, hash values, download links, and public keys. In addition, to reduce costs when searching, the cloud reads the data stored in the SC, stores it in the database, and performs the search process. Therefore, our scheme automatically shares the videos. Thus, it is possible to relieve the users of the burden of backing up and preserving past videos. That is, our system reduces the amount of time for which backups need to be kept, since accident participants seeking video will probably do so within a week. Both the requestor and the user can easily share a video.

Security analysis
In this section, we analyze the security of the proposed method in terms of integrity, confidentiality and location privacy. When an accident video is shared, there is potential for inadvertently sharing a manipulated video or disclosing the video owner's location. In this paper, we overcame these issues by using deep learning and a blockchain. Here we discuss how we guarantee the integrity, confidentiality, and privacy of the video.

Integrity
The dashcam creates evidence of a video every minute and sends it to the cloud. The evidence of the video includes the hash value of the previous video. This evidence is transferred to the cloud for ongoing management. When an accident video is identified, an EC is deployed, and the accident related data is transferred to the cloud. The cloud accesses the EC and reads the frame hash value stored in the EC to calculate the hash value of the video. This value is compared with the previously stored value. If a malicious user has manipulated the video, we will discover the alteration when the hash of the previous video does not match.

The video sharing process is done through a smart contract recorded on the Ethereum blockchain. The contract cannot be changed once deployed. The requester makes a request for a specific EC when deploying REQC. Only the owner of the video that deployed the EC through the smart contract can send the rekey and download link to the REQC and change the approval status. The cloud checks the REQC's approval status and sends the correct video through the EC's address when the requester makes their download request. No other person can intervene and transmit data; only the correct data is transmitted through the smart contract.
Confidentiality
To ensure confidentiality of the video, the video is encrypted with Key ses, and Key ses is encrypted with PKown. Because Key ses is created each time accident videos are detected, other videos from the same owner cannot be decrypted even if the requester acquires the Key ses. The method for delivering Key ses is implemented using a PRE. The owner of the video uses PK req and SKown to generate a rekey. The rekey is stored in the REQC and sent to the requester. Only the requester deploying the REQC can read the rekey and the download link. Even if the rekey is leaked, the SK req is needed to decrypt the data. Thus, our scheme prevents the data from being exposed.

Location privacy
In general, the method of uploading a video to a public institution on the web does not guarantee anonymity. The proposed scheme is based on a user’s Ethereum account. Because no other personal information is included and uploading is only performed pseudonymously through the Ethereum account, the video can be shared without revealing the user’s identity. In addition, the user’s location cannot be tracked because the user uploads fragmentary location information when an accident occurs without continuously uploading the data with location information.

Conclusion
In this paper, we proposed an automatic dashcam video sharing system using deep learning and smart contracts in a blockchain; the system securely encrypts the accident videos and maintains user location privacy. The video sequences are created every minute and if identified with an accident are transmitted to the Cloud as accident evidence so that the integrity of the EC to be deployed can be verified later. We reduce communication overhead by selecting and sharing only the accident images through deep learning. In our system, accident sounds are learned in addition to accident imagery and are used as supplemental information in order to improve detection accuracy. In addition, the proposed system maximizes user convenience by automatically connecting the requester who wants to obtain specific video clips and the owner who wants to share his/her own videos.

In the future, applying additional methods of deep learning will allow the dashcam to act as a potential city watcher by sharing various scenes in addition to accident videos.
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