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Abstract

Much recent work suggests that incorporating syntax information from dependency trees can improve task-specific transformer models. However, the effect of incorporating dependency tree information into pre-trained transformer models (e.g., BERT) remains unclear, especially given recent studies highlighting how these models implicitly encode syntax. In this work, we systematically study the utility of incorporating dependency trees into pre-trained transformers on three representative information extraction tasks: semantic role labeling (SRL), named entity recognition, and relation extraction.

We propose and investigate two distinct strategies for incorporating dependency structure: a late fusion approach, which applies a graph neural network on the output of a transformer, and a joint fusion approach, which infuses syntax structure into the transformer attention layers. These strategies are representative of prior work, but we introduce essential design decisions that are necessary for strong performance. Our empirical analysis demonstrates that these syntax-infused transformers obtain state-of-the-art results on SRL and relation extraction tasks. However, our analysis also reveals a critical shortcoming of these models: we find that their performance gains are highly contingent on the availability of human-annotated dependency parses, which raises important questions regarding the viability of syntax-augmented transformers in real-world applications.

1 Introduction

Dependency trees—a form of syntactic representation that encodes an asymmetric syntactic relation between words in a sentence, such as subject or adverbial modifier—have proven very useful in various NLP tasks. For instance, features defined in terms of the shortest path between entities in a dependency tree were used in relation extraction (RE) (Fundel et al., 2006; Björne et al., 2009), parse structure has improved named entity recognition (NER) (Jie et al., 2017), and joint parsing was shown to benefit semantic role labeling (SRL) (Pradhan et al., 2005) systems. More recently, dependency trees have also led to meaningful performance improvements when incorporated into neural network models for these tasks. Popular encoders to include dependency tree into neural models include graph neural networks (GNNs) for SRL (Marcheggiani and Titov, 2017) and RE (Zhang et al., 2018), and biaffine attention in transformers for SRL (Strubell et al., 2018).

In parallel, there has been a renewed interest in investigating self-supervised learning approaches to pre-training neural models for NLP, with recent successes including ELMo (Peters et al., 2018), GPT (Radford et al., 2018), and BERT (Devlin et al., 2019). Of late, the BERT model based on pre-training of a large transformer model (Vaswani et al., 2017) to encode bidirectional context has emerged as a dominant paradigm, thanks to its improved modeling capacity which has led to state-of-the-art results in many NLP tasks.

BERT’s success has also attracted attention to what linguistic information its internal representations capture. For example, Tenney et al. (2019) attribute different linguistic information to different BERT layers; Clark et al. (2019) analyze BERT’s attention heads to find syntactic dependencies; Hewitt and Manning (2019) show evidence that BERT’s hidden representation embeds syntactic trees. However, it remains unclear if this linguistic information helps BERT in downstream tasks after finetuning. Further, it is not evident if (external) syntactic information can further improve BERT’s performance on downstream tasks.

In this paper, we investigate the extent to which pre-trained transformers can benefit from integrat-
ing external dependency tree information. We provide the first systematic investigation of how dependency trees can be incorporated into pre-trained transformer models, focusing on three representative information extraction tasks where dependency trees have been shown to be particularly useful for neural models: semantic role labeling (SRL), named entity recognition (NER), and relation extraction (RE).

We propose two representative approaches to integrate dependency trees into pre-trained transformers (i.e., BERT) using syntax-based graph neural networks (syntax-GNNs). The first approach involves a sequential assembly of a transformer and a syntax-GNN, which we call Late Fusion, while the second approach interleaves syntax-GNN operations within transformer layers, termed Joint Fusion. These approaches are representative of recent work that combines transformers and syntax input, but we introduce important design decisions—e.g., the use of gating and the alignment between dependency tree structures and BERT wordpieces—that are necessary to achieve strong performance.

Comprehensive experiments using these architectures reveal several important insights:

- Both our syntax-augmented BERT models achieve a new state-of-the-art on the CoNLL-2005 and CoNLL-2012 SRL benchmarks when the gold trees are used, with the best variant outperforming a fine-tuned BERT model by over 3 F1 points on both datasets. The Late Fusion approach also provides performance improvements on the TACRED relation extraction dataset.

- These performance gains are consistent across different pre-trained transformer approaches of different sizes (i.e., BERT\textsubscript{BASE/LARGE} and RoBERTa\textsubscript{BASE/LARGE}).

- The Joint Fusion approach that interleaves GNNs with BERT achieves higher performance improvements on SRL, but it is also less stable and more prone to errors when using noisy dependency tree inputs such as for the RE task, where Late Fusion performs much better, suggesting complementary strengths from both approaches.

- In the SRL task, the performance gains of both approaches are highly contingent on the availability of human-annotated parses for both training and inference, without which the performance gains are either marginal or non-existent. In the NER task, even the gold trees don’t show performance improvements.

Our results highlight key design choices that are necessary to achieve gains from incorporating dependency trees into pre-trained transformers. However, our most important result is somewhat negative and cautionary: the performance gains are only substantial when human-annotated parses are available. Indeed, we find that even high-quality automated parses generated by domain-specific parsers do not suffice, and we are only able to achieve meaningful gains with human-annotated parses. This is a critical finding for future work—especially for SRL—as researchers routinely develop models with human-annotated parses, with the implicit expectation that models will generalize to high-quality automated parses.

Finally, our analysis provides indirect evidence that pre-trained transformers do incorporate sufficient syntactic information to achieve strong performance on downstream tasks. While human-annotated parses can still help greatly, with our proposed models it appears that the knowledge in automatically-extracted syntax trees is largely redundant with the implicit syntactic knowledge learned by pre-trained models such as BERT.

2 Models

In this section, we will first briefly review the transformer encoder, then describe the graph neural network (GNN) that learns syntax representations using dependency tree input, which we term the syntax-GNN. Next, we will describe our syntax-augmented BERT models that incorporate such representations learned from the GNN.

2.1 Transformer Encoder

The transformer encoder (Vaswani et al., 2017) consists of three core modules in sequence: embedding layer, multiple encoder layers, and a task-specific output layer. The core elements in these modules are different sets of learnable weight matrices that perform linear transformations. The embedding layer consists of wordpiece embeddings, positional embeddings, and segment embeddings (Devlin et al., 2019). After embedding lookup, these three embeddings are added to obtain token embeddings for an input sentence. The encoder layers then transform the input token embeddings to hidden state representations. The encoder layer consists of two sublayers: multi-head dot-product self-attention and feed-forward network, which will be
Figure 1: Block diagram illustrating syntax-GNN applied over a sentence’s dependency tree. In the example shown, for the word “have”, the graph-attention sublayer aggregates representations from its three adjacent nodes in the dependency graph.

covered in the following section. Finally, the output layer is task-specific and consists of one layer feed-forward network.

2.2 Syntax-GNN: Graph Neural Network over a Dependency Tree

A dependency tree can be considered as a multi-attribute directed graph where the nodes represent words and the edges represent the dependency relation between the head and dependent words. To learn useful syntax representations from the dependency tree structure, we apply graph neural networks (GNNs) (Hamilton et al., 2017; Battaglia et al., 2018) and henceforth call our model syntax-GNN. Our syntax-GNN encoder as shown in Figure 1 is a variation of the transformer encoder where the self-attention sublayer is replaced by graph attention (Veličković et al., 2018). Self-attention can also be considered as a special case of graph-attention where each word is connected to all the other words in the sentence.

Let $V = \{v_i \in \mathbb{R}^d\}_{i=1:N}$ denote the input node embeddings and $E = \{(e_k, i, j)_{k=1:N'}\}$ denote the edges in the dependency tree, where the edge $e_k$ is incident on nodes $i$ and $j$. Each layer in our syntax-GNN encoder consists of two sublayers: graph attention and feed-forward network.

First, interaction scores $(s_{ij})$ are computed for all the edges by performing dot-product on the adjacent linearly transformed nodes embeddings:

$$s_{ij} = (v_i W_Q)(v_j W_K)^T. \quad (1)$$

The terms $v_i W_Q$ and $v_j W_K$ are also known as query and key vectors respectively. Next, an attention score $(\alpha_{ij})$ is computed for each node by applying softmax over the interaction scores from all its connecting edges:

$$\alpha_{ij} = \frac{\exp(s_{ij})}{\sum_{k \in N_i} \exp(s_{ik})}, \quad (2)$$

where $N_i$ refers to the set of nodes connected to $i^{th}$ node. The graph attention output $(z_i)$ is computed by the aggregation of attention scores followed by a linear transformation:

$$z_i = (\sum_{j \in N_i} \alpha_{ij} (v_j W_V)) W_F. \quad (3)$$

The term $v_j W_V$ is also referred to as value vector. Subsequently, the message $(z_i)$ is passed to the second sublayer that consists of two layer fully connected feed-forward network with GELU activation (Hendrycks and Gimpel, 2016).

$$\text{FFN}(z_i) = \text{GELU}(z_i W_1 + b_1) W_2 + b_2. \quad (4)$$

The FFN sublayer outputs are given as input to the next layer. In the above equations $W_K, W_V, W_Q, W_F, W_1, W_2$ are trainable weight matrices and $b_1, b_2$ are bias parameters. Additionally, layer normalization (Ba et al., 2016) is applied to the input and residual connections (He et al., 2016) are added to the output of each sublayer.

2.2.1 Dependency Tree over Wordpieces

As BERT models take as input subword units (also known as wordpieces) instead of linguistic tokens, this also necessitates to extend the definition of a
dependency tree to include wordpieces. For this, we introduce additional edges in the original dependency tree by defining new edges from the first subword (head word) of a token to the remaining subwords (tail words) of the same token.

2.3 Syntax-Augmented BERT

In this section, we propose parameter augmentations over the BERT model to best incorporate syntax information from a syntax-GNN. To this end, we introduce two models—Late Fusion and Joint Fusion. These models represent novel mechanisms—inspired by previous work—through which syntax-GNN features are incorporated at different sublayers of BERT (Figure 2). We refer to these models as Syntax-Augmented BERT (SABERT) models. During the finetuning step, the new parameters in each model are randomly initialized while the existing parameters are initialized from pre-trained BERT.

**Late Fusion:** In this model, we feed the BERT contextual representations to the syntax-GNN encoder i.e. syntax-GNN is stacked over BERT (Figure 2a). We also use a Highway Gate (Srivastava et al., 2015) at the output of the syntax-GNN encoder to adaptively select useful representations for the training task. Concretely, if \( v_i \) and \( z_i \) are the representations from BERT and syntax-GNN respectively, then the output \( (h_i) \) after the gating layer is computed as,

\[
g_i = \sigma(W_g v_i + b_g) \\
h_i = g_i \odot v_i + (1 - g_i) \odot z_i,
\]

where \( \sigma \) is the sigmoid function \( 1 / (1 + e^{-x}) \) and \( W_g \) is a learnable parameter. Finally, we map the output representations to linguistic space by adding the hidden states of all wordpieces that map to linguistic tokens respectively.

**Joint Fusion:** In this model, syntax representations are incorporated within the self-attention sublayer of BERT. The motivation is to jointly attend over both syntax- and BERT representations. First, the syntax-GNN representations are computed from the input word embeddings and its final layer hidden states are passed to BERT. Second, as is shown in Figure 2b, the syntax-GNN hidden states are linearly transformed using weights \( P_K, P_V \) to obtain additional syntax-based key and value vectors. Third, syntax-based key and value vectors are added with the BERT’s self-attention sublayer key and value vectors respectively. Fourth, the query vector in self-attention layer now attends over this set of keys and values, thereby augmenting the model’s ability to fuse syntax information. Overall, in this model, we introduce two new set of weights per layer \( \{P_K, P_V\} \), which are randomly initialized.

3 Experimental Setup

3.1 Tasks and Datasets

For our experiments, we consider information extraction tasks for which dependency trees have been extensively used in the past to improve model performance. Below, we provide a brief description of these tasks, datasets used, and task-specific modeling details.

---

**Figure 2:** Block diagrams illustrating our proposed syntax-augmented BERT models. Weights shown in color are pre-trained while those not colored are either non-parameterized operations or have randomly initialized weights. The inputs to each of these models are wordpiece embeddings while their output goes to task-specific output layers. In subfigure 2b, \( N \times \) indicates that there are \( N \) layers, with each of them being passed the same set of syntax-GNN hidden states.
Semantic Role Labeling (SRL): In this task, the objective is to assign semantic role labels to text spans in a sentence such that they answer the query: Who did what to whom and when? Specifically, for every target predicate (verb) of a sentence, we detect syntactic constituents (arguments) and classify them into predefined semantic roles. In our experiments, we study the setting where the predicates are given and the task is to predict the arguments. We use the CoNLL-2005 SRL corpus (Carreras and Márquez, 2005) and CoNLL-2012 OntoNotes dataset, which contains PropBank-style annotations for predicates and their arguments, and also includes POS tags and constituency parses. We model SRL as a sequence tagging task using a linear-chain CRF (Lafferty et al., 2001) as the last layer. During inference, we perform decoding using the Viterbi algorithm (Forney, 1973). To highlight predicate position in the sentence, we use indicator embeddings as input to the model.

Named Entity Recognition (NER): NER is the task of recognizing entity mentions in text and tagging them to entity categories. We use the OntoNotes 5.0 dataset (Pradhan et al., 2012), which contains 18 named entity types. Similar to SRL, we model NER as a sequence tagging task, and use a linear-chain CRF layer over the model’s hidden states. Sequence decoding is performed using the Viterbi algorithm.

Relation Extraction (RE): RE is the task of predicting the relation between the two entity mentions in a sentence. For experiments, we use the label corrected version of the TACRED dataset (Zhang et al., 2017; Alt et al., 2020), which contains 41 relation types as well as a special no_relation class indicating that no relation exists between the two entities. As is common in prior work (Zhang et al., 2018; Miwa and Bansal, 2016), the dependency tree is pruned such that the subtree rooted at the lowest common ancestor of entity mentions is given as input to syntax-GNN. Following Zhang et al. (2018), we extract sentence representations by applying a max-pooling operation over the hidden states. We also concatenate the entity representations with sentence representation before the final classification layer.

**3.2 Training Details**

We select bert-base-cased to be our reference pre-trained baseline model. It consists of 12 layers, 12 attention heads, and 768 model dimensions. In both the variants, the syntax-GNN component consists of 4 layers, while other configurations are kept the same as bert-base. Also, for the Joint Fusion method, syntax-GNN hidden states were shared across different layers. It is worth noting that as our objective is to assess if the use of dependency trees can provide performance gains over pre-trained Transformer models, it is important to tune the hyperparameters of these baseline models to obtain strong reference scores. Therefore, for each task, during the finetuning step, we tune the hyperparameters of the default bert-base model, and use the same hyperparameters to train the SA-BERT models. We refer the reader to Appendix A for additional training details.

**3.3 Additional Baselines**

Besides BERT models, we also compare our results to the following previous work, which had obtained good performance gains on incorporating dependency trees with neural models:

- For SRL, we include results from the SA (self-attention) and LISA (linguistically-informed self-attention) model by Strubell et al. (2018). In LISA, the attention computation in one attention-head of the Transformer is biased to enforce dependent words only attend to their head words. The models were trained using both GloVe (Pennington et al., 2014) and ELMo embeddings.
- For NER, we report the results from Jie and Lu (2019), where they concatenate the child token, head token, and relation embeddings as input to an LSTM and then fuse child and head hidden states.
- For RE, we report the results of the GCN model from Zhang et al. (2018) where they apply graph convolutional networks on pruned dependency trees over LSTM states.

**4 Results and Analysis**

In this section, we present our main empirical analyses and key findings.
### Test Set P R F

| Baseline Models (without dependency parses) | P | R | F$_1$ |
|-------------------------------------------|---|---|-------|
| SA+GloVe†                                 | 84.17 | 83.28 | 83.72 |
| SA+ELMo†                                 | 86.21 | 85.98 | 86.09 |
| BERT$^\text{BASE}$                       | 86.97 | 88.01 | 87.48 |

| Gold Dependency Parses                    | P | R | F$_1$ |
|-------------------------------------------|---|---|-------|
| Late Fusion                               | 89.17 | 91.09 | 90.12 |
| Joint Fusion                              | 90.59 | 91.35 | 90.97 |

**Table 1:** SRL results on the CoNLL-2005 WSJ test set averaged over 5 independent runs. † marks results from Strubell et al. (2018).

### Test Set P R F

| Baseline Models (without dependency parses) | P | R | F$_1$ |
|-------------------------------------------|---|---|-------|
| SA+GloVe†                                 | 82.55 | 80.02 | 81.26 |
| SA+ELMo†                                 | 84.39 | 82.21 | 83.28 |
| Deep-LSTM+ELMo‡                           | - | - | 84.60 |
| BERT$^\text{BASE}$                       | 85.91 | 87.07 | 86.49 |

| Gold Dependency Parses                    | P | R | F$_1$ |
|-------------------------------------------|---|---|-------|
| Late Fusion                               | 88.06 | 90.32 | 89.18 |
| Joint Fusion                              | 89.34 | 90.44 | 89.89 |

**Table 2:** SRL results on the CoNLL-2012 test set averaged over 5 independent runs. † marks results from Strubell et al. (2018); ‡ marks results from Peters et al. (2018).

#### 4.1 Benchmark Performance

To recap, our two proposed variants of the Syntax-Augmented BERT models in Section 2.3 mainly differ at the position where syntax-GNN outputs are fused with the BERT hidden states. Following this, we first compare the effectiveness of these variants on all three tasks, comparing against the baselines outlined in the previous section. For this part we use gold dependency parses to train the models for SRL and NER, and predicted parses for RE, since gold dependency parses are not available for TACRED.

We present our main results for SRL in Table 1 and Table 2, NER in Table 3, and RE in Table 4. All these results report average performance over five runs with different random seeds. First, we note that for all the tasks, our bert-base baseline is quite strong and is directly competitive with other state-of-the-art models.

We observe that both the Late Fusion and Joint Fusion variants of our approach yielded the best results in the SRL tasks. Specifically, on CoNLL-2005 and CoNLL-2012 SRL, Joint Fusion improves over bert-base by an absolute 3.5 F$_1$ points, while Late Fusion improves over bert-base by 2.65 F$_1$ points. On the RE task, the Late Fusion model improves over bert-base by approximately 0.3 F$_1$ points while the Joint Fusion model leads to a drop of 4.5 F$_1$ points in performance (which we suspect is driven by the longer sentence lengths observed in TACRED). On NER, the SA-BERT models lead to no performance improvements as their scores lies within one standard deviation to that of bert-base.

Overall, we find that syntax information is most useful to the pretrained transformer models in the SRL task, especially when intermixing the intermediate representations of BERT with representations from the syntax-GNN. Moreover, when the fusion is done after the final hidden layer of the pretrained
models, apart from providing good gains on SRL, it also provides small gains on RE task. We further note that, as we trained all our Syntax-Augmented BERT models using the same hyperparameters as that of \textit{bert-base}, it is possible that separate hyperparameter tuning would further improve their performance.

### 4.2 Impact of Parse Quality

In this part, we study to what extent parsing quality can affect the performance of the resulting Syntax-Augmented BERT models. Specifically, following existing work, we compare the effect of using parse trees from three different sources: (a) gold syntactic annotations\(^3\); (b) a dependency parser trained using gold, \textit{in-domain} parses\(^4\); and (c) available off-the-shelf NLP toolkits.\(^5\) In previous work, it was shown that using in-domain parsers can provide good improvements on SRL (Strubell et al., 2018) and NER tasks (Jie and Lu, 2019), and the performance can be further improved when gold parses were used at test time. Meanwhile, in many practical settings where gold parses are not readily available, the only option is to use parse trees produced by existing NLP toolkits, as was done by Zhang et al. (2018) for RE. In these cases, since the parsers are trained on a different domain of text, it is unclear if the produced trees, when used with the SA-BERT models, can still lead to performance gains. Motivated by these observations, we investigate to what extent \textit{gold}, \textit{in-domain}, and \textit{off-the-shelf} parses can improve performance over strong BERT baselines.

#### Comparing off-the-shelf and gold parses

We report our findings on the CoNLL-2005 SRL (Table 5) and OntoNotes-5.0 NER (Table 6) tasks. Using gold parses, both the Late Fusion and Joint Fusion models obtain greater than 2.5 F\(_1\) improvement on SRL compared with \textit{bert-base} while we don’t observe significant improvements on NER. We further note that as the gold parses are produced by expert human annotators, these results can be considered as the attainable performance ceiling from using parse trees in these models.

| Test Set | P   | R   | F\(_1\) |
|----------|-----|-----|--------|
| \textit{Stanza Dependency Parses (UAS: 84.2)} |     |     |        |
| Late Fusion | 86.85 | 88.06 | 87.45 |
| Joint Fusion | 86.87 | 87.85 | 87.36 |

| Test Set | P   | R   | F\(_1\) |
|----------|-----|-----|--------|
| \textit{In-domain Dependency Parses (UAS: 92.66)} |     |     |        |
| LISA+GloVe\(^1\) | 85.53 | 84.45 | 84.99 |
| LISA+ELMo\(^1\) | 87.13 | 86.67 | 86.90 |
| Late Fusion | 86.80 | 87.98 | 87.39 |
| Joint Fusion | 87.09 | 87.95 | 87.52 |

| Test Set | P   | R   | F\(_1\) |
|----------|-----|-----|--------|
| \textit{Gold Dependency Parses} |     |     |        |
| Late Fusion | 89.17 | 91.09 | 90.12 |
| Joint Fusion | 90.59 | 91.35 | \textbf{90.97} |

\textbf{Table 5:} SRL results with different parses on the CoNLL-2005 WSJ test set averaged over 5 independent runs. \(^\dagger\) marks results from Strubell et al. (2018).

| Test Set | P   | R   | F\(_1\) |
|----------|-----|-----|--------|
| \textit{Stanza Dependency Parses (UAS: 83.91)} |     |     |        |
| Late Fusion | 88.83 | 89.42 | 89.12 |
| Joint Fusion | 88.56 | 89.38 | 88.97 |

| Test Set | P   | R   | F\(_1\) |
|----------|-----|-----|--------|
| \textit{In-domain Dependency Parses (UAS: 96.10)} |     |     |        |
| DGLSTM-CRF+ELMo\(^1\) | 89.59 | 90.17 | \textbf{89.88} |
| Late Fusion | 88.75 | 89.19 | 88.97 |
| Joint Fusion | 88.58 | 89.31 | 88.94 |

\textbf{Table 6:} NER results with different parses on the OntoNotes-5.0 test set averaged over 5 independent runs. \(^\dagger\) marks results from Jie and Lu (2019).

\(^3\)We use Stanford head rules (de Marneffe and Manning, 2008) implemented in Stanford CoreNLP v4.0.0 (Manning et al., 2014) to convert constituency trees to dependency trees in UDv2 format (Nivre et al., 2020).

\(^4\)The difference between settings (a) and (b) is during test time. In (a) gold parses are used for both training and test instances while in (b) gold parses are used for training, while during test time, parses are extracted from a dependency parser which was trained using gold parses.

\(^5\)In this setting, the parsers are trained on general datasets such as the Penn Treebank or the English Web Treebank.

4.2 Impact of Parse Quality

In this part, we study to what extent parsing quality can affect the performance of the resulting Syntax-Augmented BERT models. Specifically, following existing work, we compare the effect of using parse trees from three different sources: (a) gold syntactic annotations\(^3\); (b) a dependency parser trained using gold, \textit{in-domain} parses\(^4\); and (c) available off-the-shelf NLP toolkits.\(^5\) In previous work, it was shown that using in-domain parsers can provide good improvements on SRL (Strubell et al., 2018) and NER tasks (Jie and Lu, 2019), and the performance can be further improved when gold parses were used at test time. Meanwhile, in many practical settings where gold parses are not readily available, the only option is to use parse trees produced by existing NLP toolkits, as was done by Zhang et al. (2018) for RE. In these cases, since the parsers are trained on a different domain of text, it is unclear if the produced trees, when used with the SA-BERT models, can still lead to performance gains. Motivated by these observations, we investigate to what extent \textit{gold}, \textit{in-domain}, and \textit{off-the-shelf} parses can improve performance over strong BERT baselines.

Comparing off-the-shelf and gold parses. We report our findings on the CoNLL-2005 SRL (Table 5) and OntoNotes-5.0 NER (Table 6) tasks. Using gold parses, both the Late Fusion and Joint Fusion models obtain greater than 2.5 F\(_1\) improvement on SRL compared with \textit{bert-base} while we don’t observe significant improvements on NER. We further note that as the gold parses are produced by expert human annotators, these results can be considered as the attainable performance ceiling from using parse trees in these models.

We also observe that using off-the-shelf parses from the Stanza toolkit (Qi et al., 2020) provides little to no gains in F\(_1\) scores (see Tables 5 and 6). This is mainly due to the low in-domain accuracy of the predicted parses. For example, on the SRL test set the UAS is 84.2% for the Stanza parser, which is understandable as the parser was trained on the EWT corpus which covers a different domain.

In a more fine-grained error analysis, we also examined the correlation between parse quality and

performance on individual examples on CoNLL-2005 (Figures 3 and 4), finding a mild but significant positive correlation between parse quality and relative model performance when training and testing with Stanza parses (Figure 3). Interestingly, we found that this correlation between parse quality and validation performance is much stronger when we train a model on gold parses but then evaluate with noisy Stanza parses (Figure 4). This suggests that the model trained on noisy parses tends to simply ignore the noisy dependency tree inputs, while the model trained on gold parses is more sensitive to the external syntactic input.

**Do in-domain parses help?** Lastly, for the setting of using in-domain parses, we only evaluate on the SRL task, since on the NER task even using gold parses does not yield substantial gain. We train a biaffine parser (Dozat and Manning, 2017) on the gold parses from the CoNLL-2005 training set and obtain parse trees from it at test time. We observe that while the obtained parse trees are fairly accurate (with a UAS of 92.6% on the test set), it leads to marginal or no improvements over bert-base. This finding is also similar to the results obtained by Strubell et al. (2018), where their LISA+ELMo model only obtains a relatively small improvement over SA+ELMo. We hypothesize that as the accuracy of the predicted parses further increases, the F1 scores would be closer to that from using the gold parses. One possible reason for these marginal gains from using the in-domain parses is that as they are still imperfect, the errors in the parse edges is forcing the model to ignore the syntax information. Overall, we conclude that parsing quality has a drastic impact on the performance of the Syntax-Augmented BERT models, with substantial gains only observed in settings where gold parses are used.

### 4.3 Generalizing to BERT Variants

Our previous results used the bert-base setting, which is a relatively small configuration among pre-trained models. Devlin et al. (2019) also proposed a large model setting (bert-large)\(^6\) that outperformed bert-base in all benchmark tasks. These large BERT models were further improved by modifying the training objective to predict all the word’s wordpieces (whole-word-masking)\(^7\) whereas the default approach was to predict one wordpiece. More recently, Liu et al. (2019) proposed RoBERTa, a better-optimized variant of BERT that demonstrated improved results. A research question that naturally arises is: Is syntactic information equally useful for these more powerful pre-trained transformers, which were pre-trained in a different way than bert-base? To answer this, we finetune these models—with and without Late Fusion—on the CoNLL-2005 SRL task using gold parses and report their performance in Table 7.\(^8\)

As expected, we observe that both bert-large and bert-wwm models outperform bert-base, likely due to the larger model capacity from increased width and more layers. Our Late Fusion model consistently improves the results over the underlying BERT models by about 2.2 F1. The RoBERTa models achieve improved results compared with the BERT models. And again, our Late Fusion model further improves the RoBERTa results by about 2 F1. Thus, it is evident that the gains from the Late Fusion model generalize to other widely used pre-trained transformer models.

---

\(^6\)24 layers, 16 attention heads, 1024 model dimensions

\(^7\)https://storage.googleapis.com/bert_models/2019_05_30/wwm_cased_L-24_H-1024_A-16.zip

\(^8\)We use the Late Fusion model with gold parses in this section, as it is computationally more efficient to train than Joint Fusion model.
Figure 4: Correlation between parse quality and the difference in F1 scores when inference is done using Stanza parses on a model trained with gold parses on the CoNLL-2005 SRL WSJ split. We see that as the accuracy of the Stanza parses increase, the difference in the F1 scores between the Stanza and gold parses drop. The slope of the fitted linear regression model is 0.345 and the intercept is -38.9.

| Gold Parses | P  | R  | F1 |
|-------------|----|----|----|
| **BERT**    |    |    |    |
| BERT\text{LARGE} | 88.14 | 88.84 | 88.49 |
| Late Fusion      | 89.86 | 91.57 | **90.70** |
| **BERT\text{WWM}** |    |    |    |
| Late Fusion      | 89.88 | 91.63 | **90.75** |
| **RoBERTa**     |    |    |    |
| RoBERTa\text{LARGE} | 89.14 | 89.90 | 89.47 |
| Late Fusion      | 90.89 | 92.08 | **91.48** |

Table 7: SRL results from using different pre-trained models on the CoNLL-2005 WSJ test set averaged over 5 independent runs. WWM indicates the whole-wordpiece-masking.

5 Related Work

5.1 Incorporation of Syntax into NLP Models

Relation Extraction Neural network models have shown performance improvements when shortest dependency path between entities was incorporated in sentence encoders: Liu et al. (2015) apply a combination of recursive neural networks and CNNs; Miwa and Bansal (2016) apply tree-LSTMs for joint entity and relation extraction; and Zhang et al. (2018) apply graph convolutional networks (GCN) over LSTM features.

Semantic Role Labeling Recently, several approaches have been proposed to incorporate dependency trees within neural SRL models such as learning the embeddings of dependency path between predicate and argument words (Roth and Lapata, 2016); combining GCN-based dependency tree representations with LSTM-based word representations (Marcheggiani and Titov, 2017); and linguistically-informed self-attention in one Transformer attention head (Strubell et al., 2018).

5.2 Pre-trained Text Encoders and Syntax

More recently, pre-training Transformers using masked language modeling objective as was done by BERT (Devlin et al., 2019), and XLNet (Yang et al., 2019) has shown much improved results in many NLP tasks. The successes of pre-trained Transformers—especially that of BERT—have motivated researchers to investigate what kind of internal representations these models capture. For example, recent research (Tenney et al., 2019; Vig and Belinkov, 2019) provides evidence that different layers of BERT specialize in encoding representations for tasks such as POS tagging, parsing, coreference, etc. It was shown by Clark et al. (2019) that some attention heads of BERT can learn to identify syntactic dependencies. Further, Hewitt and Manning (2019) also demonstrate that to a varying degree dependency trees are embedded within the geometry of BERT’s hidden states.

6 Conclusion

In this work, we explore the utility of incorporating syntax information from dependency trees into pre-trained transformers when applied to information extraction tasks of SRL, NER, and RE. To do so, we compute dependency tree embeddings using a syntax-GNN and propose two models to fuse these dependency tree embeddings into transformers. Our experiments reveal several important findings: syntax representations are most helpful for SRL task when fused within the pre-trained representations, these performance gains on SRL task are contingent on the quality of the dependency parses. We also notice that these models
don’t provide any performance improvements on NER. Lastly, for the RE task, syntax representations are most helpful when incorporated on top of pre-trained representations.

For future work, we plan to jointly train the Syntax-Augmented BERT models in a multi-task learning setup on SRL, NER, and coreference tasks with the goal to further improve performance. We also plan to do an in-depth analysis to study the factors that contribute to the performance gains of gold parses over extracted parses in the SRL task.

**References**

Christoph Alt, Aleksandra Gabryszak, and Leonhard Hennig. 2020. TACRED revisited: A thorough evaluation of the TACRED relation extraction task. In *Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics*.

Jimmy Lei Ba, Jamie Ryan Kiros, and Geoffrey E. Hinton. 2016. Layer normalization. *arXiv preprint arXiv:1607.06450*.

Peter Battaglia, Jessica Blake Chandler Hamrick, Victor Bapst, Alvaro Sanchez, Vinicius Zambaldi, Mateusz Malinowski, Andrea Tacchetti, David Raposo, Adam Santoro, Ryan Faulkner, Caglar Gulcehre, Francis Song, Andy Ballard, Justin Gilmer, George E. Dahl, Ashish Vaswani, Kelsey Allen, Charles Nash, Victoria Jayne Langston, Chris Dyer, Nicolas Heess, Daan Wierstra, Pushmeet Kohli, Matt Botvinick, Oriol Vinyals, Yujia Li, and Razvan Pascanu. 2018. Relational inductive biases, deep learning, and graph networks. *arXiv preprint arXiv:1806.01261*.

Jari Björne, Juho Heimonen, Filip Ginter, Antti Airola, Tapio Pahikkala, and Tapio Salakoski. 2009. Extracting complex biological events with rich graph-based feature sets. In *Proceedings of the BioNLP 2009 Workshop Companion Volume for Shared Task*.

Xavier Carreras and Lluís Màrquez. 2005. Introduction to the CoNLL-2005 shared task: Semantic role labeling. In *Proceedings of the Ninth Conference on Computational Natural Language Learning (CoNLL-2005)*.

Kevin Clark, Urvashi Khandelwal, Omer Levy, and Christopher D. Manning. 2019. What does BERT look at? An analysis of BERT’s attention. In *Proceedings of the 2019 ACL Workshop BlackboxNLP: Analyzing and Interpreting Neural Networks for NLP*.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. 2019. BERT: Pre-training of deep bidirectional transformers for language understanding. In *Proceedings of the 2019 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers)*.

Timothy Dozat and Christopher D Manning. 2017. Deep biaffine attention for neural dependency parsing. In *International Conference on Learning Representations (ICLR)*.

Jenny Rose Finkel and Christopher D. Manning. 2009. Joint parsing and named entity recognition. In *Proceedings of Human Language Technologies: The 2009 Annual Conference of the North American Chapter of the Association for Computational Linguistics*.

G. D. Forney. 1973. The viterbi algorithm. *Proceedings of the IEEE*, 61(3):268–278.

Katrin Fundel, Robert Küffner, and Ralf Zimmer. 2006. RelEx – Relation extraction using dependency parse trees. *Bioinformatics*.

William L. Hamilton, Rex Ying, and Jure Leskovec. 2017. Representation learning on graphs: Methods and applications. *IEEE Data Engineering Bulletin*, 40:52–74.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2016. Deep residual learning for image recognition. In *Proceedings of the IEEE conference on computer vision and pattern recognition*.

Dan Hendrycks and Kevin Gimpel. 2016. Bridging nonlinearities and stochastic regularizers with gaussian error linear units. *arXiv preprint arXiv:1606.08415*.

John Hewitt and Christopher D. Manning. 2019. A structural probe for finding syntax in word representations. In *North American Chapter of the Association for Computational Linguistics: Human Language Technologies (NAACL)*.
Alec Radford, Karthik Narasimhan, Tim Salimans, and Ilya Sutskever. 2018. Improving language understanding by generative pre-training. Technical Report.

Michael Roth and Mirella Lapata. 2016. Neural semantic role labeling with dependency path embeddings. In Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers).

Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan Salakhutdinov. 2014. Dropout: A simple way to prevent neural networks from overfitting. Journal of Machine Learning Research, 15(1):1929–1958.

Rupesh K Srivastava, Klaus Greff, and Jürgen Schmidhuber. 2015. Training very deep networks. In Advances in neural information processing systems.

Emma Strubell, Patrick Verga, Daniel Andor, David Weiss, and Andrew McCallum. 2018. Linguistically-informed self-attention for semantic role labeling. In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing.

Ian Tenney, Dipanjan Das, and Ellie Pavlick. 2019. BERT rediscovers the classical NLP pipeline. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia Polosukhin. 2017. Attention is all you need. In Advances in Neural Information Processing Systems.

Petar Veličković, Guillem Cucurull, Arantxa Casanova, Adriana Romero, Pietro Lio, and Yoshua Bengio. 2018. Graph attention networks. In International Conference on Learning Representations (ICLR).

Jesse Vig and Yonatan Belinkov. 2019. Analyzing the structure of attention in a transformer language model. In Proceedings of the 2019 ACL Workshop BlackboxNLP: Analyzing and Interpreting Neural Networks for NLP.

Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Carbonell, Russ R Salakhutdinov, and Quoc V Le. 2019. XLNet: Generalized autoregressive pretraining for language understanding. In Advances in Neural Information Processing Systems.

Yuhao Zhang, Peng Qi, and Christopher D. Manning. 2018. Graph convolution over pruned dependency trees improves relation extraction. In Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing.

Yuhao Zhang, Victor Zhong, Danqi Chen, Gabriel Angeli, and Christopher D. Manning. 2017. Position-aware attention and supervised data improve slot filling. In Proceedings of the 2017 Conference on Empirical Methods in Natural Language Processing.

A Additional Training Details

During the finetuning step, the new parameters in each model are randomly initialized while the existing parameters are initialized from pre-trained BERT. For regularisation, we apply dropout (Srivastava et al., 2014) with \( p = 0.1 \) to attention coefficients and hidden states. For all datasets we use the canonical training, development and test splits. We use the Adam optimizer (Kingma and Ba, 2015) for finetuning.

We observed that the initial learning rate of 2e-5 with a linear decay worked well for all tasks. For model training to converge, we found 10 epochs were sufficient for CoNLL-2012 SRL and RE and 20 epochs for CoNLL-2005 SRL and NER. We evaluate the test set performance using the best-performing checkpoint on the development set.

For evaluation, following convention we report the micro-averaged precision, recall, and \( F_1 \) scores in every task. For variance control in all the experiments we report the mean of the results obtained from five independent runs with different seeds.