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ABSTRACT
Sequential Recommendation characterizes the evolving patterns by modeling item sequences chronologically. The essential target of it is to capture the item transition correlations. The recent developments of transformer inspire the community to design effective sequence encoders, e.g., SASRec and BERT4Rec. However, we observe that these transformer-based models suffer from the cold-start issue, i.e., performing poorly for short sequences. Therefore, we propose to augment short sequences while still preserving original sequential correlations. We introduce a new framework for Augmenting Sequential Recommendation with Pseudo-prior items (ASReP). We firstly pre-train a transformer with sequences in a reverse direction to predict prior items. Then, we use this transformer to generate fabricated historical items at the beginning of short sequences. Finally, we fine-tune the transformer using these augmented sequences from the time order to predict the next item. Experiments on two real-world datasets verify the effectiveness of ASReP. The code is available on https://github.com/DyGRec/ASReP.
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1 INTRODUCTION
Recommender systems, which predict the potential interests of users to items, are widely applied in online platforms [9–11, 24, 27, 33] nowadays. Because of the dynamic characteristics of users’ behavior, characterizing the evolving patterns of users’ historical records is necessary [4, 5, 8, 23, 26, 32]. Among them, the Sequential Recommendation (SR) [4, 7, 16, 17, 30] is studied a lot for decades. It models the sequential patterns of users’ transactions on items. Therefore, the next item can be inferred.

The essential target in SR is to capture the item transition correlations [12]. The recent developments of transformer [18, 28] provide a powerful backbone to embed sequence, which can effectively model item correlations. SASRec [4] is the pioneering work adopting transformer to complete SRs. It employs a dot-product self-attention module to learn the importance of items at different positions in a sequence. BERT4Rec [17], which is inspired by bi-direction transformer [1], models the item transition correlations from both left-to-right and right-to-left directions. Other recent works [7, 14, 19] also justify the efficacy of transformer in revealing item correlations in sequences.

However, transformer-based sequence encoders fail to achieve satisfactory performance when sequences are very short, i.e., the cold-start issue [6]. We illustrate the sequence length distribution and the corresponding Recall@5 for next item prediction on Amazon Beauty dataset [13] in Figure 1. The transformers in both models are trained with the length being 100. The observations are twofold. Firstly, most of the sequences are rather short. Nearly 75% sequences consist of less than 7 items. Moreover, the performance of very short sequences (e.g., length = 3) is much poorer than that of long sequences (e.g., length ≥ 20). This discrepancy implies the necessity of informative contexts for encoding sequences [20, 21], which are limited in short sequences. Therefore, it motivates us to devise lengthening augmentation for short sequences.

The challenges for this augmentation are threefold. Firstly, since the target in sequential recommendation is to predict the next item, it is required to maintain the original sequential correlations after augmenting those short sequences. Additionally, though some recent works leverage item attributes [25, 31] as additional contexts, similar items might not reflect complex items transition correlations.
We illustrate the basic structure of a transformer as in the Figure 2(a). It can encode a sequence as in Eq. (2) to an output embedding. To be more specific, a transformer consists of two components, multi-head attention and feed-forward network. The multi-head attention adopts scaled dot-product attention at each head to learn the importance of items in sequences. The multi-head attention on the input embeddings is:

$$H = \text{concat}(\text{head}_1, \text{head}_2, \ldots, \text{head}_k)W^O,$$

$$\text{head}_i = \text{Attention}(W_i^Q E_S, W_i^K E_S, W_i^V E_S).$$

Meanwhile, the fact that sequences are the only available data for most SRs further hinders the augmentation for short sequences. To this end, we propose to augment those short sequences with pseudo-prior items. Intuitively, we append a fabricated sub-sequence of items at the beginning of short sequences, which provide additional contexts. To generate these pseudo-prior items, we pre-train a transformer from a reverse (i.e., right-to-left) direction of the original sequence to predict the prior item. As such, it can preserve the sequential correlations among these pseudo-prior items and the original items in sequences. Given the augmented sequences, we fine-tune the transformer from the original direction (i.e., left-to-right) to predict the next item in a sequence. We name this framework as Augmenting Sequential Recommendation with Pseudo-prior items (ASReP). The contributions are as follows:

- To the best of our knowledge, we are the first work that investigates the possibility of improving the performance of SR by augmenting short sequences with pseudo-prior items.
- We design a novel framework ASReP that pre-trains over reverse-direction sequences and fine-tunes on augmented sequences.
- The ASReP significantly outperforms existing transformer-based SR models (e.g., 18.1% for Recall@5). Detailed analyses verify the effectiveness of augmenting short sequences.

## 2 PRELIMINARY

### 2.1 Problem Definition

In SR problem, we denote the user set and item set as $\mathcal{U}$ and $\mathcal{V}$, respectively, whose user and item element are denoted as $u$ and $v$, respectively. Each user is associated with a sequence of items $S^u = [v^u_1, v^u_2, \ldots, v^u_n]$, which are in chronological order of the interaction time with the user $u$. $T^u = |S^u|$, denoting the total number of items in the sequence of user $u$. The SR problem is commonly evaluated as the next-item prediction, which is formulated as:

$$p(v_{T^u+1} = v | S^u),$$

which is interpreted as calculating the probability of all candidate items, given the training sequence $S^u$.

### 2.2 Embedding

We maintain an embedding table $E \in \mathbb{R}^{d \times |\mathcal{V}|}$ for all the items, whose elements $e_v \in \mathbb{R}^d$ denotes the embedding for item $v$. Besides, we should train embeddings for the position indices in a sequence. Since a transformer is trained with a fixed length sequence, we hold a position embedding table $P \in \mathbb{R}^{d \times n}$, where $n$ is the maximum length. Its element $p_i$ denotes the position embedding for $i$-th position in a sequence. For a sequence $S$, we truncate it to be the last $n$ items if it is longer than $n$. And, we employ zero-padding [4] if it is shorter than $n$. Therefore, given a sequence $S = [v_1, v_2, \ldots, v_n]$, the input embedding is

$$E_S = [e_1 + p_1, e_2 + p_2, \ldots, e_n + p_n].$$

### 2.3 Transformer for SR

We illustrate the basic structure of a transformer as in the Figure 2(a). It can encode a sequence as in Eq. (2) to an output embedding. To be more specific, a transformer consists of two components, multi-head attention and feed-forward network. The
the augmented sequence to predict the next item $v_{n+1}$. The first $k$ items for short sequences are all pseudo-prior items, which are those pink dash boxes. Long sequences without augmentation have no pseudo-prior items. Note that we mask the right next item to maintain the causality and sequential transition correlations for the attention module in Trm layers. Again, since the transformer requires a fixed length of input, we truncate it to the last item if the sequence (both augmented and without augmentation) is longer than $n$, and zero-pad it if it is still shorter than $n$.

4 EXPERIMENTS

In this section, we present experimental settings and results. We will answer the following Research Questions (RQs):

- **RQ1**: Is ASReP effective in improving the performance of sequential recommendation?
- **RQ2**: What is the best choice of the number of pseudo-prior items ($k$) and the length of short sequences ($M$) of ASReP?
- **RQ3**: How does the ASReP perform with respect to the length of original sequences?

4.1 Datasets

In our experiments, we use two publicly available datasets [13]: (1) Beauty: Amazon Beauty 5-core includes 22,363 users (sequences), 12,101 items, and 198,502 ratings with density as 0.07%. The shortest sequence length is 5 while more than 75% of sequences are less than 9, and only 1,019 sequences are longer than 20. (2) Phones: Amazon Cell Phones and Accessories 5-core includes 27,879 users (sequences), 10,429 items, and 194,439 ratings with density as 0.06%. The shortest sequence length is 5 while more than 75% of sequences are less than 7, and only 284 sequences are longer than 20.

Following [4, 17], we transform datasets with explicit ratings into implicit feedbacks by treating the presence of a review as positive feedback, and use timestamps to determine the order of items within each sequence (per user). We use the most recent item of each user for testing and the second most recent item for validation.

4.2 Experimental Settings

**Evaluation Protocols.** We evaluate all models in three metrics: Recall@5, NDCG@5, and Mean Reciprocal Rank (MRR). Recall@5 measures the fraction of relevant items being retrieved at top-5 recommendations out of all relevant items, NDCG@5 evaluates their top-5 ranking performance, while MRR measures the ranking performance of the entire ranking list. For each user, we randomly sample 100 negative items for ranking with the ground-truth item.

**Baselines.** We compare ASReP with two transformer-based SR models SASRec [4] and BERT4Rec [17]. Also, we compare with two static models, the BPR-MF [15] and LightGCN [2]. Additionally, we create two variants of the ASReP. One is ItemCor, whose pseudo-prior items are items with similar embeddings from LightGCN. Hence, it augments short sequences without reversely training but only item correlations. The other one is re-train, which re-trains a new transformer over the augmented sequences rather than fine-tuning the reversely pre-trained transformer.

**Parameter Settings.** For all methods, we search the embedding size $d$ from $\{32, 64, 128\}$. The $L2$ regularization term is selected from $\{0.0, 0.0001, 0.001, 0.01, 0.1\}$. For max input sequence length $n$, we search from $\{50, 100\}$ for all SR methods. We search the number of layers $L$ from $\{1, 2, 3\}$. For BERT4Rec, we also search the masked probability from $\{0.2, 0.3, 0.5, 0.7\}$. We grid search all
4.3 Overall Comparison (RQ1)
We report the overall performance comparison of ASReP and other baselines in Table 1. The observations are as follows:

- ASReP outperforms other baselines on all metrics. Compared with SASRec (v.s. SASRec), ASReP has significant relative improvements on all three metrics, in average 19.1% and 21.8% on Beauty and Phones, respectively. Compared with the second-best one (improvements are in the last row), it also has in average 8.4% and 8.1% improvements on Beauty and Phones dataset, respectively. These results prove that our framework is very effective in modeling item sequential correlations. And, the augmentation for short sequences is rather crucial.
- All sequential models are better than static methods, i.e., BPR-MF and LightGCN, which verifies the efficacy of modeling item sequential correlations with transformer. However, they are also worse than ASReP as they suffer from the cold-start issue when predicting the next item for short sequences.
- The two variants of ASReP perform worse than ASReP. Compared with ASReP, ItemCor directly append similar items before short sequences as pseudo-prior items. The worse performance of it shows the necessity of reversely pre-training a transformer for generating pseudo-prior items. But it is still better than SASRec, which proves the benefits of augmenting short sequences contexts. Compared with ASReP, re-train re-trains a new transformer. It ignores the reversely pre-trained transformer and trains a new transformer for recommendation. Its worse performance compared with ASReP verifies that pre-training helps capture important sequential item correlations, which is also why BERT4Rec significantly outperforms both SASRec and ASReP.

4.4 Parameter Sensitivity (RQ2)
We analyze the performance of ASReP w.r.t. its two hyper-parameters $k$ and $M$, which denote the number of pseudo-prior items and the threshold for short sequences, respectively. We select $k \in \{1, 3, \ldots, 19\}$ and $M \in \{6, 10, 14, 18\}$. The results are illustrated in Figure 3. On both datasets, the performance improves when $M$ increases, which verifies the importance of augmenting short sequences. Additionally, when $M$ is small, e.g., 6, increasing $k$ has little improvements. This is because those generated pseudo-prior items are not informative when we only consider very short sequences. Though performance improves when we increase both $k$ and $M$, the time cost also increases. Therefore, we should find a trade-off between those hyper-parameters and efficiency.

4.5 Performance w.r.t. Sequence Length (RQ3)

We illustrate the performance of SASRec, BERT4Rec and ASReP w.r.t. the sequence length in Figure 4. Firstly, we observe that ASReP significantly outperforms both SASRec and BERT4Rec when sequence length < 20, i.e., short sequences. This proves that ASReP is effective in augmenting short sequences and provides additional contexts to encode short sequences. Secondly, since we directly adopt the same fine-tuning strategy as SASRec, the better performance of ASReP compared with SASRec on all sequence lengths demonstrates the necessity of augmenting short sequences. Additionally, we observe that BERT4Rec performs the best when sequence length ≥ 20, which shows the benefits of a bi-directional transformer. However, since we focus on augmenting short sequences and most sequences are rather short, ASReP can thus significantly improve the overall performance. It is also worth noting that we could substitute the left-to-right fine-tuning of ASReP to bi-directional fine-tuning, which may also outperform BERT4Rec on long sequences. We leave it for future study.

5 CONCLUSIONS
In this paper, we study improving sequential recommendation via augmenting short sequences. To complete this task, we propose a new framework, ASReP, which employs a reversely pre-trained transformer to generate pseudo-prior items for short sequences. We fine-tune the pre-trained transformer from the left-to-right direction to predict the next item in a sequence. Moreover, we conduct overall comparisons of ASReP with other baselines, verifying the effectiveness of ASReP. Detailed analyses demonstrate that ASReP significantly improves the performance regarding short sequences.
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