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Abstract

This paper presents a universal current-controlled current-mode biquad filter employing current controlled current conveyor trans-conductance amplifiers (CCCCTAs). The proposed filter employs only three MO-CCCCTAs and two grounded capacitors. The proposed filter can simultaneously realize low pass (LP), band pass (BP), high pass (HP), band reject (BR) and all pass (AP) responses in current form by choosing appropriate current output branches. In addition, the pole frequency and quality factor of the proposed filter circuit can be tuned independently and electronically over the wide range by adjusting the external bias currents. The circuit possesses low active and passive sensitivity performance. The validity of proposed filter is verified through PSPICE simulations.

Keywords: Biquad, Current-Mode, Universal Filter

1. Introduction

It is well accepted that universal biquad filter is a very important functional block which is widely used in various parts such as communication, measurement, instrumentation and control systems [1]. Because of the well known advantages such as reduced distortions, low input impedance, high output impedance, less sensitive to switching noise, better ESD immunity, high slew rate and larger bandwidth, the design and implementation of current-mode active filters using current-mode active elements [2] have become quite popular for wide variety of applications due to their inherent advantages over the voltage-mode counterpart parts. Recently, a new current-mode active element, namely the current controlled current conveyor trans-conductance amplifiers (CCCCTAs) has been introduced [3]. Its trans-conductance and parasitic resistance can be adjusted electronically, hence it does not need a resistor in practical applications. This device can be operated in both current and voltage-modes, providing flexibility. In addition, it can offer several advantages such as high slew rate, high speed, wider bandwidth and simpler implementation. All these advantages together, its current-mode operation makes the CCCCTA, a promising choice for realizing active filters [4]. During the last one decade and recent past a number of universal current-mode active filters have been reported in the literature [5-23], using different current-mode active elements. Unfortunately these reported current-mode filters [5-23] suffer from one or more of the following drawbacks:

1) Lack of electronic tunability [5,7,9,11,20].
2) Can not provide completely standard filter functions simultaneously [8,13,15,18,21-23].
3) Excessive use of active and/or passive elements [5,6,9,11,12,14,16-19].
4) Can not provide explicit current outputs [8,13,15].
5) Pole frequency and quality factor can’t be controlled orthogonally [8,10,22].

In this paper a new universal current-controlled current-mode biquad filter using three MO-CCCCTAs and two grounded capacitors is proposed. The proposed filter can simultaneously realize LP, BP, HP, BR and AP responses in current form. In addition, the pole frequency and quality factor of the proposed filter circuit can be tuned independently and electronically over the wide
range by adjusting the external bias currents. Both the active and passive sensitivities are less and no longer than one. The validity of proposed filter is verified through PSPICE, the industry standard tool.

2. Proposed Circuit

The CCCCTA properties can be described by the following equations

\[ V_{X_i} = V_{X_i} + I_{X_i}R_{X_i}, \quad I_{X_i} = I_{X_i}, \quad I_{X_i} = \pm g_{mi}V_{X_i} \]  \hspace{1cm} (1)

where \( R_{X_i} \) and \( g_{mi} \) are the parasitic resistance at \( X \) terminal and transconductance of the \( i \)th CCCCTA, respectively. \( R_{X_i} \) and \( g_{mi} \) depend upon the biasing currents \( I_{Bi} \) and \( I_{Si} \) of the CCCCTA, respectively. The schematic symbol of MO-CCCCTA is illustrated in Figure 1. For BJT model of MO-CCCCTA [3] shown in Figure 2, \( R_{X_i} \) and \( g_{mi} \) can be expressed as

\[ R_{X_i} = \frac{1}{2I_{Bi}} \quad \text{and} \quad g_{mi} = \frac{I_{Si}}{2V_{T}} \]  \hspace{1cm} (2)

The proposed current-mode universal filter is shown in Figure 3. It is based on three MO-CCCCTAs and two grounded capacitors. Routine analysis of proposed filter yields the circuit transfer functions \( T_{LP}(s) \), \( T_{BP}(s) \), \( T_{TH}(s) \) and \( T_{AP}(s) \) for the current outputs \( I_{LP}(s) \), \( I_{BP}(s) \), \( I_{TH}(s) \), \( I_{AP}(s) \) and can be formulated as

\[ T_{LP}(s) = \frac{1}{sC_{1}C_{2}} \]  \hspace{1cm} (3)

\[ T_{BP}(s) = \frac{2sC_{1}C_{2}R_{X_{2}}}{sC_{1}C_{2}R_{X_{2}} + g_{m1}R_{X_{1}}C_{2} + g_{m2}} \]  \hspace{1cm} (4)

\[ T_{TH}(s) = \frac{1}{sC_{1}C_{2}} \]  \hspace{1cm} (5)

\[ T_{AP}(s) = \frac{1}{sC_{1}C_{2}} \]  \hspace{1cm} (6)

\[ T_{LP}(s) = \frac{1}{sC_{1}C_{2}} \]  \hspace{1cm} (7)

It is noted from (7) that simple current matching condition is required to get AP response which is \( I_{S1}I_{B1} = 2I_{S1}I_{B1} \). The pole frequency \( (\omega_0) \), the quality factor \( (Q) \) and Bandwidth \( (BW) \) \((\omega_0, Q)\) of each filter response can be expressed as

\[ \omega_0 = \left( \frac{g_{m2}}{C_{1}C_{2}R_{X_{2}}} \right)^{2}, \quad Q = \frac{1}{g_{m1}R_{X_{1}}C_{2}} \left( \frac{C_{1}R_{X_{2}}g_{m2}}{C_{2}} \right)^{2} \]

\[ BW = \frac{\omega_0}{Q} = \frac{g_{m1}R_{X_{1}}}{C_{1}R_{X_{2}}} \]  \hspace{1cm} (8)

Substituting intrinsic resistances as depicted in (2), it yields

\[ \omega_0 = \frac{1}{V_{T}} \left( \frac{I_{S1}I_{B2}}{C_{1}C_{2}} \right)^{2}, \quad Q = \frac{2I_{S1}}{I_{B1}} \left( \frac{I_{S2}C_{1}}{I_{B2}C_{2}} \right)^{2} \]  \hspace{1cm} (9)

From (9), by maintaining the ratio \( I_{S2} \) and \( I_{S1} \) to be constant, it can be remarked that the pole frequency can be adjusted by \( I_{B2} \) and \( I_{B1} \) without affecting the quality factor. Moreover, the Quality factor can also be adjusted by \( I_{B1} \) or \( I_{B2} \) or both, without affecting the pole frequency. In addition, bandwidth \( (BW) \) of the system can be expressed by

\[ BW = \frac{\omega_0}{Q} = \frac{1}{V_{T}C_{1}} \]  \hspace{1cm} (10)

Equations (9) and (10) show that the pole frequency and quality factor of the proposed filter circuit can be tuned independently and electronically with out affecting the bandwidth over the wide range by adjusting the external bias current \( I_{S2} \).

3. Non-Ideal Analysis

For non-ideal case, the CCCCTA can be, respectively,
characterized with the following equations

\[ V_{X_1} = \beta V_{Y_1} + I_{X_1} R_{X_1} \]  
\[ I_{X_2} = \alpha I_{X_1} \]  
\[ I_{O_1} = \gamma_{\mu_1} g_m V_{Z_1} \]  
\[ I_{-O_1} = \gamma_{\nu_1} g_m V_{Z_1} \]  

where \( \beta_i \), \( \alpha_i \), \( \gamma_{\mu_i} \), and \( \gamma_{\nu_i} \) are transferred ratios of \( i^{th} \) CCCCTA \( (i = 1, 2, 3) \) which deviate from ‘unity’ by the transfer errors. In the case of non-ideal and re-analyzing the proposed filter in Figure 3, it yields the transfer functions as

\[ T_{LP}(s) = \frac{I_{LP}(s)}{I_{in}(s)} = -g_m R_{X_1} \frac{\alpha_2 \beta_2 \gamma_{\rho_3} \gamma_{\rho_2} g_{m_2}}{s^2 \alpha_\beta C C R X_2 + s a_2 \beta_2 \gamma_{\rho_3} g_m R_{X_1} C_2 + a_\beta a_2 \beta_2 \gamma_{\rho_2} g_{m_2}} \]  
\[ T_{BP}(s) = \frac{I_{BP}(s)}{I_{in}(s)} = -g_m R_{X_1} \frac{\beta_2 \gamma_{\rho_3} \gamma_{\rho_2}}{1 + a_\beta} g_{m_3} R_{X_3} C_2 \]  
\[ T_{HP}(s) = \frac{I_{HP}(s)}{I_{in}(s)} = g_m R_{X_1} \frac{s \gamma_{\nu_1} C C R X_2 + a_\beta \beta_2 \gamma_{\nu_3} g_{m_2} (\gamma_{\nu_1} \gamma_{\nu_2} - \gamma_{\nu_1} \gamma_{\nu_2})}{s^2 \alpha_\beta C C R X_2 + s a_2 \beta_2 \gamma_{\nu_3} g_m R_{X_1} C_2 + a_\beta a_2 \beta_2 \gamma_{\nu_2} g_{m_2}} \]  
\[ T_{BR}(s) = \frac{I_{BR}(s)}{I_{in}(s)} = g_m R_{X_1} \frac{(s^2 \gamma_{\nu_1} C C R X_2 + a_\beta \beta_2 \gamma_{\nu_3} g_{m_2})}{s^2 \alpha_\beta C C R X_2 + s a_2 \beta_2 \gamma_{\nu_3} g_m R_{X_1} C_2 + a_\beta a_2 \beta_2 \gamma_{\nu_2} g_{m_2}} \]  
\[ T_{BP}(s) = \frac{I_{BP}(s)}{I_{in}(s)} = -g_m R_{X_1} \frac{(s^2 \gamma_{\rho_1} C C R X_2 - \beta_2 \gamma_{\rho_3} \gamma_{\rho_2})}{1 + a_\beta} g_{m_3} R_{X_3} C_2 + a_\beta a_2 \beta_2 \gamma_{\rho_2} g_{m_2} \]  

Figure 3. Proposed universal current-controlled current-mode biquad filter employing MO-CCCCTAs and grounded capacitors.
In this case, the $\omega_o$ and $Q$ are changed to

$$
\omega_o = \left( \frac{\alpha_2 \gamma_2 \beta_2 g_m}{C_1 c_2 R_{x_2}} \right)^{1/2}, \quad Q = \frac{\alpha_2 \beta_2}{\gamma_{12} g_m R_{x_1} c_1 c_2} \left( \frac{\gamma_2 R_{x_2} g_m}{\alpha_2 \beta_2 C_2} \right)^{1/2}
$$

(20)

The active and passive sensitivities of the proposed circuit can be found as

$$
S_{C_1, C_2, R_{x_2}}^{\omega_o} = -\frac{1}{2}, \quad S_{R_{x_2}, C_1, C_2, R_{x_2}}^{\omega_o} = \frac{1}{2}, \quad S_{R_{x_1}, R_{x_2}, C_1, C_2, R_{x_2}}^{\omega_o} = 0,
$$

$$
S_{R_{x_1}, R_{x_2}, C_1, C_2, R_{x_2}}^{Q} = 0
$$

(21)

$$
S_{C_2, \beta_2}^{Q} = \frac{1}{2}, \quad S_{R_{x_2}, C_1, C_2, R_{x_2}}^{Q} = \frac{1}{2}, \quad S_{R_{x_1}, R_{x_2}, C_1, C_2, R_{x_2}}^{Q} = -1,
$$

$$
S_{R_{x_1}, R_{x_2}, C_1, C_2, R_{x_2}}^{Q} = 0
$$

(22)

From the above results, it can be observed that all the sensitivities are low and no larger than one in magnitude.

### 4. Simulation Results

The proposed universal current-mode filter was verified through PSPICE simulations. In simulation, the MOCCCCTA was realized using BJT model as shown in Figure 2, with the transistor model of HFA3096 mixed transistors arrays [12] and was biased with ±1.85 V DC power supplies. The SPICE model parameters are given in Table 1. The circuit was designed for $Q = 1$ and $f_o = \omega_o / 2\pi = 3.68$ MHz. The active and passive components were chosen as $I_{B1} = I_{B2} = 60 \mu\text{A}$, $I_{B3} = 30 \mu\text{A}$ $I_{S1} = I_{S2} = I_{S3} = 240 \mu\text{A}$ and $C_1 = C_2 = 0.2 \text{nF}$. Figure 4 shows the simulated gain responses of the LP, HP, BP, BR and AP in current form. Figure 5 shows the phase response of AP. The simulation results show the simulated pole frequency as 3.58 MHz that agree quite well with the theoretical analysis.

Figure 6 shows magnitude responses of BP function where $I_{B2}$ and $I_{S2}$ are equally set and changed for several values, by keeping its ratio to be constant for constant $Q(= 2)$. Other parameters were chosen as $I_{B1} = 240 \mu\text{A}$, $I_{B3} = 30 \mu\text{A}$, $I_{S1} = I_{S3} = 240 \mu\text{A}$, and $C_1 = C_2 = 0.2 \text{nF}$. The pole frequency (in Figure 6) is found to vary as 1.75 MHz, 3.43 MHz and 7.52 MHz for three values of $I_{B2} = I_{S2} = 60 \mu\text{A}$, 120 $\mu\text{A}$ and 280 $\mu\text{A}$, respectively, which shows that pole frequency can be electronically adjusted without affecting the quality factor. Figure 7 shows the magnitude responses of BP function for different values of $I_{S1}$ by keeping $I_{B1} = I_{B2} = 60 \mu\text{A}$, $I_{B3} = 30 \mu\text{A}$, $I_{S2} = I_{S3} = 240 \mu\text{A}$, and $C_1 = C_2 = 0.2 \text{nF}$. The quality factor was found to vary as 7.2, 3.81, 1.91, 0.96, 0.49, by keeping constant pole frequency as 3.35 MHz for five values of $I_{S1}$ as 30 $\mu\text{A}$, 60 $\mu\text{A}$, 120 $\mu\text{A}$, 240 $\mu\text{A}$ and 480 $\mu\text{A}$, respectively, which shows that the quality factor of the BP response can be electronically adjusted without affecting the pole frequency by input bias current $I_{S1}$. Further simulations were carried out to verify the total harmonic
Table 1. The SPICE model parameters of HFA3096 mixed transistors arrays.

**.model npn**

| Parameter | Value |
|-----------|-------|
| Is | 1.80E−17 |
| Xti | 3.20 |
| Eg | 1.167 |
| Vaf | 8.56E−02 |
| Bf | 1.10E+02 |
| Ne | 2.000 |
| Ise | 1.03E−16 |
| Ikf | 1.18E−02 |
| Xtb | 2.15 |
| Br | 8.56E−02 |
| Ik | 2.47E−02 |
| Rc | 8.11E+02 |
| Cjc | 2.44E−14 |
| Mjc | 0.350 |
| Vjc | 0.633 |
| Cje | 5.27E−02 |
| Mje | 0.350 |
| Vje | 1.250 |
| Tr | 5.16E−08 |
| Tf | 2.01E−11 |
| Itf | 2.47E−02 |
| Vtf | 6.62 |
| Xtf | 25.98 |
| Rb | 5.06E+02 |
| Ne | 2 |

**.model pnp**

| Parameter | Value |
|-----------|-------|
| Is | 8.40E−18 |
| Xti | 3.67 |
| Eg | 1.145 |
| Vaf | 57.0 |
| Bf | 9.55E+01 |
| Ne | 2.206 |
| Ise | 3.95E−16 |
| Ikf | 2.21E−03 |
| Xtb | 1.82 |
| Br | 3.40E−01 |
| Ik | 2.21E−03 |
| Rc | 1.43E+02 |
| Cjc | 3.68E−14 |
| Mjc | 0.333 |
| Vjc | 0.700 |
| Cje | 4.20E−14 |
| Mje | 0.560 |
| Vje | 0.8950 |
| Tr | 2.10E−08 |
| Tf | 6.98E−11 |
| Itf | 2.25E−02 |
| Vtf | 1.34 |
| Xtf | 12.31 |
| Rb | 5.06E+02 |

Distortion (THD). The circuit was verified by applying a sinusoidal input current of varying frequency and amplitude of 60 µA. The THD measured at the LP output are found to be less than 3% while frequency is varied from 30 KHz to 1 MHz. Moreover, the circuit was also simulated for THD analysis at LP output, by applying sinusoidal input current of varying frequency and constant frequency. Figure 8 shows the variation of THD versus applied sinusoidal input current at frequency of 500 KHz for the proposed filter. It can be seen that the THD of the proposed filter circuit for the input current signal less than 100 µA, remain in moderate range, i.e., 3%. The time domain response of current-mode LP output ($I_{LP}$) is shown in Figure 9. It was observed that 120 µA peak to peak input current sinusoidal signal levels having frequency 500 KHz are possible without significant distortions. Thus both THD analysis and time domain response of LP output confirm the practical utility of the proposed current-mode filter circuit.

5. Conclusions

A new universal current-controlled current-mode biquad filter employing three MO-CCCCTAs and two grounded capacitors is proposed. The proposed filter offers the following advantages: 1) employment of only three active elements; 2) ability of realizing all current-mode standard filter functions simultaneously; 3) employment of Both grounded capacitors; 4) low sensitivity figures and low THD; 5) electronically orthogonal tunability of $\omega_o$ and Q; 6) availability of explicit current outputs (i.e., high impedance output nodes) without requiring any additional active elements; 7) suitable for high frequency applications - all of which are not available simultaneously in any of the previously reported current-controlled current-mode biquad filter of [6,8,10,12-19,21-23]. With above mentioned features it is very suitable to realize the proposed circuit in monolithic chip to use in battery powered, portable electronic equipments such as wireless communication system devices.
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Abstract

The notions of decoupling zeros of positive discrete-time linear systems are introduced. The relationships between the decoupling zeros of standard and positive discrete-time linear systems are analyzed. It is shown that: 1) if the positive system has decoupling zeros then the corresponding standard system has also decoupling zeros, 2) the positive system may not have decoupling zeros when the corresponding standard system has decoupling zeros, 3) the positive and standard systems have the same decoupling zeros if the rank of reachability (observability) matrix is equal to the number of linearly independent monomial columns (rows) and some additional assumptions are satisfied.
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1. Introduction

In positive systems inputs, state variables and outputs take only non-negative values. Examples of positive systems are industrial processes involving chemical reactors, heat exchangers and distillation columns, storage systems, compartmental systems, water and atmospheric pollution models. A variety of models having positive linear behavior can be found in engineering, management science, economics, social sciences, biology and medicine, etc. An overview of state of the art in positive linear theory is given in the monographs [1,2].

The notions of controllability and observability and the decomposition of linear systems have been introduced by Kalman [3,4]. Those notions are the basic concepts of the modern control theory [5-9]. They have been also extended to positive linear systems [1,2].

The reachability and controllability to zero of standard and positive fractional discrete-time linear systems have been investigated in [10]. The decomposition of positive discrete-time linear systems has been addressed in [11]. The notion of decoupling zeros of standard linear systems have been introduced by Rosebrock [8,12].

In this paper the notions of decoupling zeros will be extended for positive discrete-time linear systems.

The paper is organized as follows. In Section 2 the basic definitions and theorems concerning reachability and observability of positive discrete-time linear systems are recalled. The decomposition of the pair (A,B) and (A,C) of positive linear system is addressed in Section 3. The main result of the paper is given in Section 4 where the definitions of the decoupling-zeros are proposed and the relationships between decoupling zeros of standard and positive discrete-time linear systems are discussed. Concluding remarks are given in Section 5.

2. Preliminaries

The set of real matrices will be denoted by \( \mathbb{R}^{n \times m} \) and \( \mathbb{R}^n := \mathbb{R}^{n \times 1} \). The set of real matrices with nonnegative entries will be denoted by \( \mathbb{R}_{\geq 0}^{n \times m} \) and \( \mathbb{R}_+ := \mathbb{R}_{\geq 0}^n \). The set of nonnegative integers will be denoted by \( \mathbb{Z}_+ \) and the \( n \times n \) identity matrix by \( I_n \).

Consider the linear discrete-time system

\[
\begin{align*}
    x_{i+1} &= Ax_i + Bu_i, \quad i \in \mathbb{Z}_+ \\
    y_i &= Cx_i + Du_i
\end{align*}
\]

where \( x_i \in \mathbb{R}^n \), \( u_i \in \mathbb{R}^m \), \( y_i \in \mathbb{R}^p \) are the state, input and output vectors and \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m} \), \( C \in \mathbb{R}^{p \times n} \), \( D \in \mathbb{R}^{p \times m} \).

**Definition 2.1.** The system (2.1) is called (internally) positive if and only if \( x_i \in \mathbb{R}_+^n \), \( y_i \in \mathbb{R}_+^p \), \( i \in \mathbb{Z}_+ \) for every \( x_0 \in \mathbb{R}^n_+ \), and any input sequence \( u_i \in \mathbb{R}^m_+ \), \( i \in \mathbb{Z}_+ \).

**Theorem 2.1.** [1,2] The system (2.1) is (internally) positive if and only if...
A ∈ ℝ^{n×n}_+, B ∈ ℝ^{n×m}_+, C ∈ ℝ^m×n, D ∈ ℝ^{p×m}. \quad (2.2)

Definition 2.2. The positive system (2.1) is called reachable in q steps if there exists an input sequence \( u_i \in ℝ^n_+ \), \( i = 0, 1, ..., q-1 \) which steers the state of the system from zero (\( x_0 = 0 \)) to any given final state \( x_j \in ℝ^n_+ \), i.e., \( x_j = x_q \).

Let \( e_i, i = 1, ..., n \) be the ith column of the identity matrix \( I_n \). A column \( ae_i \) for \( a > 0 \) is called the monomial column.

Theorem 2.2. [1,2] The positive system (2.1) is reachable in q steps if and only if the reachability matrix

\[
R_q = [B \ AB \ ... \ A^{q-1}B] \in ℝ^{n×qn} \quad (2.3)
\]

contains n linearly independent monomial columns.

Theorem 2.3. [1,2] The positive system (2.1) is reachable in q steps only if the matrix

\[
[B \ A] \quad (2.4)
\]

contains n linearly independent monomial columns.

Definition 2.3. The positive systems (2.1) is called observable in q steps if it is possible to find unique initial state \( x_0 \in ℝ^n_+ \) of the system knowing its input sequence \( u_i \in ℝ^n_+ \), \( i = 0, 1, ..., q-1 \) and its corresponding output sequence \( y_i \in ℝ^r_+ \), \( i = 0, 1, ..., q-1 \).

Theorem 2.4. [1,2] The positive system (2.1) is observable in q steps if and only if the observability matrix

\[
O_q = \begin{bmatrix} C \\ CA \\ \vdots \\ CA^{q-1} \end{bmatrix} \in ℝ^{q×n} \quad (2.5)
\]

contains n linearly independent monomial rows.

Theorem 2.5. [1,2] The positive system (2.1) is observable in q steps only if the matrix

\[
\begin{bmatrix} C \\ A \end{bmatrix} \quad (2.6)
\]

contains n linearly independent monomial rows.

3. Decomposition of Positive Pair (A,B) and (A,C) of Positive Linear Systems

Let the reachability matrix

\[ R_q = [B \ AB \ ... \ A^{q-1}B] \in ℝ^{n×n} \quad (3.1) \]

of the positive system (2.1) has \( n_l < n \) linearly independent monomial columns and let the columns

\[ B_1, B_2, ..., B_l \quad (k < m) \quad (3.2) \]

of the matrix \( B \in ℝ^{n×m} \) be linearly independent monomial columns. We choose from the sequence

\[ AB_1, A^2B_1, ..., A^kB_1, ..., A^{q-1}B_1 \quad (3.3) \]

monomial columns which are linearly independent from (3.2) and previously chosen monomial columns. From those monomial columns we build the monomial matrix

\[
P = [P_1 \ ... \ P_{q-1} \ P_2 \ ... \ P_{q-2} \ ... \ P_q] = [P_1 \ P_2 \ ... \ P_q] \quad (3.4a)
\]

where

\[
P_i = B_{i-1}, ..., P_{i-1} = A^{i-1}B_i, \quad (3.4b)
\]

and \( d_i \) (\( i = 1, ..., k \)) are some natural numbers.

Theorem 3.1. Let the positive system (2.1) be unreachable, the reachability matrix (3.1) have \( n_l < n \) linearly independent monomial columns and the assumption

\[ P_i^TAP_j = 0 \quad \text{for} \quad k = n_l + 1, ..., n; \quad j = 1, ..., n_l \quad (3.5) \]

be satisfied.

Then the pair \((A,B)\) of the system can be reduced by the use of the matrix (3.4) to the form

\[
\begin{array}{c}
A = P^{-1}AP = \begin{bmatrix} \tilde{A}_1 & \tilde{A}_2 \\ 0 & \bar{A} \end{bmatrix}, \\
\bar{B} = P^{-1}B = \begin{bmatrix} \bar{B}_1 \\ 0 \end{bmatrix}, \\
\tilde{A}_1 \in ℝ^{n_l×n_l}, \quad \tilde{A}_2 \in ℝ^{n_l×(n-n_l)}, \quad (n_2 = n - n_l) \\
\bar{A} \in ℝ^{n_l×n_l}, \quad \bar{B} \in ℝ^{n_l×m}
\end{array} \quad (3.6)
\]

where the pair \((\tilde{A},\bar{B})\) is reachable and the pair \((\tilde{A}_1,\bar{B}_1)\) is unreachable.

Proof is given in [11].

Theorem 3.2. The transfer matrix

\[ T(z) = C(I_nz - A)^{-1}B + D \quad (3.7) \]

of the positive system (2.1) is equal to the transfer matrix

\[ T(z) = C[I_nz - \tilde{A}_1]^{-1}\tilde{B} + D \quad (3.8) \]

of its reachable part \((\tilde{A}_1,\tilde{B}_1,\tilde{C}_1)\), where \( CP = [\tilde{C}_1 \ \tilde{C}_2] \), \( \tilde{C}_1 \in ℝ^{n_l×n} \).

Proof is given in [11].

By duality principle [11] we can obtained similar (dual) result for the pair \((A,C)\) of the positive system (2.1).

Let the observability matrix

\[
O_q = \begin{bmatrix} C \\ CA \\ \vdots \\ CA^{q-1} \end{bmatrix} \in ℝ^{q×n} \quad (3.9)
\]

has \( n_l < n \) linearly independent monomial rows.

In a similar way as for the pair \((A,B)\) by the choice of \( n_l \) linearly independent monomial row for the pair \((A,C)\) we may find the monomial matrix \( Q \in ℝ^{n_l×n} \) of the form [11]
where
\[ Q_1 = C_1, \ldots, Q_{n_1} = C_1, \ A_i^{n_i-1}, \]
\[ Q_n = C_n^{n_2}, \ldots, Q_{n_2} = C_n, \ A_i^{n_i-1} \]
and \( \overline{A}_j \) \((j = 1, \ldots, l)\) are some natural numbers.

**Theorem 3.3.** Let the positive system (2.1) be unobservable, the matrix (3.9) has \( n_1 < n \) linearly independent monomial rows and the assumption
\[ Q_i A Q_i^T = 0 \quad \text{for} \quad k = 1, \ldots, n_i; \quad j = n_i + 1, \ldots, n \]
be satisfied.

Then the pair \((A, C)\) of the system can be reduced by the use of the matrix (3.10) to the form
\[ \hat{A} = QAQ^{-1} = \begin{bmatrix} \hat{A}_1 & 0 \\ \hat{A}_{n_1} & \hat{A}_2 \end{bmatrix}, \quad \hat{C} = CO^{-1} = \begin{bmatrix} \hat{C}_1 \\ 0 \end{bmatrix} \]
where \( \hat{A}_1 \in \mathbb{R}^{n_1 \times n_1}, \quad \hat{A}_2 \in \mathbb{R}^{n_2 \times n_2}, \quad (n_2 = n - n_1) \)
\[ \hat{A}_{n_1} \in \mathbb{R}^{n_1 \times n_1}, \quad \hat{C}_1 \in \mathbb{R}^{n_1 \times n_1} \] (3.12)

The zeros \((\hat{A}_1, \hat{C}_1)\) is observable and the pair \((\hat{A}_2, \hat{C}_2) = 0\) is unobservable.

Proof is given in [11].

**Theorem 3.4.** The transfer matrix (3.7) of the positive system (2.1) is equal to the transfer matrix
\[ T_i(z) = \hat{C}_i [I_i z - \hat{A}_i]^{-1} \hat{B}_i + D \] (3.13)
where
\[ QB = \begin{bmatrix} \hat{B}_1 \\ \hat{B}_2 \end{bmatrix}, \quad \hat{B}_1 \in \mathbb{R}^{n_1 \times m}, \quad \hat{B}_2 \in \mathbb{R}^{n_2 \times m} \] (3.14)

Proof is given in [11].

**Remark 3.1.** From Theorem 3.1 and 3.3 it follows that the conditions for decomposition of the pair \((A, B)\) and \((A, C)\) of the positive system (2.1) are much stronger than the pairs of the standard system.

### 4. Decoupling Zeros of the Positive Systems

It is well-known [5-8] that the input-decoupling zeros of standard linear systems are the eigenvalues of the matrix \( A_2 \) of the unreachable (uncontrollable) part of the system. Similarly, the output-decoupling zeros of standard linear systems are the eigenvalues of the matrix of the unreachable and unobservable parts of the system. In a similar way we will defined the decoupling zeros of the positive linear discrete-time systems.

**Definition 4.1.** Let \( \overline{A}_2 \in \mathbb{R}^{n_2 \times n_2} \) be the matrix of unreachable part of the system (2.1). The zeros \( z_{i_1}, z_{i_2}, \ldots, z_{i_{n_2}} \) of the characteristic polynomial
\[ \det[I_{2} z - \overline{A}_2] = z_{i_1}^{n_2} + a_{i_2-1} z_{i_2}^{n_2-1} + \ldots + a_{i_{n_2}} z + a_{i_{n_2}} \] (4.1)
of the matrix \( \overline{A}_2 \) are called the input-decoupling zero of

the positive system (2.1).

The list of the input-decoupling zeros will be denoted by \( Z_i = \{z_{i_1}, z_{i_2}, \ldots, z_{i_{n_2}}\} \).

**Example 4.1.** Consider the positive system (2.1) with the matrices
\[ A = \begin{bmatrix} 1 & 0 & 2 \\ 0 & 2 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \] (4.2)
\[ C = \begin{bmatrix} 0 & 2 & 0 \\ 0 & 0 & 3 \end{bmatrix} \]

Note that the pair (4.2) has already the form (3.6) with
\[ \overline{A} = A = \begin{bmatrix} \overline{A}_1 & \overline{A}_2 \\ 0 & \overline{A}_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 & 2 \\ 0 & 0 & 3 \end{bmatrix}, \quad \overline{B} = B = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad (n_1 = 1, n_2 = 2) \]
In this case the characteristic polynomial of the matrix
\[ \overline{A}_2 = \begin{bmatrix} 2 & 0 \\ 0 & 3 \end{bmatrix} \] has the form
\[ \det[I_{2} z - \overline{A}_2] = \begin{vmatrix} z - 2 & 0 \\ 0 & z - 3 \end{vmatrix}, \] (4.4)
the input-decoupling zeros are equal to \( z_{i_1} = 2, z_{i_2} = 3 \) and \( Z_i = \{2, 3\} \).

**Definition 4.2.** Let \( \hat{A}_2 \in \mathbb{R}^{n_2 \times n_2} \) be the matrix of unobservable part of the system (2.1). The zeros \( z_{a_1}, z_{a_2}, \ldots, z_{a_{n_2}} \) of the characteristic polynomial
\[ \det[I_{2} z - \hat{A}_2] = z_{a_1}^{n_2} + a_{a_2-1} z_{a_2}^{n_2-1} + \ldots + a_{a_{n_2}} z + a_{a_{n_2}} \] (4.5)
of the matrix \( \hat{A}_2 \) are called the output-decoupling zero of the positive system (2.1).

The list of the output-decoupling zeros will be denoted by \( Z_o = \{z_{a_1}, z_{a_2}, \ldots, z_{a_{n_2}}\} \).

**Example 4.2.** Consider the positive system (2.1) with the matrices (4.2) and
\[ C = \begin{bmatrix} 0 & 1 & 0 \\ D = [0] \end{bmatrix} \] (4.6)

The observability matrix
\[ Q_3 = \begin{bmatrix} C \\ CA \\ CA^2 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 2 & 0 \\ 0 & 4 & 0 \end{bmatrix} \] (4.7)
has only one monomial row \( Q_1 = [0 \ 1 \ 0] \). In this case the monomial matrix (3.10) has the form
\[ Q = \begin{bmatrix} Q_1 \\ Q_2 \\ Q_3 \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \] (4.8)
and the assumption (3.11) is satisfied since
\[
Q_1 A Q_1^T = [0 \\ 1 \\ 0] \begin{bmatrix}
1 & 0 & 2 \\
0 & 2 & 0 \\
0 & 0 & 3 
\end{bmatrix} [0 \\ 0 \\ 1] = [0 \\ 0 \\ 0] 
\] (4.9)

Using (3.12) and (4.8) we obtain
\[
\hat{A} = QAQ^{-1} = \begin{bmatrix}
0 & 1 & 0 \\
1 & 0 & 2 \\
0 & 0 & 1 
\end{bmatrix} = \begin{bmatrix}
A_1 & 0 \\
0 & A_2 \\
0 & 0 
\end{bmatrix}, \quad (n_1 = 1, n_2 = 2) 
\]

Characteristic polynomial of the matrix \( \hat{A} \)
\[
\det[I_2 z - \hat{A}_2] = \begin{vmatrix}
z - 1 & -2 \\
0 & z - 3 
\end{vmatrix} = (z - 1)(z - 3) = z^2 - 4z + 3 
\]

the output-decoupling zeros are equal to \( z_{o1} = 1, z_{o2} = 3 \) and \( Z_o = \{1, 3\} \).

**Definition 4.3.** Zeros \( z_{i0}^{(1)}, z_{i0}^{(2)}, \ldots, z_{i0}^{(k)} \) which are simultaneously the input-decoupling zeros and the output-decoupling zeros of the positive system (2.1) are called the input-output decoupling zeros of the positive system, i.e.,
\[
z_{i0}^{(j)} \in Z_i \quad \text{and} \quad z_{i0}^{(j)} \in Z_o \quad \text{for} \quad j = 1, \ldots, k; \quad k \leq \min(\hat{n}_2, \hat{n}_2) 
\] (4.10)

The list of input-output decoupling zeros will be denoted by \( Z_{i0} = \{z_{i0}^{(1)}, z_{i0}^{(2)}, \ldots, z_{i0}^{(k)}\} \).

**Example 4.3.** Consider the positive system (2.1) with the matrices (4.2) and (4.6). The system has the input-decoupling \( z_{i0} = 2, z_{i2} = 3 \) and \( Z_i = \{2, 3\} \) (Example 4.1) and the output-decoupling zero \( z_{o1} = 1, z_{o2} = 3 \) and \( Z_o = \{1, 3\} \) (Example 4.2). Therefore, by Definition 4.3 the positive system has one input-output decoupling zero \( z_{o1} = 3 \), \( Z_o = \{3\} \). This zero is the eigenvalue of the matrix \( A_{o1} = [3] \) of the unreachable and unobservable part of the system. Note that the transfer function of the system is zero, i.e.,
\[
T(s) = C[I_2 z - A]^{-1} B + D = [0 \\ 1 \\ 0] = [0 \\
0 \\
0]
\] (4.11)

since it represents the reachable and observable part of the system.

---

**Example 4.4.** Consider the positive system (2.1) with the matrices
\[
A = \begin{bmatrix}
1 & 0 & 2 \\
0 & 2 & 1 \\
0 & 0 & 3 
\end{bmatrix}, \quad B = \begin{bmatrix}
1 \\
0 \\
0 
\end{bmatrix}, \quad C = [0 \\ 1 \\ 0], \quad D = [0]. 
\] (4.12)

Note that the matrices \( B, C, D \) are the same as in Example 4.1 and 4.2 and the matrix \( A \) differs by only one entry \( a_{23} = 1 \).

The pair \( (A, B) \) has already the form (3.6) since
\[
\hat{A} = A = \begin{bmatrix}
A_1 & 0 \\
0 & A_2 \\
0 & 0 
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 2 \\
0 & 2 & 1 \\
0 & 0 & 3 
\end{bmatrix}. 
\] (4.13)

The observability matrix
\[
C = \begin{bmatrix}
C \\
CA \\
CA^2 
\end{bmatrix} = \begin{bmatrix}
1 & 1 \\
0 & 2 \\
0 & 4 
\end{bmatrix} 
\]

has only one monomial row \( Q_1 = [0 \\ 1 \\ 0] \) and
\[
Q = \begin{bmatrix}
1 \\
1 \\
0 
\end{bmatrix} 
\]

is the same as in Example 4.2. The positive pair \( (A, C) \) can not be decomposed because the assumption (3.11) is not satisfied, i.e.,
\[
Q_1 A Q_1^T = [0 \\ 1 \\ 0] \begin{bmatrix}
1 & 0 & 2 \\
0 & 2 & 1 \\
0 & 0 & 3 
\end{bmatrix} = [0 \\ 0 \\ 0] 
\] (4.16)

Now let us consider the standard system (2.1) with (4.12). In this case the matrix (4.14) has two linearly independent rows and
\[
Q = \begin{bmatrix}
1 \\
1 \\
0 
\end{bmatrix} 
\]

Using (3.12) and (4.17) we obtain
\[
\hat{A} = QAQ^{-1} = \begin{bmatrix}
0 & 1 \\
0 & 2 \\
0 & 0 
\end{bmatrix} \begin{bmatrix}
-2 & 0 \\
0 & 0 
\end{bmatrix} \begin{bmatrix}
1 & 0 & 2 \\
0 & 2 & 1 \\
0 & 0 & 3 
\end{bmatrix} = \begin{bmatrix}
0 & 1 \\
-2 & 5 \\
-2 & 1 
\end{bmatrix} 
\]

(4.18a)
and
\[ \dot{\hat{C}} = CQ^{-1} = [\hat{C}_1^\top 0] = [1 0 0], \quad (n_u = n - n_o) \quad (4.18b) \]

The matrix \( A_1 = [1] \) of the unobservable part of the standard system has one eigenvalue which is equal to the output-decoupling zero \( z_{1_{1}} = 1 \). Note that the standard system has two input-decoupling zeros \( z_{2_{1}} = 2 \), \( z_{2_{1}} = 3 \) and has no input-output decoupling zeros.

The transfer function of the positive and standard system is equal to zero.

Consider the positive pair
\[ A = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 1 \\ a_0 & a_1 & a_2 & \ldots & a_{n-1} \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \\ \vdots \\ \vdots \\ \vdots \end{bmatrix} \in \mathbb{R}^{n_{o} \times n} \quad (4.19) \]

with \( a_0 = a_1 = 0 \).

The reachability matrix of the pair (4.19)
\[ R_{n} = [B \quad AB \quad A^{n-1}B] = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\ 1 & 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & 0 & \ldots & 1 \end{bmatrix} \in \mathbb{R}^{n_{o} \times n} \quad (4.20) \]

has rank equal to two and two linearly independent monomial columns.

In this case the monomial matrix (3.4) has the form
\[ P = [P_1 \quad \ldots \quad P_n] = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\ 1 & 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 0 \\ 0 & 0 & 0 & \ldots & 1 \end{bmatrix} \in \mathbb{R}^{n_{o} \times n} \quad (4.21) \]

and the assumption (3.5) is satisfied since
\[ AP_2 = [0 \quad \ldots \quad 0]^\top \quad \text{and} \quad P_2^\top AP_2 = 0 \quad \text{for} \quad k = 3, \ldots, n. \]

Using (3.6) and (4.21) we obtain
\[ \bar{A}_1 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \in \mathbb{R}_{+}^{2 \times 2}, \quad \bar{A}_{12} = \begin{bmatrix} 1 & 0 & \ldots & 0 \\ 0 & 0 & \ldots & 0 \end{bmatrix} \in \mathbb{R}_{+}^{2 \times (n-2)} \]

and
\[ \bar{A}_2 = \begin{bmatrix} a_2 & a_3 & a_4 & \ldots & a_{n-1} \\ 0 & 0 & 0 & \ldots & 1 \end{bmatrix} \in \mathbb{R}_{+}^{2 \times (n-2)} \quad (4.22a) \]

\[ \bar{B}_1 = P_1^\top B = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\ 1 & 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 1 \\ 0 & 0 & 0 & \ldots & 1 \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \in \mathbb{R}_{+}^{2} \quad (4.22b) \]

Theorem 4.1. If the rank of the reachability matrix (4.20) is equal to the number of linearly independent monomial columns then the input-decoupling zeros of the standard and positive system with (4.19) are the same and they are the eigenvalues of the matrix \( \bar{A}_2 \). The state vector \( x_1 \) of the system is independent of the input-decoupling zeros for any input \( u_1 \) and zero initial conditions \( (x_0 = 0) \).

Proof. By Definition 4.1 the input-decoupling zeros are the eigenvalues of the matrix \( \bar{A}_2 \) and they are the same for standard and positive system since the similarity transformation matrix \( P \) has in both cases the same form (4.21). If the initial conditions are zero then the zet transformation of \( x_1 \) is given by
\[ X(z) = P^\top \bar{X}(z) = P^\top [Iz - \bar{A}]^{-1} \bar{B} U(z) \]

\[ = P^\top \begin{bmatrix} I_z - \bar{A}_1 & -\bar{A}_{12} \\ 0 & I_z - \bar{A}_2 \end{bmatrix}^{-1} \bar{B}_1 U(z) \]

\[ = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad (4.23) \]

where \( U(z) \) is the zet transform of \( u_1 \).

Dual result we obtain for the positive pair
\[ A = \begin{bmatrix} 0 & 0 & \ldots & 0 \\ 1 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots \\ 0 & 0 & \ldots & 0 \end{bmatrix} \in \mathbb{R}^{n_{o} \times n} \quad (4.24) \]

\[ B = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \in \mathbb{R}_{+}^{2} \]

\[ C = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \end{bmatrix} \in \mathbb{R}_{+}^{1 \times n} \]
with \( a_k = a_1 = 0 \).

The observability matrix of the pair (4.24)

\[
O_n = \begin{bmatrix} C \\
CA \\
\vdots \\
CA^{n-1} \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\
1 & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0 \end{bmatrix} \in \mathbb{R}^{n \times n} \quad (4.25)
\]

has rank equal to two and two linearly independent monomial rows.

In this case the monomial matrix (3.10) has the form

\[
P = \begin{bmatrix} Q_1 \\
Q_2 \\
\vdots \\
Q_n \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\
1 & 0 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0 \end{bmatrix} \in \mathbb{R}^{n \times n} \quad (4.26)
\]

and the assumption (3.11) is satisfied since

\[ Q_2 A = [0 \ldots 0] \quad \text{and} \quad Q_k A Q_k = 0 \quad \text{for} \quad k = 3, \ldots, n. \]

Using (3.12) and (4.25) we obtain

\[
\hat{A} = Q A Q^{-1} = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
0 & 1 & 0 & \ldots & 0 \\
1 & 0 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \end{bmatrix}; \quad \hat{A}_{21} = \hat{A}_{21}, \quad \hat{A}_2 = [a] \quad (4.27a)
\]

and

\[
\hat{C} = C Q^{-1} = \begin{bmatrix} 0 & 1 & 0 \ldots 0 \\
1 & 0 & 0 \ldots 0 \\
0 & 0 & 1 \ldots 0 \\
\vdots & \vdots & \vdots \ddots \vdots \\
0 & 0 & 0 \ldots 1 \end{bmatrix} \quad (4.27b)
\]

Theorem 4.2. If the rank of the observability matrix (4.25) is equal to the number of linearly independent monomial rows then the output-decoupling zeros of the standard and positive system with (4.24) are the same and they are the eigenvalues of the matrix \( \hat{A}_1 \). The output \( y_i \) of the system is independent of the output-decoupling zeros for any input \( u_i = Bu_i \) and zero initial conditions \( x_0 = 0 \).

Proof is similar (dual) to the proof of Theorem 4.1.

Example 4.5. For the positive pair

\[
A = \begin{bmatrix} 1 & 0 & 0 \\
0 & 1 & a \end{bmatrix}, \quad (a > 0), \quad C = \begin{bmatrix} 0 & 1 \end{bmatrix} \quad (4.28)
\]

the matrix (4.26) has the form

\[
Q = \begin{bmatrix} 0 & 1 & 0 \\
0 & 0 & 1 \end{bmatrix} \quad (4.29)
\]

Using (3.12) and (4.29) we obtain

\[
\hat{A} = Q A Q^{-1} = \begin{bmatrix} 0 & 1 & 0 \\
0 & 0 & 0 \\
1 & 0 & a \end{bmatrix} = \begin{bmatrix} \hat{A}_1 & 0 \\
\hat{A}_{21} & \hat{A}_2 \end{bmatrix}, \quad (4.30a)
\]

and

\[
C = C Q^{-1} = \begin{bmatrix} 0 & 1 \\
0 & 0 \end{bmatrix} = \begin{bmatrix} \hat{C}_1 & \hat{C}_2 \end{bmatrix}, \quad \hat{C}_1 = [1 \ 0], \quad \hat{C}_2 = [a] \quad (4.30b)
\]

The pair \( (\hat{A}_1, \hat{C}_1) \) is observable since

\[
\begin{bmatrix} \hat{C}_1 \\
\hat{C}_1 \hat{A}_1 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\
0 & 1 \end{bmatrix} \quad \text{and the positive system has one output-decoupling zero} \quad z_{a_1} = a.
\]

The zet transform of the output for \( x_0 = 0 \) and \( U^z(\tau) = BU(\tau) \) is given by

\[
T(s) = C[I_s z - A]^{-1} U^z(\tau) = \hat{C} [I_s z - \hat{A}]^{-1} U^z(\tau) = z^{-1} U^z(\tau) \quad (4.31)
\]

and it is independent of the output-decoupling zero.

The presented results can be extended to multi-input multi-output discrete-time linear systems as follows.

Theorem 4.3. Let the reachability matrix (3.1) of the positive system (2.1) have rank equal to its \( n_i < n \) line-
arly independent monomial columns and the assumption (3.5) be satisfied. Then the input-decoupling zeros of the standard and positive system are the same and they are the eigenvalues of the matrix \( \overline{A}_i \). The state vector \( x_i \) of the system is independent of the input-decoupling zeros for any input vector \( u_i \) and zero initial conditions.

Proof. If the reachability matrix (3.1) of the system (2.1) has rank equal to its \( n_i \) linearly independent monomial columns and the assumption (3.5) is satisfied then the similarity transformation matrix \( P \) has the same form for standard and positive system. In this case the matrix \( \overline{A}_i \) is the same for standard and positive system. Therefore, the input-decoupling zero for the standard and positive system is the same. The second part of the Theorem can be proved in a similar way as of Theorem 4.1.

Theorem 4.4. Let the observability matrix (3.9) of the positive system (2.1) has rank equal to its \( n_i \) linearly independent monomial rows and the assumption (3.11) be satisfied. Then the output-decoupling zeros of the standard and positive system are the same and they are the eigenvalues of the matrix \( \overline{A}_i \). The output vector \( y_i \) of the system is independent of the output-decoupling zeros for any input vector \( u_i = Bu_i \) and zero initial conditions.

Remark 4.1. Note that if the positive pair \((A, B)\) can be decomposed then the corresponding standard pair \((A, B)\) can also be decomposed. Therefore, if the positive system (2.1) has input-decoupling zeros then the standard system (2.1) has also input-decoupling zeros.

Similar (dual) remark we have for the pair \((A, C)\) and the output-decoupling zeros.

The following example shows that the positive system (2.1) may not have input-decoupling zeros but the standard system has input-decoupling zeros.

Example 4.6. The reachability matrix for the positive pair

\[
A = \begin{bmatrix} 1 & 2 & 1 \\ 0 & 1 & 0 \\ 1 & 3 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} \tag{4.32}
\]

has the form

\[
[B \ AB \ A^2B] = \begin{bmatrix} 1 & 2 & 4 \\ 0 & 0 & 0 \\ 1 & 2 & 4 \end{bmatrix}. \tag{4.33}
\]

It has no monomial columns and it can not be decomposed (as the positive pair) but it can be decomposed as a standard pair since the rank of the reachability matrix (4.33) is equal to one. The similarity transformation matrix has the form

\[
P = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix} \tag{4.34}
\]

and we obtain

\[
\overline{A} = P^{-1}AP = \begin{bmatrix} 2 & 2 & 1 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix} = \begin{bmatrix} \overline{A}_1 & \overline{A}_{12} \\ 0 & \overline{A}_2 \end{bmatrix}, \tag{4.35a}
\]

\[
\overline{A}_1 = [2], \quad \overline{A}_{12} = [2 \ 1], \quad \overline{A}_2 = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \tag{4.35b}
\]

\[
\overline{B} = P^{-1}B = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} \overline{B}_1 \\ \overline{B}_{12} \end{bmatrix} = [1]. \tag{4.35b}
\]

The matrix \( \overline{A}_1 \) has the eigenvalues \( z_{i1} = 1, \ z_{i2} = 0 \). Therefore, the positive system with (4.32) has not input-decoupling zeros but it has input-decoupling zeros \( (z_{i1} = 1, \ z_{i2} = 0) \) as a standard system.

5. Concluding Remarks

The notions of the input-decoupling zero, output-decoupling zero and input-output decoupling zero for positive discrete-time linear systems have been introduced. The necessary and sufficient conditions for the reachability (observability) of positive linear systems are much stronger than the conditions for standard linear systems (Theorem 2.2 and 2.4). The conditions for decomposition of positive system are also much stronger than for the standard systems. Therefore, the conditions for the existence of decoupling zeros of positive systems are more restrictive. It has been shown that: 1) if the positive system has decoupling zeros then the corresponding standard system has also decoupling zeros, 2) the positive system may not have decoupling zeros when the corresponding standard system has decoupling zeros (Example 4.6), 3) the positive and standard system have the same decoupling zeros if the rank of reachability (observability) matrix is equal to the number of linearly independent monomial columns (rows) and the assumption (3.5) ((3.11)) is satisfied (Theorem 4.3 and 4.4).

The considerations have been illustrated by numerical examples. Open problems are extension of these considerations to positive continuous-time linear systems and to positive 2D linear systems.
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Abstract

In this paper, we have investigated the design parameters of RF CMOS cells which will be used for switch in the wireless telecommunication systems. This RF switch is capable to select the data streams from the two antennas for both the transmitting and receiving processes. The results for the development of a cell-library which includes the basics of the circuit elements required for the radio frequency sub-systems of the integrated circuits such as V-I characteristics at low-voltages, contact resistance which is present in the switches and the potential barrier with contacts available in devices has been discussed.
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1. Introduction

Earlier, the radio transceiver switches have been designed using PIN diodes, which consumes more power. As the modern portable devices demands less-power consumption switches, therefore, the PIN diodes are gradually replaced by the Metal Oxide Semiconductor Field Effect Transistors (MOSFET) such as the n-type MOS and p-type MOS [1,2]. A traditional NMOS switch has better performances but only for a single operating frequency. For multiple operating frequencies, high signal distortions are easily observed, which results in an unrecognizable information signal at the receiver end which would be measured by using the curve of capacitance and voltage with VEE Pro software [3,4]. The aggressive scaling of metal-oxide-semiconductor field effect transistors (MOSFET) has led to the fabrication of high performance MOSFETs with a cutoff frequency fT of more than 150 GHz [5]. As a result of this development, the CMOS is a strong candidate for RF wireless communications in the GHz frequency range. Accurate device models are, however, needed to design the advanced analogue RF circuits and for this regards, various researcher propose some parameters for cell design as used for RF switch circuits [6,7].

Continuous scaling of CMOS technology has now reached a state of evolution, in terms of both frequency and noise, where it is becoming a severe part for RF applications in the GHz frequency range. To be able to transmitting or receiving information through the multiple antennas systems, known as MIMO systems, it becomes necessary to design a new RF switch that is capable of operating with multiple antennas and frequencies as well as minimizing signal distortions and power consumption [8-10].

The use of analog CMOS circuits at high frequency have more attention in the last several years, with many applications focused on the growing commercial market as RF switch, DP4T RF CMOS switch [11,12]. Modern consumer products require cost competitive technology and RF CMOS has proven to be cost-effective and high volume technology. CMOS is also best suitable to integrate RF with digital circuits making it possible to build a system on a single chip. Due to these advantages, there has been growing interest in modeling of RF CMOS which is especially striking for many applications because it allows integration of both digital and analog functionality on the same die, increasing performance at the same time as keeping system sizes reserved. Applications for a CMOS switch also covers the areas of micro power circuits and other wireless applications at frequencies from as low as 100 MHz for low earth orbiting satellite system to thousand of MHz [13-16]. Various circuit parameters have been discussed in this paper for better performance.

Rapid integrated system designs are the use of cell li-
braries for various system functions [15,17]. In digital system design, these standard cells are both at the logic primitive level (for example NAND and NOR gates) as well as higher levels of circuit functionality (for example, ALU, memory). For baseband analog systems, standard cell libraries are less frequently used. In the design of a CMOS RF cell library, the cells must be designed to be flexible in terms of drive requirements, bandwidth and circuit loading. For RF applications, the most common drive requirements for off-chip loads are based on 50 Ω impedances. This impedance is a good compromise between lowest loss and highest power handling for a given cable size. Also this impedance caught on for RF transmission rather than the well established 75 Ω that had been used for video transmission. A factor governing the bandwidth of the RF cells is the nodal capacitance to ground, primarily the drain and source sidewall capacitances [18,19]. Since these cells are to be used with digital and baseband analog systems, control by on-chip digital and analog signals is another factor in the design [20].

The library consists of cells designed, using standard Micro-Cap 2.0 μm and 0.8 μm CMOS processes. For the technologies studied, these control voltages varied between 0.3 V and 5.0 V, with the supply voltage of 1.2 V is of interest for low power consumption portable system applications. The cells have been designed for the purpose of radio frequency communication switch devices. In the design of cell library for digital and analog, a swapping between speed and frequency response and circuit complexity is always encountered. Transistors making for the purpose of library elements are usually planned with multiple gate fingers to reduce the capacitances of sidewall. This increases the contact resistance and reduces the barrier height. The properties for RF CMOS switch design for the application in communication and designed results are presented and have been designed with and optimized for the particular application [12].

Each of the cells parameters will be discussed separately for the purpose of clarity of presentation and understanding of the operation of the circuit. The organization of the paper is as follows. Voltage-current curve at low voltages for application in RF switches are discussed in Section 2, contact resistances present in switch are discussed in Section 3, the potential barrier with contacts are discussed in Section 4 and at last conclusion is in Section 5.

2. V – I Characteristics of RF CMOS

The selection of RF CMOS transistors requires an analysis of performance specifications. Since drain-source breakdown voltage is the maximum drain to source voltage before breakdown with the gate grounded [21], also specifications for RF CMOS transistors include maximum drain saturation, common-source forward transconductance, operating frequency, and output power. RF MOSFET transistors vary in terms of operating mode, packaging, and packing methods. Devices that operate in depletion mode can increase or decrease their channels by an appropriate gate voltage. By contrast, devices that operate in enhancement mode can only increase their channels by an appropriate gate voltage. In terms of packaging, RF MOSFET transistors are available in small outline (SO), transistor outline (TO), small outline transistor (SOT), and flat packaging (FPDK). Devices use either surface mount technology (SMT) or through hole technology (SMT) and vary in terms of the number of leads.

This paper proposes a design of RF CMOS cells for low power consumption and low distortion for application of RF switch in communication that operates at 2.4 GHz and 5.0 GHz [20]. n-channel devices were used in the HF portion of the circuits with p-channel devices used as current sources. The cells which were designed here are to drive 50 Ω resistive loads and utilized multiple gate fingers to reduce parasitic capacitance in an effort to improve the operating frequency.

The gate metal contact forms a MOS contact with the substrate which exist below the oxide insulator. When a voltage is applied to the gate terminal, and as it rises above the threshold of the MOS contact then an inversion layer, a channel is created in the substrate and the properties of semiconductor will be interchanged between p-type to n-type properties. The ideal threshold voltage is determined by,

$$ V_T = \frac{2\varepsilon_{ox}\frac{N_A}{C_o}(2\psi_B)}{C_o} + 2\psi_B $$

where $\psi_B$, $N_A$, and $C_o$ are the surface potential to cause an inversion layer, the semiconductor doping concentration in channel/substrate and capacitance of the oxide layer respectively [22]. The surface potential to cause an inversion layer, $\psi_S (inv)$, is given by the equation,

$$ \psi_S (inv) \approx 2\psi_B + \frac{2kT}{q} \ln \left( \frac{N_A}{n_i} \right) $$

where $k$, $T$, $q$, $N_A$, and $n_i$ are Boltzmann constant, absolute temperature, electronic charge, number of doping molecules and intrinsic concentration respectively. After the inversion layer formed, a drain voltage is applied to MOSFET. As in the linear region, drain voltage is undersized also at this inversion layer has a constant resistance because of the linear V-I characteristics. A depletion region forms between the inversion layer in the channel of the MOSFET, and the drain well as the volt-
age difference from the drain to gate increases to more than $V_T$. This causes the current to reach a maximum current (saturation current, $I_{DSat}$).

For the fabricated device with gate oxide thickness ($t_{ox}$) 650 Å, oxide capacitance ($C_{ox}$) $5.31 \times 10^{-8}$ F/cm$^2$ [23], channel length ($L$) 0.8 µm, channel width ($W$) 400 µm, mobility 800 cm$^2$/V-s, channel doping ($N_d$) $10^{19}$/cm$^3$ so we found the $V_{th}$ 0.867 V and found the drain current as shown in Figure 1 with different drain voltage range.

Similarly, with the gate voltage range ($V_G$) 0.3 V to 2.1 V, step size 0.3 V drain voltage range ($V_D$) 0 V to 1.5 V, we found the drain current 3.8 mA for $V_G$ 1.5 V, 8.0 mA for $V_G$ 1.8 V, and 13.6 mA for $V_G$ 2.1 V.

A RF CMOS has the properties as fixed tuned matching networks, low Q matching networks, ruggedness, high power output, mounting flange packages, and Silicon grease. Power gain (a measure of power amplification, is the ratio of output power to input power, dB), Noise figure (a measure of the amount of noise added during normal operation, is the ratio of the signal-to-noise ratio at the input and the signal-to-noise ratio at the output, dB), High power dissipation (a measure of total power consumption, W or mW). Some bipolar RF CMOS transistors are suitable for automotive, commercial or general industrial applications.

3. Contact Resistances

For measuring the contact resistance of a metal-semiconductor junction of MOSFET, deposition of metal on the semiconductor are required and it patterns, so that various identical pads spaced with different distances as shown in Figure 2.

These patterns include many rows of different pad sizes. The pads in any one row should be of same size, whereas the distances between pads are varying. The measurements required simple voltage and current curves.

For calculating the resistance, we apply a voltage between some pairs of adjoining pads in of a row, and measure the current flow. From this, calculate the resistance between those two pads. As shown in Figure 2, the total resistance between any two pads is the series combination of following three resistors; metal to semiconductor, through the semiconductor and back into metal. Since ohmic contacts are the same for both polarities, so $R = 2R_{pad} + R_{semi}$ as shown in Figure 3.

When the distance between two pads tends to zero, then resistance through the semiconductor ($R_{semi}$) goes to zero and only resistance between metal to semiconductor and back into metal will be left ($2R_{pad}$). Now we have $R_{pad}$, multiply that value by the area of the metal pads (in cm$^2$). For author’s circuit it is taken as $10^{-5}$ Ω-cm$^2$. Consider that in the modern processes, the vias that contact the silicon have a contact area of about 0.1 µm$^2$ or $10^{-8}$ cm$^2$. If contact resistance is $10^{-3}$ Ω-cm$^2$, that amounts to 1.0 kΩ resistor to get into the silicon (plus another to get out). A good contact resistance is on the order of $10^{-7}$ Ωcm$^2$.

The Schottky contact resistance between the silicide layer and polysilicon is the most likely cause of the excessive gate resistance and as measured using above techniques. The contact resistance values, which are in good agreement with the result as shown in Figure 3, for monolithic silicon, were shown to contribute substantially to the gate resistance. Downscaling of CMOS technologies will make the problem more pronounced, since the interface contact resistance is inversely proportional to the total gate area as in term of length and width of a gate. The reduction of resistance should lead to improved RF
properties in MOSFETs [6,24,25].

4. Potential Barriers

Potential barrier exist between metal and semiconductor layer when they are in close contact, this stops the majority of charge carriers to pass from one layer to the other layer. Only a few charge carriers have an adequate amount of energy to pass though the barrier and cross to the other side material. After applying a bias voltage to the junction, it has following two effects, first it can create the barrier come into view lower from the semiconductor side, or second, it can make so higher. But the bias does not change the barrier height from the metal side. This creates a Schottky Barrier also known as rectifying contact, where junction conducts only for one bias polarity, not the other. This rectifying contact makes good diodes and can even be used to make a kind of transistor.

A direct method of potential barrier height determination is presented in this section. The best agreement between the barrier heights determined this method using a dependence of the Si-SiO₂ interface barrier height on the thickness of the aluminium gate has been observed [15]. Since the barrier height is the property of a material, so we try to use these materials for the CMOS in application of RF, whose barrier height is small. Here is a possibility to create an alloy between metal and semiconductor junction, at the time of annealing, which lowers the barrier height [26]. The probability of tunneling becomes high for extremely thin barriers (in the tens of nanometers). By the heavy doping process one can make the very thin barrier which is approximately doing concentration of 10¹⁹ dopant atoms/cm² or more.

As the barrier height is closer to zero, ohmic contact increases. For this one can concludes the following result as shown in Table 1, for a positive barrier height.

Aluminium (Al), for doping of polysilicon 10¹⁵/cm³, n-type, p-Silicon, semiconductor barrier height will 0.92 eV and metal-semiconductor junction depletion layer width is 0.284 μm wide.

Polysilicon, doping of polysilicon 10¹⁵/cm³, n-type, p-Silicon, semiconductor barrier height will 0.85 eV and metal-semiconductor junction depletion layer width is 0 wide.

So for the polysilicon, we achieve the barrier height is closer to zero, which increases the ohmic contact.

Table 1. Direction of current flow.

| Type | Current flow into (easily) |
|------|---------------------------|
| n    | semiconductor             |
| p    | metal                     |

5. Results and Conclusions

After calculation of the currents, resistance and potential barrier, we conclude that the drain current increases with increase of the gate voltage or control voltage. Also, the MOS device parameters can be used with VEE Programming [27]. For the purpose of RF switch, where control voltage should be low and then current flow will be less and in terms of contact resistance, it will increases with increase in number of gate fingers. So in application of RF switch authors have tried to lower the gate finger. The semiconductor barrier height and depletion layer width is more for aluminum compare to polysilicon metal-semiconductor junction which is 0.284 μm wide. Since the operating frequencies of the RF switches are in the order of GHz, therefore, it is useful for wireless local area network (WLAN) and other IEEE 802.11 applications.
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Abstract

This paper presents two transadmittance mode universal filters having single voltage input and multiple current outputs. The filter employs three multiple output current controlled conveyors (MOCCCII) and two grounded capacitors. It can realize low pass, high pass, band pass, notch and all pass responses. As desired, the input voltage signal is inserted at high impedance input terminal and the output currents are obtained at high impedance output terminals and hence eases cascadability. The filter enjoys low sensitivity performance and low component spread; and exhibits electronic and orthogonal tunability of filter parameters via bias currents of MOCCCII. SPICE simulation results confirm the workability of the proposed structure.
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1. Introduction

There has been substantial emphasis on development of current conveyor based filters in the recent past which can be attributed to its high performance properties such as wider signal bandwidths, greater linearity, larger dynamic range, lower power consumption, simple circuitry and occupy lesser chip area than their voltage mode counterparts [1]. The filters employing operational transconductance amplifier (OTA) possess lower dynamic range with power supply scaling as its input are voltage dependent. The need for lower power consumption requires low bias current and hence lower output current [2]. The OTA requires bias current of four times the current needed by current controlled conveyor (CCCI) [3] for the same transconductance. Thus circuits based on CCCI consume lesser power than OTA based circuits. The maximum usable frequency range depends strongly on bias current, hence high frequency response of CCCI based implementations are expected to be better than OTA. Already a number of voltage and current mode filter structures based on current conveyor have been reported in the literature [3-13] and references cited therein. A voltage-mode (VM) circuit is one whose signal states are computed as node voltages while a current-mode (CM) circuit is one whose signal states defined by its branch currents. In some applications there is need of filtering a voltage signal and then converting it to current signal by using a voltage to current converter (V→I) interfacing circuit. The total effectiveness of the electronic circuitry can be increased if signal processing can be combined with V→I interfacing. A transadmittance mode filter is suitable for such applications and finds usage in receiver base band blocks of modern radio system [14]. A careful study indicates that a limited literature is available on transadmittance mode filter [14-18]. These circuits can nicely perform the operation of transadmittance mode filter, but still there is scope to improve them in the following fronts: use of floating passive components [14-18] which is not considered good for IC implementation point of view; input voltages are not applied at high impedance terminal [14,16,18]; availability of output currents through passive components [17] thus there is requirement of additional hardware; and filter parameters are not electronically tunable [17]. It thus reveals that no literature is available on transadmittance mode universal filter that can simultaneously possess the following advantageous features: 1) use of all grounded passive components, 2) high impedance terminal for input excitation, 3) output at high impedance and 4) electronic tunability of filter parameters.

In this work, two current controlled conveyor based transadmittance mode universal filter circuits are proposed based on [10-13] that use only three MOCCCII and two grounded capacitors. The first structure provides band pass, high pass and notch responses simultaneously and all pass and low pass responses can be obtained by connecting together appropriate outputs. The low pass,
band pass, high pass and notch responses are simultaneously available in the second proposed structure and all pass response can be obtained by connecting together suitable outputs. As desired, in both the structures, the input voltage signal is inserted at high impedance input terminal and the output currents are obtained at high impedance output terminals. The filter parameters are adjustable through bias currents of MOCCCII. The filter, under all operations, exhibits low active and passive sensitivities. The function of the proposed structure has been confirmed by SPICE simulations.

2. Circuit Description

The port relationships of a MOCCCII as shown in Figure 1 can be characterized by
\[ v_x = v_y + i_x R_x I_0, \quad i_y = 0, \quad i_{z\pm} = \pm i_x \]
where the positive and negative signs denote the positive and negative current transfers. \( R_x \) is the input resistance at x port which can be controlled via bias current \( I_0 \) [3]. The MOCCCII can be realized using bipolar transistor or CMOS (Figure 2), the value of \( R_x \) is given as \( R_x = V_T / 2 I_0 \) for bipolar realization or MOS transistors operating in weak inversion region, where \( V_T \) is the thermal voltage; whereas \( R_x = 1/(g_m + g_m) \) for MOS transistors operating in strong inversion [19], where \( g_m = \sqrt{2\mu C_m W_i / L_i I_0} \).

The first proposed transadmittance mode universal filter is shown in Figure 3, which employs three MOCCCIIs and two grounded capacitors. The routine analysis of the circuit yields the following transfer functions:
\[
\frac{I_{out1}}{V_{in}} = \frac{1}{R_1 D(s)} V_{in}, \quad \frac{I_{out2}}{V_{in}} = \frac{sC_2 R_s}{R_1 D(s)}, \quad \frac{I_{out3}}{V_{in}} = \frac{s^2 C_1 C_2 R_s}{D(s)} + \frac{sC_2 R_s + 1}{R_1 D(s)}, \quad \frac{I_{out4}}{V_{in}} = \frac{s^2 C_1 C_2 R_s}{D(s)} + \frac{sC_2 R_s + 1}{R_1 D(s)}
\]
where \( D(s) = s^2 C_1 C_2 R_s + sC_2 R_s + 1 \)

Thus the proposed structure of Figure 3 can be viewed as single-input four-output transadmittance mode universal filter. It provides low pass, band pass, high pass and notch responses at \( I_{out1}, I_{out2}, I_{out3} \) and \( I_{out4} \) respectively. The all pass responses can easily be obtained by adding \( I_{out1}, I_{out2} \) and \( I_{out3} \). Furthermore, the input voltage is applied at high impedance y-port and all the current outputs are available at high impedance z-port of current controlled conveyors that enable easy cascadability without the need of supplementary buffer circuit.

All the filters are characterized by
\[
\omega_0 = \left( \frac{1}{R_1 R_s C_2} \right)^{1/2}, \quad \frac{\omega_0}{Q_0} = \frac{1}{R_1 C_1}
\]
and
\[
Q_0 = \left( \frac{R_s C_1}{R_3 C_2} \right)^{1/2}
\]

It may be noted from (3) that \( \omega_0 \) can be adjusted by varying bias current \( I_{02} \) (or \( R_{12} \)) without disturbing \( \omega_0 \) and \( Q_0 \), and similarly \( \omega_0 \) and \( Q_0 \) are orthogonally adjustable with simultaneous adjustment of \( I_{01} \) and \( I_{02} \).

The second proposed structure is shown in Figure 4, which uses two MOCCCIIs and a minus type CCCII and two grounded capacitors. The transfer functions for the circuit of Figure 4 can be expressed as
\[
\frac{I_{out1}}{V_{in}} = \frac{s^2 C_1 C_2 R_s}{D(s)}, \quad \frac{I_{out2}}{V_{in}} = \frac{sC_1}{D(s)}, \quad \frac{I_{out3}}{V_{in}} = \frac{D(s) - sC_2 R_s}{R_1 D(s)}
\]
where

\[ D(s) = s^2 C_2 R_{s1} R_{s2} + s C_1 R_{s2} + 1 \]  \hspace{1cm} (5)

Thus the second structure can also be viewed as single-input three-output transadmittance mode universal filter. It provides high pass and band pass responses at \( I_{out1} \) and \( I_{out2} \). The notch response is available at \( I_{out3} \) for equal capacitors \( C_1 = C_2 \) and bias currents \( I_{01} = I_{02} \). The low pass and all pass responses can easily be obtained by adding \( I_{out1} \) and \( I_{out3} \) and \( I_{out2} \) and \( I_{out3} \) respectively. Like the previous one, both the input and output impedances are high for input voltage and output currents respectively.

The results of active and passive sensitivity analysis of various parameters for both the proposed filters are given as

\[ S_{n1} = S_{n2} = S_{c1} = S_{c2} = -1/2, \]

\[ S_{n3} = S_{c3} = -S_{b3} = =1/2 \]

Hence the sensitivities of pole \( \omega_0 \) and quality factor \( Q_0 \) are low and within unity in magnitude. Thus the proposed structure can be classified as insensitive.

The Equation (3) also indicates that high values of \( Q \)-factor will be obtained from moderate values of ratios of passive components i.e., from low component spread \[20]. These ratios can be chosen as \((R_{s1} / R_{s2}) = (C_1 / C_2) = Q_0\). Hence the spread of the component values becomes of the order of \( \sqrt{Q_0} \). This feature of the filter related to the component spread allows the realization of high \( Q_0 \) values more accurately compares to the topologies where the spread of passive components becomes \( Q_0 \) or \( Q_0^2 \).

### 3. Comparison

Table 1 shows the comparison of the present work with the previously reported works [14-18]. The study of Table 1 reveals the following:

1) [14] uses the same number of active components as that of present work, whereas the number of passive components are more in [14] and most of them are floating. Input impedance is low which is not desirable for a circuit having input as voltage signal. The NF and AP responses are not obtainable from this circuit.

2) [15] uses more number of active and passive components than that of the present work and most of the passive components are floating. Input impedance is low and NF and AP responses are not possible as that of [14].

3) Although [16] and [17] use single active component, the number of passive components are more and some of them are floating. [16] has low input impedance and can implement only AP response. [17] can implement only LP and BP responses which are available through passive components, hence requires some more active components (opamps, CC etc.) to use these responses.

| Ref. No. and type of active components | No. and type of passive components | No. of inputs and input impedance | Possible output responses and output impedance | Simultaneous outputs |
|---------------------------------------|-----------------------------------|-----------------------------------|-----------------------------------------------|----------------------|
| [14] 3 CCII                           | 2 floating R 1 grounded R 2 floating C | Single, low input impedance      | LP, BP, HP all at high output impedance; NF and AP not possible | 3 |
| [15] 3 PFTFN realized using 6 CFOA    | 2 floating R 1 grounded R 2 floating C | Single, low input impedance      | LP, BP, HP all at high output impedance; NF and APF not possible | 3 |
| [16] single CCIII                     | 2 floating R 1 grounded R 1 grounded C | Single, low input impedance      | Only AP response at high output impedance      | 1 |
| [17] Single opamp                     | 1 floating R 1 grounded R 1 grounded C | Single, high input impedance     | LP and BP output Current through passive components; HP, AP, NF not possible | 2 |
| [18] 2CDTA                            | 2 floating R 1 grounded R 1 grounded C | Three, low input impedance       | LP, HP, BP, AP, NF all at high output impedance | 1 |
| Present work 3CCCII                   | 2 grounded C                       | Single, high input impedance     | LP, HP, BP, AP, NF all at high output impedance | 4 & 3 |
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4) [18] is a good proposition which uses only two active components and implements all responses of universal filter. However, it suffers from the drawback of using excessive numbers of passive components and most of them are floating and also input impedance is low which is not desirable for a transadmittance mode filter.

Hence it reveals that the present work removes most of the drawback which were prevailing in transadmittance mode universal filter reported till date.

4. Simulation Results

To validate the theoretical predictions, the proposed filter is simulated with SPICE using schematic of MOCCCI as given in Figure 2 [19] using AMS 0.35 µm CMOS technology with dimensions of the NMOS and PMOS transistors as that of [19] and supply voltages of ±1.5 volts. Figure 5 shows the simulation results for circuit of Figure 3 with the component values of $C_1 = C_2 = 10$ pF and $I_{01} = I_{02} = 100$ µA. The total power dissipation of the proposed filter is found to be approximately 10 mW.

The simulations have also been carried out to show the dependence of $f_0$ on bias current and results are shown in Figure 6 for band pass response. It is found that $f_0$ depends linearly for low bias currents whereas for higher bias current the dependence is approximately proportional to the square root of the bias current. The percentage total harmonic distortion (%THD) variation with the sinusoidal input signal is also studied and the results are shown in Figure 7. It shows that the %THD is low and remains within the acceptable limit of 5% [21] till the considerable high input signal of 800 mV.

5. Conclusions

Two new single-input mutiple-output transadmittance mode universal filters using three MOCCCIIs and two grounded capacitors have been presented. The simulation results verify the theory. It is found from the comparison that the present work removes most of the drawback of the previously reported works [14-18]. The salient features of the proposed circuits are as follows: use of only three MOCCCIIs and two capacitors, uses grounded passive components, low sensitivity performance, orthogonal and electronic tunability of $\omega_0$ and $Q_0$, high input and output impedances which ease cascadability and low component spread for high $Q$ application.
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Abstract
Modeling and simulation results of a pulse skipping modulated buck converter for applications involving a source with widely varying voltage conditions with loads requiring constant voltage from full load down to no load is presented. The pulses applied to the switch are blocked or released on output voltage crossing a predetermined value. The regulator worked satisfactorily over a wide input voltage range with good transient response but with higher ripple content. Input current spectrum indicates a good EMI performance with crowding of components at audio frequency range for the selected switching frequency.
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1. Introduction

DC-to-DC buck converters are direct converters employed for stepping down DC voltage to a desired lower level. These are employed, due to their inherent high efficiency, in places where losses due to their linear counterparts are not tolerated. A buck regulator is a suitably controlled buck converter that can maintain its output voltage at the desired level during constant load with varying input voltage conditions, constant input voltage with varying load conditions or both. A voltage mode PWM controller, in which the duty cycle is altered, based on error between set voltage and measured output voltage such that the output voltage of the converter is very nearly equal to the desired value is well documented and widely used [1-4]. These converters are mostly based on circuits in which a pulse width modulated (PWM) signal is filtered with an LC network [5-7]. Apart from maintaining the line and load regulations low, it is also desirable to retain the losses low especially in applications involving energy limited sources. It is required that the efficiency is kept high throughout the operating range. Efficiency of PWM switching regulators is in general high compared to linear regulators but not constant over the entire load range. Efficiency of a PWM regulator at light loads is significantly less compared to that at near full load conditions. The problem is pronounced at low voltage portable applications. Various topologies and methods of control were suggested and synchronous buck topology with ZVS technique is suggested for minimizing switching losses [8-10]. The low side MOSFET device with integrated Schottky diode can further improve the efficiency of synchronous converter even though there is slight increase in ON resistance [11].

The converter, which operates with high efficiency at light loads during stand by mode, in which portable equipment operate most of the time when not in use, demanded considerable attention of the researchers and several techniques including improved controllers with digital PWM, PFM with reduced switching and conduction losses were proposed [12-14]. Pulse Skipping Modulated Converters operate with higher efficiency at light loads with reduced switching loss due to pulse skipping [15]. A pulse skipping modulated DC-DC converter is studied in this paper for its performance under varied supply and load conditions.

2. Pulse Skipping Modulated Buck Converter

2.1. Description

A pulse skipping modulated buck converter is shown in Figure 1. It essentially consists of a MOSFET switch, a diode, an inductor \( L \), a capacitor \( C \). \( L \) and \( C \) filter out the ripple and designed suitably so that the LC filter cut off
frequency is well below the switching frequency. The feedback circuit consists of a PSM control logic, which allows the pulse generated by the clock if actual voltage is below the reference voltage and skips pulses if the actual voltage exceeds the reference voltage vref. The clock pulse generated is a constant frequency constant width (CFCW) pulse [16]. MOSFET switch is ON when the clock pulse is applied over a fixed duration of time equal to duty cycle of the clock and the inductor current rises linearly. The switch is OFF for the remaining period of the cycle and the current drops to a lower value but higher than the initial value of the cycle. It drops to a value lower than the initial value if the next pulse is skipped and so on. Thus by alternately permitting p pulses and skipping q pulses the output voltage is maintained at a value close to reference value. The waveforms are shown in Figure 2.

As shown in Figure 3, a comparator compares v0 and vref and its output is ANDed with CLK. Output of AND gate sets RS flip flop which is reset at the falling edge of the clock as shown through a NOT gate. Pulse Output of the flip-flop is used to drive the converter switch. On vref > v0 comparator output is HIGH and AND gate output sets flip flop every time CLK goes HIGH and is reset at the falling edge. Hence clock pulses are applied
to the switch. This is known as charging period. On \( v_{refd} < v_0 \) comparator output is LOW and AND gate output is LOW irrespective of the clock and hence the flip flop is not set and clock pulses are not applied to the switch or pulses are skipped. This is known as skipping period.

3. Modeling of PSM converter

Let for \( p \) cycles the clock pulses are applied and for \( q \) cycles the pulses are skipped for a particular load resistance \( R \) and input voltage \( V_{in} \). The duration \( pT \) is known as charging period and the duration \( qT \) is known as skipping period. During the charging period, in each cycle the switch is ON for duration equal to \( D \) and during the skipping period the switch is OFF throughout as the pulses are not applied and skipped.

The converter is modeled [16] using state space averaging method and the state space equations, assuming continuous conduction mode, are obtained as shown below.

During charging period,
\[
\begin{align*}
\dot{x} &= A_1 x + B_1 v_{in} \\
y &= C_1 x
\end{align*}
\]
(1)

During skipping period,
\[
\begin{align*}
\dot{x} &= A_2 x + B_2 v_{in} \\
y &= C_2 x
\end{align*}
\]
(2)

where,
\[
A_1 = A_2 = A = \begin{bmatrix} 0 & -1 \\ L & -1 \\ C & RC \end{bmatrix}, x = \begin{bmatrix} i_L \\ v_C \end{bmatrix}, y = v_o,
\]
\[
B_1 = \begin{bmatrix} 1 \\ L \\ 0 \end{bmatrix}, B_2 = 0, C = \begin{bmatrix} 0 & 1 \end{bmatrix}
\]

After State Space Averaging,
\[
\dot{x} = Ax + \frac{p}{p+q} BDv_{in}
\]
(4)

Defining Modulation Factor \( M \),
\[
M = \frac{q}{p+q}
\]

Then Equation (4) becomes
\[
\dot{x} = Ax + (1-M) DBv_{in}
\]
(5)

Hence the average output voltage is given by
\[
V_o = (1-M) Dv_{in}
\]
(6)

4. Simulation

Simulation of the PSM DC-DC buck converter was carried out with the following parameters. \( v_{in} = 12 \text{ V to } 20 \text{ V}, V_o = 5 \text{ V}, L = 150 \mu\text{H}, C = 20 \mu\text{F}, f = 40 \text{ KHz.} \)

Pulses are skipped to regulate the output voltage with increase in input voltage as shown in Figure 4.

Input voltage is stepped from 12 V to 20 V and the output voltage is plotted. Output voltage waveform for a constant load with a step increase in input voltage is shown in Figure 5. Response showed that PSM converter can accept wide variations in input voltage and its response speed was good as seen from step response and the output voltage was regulated over the entire range. Modulation Factor increases with increase in voltage increasing the pulses skipped Load was decreased by a step and the output voltage is shown in Figure 6. Pulses skipped increased, as load was decreased to regulate the voltage. The ripple of the output voltage was higher as input voltage was increased. A similar response was observed when the load was decreased. Input current harmonic spectrum of the PSM converter is shown in Figure 7. Spectrum of the converter with PWM control is also shown in Figure 8 for comparison purpose for the same input voltage and load.

In the case of PSM converter harmonic components are spread over a wide band of frequencies lowering the average value of the peaks of currents. Individual peaks are smaller than those of PWM converter. Hence PSM converter has better EMI performance. Due to reduction in average frequency with pulse skipping at light loads there may be components entering into audio frequency range which may result in audible noise interference, which can be avoided by selecting the switching frequency high.

5. Conclusions

Pulse Skipping Modulated Buck converter was modeled and simulated. Response of the converter for input voltage and load step variation was studied. The converter response to changes was quick and the PSM controlled converter regulated the output voltage over the entire
Figure 4. Increased pulse skipping with input voltage increase.

Figure 5. Output voltage for step increase in input voltage.

Figure 6. Output voltage for step decrease in load current.
range of input voltage intended for operation. Input current harmonic spectrum was studied and compared with that of PWM controlled converter. PSM converter has a well spread out spectrum, with individual component peak values less in amplitude, making its EMI performance better than that of PWM controlled converter. But there are frequency components entering into audio frequency range due to the average frequency of switching being lower with pulse skipping, if the switching frequency is selected to be just above the audio range.
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Abstract

A novel current mode active-only universal filter using four dual current output Operational Transconductance Amplifiers (OTAs) and three Operational Amplifiers (OAs) is presented. The circuit can realize low pass and high pass filter characteristics by choosing the suitable current output branches. The filter performance factors natural frequency (ω₀), bandwidth (ωb/Q), quality factor Q and transconductance gain gm are electronically tunable. The proposed circuit has very low sensitivities with respect to circuit active elements. From sensitivity analysis, it has been clearly shown that the proposed circuit has very low sensitivities with respect to the circuit active elements. The gain roll-off of high pass and low pass configuration is 18 dB/octave. The proposed circuit facilitates integrability, programmability and ease of implementation.

Keywords: Current Mode Filter, OTA, Bandwidth, Center Frequency, Circuit Merit Factor Q

1. Introduction

In recent years, current mode analogue signal processing circuit techniques have received wide attention due to the high accuracy, the wide signal bandwidth and the simplicity of implementing signal operations [1]. The design of current mode circuits employing active devices such as OAs, OTAs, and current conveyors (CCs) have been reported in the literature [2-6]. An OTA provides a high linear electronic tunability and wide tunable range of its transconductance gain. OTA based circuits requires no resistors; hence they are suitable for monolithic integration.

Recently, the multiple current output OTAs have been used for realizing current mode filters [7-12]. In 1996, Tsukutani et al. proposed good versatile current mode biquad filter using multiple current output OTAs and two grounded capacitors.

This paper focuses on realization of the current-mode third order active-only filter. The proposed circuit is constructed with OAs and dual current output OTAs. It is shown that the circuit can realize the biquadratic transfer function, and that the circuit characteristics can be electronically tuned by the transconductance gains of OTAs. The proposed circuit enjoys the features of:

- saving in components,
- realization of various filtering responses,
- devoid of resistors and capacitors which suits IC design techniques,
- high impedance outputs,
- electronic adjustment of ω₀ and ωb/Q through bias currents of the active elements
- independent electronic adjustment of passband gains,
- low sensitivity figures.

2. Circuit Analysis and Analytical Treatment

The open loop gain of an OA is represented by the well known first order pole model [13-15]

\[ A(S) = \frac{A_0 \omega_0}{S + \omega_0} \]

where \( A_0 \) is Open loop D.C. gain of op-amp.
\( \omega_0 \): Open loop – 3dB bandwidth of the op-amp = 2 \( \omega_0 \)
\( A_0 \omega_0 \beta = \text{gain-bandwidth product of op-amp.} \)
For \( S \gg \omega_0 \)
This model of OA is valid from a few kHz to few hundred kHz. In this frequency range, OTA works as an ideal device. The OTA is characterized by the port-relation

\[ I_O = g_m (V_+ - V_-) \]

where, \( g_m \) is transconductance of OTA. In the dual current output OTA, the plus current output has a positive polarity, and the minus current output has a negative polarity.

The analysis gives the current transfer function \( T(S) = [I_{out}/I_{in}] \) as follows:

\[
T(S) = g_m S^3 - (g_{mb2} \beta_1 - g_{mb3} \beta_2) S^2 + (g_{mb2} \beta_1 \beta_2 - g_{mb3} \beta_2 \beta_3) S - g_{mb3} \beta_1 \beta_2 \beta_3
\]

The circuit was designed using coefficient matching technique, i.e., by comparing these transfer functions with general third order transfer functions is given by,

\[
T(S) = \frac{\alpha_0 S^3 + \alpha_1 S^2 + \alpha_2 S + \alpha_3}{S^3 + \alpha_0(1 + \frac{1}{Q}) S^2 + \alpha_1(1 + \frac{1}{Q}) S + \alpha_2}
\]

Comparing Equations (1) with (2) we get,

\[
\omega_0 = \frac{g_{ma1} \beta_1 \beta_2 \beta_3}{g_{ma0}}, \quad \omega_1 = (1 + \frac{1}{Q}) \frac{g_{ma0}}{g_{ma0}} \beta_2 \beta_3
\]

And \( \alpha_0 = \frac{g_{mb3}}{g_{mb0}} \).

It is found from above equations that circuit parameters \( \omega_0, Q, \alpha_0 \) can independently set and electronically tuned adjusting the transconductance gains of the OTAs. If \( g_{ma0}, \beta_1, \beta_2 \) and \( \beta_3 \) are given, the parameter \( \omega_0 \) can be set by \( g_{ma0} \). The parameters \( Q \) and \( \alpha_3 \) can be set by \( g_{ma0} \) and \( g_{mb0} \) respectively. It seems that the values of \( Q \) and \( \alpha_3 \) are also limited by the dynamic ranges of the OA and OTA.

From (1), it can be seen that:

1) The low pass transfer function can be realized with \( g_{mb0} \beta_1 = g_{mb3} \beta_2 \) and \( g_{mb2} \beta_1 \beta_2 = g_{mb3} \beta_1 \beta_3 \).

2) The high pass transfer function can be realized with \( g_{mb3} = 0 \) \( g_{mb0} \beta_1 = g_{mb3} \beta_2 \) and \( g_{mb2} \beta_1 \beta_2 = g_{mb3} \beta_1 \beta_3 \).

3) The band pass transfer function can be realized with \( g_{mb3} = 0 \) \( g_{ma0} \beta_1 = g_{ma3} \beta_2 \).

The high pass and low pass transfer functions obtained are as follows,

\[
T_{HP} = \frac{\alpha_0 S^3}{g_{ma0} S^3 + (g_{ma1} \beta_1 + g_{ma2} \beta_2) S^2 + (g_{ma2} \beta_1 \beta_2 + g_{ma3} \beta_2 \beta_3) S + g_{ma3} \beta_1 \beta_2 \beta_3}
\]

\[
T_{LP} = \frac{\alpha_3}{g_{ma0} S^3 + (g_{ma1} \beta_1 + g_{ma2} \beta_2) S^2 + (g_{ma2} \beta_1 \beta_2 + g_{ma3} \beta_2 \beta_3) S + g_{ma3} \beta_1 \beta_2 \beta_3}
\]

The realization of the other transfer functions invariably requires matching the conditions in terms of the transconductance gains of the OTAs and the gain-bandwidth products of the OAs.

The transconductance gains of the OTAs to realize the desired characteristics are obtained from (3) as

\[
g_{ma3} = \frac{\alpha_0 \beta_1 \beta_2 \beta_3}{g_{ma0}}
\]

\[
g_{ma2} = \frac{\alpha_0}{\beta_2} \left[ 1 + \frac{1}{Q} \right] - \frac{g_{ma0} \omega_0}{\beta_2 \beta_3}
\]

\[
g_{ma1} = \frac{g_{ma0} \omega_0}{\beta_1} \left[ 1 + \frac{1}{Q} \right] - \frac{g_{ma0} \beta_2}{\beta_1}
\]

where \( \omega_0, Q, \beta_1, \beta_2, \beta_3 \) and \( g_{ma0} \) should be given in advance.
non-inverting of third OA output of third OA is then fed to v+ terminal fourth OTA. Output terminals of all OTAs carrying positive current are fed to inverting of first OA whereas remaining current output terminals of all OTAs adds to give output current of the circuit. The circuit can realize various third order filter functions by suitably choosing the current output branches.

5. Result and Discussion

The circuit performance is studied for Central frequencies \( f_0 = 100 \text{ kHz} \) and 1 MHz with circuit merit factor Q = 1. The general operating range of this filter is 10 Hz to 1 MHz. The value of \( \beta_1 = \beta_2 = \beta_3 = 6.392 \times 10^6 \) for LF 356 N. The proposed circuit gives response only for very high frequencies since the values of transconductance of OTAs takes very low values at frequencies less than 100 kHz. The values of \( g_m1, g_m2, \) and \( g_m3 \) are calculated by taking \( g_{m0} = 2 \) and \( \frac{g_{m1}}{g_{m0}} = 1 \). Response is studied for \( Q = 1 \) for high pass and low pass function. Figures 2 and 3 shows high pass and low pass response of the proposed filter circuit respectively. Data obtained after analysis high pass and low pass response is given in Tables 2 and 3. From Figures 2 and 3, it is seen that the gain roll-off is 18 dB/octave for both the functions and the gain stabilizes to 0 dB at frequency 200Hz. There is no overshoot in the response. Observed - 3 dB frequency i.e. cutoff frequency matches with designed value \( f_0 \). Thus the filter circuit works ideal for high pass as well as low pass function. The values of transconductance gains for \( f_0 = 100 \text{ kHz} \) and 1 MHz obtained are given in Tables 1(a) and (b) respectively.

6. Sensitivities

The practical solution is to design a network that has low sensitivity to element changes [14,15]. Thus sensitivity must be less than limit i.e. unity. The lower the sensitivity of the circuit, the less will its performance deviate because of element changes. The sensitivities \( S_v \) and
with respect to the circuit active elements are shown in Table 4. These values are within the range $0 \leq S'_p \leq 1$. It is found that the proposed circuit has very low sensitivity with respect to active elements.

7. Concluding Remarks

A versatile current-mode active-only filter using OAs and OTAs has been proposed. The proposed circuit can
realize the biquadratic transfer function and the circuit characteristics can be electronically tuned by the transconductance gains. From sensitivity analysis, it has been clearly shown that the proposed circuit has very low sensitivities with respect to the circuit active elements.

### Table 1. The values of transconductance gains.

| $g_{ma}$ | Value in mS for $f_0 = 100$ kHz |
|----------|---------------------------------|
| $g_{ma1}$ | 2 |
| $g_{ma2}$ | 0.356 |
| $g_{ma3}$ | 0.0367 |
| $g_{mb0}$ | 0.0019 |
| $g_{mb3}$ | 0.0019 |

(a) for $f_0 = 100$ kHz

| $g_{ma}$ | Value in mS for $f_0 = MHz$ |
|----------|-----------------------------|
| $g_{ma1}$ | 1.966 |
| $g_{ma2}$ | 1.965 |
| $g_{ma3}$ | 1.9 |
| $g_{mb0}$ | 2 |
| $g_{mb3}$ | 1.9 |

(b) for $f_0 = 1$ MHz

### Table 2. Analysis of frequency response of high pass function for $Q = 1$.

| $f_0$ (kHz) | $F_{0oh}$ (kHz) | $f_0 \sim F_{0oh}$ (kHz) | Gain Roll-off in stop band (dB/Octave) | Gain Stabilization (kHz) |
|-------------|-----------------|--------------------------|---------------------------------------|------------------------|
| 100         | 100             | 0                        | 18                                    | 500                    |
| 1 MHz       | 1 MHz           | 0                        | 18                                    | 500                    |

$F_{0oh}: -3$ dB Frequency

$F_{0h}:$ Frequency at which gain stabilizes

### Table 3. Analysis of frequency response of low pass function for $Q = 1$.

| $f_0$ (kHz) | $F_{0ol}$ (kHz) | $f_0 \sim F_{0ol}$ (kHz) | Gain Roll-off in stop band (dB/Octave) | Gain Stabilization (kHz) |
|-------------|-----------------|--------------------------|---------------------------------------|------------------------|
| 100         | 100             | 0                        | 18                                    | 400                    |
| 1 MHz       | 1 MHz           | 0                        | 18                                    | 400                    |

$F_{0ol}: -3$ dB Frequency

The gain roll-off of high pass and low pass configuration is 18dB/octave.
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Abstract

We propose a novel system of a broadband source generation using a common soliton pulse (i.e. with center wavelength at 1.55 μm) propagating within a nonlinear microring and nanoring resonators system. A system consists of a micro ring resonator system incorporating an add/drop filter, whereas the large bandwidth signals can be generated, stored and regenerated within the system. By using the appropriate parameters relating to the practical device such as micro ring radii, coupling coefficients, linear and nonlinear refractive index, we found that the obtained multi soliton pulses have shown the potential of application for dense wavelength division application, whereas the different center wave lengths of the soliton bands can be obtained via the add/drop filter, which can be used to increase the channel capacity in communication network.

Keywords: Ring Resonator, Photonic Device, Optical Waveguide

1. Introduction

The demand of communication channels and network capacity has been increased significantly for three decades, however, up to now, the large user demand remains. Therefore, the searching of new techniques is needed, which is focused on the communication channel and network capacity. Recently, Pornsuwancharoen et al. [1] have reported the very interesting result of the technique that can be used to fulfill the large demand. They have shown that the signal bandwidth can be stretched and compressed by using the nonlinear micro ring system [2-4]. By using such a scheme, the increasing in communication channels using soliton communication is plausible. Furthermore, the long distance communication link is also available. However, several problems are required to solve and address, for instance, the problem of soliton-soliton interaction and collision [5], and the waveguide structure that the broadband soliton can be confined [6]. In this letter, we propose the technique that can be used to generate the new soliton communication bands (wavelength bands), whereas the common soliton pulse, i.e., a soliton source is at the center wavelength of 1.55 m. The soliton bands at the required center wavelengths can be stored [7] and filtered by using the add/drop filter [5]. In application, the use of super dense wavelength multiplexing, with the long distance link is available. Furthermore, the personnel channel and network may be plausible due to the very available bandwidths. However, the problem of the soliton interaction and collision is required to solve, which can be avoided by the specific free spectrum range design [5].

2. Theoretical Background

To maintain the soliton pulse propagating within the ring resonator, the suitable coupling power into the device is required, whereas the interference signal is a minor effect compared to the loss associated to the direct passing through. A soliton pulse, which is introduced into the multi-stage micro ring resonators as shown in Figure 1, the input optical field (E_{in}) of the soliton input is given by an Equation (1) [7].

\[ E_{in}(t) = A \sec \frac{z}{2L_D} \exp \left( \frac{z}{2L_D} \right) - i \omega t \] (1)
where $A$ and $z$ are the optical field amplitude and propagation distance, respectively. $T$ is a soliton pulse propagation time in a frame moving at the group velocity, $T = t - \beta_2 z$, where $\beta_1$ and $\beta_2$ are the coefficients of the linear and second order terms of Taylor expansion of the propagation constant. $L_D = T_0 / \beta_2$ is the dispersion length of the soliton pulse. $T_0$ in equation is a soliton pulse propagation time at initial input. Where $t$ is the soliton phase shift time, and he frequency shift of the soliton is $\omega_0$. This solution describes a pulse that keeps its temporal width invariance as it propagates, and thus is called a temporal soliton. When a soliton peak intensity $\left(\beta_1 / \Gamma T_0^2\right)$ is given, then $T_0$ is known. For the soliton pulse in the micro ring device, a balance should be achieved between the dispersion length ($L_D$) and the nonlinear length ($L_{NL} = 1 / \Gamma \phi_{NL}$), where $\Gamma = n_0^2 \kappa_0$, is the length scale over which dispersive or nonlinear effects makes the beam becomes wider or narrower. For a soliton pulse, there is a balance between dispersion and nonlinear lengths, hence $L_D = L_{NL}$.

When light propagates within the nonlinear material (medium), the refractive index ($n$) of light within the medium is given by

$$n = n_0 + n_2 I = n_0 + \left(\frac{n_2}{A_{eff}}\right) P,$$  \hspace{1cm} (2)

where $n_0$ and $n_2$ are the linear and nonlinear refractive indexes, respectively. $I$ and $P$ are the optical intensity and optical power, respectively. The effective mode core area of the device is given by $A_{eff}$. For the micro ring and nano ring resonators, the effective mode core areas range from 0.50 to 0.1 $\mu m^2$ [8], where they found that fast light pulse can be slow down experimentally after input into the nano ring.

When a soliton pulse is input and propagated within a micro ring resonator as shown in Figures 1(a) and (b), which consists of a series micro ring resonators. The resonant output is formed, thus, the normalized output of the light field is the ratio between the output and input fields ($E_{out}(t)$ and $E_{in}(t)$) in each roundtrip, which can be expressed as

$$\left|\frac{E_{out}(t)}{E_{in}(t)}\right|^2 = \left(1 - \gamma^2 \frac{1 - (1 - \gamma^2)(1 - \kappa^2)}{(1 - x \sqrt{1 - \gamma})^2 + 4 x \sqrt{1 - \gamma \sqrt{1 - \kappa^2} \sin^2(\theta / 2)}}\right) \frac{(1 - \gamma^2)(1 - \kappa^2)}{(1 - x \sqrt{1 - \gamma})^2 + 4 x \sqrt{1 - \gamma \sqrt{1 - \kappa^2} \sin^2(\theta / 2)}}$$  \hspace{1cm} (3)

The close form of Equation (3) indicates that a ring resonator in the particular case is very similar to a Fabry-Perot cavity, which has an input and output mirror with a field reflectivity, (1- $\kappa$), and a fully reflecting mirror. $\kappa$ is the coupling coefficient, and $x = \exp(-\alpha L / 2)$ represents a roundtrip loss coefficient, $\phi_0 = kL_n n_0$ and $\phi_{NL} = kL_n |E_{in}|^2$ are the linear and nonlinear phase shifts, $k = 2\pi / \lambda$ is the wave propagation number in a vacuum. Where $L$ and $\alpha$ are a waveguide length and

---

**Figure 1.** A broadband generation system. (a) a broadband source generation and a storage unit; (b) a soliton band selector, where $R_1$: ring radii, $\kappa$: coupling coefficients, $\kappa_{in}$, $\kappa_{21}$: coupling losses, $k_{in}$ and $k_{21}$ are the add/drop coupling coefficients.
linear absorption coefficient, respectively. In this work, the iterative method is introduced to obtain the results as shown in Equation (3), similarly, when the output field is connected and input into the other ring resonators.

After the signals are multiplexed with the generated chaotic noise, then the chaotic cancellation is required by the individual user. To retrieve the signals from the chaotic noise, we propose to use the add/drop device with the appropriate parameters. This is given in details as followings. The optical circuits of ring-resonator add/drop filters for the throughput and drop port can be given by Equations (4) and (5), respectively [9].

\[
\frac{E_t}{E_{in}} = \frac{(1 - \kappa_1)(1 - \kappa_2)e^{-\alpha L}}{1 + (1 - \kappa_1)(1 - \kappa_2)e^{-\alpha L} - 2\sqrt{1 - \kappa_1} \sqrt{1 - \kappa_2} e^{-\frac{\alpha L}{2}} \cos(k_\lambda L)}
\]

\[
\frac{E_d}{E_{in}} = \frac{\kappa_1 \kappa_2 e^{-\alpha L}}{1 + (1 - \kappa_1)(1 - \kappa_2)e^{-\alpha L} - 2\sqrt{1 - \kappa_1} \sqrt{1 - \kappa_2} e^{-\frac{\alpha L}{2}} \cos(k_\lambda L)}
\]

where \(E_t\) and \(E_d\) represents the optical fields of the throughput and drop ports respectively. \(\beta = kn_{eff}\) is the propagation constant, \(n_{eff}\) is the effective refractive index of the waveguide and the circumference of the ring is \(L = 2\pi R\), here \(R\) is the radius of the ring. In the following, new parameters will be used for simplification: \(\phi = \beta L\) is the phase constant. The chaotic noise cancellation can be managed by using the specific parameters of the add/drop device, which the required signals can be retrieved by the specific users. \(\kappa_1\) and \(\kappa_2\) are coupling coefficient of add/drop filters, \(k_\lambda = 2\pi / \lambda\) is the wave propagation number for in a vacuum, and where the waveguide (ring resonator) loss is \(\alpha = 0.5\) dBmm\(^{-1}\). The fractional coupler intensity loss is \(\gamma = 0.1\). In the case of add/drop device, the nonlinear refractive index is neglected.

3. Results and Discussion

In operation, the large bandwidth signal within the micro ring device can be generated by using a common soliton pulse input into the nonlinear micro ring resonator. This means that the broad spectrum of light can be generated after the soliton pulse is input into the ring resonator system. The schematic diagram of the proposed system is as shown in Figure 1. A soliton pulse with 50 ns pulse width, peak power at 2 W is input into the system. The suitable ring parameters are used, for instance, ring radii \(R_1 = 15.0\) μm, \(R_2 = 10.0\) μm, \(R_3 = R_4 = 5.0\) μm and \(R_5 = R_6 = 20.0\) μm. In order to make the system associate with the practical device [8], the selected parameters of the system are fixed to \(\lambda_0 = 1.55\) μm, \(n_0 = 3.34\) (InGaAsP/InP), \(A_{off} = 0.50, 0.25\) μm\(^2\) and 0.10 μm\(^2\) for a micro ring and nano ring resonator, respectively, \(\alpha = 0.5\) dBmm\(^{-1}\), \(\gamma = 0.1\). The coupling coefficient (kappa, \(\kappa\)) of the micro ring resonator ranged from 0.1 to 0.95. The nonlinear refractive index is \(n_2 = 2.2 \times 10^{-13}\) m\(^2\)/W. In this case, the wave guided loss used is 0.5 dBmm\(^{-1}\). The input soliton pulse is chopped (sliced) into the smaller signals spreading over the spectrum (i.e., broad wavelength) as shown in Figures 2(b) and 2(g), which is shown that the large bandwidth signal is generated within the first ring device. The biggest output amplification is obtained within the nano-wavegudes (rings \(R_1\) and \(R_2\)) as shown in Figures 2(d) and 2(e), whereas the maximum power of 10 W is obtained at the center wavelength of 1.5 μm. The coupling coefficients are given as shown in the figures. The coupling loss is included due to the different core effective areas between micro and nano ring devices, which is given by 0.1 dB.

We have shown that a large bandwidth of the optical signals with the specific wavelength can be generated within the micro ring resonator system as shown in Figure 1. The amplified signals with broad spectrum can be generated, stored and regenerated within the nanowaveguide. The maximum stored power of 10 W is obtained as shown in Figures 2(d) and 2(e), where the average regenerated optical output power of 4 W is achieved via a drop port of an add/drop filter as shown in Figures 2(h)-2(k), which is a broad spectra of light cover the large bandwidth as shown in Figure 2(g). However, to make the system being realistic, the waveguide and connection losses are required to address in the practical device, which may be affected the signal amplification. The storage light pulse within a storage ring (\(R_1\) or \(R_2\)) is achieved, which has also been reported by Ref. [7]. In applications, the increasing in communication channel and network capacity can be formed by using the different soliton bands (center wavelength) as shown in Figure 2, where 2(h) 0.51 μm, 2(i) 0.98 μm, 2(j) 1.48 μm and 2(k) 2.46 μm are the generated center wavelengths of the soliton bands. The selected wavelength center can be performed by using the designed add/drop filter, where the required spectral width (Full Width at Half Maximum, FWHM) and free spectrum range (FSR) are obtained, the channel spacing and bandwidth are represented by FSR and FWHM, respectively, for in
Figure 2. A soliton band with center wavelength at 1.5 μm, where (a) input soliton; (b) ring R1; (c) ring R2; (d) ring R3; (e) storage ring (Rs); (f) ring R5; (g) drop port output signals. The output of different soliton bands (center wavelength) are as shown, where (h) 0.51 μm; (i) 0.98 μm; (j) 1.99 μm; (k) 2.48 μm.

stance, the FSR and FWHM of 2.3 nm and 100 pm are obtained as shown in Figure 2(i).

4. Conclusions

In conclusion, apart from communication application, the idea of personnel wavelength (network) being realistic for the large demand user due to un-limit wavelength discrepancy, whereas the specific soliton band can be generated using the proposed system. The potential of soliton bands such as visible soliton (color soliton), UV-soliton, X-ray soliton and infrared soliton can be generated and used for the applications such as multi color holography, medical tools, security imaging and transparent holography and detection, respectively.
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