Solving Exact Cover Instances with Molecular-Motor-Powered Network-Based Biocomputation
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ABSTRACT: Information processing by traditional, serial electronic processors consumes an ever-increasing part of the global electricity supply. An alternative, highly energy efficient, parallel computing paradigm is network-based biocomputation (NBC). In NBC a given combinatorial problem is encoded into a nano-fabricated, modular network. Parallel exploration of the network by a very large number of independent molecular-motor-propelled protein filaments solves the encoded problem. Here we demonstrate a significant scale-up of this technology by solving four instances of Exact Cover, a nondeterministic polynomial time (NP) complete problem with applications in resource scheduling. The difficulty of the largest instances solved here is 128 times greater in comparison to the current state of the art for NBC.
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By 2030 the fast-growing information and communication technology sector is expected to consume 20% of the global electricity production. At the same time, further improvements in energy efficiency of electronic computers are slowed down by heat generation, small-scale, e.g. quantum, effects, and rising costs. To help address these challenges, efforts are underway to develop alternative, parallel computing paradigms with the potential to fundamentally reduce the energy consumption of computing. Such alternative approaches include quantum computation, biomolecular-motor-based computing, and network-based biocomputing (NBC). In NBC, a given combinatorial problem instance is encoded into a graphical, modular network that is embedded in a nanofabricated planar device. This physical network is then explored by a large number of independent cytoskeletal filaments propelled with high energy efficiency by biomolecular motors to find all possible solutions of the given instance.

The main merits of NBC in comparison to electronic computers are that computing units—in the form of cytoskeletal filaments—can work in a highly parallel fashion, are available in large numbers, and have been optimized by evolution to be highly energy efficient. As a result, it has been estimated that NBC uses several orders of magnitude less energy per operation than an electronic computer. For the purpose of this work, we define the “difficulty” of solving an instance of an NP-complete combinatorial problem by the number of potential solutions that need to be tested to solve this instance. Because of the algorithmic complexity of NP-complete problems, this number grows exponentially with the number of elements in the instance. Note that the difficulty is a property of individual instances, while the algorithmic complexity is a property of the problem as a whole. As a proof of concept of NBC, a very small instance of the NP-complete problem Subset Sum, with a difficulty of eight, has previously been solved. However, to show that NBC is a viable technology, it is necessary to demonstrate (i) the applicability to other problems of practical importance and (ii) a significant scale-up of the technology. Here we address both challenges by using NBC powered by actin–myosin II and microtubule–kinesin-1 molecular-motor systems (i) to solve several instances of Exact Cover (ii) that are up to 128 times more difficult than the previous proof of concept Subset Sum instance solved by NBC. These are important steps that are necessary to understand the potential of the NBC technology.
**EXACT COVER NETWORK ALGORITHM**

Exact Cover is a nondeterministic polynomial time (NP) complete problem that has practical applications in resource scheduling, such as airline fleet planning\(^1\) and allocation of cloud computing resources.\(^2\) NP-complete problems require the exploration of a solution space that grows exponentially with problem size, and they are difficult to solve using conventional—sequentially operating—electronic computers.\(^3\) Exact Cover is mathematically defined as follows: given a collection \(S\) of subsets, each containing elements of a target set \(X\), Exact Cover asks whether a subcollection \(S^*\) of \(S\) exists, such that each element in \(X\) is contained in exactly one subset in \(S^*\). In other words, the instance has an Exact Cover when all subsets in \(S^*\) (i) are pairwise disjoint (i.e., \(\forall S_i, S_j \in S^* \), \(S_i \cap S_j = \emptyset\)) and (ii) yield \(X\) when they are joined together (i.e., \(S = \bigcup S_i \in S^*\)). For a five-set instance, given the target set \(X = \{1, 2, 3, 4, 5\}\) and the collection of subsets \(S = \{\{4, 5\}, \{2, 3, 5\}, \{1, 4\}, \{1, 3\}, \{1, 2\}\}\), the subcollection \(S^* = \{\{2, 3, 5\}, \{1, 4\}\}\) is a solution (Figure 2A). On the other hand, the subcollection \(S^* = \{\{4, 5\}, \{2, 3, 5\}\}\) is not a solution because “1” is missing when all subsets in \(S^*\) and “5” appears twice. For the purpose of this work, we use the following naming scheme to name specific instances: \(E(\text{difficulty})(\text{number of solutions})\). For example, \(E_{160}\) would be an instance with a difficulty of 16 (four sets in \(S\)) and no solution. Many sophisticated algorithms have been developed to solve Exact Cover problems. One of these, DLX, uses specific data structures (Dancing links)\(^4\) and is widely used to address applications such as data clustering.\(^5\) However, in the worst case, the processing times and energy consumption of these algorithms still increase exponentially with the number of elements in \(S\).\(^6,7\)

We recently reported a network algorithm for Exact Cover that includes several optimization steps.\(^8\) The network algorithm enables agents exploring the network to find the solution by randomly choosing all possible subcollections of \(S\) and checking whether any combination exactly covers \(X\). The result for an Exact Cover instance encoded by a particular network is then given by whether agents arrive at the exit that corresponds to the target set \(X\) (see Figure 1 for a detailed explanation). The scaling behavior of Exact Cover networks with problem size has been discussed in detail by Korten et al.\(^9\) Briefly, the networks scale approximately linearly with the number of sets in \(S\) and exponentially with the number of elements in \(X\). In the following, we demonstrate the experimental implementation of this algorithm by fabricating four different networks, each encoding an instance of Exact Cover. Two of the instances had 5 sets and were solved using actin filaments as computing agents and powered by myosin II as motor proteins. The other two instances had 10 sets and were solved using microtubules as computing agents and powered by kinesin-1 as motor proteins. A recent review details the advantages and disadvantages of using the actin–myosin vs the microtubule–kinesin-1 systems for nanotechnological applications.\(^10\) Briefly, actin is smaller, faster, and more flexible, enabling faster calculations and smaller network dimensions, while microtubules are stiffer, reducing error rates.

---

**Figure 1.** Encoding exact cover into network format. (A) Schematic rendering of a biocomputation network where kinesin-1 motors coat the bottom of 200 nm wide channels etched in poly(methyl methacrylate) (PMMA). The channels are explored by microtubules propelled by kinesin-1 motors. Note that, for the actin–myosin system, the channels were only 100 nm wide. (B) Binary encoding principle: elements of the target set \(X\) are mapped to bits of a binary number. Here, 1 is mapped to the most significant bit and 4 is mapped to the least significant bit. Each subset in \(S\) is converted to a binary number by the same mapping rule: i.e., a bit is set to 1 if the respective element in \(X\) is a member of the subset and set to 0 otherwise. Two examples of exact cover instances (\(X_S, S_S\)) are given. \(X_S\) has a solution (highlighted in green) and \(X_S\) does not. (C) Example network block that encodes the subset \(0011\). Agents arriving at input \(0100\) (blue) encounter a split junction (example denoted by a cyan rectangle) that allows the agents to randomly choose (diagonal path) or disregard (the path straight down) the subset encoded by this network block. If the subset is chosen, the number \(0011\) is added to the input \(0100\) and the agent arrives at the output \(0111\). Otherwise, the agent stays in the input column \(0100\). Because input subsets containing identical elements shall not be combined (as this would violate the rules of exact cover), all inputs that contain elements already present in the encoded subset start with a reset junction (example denoted by a red rectangle). This junction forces the agents to take the path straight down: i.e., disregarding the encoded subset. For example, an agent entering at input \(0001\) (red rectangle) can only leave at output \(0001\). The input and output rows are separated by two rows of pass junctions (example denoted by a blue rectangle) that force agents to continue a diagonal path, incrementing the value of the binary number, or continue moving directly down and maintaining the value of the binary number. Thus, the number of pass junction rows ultimately defines which elements
Figure 1. continued

are contained in the encoded subset. A full network can contain many network blocks. The output of each network block constitutes the input to the next network block, enabling the combination of many subsets (see Figures 2 and 4 for examples). (D) Scanning electron micrographs of examples for each junction type. The color of the frame corresponds to the rectangles in (C). Note that the SEM images were taken for junctions etched in SiO₂ instead of PMMA, because PMMA decomposes under electron radiation. Adapted with permission under a Creative Commons Attribution 4.0 license from ref 13. Copyright 2021 IOP Publishing.

SUCCESSFULLY SOLVING TWO FIVE-SET EXACT COVER INSTANCES USING NBC POWERED BY THE ACTIN–MYOSIN SYSTEM

Using the algorithm described above, we encoded two five-set Exact Cover instances into network format: (i) instance E32₁, \( X_1 = \{1,2,3,4,5\}, S_1 = \{\{4,5\}, \{2,3,5\}, \{1,4\}, \{1,3\}, \{1,2\}\} \) with exactly one solution, \( \{\{1,4\}, \{2,3,5\}\} \) (Figure 2A,B); (ii) instance E32₂, \( X_2 = \{1,2,3,4,5\}, S_2 = \{\{3,5\}, \{2,4,5\}, \{1,4,5\}, \{1,3,4\}, \{1,2\}\} \) with no solution (Figure 2C,D). The networks were fabricated using electron-beam lithography and explored by fluorescently labeled actin filaments that were propelled by myosin II motor fragments and recorded by video fluorescence microscopy.

The most frequently traveled paths in the networks (Figure 3A,C) indicated possible solutions to the Exact Cover instances E32₁ and E32₂. To decide whether an instance has a solution, we need to check whether a significant number of filaments arrive at the predefined target exit, in this case exit number 31 for both E32₁ and E32₂. Indeed, for E32₁, which has a solution, significantly more filaments arrive at exit 31 (rightmost bar in Figure 3B) in comparison to that for E32₂ (Figure 3D).

We now need to determine whether these results are statistically significant with respect to the expected background noise (see section S1 in the Supporting Information for details). We do this by first evaluating the error rates within the network. Specifically, by visually evaluating pass junction error rates, and from the total number of filaments exiting the network and that no correct path leads to these channels. Therefore, only filaments making errors can reach them.
contrast, the number of filaments arriving at the target exit of $E_{32}^0$ (rightmost red bar in Figure 3D) was significantly lower than expected for background noise (magenta dotted line in Figure 3D).

To quantitatively estimate the reliability of our results, we developed a statistical algorithm (see section S1 in the Supporting Information for details). Briefly, this algorithm estimates (i) the fraction of filament paths affected by errors, due to either pass-junction errors or landing errors, (ii) the worst-case number of filaments per exit that have been affected by errors, (iii) the worst-case number of filaments expected to appear at a correct exit, and (iv) the $p$ values for the hypotheses that the observed number of filaments corresponds to a correct exit or an incorrect exit, respectively. With this algorithm, we can determine the statistical significance with which the observed filament counts at the network exits correctly indicates whether the respective Exact Cover instance has a solution. In order to get the actual subcollection $S^*$ representing the solution, we have two possibilities. (i) We observe the path that the filaments take from an entrance to the target exit, which is easy for networks fitting into the field of view of a microscope (Figure 3B) but can become difficult if the network is larger than the field of view (Figure 3A). (ii) We perform the experiments in several networks, each time removing one of the sets from the networks and checking whether there still is a solution. If there still is a solution, then the removed set was not part of the solution; otherwise, it was.

■ NETWORK ENCODING OF “REVERSE” EXACT COVER DEVICES

For the larger instances with 10 sets, we used a network encoding that employs what we call “reverse exploration” optimization.$^{13}$ Since we know the target exit, we can split the network up into a top and a bottom part, each encoding only half the total number of sets represented in the network (Figure 4). That way, the network is explored both from the entrances and in reverse from the exit, reducing the size of the top and bottom network parts and thus reducing the number of filaments as well as the time needed to find the solution. We encoded two 10-set Exact Cover instances into network format: $E_{1024,1}^1$, $X_3 = \{1,2,3,4,5,6,7,8\}$, $S_3 = \{6,7,8\}$, $\{5,8\}$, $\{4,7,8\}$, $\{1,2,3\}$, $\{1,2,3,5,7\}$, $\{1,2,3,4\}$, $\{1,2,3,4,6\}$, $\{7,8\}$, $\{6,8\}$, $\{6,7\}$] has exactly one solution, $[\{1,2,3,4\}, \{5,8\}, \{6,7\}]$ (Figure 4A); $E_{1024,0}^2$, $X_4 = \{1,2,3,4,5,6,7,8\}$, $S_4 = \{6,7,8\}$, $\{5,6,8\}$, $\{4,7,8\}$, $\{1,2,3\}$, $\{1,2,3,5,7\}$, $\{1,2,3,4\}$, $\{1,2,3,4,6\}$, $\{7,8\}$, $\{6,8\}$, $\{6,7\}$] does not have a solution (Figure 4B).

We successfully solved 2 10-set Exact Cover instances using NBC powered by the microtubule–kinesin-1 molecular motor system. The networks were fabricated using electron-beam lithography and explored by fluorescently labeled microtubules that were propelled by kinesin-1 motor proteins$^{19}$ and recorded by 5 s time-lapse fluorescence microscopy. The pass-junction error was $0.03 \pm 0.015\%$ ($N = 13263$). The reduced pass-junction error allowed microtubules to traverse
the networks with more than 34 pass junctions without error
with an overall success probability of 98.9% ((1 − 0.0003)\(34\)).
However, still 517 out of a total of 1554 filaments exiting the
network made at least one error. The biggest contribution to
the error (499 out of 517 filaments that made at least one
error) came from microtubules landing from solution at
random positions in the network causing these microtubules
to exit at random positions (termed landing error).
Interestingly, we did not observe any landing error for actin
filaments, despite the fact that we also had filaments in solution
above the networks. Actin probably does not land in channels,
because several nonprocessive myosin II motors are needed to
propel a filament\(^{20}\) unlike the processive kinesin-1 where a
single motor suffices to pull a microtubule into the channel.\(^{21}\)

Despite the observed errors, the most frequently traveled
paths in the network (Figure 5A,B) matched the expected
correct paths (blue lines in Figure 4) very well, confirming that the
majority of microtubules explored the network as expected.
Counting the number of microtubules arriving at each exit
confirmed this. The statistical significance of each exit was
determined as described in section S1 in the Supporting
Information. Values above the green dash-dotted lines are
significant correct exits (\(p < 0.05\)) and are shown in green (in
Figure 5C–F). Values below the magenta dotted lines are
significant incorrect exits (\(p < 0.05\)) and are shown in red (in
Figure 5C–F).

According to the network algorithm,\(^{13}\) the Exact Cover
instance has a solution if microtubules exit at corresponding
exits in both the forward and the reverse networks (see section
S1 in the Supporting Information for how a correct solution is
determined). For E1024, (Figure 5A,C,E) forward and reverse
paths meet at exit 11111001 (green double arrow in Figures
4A and 5A), correctly indicating that the respective Exact
Cover instance has a solution. The solution is represented by a
complete path from the set \(\{1,2,3,4\}\) corresponding to
entrance (11110000)—via the sets \(\{5,8\}\) (00001001) in the
forward network and \(\{6,7\}\) (00000110) in the reverse network
to the target set \(\{1,2,3,4,5,6,7,8\}\) (11111111). For E1024,
there are no matching exits (Figure 5B,D,F), correctly
indicating that no solution exists for the respective Exact
Cover instance.

In summary, we successfully employed NBC to experi-
mentally solve 4 instances of Exact Cover, 2 instances with 5
sets and 2 instances with 10 sets, corresponding to difficulties
of 32 and 1024 potential solutions, respectively. In comparison
to the state of the art for NBC—solving an NP-complete
problem with a difficulty of eight potential solutions\(^8\)—our
results constitute scale-ups by factors of 4 and 128,
respectively. Thus, we have demonstrated a significant scale-
up of the NBC technology. This scale-up of NBC was enabled
by two factors. (i) Improvements in the network algorithm\(^{13}\)
allowed us to encode instances with a 128 times greater
difficulty into networks with only approximately 13 times more
junctions and 4 times more exits in comparison to the state of
the art network algorithm for Subset Sum.\(^7\) (ii) There was a 10
times reduction of the error rates at pass junctions for
microtubules in comparison to the state of the art.\(^8\) This
reduction in error rate was achieved by switching to a different
channel wall material (PMMA). While the difficulty of the
Exact Cover instances we solved here is still small in

![Figure 4](https://pubs.acs.org/doi/10.1021/acsnanoscienceau.2c00013)
comparison to what can be solved by an electronic computer or a quantum annealer, our results demonstrate not only theoretically but also experimentally that NBC is applicable to the Exact Cover problem as another problem of practical importance in addition to Subset Sum. Moreover, despite the fact that NBC works stochastically, it is possible to achieve results with a confidence similar to that of electronic computers by using a sufficient number of computing agents (see section S2 in the Supporting Information for details).

In conclusion, our results show that NBC (i) can be scaled-up significantly and (ii) is applicable to different combinatorial problems. As a next step, it will be interesting to measure the energy consumed by NBC networks and benchmark their energy consumption against electronic computers. However, this will likely require further scale-up or long-term measurements so that the NBC devices consume measurable amounts of ATP. Because of the different sources of errors, the future scale-up of microtubule- and actin-powered NBC will require different optimizations. (i) Microtubules will require eliminating landing errors—for example, by microfluidic focusing of the filaments to the loading zones of the NBC networks, avoiding the presence of microtubules above the network channels. (ii) Actin filaments will require the redesign of pass junctions in order to reduce the junction errors. This can be realized by narrower channels or the integration of 3D pass junction geometries with bridges and tunnels that would eliminate pass-junction errors altogether. Despite our significant progress, it is obvious that NBC still has a long way to go if it is to compete with electronic computers that have had a headstart of decades and billions of dollars worth of research and development. We have recently summarized the requirements we deem necessary for NBC to become competitive. Briefly, (i) agents need to be supplied to the network in sufficiently large quantities, either through multiplication within the network or through a sufficient number of entrances, (ii) the physical network needs to be scalable, i.e. more efficient algorithms that enable a reduction in search space similar to the algorithms available for electronic computers are needed, (iii) methods to store information on the agents would enable much more compact networks that can solve many different instances (unlike the networks shown here that are instance-specific), and (iv) methods to detect single agents and their tags in parallel are needed. Achieving these requirements would enable leveraging the energy

Figure 5. Microtubule results for the large network of Exact Cover instances with 10 sets: (A, C, E) Instance E1024 with exactly one solution (indicated by the green double arrow in (A)). (B, D, F) Instance E1024. (A, B) Standard deviation plots of 3600 frames of 5 s time-lapse fluorescence micrographs of microtubules moving through the computational network. Paths that were more frequently visited by microtubules are brighter. (A) The green double arrow highlights where paths from the forward and reverse network meet, indicating that this instance has a solution. (C–F) Number of microtubules counted at each exit of the (C, D) forward and (E, F) reverse halves of the Exact Cover network. RGB colors indicate probabilities that the respective counts correspond to a correct (more green) or an incorrect (more red) exit. Error bars represent the counting error (square root of the respective value). Values above the green dash-dotted lines are significant correct exits (p < 0.05), and values below the magenta dotted lines are significant incorrect exits (p < 0.05). In total, the calculation took 6 h for each network.
efficiency of the molecular motors powering NBC: we estimate the energy consumption of our networks to be $-4 \times 10^{-15}$ J/operation, orders of magnitude less than the $(2-6) \times 10^{-10}$ J/operation of an electronic computer$^6$ (see section S3 in the Supporting Information for details).
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