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Introduction
Online Social Networks (OSNs) provide a wide range of communication and collaboration opportunities. They also provide a platform to build up new social relationships. OSNs are immensely vulnerable to spam.

OSN spammers are a set of users who manipulate the social media platform through their activities. Twitter defines its spammers as users who manipulate their platform. Platform manipulation activities are any form of behaviours which intend to negatively impact the experience of Twitter users. Some of these behaviours are: “Posting duplicate or very similar content across multiple accounts”, “Posting multiple updates in an attempt to manipulate or undermine Twitter trends”, “Posting multiple, duplicate updates on one
OSNs contain a variety of “Social spams” such as fraudulent reviews, malicious links, click-baiting and likejacking, bulk messages, verbal abuse, and fake followers. Genuine users are users in the social network who do not show any platform manipulation activities. The most popular paradigm to detect spammers is the supervised classification-based approach. Support Vector Machines (SVM), Random forest and Artificial Neural Networks (ANNs) are among the most popular classification-based methods used for spam detection [2]. Classifiers often use OSN features for spam detection. Researchers change or introduce new features and combine multiple features to improve the accuracy of classifiers [3, 4]. Classifiers developed for spam detection suffered with open issues of data labelling and spam drifting [5–7].

The existing dominant spam detection models are supervised classification-based approaches. One key limitation of supervised learning models, which motivates our research, is the requirement of labelled datasets. It is mandatory to use labelled training data sets to train classifiers [6]. The process of data labelling as well as the quality of the labels are the two most challenging issues in data labelling. The training dataset is usually labelled manually. The generation of the labelled dataset is error-prone. It requires more time and extensive human effort. The quality of the labelled data is also a big concern where it brings lots of incertitude and biased decisions. Domain expertise is essential in labelling, but still different experts will generate different labels for the same elements [8]. Data labelling also introduces unnecessary privacy considerations. The collection of OSN data for labelling involves various privacy and ethical considerations.

To remain undetected, spammers shift their behaviors over time. Thus, “Classifiers trained on older datasets find it difficult to detect new forms of attacks” [5]. Therefore, it is essential to relabel the training data to represent the change in behaviour. Existing spammer detection techniques use a variety of features for their detection. Feature engineering is also a challenging task with changing behaviours. Hence, classification-based approaches for spam detection suffer from limitations of data labelling and spam drifting [4, 5]. The suitability and the sustainability of supervised classification-based approaches are in jeopardy with these limitations. The vibrant nature, diversity and complexity of OSNs made us doubt on whether classification-based techniques are practical for combatting social spammers in OSNs. Therefore, an unsupervised approach for spammer detection would be an ideal solution since it does not require labelled training datasets. This research is motivated from aforementioned limitations in supervised spammer detection in OSNs.

“Homophily theory suggests that people with similar interests are likely to connect” [9]. As proposed by Cardoso et al. [10] and Weng et al. [11], if two users reciprocally follow each other in a social network, then they have the same information interest. It is assumed that two users who post on a common topic that their posts’ content should be similar. The similarity of the two users’ posts should reflect their common interest in the topic and the content of the posts should also indicate the level of similar interest. Because of the similar topic interest and content, we say this indicates an agreed common interest. If this common information interest exists over multiple topics or in the majority of their content for both users, we consider that the users accept each other as valid users that are likely to connect. The likelihood of connection is the basis of Homophily theory. We can extend Homophily theory to all users in a community and based on
their information interests, we can estimate how many users are likely to connect with one another. The majority of the users in a community are assumed to share information interest, we can say that they accept the other users in that community as reliable users.

As justified by Sykes et al. [12] and Asher et al. [13] a person in a social community would be a reliable individual when he/she is accepted and recognized by their peers. Thus he/she will not be a suspicious person. If an individual shows an acceptable behavior, then their peers may not hesitate to accept him as a member of the community. Thus, lower peer acceptability indicates that the individual does not belong to the same group and thus is suspicious. Therefore, the peer acceptability of a user in a social network could be a strong measurement to uncover suspicious users in a network. In our research, we define the peer acceptance (PA) as the “readiness of the community members to accept an individual’s reliability in a social network”. Peer acceptance is “the degree to which a child or adolescent is socially accepted by peers” in the fields of sociology and psychology. It comprises “the level of peer popularity and the ease with which a child or adolescent can initiate and maintain satisfactory peer relationships” [13, 14]. The connections or relationships (such as friendships) could be used to determine peer acceptance. Therefore, we introduce a novel method to determine the peer acceptability of a user in a social network.

Users post various messages on social networks. They may involve different topics in their posts to reflect or highlight their ideas. Therefore, a user’s information interest could be derived from the post content. People tend to use a topic relevant to the content of their post. Thus, when multiple users post on the same topic, all their post content should be relevant to the topic and thus similar to each other. The similarity between user’s post content with the peers’ post content in a topic could be used to determine the peer acceptance of a user in the same topic. We followed the above idea to calculate users’ pairwise interest similarity by using their post content in terms of each topic. Finally, user’s peer acceptance is calculated using content similarity over multiple topics. For genuine users, the peer acceptance should be consistent across all the topics that they are interested in. Hashtags in tweets can represent topics. The inclusion of a hashtag in a user’s posts is an indication of a shown interest on that topic. Nevertheless, compared to the post content of other users on the same topic, usually spammers do not show a similar interest with other users. In our approach, we use peer acceptability at three levels: the peer pairwise single directional level (Peer Acceptance), the peer pairwise bi-directional level (Mutual Peer Acceptance), and the community level (Overall Peer Acceptability). Peer acceptability among two individuals is assessed at the pairwise levels. Mutual peer acceptance is consistent over multiple topics. Two users who have mutual peer acceptance should have posts with multiple common topics and similar content. Globally a user should be accepted by all members of the community. For a user’s global acceptance, the user’s post content should be similar to the post content of users in each topic in the community. Therefore, user’s peer acceptance over all users is assessed at the community level. Researchers in sociology and psychology have proven that an individual’s inconsistent behaviors are one of the main reasons for peer rejection in the community [15, 16].

The proposed approach to generate a user’s peer acceptance of another user is based on the two users’ common shared topics. The approach can be biased when a user does
not have many topics used in their posts. This results in a smaller number of common topics between a pair of users. User’s information interests can be divided into two types. Some users are interested in diversified areas where they may use many topics in their posts. Some other users may be interested in very few selected areas where their topic usage is very low. Hence it is essential to determine the user’s topic interest diversity to reduce the bias in the proposed approach. Our approach first categorizes the users into two groups “Focused” and “Diverse” based on their information interest distribution over all topics. From each user’s posts, a topic model can be generated using a topic modelling technique such as Latent Dirichlet Allocation (LDA) [17]. Based on the topic model, a set of features are extracted and used to represent the user’s interest distribution over the topics.

This paper proposes a two-stage unsupervised spam detection approach. In stage 1, clustering techniques are used to cluster users into two groups, “Focused” and “Diverse”. This grouping is based on their information interest distribution and whether users have a focused or diverse interest over multiple topics. In stage 2, users are assessed using our proposed peer acceptance criterion based on a user’s common shared interest over multiple topics to identify potential spammers. The novelty of our proposed approach is that it does not require labelled training data like traditional classification approaches. Stage 2 uses the pairwise peer acceptance calculated for each user to generate the overall peer acceptability of a user in the community. The user is considered as a genuine user if a majority of the users accepts that user as their peer. Otherwise, he is considered a spammer. The threshold for determining the majority of users in the focused group is different from that in the diverse group.

Unsupervised learning methods do not use labelled datasets as input. The algorithms presented in this paper are pure unsupervised because these algorithms work together to detect spammers by using an un-labelled dataset, i.e., whether the users in the datasets are spammers or not is unknown. This paper proposed two algorithms. Algorithm 1 generates users’ peer acceptance based on users’ shared information interest. Algorithm 2 detects spammers based on users’ peer acceptance. Clustering (k-means algorithm), which is a typical unsupervised technique, is used to cluster users into focused group and diverse group based on their information interest distribution.

The Social Honeypot [18], HSpam14 [19] and The Fake Project [20] datasets are used to evaluate our approach. All three datasets are publicly available. Two of the best classification-based spam detection approaches were used as baseline systems to compare with our proposed approach. The results are encouraging, and our peer acceptance-based unsupervised spam detection could be a potential alternative for traditional spam detection approaches. Most importantly, it does not require labelled training datasets. Even though our results are not better than the best classifiers, they are very close to the results generated by the classification-based systems. This paper makes the following contributions.

- A new concept of peer acceptance and mutual peer acceptance is proposed to describe user interest sharing.
- A novel method to assess users’ peer acceptance based on users’ common shared interest is proposed.
• A fully unsupervised two-stage spam detection approach is proposed as a successful alternative for traditional classification-based systems.

The paper is structured as follows. Section “Related work” offers a high-level overview of supervised spam detection approaches. The section of “Our unsupervised spam detection approach” presents our proposed approach. The evaluation and experimental results are presented in Section “Experiments and evaluation”. The “Discussion” section discusses the relevant findings and observations. Section “Conclusion” concludes the research work.

Related work
Online social networks (OSNs) are flooded with social spammers. They appear in various forms such as fake accounts, fake reviews, malicious links, bulk messages. Social spammers take advantage of OSN platforms to publish malicious content, spread phishing scams and perform promotional campaigns [2, 3]. Social bots are very popular and highly influential in OSNs. But their honesty is questionable where people deploy social bots for both genuine and malicious purposes. Assenmacher et al. [21] studied the different types of social bots and their influence for the social network users. They highlighted the impact and the importance of detecting social bots in OSNs. They further investigated that, a very little amount of work is published on bot detection and detecting harmful behaviours in OSNs. De Paoli [22] investigated the importance of detecting social bot behaviours in OSNs and how to validate these behaviours and interaction between human and the social bots. Goswami et al. studied the user behaviours and users social interaction towards review fraud detection in social networks. They introduced a set of features to measure user behaviours. Their features were mainly based on user accounts with statistical measurements [23]. Malicious users often post malicious content such as fake news, spam emails, etc. Detection of malicious content will provide an indication of malicious users. Spammers are sophisticated, and they often alter their actions and spamming tactics to appear as genuine users. The popularity, structure, and user-friendliness of these OSNs generate an active platform for spammers [24, 25]. Traditional classification-based approaches for combating spammers first extract a set of features from the data collected from an OSN. Then an existing classification algorithm will be applied to build a classifier by using the extracted feature set to detect spammers. They embed malicious links/URLs in their tweets and encourage the user to click them. Due to the limited number of characters allowed in tweets with the usage of shortening URLs, tweets are highly vulnerable to spamming activities. Compared to other OSNs, Twitter spams are hard to detect [24, 26]. A labelled training dataset is mandatory for classification-based approaches. Hence, people use manual annotation or other labelling techniques to label tweets.

Neudert et al. analyzed the effect of posting spam content in real world scenarios [27]. They investigated the impact of junk news sources in three recent European election campaigns. Their study reveals the importance of detecting such behaviours and sources in real time and impact of such sources to a real campaign. Hence it is essential to analyse the post content representation to detect malicious behaviours in OSNs. Post content representation is extended for multiple dimensions with the aid of the latest
advancements in text mining technologies. Wang et al. [28] introduced a generic content-based trust model for spam detection by combining information quality attributes and text features. Yang et al. [29] developed a system that compares the posts in two different Twitter accounts. The system was further improved by Chu et al. [30] with the aid of content similarity measures. However, the content similarity was not prioritized in their approach, and they used URL based features as prominent features. Wu [31] developed a hybrid method by combining a system and neural networks. He defined spam behaviors as rules for spam detection. It is essential to identify contextual features and user behaviour based features in addition to the existing low level features [32].

The state-of-the-art approaches employed deep learning methods and similarity-based methods as optimized classifiers for spam detection [33, 34]. Kudugunta and Ferrara [35] has introduced a deep learning-based method for spam bot detection. Their method tried to minimize the number of features used for classification. They also tried to reduce the size of the training dataset used for the classification. El-Mawass et al. [36] developed a hybrid social spam detection approach using Markov Random Fields, where they used a combination of users’ features and content-based similarities. There were some semi-supervised approaches that use Matrix Factorization, where they combined the user’s content and behaviors to detect social spammers [37]. There is some work to calculate the semantic similarity between contents. Various methods were used to calculate the content similarity. Ontology-driven approaches, Hybrid approaches, feature-driven approaches, and Content-based approaches can be considered as popular methods with combined techniques to generate similarity [38]. Li et al. [33] proposed a “hyponymy” based method to calculate the semantic similarity by using the WordNet lexical database. Homophily theory states that “contact between similar people occurs at a higher rate than among dissimilar people” [9]. “The pervasive fact of homophily means that cultural, behavioral, genetic or material information that flows through networks will tend to be localized” [12]. Pirro [38] investigated about the semantic similarity approaches and concluded that statistical approaches based on the word co-occurrence had high computational complexity and that approach is not suitable for large text collections.

There are different classification algorithms such as Decision Tree [39], Artificial Neural Networks and Deep Learning models [8, 40], Support Vector Machines [41], Naïve Bayes etc. Supervised learning algorithms are applied in variety of fields such as object recognition [42, 43], object detection [40, 44, 45], image and colour analysis [46–48] and natural language processing which includes a variety of tasks such as language detection, question answering, language understanding and translations [49–51]. For spam detection many of the current OSNs use supervised learning algorithms [6, 7, 52].

Classification is the most common method for spam detection where people try to learn the classifiers using the features extracted from OSN data sets. These classification-based spam detection approaches suffered from limitations; data collection, data labelling, spam drift, imbalance datasets and data fabrication [24, 26, 38, 53]. Out of these problems, collecting and labelling data as ground truth is vital. A set of recent research works also summarizes the same set of open issues in Twitter spam detection [6, 7, 54–56]. They also highlighted another set of issues: (1) Feature selection and multi-dimensional features, (2) Adversarial machine learning attacks, (3) Biasness of the models and datasets. They remain as open issues for other classifier based approaches [57–59]. Many
OSN platforms do not allow to collect large amounts of data for research purposes. For example, Twitter allows only 1% of its network to be collected as sample data. Hence the collected datasets are usually biased and do not represent the entire social network. The most accurate method for data labelling is manual annotation. However, it is highly time-consuming and requires more human effort. Another method is blacklisting, which needs human effort and suffers from inaccuracy as well. The unavailability of labelled data or poorly labelled data will negatively effect the performance of classifiers.

Spam drifting is the problem of spammer features’ changing through the life cycle. Spammers will change their features overtime. After the datasets are collected and features are extracted, the spam features can fluctuate. Hence classifiers trained on previously collected data may not be suitable for spam detection in new datasets since these features fluctuate over time. This will badly effect dynamic spam detection over time. Moreover, to avoid detection, spammers act as benign users by imitating genuine behaviors. Spammers apply some sophisticated social engineering techniques for data fabrication. These issues of classification for spam detection encourage the need for some alternative approaches. In addition to that, the viability of classification-based technologies for dynamic spam detection over time becomes more challenging with the changing OSN trends.

Our Unsupervised spam detection approach

We present a two-stage, unsupervised approach for spam detection by using users’ information interest. People use topics (hashtags, titles, article headings) to emphasize the content and the idea of their posts in OSNs.

We assume that ordinary people often post and share similar content for same set of topics while spammers are not sharing similar content with their peers over multiple topics. For genuine users, the content of their posts is generally conformant with the topics. Spammers often insert trending topics in their posts to expand their social media reach. Posting irrelevant content for a topic is suspicious. Posting content that does not match the topic is a suspicious behaviour. We can assume that a user is a spammer if the user posts irrelevant content related to multiple topics. Further, if the content of a user’s posts is unrelated to most users regarding the same topic, we consider that the user is not interested in the topic and could be a potential spammer. Users are free to insert their hash tags based on their own understanding and they have the freedom to label themselves. Some tags are only marked by few people or even one person which makes no significance.

If an ordinary person uses a tag in his posts, the use of the tag is intentional, and the tag should be relevant to the content he posted. It could be possible that a user may have used a tag in some posts with a different understanding of the tag or a different intention to many other users. But it is hard for a genuine user to have different intentions when using tags with other users across the majority of shared topics. Our method checks all topics to ensure that a user is identified as a spammer only if the majority of the user’s posts do not contain shared content with other users. Therefore, even if a user had a different intention for a topic and is an outlier for that topic, the user may not be identified
as a spammers if the user has similar intentions with many other users for most shared topics.

There are several studies that support the above assumption. Yosukkee and Wisitponghan [60] investigated the relevance of social media messages to the topic and the content. They calculated a relevance score using bag-of-words and found that spammers tend to post irrelevant content to the topic. Several studies have shown that the spammers are posting similar content, or they have near duplicate tweets for frequent topics while ordinary people do not show such behaviours [57, 61, 62]. It is an indication that spammers post content that is irrelevant to the topic. Several studies on movie reviews investigated that, “A normal user usually has a relatively consistent attitude toward a specific movie, which means a user could be a spammer if he or she gives a completely opposite review to the same movie” [63, 64]. These studies showed that ordinary people are posting relevant content to a given topic while spammers are providing irrelevant content to a given topic.

Our aim is to identify spammers in OSNs by using users’ information interests. It is possible to use the shared information interest to assess the acceptance of an individual in a social network as perceived by others. This acceptance can be used to identify spammers in social networks. A selection of representative words extracted from all of the posts belonging to a topic can be used to represent the content of that topic. A user’s content interest can be measured by the frequency of representative words in their posts. If a user exhibits a similar information interest very similar to another user’s interest across multiple shared topics, they have a high peer acceptance. In Section “Users’ peer acceptance”, we propose a new concept, peer acceptance, to describe the interest sharing between users.

The measure of a user’s acceptance against the community is determined by the overall peer acceptability. We assume that spammers do not join an online community to share information instead they aim to post malicious messages. Therefore, our hypothesis is that spammers do not share similar content interest or have a high overall peer acceptability and that they would not be accepted by peers in the community. The common shared interest metrics used to determine overall peer acceptability can be utilized for spam detection.

Users have different interests in various topics. Some people may have very focused interests in a few topics, while others have a diverse interest over many topics. For users with diverse content interest, their content similarity could be lower. Lower content similarity leads to lower peer acceptability for such users.

If the same criterion is used to assess all users, because of the lower peer acceptability, users with diverse interest will be detected as spammers (i.e., false positive). To deal with this problem, we used clustering to separate users into two groups, “focused” and “diverse”. We applied clustering algorithms based on features derived from user’s information interest to generate the two groups of users. In this paper, a topic modelling technique is applied to generate a topic model from users’ tweets. The topic model provides users’ information interest distribution over a set of latent topics. A set of features were learnt based on the topic model. The clustering is performed based on the learnt features to generate two groups, “focused” and “diverse”.
In this paper, we propose a two-stage approach to detect spammers based on users’ peer acceptance, consisting of a clustering stage and a detection stage. Fig. 1 depicts the architecture of the two-stage spam detection approach.

In Stage 1, we perform the clustering based on user interest distribution and, in Stage 2, we do the spam detection based on peer acceptance. In Stage 1, a topic model is constructed from users’ tweets first, then the features discussed in Section “Representation of user’s information interest using LDA topic models” are extracted from the topic model to represent each user. Based on the extracted features from the topic model, users are clustered into two groups. In Stage 2, firstly, user profiles discussed in Section “Peer acceptance” are generated. Then the proposed peer-acceptance algorithm Peer-Acceptance is used to generate the pairwise peer acceptance matrix for each group separately. The last step in Stage 2 is to categorize a test user as spam or genuine by assessing the user’s peer acceptability against a threshold. If the user’s peer acceptability is below the threshold of the cluster, we detect that the user as a spammer and otherwise a genuine user. (Section “Spam detection using peer acceptance and mutual peer acceptance” and “Thresholds used in the experiment” provide detailed descriptions about the thresholds used in the approach and the derivation of these thresholds based on the experimented datasets). Section “User clustering based on interest distribution”, describes the approach for clustering, Section “Users’ peer acceptance” describes the peer acceptance model with mutual peer acceptance distance, and section “Spam detection using peer acceptance and mutual peer acceptance” describes the peer acceptance-based spam detection method.
User clustering based on interest distribution

If a person focuses on a particular topic, his attention and concentration is mainly on that topic. He often thinks, discusses, and deals with that topic rather than dealing with other topics. In social networks, they post on a few selected topics. These users are focused users. If a user deals with group or range of various topics belong to a wide variety of domains, he has a diverse interest [65]. These users often include many topics in their posts. They are diverse users. Peers may not accept such users who focus on few topics due to fewer shared topics. Thus, these focused users could be wrongly identified as spammers. Hence, use of the same peer acceptance threshold for both user groups (focused and diverse) would be biased. In our two-stage spammer detection approach, users are clustered into two groups. This section describes the steps for clustering the users into focused and diverse groups.

Representation of user’s information interest using LDA topic models

Topic modelling is a technique used to discover hidden topics of a given document collection. There are different approaches for topic modelling. LDA is a probabilistic method used to generate a probability distribution over k topics for a given document where each topic is represented by a probability distribution over words.

For LDA, each document $d_i$ is represented as a multinomial distribution $\theta_i$ over a set of latent topics, $Z = \{z_1, z_2, ..., z_k\}$, i.e., $\theta_i = \langle p(z_1|d_i), p(z_2|d_i), ..., p(z_k|d_i) \rangle$, and $p(z_j|d_i)$ indicates the proportion of topic $z_j$ in document $d_i$. $\theta_i$ is called the topic distribution for document $d_i$. Each topic $z_j$ is also a multinomial distribution $\phi_j$ over a set of words $W = \{w_1, w_2, ..., w_M\}$, $\phi_j = \langle p(w_1|z_j), p(w_2|z_j), ..., p(w_M|z_j) \rangle$, $\sum_{i=1}^{M} p(w_i|z_j) = 1$. $\phi_j$ is called the topic representation for the topic $z_j$.

A Set of users in OSN is represented as $U = \{u_1, u_2, ..., u_m\}$, where each user $u_i \in U, d_i$ is considered as one document concatenating all tweets posted by $u_i$. A topic model can be generated from the document collection $\{d_1, d_2, ..., d_m\}$. For a user $u$, the entropy of the user’s topic distribution $\theta_i$ can be used to measure the certainty of user’s interest over the topics, as defined in Eq. 1 below, for simplicity, $u$ is used instead of $d$.

$$E(u) = - \sum_{i=1}^{k} p(z_i|u) \log_2 p(z_i|u)$$  (1)

If the entropy of a user’s topic distribution is high, it indicates that the user has an evenly distributed interest over topics, meaning that the user has a diverse interest. On the other hand, a low entropy value indicates that the user is interested in a small range of topics. In addition to using the entropy of a user’s topic distribution, we adopted two other types of features proposed by [66] as the other features for the clustering. The two types of features are Global Outlier Standard Score (GOSS) and Local Outlier Standard Score (LOSS), as defined in Eqs. (2) and (3), respectively. Liu et al. originally used these features for classification, we applied them to derive our clusters.

Global Outlier Standard Score (GOSS) measures how a user’s tweet content is related to other users over a certain topic $z_k$, $x_{ik} = p(z_k|u_i)$. 
where $\mu(x_k) = \frac{\sum_m x_{ik}}{m}$ is the average topic interest to the topic $z_k$ over all users.

The value of $\text{GOSS}(x_{ik})$ indicates user $u_i$’s degree of interest to topic $z_k$. Because GOSS is normalized across all users, $\text{GOSS}(x_{ik}) \gg \text{GOSS}(x_{jk})$ indicates that the user $u_i$ is more interested in topic $z_k$ compared to user $u_j$ who is interested in the same topic. The extreme higher or lower values of $\text{GOSS}(x_{ik})$ indicates the user has a high interest or a very low interest for that topic. If we extract $K$ topics for each user, we will end up with a vector of $K$ features for each user, $\text{GOSS}(u_i) = \langle \text{GOSS}(x_{i1}), \ldots, \text{GOSS}(x_{iK}) \rangle$. Local Outlier Standard Score (LOSS) measures the content interest of a user over topics based on the user’s own contents.

$$\text{LOSS}(x_{ik}) = \frac{x_{ik} - \mu(x_i)}{\sqrt{\sum_k (x_{ik} - \mu(x_i))^2}}$$

where $\mu(x_i) = \frac{\sum_k x_{ik}}{K}$ is the average topic interest over all topics for user $u_i$. Similar to GOSS, we will have $K$ LOSS features for each user, $\text{LOSS}(u_i) = \langle \text{LOSS}(x_{i1}), \ldots, \text{LOSS}(x_{iK}) \rangle$.

**Clustering users into two groups: focused vs diverse**

Clustering is an unsupervised machine learning technique which find clusters of objects that share similar characteristics. Clustering techniques are designed to find hidden strictures in data. In clustering unlabelled objects are grouped in to clusters where objects in same cluster are similar to each other compared to objects in other clusters. In other words, data points in same cluster should have similar features while data points in different clusters have different features.

Once the features, i.e., topic entropy, GOSS features and LOSS features, were generated, a clustering method such as K-means can be used to cluster users into two groups using the $2K + 1$ topic features as a vector, denoted as $\langle \text{GOSS}(u), \text{LOSS}(u), E(u) \rangle$, to represent each user. In the experiments reported in Section "Experiments and evaluation", the topic model used 25 LDA topics. The number of topics for the LDA model is an experimental value. We used cluster evaluation metrics (Silhouette score) to analyze the quality of clustering using the different number of topics from 5 to 35. Using 25 topics achieves the best performance. We assumed that the best clustering results would be provided with the best number of topics for LDA. In the experiments reported in Section "Experiments and evaluation", the number of topics in the LDA topic model is set to 25. The group whose users have a higher average topic entropy is considered the diverse user group, while the group whose users have a lower topic entropy is considered the focused user group. For the three datasets, the entropy is higher for most of the users in cluster 1, and the users in cluster 2 have a comparably lower entropy for the topic distribution. From the distribution of the entropy, we can assume that cluster 1 consists of diverse users and cluster 2 contains more focused users. Figure 2 depicts the entropy of
the topic distribution for the first 500 users in each cluster for the social honeypot dataset, which shows that the users in cluster 1 have higher entropy values.

It should be mentioned that both clusters contain spammers as well as genuine users. For the focused cluster, the number of spam users is comparably low in all the three datasets. As described earlier, it is essential to address the nature of user's information interest. A higher entropy of a user's topic distribution indicates that the user has an evenly distributed interest over the topics meaning that the user has a diverse interest. Low entropy is an indication of the user’s interest in only some of the topics. The value of $LOSS(x_{ij})$ is an indication of the degree of user $u_i$’s interest in a certain topic $z_j$.

The extreme higher or lower values of LOSS indicate that the user is highly interested in some topic or a very low interest for that topic. Figure 3 depicts the user distribution in each cluster. We can see that both clusters consist of spam and genuine users. The number of focused users is relatively lower than that of the diverse users.

The behaviour of LOSS features is quite similar to topic entropy. The LOSS values overall topics are uneven for each focused user while they should be quite similar for each diverse user.

Figure 4 depicts the average standard deviation of LOSS value of each topic over all users in the focused cluster (i.e., cluster 2) and the diverse cluster (i.e., cluster 1). The average standard deviation of LOSS values overall topics in the diverse cluster is 0.026. It is much lower than the average standard deviation of LOSS values over all topics in the focused cluster, which is 0.104. It is evident from the figure that the focused user’s interest is focused on some topics with much higher LOSS values, which makes the standard deviation higher. On the other side, a diverse user’s LOSS feature values are similar over all topics, which makes the standard deviation of the LOSS values lower. In summary, the focused users have a lower entropy value, while the average LOSS and GOSS values are higher. For diverse users, their entropy is higher, while the average GOSS and LOSS values are lower.
Fig. 3  Distribution of users in each cluster for different datasets

Fig. 4  Average of LOSS feature across all topics in Social Honeypot dataset
Users’ peer acceptance
The content in social media posts (i.e., Tweets) covers various topics. Tweets often include hashtags to indicate the topics. We can derive a user’s information interest from the user’s tweets. To generate peer acceptance among users, we propose the following approach.

Peer acceptance
A set of users in an OSN and a set of hashtags used by the users are represented as $U = \{u_1, u_2, ..., u_m\}$ and $T = \{t_1, t_2, ..., t_n\}$, respectively. The hashtags in $T$ are frequent topics based on the percentage of tweets that contain each topic. These frequent topics are extracted from all the tweets posted by all users in $U$. Let $P_i$ be a document constructed by concatenating all the tweets posted by user $u_i \in U$. Based on word tf-idf values on the collection $\{P_1, P_2, ..., P_m\}$, the top frequent words in $P_i$, denoted as $W_i$, are selected for user $u_i$. Overall, $W = \bigcup_{u_i \in U} W_i$ contains all the frequent words for all users.

(1) Representation of user’s information interest: Users’ information interest can be reflected from their posts. Therefore, users’ posts can be used to derive each user’s information interest. From users’ posts, we can construct a tensor $CI \in \mathbb{N}^{\|U\| \times \|T\| \times \|W\|}$ to represent each user’s profile, where $CI(u_i, t_j, w_k)$ is the term frequency of $w_k$ in user $u_i$’s tweets in topic $t_j$. $\overrightarrow{CI}(u_i, t_j) \in \mathbb{N}^{\|W\|}$ is the vector to represent user $u_i$’s interest in the topic $t_j$.

(2) Representation of topics: Eq. (4) below calculates the average interest of all users in a topic $t$ (i.e., the centroid vector for topic $t$), which is derived from vectors $\overrightarrow{CI}(u_i, t)$, $i = 1, 2, ..., m$. The content of the topic $t$ can be represented by $\overrightarrow{T}_t$.

$$\overrightarrow{T}_t = \frac{1}{m} \sum_{u_i \in U} \overrightarrow{CI}(u_i, t)$$

Users often include multiple topics in their tweets. But their degree of interest to each topic might be varied. Therefore, we determine the set of most interested topics for a certain user. The topics which are similar to the topic representation $\overrightarrow{T}_t$ are deemed as the set of topics that the user is most interested in. In contrast, the topics that are dissimilar to the topic representation $\overrightarrow{T}_t$ are the topics that the user is not interested in.

Fig. 5 Variation of average content similarity distribution for spammers and genuine users
To determine the set of interested topics, we calculate the similarity between a user’s content vector of each topic and the topic centroid vector. Eq. (5) defines the user’s topic set, where \( \omega \) is a threshold of the minimum similarity.

\[
\mathcal{UT}(u) = \left\{ t | t \in T, \text{sim} (\vec{CIT}(u, t), \vec{T}_t) \geq \omega \right\}
\]  

(5)

In order to investigate the behavior of content similarity across multiple topics for spammers and genuine users, we have conducted an experiment to compare spammers and genuine users in terms of the similarity between users’ post content and the topic that the posts belong to. Figure 5 compared the average similarity of users’ content \( \vec{CIT}(u_i, t_i) \) to topic representation \( T_i \) for each topic between spammers and genuine users. The results are from the social honeypot dataset. It is evident from the figure that content similarity for the identified topics is different between the two user groups, spam and genuine. Genuine users have a higher content similarity compared to spammers over all the topics. It confirms our assumption that there is a clear difference between spammer’s and genuine user’s post contents for any given topic.

(3) Peer Acceptance based on information interest: People perceive the world with the same or different perceptions. Thus, they may have the same or different opinions/ideas about the incidents of the world. Users in a social network can partially share their information interest with other users. They may also do not share much interest with their peers. Therefore, peer acceptance aims to assess the amount of information shared from one user with another user across their common topics. We consider that the more a user shares his/her interest with another user, the more the user accepts the other user in terms of information interest. We consider that the content interest of two users for their common topics can be used to determine the peer acceptance of the two users. We define the peer acceptance of \( u_i \) to \( u_j \) as the ratio between the common interest of the acceptor \( u_j \) and the acceptee \( u_i \) across their shared topics and the acceptor \( u_j \)'s interest for all the topics of \( u_j \). Let the peer acceptance of user \( u_i \) to \( u_j \) be \( PA(u_i, u_j) \), where \( u_i \) is the acceptee of the relationship and \( u_j \) represents the acceptor, \( PA(u_i, u_j) \) is defined as follows:

\[
PA(u_i, u_j) = \frac{\sum_{t_k \in \mathcal{UT}(u_i) \cap \mathcal{UT}(u_j)} \text{sim}(T_k, CIT(u_j, t_k)) \ast \text{sim}(CIT(u_i, t_k), CIT(u_j, t_k))}{\sum_{t_k \in \mathcal{UT}(u_i)} \text{sim}(T_k, CIT(u_j, t_k))}
\]

(6)

In Eq. (6), the numerator defines user \( u_j \)'s content interest in the topics commonly shared by both users weighted by the similarity between the two users’ interests, while the denominator defines user \( u_j \)'s content interest for all the user’s topics. The steps of generating the peer acceptance among two users are explained in the Peer acceptance algorithm.
A Peer Acceptance matrix, denoted as PA, is the output of the Algorithm 1: Peer acceptance algorithm, which contains peer acceptance for each pair of users calculated using Eq. (6). For each user pair in the dataset, as described in lines 3 and 4, we generate the common topics used by both users. As described in lines 6 and 7, we sum up the content similarity between each topic and the acceptor $u_i$ as well as the content similarity between two users over all common topics. As described in lines 9 and 10, we sum up the similarity between each topic and the acceptor $u_i$ over $u_i$’s topics. Finally, the ratio between these two is considered as the peer acceptance of $u_a$ to $u_b$. The Peer acceptance matrix for all the users will be generated from algorithm 1 as the final outcome. It is asymmetric i.e., for a pair of users, $PA(u_a, u_b)$ is not necessarily the same as to $PA(u_b, u_a)$. Since peer acceptance is bi-directional, we considered the peer acceptance in one direction as well as bidirectional (mutual peer acceptance) as two separate components.

**Algorithm 1: Peer acceptance**

**Input:** User set $U$
- User content profile $CI$,
- Topic content representation $T_j$, $j = 1,...,n$,
- Representative topics for each user $UT(u_i)$, $i = 1,...,m$

**Output:** Peer Acceptance matrix $PA \in \mathbb{R}^{|U| \times |U|}$

1. for each user $u_a \in U$ do
   2. for each user $u_b \in U$ do
      3. $PA(u_a, u_b) = 0$ //initializing the Peer Acceptance
      4. $C := UT(u_a) \cap UT(u_b)$ //common topics among two users.
      5. $S_n := 0, S_d := 0$ //initial value for the numerator and denominator in Equation 6
      6. for each $t_k \in C$ do
         7. $S_n := S_n + sim(T_k, CI(u_b, t_k)) \times sim(CI(u_a, t_k), CI(u_b, t_k))$
      8. for each $t_j \in UT(u_b)$ do
         9. $S_d := S_d + sim(T_j, CI(u_b, t_j))$
      10. $PA(u_a, u_b) := \frac{S_n}{S_d}$
     11. Return $PA$

*Mutual peer acceptance*

Spammers who promote the products or services usually post near-duplicate tweets which often make these spammers seem to be genuine users because the content of their tweets is similar. Spam campaigns are the other reason for such tweets. The original HSpam14 dataset contains 71.5% of near-duplicate tweets out of 3.3 million spam tweets. Posting duplicate tweets occasionally are expected for genuine users. In contrast, for the HSpam14 dataset, only 7% of the near-duplicate tweets are posted by genuine users [61]. Genuine users may not post such near duplicate tweets. Further,
the majority of the near duplicate tweets contain the frequent hashtags that we used in the experiment. As a result of this higher content similarity, the pairwise peer acceptance will be high for users who post many near duplicate tweets. This leads us to identify users with higher content similarity with others as genuine users in the final detection. Algorithm 1 generates the peer acceptance matrix for all user pairs in the dataset. In this matrix, there are three possible pairs of user combinations. They are genuine–genuine, spam–spam, spam–genuine pairs. Peer acceptance is asymmetric, i.e., for a pair of users, PA(ua, ub) is not necessarily the same as PA(ub, ua).

To measure the difference, we define the mutual peer acceptance distance of two users as $MPAD(ua, ub) = |PA(ua, ub) − PA(ub, ua)|$. An experiment is conducted to observe the behaviour of mutual pairwise peer acceptance.

In the experiment, it is noted that the mutual peer acceptance distance $MPAD(ua, ub)$ is much smaller for spammer pairs compared to the genuine user pairs or genuine-spam pairs. In general, a pair of spammers is mutually closed to each other when compared to a genuine user pair. This is because two spammers in the same topics often post tweets with high similarity or duplicate content, which makes their mutual peer acceptance distance small. In contrast, genuine users did not exhibit such behaviour in their tweets. Figure 6 depicts the mutual pairwise peer acceptance distance in two user groups, spam and genuine, for all three user combinations (spam-spam, spam-genuine, genuine-genuine). Figure 6 shows the average mutual pairwise peer acceptance distance between user pairs of 100 randomly selected users from fake project dataset. Due to space limitation, we only randomly selected 100 users.

In fact, we conducted the experiment for all users and ensured the same behavior among all user pairs. The average mutual pairwise distances for the three groups are 0.182968, 0.186097 and 0.086125 for genuine-genuine, genuine-spam, and spam-spam, respectively. The average distances clearly show that the spam user pairs have much lower mutual peer acceptance distance than that of genuine-genuine and genuine-spam pairs.

It is clearly evident from Fig. 6 that the mutual peer acceptance distances of spammer pairs are much lower, while genuine-genuine or spam-genuine user pairs have diversified mutual pairwise distances.

A user’s mutual peer acceptance distance to the users in a cluster is calculated as below, where $c$ can be $d$ or $f$ representing the diverse or focused cluster, respectively.

![Fig. 6 Mutual Peer Acceptance for different user groups](image)
Both peer acceptance and mutual peer acceptance is used for the spam detection process.

**Spam detection using peer acceptance and mutual peer acceptance**

As depicted in Fig. 1 and explained in Section “User clustering based on interest distribution”, in the first stage of the two-stage spam detection approach, users are clustered into two groups. In Stage 2, firstly the proposed Algorithm 1 is used to generate the pairwise peer acceptance matrix for each group, separately. Secondly, for each group, three thresholds are to be generated.

- One threshold, denoted as $\beta$ in Algorithm 2 below, is used for determining the acceptance of one user by another user. For a pair of users $u_i$ and $u_j$, if $PA(u_i, u_j)$ is larger than $\beta$, we consider that user $u_j$ accepts user $u_i$.
- The second threshold, denoted as $\sigma$ in Algorithm 2, is used for identifying spammers. A person can be considered as a reliable individual, when majority of the members in the group/community accept the individual. The percentage of users in a group who accept a certain user is defined as the user’s acceptability. If a user’s acceptability is larger than $\sigma$, the user is considered as a spammer.
- The third threshold, denoted as $\alpha$ in Algorithm 2, is used to further detect spammers from the users who were considered as genuine based on $\sigma$.

The average peer acceptance for all the users in an OSN to is used to calculate the threshold $\beta$. The threshold $\sigma$ is the average entropy of interest distribution of all users in a
group. The threshold \( \alpha \) is the average pairwise peer acceptance distance of all user pairs in a group. “Thresholds used in the experiment” section provides the details about the definitions of these thresholds in this research. The last step in stage 2 is to categorize a test user as spam or genuine by assessing the user’s peer acceptability and the mutual pairwise distance against the thresholds. The user is considered as a genuine user when the peer acceptability of that user is above the threshold \( \beta \) of the cluster and otherwise, a spammer. Finally, the set of genuine users identified using the peer acceptability will go through a further detection process based on the mutual pairwise distance. Figure 7 illustrates the detail of the spam detection step in Fig. 1. Algorithm 2 below describes the steps in Stage 2. The test dataset contains new users with unseen posts. To determine which cluster, i.e., focused, or diverse, a test user belongs to, first we need to generate the user’s LDA topic distribution based on which to calculate the user’s topic entropy, GOSS and LOSS features. These features form a vector which is used to determine the cluster to which the user belongs based on the similarity between the user’s feature vector and the cluster centroid.

To generate a test user’s LDA topic distribution, all the posts of the user are concatenated to form a document. The method proposed by (Hoffman et al. [67]) was used to generate the topic distribution for an unseen document based on an existing topic model. In this paper, the Genism package (Radim and SOJKA 2010) which implemented the method in (Hoffman et al. 67) and the topic model generated in stage 1 from the training users are used to generate the topic distribution for each test user, which is calculated in line 7 in Algorithm 2. Once the LDA topic distribution is generated for a test user, the topic Entropy, GOSS and LOSS features are calculated (line 8 in Algorithm 2). The similarity between the centroid vector of each cluster and the test user’s feature vector is calculated and the user is assigned to the cluster, which is closer, as described in lines 9 and 10 in Algorithm 2.

The decision about whether the test user is a spammer or a genuine user is made based on the percentage of users in the assigned cluster who would accept the test user. Before we determine whether the test user is a genuine user or a spammer, we first determine the percentage of users in the assigned cluster who would accept the test user, then make the decision based on the percentage. This percentage is called the test user’s peer acceptability, which is calculated in lines 11 to 15 in Algorithm 2. Next, the test user’s peer acceptability is compared against the cluster spam threshold \( \sigma \). It is to determine the user as a genuine user or a spammer. As shown in line 16 in Algorithm 2, if the peer acceptability of the test user is lower than the spam threshold \( \sigma \) of the cluster, we consider that the user is a spammer and otherwise a genuine user.
Algorithm 2: Spam Detection based on Peer Acceptance

Input: Focused training user cluster \( U_f \) and diverse training user cluster \( U_d \)

- Topic feature vector of each user \( u \) in \( U_f \cup U_d \),
- \( \langle GOSS(u), LOSS(u), E(u) \rangle \)
- Training user content profile \( CT_i \)
- User topic set \( UT_i \)
- Test dataset \( U_T \)

Output: User detection: Spam or Genuine

1. Generate peer acceptance matrix \( PA_d \), \( PA_f \) for each cluster by calling Algorithm 1.
2. Generate the average topic entropy of each cluster, \( \sigma_d \) and \( \sigma_f \)
3. Generate the average pairwise peer acceptance of each cluster, \( \beta_d \), \( \beta_f \)
4. Generate the average pairwise peer acceptance distance for each cluster, \( \alpha_d \), \( \alpha_f \)
5. Calculate centroid vector \( \mathbf{L}_f \) and \( \mathbf{L}_d \) based on the topic feature vectors of users in the focused cluster and the diverse cluster, respectively
6. for each test user \( u \in U_T \) do
7. Generate \( u \)'s topic distribution using the method proposed in Hoffman et al., [66]
8. Generate \( u \)'s topic feature vector \( \mathbf{L}_u = \langle GOSS(u), LOSS(u), E(u) \rangle \)
9. \( S_f := \text{sim}(\mathbf{L}_u, \mathbf{L}_f) \) AND \( S_d := \text{sim}(\mathbf{L}_u, \mathbf{L}_d) \)
10. if \( S_f > S_d \) then
    11. Assign \( u \) to Focused Cluster, \( c := "f" \)
    12. else
    13. Assign \( u \) to Diverse Cluster, \( c := "d" \)
    14. \( Num_{accept} := 0 \)
    15. for each user \( v \) in the assigned cluster \( U_c \) do
    16. if \( PA_c(u, v) \geq \beta_c \) then
        17. \( Num_{accept} := Num_{accept} + 1 \)
        18. \( Acceptability := \frac{Num_{Accept}}{|U_c|} \)
    19. if \( Acceptability < \sigma_c \) then
        20. \( u \) is a spammer
    21. else
        22. Generate \( MPAD_c(u) \)
        23. if \( MPAD_c(u) > \alpha_c \) then
            24. \( u \) is a Genuine User
        25. else
            26. \( u \) is a spammer

There is a possibility that, the identified genuine users may contain spammers. This is because some spammers post near duplicate tweets. As a result of the near duplicate tweets, their peer acceptability will be high. To address this limitation, for each of the genuine users identified at line 16 of the algorithm, we generate the mutual peer
acceptance distance, $MPAD_c(u)$. An experimental threshold $\alpha$ is used to distinguish the spammers from genuine users based on the mutual peer acceptance distance. As illustrated in Fig. 7, in the spam detection process for a test user, a user is considered as a genuine user only if both the user’s peer acceptability and the mutual peer acceptance distance are higher than the respective threshold.

**Experiments and evaluation**

Our unsupervised spam detection approach detects spammers based on users’ peer acceptability and mutual peer acceptance distance, calculated using our proposed algorithms. The overall performance of the proposed approach achieved an accuracy of 0.969 for the Fake project dataset, which is very close to the accuracy obtained by using traditional classification-based methods. This section will report the experiments and evaluation results.

**Datasets and criteria for evaluation**

We use three public datasets for our evaluation.

Each dataset is pre-processed by cleaning missing values and NULL values, removing links and non-English content. Stop words and special characters were also removed except for # and @ characters. Then we selected a set of frequent hashtags as topics. The users who used frequent hashtags in their tweets and have posted at least 25 tweets were chosen to form the user set $U$.

- **Social Honey Pot [18]**: The dataset was collected in 2010. It contains labelled users and their tweets for both genuine and spam users. The experiment uses, 1328 genuine users and 841 spammers.

- **HSpam14 million Tweets-HSpam14 [19]**: The dataset was published in 2015. A combined approach of human annotation with popular classification algorithms was used to label the tweets. In our experiment, if a user had over 30% of spam tweets, we labelled them as a spammer and otherwise a genuine user. We used 1450 genuine users and 750 spammers in our experiment.

- **The Fake Project dataset [20]**: Institute of Informatics and Telematics of the Italian National Research Council (CNR) released this dataset in 2017 with both twitter spambots and genuine accounts. We used 989 genuine users and 574 spammers in our experiment. The dataset is prepared by removing non-English tweets and filtering users with a fewer number of posts.

**Thresholds used in the experiment**

There are three different experimental thresholds used in our approach. Each threshold is experimentally tested based on the best detection accuracy. For the two clusters, focused and diverse, the threshold values can be different. The first set of thresholds, $\beta_f$ and $\beta_d$, is designed to determine the peer acceptance among two users. The test user is considered to be accepted by a user in the assigned cluster if the test user’s peer acceptance with the user is above the average pairwise peer acceptance of all users in the cluster. Therefore, we set $\beta_f$ and $\beta_d$ to be the average pairwise peer acceptance of the users in
the two clusters, respectively. Let $U_f$ and $U_d$ denote the focused and diverse clusters, $PA_f$ and $PA_d$ be the pairwise peer acceptance matrix of the two clusters, respectively, $\beta_f$ and $\beta_d$ can be calculated as follows:

$$
\beta_f = \frac{\sum_{u \in U_f} \sum_{v \in U_f} PA_f(u, v)}{|U_f|^2}, \beta_d = \frac{\sum_{u \in U_d} \sum_{v \in U_d} PA_d(u, v)}{|U_d|^2}
$$

(8)

The second set of thresholds, i.e., the spam threshold $\sigma_d$ and $\sigma_f$, used for determining spammers based on the overall acceptability of the user. To determine the type of the user (spam or genuine), the test user’s peer acceptability is compared against the cluster spam threshold. As shown in line 16 in Algorithm 2, a user is considered as genuine, if the peer acceptability of the test user is above the spam threshold of the cluster, and otherwise the user is a spammer.

The entropy of a user’s topic distribution can be used to measure the certainty of user’s interest over the group of topics. Usually, focused users may be interested in a few topics and may share less topics with other users in the focused cluster, hence the acceptability value is relatively lower. On the other hand, diverse users are interested in many topics, and thus, they can share many topics with other users in the diverse cluster. Therefore, the users in the diverse cluster may have relatively higher acceptability values. So, we cannot use a unified threshold for users in the two groups. Fortunately, the content interest can be reflected by the entropy of topic distributions. For focused users, their content interest is uneven over topics, which makes their entropy of topic distribution lower. On the other hand, for diverse users, their topic entropy is higher because their topic distribution is even. This behavior is consistent with the acceptability of the two user groups. In this research, we use the average topic entropy of the users in a cluster as the spam threshold of the cluster to determine whether a user in the cluster is a spammer or not. $\sigma_d$ and $\sigma_f$ can be calculated as follows:

$$
\sigma_d = \frac{\sum_{u \in U_d} \left(-\sum_{i=1}^{k} p(Z_i|u) \log_2 p(Z_i|u) \right)}{|U_d|^2}, \sigma_f = \frac{\sum_{u \in U_f} \left(-\sum_{i=1}^{k} p(Z_i|u) \log_2 p(Z_i|u) \right)}{|U_f|^2}
$$

(9)

The third set of thresholds, $\alpha_d$ and $\alpha_f$, is designed to detect spammers by using the mutual peer acceptance distance. The spam detection in stage 2 suffered from the problem of higher false-negative due to the high content similarity among spam campaigns. To address this problem, we introduced the mutual pairwise acceptance distance as the last part of Algorithm 2. It identifies spammers from the users who have been wrongly categorized as ‘genuine’ by the previous step (Line 16) of Algorithm 2. It is the main cause for the high false negatives. To this end, the average pairwise peer acceptance distance of users in each cluster is used as a threshold to detect spammers in each cluster. Let $\alpha_d$ and $\alpha_f$ denote the average pairwise peer acceptance distance for the diverse and focused clusters, respectively, $\alpha_d$ and $\alpha_f$ are calculated as follows:

$$
\alpha_d = \frac{\sum_{u \in U_d} \sum_{v \in U_d} MPAD(u, v)}{|U_d|^2}, \alpha_f = \frac{\sum_{u \in U_f} \sum_{v \in U_f} MPAD(u, v)}{|U_f|^2}
$$

(10)
Methodology
In this paper, we propose methods to extract features from users’ tweets that represent users’ information interests. Based on that users are divided into ‘focused’ and ‘diverse’ groups using clustering techniques. We then proposed methods to assess users’ peer-acceptance based on the users’ common information interests across different topics. Finally, we proposed an approach to identify spammers based on users’ peer-acceptability. The evaluation of our approach is conducted in two parts as described below.

- First, we evaluate the features for deriving the focused and diverse user groups. Our objective was to prove the suitability of the selected features for user clustering. Three sets of features can be used for the clustering: GOSS, LOSS, and entropy features. There are multiple feature combinations possible for user clustering and the clustering quality can be different using different feature combinations. In the Section “Feature selection and Impact of clustering on spam detection”, we use two evaluation metrics, the Silhouette Coefficient and the Davis Bouldin Score, to evaluate the quality of clusters for different feature combinations to determine the best feature combination.

- Then, we evaluate the performance of the proposed spam detection approach. We use the evaluation metrics, Accuracy, Precision, Recall and F-measure. Let TP denote true positive which is the number of correctly identified spammers, TN denote true negative, which is the number of correctly identified genuine users, FP denote false positive which is the number of genuine users who are wrongly identified as spammers, and FN denote false negative which is the number of spammers who are wrongly identified as genuine users. The four evaluation metrics are defined below:

\[
\begin{align*}
\text{Accuracy} & = \frac{TP + TN}{TP + TN + FP + FN} \\
\text{Precision} & = \frac{TP}{TP + FP} \\
\text{Recall} & = \frac{TP}{TP + FN} \\
F1 & = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\end{align*}
\]

Feature selection and impact of clustering on spam detection
In the proposed approach, users are clustered into two groups, diverse and focused groups. It is essential to select the best set of features for clustering by evaluating the quality of the clusters generated using different sets of features. We used three main criteria to measure the impact of clustering (with different feature combinations) on spam detection.

- Cluster quality evaluation metrics
- Accuracy of spam detection
- Average number of common topics

(1) Cluster quality evaluation metrics
In our experiment, the quality of clustering is evaluated by using two cluster quality evaluation metrics, Silhouette Coefficient [68] and the Davis Bouldin index [69]. The Davis-Bouldin Index evaluates intra-cluster similarity and inter-cluster differences where a lower score would provide a better clustering. The Silhouette Index measures how similar an object to its own cluster compared to other clusters. The higher Silhouette coefficient value would define a better clustering.

In our approach, we have three features to choose, which are the entropy of user topic distribution, LOSS and GOSS, as discussed in Section “Representation of user’s information interest using LDA topic models”. We tested different feature combinations for all the three datasets and used the two metrics to evaluate the quality of clustering. Table 1 provides the evaluation result for each feature combinations. The best result for each dataset is highlighted in bold.

Based on the clustering quality, from Table 1 we can see the LOSS + Entropy would be the best feature combination for clustering the users for Fake Project and HSpam14 datasets because these two features depend on the user’s own content while GOSS depends on other users’ content. Nevertheless, for the social honeypot dataset, the best feature combination for clustering is all the three features, i.e., LOSS + GOSS + entropy.

(2) Accuracy of spam detection The main purpose of clustering is to improve the detection results. Hence it is important to analyse how each feature combination would effect detection. Table 2 provides the detection performance results generated by our proposed unsupervised spam detection approach for each dataset under different feature combinations. The best detection accuracy results are achieved by using all three features, i.e., GOSS + LOSS + Entropy, as highlighted in Table 2.

(3) Average number of common topics We analysed the average number of common topics among the users in each cluster created based on different feature combinations. Table 3 contains the average number of common topics for each cluster with different feature combinations. The number of common topics effects the detection

### Table 1  Results of cluster quality evaluation metrics

| Dataset         | Features          | Silhouette coefficient | Davis Bouldin Score |
|-----------------|-------------------|------------------------|---------------------|
| Social Honeypot | GOSS + LOSS       | 0.185440031            | 3.547088595         |
|                 | GOSS + LOSS + Entropy | 0.148410937         | 3.547088595         |
|                 | LOSS + Entropy    | 0.171822136            | 3.125462915         |
|                 | LOSS + Entropy    | 0.148410937            | 3.547088595         |
| The Fake Project| GOSS + LOSS       | 0.171869530            | 3.244455815         |
|                 | GOSS + LOSS + Entropy | 0.170521355         | 3.167808666         |
|                 | GOSS + Entropy    | 0.171822136            | 3.125462915         |
|                 | LOSS + Entropy    | 0.180362480            | 2.941402933         |
| HSpam14         | GOSS + LOSS       | 0.158961042            | 2.73569256          |
|                 | GOSS + LOSS + Entropy | 0.129411538         | 2.51342332          |
|                 | LOSS + Entropy    | 0.172345361            | 2.49823176          |
The clustering with higher number of common topics would give better detection results. Table 3 shows that the highest numbers of average common topics are from the combination of three features.

Out of the three criteria used, the combination of three features is the best for two of them. (Average number of common topics and accuracy of spam detection). Since two of the evaluation criteria was in favour of three feature combination, we choose the combination of GOSS + LOSS + Entropy, for clustering in our approach.

### Evaluation of spam detection

The users’ peer acceptance, calculated using Algorithm 1, is a basic measurement which can be used to detect spammers. To reduce the bias in user peer acceptance caused by users’ different interest diversity, users are clustered into focused and diverse groups.

### Table 2 Detection results for cluster feature combinations

| Dataset          | Features               | Accuracy | Precision | Recall |
|------------------|------------------------|----------|-----------|--------|
| Social Honeypot  | GOSS + LOSS            | 0.934    | 0.92      | 0.91   |
|                  | GOSS + LOSS + Entropy  | **0.967**| **0.96**  | **0.95**|
|                  | GOSS + Entropy         | 0.927    | 0.91      | 0.90   |
|                  | LOSS + Entropy         | 0.950    | 0.94      | 0.93   |
| The Fake Project | GOSS + LOSS            | 0.954    | 0.94      | 0.93   |
|                  | GOSS + LOSS + Entropy  | **0.969**| **0.95**  | **0.96**|
|                  | GOSS + Entropy         | 0.947    | 0.94      | 0.91   |
|                  | LOSS + Entropy         | 0.955    | 0.95      | 0.93   |
| HSpam14          | GOSS + LOSS            | 0.927    | 0.91      | 0.88   |
|                  | GOSS + LOSS + Entropy  | **0.949**| **0.92**  | **0.93**|
|                  | GOSS + Entropy         | 0.923    | 0.91      | 0.86   |
|                  | LOSS + Entropy         | 0.937    | 0.92      | 0.89   |

### Table 3 Number of average common topics for different feature combination

| Dataset          | Features               | Average number of common topics | Focused | Diverse |
|------------------|------------------------|---------------------------------|---------|---------|
| Social Honeypot  | GOSS + LOSS            | 15                              | 14      |         |
|                  | GOSS + LOSS + Entropy  | **18**                          | 17      |         |
|                  | GOSS + Entropy         | 17                              | 15      |         |
|                  | LOSS + Entropy         | 18                              | 16      |         |
| The Fake Project | GOSS + LOSS            | 18                              | 16      |         |
|                  | GOSS + LOSS + Entropy  | **22**                          | 19      |         |
|                  | GOSS + Entropy         | 16                              | 14      |         |
|                  | LOSS + Entropy         | 20                              | 17      |         |
| HSpam14          | GOSS + LOSS            | 21                              | 16      |         |
|                  | GOSS + LOSS + Entropy  | **24**                          | 18      |         |
|                  | GOSS + Entropy         | 20                              | 15      |         |
|                  | LOSS + Entropy         | 23                              | 18      |         |
Integrated with clustering, the spam detection based on peer acceptance can increase the detection accuracy by 6 percent compared to the detection accuracy achieved by using the peer acceptance only, according to our experimental results to be reported below. As discussed in Section “Mutual peer acceptance”, in order to address the high false negative problem caused by high content similarity in spam posts, the mutual peer acceptance distance is used to further differentiate spammers from genuine users. In this section, the effect to spam detection by using the peer acceptance, clustering, and the mutual peer acceptance distance will be evaluated separately. Accordingly, we have three proposed models to be evaluated in this section:

- SDPA: Spam Detection based on Peer Acceptance
- SDPAC: Spam Detection based on Peer Acceptance with Clustering
- SDPACM: Spam Detection based on Peer Acceptance with Clustering and Mutual peer acceptance distance

Two classification-based systems and K-means clustering algorithm as an unsupervised algorithm were chosen as the baseline models for the evaluation.

- DNNBD: Deep Neural Networks for Bot Detection [35].
- SMD: Seven Months with the Devils [18].
- K-mean: K-means clustering algorithm.

Both systems used different supervised classification-based approaches with various feature combinations for their detection. We tested DNNBD for their best performing model (AdaBoost Classifier With SMOTENN). Compared to the results mentioned in the paper, the results we obtained for our own implementation is little lower. We think that this due to the selection of a subset of users from the original dataset with a smaller
number of tweets. Original dataset has more spammers than genuine users and contains many non-English tweets. 10-fold cross-validation is used in the experiments. When selecting clustering algorithms as a baseline, we used both DBScan and K-Means where K-means gave us a better result compared to DBScan. Tables 4, 5, 6, 7 provide the experiment results for the three datasets. The results are generated based on 90%:10% training to testing separation. From the results, we can see, peer acceptance alone (i.e., model SDPA) did not provide a higher accuracy where the accuracy is between 84–88% in all three datasets. The analysis of results indicated that false positives are higher. This is due to the diversified content interest in users. Both spam and genuine users have a diversified content interest. But the genuine users have a higher diversified content interest compared to spammers. To address this limitation, we extended our model with clustering. Using peer acceptance plus clustering (i.e., model SDPAC), we were able to increase the accuracy of the detection by around 5–7% by eliminating a set of false positives. The model is further extended by integrating the mutual pairwise distance, which is the SDPACM model. The accuracy of the SDPACM model is 0.967, 0.969, and 0.949 for the three datasets, respectively, which are quite close to the best performance achieved by the classification-based model SMD. Using peer acceptance and clustering plus mutual peer acceptance distance (model SDPACM), we were able to increase the accuracy around 4–5% by eliminating a set of false negatives. Table 7 provides the comparison of results with the two classification-based baseline systems DNNBD and SMD.

### Table 6 Results of spam detection for Hspam14 dataset

| Model       | Accuracy | Precision | Recall | F-measure |
|-------------|----------|-----------|--------|-----------|
| SDPA        | 0.840    | 0.75      | 0.80   | 0.77      |
| SDPAC       | 0.900    | 0.86      | 0.84   | 0.85      |
| Improvement% (SDPA → SDPAC) | 7.1% | 14.7% | 5.0% | 10.4% |
| SDPACM      | 0.949    | 0.92      | 0.93   | 0.93      |
| Improvement% (SDPAC → SDPACM) | 5.4% | 7.0% | 10.7% | 9.4% |

### Table 7 Results comparison with the baseline models

| Dataset       | Model  | Accuracy | Precision | Recall | F-measure |
|---------------|--------|----------|-----------|--------|-----------|
| Social Honeypot | SDPACM | 0.967    | 0.96      | 0.95   | 0.96      |
|               | DNNBD  | 0.975    | 0.96      | 0.95   | 0.96      |
|               | SMD    | 0.982    | 0.97      | 0.98   | 0.98      |
|               | K-Means| 0.704    | 0.53      | 0.48   | 0.50      |
| The Fake Project | SDPACM | 0.969    | 0.95      | 0.96   | 0.96      |
|               | DNNBD  | 0.979    | 0.98      | 0.97   | 0.98      |
|               | SMD    | 0.984    | 0.99      | 0.98   | 0.98      |
|               | K-Means| 0.796    | 0.57      | 0.89   | 0.70      |
| Hspam14       | SDPACM | 0.949    | 0.92      | 0.93   | 0.93      |
|               | DNNBD  | 0.977    | 0.96      | 0.97   | 0.96      |
|               | SMD    | 0.978    | 0.98      | 0.95   | 0.97      |
|               | K-Means| 0.662    | 0.63      | 0.49   | 0.65      |
Even though the performances are not better than the baseline systems, they are much closer to the classifiers’ results. The gap is less than 3% for all three datasets.

The Precision improvement is 10–15 % while Recall improvement is 9–10% for all three datasets. It is evident from the improvements that false positives are reduced by SDPAC, and False negatives are reduced by SDPACM.

Figure 8 depicts the comparison of results obtained for three datasets for three different models introduced in our approach.

**Discussion**

The approach introduced in this paper is a pure unsupervised model for spam detection which does not require a labelled dataset. It can be considered as a successful alternative for traditional supervised spam detection techniques. One novelty of the paper is the introduction of the new concept of Peer Acceptance into spam detection models. Peer acceptance is a widely recognized concept in areas of sociology and psychology [5, 12, 13]. It is the first time that the peer acceptance concept is used in spam detection models. People often believe reliable users and their post contents [70, 71]. Our peer acceptance methods can be extended to find reliable users and their posts. Moreover, the proposed approach can be modified to determine the change of user’s content interest overtime so that it can be utilized to address the spam drifting problem. The discussion includes details and observations on peer acceptance, clustering and the features used to cluster users.

**Peer acceptance based on shared information interest**

The research is based on the assumption that “genuine users’ post content is consistent with the topic of the posts”. Therefore, a set of users who used the same topic should have a consistent posting behaviour, and their post content should be relevant to the topic. The same consistent behaviour should exist over multiple topics. Spammers’ behaviour is inconsistent across multiple topics. Spammers often insert frequent topics of the social network to increase their reachability. Thus, spammers post relevant content to some topics while a majority of their post content is irrelevant to the topic.
of the post. We generate our peer acceptance model based on this assumption and our observation of users’ behavior reflected in the datasets. Peers will reject a user who displays contradictory common shared interest across multiple topics. Thus, that user is considered as a suspicious user in the network. We used the overall peer acceptability of a user to identify spammers in a social network. There are multiple thresholds used in our approach. For the pairwise peer acceptance threshold $\beta_f$ and $\beta_d$, we used the average peer acceptance of the users in each cluster because it is an indication of the average content interest change over multiple topics of the users in the same cluster. For the overall peer acceptability threshold $\sigma_f$ and $\sigma_d$, we used the average entropy of the users’ topic distribution in a cluster. The entropy is higher for the diverse users and it is low for the focused users. Our unsupervised spam detection approach would be a competitive alternative to existing supervised classification-based spam detection approaches. Traditional supervised spam detection approaches require large training datasets. Our approach is unique in that it does not include any labelled datasets. This is vital for spam detection approaches where spammers change their behaviors over time. Further analysis of the results indicates that a set of genuine users have detected as spammers which made a set of higher false positives.

We strongly believe that the presence of false positives might be due to the following reasons.

- Being a member of the social network, some users post a smaller number of posts and they use fewer topics in their post content. They may have focused on only a few topics. Since they do not have much content to be shared with other users, the pairwise peer acceptance will be very low. As a result, they have a low level of peer acceptance in the social network. Thus, they will become unreliable to many of their peers and hence considered as spammers.
- We believe that these users are isolated users with less social interactions in the social network. But often they are not spammers. It is difficult to calculate the shared information interest for such users. We tried to address this problem to a certain extent by introducing clustering before applying peer acceptance.

The clustering will separate the users into focused and diverse clusters where we employ different thresholds to calculate the peer acceptability of users in each cluster. Frequent words and their synonyms are used to represent the user’s content. An enhanced content representation can be used to improve the accuracy of the detection. As a result of diversified content and topic usage in social media interactions, there were topics with a few frequent words. Empirical results show that the representation of such topics is not strong compared to topics with more frequent words. For the users who used those topics, their content similarity would be high. As a result, they ended up with a higher peer acceptability with other users in the same cluster. The analysis of such users shows that they have used similar or closely related contents under the same topic. Spammers tend to send the same spam message or content with different frequent topics used in the social network. To address this problem, we have used the mutual peer acceptance distance. The analysis shows that spammer pairs have a lower mutual peer acceptance distance compared to genuine user pairs or genuine-spam user pairs.
Two-stage approach for spam detection

The common shared interest-based peer acceptance is used for spam detection in the early stage of our approach. The detection accuracies were around 84-88%. To handle the higher false negatives and false positives we had in stage one, the approach was extended with another stage. Stage 2 addresses the problem of higher false positives of genuine users identified as spammers. The analysis indicates that the approach can be biased when a user does not have many topics used in their posts. This results in a smaller number of common topics between pairs of users. Some other users may have interested in very few selected areas where their topic usage is very low. Hence, we have extended our approach to determine the user’s topic interest to avoid bias in the proposed approach. An LDA based topic model is used for clustering. The clustering was essential to determine whether a user’s information interest is diverse or focused. The feature selection for clustering was challenging since we need to design content-based features which can be used to detect the user’s focused or diverse interest. Among the three features used for clustering, entropy is directly related to the user’s content distribution. Higher entropy of topic distribution indicates that the user has an evenly distributed interest over the topics, while users who have a diverse interest show lower entropy of their topic distribution, indicating that the user is interested in some of the topics, but not in the others. Such users are focused users who are only interested in very few topics. The results of the clustering evaluation were in favor of features LOSS and Entropy. However, for Social the Honeypot dataset, GOSS + LOSS + Entropy were the best features for clustering. Further, we analyzed the same feature combinations for the detection results. The detection accuracies indicate that the best results are obtained by using a combination of the three features, LOSS, GOSS, and Entropy. Even though the cluster quality is in favor of LOSS + Entropy, we achieved higher results for a combination of three features. Since the detection is most important, we choose all three features for the clustering. In Stage 2, the problem of higher false negatives due to higher content similarity by spam users was also addressed. We used the mutual pairwise peer acceptance to filter some spammers who were identified as genuine users by using peer acceptance only.

Datasets for experiments

The datasets used for the experiments are publicly available datasets. We had a filtering criterion for our experiments. By analyzing the post distribution in each dataset, we set a filter of the minimum number of posts. Some users in the data set have very few posts, and they were removed from the dataset. At the same time, spammers’ posts are often higher than the genuine users. The average post count is high for spammers in all three datasets. The frequent topics in all three datasets were not evenly distributed among two user groups. Some topics were mainly used by the spammers. It is essential to have a considerable amount of post content for content profiles. In the topic selection, we considered a minimum of five common topics for each user. The datasets were labelled using a set of non-content features such as follower/followee count, number of URLs, account features etc. This has negatively impacted on our experiments. Because our features are totally content-based, and the
detection is also done on content-based features. The usage of hashtags in the dataset was also a concern for the experiments. Spammers have a higher usage of hashtags compared to genuine users in their posts.

**Impact of mutual peer acceptance distance (MPAD)**

Analysis indicates that the mutual peer acceptance for genuine-genuine or spam-genuine users are highly diversified, and their average MPAD is much higher compared to the spam-spam user group. Such a diversified average distance is expected since their content is different. As mentioned earlier, this behavior does not exist in spammer pairs due to their similar content usage. Compared to the peer acceptability of a user, MPAD is not such a strong filter to identify spammers. This is due to the variation of the spam content usage. Spam groups or campaigns often use similar or near duplicate tweets. At the same time, there are some other spammers who did not exhibit such behaviors. Further, compared to genuine-genuine and spam-genuine pairs, the spam-spam group shows a much smaller average distance. Hence, we used that as a measure to detect spammers in our final stage. The strength of this measure could be reduced with a more diversified set of spammers present in the community. According to our investigation, this measure is useful since the first two stages of the approach also try to distinguish the spammers from genuine users. The results indicate that MPA + PA could be still useful as a feature for spam campaign detection.

**Algorithm complexity**

Algorithm 1 generates the peer acceptance matrix which provides the peer acceptance values between every pair of users. For a dataset with \( m \) users and \( c \) chosen hashtags, the algorithm complexity is \( O(cm^2) \). Not losing generality, we can treat \( c \) as a constant number once the frequent hashtags are determined. In this case, the complexity of Algorithm 1 is \( O(m^2) \).

The LDA topic modelling method was used to generate user interest representations based on which users are grouped into the focused and diverse clusters. The complexity of the LDA method is \( O(km) \) [72] where \( k \) is the number of topics and \( m \) is the number of users.

Algorithm 2 is for spammer detection. At the beginning of Algorithm 2, Algorithm 1 is called to generate the user peer acceptance matrix with complexity of \( O(m^2) \). For each testing user, the users in either the focused or the diverse cluster will be compared with the testing user to determine whether the testing user is a spammer or not. At the worst case, the complexity of this part is \( O(m^2) \). Overall, the complexity of Algorithm 2 would be \( O(m^2) \).

**Conclusion**

A novel two-stage unsupervised spam detection approach is introduced in the research. User’s information interest is derived through users’ post content. Peer acceptance of a user in an OSN is derived from the user’s information interest, and it is used to detect spammers. Notably, no labelled training datasets are needed for our method. Three publicly available datasets were used for experiments, and results were compared with two
of the best classification-based systems. The results are close, and the highest accuracy achieved is 96.9%. It is much closer to the best performance of the classification-based system with an accuracy of 98.4%. We received a promising set of results. As per our investigation, the inaccuracy is due to misrepresentation of users with fewer topics. In our approach, we used frequent words with synonyms to represent the user’s information interest. Set of users are often considered dissimilar to other users since they use very few topics and have not shared much of the content with users. Such users will be considered unacceptable to their peers in the final detection. We assume, genuine users have a higher shared information interest compared to spammers. The overall peer acceptability of a spammer should be lower. In an extreme situation where an ordinary person has a different mindset to the common opinion in all or the majority of his topics, the system may incorrectly identify that user as a spammer. But when the number of topics used is large, probability of such a situation is very low. Though we tested our approach only with Twitter, the same approach can be used in any other online social networks. The advantages of the system can be described as follows. The approach does not require labelled dataset. Since it is unsupervised, a new training model is not required when the data is changed. Our approach is a pure content-based approach with a limited set of features. Finally it delivers a pure unsupervised approach for spammer detection.
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