A Comparative Study of Ensemble Classifiers for Paddy Blast Disease Prediction Model
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Abstract—Paddy blast has become most epidemic disease in many rice growing countries. Various statistical methods have been used for the prediction of paddy blast but previously used methods failed in predicting diseases with good accuracy. However the need to develop new model that considers both weather factors and non weather data called blast disease data that influences paddy disease to grow. Given this point we developed ensemble classifier based paddy disease prediction model taking weather data from January 2013 to December 2019 from Agricultural and Horticulture Research Station Kathalgere Davangere District. For the predictive model we collected 7 kinds of weather data and 7 kinds of disease related data that includes Minimum Temperature, Maximum Temperature, Temperature Difference, Relative Humidity, Stages of Paddy Cultivation, Varieties of seeds, Season of cropping and so on. It is observed and analyzed that Minimum Temperature, Humidity and Rainfall has huge correlation with occurrence of disease. Since some of the variables are non numeric to convert them to numeric data one hot encoding approach is followed and to improve efficiency of ensemble classifiers 4 different filter based features selection methods are used such as Pearson’s correlation, Mutual Information, ANNOVA F Value, Chi Square. Three different ensemble classifiers are used as predictive models and classifiers are compared it is observed that Bagging ensemble technique has achieved accuracy of 98% compared to Adaboost of 97% and Voting classifier of 88%. Other classification metrics are used evaluate different classifiers like precision, recall, F1 Score, ROC and precision recall score. Our proposed ensemble classifiers for paddy blast disease prediction has achieved high precision and high recall but when the solutions of model are closely looked bagging classifier is better compared to other ensemble classifiers that are proposed in predicting paddy blast disease.
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I. INTRODUCTION

Rice is the main food crop of India and one of the country’s utmost critical agricultural commodities. It is estimated that Paddy has occupied the principal position in Indian Agriculture with 24% of gross cropped area of the country. It contributes total of 42% of total food grain production and 45% of total ceralac production of the country. Karnataka is the one among major rice growing states in the India. In Karnataka state it is grown under a variety of soil, temperature and Rainfall.

Production of paddy has been challenged task nowadays by the recent changes in production of crop and occurrence of disease. Extensive management of crop including large use fertilization, flooding and further uninterrupted mixed farming helps paddy in development of pathogens from one crop to another. Host Presence, Infected Seeds, and unclean cultivation are also major factors of disease spreading. Close planting of paddy along with increase in humidity and decrease in temperature acts as a favourable condition for disease to spread. Loss of paddy production are also due to diseases diversified depending on season, environmental conditions and various cultivation practices.

Paddy yields in India fluctuate from year to year repeatedly as a result of uneven climate or sometimes due to destruction from major diseases and pests. Atmospheric weakness resulting from a changing climate is greatly correlated with the development of Paddy diseases. Owing to the degree and range of these changes are very indefinite, the forecasting of Atmospheric change effecting on these rice pathosystems is difficult and unproven.

Paddy blast, precipitate by the fungus M. grisea is the major of all Paddy diseases and is scattered throughout the globe.
can damage any organ of rice plant and the plants get the maximum disease at tillering stage. Blast is found in average of 80 countries throughout the globe. Its first incident was in china and was known as fever disease.

Paddy blast causes very huge loss of upto 90% and above. Losses of 20-25% intensity were recorded in Mandya District of Karnataka(2013-2015), 26-50% intensity were recorded in Mysore District(2013-2015), 5-10% intensity in Shivamogga,Davangere and Bellary Districts (2013-2015) [1].

For the Previous 20 years magnificant forwards have been made in studying Blast Disease. Problem of disease is mainly in Kharif Season even disease has equal proportion in irrigated region also . This blast disease is also associated with nutrition imbalances when nitrogen nutrient is less.

Forewarning model based on the relationship between the atmospheric conditions , variety of seeds grown in particular region report date of occurrence of same disease in previous years severity of the disease in previous years could be used to control management results. If a good prediction model is developed thus occurrence of disease could be avoided by suitable application of the control measures. Developing such predictive models will help to reduce cost of paddy production by reducing extensive use of chemical fertilizers. Since environmental parameters plays vital role in the appearance, multiplication and spread of the blast disease a forewarning system provides the desired results to consumers.

In this research work we developed predictive model for investigating environmental factors, varieties of seeds, growth stages, report date, severity that correlates with the occurrence of blast disease in the region of davangere district Karnataka state. Ensemble classifiers were built to forecast whether or not blast disease will occur for the given atmospheric factors and other conditions. For this study we have used 7 year Weather data and disease related data collected from University of Agriculture and Horticulture Science Kathalgere Davangere Taluk Davangere District. This proposed system helps in early prediction of the occurrence of paddy blast and contributes to the disease management. The proposed model is developed for Davangere district of Karnataka state considering all factors that influence blast disease to grow.

The further content of this is as follows: The related work is discussed in section 2. In section 3 Materials and Methods are discussed where data sets were collected and used to build model. In section 4 Feature Selection Methods and Ensemble Classifiers are described followed by this section 5 discusses results finally section 6 concludes the paper.

II. RELATED WORK

Shafaullah, Muhammad[1] conducted experiment at University of Agriculture Faisalabad and explored the effect of epidemiological factors such as temperature, humidity and rainfall during the year 2008. Study found that tempearute and blast disease was negatively correlated i.e -0.88, humidity was positively correlated with paddy blast with 0.95 of correlation and rainfall also positively correlated thus describes as paddy blast disease incidence increases with the decrease in temperature, increase in humidity and increase in rainfall.

Rakesh Kaundal[8] selected six weather variables as predictor variables two series of model were developed called as cross year and cross location models. And developed model also validated using five fold cross validation procedure separately with regression , back propagation neural network, generalized regression neural network and SVM and in the study it is found that SVM based prediction model performed well compared to other models in the study.

Yoshihiro Taguchi[3] studied effect of fan-forced wind on paddy blast disease in two seasons. Author considered a Paddy field (45m * 15m) with history of low incidence of paddy disease at refereed this field as G2 field. And Fields adjacent to G2 towards north direction considered as control field and it is referred as C1 and C2 Fields by doing this authors have observed that blast fungus will be active when the humidity is high that is 90% and above and it reaches to peak in the midnight using fanforced wind wetness period can be decreased thus this prevents blast pathogens penetration level.

Kwan-Hyung Kim[4] evaluated EPIRICE model with historical disease incidence data and weather data from 2002-2010. This evaluation is carried out in South Korea. EPIRICE model calibrated and validated against observed disease incidence data for leaf blast and sheath blight. The results are compared using disease progress curve and area under disease progress curve. Acceptance Test were applied to the model to check accuracy of EPIRICE. Further IPCC and RCP scenarios were used as inputs to the model output of the model displayed using GIS to show possible changes for both the diseases.

Rupankar Bhagawati[6] aimed to review the scenario of climatic change and its impact on productivity of agriculture and farming system. Region witnessed rise in minimum temperature, maximum and minimum rainfall remains constant there can be chances of incidence of disease on crop.

Rajendra Prasad[7] presented work that focused on study of weather factors on rice blast in mid hill conditions of Himachal Pradesh region. Region specific field experiments conducted through 1984 to 2012 at Palampur. Two varieties of seeds were cropped namely Hasan,sarai.china 988 leaf symptoms were observed during mid of tillering stage when coincided with weather parameters for all the years and authors also observed that minimum temperature 20 degree C rainfall and more cloudy days influence incidence of blast disease.

Y.H. Gu , S.J. Yoo[9] developed the potato late blight prediction model called as BLIGHT-SVR. After model predicted and it is also verified the first date of disease occurrence during the year 1976 to 1985 and through 2009 to 2010 Regression analysis was conducted called Support vector Regression( SVR) that offered better performance 13 different kinds of wathers factors were analysed including temperature, humidity, evaporation and so on these factors are highly correlated with first date of disease occurrence. Accuracy of
prediction model was 64.3% and it showed highest accuracy compared to pace regression and linear regression.

Jia-You Hsieh[10] developed prediction model considering five year environmental data from 2014 to 2018 these data used as candidate data collected by the taiwan government. Labels are assigned via field observations. Authors applied recursive feature elimination technique to select subset of features. Prediction model is derived using Auto Sklearn and neural network algorithms and achieved prediction accuracy of 72%.

Alvin R Mallcdem[11] developed models for the prediction of occurrence and severity of rice blast disease data collected from 2 government agencies from northern philippines. In this study Authors have used principal component analysis (PCA) for selecting subset of features that is selection of most important features that influence in occurrence of disease and for predicting occurrence of blast disease ANN and Support Vector Machine (SVM) were used and to predict severity of blast disease regression model was used. Authors have verified models that were build significantly given good results.

Yangseon Kim[12] has proposed an artificial intelligence based prediction model for paddy blast disease. For this study authors have considered both historical data of blast disease occurrence and historical environmental data to build region specific models. Authors have considered 3 different regions like cheolwan, Icheon, Milyang of South Korea for the precision of blast disease. In this study Long Term Memory Networks (LSTM) were used as predictive models.

Chethan B.S.[14] presented status of rice disease and measures followed. Authors has surveyed different regions of Karnataka district where rice cultivation is relatively high. And concluded that there is evidence in increase in incidence of major disease such as blast, sheath blight etc. severity of disease remained constant in few areas in other region it has increased due to cultivation practices that were followed by the farmers.

To brief out summary of related work authors have investigated weather parameters that influence the incidence of rice blast disease in different regions of the world. There is no research evidence that has investigated influence of weather parameters in disease incidence in Davangere district of Karnataka State. Few authors have developed predictive model for rice blast considering only weather factors and there is also issue of achieving of highest accuracy. To address these issue in proposed work along with investigating weather parameters we have also investigated disease related data provided Agricultural and Horticulture Research Station (AHRS) Kathalgere Davangere District. Further work is carried out to select subset of features using filter and wrapper approaches of feature selection.we have also trained ensemble classifier for achieving better accuracy and trained model also validated using K fold cross validation technique.

III. MATERIALS AND METHODS

Common Rice Disease that occur in all the stages of its growth is rice blast. Compare to other diseases rice blast has more compound data. And prediction can be done for both the season. Based on above parameters we decided to find relationship between rice blast and weather parameters and we have studied rice blast occurrence in previous years. In this section we have described Dataset that has been collected for the study and steps that are followed to predict rice blast at earliest.

A. Data Collection and Description

All India Co-ordinated Research Project on Integrated Farming Systems is operating at Agricultural and Horticultural Research Station (AHRS), Kathalgere, Tq: Channagiri, Dist: Davanagere. it is one of the AICRP project operating under the University of Agricultural and Horticultural Sciences, Shivamogga, District, Karnataka state and which is the Main Centre for Cropping System Research (MCCSR) since 1987-88 in the University (earlier at UAS, GKVK, Bangalore). Department of Agriculture and Horticulture Research Station Kathalgere provided the historical weather data parameters. This research station is situated between 13°2¹ N latitude and 76°15¹ E longitude at an elevation of 561.6m above the MSL. The historical weather data attributes are as follows:

The collected weather data last from 2013 to December 2019 and attributes of weather data are as follows:

- **Temperature Minimum**: Minimum Temperature averaged for the week(in Celsius).
- **Temperature Maximum**: Maximum Temperature averaged for the week(in Celsius).
- **Temperature Difference**: Difference of Maximum Temperature and Minimum Temperature.
- **Relative Humidity**: Average Amount of Vapour in the air averaged for the week(in percentage).
- **Rainfall**: the average precipitation count for the week (in millimeter).
- **Number of Rainy Days**: if the rainfall in millimeter is greater than 2.5mm for the day then day is considered and as rainy day. Number of rainy days for the week is considered.
- **Wind speed**: average air speed for the week (in kilometer)

Along with mentioned historical weather factors disease related data is also considered for making prediction more accurate. For collection of these data is supported by AHRS Kathalgere, Join Director office of Agriculture Davangere District and Agriculture website of government of Karnataka raitamitra.kar.gov.in and attributes of disease data are as follows:

- **Report Date of Blast Disease**: the date of the cropping growth stage when rice blast has occurred.
- **Rice Crop Variety**: Varities of seeds cropped by the farmers and some seeds are approved by the Seed Council government of Karnataka.
- **Severity of Rice Blast**: Intensity of diseases with respect to growth stage.
- **Growth Stage**: Different Stages of cropping rice are: Sowing, Tillering, Flower Initiation, Panicle Initiation, Maturity and Harvesting.
- **Season**: Cropping Season of Rice are of 2 Season namely summer season from January to June and Kharif Season from July to December.
TABLE I: WEATHER PARAMETERS INFLUENCE BLAST DISEASE INCIDENCE

| Date      | Year | Minimum Temperature | Maximum Temperature | Temperature Difference | Relative Humidity | Rainfall | Number of Rainy Days | Wind Speed |
|-----------|------|---------------------|---------------------|-----------------------|-------------------|---------|----------------------|------------|
| Jan 1-7  | 2013 | 17                  | 30                  | -13                   | 94                | 0       | 5                    | 5.2        |
| Jan 14   | 2013 | 17                  | 30                  | -13                   | 94                | 0       | 5                    | 5.4        |
| Jan 15-22| 2013 | 17                  | 31                  | -13                   | 94                | 0       | 5                    | 5.5        |
| Jan 22    | 2013 | 18                  | 31                  | -13                   | 94                | 0       | 5                    | 5.2        |
| Jan 28    | 2013 | 19                  | 32                  | -13                   | 94                | 0       | 5                    | 5.3        |

Table I gives sample information related to weather parameters collected from southern transition zone 7 kathalgere research station operating under University of Agricultural and Horticulture Science Shimoga. Data is available from Jan 2013 to December 2019. Table I defines different variables such Minimum Temperature, Maximum Temperature Temperature Difference in Celsius, Relative Humidity in Percentage Rainfall in Milli Meter. Wind Speed in Kilometer and Finall Number of Rainy Days if rainfall for the day is more than 2.5mm than day is considered as Rainy Day.

TABLE II: DISEASE DATASET

| Stages      | T1 Seed1 | T2 Seed2 | T3 Seed3 | Severity | Report Date | Season |
|-------------|----------|----------|----------|-----------|-------------|--------|
| Sowing      | Jrl 12798| Jrl 2075 | Kaveri Son | 0         | 0           | Kharif |
| First Ratoon Son | 2014 | 2014 | 2014 | 0 | 0 | Summer |

Table II gives information related to paddy disease dataset collected from consulting Agriculture Scientists first variable in table is about Stages that defines 6 stages of paddy cultivation. T1 Seed1 is called Taluk 1 Varities of seeds cultivated from the year 2013-2019 similary T2 refers to Taluk 2 and T3 is called Taluk 3. 4th stage is severity if disease occurs in sowing stage then severity is 1 and that goes on. Report Date refers to Blast disease reported in previous years. Last Variable Season refers to two seasons of paddy cultivation.

B. Methodology Defined For Proposed Work

The approach is defined to build Prediction model for rice blast disease. We attained a relationship between weather parameters along with non weather parameters such as varieties of seeds, growth stage, severity etc with disease or no disease data. According to the study investigated by plant Pathologist when temperature is low that is minimum temperature in connection with relative humidity is too high influence blast disease incidence.

According to the survey conducted by the agriculture experts during the year 2013 ,2014 and 2015 at different taluks of Davangere District of Karnataka State for the varities of seeds such as JGL1798 and Kaveri Son a there was an occurrence of rice blast disease with severity of 5-10% this data is also recorded in the study.

The Ensemble Techniques such as Bagging, Boosting and Stacking models are used for the prediction to achieve good accuracy . Ensemble Leaning is machine learning prototype where it combines multiple models these models are trained with independent variables such as weather related data and non weather related data and take disease and no disease data as dependent variables. Once forewarning model is confirmed to perform better than predecessor models. This can be used in the real field. Fig 1. Overviews the methodology used to predict rice blast disease.

IV. FEATURE SELECTION METHODS AND ENSEMBLE CLASSIFIERS

In this paper the models were trained using Weather Data and non weather data that is Blast disease data. Model is trained with 70% of total data and 20% as test data. It is made up of 364 instances. Different operations were performed on the blast disease dataset before the feature selection methods are applied. Two Operations performed are: Normalizing data and Preprocessing of data.

A. Preprocessing Phase using One-Hot Encoding

Data Set used for the classification and prediction as both numerical values and categorical data it is shown in Table I. Ensemble classifiers accepts only numerical data as input for the process of training and testing. Just to convert categorical values into numerical values a pre processing step is required

One Hot Encoding is most extensive approach and it works well for converting categorical data to numerical data. This creates new columns(binary columns) indicating the presence of each possible value from the original data. Dataset represented in the Table I Feature 8,9,10,11 and 14 has categorical values , binary values are assigned to each variable to convert these features in the test and trained dataset. Eg: Sowing =1,Tillering=2 etc.

B. Min-Max Scaling

The two most important techniques for scaling numerical variables before modelling includes normalization and standardization. Normalization scales that from range of 0-1 seperately. Which will be in the range of floating values where we can have most precision. Normalization refers to the rescaling of data so that new values fall within the range of 0 and 1. A value is normalized as follows.
Y=(X-min)/(max-min)  \hspace{1cm} Eq. (1)

For our dataset we have variables that has different ranges to make variables fall within same range of 0-1 we have applied min max scaling method before we apply feature selection methods. Example is as follows

If min=14 and max=27 for the variable Minimum Temperature  
And X=17. If we apply these values to Eq. (1)  
\[ Y = \frac{(17-14)}{(27-14)} \]
\[ Y = 0.23 \]
If we provide an X value that is out of bound of minimum and maximum value the resulting value y will not be in range of 0 and . if we observe above said values we have to remove those values that will not pertain to make predictions.

C. Feature Selection Methods

In recent years the magnification growth of Internet the many number of devices and tools for communication have created enmerous of data. To process and extract important data from this large data machine learning tools plays vital role. Applying those tools with this enormos amount of data with high dimensionality is time consuming and affects accuracy of the knowledge extracted. Redundant and irrelevant data affects performance of the model and unsupportable to memory requirements. To come out from other issues such as curse of dimensionality and to improve accuracy and performance of model another important preprocessing phase is needed. As we know preprocessing is used to remove noisy data but this can also be used to select, extract and combine extracted features.

Feature selection is a process that is more frequently used in machine learning and data mining applications. FS aims to reduce the curse of dimensionality by removing and irrelevant features to improve performance of the model,one way to improve accuracy of model by selecting subset of features which represents complete data. Irrelevant and redundant data are nothing but data with low dimensionality. A feature is considered as relevant if it integrated with the target class. Feature Selection as two important parameters to consider: Feature Search and Feature Evaluation.

b) Feature Search: Feature Search is a method that determines subset of features. Optimal solution can be found through exhaustive search. If we have n features then 2^n-1 possible feature subsets thus this very time consuming and impractical hence there are other many other feature search techniques that are feasible forward selection and backward elimination and genetic algorithms. If we have high dimensional data each feature will be evaluated with some criteria that satisfies some conditions those features which satisfies some condition will be ranked top.

c) Feature Evaluation: Through this feature evaluation it is possible to evaluate relevant and redundancy in the features. Evaluation criteria has to be set and applied on each features because different criteria leads in selecting different set of features.

D. Filter, Wrapper and Embedded Based Feature Selection Methods

Filter based feature selection is independent of any machine learning techniques. Features in the data are selected on the basis of their score with the output variable.

In wrapper based approaches we try to select subset of features and train model using them. Based on the inferences drawn from the model we decide to add or remove features.

Embedded based feature selection is a combination of filter and wrapper approaches. This has its own feature selection methods that selects subset of features and selected features are used to train model. Figures and Tables.

In our proposed work we have used filter based feature selection methods like Pearson’s Correlation and Chi S to select subset of features.

a) Pearson’s Correlation: It is used to check dependency between two variables X and Y. The values varies from -1 to +1.

Correlation is given by:
\[ \rho_{X,Y} = \frac{COV(X,Y)}{\sigma_X \sigma_Y} \]

b) Chi Square: Chi Square is used in statistics to check independence of two variables x and y . for the given x and y we get observed output O and expected output E. and chi2 estimates how expected output E deviates from Observed output O.In feature selection we aim to select the features which are highly dependent on target variable. Higher chi2 indicates variable is highly dependent on target and can be considered to train model and lower chi2 value indicates variable is not dependent on target.

c) Mutual Information: Mutual Information between two variables measures dependence of one variable with another variable. For example if X and Y are two variables

- If X and Y are independent. Then no information can be obtained from X to Y. hence mutual information is equal to 0.
- If X is dependent on Y. then we can determine X from Y and Y from X with mutual information 1.
- When mutual information is 0<mutual information<1 then we can select features based on ranking method.

d) ANNOVA F Value: ANNOVA is called as analysis of variance and is a parametric statistical hypothesis test performed to test whether means from three to four samples of data comes from same distribution or not. It calculates the ratio two variance. ANNOVA is a type of F statistic referred to as an ANNOVA f-test. It is used when we have to perform classification task. The results of this can be used in such a way that variables that are independent to target variable can be removed from classification task.

E. Ensemble Classifiers

Ensemble Classifiers are used to increase the results of machine learning. It combines multiple machine learning models together for doing similar task. Thus this technique...
improves accuracy of the predictive model than the single classifier used. In this we consider N learning models on a single training data to achieve N various models. Once different models are obtained the system combines their outputs in order to take final decision.

Ensemble methods used for prediction of Blast disease are:

a) Bagging
b) AdaBoost
c) Stacking
d) Voting

A. Bagging

Bagging is also known as aggregation also known as bootstrap aggregation. Goal of Bagging is used to reduce the decision tree classifier variance, objective of this is to create subsets of data from training sample chosen randomly with replacement. Each subset of collection of data is used to train their decision trees. Average of all predictions from different trees are used which is more robust than single classifier.

B. Boosting

Boosting is a ensemble technique this generally decreases bias error and builds better predictive model. Boosting refers to a group of algorithms which converts weaker algorithms to stronger algorithms. Boosting involves multiple learners. Samples are weighted in each loop patterns that are misinterpreted are identified and new weights are assigned and weights of such patterns are also increased, thus the performance of ensembling process can be increased.

C. Stacking

In case of this ensembling technique in which multiple classifiers are combined via meta classifier. Layers are placed one after the other. Bottom layer takes the input from the original dataset and make the prediction and output of the bottom layer is again input to its top layer and thus it make the prediction based on the input it has received from its output layer. Thus accuracy and performance of the models can be increased efficiently.

D. Voting

Voting is one of the simple way of combining many prediction models from multiple machine learning algorithms. We can train data using different machine learning algorithms and ensemble them to predict the final output. Final output on a prediction is taken by majority vote. This is two strategies: hard voting and soft voting. Hard voting decides what ever class that receives highest number of votes will be considered. For example if we taken 3 classifier in which classifier 1 as predicted class 0, classifier 2 as predicted class 0 and classifier 3 as predicted class 1 on the basis of hard voting class 0 will be predicted as final. In case of soft voting predicted class are summed up or averaged.

V RESULTS AND DISCUSSIONS

Through the process investigated in the paper, a paddy blast prediction model is applicable to the southern transition zone 7 Davangere district of Karnataka state with different input variables are developed. Our model is able to predict occurrence of blast disease based on environmental factors such as Minimum temperature, Maximum Temperature, Rainfall, Relative Humidity etc and non environmental factors called disease data such as varities of seeds, severity, report date etc.Before model is trained filter based feature selection methods are applied to select subset of features. 4 filter based features selection methods are applied in our study and top 15 dependent features with target variable are selected for further to tain the ensemble model, Fig. 2 and Fig.3 depicts ANNOVA f classify and Mutual information based feature selection methods that defines dependency of each and every variable with target variable.

Table III depicts subset of features selected after applying 4 different filter based feature selection methods such as Pearson’s correlation, ChiSquare, ANNOVA F Value and Mutual Information these features are used to train model to achieve good accuracy.

| Filter Based Feature Selection | Features Selected Considering all feature selection methods to train model |
|--------------------------------|--------------------------------------------------------------------------------|
| Pearson’s Correlation          | Feature 0, Feature 1, Feature 3, Feature 4, Feature 5, Feature 8, Feature 16, Feature 18, Feature 19, Feature 20, Feature 22, Feature 23, Feature 25, Feature 26 |
| Chi Square                    | ANNOVA F Value                   |
| Mutual Information            | Information                     |

Table IV depicts classification report of different ensemble classifier. The report shows main classification metrics are accuracy, precision, recall and f1 score on a per class basis.
The metrics are calculated based on true positive, true negative, false positive and false negative. Table IV also depicts precision recall score and ROC score.

### Accuracy:
\[
\text{Accuracy} = \frac{\text{True Positive} + \text{True Negative}}{\text{Total Sample}}
\]

### Precision:
\[
\text{Precision} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Positives}}
\]

### Recall:
\[
\text{Recall} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Negatives}}
\]

### F1 Score:
It is a Harmonic mean between precision and Recall. The range of this is between 0 and 1. As defined greater F1 Score better the performance of model and mathematically this can be expressed as:

\[
F1 \text{ Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

### Precision-Recall Curve:
This is used to measure of success of prediction. It is a tradeoff between precision and recall for different threshold. Greater area represents high recall and high precision.

### Area Under Curve:
It is used when we have a binary classification problem. Area under curve is a plot between false positive rate vs True positive rate.

### TABLE IV: CLASSIFICATION REPORT OF DIFFERENT ENSEMBLE CLASSIFIERS

| Classification Report of Ensemble Classifiers | Accuracy | Precision | Recall | F1 Score | Precision Recall Score | ROC Score |
|----------------------------------------------|----------|-----------|--------|----------|------------------------|-----------|
| Voting Classifier                            | 0.88     | 0.86      | 0.88   | 0.87     | 0.81                   | 0.88      |
| Bagging Classifier                           | 0.98     | 0.98      | 0.98   | 0.98     | 0.97                   | 0.98      |
| Adaboost                                      | 0.97     | 0.96      | 0.98   | 0.97     | 0.95                   | 0.97      |

Fig. 4, 6, 8 depicts AUROC(Area Under Receiver Operating Characteristic). The ROC is plotted with TPR against the FPR where y axis is TPR and x axis is FPR. When model’s AUC is 1 or near to 1 it has good measure of seperability. When model’s AUC is 0 it has worst seperability. If AUC is 1 or near to 1 it clearly distinguish two classes. If AUC is 0 or near to 0 model overlapps solution that is it predicts positive as negative and vice versa. In our proposed solution voting classifier has 88% chances of predicting positive class as positive and negative class as negative. Similarly Bagging and Adaboost solutions has 98% and 97% respectively.

Fig. 5, 7, 9 gives information about precision-recall curve it is a tradeoff between precision and recall for different threshold value. If the curve is very high then it simply explains that model has high precision and high recall. If both precision and recall remains high for different thresholds then models is giving accurate results and high positive results. If model has high recall but low precision then what ever model has predicted labels are incorrect. If model has high precision but low recall value then predicted lables are correct but they will be very few. Our proposed solution has precision recall score of voting classifier is 87% and 97%, 95% for Bagging and Adaboost classifiers this shows that all three different ensemble classifiers have high precision and high recall hence all 3 ensemble classifiers proposed to predict paddy disease is predicting labels correctly with high precision and high recall at different thresholds.
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Conclusion: In our proposed solution we have tried to solve the problem of paddy blast prediction by using machine learning approaches. In proposed solution we considered both disease data and weather datasets that influence in occurrence of blast disease. Filter based feature selection methods are used to select subset of features that improves the efficiency of classification model. According to the results obtained Minimum Temperature, Humidity, Rainfall has high influence in occurrence of disease and even non weather parameters such stages of cultivation influence disease to spread. Ensemble classifiers are used in our proposed model to train classifier and it is observed that all 3 classifiers that are trained such as Voting classifier, Bagging, AdaBoost has achieved high accuracy with high precision and recall. To have a close look Bagging Classifier has achieved 98% of accuracy with 98% of precision and recall compared to other models bagging model has performed well in predicting paddy blast disease.
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