Non-horizontal target measurement method based on monocular vision
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ABSTRACT
With the development of computer vision technology, target measurement methods have been widely used in robot automatic obstacle avoidance, vehicle-assisted driving and other systems. There are many target measurement technologies available, but most of them are based on binocular or trinocular vision, or based on monocular vision with other auxiliary equipment, or based on monocular vision to measure horizontal target. The first two technologies achieve precise positioning by increasing the amount of data and sacrificing processing speed, while the third only studies the measurement method of the horizontal target. To address the complexity of the multi-equipment measurement methods and the limitation of the monocular measurement methods for horizontal target, this paper proposes a novel monocular vision measurement method for the non-horizontal target. According to the principle of camera imaging, internal and external parameters of the camera and analogue-to-digital conversion principle, the imaging relationship model for measuring the relative height and target distance of non-horizontal target is deduced, and the solvability of the model is demonstrated by mathematics. The experimental results verify the correctness and feasibility of this method.

1. Introduction
In recent years, computer vision technology has been widely used in robotics (Chen, 2021; Ferro et al., 2019; Martinez-Martin & Del Pobil, 2021; Song et al., 2021), target tracking (Javanmardi & Qi, 2018), autonomous navigation (Ou et al., 2021), vehicle-assisted driving (Liu et al., 2021; Martinez-Díaz, 2021; Rani et al., 2021) and other fields application. Mobile robots and driverless vehicles use cameras to obtain a large amount of external information, which is inseparable from the support of computer vision technology. Simple and efficient acquisition of the relative height and target distance contributes to the development of computer vision technology. The existing research on machine vision measurement technologies mainly focuses on the following three aspects:

(1) Measurement technologies of binocular or trinocular vision.

Since the human is binocular, the research interest of scholars on binocular vision (Hu et al., 2020; Kong et al., 2020; Liu, 2021; Mansour et al., 2019) has always been high. Ortiz et al. (2018) established the mathematical modelling of the depth error determined by the ZED camera considering a left RGB image and the depth map. And they applied the methodology to find the mathematical models of the RMS error of the Stereolabs ZED camera for all of its resolutions of operation. However, binocular vision measurements have problems such as the accuracy and synchronization between the two lenses, which directly affect the accuracy and speed of measurements. In some special engineering applications, such as pipeline measurement (Cheng et al., 2021; Haertel et al., 2015), binocular vision has the main deficiency of limited measurement range, and many scholars have carried out research on trinocular vision (Ge et al., 2021). Shao et al. (Shao & Dong, 2019) designed a trinocular vision system based on the camera with tilt-shift lens, which can enlarge the overlapping area of the trinocular vision system. And the trifocal tensor provides a stronger constraint for feature matching, which led to the method being stable and accurate for 3D reconstruction. However, in trinocular vision, different cameras acquire different data in the same scene, typically feature matching is normally according to epipolar constraint, and there is no universal algorithm to match different scenes.

(2) Measurement technologies of monocular vision with other auxiliary equipment.
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In recent years, scholars have also used monocular vision with other auxiliary equipment for measurement, such as radar (Reina et al., 2011; Yao et al., 2019), aided measuring probe (Huang & Ye, 2005), reference wall (Yuan & He, 2020) and so on. Jiehu et al. (2020) proposed an effective calibration method of 1D LRF for large-scale 3D measurement under harsh working environment of strong sunshine and complex background. During practical measurement, the pixel coordinates of laser spots can be obtained from the calibration model instead of the imaging of laser spots by the camera. Data calibration and data fusion for different equipment are key problems that need to be solved for other auxiliary equipment and visual fusion. The fusion of equipment will inevitably lead to the increase in computational complexity. To be applied in practice, the algorithm still needs to be improved the operation speed of the system.

(3) Horizontal target measurement technology of monocular vision.

Under the comprehensive consideration of the manufacturing process, cost, accuracy and other aspects, the first two technologies are limited in marketing. While monocular vision measurement has unique practical application value in the existing market due to its low cost (Shankar et al., 2018) and reliability. Mao et al. (2017) proposed a target depth measurement method based on monocular vision, which realized target depth analysis on the premise that the height of the machine vision and the target height were known. However, it is limited to the top of the horizontal target at the centre of the image. On this basis, the team continued to study the situation where the top of the horizontal target is not in the centre of the image (Mao et al., 2020), that is, the top of the horizontal target is higher or lower than the centre of the image. They derived the mathematical model and verified the correctness of the method experimentally. However, the existing monocular measurement technologies are mostly used to measure the height or distance of the horizontal target. In practical applications such as road measurement, automatic vehicle parking, and robot babysitting, the target and machine vision are not at the same level, and it is difficult to achieve non-horizontal target measurement.

In view of the above problems, a new monocular vision measurement method for non-horizontal target is proposed. The imaging relationship model is derived from the geometric relationship between relative height and target distance. According to target self-height and camera internal and external parameters, the calculation equations of relative height and target distance are obtained. And the correctness and feasibility of the method are verified by mathematical derivation and experiments. The main contributions of this paper are as follows:

1. The imaging relationship model of relative height and target distance is theoretically derived without camera calibration.
2. In solving the problems of relative height and target distance, the theory demonstrates the solvability of two equations before and after changing camera height.
3. The experiment verifies the feasibility of the theory and the accuracy of the measurement.

2. Imaging principle of horizontal target

Before understanding the principle of non-horizontal target imaging, it is necessary to understand the principle of horizontal target imaging. The required parameters are as follows: (1) camera height, which is denoted as \( h_r \) (mm); (2) target distance, which is denoted as \( m \) (mm); (3) target height, which is denoted as \( h_0 \) (mm); (4) camera focal length, which is denoted as \( f \) (mm).

The camera imaging model can be approximated as a pinhole imaging model, as shown in Figure 1. Point F indicates the camera position, and the main optical axis coincides with line segment FP (red line in Figure 1). Take the point O where the camera is perpendicular to the horizontal plane as the origin of the world coordinate system. The horizontal line along the visual direction of the camera is the Z-axis, the line perpendicular to the Z-axis on the horizontal plane is the X-axis and the segment OF is the Y-axis, then the world coordinate system is defined as OXYZ. Among them, the camera height (segment OF) is \( h_r \) (mm), there is a target AB at the distance of \( m \) (mm) from the camera (segment OA), and the target self-height is \( h_0 \) (mm).

Also set the image plane as \( \pi \), the centre point of the image plane as point P, and the length of the segment FP as the camera focal length \( f \) (mm). The target AB is projected on the image plane \( \pi \) as the segment CD after imaging by the camera. Among them, the camera height is the external parameter of the camera, and the camera focal length, photosensitive element size and image size are the camera internal parameters of the camera. The points A, B, C, D, F, O and P are all on the YOZ plane, so the three-dimensional geometry can be simplified to two-dimensional geometry, as shown in Figure 2.

From Figure 2 and the tangent theorem, the following equations can be obtained:

\[
\tan \angle OFA = \frac{m}{h_r} \tag{1}
\]
Observing from the camera point F to the image plane \( \pi \), the image CD of the target has three positional relationships with point P: point P is at the upper end of point C, point P is within CD (as shown in Figure 3) and point P is at the lower end of point D. Consider the DC direction as the positive direction (the same below).

The following equations can be obtained:

\[
\tan \angle PFC = \tan \angle PFB = \frac{|PC|}{f} \tag{3}
\]

\[
\tan \angle PFD = \tan \angle PFA = \frac{|PD|}{f} \tag{4}
\]

If the point P is within CD as shown in Figure 3, then:

\[
\angle AFB = \angle OFB - \angle OFA = \angle PFB + \angle PFA \tag{5}
\]

In the right equation of Equations (5), both sides are taken tangent at the same time, it is easy to obtain:

\[
m = \frac{h_o + \sqrt{h_o - 4K(h_r^2 - h_rh_o)}}{2K} \tag{6}
\]

where

\[
K = \frac{f|CD|}{f^2 + PC \cdot PD} \tag{7}
\]
collectively referred to as relative height, and denoted as \( h \) (mm). And the horizontal length of the target relative to the camera is referred to as target distance, denoted as \( m \) (mm). Add an unknown quantity to the principle described in Section 2 – relative height, as shown in the segment EA (green dotted line in Figure 4), and analyse the relationship between the unknown quantities \( m \) and \( h \).

According to the imaging principle of the horizontal target in Section 2, points A, B, C, D, E, F, O and P are all on the YOZ plane. The three-dimensional geometry is now simplified to two-dimensional geometry, as shown in Figure 5.

As shown in Figure 5, point P is at the lower end of point D, and the following equations can be obtained based on the tangent theorem:

\[
\tan \angle OFA = \frac{m}{h_r - h} \quad (8)
\]

\[
\tan \angle OFB = \frac{m}{h_r - h_o - h} \quad (9)
\]

\[
\angle AFB = \angle OFB - \angle OFA = \angle PFB - \angle PFA \quad (10)
\]

In the right equation of Equation (10), both sides are taken tangent at the same time. Substituting into Equations (3), Equations (4) and Equation (7), the camera imaging relationship model of non-horizontal target can be
simply described as

\[
\left( m - \frac{h_0}{2K} \right)^2 + \left[ h - \left( h_r - \frac{h_0}{2} \right) \right]^2 = \frac{h_0^2}{4K^2} + \frac{h_0^2}{4} \tag{11}
\]

where \( K \) is shown in Equation (7).

As shown in Equation (11), there are two unknowns, namely the target distance \( m \) and the relative height \( h \). A binary quadratic relational model equation cannot solve the unique solution. Therefore, a subsequent study after changing camera height is introduced.

4. Imaging relationship model and theoretical analysis after changing camera height

4.1. Imaging relationship model after changing camera height

To realize the change of the camera height \( h_r \) in practical applications, the road measurement can be carried out by adjusting the lens height, and the monocular robot can adjust the neck or limb length. The amount of camera height change is denoted as \( \Delta h_r \). Take '+-' if the camera is far from the ground; Take '−' if the camera is close to the ground. The camera position after the camera height change is point \( F_1 \), the image of the target \( AB \) on the image plane \( \pi_1 \) is \( C_1D_1 \), the point \( P_1 \) is the centre point of the image plane \( \pi_1 \), and the length of the segment \( F_1P_1 \) is the camera focal length \( f \), as shown in Figure 6.

From the imaging principle of non-horizontal target in Section 3:

\[
\tan \angle OF_1A = \frac{m}{h_r \pm \Delta h_r - h} \tag{12}
\]

\[
\tan \angle OF_1B = \frac{m}{h_r \pm \Delta h_r - h_0 - h} \tag{13}
\]

\[
\tan \angle P_1F_1C_1 = \tan \angle P_1F_1B = \frac{|P_1C_1|}{f} \tag{14}
\]

\[
\tan \angle P_1F_1D_1 = \tan \angle P_1F_1A = \frac{|P_1D_1|}{f} \tag{15}
\]
As shown in Figure 6, if the point $P_1$ is within the segment $C_1D_1$, we can obtain

$$\angle AF_1B = \angle OF_1B - \angle OF_1A = \angle P_1F_1B + \angle P_1F_1A \tag{16}$$

In the equation on the right side of Equation (16), both sides are taken tangent at the same time. After changing the camera height, the non-horizontal target imaging relationship model is as

$$\left( m - \frac{h_0}{2K_1} \right)^2 + \left[ h - \left( h_r - \frac{h_0}{2} \right) \right]^2 = \frac{h_0^2}{4K_1^2} + \frac{h_r^2}{4} \tag{17}$$

where $K_1$ is shown in Equation (7) and $K_1$ is shown in Equation (18). The solvability analysis of Equations (19) is carried out below.

### 4.2. Solvability analysis of imaging relationship model after changing camera height

In Equation (19), the target distance $m$ and the relative height $h$ are unknown quantities, and other parameters are obtained from the camera internal and external parameters, image segmentation and target self-height, that is, other parameters are known. From the expression of Equation (19), the solution of the equation is to determine the positional relationship of two circles. The
positional relationships of the two circles, and the quantitative relationships between the centre distance $d$ and the radii of the two circles ($r_1$, $r_2$) are shown in Table 1.

Take point $G$ as the centre and $r_1$ as the radius to make circle I and take point $L$ as the centre and $r_2$ as the radius to make circle II. The coordinates of the centres and the lengths of the radii of the two circles are shown as

$$
\begin{align*}
G &= \left( \frac{h_o}{2K}, h_r - \frac{h_o}{2} \right) \\
L &= \left( \frac{h_o}{2K}, h_r \pm \Delta h_r - \frac{h_o}{2} \right)
\end{align*}
$$

Now, it is necessary to prove the positional relationship of the two circles. In this case, the imaging relationship model is determined, and the change of camera height shows that there is a unique variable. That is, camera height $h_r$, target distance $m$, relative height $h$, target
height $h_0$, and camera focal length $f$ are all constants, and the camera height change amount $\Delta h_r$ is the only variable. As shown in Figure 6, the world coordinate system is brought into the $K$ value obtained by the original image segmentation, that is, Equations (3)–(4) and Equations (8)–(10) are put into the Equation (7) to obtain:

$$K = \frac{f |\vec{CD}|}{f^2 + |\vec{PC}| |\vec{PD}|} = \frac{\tan \angle AFP - \tan \angle BFP}{1 + \tan \angle AFP \tan \angle BFP} = \tan (\angle AFP - \angle BFP)$$

$$= \tan \angle AFB = \frac{h_0 m}{h_r - \left( h + \frac{h_0}{2} \right)^2} - \frac{h_0}{4}$$

Among them, $|\vec{PC}| = f \tan \angle BFP$, $|\vec{PD}| = f \tan \angle AFP$, $|\vec{CD}| = |\vec{PC}| - |\vec{PD}|$.

Substituting Equations (12)–(16) into Equation (18), $K_1$ can be obtained in the same way:

$$K_1 = \frac{h_0 m}{(h_r \pm \Delta h_r) - \left( h + \frac{h_0}{2} \right)^2} - \frac{h_0}{4}$$

The positional relationship between the two circles is determined by the relationship between the centre distance and the radii of the two circles, where the centre distance is

$$d = |GL| = \sqrt{\frac{h_0}{2K} - \frac{h_0}{2K_1}} + \Delta h_r^2$$

Substituting the radius of Equations (20) and Equation (23) into $d^2 < (r_1 + r_2)^2$, and the simplified relation is as follows:

$$\frac{2\Delta h_r^2}{h_0^2} < 1 + \frac{1}{KK_1} + \sqrt{\frac{1}{K^2} + 1} \sqrt{\frac{1}{K_1^2} + 1}$$

where, due to the real-time requirements, $\Delta h_r$ does not change much, the value of $d^2$ is an approximate value greater than zero, and $(r_1 + r_2)^2$ is greater than 1 constantly. That is, $d^2 < (r_1 + r_2)^2$ is established.

Observing the radii equations of the two circles, Equation (21) and Equation (22), it can be seen that $r_1$ is a fixed value, and $r_2$ will change with the change of camera height, so it can be known that:

$$|r_1 - r_2| = \frac{dr_2}{d \Delta h_r} \cdot \Delta h_r = \frac{\partial r_2}{\partial K_1} \cdot \frac{\partial K_1}{\partial \Delta h_r} \cdot \Delta h_r$$

$$= \pm \frac{h_0 \left[ (h_r \pm \Delta h_r) - \left( h + \frac{h_0}{2} \right) \right]}{2r_2 K_1 m} \cdot \Delta h_r$$

Substituting the parameters of obj 3 in Table 3 into Equation (23) and Equation (25), the following Figure 7 can be obtained. Where the abscissa is the camera height
change $\Delta h_r$, the blue line represents the change of the centre distance $d$ with $\Delta h_r$, and the red line is the change of $|r_1 - r_2|$ with $\Delta h_r$. Now, circle I is regarded as a fixed reference circle, while circle II changes correspondingly with the change of $\Delta h_r$. According to Figure 7 and Equations (20), the centre distance $d$ represents the distance that the centre point L of the circle II moves relative to the centre point G of the circle I. And $|r_1 - r_2|$ represents the change of the radius $r_2$ of the circle II relative to the radius $r_1$ of the circle I. Under the requirements of complete imaging of the target and real-time calculation in Table 3, $d > |r_1 - r_2|$ is established.

To sum up, $|r_1 - r_2| < d < r_1 + r_2$ is established. Combining with Table 1, it can be seen that the two circles intersect as shown in Equations (20). Draw two circles in the coordinate system with horizontal coordinate as target distance $m$ and vertical coordinate as relative height $h$, as shown in Figure 8. The centre coordinates of circles I and II and the lengths of the radii of the two circles are shown in Equation (20). The red circle in Figure 8 is circle I, and the green circle is circle II. The two circles intersect at point S and point T. The centres of the two circles are connected, and after extending, they intersect the segment ST at point Q. The vertical line is drawn through the point S, the horizontal line is drawn through the point Q and the two lines intersect at point J. The vertical line is drawn through the centre G, the horizontal line is drawn through the centre L and the two lines intersect at point N.

It can be seen from Figure 8 that $\angle LQT$ and $\angle LQS$ are right angles, and the side $LQ$ of right triangle $LQT$ and the side $GQ$ of right triangle $GQT$ are in the same straight line, so the equations can be combined:

$$
\begin{align*}
GQ^2 + TQ^2 &= r_1^2 \quad \cdots \quad 1 \\
LQ^2 + TQ^2 &= r_2^2 \quad \cdots \quad 2 \\
LQ = GL - GQ &\quad \cdots \quad 3
\end{align*}
$$

(26)

Substitute the $LQ$ of Equation (26-3) into Equation (26-2), subtract from Equation (26-1), and simplify as

$$
GQ = \frac{r_1^2 - r_2^2 - GL^2}{2GL}
$$

(27)

The coordinates of centre G and centre L are shown in Equation (20). According to the ratio of segment $GQ$ and segment $GL$, the coordinates of point Q can be known:

$$
Q = \left\{ \begin{array}{l}
m_Q = m_G - \frac{GQ}{GL}(m_L - m_G) \\
h_Q = h_G - \frac{GQ}{GL}(h_L - h_G)
\end{array} \right.
$$

(28)

In Figure 8, the extension line of segment NG and the extension line of segment JQ intersect at point W, $\angle LGN$ and $\angle QGW$ are opposite angles, $\angle WQG$ and $\angle QGW$ are complementary, $\angle WQG$ and $\angle SQJ$ are complementary, so:

$$
\angle LGN = \angle SQJ
$$

(29)

And because $\angle QJS$ and $\angle GNJ$ are right angles, and the two angles of the two triangles are correspondingly equal, then the two triangles are similar, that is:

$$
\Delta QJS \cong \Delta GNJ
$$

(30)

For the similarity of two triangles, the three sides correspond to proportion, that is:

$$
\frac{QJ}{GN} = \frac{JS}{NL} = \frac{QS}{GL}
$$

(31)

Substitute the coordinates of point J, point Q, point N into Equations (31) and get:

$$
\begin{align*}
\frac{m_Q - m_S}{h_G - h_L} &= \frac{h_Q - h_S}{m_L - m_G} = \frac{SQ}{GL} \\
\frac{m_T - m_Q}{h_G - h_L} &= \frac{h_T - h_Q}{m_L - m_G} = \frac{SQ}{GL}
\end{align*}
$$

(32)

Simplifying Equations (32), the coordinates of point S and point T can be obtained as follows:

$$
\begin{align*}
S &= \left\{ \begin{array}{l}
m_S = m_Q - \frac{SQ}{GL}(h_G - h_L) \\
h_S = h_Q - \frac{SQ}{GL}(m_L - m_G)
\end{array} \right. \\
T &= \left\{ \begin{array}{l}
m_T = m_Q + \frac{SQ}{GL}(h_G - h_L) \\
h_T = h_Q + \frac{SQ}{GL}(m_L - m_G)
\end{array} \right.
\end{align*}
$$

(33)

(34)
There are only four operations of real numbers in the above analysis process, and there is no imaginary number solution. And the intersection point S and point T of the two circles do not coincide, then $SQ \neq 0$ in Equations (33) and Equations (34). As can be seen from Equations (20), point G and point L must not coincide, then $GL \neq 0 \land h_G - h_L \neq 0 \land m_L - m_G \neq 0$ in Equations (33) and Equations (34). In summary, the two circles intersect at point S and point T, and the coordinates are respectively shown in Equations (33) and Equations (34), that is, the two curves of Equations (19) intersect at point S and point T. Since the target distance $m$ cannot be negative or close to the origin (which may result in unclear imaging or incomplete target), point S is excluded. Therefore, a unique solution to the Equation (19) can be solved, as shown in Equation (34).

5. Experimental results and analysis

To verify the correctness and feasibility of the above-mentioned monocular imaging relationship model, the relative height and target distance measurement experiments after changing camera height were carried out.

5.1. Experiment preparation

In a well-lit room, five blue targets with a fixed length of 100 mm and a spacing of 97 mm are evenly distributed on the wall, and the target closest to the ground is 316 mm from the ground. The targets are all in the same line and perpendicular to the ground. From the ground up, the five targets are marked as obj1, obj2, obj3, obj4, obj5. The meaning of multiple identical targets is to obtain multiple sets of camera height changes in one image.

5.2. Experimental results

Multiple sets of experimental images of camera I and camera II are collected respectively, and the blue targets are segmented according to the RGB three channels of colour image. The blue targets are used to distinguish them from the complicated background in the image segmentation process and improve the accuracy of target segmentation, as shown in Figure 10.
Table 3. Experimental results of camera I when the target distance is 3065 mm and the camera height is 718 mm.

| (h, m) | obj₁ | obj₂ | obj₃ | obj₄ | obj₅ |
|-------|------|------|------|------|------|
| Original target | obj₁ | (–, –) | (518.6, 3001.7) | (688.9, 2995.3) | (913.0, 3001.9) | (1110.0, 3002.0) |
| | obj₂ | (321.6, 3001.7) | (–, –) | (662.1, 2995.4) | (913.5, 3001.8) | (1110.5, 3001.9) |
| | obj₃ | (295.4, 2995.3) | (465.6, 2995.4) | (–, –) | (967.2, 2992.0) | (1137.2, 2993.5) |
| | obj₄ | (322.5, 3001.9) | (520.0, 3001.8) | (770.2, 2992.0) | (–, –) | (1111.3, 3001.6) |
| | obj₅ | (322.9, 3002.0) | (520.4, 3001.9) | (743.6, 2993.5) | (914.7, 3001.6) | (–, –) |
| Truth value | (316.0, 3065.0) | (513.0, 3065.0) | (710.0, 3065.0) | (907.0, 3065.0) | (1104.0, 3065.0) |

Figure 11. Diagram of experimental results of camera I when the target distance is 3065 mm and the camera height is 718 mm: (a) the effect on the camera height changes on measuring relative height and target distance and (b) the effect on the relative height changes on measuring relative height and target distance.

The experimental results of camera I at the target distance of 3065 mm and the camera height of 718 mm are measured with a rangefinder. As shown in Table 3, multiple sets of experimental data can be obtained from five targets with the same spacing of 97 mm, and relative height and target distance can be calculated.

According to the multiple targets in an experimental image, the effects of different camera height changes on the measurement results can be obtained. The camera height changes are 197, 394, 591 and 788 mm respectively. The corresponding average relative height error and accuracy, and average target distance error and accuracy are shown in Figure 11(a). Where the minimum error of relative height is 6.47 mm, the minimum error of target distance is 63.01 mm, the maximum accuracy of relative height can reach 98.81%, and the maximum accuracy of target distance can reach 97.94%. The relative heights are 316, 513, 710, 907 and 1104 mm respectively. The corresponding average relative height error and accuracy, and average target distance error and accuracy are shown in Figure 11(b). Where the minimum error of relative height is 9.89 mm, the minimum error of target
When the target distance of camera I is 3065 mm, the camera height is changed to 656 mm, which further verifies the correctness of the experiment. As shown in Table 4, the experimental results of camera I at the target distance of 3065 mm and the camera height of 656 mm are measured with the rangefinder.

The same principle as above, the average relative height error and accuracy, and the average target distance error and accuracy corresponding to the camera height change can be shown in Figure 12(a). Where the minimum error of relative height is 0.77 mm, and the minimum error of target distance is 50.75 mm, the maximum accuracy of relative height can reach 99.88% and the maximum accuracy of target distance can reach 96.77%.

The average relative height error and accuracy, and the average target distance error and accuracy corresponding to the relative height can be shown in Figure 12(b). Where the minimum error of relative height is 21.95 mm, the minimum error of target distance is 54.46 mm, the maximum accuracy of relative height can reach 98.01% and the maximum accuracy of target distance can reach 96.65%.

The same experiment described above was carried out with Camera II. As shown in Table 5, the experimental results of Camera II at the target distance of 1123 mm and camera height of 718 mm are measured with the rangefinder.

The same principle as above, the average relative height error and accuracy, and the average target distance error and accuracy corresponding to the camera height change can be shown in Figure 13(a). Where the minimum error of relative height is 18.74 mm, the minimum error of target distance is 2.62 mm, the maximum accuracy of relative height can reach 97.28% and the maximum accuracy of target distance can reach 99.77%.

The average relative height error and accuracy, and the average target distance error and accuracy corresponding to the relative height can be shown in Figure 13(b). Where the minimum error of relative height is 14.54 mm,
the minimum error of target distance is 9.02 mm, the maximum accuracy of relative height can reach 97.02% and the maximum accuracy of target distance can reach 94.97%.

Camera II changes the camera height to 656 mm when the target distance is 1123 mm to further verify the correctness of the experiment. As shown in Table 6, the experimental results of Camera II at the target distance of 1123 mm and the camera height of 656 mm are measured with the rangefinder.

The same principle as above, the average relative height error and accuracy, and the average target distance error and accuracy corresponding to the camera height change can be shown in Figure 14(a). Where the minimum error of relative height is 15.02 mm, the minimum error of target distance is 1.83 mm, the maximum accuracy of relative height can reach 97.85% and the maximum accuracy of target distance can reach 99.84%.

The average relative height error and accuracy, and the average target distance error and accuracy corresponding to the relative height can be shown in Figure 14(b). Where the minimum error of relative height is 17.96 mm, the minimum error of target distance is 4.83 mm, the maximum accuracy of relative height can reach 96.83% and the maximum accuracy of target distance can reach 99.57%.

5.3. Error analysis

From Tables 3–6 and Figure 11–14, it can be seen that the measurement method is feasible and has high accuracy, which verifies the correctness of the theoretical analysis. From the imaging relationship Equation (19) for non-horizontal target by changing the camera height, it can be seen that the factors affecting the measurement results are the relative height of the measured target, the change of the camera height and the parameters of camera lens.

It can be seen from Table 7 that the error of camera II is generally smaller than that of camera I, because camera II is a zero distortion (Riley) camera. That is, camera distortion will affect the measurement accuracy. It can be seen from Table 8 that the stability of the measurement results of Camera II is worse than that of Camera I.
Figure 14. Diagram of experimental results of camera II when the target distance is 1123 mm and the camera height is 656 mm: (a) the effect on the camera height changes on measuring relative height and target distance and (b) the effect on the relative height changes on measuring relative height and target distance.

Table 4. Experimental results of camera I when the target distance is 3065 mm and the camera height is 656 mm.

| (h, m) | obj1        | obj2        | obj3        | obj4        | obj5        |
|-------|-------------|-------------|-------------|-------------|-------------|
| Original target | obj1 | (–,–) | (474.9, 3008.0) | (645.5, 3002.0) | (906.5, 3015.9) | (1094.9, 3014.2) |
|       | obj2 | (277.9, 3008.0) | (–,–) | (619.1, 3002.5) | (925.7, 3011.9) | (1104.8, 3010.9) |
|       | obj3 | (252.0, 3002.0) | (422.6, 3002.5) | (–,–) | (835.4, 2984.9) | (1149.1, 2995.1) |
|       | obj4 | (316.0, 3015.9) | (532.2, 3011.9) | (835.4, 2984.9) | (–,–) | (1071.2, 3021.9) |
|       | obj5 | (307.8, 3014.2) | (514.7, 3010.9) | (755.5, 2995.1) | (874.6, 3021.9) | (–,–) |

because Camera II is an ultra-wide-angle lens with camera focal length of 15 mm, which has wider field of view and is greatly affected by errors caused by segmentation. Due to the relatively simple experimental environment, the distance and height measured by the rangefinder will also have errors, which will affect the experimental accuracy to a certain extent.

5.4. Comparison with related work

The current research on visual measurement technology are mainly based on binocular or trinocular vision, or based on monocular vision with other auxiliary equipment, or based on monocular vision to measure horizontal target.

Ortiz et al. (2018) established a mathematical model for depth error by the ZED camera, which is a binocular vision system that derives corner points for known coordinates. Shao and Dong (2019) designed a trinocular vision sensor based on a camera with tilt-shift lens to enlarge the overlapping area for 3D reconstruction. Huang and Ye (2005) used a monocular camera and an auxiliary measurement probe to obtain 3D coordinates. Yuan and He (2020) used the distance from the person to the reference wall to derive the height of the person. Mao et al. (2020)
Table 5. Experimental results of camera II when the target distance is 1123 mm and the camera height is 718 mm.

| (h, m) | obj1 | obj2 | obj3 | obj4 | obj5 |
|-------|------|------|------|------|------|
| Original target | obj1 | (–, –) | (334.2, 1116.8) | (–, –) | (322.8, 1109.0) |
|          | obj2 | (–, –) | (500.8, 1108.1) | (–, –) | (549.5, 1121.1) |
|          | obj3 | (–, –) | (763.1, 1103.2) | (–, –) | (710.0, 1123.0) |
|          | obj4 | (–, –) | (–, –) | (–, –) | (–, –) |
| Truth value | (316.0, 1123.0) | (513.0, 1123.0) | (710.0, 1123.0) | (907.0, 1123.0) | (1104.0, 1123.0) |

Table 6. Experimental results of camera II when the target distance is 1123 mm and the camera height is 656 mm.

| (h, m) | obj1 | obj2 | obj3 | obj4 | obj5 |
|-------|------|------|------|------|------|
| Original target | obj1 | (–, –) | (349.0, 1122.3) | (–, –) | (324.2, 1109.5) |
|          | obj2 | (–, –) | (619.0, 1114.1) | (–, –) | (494.5, 1114.1) |
|          | obj3 | (–, –) | (890.9, 1113.6) | (–, –) | (496.0, 1114.1) |
|          | obj4 | (–, –) | (993.3, 1043.6) | (–, –) | (543.0, 1121.9) |
| Truth value | (316.0, 1123.0) | (513.0, 1123.0) | (710.0, 1123.0) | (907.0, 1123.0) | (1104.0, 1123.0) |

Table 7. Error analysis of experimental results of camera I and camera II.

| Camera I | Camera II |
|----------|-----------|
| Unit: mm | Relative height | Target distance | Relative height | Target distance |
| Average error | 31.35 | 62.28 | 28.60 | 17.37 |
| Maximum error | 125.44 | 80.11 | 100.99 | 79.36 |
| Minimum error | 0.03 | 43.07 | 0.02 | 0.71 |

Table 8. Stability analysis of experimental results of camera I and camera II.

| Standard deviation | Camera I (m = 3065 mm) | Camera II (m = 1123 mm) |
|--------------------|------------------------|------------------------|
| Relative height | Target distance | Relative height | Target distance |
| h_r = 718 mm | 19.58 | 4.00 | 29.11 | 21.45 |
| h_r = 656 mm | 39.71 | 10.61 | 23.85 | 22.65 |

6. Conclusion

Based on the imaging relationship between height and distance of non-horizontal target, a geometric model of the imaging relationship is derived, and a new monocular vision measurement method for non-horizontal target is proposed. According to the relevant external parameters (camera height) and internal parameters (focal length, photosensitive element size, image size), and target self-height, the equations for calculating relative height and target distance are obtained. The experimental results show that the accuracy of relative height measurement and accuracy of target distance measurement based on monocular vision can reach 95.88% and 98.45% on average. The proposed method is simple and effective. Without data collection and complicated training like machine learning, the required target distance and target height can be quickly calculated. For further research, we can focus on the measurement study of partially obscured target, judge the integrity and consistency of the target and then measure it, or directly measure part of the target.

Table 9. Table of comparison with related methods.

| Methods | Number of cameras | Other auxiliary equipment | Measure horizontal target | Measure non-horizontal target | Measure target distance |
|---------|------------------|--------------------------|---------------------------|-------------------------------|------------------------|
| Ortiz et al. (2018) | 2 | ✓ | ✓ | × | ✓ |
| Shao and Dong (2019) | 3 | × | ✓ | ✓ | ✓ |
| Huang and Ye (2005) | 1 | ✓ | ✓ | × | ✓ |
| Yuan and He (2020) | 1 | ✓ | ✓ | × | × |
| Mao et al. (2020) | 1 | × | ✓ | × | ✓ |
| Ours | 1 | × | ✓ | ✓ | ✓ |

realized the depth analysis of the horizontal target of the monocular camera according to the geometric model of the camera imaging and the imaging parameters of the camera.

Table 9 lists the methods adopted by the above technologies. Compared with their method, our method has three advantages: (1) simple algorithm, few devices, low computational complexity and easy to implement; (2) wide range of applications, which can measure horizontal and non-horizontal targets; (3) accurate calculation of relative height and target distance.
There is also a direct effect of the camera’s rotation on the measurement results, which can also be further studied.
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