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SUMMARY Class imbalance has drawn much attention of researchers in software defect prediction. In practice, the performance of defect prediction models may be affected by the class imbalance problem. In this paper, we present an approach to evaluating the performance stability of defect prediction models on imbalanced datasets. First, random sampling is applied to convert the original imbalanced dataset into a set of new datasets with different levels of imbalance ratio. Second, typical prediction models are selected to make predictions on these new constructed datasets, and Coefficient of Variation (C-V) is used to evaluate the performance stability of different models. Finally, an empirical study is designed to evaluate the performance stability of six prediction models, which are widely used in software defect prediction. The results show that the performance of C4.5 is unstable on imbalanced datasets, and the performance of Naive Bayes and Random Forest are more stable than other models.
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1. Introduction

Class imbalance has gradually become a crucial problem in the fields of machine learning and data mining in recent years. Generally, class imbalance refers to the situation where the number of samples from one class is much higher than that from other class[1]. Class imbalance is a common problem in various areas, such as text classification[2], medical diagnosis[3] and software defect prediction[4],[5).

Software defect prediction can be regarded as a binary classification problem, which aims to divide software modules into defective modules or non-defective modules. Defective modules are usually the minority class, and non-defective modules are the majority class. In this case, correctly classifying the minority class is more important than that of the majority class. However, many prediction models usually focus on maximizing the overall accuracy, which may reduce the accuracy of minority class[6]. For example, suppose that a dataset contains 1000 samples, including only 10 defective samples and 990 non-defective samples. If one prediction model classifies all samples as non-defective samples, its overall accuracy could up to 99.0%, but the accuracy of minority class is 0%. We find that this prediction model may be ineffective on imbalanced datasets[7].

At present, many solutions have been proposed to solve the class imbalance problem, such as sampling, cost-sensitive learning and ensemble learning[8]. However, most of researchers often take no account of the impact of class imbalance, and they do not take any measures to deal with this problem in empirical studies. Therefore, in order to achieve better performance, we should choose the more stable and efficient prediction models for experiments. We think about which prediction models are more stable in terms of their performance with class imbalance? Based on this question, we conduct an empirical study to evaluate the performance stability of different prediction models in software defect prediction.

In this paper, we present an approach to evaluating the performance stability of defect prediction models with class imbalance. First of all, we apply random sampling to convert the original imbalanced dataset into a set of new datasets with different levels of imbalance ratio. Then, we select typical prediction models to make predictions on these new constructed datasets, and we use Coefficient of Variation (C-V)[9] to evaluate the performance stability of different models. Finally, we design experiments to evaluate the performance stability of six prediction models, which are widely used in software defect prediction. The results show that the performance of C4.5[10] obviously decreases on most datasets with the increasing of imbalance ratio, which indicates that its performance is unstable on imbalanced datasets. In contrast, the performance of Naive Bayes[11] and Random Forest[12] are more stable than other models. Based on our work, we can be aware of the performance stability of different prediction models with class imbalance, and we can choose reasonable prediction models in empirical studies and practical applications.

The main contributions of this paper are concluded as follows:

• An approach is proposed to evaluate the performance stability of defect prediction models with class imbalance.
• An empirical study is designed to evaluate the performance stability of six prediction models. The results show that the performance of C4.5 is unstable on imbalanced datasets, and the performance of Naive Bayes and Random Forest are more stable than other models.

The remainder of this paper is organized as follows. Section 2 summarizes the related work of class imbalance. Section 3 describes our approach in detail, and Sect. 4 gives an empirical study to show its validity. In Sect. 5, we draw
our conclusions and discuss the following work.

2. Related Work

In recent years, class imbalance has drawn much attention of researchers in software defect prediction. In order to explore the impact of class imbalance on software defect prediction and its related techniques, many researchers have carried out a large number of empirical studies.

For example, Japkowicz and Stephen [13] showed that class imbalance could affect the performance of decision tree model. Wang et al. [1] provided an empirical study on the stability of feature selection techniques. The experimental results showed that many factors could affect the stability of feature selection, such as class balance, feature subset size and perturbation level. Galinac Grbac et al. [14] investigated the stability of different techniques in relation to levels of data imbalance. They also indicated that feature selection was unstable with higher level of data imbalance.

In addition, Wang and Yao [5] investigated the performance of resampling, cost-sensitive and ensemble algorithms with class imbalance. The results showed that AdaBoost.NC, one of ensemble algorithms, achieved the best performance. Seiffert et al. [15] investigated the combined effects of class imbalance and noise on the performance of sampling techniques. Ryu et al. [16] investigated the impact of class imbalance on cross-project defect prediction (CPDP), and they proposed a value-cognitive boosting approach for CPDP. The experimental results showed that this approach outperformed both existing CPDP approaches and class imbalance approaches.

There are many solutions to the class imbalance problem, such as sampling, cost-sensitive learning and ensemble learning. For example, Tahir et al. [17] proposed an inverse random under-sampling to address the class imbalance problem, which could also be applied to improve the accuracy of multi-class problem. Qian et al. [18] presented a resampling ensemble algorithm for imbalanced datasets, which applied over-sampling for small classes and undersampling for large classes. However, under-sampling may lead to the information loss, and over-sampling may result in overfitting problem.

Cost-sensitive learning aims to set different misclassification costs for different classes. Traditional prediction models consider that the misclassification costs of different classes are the same [19]. In practice, the cost of misclassifying minority class is much higher than that of misclassifying majority class. Ensemble learning is proposed to gather multiple prediction results to improve the performance of one single model. Generally, the ensemble model outperforms one single model. Ensemble learning is not specifically proposed for solving the class imbalance problem, but it has obtained improvements in addressing this problem [20]. Moreover, Rodriguez et al. [21] also indicated that ensemble approaches outperformed the sampling and cost-sensitive approaches when dealing with the class imbalance problem in software defect prediction.

Although there are so many solutions, many researchers often ignore the impact of class imbalance unless specifically research this problem. So we should choose the stable prediction model for better performance in empirical studies. Which prediction models are more stable on imbalanced datasets? Based on this question, we conduct an empirical study to evaluate the performance stability of defect prediction models with class imbalance.

3. Our Approach

Class imbalance is a common problem in software defect prediction, which may affect the performance of defect prediction models. In this paper, we present an approach to evaluating the performance stability of defect prediction models with class imbalance. The details are described as follows.

3.1 The Framework

Suppose that a standard defect dataset is expressed as $D = \{x_1, x_2, \ldots, x_n\}$, and $x_i \in \mathbb{R}^d$. It indicates that there are $n$ samples in dataset $D$ and $d$ features in each sample of this dataset. We count the number of defective samples and non-defective samples in dataset $D$, marked as $n_1$ and $n_2$. The imbalance ratio (IR) [22] can be defined as the number of non-defective samples divided by the number of defective samples, that is $n_2/n_1$. In our approach, we redefine IR as the floor of $n_2/n_1$, which is shown in formula (1):

$$IR = \lfloor n_2/n_1 \rfloor$$

(1)

Where $n_2 > n_1$, and IR > 1. The higher the value of IR is, the more imbalanced the dataset is.

Based on the definition of IR, we give the framework of our approach in Fig. 1. For an original imbalanced dataset $D$, we suppose that the IR of dataset $D$ is represented by $r$. Then, we construct new datasets by random sampling, which can convert the original imbalanced dataset $D$ into a set of new datasets $D_i$ ($i = 1, 2, \ldots, r$) with IR increased one by one, as IR $= 1, 2, \ldots, r$. After that, we select prediction models to make predictions on new datasets $D_i$ and evaluate the performance stability of these prediction models eventually.

3.2 New Datasets Construction

In order to evaluate the performance stability of prediction models on imbalanced datasets, we need to obtain a set of datasets with different levels of IR. In our approach, we use random sampling to convert the imbalanced datasets into a set of new datasets with increasing IR. The process of new datasets construction is shown in Fig. 2. The meanings of graphs and symbols are explained in the bottom-left corner of Fig. 2.

As shown in Fig. 2, there are $n$ samples in the original imbalanced dataset $D$, and the number of defective samples
and non-defective samples are marked as $n_1$ and $n_2$. First, we select $n_1$ non-defective samples from all non-defective samples ($n_2$) randomly, and merge them with all defective samples ($n_1$). The new dataset $D_1^*$ is produced, and the IR of $D_1^*$ is equal to 1. Next, we also select $n_1$ non-defective samples from the rest non-defective samples ($n_2-n_1$) randomly. We would randomize the rest non-defective samples before each sampling to ensure that these samples are evenly distributed. After that, we merge the selected samples with $D_1^*$, so the new dataset $D_2^*$ is produced. The IR of $D_2^*$ is equal to $n_1 + n_2$.

2. Repeat the above operations until the number of rest non-defective samples is less than $n_1$. Finally, we can convert the original imbalanced dataset $D$ into a set of new datasets $D_i^*$ with IR increased one by one, as $IR = 1, 2, \ldots, r$.

We find that this process is achieved by under-sampling, and we can get a set of new datasets with IR increased one by one. If we apply over-sampling to construct new datasets, the values of IR may not be increased one by one. For example, there are 10 defective samples and 500 non-defective samples in an imbalanced dataset, and its IR is equal to 50. Then, we apply over-sampling to replicate defective samples, and the IR of new datasets are $[500/11] = 45$, $[500/12] = 42$, $[500/13] = 38$, $[500/14] = 36$ etc., which are intermittent. However, this may affect the accuracy of the following evaluation.

Therefore, we apply under-sampling to construct new datasets in our approach. Particularly, we assume that the distributions of samples between original dataset and the new datasets are the same. That is to say, we take no account of the information loss in the process of under-sampling.

3.3 Prediction Models Evaluation

We count the widely used prediction models in software defect prediction. Table 1 lists the name, explanation and related references of these models. Particularly, references indicate that they have used these models in their empirical studies. Considering that the performance stability of these models may be related to the validity of empirical studies, it is important to be aware of the performance stability of different prediction models. Based on this, we aim to evaluate the performance stability of these widely used prediction models with class imbalance.

As listed in Table 1, C4.5 [10] is a decision tree algorithm, and it uses information gain ratio for feature selection, which eliminates the bias of selecting frequent features of information gain. K-Nearest Neighbors (KNN) [31] is an instance-based algorithm, and one sample can be classified by a majority vote of its $k$ nearest neighbors. Logistic Regression (LR) [32] is designed to add the logistic regression function into linear regression model. MultiLayer Perceptron (MLP) [33] is a feed-forward artificial neural network model with multiple layers. Naive Bayes (NB) [11] is a probabilistic classifier based on Bayes theorem, and it supposes that all features are independent. Random Forest (RF) [12] is an ensemble model of random trees, and the output of RF is obtained by voting in classification problem. Based on the above prediction models, we aim to evaluate their performance stability on imbalanced datasets.

Next, we should select reasonable metric to evaluate the performance of these prediction models. In this paper, we apply AUC [34] metric, which represents the Area Under the receiver operating characteristic (ROC) Curve. As a binary classification problem, there are four different results between actual results and prediction results as the confusion matrix shown in Table 2.

True positive rate (TPR) represents the ratio of cor-
Table 1  The description of prediction models.

| Name                  | Explanation                                      | References |
|-----------------------|--------------------------------------------------|------------|
| C4.5                  | Decision tree                                    | [23]–[27] |
| K-Nearest Neighbors (KNN) | Instance-based algorithm                        | [28], [29]|
| Logistic Regression (LR) | Regression model with logistic function          | [24]–[28]|
| MultiLayer Perceptron (MLP) | Neural network model with multiple layers     | [27]–[30]|
| Naive Bayes (NB)      | A probabilistic classifier based on Bayes theorem| [23]–[30]|
| Random Forest (RF)    | An ensemble model of random trees                | [23], [26], [27], [30]|

Table 2  The confusion matrix.

| Actual results | Defective | Non-defective |
|----------------|-----------|---------------|
| Defective      | True positive (TP) | False negative (FN) |
| Non-defective  | False positive (FP) | True negative (TN) |

rectly predicted as defective samples and actual defective samples, as TP/(TP+FN). False positive rate (FPR) represents the ratio of incorrectly predicted as defective samples and actual non-defective samples, as FP/(FP+TN). ROC curve shows the relationship between TPR and FPR, and AUC is equal to the area under the ROC curve. The range of AUC is between 0 and 1. The larger the value of AUC is, the better the performance of one prediction model is.

Although there are a lot of metrics for evaluating the performance of prediction models, such as Precision, Recall and F-Measure. Jiang et al.[35] proved that AUC was more accurate and reliable than other metrics. Moreover, AUC has been widely used to evaluate the performance of prediction models in software defect prediction [23], [28], [29], [36], [37]. Therefore, we also use AUC to evaluate the performance of prediction models.

4. Empirical Study

To investigate the validity of our approach, we conduct an empirical study on datasets from the PROMISE repository\(^1\). All experiments are conducted on Open JDK 1.7 and Weka 3.7\(^†\).

4.1 Experimental Subjects

We select eight datasets from NASA and PROMISE as the subjects of our experiments. The reason why we choose these datasets is that they are imbalanced datasets and their imbalance ratios are in different levels. In addition, Shepperd et al.[38] indicated that there were many repeated and inconsistent data in the original NASA datasets, and they provided the cleaned datasets. Therefore, we use these cleaned NASA datasets in our experiments, which can be obtained from the PROMISE repository.

The details of these datasets are described in Table 3. It shows the number of all samples, defective samples and non-defective samples (columns 4–6). Finally, it shows the value of IR (column 7), which can be calculated by formula (1). The higher IR indicates that the dataset is more imbalanced. We find that the IR of three datasets MC1, PC2 and Jedit-4.3 are 42, 45 and 43 respectively. It indicates that these datasets are more imbalanced than others.

4.2 Experimental Design

Our experiments are conducted on all prediction models in Table 1 and all datasets in Table 3. All prediction models are implemented in Weka, where these prediction models are designed as classifiers. Considering that most of researchers are used to taking default parameters of prediction models in empirical studies, we also take the default parameters in our experiments.

All experiments are conducted over ten times of 10-fold cross-validation, which is commonly used in empirical studies [28], [39]. In order to reduce the effect of random sampling on new datasets construction, we take the average of 100 times same experiments as the final value of AUC, so as to ensure the prediction results more accurate and reliable.

4.3 Experimental Results and Analysis

First, we select a dataset from Table 3 and suppose that its IR is \(r\). We use random sampling to convert this dataset into a set of new datasets with different levels of IR. Then, we apply the prediction models in Table 1 to make predictions on these new constructed datasets, and we can get a set of AUC, marked as \(\{\text{AUC}_i\}\), and \(i = 1, 2, \ldots, r\). At last, we calculate the average \(\mu\) and standard deviation \(\sigma\) of all values of AUC, thereby analyzing the performance differences of each prediction model on imbalanced datasets. The calculations are shown in formulas (2) and (3):

\[
\mu = \frac{\sum_{i=1}^{r} \text{AUC}_i}{r} \quad (2)
\]

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{r} (\text{AUC}_i - \mu)^2}{r}} \quad (3)
\]

Based on the above formulas, we can get the average \(\mu\) and standard deviation \(\sigma\) of all prediction models, and the results are listed in Table 4. It shows that the average performance of these prediction models are different.

In order to show the average performance of different prediction models clearly, we use the line charts as displayed

\(^1\)http://openscience.us/repo/

\(^†\)http://www.cs.waikato.ac.nz/ml/weka/
Table 3  Defect datasets.

| Group | Dataset | Number of features | Number of all samples | Number of defective samples | Number of non-defective samples | IR |
|-------|---------|--------------------|-----------------------|-----------------------------|-------------------------------|----|
| NASA  | MC1     | 38                 | 1988                  | 46                          | 1942                          | 42 |
|       | PC1     | 37                 | 705                   | 61                          | 644                           | 10 |
|       | PC2     | 36                 | 745                   | 16                          | 729                           | 45 |
|       | PC3     | 37                 | 1077                  | 134                         | 943                           | 7  |
| PROMISE| Camel-1.0 | 20                | 339                   | 13                          | 326                           | 25 |
|        | Ivy-1.4 | 20                 | 241                   | 16                          | 225                           | 14 |
|        | Jedit-4.3 | 20                | 492                   | 11                          | 481                           | 43 |
|        | Tomcat  | 20                 | 858                   | 77                          | 781                           | 10 |

Table 4 The average $\mu$ and standard deviation $\sigma$ of prediction models.

| Model | MC1 $\mu$ | PC1 $\sigma$ | PC1 $\mu$ | PC1 $\sigma$ | PC2 $\mu$ | PC2 $\sigma$ | PC3 $\mu$ | PC3 $\sigma$ |
|-------|-----------|--------------|-----------|--------------|-----------|--------------|-----------|--------------|
| C4.5  | 0.626     | 0.039        | 0.722     | 0.023        | 0.588     | 0.066        | 0.658     | 0.024        |
| KNN   | 0.673     | 0.011        | 0.703     | 0.016        | 0.566     | 0.043        | 0.650     | 0.023        |
| LR    | 0.733     | 0.009        | 0.820     | 0.021        | 0.713     | 0.022        | 0.816     | 0.006        |
| MLP   | 0.698     | 0.013        | 0.807     | 0.014        | 0.715     | 0.016        | 0.784     | 0.004        |
| NB    | 0.699     | 0.006        | 0.765     | 0.010        | 0.740     | 0.011        | 0.753     | 0.005        |
| RF    | 0.896     | 0.012        | 0.869     | 0.008        | 0.798     | 0.008        | 0.826     | 0.004        |

Fig. 3 The average performance of prediction models.

in Fig. 3. We find that the average performance of RF is higher than other models, and C4.5 may be lower than other models on most datasets. We also find that KNN is comparable to C4.5 on NASA datasets, but performs better than C4.5 on PROMISE datasets. In addition, there is no significant difference between LR and MLP.

When it comes to the performance stability, we would first think of the standard deviation. As shown in Fig. 3, when different prediction models are performed on the same dataset, their average performance $\mu$ may be different. We could not only apply the standard deviation $\sigma$ to evaluate their performance stability. In this paper, we apply $C \cdot V$ to evaluate the performance stability of different models, which represents the percentage of standard deviation $\sigma$ and average $\mu$, thereby eliminating the effect of average difference on the comparison of performance stability. The calculation of $C \cdot V$ is shown in formula (4).

$$C \cdot V = \frac{\sigma}{\mu} \times 100\% \quad (4)$$

The higher the value of $C \cdot V$ is, the more unstable the performance of one model is.

Based on the results in Table 4, we calculate the $C \cdot V$ of prediction models as listed in Table 5. The last column shows the total $C \cdot V$ on all datasets. We can conclude that the total $C \cdot V$ of C4.5 (59.3%) is much higher than that of other models, which indicates that its performance is unstable on most datasets. In contrast, the performance of NB (9.6%) and RF (9.2%) are more stable than other models. In addition, the distribution differences of datasets may affect the performance stability of prediction models to a certain extent. For instance, the performance of MLP is extremely unstable on dataset Jedit-4.3 (13.5%) and Ivy-1.4 (7.0%), but it is stable on other datasets.

To further explore the performance variation of different prediction models with the increasing of IR, we use the line charts as displayed in Fig. 4, where the $x$-axis represents the value of IR, and $y$-axis represents the value of AUC. When the value of AUC is 0.5, as shown with dash line in Fig. 4, it represents the performance of random guess model. Additionally, Table 3 shows that the values of IR are 42, 10, 45, 7, 25, 14, 43 and 10 respectively, so the lines vary in length as shown in Fig. 4. What’s more, only half of the values are marked with symbols.

From all subgraphs in Fig. 4, we can conclude that the performance of C4.5 significantly decreases on most datasets with the increasing of IR, and even worse than that
Table 5 The C·V of prediction models.

| Model | MC1 | PC1 | PC2 | PC3 | Camel-1.0 | Ivy-1.4 | Jedit-4.3 | Tomcat | Total |
|-------|-----|-----|-----|-----|-----------|---------|-----------|--------|-------|
| C4.5  | 6.2%| 3.2%| 11.2%| 3.6%| 11.4%     | 7.0%    | 13.9%     | 2.8%   | 59.3% |
| KNN   | 1.6%| 2.3%| 7.6%| 3.5%| 4.1%      | 3.5%    | 2.4%      | 2.1%   | 27.1% |
| LR    | 1.2%| 2.6%| 3.1%| 0.7%| 3.1%      | 6.2%    | 4.4%      | 1.5%   | 22.8% |
| MLP   | 1.9%| 1.7%| 2.2%| 0.5%| 2.1%      | 7.0%    | 13.5%     | 0.7%   | 29.6% |
| NB    | 0.9%| 1.3%| 1.5%| 0.7%| 1.0%      | 1.9%    | 1.9%      | 0.4%   | 9.6%  |
| RF    | 1.3%| 0.9%| 1.0%| 0.5%| 2.3%      | 1.7%    | 1.0%      | 0.5%   | 9.2%  |

Fig. 4 The performance variation of prediction models.

of random guess model. That is to say, C4.5 is more vulnerable to the class imbalance problem. We can also conclude that the performance of RF is the most stable among all prediction models. The reason is that RF is an ensemble learning model of random trees, so its performance is more stable than the single model. Similarly, the performance of NB is also stable with the increasing of IR, which indicates that NB could be insensitive to class imbalance.

In addition, we find that most prediction models show the worst performance on dataset Ivy-1.4. The reason is that dataset Ivy-1.4 contains only 241 samples, which may reduce the performance of prediction models due to lack of historical data.

4.4 Comparison and Discussion

Based on the above experiments, we can conclude that there are indeed some prediction models whose performance are unstable on imbalanced datasets.

For example, we find that the performance of C4.5 is unstable when the dataset is imbalanced. Similarly, Japkowicz and Stephen [13] proved that class imbalance could also affect the performance of C5.0. It should be noted that C4.5 and C5.0 are different versions of decision tree model. Khoshgoftaar et al. [40] showed that Random Forest performed better on imbalanced datasets. Our experiments also show that the performance of Random Forest is more stable on imbalanced datasets. It can be demonstrated that our approach can effectively evaluate the performance stability of different prediction models with class imbalance. Compared with other methods, the advantage of our approach is that it can show the performance variation of prediction models with the increasing of IR.

Above all, based on our work, we can be aware of the performance stability of different prediction models with class imbalance. Furthermore, we can select reasonable prediction models in empirical studies. For example, Catal and Diri [23] investigated the effect of dataset size, metrics and feature selection. The experiments were developed on several models, such as C4.5, Naive Bayes and Random Forest. These models were also implemented in Weka with default parameters. However, according to our evaluation, C4.5 is unstable when the dataset is imbalanced. In order to reduce the effect of class imbalance on their experiments, C4.5 may
not be suitable, but Naive Bayes and Random Forest are good choices.

In addition, He et al. [24] investigated the feasibility of cross-project defect prediction. Similarly, C4.5 is also used in their experiments, which may reduce the efficiency of cross-project results to a certain extent. In this case, we should choose such prediction models with better and more stable performance as Naive Bayes and Random Forest in empirical studies.

4.5 Threats to Validity

Based on our experiments, we conclude several threats to the validity of our empirical study.

- Construct validity

The new datasets construction is the main threat to the construct validity. Our approach is designed to convert the original imbalanced dataset into a set of new datasets by random sampling. In order to reduce the effect of random errors of sampling as much as possible, we take the average of 100 times same experiments as the final results. Moreover, we take no account of the distribution differences between the original dataset and new constructed datasets.

- Internal validity

The parameters of prediction models may be the threat to the internal validity. Considering that many researchers are used to taking default parameters in empirical studies, we also take the default parameters of prediction models in Weka. Tantithamthavorn et al. [37] investigated that different parameters indeed had an impact on the performance of defect prediction models. Whether different parameters could affect the performance stability of prediction models should be discussed in the following work.

- External validity

Dataset quality may be the most important threat to the external validity. In our experiments, we select eight imbalanced datasets from NASA and PROMISE. These datasets are in different size and different levels of IR. Moreover, they are commonly used in software defect prediction.

5. Conclusions

This paper presents an approach to evaluating the performance stability of defect prediction models with class imbalance. We evaluate the performance stability of six prediction models in our experiments. The results show that the performance of C4.5 is unstable on imbalanced datasets. In contrast, the performance of Naive Bayes and Random Forest are more stable than other models. Based on the results, we can choose reasonable prediction models in empirical studies.

We only evaluate the performance stability of six prediction models, and more prediction models should be evaluated. In addition, we take default parameters of prediction models in our experiments. The performance stability with different parameters should be discussed in the following work.
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