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**ABSTRACT**

Most existing Visual Question Answering (VQA) systems tend to overly rely on the language bias and hence fail to reason from the visual clue. To address this issue, we propose a novel Language-Prior Feedback (LPF) objective function, to re-balance the proportion of each answer’s loss value in the total VQA loss. The LPF firstly calculates a modulating factor to determine the language bias using a question-only branch. Then, the LPF assigns a self-adaptive weight to each training sample in the training process. With this reweighting mechanism, the LPF ensures that the total VQA loss can be reshaped to a more balanced form. By this means, the samples that require certain visual information to predict will be efficiently used during training. Our method is simple to implement, model-agnostic, and end-to-end trainable. We conduct extensive experiments and the results show that the LPF (1) brings a significant improvement over various VQA models, (2) achieves competitive performance on the bias-sensitive VQA-CP v2 benchmark.
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**1 INTRODUCTION**

Visual Question Answering (VQA), which aims to answer questions about the given visual content, is one of the most challenging multi-modal tasks involving natural language processing and computer vision [4]. Nowadays, the state-of-the-art VQA models [3, 7, 17, 20, 27, 29, 32] can achieve well performance on the famous benchmarks [4, 14]. However, recent studies [2, 16, 26] demonstrate that most existing VQA models overly leverage superficial correlations between question and answer words to generate answers, i.e., language priors, resulting in poor performance in real-world settings. For instance, about 80% of questions “what color are the bananas?” have the answer “yellow” in the training set, the VQA models tend to “assume” that the answer should be “yellow” without “looking” at the given image. To overcome these language prior problems in VQA, [2] introduced VQA-CP dataset, which has different QA distributions in the training and test splits. This dataset is proposed to evaluate the generalization performance of VQA models. Most state-of-the-art VQA models that learned language biases from training data perform poorly in the VQA-CP.

Currently, the widely used solutions to mitigate the bias can be roughly grouped into annotation-based methods and non-annotation based methods. The annotation-based methods try to align the VQA models’ visual attention to the human attention, yet require expensive human annotation [26, 33]. Not only this, recent work [28, 31] shows that the accuracy improvements stem from a regularization effect rather than proper visual grounding. Besides, counterfactual data augmentation techniques [1, 9, 22, 30, 34] are proposed to balance the training data and boost the generalization performance of the model. However, how to make the VQA models generalize well under imbalanced training data still remains a major challenge. Another prevailing way of non-annotation based methods is training a question-only model to regularize the training of the VQA model, which can further be grouped into two types: 1) adversary-based [15, 25]: they train the question-only branch to prevent the question encoder from capturing unwanted language priors in an adversarial training scheme. But these methods bring significant noise and make the training instable [15]. 2) ensemble-based [8, 10, 19, 24]: they use the ensemble strategy to combine the two models’ prediction, which derives the training gradients based on the fused answer distributions. Still and all, current ensemble-based methods merely increase or decrease the loss value of each...
sample independently, the global training objective can still be unbalanced across different answers. Since the ground truth answer distribution per question type is extremely long-tailed [2], as shown in Fig. 1, tons of well-classified samples (with small loss values) can still construct a total loss with non-trivial magnitude, and subsequently dominate the gradient of the training process, which is not the original intention of training. We posit that it is of crucial importance to re-balance the proportion of each answer’s loss value in the total VQA loss, rather than simply increase or decrease its loss value.

To address this issue, we propose a reweighting-based method, namely Language-Prior Feedback (LPF) objective function. Concretely, the LPF calculates a modulating factor to determine the language bias using the output distribution of a question-only branch. Then, a dynamic weight is assigned to each training sample in the training process. It is worth noting that, the reweighting mechanism ensures that the total VQA loss can be reshaped to a more balanced form (as one example shown in Fig. 2), which is different from the ensemble-based methods such as RUBi [8]. By optimizing the LPF objective function and question-only model simultaneously, the VQA model is encouraged to focus on the samples that require certain visual knowledge to predict. Not only that, the LPF method is easy to implement, model-agnostic and end-to-end trainable, which is compatible with most current state-of-the-art VQA systems.

Overall, the contributions of this paper are summarized as follows: (1) We introduce a Language-Prior Feedback objective function (LPF) that automatically reshapes the training loss to a balanced form when learning from the imbalanced VQA dataset, and propose a generic framework leveraging a question-only branch to calculate a dynamic weight for different answers. (2) Extensive experiments are conducted on the popular language bias sensitive benchmark VQA-CP v2. The results validate that LPF brings significantly performance gain over strong baseline and achieves competitive performance against the state-of-the-art methods.

2 METHODOLOGY

In this section, we introduce our approach named Language-Prior Feedback (LPF) objective. In summary, the LPF estimates the intensity of the model bias to language modality through a question-only model and dynamically tunes the loss weight of each training sample so as to train an unbiased model. The overall structure of our model together with a specific example is shown in Fig. 2, which includes three modules: (1) An arbitrary base VQA model (2) A question-only branch (3) A reshaped VQA objective function.

2.1 An arbitrary VQA model

Most of previous VQA systems [3, 6, 20] consider the Visual Question Answering task as a multi-class classification problem. In general, they produce feature representations for the given image and question, then fuse them into a multi-modal representation with bilinear fusion methods [5, 20], attention mechanisms [3, 12], etc. Finally, the multi-modal representation is utilized to predict a distribution over the answer space. Formally, given a set consisting of $N$ triplets of images $I_i \in \mathcal{I}$, question $Q_i \in \mathcal{Q}$ and answer $a_i \in \mathcal{A}$, we denote as $\mathcal{D} = \left\{ (I_i, Q_i, a_i) \right\}_{i=1}^{N}$. For each input image $I_i$, a visual object embedding vector set $v_i = \{v_i, v_2, ..., v_k\}$ are extracted by an object detector $e_o$, i.e. $v_i = e_o(I_i)$. For each input question $Q_i$, it is encoded sequentially using a question encoder (such as LSTM, GRU, etc.) denoted by $e_q$ to produce a question embedding vector, i.e. $q_i = e_q(Q_i)$. Further, the final answer distribution is calculated by a mapping $f_y(QA) (v_i, q_i)$. The classical VQA training objective of minimizing the standard cross entropy loss can be formalized as follows:

\[
\mathcal{L}_{VQA} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \text{softmax} \left( f_y(QA) (v_i, q_i) \right) \right) [a_i]
\]  

(1)

2.2 Determining Language Biases with a Question-only Branch

To measure the intensity of language priors in the VQA models, one effective approach is to train a simple model using the question modality alone [4, 14]. Due to the large amount of statistical regularities that can be leveraged from the language modality, the question-only model can be a comparable baseline. Technically, the question-only branch is added alongside the base VQA model using MLP layers. This question-only branch takes the question embedding $q_i$ from the question encoder $e_q$. In order to avoid the instability brought by the adversarial scheme [15], the question-only model is trained with the objective of minimizing the standard cross entropy loss, which is formalized as:

\[
\mathcal{L}_{QO} = -\frac{1}{N} \sum_{i=1}^{N} \log \left( \text{softmax} \left( f_y(QO) (q_i) \right) \right) [a_i]
\]  

(2)

where the $f_y(QO)$ denotes the output from this question-only branch as a mapping. Since the question-only branch is trained to predict the correct answer as well as possible, the distribution of $f_y(QO)$ can well represent the intensity of language bias.

2.3 Reducing Language Biases by Reshaping the VQA Objective Function

In this section, we specifically introduce how to reduce language biases from the feedback of the question-only branch. First we compute a softmax probability over the outputs from question-only branch. Then we index out the ground-truth answer to generate $a_i$, representing the language bias of the given question:

Figure 2: The overview of our framework and detailed illustration of the LPF impact on the training process. $n$ in this example is the number of images corresponding to the given question. The classical biased VQA training objective is reshaped to a balanced form by the LPF.
We jointly optimize the parameters of the base VQA model and the question-only branch in an end-to-end training scheme. To prevent the question encoder $e_q$ from straightly learning language biases, gradients calculated from $L_{\text{QO}}$ are not backpropagated to the question encoder [8]. By this means, the stronger the question-only branch is, the more the unwanted language priors in the VQA model is captured and removed.

$$a_i = \text{softmax} \left( f_{\text{QO}}(q_i) \right) [a_i] = \frac{\exp \left( f_{\text{QO}}(q_i) \right) [a_i]}{\sum_{j=1}^{N} \exp \left( f_{\text{QO}}(q_i) \right) [a_j]}$$

(3)

As $a_i$ increases, the model is more biased toward the language modality. Hence, we adopt this representation $a_i$ to formalize a modulating factor $\beta_i$, which can dynamically adjust the classical VQA objective function (Equation 1) by modifying the loss weights of each training sample. The modulating factor $\beta_i$ is defined as:

$$\beta_i = (1 - a_i)^y, y \geq 0$$

(4)

where $y$ is a tunable hype-parameter for the modulating factor. As $a_i$ increases, the factor $\beta_i$ should decrease, so the impact of the modulating factor $\beta_i$ down-weighting the loss function should be likewise increased. Then this modulating factor is combined with the classical VQA objective function (Equation 1) as follows:

$$L_{\text{LPF}} = - \frac{1}{N} \sum_{i=1}^{N} (1 - a_i)^y \log \left( \text{softmax} \left( f_{\text{QO}}(v_i, q_i) \right) \right) [a_i]$$

(5)

There are two properties of this LPF objective function. Firstly, when the input sample is not well answered by the question-only branch, the $a_i$ is small so the modulating factor $\beta_i$ is near 1, therefore the loss is hardly affected. As $a_i$ grows to 1, the factor $\beta_i$ goes down to 0 and consequently the loss for this most biased sample is significantly down-weighted. To better understand the impact of LPF on reducing language biases, we illustrate this with a concrete informal example shown in the Fig. 2. Assume that the total amount of training samples corresponding to the question type “What color are the bananas?” is $n$. Here we set $y$ to 1 for simplicity. On the one hand, due to the imbalanced data distribution, the $a_i$ of “yellow” bananas in this example is close to 1. So the modulating factor $\beta_i$ goes near to 0 and thus the loss for these kinds of overly language bias samples is down-weighted (from $28.56 \cdot n \times 10^{-2}$ to $5.426 \cdot n \times 10^{-2}$). On the other hand, the $a_i$ of “green” banana sample is low, so the modulating factor $\beta_i$ is near 1 and thus the loss for this type of samples is barely affected (from $9.16 \cdot n \times 10^{-2}$ to $7.969 \cdot n \times 10^{-2}$). The classical biased VQA training objective is re-balanced by the LPF. With dynamic feedback from the question-only branch, the LPF enables the VQA model to keep unbiased learning from both modalities to predict answer rather than the language bias.

Finally, we construct our total loss $L_{\text{total}}$ by summing the $L_{\text{QO}}$ and $L_{\text{LPF}}$ together in the following equation:

$$L_{\text{total}} = L_{\text{LPF}} + L_{\text{QO}}$$

(6)

We jointly train the base VQA model and question-only branch in an end-to-end training scheme. To validate the effectiveness of our proposed method on the VQA-CP v2 dataset [2], the diagnostic benchmark for assessing the VQA model’s generalizability where the answer distributions of training and test splits are significantly different. The dataset contains about 121K images, 438K questions, and 4.4M answers for training, together with about 98K images, 220K questions, and 2.2M answers for testing. The results on the validation split of the original VQA v2 [14] dataset are also reported for completeness. We follow [2] to use the standard VQA evaluation metric [4] and report accuracy according to different question types. For fair comparisons, we adopt the widely-used UpDn [3] model and do all the same data preprocessing steps. Our question-only branch is implemented as a 3-layer MLP of size (2048, 2048, 3000) with ReLU activations. We jointly train the base VQA model and question-only branch end-to-end with parameters initialized from scratch under $L_{\text{total}}$ for 21 epochs. The Adam optimizer [21] is used with a learning rate 3e-4 and a batch size of 256. After training, the question-only branch is removed to maintain the original VQA model unchanged.

3 EXPERIMENTS

3.1 Datasets and implementation details

We validate the effectiveness of our proposed method on the VQA-CP v2 dataset [2], the diagnostic benchmark for assessing the VQA model’s generalizability where the answer distributions of training and test splits are significantly different. The dataset contains about 121K images, 438K questions, and 4.4M answers for training, together with about 98K images, 220K questions, and 2.2M answers for testing. The results on the validation split of the original VQA v2 [14] dataset are also reported for completeness. We follow [2] to use the standard VQA evaluation metric [4] and report accuracy according to different question types. For fair comparisons, we adopt the widely-used UpDn [3] model and do all the same data preprocessing steps. Our question-only branch is implemented as a 3-layer MLP of size (2048, 2048, 3000) with ReLU activations. We jointly train the base VQA model and question-only branch end-to-end with parameters initialized from scratch under $L_{\text{total}}$ for 21 epochs. The Adam optimizer [21] is used with a learning rate 3e-4 and a batch size of 256. After training, the question-only branch is removed to maintain the original VQA model unchanged.

3.2 Results and Analysis

3.2.1 Comparison with the SOTAs. The results of the proposed LPF and other state-of-the-art approaches on the VQA-CP v2 are listed in Table 1. We group them into: 1) baseline VQA models, including GQA [2] and UpDn [3]; 2) Extra annotation based methods, including HINT [26] and SCR [33]; 3) Data-augmentation based methods, including SSL (CE) [34] and CSS [9]. 4) Non-annotation based methods, including AdvReg [25], GRL [15], RUBi [8], VGQE [13], DLR [18] and LMH [10]. Though data-augmentation based methods outperform others by large margins, they change the training priors which makes it hard to evaluate whether VQA models are still driven by memorizing priors. So we only report their results for reference. The results show that LPF brings significant improvement (+15.85%) over the baseline UpDn model. Note that LPF surpasses RUBi by a large margin(+11.11%). This is because RUBi is still affected by the imbalance training objective, and LPF alleviates this problem by reshaping the global training objective using language priors. We find that LPF particularly improves VQA performance on “Yes/No” questions (+43.4%) because this type of question is susceptible to the influence of language priors. Our approach also improves the accuracy over the UpDn model (+3.59%) for the question type “Other”, while the AdvReg, GRL and RUBi methods experience an obvious performance drop (−7.50%, −2.22% and −3.37%). Besides, our method significantly outperforms the HINT and SCR methods, which require extra annotations [11].

3.2.2 Results on biased VQA dataset. In Table 1, we also report the results on the VQA v2 dataset containing strong language prior. Different from the VQA-CP, the train and val sets of VQA v2 dataset follow the same distribution, so the performance of most previous de-biasing methods are more or less dropped. The hype-parameter $\gamma$ of LPF makes a trade-off between reducing language biases and answering questions. So the LPF approach maintains competitive performance on the VQA v2 when $\gamma = 1$, and performs best on the VQA-CP v2 when $\gamma = 5$.

https://github.com/hengyuan-hu/bottom-up-attention-vqa
Table 1: Comparison of the performance on VQA-CP v2 test and VQA v2 val set with the state-of-the-art systems.

| Model                  | Overall | V/N | Other | Number | Other | GapΔ |
|------------------------|---------|-----|-------|--------|-------|------|
| S-MRL [8]              | 38.46   | 42.85 | 12.81 | 43.20  |
| S-MRL+RUBi [8]         | 47.11   | 68.65 | 20.28 | 43.18  | +8.65|
| S-MRL+LPF(ours)        | 53.38   | 88.06 | 25.00 | 42.99  | +14.92|
| UpDn [3]               | 39.49   | 45.21 | 11.96 | 42.98  |
| UpDn+RUBi [8]          | 44.23   | 67.05 | 17.48 | 39.61  | +4.74|
| UpDn+LPF(ours)         | 55.34   | 88.61 | 23.78 | 46.57  | +15.85|
| BAN [20]               | 37.03   | 41.55 | 12.43 | 41.40  |
| BAN+LPF(ours)          | 50.76   | 88.13 | 18.59 | 40.03  | +13.73|

Table 2: Performance (%) on the VQA-CP v2 test set based on different VQA models. GapΔ ↑ represents the accuracy improvements of the "Overall" question type.

3.2.3 LPF is model-agnostic. To demonstrate that our method works well on different VQA models, we also build LPF framework on the BAN [20] and the S-MRL [8]. From the results depicted in Table 2, the significant improvements in all different VQA models (≈13% to ≈16%) demonstrate that LPF is model-agnostic.

3.2.4 Different Varients of LPF. The original αi in LPF is a softmax probability P(αι|Qi) dynamically learnt from the Question-only model. To further discuss the effectiveness of our proposed LPF, we explore different ways to calculate αi in LPF objective function: 1) UpDn+Precomputing: In order to explore how important it is to learn a probability that represents the language bias, we conduct the experiments of precomputing the empirical answer distribution per question type P(αι|Qi,γp) from the training set as αi, i.e., αi = P(αι|Qi,γp). 2) UpDn+Focal: To explore whether the LPF is superior than the widely used reweighting mechanism, such as focal loss [23], we extend the original focal loss to the multi-class case and apply it to VQA. In practice, we compute a softmax probability over the outputs from VQA model itself and the ground-truth answer, i.e., αi = softmax (f(VQA(υi, qi)) [αι]). In both experiments, the ρi is set by the changed αi and the γ is set to 1, i.e., ρi = 1 − αi. As results shown in Table 3, UpDn+Precomputing brings some performance improvements (+0.55) from the UpDn models. Nevertheless, dynamically learning the language bias shows much favourable performance (+12.08) rather than precomputing. On the other hand, UpDn+Focal experiences some performance drops (≈0.97). We analyze that the output of VQA model itself comprises visual information as confounder so it can’t well represent the language bias. Taking a simple auxiliary question-only branch is more appropriate for estimation of language bias.

3.2.5 LPF Results in Less Biased Answer Distributions. Fig. 3 shows answer distributions for VQA-CP v2 train and test sets, the UpDn and the LPF of two question examples: “What color are the bananas?” and “Does this have lettuce?” It shows that the original UpDn model tends to overfit the answer distribution of training set and predicts the frequently-used answer in it rather than reasoning from the visual content. In contrast, the LPF can well recover the answer distribution in the test set, which demonstrates that LPF enables the model to be more grounded on the image content.

3.3 Qualitative Analysis

We display some qualitative comparisons between UpDn and our method in Fig. 4. As we can see in the upper row, LPF helps model to attend to a more reasonable visual region (“American flag” and “toilet paper”) to deduce the right answer. The results reveal that our method can improve the “visual” ability of the base model. In the bottom row, the baseline UpDn makes mistakes even it attends to the right visual region, which may be caused by the language biases. Instead, LPF enables the model to be more robust to “reason” about the relevant image regions before answering the question.

4 CONCLUSIONS

In this work, we proposed a generic training method named LPF to tackle the language bias problem in VQA. The LPF assigns a dynamic weight to each training sample and re-balances the total VQA loss based on the feedback from the question-only branch. The experimental results demonstrate that our method outperforms other strong baselines. In future work, we will explore whether our approach deals with uni-modal biases on other multi-modal tasks.
REFERENCES

[1] Ehsan Abbassejad, Damien Teney, Amin Parvaneh, Javen Shi, and Anton van den Hengel. 2020. Counterfactual vision and language learning. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 10844–10854.

[2] Aishwarya Agrawal, Dhirub Batra, Devi Parikh, and Anuruddha Kembhavi. 2018. Don’t Just Assume: Look and Answer: Overcoming Priors for Visual Question Answering. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

[3] Peter Anderson, Xiaodong He, Chris Buehler, Damien Teney, Mark Johnson, Stephen Gould, and Lei Zhang. 2018. Bottom-Up and Top-Down Attention for Image Captioning and Visual Question Answering. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

[4] Stanislaw Antol, Aishwarya Agrawal, Jiasen Lu, Margaret Mitchell, Dhruv Batra, C. Lawrence Zitnick, and Devi Parikh. 2015. VQA: Visual Question Answering. In The IEEE International Conference on Computer Vision (ICCV).

[5] Hedi Ben-Younes, Remi Cadene, Matthieu Cord, and Nicolas Thome. 2017. Multi-TAN: Multimodal Tucker Fusion for Visual Question Answering. In The IEEE International Conference on Computer Vision (ICCV).

[6] Hedi Ben-Younes, Remi Cadene, Nicolas Thome, and Matthieu Cord. 2019. Block: Bilinear superdiagonal fusion for visual question answering and visual relationship detection. In Proceedings of the AAAI Conference on Artificial Intelligence, Vol. 33: 8102–8109.

[7] Remi Cadene, Hedi Ben-younes, Matthieu Cord, and Nicolas Thome. 2019. MUREL: Multimodal Relational Reasoning for Visual Question Answering. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

[8] Remi Cadene, Corentin Danayette, Hedi Ben younes, Matthieu Cord, and Devi Parikh. 2019. RUBi: Reducing Unimodal Biases for Visual Question Answering. In Advances in Neural Information Processing Systems 32, H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché-Buc, E. Fox, and R. Garnett (Eds.). Curran Associates, Inc., 841–852.

[9] Long Chen, Xin Yan, Jun Xiao, Hanwang Zhang, Shiliang Pu, and Yueting Zhuang. 2020. Counterfactual samples synthesizing for robust visual question answering. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 10800–10809.

[10] Christopher Clark, Mark Yatskar, and Luke Zettlemoyer. 2019. Don’t Take the Easy Way Out: Ensemble Based Methods for Avoiding Known Dataset Biases. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP). 4066–4073.

[11] Abhishek Das, Harsh Agrawal, Larry Zitnick, Devi Parikh, and Dhirub Batra. 2017. Human attention in visual question answering: Do humans and deep networks look at the same regions? Computer Vision and Image Understanding 163 (2017), 96–109.

[12] Peng Gao, Zhengkai Jiang, Haoxuan You, Pan Lu, Steven C. H. Hoi, and Xiaogang Wang. 2019. Dynamic Fusion With Intra- and Inter-Modality Attention Flow for Visual Question Answering. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

[13] RV Gouthaman and Anurag Mittal. 2020. Reducing Language Biases in Visual Question Answering with Visually-Grounded Question Encoder. In The European Conference on Computer Vision (ECCV).

[14] Yash Goyal, Tejas Khot, Douglas Summers-Stay, Dhirub Batra, and Devi Parikh. 2017. Making the v in VQA Matter: Elevating the Role of Image Understanding in Visual Question Answering. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

[15] Gabriel Grand and Yonatan Belinkov. 2019. Adversarial Regularization for Visual Question Answering. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

[16] Yangyang Guo, Zhiyong Cheng, Linqiang Nie, Yibing Liu, Yinglong Wang, and Mohan Kankanhalli. 2019. Quantifying and alleviating the language prior problem in visual question answering. In Proceedings of the 42nd International ACM SIGIR Conference on Research and Development in Information Retrieval. 75–84.

[17] Yu Jiang, Vivek Natarajan, Xinlei Chen, Marcus Rohrbach, Dhirub Batra, and Devi Parikh. 2018. Pythia v0.1: the Winning Entry to the VQA Challenge 2018. arXiv e-prints, Article arXiv:1807.09956 (July 2018), arXiv:1807.09956 pages.

[18] Chencheng Jing, Yuwei Wu, Xiaoxun Zhang, Yunde Jia, and Qi Wu. 2020. Overcoming Language Priors in VQA via Decomposed Linguistic Representations. In AAAI 11181–11188.

[19] Rabeeh Karimi Mahabadi, Yonatan Belinkov, and James Henderson. 2020. End-to-End Bias Mitigation by Modelling Biases in Corpora. In Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics. Association for Computational Linguistics, Online, 8706–8716. https://doi.org/10.18653/v1/2020.acl-main.769.

[20] Jin-Hwa Kim, Jaehyun Jun, and Byoung-Tak Zhang. 2018. Bilinear Attention Networks. In Advances in Neural Information Processing Systems 31, S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett (Eds.). Curran Associates, Inc., 1546–1554.

[21] Diederik P. Kingma and Jimmy Ba. 2014. Adam: A Method for Stochastic Optimization. arXiv e-prints, Article arXiv:1412.6980 (Dec. 2014), arXiv:1412.6980 pages.

[22] Ziujie Liang, Weitao Jiang, Haifeng Hu, and Jiaying Zhu. 2020. Learning to Contrast the Counterfactual Samples for Robust Visual Question Answering. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP). 3285–3292.

[23] Tsung-Yi Lin, Priya Goyal, Ross Girshick, Kaiming He, and Piotr Dollar. 2017. Focal Loss for Dense Object Detection. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

[24] Yulei Niu, Kaihua Tang, Hanwang Zhang, Zhiwu Lu, Xiao-Sheng Hua, and Jingwen Ren. 2020. Counterfactual vqa: A cause-effect look at language bias. arXiv preprint arXiv:2006.04315 (2020).

[25] Sainandam Ramalakshman, Aishwarya Agrawal, and Stefan Lee. 2018. Overcoming Language Priors in Visual Question Answering with Adversarial Regularization. In Advances in Neural Information Processing Systems 31, S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett (Eds.). Curran Associates, Inc., 1541–1551.

[26] Ramprasaath R. Selvaraju, Stefan Lee, Yilin Shen, Hongxia Jin, Shalini Ghosh, Larry Heck, Dhirub Batra, and Devi Parikh. 2019. Taking a HDNT: Leveraging Explanations to Make Vision and Language Models More Grounded. In The IEEE International Conference on Computer Vision (ICCV).

[27] Meet Shah, Xinlei Chen, Marcus Rohrbach, and Devi Parikh. 2019. Cycle-Consistency for Robust Visual Question Answering. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR).

[28] Robik Shrestha, Kushal Kafle, and Christopher Kanan. 2020. A negative case analysis of visual grounding methods for VQA. In Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics.

[29] Hao Tan and Mohit Bansal. 2019. LXMERT: Learning Cross-Modality Encoder Representations from Transformers. In EMNLP/IJCNLP.

[30] Damien Teney, Ehsan Abbassejad, and Anton van den Hengel. 2020. Learning what makes a difference from counterfactual examples and gradient supervision. In The European Conference on Computer Vision (ECCV).

[31] Damien Teney, Ehsan Abbassejad, Kushal Kafle, Robik Shrestha, Christopher Kanan, and Anton van den Hengel. 2020. On the Value of Out-of-Distribution Testing: An Example of Goodhart’s Law. In Advances in Neural Information Processing Systems 33: Annual Conference on Neural Information Processing Systems, 2020, NeurIPS 2020, December 6-12, 2020, virtual, Hugo Larochelle, Marc’Aurelio Ranzato, Raia Hadsell, Maria-Florina Balcan, and Hsuan-Tien Lin (Eds.). Curran Associates, Inc., 9641–9652.

[32] Jinliang Wu and Raymond Mooney. 2019. Generating Question Relevant Captions to Aid Visual Question Answering. In Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics. 3585–3594.

[33] Jinliang Wu and Raymond Mooney. 2019. Self-Critical Reasoning for Robust Visual Question Answering. In Advances in Neural Information Processing Systems 32, H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alché-Buc, E. Fox, and R. Garnett (Eds.). Curran Associates, Inc., 8604–8614.

[34] Xi Zhu, Zhengdong Mao, Chunxia Liu, Peng Zhang, Bin Wang, and Yongdong Zhao. 2020. Overcoming Language Priors with Self-supervised Learning for Visual Question Answering. In Proceedings of the Twenty-Ninth International Joint Conference on Artificial Intelligence, IJCAI-20, Christian Bessière (Ed.). International Joint Conferences on Artificial Intelligence Organization, 1083–1089. https://doi.org/10.24963/ijcai.2020/151 Main track.