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Abstract—Simulation of thermal dynamics in city-scale district energy grids often becomes computationally prohibitive for long simulation runs. Current model order reduction methods offer limited interpretability with regards to the non-reduced system, and are not in general applicable for e.g., varying flow rates, multiple producers, or changing flow directions. This article presents a novel method based on graph theory that approximates the solution of an optimization problem that minimizes the local truncation error for heat transport in the grid. It is shown that the method can be used to reduce the thermal dynamic model of a city-scale energy grid, resulting in a coarser temporal and spatial resolution. The relative root mean square error was 2.3\% for the temperature in the evaluation scenario, comparing the reduced-order system with the non-reduced system at the instances of the coarser time-step.

I. INTRODUCTION

Simulation of district energy networks is a popular subject of scientific articles, where simulations are used e.g. for the planning of new district energy grids, optimization of production planning and thermal storage \cite{13}, and to explore various scenarios such as lowered supply temperatures and including waste heat from data centers.

There are several domain-specific commercial tools available for simulation of district energy networks, where most are focused on the steady-state analysis of pressure, flow, and temperatures \cite{10}. Dynamic simulation of the temperature in district energy grids on a city scale generally suffers from limited practical usability due to the computational demands of dynamic simulation \cite{12}. The computational performance is highly dependent on the scale of the problem and the resolution of interest – both the spatial and temporal resolution. The scale of the problem is usually given beforehand, but the resolution of interest is dependent on the use cases, and can also vary within a specific use case. It would thus be ideal to find methods that can adapt the spatial and time resolution of the simulation between simulation runs, or even dynamically during simulation.

Existing methods to reduce the computational demand can be roughly split into three categories. The first category consists of methods to simplify the model by merging nodes and pipes in a structured manner based on the physics of district energy grids. The most popular methods are called the Danish and the German method, respectively \cite{3}. However, both methods are limited in that they do not preserve the original structure of the grid, and thus the states are not directly interpretable with regards to the original system. Moreover, the methods cannot handle changing flow directions or multiple production units. A second category consists of model order reduction techniques for dynamic systems on state space form. Methods include Proper Orthogonal Decomposition (POD) and Hankel Model Order Reduction \cite{1}. Most of these methods rely on the system being linear and time-invariant, which is not true for the thermal dynamics of pipe flow with varying flow rates. Moreover, the POD method aims to find the most influential states, rather than averaging over (aggregating) many states. A third, somewhat related, category consists of methods for Computation Fluid Dynamics (CFD), e.g. various multi-grid methods \cite{14}. These methods are mostly focused on higher dimensions or higher accuracy than in this article, and are generally not applicable.

The article is structured as follows. First, the mathematical background for the differential equations of heat transport in a district energy pipe is presented, followed by a short introduction to the graph theory used in the article. Next, the two are combined to show how advection on a graph can be modeled. General reduced order models of a linear time-varying state space system for advection on a graph are then presented.

The article then proposes a novel method based on graph theory and the partial differential equations of advection with corresponding discretization methods, posing this as an optimization problem where the spatial resolution of the grid is optimized with regards to the time resolution of interest, minimizing the local truncation error. To avoid falling into the NP-hardness trap that is common for algorithms on graphs, the solution to the optimization problem is approximated by solving a generalized eigenvalue problem using the so-called graph Laplacian(s). While there are generic algorithms for clustering (sometimes called sparsening or coarsening of graphs) \cite{6}, these cannot be directly applied to a district energy grid without considering the underlying physics.

In the results section, the performance of the clustering is evaluated with regards to a non-reduced city-scale grid, and it is shown that the relative root mean square error is 2.3\% for the temperature of all the nodes of the original model when comparing 5s time steps with 600s time steps at the points of the coarser time step. The computational performance is improved with a speedup factor of $\approx 90$ for
The thermal dynamics of pipe flow

A necessary condition for stability of an explicit time integration schemes is that the volume of flow through a pipe during a time step of the solver does not exceed the integration scheme's time step.

\[ \frac{v_{sup} \Delta t}{\Delta z} = \frac{\dot{m}_{sup} \Delta t}{m} = \frac{\Delta t}{\tau} \leq 1 \iff \Delta t \leq \tau \]  

where \( \tau \) is the transport delay through the pipe. The Courant number also relates to the numerical accuracy of the discretization. A truncation error analysis using a Taylor expansion gives that the local truncation error for a finite volume upwind discretization is approximately

\[ T \approx \frac{v\Delta z}{2} \left(1 - \frac{v \Delta t}{\Delta z}\right) d^2 x / dx^2 + O(\Delta x^2), \]  

i.e., for \( C = 1 \) the truncation error due to discretization vanishes. Notably, the expression for the truncation error is similar to the diffusion equation, and the phenomenon is hence called numerical (or artificial) diffusion. While there exist many methods to minimize numerical diffusion and choose an optimal time step, for practical applications in district energy simulation, it is in most cases sufficient to aim for a maximal Courant number for the simulation that provides a reasonable trade-off between accuracy and stability for a given time-resolution.

B. The district energy grid as a graph

In Figure 1, a schematic view of a minimal district energy grid with three consumers and one producer is shown. The dashed circles represent nodes – connection points for junctions, consumers, or producers. The lines between the nodes are called edges and represent pipes. This minimal grid will be used as an example in the theoretical part, whereas a city-scale grid will be used in the results section to show the method's applicability.

The flows are assumed as balanced so that the supply flow equals the return flow for each node. A simplified schematic view of the same grid can be seen in Figure 2 where the labels \( n_i \) and \( e_i \) are added for nodes and edges. The grid can be represented by an incidence matrix, where the columns represent edges and rows represent nodes.

The flows can be represented by an incidence matrix, where the columns represent edges and rows represent nodes.

\[ M_w(i,j) = \begin{cases} \sqrt{w_{ij}}, & \text{if node } n_j \text{ is the target of } e_i \\ -\sqrt{w_{ij}}, & \text{if node } n_j \text{ is the source of } e_i \\ 0, & \text{elsewhere} \end{cases} \]
Fig. 2. Graph representation of a district energy grid with nodes weighted by \( n_i \) and edges by \( e_i \).

Consumers and producers are not included in the incidence matrix in this paper. When the weights are chosen as \( w_{ij} = 1 \), the incidence matrix is unweighted. For the example grid, the unweighted incidence matrix is

\[
M = \begin{bmatrix}
  n_1 & e_1 & e_2 & e_3 & e_4 \\
  n_2 & -1 & 0 & 0 & 0 \\
  n_3 & 1 & -1 & -1 & 0 \\
  n_4 & 0 & 1 & 0 & 0 \\
  n_5 & 0 & 0 & 1 & -1 \\
\end{bmatrix}
\]

The matrix \( L_w = M_n M_w^\top \) is called the weighted graph Laplacian, which is undirected, symmetric, and positive definite. The diagonal matrix with the diagonal elements from the weighted graph Laplacian is the degree matrix \( D_w \) and \( W = L_w - D_w \) is the weighted adjacency matrix. For unweighted matrices and vectors the subscript \( w \) is dropped in the notation.

For the model reduction performed in this paper, two different Laplacian matrices are used – the flow Laplacian \( L_f = M_f M_f^\top \) where the weights correspond to the maximum flow rate through each pipe, and the mass Laplacian \( L_m = M_m M_m^\top \) where the weights correspond to the mass of water within each pipe.

C. Advection on a graph

The graph itself can be interpreted as a finite volume discretization, where the edges represent mass flow rate and the nodes represent the masses of the volumes. Advection on graphs for the general case is described in [2]. The thermal dynamics of the supply and return pipes are modeled separately. To model advection, the modified incidence matrix

\[
M_v(i, j) = \begin{cases} 
1, & \text{if } j = i + 1 \\
0, & \text{elsewhere}
\end{cases}
\]

and the flow matrix \( U_d = \text{diag}(u_1, \ldots, u_m) \) where \( u_i \) is the flow on edge \( e_i \), are introduced. \( U_{do} \) is the diagonal matrix of flows exiting a node from the supply to the return pipe or vice versa. \( U_{di} \) the diagonal matrix of flows entering each node and \( x_{in} \) the temperature of flows entering each node. Equation (2) can then be written in matrix form as

\[
\dot{x}(t) = M_d^{-1}(MU_d(t)M_v^\top - U_{do}(t))x(t) + M_d^{-1}U_{di}(t)x_{in}(t)
\]

Equation (9) can be recognized as a time-varying state space model, that can be written on the form

\[
\dot{x}(t) = A(t)x(t) + Bu(t) \\
y(t) = Cx(t)
\]

with

\[
A(t) = M_d^{-1}(MU_d(t)M_o^\top - U_{do}(t)) \\
B = M_d^{-1}, \quad C = I 
\]

Since there are sometimes long pipes between nodes (i.e., no connected consumers for a long stretch of piping) in district energy grids, the graph can be oversampled by introducing intermediate nodes for edges corresponding to long pipes.

D. Low rank approximations

A low rank approximation of the state space system means that the calculations can be performed in a lower dimensional space \( \mathbb{R}^k \) with \( k < n \) where \( n \) is the number of states (nodes in the graph). The resulting number of edges from the reduction is \( l \). The reduction matrices for a graph need to act on both the nodes and the edges by contracting nodes and removing edges within the contracted set, and thus two transformation matrices \( P_n, P_e \), of sizes \( k \times n, m \times l \) respectively, are needed. For the reduced state space model, using the notation from Equation (9) and dropping the time index for more compact notation, the reduced versions of respective vectors and matrices become

\[
\tilde{M}_d = P_n M_d P_n^\top \\
\tilde{M}_o = P_n M_o P_e^\top \\
\tilde{U}_d = P_n U_d P_e^\top, \quad \tilde{U}_{do} = P_n U_{do} P_n^\top \\
\tilde{B} = P_n BP_e^\top, \quad \tilde{u} = P_n u
\]

Some special care needs to be taken for the reduced states \( \tilde{x} \) with regards to energy conservation, since the temperature of the reduced state should be the average temperature of the nodes scaled by the mass of each node

\[
\tilde{x}_i = \frac{\sum_{j \in C_i} m_j x_j}{\sum_{j \in C_i} m_j},
\]

or in matrix form

\[
\tilde{x} = (P_n M_d P_n^\top)^{-1} P_n M_d x.
\]

The reduced system can thus be written as

\[
\dot{\tilde{x}}(t) = \tilde{A}(t)\tilde{x}(t) + \tilde{B}\tilde{u}(t) \\
y(t) = P_n^\top \tilde{x}(t)
\]

where

\[
\tilde{A}(t) = \tilde{M}_d^{-1}(\tilde{M}_o U_d(t)\tilde{M}_o^\top - \tilde{U}_{do}(t))
\]

Note that since \( y(t) \) is the lifted state vector in \( \mathbb{R}^n \), there is a direct interpretation with regards to the states of the original graph.
III. SPECTRAL GRAPH CLUSTERING

Coarsening the spatial discretization of the grid corresponds to contracting nodes by adding the masses of the contracted nodes and removing the edges connecting contracted nodes. This can be seen as a graph clustering problem – the original nodes of the graph should be assigned to the cluster $N_i$ where the temperature is averaged within the cluster. The clustering of the reduced grid should minimize the truncation error for the advection equation with some stability margin with regards to the CFL condition, corresponding to choosing a target maximum Courant number $C_T$. The number of clusters needs to be approximated or chosen iteratively. When the number of clusters is decided, the minimization problems equals minimizing the sum of Courant numbers for the reduced problem

$$C_{\text{tot}} = \Delta t \sum_{i}^{k} C_i = \Delta t \sum_{i \leftrightarrow j} \left( \frac{\bar{m}_{ij}}{m_i} + \frac{\bar{m}_{ij}}{m_j} \right) \tag{17}$$

where $i \leftrightarrow j$ denotes that the clusters are connected and $\Delta t$ is the wanted step size.

To deal with the problem, some additional notation is introduced. For a cut in a graph $G = (N, E)$ consisting of nodes $N$ and edges $E$, the weight of the cut is defined as the sum of the weights of the edges separating $N_1, N_2$

$$\text{cut}(N_1, N_2) = \sum_{i \in N_1, j \in N_2} w_{ij} \tag{18}$$

Nodes are weighted with $m_i$, and thus the total mass of a cluster is

$$\text{mass}(N_i) = \sum_{i \in N_i} m_i. \tag{19}$$

To illustrate the clustering problem for advection on a graph, it is clarifying to look at the clustering of the graph to two clusters $N_1, N_2$ – i.e. the cut is a bisection. Starting from the previously introduced graph of a district energy grid, edge weights corresponding to maximum flow rate through each pipe, and node weights corresponding to the mass of each node are added, as can be seen in Figure 3.

$$\sum_{i}^{k} C_i = \sum_{i \leftrightarrow j} \left( \frac{\bar{m}_{ij}}{m_i} + \frac{\bar{m}_{ij}}{m_j} \right) \tag{17}$$

Following the procedure in [11], the minimization can be expressed in a more compact form as

$$\min_{v} \frac{v^\top L_f v}{v^\top M_d v} = \frac{\sum_{ij} \bar{m}_{ij} (v_i - v_j)^2}{\sum m_i v_i^2}. \tag{22}$$

That the expression minimizes the Courant number can be shown for $k = 2$ by introducing the indicator vector $v$ where $v_i = 1$ if the corresponding node $n_i \in N_1$ and $v_i = -1$ if $n_i \in N_2$, in the expression above. The right hand side of Equation (22) can then be rewritten as

$$\frac{\sum_{ij} \bar{m}_{ij} (v_i - v_j)^2}{\sum m_i v_i^2} = 4 \frac{\bar{m}_{12}}{m_{N1}} + 4 \frac{\bar{m}_{21}}{m_{N2}} = \frac{4}{\Delta t} (C_1 + C_2), \tag{23}$$

i.e. the sum of Courant numbers scaled by a constant. This combinatorial optimization problem is known to be NP-hard [7], but the optimum can be approximated by relaxing the problem so that $v$ contains real numbers, and the partitions are chosen from the sign of $v$. The expression on the left hand side of Equation (22) is the generalized Rayleigh quotient and is minimized by the smallest eigenvector of the generalized eigenvalue problem $L_f v = \lambda M_d v$. The first eigenvector is trivially $v_1 = 1/\sqrt{\bar{m}}$, but the second eigenvector $v_2$ called the Fiedler vector, that is orthogonal to $v_1$, solves the minimization problem.

Following the procedure in [7], the method can be extended to $k$ clusters by including the first $k$ vectors of the generalized eigenvalue problem, forming the $n \times k$ matrix.
of eigenvectors $V_k = [v_1 \ldots v_k]$ and performing k-means clustering on the rows – i.e. viewing the nodes as points in the $k$-dimensional space spanned by the rows of $V_k$. The maximal Courant number of the reduced-order system can be calculated as

$$\tilde{C}_{\text{max}} = \max(\text{diag}(0.5 \Delta t M_d^{-1} \tilde{L}_f)),$$

where the number of clusters should be adjusted so that $C_{\text{max}} \approx C_T$. The clustering process is summarized in Algorithm 1.

**Algorithm 1 Spectral graph clustering of district energy network**

- $k \leftarrow$ user specified number of clusters
- Calculate graph Laplacians $L_f, L_m$
- $M_d \leftarrow \text{Diagonal(diag}(L_m))$
- Solve the generalized eigenvalue problem $L_f V = \lambda M_d V$
- $V_k \leftarrow [v_1, \ldots, v_k]$
- Let $y_i = V_k(i,:)$
- Assign each $y_i$ to cluster $N_j$ by performing a k-means clustering on the rows of $V_k$
- Adjust the number of clusters if $C_{\text{max}} \neq C_T$

The reduction matrices $P_n \in \mathbb{R}^{k \times n}$, $P_e \in \mathbb{R}^{m \times l}$ calculated from a given clustering serve two separate purposes, namely 1) merging the nodes of each cluster, and 2) removing the edges within each cluster, where

$$P_n(i,j) = \begin{cases} 1, & n_j \in N_i \\ 0, & \text{elsewhere} \end{cases} \quad (25)$$

and

$$P_e(i,j) = \begin{cases} 1, & e_i \in N_j \rightarrow N_k \neq j \\ 0, & \text{elsewhere} \end{cases} \quad (26)$$

The reduced-order system matrices in Equation (12) can then be computed.

**A. A note on numerical methods**

The computational bottlenecks for large grids in Algorithm 1 are the calculation of the eigenvalues and the memory requirements of the matrices and corresponding algorithms. However, only the first $k$ eigenvalues and corresponding eigenvectors are needed, and the graph Laplacian matrix is sparse. Storing the graph Laplacian matrices in a sparse format and using iterative algorithms such as Lanczos algorithm allows for efficient calculations of the first $k$ eigenvalues and corresponding eigenvectors when the number of clusters is sufficiently small. For reference, on a standard laptop with an 8th generation i7 Intel processor and 16GB of RAM, some elapsed CPU times for the clustering algorithm are presented in Table I.

**IV. RESULTS**

To evaluate the clustering performance, a partial model of the district energy grid of Luleå, Sweden, was compared with the same model where the model order reduction provided in the paper was applied. The model comparison only includes the thermal dynamics of the supply piping. The advection equation and flows are similar on the return side, with an opposite flow direction, but the return temperatures of the consumers need to be modeled to get realistic results for the return piping, which is beyond the scope of the paper.

The models were automatically generated from grid data, where the spatial discretization of the reference model corresponds to that each pipe was discretized with a uniform segment length $\Delta z$ when the pipe length exceeds $\Delta z$, elsewhere the pipe length provided by data was used. The original model consisted of about 3700 pipe sections and 1500 consumers. After some initial preprocessing, where nodes connected by pipes shorter than 10m were merged, the resulting model included 2715 pipes.

Both models were generated as Julia code and run using BDF solvers provided by the package DifferentialEquations.jl [8]. In this case, and the general case, there was no measured ground truth available – the reference instead corresponded to what would be the result of directly modeling the grid from available geographical data with pipe models that are uniformly discretized using finite volumes.

The simulation scenario used was an increased outdoor temperature, with an increased demand of the consumers and a linearly increasing supply temperature. The demands of the consumers included morning and afternoon peaks, with random perturbations so that the demand pattern resembled what could be expected from real-life data. An example of the demand for 100 different consumers is seen in Figure 5. The simulation time was set to 24h, where the reference model used a time-step of 5s and the reduced model a time-
step of 600s. While the model was optimized with respect to the time-step, this was not necessarily the internal time step of the solver. The reduced model’s speedup factor was around 90, resulting in the reduced-order model running at about 4000 times the real-time speed on a standard laptop computer. To evaluate how close the reduced model tracked the reference model, the states (temperatures) $x$ of the original model are compared with the lifted states $\mathbf{P}_n^T \tilde{x}$, at each successful time step of the larger step size, using the relative root mean square error (rRMSE)

$$\text{rRMSE} = 100 \frac{1}{\bar{x}} \sqrt{\left\| \mathbf{P}_n^T \tilde{x} - x \right\|_2^2}.$$  \hspace{1cm} (27)

The reduced-order model was generated using the algorithm provided in Algorithm [1] and the procedure described in the paper. An example of the clustering found by the algorithm for $k = 150$ clusters is seen in Figure 6. The number of clusters was chosen so that $C_{\text{max}} \approx 0.9$ for the time step size and maximum flow rate, corresponding to about 150 clusters for the reduced model.

The first comparison used idealized pipe models only including the advection equation for thermal dynamics so that e.g., (non-numerical) diffusion and thermal losses were neglected. The simulation comparison resulted in a rRMSE of $\approx 0.7\%$, corresponding to an absolute error within $1^\circ C$. A heat map of the absolute error can be seen in Figure 7.

From the truncation error analysis, it can be deduced that the reduced-order model does not necessarily have a larger truncation error so that the reduced model might be better in this regard. However, the dynamics of the more fine-grained model between the 600s time steps is lost in the comparison, that might be of interest for specific use cases.

In the second comparison shown in Figure 8 a more realistic model with heat loss to the outside was used, otherwise using the same setup as in the preceding comparison. The resulting rRMSE was $2.3\%$ for this case, and as expected, some individual nodes – typically for low consumption consumers – were relatively far off due to averaging the temperature over the cluster.

In Table II a comparison between the elapsed CPU time and the rRMSE for some different choices for the number of clusters for 24h of simulation time, compared at the instances of 600s time steps is shown.

| Clusters $k$ | Step size | CPU time | rRMSE |
|-------------|-----------|----------|-------|
| No clustering | 600s | 2042s | 2.9% |
| 500 | 600s | 508.9s | 2.9% |
| 150 | 600s | 23.1s | 2.3% |
| 50 | 600s | 5.9s | 3.0% |

Notably, more clusters did not necessarily result in a better rRMSE for a given time step, consistent with the theoretical truncation error.
V. SUMMARY AND CONCLUSIONS
This paper presents a novel method for reduced-order modeling of a district energy grid’s thermal dynamics. The method preserves the total energy of the water in the system, and the states can be directly interpreted with the states of the original system. It is shown that the reduced model can run with a speedup factor of ≈ 90 with a corresponding rRMSE of 0.7% for all nodes in the non-reduced grid for the advection only, and 2.3% when including heat losses to surroundings, compared at the instances of the longer time step.

While it is a promising result for district energy simulation, some theoretical background, bounds, and choices of parameters such as the number of clusters are in large parts omitted due to the format of the article and could be expanded on in the future.

Moreover, the pressure and flow calculations are only briefly mentioned in the article but are of considerable interest for many use cases. While these calculations can be assumed to be static for the time resolutions assumed in this paper, e.g., pump characteristics, thermal storages, and consumer behavior needs to be included for a complete model – a challenging problem in its own right.
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