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Abstract

In this research, we aimed to assess the possibility of using surrogate modeling methods to replace time-consuming calculations related to modeling of COVID-19 dynamics. The Gaussian process regression (GPR) was used as a surrogate to replace detailed simulations by a COVID-19 multiagent model. Experiments were conducted with various kernels, as a result, in accordance with the quality metrics of the models, kernels were identified in which the surrogate gives the most accurate result (Rational Quadratic kernel and Additive kernel). It was demonstrated that by smoothing the dynamics of COVID-19 propagation, it is possible to achieve greater accuracy in GPR training. The obtained results prove the potential possibility of using surrogate modeling methods to conduct an uncertainty quantification of the multiagent model of COVID-19 propagation.
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1. Introduction

Mathematical modeling proved itself as a useful tool to characterize the dynamics of the spread of diseases such as influenza and COVID-19. Outbreaks of coronavirus infection 2019-nCoV (COVID-19) have had a significant impact...
not only on the global economy, but also on the daily life of each person [1]. Since December 2019, thousands of people around the world have been infected with a new coronavirus called SARS-CoV-2 with a high mortality rate [2]. In this regard, there is a need for tools capable of modeling the spread of infectious diseases.

There are many types of models for predicting and explaining the dynamics of the epidemic, including compartmental and multiagent models. Models based on the compartmental approach have a more simplified structure, which makes it possible to quickly calibrate them to real data, but for a more detailed description of the processes of virus spread, it is necessary to consider parameters such as population heterogeneity and individual characteristics of each agent. To fulfill this requirement, an approach based on so-called multiagent models was created [3].

1.1. Agent-based modeling and uncertainty quantification

Multiagent models, also known as agent-based models (ABM), have some limitations despite all their advantages, in particular, high-level complexity of parameters, long execution time, and complexity of model analysis. As the complexity of agent-based models increases, the number of parameters required to be assessed on real data grows [4]. Due to the presence of stochastic processes for model calibration, as well as a need for uncertainty and sensitivity analysis [5], it is necessary to conduct many simulation launches, which leads to increased time consumption.

Uncertainty quantification (UQ) is an analysis to study the effect of uncertainties in initial or boundary conditions and of other parameters of computational model on their simulated quantities of interest [6]. There are many different uncertainty quantification methods, the main ones are:

- Methods based on Monte Carlo method [7], [8], [9]
- Polynomial chaos expansion [10], [11]
- Stochastic collocation [12]

All the above-mentioned methods require a lot of simulations to provide enough data for the numerical integration of the statistical estimator [13]. One of the solution is to adopt surrogate modeling. Within this approach, a surrogate model (or meta-model) is being developed to approximate the response of the original model at relatively low costs. This surrogate model replaces time-consuming simulations, which makes it possible to conduct the UQ. In this paper, we demonstrate the application of this approach for modeling COVID-19 dynamics.

In this research work an agent-based framework from [14] was used. The basic principle of simulation is as follows: each agent in the population potentially interacts with other agents if they attend the same school (for schoolchildren), workplace (for working age adults), or live in the same household. The infectivity of each agent depends on their day of infection [15]. The modeling step of this model is equal to one day. Agents are randomly selected from the general population and are assigned an infectious status at the beginning of the simulation. Step by step algorithm is described in [15].

The main input parameters of the model which are important for uncertainty and sensitivity analysis are introduced in Table 1.

| Parameter name | Description                      |
|----------------|---------------------------------|
| $\alpha$       | Fraction of non-immune individuals in general population |
| $\lambda$      | Infection transmission coefficient |
| $I_0$          | Initial number of infected individuals |

When modeling the dynamics of the spread of COVID-19, building a network of interactions between agents is quite important. This process is completely stochastic and its modeling requires substantial computational costs. Parallelization of calculations leads to a slight acceleration of the model. In order to minimize time-consuming computational processes, it is proposed to apply surrogate modeling methods [16].
1.2. Surrogate modeling

Surrogate modeling is used to approximate expensive models in modern complex tasks. Often surrogate models are parts of evolutionary algorithms as fitness functions or individuals of a population. The main idea of this method is to replace time-consuming calculations with an approximating model [17]. The algorithm for using surrogates is shown in Fig. 1 and consists in the following: the original model (or part of it) is replaced by a surrogate and is presented as a "black box", in which the main problem is finding the function of dependence of the output data on the parameters fed to the input of the model [18]. This model imitates the behaviour of the original computational model and evaluates the corresponding responses of the model based on specific inputs [19].

Fig. 1 – The scheme of using a surrogate model to replace the expensive computer simulations

There are three types of the construction of the surrogate models [20]:

- Simplified models
- Projection-based methods
- Data-fit methods

Examples of simplified models are models of spatial dimensionality reduction, in other words algorithms based on simplifications of the simulated system [21], [22]. The data-fit methods map out latent functions between input and output. Common methods of this type of surrogates are:

- Support vector machines [23]
- Neural networks [24]
- Gaussian processes [25]

In this research, Gaussian Process Regression (GPR) was used as a surrogate to minimize the time costs of the agent-based model, as well as to demonstrate the possibility of estimating the dynamics of COVID-19 propagation with different sets of input parameters.

Gaussian Process Regression is a class of supervised machine learning algorithm, for which it is sufficient to use a small number of parameters to make a prediction. Covariance functions are an important component of GPR models because these functions weigh the contribution of training points to the predicted test targets according to the kernel distance between the observed training points and test points [21]. The following covariance functions were considered in the paper [26]:

- Rational Quadratic (RQ) kernel
- Squared Exponential (SE) / Radial-basis Function (RBF) kernel
Gaussian Process Regression is a class of supervised machine learning algorithm, for which it is sufficient to use a small number of parameters to make a prediction. Covariance functions are an important component of GP with output. Common methods of this type of surrogates are: simplifications of the simulated model, as well as to demonstrate the possibility of estimating the dynamics of COVID-19 propagation. Gaussian processes are parts of evolutionary algorithms as fitness functions or individuals of a population. The main idea of this method is to replace time-consuming calculations with an approximating model. The scheme of using a surrogate model to replace the expensive computer simulations is shown in Fig. 1 and consists in the following: the original model (or part of it) is replaced by a surrogate and is fed to the input of the model (21). The algorithm for using surrogates is as Proper orthogonal decomposition (28), to the model response before regression.

To train a Gaussian process regression model, it is necessary to form a dataset by repeatedly running the original agent-based model of COVID-19 spread (14). To perform this synthetic population of Saint Petersburg, Russia was used.

**I.3. Synthetic population and sampling**

’Synthetic population’ is a synthesized, spatially explicit human agent database representing the population of a city, a region or a country. By its cumulative characteristics, this database is equivalent to the real population but its records are not correspondent to real people (15). The initial synthetic population of St. Petersburg used in the simulation consists of several files described in Table 2.

| File               | Contents                                                                 |
|--------------------|---------------------------------------------------------------------------|
| people_workplaces.txt | Records for each person, along with their age and gender and information about workplaces for each agent |
| households.txt     | The location and descriptive attributes for each household                |
| schools.json       | Records for each school (dictionary)                                     |

There are about five million agents in this synthetic population, modeling on such a large set takes a significant amount of time. In this case, there is a need to conduct research with a sampled population. The figure 2 shows that with a sampled population, modeling is much faster.
To demonstrate the work of the algorithm, it is enough to simulate the spread of COVID-19 not on the entire synthetic population, but only on a certain part. Such a part will demonstrate the spread of the disease not by the example of a large city (in this case, Saint Petersburg), but by the example of a small town with a population of 500,000 people. The scheme of the dependence of the fields of the tables is shown in Fig. 3.

As part of this research, the following sampling algorithm was implemented:

- From the list of all agents “people_workplaces.txt” randomly select the required number of agents
- From the file “households.txt” select the houses corresponding to the agent IDs selected in the first paragraph
- Similarly, from the “schools.json” file, select the schools that the agents attend.

**2. Model development**

The surrogate model was constructed to replace the whole agent-based model to assess the dynamics of COVID-19 propagation. Most GPR implementations model only a single response variable [29], Traditionally, one response variable is treated as a Gaussian process, and multiple responses are modeled independently without considering their correlation [29], but this approach is not ideal.

In our research we try to apply gaussian process regression to multiple output. The GPR was built using scikit-learn, is an open source machine learning library [30] and trained on the data obtained as a result of repeatedly running of the agent-based model [14] with different values of input parameter $\alpha$ with a range of values $[0.4; 0.93]$. 

![Graph showing execution time](image)
Regression of a Gaussian process with multiple outputs is an area of active study [29]. With an increase in the dimension of the output of the model, it is possible to either use methods of dimensionality reduction, or to formulate of covariance function that describes not only the correlation between data points, but also the correlation between responses [29]. To perform this in future research it is planned to use more flexible tool GPy [31] to build a surrogate.

3. Results

The dataset was divided into training and test sets in the ratio 1:3. The results obtained on the test set are shown in Fig. 4. It can be seen from Fig. 4 a that the Gaussian Process Regression does not work correctly with the Rational-basis kernel. At the same time, surrogate models with Rational quadratic kernel and Additive kernel allow to track the approximate dynamics of propagation with all input parameters, which is demonstrated in Fig. 4 (b, c).

![Fig. 4. The result of the assessment of the COVID-19 spread by Gaussian process regression: (a) RBF kernel; (b) RQ kernel; (c) Additive kernel.](image)

Table 3 demonstrates the metrics of models with different kernels. It can be seen that the best result is given by models with Radial-basis Function kernel and Additive kernel.

| Kernel                      | MAE   | $R^2$ |
|-----------------------------|-------|-------|
| Radial-basis Function (RBF) | 54,633| -0,870|
| Rational Quadratic (RQ)     | 21,833| 0,599 |
| Additive (RBF + RQ)         | 18,001| 0,687 |

Since it is enough to know only the approximate number of infected people to estimate the dynamics, as well as to assess the peak activity of the disease, it is possible to smooth out the graphs of dynamics. It is assumed that this procedure will improve the quality of prediction. The results of the Gaussian process regression model on a test sample of smoothed data are shown in Fig. 5.
Fig. 5. (a) RBF kernel; (b) RQ kernel; (c) RBF+RQ kernel.

Table 4 shows that for a model with RQ kernel and Additive kernel, the values of the $R^2$ and MAE metrics increased by 0.14 and 5.31 on average, respectively.

Table 4. Metrics for GRP models with different kernels.

| Kernel                               | MAE    | $R^2$  |
|--------------------------------------|--------|--------|
| Radial-basis Function (RBF) kernel   | 51,064 | -1,085 |
| Rational Quadratic (RQ) kernel       | 17,013 | 0.710  |
| Additive (RBF + RQ) kernel           | 12,201 | 0.852  |

The obtained results demonstrate the possibility of estimating the dynamics of the spread of COVID-19 at different values of input parameters. According to this result it can be argued that the Gaussian Process Regression can be used for uncertainty and sensitivity analysis of multiagent model.

4. Conclusion

In this research, surrogate model was implemented to replace time-consuming calculations of multiagent models. Four types of kernels for the regression of the Gaussian process were considered. The best results were shown by the Rational quadratic kernel and the Additive kernel (a combination of the kernels of rational quadratic and radial basis functions). As a result of the potential possibility of using surrogate models, namely Gaussian Process Regression, to perform the uncertainty and sensitivity analysis of multi-agent models was demonstrated. To improve the results of predicting dynamics with different input parameters, it was proposed to use the smoothing method.

In future research, it is planned to replace the expensive calculations of the multiagent model [14] with a surrogate to assess the full dynamics (80 days) of the spread of COVID-19. To train this surrogate, it is necessary to form a dataset for a broader range of input parameter values, while paying special attention to values less than 0.3, since in this case the full cycle of infections occurs in about 40 days.
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