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Abstract—This paper presents a new method for modelling periodic signals having an aperiodic trend, using the method of variable projection. It is a major extension to the IEEE-standard 1057 by permitting the background to be time varying; additionally, any number of harmonics of the periodic portion can be modelled. This paper focuses on using B-Splines to implement a piecewise polynomial model for the aperiodic portion of the signal. A thorough algebraic derivation of the method is presented, as well as a comparison to using global polynomial approximation. It is proven that B-Splines work better for modelling a more complicated aperiodic portion when compared to higher order polynomials. Furthermore, the piecewise polynomial model is capable of modelling the local signal variations produced by the interaction of a control system with a process in industrial applications. The method of variable projection reduces the problem to a one-dimensional nonlinear optimization, combined with a linear least-squares computation. An added benefit of using the method of variable projection is the possibility to calculate the covariances of the linear coefficients of the model, enabling the calculation of confidence and prediction intervals. The method is tested on both real measurement data acquired in industrial processes, as well as synthetic data. The method shows promising results for the precise characterization of periodic signals embedded in highly complex aperiodic backgrounds. Finally, snippets of the m-code are provided, together with a toolbox for B-Splines, which permit the implementation of the complete computation.
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I. INTRODUCTION

A portion of this paper was originally published at the İ2MTC conference in 2021 [1]. There, the authors showed the advantages of applying the method of variable projection [2], [3] to identifying the four-parameter model for a sine wave, see the IEEE-standard 1057 [4] for an exact definition of the model. This model is commonly used in waveform digitizers, e.g. digital oscilloscopes, analog to digital converters etc [5], [6]. However, the authors previous work was primarily motivated by the widespread availability of low-cost MEMS accelerometers and gyroscopes [7]: which, commonly create such signals. The ubiquitous applicability of these sensors [8]–[10] calls forth the need for stable and computationally efficient methods.

The four-parameter model assumes a constant background term $d(t)$. This paper extends the method to a much wider class of background signals; that is, the background $d(t)$ is a function of time,

$$y_m(t) = a \sin(\omega t + \phi) + d(t). \quad (1)$$

The aim is to make the new methods much more widely applicable in the instrumentation of industrial processes. A periodic signal, without an integer number of cycles in the measurement period $T$, combined with an aperiodic background $d(t)$, is also the fundamental issue behind spectral leakage when computing Fourier spectra [11]. Consequently, the methods presented here are, not only relevant to industrial instrumentation, but also relevant to many cases of signal processing. Traditionally, this issue has been addressed using windowing techniques, see the seminal paper by Harris [12].

A. Difficulty of separation

In Figure 1 two real sensor signals measured in different industrial processes are shown. Both exhibit a combination of periodic and aperiodic portions. The measurement data is typical for many industrial applications where there is a control process in the background making changes to the actuators driving the process. The goal here is to separate these two components reliably and characterize the periodic portion exactly.

1For confidentiality reasons we are not permitted to name the process behind these measurements.
The magnitude of the FFT for the two sensor can be seen in Figure 2. Note: The frequency range has been cropped to show the region where the signals are to be observed and the DC component removed. The respective sampling frequencies $f_s$ and measurement periods $T$ are also shown.

The magnitude of the FFT for the two signals shown in Figure 1. The frequency range has been cropped to show the region where the signals are to be observed. The FFT is highly attractive due to its $O(n) = n \log(n)$ computational efficiency [13]. However, as can be seen in Figure 2, the spectral leakage from the non-integer number of cycles and from the background signal make the reliable characterization of the periodic portion intractable. Additionally, the sharp changes in the signal, due to the control process, may lead to a Gibbs error with periodic portions. The problem remains the identification of a suitable model for the $d(t)$ term in Equation (1) and then the implementation of a stable, efficient and reliable method to determine the coefficients that lead to a good approximation of the signal.

Similar problems can be found in literature: that is, problems where the model equation is a linear combination of nonlinear functions appear frequently and are commonly solved using the variable projection method. Such problems can be found in power system modal identification [14], GPS positioning [15, 16], computer vision [17-19], calibration of measurement data for electromagnetic data inversion [20], etc. Many of these problems have a combination of exponential and trigonometric functions as nonlinear basis functions, such as [14, 21]. Others [15, 16, 22] have looked at the case when there are some linear functions, e.g. polynomials, in the nonlinear basis matrix and how to effectively use this to further simplify the calculation. In [22], the authors use a combination of polynomials and trigonometric functions to separate the periodic and trend portions of the signal; however, issues arise when the background signal $d(t)$ becomes more complicated and higher degree polynomials are required. Later in this paper it is proven that higher order polynomials, for the background, also start to model portions of the periodic function: This can be seen from the Taylor expansion. Consequently, higher order polynomials can lead to a less accurate characterization of the frequency and magnitude of the periodic portion.

The main contributions of this paper are:

1) To propose a piecewise polynomial as a model for the background signal $d(t)$. This model is compatible and consistent with industrial measurements where the process is being modified by the intervention of actuators. The process control is locally, but not globally, piecewise stationary. This property can be utilized to obtain a better severation from the global periodic oscillation we wish to characterize.

2) The B-Spline implementation of the piecewise polynomials, permits a direct combination with periodic basis functions; in this manner the method of variable projection can be applied. This splits the originally $n$-dimensional optimization into a one-dimensional nonlinear minimization to determine the frequency $\omega$, followed by an $n-1$ dimensional linear problem given $\omega$. For the linear portion the methods, by definition, ensure that the global minimum given $\omega$ is found. Additionally, the covariance of the linear coefficients is simply computed.

3) A thorough analysis of the theoretical background to the models used and the methods applied to obtain the model coefficients is presented.

4) Snippets of m-code are provided which implement the proposed methods. An m-code library for the implementation of the B-Spline bases is provided.

5) Results are presented which validate the method using synthetic data sets with known properties.

6) The results from the successful application of the new approach to the analysis of industrial measurement data are presented, from two differing processes.

II. Signal models

The goal now is to extend the four-parameter model [4] to include a time dependent background $d(t)$. This will accommodate more complex signals, while maintaining the ability to accurately characterize the periodic portion.

A. Piecewise polynomial background

In this paper we propose a piecewise polynomial [23] for the background signal $d(t)$, implemented via a B-Spline model [24, Chapter 2]. The justification for this is: the control signals, which are causal for the aperiodic portion, are in general piecewise $C^0$ continuous. However, due to the dynamics of the process, the observed sensor signals tend to be $C^1$ or $C^2$ continuous. It is the differential equation describing the dynamics of the process, that govern the order $n$ of the continuity $C^n$ observed in the sensor signals. The piecewise $C^n$ continuity of the background signal ensure that piecewise polynomials are suitable models for $d(t)$. A further advantage in industrial measurements is that the break points, required for the piecewise polynomials, are known from the control signals.

The B-Spline implementation has been chosen, over the pp-spline, since it permits the direct combination of the basis functions $B_i$ for the spline and $B_p$ for the periodic portions, into one consistent set of matrix equations. In this manner the method of variable projection [2], [8] can be applied, during the optimization, to separate the nonlinear from the linear portion of the computation. This improves the stability of the optimization process and reduces the computational complexity. The possibility of a piecewise continuous background $d(t)$, extends greatly the areas where this methods can be applied in the analysis of measurement signals. The four parameter model [4], considered in the previous paper [1], is now a special case also covered by the model proposed here.
B. B-Spline notation

To compute a complete set of spline basis functions we need to know the vector of points \( x \), where the spline is to be evaluated, the desired degree of the spline \( \delta \) and a vector of knots \( \kappa \). Consequently, the notation\(^2\) for the spline should be of the form \( B_s(x, \delta, \kappa) \). The spline portion of the model \( y_s \) is now computed as a linear combination of these basis functions with the coefficient vector \( \beta \), i.e.,

\[
y_s = B_s(x, \delta, \kappa) \beta.
\]  

The number of basis functions required and with this the length of the coefficient vector \( \dim(\beta) \) is dependent on \( \delta \) and the number of knots, i.e.,

\[
\dim(\beta) = \dim(\kappa) + \delta - 1
\]

C. Periodic notation

The periodic portion is modelled as a base frequency \( \omega \), together with a number of harmonics \( \nu \) that need to be considered. The use of harmonics permits the modelling of more complex periodic signals. The complete notation required for the periodic basis functions is \( B_p(x, \omega, \nu) \). The coefficient vector \( \alpha \) has two components per harmonic,

\[
\dim(\alpha) = 2 \nu
\]

since one sine and one cosine is required per harmonic. The periodic portion of the signal is computed as,

\[
y_p = B_p(x, \omega, \nu) \alpha.
\]

D. Complete signal model

The complete signal model \( y_m = y_p + y_s \), which in matrix form can now be written as,

\[
y_m = \begin{bmatrix} B_p(x, \omega, \nu) & B_s(x, \delta, \kappa) \end{bmatrix} \begin{bmatrix} \alpha \\ \beta \end{bmatrix}.
\]

(6)

To obtain a less cumbersome notation we shall define some simplified notations: since the locations of the samples \( x, \nu \) the number of harmonics, \( \delta \) the degree of the polynomial spline and \( \kappa \) the vector of break points do not change during the optimization, we shall define

\[
B(\omega) \triangleq \begin{bmatrix} B_p(x, \omega, \nu) & B_s(x, \delta, \kappa) \end{bmatrix},
\]

(7)

indicating that \( B(\omega) \) is a matrix of basis functions nonlinear in \( \omega \) and \( \omega \) is relaxant during the optimization. Additionally,

\[
\gamma \triangleq \begin{bmatrix} \alpha \\ \beta \end{bmatrix}.
\]

(8)

Now, the notation for the model calculation simplifies to,

\[
y_m = B(\omega) \gamma.
\]

(9)

The least squares approximation of the signal \( y \) by the model \( y_m \), now requires us to minimize,

\[
\min_{\omega, \gamma} \| y - B(\omega) \gamma \|_2^2.
\]

(10)

Attacking this task directly leads to a very high dimensional nonlinear optimization problem, with all the associated numerical difficulties. Fortunately, the problem separates into a linear combination of basis functions which are nonlinear in \( \omega \). This makes the system of equations suitable for the application of variable projections.

III. METHOD OF VARIABLE PROJECTION

The method of variable projection \((2, 3)\) is a method for solving separable nonlinear least squares problems. It is characterized by the model being a linear combination of nonlinear functions, meaning

\[
y_m = \alpha_1 b_1(\delta) + \alpha_2 b_2(\delta) + \ldots + \alpha_k b_k(\delta),
\]

(11)

where \( \delta \) is a vector of \( j \) nonlinear coefficients, \( b_i(\delta) \) are the basis functions, which are nonlinear in \( \delta \) and \( \alpha_i \) are the \( k \) linear coefficients. Concatenating the individual basis functions into the matrix of basis functions, yields

\[
B(\delta) = [b_1(\delta), b_2(\delta), \ldots, b_k(\delta)].
\]

(12)

The notation \( B(\delta) \) indicates that the contents of the matrix \( B \) are dependent on \( \delta \). Now defining the coefficient vector

\[
\alpha \triangleq [\alpha_1, \alpha_2, \ldots, \alpha_k]^T
\]

(13)

leads directly to the matrix vector equation,

\[
y_m = B(\delta) \alpha.
\]

(14)

Given an estimate for \( \delta \), which yields a stationary value for the cost function, a least squares estimate for \( \alpha \) is obtained from,

\[
\alpha = B^+(\delta) y_m,
\]

(15)

whereby, \( B^+(\delta) \) denotes the Moore-Penrose pseudo inverse of \( B(\delta) \). Now substituting Equation \((15)\) into \((14)\) one obtains,

\[
y_m = B(\delta) B^+(\delta) y_m.
\]

(16)

Defining \( P(\delta) \triangleq B(\delta) B^+(\delta) \), this is the projection onto the subspace spanned by the basis functions contained in \( B(\delta) \). This projection varies with \( \delta \), hence the name, method of variable projection. The residual vector is computed as

\[
r = y - y_m
\]

(17)

leading to the cost function \( E(\delta) \), defined as the sum of squares of the residual \( r \), to be calculated as

\[
E(\delta) = \| r \|_2^2
\]

(18)

\[
= \| y - B(\delta) B^+(\delta) y_m \|_2^2,
\]

(19)

\[
= \| (I - B(\delta) B^+(\delta)) y_m \|_2^2.
\]

(20)

This is called the variable projection functional (VPF). Note that the estimation of \( \delta \) is now a nonlinear least squares problem in \( j \) dimensions; whereas, the original problem has \( j + k \) coefficients. Equation \((18)\) permits an explicit calculation of the cost function \( E(\delta) \) as a function of \( \delta \) for a given measurement \( y \). In Section 4 of \((2)\), Golub provides the formal proofs required to determine that the Fréchet derivatives over the pseudo-inverse and projection yield the gradient of the cost function. This implies that gradient based nonlinear solvers are applicable.
can be used to find the value of $\delta$ which minimizes the cost function $E(\delta)$.

This method is particularly advantageous for the case at hand, since the cost function is only nonlinear in the variable $\omega$. From Equation 10, we obtain the variable projection (cost) function,

$$E(\omega) = \| y - B(\omega) B^\top(\omega) y \|_2^2.$$  (21)

That is, the problem has reduced to a one-dimensional nonlinear optimization problem.

IV. COVARIANCE PROPAGATION

A further advantage of the method of variable projection is that it yields a direct method of calculating the covariance propagation for the linear coefficients. Given $\gamma = B^\top(\omega) y$, a linear mapping, then $\Lambda_f$, the covariance matrix of $\gamma$, can be computed as [26],

$$\Lambda_f = B(\omega) \Lambda_s B(\omega)^\top.$$  (22)

whereby, $\Lambda_f$ is the covariance matrix of the data vector $y$. If $y$ is perturbed by i.i.d. Gaussian noise with the standard deviation $\sigma_y$, then the equation becomes

$$\Lambda_f = \sigma_y^2 B(\omega) \Lambda_s B(\omega)^\top.$$  (23)

Assuming the model is bias free, an estimate for $\sigma_y^2$ can be computed from the residual vector $r$ as follows:

$$\sigma_y^2 = \frac{1}{n - n_{df}} \| r \|_2^2,$$  (24)

where by $n_{df}$ denotes the number of degrees of freedom. In this manner, the covariance of the linear coefficients can be computed directly.

V. INTERACTION BETWEEN THE PORTIONS

The question now is: what would be an ideal signal for $d(t)$? Ideally the model for the background $d(t)$ would be fully orthogonal to the periodic portion, to ensure there is no interaction between the components. The inner product of two vectors $c = a^\top b = |a||b| \cos(\phi)$, where $\phi$ is the angle between the two vectors, i.e., it is a measure for their orthogonality. The inner product for a continuous $d(t)$ wrt. to a single periodic component $y_p(t) = e^{-j\omega t}$ can be calculated as,

$$c = \int_{-\infty}^{\infty} d(t) e^{-j\omega t} \, dt.$$  (25)

This corresponds to the fourier coefficients for $d(t)$ up to a factor of scale. Consequently, for discrete $d(t)$ we can apply the FFT to obtain a numerically efficient estimate for the interaction between the two portions of the signal.

The Weierstrass theorem [27] states that, in a finite interval, any function can be approximated by a polynomial with the desired accuracy, given a polynomial of sufficient degree. This is also true for periodic signals; consider the Maclaurin series for $\sin(x)$ and $\cos(x)$,

$$\sin(x) = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \ldots = \sum_{k=0}^{\infty} (-1)^k \frac{x^{2k+1}}{(2k+1)!}$$  \hspace{1cm} (26)

$$\cos(x) = 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \ldots = \sum_{k=0}^{\infty} (-1)^k \frac{x^{2k}}{(2k)!}.$$  \hspace{1cm} (27)

Consequently, a global polynomial, as a model for $d(t)$, will have an interaction with the periodic portion. The level of interaction can be computed by creating the Vandermonde matrix $V$ for $-1 \leq x \leq 1$, and applying the FFT to its columns. This yields the spectra of the monomials, see Figure 3.

In the case of B-Splines [28] the interaction depends on the locations of the knots. Note that when using splines, determining the locations of the breakpoints (knots) is very important and often very challenging. Here, however, the focus is on the variable projection method and for further information on the placement of knots, the reader is referred to [29], [30]. Fortunately, in the application fields driving this work, the locations of the knots are known from the control system data.

At this point the knots associated with the synthetic data, see Section VI-A, are used; since this permits a comparison of B-Spline bases with monomials. The interaction between the B-Splines and the periodic signal is also shown in Figure 3.

The Fourier spectra of the monomials and the B-Spline bases, show that there is significantly less interaction between the periodic signal and the B-Splines. Furthermore, the interaction will diminish with increasing number of knots, since the B-Spline become more local in nature. This is the reason why using polynomials, of higher degree, to model a trend globally does not always provide good results [22]. Consequently, the B-Splines can be considered as the preferred solution for $d(t)$ over global polynomials.

VI. NUMERICAL TESTING

The proposed method was tested on different datasets: a synthetic dataset, and two real sensor signals emanating from an industrial process, where a control process is making changes to the actuators driving the process.
Fig. 4. The two components of the synthetic test signal and the final test signal defined for a normalized time vector \( x \): (top) the piecewise polynomial trend, defined by 5 knots and with the degree of the polynomial spline being \( \delta = 2 \), (middle) the periodic component consisting of a sine wave with frequency \( \omega = 36.96 \) and its first two harmonics, (bottom) the sum of those two components superimposed with i.i.d. Gaussian noise with a standard deviation of \( \sigma = 0.05 \).

A. Synthetic examples

For the purposes of testing, a synthetic data set was generated as the sum of a spline and a trigonometric function, as shown in Figure 4. Here the knot locations \( \kappa \) were known a-priori. The piecewise polynomial trend is defined by five knots. The degree of the spline is chosen to be \( \delta = 2 \). The periodic component consists a sine with frequency \( \omega = 36.96 \) and its first two harmonics. Finally, the synthetic signal is the sum of those two components superimposed with i.i.d. Gaussian noise with a standard deviation of \( \sigma = 0.05 \) (Figure 4, bottom).

In general, the result of a numerical optimization strongly depends on the initial value. Here, the FFT provides a good starting point for the numerical iteration procedure. However, applying the FFT directly on the measurement signal \( y \) does not provide good results; since the aperiodic background \( d(t) \) leads to a major distortion of the spectrum, see Figure 6 (top). In order to reduce this influence the signal \( y \) is first approximated solely by the B-Spline basis functions,

\[
y_{s} = B_{s} B_{s}^{\dagger} y.
\]

The residual of this approximation, \( r_{s} = y - y_{s} \), contains primary periodic portions, as shown in Figure 5. The frequency corresponding to the maximum magnitude in the spectrum of the residual \( r_{s} \) is the base frequency we are looking for, subject to Gibbs error [11]. However, this value is a good initial value for the nonlinear optimization process to get a more accurate approximation for the base frequency.

In the presented example this gives an initial frequency of \( \omega_{init} = 37.699 \) and lead to an estimation of \( \hat{\omega} = 36.884 \). The final result, as well as the residual, is shown in Figure 7. These results demonstrate the ability of the computational method to successfully separate the components of the signal.

Additionally, for this example, the covariances of the linear coefficients were calculated. Since a spline of degree 2 with 5

Fig. 5. For the computation of a suitable initial value, the measurement data is solely approximated by the B-Spline basis functions: (top) synthetic data and the approximating B-Spline, (bottom) the residual of the approximation.

Fig. 6. The magnitude of the FFT for the two signals shown in Figure 5 (top) The spectrum of the synthetic data, (bottom) the spectrum of the residual.

Fig. 7. The result of the data approximation by the method of variable projection: (top) The noisy data, and the estimated function, (middle two) the resulting spline and periodic components, (bottom) the residual.
knots was used, according to Equation 3 this results in 6 spline coefficients denoted by $\beta_1, \beta_2, \ldots, \beta_6$. The covariances of those coefficients can be seen in Table I. Note that this model has more linear coefficients, namely the linear coefficients in front of the trigonometric functions, however these were not displayed here for conciseness.

| Cov | $\beta_1$ | $\beta_2$ | $\beta_3$ | $\beta_4$ | $\beta_5$ | $\beta_6$ |
|-----|----------|----------|----------|----------|----------|----------|
| $\beta_1$ | 0.132 | -0.053 | 0.025 | -0.010 | 0.009 | -0.007 |
| $\beta_2$ | -0.053 | 0.091 | -0.044 | 0.019 | -0.015 | 0.008 |
| $\beta_3$ | 0.023 | -0.044 | 0.063 | -0.029 | 0.022 | -0.010 |
| $\beta_4$ | -0.010 | 0.019 | -0.030 | 0.053 | -0.041 | 0.019 |
| $\beta_5$ | 0.009 | -0.015 | 0.022 | -0.041 | 0.100 | -0.054 |
| $\beta_6$ | -0.007 | 0.008 | -0.010 | 0.019 | -0.054 | 0.105 |

TABLE I

**TABLE OF COVARIANCES FOR THE TEST CASE SHOWN IN FIGURE 7. THE RESULTS ARE SCALED BY 10^3 SINCE THEY WERE VERY SMALL.**

B. Industrial measurement data

The presented algorithm was further tested on data sets emanating from different industrial processes. A coordinate transformation is applied to $x$ to yield dimensionless values. The x-scaling has been chosen using apriory knowledge, so that the expected periodicity has a period of $T_p = 1$. As mentioned before, choosing the right locations of the breakpoints $\kappa$ and the degree of the spline $\delta$ has a strong influence on the quality of the result. Here, the knots are chosen to correspond to time points when the control system influences the process via an actuator. This has the advantage that the knot locations can be derived directly from the control signals.

In the first example, shown in Figure 8 it can be seen that the aperiodic component $y_a$ exhibits an oscillatory behavior at around $x = 8$. This is due to the local activation of the process dynamics by the process control. Due to the local nature of splines they are well suited to model this behavior. The natural frequency of the process dynamics is close to the frequency of the global periodic component $y_p$. Despite this fact the proposed algorithm is still in the position to successfully separate the two signal components. Also the period being identified as $T_i = 1.04$ is in the expected range. This clearly speaks for the robustness of the method.

Data from a second process is presented in Figure 9. Here the resulting period after optimization is $T_i = 0.996$. In this measurement data are some areas, e.g. $x = 28$ and $x = 56$ where the residual is relatively large; this requires further discussion. Considering the residual in more detail: the disturbances are primarily impulse in nature and not periodic; this indicates that $d(t)$ may need to be modified to improve the modelling. The local nature of B-Splines permits the insertion of additional knots \[28\]. The new breakpoints should be inserted where the local integral of $r(t)^2$ is a maximum: This is an area where further research is justified. Furthermore, this would open the possibility to identify and quantify extraneous influences not emanating from the control.

VII. Code Implementation

Here the salient snippets of code required to implement the method of variable projection for modelling a periodic

\[^4\] Due to confidentiality reasons the original data sets were anonymized.
When considering the cases with other basis functions for the aperiodic component, e.g. exponentials [14], [21] or polynomials [22], only line 5 in Listing 1 and line 2 in Listing 3 need to be adjusted, according to the basis functions. The rest of the code remains the same.

VIII. FURTHER EXTENSION

The approach described here could be further generalized to approximate functions using rational polynomials, i.e. functions of the form

\[ r(x, \alpha, \beta) = \frac{f(x, \alpha)}{g(x, \beta)} \]  

(29)

Such functions are commonly encountered in IIR-Filter design, in that case polynomials in \( z \). Zolotarev [32] found solutions to two specific cases based on elliptical functions, but no general solutions. There are also solutions based on Yule-Walker methods [33]. However, none of these previous solutions take advantage of the method of variable projection to reduce the dimensionality of the nonlinear optimization.

Let \( B_f(x, \alpha), B_g(x, \beta) \) be polynomial basis matrices, such that the polynomials can be discretely written as

\[ f(x, \alpha) = B_f(x, \alpha) \alpha \quad g(x, \beta) = B_g(x, \beta) \beta \]  

(30)

Then one could write

\[ r(x, \alpha, \beta) = \left( B_g(x, \beta) \right)^{-1} B_f(x, \alpha) \alpha = M(x, \beta) \alpha \]  

(31)

where \( \left( B_g \beta \right)^{-1} \) denotes some generalized inverse, which needs to be further investigated. So if the function which needed to be approximated was \( d(x) \) and its shape was similar to the shape of a rational function, one would write

\[ d(x) \approx M(x, \beta) \alpha \]  

(32)

which is a linear combination of nonlinear basis functions contained in the matrix \( M(x, \beta) \), and thus the method of variable projection could be used.

IX. CONCLUSIONS

It has been shown that the new method permits the characterization of periodic portions of a signal embedded in complex aperiodic backgrounds, cases where the IEEE-standard 1057 is inappropriate. The use of \( C^n \) continuous B-Splines for the background is compatible with the piecewise local interactions of a control system with an industrial process. It can be concluded that the new method is a contribution to improving the instrumentation of industrial processes. This new implementation works especially well when the periodic portion is not perfectly periodic in its observation time, since it avoids the Gibbs error and spectral leakage associated with classical Fourier techniques. It also avoids the undesirable effects of having to apply windowing to limit leakage. The algebraic formulation, also yielded a simple approach to calculating the covariance of the linear coefficients, i.e., all but one of the coefficients. Consequently, the method provides a computation means of dealing with uncertainty. The m-code snippets show the simplicity of the coding required to implement the complete analysis.
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