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Abstract. In this work, we propose a multi-modal Convolutional Neural Network (CNN) approach for brain tumor segmentation. We investigate how to combine different modalities efficiently in the CNN framework. We adapt various fusion methods, which are previously employed on video recognition problem, to the brain tumor segmentation problem, and we investigate their efficiency in terms of memory and performance. Our experiments, which are performed on BRATS dataset, lead us to the conclusion that learning separate representations for each modality and combining them for brain tumor segmentation could increase the performance of CNN systems.

1 Introduction

The magnetic resonance imaging (MRI) technique uses magnetic field and radio waves to capture detailed images of the brain. Finding tumor areas automatically in the brain could help in improved diagnostics, treatment planning, and growth rate prediction. Recent developments in learning-based vision algorithms led to promising results in image-based tumor analysis. For instance, latest methods achieve around 90% accuracy in the challenging multi-modal brain tumor segmentation benchmark named BRATS [10]. Segmenting tumor areas in the brain is a very challenging task due to the huge variety in shape and location of tumor tissue in the brain.

On the other hand, CNNs have become default method for the segmentation task in medical images based on their recent success on various computer vision tasks [5, 9, 12]. However, due to computational complexity and memory fingerprint of the CNNs, they need to be adapted for the medical image segmentation problem. We provide a detailed overview of recent works for medical image segmentation problem in the next section.

Whereas earlier methods mainly aim to capture 3 dimensional structure of the anatomy using a single modality, the MRI devices provide different image contrasts with different gray scale intensities. For instance, in the BRATS dataset [10], for each patient four different modality images such as T1-weighted MRI, T1-weighted enhanced MRI, T2-weighted MRI and FLAIR are acquired. As can be seen in Figure 1, all of these modalities provide different information
about the brain anatomy of the patient. However, in the recent works, these modalities are generally just concatenated, and fed to CNNs as an input. Thus, the CNNs learn a single representation for all modalities. In this work, we adapt a number of fusion methods that were previously applied on video action recognition [4] problem for learning separate representations for each modality, and we combine these modalities efficiently in the CNN framework for an improved tumor segmentation. Our experiments show that with appropriate fusion method and fusion point in the CNN architecture, the error rate of the CNNs could be reduced by 30%.

![Fig. 1. Different modalities for a sample patient data from BRATS dataset [10]. Each modality provides different information that complement each other.](image)

### 2 Related Work

The CNNs are adapted for medical image segmentation problem because of their recent success on various computer vision task. But, two dimensional CNNs cannot be applied directly to medical domain since medical images are generally three dimensional. Various recent works aimed at adapting CNNs for medical image segmentation problem. The most basic approach was based on the idea of taking 2D slices from scan of patient, feeding to network and predicting 2D output maps. However, as expected in those 2D approaches, 3D dimensional structure of the anatomy cannot be learned. For capturing the 3 dimensional structure, different methods are suggested such as U-Net like architectures [3,13], 3D CNNs [7] and Recurrent Networks [2,11].

The U-Net architectures [13] are like U shape networks. The shape of input and output is the same in the U-Net architecture, however differently from fully convolutional nets [9], they concatenate early layer outputs at later layers with the aim of bringing information that was lost in down-sampling operation. While the first version of U-Net used 2D scan slices, for using 3D scans, 3D U-Net [3] was proposed. The second direction that researchers follow is using recurrent nets. In these approaches [2,11], each slice is input to a CNN and the output
of the CNN is input to an LSTM [6] unit which is a variant of recurrent nets. The output of the LSTM methods would be a 3D segmentation map of the scan in contrast to that of the 2D feedforward CNNs. In a last group of approaches, small 3D image patches are created from a volume and segmentation maps of those patches are generated [7]. Since the patches are small, normal feed-forward CNNs with 3D convolutional layers can be used. Figure 2 depicts visualizations of the architectures for the above-mentioned approaches.

In this paper, as our aim is to explore ways of combining modalities, we adapt a 3D CNN that takes the 3D patch-based approach, since it is easy to modify and gives the best performance on recent segmentation tasks [7].

![Diagram of CNN architectures](image)

**Fig. 2.** Different CNN-based approaches for volumetric medical image segmentation. The U-Net networks [3, 13] (a) are similar to FCN [9] networks and the 3D Patch based CNNs [7] (c) are very much alike regular feed forward networks. The Recurrent networks [2, 11] (b) use idea of capturing temporal information with state connections.

### 3 Method

In this section, the novel methods that we propose for combining modalities in CNNs are explained. Differently from previous works, we consider all modalities as separate inputs to different CNNs. However, the outputs of the CNNs need to be combined for final prediction. For end to end training we concatenate these CNNs and produce a single output. Here, there are two problems that need to
be solved: i) where to combine the CNNs and ii) how to combine these CNNs. For investigating those issues, we adapt a previous method that was proposed for action recognition problem [4]. In the paper, the authors combine spatial and temporal CNNs with different fusion points and different fusion functions. We also employ a similar mechanism for brain tumor segmentation. Different from the earlier method, we employ four different CNNs for each modality in our method. Another difference is that as capturing 3 dimensional structure of the anatomy is important we use 3D CNNs for each modality. We employ the architecture that was described in the [7] as a baseline model. The architecture takes a $25 \times 25 \times 25$ patch as an input and predicts a segmentation map of the $9 \times 9 \times 9$ area that is the center of the input patch.

We define three different combining points: "early", "middle", and "late". Visualizations of these different fusion points can be seen in Figure 3. In the "early" version, the CNNs are joined after early layers of the separate CNNs whereas in the "late" version, they are combined in the later layers. The specific definition of "early" or "late" depends on the utilized architecture. Furthermore, we define three different fusion functions for combining these CNNs. The first fusion function is maximum fusion, which is defined as:

$$Y(i, j, k) = \max(X_1(i, j, k), X_2(i, j, k), ..., X_n(i, j, k)).$$

(1)

The input of the fusion function is $N \times D \times W \times H$, where $N$ is the number of input modalities, and the corresponding output size is $1 \times D \times W \times H$. The above function picks the maximum value among all modalities at a fusion location. The
second fusion function is summation fusion, which sums values from different modalities at the fusion point, and produces a single output value. This function is defined as,

$$Y(i, j, k) = \sum_{i=1}^{n} X_i(i, j, k)$$  \hspace{1cm} (2)$$

These first two fusion functions are parameter free. Our last proposed function is convolution fusion. This function first concatenates four modalities and applies a convolution operation for producing a single output. Again, for this fusion function, the shape of the input and the output would be $N \times D \times W \times H$ and $1 \times D \times W \times H$. We learn parameters of the convolution kernel in the training phase. To sum up, we employ three different fusion points and three different fusion functions. We experiment with each combination and report the performances on the brain tumor segmentation application in the next section.

4 Experiments and Results

4.1 Experimental Setting

We use BRATS 2015 \[10\] for our experiments. We perform our experiments on the training set, which is available for a quick experimentation. In the training set, there are 274 patients that are separated into two classes: low and high grade glioma patients (LGG and HGG). There are 54 low and 220 high grade patients. We split the whole training set into two subsets: (i) training subset is used for model training; test subset is used for evaluation. We pick randomly 50 patients as a test set and we preserve LGG-HGG ratio for train/test split. We use neither any data augmentation nor a pre-processing method beside normalizing each patient volume intensities to between range of 0 and 1. In addition to classification accuracy, we also report dice scores which is a more suitable measurement for tumor segmentation since the majority of the volumes are healthy.

4.2 Implementation Details

We use Tensorflow \[1\] for our implementations as Tensorflow already includes 3D convolution filters and allows an easy design of different architectures. We use Adam \[8\] optimizer and Cross-Entropy loss for training our CNNs. Also for regularization, we apply L1 and L2 regularization on all weights and Dropout \[14\] for fully connected and convolution layers. In the convolution layers, we use 2% and in the FC 50% probabilities for dropout layers. For all experiments, we train the models for 50 epochs, test the models on each epoch, and report the best validation accuracy.

4.3 Results

For comparing effect of multi-modal CNNs, first we perform experiments on a baseline model. We utilize the architecture introduced in \[7\] as the baseline
Fig. 4. Details of baseline model’s architecture. All of the convolution layers are 3x3x3. The input (green) of the CNN is 4x25x25x25 which is concatenation of 25x25x25 patches that are extracted from different modalities. The output (red) is five 9x9x9 probability maps for each tumor class. Below the convolution filters (blue), name and depth of the layers are presented. Normally, there are eight convolution layers (i.e. conv1-1, conv1-2, conv2-1, conv2-2 etc.), but for visualization, only four of them are shown.

| Function | Dice | Acc. |
|----------|------|------|
| sum      | 78.04 | 98.33 |
| max      | 83.59 | 98.53 |
| conv     | 82.44 | 98.12 |

Table 1. Dice and Accuracy results for early fusion with different fusion functions. The tables are for early, middle and late fusion from left to right. The dice score is computed for whole tumor (all tumor classes).

model. In the architecture, there are four convolution layers and two fully connected layers. Differently from their proposed method, we use only a single scale input with the shape of 25 x 25 x 25, and do not employ any post-processing operation. The details of the architecture can be seen in Figure 4. In our settings, the baseline model gives 81.25% dice and 98.20% accuracy. For multi-modal training, we modify the baseline architecture. For the fusion point, we use end of first, second and fourth convolution layers for early, middle and late fusions, respectively. Also we experiment on the effect of different fusion functions. Results of all combinations can be seen in Table 1.

5 Discussion and Conclusion

When we analyze the results in Table 1, except for early fusion with summation and middle fusion with convolution, all combinations outperform the baseline.
model. Moreover, for different fusion points, different fusion functions perform best, however in overall, late fusion method generally performs better. Late fusion with convolution gives the best result with 86.97% dice score, which is 5% better than the baseline architecture. These results show that learning separate representations for each modality, which can be low level or high level, can increase the segmentation accuracy. Moreover, the later fusion provides better performance than the middle and early because while the early representations of the modalities can be similar, their representations at later layers learned with the CNNs reveal distinctive characteristics.

Although later fusion gives better performance, the memory efficiency of it is worse than early and middle fusion. This is because the fusion is executed in the later layers and separate convolutional layers are employed for each modality until the fusion is performed. Furthermore, the convolution fusion uses more memory as it requires convolution filters to perform convolution fusion. However the best accuracy is achieved with convolution fusion at later layers.

To summarize, in this work, we adapt various fusion methods for training multi-modal convolutional neural networks for brain tumor segmentation. In our experiments, learning different feature representations for each modality, increases the accuracy of the CNNs on challenging multi-modal brain tumor segmentation benchmark [10]. Furthermore, with a suitable fusion method, the error rate in dice overlap can be reduced by 30%.
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