First-principles calculations of thermal electron emission from H⁻ in silicon
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Thermal electron emission process of a hydrogen impurity is an important topic of fundamental semiconductor physics. Despite of decades-long study, theory is not established yet. Here, we study the process of H⁻ in silicon, H⁻ → H⁰ + e⁻, using a first-principles calculation. Our calculation indicates that the process consists of two steps: slow diffusion of H⁻ from a tetrahedral site to a bond-center site, which is the rate-limiting step, and faster nonradiative transition from H⁻ to H⁰ + e⁻ that occurs subsequently at the body-center site. The calculated rate is consistent with a deep level transient spectroscopy experiment.

I. INTRODUCTION

Due to its amphoteric nature and fast diffusivity, hydrogen impurities passivate various defects and help increase the efficiency of various semiconductor devices. Their nonradiative carrier capture/emission capability significantly affects diffusivity and carrier lifetimes. Due to its technological importance, this phenomenon has been studied over the past decades.

In silicon, hydrogen is known to exist as H⁺ or H⁻ depending on doping conditions, while H⁰ is metastable and can exist only at very low temperatures or under illumination. These properties can be consistently explained by first-principles total energy calculations, which indicate that H⁺ or H⁻ is thermodynamically stable while H⁰ is always unstable against the reaction 2H⁰ → H⁺ + H⁻. The transition between different charge states was experimentally studied with a deep level transient spectroscopy (DLTS). The DLTS experiment showed that thermal electron emission from H⁻, i.e., H⁻ → H⁰ + e⁻, has a slow reaction rate, r = 2.8 × 10⁻¹ s⁻¹ at room temperature with activation energy E_a = 0.84 eV. The activation energy is usually thought to correspond to the energy difference between H⁻ and H⁰ + e⁻. However, density functional theory (DFT) calculation of this quantity only amounts to 0.50 eV. The nature of the observed activation energy in the experiment therefore remains to be investigated.

Here, we show our theoretical study on the rate for thermal electron emission by H⁻ in silicon. Although there are many studies treating hydrogen impurity in silicon, as far as we know, there has been no first-principles study on the rate because it requires accurate description of the band gap, the defect thermodynamics, and electron-phonon couplings. Recently, however, Kim et al. demonstrated that first-principles calculation can reproduce the rate for nonradiative carrier capture from the DX center in GaAs despite large anharmonicity of the potential energy surface (PES). Because the PES for hydrogen impurity in silicon is also known to be anharmonic, their approach should help us to elucidate the reason for the high activation energy observed in the DLTS experiment on H⁻.

In this context, we calculated thermodynamic transition level with screened-hybrid DFT and confirmed that the calculated result is different from the experimental activation energy. Then, we constructed a configuration coordinate diagram for the transition between H⁻ and H⁰ + e⁻. The calculated diagram for H⁻ was found to have local minimum not only at its most stable tetrahedral site but also at a bond center site, which is the global minimum for H⁰ + e⁻. The existence of local minimum at the bond-center site is a key to explain the fast thermal electron emission because nuclear wavefunctions overlap considerably at the bond-center site. The calculated rate shows that, with the assumption of thermal equilibrium, thermal electron emission is much faster than the experiment, indicating another step should rate-determine the whole process. Finally, we calculated the migration barrier of H⁻ between tetrahedral and bond-center site, and conclude that the migration is the rate-limiting step for thermal electron emission from H⁻.

II. METHODS

We performed first-principles calculations based on DFT with Vienna Ab initio Simulation Package (VASP), where the Kohn-Sham orbitals are expressed by the plane-wave basis. We used the screened hybrid functional formulated as Heyd-Scuseria-Ernzerhof exchange correlation functional (HSE06 functional). Projector augmented wave (PAW) method was used for the interactions between valence electrons and ions. The cutoff energy for the plane-wave basis was 400 eV, which was found to give sufficient accuracy for defect thermodynamics and electron-phonon coupling in our system. We optimized the lattice constant of silicon with conventional cell calculations using Γ-centered 6 × 6 × 6 k-point mesh for Brillouin-zone integration. The calculated lattice constant is 5.433 Å, in good agreement with experimental one extrapolated to 0 K, 5.430 Å.

For defect calculations, we use 3 × 3 × 3 super cell of conventional cell, including 216 Si atoms, in order to suppress spurious interactions between defects. To reduce the computational cost, Γ-point calculation was performed. The calculated band gap of silicon is 1.31 eV.
which is larger than the experimental one, 1.17 eV, because the conduction band bottom is not correctly sampled with Γ-point in 3 × 3 × 3 supercell. To obtain correct energetics between H\(^-\) and H\(^0\) + e\(^-\), we adjust the Kohn-Sham energies of the conduction bands by shifting them by −0.14 eV in the calculated configuration coordinate diagram. Finite-size correction for charged defect is calculated with the Markov-Payne correction\(^{33}\) by extrapolating the calculated energies with 2 × 2 × 3, 2 × 3 × 3 and 3 × 3 × 3 supercells to infinite cell size. For the extrapolation, we used 2 × 2 × 2 k-point for all supercells: this k-point mesh is found to be necessary for the extrapolation to work well. The correction was calculated for H\(^-\) at a tetrahedral site, and the same correction was used for all other configurations. The finite-size correction changes the calculated thermodynamic transition level, ε(0/−), by +0.06 eV.

The rate for thermal electron emission was calculated with the formalism proposed by Alkauskas et al.\(^{34}\). In the formalism, with the aid of the static approximation for electronic states and one-dimensional approximation for nuclear degrees of freedom, the rate for nonadiabatic transition from electronic state \(i\) to \(j\) with multiphonon absorption is calculated with the Fermi’s golden rule:

\[
r_{ij} = \frac{2\pi}{\hbar} |W_{ij}|^2 \sum_n \omega_n \sum_m |\langle \chi_{jm} | Q - Q_0 | \chi_{in} \rangle|^2 \delta(E_{in} - E_{jm}).
\]

(1)

\(W_{ij}\) is the electron matrix element defined as \(W_{ij} = \langle \psi_j | \partial \psi_i / \partial Q \rangle\), where \(\langle \psi_{i(j)} \rangle\) is the Kohn-Sham orbital for state \(i(j)\). With first-order perturbation theory, \(W_{ij}\) can be expressed as \(W_{ij} = (\varepsilon_j - \varepsilon_i) \langle \psi_j | \partial \psi_i / \partial Q \rangle\), where \(\varepsilon_i\) is the Kohn-Sham energy for a state \(i\). The Kohn-Sham orbitals overlaps, \(\langle \psi_j | \partial \psi_i / \partial Q \rangle\), is calculated with all-electron wavefunctions including PAW augmented core contributions reproduced by PAWPyseed code\(^{35}\). \(\omega_n\) is the thermal weight for the \(n\)-th eigenstate of nuclear wavefunction, \(\langle \chi_{in} \rangle\). The nuclear wave functions and eigenergies are calculated by solving the one-dimensional Schrödinger equation for configuration coordinate diagram to account for large anharmonicity of the potential energy surface\(^{36}\). \(Q\) is the configuration coordinate defined as \(Q = \sqrt{MR}\), where \(M\) is a diagonal matrix with masses in its diagonal element and \(R\) is the 3\(N\)-dimensional coordinate for lattice. We assume a linear reaction pathway between the most stable configurations of two charge states, H\(^0\) and H\(^-\), following the scheme proposed by Alkauskas et al.\(^{34}\) although this treatment is known to underestimate the rate\(^{36}\) because the linear pathway does not necessarily give a major contribution. The electron emission rate from H\(^-\) is calculated by summing up the contributions of the transition from a defect state to conduction band states. The electron emission rate is thus calculated as \(r_i = \sum_{j=CB} r_{ij}\), where \(i\) is the defect state, and \(j\) is the conduction band state. As the summation for the conduction band states, we take the bands within 0.15 eV above the conduction band minimum. We have confirmed that conduction bands above them give only negligible effects to the calculated rate.

The delta function in Eq. (1) is approximated as Gaussian with finite width, \(\sigma\), which corresponds to a lifetime of the vibrational mode considered in the configuration coordinate. Although lifetimes of local vibrational modes at low temperatures are known\(^{37}\), we cannot use those values as \(\sigma\) because the local vibrational modes are different from our reaction pathway. Thus, we tried several values of \(\sigma\) to investigate its effect on the calculated reaction rate. The value of \(\sigma\) is, indeed, found to affect the calculated rate. However, our conclusion is robust against the choice of \(\sigma\) value, and we used \(\sigma = 0.026\) eV throughout this study.

III. RESULTS

A. Thermodynamics

Firstly, we investigate the thermodynamics of hydrogen in silicon. The calculated energies suggest that the most stable site is the bond-center (BC) site for H\(^0\) while the tetrahedral (Td) site for H\(^-\), and the calculated thermodynamic transition level is ε(0/−) = 0.67 eV from the valence band maximum. These results are in good agreement with previous theoretical study using local density functional\(^{38}\). For the electron emission process, the energy difference between H\(^0\) + e\(^-\) and H\(^-\) is calculated to be \(E_g - \varepsilon(0/−)\) = 0.50 eV, where \(E_g\) is the band gap of silicon. Thus, the activation energy for thermal electron emission is expected to be 0.50 eV from first-principles calculations. This value is, however, inconsistent with an experimental activation energy, 0.84 eV, obtained by a DLTS experiment\(^{37}\). Considering the inconsistency, we investigated possible origins of the discrepancy from computational point of views. We calculated the effects of thermal expansion of silicon at room temperature, zero-point energy of hydrogen and the type of pseudopotentials (hard/standard). These effects change the calculated \(\varepsilon(0/−)\) as −0.01 eV, +0.06 eV, and −0.02 eV, respectively. None of these effects is thus confirmed to fill the gap between theoretical and experimental values. In conclusion, our calculation indicates that thermodynamics could not explain the activation energy observed in the DLTS experiment.

B. Configuration Coordinate Diagrams

Figure II shows the configuration coordinate diagram for the transition between H\(^-\) and H\(^0\) + e\(^-\). The configuration coordinate is taken as the linear interpolation between their most stable Td site for H\(^-\) and BC site for H\(^0\). The diagram for H\(^0\) + e\(^-\) is calculated as the summation of total energy of H\(^0\) and the Kohn-Sham energy of the conduction band minimum of pristine silicon. The calculated configuration coordinate diagrams have...
two unique features: firstly, the $H^0$ state shows large anharmonicity around the configurations of the Td site. At the configuration of the Td site, the hydrogen occupies the interstitial void of silicon. Because the radius of $H^0$ is smaller than that of $H^-$, the $H^0$ interacts less strongly with Si. Thus, the flat PES appears around the Td site for $H^0$ while the PES of $H^-$ has a deep minimum at the Td site. The calculated energy difference of $H^0 + e^-$ and $H^- \cdot $ is much smaller than that at the Td site. Therefore, we are likely to be dominated at the BC site where the energy required to activate the emission is much smaller than that at the Td site. Therefore, we can use the Kohn-Sham orbitals around BC site to calculate $W_{ij}$ in Eq. (1) to discuss the electron emission at room temperature. It should be noted that we neglect relative efficiency of the Td-to-BC migration of $H^-$ and the thermal electron emission at the BC site. Hence the migration is assumed to occur quickly toward thermal equilibrium so that the thermal weight, $\omega_n$, is allowed to be used in Eq. (1). Later, we will discuss the validity of this assumption based on the calculated rate from first principles.

C. Nonradiative Electron Emission

The electronic matrix element, $W_{ij}$, is calculated with the finite-displacement method at the configuration of the BC site as discussed in the previous section. In Table 1, we tabulated the values of $W_{ij}$ which give major contributions to the calculated rates. As shown in the table, not only the CBM but also other bands within 0.15 eV from CBM have large values of $W_{ij}$, indicating the im-

Figure 1. (Color online) Configuration coordinate diagrams of $H^0 + e^-$ and $H^- \cdot $ For $H^0 + e^-$, electron is assumed to occupy the conduction band bottom. The dot symbols show the calculated energies from first principles, and the lines show the ones calculated with the spline interpolation between the calculated ones. $Q = 0$ amu$^{1/2}$ Å is the most stable configuration for $H^0$ (BC site) while the configuration for $Q = 4.49$ amu$^{1/2}$ Å is the most stable one for $H^- \cdot $ (Td site).
portance to include those contributions into the calculations. Only eleven conduction bands are included in the calculations because the other conduction bands are well-separated by 0.5 eV and are thus negligible. The nuclear wavefunctions in Eq. (1) are obtained by solving the one-body Schrödinger equation with PES obtained with spline interpolation of the calculated PES. We note that the configuration coordinate diagrams around the BC site is in the Marcus inverted region\textsuperscript{22}, because positions of the local minima are virtually the same within our configuration coordinate, the overlaps of nuclear wavefunctions are expected to be large compared to that in the normal region, thus possibly giving large rate for thermal electron emission.

Figure 3 shows the calculated rate for the thermal electron emission from H\textsuperscript{-} to conduction bands. The calculated rate at room temperature is $5.2 \times 10^7 \text{s}^{-1}$ and the activation energy is estimated to be 0.46 eV from the Arrhenius plot. The calculated activation energy is consistent with the results expected with thermodynamics calculations, $E_g - \varepsilon(0/-) = 0.50 \text{ eV}$. Although the calculated rates depend on the smearing factor $\sigma$ to describe the $\delta$ function, the calculated rates are much larger than the experimental value, $r = 2.8 \times 10^{-1} \text{s}^{-1}$ at room temperature\textsuperscript{8}.

The argument so far assumes thermal equilibrium: i.e. the diffusion of H\textsuperscript{-} from the Td site to the BC site is assumed to be much faster than the thermal electron emission at BC site, thus enabling the use of thermal weight, $\omega_n$ in Eq. (1) as a population of initial state. To test this assumption, we calculate the activation energy for the migration of H\textsuperscript{-} with the climbing image nudged elastic band method\textsuperscript{24,25}. Figure 4 shows the calculated PES for H\textsuperscript{-} migration between Td site and BC site. Here, the configuration of the BC site is optimized for H\textsuperscript{-}, thus slightly different from the one used in the configuration coordinate diagram in Figure 1 which is the configuration optimized for H\textsuperscript{0}. The calculated activation energy is 0.96 eV, which is comparable to the one from the DLTS experiment, 0.84 eV. The calculated activation energy is used to estimate the rate for the migration with a simple formula, \( r = \frac{kT}{h} \exp(-E_a/kT) \). Then, the calculated rate at $T = 300 \text{ K}$ is $4.3 \times 10^{-3} \text{s}^{-1}$, which is much smaller than the calculated rate for thermal electron emission under thermal equilibrium. Thus, the rate-determining step is suggested to be the migration of H\textsuperscript{-} from Td site to BC site. If the experimental activation energy, $E_a = 0.84 \text{ eV}$, is used, the calculated migration rate is $3.0 \times 10^{-1} \text{s}^{-1}$, showing good agreement with the experimental rate, $2.8 \times 10^{-1} \text{s}^{-1}$. This fact strongly suggests that the activation energy observed in the DLTS experiment corresponds to the one for the migration process of H\textsuperscript{-}, and the migration is the rate-limiting step for the thermal electron emission from H\textsuperscript{-}. It should be noted here that the rate for the migration is estimated with treating hydrogen as a classical particle, thus neglecting nuclear quantum effect such as quantum tunneling. Although the quantum tunneling can be dominant as migration mechanism at room temperature, we expect that its effect is small because the distance between the Td site and the BC site is large as shown in Fig. 1.

| $j$ | $\varepsilon_j - \varepsilon_{\text{CBM}}$ (eV) | $W_j$(eV/amu$^{3/2}$ Å) |
|-----|---------------------------------|-------------------------|
| CBM | 0.000                           | 2.34 × 10$^{-2}$        |
| CBM+1 | 0.042                          | 6.47 × 10$^{-2}$        |
| CBM+5 | 0.047                          | 7.66 × 10$^{-2}$        |
| CBM+9 | 0.102                          | 9.80 × 10$^{-2}$        |
| CBM+10 | 0.102                         | 2.39 × 10$^{-2}$        |
IV. CONCLUSION

Here, we study the thermal electron emission process of \( H^- \) in silicon, \( H^- \rightarrow H^0 + e^- \), with density functional calculations. Our calculation indicates that the electron emission process from \( H^- \) in Si consists of two steps. The first step is \( H^- \) migration from its most stable Td site to a metastable BC site. This migration is the rate-limiting step for the whole reaction with calculated activation energy of 0.96 eV. The second step is the electron emission from \( H^- \) in the BC site to a conduction band. This step is much faster than the first step, having the calculated activation energy of 0.46 eV. The activation energy observed in a DLTS experiment, 0.84 eV, is likely to correspond to the one in the first step. Our study reveals that modern first-principles calculation can elucidate nonadiabatic process of hydrogen impurity, which is the most ubiquitous and mysterious impurity in semiconductors, and thus shows the possibility to clarify the degradation mechanism of semiconductor devices by hydrogen impurity from first principles.
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