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Abstract

We study off-policy evaluation and learning from sequential data in a structured class of Markov decision processes that arise from repeated interactions with an exogenous sequence of arrivals with contexts, which generate unknown individual-level responses to agent actions. This model can be thought of as an offline generalization of contextual bandits with resource constraints. We formalize the relevant causal structure of problems such as dynamic personalized pricing and other operations management problems in the presence of potentially high-dimensional user types. The key insight is that an individual-level response is often not causally affected by the state variable and can therefore easily be generalized across timesteps and states. When this is true, we study implications for (doubly robust) off-policy evaluation and learning by instead leveraging single time-step evaluation, estimating the expectation over a single arrival via data from a population, for fitted-value iteration in a marginal MDP. We study sample complexity and analyze error amplification that leads to the persistence, rather than attenuation, of confounding error over time. In simulations of dynamic and capacitated pricing, we show improved out-of-sample policy performance in this class of relevant problems.

1 Introduction

Offline reinforcement learning seeks to reuse existing data to evaluate and learn novel policies and is crucial in applications with limited freedom to experiment but plentiful logged data. In general Markov decision processes (MDPs), offline reinforcement learning can be very difficult, as we must understand the effect of actions in each state and time, whether in model-based (e.g., learn the transition kernel) or model-free methods (e.g., learn Q-functions). However, many practically-relevant problems fit in simpler, more tractable classes of MDPs with “sequential decision-making” but not “longitudinal data”, for example because transitions arise in a stochastic system from exogenous arrivals. In this paper, we study off-policy evaluation and optimization from observational data in
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this special class. At each timestep the same contextual response model generates both transitions and rewards. The setting is a variant of offline contextual bandits with constraints, where the same randomness generates transitions in the system state (status of the constraints) and rewards in the system. We call this setting, common in operations management, “stateful” to emphasize the well-understood and simple system state, like inventory state, in contrast to the unknown potentially high-dimensional “contextual” response model, like an individual’s propensity to purchase, that must be learned.

We first describe some stylized examples to illustrate how previously studied classical problems in fact share this broader structure: consider personalized dynamic pricing with inventory constraints, or managing a rideshare system and repositioning vehicles by making price offers to individuals. The system state includes capacities of each resource, or locations of cars in the system. Individuals with contexts (covariates) arrive exogenously. The system takes actions, such as personalized price or trip offers. Given a context and action, the individual response changes system dynamics: the purchase of a product consumes resources, or accepting a price offer and ride from one location to another moves cars. But given that we can offer the resource at all, the state of the system does not further affect the response except by affecting our pricing decisions.

We focus on the evaluation and optimization of state-dependent policies from offline trajectories collected from these system dynamics. Confounding is of particular concern in such observational data. Naturally, system actions can be spuriously correlated with outcomes. For example, we expect observational operational data to bias toward higher-revenue actions: higher price offers are made to individuals deemed more likely to accept. However, in our setting, the underlying system state does not causally affect the individual response and therefore, unlike individual-level covariates, the system state is not a confounder, making it easier to learn the response model from observational data, and then use it to design sequential policies. Ultimately we show how this special structure of problems, common to operations problems arising from uniformized stochastic systems permits developing specialized OPE.

The contributions of this paper are as follows. We model the above structure and study estimation of the transition probabilities in a lifted marginal MDP via single timestep off-policy evaluation. Therefore we reduce the analysis of a high-dimensional, continuous state space MDP to the standard tabular analysis of our marginal MDP, reducing the number of nuisances from $T + 1$ for doubly-robust OPE to just two in our setting. We show $\tilde{O}(T^3/\epsilon^2)$ trajectories are required for off-policy optimization to achieve $\epsilon$-suboptimal value, where $T$ is the horizon (omitting logarithmic terms). We study error amplification for the dynamic and capacitated pricing example and show that bias from naive model-based approaches would generally persist in realistic scenarios. We validate the theory and structural analysis in simulations where we improve on naive model-based approaches and generic offline RL.
Problem setup: Stateful off-policy evaluation and learning

We first describe the generic full-information MDP that generates our data before describing the restrictions that characterize the stateful setting. For ease of reference, we partition the state space of the full-information MDP into a product space of the discrete system state space $S$, potentially continuous context/covariate space $X$, and discrete covariate-conditional response space $Y$: $S \times X \times Y$. The inclusion of $Y$ in the state variable is purely informational. Consider a finite-horizon setting with $T + 1$ timesteps, and denote the initial system state $s_0$; timesteps are indexed $0, \ldots, T$. Uppercase ($S, X$) indicates random variables; lowercase ($s, x$) fixed values; and prime ($s', x'$) next-timestep values. Let $A(s, x)$ denote the discrete action space feasible from the state ($s, x$). A contextual policy $\pi_t: S \times X \mapsto \Delta A$ maps from system state/context to a distribution over actions, where $\Delta A$ is the set of distributions defined on $A$, so that $\pi_t(a \mid s, x) = P(A = a \mid S = s, X = x)$ gives the probability of taking action $a$ given state and context information. Let $\pi = \{\pi_t\}_{t=0,\ldots,T}$ denote the MDP policy in a function class $\Pi_{0:T}$. Reward is a known deterministic function of next state transition, $R(s, a, s')$.

"Stateful contextual" structure. We next specify the restrictions on this MDP that give rise to our “stateful” setting. These are illustrated in Figure 1. Roughly: contexts arrive exogenously and contextual responses $Y$ come from a stationary conditional distribution $P(Y \mid X, A)$ and deterministically generate the system transitions. We henceforth use the shorthand $P(s', x', y \mid s, x, y_{-1}, a)$ for the transition model under this convention, although dependence on $y_{-1}$ is purely artificial/notational and will be omitted in general.

We formalize as assumptions the general structure that appears commonly in more specialized problem contexts elsewhere that describes the “stateful” setting.

Assumption 1 (Exogenous context process). The transition factorizes as

$$P(s', x', y \mid s, x, y_{-1}, a) = P(s' \mid s, x, a)f(x') \forall s, s', x, x', y_{-1}, y, a$$

Assumption 2 (Contextual-response transitions). We know $s'(s, y) : S \times Y \mapsto S$ such that when
s′ is not absorbing from s we have:

\[ P(s', y \mid s, x, a) = \delta_{s' - s} P(Y = y \mid x, a) \]

We can easily extend to random transitions given responses, but focus on deterministic for concreteness and as it captures the most relevant application settings. Assumption 1 arises from contextual bandits or uniformizing (with contexts) a stochastic system [24, 36]. Assumption 2 reflects the offline contextual bandit nature of the problem and encodes that \( Y_t \) is independent of the originating state. [20] leverages a factorization with exogenous information, but not a contextual response model and notes that the “system transition function” construction is the norm in control/operations research [6, 45].

For ease of presentation we introduce \( \{(s', y \mid s, a)\} \) as the pairs of next states and contextual responses reachable from s.

**Definition 1** (Reachable state transition-potential outcomes).

\[ \{(s', y) \mid s\} := \{(s', y) \in S \times Y : \exists x, a \text{ s.t. } P(s', y \mid s, x, a) > 0\} \]

The corresponding full-information MDP is \( \mathcal{M} = (S \times X \times Y, A, P, R, T) \) where \( P \) is the full-information transition kernel. Our observational data comprises of \( N \) trajectories; denote individual observations as \( S_i^t \) for \( t \) timestep of trajectory \( i \): \( \{S_i^t, X_i^t, A_i^t, Y_i^t, R_i^t\}_{0:T}^n \).

Without loss of generality we omit the \( Y_{t-1} \) information state from the full-information value/reward to go \( V \)- and state-action value \( Q \)-function, since \( V_t(s, x, y_{-1}) = V_t(s, x) \):

\[ V_t^\pi(s, x) = \mathbb{E}_\pi \left[ \sum_{t'=t}^T R_{t'} \mid S_t = s, X_t = x \right], \quad Q_t^\pi(s, x, a) = \mathbb{E} \left[ \sum_{t'=t}^T R_{t'} \mid S_t = s, X_t = x, A_t = a \right] \]

It is useful to define the context-marginalized value function \( \tilde{V}_t^\pi(s) = \mathbb{E}[V^\pi(s, X)] \), the value function at system state \( S_t \) marginalized over context distribution \( X_t \), and analogously \( \tilde{Q} \). Under assumptions 1 and 2 and the notation of defn. 1, the \( Q \)-function in the full-information MDP is:

\[ Q_t^\pi(s, x, a) = \sum_{(s', y)\mid s} P(Y = y \mid x, a)(R(s, a, s') + \tilde{V}_{t+1}^\pi(s')) \quad (1) \]

Finally, throughout the paper we will assume the behavior policy is stationary, and not history-adapted for a simpler statement of our results.a

---

aWe leave finer-grained analysis of dependent data, where the benefits of pooling data also trade-off against dependence and mixing rates, for future work; Corollary 2 highlights how this assumption may be removed via standard arguments.
**Assumption 3** (Stationary behavior policy). $\pi^b_t(a \mid s, x)$ is stationary: possibly time-varying, but not history-dependent upon $\{S_{t'}, X_{t'}, A_{t'}, Y_{t'}\}_{t' < t}$.

**Specific examples of stateful problems.** We discuss illustrative examples. The first example, single-item personalized and dynamic pricing with inventory constraints, is adapted from classical models for network revenue management ([24, 23]).

**Example 1** (Single item personalized and dynamic pricing). $Y_t \in \{0, 1\}$ is purchase/no-purchase, respectively, and $A_t \in \{0, 1\}$ is whether a discount of value $d$ is not or is offered. Let $p(a)$ be the price corresponding to taking action $A = a$. The reward is fixed given transition to $s'$: $R(s, a, s') = p(a)\mathbb{I}[y = 1]\mathbb{I}[s > 0]$. For short let $R(a)$ denote price of product under $a$, e.g. reward only received if item is sold, and we can only sell if we have stock so $s'(s, y) = \mathbb{I}[s > 0, y = 1](s - 1) + \mathbb{I}[s > 0, y = 0]s$. Denote the difference of value functions as $\Delta V_{t+1}^\pi(s) = \hat{V}_{t+1}^\pi(s) - \hat{V}_{t}^\pi(s)$, then the full-information $Q_t$ function is 0 for $t = T$, $P(Y = y \mid x, a)R(a)\mathbb{I}[s > 0]$ for $t = T - 1$, and for $t < T - 1$:

$$Q_t(s, x, a) = P(Y = y \mid x, a)(R(a)\mathbb{I}[s > 0] + \Delta V_{t+1}^\pi(s)) + \hat{V}_{t+1}^\pi(s).$$

Next we describe in words other examples that also fit in the model of Figure 1 but defer their specific mathematical formulations to the appendix.

**Example 2** (Multi-item network revenue management (informal) [23, 24]). This extends Example 1 with multivariate outcomes (contextual demands for different products). We augment the exogenous context arrival process with product arrival types and product-conditional context distributions.

**Example 3** (Spatial pricing and repositioning (informal, contextual adaptation of [20, 9])). The state space is the number of cars at each station in a ridesharing system. We augment the exogenous information process via uniformized arrivals at a station and origin-destination requests. The individual contextual response is ride acceptance/rejection at a price; reward is revenue and a lost sales cost.

**Structure that satisfies or does not satisfy assumptions.** We have discussed classical examples that instantiate these assumptions. However, more complex modeling could violate them. Assumption 1 would not be true if customers had full observation of the system and responded to it, such as in queuing if customers can observe queue length and balk. Or, for example 3, if customer arrivals are correlated with system state due to unobserved confounders, such as weather patterns.

---

Instead of assuming arrivals would deterministically purchase and setting the decision variable to be fare availability, we consider a stochastic demand response model.
that lead to higher propensity to accept a ride and higher customer demand at other locations. In the context of example 3, Assumption 2 is true if the underlying system state $S_t$ (cars at other stations) is not a confounder because it does not affect an individual’s demand in response to price. However, if system transitions modeled stochastic travel times where system state variables (such as congestion) did causally affect outcomes, Assumption 2 may not hold.

3 Related work

In the main text we only highlight the most closely related work; see Section C.1 for further discussion.

Off-policy policy learning for offline sequential decision-making. There has been extensive work on off-policy evaluation and learning in the sequential setting. We focus on work that builds on statistical model-free approaches, including doubly robust off-policy evaluation in incorporating value-function control variates [51, 28, 59], and study of the efficient influence function [30, 8, 31], as well as MIS or fitted-Q-evaluation [58, 18, 35, 25].

In general, off-policy evaluation in the sequential setting either includes rejection sampling on entire trajectories (even with doubly-robust augmentation) [51], or introduces marginalized density ratios [58, 30] which in the finite-horizon setting cannot be optimized in a backwards-recursive fashion or are policy dependent. The latter prevents direct translation of improvements in statistical OPE to off-policy policy optimization except by exhaustive search over the policy class. [42] similarly specializes OPE to a different setting, optimal stopping, which admits policy-independent nuisance functions. We similarly develop structure-dependent improvements in dependence on nuisance functions, but for different structure.

Our estimator, derived via the modeling analysis in the next section, does not require rejection sampling on entire trajectories. Therefore we show statefulness is in fact more closely related to single-timestep off-policy evaluation and learning [19, 34, 49, 54]. We do not claim novelty relative to the extensively-studied doubly-robust estimation in sequential OPE [28, 50]: rather we show that specializing to policy structure allows for retaining statistical improvements from double robustness with reduced dependence on nuisance functions (two instead of $T + 1$).

Online contextual decision-making with constraints and algorithmic analysis under known distributions. In the main text we provide an abridged discussion; see Section C.1. Contextual bandits with knapsack (CBwK [4]) does consider both contexts and statefulness, relative to an extensive literature (typically model-based) on either contextual [17, 27, 46, 48, 5, 15] or stateful [26, 7, 1] problems. The closest work is [2], but it considers the Lagrangian relaxation of the resource constraints. (Recall under Assumption 3 we do not consider adaptive data collection; but
nonetheless CBwK is a useful comparison.) Relative to CBwK and pricing bandits, we consider a
general MDP embedding and our sample complexity analysis and algorithm do not require specific
structure of the reward beyond assumptions 1 and 2. Our approach is particularly beneficial in
handling high-dimensional context variables $X_t$. Naively analyzing approximate linear program
arising from state aggregation on $X_t$ incurs statistical bias in general due to discretization. On the
other hand, structure-specific analysis of any such problem, such as network revenue management
or online packing problems, will generally obtain stronger approximation guarantees for the online
setting although we do not comment on direct translation of online algorithms or approximation
algorithm-type guarantees, e.g. benchmarked to the fluid relaxations, to the contextual setting.
Note [11] highlights dependence of recent constant-regret approximation guarantees on discrete
distributions, while our setting of contextual responses corresponds to the case of continuous valu-
ations. We defer a comprehensive comparison to future work. Our work is on offline evaluation in
such problem settings, and can for example allow off-policy evaluation of policies (when they are
not history-adapted) from confounded observational data.

4 Off-policy evaluation and learning in the Marginal MDP

Marginal MDP construction. Section 2 described the generating process of the data. We now
marginalize over contexts and (policy-induced) outcomes in a lifted marginal MDP on a discrete
state space and continuous action space where actions are given by policy parameters. This MDP
is purely a conceptual device which is used in the analysis. Direct OPE methods cannot be used
in the marginal MDP because observations in the dataset correspond to variation over different
actions, but not necessarily different policies that are actions in the marginal MDP. We develop
this construction to justify the use of single-timestep off-policy evaluation, which we denote as
$P(Y = y \mid \pi)$:

$$P(Y = y \mid \pi) = \sum_{a \in A} \mathbb{E}[\pi_e(a \mid X)P(Y = y \mid a, X)] \quad (2)$$

To summarize, the marginal MDP is $\tilde{M} = (S, \Pi, \tilde{P}, \tilde{R}, T)$, where the action space is the space of
(s-dependent) policy functions of $x$ and transitions and rewards marginalize over context arrivals.
The key modeling insight is that expectations over individual exogenous arrivals may be estimated
via a distribution of iid arrivals; e.g. estimate eq. (2) by single-timestep off-policy evaluation.

The marginal MDP state space is the system state space, $S$.

The action space is the set of parametrized policies, $A(s) = \Pi(s)$, where $\Pi(s) = \{\pi(s, \cdot) \in \Pi\}$ is
the set of policy functions given $s$.

Transitions between $s$ and $s'(s, y)$ occur with probability $P(Y = y \mid \pi)$, (eq. (2))
Reward is $\tilde{R}(s, \pi) = \sum_a \sum_{y'|s} \mathbb{E}[\pi(a \mid X) \mathbb{I}[Y(a) = y] R]$, the expected reward induced by context-conditional policy actions and corresponding outcomes, where $R = R(s, a, s'(s, y))$. 

By construction, policy values and optimal policies are equivalent in the marginal and full-information MDPs (under a policy class that is a product class in $s$). (Note that higher-order moments are not equivalent.)

**Proposition 1.** Assume the policy class $\Pi$ is a product space over $s \in S$, $t \in [T]$. The marginal MDP $\tilde{M} = (S, \Pi, \tilde{P}, \tilde{R}, T)$ has the same optimal policy, and policy value $V(s), Q(s)$, as the full-information MDP with policy class $\Pi$ and marginal policy values $\tilde{V}(s), \tilde{Q}(s)$ when $M = (S \times X \times Y, A, P, R, T)$. 

**Example: Marginal value function for single-item pricing.** In the marginal MDP for Example 1,

\[
\begin{align*}
\tilde{P}(s - 1 \mid s, \pi) &= P(Y = 1 \mid \pi) \\
\tilde{s}'(s, y) &= \mathbb{I}[s > 0] \mathbb{I}[y = 1] (s - 1) \\
\tilde{V}_{\pi:t:T}(s) &= \tilde{R}(s, \pi) + \tilde{V}_{\pi:t+1:T}(s) + P(Y = y \mid \pi) \Delta V_{\pi:t+1:T}(s)
\end{align*}
\]

**Estimation via fitted value evaluation and iteration in the marginal MDP.** We define the propensity score and outcome model as follows:

\[
e_t(a, x) = P(A_t = a \mid X = x), \quad \mu(y \mid a, x) = P(Y = y \mid A = a, X = x).
\]

The propensity score only controls for $X$: while we allow the underlying behavior policy to be state-dependent, Assumption 2 implies that adjusting for $X$ is sufficient to estimate the marginalized transition, eq. (2), because the state does not affect the outcome. To achieve the orthogonality and rate double-robustness benefits of the doubly-robust estimator we next introduce, we use two-fold sample splitting in trajectories and timesteps. We use cross-time fitting and introduce folds that partition trajectories and timesteps $k(i, t)$. For $K = 2$ we consider timesteps interleaved by parity (e.g. odd/even timesteps in the same fold). We let $k(i, t)$ denote that nuisance $\hat{\mu}^{-k(i,t)}$ is learned from $\{X^{(i)}_t, Y^{(i)}_t\}_{i \in k(i), t \mod 2 = -t \mod 2}$, e.g. from the $-k(i)$ trajectories and from timesteps of the same evenness or oddness but is only used for evaluation in the other fold. Interleaving between timesteps insures downstream policy evaluation errors are independent of errors in nuisance evaluation at time $t$. 

We let $\hat{P}(Y = y \mid \pi)$ denote the empirical estimate: we verify that the standard doubly robust estimator for single-timestep offline policy learning, reweighting the empirical transitions in observational data, estimates the transition probabilities in the marginal MDP.
Proposition 2 (Single-time-step doubly robust estimator of transitions in the marginal MDP.). Let

\[ \Gamma^i_t(y \mid a) := \frac{[Y^i_t = y] - \hat{\mu}^{k,i}(y, X^i_t) \pi[A^i_t = a]}{e^{k,i}(A^i_t \mid X^i_t)} \Pi[A^i_t = a] + \hat{\mu}^{k}(y, X^i_t) \]

\[ \hat{P}(Y = y \mid \pi) := (NT)^{-1} \sum_{t = 1}^{T} \sum_{i = 1}^{N} \sum_{a \in A} \pi(a \mid X^i_t) \Gamma^i_t(y \mid a). \] (3)

\( \hat{P}(Y = y \mid \pi) \) is an unbiased estimator of \( P(Y = y \mid \pi) \) if at least one of \( \hat{\mu} \) or \( \hat{e} \) are unbiased.

Proposition 2 verifies orthogonality, that the estimator is doubly-robust against misspecification of one of \( \mu \) or \( e \). The estimator only adjusts for contexts because Assumption 2 specifies that the state variable is not a confounder. Proposition 2 considers the stationary case; when \( X_t \) is time-varying but non-adversarial with fixed distributions, similar data-pooling is possible by estimating density ratios.

Given a generic estimator \( \hat{P}(Y = y \mid \pi) \) for the marginal transition probability \( P(Y = y \mid \pi) \), we can construct a \( Q \)-estimate as follows: \( \hat{P}(Y = y \mid \pi) \) can be the doubly robust estimator as in Proposition 2 or alternatively the IPW estimator (simply let \( \hat{\mu}^{k,i,t} = 0 \) in Proposition 2) or direct method estimator (simply let \( \hat{e}^{k,i,t} = \infty \) in Proposition 2). We use backwards recursion to evaluate \( \hat{V}_{\pi,T}^\pi(s) \) using model-based evaluation with \( \hat{P}(Y = y \mid \pi) \) in the marginal MDP.

\[ \hat{Q}_{t}^{\pi,\pi_{t+1},T}(s, \pi) = \sum_{(s',y,s'} \hat{P}(Y = y \mid \pi) \left( R(s, a, s') + \hat{V}_{t+1}^{\pi_{t+1},T}(s') \right) \] (4)

Policy Learning. When the policy space is in fact a product set over the state space (i.e., the policy being optimized can vary independently for every value of the state), we study a policy learning proposal in Algorithm 1 which implements backwards-recursive policy learning (which can be understood as fitted value iteration in the marginal MDP) to determine the optimal policy vector \( \pi \).

5 Analysis

Sample complexity. We first provide a generalization bound for Algorithm 1 on the out-of-sample regret \( \hat{V}_0^{\pi^*} \), the true value achieved by the sample-optimal policy \( \hat{\pi}^* \), relative to the best-in-class policy, \( \tilde{V}_0^{\pi^*} \). We assume the policy class at a given \( s, t \) has restricted functional complexity in the sense of a finite entropy integral of the covering numbers [52, 55]. In the main text we use
Algorithm 1 Backwards-Recursive Policy Learning

1: Input: estimate $\hat{P}(Y = y \mid \pi)$, policy class $\Pi_{0:T}$
2: for $t = T, \ldots, 0$ do:
3: for $s \in S$ do:
4: Estimate off-policy value $\hat{Q}_{t,\pi}^\pi, \hat{\pi}^*_t, T_{t}(s,\pi)$ via eq. (4)
5: Optimize $\hat{\pi}^*_{t,s} \in \text{arg max}_{\pi \in \Pi_t(s)} \hat{Q}_{t,\pi}^\pi, \hat{\pi}^*_t, T_{t}(s,\pi)$ and update $\hat{V}_{t}^{\hat{\pi}^*_t, T_{t}}(s) \leftarrow \hat{Q}_{t,\pi}^\pi, \hat{\pi}^*_t, T_{t}(s,\hat{\pi}^*_{t,s})$
6: return $\hat{\pi}^* = \{\hat{\pi}^*_{t,s} : t \in [T], s \in S\}$

the VC dimension $d_{vc}$ for binary actions; in the appendix we include corresponding statements for multi-class notions such as Natarajan dimension [38].

Theorem 1 (Sample complexity and rate double-robustness). Suppose $\nu^{-1} \leq e(a \mid x) \leq 1 - \nu^{-1}$ uniformly over $a, x,$ for $\nu > 0$, (overlap) and for some rates $0 < r_1, r_2 < 1$ and constants $C_1, C_2$, we have uniformly consistent estimation of nuisance estimates

$$E[(\mu(y \mid a, X) - \hat{\mu}(y \mid a, X))^2] = o_p(n^{-r_1}), \ E[(e(a \mid X) - \hat{e}(a \mid X))^2] = o_p(n^{-r_2}),$$

where $r_1 + r_2 \geq 1$. Then there exists a random variable $\kappa = o_p((NT)^{-\frac{1}{2}})$ so that w.p. $\geq 1 - \delta$,

$$\hat{V}_0^{\pi^*} - \hat{V}_0^{\hat{\pi}^*} \leq \frac{5\nu R_{\max}(T^{1/2} + 1/2T^{3/2})\sqrt{d_{vc} \log \left(\frac{5T|Y|}{\delta}\right)}}{\sqrt{N}} + \kappa.$$

The $\kappa$ term arises because we decompose the value difference with an oracle estimator using the true nuisance functions $\mu, e$, and obtain a high-probability bound on the leading order term. The final bound is of order $O_p(N^{-\frac{1}{2}}T^{\frac{3}{2}})$. The proof follows standard techniques, combining single time-step uniform convergence with the performance difference lemma. However, it is the previous modeling analysis and our derived estimator that permits this reduction.

The main improvement in Theorem 1 is in specializing to statefulness so only two nuisance functions are required, rather than $T \times |\Pi_{0:T}|$ many as would arise in the case of $Q$-function nuisances. In appendix section C we also discuss improvements in dependence on concentratability coefficients/sequential overlap.

Finally, we verify the nuisance rates are as achievable from pooled episodes as they would be from iid data. In the main text, $\lesssim$ omits polylogarithmic factors; see appendix section B.3 for a full statement. This is a direct corollary of [10] and a convergence rate from mixing data given in [22, Thm. 5]; $\alpha$ describes a mild capacity assumption on the covering numbers of nonparametric nuisance function classes.

Corollary 2 (Estimation of nuisance functions). Suppose nuisance function estimator $\hat{e}(a \mid x)$ is
learned from pooled-episode data \( \{(X_i^t, A_i^t, Y_i^t)\}_{0:T} \), and \( \mu(y \mid a, x) \) from \( \{(X_i^t, A_i^t)\}_{0:T} \) by regularized least squares. Assume that \( A, Y \) are bounded a.s., and well-specification of \( e, \mu \). Assume there exist \( C > 0, 0 \leq \alpha < 1 \) such that for any \( \epsilon, R > 0 \), the covering numbers are bounded, \( N_2(\epsilon, B_R, X_{1:N}) \leq C(R/\epsilon)^{2\alpha} \). Then there exists \( c_1, c_2 > 0 \) such that for large enough \( n \), for any fixed \( \delta \in (0, 1) \), with probability \( \geq 1 - \delta \),

\[
E[(e(a \mid X) - \hat{e}(a \mid X))^2] \lesssim n^{-\frac{1}{1+\alpha}},
\]

\[
E[(\mu(a \mid X) - \hat{\mu}(a \mid X))^2] \lesssim n^{-\frac{1}{1+\alpha}}.
\]

Corollary 2 verifies minimax rate-optimality of estimation in this setting [22, 57], e.g. estimating the nuisance functions from pooled episodes achieves the minimax nonparametric rate that prevails in the absence of dependence up to polylogarithmic terms.

**Remark 1** (Extension to continuous states). We can extend to doubly-robust policy evaluation with continuous transitions by invoking recent advances in estimating counterfactual distributions ([33]) but further work is required for function approximation for policy learning. See Section C.4.

**Structural analysis: error propagation in dynamic pricing.** We study the possible drawbacks of naively plugging-in a confounded model (DM) by analyzing the sequential error propagation. We provide structural conditions for error persistence in the sequential setting: error could “persist” if model error in transitions and value functions continues to impact downstream learned policies or “attenuate” if these cancel out in the sequential setting. We specialize to Example 1: similar results should hold for other settings with less interpretable sufficient conditions. Define the threshold \( \theta^* \), true conditional expectation ratio \( \Delta \mu^* \), and optimal (threshold) policy \( \pi^* \):

\[
\begin{align*}
\theta^*_t(s, \Delta V) &= \frac{R(0) + \Delta V}{R(1) + \Delta V}, \\
\Delta \mu^*(x) &= \frac{\mu(1, x)}{\mu(0, x)}, \\
\pi^*(1 \mid s, x) &= \mathbb{I} [\Delta \mu^*(x) > \theta^*_t].
\end{align*}
\]

(5)

The confounded-optimal policy incurs error from \( \Delta \hat{\mu} \) or \( \Delta V \hat{\pi}^* \). We reparametrize the decision boundary on \( \Delta \hat{\mu} \) relative to \( \theta^*, \Delta \mu^* \). Then the biased threshold \( \hat{\theta}^* \) is related to the true \( \theta^* \) by the pointwise error \( \delta(a, x) \):

\[
\begin{align*}
\delta(a, x) &= \hat{\mu}(y \mid a, x) - \mu(y \mid a, x), \\
\hat{\theta}^* &= \theta^*_t(s) \cdot (1 + \frac{\delta(0, x)}{\mu(1, 0, x)}) - \delta(1, x).
\end{align*}
\]

(7)

(8)

When self-evident we omit dependence of \( \theta^* \) on arguments that remain fixed for brevity. Error “persists” if the error at different timesteps, including from value estimation, persists in the same direction relative to the optimal policy. We provide a sufficient condition to conclude the direction
of error induced from downstream errors in value estimation. In the main text we state a special case; the appendix includes the full theorem for $t < T - 2$ with less interpretable conditions.

**Theorem 3** (Conditions for error persistence). For $t = T - 2$, assume $R(1) > R(0)$, without loss of generality. Then, for $s > 2$,

$$
\mathbb{E}[\tau(X) \mid \hat{\theta}_{T-1}^* \leq \Delta \mu^*(X) \leq \theta_{T-1}^*] \geq 0 \implies \hat{\theta}_{T-2}^*(\Delta V_{T-1}^{\pi_0^{T-1:T}}) < \hat{\theta}_{T-2}^*(\Delta V_{T-1}^{\pi_0^{T-1:T}}).
$$

We discuss implications of Theorem 3 for bias persistence in the context of Example 1.

**Example 4** (Error persistence in Example 1.). Suppose $\delta(1, x) > 0 > \delta(0, x)$ uniformly over $x$, for example if historical price increases were targeted towards those more likely to purchase them and discounts were targeted to those less likely to purchase overall. Then for any $s, \Delta V$, $\hat{\theta}^*(s, \Delta V) \leq \theta^*(s, \Delta V)$. By assumption on, e.g. price elasticity so that $\tau(x) \leq 0$, we expect the sufficient condition of Theorem 3 to be true so that bias persists; for $s > 2$,

$$
\hat{\theta}_{T-2}^*(\Delta V_{T-1}^{\pi_0^{T-1:T}}) < \hat{\theta}_{T-2}^*(\Delta V_{T-1}^{\pi_0^{T-1:T}}) < \theta_{T-2}^*(\Delta V_{T-1}^{\pi_0^{T-1:T}}).
$$

### 6 Empirics

**Data-generating process.** We consider a simple example based on single-product dynamic pricing (example 1), with a response model that is a $\Delta$-weighted mixture model of a logistic specification and a nonlinear specification, where $
\sigma(\beta^T x) = (1 + \exp(-\beta^T x))^{-1}$.

$$
\mu(1 \mid a, x) = (1 - \Delta)\sigma(\beta^T x + \beta_0 \cdot p(a)) + \Delta \sigma(x_0^2 \cdot p(a)),
\quad e(1 \mid x) = \sigma(-0.8\beta^T x)
$$

We generate the data corresponding to the outcome specification for parameters $\beta = [-0.75, 0.75], \beta_0 = -2$. We learn outcome models $\hat{\mu}$ by either logistic regression (for DM, direct method or DR, doubly robust) or a neural network for a nonparametric nuisance estimate (DR-nonpara), and the behavior policy by (well-specified) logistic regression. We consider a (time and state-stationary) evaluation policy $\pi_\epsilon(1 \mid x) = \sigma(0.25(\beta^T x))$. The time horizon is 10 timesteps, with initial state capacity $s_0 = 4$.

**Policy evaluation and optimization.** In Figure 2 we generate different outcome models with increasing levels of misspecification $\Delta$, evaluate $V_0^{\pi_\epsilon}(s_0)$ by Monte Carlo rollouts with $N = 10000$ trajectories. We compare DM with logistic regression nuisance, DR doubly-robust with logistic regression, DR-nonpara with nonparametric nuisance, and IPW, inverse propensity weighting. (See Section D for further comparison including other baselines and policy optimization in the well-specified $\Delta = 0$ case, where the variance drawbacks of IPW do worse than model-based approaches.) Figure 2a considers off policy evaluation, with absolute relative error on the y-axis and trajectory
Figure 2: Policy evaluation and optimization as more trajectories (x-axis) are collected of T-horizon selling in contextual and capacitated dynamic pricing, example 1; specification of eq. (9).

(a) Relative absolute error (y-axis) of off-policy evaluation with increasing model misspecification (Δ). Lower is better.

(b) Out-of-sample value $V^{\pi^*}$ (y-axis) of policy optimization: threshold policies optimized via Algorithm 1. Higher is better.

Figure 3: Conditions of Theorem 3 for error persistence.

(a) $\Delta = 0.2$; further OPE comparison on a different DGP.

(b) (Normalized) histogram of conditional bias $\delta(1,x)$.

(c) Heatmap of thresholds optimized via DR vs. (biased) thresholds, over states (y-axis) and timesteps (x-axis). Red is direction of single-timestep error (persistence).

size on the x-axis (log grid from $N = 50, \ldots 5000$). When $\Delta = 0.2$ the logistic outcome model is misspecified, but orthogonality and the well-specified propensity score ensures estimates are asymptotically unbiased. Similar to other DR settings, although incorporating the outcome model reduces variance, incorporating a misspecified outcome model does worse than just using well-specified IPW, but we see faster convergence from the flexible, nonparametric nuisance which outperforms well-specified IPW. We also compared to nonparametric baselines FQE [35], and modified stateful versions of MIS [58] and DRL [30]. However, in this simple setting, the highly flexible nuisance estimators overfit and fail (incurring 40-50% absolute error). We discuss these baselines in greater detail in “OPE comparison” in a more favorable data-generating process.

We then consider policy optimization in Figure 2b, with a rich policy class to avoid misspecification error issues. Motivated by eq. (8), observe that the optimal threshold policy on the true
\(\Delta \mu\) is an affine transform relative to a threshold on the estimated \(\hat{\Delta} \mu\) (possibly misspecified, hence biased), with an \(x\)-conditional term for the conditional error. We approximate optimizing over policies \(I[\Delta \mu > \theta]\) by ranging over all thresholds on \(I[\Delta \hat{\mu} > \theta']\); this approximates the \(x\)-conditional error term of eq. (8) by a constant. This is similar to a contextual version of “bid-price” policies [24].

We optimize over the class of threshold policies on \(\Delta \hat{\mu}\) by enumerating thresholds and evaluating via the estimate from Proposition 2, so the functional specification does depend on the (unadjusted) nuisance estimation. (Therefore the VC dimension of this depends on the VC dimension of the outcome nuisance). The \(y\)-axis depicts out of sample value (higher is better) averaged over 48 replications. Both DR and IPW (inverse propensity-weighted) estimates translate to improvements in optimized policy value. We see dramatic benefits of DR when \(\Delta = 0\). For small dataset sizes, IPW suffers from high variance as expected. Therefore, DR and its variance reduction estimates achieve sizeable improvements for small amounts of data. As the amount of data grows larger, the performance of IPW nears that of DR asymptotically. The DM plug-in approach remains biased and achieves worse performance, even asymptotically.

**OPE comparison.** We compare to state-of-the-art OPE: FQE of [35] which does not use the “stateful” structure, and we also derive “strong baselines” that leverage some of the structure (MIS-mw [58], DRL-mw [31]). (We reiterate our core contribution is not in general off-policy evaluation but in deriving improvements for this specific structure). For example, observe that since \(x\) is exogenously generated the finite-horizon state-action density ratio is independent of \(x\). We endow MIS-mw and DRL-mw with this structural information (see appendix Section D for details). As the general OPE literature prescribes, we use nonparametric nuisances, e.g. multi-layer perceptron with scikit-learn defaults for all nuisance predictors. We consider a more favorable DGP for OPE comparison in Figure 3a, using eq. (9) with \(p = 5\) and \(\beta = [-0.53, -0.56, -0.10, 0.40, 0.74], \beta_0 = -2.39\). MIS-mw does well overall, although empirically we find other DGPs where MIS-mw underperforms FQE. In the misspecified setting, our doubly robust estimators outperform MIS-mw. FQE, which fits next time-step \(Q(s, x, a)\), appears to converge but much slower than our approaches. The gap between FQE and DM for the (slightly misspecified) case precisely illustrates the benefits of encoding problem structure in Equation (1).

**Assessing the structural conditions of Theorem 3 in practice.** In Figure 3 we investigate assumptions made in Example 4 (e.g. uniformity of error direction \(\delta(1, x)\)) that do not hold exactly. Figure 3b plots \(\delta\): although it is symmetrically distributed for most \(x\), there is overall marginal error in the expected direction. In the empirical example we optimize over marginal thresholds and so we expect, marginalizing over \(x\), the directional error condition is satisfied. In Figure 3c, we show a heatmap of \(\theta^*_t(s) - \hat{\theta}_t(s)\) over timesteps and state values. As the analysis suggests, for \(s > 2\) for most timesteps the error persists: red indicates regions where naive thresholds are in the same direction, relative to the optimal threshold, and hence the error persists rather than attenuates.
over time.

7 Conclusion

By studying the causal structure of practically relevant problems in operations, we developed specialized off policy evaluation and optimization which demonstrate the offline version of such problems is easier than a generic MDP. We show analytically that confounding matters, and verify our approach, reducing from $T + 1$ nuisances to 2 and estimating the expectation of a transition via the expectation over a population, achieves practical benefits. Future directions include function approximation in $s$ and generalizing to other hierarchical structure.
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Outline of appendix

Section A analyzes the marginal MDP construction of Section 4.

Section B provides analysis of the main estimation strategy and policy learning sample complexity analysis, e.g. proofs of Section 5.

Section C provides additional discussion.

Section D includes additional empirics and discussion of computational details.

A Proofs for Section 4

Proof of Proposition 1. We argue via backwards induction, though the proof follows largely from construction of the marginal MDP. Consider the last timestep, $t = T$: equivalence follows by construction. Next consider the inductive step. The inductive hypothesis posits equivalence of policy values $V_{t+1}(s)$ in the marginal MDP and $\tilde{V}_{t+1}(s)$, the marginalized policy value in the full-information MDP, as well as equivalence of optimal policies so that $V_{t+1}(s) = \tilde{V}_{t+1}(s)$.

Recall that each policy $\pi \in \Pi$ in $\mathcal{M}$ corresponds to an action $\pi \in \Pi$ of $\tilde{M}$ with transition probability:

$$\tilde{P}(s' | s, \pi) = P(Y = y | \pi) := \int \int P(s' | s, a, x)\pi(a | x)f(x)dx$$

Equivalence of the policy values follows from backwards induction of expected rewards and definition of the marginal MDPs. Equivalence of optimal policies follows from equivalence of first moments and equivalence of the policy classes. Equivalence of the inductive step follows from equivalence of policy classes, identically distributed arrivals $X_i$ within a timestep.

Proof of Proposition 2. Double robustness is standard and follows standard arguments in the single time-step policy learning literature [19, 54]. The claim follows by observing that by the restricted causal structure Assumption 2, $Y(a) \perp S | X$, so it is sufficient to adjust for IPW weights $P(A = a | X = x)$.

For completeness, we verify double-robust unbiasedness properties of $\tilde{V}_t(s)$. The proof follows by backward induction. The fact that $V_{T+1}(s) = 0$ and estimation is unbiased follows from double-robustness in the single-timestep setting for $\tilde{V}_T(s)$ for all $s \in S$.

Next we show the inductive step. Suppose $\tilde{V}_{t+1}(s)$ is unbiased, for all $s \in S$. We require that the evaluation error is independent $(\tilde{V}_{t+1}(s') - V_{t+1}(s'))$ from the nuisance evaluation error, which can be easily satisfied by appropriate sample splitting.
If $\mu$ is unbiased:

$$
\mathbb{E}[\hat{V}_t(s)] = \mathbb{E} \left[ \sum_{s', y} \sum_a \pi_e(a \mid x) \mu_t(y \mid a, x) (R(y) + \hat{V}^{\text{DR}}_{t+1}(s')) \right] 
\quad + \mathbb{E} \left[ \sum_{s', y} \sum_a \pi_e(a \mid x) \left( \frac{\mathbb{I}[A_t = a]}{\pi_b(a \mid x)} (\mathbb{I}[Y = y] - \mu_t(y \mid a, x)) \right) \left( R(y) + V_{t+1}(s') \right) \right] 
\quad + \mathbb{E} \left[ \sum_{s', y} \sum_a \pi_e(a \mid x) \left( \mathbb{I}[A_t = a] \frac{\mathbb{I}[Y = y] - \mu_t(y \mid a, x)}{\pi_b(a \mid x)} \right) \left( \hat{V}^{\text{DR}}_{t+1}(s') - V_{t+1}(s') \right) \right]
$$

(11)

Note eq. (11) = $V_t(s)$ by well-specification, eq. (12) = 0 by unbiasedness of $\mu_t$ and cross-fitting so the estimation errors are independent, and the first term of eq. (13) is expectation-0 by the previous argument and $\mathbb{E}[\hat{V}^{\text{DR}}_{t+1}(s') - V_{t+1}(s')] = 0$ by the induction hypothesis and cross-fitting.

If $e$ is unbiased:

$$
\mathbb{E}[\hat{V}_t(s)]
\quad = \mathbb{E} \left[ \sum_{s', y} \sum_a \pi_e(a \mid x) \left( \frac{\mathbb{I}[A_t = a]}{\pi_b(a \mid x)} \mathbb{I}[Y = y] + \mu_t(y \mid a, x) \left( 1 - \frac{\mathbb{I}[A_t = a]}{\pi_b(a \mid x)} \right) \right) \left( R(y) + V_{t+1}(s') \right) \right] = 0 \quad \text{by unbiasedness of } e
\quad + \mathbb{E} \left[ \sum_{s', y} \sum_a \pi_e(a \mid x) \left( \mu_t(y \mid a, x) \left( 1 - \frac{\mathbb{I}[A_t = a]}{\pi_b(a \mid x)} \right) \right) \left( \hat{V}^{\text{DR}}_{t+1}(s') - V_{t+1}(s') \right) \right] = 0 \quad \text{by inductive hypothesis}
$$

$\square$

B Proofs for Section 5

B.1 Sample complexity proofs

B.1.1 Concentration preliminaries

We introduce the uniform convergence setup we use to provide tail inequalities. We will apply a standard chaining argument with Orlicz norms and introduce some notations from standard references, e.g. [53, 44, 55]. A function $\phi : [0, \infty) \rightarrow [0, \infty)$ is an Orlicz function if $\phi$ is convex,
increasing, and satisfies \( \phi(0) = 0, \phi(x) \to \infty \) as \( x \to \infty \). For a given Orlicz function \( \phi \), the Orlicz norm of a random variable \( X \) is defined as \( \|X\|_\phi = \inf\{t > 0: \mathbb{E}[\Phi(\|X\| | t)] \leq 1\} \). The Orlicz norm \( \|Z\|_\Phi \) of random variable \( Z \) is defined by \( \|Z\|_\Phi = \inf\{C > 0: \mathbb{E}[\Phi(\|Z\|/C)] \leq 1\} \). A constant bound on \( \|Z\|_\Phi \) constrains the rate of decrease for the tail probabilities by the inequality \( \mathbb{P}(\|Z\| \geq t) \leq 1/\Phi(t/C) \) if \( C = \|Z\|_\Phi \). For example, choosing the Orlicz function \( \Phi(t) = \frac{1}{2} \exp(t^2) \) results in bounds by subgaussian tails decreasing like \( \exp(-t^2/C^2) \), for some constant \( C \).

We next introduce the tail inequalities that use a standard chaining argument to control uniform convergence over \( \pi \in \Pi \). Let \( n \) denote a generic dataset size (we will later on apply the results with \( n = NT \).) The data are \( (X_1:n, A_1:n, Y_1:n) \) and \( f_i(\pi) \) is a function of \( (X_i, A_i, Y_i) \). Define the function class \( F(X_1:n, A_1:n, Y_1:n) = \{(f_i(\pi), \ldots, f_n(\pi)) : \pi \in \Pi\} \).

For this section, we consider maximal inequalities for the function classes for the enveloped policy class \( F \). Let \( \epsilon_i \in \{-1, +1\} \), be iid Rademacher variables (symmetric Bernoulli random variables with value \(-1, +1\) with probability \( \frac{1}{2} \)), distributed independently of all else. We use the following application of chaining with a bounded envelope function, due to [44, Eqn. 7.3]. (Using different measures of functional complexity for multi-class predictors, such as Natarajan dimension, simply changes the constants in the final bound.)

**Theorem A** (Uniform convergence of policy function \( \pi \) over envelope class \( F \).). Let \( f(\pi) \leq \|F\|_2 \leq C \) be a bound on the envelope function for \( f \in F \). Then for \( n \) large enough, where \( d_{vc} \) is the VC-dimension,

\[
\sup_{f \in F} \left| \frac{1}{n} \sum_{i=1}^{n} (f_i(\pi) - \mathbb{E}[f(\pi)]) \right| \leq 9/2C \sqrt{\frac{d_{vc} \log(5/\delta)}{n}}
\]

(14)

The next variant is a modification of Thm. A which only uses only moment bounds for the envelope function at the expense of weaker controls of the tails of the supremum process.

**Theorem B** (Uniform convergence with \( L_p \) norm of envelope function.). For an absolute constant \( C_{d_{vc}} \) which depends only on \( d_{vc} \), where \( F_n \) is the envelope for \( f \in F \) and \( d_{vc} \) is the VC dimension,

\[
\mathbb{E}[\sup_{f \in F} \left| \frac{1}{n} \sum_{i=1}^{n} (f_i(\pi) - \mathbb{E}[f(\pi)]) \right|] \leq C_{d_{vc}} \sqrt{d_{vc}} - \mathbb{E}[\|F_n\|].
\]

We also state a standard lemma used for sample splitting, as appears in [16], without proof.

**Lemma 1** (Conditional convergence implies unconditional). Let \( \{X_m\} \) and \( \{Y_m\} \) be sequences of random vectors.

- If for \( \epsilon_m \to 0 \), \( \mathbb{P}(\|X_m\| > \epsilon_m \mid Y_m) \to_p 0 \), then \( \mathbb{P}(\|X_m\| > \epsilon_m) \to 0 \). This occurs if \( \mathbb{E}[\|X_m\|^q / \epsilon_m^q \mid Y_m] \to_p 0 \) for some \( q \geq 1 \) by Markov’s inequality.

- Let \( \{A_m\} \) be a sequence of positive constants. If \( \|X_m\| = O_p(A_m) \) conditional on \( Y_m \), that for any \( \ell_m \to \infty \), \( \mathbb{P}(\|X_m\| > \ell_m A_m \mid Y_m) \to_p 0 \), then \( \|X_m\| = O_p(A_m) \) unconditionally, namely, that for any \( \ell_m \to \infty \), then \( \mathbb{P}(\|X_m\| > \ell_m A_m) \to 0 \).
**Proof of Thm. A.** We first bound the deviations uniformly over the policy class and introduce the following empirical processes,

\[ M = \sup_{f \in F} \left| \sum_{i=1}^{n} (f_i(\pi) - \mathbb{E}[f(\pi)]) \right|, \quad L = \sup_{f \in F} \left| \sum_{i=1}^{n} \epsilon_i f_i(\pi) \right|. \]

By a standard symmetrization argument, applying Jensen’s inequality for the convex function \( \Phi \) of the symmetrized process (e.g. Theorem 2.2 of [44]), we may bound the Orlicz norm of the maxima of the empirical process by the symmetrized process, conditional on the observed data:

\[
\mathbb{E}[\Phi(M)] \leq \mathbb{E}[\Phi(2L)].
\]

Taking Orlicz norms with \( \Phi(t) = \frac{1}{5} \exp(t^2) \), we apply a tail inequality on the Orlicz norm of the symmetrized process \( \Phi(2L) \), under the assumption of bounded outcomes.

Applying Dudley’s inequality to the symmetrized empirical process \( L \), (e.g. Theorem 3.5 of [44]), we have that

\[
\mathbb{E}\left[ \exp\left(\frac{L^2}{J^2}\right) \bigg| \mathcal{D}\right] \leq 5 \text{ for } J = 9 \|F\|_2 \int_0^1 \sqrt{\log(D(\|F\|_2 \zeta, \mathcal{F}(X_{1:n})))} d\zeta.
\]

By Markov’s inequality, we have that

\[
P\left(\frac{1}{n} L > t\right) \leq 5 \exp(-t^2 n^2 / \|L\|_2^2) = 5 \exp(-t^2 n / J^2 C^2),
\]

so that therefore, bounding the Dudley entropy integral by the VC dimension via [44, eqn. 7.8],

\[
\frac{1}{n} M \leq \frac{9/2C \sqrt{d_{vc} \log(\delta/n)}}{\sqrt{n}}.
\]

**Proof of Thm. B.** By standard results on covering numbers and VC dimension, e.g. [52, 55], for a VC-class of functions with measurable envelope function \( F \) and \( p \geq 1 \), for any probability measure \( Q \) with \( \|F\|_{Q,p} > 0 \), \( N(\epsilon \|F\|_{Q,p}, \mathcal{F}, L_p(Q)) \leq A(d_{vc})(\epsilon^{p(d_{vc}^{-1})}) \), where \( C_{d_{vc}} \) is an absolute constant that depends only on the vc-dimension. By [44, eqn. 7.8],

\[
\mathbb{E}[\sup_{\pi} \left| \frac{1}{n} \sum_{i=1}^{n} (f_i(\pi) - \mathbb{E}[f(\pi)]) \right|^p] \leq \left( 18 C_p \int_0^1 \sqrt{\log\left( C_{d_{vc}} (1/\epsilon)^{p(d_{vc}^{-1})} \right)} dx \right) \mathbb{E}[\|F_n\|^p] \leq C_{d_{vc}} \sqrt{d_{vc} - 1} \mathbb{E}[\|F_n\|^p]
\]

The claim follows by taking \( p = 2 \).

**Preliminaries** A key step of the analysis is leveraging an additive decomposition of the regret for finite horizons. For example, this appears in [29]; we simply include the full statement for completeness and verify for our setting. Recall that we denote \( \tilde{P} \) as the transition matrices and estimated transition matrices corresponding to the marginal MDP (e.g. transitions between system
states. In this section, for brevity we let \( \hat{P} \) denote the empirical counterpart of \( P \), e.g. estimating eq. (2) via some estimation strategy (IPW weighting, doubly robust, or plug-in estimation; typically we focus on the doubly-robust estimator). Similarly, \( \hat{M} \) denotes the empirical MDP model with \( \hat{P} \).

We introduce notation for indexing into entries after evaluating the transition operator,

\[
(\hat{P}V)(s, \pi) = E_{s', \sim \hat{P}(.|s, \pi)} V(s') = E[\hat{R}(s, \pi)] + \sum_{(s', y)|s} P(Y = y | \pi)(V(s'))
\]

We also introduce notation for indexing the difference between applying the true transition operator and the empirical estimate thereof, for any \( \text{generic} |S|\)-vector \( v \) and policy \( \pi \):

\[
((\hat{P} - \hat{P})v)(s, \pi) = \sum_{(s', y)|s} (P(Y = y | \pi) - \hat{P}(Y = y | \pi))v(s').
\]

Lemma 2 (Additive decomposition of finite-horizon value iteration). For any policies \( \pi, \pi' \) and any \( (s, t') \in S \times [T] \),

\[
\tilde{V}^\pi_{t'}(s) - \hat{V}^\pi_{t'}(s) = E_{M, \hat{M}} \left[ \sum_{t=t'}^{T} E[\hat{R}(s, \pi_t)] - E[\hat{R}(s, \pi_t)] + \sum_{(s', y)|s} (P(Y = y | \pi_t) - \hat{P}(Y = y | \pi_t)) \hat{V}^\pi_{t+1}(s') | s_t = s \right]
\]

B.2 Sample complexity analysis

We first provide a generalization bound in an \textit{oracle nuisance} case where we use the true conditional expectations \( \mu, e \) rather than estimated counterparts \( \hat{\mu}, \hat{e} \).

\[
\Gamma^i(y \mid a) := \mathbb{I}[Y^i = y] - \frac{\mu(y \mid A^i, X_i) \mathbb{I}[A^i = a]}{e(A^i \mid X_i)} + \mu(y \mid a, X_i)
\]

\[
\hat{P}(Y = y \mid \pi) := \frac{1}{NT} \sum_{t=1}^{T} \sum_{i=1}^{N} \sum_{a \in A} \pi(a \mid X_i) \hat{P}^i(a \mid x)
\]

Theorem 4 (Sample complexity and rate double-robustness for oracle estimator). Suppose \( e(a \mid x) \leq \nu^{-1} \) uniformly over \( a, x \) (overlap).

Then w.p. \( \geq 1 - \delta \), for \( \tilde{V}^\pi_{0} \) optimized via Algorithm 1 with oracle nuisance estimator eq. (16),

\[
\tilde{V}^\pi_{0} - \tilde{V}^\pi_{0, \text{oracle}} \leq \frac{\nu d_{\infty} R_{\text{max}}^\pi (T + 1/2T^2)^{3/2} \sqrt{\log(5/\delta)}}{\sqrt{NT}}
\]

Proof of Theorem 4. In the analysis, we leverage single-timestep uniform convergence arguments. By Assumption 1, \( X \) is drawn exogenously/independently of all else, so the \( X \) data is iid. We model the dataset as drawn from multiple behavior policies, so that at timestep \( t, S \sim \rho^b_t(S), X \sim f_t, A \sim \pi_b(s, x) \), and \( Y \mid A, X \) is drawn from the contextual response model. Therefore the data
tuples \((S_{i,t}, X_{i,t}, A_{i,t}, Y_{i,t})\) are viewed as independent draws from this process. Since \(Y \mid A, X \perp \perp S_t\) and therefore we only need to control for \(X_t\) such that \(e(X_t)\) is not a function of \(S_t\), the functions we use in our estimator, defined with respect only to the \((X_{i,t}, A_{i,t}, Y_{i,t})\) data, admit analysis via iid/single-stage empirical process techniques.

We define the following function classes conditional on all the data, \((X_{1:NT}, A_{1:NT}, Y_{1:NT})\). For \(\pi\), we consider a shifted function class with an envelope function: let 

\[
f_{it}(\pi) = \pi(A_i \mid X_i)\mathbb{I}[A_i = a]\mathbb{I}[Y_i = y] e^{-1}(a \mid X_i)
\]

where

\[
F(X_{1:NT}, A_{1:NT}, Y_{1:NT}) = \{(f_1(\pi), \ldots, f_N(\pi)) : \pi \in \Pi\}.
\]

**Step 1:** Error decomposition:

We decompose the error. By optimality of \(\hat{\pi}^*\), \(\hat{V}_0^{\pi^*} - \hat{V}_0^{\hat{\pi}^*} \leq 0\) and the triangle inequality:

\[
\hat{V}_0^{\pi^*} - \hat{V}_0^{\hat{\pi}^*} = \hat{V}_0^{\pi^*} - \hat{V}_0^{\hat{\pi}^*} + \hat{V}_0^{\pi^*} - \hat{V}_0^{\hat{\pi}^*} + \hat{V}_0^{\hat{\pi}^*} - \hat{V}_0^{\hat{\pi}^*} \leq |\hat{V}_0^{\pi^*} - \hat{V}_0^{\hat{\pi}^*}| + |\hat{V}_0^{\hat{\pi}^*} - \hat{V}_0^{\hat{\pi}^*}|
\]

(17)

**Step 2:** Uniform convergence over \(\pi\) and \(\hat{V}_0^{\pi}\):

We apply the additive decomposition of Lemma 2 and obtain a uniform bound on \(\sup_{\pi \in \Pi} \hat{V}_0^{\pi}(s) - \hat{V}_0^{\hat{\pi}}(s)\), which we apply twice to the terms of Equation (17).

For \(\pi\), we consider a shifted function class with an envelope function: define

\[
f_i(\pi) = \pi(A_i \mid X_i)\mathbb{I}[A_i = a]\mathbb{I}[Y_i = y] e^{-1}(a \mid X_i)
\]

\[
\mathcal{F}(X_{1:n}, A_{1:n}, Y_{1:n}) = \{(f_1(\pi), \ldots, f_n(\pi)) : \pi \in \Pi\}.
\]

By Lemma 2, for any policy \(\pi\), consider the additive decomposition:

\[
\sup_{\pi \in \Pi} \hat{V}_0^{\pi}(s) - \hat{V}_0^{\hat{\pi}}(s) = \sup_{\hat{\pi} \in \hat{\Pi}} \mathbb{E}_{\hat{M}, \hat{\pi}} \left[ \sum_{t=0}^{T} (\hat{R}(s, \pi_t) - \hat{\hat{R}}(s, \pi_t)) + (\hat{P}_t - \hat{\hat{P}}_t)(\hat{V}_{t+1}^\pi(s_t, \pi_t) \mid s_t = s) \right]
\]

Note that the dependence on the state distribution is not relevant (that is, the expectation under \((\hat{M}, \hat{\pi})\) since the estimator uses the same data at every state \(s\), and hence it suffices to consider
uniformity over $\mathcal{Y}$ and equivalently evaluate the supremum over corresponding transitions.

\[
\sup_{(\pi, \pi') \in \Pi \times \Pi} \sum_{t=0}^{T} \sup_{y \in \mathcal{Y}} \left\{ (\tilde{R}(s, \pi_t) - \tilde{R}(s, \pi_t)) + (P(Y = y \mid \pi_t) - \hat{P}(Y = y \mid \pi_t)) (\tilde{V}_{t+1}^{\pi'})(s_t, \pi_t) \right\}
\leq \sum_{t=0}^{T} \sup_{\pi_t \in \Pi_t} \sup_{y \in \mathcal{Y}} \left\{ (\tilde{R}(s, \pi_t) - \tilde{R}(s, \pi_t)) + (P(Y = y \mid \pi_t) - \hat{P}(Y = y \mid \pi_t)) (\tilde{V}_{t+1}^{\pi'})(s_t, \pi_t) \right\}
\leq \sum_{t=0}^{T} \sup_{\pi_t \in \Pi_t} \left\{ \sup_{y \in \mathcal{Y}} |(\tilde{R}(s, \pi_t) - \tilde{R}(s, \pi_t))| + \sup_{\pi_t \in \Pi_t} \left| (T - t - 1) \cdot (P(Y = y \mid \pi_t) - \hat{P}(Y = y \mid \pi_t)) \right| \right\}
\]

(18)

Since forward transitions marginalize to $\tilde{V}_{t+1}(s')$, in the last line we observed that taking the supremum over $\pi_{t+1:T}$ can only enlarge the fixed envelope function, $\|F\|_2$, but does not actually affect the empirical process analysis. Under assumption of a product set of policies across states, uniform convergence under $\pi_t \in \Pi_t$ also establishes uniform convergence for state-dependent policies.

Step 3: applying the concentration inequalities. We bound each of the above terms by Thm. A, applying a high probability bound with $\delta' = \frac{\delta}{T}$, and finally take a union bound over $\mathcal{Y}$ and each summand, in order to obtain the following bound which holds with probability $> 1 - \delta$,

\[
\sup_{\tilde{\pi} \in \Pi} \tilde{V}_{0}^{\tilde{\pi}}(s) - \tilde{V}_{0}^{\tilde{\pi}_{\text{feasible}}}(s) \leq \sum_{t=0}^{H} \nu \sqrt{\frac{R_{\max}(q + (T - t - 1))^{9/2} \sqrt{\log(5T|\mathcal{Y}|/\delta)}}{\sqrt{NT}}}
= \nu \sqrt{\frac{R_{\max}(T + \frac{1}{2}T^2)^{9/2} \sqrt{\log(5T|\mathcal{Y}|/\delta)}}{NT}}
\]

\[\square\]

**Proof of Theorem 1.** We decompose the regret achieved by the feasible estimator as:

\[
\tilde{V}_{0}^{\pi^*} - \tilde{V}_{0}^{\tilde{\pi}_{\text{feasible}}} = \tilde{V}_{0}^{\pi^*} - \tilde{V}_{0}^{\tilde{\pi}_{\text{oracle}}} + \tilde{V}_{0}^{\tilde{\pi}_{\text{oracle}}} - \tilde{V}_{0}^{\tilde{\pi}_{\text{feasible}}}.
\]

Theorem 4 established the bound on $\tilde{V}_{0}^{\pi^*} - \tilde{V}_{0}^{\tilde{\pi}_{\text{oracle}}}$. We now show that $\tilde{V}_{0}^{\tilde{\pi}_{\text{oracle}}} - \tilde{V}_{0}^{\tilde{\pi}_{\text{feasible}}} = o_p(n^{-\frac{1}{2}})$ under the rate assumptions on $\tilde{\nu}, \tilde{\mu}$.

Verifying rate double-robustness is standard given arguments in the single-timestep literature. The key step is, as in the proof of Theorem 4, applying the additive error decomposition of Lemma 2.

Then standard single-timestep analysis for doubly-robust policy optimization yields the result [54, 61]. We simply apply our uniform convergence bounds and state the decomposition for completeness.

Let $\hat{P}(Y = y \mid a)$ denote the estimator for the policy value. Write $\hat{P}^{(1)}(Y = y \mid a)$ for the
estimator evaluated on the first fold using out-of-fold nuisances, and vice-versa.

\[
\hat{\Gamma}_t^i(y \mid a) := \frac{[Y_t^i = y] - \hat{\mu}^{-k(i,t)}(y \mid A_t^i, X_t^i)}{e_t^{-k(i,t)}} [A_t^i = a] + \hat{\mu}^{-k(i,t)}(y \mid a, X_t^i)
\]

\[
\hat{\tau}(a, y) = \frac{1}{n} \sum_{i=1}^{N} \sum_{a \in \mathcal{A}} \pi(a, X_t^i) \hat{\Gamma}_t^i(y \mid a)
\]

We denote partial sums of the individual contribution to the estimator \(\hat{\Gamma}_t^i\), as \(\hat{\Gamma}_{I_1}\), in order to denote the sum over the (sample-split) dataset evaluated with the estimated nuisances, and \(\Gamma_{I_1}\) denote evaluation of the corresponding estimator summands over the oracle nuisance functions.

Due to sample splitting, conditional on a fold \(I_1\), \(\hat{\mu}^{(1)}\) can be treated as deterministic. The decomposition used in the proof of Theorem 1, eq. (18) allows us to study regret of the oracle vs. nuisance estimators relative to the true value function \(\bar{V}\). We establish uniformity of the error from using estimated nuisances:

\[
\sup_{\pi_t, T} \left| \sum_{a \in \mathcal{A}} \sum_{i=1}^{n} \pi_t(a \mid X_i)(\hat{\Gamma}_t^i(y \mid a) - \Gamma_t^i(y \mid a))(R(s, a, s') + V_{t+1:T}^{\pi_{t+1:T}}(s')) \right| = o_p(n^{-\frac{1}{2}}) \quad (20)
\]

We decompose the terms as follows, restricting attention to one action, by adding and subtracting \(\frac{[Y_t^i = y] - \mu^{-k(i,t)}(a, X_t^i)}{e^{-k(i,t)}}\). To clear up the display we suppress arguments depending on \(X_i\) and others where self-evident.

\[
\mathbb{E}_{N,T}[\pi(a)(\hat{\Gamma}_{I_1}^j - \Gamma_{I_1}^j)] = \mathbb{E}_{N,T} \left[ \pi(a) \left( \left( \hat{\mu}^{-k(i,t)} - \mu^{-k(i,t)} \right) + \frac{[Y_t^i = y] - \hat{\mu}^{-k(i,t)}}{e_t^{-k(i,t)}} - \frac{[Y_t^i = y] - \mu^{-k(i,t)}}{e_t^{-k(i,t)}} \right) [A_t = a] \right] = \mathbb{E}_{N,T} \left[ \pi(a) \left( \hat{\mu}^{-k(i,t)} - \mu^{-k(i,t)} \right) \left( 1 - \frac{[A_t = a]}{e_t^{-k(i,t)}} \right) (R + V_{t+1:T}^{\pi_{t+1:T}}(s')) \right] \quad (21)
\]

\[
+ \mathbb{E}_{N,T} \left[ \pi(a) \left( \hat{\mu}^{-k(i,t)} - \mu^{-k(i,t)} \right) \left( \frac{[A_t = a]}{e_t^{-k(i,t)}} - \frac{[A_t = a]}{e_t^{-k(i,t)}} \right) (R + V_{t+1:T}^{\pi_{t+1:T}}(s')) \right] \quad (22)
\]

Decomposing each of the above terms into foldwise terms, sample splitting implies that conditioning on the other folds implies that \(\mu_1\) is a deterministic function.

We apply our Theorem 1 to establish \(o_p(n^{-\frac{1}{2}})\) rates on the relevant uniform convergence terms of eqs. (21) and (22).
The term of eq. (21) evaluates to 0 by iterating expectations, using independent errors property from cross-fitting, and well-specification of $e$ which implies $0 = \mathbb{E}_{N,T} [(1 - \mathbb{I}[A_t=a]/e_t^{-k(i,t)}) | X]$.

The term of eq. (22) is bounded by Cauchy-Schwarz since $\pi \leq 1$ and by assumption on the sum of rates in Theorem 1: eq. (12)

$$\sup_{\pi} (22) \leq \mathbb{E}_{N,T} \left[ \left| \mu^{-k(i,t)} - \hat{\mu}^{-k(i,t)} \right| e^{-k(i,t)} - \frac{\mathbb{I}[A_t = a]}{\hat{e}^{-k(i,t)}} \right]$$

$$\leq \mathbb{E}_{N,T} \left[ (\mu^{-k(i,t)} - \hat{\mu}^{-k(i,t)})^2 \right] \frac{1}{2} \mathbb{E}_{N,T} \left[ \left( \frac{\mathbb{I}[A_t = a]}{\hat{e}^{-k(i,t)}} \right)^2 \right]^{\frac{1}{2}}$$

$$= o_p(n^{-\frac{1}{2}})$$

For the term of eq. (23), we apply the bound of Thm. B which surfaces the dependence of the maximal inequality on the behavior of the envelope function, allowing us to leverage consistency assumptions of Theorem 1 to verify that the term is $o_p(n^{-\frac{1}{2}})$.

$$\mathbb{E}[\sup_{\pi} (23)] \leq \mathbb{E}_{N,T} [\pi(a) (\mathbb{I}[Y_t = y] - \mu^{-k(i,t)}) (R + V_{t+1}^{\pi_{t+1}}(s'))] \mathbb{E}_{N,T} \left[ (\hat{e}^{-k(i,t)})^{-1} - (e_t^{-k(i,t)})^{-1} \right]$$

$$\leq \mathbb{E}_{N,T} [\pi(a) (\mathbb{I}[Y_t = y] - \mu^{-k(i,t)}) (R + V_{t+1}^{\pi_{t+1}}(s'))] \times \nu \mathbb{E}_{N,T} \left[ (\hat{e}^{-k(i,t)} - e_t^{-k(i,t)}) \right]$$

$$= o_p(n^{-\frac{1}{2}})$$

eq (20) follows from the above and applying Markov’s inequality for the bound for eq. (23). □

**Proof of lemma 2.** We follow an induction argument. Note that since $\hat{V}_{T+1} = 0$, the base case, $t = T$, satisfies that

$$\hat{Q}_T^{\pi_T}(s, \pi_T) - \hat{Q}_T^{\pi_T}(s, \pi_T) = \mathbb{E}[\hat{R}(s, \pi_T)] - \mathbb{E}[\hat{R}(s, \pi_T)].$$

Now suppose the inductive hypothesis holds for $t + 1$ and consider the case of $t$.

$$\hat{Q}_t^\pi(s, \pi_t) - \hat{Q}_t^\pi(s, \pi_t) = \hat{R}(s, \pi_t) - \hat{R}(s, \pi_t) + (\hat{P}\hat{V}_{t+1}^\pi)(s, \pi_t) - (\hat{P}\hat{V}_{t+1}^\pi)(s, \pi_t)$$

$$= \hat{R}(s, \pi_t) - \hat{R}(s, \pi_t) + ((\hat{P} - \hat{P})\hat{V}_{t+1}^\pi)(s, \pi_t) - (\hat{P}(\hat{V}_{t+1} - \hat{V}_{t+1})(s, \pi_t)$$

by a standard performance difference lemma. Since actions in the policy space are themselves
policies, the previous analysis for $Q$ functions applies also to $V$ functions,
\[
\hat{V}^\pi_t(s) - \hat{V}^\pi_t(s) = \mathbb{E}_\pi \left[ \hat{R}(s, \pi_t) - \hat{\hat{R}}(s, \pi_t) + (\hat{\hat{P}} - \hat{\hat{P}}) \hat{V}^\pi_{t+1}(s, \pi_t) \mid s_t = s \right] \\
+ \mathbb{E}_{M, \pi_t} \left[ \hat{V}^\pi_{t+1}(s_t+1) - \hat{\hat{V}}^\pi_{t+1}(s_t+1) \mid s_t = s \right] \\
= \mathbb{E}_{M, \pi_t} \left[ \sum_{t=t'}^T (\hat{R}(s, \pi_t) - \hat{\hat{R}}(s, \pi_t)) + (\hat{\hat{P}} - \hat{\hat{P}})(\hat{V}^\pi_{t+1}(s_t, \pi_t) \mid s_t = s \right]
\]
where we apply the inductive hypothesis in the first line.

\[\]

B.3 Verifying nuisance function rates from pooled episodes

Summary of argument We simply verify that the nuisances can be learned from the pooled episodes at the relevant rates. Note that we learn $\mu(a \mid x)$ from data that can be viewed as the collection of $\{(X_i^t, A_i^t, Y_i^t)\}_{i=1}^n$, and $e(a \mid x)$ from $\{(X_i^t, A_i^t)\}_{i=1}^n$. Throughout the paper, we assume that the behavior policy is stationary (i.e. we do not handle dependent data from history-adapted policies, such as from learning policies, though doing so is a straightforward extension via standard mixing arguments). Hence, the sequence of states is strongly stationary. Nonetheless, dependency across timesteps within an episode is a consequence of $S_t, X_t$ adapted policies (although there is no dependence in the noise of the contextual response across timesteps).

Our argument proceeds as follows. First, we invoke results establishing the mixing properties of the infinite-horizon embedding of episodic finite-horizon MDPs. This general result of [10] provides a construction (with a modification to ensure aperiodicity that preserves other properties of the chain) ensures that such an embedding has a steady-state distribution. Therefore, we model nuisance estimation as if we estimate the nuisance functions from a single infinite-horizon trajectory, obtained via the construction of [10] by simply sequentially concatenating the episodes (and the perturbations for aperiodicity). In this infinite-horizon embedding, the stationary distribution is given by the (finite-horizon) limiting state-action frequencies, so that the sequence is $\beta$-mixing. (Clearly, such an argument generalizes to the case of history-adapted policies with a corresponding dependence on mixing rate of the adapted policy). We invoke results on learning from $\beta$-mixing sequences, e.g. [22], which in particular applies the blocking empirical process argument with a more refined peeling empirical process argument.

B.3.1 Preliminaries

We quote a result on learning from $\beta$-mixing data of [22]. The assumptions and result are stated for a generic conditional expectation on a generic process $\{X_t, Y_t\}_{t=1}^N$. (We of course instantiate the result for the processes $\{X^t, A^t, Y^t\}_{i=1}^n, \{X^t, A^t\}_{i=1}^n$). The estimator of interest is regularized least-squares regression $\hat{m}_n(x) = \text{clip}_{-L,L} \hat{\hat{m}}(x))$ where the final estimates are clipped within a
bounded range, and $J$ is a regularization functional.

$$\hat{m}_n = \arg\min_{f \in \mathcal{F}} \left\{ \frac{1}{n} \sum_{i=1}^{n} |f(X_i) - Y_i|^2 + \lambda_n J^2(f) \right\} \quad (24)$$

**Assumption 4** (Exponential Mixing). The process $((X_t, Y_t))_{t=1,2,...}$ is an $\mathcal{X} \times \mathbb{R}$-valued, stationary, exponentially $\beta$-mixing stochastic process. In particular, the $\beta$-mixing coefficients satisfy $\beta_k \leq \bar{\beta}_0 \exp(-\bar{\beta}_1 k)$, where $\bar{\beta}_0 \geq 0$ and $\bar{\beta}_1 > 0$.

**Assumption 5** (Capacity). There exist $C > 0$ and $0 \leq \alpha < 1$ such that for any $u, R > 0$ and all $x_1, \ldots, x_n \in \mathcal{X}$

$$\log N_2(u, B_R, x_1:n) \leq C \left( \frac{R}{u} \right)^{2\alpha}$$

**Assumption 6** (Boundedness). There exists $0 < L < \infty$ such that the common distribution of $Y_t$ is such that $|Y_t| \leq L$ almost surely.

**Assumption 7** (Realizability). The regression function $m(x) = \mathbb{E}[Y_1 | X_1 = x]$ belongs to the function space $\mathcal{F}$.

We verify we may learn the nuisance functions in the following statement, which is a corollary of the construction of [10, Thm. 2] and the convergence rate of [22, Thm. 5].

**Corollary** (Nuisance functions). Suppose nuisance function estimator $\hat{e}(a | x)$ is learned from pooled-episode data $\{(X_i^t, A_i^t, Y_i^t)\}_{t=0}^n$, and $\mu(y | a, x)$ from $\{(X_i^t, A_i^t)\}_{t=0}^n$. Let $A2-A4$ hold, then there exists $c_1, c_2 > 0$ such that for large enough $n$, for any fixed $\delta \in (0, 1)$, with probability $1 - \delta$, $\mathbb{E}[(m(X) - \hat{m}(X))^2] \leq c_1 \left[ J^2(m) \right]^{\frac{n}{1+\alpha}} n^{-\frac{1}{1+\alpha}} \left[ \frac{\log(n\wedge c_2/\delta)}{\bar{\beta}} \right]^3$.

**Proof of Corollary 2.** We first consider the infinite-horizon embedding, $\mathcal{M}^L$, of the finite-horizon MDP. To keep the presentation self-contained, we describe the construction of [10]. To allow for time-inhomogeneous (but state-stationary) policies, augment the state space with a time state $T_t$ so that the infinite-horizon MDP’s state space is $(T_t, S_t, X_t)$. We embed the finite-horizon MDP by advancing time states in the natural sense, and transitioning from end-of-episodes to initial states,

$$P(t', s_{t+1}, x_{t+1} | t, s_t, x_t, a_t) = \mathbb{I}[t' = t + 1]P(s_{t+1}, x_{t+1} | t, s_t, x_t, a_t)$$

$$P(kT + 1, s_0, x_{kT+1} | kH, s_k, x_k, a_k) = P(s_0), \forall k \in \mathbb{N}$$

Such a process satisfies the definition of an episodic learning process, e.g. definition 1 of [10]. Now, to ensure ergodicity due to periodicity of the episodic/finite-horizon structure, [10] establishes that a simple $\epsilon-$perturbation recovers aperiodicity by introducing a perturbed MDP, $\mathcal{M}^\epsilon$ which simply introduces an auxiliary null state $s_{null}$. With some $\epsilon$ probability, transitions from terminal state
(e.g., \(T_1 \mod T = 0\)) transit to \(s_{null}\) before transiting to the initial state and beginning another episode. Theorems 2 and 3 verify ergodicity (evident under aperiodicity) and that the \(Q\) functions are identical between \(\mathcal{M}^L\) and \(\mathcal{M}^+\). Properties of the construction are clear under aperiodicity, see, e.g., [37].

Clearly, the stationary distribution of the chain is

\[
p^{\infty,+}_\pi(t, s_t, x_t, a_t) = \frac{1}{T} f_t(x_t) d^\pi(s_t) \pi_t(a_t \mid s_t, x_t),
\]

where \(d^\pi(s_t)\) is the time-\(t\) marginal state occupancy distribution under \(\pi\) in the original finite-horizon MDP, \(\mathcal{M}\). Convergence to stationarity distribution of \(\mathcal{M}^L\) (and hence \(\mathcal{M}^+\)) is convergence of empirical state-occupancy distributions \(d^\pi(s_t)\), which converge geometrically.

\[\square\]

### B.4 Proofs of structural analysis for dynamic/capacitated pricing

We include the full statement of theorem including the general sufficient condition for \(t < T - 2\) that is less interpretable.

**Assumption 8** (Reward ordering). \(R(1) > R(0)\), without loss of generality.

**Assumption 9** (Discrete concavity of value function). \(V_t\) is a discrete concave function in \(s\), for all \(t\).

**Assumption 10** (Unimodal expected reward ). \(\bar{R}(s, \pi)\) is decreasing for suboptimal \(\pi\) (as suboptimal thresholds \(\hat{\theta}\) deviate from optimal thresholds).

**Assumption 11** (Treatment effect regime.).

\[
(2 P(Y = 1 \mid 0) - 1) + \mathbb{E}([2 \tau(X) - 1] \mathbb{I}[\Delta \mu(X) > \hat{\theta}_{t+1}(s)]) \leq 0
\]

**Theorem 3** (full statement for general case, \(t < T - 2\)). Let \(\tau(x) = \eta(1 \mid 1, x) - \eta(1 \mid 0, x)\). For \(t = T - 2\), assume assumption 8. Then, for \(s > 2\),

\[
\mathbb{E}[\tau(X) \mathbb{I}[\hat{\theta}^*_T - 1 \leq \Delta \mu^*(X) \leq \theta^*_T - 1]] \geq 0 \implies \hat{\theta}^*_T (\Delta V^{\pi^{\bar{y}}_{T-1:T}}_{T-1:T}) < \hat{\theta}^*_T (\Delta V^{\pi^{\bar{y}}_{T-1:T}}_{T-1:T}).
\]

For \(t < T - 2\) and \(s > 2\), assuming assumptions 8 to 11, if

\[
(2 V^{\bar{y}_{T+1:T}}_{t+1:T}(s - 1) - (V^{\bar{y}_{T+1:T}}_{t+1:T}(s) + V^{\bar{y}_{T+1:T}}_{t+1:T}(s - 2))) \mathbb{E}[- \tau(X) \mathbb{I}[\hat{\theta}^*_T - 1 \leq \Delta \mu^*(X) \leq \theta^*_T - 1]]
\]

\[+ \mathbb{E}_{\pi_t(s - 1)} \mathbb{I}[R(y) + V^{\bar{y}_{T+1:T}}_{t+1:T}(s') \mid s - 1] - \mathbb{E}_{\pi_t(s)} \mathbb{I}[R(y) + V^{\bar{y}_{T+1:T}}_{t+1:T}(s') \mid s - 1] \leq 0,
\]

then \(\hat{\theta}^*_T (\Delta V^{\pi^{\bar{y}}_{T+1:T}}_{T+1:T}) < \hat{\theta}^*_T (\Delta V^{\pi^{\bar{y}}_{T+1:T}}_{T+1:T}).\)
These conditions are problem dependent, depending on the true response models. Assumption 9 is satisfied for the specific dynamic pricing example, and Assumption 10 is a common assumption that is satisfied if conditional responses satisfy log-concave noise distributions. Assumption 11 is an assumption about the treatment effect and outcome regime, which would be satisfied in a “sparse reward, not very large treatment effect” regime. We collect some lemmas used for the proof. In this section, we focus on the marginal MDP and for clarity in the notation, omit  and instead write  for the value function in the marginal MDP.

**Lemma 3** (Discrete concavity of the value function). Suppose 0. For any  and , is (discrete) concave in .

**Lemma 4** (Single-step deviation and difference in value function differences). For ,

\[
\Delta V_t^{\hat{\pi}^{1:T}, \pi^{1:T+1}}(s) - \Delta V_t^{\pi^{1:T}, \hat{\pi}^{1:T+1}}(s) \\
= (2V_t^{\hat{\pi}^{1:T}}(s - 1) - (V_t^{\pi^{1:T}}(s) + V_t^{\hat{\pi}^{1:T}}(s - 2))) \mathbb{E}[-\tau(X) | \hat{\theta}_T - 1 \leq \Delta \mu^*(X) \leq \theta_{T-1}^*] \\
+ \mathbb{E}_{\pi_t(s) - \hat{\pi}_t(s)}[R(y) + V_{t+1}^{\pi^{1:T}}(s') | s - 1] - \mathbb{E}_{\pi_t(s) - \hat{\pi}_t(s)}[R(y) + V_{t+1}^{\hat{\pi}^{1:T}}(s') | s - 1]
\]

For ,

\[
\Delta V_{T-1}^{\hat{\pi}^{1:T}, \pi^{1:T+1}}(s) - \Delta V_{T-1}^{\pi^{1:T}, \hat{\pi}^{1:T+1}}(s) \\
= (2V_T^{\pi^{1:T}}(s - 1) - (V_T^{\pi^{1:T}}(s) + V_T^{\hat{\pi}^{1:T}}(s - 2))) \int (\mu(1 | 0, x) - \mu(1 | 1, x)) \left( \mathbb{I} \left[ \Delta \mu^* > \theta_{T-1}^* \right] - \mathbb{I} \left[ \Delta \mu^* > \hat{\theta}_{T-1}^* \right] \right) dFx
\]

**Lemma 5** (Value function decomposition). Let

\[
V_t^{\pi^{1:T}}(s) = V_t^{\hat{\pi}^{1:T}}(s) + \delta_t^V(s)
\]

\[
\begin{align*}
V_t^{\pi^{1:T}}(s) - V_t^{\hat{\pi}^{1:T}}(s) \\
= V_t^{\pi^{1:T}}(s) - V_t^{\hat{\pi}^{1:T}}(s) - \sum_{s', y \mid s} \delta_t^V(s') \int (\mu(1 | 1, x) \mathbb{I} \left[ \Delta \mu > \hat{\theta}_t^* \right] + \mu(1 | 0, x)(1 - \mathbb{I} \left[ \Delta \mu > \hat{\theta}_t^* \right])) dFx
\end{align*}
\]

**Proof of Theorem 3.** First, observe that

\[
\hat{\theta}_t^* (\Delta V_{t+1}^{\hat{\pi}^{1:T+1}}) \leq \delta_t^V (\Delta V_{t+1}^{\pi^{1:T+1}}) \iff \Delta V_{t+1}^{\hat{\pi}^{1:T+1}} \geq \Delta V_{t+1}^{\pi^{1:T+1}}
\]

To see this, consider for simplicity \( \frac{a+x}{b+x} < \frac{a+y}{b+y} \), where \( a = R(0), b = R(1), x = \Delta \hat{V}, y = \Delta V^* \). Note that \( a < b \), e.g. \( R(0) < R(1) \) and \( x > y \) and \( \frac{a+x}{b+x} < \frac{a+y}{b+y} \iff (a-b)(y-x) < 0 \), i.e. \( \Delta V_{t+1}^{\hat{\pi}^{1:T+1}} > \Delta V_{t+1}^{\pi^{1:T+1}} \).
Therefore we will show $\Delta V_{t}^{\hat{\pi}_{t}:T} \geq \Delta V_{t}^{\pi_{t}:T}, \forall t, s > 1$.

We will also establish that for a given timestep, the bias in thresholds is decreasing in the system state (as are the value function differences). To summarize, we consider the following inductive hypotheses:

\[
\Delta V_{t+1}^{\hat{\pi}_{t+1}:T} \geq \Delta V_{t+1}^{\pi_{t+1}:T} \tag{28}
\]

\[
\theta_{t+1}(s) - \hat{\theta}_{t+1}(s) \leq \theta_{t+1}(s-1) - \hat{\theta}_{t+1}(s-1) \tag{29}
\]

\[
\Delta V_{t+1}^{\pi_{t+1}:T}(s) - \Delta V_{t+1}^{\hat{\pi}_{t+1}:T}(s) \leq \Delta V_{t+1}^{\pi_{t+1}:T}(s-1) - \Delta V_{t+1}^{\pi_{t+1}:T}(s-1) \tag{30}
\]

We prove the inductive step by assuming the above inductive hypotheses are true for $t' = t + 1$ and verifying that this implies they hold for $t' = t$. The main analysis is in verifying $\Delta V_{t+1}^{\pi_{t+1}:T} \geq \Delta V_{t+1}^{\hat{\pi}_{t+1}:T}$, eq. (28), which requires the other induction hypotheses. We first show the inductive step holds for eqs. (29) and (30) under the induction hypotheses. Note that in the special case of $t = T - 2$, only eq. (28) is needed.

**Inductive step for eq. (29).** To lighten the notation for the following comparisons, we denote $\Delta \hat{V}^{*}(s) = \Delta V^{*}_{t+1:T}(s), \Delta V^{*}(s) = \Delta V^{\pi_{t}:T}(s)$.

\[
\theta_{t}(s) - \hat{\theta}_{t}(s) \leq \theta_{t}(s-1) - \hat{\theta}(s-1)
\]

\[
\iff \frac{(R(0) - R(1))((\Delta V^{*}(s) - \Delta \hat{V}^{*}(s)))}{(R(1) + \Delta V^{*}(s))(R(1) + \Delta \hat{V}^{*}(s))} \geq \frac{(R(0) - R(1))((\Delta V^{*}(s-1) - \Delta \hat{V}^{*}(s-1)))}{(R(1) + \Delta V^{*}(s-1))(R(1) + \Delta \hat{V}^{*}(s-1))}
\]

\[
\iff \frac{\Delta V^{*}(s) - \Delta \hat{V}^{*}(s)}{\Delta V^{*}(s-1) - \Delta \hat{V}^{*}(s-1)} \leq \frac{(R(1) + \Delta V^{*}(s))(R(1) + \Delta \hat{V}^{*}(s))}{(R(1) + \Delta V^{*}(s-1))(R(1) + \Delta \hat{V}^{*}(s-1))}
\]

where from the second to last line, we use the fact that $R(0) - R(1) < 0$ by assumption (without loss of generality) of Theorem 3 on the ordering of the rewards.

The LHS of the last inequality above is less than 1 by the induction hypothesis on value function differences in states, $\Delta V^{*}(s) - \Delta \hat{V}^{*}(s) \leq \Delta V^{*}(s-1) - \Delta \hat{V}^{*}(s-1)$.

The RHS is greater than 1 since

\[
(R(1) + \Delta V^{*}(s))(R(1) + \Delta \hat{V}^{*}(s)) \geq (R(1) + \Delta V^{*}(s-1))(R(1) + \Delta \hat{V}^{*}(s-1)),
\]

because Lemma 3 implies $\Delta V(s)$ is increasing as $s$ increases, so $\Delta V^{*}(s) \geq \Delta V^{*}(s-1)$ and $\Delta \hat{V}^{*}(s) \geq \Delta \hat{V}^{*}(s-1)$.

**Inductive step for eq. (30).**

Equation (30) is equivalent to showing $\Delta V^{*}(s) - \Delta V^{*}(s-1) \leq \Delta \hat{V}^{*}(s) - \Delta \hat{V}^{*}(s-1)$. First we decompose the difference into the single-stage reward difference term and the policy-induced transitions to next value functions. Having verified eq. (29) for time $t$, in combination with assump-
which implies that greater differences in biased vs. optimal thresholds lead to greater reward suboptimality, implies the single-stage term satisfies the inequality. Verifying the inequality for the difference in value functions term holds by an argument similar to used in showing eq. (29), that the region of integration (even after accounting for differences in thresholds) remains one of positive measure, while the integrand is negative (satisfies the inequality) by the induction hypothesis for eq. (30), for next-time-step value function differences over states.

Inductive step for \( \Delta V^\pi_{t+1:T} \):

We first establish the base case by studying some properties of \( V_T \) and its differences which simplify the analysis.

\[
\Delta V^\pi_T(s') - \Delta V^\pi_T(s') = V^\pi_T(s') - V^\pi_T(s'), \forall s, s' \geq 1
\]  

(31)

Therefore \( \Delta V^\pi_T(s) - \Delta V^\pi_T(s) = 0 \), for \( s > 1 \).

Note that \( \theta^*_s \) is independent of state. Under Assumption 2, when \( s > 2 \), \( V^\pi_T(s-1) - V^\pi_T(s-1) = V^\pi_T(s) - V^\pi_T(s) \), since \( V_{t+1}(s) = 0 \), since the only non-zero terms are invariant in states. The above follows by rearranging. When \( s > 1 \), the statement is also true because next-stage value is 0 (independent of downstream estimation error), and it is true by definition for \( s = 0 \).

To establish the inductive step, we decompose \( \Delta V^{\pi^*_{t+1:T}} - \Delta V^{\hat{\pi}^*_{t+1:T}} \). By definition,

\[
\Delta V^{\pi^*_{t+1:T}}(s) - \Delta V^{\hat{\pi}^*_{t+1:T}}(s) = (V^{\pi^*_{t+1:T}}(s-1) - V^{\hat{\pi}^*_{t+1:T}}(s-1)) - (V^{\pi^*_{t+1:T}}(s) - V^{\hat{\pi}^*_{t+1:T}}(s))
\]  

(32)

By lemma 5,

\[
\Delta V^{\pi^*_{t+1:T}}(s) - \Delta V^{\hat{\pi}^*_{t+1:T}}(s) = \Delta V^{\pi^*_{t+1:T}}(s) - \Delta V^{\pi^*_{t+1:T}}(s)
\]

\[
= \sum_{s', y | s} \delta^V_{t+1}(s') \int \left( \mu(1 | 1, x) \frac{dF_x}{dF} \left[ \Delta \mu > \hat{\theta}^*_s \right] + \mu(1 | 0, x)(1 - \frac{dF_x}{dF} \left[ \Delta \mu > \hat{\theta}^*_s \right]) \right) dF_x
\]

\[
- \sum_{s', y | s} \delta^V_{t+1}(s') \int \left( \mu(1 | 1, x) \frac{dF_x}{dF} \left[ \Delta \mu > \hat{\theta}^*_s \right] + \mu(1 | 0, x)(1 - \frac{dF_x}{dF} \left[ \Delta \mu > \hat{\theta}^*_s \right]) \right) dF_x
\]

Let \( C(y) = \int \left( \mu(1 | 1, x) \frac{dF_x}{dF} \left[ \Delta \mu > \hat{\theta}^*_s \right] + \mu(1 | 0, x)(1 - \frac{dF_x}{dF} \left[ \Delta \mu > \hat{\theta}^*_s \right]) \right) dF_x. \)

Then:

\[
\Delta V^{\pi^*_{t+1:T}}(s) - \Delta V^{\hat{\pi}^*_{t+1:T}}(s) = \Delta V^{\pi^*_{t+1:T}}(s) - \Delta V^{\pi^*_{t+1:T}}(s)
\]

(33)

\[
= \sum_{s' = 1}^{s-1} \delta^V_{t+1}(s - 1)(C(s - 1) - C(s - 2)) + \delta^V_{t+1}(s)(C(s) - C(s - 1))
\]

(34)
We first analyze (1), the value function difference under a single-timestep policy difference. By Lemma 4,
\[
\Delta V_t^{\pi_t^*, \pi_{t+1}^*}(s) - \Delta V_t^{\pi_t^*, \pi_{t+1}^*}(s) = (2V_t^{\pi_{t+1}^*}(s) - 1) - (V_t^{\pi_{t+1}^*}(s) + V_t^{\pi_{t+1}^*}(s-2))E[-\tau(X)||\hat{\theta}_t^*(s) \leq \Delta \mu^*(X) \leq \theta_t^*(s)] + E_{\pi_t^*}(s) - \pi_{t+1}^*(s)[R(y) + V_t^{\pi_{t+1}^*}(s') | s] - E_{\pi_t^*(s-1) - \pi_{t+1}^*(s-1)}[R(y) + V_t^{\pi_{t+1}^*}(s') | s - 1]
\]

We establish that the last term is equivalent to integrating over an interval, such that the last term is generally positive since the value functions are nonnegative. Therefore, in the general case, negativity of the first term from the sufficient condition when \( t = T - 2 \) isn’t completely sufficient. However, the same inequality may hold given that the state-wise differences in biased threshold suboptimalities is not too large.

From the inductive hypothesis that \( \hat{\theta}_{t+1}(s) < \theta_{t+1}(s), \forall s > 1 \), and Lemma 3 which implies that \( \Delta V(s) \) is increasing in \( s \) (by properties of discrete derivatives of discrete concave functions), we deduce:
\[
\hat{\theta}_{t+1}(s) \leq \theta_{t+1}(s) \leq \theta_{t+1}(s-1), \quad \hat{\theta}_{t+1}(s) \leq \hat{\theta}_{t+1}(s-1) \leq \theta_{t+1}(s-1)
\] (35)

By the properties in eq. (35) and the induction hypothesis eq. (29), integrating against an increasing function in \( \Delta \mu \) is nonnegative:
\[
E\left[g(\Delta \mu)I\left[\hat{\theta}_{t+1}^*(s) < \Delta \mu^* < \theta_{t+1}^*(s)\right] - I\left[\hat{\theta}_{t+1}^*(s-1) < \Delta \mu^* < \hat{\theta}_{t+1}^*(s)\right]\right] \geq 0.
\]

We next analyze (2). Note the inductive hypothesis implies \( \delta_{t+1}^V(s-1) \leq \delta_{t+1}^V(s) \), e.g. \( \delta_{t+1}^V(s) \) is decreasing in \( s \), by rewriting eq. (32) with definition of \( \delta^V \). We decompose \( C(1) - C(0) \) as:
\[
C(1) - C(0) = (2P(Y(0) = 1) - 1) + \int (2(\eta(1 | 1, x) - \eta(1 | 0, x)) - 1)I[\Delta \mu > \hat{\theta}_{t+1}]dFx
\]

Therefore, under Assumption 11,
\[
(2) = (\delta_{t+1}^V(s-1) - \delta_{t+1}^V(s))(C(0) - C(1)) + (\delta_{t+1}^V(s-2) - \delta_{t+1}^V(s))C(1) \leq 0
\]

Simplification when \( t = T - 1 \). When \( t = T - 1 \), the sufficient condition is a direct consequence of eq. (34). Since \( \delta_{t+1}^V(s) = \delta_{t+1}^V(s'), \forall s, s' \in S \), (2) = 0.
Applying Lemma 4,
\[ \Delta V_{T-1}^{T-1} \pi (s) - \Delta V_{T-1}^{T-1} \pi (s) = (\Delta V_{T-1}^{T-1} \pi (s) + V_{T-1}^{T-1} (s - 2) - 2V_{T-1}^{T-1} (s - 1)) \mathbb{E}[-\tau(X) \mathbb{I}[\hat{\theta}^*_t(s) \leq \Delta \mu^*_X(X) \leq \theta^*_t(s)]] \]

The first multiplicative term is negative by Lemma 3, concavity of \( V^{T-1}_T(s) \) in \( s \).

Proofs of auxiliary lemmas

**Proof of Lemma 3.** This is a structural result of the dynamic pricing problem. We include the proof for completeness but the argument is not novel: we simply verify the adaptation of Theorem 1.18 [24] holds for the contextual setting in this paper.

Note that the difference from that formulation is that randomness is modeled in the transition probabilities, not the arrival rates of consumers, and we express \( \Delta V(s) = V(s - 1) - V(s) \) as the negative finite difference.

The proof shows concavity of \( V_t(s) \) in \( s \) by showing that \( \Delta V_t(s) \) is increasing in \( s \); hence finite differences (discrete derivatives) are decreasing so that the value function \( V \) is concave. The argument follows by forward induction on the state space and a sample path argument.

The base case holds by definition of \( \Delta V(0) = -\infty \); clearly \( \Delta V_t(1) > \Delta V_t(0) \) for any \( t \). The induction hypothesis posits that for some \( s + 1 \), following the optimal policies, \( \Delta V_t^{s'}(s') \) is increasing in \( s' \) for \( s' \leq s \) for all \( t \). We want to show \( \Delta V_t^{s+1}(s + 1) \geq \Delta V_t^s(s) \), or equivalently

\[
V_t^{s+1}(s + 1) + V_t^s(t, s - 1) \leq V_t^s(s) + V_t^s(s)
\]

We verify the sample path argument of [24] holds in this setting with actions taken in the marginal MDP formulation. We will show:

\[
V_t^{s+1}(s + 1) + V_t^{s}(s-1)(s - 1) \leq V_t^{s+1}(s) + V_t^{s}(s-1)(s)
\]

Clearly by suboptimality of the policies optimal at states \( s + 1, s - 1 \) for state \( s \), \( V_t^{s+1}(s + 1) + V_t^{s}(s-1)(s - 1) \leq V_t^{s}(s) + V_t^{s}(s) \) so showing the above inequality is sufficient to verify the inductive step.

The sample path argument tracks the usage of the suboptimal policies of the left-hand-side original-state \( s + 1 \) and \( s - 1 \) systems, \( \pi^*(s + 1), \pi^*(s - 1) \) for the right-hand-side state-\( s \) system, until one of the following cases: \( t = T \) (time runs out); at some \( t' \geq t \) the difference in inventories of the state-\( s + 1 \) and state \( s - 1 \) systems drops to 1, or the state of the original state \( s - 1 \) system drops to 0. Then the optimal policies for the system state are followed thereafter.
Case 1: Use \( \pi^*(s+1), \pi^*(s-1) \) for the two state \( s \) systems, respectively, until the end of selling horizon.

The realized revenues by following the same randomness sample path and same action policies are identical by following the same policies.

Case 2: At some \( t' \geq t \) the difference in inventories of the state \( s+1 \) and state \( s-1 \) systems drops to 1.

Up to this stopping time, the realized revenues are identical by the stopping path argument. Because the transition realizations are identical, then the right-hand-side systems have the same state space as the left-hand-side systems, since under \( \pi^*(s+1), s - s' \) items sold while under \( \pi^*(s-1), s - s' - 1 \) items had sold. At some \( t' \geq t \), at some state \( s' \leq s \), following optimal policies thereafter, the LHS value functions are given by

\[
V_{t'}^{\pi^*(s'+1)}(s'+1) + V_{t'}^{\pi^*(s'+1)}(s') \
V_{t'}^{\pi^*(s')}(s'+1) + V_{t'}^{\pi^*(s')}(s') 
\]

so that the remaining optimal expected revenues are identical.

Case 3: For some \( t' < T \), original state \( s-1 \) system stocks out, e.g. has \( s_{t'} = 0 \).

At this point, following policy \( \pi_t^*(s+1) \) yields a state \( s' \) such that \( 1 < s' \leq x + 1 \) (the first inequality holds because otherwise we would be in case 2), so that the states at this timepoint are \( (t', s'), (t', 0) \). By the sample path argument, identical amounts of goods have sold so the states of the right-hand-side systems are \( (t', s'-1), (t', 1) \). By the inductive hypothesis, \( \Delta V_{t'}^{\pi_t^*(s')}(s') \geq \Delta V_{t'}^{\pi_t^*(1)}(1) \) for all \( s' \leq s + 1 \) and all \( t' \leq t \). We verify the downstream revenues are at least as high for the right hand systems:

\[
V_{t'}^{\pi^*(s')} + V_{t'}(0) \leq V_{t'}(s'-1) + V_{t'}(1)
\]

The inductive hypothesis verifies that \( \Delta V(s') \geq \Delta V(1) \), which verifies the above.

\[ \Box \]

Proof of Lemma 4. Since we restrict attention to single-timestep deviations (following the optimal policy after), we can write \( \hat{\pi}(\Delta V_{t+1}^{\pi_{t+1}}(s)) \) in terms of a single threshold based on the optimal
value function difference, $\theta^* = \theta^*(\Delta V_{t+1:T}^\pi(s))$.

$$V_{t}^{\pi_t,T}(s) - V_{t}^{\hat{\pi}_t,T}(s) = \mathbb{E}_{\pi_t}(s) - \pi_t(s)[R(y) + V_{t+1:T}^\pi(s') | s]$$

$$= \sum_{s',y | s} \int \mu(y | 1, x)(R(y) + V_{t+1:T}^\pi(s')) \left( \mathbb{1} [\Delta \mu > \theta^*_t(s)] - \mathbb{1} [\Delta \mu > \hat{\theta}^*_t(s)] \right) dF x$$

$$+ \sum_{s',y | s} \int \mu(y | 0, x)(R(y) + V_{t+1:T}^\pi(s')) \left( \mathbb{1} [\Delta \mu < \theta^*_t(s)] - \mathbb{1} [\Delta \mu < \hat{\theta}^*_t(s)] \right) dF x$$

$$= \sum_{s',y | s} \int \left( \mu(y | 1, x)(R(y) + V_{t+1:T}^\pi(s')) - \mu(y | 0, x)(R(y) + V_{t+1:T}^\pi(s')) \right)$$

$$\left( \mathbb{1} [\Delta \mu > \theta^*_t(s)] - \mathbb{1} [\Delta \mu > \hat{\theta}^*_t(s)] \right) dF x$$

The claim follows from the above simplification and by expanding the definition,

$$\Delta V_{t-1}^{\hat{\pi}_t-1,T}(s) - \Delta V_{t-1}^{\pi_t,T}(s) = (V_{t}^{\pi_t,T}(s) - V_{t}^{\hat{\pi}_t,T}(s) - (V_{t}^{\pi_t,T}(s-1) - V_{t}^{\hat{\pi}_t,T}(s-1)),$$

d and algebraic manipulation of the resulting expression. The statement for $t = T - 1$ follows since $\theta_{T-1}$ is the same for all states, so that the reward differences also cancel out when the differences of $\Delta V$ are considered.

For $t < T - 1$, relative to the simplification of $T - 1$ we obtain an additional term that arises from the differences in $\theta_{t+1}(s) - \hat{\theta}_{t+1}(s)$ for different states $s$:

$$\mathbb{E}_{\pi_t}(s) - \pi_t(s)[R(y) + V_{t+1:T}^\pi(s') | s] - \mathbb{E}_{\pi_t}(s) - \pi_t(s)[R(y) + V_{t+1:T}^\pi(s') | s - 1]$$

Proof of lemma 5.

$$V_{t}^{\pi_t,T}(s) - V_{t}^{\hat{\pi}_t,T}(s)$$

$$= \sum_{s',y | s} \int \mu(1 | 1, x)(R + V_{t+1:T}^\pi(s')) \left[ \mathbb{1} [\Delta \mu > \theta^*_t] + \mu(1 | 0, x)(R + V_{t+1:T}^\pi(s')) \right] (1 - \mathbb{1} [\Delta \mu > \theta^*_t]) dF x$$

$$- \sum_{s',y | s} \int \mu(1 | 1, x)(R + V_{t+1:T}^\pi(s') + \delta_{t+1}(s')) \left[ \mathbb{1} [\Delta \mu > \hat{\theta}^*_t] + \mu(1 | 0, x)(R + V_{t+1:T}^\pi(s') + \delta_{t+1}(s')) \right]$$

$$\cdot (1 - \mathbb{1} [\Delta \mu > \hat{\theta}^*_t]) dF x$$

and collect terms corresponding to $V_{t}^{\pi_t,T}(s) - V_{t}^{\hat{\pi}_t,T}(s)$.
C Discussion

C.1 Further Related Work

Online contextual decision-making with constraints. There is an extensive literature on either contextual or stateful problems in operations research, including online learning. Typically contexts are discrete, known types. We highlight work that studies online learning in constrained systems, such as (episodic) inventory/revenue management, [26, 7, 1], or contextual decisions such as covariate-based dynamic pricing [17, 27, 46, 48, 5, 15]. These approaches are typically model-based: they require uncontextual demand distributions (known, or learned online) or impose parametric restrictions. Contextual bandits with knapsack (CBwK) does consider both contexts and statefulness. [4].\(^d\) The closest work is [2], which uses single-timestep offline policy optimization but considers the Lagrangian relaxation of the resource constraints: regret guarantees are on the Lagrangian and the policy satisfies constraints in expectation rather than with probability 1.

In contrast to the online setting where completely randomized exploration is possible, we are interested in characterizing the setting of learning a dynamic policy from \textit{offline} off-policy data, \textit{without} the ability to set an exploration policy to collect more information. Relative to CBwK and pricing bandits, we consider a general MDP embedding and our sample complexity analysis and algorithm do not require specific structure of the reward beyond assumptions 1 and 2 and ??.

Algorithmic analysis under known distributions. Algorithmic analysis, building on online/approximation algorithms and approximate dynamic programming also requires known demand distributions, hence is complementary [24]. Our approach is particularly beneficial in handling high-dimensional context variables \(X_t\). Naive extensions of these approaches, for example applying them to an MDP with state aggregation on \(X_t\), incurs statistical bias in general due to discretization. On the other hand, using action-history dependent policies achieves stronger regret guarantees in recent work, e.g., that include resolving (model-predictive control) [13]. In contrast, we restrict to state- and time-dependent, but history-independent, policy specifications.

Off-policy policy learning leveraging off-policy evaluation. We also compare to backwards-recursive off-policy learning approaches in the dynamic treatment regime literature. In some sense, the DTR/longitudinal causal inference is the opposite of our setting: the difficulty arises from longitudinal dynamics of the same individual. [59] studied an AIPW estimator in the dynamic treatment regime setting but handle policy-dependent nuisances by approximating with a \(Q\) function optimized by another method. [60] proposes “backwards outcome-weighted learning” which considers backwards induction on an inverse-propensity weighted estimator that conducts impor-

\(^d\)We discuss CBwK for a full discussion of related work. But while our framework can readily handle unknown or multiple behavior policies, we do not consider data directly collected from a bandit algorithm (i.e. outcome-adapted data subject to adaptive sequential learning bias).
tance sampling in the space of trajectories. Their direct consistency analysis of the backwards induction incurs exponential dependence on horizon.

Clarification to other settings. [21] introduces “stateful online learning”, a version of online adversarial learning with state information, but their setting is different. In particular, they focus on MDPs with deterministic transitions and assume bounded-loss simulatability from any state, focusing on the adversarial setting. Our focus on offline contextual decision-making with state information is different from the contextual MDP model where contexts index MDP models themselves.

C.2 Additional examples of stateful problems

Example 5 (Multi-item network revenue management). Multi-item network revenue management is easily modeled as a modification of Example 1 with additional outcomes (products). Consider a setting with $J$ different products and $K$ many resources, so that $M \in \mathbb{R}^{K \times J}$ is the resource consumption matrix, where $M_{ij}$ describes how much of resource $i$ product $j$ requires. Denote the event $\mathbb{I}[s \text{ feas. for } j] := \prod_{i \in [M]} \mathbb{I}[M_{ij} < s_i]$, which describes the event that the state variable $s$ is feasible to produce product $j$.

We suppose a joint distribution on $(X, Z)$, e.g. we have exogenous context arrivals and exogenous $Z | X$ product types (which may be conditional on the context in the most general case). Therefore at each timestep we sell at most one product at a time.

The multiple product $Q_t(s, x, j, a)$ function on the expanded state space (including product arrival type) is analogous. In this case, the context-marginalized value notation, $\tilde{V}_π^t(S)$, is overloaded: it now marginalizes over the joint distribution of contexts and product types.

Example 6 (Pricing and repositioning). We adapt a simplified example of setting rental price for vehicles at beginning of each period in a finite (or possibly infinite) planning horizon to a contextual setting [20]. Repositioning is achieved by setting prices to induce directional demand. Discrete state space $S$ denotes the number of cars at a station, with $\bar{s}$ the maximum number of cars in vehicle sharing system. Between locations there is a known origin-destination transition probability $\phi_{ij}$. $Y_{ik,t+1}$ is a random variable taking values in $[N]$ that represents the random destination of customer $k$ at station $i$; observed at the beginning of period $t + 1$. Uncontextually, $Y_{ik,t+1} = j$ w.p. $\phi_{ij}$. Contextually, we consider $(X_t, O_t, D_t)$ exogeneous covariate and origin-destination request, and the individual demand is a binary outcome in response to price, $Y(p_{it})$. To determine the cost function, let $\ell(i, j)$ be the distance from station $i$ to $j$, and consider a lost sales unit cost $\rho_i, i \in [N]$. The decision vector $p_t = \{p_{it} \in [\underline{p}_i, \bar{p}_i], \forall i \in [N]\}$ sets prices for each station. To instantiate the key assumption in this setting, our stateful formulation holds if we believe that the underlying system
state $S_t$ is not a confounder because it does not affect whether or not an individual demand arrival responds to price.

\[
V^*(S_t, X_t, (O_t, D_t)) = \max_{p_t} \mathbb{E}[p_t \mathbb{I}[Y = 1] \mid X_t, p_{it}, O_t, D_t] - \rho_{Ot} \mathbb{I}[S_t(O_t) = 0] + \gamma \mathbb{E}[\tilde{V}^*(S_{t+1}) \mid p_{it}, X_t, O_t, D_t]
\]

C.3 Additional comparisons for Theorem 1

Remark 2 (The constants of Theorem 1 improve upon uniform concentratability). We simply observe that the direct analysis of the above problem-structure-dependent approach improves upon generic application of general algorithms and general problem-independent bounds. A key quantity that appears in batch RL generalization bounds, with different variations, is the concentratability coefficient. They originated in [39] and are used to generally quantify the degree of exploration in the underlying observational data (behavior policy).

In this setting, uniform concentratability coefficients are unnecessarily conservative to describe the degree of required exploration, since the $X_t$ process is exogenous of state dynamics and correspondingly, the behavior policy is not required to strongly explore states. This comparison holds under a favorable observation model, where (as in revenue management) the contextual response arrival/demand is observed even if the system transition is infeasible. We provide a simple example of a stateful MDP with a (uniform, per-timestep) concentratability coefficient that grows exponentially with horizon length.

Definition 2 (Concentratability coefficient). [39, 3, 40, 35].

Let $P^\pi$ be the operator acting on $f : S \times X \times A \mapsto \mathbb{R}$ s.t.

\[
(P^\pi f) (s, x, a) = \int_{S \times X} f (s', x', \pi(s', x')) p (ds', dx' \mid s, x, a).
\]

Let $d_{m\mu}$ denote the distribution of states induced by the behavior policy $\mu$ by time $m$. Given data generating distribution $\mu$, under an initial state distribution, for $m \geq 0$ and an arbitrary sequence of stationary policies $\{\pi_m\}_{m \geq 1}$ define the $m$-step concentratability coefficient:

\[
\beta_\mu(m) = \sup_{\pi_1, \ldots, \pi_m} \left\| \frac{d (P^{\pi_1} P^{\pi_2} \ldots P^{\pi_m})}{d\mu} \right\|_\infty
\]

In the infinite-horizon setting, it is assumed $\beta_\mu = (1 - \gamma)^2 \sum_{m \geq 1} m \gamma^{m-1} \beta_\mu(m) < \infty$, e.g. that finiteness arises after discounting. A comparable direct comparison would require an infinite-
horizon embedding of a stateful MDP or a finite-horizon analysis of error propagation. We instead study the dependence of $\beta(m)$ in $m$ in a finite horizon version.

**Example 7** (Uniform concentratability coefficient grows exponentially in horizon for stateful MDPs). Consider a simple example with dynamic pricing under capacity constraint $s_0$ with uniform demand.\(^a\) The initial state is $s_0 \leq T$.

To fix intuition, first consider the case of two actions $A = \{0, 1\}$, where

$$P(Y = 1 \mid 0) = 1 - p, \quad P(Y = 1 \mid 1) = p, \quad p \ll 1/2.$$  

Suppose the behavior policy $\mu$ is such that $P(A = 0) = 1$. Then for the policy $P(A = 1) = 1$, the density ratio at $S_t = s_0$, is the likelihood ratio of 0 sales in $T$ timesteps,

$$\nu_T(s_0)/\mu_T(s_0) = (1-p)^T/p^T = (1/p - 1)^T.$$  

Therefore $\beta_\mu(T) > (1/p - 1)^T$, the uniform concentratability coefficient is lower bounded by a constant that is exponential in $T$.

The previous case provides the main intuition. Now suppose $P_\mu(A = 0) = 1 - \epsilon$ and the evaluation policy satisfies $P(A = 1) = 1 - \epsilon$. Note the number of times action $a$ is taken, the random variable $N_A$, is distributed as $N_A(\mu) \sim B(T, \epsilon)$, $N_A(\nu) \sim B(T, 1 - \epsilon)$. Consequently the number of selling events is a conditional binomial distribution. $N_Y \mid N_A(\pi) \sim B(N_A(\pi), y(1)) + B(T - N_A(\pi), y(0))$. By properties of the conditional binomial distribution,

$$N_Y(\pi) \sim B(T, \pi(1)y(1)) + B(T, (1 - \pi(1))y(0)).$$  

Therefore

$$\frac{\nu_T(s_0)}{\mu_T(s_0)} = \frac{P(N_Y(\nu) = 0)}{P(N_Y(\mu) = 0)} = \frac{(1 - \epsilon)^T(1-p)^T + \epsilon^T p^T}{(1 - \epsilon)^T p^T + \epsilon^T (1-p)^T}.$$  

Choosing $\epsilon < \frac{1}{T}$ and considering a Taylor expansion of $(1 - \epsilon)^T = 1 - T\epsilon + O(\epsilon^2)$ shows that

$$\frac{\nu_T(s_0)}{\mu_T(s_0)} = \frac{(1 - \tilde{\epsilon})(1-p)^T + O(\tilde{\epsilon}^2) + O(\tilde{\epsilon}^T)}{(1 - \tilde{\epsilon})p^T + O(\tilde{\epsilon}^2) + O(\tilde{\epsilon}^T)},$$  

and hence the leading term is $(1 - \tilde{\epsilon})(1 - \frac{1}{p})^T$. Therefore the uniform concentratability coefficient is exponential in $T$, while single stage-wise overlap is linear in $T$.

Other refinements of concentratability coefficients have been studied and may obviate this comparison. While [47] studies refinements of the uniform concentration coefficient that consider averages over the MDP dynamics, as [14] notes, the constant becomes problem-dependent and there

\(^a\)Under a restricted amount of covariate-conditional heterogeneity, similar results hold.
are not a priori bounds available for these refined notions. Lastly, it should be noted that other analysis, for example for linear function approximation, studies concentratability in combination with function approximation, e.g. [18] achieves finite bounds for linear function approximation (by virtue of the function approximation).

The goal of the analysis here is to highlight that the necessity of accounting for differences in state distribution is not relevant in our setting, because our algorithms re-use data across states.

C.4 Extension to continuous transition probabilities

Remark 3. Extending to continuous-valued transitions further requires estimating the entire counterfactual distribution \( P(Y(a) = y \mid X = x), \forall y \), a nonstandard task, and allowing for function approximation of policies in continuous \( s \). The recent work of [33], which derives an efficient and doubly robust estimator, can be used to address the first difficulty; the direct analogue of our approach using that estimator admits doubly-robust off-policy evaluation. It would, however, remain to develop function approximation and a uniform guarantees for the policy learning task. We leave this direction for future work.

C.5 Societal impact statement

With regards to negative societal impacts, the work is methodological and so its impacts, whether positive or negative, are domain-dependent. However, our key insight was, after all, specializing our focus to systems with exogenous arrivals of individuals. Since this subclass of problems includes resource allocation, it is important to consider fairness concerns about what guarantees we can provide to these individuals. In general, system actions may also affect individual utility so that system-wide objectives and reward specifications do not capture individual-level effects. System-optimal policies may also have disparate impacts on different individuals due to differences in contextual responses or even arrival structure. For example, optimizing for the arrival of different customer types with different revenue prospects may have implications for service availability for others. The exact manifestations of these concerns, whether or not they correspond to positive or negative impacts, and possible remedies, must be carefully considered in the particular domain of application.

D Experiments

D.1 Supplementary experiments

IPW in example of Figure 2b For completeness we also include the results from the well-specified case, corresponding to \( \Delta = 0 \) in Figure 2b. In the well-specified model case, model based
approaches improve handily upon the high-variance IPW approach.

Additional strong baseline comparisons: MIS and DRL (with marginal state-action density ratios). We also compare to state-of-the-art methods for evaluation. We emphasize that the core contribution of this approach is not in the area of off-policy evaluation itself, but rather policy optimization. Indeed, the proposal for evaluation can be understood as a special case of the backwards-recursive presentation in [28].

In this setting, we can compare to approaches which do not use the “stateful” structure directly, as well as adaptations of approaches which mildly adapt to the structure. Let \( \rho_t^e(s, x) \) be the distribution of state \( S_t = s, X_t = x \) when executing policy \( \pi \), starting from initial state \( S_0 \) drawn from an initial distribution over states. We can correspondingly define a state-action distribution.

One way to use the “stateful” structure is to recognize that the finite-horizon state-action density ratio

\[
h_t(s_t, x_t, a_t) = \frac{\rho_t^e(s_t, x_t, a_t)}{\rho_t^e(s_t, a_t)} = \frac{\rho_t^e(s_t, a_t) f(x_t)}{\rho_t^e(s_t, a_t) f(x_t)}
\]

is independent of \( x \) since \( x \) is exogenously generated. Therefore the marginal density ratio only varies in \( s_t, a_t \), \( h_t(s_t, a_t) = \frac{\rho_t^e(s_t, a_t)}{\rho_t^e(s_t, a_t)} \). The corresponding marginalized importance sampling estimator of [56] is \( \mathbb{E}_N[\sum_{t=0}^T h_t(S_t, A_t) R_t] \). With a nuisance estimate of \( Q_\pi \), the efficient estimator of [30] is

\[
\mathbb{E}_N \left[ \sum_{t=0}^T h_t(S_t, A_t)(R_t - Q_\pi^e(S_t, X_t, A_t)) - h_{t-1}(S_{t-1}, A_{t-1})\mathbb{E}_{a \sim \pi_\epsilon}[Q_t(S_t, X_t, a)] \right].
\]
We can compare to strong baseline versions of the above by encoding the structural information by restricting attention to density ratios $h_t(s, a)$ satisfying functional specifications that are independent of $x$. We use $Q$ functions learned by fitted Q-evaluation as nuisance estimates for the method of [30].

**Larger-dimensional policy optimization comparison** With $p = 5$, fix the parameters of the dgp as:

$$
\mu = [1, -0.5, 0.5, -1, 1], \beta = [2, 2, 2, -2, -2], \beta_0 = -2.
$$

The outcome model and misspecified outcome model are the following:

$$
\mu(1 \mid a, x) = (1 - \Delta) \sigma(\beta^\top x + \beta_0 \cdot p(a)) + \Delta \sigma((x_0^2 - x_3x_4 - x_1^2) \cdot p(a)),
$$

$$
e_t(1 \mid x) = \sigma(-0.8\beta^\top x) \tag{36}
$$

In Figure 5 we repeat the comparisons of Figures 2a and 2b and find similar qualitative results and comparisons as to those of Figures 2a and 2b. We repeat over 48 replications. Our approaches that leverage the structure enjoy finite-sample improvements from much simpler nuisance estimation. Double-robustness greatly improves finite-sample performance of unbiased IPW, though well-specification of the nuisance parameter is important. In Figure 5a we see the benefits of rate-double-robustness even in the well-specified nuisance case: both doubly-robust approaches achieve improve finite sample performance for small $N$, although these benefits become comparable when $N = 2000$. We report the median because the fitted-Q-evaluation results in outliers for OPE performance.
D.2 Details on computation

- Experiments done on a MacBook Pro with 16gb RAM.

- Experiments develop a custom Gym environment [12] as well as use Numpy, Scipy, Sci-kit Learn [43].