1 Introduction

Molecular electronics has had an enormous impact on the development of industry and technology during the last decades, establishing itself as an interdisciplinary branch that involves sciences such as chemistry, physics, materials science and other areas of the molecular domain, which are directed to the use of individual molecules or small groups of molecules (molecular aggregates) as fundamental units.1–4

With these fundamental units, colloids, polymers, supramolecular systems, quantum dots, quantum wires, and nanotubes, among others, can be built for use in the design and development of molecular systems with specific structural and electronic properties that fulfill morphological, self-assembling and electronic transport in a controlled way, especially when connected to electrodes, allowing new devices (switches, capacitors, rectifiers, storage devices, to name a few) to become possible candidates for the application of molecular electronics.5–10 These unions combine the fundamental processes of intramolecular and intermolecular transfer of electrons through molecular and continuous levels with the electrodes and processes outside the equilibrium of the currents generated by a voltage.11

The aromatic molecules that behave like quantum wires are of great interest since they contain a high degree of conjugation from the delocalization of electrons through their π bonds, which provides them with a high electron transfer.12,13 In particular, the thiol groups (R–SH) have high electronic density and high affinity to bond with metal electrodes. In addition, these groups have the ability to self-assemble when they are in contact with metal surfaces, forming stable covalent bonds.14 According to theoretical and experimental studies, the addition of thiol groups to aromatic molecules causes a decrease in the width of the prohibited band, which generates a better electron transfer.15,16 The HOMO–LUMO gap in this type of sulfur aromatic compounds ranges from 2 eV to 4 eV, similar to the width of the gap of an ordinary semiconductor.17

In terms of the molecular orbital (MO) theory, the aromatic molecules replaced by –SH groups have bonding and antibonding states, formed by the p orbitals of carbon and sulfur perpendicular to the plane of the benzene ring (which are responsible for the majority of the electric current that passes through these molecules), and σ bonds due to the presence of a nodal plane between these two atoms.17,18 Complementary to this, the sulfur atom generates high polarizability in conjugated molecular systems stabilizing the cationic species in various oxidation states and therefore, providing greater ease of transport of electric charge through such systems.

Self-assembled monolayers (SAM) of aromatic dithiols have received special attention due to the possibility of using them as connectors between metal or semiconductors contacts.19 For this reason, it is of particular interest to study their electronic
behavior, employing three systems of molecules with these characteristics, which are shown in Fig. 1.

In particular, fused aromatic systems and π-polyconjugated systems as the 1,4-dithiol benzene, 1,4-dimethanethiol benzene and 4-thioacetyl benzophenone molecular systems, which we will study here as molecular wires are prototypes that attract attention due to their useful electrical properties, which not only give stability to the structural skeleton (generated by the assembly of the macromolecule), but which could also be the molecular basis for intra and inter-molecular transport of electrons. In this sense, a large number of experiments have been carried out with the main objective of extracting conclusive information about the transfer properties of electrical charge of this category of molecules.

To investigate the electrical effects on the joints of the molecular systems, we first derive an exact expression of the probability of transmission \( \langle \mathcal{F} \rangle \), using this result we calculate the electric current \( \langle \mathcal{I} \rangle \) depending on the molecule-contact coupling \( \langle \mathcal{F} \rangle \). Finally we calculate the shot noise \( \langle \mathcal{N} \rangle \) and Fano factor \( \langle \mathcal{F} \rangle \).

2 Model

The 1,4-dithiol benzene molecule (Fig. 1a) has at its ends two thiol groups which can be strongly bound to each electrode, generating an efficient electrical conductance. The current and conductance for this system was mea sured experimentally by Reed et al.,21 were able to restrict the number of active molecules between two statically stable gold electrodes through the mechanically controlled break-junction (MCBJ) technique.

The second molecular system studied here corresponds to 1,4-dimethanethiol benzene (Fig. 1b), from which monolayers can be prepared experimentally through self-assembling processes.22 Dorogi et al. measured the current and conductance for self-assembled monolayers of this molecule using gold clusters and deposition in vacuum at room temperature. Using a scanning tunneling microscope (STM), it was possible to obtain images of the clusters, with which the I/V profiles of the system were obtained.

The 4-thioacetyl benzophenone molecule (Fig. 1c) is the third molecular system studied in the present work and differs from the other molecules in that it has a geometric asymmetry caused by a single thioacetyl group located at carbon atom with respect to the C–C bond of the biphenyl. This asymmetry makes the profile of the transmission probability different when the charge carriers go from the left lead to the right lead than it is when the charge carriers go from the right lead to the left lead.23

The behavior of this molecule was studied experimentally, generating highly organized self-assembled monolayers by nanodeposition and lithography, where the acetyl group was removed from the molecule taking into account that the interface of Au–S is much more stable than the junction with another atom of high electron density (such as oxygen from the acetyl group).21,24

The three molecular systems analyzed in this work are modeled through the tight binding (TB) Hamiltonian, which is characterized by enabling a special approach to calculating the structure of the electronic bands in systems of low dimensionality.23 The TB Hamiltonian uses a basis for the wave functions, allowing studying and analyzing the electronic properties that have or lack translational symmetry. This Hamiltonian assumes that the valence electrons of the atoms of the molecular system remain strongly linked to its atomic nucleus, generating an atomic component plus a small perturbation due to the interaction of the electronic cloud.

Thus, the three systems are modeled through the TB Hamiltonian given by the equation:

\[
H = H_{\text{am}} + H_{\text{ml}} + H_{\ell},
\]

where \( H_{\text{am}} \) corresponds to the Hamiltonian of the aromatic molecule given by

\[
H_{\text{am}} = \sum_i t_i \left( a_i^\dagger a_{i+1} + a_{i+1}^\dagger a_i \right) + \sum_i E_i a_i^\dagger a_i,
\]

where \( a_i^\dagger \) is the creation operator of an electron at site \( i \), which corresponds to the atoms of the molecule, \( t_i \) is the coupling between the atomic sites, and \( E_i \) is the energy of the molecular atomic site.

On the other hand, the Hamiltonian of the metal leads and the molecule–metal lead interaction \( H_{\text{ml}} \) (left–right) and \( H_{\ell} \), are given respectively by

\[
H_{\text{ml}} = \sum_{k_L} f_{k_L}^L a_{k_L}^\dagger + \sum_{k_R} f_{k_R}^R a_{k_R}^\dagger,
\]

and

\[
H_{\ell} = \sum_{k_L} f_{k_L}^L a_{k_L}^\dagger + \sum_{k_R} f_{k_R}^R a_{k_R}^\dagger + h.c.,
\]

where \( a_{k_L}^\dagger \) and \( a_{k_R}^\dagger \) are the creation operators of an electron in the state \( k_{L,R} \) with energy \( f_{k_{L,R}} \), while \( f_{L(R)} \) represents the coupling between each metallic contact and the molecular system, and h.c. is the conjugate complex Hamiltonian.

3 Method

3.1 Green’s functions and dynamic equation

Starting from the time-independent Schrödinger equation for a single particle

\[
H \psi_n(x) = E_n \psi_n(x),
\]

where \( H \) is the Hamiltonian, \( \psi_n(x) \) is the wave function of the state \( n \), and \( E_n \) is the energy of this state.

By solving this equation, we obtain the eigenvalues and eigenfunctions of the system. The Green’s function \( G(x, x; E) \) is defined as

\[
G(x, x; E) = \langle x | E - H | x \rangle,\]

and it satisfies the following equation:

\[
(H - E) G(x, x; E) = \delta(x, x).
\]

This function allows us to calculate the properties of the system, such as the transmission probability.

Fig. 1 Molecular representation (a) 1,4-dithiol benzene, (b) 1,4-dimethanethiol benzene and (c) 4-thioacetyl benzophenone.
\[ [E - H(r)]\Psi(r) = 0, \]

where \( H(r) \) is the Hamiltonian operator, \( E \) is the eigenvalue and \( \Psi(r) \) is the electron wave function and assuming that the boundary conditions of this function are met, we can rewrite eqn (5) using Green’s functions as

\[ [E - H(r)]G(r,r';E) = \delta(r - r'), \]

where \( G(r,r';E) \), which depends on the eigenvalues \( E_n \) of \( H \), is given by

\[ G(r, r'; E) = G(z) = \sum_n \frac{[\Phi_n](r)}{z - E_n} = \frac{1}{z - H}. \]

where \( \Phi_n \) constitute a complete set of orthonormal eigenfunctions of \( H \). Here, \( z \rightarrow E \pm i\eta \), where in the limit as \( \eta \rightarrow 0 \) we can define the advanced and retarded Green’s functions \( G^a \) and \( G^r \) (which describe the propagation of an electron in space) in the form

\[ G^{a/r}(E) = \lim_{\eta \rightarrow 0} [(E \pm i\eta)I - H]^{-1}, \]

with \( I \) being the identity operator.

The Hamiltonian \( H \) of the given system given in eqn (7) and (8) can be expressed as

\[ H = H_0 + \Sigma(E), \]

where \( H_0 \) is the Hamiltonian of the unperturbed system, whose Green’s function is given by \( g(E) = 1/(z - H_0) \) and the matrix \( \Sigma(E) = \Sigma_L(E) + \Sigma_R(E) \) in which \( \Sigma_L(R) \) are called self-energy operators and are given by \( \Sigma_L(R) = \Gamma_L(R)_\Sigma_L(R)\Gamma_L(R)_\Sigma_R \), where could be viewed as a modification of the Hamiltonian \( H \) so as to incorporate the boundary conditions (here \( G_L(R) \) are de Green’s functions of right and left leads respectively). Taking into account the eqn (7), we can rewrite the Green’s function for the complete system as:

\[ G(E) = \frac{1}{[z - H_0 - \Sigma(E)]}, \]

and taking into account the definition of the local Green’s function \( g(E) \) within eqn (10), the Dyson equation is obtained in the form

\[ G(E) = g(E) + g(E)\Sigma(E)G(E) \]

which also corresponds to\(^{29,30}\)

\[ G = G_0 + G_0(\Sigma_L + \Sigma_R)G \]

where \( G_0 \) is the Green’s function of the isolated system without contacts and \( \Sigma_L, \Sigma_R \) are the auto-energies of the left and right contacts respectively.

### 3.2 Electronic transport properties

The current that passes through a molecule coupled to two electrodes will be deduced by taking into account the transmission probability and its relation with the conductance, employing the Landauer formalism, which depends on the availability of states around the chemical potential of the electrodes \( \mu_S \) (source) and \( \mu_D \) (drain), where the potential difference \( \mu_S - \mu_D \) reduces the energy levels in the drain contact with respect to the source contact, resulting in two different Fermi’s functions, given by

\[ f_S(E) = \frac{1}{1 + e^{(E - \mu_S)/k_B T}}, \quad f_D(E) = \frac{1}{1 + e^{(E - \mu_D)/k_B T}}, \]

where \( k_B \) is the Boltzmann constant and \( T \) is the temperature.

Each contact seeks to balance the molecular system with itself, while the source continues sending electrons to the channel (molecular aromatic system), with the purpose of establishing an equilibrium, which is not achieved because the drain continues receiving electrons. Taking into account the above, the electric current is given by

\[ J = \frac{2e}{h} \int dE \mathcal{A}(E) [f_S - f_D], \]

where \( e \) is the charge of the electron and \( h \) is Plank’s constant. Physically, the current can be considered as the difference between two flows that propagate in different directions: one from the source to the drain and the other from the drain to the source.

On the other hand, the function \( \mathcal{A}(E) \) is the transmission probability which describes both flows, always supposing that the transport is coherent.\(^{29}\) The transmission probability \( T(E) \) given in eqn (15) can be defined as:

\[ \mathcal{A}(E) = Tr[\Gamma_L G \Gamma_R G^r], \]

where \( \Gamma_L(R) = i(\Sigma_L(R) - \Sigma_R(R)) \) and \( G^r \) and \( G^a \) are the retarded and advanced Green’s functions of the system, respectively. Eqn (16) is known as the Fisher–Lee relation.

Within the analysis of the electronic properties, complementary to the above is also the shot noise \( (\mathcal{A}) \), which describes the current’s fluctuations due to the electron’s discrete charge. In a low dimensional conductor system, these fluctuations have a quantum origin, arising from the probability that electrons can be transmitted or reflected through the molecular system.\(^{32}\) Quantum noise is caused by the random movement of electric charge carriers across the molecule-contact interface.\(^{33}\) For low dimensional systems, such as quantum wells or resonant tunnels, this type of random fluctuations can be modeled by means of a Poisson process, using the expression

\[ \mathcal{A} = \frac{2e^2}{\tau h} \int_{-\infty}^{\infty} [\mathcal{A}(E)\{f_L(1 - f_R) + f_R(1 + f_K)\} + \mathcal{A}(E)\{1 - \mathcal{A}(E)\} \times (f_L - f_R)]dE \]

where the first two terms of the right-hand side correspond to the contribution of the noise in equilibrium and the last term is
the non-equilibrium contribution (or quantum noise) to the power spectrum.

Finally, the power of the noise of the current fluctuations provides additional important information about the electronic correlation by calculating the Fano factor ($\mathcal{F}$), which is the ratio between the quantum noise and the current, directly giving information about whether the magnitude of the quantum noise reaches the Poisson limit ($\mathcal{F} = 1$), where there is no correlation between the charge carriers, or a limit at which $\mathcal{F} < 1$, where the quantum noise reaches a sub-Poisson limit, generating an electron correlation. So, the Fano factor is then given by the relationship: 34,35

$$\mathcal{F} = \frac{S}{2eI}.$$  \hspace{1cm} (18)

### 3.3 Renormalization process and calculation of Green’s functions

We make use of the renormalization or decimation process in order to obtain the Green’s functions in eqn (16) for the three molecular systems (1,4-dithiolbenzene, 1,4-dimethanediolbenzene and 4-thioacetylbiphenyl). This process involves transforming them into effective one-dimensional systems, taking into account a geometric rearrangement (illustrated in Fig. 2).

Applying the Dyson equation (eqn (12)), the effective energies of each site and their corresponding couplings are obtained. This allows obtaining new Green’s functions, which contain all the information of the flat molecules. Thus, the transmission probability for the new molecular and effective one-dimensional systems can be calculated using the relation

$$\mathcal{F}(E) = 4I_L|\Gamma_N|G_{1N}^2,$$  \hspace{1cm} (19)

where the subscripts L and R denote the left and right electrodes respectively. Now $G_{1N}$ is calculated using the relation

$$G_{1N} = \frac{G_{0N}^0}{(1 - \Sigma_L G_{1N}^0)(1 - \Sigma_R G_{2N}^0) - \Sigma_L \Sigma_R (G_{1N}^0)^2},$$  \hspace{1cm} (20)

Taking into account that $G_{1N}^0 = G_{0N}^0$ and $\Sigma_L = \Sigma_R = i\Gamma/2$, we substitute eqn (20) in eqn (19) to get

$$\mathcal{F}(E) = \frac{I^2}{4(G_{1N}^0)^2} \left[1 + \frac{i\Gamma}{2G_{1N}^0} + \frac{I^2}{4(G_{1N}^0)^2}\right],$$  \hspace{1cm} (21)

where the Green’s functions $G_{1N}^0$, $G_{0N}^0$ and $G_{2N}^0$ are obtained analytically through the renormalization process (see the Appendix).

The renormalization method is a method that transforms the real space into an effective space, where the degrees of freedom are reduced and the set of linear equations that characterize the system is converted into a set of nonlinear equations with energies and couplings effective. This method is characterized by its low computational cost (compared to the density functional theory). 37,38

It is important to mention that in this renormalization process, the hydrogen atom is neglected in each model, due to the experimental fact that it is absorbed by the deposited surface, and therefore the sulfur atoms will be linked strongly to the metal electrode. 39

### 4 Results and discussion

The energy values of each site and couplings are given by approximations derived from experimental data or predicted by theoretical calculations taken from other authors. 28

In the first instance and in order to validate the renormalization method, the transmission probability $\mathcal{F}$ as a function the energy of the injection of the electron is calculated for the 1,4-dithiolbenzene molecular system (Fig. 2a), through two regimes of molecule-contact coupling: (a) a weak regime ($\Gamma < \Gamma_s$, $W$) where $\Gamma = 0.1$ eV and (b) a strong regime ($\Gamma > \Gamma_s$, $W$) where $\Gamma = 2.0$ eV. Then $\mathcal{F}$ is determined taking into account a set of test values given by $E_c = E_a = 0$ eV and $\Gamma_s = W = 1$ eV, where $E_c$ is the energy of site for the carbon atom, $E_a$ is the energy of site for the sulfur atom, $\Gamma_s$ is the value corresponding to the carbon–sulfur bond (C–S) and $W$ is the carbon–carbon resonant bond (C–C).

In Fig. 3, the transmission probability is displayed in the weak (or resonant) coupling regime ($\Gamma_s$, $W \cong \Gamma$, black line) and the strong regime ($\Gamma_s$, $W \leq \Gamma$, dashed red line), where the width of the bands in the transmission has increased due to hybridization, which is a consequence of the strong interaction between the free electron states of each sulfur atom with the electronic states of the electrodes, showing that with an increase of the electrode–molecule bond energy the width of the bands in the transmission profile increases. The quantum effect of the contacts is one of the main characteristics that regulate the transport properties in this class of low dimensional systems, where a system can pass from a conductor to an insulator or vice versa.

It is important to note that the $N$ resonances that appear in the profile of the transmission (especially when we have a weak regime) can be associated with the eigenvalues of each atomic site of the molecule around the equilibrium Fermi energy $E_f = \ldots$
0.0 eV. These values were calculated through the tight binding Hamiltonian given by the eqn (2), and we found that the eigenvalues are \(-1.93, 0.37, 1.93, 0.56, -0.56\), and \(2.47\) eV. As we can see, these values coincide with the values of the energy where there are resonances in the probability of transmission (Fig. 3, black line).

Therefore, we validated the renormalization method used in our calculations.

Accordingly, we calculate the transmission probability \(\mathcal{T}\) for the molecular systems 1,4-dithiobenzene, 1,4-dimethanethiolbenzene and 4-thioacetylbiphenyl, using the values of the energy within the Landauer formalism given by \(E_c = 0.1\) eV for the site energy of the carbon atom, \(\tau_c = 0.52\) eV for the non-resonant carbon–carbon bond, \(E_s = -0.98\) eV for the site energy of the sulfur atom, \(\tau_s = 3.86\) eV the carbon–sulfur bond energy, and \(W = 3.0\) eV the resonant C–C bond energy. It is important to clarify that 4-thioacetylbiphenyl is an asymmetric molecular system all its transport properties are determined taking into account the injection of electrons in both directions: from the left lead to the right lead and from the right lead to the left lead.

The transmission probability is calculated as function of the electron’s energy and molecule-contact bonding energy \(\Gamma\) within an energy range of \(0.1\) eV (weak regime) to \(3.0\) eV (strong regime) (Fig. 4).

For all molecular systems there is a change in the profile of \(\mathcal{T}\), presenting semiconductor behavior (Fig. 4a), where we can observe that when \(E = 0\) eV and \(\Gamma \sim 0.1\) eV, the transmission is zero (\(\mathcal{T} = 0\) eV) and when \(E \sim 0.57\) eV the transmission probability is a maximum, generating a gap of \(\sim 0.7\) eV, which coincides with the gap obtained experimentally by Reed et al. As well, the behavior of an insulator is found (Fig. 4b–d), in this same weak coupling regime (\(\Gamma = 0.1\) eV). On the other hand, we can see conductive behavior for all systems within the strong coupling regime (\(\Gamma \geq 2.0\) eV). These behaviors as insulator, semiconductor or conductor occur with a decrease or increase in the HOMO–LUMO (gap) bandwidth, within which the Fermi level is located (\(E_F = 0\) eV).

In the same way, in Fig. 4c and d, slightly different behaviors are observed in the profile of \(\mathcal{T}\), due to the fact that when the electron enters through the left electrode and goes to the right electrode, the electron’s state enters in resonance with the electronic cloud of the aromatic ring of biphenyl, unlike when the electron enters through the right electrode to the left electrode, where it interacts with the free electronic pairs of the sulfur atom. However, noting the transmission around \(E = 0\) eV as \(\Gamma\) increases, the behavior of \(\mathcal{T}\) presenting a maximum value is very similar for the two cases. This therefore, allows us to consider the system as a conductive system within the strong regime.

In Fig. 5, the transmission probability is evaluated as a function of the electron’s energy and \(\tau_s\), the coupling between the sulfur and carbon atoms (S–C), taking a range of energy values between \(2\) eV to \(5\) eV, for a value of \(\Gamma = 2.0\) eV. This range of values for \(\tau_s\) was used in this paper since it includes the value of the coupling energy \(\tau_s = 3.86\) eV taken by Sanderson.

For each system, the transmission probability has maximum values around certain values of the energy, but the width of the bands does not vary markedly as \(\tau_s\) increases, which indicates that the variation of this bonding does not contribute significantly to the behavior of the transport properties through these molecular systems. An important observation can be made for the sweep of this coupling energy: the profile of \(\mathcal{T}\) reveals a single representative signal in Fig. 5a for an electron injection energy between \(0\) eV and \(1\) eV, which indicates that this system can behave like a quantum dot, with an effective energy value approximately equal to \(0.5\) eV.
The graphs shown in Fig. 6 show the current as a function of the voltage and the energy of the molecule–electrode coupling ($G$) for 1,4-dithiolbenzene systems (Fig. 6a), 1,4-dimethanediolbenzene and 4-thioacetylbiphenyl with left–right electron input and (d) 4-thioacetylbiphenyl with right–left electron input.

As can be seen in Fig. 6a there is a voltage gap that decreases as the molecule–electrode coupling increases. This gap indicates that the system is not a conductor and can be characterized as an almost insulating molecular device within the weak coupling regime ($\Gamma \sim 0.1$ eV) and has a voltage gap $\sim 3$ V and can pass to semiconductor behavior within the strong coupling regime ($\Gamma \sim 3$ eV) with a voltage gap of $\sim 0.7$ V, where we find that the HOMO and LUMO bands are very close.

For the other systems, 1,4-dimethanediolbenzene and 4-thioacetylbiphenyl (Fig. 6b–d) the gap in each of the characteristic curves of $\mathcal{I} - V$ are very small for the strong coupling regime ($\Gamma \sim 3$ eV) and can be considered approximately equal to 0 V, leading to the characterization of each of these molecular systems as conducting molecular electronic devices. However, it is noteworthy that for these systems, the electronic behavior is that of an insulating device for weak couplings.

On the other hand, the behavior of the $C-V$ characteristic curves shows that as the number of atoms increases in each molecular system, the amplitude of the threshold current and the width of the gap decrease, showing maximum values in the current amplitude of the order of $\mu$A for the 1,4-dithiolbenzene molecule, $n$A for the 1,4-dimethanediolbenzene molecule, and $p$A for the 4-thioacetylbiphenyl molecule.

Another transport property as stated above are the quantum current fluctuations ($\mathcal{S}$). Fig. 7 shows the normalized current fluctuations $\mathcal{S}/\mathcal{S}_0$ as a function of the input voltage and the molecule–electrode coupling ($\Gamma$), as was done for the current characteristic curves.

As we can see in Fig. 7, these fluctuations are shown for all molecular systems, where there are certain maximum values of the fluctuations of current or quantum noise ($\mathcal{S}$) for which they occur at an average value of the transmission probability. The maximum values of $\mathcal{S}$ correspond to a large value of $\Gamma$ compared to the coupling between the atoms of each molecule, these values being in a regime corresponding to a strong
coupling and match with the values of the same transmission amplitude at $\mathcal{F}(E) = 1/2$.

Fig. 8 show the Fano factor $\mathcal{F}$ as a function of the voltage and the energy of the molecule–electrode coupling ($I$) for 1,4-dithiolbenzene systems (Fig. 8a), 1,4-dimethanethiolbenzene (Fig. 8b), 4-thioacetylbiphenyl with left–right electron input (Fig. 8c) and 4-thioacetylbiphenyl with right–left electron input (Fig. 8d).

The Fano factor predicts the correlation between the electrons in the system, which only occurs in the sense that one electron is perturbed by the presence of the other charges according to the Pauli exclusion principle (since all other electron–electron interactions have been neglected in this formalism). Taking this into account, in Fig. 8 we observe that for small voltages, the electronic correlation of the system is null ($\mathcal{F} = 1$), but it grows proportionally with the increase of the coupling $I$, ($\mathcal{F} < 1$).

When the quantum noise ranges from a Poissonian limit ($\mathcal{F} = 1$) to a sub-Poissonian limit ($\mathcal{F} < 1$) as both $I$ and the voltage increase, a tunneling process will be observed. It is notable that, for the weak coupling regime, although the threshold voltage is exceeded, the electronic correlation is quite low ($\mathcal{F} \sim 1$) and decreases with an increase in the number of atoms or the length of each molecular system; which is also reflected in the decreased amplitude of both quantum noise and current.

4.1 Comparison of theoretical and experimental results

**Comparison of the $\mathcal{F} – V$ characteristic curves**

Fig. 9a–c show the $\mathcal{F} – V$ characteristic curves for the 1,4-dithiolbenzene, 1,4-dimethanethiolbenzene and 4-thioacetylbiphenyl systems, comparing the calculations performed analytically in this work by the method of Green’s functions (blue line) with the experimental results reported in Reed et al.\textsuperscript{31} (Fig. 9a), Dorogi et al.\textsuperscript{22} (Fig. 9b), and Dameron et al.\textsuperscript{42} (Fig. 9c), respectively.

As we can see, both the experimental and theoretical $\mathcal{F} – V$ characteristic curves are similar for all molecular systems. Therefore, this validates the Green’s functions method used in this work.

It is noteworthy that the theoretical calculations displayed in Fig. 9, were made within a single strong coupling regime given a value of $I = 2.0$ eV, coinciding with one of the experimental measurements made in each of the cases shown, specifically in the 1,4-dimethanethiolbenzene and 4-thioacetylbiphenyl molecular systems.

In the particular case of the molecular system 1,4-dimethanethiolbenzene (Fig. 9b), if the coupling $I$ decreases from 2.0 eV to 0.5 eV, the amplitude of the current decreases and we get curves similar to those found by Dorogi et al., reaching amplitudes in the current of the order of 0.30 nA, as can be verified in Fig. 6b.

Finally, the $\mathcal{F} – V$ characteristic curves of all systems show a semiconductor behavior for the 1,4-dithiolbenzene and a conductive behavior for the 1,4-dimethanethiolbenzene and 4-thioacetylbiphenyl systems. In addition, we can see that as the size of the molecular wire increases (i.e., the number of molecular atomic sites increases), the amplitude of the current decreases. This behavior represents physically a decrease in the overlap between the charge density of the border states (sulfur

---

**Fig. 8** Contour plot. Fano factor as a function of the voltage and the molecule–contact bonding energy ($I$) for (a) 1,4-dithiolbenzene, (b) 1,4-dimethanethiolbenzene and (c) 4-thioacetylbiphenyl with left–right electron input and (d) 4-thioacetylbiphenyl with right–left electron input.

**Fig. 9** Characteristic curves $\mathcal{F} – V$ for the (a) 1,4-dithiolbenzene molecule, (b) 1,4-dimethanethiolbenzene molecule and (c) 4-thioacetylbiphenyl molecule: theoretical (blue) and experimental (other colors).
5 Conclusions

The electronic transport properties of the sulfurized aromatic molecules of 1,4-dithiolbenzene, 1,4-dimethanediolbenzene and 4-thioacetylbiphenyl were determined using a tight binding Hamiltonian. For this purpose, the decimation or renormalization method of the real space was used through the Green’s functions technique, which was validated with the test energy values in the transmission profile of 1,4-dithiolbenzene.

The transmission probability, current, quantum noise and, Fano factor were calculated for diode structures, where the 1,4-dithiolbenzene molecule behaves as a semi-insulating system with a strong coupling ($\Gamma = 3.0$ eV), observing different behaviors, such as the molecule behaving as a semi-conductor–conductor and the 1,4-dimethanediolbenzene and 4-thioacetylbiphenyl systems behave as insulators–conductors. Varying the S–C coupling energy did not influence the transmission profiles and therefore neither did it influence the transport properties of the molecular systems studied.

The current as a function of the bias voltage was theoretically determined for the three molecular systems with a strong coupling of 2.0 eV affording a comparison with the experimental results obtained by Reed et al.,11 Dorogi et al.,22 and Dameron et al.12 Excellent agreement was observed between the theoretical and experimental results, validating the analytical method employed in this work, which can thus be applied to study similar molecular systems to be used as possible devices in molecular electronics.

A Appendix-renormalization process

A.1 System 1: 1,4-dithiolbenzene

The molecule is constituted by an aromatic ring with two thiol groups in para position, i.e., the two substituents occupy the opposite positions (Fig. 10A). This molecule contains six carbon, two sulfur, and two hydrogen atoms. The system is geometrically reorganized, where each atomic site is associated with a local Green’s function given by $g_i = 1/(E_i - E_0)$, where $i$ represents the carbon or sulfur atom. In this case $E_0$ is the carbon atom’s energy of the molecule and $E_i$ the sulfur atom’s energy.

In this scheme, $w$ represents each of the resonant bonds of the aromatic ring, $t_a$ represents the carbon–sulfur bond and $\Gamma$ the energy of the bond between the molecule and the electrode. The geometric structure of the molecule is labeled vertically by sites 1, 2, 3 and 4 and horizontally by rows a, b and c. Our purpose is to reduce the number of degrees of freedom of the molecule to one dimension, so it will only be necessary to renormalize sites 2 and 3 towards row a.

Starting from the Dyson equation, we rewrite the dynamic equation for site 2 in the form

$$G_{22}^0 = g_0 + g_0wG_{23}^0 + g_0w^2G_{22}^0 + g_0wG_{21}^0,$$  \(22\)

$$G_{22}^0 = g_0 + g_0wG_{23}^0 + g_0wG_{22}^0,$$  \(23\)

$$G_{22}^0 = g_0 + g_0wG_{23}^0 + g_0wG_{22}^0.$$  \(24\)

The resulting eqn (22)–(24) are linearly independent and therefore can be expressed in terms of the central zone labeled with row a, where

$$G_{22}^0 = g_0 + g_0wG_{23}^0 + g_0wG_{22}^0,$$  \(25\)

$$G_{22}^0 = g_0 + g_0wG_{23}^0 + g_0wG_{22}^0.$$  \(26\)

Solving this system of equations we have

$$G_{22}^0 = \frac{g_0}{1 - (g_0w)^2} + \frac{2(g_0w)^3}{1 - 3(g_0w)^2}G_{23}^0 + \frac{g_0wG_{21}^0}{1 - (g_0w)^2}G_{21}^0.$$  \(27\)

For the fourth site labeled 3, we proceed in the same way:

$$G_{33}^0 = \frac{g_0}{1 - (g_0w)^2} + \frac{2(g_0w)^3}{1 - 3(g_0w)^2}G_{32}^0 + \frac{g_0wG_{34}^0}{1 - (g_0w)^2}G_{34}^0.$$  \(28\)

Eqn (27) and (28) represent Dyson’s effective dynamic equations for the two-site and three-site molecules, respectively, so that there results

$$G_{22}^a = \frac{g_0}{1 - (g_0w)^2} + \frac{2(g_0w)^3}{1 - 3(g_0w)^2},$$  \(29\)

$$G_{33}^a = \frac{g_0}{1 - (g_0w)^2} + \frac{2(g_0w)^3}{1 - 3(g_0w)^2}.$$  \(30\)

where the effective local Green’s function takes the form

$$\tilde{G}_0 = \frac{g_0}{1 - (g_0w)^2} + \frac{2(g_0w)^3}{1 - 3(g_0w)^2}.$$  \(31\)
and the effective coupling
\[
\tilde{\omega} = \frac{2g_0^2w^3}{1 - (g_0w)^3 + 2g_0^2w^2},
\]
thus obtaining the effective coupling between sites 2 and 3.

In the same way we get \( \tilde{t}_s \), which is the coupling between sites 1-2 or 3-4:
\[
\tilde{t}_s = \frac{t_s \left[ 1 - (g_0w) \right]^2}{1 - (g_0w)^2 + 2g_0^2w^2}.
\]  

Once the molecule has been decimated (towards the a row), it is necessary to find the Green’s function of the electron that travels through the chain from site \( n = 1 \) to \( n = 4 \). Taking the resulting one-dimensional chain (illustrated in Fig. 2, panel 3) and retaking the dynamic equation, we obtain
\[
G_{14} = g_s \tilde{t}_s G_{44},
\]
\[
G_{34} = \tilde{\omega} g_s \tilde{G}_{34},
\]
\[
G_{44} = \tilde{G}_{44} + \tilde{\omega} G_{44},
\]
\[
G_{44} = g_s + g_s \tilde{t}_s G_{44}.
\]  

Finally, with the solution of eqn (34), the Green’s functions \( G_{14} \), \( G_{11} \) and \( G_{44} \) are found to be
\[
G_{14} = \frac{\tilde{\omega}(g_0 \tilde{t}_s)^2}{\alpha} g_0^4,
\]
\[
G_{11} = G_{44} = \frac{g_s \left[ 1 - g_s \tilde{t}_s^2 - (\tilde{\omega} \tilde{t}_s)^2 \right]}{\alpha}
\]  

where \( \alpha = (1 - g_s \tilde{t}_s^2)^2 - (\tilde{\omega} \tilde{t}_s)^2 \).

### A.2 System 2: 1,4-dimethanediolbenzene

This molecule is composed of a benzene ring substituted with two methanethiols in para position, in all it contains eight carbon atoms, two sulfur atoms, and four hydrogen atoms. Fig. 10B shows the geometry taken for this molecule.

The effective Green’s function \( g_0 \) of this system is equal to that obtained for system 1, as are the effective couplings \( \tilde{\omega} \) and \( \tilde{t}_s = \tilde{t}_c \); therefore a one-dimensional effective linear chain has been obtained (Fig. 2b – panel 3).

Applying the same solution method to the resulting linear system with six effective sites for this molecule, the Green’s functions \( G_{16} \), \( G_{11} \) and \( G_{66} \) are given by
\[
G_{16} = \frac{\tilde{\omega}(g_0 \tilde{t}_s)^2}{\beta} g_0^4
\]  

and
\[
G_{11} = G_{66} = \frac{g_s \left[ 1 - g_s \tilde{t}_s^2 - (\tilde{\omega} \tilde{t}_s)^2 \right]}{\beta}
\]

where
\[
\beta = [1 - g_s \tilde{t}_s^2 - (\tilde{\omega} \tilde{t}_s)^2] - [1 - g_s \tilde{t}_s^2 (\tilde{\omega} \tilde{t}_s)^2].
\]

### A.3 Renormalization of 4-thioacetylbiphenyl

This molecule contains two benzene rings, where one is substituted by a thioacetyl group, the OCCH3 group is removed by binding the monolayer to the metal surface. Fig. 10C shows the geometry taken for this molecule.

Applying the same method of solution to the resulting linear system with five (Fig. 2c – panel 3) effective sites for this molecule, the Green’s functions \( G_{11} \), \( G_{15} \) and \( G_{55} \) are given by
\[
G_{15} = \frac{\tilde{\omega}(g_0 \tilde{t}_s)^2}{\gamma} g_0^4,
\]
\[
G_{11} = G_{55} = \frac{g_s - (\tilde{\omega} \tilde{t}_s^2 - g_s (\tilde{\omega} \tilde{t}_s)^2) + (\tilde{\omega} \tilde{t}_s)^4}{\gamma},
\]

where
\[
\gamma = 1 - 2(\tilde{\omega} \tilde{t}_s)^2 - (\tilde{\omega} \tilde{t}_s)^4 + g_s \tilde{t}_s^2 - g_s \tilde{t}_s^2 - g_s \tilde{t}_s^2 - g_s \tilde{t}_s^2
\]
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