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Abstract—We propose Adversarial Color Enhancement (ACE), a novel approach to generating non-suspicious adversarial images by optimizing a color transformation within a parametric filter space. The filter we use approximates human-understandable color curve adjustment, constraining ACE with a single, continuous function. This property gives rise to a principled adversarial action space explicitly controlled by filter parameters. Existing color transformation attacks are not guided by a parametric space, and, consequently, additional pixel-related constraints such as regularization and sampling are necessary. These constraints make methodical analysis difficult. In this paper, we carry out a systematic robustness analysis of ACE from both the attack and defense perspectives by varying the bound of the color filter parameters. We investigate a general formulation of ACE and also a variant targeting particularly appealing color styles, as achieved with popular image filters. From the attack perspective, we provide extensive experiments on the vulnerability of image classifiers, but also explore the vulnerability of segmentation and aesthetic quality assessment algorithms, in both the white-box and black-box scenarios. From the defense perspective, more experiments provide insight into the stability of ACE against input transformation-based defenses and show the potential of adversarial training for improving model robustness against ACE.

Index Terms—Non-suspicious adversarial examples, principled parametric filter space, attacks and defenses, image enhancement.

1 INTRODUCTION

Despite the exceptional success of Deep Neural Networks (DNNs), recent research has shown that they are remarkably vulnerable to adversarial examples [1], which are specifically crafted inputs that cause incorrect model predictions. In computer vision, adversarial examples have been extensively studied in basic image classification tasks [2], [3], [4], [5], and have also been explored for other problems, such as object detection [6], [7], semantic segmentation [6], [8], and retrieval [9], [10].

An approach to generating adversarial images is successful if it introduces modifications that escape human notice. Conventional studies have been focused on indistinguishable adversarial images, which means that it is difficult to visually distinguish the original and the adversarial image. They generate small perturbations and measure indistinguishability mainly in terms of $L_p$ distance [1], [2], [3], [5], [11], [12], [13], [14], [15], but they also explore more visual-perception-aligned measurements [16], [17], [18], [19], [20], [21], [22]. However, recently, it has been pointed out [23] that when small, indistinguishable perturbations were originally introduced by [1], they were intended only to be an abstract, toy example to facilitate evaluation. In fact, realistic scenarios do not involve direct comparison between the original and the adversarial image. Without direct comparison, image perturbations that do not arouse suspicion can escape notice, and indistinguishability is no longer an important requirement. For this reason, researchers have started to explore non-suspicious adversarial images that accommodate larger perturbations that are not easily noticed because they transform groups of pixels along dimensions consistent with human interpretation of images. Three types of such transformations have been studied in the literature: geometric transformation [24], [25], semantic manipulation [26], [27], [28], and color transformation [29], [30], [31], [32].

Color transformation maintains uniformity at either a local or global level, meaning that similar colors or colors in a particular region are modified in similar ways. Adversarial images created using color transformations are less evident to the human eye and it is possible to add large perturbations without arousing suspicions.

In this paper, we propose Adversarial Color Enhancement (ACE), a novel color transformation approach to generating non-suspicious adversarial images. ACE creates adversarial images by adopting a human-understandable parametric filter, originally developed for image enhancement [33], that approximates common color curve adjustment. The filter is formulated as a single, continuous function, which means ACE is optimized within a principled adversarial action space, and can be systematically controlled by varying the bound on the filter parameters.

The novelty of ACE lies in its principled space, which sets it apart from existing color transformation approaches to creating non-suspicious adversarial images. The state of the art is represented by two approaches that are also optimized with gradient information. First, ReColorAdv [31], which perturbs groups of color-related pixels based on a mapping function with additional constraints on both the local color uniformity and total changes. Second, cAdv [29], which leverages a pre-trained colorization model. The color transformations used by these approaches fail to be continuous, and as a result their action spaces are not well defined, and we do not consider them to be principled. Because
they are not guided by a principled space, they require techniques such as regularization and sampling to keep the color transformation under control. These techniques obscure the effect of the color transformation, making systematic analysis difficult. In contrast, our ACE operates directly on the parameters of the color filter, which means no additional techniques are necessary. Because ACE can be controlled in a transparent manner, it lends itself naturally to systematic analysis.

In this paper, we introduce ACE and carry out a systematic robustness analysis from both the attack and the defense perspective. We focus on analyzing the vulnerability of image classifiers, but also explore the vulnerability of segmentation and aesthetic quality assessment algorithms, as illustrated in the overview in Fig. 1. In sum, our work makes the following contributions:

- We propose Adversarial Color Enhancement (ACE), a novel approach that generates non-suspicious adversarial images by gradient-based optimization within a parametric color filter space. We investigate a general formulation of ACE and also a variant targeting particular appealing color styles.
- From the attack perspective, we conduct extensive experiments on the vulnerability of image classifiers to ACE in both the white-box and black-box scenarios, but also explore other tasks: semantic segmentation and aesthetic quality assessment.
- From the defense perspective, we demonstrate the stability of ACE against input transformation-based defenses, and also explore the potential of improving model robustness against ACE based on adversarial training techniques.

This paper substantially extends a preliminary conference version \[34\] by 1) re-formulating ACE to be directly controlled with bounded filter parameters, facilitating our systematic robustness evaluation, 2) additionally analyzing the problem from the defense perspective, and 3) conducting extensive experiments beyond basic image classification tasks, as shown in Fig. 1. Code is made publicly available at https://github.com/ZhengyuZhao/ACE/tree/master/Journal_version.

2 Related Work

In this section, we cover the most important previous work. For precision, we first provide a formal definition of the creation of adversarial images. A neural network can be denoted as a function $F(x) = l$ that takes an image $x \in \mathbb{R}^n$ as input and predicts a label $l$ for it. An attack aims to induce a misclassification through modifying the original image $x$ into $x'$. Accordingly, the attack is regarded as successful should $x'$ be assigned any new class label other than the original one, i.e., $F(x') \neq l$.

In the remainder of the section, we review related work on conventional small, indistinguishable adversarial perturbations (Sec. 2.1) and also recent studies on non-suspicious adversarial images targeting large perturbations (Sec. 2.2). Finally, we discuss existing defense methods (Sec. 2.3).

2.1 Indistinguishable Adversarial Attacks

Conventional adversarial attacks are focused on small, indistinguishable perturbations, i.e., the adversarial image is restricted to be visually similar to the original image with respect to certain measurements. As already mentioned in Section 1 related work has mainly adopted $L_p$ distance
to the distance will be clipped. This formulation can also be applied
\[ \nabla_{\text{intermediate image obtained at the } \tau} \]
where \( \alpha \) is the step size in each iteration, and \( \kappa \) is the new variable, and \( Z(x')_i \) is the logit with respect to the \( i \)-th class given the intermediate modified image \( x' \). The confidence level of the misclassification can be varied by adjusting \( \kappa \).

Since such joint optimization suffers from high computational cost due to the need for line search to optimize \( \lambda \), other methods \([3, 11, 12, 13]\) instead rely on Projected Gradient Descent (PGD) to restrict the perturbations within a small pre-defined \( L_p \) norm bound, \( \epsilon \). Specifically, the Fast Gradient Sign Method (FGSM) \([3]\) was designed to succeed with a single step and has been extended to an iterative variant, \( \text{I-FGSM} \) \([11, 12]\), by exploiting finer gradient information. This can be formulated as:

\[
\begin{align*}
x'_0 &= x, \quad x'_{t+1} = x'_t + \alpha \cdot \text{sign}(\nabla_x J(x'_t, l)),
\end{align*}
\]
where \( \alpha \) is the step size in each iteration, and \( x'_i \) is the intermediate image obtained at the \( t \)-th iteration. In this case, the perturbations larger than a pre-defined \( L_p \) distance will be clipped. This formulation can also be applied to the \( L_2 \) distance by replacing the sign operation with a normalization as \( \frac{\nabla_x J(x'_t, l)}{\|\nabla_x J(x'_t, l)\|_2} \) \([13]\). \( L_0 \) and \( L_1 \)-based sparse pixel perturbations were also explored \([3, 14, 15, 16]\).

Recently, there have been several attempts to address the limitations of the naive \( L_p \) norm bounds by using more visual-perception-aligned measurements to address image indistinguishability. To this end, researchers have explored other advanced similarity metrics, such as the Structural SIMilarity (SSIM) \([35]\), Wasserstein distance \([18]\) and perceptual color distance \([20]\). Other methods \([16, 17, 19]\) integrate the conventional \( L_p \) methods with additional texture information, in order to hide perturbations in image regions that have high visual variation. Instead of direct manipulation of pixel values, local pixel displacement has also been leveraged to generate indistinguishable perturbations \([21, 22]\). These studies partially relax the tight bounds in conventional \( L_p \) methods, leading to a better trade-off between adversarial strength and indistinguishability.

### 2.2 Non-Suspicious Adversarial Attacks

As already mentioned in Section 1, given the assumption on indistinguishable perturbations being considered to lack compelling examples in the real world, recent work has started to explore new types of adversarial images that remain non-suspicious to human but allow larger perturbations. Related studies in this direction exploit human-interpretable image transformations, and can be divided into three categories: geometric transformation, semantic manipulation, and color transformation.

Specifically, geometric transformation approaches \([24, 25]\) rely on image translations/rotations to achieve adversarial effects, given the current CNNs being sensitive to such transformations \([34]\). In order to avoid arousing suspicion, the transformations are constrained to maintain the original concepts, and also content normality (e.g., the sky should be on the top). Semantic manipulation approaches have been mainly explored in specific domains, such as face recognition \([27, 28]\) and road sign recognition \([26]\), where they manipulate the semantically meaningful attribute(s), such as make ups \([27, 28]\) and graffiti \([26]\).

Early work on color transformation searches for possible adversarial images by randomly adjusting the colors of all pixels without any constraints \([30]\). Later work, ColorFool \([32]\), adopts a similar idea, but imposes additional semantic-aware constraints in local regions, leading to more visually acceptable images. In contrast, recently, the ReColorAdv \([31]\) and \( \text{cAdv} \) \([29]\) have been proposed to optimize color transformation based on gradient information, leading to more accurate and efficient search for potential adversarial images.

**ReColorAdv** defines a functional transformation, \( f \), that is operated in a sampled color space \( \mathcal{G} \), with an additional regularization term \( L_{\text{smooth}} \) on local color uniformity and pixel-wise \( L_{\infty} \) bound to restrict the maximum color changes. The optimization can be formulated as:

\[
\min_{f} L_{\text{CW}}(f(x), l) + \lambda L_{\text{smooth}}(f),
\]
where

\[
L_{\text{smooth}}(f) = \sum_{g_j \in \mathcal{G}} \sum_{g_k \in \mathcal{N}(g_j)} \| (f(g_j) - g_j) - (f(g_k) - g_k) \|_2,
\]
and \( \| x - f(x) \|_{\infty} \leq \epsilon \).

The \( L_{\text{smooth}} \) achieves local color uniformity by constraining the similarity between each point \( g_j \in \mathcal{G} \) and its neighbours \( g_k \) in \( \mathcal{N} \). Specifically, trilinear interpolation is used to determine the values of the pixels that are not on the sampled color space. The \( L_{\infty} \) bound can be higher than that for indistinguishable perturbations, due to the better maintained local color uniformity.

**cAdv** adopts a pre-trained deep colorization model from \([37]\), and integrates the attack optimization into the process of automatically colorizing gray-scale images:

\[
\min_{M, X_{ab}} J(C(X_L, X_{ab}, M), l),
\]
where \( C \) is the colorization model, and \( X_L \in \mathbb{R}^{H \times W} \) is the L channel of the image in CIELAB color space. The sparse colored input hints \( X_{ab} \in \mathbb{R}^{H \times W \times 2} \), which are taken from the original image, and the binary mask \( M \in \mathbb{R}^{H \times W \times 1} \) are optimized to achieve the adversarial effects. The similarity between the colorized image and its original ground truth is constrained to make sure the colorization looks realistic.

Our ACE differs from the above color transformation ap-
proaches in the following aspects. Firstly, ACE relies on optimization with gradient information and so fundamentally differs from those random search-based approaches [30], [32]. Specifically, comparisons in Sec. 4.1.5 demonstrate that ACE performs far better than a random search-based alternative. Compared with ReColorAdv, which relies on additional regularization on local color uniformity, sampling and pixel-wise norm bounds, our ACE uses a single, continuous parameteric filter function and directly bounds its parameters. Compared with the cAdv, our ACE enjoys a far simpler and transparent formulation, and needs no pre-training on massive data. Extensive analysis in Sec. 4.1.1 demonstrates that our ACE yields better performance in terms of both black-box success rates and image quality.

2.3 Adversarial Defenses

As different adversarial attacks raise increasing concerns, corresponding defenses are also being extensively studied. In the scenario where the attack is not aware of the deployment of the defenses, early work [38], [39], [40] has proposed to use data-driven detection methods, based on the assumption that the adversarial images may be drawn from different distributions from normal images. Other defenses leverage common input transformations [41], [42], [43], [44] to eliminate the adversarial perturbations, which require no need of training and have achieved effective results. However, in the more challenging scenario where the attack can be adapted to the specific defense, the detection and transformation defenses have been shown to be vulnerable [45], [46].

Many recent defenses have claimed strong robustness against white-box attacks, but were finally shown to be completely circumvented by simple adaptive attacks [47]. This leaves adversarial training [12], [45] as the only potentially productive way to guarantee empirical model robustness. Adversarial training involves (re-)training neural networks on adversarial examples, in contrast to using the original data as in standard training. In the context of indistinguishable perturbations, early methods trained on the single-step FGSM attack are shown to be insufficient against iterative attacks [11], [49]. In contrast, adversarial training based on iterative Projected Gradient Descent (PGD) has been demonstrated to guarantee perfect robustness on the simple MNIST dataset, and also achieve promising results on the larger-scale CIFAR-10 [12], [48]. However, implementing PGD-based adversarial training on the complex ImageNet remains challenging due to the huge computational overhead. Therefore, many studies [50], [51], [52], [53], [54], [55] have proposed to improve adversarial training in terms of efficiency. Beyond small, indistinguishable perturbations, adversarial training has also been discussed on non-suspicious adversarial images [24], [31], [55].

In this paper, we compare ACE with other attacks in the scenario where the attack is not aware of the defense using the input transformation-based methods. We also explore adversarial training to improve model robustness against ACE, and discuss the relation between ACE robustness and conventionally-studied $L_p$ robustness.

Fig. 2: Illustration of the piecewise-linear color filter in our ACE (with four pieces, i.e., $K = 4$ in Eq. 7).

3 Approach

In this section, we first introduce the parametric image color filter on which we build Adversarial Color Enhancement (ACE), our new attack approach for generating non-suspicious adversarial images. Then, we describe the general formulation of ACE, which uses a parameter bound, and also a variant targeting particular appealing color styles.

3.1 Parametric Image Enhancement Filters

The state of the art for automatic photo enhancement mainly uses supervised learning to determine editing parameters, in order to achieve specific image appearances. Most approaches [57], [58], [59] utilize DNNs for parameterization and, consequently, suffer from high computational cost and more importantly, they are not understandable to users. In contrast, recent work [33], [60] has proposed to rely on intuitively meaningful edits that are represented by conventional post-processing operations, i.e., image filters, to make the automatic process human-understandable. Such methods have far fewer parameters to optimize, and can be applied independently of the image resolution.

In this work, we adopt the monotonic piecewise-linear function in [33], which approximates the common color curve adjustment, for our filter, due to its simplicity. This filter can be formulated as:

$$F_{\theta}(x_k) = \sum_{i=1}^{k-1} \frac{\theta_i}{\theta_{\text{sum}}} + (K \cdot x_k - (k - 1)) \cdot \frac{\theta_k}{\theta_{\text{sum}}}$$

(7)

where $\theta_{\text{sum}} = \sum_{k=1}^{K} \theta_k$, $K$ denotes the total number of pieces. In this case, an input image pixel $x_k$ whose value falls into the $k$-th piece of function will be filtered using the parameter $\theta_k$, and $F_{\theta}(x_k)$ is its corresponding output. By doing this, pixels with similar colors will be filtered with the same parameter, leading to uniform color transformation. Specifically, the three RGB channels are processed independently. An example of this function with four pieces ($K = 4$) is illustrated in Fig. 2.
Algorithm 1 Adversarial Color Enhancement (ACE)-PGD

Input:
- \(x\): original image, \(l\): original label, \(T\): number of iterations
- \(\alpha\): step size, \(c\): bound of parameters
- \(F_\theta\): color filter with parameters \(\theta\) (\(K\)-dimensional)

Output:
- \(x'\): adversarial image

1: Initialize \(\theta_0 \leftarrow 1^K / K\),
2: \(x'_0 \leftarrow F_{\theta_0}(x)\)
3: for \(t \leftarrow 1 \rightarrow T\) do
4: \(g \leftarrow \nabla_{\theta} L_{CW}(x'_{t-1}, l)\) \(\triangleright\) calculate gradients w.r.t. the C&W loss
5: \(\theta_t \leftarrow \theta_{t-1} - \alpha \frac{g}{\|g\|_2}\) \(\triangleright\) update parameters
6: \(\theta_t \leftarrow \text{clip}(\theta_t, \theta_0, c\theta_0)\) \(\triangleright\) clip parameters into the bounded range
7: \(x'_t \leftarrow F_{\theta_t}(x)\) \(\triangleright\) transform the image with the updated filter
8: end for
9: return \(x' \leftarrow x'_T\) that is adversarial

3.2 Adversarial Color Enhancement

This section introduces our novel Adversarial Color Enhancement (ACE), which generates non-suspicious adversarial images by iteratively optimizing the parameters of the color filter defined in Eq. \(\hat{f}\).

Parameter bound. We propose to systematically control the color transformation by directly imposing adjustable bounds on the filter parameters. Note that this bound is not necessarily set to create indistinguishable perturbations, since our color filtering can inherently guarantee the uniformity of the image transformation even when the perturbations are large. We refer to this general formulation ACE-PGD, and its full process is described in Algorithm 1.

Color style guidance. The use of a color filter makes it possible to achieve adversarial strength and image enhancement at the same time, by incorporating additional guidance from common enhancement practices into the adversarial optimization. Here, specifically, we propose to target appealing color styles that are determined by popular Instagram filters, and the optimization can be modified to:

\[
\min_{\theta} L_{CW}(F_\theta(x), l) + \lambda \cdot \|F_\theta(x) - x_{\text{ins}}\|_2
\]

where \(x_{\text{ins}}\) denotes the targeted Instagram filtered image with a specific color style.

We refer to this variant of ACE that targets specific Instagram styles as ACE-Ins. We consider two popular Instagram filter styles, Nashville and Toaster, and automate their implementation using the GIMP toolkit with the Instagram Effects Plugins.\[1\] Note that the style shifts in our ACE-Ins are not necessarily set to create indistinguishable perturbations, since our color filtering can inherently guarantee the uniformity of the image transformation even when the perturbations are large. We refer to this general formulation ACE-PGD, and its full process is described in Algorithm 1.

4 Experiments

In this section, we carry out extensive experiments to systematically analyze the model robustness from both the attack and defense perspectives. If not mentioned specifically, ACE refers to its general formulation, ACE-PGD, with \(K = 64\), \(c = 16\), and \(T = 100\). ACE-Ins is optimized using Adam \([6]\) with a learning rate of 0.01 and 500 iterations. Early stopping is triggered when the optimization no longer makes progress \([2, 13]\). All the experiments are conducted on a single NVIDIA Tesla P100 GPU with 12GB of memory.

4.1 Evaluation of Attacks

In this subsection, from the attack perspective, we quantitatively evaluate ACE in terms of both the white-box and black-box success rates. We also discuss the visual appearances of the images generated by ACE. Specifically, we compare ACE with other attacks and conduct hyperparameter analysis on the basic ImageNet object classification (Sec. 4.1.1), and also demonstrate the general effectiveness of ACE in other tasks: scene recognition (Sec. 4.1.2) and semantic segmentation (Sec. 4.1.3). In particular, we explore another task, aesthetic quality assessment (Sec. 4.1.4), which is relevant to our problem but has not been explored so far.

4.1.1 Object Classification

The classification of object images is one of the basic problems in computer vision and has been studied for decades. Adversarial images have also been discussed mainly against object classifiers. Following the common practices, we use the official development set of the ImageNet-Compatible Dataset \([64]\), which was introduced along with the NIPS 2017 Competition on Adversarial Attacks and Defenses. It consists of 1000 color images (with the size of 299×299) associated with 1000 ImageNet class labels. We will compare our ACE with the following five gradient-based attacks:

- **FGSM** \([3]\) (indistinguishable) with \(\epsilon = 2/255\).
- **I-FGSM** \([11]\) (indistinguishable) with \(\epsilon = 2/255\) and 10 iterations.
- **C&W** \([2]\) (indistinguishable) with \(L_2\) norm constraint, and fewer iterations and higher confidence level (\(\text{iters}=3 \times 100\) and \(\kappa = 40\)) than usual for stronger adversarial effects.
- **ReColorAdv** \([51]\) (non-suspicious) with original settings, \(\epsilon = 16/255\), \(\text{lr}=0.001\), and \(T = 300\), and another variant, ReColorAdv\(^+\) with more aggressive settings (\(\epsilon = 51/255\) and \(\text{lr}=0.005\)), for stronger adversarial effects.
- **cAdv** \([29]\) (non-suspicious) with original optimal settings, \(\kappa = 8\) and \(T = 500\), and another more aggressive variant, cAdv\(^+\), with \(\kappa = 4\). cAdv is limited to 224 × 224 image size due to the fixed output resolution of its adopted pre-trained deep colorization model.

We consider five diverse classifiers: AlexNet \([65]\), ResNet50 \([66]\), VGG19 \([67]\), DenseNet121 \([68]\), and Inception-V3 \([69]\). Specifically, Inception-V3 is adopted as the white-box model for comparing different approaches because it is the official model used in the NIPS 2017 Competition as mentioned above.

---

1. [https://www.marcocrippa.it/page/gimp_instagram.php](https://www.marcocrippa.it/page/gimp_instagram.php)
TABLE 1: Success rates of different attacks in the white-box (Inc3) and black-box scenarios in ImageNet object classification. $L_0$ is the proportion of the perturbed pixels and $L_{\infty}$ is shown in $[0,255]$. Values of $\epsilon$ and $K$ are indicated as ACE-PDG$^\epsilon_K$. ACE-Ins1 denotes our color Instagram-guided optimization with Nashville filter style, and ACE-Ins2 is with Toaster. The black-box success rates is calculated on images for which the two models' prediction is the same.

| Attack       | $L_0$ (%) | $L_2$ | $L_{\infty}$ | Inc3 | Alex | R50 | V19 | D121 |
|--------------|-----------|-------|--------------|------|------|-----|-----|------|
| FGSM [3]     | 49.34     | 4.05  | 2.00         | 78.1 | 7.84 | 5.40| 5.74| 5.50 |
| I-FGSM [11]  | 39.23     | 3.09  | 2.00         | 99.1 | 8.16 | 4.95| 6.44| 4.71 |
| C&W [2]      | 29.06     | 3.00  | 15.66        | 99.6 | 8.16 | 4.72| 6.79| 4.38 |
| ReColorAdv [31] | 70.81   | 18.87 | 64.00        | 79.3 | 9.76 | 4.50| 3.40| 2.58 |
| ReColorAdv$^+$ [31] | 82.50 | 47.53 | 97.21        | 89.2 | 31.20 | 15.64| 13.58| 10.77 |
| cAdv [29]    | 41.42     | 20.54 | 116.15       | 91.8 | 30.08 | 11.25| 11.01| 13.47 |
| cAdv$^+$ [29] | 82.51     | 20.63 | 114.74       | 99.3 | 46.72 | 26.88| 27.75| 28.17 |
| Our ACE-PDG$^8_{32}$ | 96.62 | 69.75 | 77.38        | 80.0 | 51.84 | 26.55| 26.70| 24.02 |
| Our ACE-PDG$^8_{64}$ | 96.80 | 80.57 | 89.64        | 88.7 | 57.76 | 37.01| 30.21| 28.96 |
| Our ACE-Ins1 | 97.22     | 82.23 | 84.15        | 93.2 | 43.84 | 20.81| 22.37| 17.06 |
| Our ACE-Ins2 | 96.42     | 68.90 | 80.33        | 93.8 | 49.28 | 21.48| 21.66| 17.96 |

Fig. 3: Adversarial images (top) and their perturbations (bottom) by different iterative approaches. From left to right: I-FGSM [11], C&W [2], ReColorAdv$^+$ [31], cAdv$^+$ [29], and our ACE. ACE and ReColorAdv$^+$ yield globally uniform color transformation, but ReColorAdv$^+$ causes color fading effects. cAdv$^+$ introduces local colorization artifacts in the clouds.

Fig. 4: Images achieved by common Instagram filters and ACE-Ins, which is guided by specific Instagram filter styles. For each pair of images, the left one is processed by a common Instagram filter and the right image is generated by ACE-Ins. The generated adversarial images can achieve both misclassification and specific appealing appearances (correct labels are shown by ✓ and adversarial labels shown by ✗).
4.1.2 Scene Recognition

Inception-V3 is the hardest architecture to attack in both the white-box and black-box scenarios. In white-box one (AlexNet) than the other way around. Specifically, adversarial effects can transfer between different architectures and model accuracies. When comparing the results between different architectures, we find that the adversarial effects are generally easier to transfer from a sophisticated architecture to those in less advanced ones. One reason is that the characteristic concepts in different scenes generally share similar features, which makes the adversarial images to that on original images.

As can be seen from Table 1, the \( L_p \) approaches I-FGSM and C&W achieve the best white-box results by fully leveraging pixel-level gradients. Color transformation approaches achieve comparable white-box results, while largely outperforming \( L_p \) approaches on black-box success rates. As shown in Fig. 3, color transformation approaches yield more visually acceptable image appearances without noticeable perturbations as those in \( L_p \) approaches.

Among all the color transformation approaches, our ACE-PGD achieves the best results in the black-box scenario, without sacrificing the color uniformity of the images, as shown in Fig. 5. ReColorAdv\(^+\) improves on ReColorAdv by allowing more perturbations, indicated by its larger \( L_p \) distance. Nevertheless, it causes color fading due to the looser bounds imposed on the luminance channel than the color channels. The cAdv inevitably introduces local colorization artifacts due to the use of sampled hints. The two ACE-Ins variants yield slightly better white-box performance, probably because of the more iterations and the use of Adam optimizer for more accurate gradients, but with lower black-box performance. At the same time, they can achieve specific appealing color styles, as shown in Fig. 4. For comparison we mention that, directly applying the two Instagram filters to the original images decreases the model accuracy by only 13.4% and 12.2%, suggesting that the adversarial strength of our ACE-Ins is not because of the style shifts.

More black-box results in Table 2 further confirm the general effectiveness of ACE for different model architectures. When comparing the results between different architectures, we find that the adversarial effects are generally easier to transfer from a sophisticated architecture (ResNet50, VGG19, DenseNet121, or Inception-V3) to a simple one (AlexNet) than the other way around. Specifically, Inception-V3 is the hardest architecture to attack in both the white-box and black-box scenarios.

4.1.3 Semantic Segmentation

Semantic segmentation can be regarded as a pixel-level classification process, i.e., linking each pixel in an image to a class label. Existing research on the adversarial vulnerability of semantic segmentation algorithms has been focused on small, indistinguishable [6, 8]. Here we study this problem in the context of color transformation for the first time, by evaluating these algorithms against our ACE.

Specifically, we use the official validation set (1449 images) of the Pascal VOC dataset [76], which consists of internet-images labelled with 21 different object classes, and has been used in the PASCAL Visual Object (VOC) Benchmark. We consider two different state-of-the-art algorithms: Deeplab-v3 [77] and PSPNet [78]. For each of them, we consider two different model architectures: ResNet-50 and ResNet-101. Following [8], we report the mean Intersection over Union (mIoU) Ratio – the ratio of the mIoU on adversarial images to that on original images.

As can be seen from Table 3, our ACE effectively fools all the models in the white-box scenario, and such fooling effects can transfer between different architectures and algorithms. Specifically, in both the white-box and black-box scenarios, the PSPNet is substantially less robust than Privacy [70], which was introduced by the MediaEval Multimedia Benchmark, and has been explored in the following work on adversarial images [32, 71, 72]. This task is focused on developing image modification techniques that can protect privacy-sensitive scene information of users against automatic inference of privacy-sensitive scene information. Our ACE is particularly suitable for this task because the filtered images will be widely acceptable by users since they are generated in a way that is aligned with common practices for photo enhancement. We use the official development set containing 600 images from 60 privacy-sensitive scene categories in the large-scale Places database [73]. We test all the four classifiers (AlexNet, ResNet18, ResNet50, and DenseNet161) that are available in the official PyTorch implementation of the original Places work [73].

Table 1 shows that our ACE can effectively attack the scene recognition models in both the white-box and black-box scenarios. For comparison, we mention that ACE-PGD surpasses recent ColorFool [32], which also explores this task, by 30% (absolute) on the black-box performance, but need fewer iterations (100 vs. 1000). When comparing the results with those in Table 2, we find that scene recognition is generally easier to attack than object classification. This can be explained by the fact close scene categories inherently share similar characteristic concepts, which makes the prediction easier to change [74, 75].
TABLE 4: Adversarial performance of ACE in semantic segmentation. The mean IoU Ratio (mIoU-R) is reported (lower means stronger attacks). We consider Deeplab-v3 with ResNet50 (DL-50) and ResNet101 (DL-101) [77], PSPNet with ResNet50 (PSP-50) and ResNet101 (PSP-101) [78].

| mIoU-R (%) | DL-50 | DL-101 | PSP-50 | PSP-101 |
|-----------|-------|--------|--------|---------|
| DL-50     | 44.77 | 73.82  | 60.94  | 62.41   |
| DL-101    | 76.56 | 44.62  | 64.43  | 65.27   |
| PSP-50    | 74.94 | 74.77  | 27.60  | 47.79   |
| PSP-101   | 73.08 | 70.93  | 44.21  | 31.02   |

Fig. 5: Adversarial images generated by ACE for semantic segmentation. Left: original images with their ground-truth segmentation maps. Right: adversarial images with their segmentation maps predicted by PSPNet-ResNet50. Different colors denote different object classes.

DeepLab-v3 against our ACE, despite its higher accuracy on original images (mIoU 73.94 % vs. 68.64% with ResNet-50). This difference may be because the dilated convolution in DeepLab-v3 can learn features at multiple scales, making it harder for the attacks to find a global solution.

Fig. 5 shows adversarial images generated by our ACE-PGD. Due to the color uniformity of ACE, the predicted segmentation maps generally corrupt along human-interpretable dimensions, and can be categorized into, from top to bottom, hiding the foreground objects (false negative), disturbing the background (false positive), and misclassifying the objects. Such results are essentially different from the irregular corruptions of the segmentation maps in previously studied small, indistinguishable perturbations [8].

4.1.4 Aesthetic Quality Assessment

Aesthetic Quality Assessment (AQA) has become increasingly popular with the prevalence of social multimedia. Nonetheless, to the best of our knowledge, until now, there is no research on evaluating the robustness of AQA algorithms against adversarial examples. We fill this gap by applying ACE to decrease the model predicted aesthetic scores of high-quality images, without sacrificing their actual aesthetics. We use the AVA dataset [79], which consists of over 250000 images along with ratings on their aesthetic qualities by a number of amateur photographers. These ratings range from 1 to 10, with a mean around 5.5. The top 1000 high-quality images from the validation set are selected for our experiments and the averaged results over these images are reported. We consider a well-known AQA model called NIMA (Neural IMage Assessment) [80], which learns the distribution of human ratings by training a single CNN (here, VGGNet) with only image-level annotations.

The action space of ACE corresponds more closely to the action space used by photographers when creating photos with high aesthetics. In Fig. 6, it can be seen that that ACE can cause the aesthetics score to decrease to below average without a corresponding decrease in aesthetics from the human perspective.

As can be seen from Table 5, our ACE-PGD can effectively decrease the predicted score below 5, which is commonly used as cut off to differentiate images of high and low aesthetic quality [80]. When we guide the images towards specific appealing color styles using ACE-Ins, it becomes slightly harder to fool the model. The results also show that the NIMA model is more robust against ACE than I-FGSM, which exploits finer pixel-level gradient information. This finding is expected and suggests that NIMA has successfully learned robust aesthetic features, which typically lie in the global image styles or subject matter [80].

4.1.5 Hyperparameter Analysis

We analyze the impact of all important hyperparameters of ACE in the basic ImageNet classification. As shown in Fig. 7, in general, the success rates of ACE are gradually increased as we use more iterations, and the performance becomes stable within 100 iterations. We can also observe that increasing the number of pieces, $K$, leads to better performance by allowing more fine-grained color changes, but at the cost of computational time. In addition, as expected, relaxing the parameter bound, $\epsilon$, boosts the performance by expanding the searching space for possible adversarial examples.
As shown by the image examples in Fig. 8, we can observe that as the parameter bound, $\epsilon$, is gradually relaxed, the color changes become increasingly larger. Based on the above findings, in this paper, we choose a moderate $K = 64$ and $\epsilon = 16$ for a good trade-off between the adversarial strength and visual quality.

We also compare our gradient-based ACE with a random search-based alternative that uniformly samples color filter parameters within the searching space defined by a specific $K$ and $\epsilon$. Fig. 7 shows that the adversarial strength of random search is not comparable with our ACE, even when using 10x iterations. Moreover, with an exponentially expanded searching space caused by a higher $K$, it becomes much harder for random search. In contrast, our ACE can consistently be improved by increasing $K$, benefiting from its accurate search based on gradients. For comparison we mention that, the random search-based ColorFool [32] has a success rate of 64.6% (65.4%) with 1000 (1500) iterations when testing on the same experimental settings.

4.2 Evaluation of Defenses

In this subsection, from the defense perspective, we evaluate ACE and other attacks against diverse common input transformations, which have been extensively adopted as the core in many defenses (Sec. 4.2.1). In addition, we explore the potential of adversarial training for improving model robustness against ACE (Sec 4.2.2).

4.2.1 Input Transformation-based Defenses

Existing work has applied common input transformations as defenses against adversarial attacks without sacrificing the model performance on the original images [41], [42], [43], [44]. We evaluate ACE and other attacks under such defenses by considering a diverse set of transformations:

- **JPEG compression.** We consider two levels of compression with the quality factor as 70 (mild) and 30 (strong).
- **Scaling.** For each 299×299 image, we consider downsampling to 256×256 (mild) and 224×224 (strong), and also upsampling to 384×384 (mild) and 512×512 (strong).
- **Median smoothing.** We consider two different sliding window sizes: 3×3 (mild) and 5×5 (strong).
- **Grayscale.** We expect converting to grayscale to be specifically useful against color transformation attacks.

The first row reports the results when only the input transformations are applied to the original images without attacks. The downsampling is not applicable to cAdv since its original image size is 224 × 224. Inception-V3 is used as the target model.
TABLE 7: Accuracy of different models on original, and adversarial images achieved by PGD and ACE. AT-PGD: model with adversarial training on $L_\infty$-based PGD, AT-ACE: model with adversarial training on ACE.

| Acc (%) | w/o AT | AT-PGD | AT-ACE |
|---------|--------|--------|--------|
| Original | 95.85  | 86.67  | 87.24  |
| PGD     | 7.75   | 49.60  | 5.51   |
| ACE     | 7.14   | 16.46  | 54.01  |

As shown in Table 6, different attacks are vulnerable to different input transformations. Color transformation approaches are generally stronger than $L_p$ approaches under strong input transformations (JPEG30, U512, D224, and MED5) because the small, indistinguishable perturbations are fragile to large pixel transformations. Specifically, our ACE achieves the best results against image scaling, and also performs effectively against other strong transformations. $cAdv^+$ yields the best performance in some cases, but at the cost of worse image quality (see Fig. 5). In addition, we can observe that, as expected, all the color transformation approaches are much more vulnerable to gray scale conversion than indistinguishable approaches. It is not surprising that the numbers for strong transformations are usually larger than those for mild ones, since stronger transformations inherently have larger impact on the original model prediction, as shown by the first row.

4.2.2 Adversarial Training

We explore the usefulness of adversarial training against ACE in the CIFAR-10 object recognition task [81]. The CIFAR-10 consists of 60000 32×32 color images in 10 classes. The official training split has 50000 images and the test split has 10000 images. In our experiments, we use the whole training split for training, and the first 500 testing images for model selection, and the rest 9500 for evaluating the model performance. We adopt the WideResNet-34-based undefended and $L_\infty$-robust models from [12], where the $L_\infty$-robust model is trained on 7-iteration PGD with $\alpha$=2 and $\epsilon$ = 8. For ACE, we use its general formulation, ACE-PGD, with 50 iterations and $\alpha$ = 0.1, and moderate parameters ($K$ = 64, and $\epsilon$ = 8) of the filter. More training details can be found in Appendix. Adversarial examples generated with this hyperparameter setting are shown in Fig. 9. These two adversarially trained models are denoted as AT-PGD and AT-ACE.

As can be seen from Table 7, adversarial training substantially improves model robustness in the case of both PGD and ACE, but with a trade off in the performance on the original images. Further, the model adversarially trained on PGD is insufficient against ACE and vice versa. This result suggests that achieving comprehensive model robustness should consider different types of attacks. Fig. 10 shows how AT-ACE trained on a specific parameter setting of ACE, here ACE-PGD$_{64}$, defends against ACE with different $K$ and $\epsilon$, and iterations. We can observe that AT-ACE trained on ACE-PGD$_{64}$ can better cover the case of less aggressive settings with lower $K$ and $\epsilon$, while becoming less effective against more aggressive settings. In all cases, the robustness of AT-ACE is far higher than the result of the model without adversarial training, 7.14%.

We visualize the feature maps of the first convolutional layer for the original and the AT-ACE models in Fig. 11. As can be seen, the AT-ACE learns smoother, more semantics-aligned image representations than the original model, which is known to rely more on textures [82]. The effect may be due to the smoothing effects of the uniform color transformation applied to the training images.

5 Conclusion

We have proposed Adversarial Color Enhancement (ACE), which generates non-suspicious adversarial images by optimizing a color transformation within a principled paramet-
This work was carried out on the Dutch national e-infrastructure with the support of SURF Cooperative.
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APPENDIX A
ADDITIONAL EXAMPLES IN DIFFERENT TASKS

Fig. 12: Successful adversarial images on ImageNet (object recognition) with their original versions.
Fig. 13: Successful adversarial images on Places (scene recognition) with their original versions.
Fig. 14: Successful adversarial images on Pascal VOC (semantic segmentation) with their original versions.
Fig. 15: Successful adversarial images on AVA (aesthetics prediction) with their original versions.
Fig. 16: Successful adversarial images achieved by ACE-Ins with color style guidance from Instagram filters.
APPENDIX B
DETAILS OF ADVERSARIAL TRAINING ON ACE

For the adversarial training on ACE, we use the same hyperparameter settings as in [12], and run 30 epochs of training. Details are summarized in Table 8 and the training curve is shown in Fig. 17. The model that achieves the best standard accuracy on the validation set is finally selected.

As can be observed in Fig. 18, fooling the adversarially trained model on ACE (AT-ACE) needs stronger transformations than the original model in general. In addition, fooling AT-ACE is much less successful (30.5% vs. 86.0%). Additional examples in Fig. 19 further confirm that our AT-ACE learns smoother and more semantics-aligned image representations than the original model.

TABLE 8: Adversarial training hyperparameters.

| Hyperparameter          | Value  |
|-------------------------|--------|
| Batch size              | 128    |
| Number of epochs        | 30     |
| Optimizer               | SGD    |
| Learning rate           | 0.1    |
| Momentum                | 0.9    |
| Weight decay            | $2^{-4}$|

Fig. 17: The training curve of our ACE adversarial training.
Fig. 18: Adversarial images on CIFAR-10 achieved by ACE against undefended (second row for each example) and ACE-robust (third row) model.
Fig. 19: Feature maps in the first convolutional layer of different models. For each example, from top to bottom, the undefended model, the PGD-robust model, and the ACE-robust model.