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Abstract—Imaging objects with high relative permittivity and large electrical size remains a challenging problem in the field of inverse scattering. In this work we present a phaseless inverse scattering method that can accurately image and reconstruct objects even with these attributes. The reconstruction accuracy obtained under these conditions has not been achieved previously and can therefore open up the area to technologically important applications such as indoor Radio Frequency (RF) and microwave imaging. The novelty of the approach is that it utilizes a high frequency approximation for waves passing through lossy media to provide corrections to the conventional Rytov approximation (RA). We refer to this technique as the Extended Phaseless Rytov Approximation for Low Loss Media (xPRA-LM). Simulation as well as experimental results are provided for indoor RF imaging using phaseless measurements from 2.4 GHz based WiFi nodes. We demonstrate that the approach provides accurate reconstruction of an object up to relative permittivities of $15 + j1.5$ for object sizes greater than $20\lambda$ ($\lambda$ is wavelength inside object). Even at higher relative permittivities of up to $\epsilon_r = 77 + j7$, object shape reconstruction remains accurate, however the reconstruction amplitude is less accurate. These results have not been obtained before and can be utilized to achieve the potential of RF and microwave imaging in applications such as indoor RF imaging.

Index Terms—Device-free localization, Inverse Scattering, Indoor Imaging, See-Through-Wall imaging

I. INTRODUCTION

Imaging objects with high complex permittivity ($\epsilon_r = \epsilon_R + j\epsilon_I$) and large size (sizes comparable to or greater than the free space wavelength $\lambda_0$) remains a challenging problem in the field of inverse scattering. The best existing linear and non-linear approaches have been shown to provide good reconstructions only when $\epsilon_R < 3$ and the scatterer is smaller than $\lambda_0$ [1], [2]. Recent non-linear and deep learning based approaches [1], [3], [5] can moderately extend this range, but they either require high precision measurements in a controlled environment (such as an anechoic chamber) or only provide numerical results without experimental demonstration. Objects or scatterers with large electrical size and high complex refractive index or equivalently high complex relative permittivity often violate the assumptions upon which current inverse scattering techniques are based. Due to this, despite the plethora of existing theoretical techniques, there is limited practical use of inverse scattering methods in applications such as RF indoor imaging [1], [3], [6], non-destructive evaluation/fault imaging (in electrical and mechanical structures) [7]–[9] and other microwave imaging applications [10]–[15] including microwave medical imaging [13].

To overcome limitations associated with formal inverse scattering techniques, ad-hoc methods have been proposed. For example, in the area of indoor RF imaging, the use of radio tomographic imaging (RTI) methods, where a large body of research now exists, has been developed [16]–[20]. RTI utilizes a straightforward straight ray reconstruction approach that is not formally justified by the underlying wave theory. Nevertheless reasonably accurate localization and low resolution shape reconstruction is achieved for moving objects [16]–[20]. Due to the ad-hoc nature of the approach, generally only experimental results are provided without analysis of the validity range or inherent accuracy of the approach [21]. Furthermore, estimates of the permittivity of the scatterers is not achieved and the reconstructions focus only on the presence or absence of an object. Due to the success of the RTI approach, attempts have also been made at combining it with tools from inverse scattering [6], [22]–[24]. Even with these enhancements only one technique [24] attempts to reconstruct permittivity but this still does not provide any theoretical or numerical analysis for the range of validity and also relies on experiments. Nevertheless the success of these ad-hoc techniques suggests that accurate straightforward formal inverse scattering techniques are potentially possible.

In this paper, we propose a phaseless inverse scattering method which can handle objects with large electrical size and large complex permittivity while using a practical measurement system. We demonstrate the technique for the specific use-case of indoor imaging using phaseless signals (we use WiFi received signal strength indicator (RSSI)) where the domain of interest (DOI) can be as large as $20 \times 100 \times \lambda_0$ for rooms and the relative permittivity of scatterers within the indoor environment can range from $\epsilon_R = 2$ to $77$ ($\epsilon_R = 77$ for water and some parts of the human body [25]–[27]). The method could be applied to a wider range of use-cases where...
scatters have high complex permittivity and are electrically large [6]–[8], [13].

A. Motivation and Contributions

The motivation behind this work is to formulate a phaseless inverse scattering method which can handle lossy scatterers with high permittivity and large electrical size (comparable or larger than free space wavelength $\lambda_0$). The focus is on formal inverse scattering methods that utilize straightforward phaseless measurements so that synchronization is not required between measurement nodes. To achieve this, we derive corrections to the Rytov Approximation (RA) by incorporating a high frequency approximation to the waves in lossy media. The resulting extended Phaseless Rytov Approximation for low loss media (xPRA-LM) can provide accurate reconstruction of shape but more importantly accurate reconstruction of the imaginary part of the contrast function (which is a function of both $\epsilon_R$ and $\epsilon_I$ and can be used for material identification as we shall show later). While it cannot accurately estimate the real part of the contrast function, the accurate reconstruction of the imaginary component of the contrast function is obtained even under very high complex permittivity and large electrical size scenarios. The technique is therefore very useful in applications such as indoor imaging as it provides high resolution shape estimation as well as being able to differentiate between materials and objects within the indoor environment.

To summarize, the key contributions of this work are:

1) We derive a new phaseless inverse scattering method denoted as xPRA-LM for low-loss media. It involves making use of a high frequency approximation in lossy media and provides corrections to RA by approximately estimating the gradient of the scattered field inside the scatterer (which is neglected in RA).

2) Along with corrections to RA, we also extend it to a backgrond subtraction framework where change in RSSI is linearly related to change in DOI contrast profile. This is very useful for applications such as indoor imaging and allows the removal of distortions due to scattering and reflections from the stationary background (ceiling, walls and floor) as well as clutter.

3) Our corrections to RA are also used to provide explanations for two crucial previously unexplained/unexplored characteristics of RA including the validity of RA in lossy media and “crosstalk” between the real and imaginary parts of the contrast function reconstruction [28].

4) We also show by simulation and experiment that xPRA-LM provides accurate shape reconstruction as well as providing estimates of the imaginary part of the contrast function. The validity range of xPRA-LM only requires objects to be of low loss ($\epsilon_R \gg \epsilon_I$) while $\epsilon_R$ can be arbitrarily large. Results are provided for scatterers having a large range in complex permittivity from 1.1 + j0.1 to 77 + j7 and large electrical sizes up to 5$\lambda_0$.

To the best of our knowledge, the xPRA-LM model derived in this work provides the first analysis of inverse scattering problems where there is no strict limit on relative permittivity values or scatterer size. Also, the background subtraction framework incorporated in xPRA-LM is extremely useful for practical applications such as indoor imaging and to the best of our knowledge, none of the existing phaseless inverse scattering methods [4], [29]–[31] can be formulated to handle background subtraction.

Overall, the accuracy of our formulation in imaging lossy objects can be extremely useful for applications such as indoor imaging (using WiFi) where most objects satisfy a low-loss, high frequency assumption. For example, in indoor imaging almost all objects have small loss tangent $\delta = \epsilon_I/\epsilon_R \ll 1$ at 2.4 GHz. The low loss assumption utilized in xPRA-LM allows the real part of permittivity to take arbitrarily large values while keeping $\delta \ll 1$ (for example, pure water and some parts of the human body have very high permittivity $\epsilon_R = 77 + j7$ with $\delta \approx 0.1$). This contrast with previous work which requires permittivity $\epsilon_R$ to be small ($\epsilon_R < 2$ or 3).

Organization of paper: Section II provides preliminary background for the concepts of complex refractive index, complex permittivity and the formulation of RA in phaseless form. The derivation of the proposed xPRA-LM technique is described in Section III. Simulation and experimental results are provided in Section IV and V to demonstrate the very good performance of the technique. These show that accurate RF imaging can be performed using xPRA-LM.

II. Preliminaries

A. Low-Loss Dielectric Medium

In lossy media, the refractive index and relative permittivity become complex and can be represented respectively as [32],

$$\nu = \nu_R + j\nu_I$$
$$\epsilon_r = \epsilon_R + j\epsilon_I \quad (1)$$

We consider monochromatic waves in this work and hence, for brevity, we do not include the dependence on frequency explicitly when writing $\nu$ and $\epsilon_r$. The relation between refractive index and relative permittivity is given by $\nu^2 = \epsilon_r$ [33]–[39], hence,

$$(\nu_R + j\nu_I)^2 = \epsilon_R + j\epsilon_I \quad (2)$$

Equating real and imaginary parts gives,

$$\nu_R^2 - \nu_I^2 = \epsilon_R, \quad \nu_R\nu_I = \epsilon_I/2 \quad (3)$$

and these equations can be solved to express $\nu_R$ and $\nu_I$ as,

$$\nu_R = \left\{ \frac{1}{2} \left( \sqrt{\nu_I^2 + \epsilon_R^2 + \epsilon_I} + \epsilon_R \right) \right\}^{1/2} \quad (4a)$$
$$\nu_I = \left\{ \frac{1}{2} \left( \sqrt{\nu_R^2 + \epsilon_I^2 - \epsilon_R} \right) \right\}^{1/2} \quad (4b)$$

A medium can be characterized as low loss if $\epsilon_I \ll \epsilon_R$. More specifically, the loss tangent for the medium is often defined as

$$\delta = \epsilon_I/\epsilon_R \quad (5)$$
so that low loss can also be expressed as \( \delta \ll 1 \). Therefore, for low-loss media, (4b) can be simplified using the binomial expansion as,

\[
\nu_R = \left\{ \frac{1}{2} \left( \sqrt{\epsilon_R^2 + \epsilon_I^2} + \epsilon_R \right) \right\}^{1/2} \\
= \left\{ \frac{1}{2} \left( \epsilon_R \sqrt{1 + \delta^2} + \epsilon_R \right) \right\}^{1/2} \\
\approx \sqrt{\epsilon_R + \frac{1}{4} \delta^2 \epsilon_R} \quad \text{expands} \quad \sqrt{1 + \delta^2} \approx 1 + \frac{1}{2} \delta^2
\]

Similarly, (4b) can be approximated as

\[
\nu_I = \frac{\epsilon_I}{2 \sqrt{\epsilon_R}} = \frac{1}{2} \delta \epsilon_R
\]

Under practical constraints, (6) can be further simplified as \( \nu_R = \sqrt{\epsilon_R} \).

**B. Phaseless Rylov Approximation**

As background to the formulation of phaseless RA, let \( E_i(r) \) be the incident field at any point inside DOI in the absence of a scatterer so that it is a solution of the free space Helmholtz wave equation,

\[
(\nabla^2 + k_0^2)E_i(r) = 0 \tag{8}
\]

where \( k_0 = 2\pi/\lambda_0 \) is the free space wavenumber. In the presence of scatterers, the total field is written \( E(r) \) which is a solution of the inhomogeneous Helmholtz wave equation,

\[
(\nabla^2 + k_0^2 \nu^2(r))E(r) = 0 \tag{9}
\]

RA is then formulated by introducing the complex wavefront function \( \phi_s(r) \) for the scattered field as

\[
\frac{E(r)}{E_i(r)} = e^{j\phi_s(r)} \tag{10}
\]

Substituting (10) in (9) and using (8) provides the non-linear differential equation [10],

\[
\nabla^2 \tilde{E}(r) + k_0^2 \tilde{E}(r) = -k^2[(\nu(r)^2 - 1) - \nabla \phi_s(r) \cdot \nabla \phi_s(r)]E_i(r) \tag{11a}
\]

\[
\tilde{E}(r) = E_i(r) \ln \left[ \frac{E(r)}{E_i(r)} \right] \tag{11b}
\]

which can be written in the form of an integral solution as,

\[
\frac{E(r)}{E_i(r)} = \exp \left( \frac{k^2}{E_i(r)} \int_A g(r, r') \left[ \nu(r'^2 - 1) - \nabla \phi_s(r') \cdot \nabla \phi_s(r') \right]E_i(r')dr'^2 \right) \tag{12}
\]

where, \( \text{Re} \) denotes real part operator, \( C_0 = 20 \log_{10} e \) is a constant and,

\[
\chi_{\text{RA}}(r') = \nu(r'^2 - 1) - \nabla \phi_s(r') \cdot \nabla \phi_s(r'). \tag{14}
\]

\( \chi_{\text{RA}}(r) \) is referred to in the remainder of this paper as the contrast function for the Rylov Integral (RI) [14].

Solving (13) as an inverse problem requires us to find both \( \nu(r'), \phi_s(r') \) inside the scatterer from knowledge of only \( P(r) - P_i(r) \) at the measurement boundary. This is a difficult non-linear ill-posed problem. To simplify this, RA, neglects the term \( \nabla \phi_s \cdot \nabla \phi_s \) which is generally considered appropriate under weak scattering (\( \epsilon_r \approx 1 \)). This results in the phaseless form of RA,

\[
P(r)[dB] = P_i(r)[dB] + C_0 \cdot \text{Re} \left( \frac{k^2}{E_i(r)} \int_A g(r, r')\chi_{\text{RA}}(r')E_i(r')dr'^2 \right) \tag{15a}
\]

\[
\chi_{\text{RA}}(r') = \nu(r'^2 - 1) - \epsilon_r - 1 \tag{15b}
\]

The difference between (13) and (15) is the omission of \( (\nabla \phi_s \cdot \nabla \phi_s) \) in order to make it linear in \( P(r) - P_i(r) \) and the unknown permittivity \( \epsilon_r \). However, this makes RA useful only for weak scattering with \( \epsilon_r \approx 1 \), hence making it futile for applications such as RF indoor and microwave imaging.

In the remainder of this paper, we formally refer to RA as denoting [15] and the Rylov Integral (RI) as denoting [14] and use the terms to distinguish between when \( \nabla \phi_s \cdot \nabla \phi_s \) is or is not neglected. The contrast functions of RA and RI are consequently denoted as \( \chi_{\text{RA}} \) [15b] and \( \chi_{\text{RI}} \) [14] respectively.

**III. THE EXTENDED PHASELESS RYLOV APPROXIMATION FORMULATION FOR LOW LOSS MEDIA**

Conventional RA is valid under the weak scattering assumption, where the term \( \nabla \phi_s \cdot \nabla \phi_s \) is small and can be neglected from the contrast function \( \chi_{\text{RA}} \). By doing so, as shown in [15], the real part of the reconstruction \( \text{Re}(\chi_{\text{RA}}) \) is physically interpreted as phase contrast which linearly relates to the real part of permittivity (\( \epsilon_r \)) and the imaginary part of the reconstruction \( \text{Im}(\chi_{\text{RA}}) \) is interpreted as an attenuation or loss contrast which linearly relates to the imaginary part of permittivity (\( \epsilon_I \)).

For large scatterers with high permittivity, the term \( \nabla \phi_s \cdot \nabla \phi_s \) is significant and cannot be neglected. Estimation of \( \nabla \phi_s \cdot \nabla \phi_s \) is difficult as it requires solving the intractable non-linear equation [2] during the inversion process and to the best of our knowledge, has not been performed previously [41].

In the next section, we use a high frequency approximation to the field in low-loss media to approximately find the gradient of the scattered field \( \nabla \phi_s \). Using this, we can approximate \( \chi_{\text{RI}} \) and hence use RI for imaging under strong scattering and high frequency conditions. We show that due to the presence of the term \( \nabla \phi_s \cdot \nabla \phi_s \) in \( \chi_{\text{RI}} \), the real and imaginary parts of the reconstruction are no longer linearly related to \( \epsilon_r \) and \( \epsilon_I \) (unlike RA) which completely changes the interpretation of reconstructions provided by RA. Combining this derived expression for RI with a background subtraction framework provides our proposed method, xPRA-ILM.
A. Rays in Lossy Media

When the size of the scatterer is larger than the incident wavelength \( \lambda_0 \), we can use concepts such as rays, ray optics or geometrical optics (GO), to describe wave scattering. Conventional ray optics usually ignores the absorbing effects of loss in the medium \([39], [42], [43]\). Despite ray based techniques being a decades old approach, there are surprisingly limited ray formulations for lossy media. When media is lossy, the refractive index becomes complex and the waves inside the media become inhomogeneous \([33]–[39]\). Inhomogeneous waves exhibit the property that the planes of constant phase are no longer parallel to the planes of constant amplitude \([33]–[39]\). In the remainder of this subsection, we deal with homogeneous plane waves (HPW) in lossless media that is limited ray formulations for lossy media. When media is lossy, the refractive index becomes complex and the waves inside the media become inhomogeneous \([39], [42], [43]\). Despite ray based methods being a decades old approach, there are surprisingly limited ray formulations for lossy media. To make the analysis geometrically more intuitive and remove complex parts in (18) gives,

\[
\hat{m} \cdot \hat{k}_i = \hat{m} \cdot \hat{k}_r = \hat{m} \cdot (V_R \hat{k}_t + j V_I \hat{k}_a)
\]

This implies that the plane of constant amplitude (i.e. plane normal to \( \hat{k}_a \)) is parallel to the interface as shown in Fig. 1.

On substituting IPW (17) into wave equation (9) and using (19), we arrive at the following relation between actual and effective refractive index,

\[
V^2_R - V^2_I = \nu^2_R - \nu^2_I
\]

\[
V_R V_I \cos \theta_i = \nu_R \nu_I
\]

where, \( \hat{k}_t \cdot \hat{k}_a = \cos \theta_i \) (21b)

Equation (21) can be solved by substituting \( V_I \) from (21) into (21a) and then solving the quartic equation to obtain \( V_R \) as,

\[
V_R = \left\{ \frac{1}{2} \left( \sqrt{(\nu^2_R - \nu^2_I)^2 + 4 \left( \frac{\nu R \nu_I}{\cos \theta_i} \right)^2 + \nu^2_R - \nu^2_I} \right) \right\}^{1/2}
\]

The value of \( V_I \) can be estimated using (22) and (21b).

On substituting IPW (17) into wave equation (9) and using (19), we arrive at the following relation between actual and effective refractive index,

\[
V^2_R - V^2_I = \nu^2_R - \nu^2_I
\]

\[
V_R V_I \cos \theta_i = \nu_R \nu_I
\]

where, \( \hat{k}_t \cdot \hat{k}_a = \cos \theta_i \) (21b)

Equation (21) can be solved by substituting \( V_I \) from (21) into (21a) and then solving the quartic equation to obtain \( V_R \) as,

\[
V_R = \left\{ \frac{1}{2} \left( \sqrt{(\nu^2_R - \nu^2_I)^2 + 4 \left( \frac{\nu R \nu_I}{\cos \theta_i} \right)^2 + \nu^2_R - \nu^2_I} \right) \right\}^{1/2}
\]

The value of \( V_I \) can be estimated using (22) and (21b).

By imposing the low-loss assumption \( \epsilon_I \ll \epsilon_R \) and using (19) to express \( \cos \theta_i \) in terms of \( \sin \theta_i \) in (22), we can use the binomial expansion \([37]\) to approximate \( V_R, V_I \) and \( \theta_i \) as (and use (6) and (7) to express in terms of permittivity),

\[
V_R \approx \nu_R \left( 1 + \frac{\sin^2 \theta_i}{2(\nu^2_R - \sin^2 \theta_i)} \right)^{1/2}
\]

\[
V_I \approx \nu_I \left( 1 - \frac{\sin^2 \theta_i}{2(\nu^2_R - \sin^2 \theta_i)} \right)^{1/2}
\]

Using the previous relations, we can find the expression for the ray in Fig. 1 along ray path \( dr = dr \hat{k}_t \) as,

\[
E_i(r) = A_i \exp (j k_0 (V_R dr \hat{k}_t \cdot \hat{v} + j V_I dr \hat{k}_a \cdot \hat{v}))
\]

\[
= A_i \exp (j k_0 (V_R dr \hat{k}_t \cdot \hat{v} + j V_I dr \hat{k}_a \cdot \hat{v}))
\]

\[
= A_i \exp (-k_0 V_R dr \cos \theta_i) \exp (j k_0 V_R dr)
\]

\[
\text{attenuation term}
\]
where, $A_t, V_R, V_I$ are functions of $r$. The ray equation for IPW (25) is for a ray passing through differential element $dr$ along ray path $d\mathbf{r} = dr \hat{k}_t$. For an extended area of a lossy scatterer with piece-wise homogeneous distribution of refractive index, (25) can be written in terms of path integral along the ray direction as,

$$ E_i(r) = A_t \exp\left( -k_0 \int V_I \cos \theta_i dr \right) \exp\left( j k_0 \int V_R \hat{k}_t dr \right) $$

In the next section, we use this form to approximate the term $\nabla \phi_s \cdot \nabla \phi_s$ in order to enhance the accuracy of RA. Note that (17) represents the first order ray inside a piecewise homogeneous scatterer. There will be higher order rays inside the scatterer due to multiple scattering. However, for a lossy scatterer, it is shown that the first order ray is a good approximation as higher order rays will contain low energy (see Appendix A for details).

### B. RI for Low Loss Media at High Frequencies

To approximate the term $\nabla \phi_s \cdot \nabla \phi_s$ in RI, we start by equating the total field inside the scatterer (10) using the ray equation (26) to obtain

$$ E_i(r) e^{j k_0 \phi_s(r)} = A_t(r) \exp\left( -k_0 \int V_I(r) \cos \theta_i dr \right) \exp\left( j k_0 \int V_R(r) \hat{k}_t dr \right) $$

Substituting the incident field from (17) as $E_i(r) = A_0(r) e^{j k_0 \hat{k}_i \cdot r}$ gives,

$$ \phi_s(r) = \frac{1}{j k_0} \ln \left[ \frac{A_t}{A_0} \exp\left( -k_0 \int V_I \cos \theta_i dr \right) \exp\left( j k_0 \int V_R dr \right) \right] $$

Note that the quantities $A_t, A_0, V_R, V_I, E_i$ are functions of $r$ in (28) and for brevity we do not show this dependence in the remainder of this paper. Taking the gradient of (28) gives (recall from (26), $dr = dr \hat{k}_t$),

$$ \nabla \phi_s(r) = \left[ \frac{\nabla \ln \left( \frac{A_t}{A_0} \right)}{j k_0} \right] + \left[ (V_R \hat{k}_t - \hat{k}_i) + j V_I \hat{k}_a \right] $$

so that

$$ \nabla \phi_s(r) \cdot \nabla \phi_s(r) = $$

We note from Fig. 1 $\hat{k}_i \cdot \hat{k}_a = \cos \theta_i$ and $\hat{k}_i \cdot \hat{k}_i = \cos \theta_s$ where $\theta_s$ is the scattering angle. We can now write (30) as

$$ \nabla \phi_s(r) = $$

Separating out real and imaginary terms gives,

$$ \nabla \phi_s(r) \cdot \nabla \phi_s(r) = $$

Equation (32) provides an expression for $\nabla \phi_s \cdot \nabla \phi_s$ which is required in RI (13) (neglected in RA (15)). Expanding the contrast function (14) of RI using (21) gives,

$$ \chi_{RI}(r) = $$

Equation (34) can be further modified using (25) and (24) to replace $V_R$ and $V_I$ in terms of $\nu_R$ and $\nu_I$ under low-loss conditions as,

$$ \chi_{RI}(r) = $$

Complex refractive index can also be expressed in terms of complex permittivity using (9) and (7). Using this, the final expression for the contrast in RI under low-loss, high frequency conditions is given by

$$ \chi_{RI}(r) = $$
To the best of our knowledge, this is the first time that the contrast function, \( \text{Im}(\chi_{RI}) \), of RI has been given for lossy media. A significant aspect of \((36)\) is that it can be clearly seen that both the real and imaginary parts of the contrast function contain significant terms. Furthermore, the imaginary part depends on both the real and imaginary parts of the permittivity and this describes the “crosstalk” where even when the permittivity is real there will be a component in the imaginary part of the contrast function. Similarly, the real part of the contrast function also depends on both the real and imaginary parts of the permittivity.

Further simplification of \((36)\) is possible. Because we are considering the high frequency regime (approximately \( > 1 \) GHz) where \( k_0 \) is large, we can approximate \((36)\) by ignoring the cross terms (\( R_2, R_3, I_2 \)) as these include \( 1/k_0 \) and \( 1/k_0^2 \). This approximation will be valid as long as the spatial variation of the term \( \tilde{A} = \ln(A_I/A_0) \) is small (so that \( \nabla \tilde{A} \) is small). In applications such as indoor imaging, the objects considered are largely homogeneous and therefore the gradient of \( \tilde{A} \) will be minimal inside and outside the objects. On the boundaries there will be a discontinuity and therefore our approximations will generally be accurate everywhere except at the boundaries of the objects where we can expect distortions in reconstruction amplitude. Based on these approximations, we can ignore the cross terms and rewrite \((36)\) as,

\[
\chi_{RI}(r) = 2(\sqrt{\epsilon_R} \cos \theta_s - 1) + j \frac{\epsilon_I}{\sqrt{\epsilon_R - \sin^2 \theta_i}} \cos \theta_i
\]

(37)

From this equation we can see that there is a fundamental difference between the real and imaginary parts of the contrast function. In this form, the imaginary part \( \text{Im}(\chi_{RI}) \) is a function of incident angle \( \theta_i \) and both the real and imaginary parts of permittivity (\( \epsilon_R, \epsilon_I \)). While the real part of \( \text{Re}(\chi_{RI}) \) is a function of the real part of the permittivity \( \epsilon_R \) and the scattering angle \( \theta_s \) which further depends on \( \theta_i \) and \( \epsilon_I \). Equation \((37)\) is also very different from previous RA formulations particularly in terms of \( \text{Im}(\chi_{RI}) \) \cite{[42], [43]}

The dependence of the imaginary part of the contrast function, \( \text{Im}(\chi_{RI}) \) on \( \theta_i \) instead of \( \theta_s \) is the most important aspect of the derived result and is new to this field. The incident angle \( \theta_i \) is only a function of the shape of the object. It does not change with the permittivity of the object. This implies that any distortion in the imaginary component, \( \text{Im}(\chi_{RI}) \), of the reconstruction due to the presence of the \( \theta_i \) terms is independent of the objects permittivity in our formulation \((37)\). Therefore, if the imaginary component of the reconstruction of the contrast function is accurate at low permittivity, it is likely to be accurate for all permittivity levels. This is the reason we focus on this component in this paper.

On the other hand, the real part of the reconstruction, \( \text{Re}(\chi_{RI}) \) depends on \( \theta_s \) which is dependent on \( \theta_i \) as well as object permittivity. As demonstrated in a large body of previous literature, the real part has been shown to be accurate only for objects that have relative permittivities that deviate only slightly from unity \cite{[40], [44], [45]}. In fact due to the dependency of \( \text{Re}(\chi_{RI}) \) on \( \theta_s \), the real part of the reconstruction for higher permittivity has significant distortion and is hence not very useful for imaging in applications such as indoor imaging \cite{[40], [44], [45]}

We can also look at \((37)\) from the perspective of Fermat’s principle to gain more insight \cite{[44]}. Under strong scattering (\( \epsilon_R \gg 1 \)), and for the special cases of normal incidence (\( \theta_i = 0 \)) and forward scattering (\( \theta_i = 0 \)), our result \((37)\) reduces to refractive index \( \chi_{RI} \approx 2(\nu_0^2 - 1) + 2j \nu_1 = 2(\nu - 1) \). This agrees with Fermat’s principle where the incremental phase change of a ray is directly related to the product of the path length along the ray and refractive index contrast \( (\nu - 1) \). In other words, the incremental phase change of a ray per wavelength should be proportional to \( k_0(\nu - 1) \). For conventional RA, it is known (using asymptotic techniques) that the incremental phase change per wavelength is \( \frac{1}{2}k_0(\nu^2 - 1) \) which does not match the expected phase change as per Fermat’s principal \((37)\). Therefore xPRA-LM also appears to better satisfy the underlying physics of the problem.

In the remainder of this work, we focus only on \( \text{Im}(\chi_{RI}) \) since it is dependent only on \( \theta_i \) and promises to provide accurate reconstruction. It has also not been explored previously.

C. Final xPRA-LM form

To make \( \text{Im}(\chi_{RI}) \) in \((37)\) tractable for imaging, it is necessary to remove the \( \theta_i \) dependence in \((37)\) so that \( \text{Im}(\chi_{RI}) \) becomes only a function of permittivity \( (\epsilon_r = \epsilon_R + j\epsilon_I) \). This can be performed by realizing that in the imaging process the object is often illuminated from a wide variety incidence directions (which is satisfied in the tomographic setup here) so that \( \theta_i \in [-\pi/2, \pi/2] \). Therefore by taking an average over these angles, \( \text{Im}(\chi_{RI}) \) can be written as

\[
\text{Im}(\chi_{RI}) = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} \frac{\epsilon_I \cos \theta_i}{\sqrt{\epsilon_R - \sin^2 \theta_i}} d\theta_i
\]

(38)

This integral can be solved analytically (using substitution \( u = \sin \theta_i \)) to obtain

\[
\text{Im}(\chi_{RI}) = \frac{2\epsilon_I}{\pi} \sin^{-1} \left( \frac{1}{\sqrt{\epsilon_R}} \right)
\]

(39)

Equation \((39)\) represents the final form of our imaging formulation and provides an expression for the imaginary part of the contrast function straightforwardly in terms of object permittivity \( (\epsilon_I \text{ and } \epsilon_R) \). Furthermore, with the contrast functions’ analytical relation to \( \epsilon_I \) and \( \epsilon_R \), we will be able to distinguish between different types of materials in the DOI.

To obtain further insight into \((39)\) we can also consider the two limits of weak and strong scattering. For strong scattering, \( \epsilon_R \gg 1, \delta \ll 1 \),

\[
\text{Im}(\chi_{RI}) \approx \frac{2}{\pi} \frac{\epsilon_I}{\sqrt{\epsilon_R}}
\]

(40)

as \( \sin^{-1} \left( \frac{1}{\sqrt{\epsilon_R}} \right) \approx \frac{1}{\sqrt{\epsilon_R}} \) for \( \epsilon_R \gg 1 \). This reveals the contrast function becomes a straightforward ratio in this scenario. For weak scattering, \( \epsilon_R \approx 1, \delta \ll 1 \),

\[
\text{Im}(\chi_{RI}) \approx \epsilon_I
\]

(41)

as \( \sin^{-1} \left( \frac{1}{\sqrt{\epsilon_R}} \right) \approx \frac{\pi}{2} \) for \( \epsilon_R \approx 1 \). This is the conventional RA form as is expected.
We can substitute \( \chi_{RI} \) (with averaged \( \text{Im}(\chi_{RI}) \) in (39)) back to RI (13) which provides the final form of the proposed method xPRA-LM, as

\[
P(r) \text{[dB]} = P_i(r) \text{[dB]} + C_0 \cdot \text{Re} \left( \frac{k^2}{E_i(r)} \int_A g(r, r') \chi_{RI}(r') E_i(r') dr' r'^2 \right) \quad (42a)
\]

\[
\text{Im}(\chi_{RI})(r) = \frac{2\epsilon_f}{\pi} \sin^{-1} \left( \frac{1}{\sqrt{\epsilon_R}} \right) \quad (42b)
\]

To summarize, we have used the high frequency approximation in low loss piece-wise homogeneous media to find an approximate expression for \( \nabla \phi_s \cdot \nabla \phi_s \) which is neglected from the contrast function of the conventional Rytov approximation. xPRA-LM is then based on including our expression for \( \nabla \phi_s \cdot \nabla \phi_s \) into RI’s contrast function. This provides a new expression for the reconstruction (42) and is valid under a wide range of scattering conditions. To the best of our knowledge, this has not be performed before and as we shall show later it is remarkably accurate.

### D. Background Subtraction and Imaging Temporal Change

To highlight a final feature of (42) we also introduce the process of background subtraction and imaging temporal change.

The indoor environment is unique [24] in that the stationary background (including ceiling, floor, walls, other clutter inside or outside DOI) will exhibit scattering. This is often significant and will cause distortion in the reconstruction. However these background objects will usually be spatially separate and distinct from the objects of interest. This observation implies that scattering or interaction between the objects of interest and the stationary background will usually not dominate the wave phenomena. Due to the linear form of (42), subtraction of the background scattering can be included straightforwardly.

Furthermore the objects of interest within the indoor environment are often those which are moving as in applications such as security and inventory control. Therefore subtracting out the stationary background component will leave behind the signal predominately relating only to those moving objects. Therefore background subtraction will significantly increase reconstruction accuracy of objects that have moved and remove distortion due to background scattering. We refer to this as imaging temporal change and it is performed by utilizing background subtraction.

Background subtraction also leads to the concept of temporal sparsity where changes in the indoor environment are usually minor compared to the background scatterers consisting of walls and furniture. We can therefore impose a strong temporal sparsity constraint on the change and we refer to this as temporal sparsity in the remainder of this paper.

The use of temporal sparsity along with background subtraction are two powerful tools that can be utilized to enhance the performance of indoor imaging significantly. Due to the linear form of (42), background subtraction can be included straightforwardly. This is in contrast to nonlinear techniques which cannot relate object change to measurement data change straightforwardly.

Consider an initial time instant \( t_0 \) at which the contrast profile is \( \chi_{RI} \) and the measured total power is \( P^{t_0} \). Let there be some perturbation in this profile in duration \( \Delta t \) so that the contrast profile at time instant \( t_0 + \Delta t \) is \( \chi_{RI}^{t_0+\Delta t} \) and the measured total power is \( P^{t_0+\Delta t} \). Writing (42) for both time instances and subtracting them gives,

\[
\Delta P(r) \text{[dB]} = P^{t_0+\Delta t}(r) - P^{t_0}(r) = C_0 \cdot \text{Re} \left( \frac{k^2}{E_i(r)} \int_A g(r, r') \Delta \chi_{RI}(r') E_i(r') dr' r'^2 \right) \quad (43)
\]

where,

\[
\Delta \chi_{RI} = \chi_{RI}^{t_0+\Delta t} - \chi_{RI}^{t_0} = \Delta \text{Re}(\chi_{RI}) + j \Delta \text{Im}(\chi_{RI}). \quad (44)
\]

This is the final form of xPRA-LM with background subtraction and it is extremely useful for imaging changes in an indoor environment, while removing distortions due to background scattering or clutter.

The form of xPRA-LM, (43), is also very important for use in practical scenarios. When compared to (42), we observe that we need to obtain estimates of the incident waveform. This is often difficult to obtain as an anechoic type environment would be needed to obtain these. However by leveraging background subtraction this complication is also removed. In essence, we acquire measurements when there are no objects in the DOI to obtain an estimate of the incident wavefield in the background clutter. Equating that to \( t_0 \) we then straightforwardly utilize (43) by substituting \( P^{t_0} = P^i \), \( P^{t_0+\Delta t} = P, \chi_{RI}^{t_0} = 0 \) and \( \chi_{RI}^{t_0+\Delta t} = \chi_{RI} \), where \( P, P, \chi_{RI} \) are respectively the free-space incident power, total measured power in presence of scatterer and contrast of the scatterer.

### IV. Simulation Results

In this section we provide simulation results to demonstrate the performance of the proposed xPRA-LM method in lossy media. In the section following, we provide experimental results. To make the simulated and experimental results compatible we make the geometry of DOI and sensor placement similar in both the simulation and experimental examples. For comparison, we have included the results for the real part of the contrast function \( \text{Re}(\chi_{RI}) \) in Appendix B. We have not provided comparisons to any other existing techniques because none of the other phaseless inverse scattering techniques can provide reconstructions for scatterers having large permittivity (up to \( \epsilon_R = 77 \)) and larger than \( \lambda_s \) size. Most importantly, none of the techniques can be formulated for background subtraction which is crucial for practical indoor imaging. This has been explained in detail in section I.

Fig. 2 shows DOI setup for the simulations. The DOI size is \( 3 \times 3 \text{ m}^2 \) and transceiver nodes are placed at the boundary of the DOI. These can act as both sources and receivers of the wavefield to match the experimental configuration as detailed in the next section. The setup utilizes \( M = 40 \) transceiver nodes so that there are \( L = \frac{MM'-1}{2} = 780 \) unique links. For reconstruction, the \( 3 \times 3 \text{ m}^2 \) DOI is divided into
2.5 × 2.5 cm² discrete grids (grid size in terms of wavelength $= \frac{\lambda_0}{3} \times \frac{\lambda_0}{3}$). Hence we need to estimate $N = 14400$ unknowns using 780 measurements which gives a severely under-determined inverse problem and requires regularization. To perform regularization we use conventional 2D total variation (TV) regularization to obtain our reconstructions.

To generate simulation data, we use the method of moments to obtain the forward simulation of scattering. Detailed equations for simulating the forward problem can be found in [1]. For the forward problem, the DOI is divided into discrete grids of size $\frac{\lambda}{10} \times \frac{\lambda}{10}$, where $\lambda = \lambda_0/\sqrt{\epsilon_R}$. Hence, the grid size used for the inverse problem is always smaller than the grid size used for the forward problem and the method for calculating the forward problem is different from the inversion process to avoid inverse crimes.[1]

We consider the following configurations for numerical evaluation:

1) Single large scatterer with $\delta \ll 1$, $\epsilon_R \approx 1$ (Low-Loss, Weak scattering)
2) Single large scatterer with $\delta \ll 1$, $\epsilon_R > 1$ (Low-Loss, Strong scattering)
3) Single large scatterer with $\delta \ll 1$, $\epsilon_R \gg 1$ (Low-Loss, Extremely strong scattering)
4) Multiple large scatterers with $\delta \ll 1$ and different $\epsilon_R$ values (Low-Loss, Strong multiple scattering)
5) Scatterer with temporal change in profile ($\delta \ll 1$ and $\epsilon_R$)

For all the results, we use scatterers which are larger than the incident wavelength (for example $\lambda_0 = 12.5$ cm for 2.4 GHz Wi-Fi). For reconstructing profiles, we only use phaseless data (magnitude only). To quantify the performance, we use the peak signal to noise ratio (PSNR) and Structural Similarity Index (SSIM) [47] which are commonly used image quality assessment metric to compare the ground truth image to the reconstructed image. The higher the PSNR value, the better is the reconstruction. SSIM value ranges from 0 to 1 and the closer it is to 1, the closer is the reconstruction to the ground truth. Typically PSNR values greater than 20-30 dB are considered good while SSIM values greater than 0.85 are considered very good. The PSNR and SSIM values are provided in the figure captions of all reconstruction results.

For better visualization, all the reconstructions are zoomed in on a $1 \times 1$ m² central area of the reconstruction to highlight the area around the scatterer rather than showing reconstruction of the whole $3 \times 3$ m² DOI. Also, in the remainder of this section, we denote the maximum physical length of the scatterer as $L_p$ and the corresponding maximum electrical length as $L_e$ which are expressed respectively in terms of free space wavelength $\lambda_0$ and wavelength inside the scatterer $\lambda = \lambda_0/\sqrt{\epsilon_R}$. Both $L_p$ and $L_e$ are measured along the longest linear length across the 2D cross section of the scatterer. For example, if the scatterer is square shaped, then $L_p$ and $L_e$ are measured along the diagonal.

### A. Numerical Examples and Analysis

1) **Low-Loss, Weak scattering**: To verify the simulations we first provide a result for weak scattering. Fig. 3 shows the reconstruction of a scatterer with $\epsilon_R = 1.1$, $\epsilon_I = 0.11$, $\delta = 0.1$. The scatterer size is $0.3 \times 0.3$ m² and hence, its physical length is $L_p = 3.4\lambda_0$ and electrical length $L_e = 3.56\lambda$, where $\lambda = \lambda_0/\sqrt{\epsilon_R}$. From Fig. 3, it can be seen that the reconstructed imaginary part $\text{Im}(\chi_{RI}) = \frac{2\pi}{\sqrt{\epsilon_R}} \sin^{-1}(1/\sqrt{\epsilon_R})$ is an excellent match with the ground truth. Furthermore, the value of the reconstructed profile is also close to the expected results from conventional RA, i.e. $\frac{2\pi}{\sqrt{\epsilon_R}} \sin^{-1}(1/\sqrt{\epsilon_R}) \approx \epsilon_I$ (as $\epsilon_R \approx 1$, $\sin^{-1}(1/\sqrt{\epsilon_R}) \approx \frac{\pi}{2}$). The reconstruction of the real part of contrast is shown in Appendix B in Fig. 19 which is also accurate as expected for weak scattering. This validates that our formulation of low-loss, high frequency Rytov approximation (XPR-LM) reduces to the conventional results under the weak scattering conditions. Reconstruction quality is excellent with high PSNR and SSIM values as expected.

![Fig. 3: Reconstruction of imaginary component of contrast, $\text{Im}(\chi_{RI}) = \frac{2\pi}{\sqrt{\epsilon_R}} \sin^{-1}(1/\sqrt{\epsilon_R})$. The scatterer size is $30 \times 30$ cm² with $L_p = 3.4\lambda_0$ and $L_e = 3.56\lambda$, $\lambda = \lambda_0/\sqrt{T}$. (PSNR = 62 dB, SSIM = 0.998)](image)

### B. Low-Loss, Strong Scattering

Next, we increase the permittivity further to $\epsilon_r = 4 + j0.4$ (which is close to the permittivity of objects commonly found in indoor region such as bricks, concrete, wood and paper/books) [25–27]. The scatterer has physical size $L_p = 3.4\lambda_0$ and electrical size $L_e \approx 7\lambda$ as shown in Fig. 4. For conventional inverse scattering techniques, this permittivity and size is considered as very high. However, the reconstruction of the imaginary part of contrast $\text{Im}(\chi_{RI})$ in Fig. 4(b) is surprisingly accurate even for this high permittivity and large size. PSNR and SSIM values are again very good. As expected, the reconstruction of $\text{Re}(\chi_{RI})$ is very distorted (see...
Fig. 5: Reconstruction of imaginary component of contrast, $\text{Im}(\chi_{RI})$. The scatterer size is $30 \times 30$ cm$^2$ with $L_p = 3.4\lambda_0$ and $L_e = 7\lambda$, $\lambda = \lambda_0/\sqrt{7}$. (PSNR = 38 dB, SSIM = 0.981).

Fig. 6: Reconstruction of imaginary component of contrast, $\text{Im}(\chi_{RI}) = 2\epsilon_r/\epsilon_0 \sin^{-1}(1/\sqrt{\epsilon_0}).$ The scatterer size is $60 \times 60$ cm$^2$ with $L_p = 5\lambda_0$ and $L_e = 10\lambda$, $\lambda = \lambda_0/\sqrt{4}$ (PSNR = 42 dB, SSIM = 0.97).

Fig. 7: Reconstruction of imaginary component of contrast, $\text{Im}(\chi_{RI}) = 2\epsilon_r/\epsilon_0 \sin^{-1}(1/\sqrt{\epsilon_0}).$ The scatterer size is $30 \times 30$ cm$^2$ with $L_p = 3.4\lambda_0$ and $L_e = 11\lambda$, $\lambda = \lambda_0/\sqrt{11}$. (PSNR = 33 dB, SSIM = 0.97).

Fig. 8: Reconstruction of imaginary component of contrast, $\text{Im}(\chi_{RI}) = 2\epsilon_r/\epsilon_0 \sin^{-1}(1/\sqrt{\epsilon_0}).$ The scatterer size is $30 \times 30$ cm$^2$ with $L_p = 3.4\lambda_0$ and $L_e = 24\lambda$, $\lambda = \lambda_0/\sqrt{24}$. (PSNR = 25 dB, SSIM = 0.95).

Fig. 9: Reconstruction of imaginary component of contrast, $\text{Im}(\chi_{RI}) = 2\epsilon_r/\epsilon_0 \sin^{-1}(1/\sqrt{\epsilon_0}).$ The scatterer size is $30 \times 30$ cm$^2$ with $L_p = 3.4\lambda_0$ and $L_e = 30\lambda$, $\lambda = \lambda_0/\sqrt{30}$. (PSNR = 24 dB, SSIM = 0.942).

C. Low-Loss, Extremely Strong Scattering

Next we increase permittivity to extremely high values ($\epsilon_r = 10 + j1$, $50 + j5$ and $\epsilon_r = 77 + j7$) while keeping $\delta = 0.1$. The values $\epsilon_r = 50 + j5$ and $\epsilon_r = 77 + j7$ also approximate the complex permittivity of water and the human body at 2.4 GHz [25], [27] and are therefore useful in practice too. Figure [7], Fig. [8] and Fig. [9] provides the reconstructions where the electrical size $L_e$ for these examples are $11\lambda$, $24\lambda$ and $30\lambda$ respectively. To the best of our knowledge, there has been no demonstration for such strong scattering for objects larger than a wavelength in the inverse scattering community.
assuming that the angle of incidence of the waves is uniform in the interval $\theta_i \in [-\pi/2, \pi/2]$ which is not completely satisfied and any deviations from this assumption can result in errors as the entities involved ($\epsilon_R, \epsilon_I$) are large in Fig. 8 and Fig. 9. On the other hand since $\cos \theta_i > 0$ for any value of $\theta_i \in (-90^\circ, 90^\circ)$ and permittivity, the shape of the reconstruction of the imaginary part will not be distorted (as seen in Fig. 8b and Fig. 9b) even if the averaging operation is not accurate. PSNR and SSIM remain good for both results and are above 20 dB and 0.85 respectively. In contrast the results shown in Appendix B have PSNR and SSIM values that are both poor being less than 10 dB and 0.8 respectively.

D. Overall Summary

Overall, results show that reconstruction of shape is accurate for any value of permittivity but estimation of contrast function amplitude is affected if permittivity is too large. To obtain an estimate of the reconstruction accuracy as a function of refractive index, we consider a circular object of diameter $5\lambda_0$ with varying complex permittivities. Figure 10 plots the ground truth verses the reconstructed amplitude value of the imaginary part of the contrast function ($\text{Im}(\chi_{RI})$) as a function of relative permittivity (where real part $\epsilon_R$ is varied in the range $\epsilon_R \in [1.1, 80]$ while loss tangent is fixed at $\delta = 0.1$ so that $\epsilon_I$ is varied in the range $\epsilon_I \in [0.1, 8]$). It can be seen that the estimated value of $\text{Im}(\chi_{RI})$ given by xPRA-LM is accurate for a wide range of permittivity (it is accurate within $5\%$ error up to relative permittivity $\epsilon_r = 15 + j1.5$).

To summarize, the results shown in Fig. 11 to Fig. 12 show that the imaginary part of reconstruction of the contrast function $\text{Im}(\chi_{RI})$ provided by xPRA-LM achieve excellent shape estimation of the scatterers even for extremely high permittivity and large object sizes. The technique can therefore be very useful for indoor imaging applications such as imaging or tracking movement of objects or people. Apart from accurate shape reconstruction, xPRA-LM also provides accurate estimation of the value of $\text{Im}(\chi_{RI})$ which is accurate up to $\epsilon_r = 15 + j1.5$. Future work can include using iterative frameworks to first estimate the shape and then estimate $\cos \theta_i$ to compensate for the underestimated contrast function amplitudes by removing the need for uniform averaging with respect to $\theta_i$. Next we show that xPRA-LM can image multiple scatterers with different permittivity and can distinguish between these objects.

E. Multiple Scatterers

Fig. 11 provides the reconstruction of two scatterers (both with $\epsilon_r = 4 + j0.4$) inside DOI. The reconstructions shows similar performance as for the configuration of a single scatterer and xPRA-LM provides excellent reconstruction of the scatterers. This shows that xPRA-LM can also handle multiple scattering between different scatterers.

Fig. 10: Plot in blue solid line represents ground truth amplitude of $\text{Im}(\chi_{RI}) = 2\pi \epsilon_I \sin^{-1}(1/\sqrt{\epsilon_R})$ as a function of real part $\epsilon_R$ of relative permittivity. The value of loss tangent is fixed at $\delta = 0.1$ so that the imaginary part of permittivity of scatterers becomes $0.1 \times \epsilon_R$. Plot in red dotted line represents reconstructed value of $\text{Im}(\chi_{RI})$ using xPRA-LM.

Fig. 11: Reconstruction of imaginary component of contrast, $\text{Im}(\chi_{RI}) = 2\pi \epsilon_I \sin^{-1}(1/\sqrt{\epsilon_R})$. The size of both scatterers is $30 \times 30$ cm$^2$ with $L_p = 3.4\lambda_0$ and $L_e = 24\lambda$, $\lambda = \lambda_0/\sqrt{50}$. (PSNR = 32 dB, SSIM = 0.98).

Fig. 12: Reconstruction of imaginary component of contrast, $\text{Im}(\chi_{RI}) = 2\pi \epsilon_I \sin^{-1}(1/\sqrt{\epsilon_R})$. The permittivity of scatterer on left is $\epsilon_{R_L} = 4, \epsilon_I = 0.4$ which gives $\text{Im}(\chi_{RI}) = 0.13$. The permittivity of scatterer on right is $\epsilon_{R_R} = 30, \epsilon_I = 3$ which gives $\text{Im}(\chi_{RI}) = 0.35$. The size of both scatterers is $30 \times 30$ cm$^2$. (PSNR = 22 dB, SSIM = 0.92).

Fig. 13: Reconstruction of imaginary component of contrast, $\text{Im}(\chi_{RI}) = 2\pi \epsilon_I \sin^{-1}(1/\sqrt{\epsilon_R})$. The permittivity of scatterer on left is $\epsilon_{R_L} = 4, \epsilon_I = 0.4$ which gives $\text{Im}(\chi_{RI}) = 0.13$. The permittivity of scatterer on right is $\epsilon_{R_R} = 30, \epsilon_I = 3$ which gives $\text{Im}(\chi_{RI}) = 0.35$. (PSNR = 20 dB, SSIM = 0.9).

Fig. 12 shows reconstruction for two scatterers of different complex permittivity ($\epsilon_r = 4 + j0.4$ for object on left and $\epsilon_r = 30 + j3$ for object on right). This is an important test
of the proposed xPRA-LM model because we desire shape reconstruction as well as being able to distinguish between different objects (reconstruction should be able to differentiate objects with different permittivity values). Fig. 12(b) shows that xPRA-LM provides excellent shape reconstruction. The reconstructed image is also able to provide a clear distinction between the two objects. PSNR and SSIM remain good.

Finally, Fig. 15 provides results where the two scatterers have different complex permittivity as well as different shapes. The conclusions are the same as Fig. 12 and reconstruction is accurate and provide clear distinction between the materials of the two scatterers. PSNR and SSIM remain good and in contrast the results shown in Appendix B have PSNR and SSIM values that are both poor being less than 10 dB and 0.8 respectively.

F. Temporal Background Subtraction

Next we examine the accuracy of xPRA-LM in imaging changes in the DOI profile and its efficiency in performing background subtraction. This is a crucial feature required for handling experimental data where measurements contain unwanted multipath distortions due to the stationary background such as ceiling, floor and walls. We selected the profile example shown in Fig. 14 as a demonstration. Fig. 14(a) shows a circular profile at time instant $t_0$ which is changed to the larger circular profile in Fig. 14(b) after some time duration $\Delta t$. Therefore, the change in profile in time $\Delta t$ should appear as a ring as shown in Fig. 14(c).

![Fig. 14: Temporal Background Subtraction](image)

(a) Profile in time $t = t_0$  
(b) Profile in time $t = t_0 + \Delta t$  
(c) Change in profile $\Delta t$

We assign permittivity $\epsilon_r = 4 + j0.4$ to the profile (change in profile) and the ground truth is shown in Fig. 15(a). Let the measured power at $t_0$ be $P_{t_0}$ and at $t_0 + \Delta t$ be $P_{t_0 + \Delta t}$. We substitute these in xPRA-LM (43) to perform background subtraction and reconstruct the change in profile which should appear as a ring with $\text{Im}(\Delta \chi_{RI}) = 0.13$ (estimated using (44)). Fig. 15(b) shows that xPRA-LM is effective in reconstructing this change in profile.

![Fig. 15: Demonstrating Background Subtraction results using xPRA-LM](image)

(a) Ground Truth: $\text{Im}(\Delta \chi_{RI}) = 0.13$  
(b) Reconstruction of $\text{Im}(\Delta \chi_{RI})$

V. EXPERIMENTAL RESULTS

Fig. 16 shows our experimental setup. The DOI is inside room 3125A in the Hong Kong University of Science and Technology (HKUST). WiFi transceiver nodes can be seen at the boundary of the $3 \times 3$ m$^2$ DOI. Each node consists of a SparkFun ESP32 Thing board [49] consisting of an integrated 802.11 bgn WiFi transceiver operating at 2.4 GHz. The inbuilt omnidirectional antenna of the SparkFun ESP32 boards are replaced by a Yagi antenna of 6.6 dBi. The ESP32 boards (with antenna) are located at a height of $d_h = 1.2$ m from the floor using a wooden stand (see Fig. 16). The Yagi antennas on the boards are oriented such that the xz-plane in Fig. 16 lies in the 2D DOI plane and yz-plane (center dipole element of the antenna) is normal to 2D DOI plane and hence matches our TM (vertical polarization) simulations and formulations.

Every transceiver can be assumed to alternate between access point (AP) and station (STA) mode so that the WiFi beacon signal can be utilized to obtain the RSSI for each link. This experimental configuration utilizes $M = 40$ WiFi transceiver nodes so that there are in total $L = 780$ unique measurement links ($L = M(M-1)/2$).

![Fig. 16: Experimental setup showing $3 \times 3$ m$^2$ DOI with 40 WiFi 2.4 GHz transceiver nodes.](image)

At height $d_h = 1.2$ m, the 2D cross sectional slice of 3D DOI in Fig. 16 matches our simulation setup where DOI dimension and location of nodes are exactly the same as in Fig. 2. The difference between simulations and experiments arises in the measurement data, as the simulation setup is ideal 2D environment whereas the experimental setup is a 3D environment with 2D DOI at height 1.2 m from floor. Therefore, the experimental measurements contain distortions due to multipath reflections from the ceiling, floor and walls and other clutter outside the DOI. Furthermore, experimental data also contains errors and noise which is absent in the simulations. While the Yagi antennas reduce the effect of multiple reflections, distortions due to clutter will remain. The key technique which can handle these distortions and error in the experimental setup is the background subtraction framework (43).

Fig. 17(a) details our first experiment where two book stacks are placed upon the Styrofoam platform. Our goal is to image these book stacks and the cross section of each stack is $21 \times 30$ cm$^2$. Fig. 17(b) shows the ground truth profile of the imaginary part of the contrast function $\text{Im}(\chi_{RI})$, representing the 2D cross section of the experimental setup shown in Fig. 17(a). The
Fig. 17: Experimental setup and results. (a) Experimental setup where two book stacks are placed on a Styrofoam platform. The cross section of each stack is 21 × 30 cm² and complex permittivity \( \epsilon_r = 3.4 + j0.25 \) (\( \frac{2\pi}{\lambda} \sin^{-1}(1/\sqrt{\epsilon_R}) = 0.09 \)) and water-can act as very high permittivity object with \( \epsilon_r = 77 + j7.13 \) (\( \frac{2\pi}{\lambda} \sin^{-1}(1/\sqrt{\epsilon_R}) = 0.52 \)). (b) shows the ground truth profile of imaginary part of contrast \( \text{Im}(\chi_{RI}) \) representing the 2D cross section of experimental setup shown in (a). The (PSNR, SSIM) values for reconstructions in (c) and (d) are (28 dB, 0.874) and (22 dB, 0.88) respectively.

Fig. 18: Experimental setup and results. (a) Experimental setup where a book stack and a circular container filled with water are placed on Styrofoam platform. The book stack act as medium permittivity object with \( \epsilon_r = 3.4 + j0.25 \) (\( \frac{2\pi}{\lambda} \sin^{-1}(1/\sqrt{\epsilon_R}) = 0.09 \)) and water-can act as very high permittivity object with \( \epsilon_r = 77 + j7 \) at 2.4 GHz. The 2D cross section of the ground truth of \( \text{Im}(\chi_{RI}) \) is shown in Fig. 18(b). Similarly to the previous results, the reconstruction using experimental data (Fig. 18(d)) matches the reconstruction using simulation data (Fig. 18(c)) and provides accurate imaging of the two objects with different permittivity. Both the PSNR and SSIM are again good. In contrast the results shown in Appendix B have PSNR and SSIM values that are both very poor being less than 10 dB and 0.8 respectively.

VI. CONCLUSION

In this paper we have presented a phaseless inverse scattering technique, xPRA-LM. It is demonstrated by both simulations and experiments that xPRA-LM can provide accurate reconstructions of the imaginary component of the contrast function under a wide variety of scattering conditions including strong scattering (when scatterer has large size and high permittivity). The xPRA-LM method is based on corrections...
to the Rytov approximation which we obtain by approximating the gradient of the scattered field inside the scatterer using high frequency approximations in lossy media. We also incorporate background subtraction which helps to enhance experimental performance and remove distortions caused by background scattering or clutter.

We demonstrate the performance of the proposed xPRA-LM method for the use-case of indoor imaging using phaseless WiFi measurements and provide extensive simulation and experimental results, covering a wide range of scenarios including weak scattering and extremely strong scattering. The experiments are performed in an indoor environment with clutter inside as well as outside the DOI. We demonstrate that the approach provides accurate reconstruction (of both shape and amplitude) up to relative permittivities of $15 + j1.5$ while maintaining accurate shape reconstruction up to relative permittivities $\epsilon_r = 77 + j7$ where the electrical size of the scatterer is greater than $20\lambda$. To the best of our knowledge, this is the first inverse scattering approach for indoor imaging which provides accurate shape reconstruction of the scatterers in DOI along-with information about their complex permittivity even under extremely strong scattering conditions. Furthermore the technique requires only phaseless measurements. More generally our technique is applicable to a wide variety of RF imaging applications and has the potential to open up this area.

**APPENDIX A**

Ray equations in (17) (and (25)) represent the first order event of reflection-refraction-absorption. There will also be higher order events inside a finite size scatterer even if it is larger than or comparable to $\lambda_0$. For lossy scatterers, such analysis of higher order interaction is extremely difficult. There have been limited attempts made to partially model such higher order events under certain practical constraints [33], [34], [36]. For example, recent attempts [33], [34] have been made to trace rays inside a large polygon shaped lossy scatterer (lossy hexagonal ice crystals) but in general predicting the behavior of the higher order rays inside a lossy scatterer is still an open problem [34]. Fortunately, previous numerical analysis [33] shows that for a lossy scatterer the higher order scattering events inside the scatterer do not have a significant effect on the value of the field scattered by the scatterer. This can be further justified using physical intuition where due to loss or absorption, the energy carried by a higher order ray will be less than a lower order ray and the energy will keep decreasing in the higher order rays depending on the size and absorbing properties of the object. In such case, the scattered field due to the object will be dominated by the first order event.

In our configuration even though we are assuming objects to be low-loss, it only implies $\epsilon_R \gg \epsilon_I$ and doesn’t imply absorption ($\epsilon_I$) is negligible. For example, in the case of water (or human body), $\epsilon_R = 77, \epsilon_I = 7$. The absorption associated with large values of $\epsilon_I$ = 7.13 is substantial. It is therefore justifiable in our configuration to use only the first order ray in (26).

Assume at any given point, the net field inside a scatterer (which exhibits substantial absorption) is the superposition of $N$ higher order events. We can rewrite (27) by adding the higher order rays to the first order ray (26).

$$E_i(r)e^{jk_0\phi_s^H(r)} = \frac{A_t}{A_0}e^{-\alpha_t e^{j\beta_t}} + \sum_{n=1}^{N} \frac{A_n}{A_0}e^{-\alpha_n e^{j\beta_n}}$$  

(45)

where $\phi_s^H$ is the phase of the scattered field after considering higher order rays (whereas $\phi_s$ in (28) is derived by only considering only the first order ray). The first order transmitted ray and its phase $\beta_t$ and attenuation $\alpha_t$ parameters are already defined in (27), and are a function of the effective refractive index $V_R$ and $V_I$. The phase $\beta_n$ and attenuation $\alpha_n$ parameters in the higher order rays depend on the effective refractive index seen by the higher order rays. It has been shown numerically [33] that the effective refractive index for the higher order rays is very close to that seen by the lower order rays. This implies that $|\alpha_n| \approx |\alpha_t|$ and $|\beta_n| \approx |\beta_t|$. Furthermore, for a lossy scatterer of large size, the energy in the higher order rays will keep decreasing and if the scatterer exhibits substantial loss (due to large $\epsilon_I$ and large size), we can say that the higher order rays will have much less energy than the first order ray and hence, $A_n \ll A_t$. Noting these observations and following the next step (28) to find $\phi_s$, we get

$$\phi_s^H(r) = \frac{1}{jk_0} \ln \left( \frac{A_t}{A_0}e^{-\alpha_t e^{j\beta_t}} + \sum_{n=1}^{N} \frac{A_n}{A_0}e^{-\alpha_n e^{j\beta_n}} \right)$$  

(46)

which can be rewritten as,

$$\phi_s^H(r) = \frac{1}{jk_0} \ln \left[ \frac{A_t}{A_0}e^{-\alpha_t e^{j\beta_t}}e^{-jk_0k_ir} \left( 1 + \sum_{n=1}^{N} \frac{A_n}{A_t}e^{-\alpha_n e^{j\beta_n} \Delta t} \right) \right]$$

$$= \frac{1}{jk_0} \ln \left[ \frac{A_t}{A_0}e^{-\alpha_t e^{j\beta_t} e^{-jk_0k_i r}} \left( 1 + \sum_{n=1}^{N} \frac{A_n}{A_t}e^{-\alpha_n e^{j\beta_n} \Delta t} \right) \right]$$

$$+ \frac{1}{jk_0} \ln \left[ 1 + \sum_{n=1}^{N} \frac{A_n}{A_t}e^{-\alpha_n e^{j\beta_n} \Delta t} \right]$$

(47)

We know that $A_n \ll A_t$ and hence we can say $x \ll 1$ and hence $\ln(1+x) \approx 0$. Using this, we can neglect the second term in (47). The remaining equation shows that $\phi_s^H$ only predominantly depends on the first order ray and the incident ray $\phi_s^H \approx \phi_s$ where $\phi_s$ is given in (28). It is important to note that even if absorption inside the scatterer is small, $\phi_s^H$ will still predominantly depend on the first order ray because even for small loss, $A_n < A_t$. However, this will cause second order errors in the result, which may lead to small distortions in the reconstructions.

**APPENDIX B**

**REAL PART OF RECONSTRUCTIONS**

This appendix provides the real part of the reconstructions of the contrast function for a selection of the configurations
used in the simulation section of the paper. The reconstruction results are obtained from $\chi_{\text{RI}}(r) \frac{(2 + \text{Re}(\chi_{\text{RI}}(r)))^2}{4}$ (using (37)). The ground truth is taken as the actual $\epsilon_R$. These results are provided to show that the reconstruction of the real part of the contrast function only provides good results for weak scattering. In addition, these results are inline with the multitude of previous results for the real part $[2], [40], [44]$ providing a benchmark for comparison. It also allows us to compare the results with our reconstructions of the imaginary component. This demonstrates the enormous benefit of using the imaginary component of the contrast function. In particular, in the results shown in this appendix, when the permittivity deviates from unity, there is significant distortion in the real part of the contrast function. This clearly shows that reconstructions of the real part of the contrast function using RA are of virtually no use in the applications we are considering. Apart from the weak scattering example all results have PSNR and SSIM values that are poor being less than 10 dB and 0.8 respectively.

Fig. 19: Real part reconstructions for profile shown in Fig. 3 (PSNR = 48 dB, SSIM = 0.96).

Fig. 20: Real part reconstructions for profile shown in Fig. 4 (PSNR = 3.2 dB, SSIM=0.75).

Fig. 21: Real part reconstructions for profile shown in Fig. 5 (PSNR = 1.7 dB, SSIM=0.77).

Fig. 22: Real part reconstructions for profile shown in Fig. 6 (PSNR = 0.7 dB, SSIM=0.58).

Fig. 23: Real part reconstructions for profile shown in Fig. 8 (PSNR = 2 dB, SSIM=0.73).

Fig. 24: Real part reconstructions for profile shown in Fig. 9 (PSNR = 0.8 dB, SSIM=0.61).

Fig. 25: Real part reconstructions for profile shown in Fig. 11 (PSNR = 0.5 dB, SSIM=0.63).
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