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Abstract—In this paper, we investigate the massive MIMO relay system, where the relay station (RS) forwards the signals from multiple remote users to the base station (BS). Large-scale antenna arrays in conjunction with low-resolution analog-to-digital converters (ADCs) are equipped at the RS and the BS to guarantee the high spectral efficiency with low cost. Considering the ever-present spatial correlation at both the RS and the BS, we first study the canonical channel estimation process, from which a tractable equivalent form of the channel estimate is extracted for further analysis. Under these transmission impairments along with the ADC quantization imperfection, we derive the closed-form approximation of the achievable rate. Then the impacts of power scaling, spatial correlation level, and ADC resolution bits are revealed comprehensively to guide the practical system deployment and implementation. Numerical results are presented to verify the theoretical analysis in a straightforward way.

Index Terms—Massive MIMO relaying, low-resolution ADC, spatially correlated channels, transmission impairments.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) technique has shown its dramatic capacity to improve the spectral efficiency by using usually hundreds of antennas along with efficient transmitter algorithms [1], [2]. In the era of internet of things [3], [4], the massive MIMO architecture is endowed new vitality by orchestrating it with millimeter wave communications, relaying transmission, and machine learning algorithms, and thus is anticipated to bring revolutionary performance improvement [5]–[9]. Specifically, massive MIMO relaying transmission is a promising technique to enlarge the coverage and inherit the merits of massive MIMO architectures provided that both the relay station (RS) and the base station (BS) are equipped with large-scale antenna arrays. To mitigate the hardware cost and power consumption caused by massive antennas, low-resolution analog-to-digital converters (ADCs) driven massive MIMO has been extensively studied as one of the mainstream architectures for the upcoming fifth generation (5G) and future mobile networks [10], [11].

A. Prior Related Work

The nonlinear signal distortion caused by low-resolution ADCs hinders the insightful performance analysis. By resorting to the additive quantization noise model (AQNM), the nonlinear ADC quantization is approximated as a linear operation with a fairly good accuracy, which enables tractable performance analysis and further yields comprehensive insights for system design [12], [13]. Based on this rule, the achievable rate expression has been derived in closed-form for multi-user (MU) massive MIMO systems with low-resolution ADCs in [14]. In [15], the low-resolution ADC relaying has proven to be an efficient way to improve the communication quality between the remote users and the BS significantly with the low deployment cost. In [16], the achievable rate has been analyzed for the multi-pair massive MIMO full-duplex relay system with low-resolution ADCs at both the RS and destinations. The impacts of variable-bit ADCs and digital-to-analog converters have been studied for the multi-pair massive MIMO relay system in [17]. In [18], the impact of low-resolution ADCs for MU massive MIMO systems in spatially correlated channels has been shown less severe than that in independent and identically distributed (i.i.d.) channels.

For massive MIMO relay systems, spatial correlation must be considered in performance analysis to make the extracted observations and optimization design convincing in the real scenarios. For the full-duplex two-way massive MIMO relaying system, deterministic equivalent of the achievable rate has been derived in [19], followed by the comprehensive analysis focusing on the impacts of antenna correlation at the RS and users. In [20], multiple source and destination users have been further considered and the lower bound of spectral efficiency has been derived, based on which the optimal power control is proposed. The hybrid transceiver architecture has been integrated into the multi-pair massive MIMO relay system and the analog processing matrices have been optimized based on the derived spectral efficiency expressions in [21].

B. Contribution

From the perspective of practical implementation, it is necessary to consider both the transmission impairments, i.e., spatial correlation and imperfect channel state information (CSI), and the ADC quantization error when analyzing the massive MIMO relay systems. However, such comprehensive research considering these practical factors is still missing in the literature. In this paper, we fill this gap to provide insightful guidance for system deployment and design. For the considered system, the RS equipped with massive antennas enables the transmission from the remote users to the BS equipped with massive antennas. Dedicated low-resolution ADC is used for each antenna at the RS and the BS to reduce the deployment and operating costs. The main contribution of this paper can be summarized as follows.
1) To acquire the CSI for signal detection, we first study the canonical linear minimum mean-squared error (LMMSE) channel estimation for the two-hop channels in presence of spatial correlation and ADC quantization error. Then a tractable equivalent form of the channel estimate is figured out to pave the following achievable rate analysis.

2) Under the transmission impairments and ADC quantization imperfection, a tight closed-form approximation of the achievable sum rate with maximal ratio combining (MRC) detection is derived. The challenge mainly originates from the cascaded two-hop channels with double-side spatial correlation and the effect of imperfect ADC quantization, in which case the widely used derivation methods for the performance analysis of massive MIMO systems cannot be applied directly. We address this problem by proposing an important preliminary lemma, which greatly facilitates the derivation and can be also applied to other similar problems.

3) Based on the derived approximated expression of the sum rate, the general power scaling law is extracted, which demonstrates that the spatial correlation does not impact the asymptotic behavior of the achievable rate with power scaling. Further analysis reveals that the impacts of spatial correlation and ADC resolution on the performance are dependent on the relationship between the numbers of antennas at the RS and the BS. These insights provide straightforward guidance for the practical system deployment.

C. Difference from Related Work

Compared to the related works, e.g., [15]–[23], the cascaded two-hop channels with double-side spatial correlation, imperfect CSI, and ADC quantization error considered in this paper pose an unprecedented challenge in the achievable rate analysis of massive MIMO relay systems and require proper innovations in the analytical approach. To address this challenge, the novelty of this paper can be summarized as the following two aspects:

1) Different from most prior works, the results of LMMSE channel estimation cannot be directly applied to the subsequent achievable rate analysis and are equivalently transformed to the tractable forms. Although [21] handles the problem in the similar way, it only considers the single-side spatial correlation and the ADC quantization error is not incorporated.

2) With the double-side spatial correlation, channels become correlated instead of mutually orthogonal and the analytical approaches for i.i.d. channels and single-side correlated channels malfunction. The imperfect CSI and ADC quantization error further complicate the achievable rate analysis. To tackle this problem, we propose a novel and general lemma to reveal the statistical property of the double-side correlated channels. With this lemma and the equivalent forms of the channel estimates, the analytical approach in our previous work [15] can be applied to yield a closed-form approximation of the achievable rate, based on which we know how to deploy the RS and the BS practically.

The rest of the paper is organized as follows. Section II describes the considered massive MIMO relay system including channel model and signal transmission process. Section III studies LMMSE channel estimation for the considered system, based on which Section IV derives the closed-form approximated expression of the achievable sum rate with MRC detection. The impacts of power scaling, spatial correlation, and ADC resolution are then extracted. Numerical results are provided in Section V to validate the theoretical analysis and finally Section VI concludes this paper.

Notations: In this paper, we use upper and lower case boldface letters to denote matrices and vectors, respectively. $(\cdot)^T$, $(\cdot)^*$, $(\cdot)^H$, $(\cdot)^{-1}$, tr$(\cdot)$ and $\mathbb{E}\{\cdot\}$ represent the transpose, conjugate, conjugate transpose, inverse, trace, and expectation, respectively. $\|\cdot\|$ denotes the Euclidean norm of a vector. $\|\cdot\|_2$ and $\|\cdot\|_F$ denote the spectral norm and Frobenius norm of a matrix, respectively. $\otimes$ denotes the Kronecker product. $\mathcal{CN}(\mu, \sigma^2)$ represents a circularly symmetric complex Gaussian distribution with mean $\mu$ and variance $\sigma^2$. $I_N$ denotes an $N \times N$ identify matrix. $f(x) = \mathcal{O}(g(x))$ means that $0 < \lim_{x \to \infty} \frac{f(x)}{g(x)} < \infty$.

II. SYSTEM MODEL

After briefly introducing channel model, we discuss signal transmission process in this section.

A. Channel Model

Fig. 1 shows a MU massive MIMO relay uplink, where $K$ single-antenna users communicate with a BS with $M$ antennas via an amplify-and-forward (AF) half-duplex RS with $N$ antennas. Both the BS and the RS are equipped with large numbers of antennas ($M, N \gg 1$) and low-resolution ADC for each antenna to guarantee simultaneous services for an.

1) According to [23], the time synchronization among all users is realized with the aid of synchronization signals broadcasted by the RS. The carrier frequency offsets can be well estimated and compensated by the frequency synchronization algorithm [25].
arbitrary number of remote users as well as to reduce the transmit power of each user in the low cost. Assume that there is no direct links from the users to the BS due to heavy shadowing and path loss. Spatial correlation is considered at both the RS and the BS and is modeled by the Kronecker model \cite{28}. Specifically, $F \in \mathbb{C}^{N \times K}$ denotes the channel matrix from all $K$ users to the RS. It can be decomposed into $F = T_R F_R D_f$, where $T_R \in \mathbb{C}^{N \times N}$ denotes the receive correlation matrix at the RS, $F_R \in \mathbb{C}^{N \times K}$, with i.i.d. $\mathcal{CN}(0, 1)$ elements, represents the small-scale fading, and the diagonal matrix $D_f \in \mathbb{C}^{K \times K}$ accounts for the large-scale fading with the $k$th diagonal element denoted by $\beta_k$. For the second hop, $K$ RS antennas are selected to forward the amplified signal to the BS \cite{13} and the channel matrix $G \in \mathbb{C}^{M \times K}$ can be written as $G = \sqrt{\eta} T_B H_B T^-T_R$, where $T_B \in \mathbb{C}^{M \times M}$ and $T_R \in \mathbb{C}^{K \times K}$ denote the receive correlation matrix at the BS and the transmit correlation matrix at the RS, $\eta$ and $H$ represent the corresponding large-scale fading coefficient and small-scale fading matrix with i.i.d. $\mathcal{CN}(0, 1)$ elements, respectively. The spatial correlation matrices $T_R$, $T_R$, and $T_B$ are positive semi-definite Hermitian with uniformly bounded spectrum norms and unit diagonal elements \cite{19, 29}.

### B. Signal Transmission

Each coherence interval is halved into two time slots for the original signal transmission from $K$ users to the RS and the retransmission from the RS to the BS, respectively. In the first time slot, the received signal at the RS is given by

$$y_R = \sqrt{P_U} F x_U + n_R,$$  \hspace{1cm} (1)

where $P_U$ denotes the transmit power for each user, $x_U = [x_{U,1}, \ldots, x_{U,K}]^T$ includes the transmit signals of all $K$ users with $\mathbb{E}\{x_{U,k}x_U^H\} = I_K$, and $n_R$ denotes the additive white Gaussian noise (AWGN) at the RS with i.i.d. $\mathcal{CN}(0, \sigma_n^2)$ elements. Before the digital processing, $y_R$ is first quantized by the low-resolution ADCs at the RS as $y_{R,q} = Q(y_R)$, where $Q(\cdot)$ denotes the nonlinear quantization operation on the real and imaginary parts in the element-wise manner. To facilitate further analysis, we resort to the widely used linear AQNM to expand $y_{R,q}$ as \cite{13, 26}

$$y_{R,q} = \alpha_1 y_R + n_{q1} = \alpha_1 \sqrt{P_U} F x_U + \alpha_1 n_R + n_{q1},$$  \hspace{1cm} (2)

where $\alpha_1 = 1 - \rho_1$ is the linear quantization gain with $\rho_1 = \frac{\mathbb{E}\{|y_R-n_R|^2\}}{\mathbb{E}\{|y_R|^2\}}$ denoting the distortion factor caused by low-resolution ADCs at the RS. According to \cite{27}, the exact values of $\rho_1$, dependent on the ADC resolution, are listed in Table I for the resolution bit $q_1 \leq 5$ and can be approximated by $\rho_1 \approx \frac{2^{q_1}}{2} - 2^{-2q_1}$ for $q_1 \geq 6$. $n_{q1}$ is the quantization noise uncorrelated with $y_R$. We assume the worst case that the quantization noise $n_{q1}$ is Gaussian distributed, which provides a tractable lower bound on the achievable rate. Specifically, the conditional covariance matrix of $n_{q1}$ under a fixed channel realization $F$ is given by

$$R_{n_{q1}} = \alpha_1 \rho_1 \text{diag}(P_U F F^H + \sigma_n^2 I_N).$$  \hspace{1cm} (3)

After ADC quantization, MRC is applied by multiplying $y_{R,q}$ with the detection matrix, $W^H$, that depends on $F$ as

$$r_R = W^H y_{R,q} = \alpha_1 \sqrt{P_U W^H F} x_U + \alpha_1 W^H n_R + W^H n_{q1},$$  \hspace{1cm} (4)

Then the signal retransmitted by the RS is written as

$$x_R = \kappa r_R,$$  \hspace{1cm} (5)

where $\kappa$ is the amplification factor imposed to satisfy a long-term total transmit power constraint at the RS, i.e. $\mathbb{E}\{x_R^2\} = P_R$, and is given by \cite{3}, shown at the top of the next page.

In the second time slot, the RS selects $K$ antennas to forward $x_R$. The received signal at the BS is expressed as

$$y_B = G x_R + n_B,$$  \hspace{1cm} (7)

where $n_B \sim \mathcal{CN}(0, \sigma_B^2 I_M)$ is the AWGN at the BS. Similar to the quantization of $y_R$ at the RS, $y_B$ is quantized by the low-resolution ADCs at the BS before further processing. Then the approximated quantization output by AQNM is given by

$$y_{B,q} = \alpha_2 y_B + n_{q2} = \alpha_2 G x_R + \alpha_2 n_B + n_{q2},$$  \hspace{1cm} (8)

where $\alpha_2 = 1 - \rho_2$ is the linear quantization gain dependent on the ADC resolution bit $q_2$ at the BS and the corresponding value of $\rho_2$ is taken similarly to $\rho_1$. The quantization noise $n_{q2}$ is uncorrelated with $y_B$ and is also assumed Gaussian distributed with its conditional covariance matrix under a fixed channel realization $G$ approximated by

$$R_{n_{q2}} \approx \alpha_2 \rho_2 \text{diag} \left( \frac{P_B}{K} GG^H + \sigma_B^2 I_M \right).$$  \hspace{1cm} (9)

Finally, the MRC detection matrix, $A^H$, that depends on $G$ is used to multiply $y_{B,q}$ as

$$u_B = A^H y_{B,q} = \alpha_1 \alpha_2 \kappa \sqrt{P_U} A^H G W^H F x_U + \alpha_1 \alpha_2 \kappa A^H G W^H n_R + \alpha_2 \kappa A^H G W^H n_{q1} + \alpha_2 A^H n_B + A^H n_{q2},$$  \hspace{1cm} (10)

where the $k$th element of $u_B$ is used to detect the signal originating from the $k$th user.

### III. Channel Estimation

In this section, the canonical LMMSE channel estimation is first studied, based on which the tractable estimate forms of the channel matrices, $F$ and $G$, are derived, respectively, by considering both the spatial correlation and ADC quantization at the RS and the BS.
\[
\kappa = \sqrt{\frac{P_R}{\alpha_1^2 P_1 \text{tr} (\mathbb{E} \{WHH^H\}) + \alpha_1 (1-\alpha_1) P_1 \text{tr} (\mathbb{E} \{W^H \text{diag}(FH^H)W\}) + \alpha_1 \sigma_\delta^2 \text{tr} (\mathbb{E} \{W^H W\})}}.
\]  

(6)

### A. Estimation of \( F \)

To estimate \( F \) at the RS, all users simultaneously transmit mutually orthogonal pilot sequences of length \( \tau_1 (\geq K) \) symbols, which is denoted by a \( \tau_1 \times K \) matrix \( \sqrt{\tau_1} \Phi \) with \( \Phi^H \Phi = I_K \). The received pilots at the RS during \( \tau_1 \) time instants are given by

\[
S_R = \sqrt{\tau_1} P_1 F \Phi^T + N_{R_p},
\]

where \( P_1 \) denotes the transmit power of each user during a pilot symbol period and \( N_{R_p} \in \mathbb{C}^{N \times \tau_1} \) denotes AWGN during the pilot transmission phase. \( S_R \) will be quantized by the low-resolution ADCs at the RS, yielding

\[
S_{R_q} = \alpha_1 S_R + N_{p,q1} = \alpha_1 \sqrt{\tau_1} P_1 F \Phi^T + \alpha_1 N_{R_p} + N_{p,q1},
\]

(12)

where \( N_{p,q1} \) is the quantization noise uncorrelated with \( S_R \). By postmultiplying \( S_{R_q} \) with \( F^* \), we have

\[
Z_R = S_{R_q} F^* = \alpha_1 \sqrt{\tau_1} P_1 F + \alpha_1 N_{R_q} F^* + N_{p,q1} F^*,
\]

(13)

based on which the LMMSE estimate of \( F \) is given by

\[
\hat{F} = Q_F Z_R.
\]

(14)

Then the MSE between \( \hat{F} \) and \( F \) is given by

\[
\mathbb{E} \{\|\hat{F} - F\|^2\} = \text{tr} \left( \mathbb{E} \{(\hat{F} - F)(\hat{F} - F)^H\} \right)
= \text{tr} (Q_F R_{Z_R} Q_F^H) + N \sum_{i=1}^{K} \beta_i
- \alpha_1 \sqrt{\tau_1} P_1 \sum_{i=1}^{K} \beta_i \text{tr}(Q_F T_{R_k} + T_{R_k} Q_F^H),
\]

(15)

where

\[
R_{Z_R} = \mathbb{E} \{Z_R Z_R^H\} = \alpha_1^2 \tau_1 P_1 \sum_{i=1}^{K} \beta_i T_{R_k}
+ K \alpha_1 \left( 1 - \alpha_1 \right) P_1 \sum_{i=1}^{K} \beta_i + \sigma_\delta^2 \right) I_N.
\]

(16)

We next compute the derivative of \( \mathbb{E} \{\|\hat{F} - F\|^2\} \) with respect to \( Q_F \) and force it to be 0, that is

\[
\frac{\partial \mathbb{E} \{\|\hat{F} - F\|^2\}}{\partial Q_F} = Q_F R_{Z_R} - \alpha_1 \sqrt{\tau_1} P_1 \sum_{i=1}^{K} \beta_i T_{R_k} = 0.
\]

(17)

which leads to

\[
Q_F = \alpha_1 \sqrt{\tau_1} P_1 \sum_{i=1}^{K} \beta_i T_{R_k} R_{Z_R}^{-1},
\]

(18)

Then the the LMMSE estimate of \( F \) can be obtained by substituting (18) into (14). The MSE in (15) can be also compacted as

\[
\mathbb{E} \{\|\hat{F} - F\|^2\} = \sum_{i=1}^{K} \beta_i \left( N - \alpha_1^2 \tau_1 P_1 \sum_{i=1}^{K} \beta_i \text{tr}(T_{R_k} R_{Z_R}^{-1} T_{R_k}) \right)
= \sum_{i=1}^{K} \beta_i \left( N - \alpha_1^2 \tau_1 P_1 \sum_{i=1}^{K} \beta_i \sum_{n=1}^{N} \frac{\lambda_{R,n}^2}{\Lambda_1} \right),
\]

(19)

where \( \Lambda_1 = \alpha_1^2 \tau_1 P_1 \sum_{i=1}^{K} \beta_i \lambda_{R,n} + K \alpha_1 \left( 1 - \alpha_1 \right) P_1 \sum_{i=1}^{K} \beta_i + \sigma_\delta^2 \right) \right) I_N \). \( \Lambda_1 \) reveals that the estimation error of \( F \) decreases with \( \alpha_1 \), i.e., the ADC resolution at the RS. In addition, the imperfect ADC quantization at the RS leads to a non-vanishing estimation error floor for \( F \) when \( P_1 \to \infty \).

The expression of \( \hat{F} \) in (14) is intractable for further analysis. To address this problem, we resort to [21, Eq. (12)] and rewrite \( \hat{F} \) as

\[
\hat{F} = \left( \frac{\mathbb{E} \{\hat{F} F^H\}}{\text{tr} (\mathbb{E} \{F^H F\})} \right)^{\frac{1}{2}} \hat{H}_F \left( \mathbb{E} \{F^H F\} \right)^{\frac{1}{2}},
\]

(20)

where \( \hat{H}_F \in \mathbb{C}^{N \times K} \) has i.i.d. \( \mathcal{CN}(0,1) \) elements. The equality in (20) holds since the both sides have the same mean value and second-order expectation. By deriving the expectations, the equivalent form of \( \hat{F} \) in (20) can be further compacted as

\[
\hat{F} = T_{R_k}^H \hat{H}_F D_F^{\frac{1}{2}},
\]

(21)

where

\[
T_{R_k} = \alpha_1^2 \tau_1 P_1 \sum_{i=1}^{K} \beta_i T_{R_k} R_{Z_R}^{-1} T_{R_k},
\]

(22)

\[
D_F = \frac{\text{tr} (D_F)}{\text{tr} (D_{F})} D_F,
\]

(23)

with

\[
D_F = \alpha_1^2 \tau_1 P_1 \left( \sum_{i=1}^{K} \beta_i \right)^2 \left[ \alpha_1^2 \tau_1 P_1 \text{tr}(T_{R_k} R_{Z_R}^{-1} T_{R_k}^2 R_{Z_R}^{-1}) D_F \right]
+ \alpha_1 \left( 1 - \alpha_1 \right) P_1 \sum_{i=1}^{K} \beta_i + \sigma_\delta^2 \right) \right) \text{tr}(R_{Z_R}^{-1} T_{R_k}^2 R_{Z_R}^{-1} \right) I_K \right],
\]

(24)

Similarly, we can also obtain the channel estimation error matrix as

\[
\tilde{F} = F - \hat{F} \triangleq T_{R_k}^H \tilde{H}_F D_F^{\frac{1}{2}},
\]

(25)

where \( \tilde{H}_F \in \mathbb{C}^{N \times K} \) has i.i.d. \( \mathcal{CN}(0,1) \) elements, \( \tilde{T}_{R_k} = T_{R_k} - T_{R_k} \) and \( D_F = \frac{\text{tr} (D_F)}{\text{tr} (D_{F})} D_F \) with \( D_F = N D_F - D_F \).
B. Estimation of G

To estimate G, the selected K RS antennas simultaneously transmit mutually orthogonal pilot sequences of length τ2 (≥K) symbols, which is denoted by a τ2 × K matrix √τ2θ with θHθ = I_K and P2 being the total transmit power of the RS during a pilot symbol period. The estimation process is similar to that of F and thus the canonical LMMSE estimate of G is given by

$$\hat{G} = Q_d Z_B = \alpha_2 \sqrt{\tau_2 P_2 K} \eta T_B \bar{R}_z^{-1} Z_B, \quad (26)$$

where

$$\bar{R}_z = \alpha_2^2 \tau_2 P_2 \eta T_B + K \alpha_2 ((1 - \alpha_2) P_2 \eta + \sigma_B^2) I_M, \quad (27)$$

and

$$Z_B = \alpha_2 \sqrt{\tau_2 P_2 K} G + \alpha_2 N_{B_\eta} \Theta^* + N_{p,\eta} \Theta^* \quad (28)$$

with N_{B_\eta} and N_{p,\eta} denoting AWGN and quantization noise at the BS during the pilot transmission phase. Then the MSE between G and \hat{G} can be expressed as

$$E\{||G - \hat{G}\|^2_F\} = K \eta \left( M - \alpha_2^2 \tau_2 P_2 \eta \sum_{m=1}^{M} \lambda_{B_m}^2 \right), \quad (29)$$

where \lambda_{B_m} = \alpha_2^2 \tau_2 P_2 \eta \lambda_{B_m} + K \alpha_2 ((1 - \alpha_2) P_2 \eta + \sigma_B^2) with \lambda_{B_m} denoting the mth largest eigenvalue of T_B. From (29), the estimation error of G decreases with α2, i.e., the ADC resolution at the BS, and is independent of the transmit correlation at the RS. The imperfect ADC quantization at the BS also causes a non-vanishing estimation error floor for G when P_2 \to \infty.

Similar to the operation on ˆF in (20), the equivalent form of ˆG in (26) is given by

$$\hat{G} = \sqrt{\eta} \bar{T}_B \bar{H}_G \left( \frac{K}{\text{tr}(T_R)} T_R \right)^{-1} \hat{f}, \quad (30)$$

where \bar{H}_G \in \mathbb{C}^{M \times K} has i.i.d. \mathcal{CN}(0,1) elements and

$$\bar{T}_B = \alpha_2^2 \tau_2 P_2 \eta T_B \bar{R}_z^{-1} T_B, \quad (31)$$

and

$$\bar{T}_R = \alpha_2^2 \tau_2 P_2 \eta \eta T_B R_{z}^{-1} T_B R_{z}^{-1} \eta \bar{T}_R,$$

$$+ K ((1 - \alpha_2) P_2 \eta + \sigma_B^2) \eta T_B R_{z}^{-1} T_B R_{z}^{-1} \eta I_K. \quad (32)$$

Then the channel estimation error matrix is given by

$$\hat{G} - G \triangleq \sqrt{\eta} \bar{T}_B \bar{H}_G \bar{T}_R, \quad (33)$$

where \bar{H}_G \in \mathbb{C}^{M \times K} has i.i.d. \mathcal{CN}(0,1) elements, \bar{T}_B = T_B - \bar{T}_B, and \bar{T}_R = \frac{K}{\text{tr}(T_R)} T_R with T_R = M/T_B - T_R.

The achievable rate performance is evaluated in this section, with an analytical rate performance with MRC processing and estimated CSI at the RS and the BS, based on which some useful insights are extracted for system deployment and design.

Since MRC processing and estimated CSI are used at the RS and the BS, we have W = ˆF and A = G. Then the kth element of u_B in (10) is given by

$$u_{B,k} = \alpha_1 \alpha_2 K \sqrt{P_B \sqrt{\eta} \hat{f}_k}, \quad (34)$$

Then the ergodic sum rate can be expressed as

$$R_{\text{sum}} = \mu \mathbb{E} \left\{ \sum_{k=1}^{K} \log_2 \left( 1 + \frac{\|\hat{f}_k\|^2}{B_2} \right) \right\}, \quad (35)$$

where \mu = \frac{\eta - \alpha_2^2 \tau_2}{\eta \tau_2} \chi = \alpha_1^2 \alpha_2^2 \tau_2 P_2, and B_2 = \chi ([B_1]^2 + \sum_{k \neq k} \|\hat{f}_k\|^2) + \alpha_1^2 \alpha_2^2 \tau_2 \|\hat{f}_k\|^2 + \alpha_2^2 \|\hat{f}_k\|^2 + \beta \|n_{k}\|^2 with B_1 = \hat{f}_k^H \hat{f}_k + \hat{f}_k^H \hat{f}_k + \hat{f}_k^H \hat{f}_k. As shown by (35), evaluating the exact performance of the achievable rate requires the average over numerous channel realizations, which is quite time-consuming for the two-hop massive MIMO system due to the multiplication of large-dimensional matrices. Therefore, we derive a closed-form approximation of the achievable sum rate in the following theorem, proved in Appendix B.

**Theorem 1.** The achievable sum rate of K users is approximated by

$$\tilde{R}_{\text{sum}} = \mu \sum_{k=1}^{K} \log_2 \left( 1 + \frac{S_k}{I_k + N_{k_1} + N_{k_2}} \right), \quad (36)$$

where S_k, I_{k_1}, N_{k_1}, and N_{k_2} are given by (37)-(40), shown at the top of the next page, with \kappa given by Appendix B.1.

For (37), S_k, I_{k_1}, N_{k_1}, and N_{k_2} denote the average powers of the desired signal, the aggregated interference caused by channel estimation errors and other users, the aggregated noise including quantization errors and AWGN at the BS, and the aggregated noise including quantization errors and AWGN at
the BS, respectively. The theoretical approximation given by

Based on Theorem 1, we can further extract some insights to

Proposition 1.

where \( r_{k,i,j} \) denotes the \((i,j)\text{th element of } T_{R_k}.\)

For \( T_{R_k} \), we have

\[
\| T_{B_k} \|_F^2 = \text{tr}(T_{B_k}^2) = \sum_{m=1}^{K} \lambda_{B_k,m} \leq \lambda_{B_k,1} \sum_{m=1}^{K} \lambda_{B_k,m} = \rho(T_{B_k}) = \| T_{B_k} \|_2^2 M,
\]

where \( \lambda_{B_k,m} \) and \( \rho(T_{B_k}) \) denote the \(m\text{th largest eigenvalue and}

spectral radius of \( T_{B_k} \), respectively. Since \( \| T_{B_k} \|_2 \) is uniformly bounded and \( M = \delta N \),

we have \( \| T_{B_k} \|_F = O(N) \). Similarly, we can obtain \( \| T_{B_k} \|_F = O(N) \). Therefore, the achievable rate is able to grow unboundedly with \( N \) even in presence of spatial correlation at the RS and the BS. In addition, the results in Proposition 1 can be directly reduced to [15] Theorem 1 provided that no channel correlation exists for both two hops and ideal ADCs are used at the BS. Based on Proposition 1, the following corollaries demonstrate the further impacts of power scaling, channel correlation, and ADC resolution on the achievable rate performance.

**Corollary 1. (Power Scaling Law)** Let

\[
\gamma_k = \frac{S_k}{L_k + N_k + N_{k2}}
\]

and scale down the transmit powers as \( P_0 = \frac{S_k}{\sum_{k=1}^{K} S_k} \) and \( P_F = \frac{E_R}{M^2} \) with \( E_U = E_R \) fixed and \( a, b \geq 0 \). When \( N \) grows to infinity, we have

\[
\lim_{N \to \infty} \gamma_k = \begin{cases} \infty, & a < b \\ \frac{\alpha_1 \alpha_2 \gamma_k^2 E_k}{\sigma_k^2 \sum_{i=1}^{K} \beta_i^2}, & a = b = 1 \\ \frac{\alpha_1 \alpha_2 \gamma_k^2 E_k}{\zeta}, & a > b > 1 \\ 0, & b > a > 1 \\ \frac{\alpha_1 \alpha_2 \gamma_k^2 E_R}{\alpha_1 \gamma_k^2 E_k}, & b < a = 1 \\ \alpha_1 \gamma_k^2 \sum_{i=1}^{K} \beta_i^2 + \sigma_k^2 \sum_{i=1}^{K} \beta_i, \end{cases}
\]

where \( \zeta = \alpha_2 \beta_k \eta \sigma_k^2 E_R + \sigma_k^2 \left( \alpha_1 E_U \sum_{i=1}^{K} \beta_i^2 + \sigma_k^2 \sum_{i=1}^{K} \beta_i \right) \).
Proof: Please see Appendix C.

Corollary 1 reveals that the impacts of ADC resolution at the RS and the BS vanish asymptotically when the power is scaled as \( a < b = 1 \) and \( b < a = 1 \), respectively, while both of them persist with \( a = b = 1 \). By letting \( \alpha_2 = 1 \), Corollary 1 coincides with [15, Proposition 1], which demonstrates that the channel correlation does not impact the asymptotic behavior of the achievable rate with power scaling. In the imperfect CSI case, the power scaling law is still valid to guarantee the non-vanishing asymptotic rate so long as the transmit powers for channel estimation are fixed. Note that the transmit powers for channel estimation are usually fixed instead of scaled since accurate channel estimates are important for the following signal detection and decoding. Different from the perfect CSI case, the ADC resolution at the RS will also impact the bounded asymptotic rate with \( a < b = 1 \) in addition to the impact of low-resolution ADCs at the BS for imperfect CSI case.

**Corollary 2.** (Impact of RS Transmit Correlation) By selecting \( K \) equally spaced antennas from \( N \) RS antennas for signal forwarding, the impact of RS transmit correlation vanishes as \( N \to \infty \).

Proof: It can be easily proved according to (71) and (72).

**Corollary 3.** (Impacts of RS and BS Receive Correlation) As \( N \to \infty \), the impacts of receive correlation at the RS and the BS are dependent on \( \delta \), i.e.,

\[
\begin{align*}
\lim_{N \to \infty} \hat{R}_{\text{sum}}^1 &= \lim_{N \to \infty} \hat{R}_{\text{sum}}^2, & \delta > 1 \\
\lim_{N \to \infty} \hat{R}_{\text{sum}}^1 &= \lim_{N \to \infty} \hat{R}_{\text{sum}}^2, & \delta = 1. \\
\lim_{N \to \infty} \hat{R}_{\text{sum}}^1 &= \lim_{N \to \infty} \hat{R}_{\text{sum}}^2, & \delta < 1.
\end{align*}
\]

Proof: Please see Appendix D.

Corollary 3 reveals that the relationship between the numbers of antennas at the RS and the BS determines which receive correlation incurs more rate loss. If the number of antennas at the RS is larger than that at the BS, i.e., \( \delta < 1 \), a rich scattering environment around the BS will be very helpful to improve the performance while the environment around the RS is relatively trivial. If the RS is equipped with fewer antennas than the BS, i.e., \( \delta > 1 \), weakening the receive correlation at the RS can take back more rate performance, which indicates that deploying the RS at the rich scattering environment is recommended. On the other hand, Corollary 3 also indicates how many antennas should be equipped at the RS and the BS according to the scattering environments around them. The BS should be usually deployed on the top of buildings while the RS can be deployed flexibly, which makes the rich scattering environment relatively easy to achieve for the RS. Then we can equip more antennas at the BS compared to the RS and deploy the RS at a rich scattering environment to significantly improve the performance.

**Corollary 4.** (Impacts of ADC resolution at RS and BS) As \( N \to \infty \), the impacts of ADC resolution at the RS and the BS are dependent on \( \delta \), i.e.,

\[
\begin{align*}
\lim_{N \to \infty} \hat{R}_{\text{sum}}^1 &= \lim_{N \to \infty} \hat{R}_{\text{sum}}^2, & \delta < 1 \\
\lim_{N \to \infty} \hat{R}_{\text{sum}}^1 &= \lim_{N \to \infty} \hat{R}_{\text{sum}}^2, & \delta = 1. \\
\lim_{N \to \infty} \hat{R}_{\text{sum}}^1 &= \lim_{N \to \infty} \hat{R}_{\text{sum}}^2, & \delta > 1.
\end{align*}
\]

Proof: Please see Appendix E.

From Corollary 4, the relationship between the numbers of antennas at the RS and the BS also indicates how many ADC resolution bits the RS and the BS should adopt to achieve better performance. If the RS is equipped with more antennas than the BS, i.e., \( \delta < 1 \), it is better to use higher resolution ADCs at the BS while the requirement on the ADC resolution at the RS will be relatively relaxed. On the contrary, if the number of antennas at the BS is larger than that at the RS, i.e., \( \delta > 1 \), the requirement on ADC resolution is transferred to the RS and using higher resolution ADCs is preferable. For the BS and the RS, the one equipped with fewer antennas should use higher resolution\(^4\) ADCs while another one with more antennas can safely use lower resolution ADCs since the antennas can provide additional array gains to compensate the performance loss.

To sum up, the relationship between the numbers of antennas at the RS and the BS is the key parameter that determines how the spatial correlation and ADC resolution impact the performance. The requirement on the spatial correlation and ADC resolution is relatively relaxed if one can be equipped with more antennas than another one for the RS and the BS. If the favorable scattering environment is difficult to achieve for the BS, we can accordingly adjust the numbers of antennas at the RS and the BS and the ADC resolution bits to guarantee the satisfactory performance.

V. Simulation Results

In this section, numerical results are presented to verify our theoretical analysis and to show the impacts of the key parameters on the achievable rate performance straightforwardly. For the two-hop channels, the large-scale fading is modeled as \( \beta_k = (d_{\text{ref}}/d_{\text{U},k})^\nu \) and \( \eta = (d_{\text{ref}}/d_{\text{RB}})^\nu \), respectively [30], where \( d_{\text{ref}}, d_{\text{U},k}, d_{\text{RB}} \), and \( \nu \) denote the reference distance, the distance between the \( k \)th user and the RS, the distance between the RS and the BS, and the path loss exponent, respectively. The representative and widely used exponential correlation model is used to depict the spatial correlation at the RS and the BS, that is

\[
[T_c]_{ij} = \begin{cases} 
1 & i = j, \\
\left( r_i^{\text{adj}} \right)^{ |i-j|} & i \neq j,
\end{cases}
\]

where \( * \in \{R, R_s, B_i\} \). By selecting \( K \) equally spaced antennas for signal retransmission at the RS, we have \( r_{R} = r_{R_s} = r_{R}^\infty \) with \( r_R \) denoting the correlation coefficient of adjacent antennas at the RS. In addition, \( r_{B} = r_{B}^\infty \) denotes the correlation coefficient of adjacent antennas at the BS. Unless stated otherwise, the parameter settings are detailed in Table II.

\(^4\)The “higher resolution” in this paper refers to relatively high resolution for the BS/RS compared to the RS/BS, e.g., three-bit vs. one-bit, but is not necessarily the very high resolution larger than eight bits.
TABLE II
SETTING VALUES OF SIMULATION PARAMETERS

| Simulation Parameter | Setting Value       |
|----------------------|---------------------|
| \( q_1 \)           | 1                   |
| \( d \)              | 400 meters          |
| \( \xi_{K}, P_1^k \) | 20 dB               |
| \( \xi_{K}, P_2^k \) | 25 dB               |
| \( \sigma_{q_1}^2 \) | 1.5 dB              |
| \( \sigma_{q_2}^2 \) | 2.2 dB              |
| \( d_{\text{det}} \) | 100 meters          |
| \( d_{\text{UR}} \)  | [182 209 197 214 190 188 201 215 206 216] meters |
| \( \nu \)            | 3.8                 |
| \( r_{K}, r_{B} \)  | 0.8                 |
| \( a, b \)           | 0                   |

In Fig. 2, the channel estimation performance is first evaluated with different ADC resolution bits at the RS and the BS. The per element MSEs for \( F \) and \( G \) are defined as \( \text{MSE}_F = \frac{E[|F - F|^2]}{N_K} \) and \( \text{MSE}_G = \frac{E[|G - G|^2]}{M_K} \), respectively. For each hop, the estimation error decreases as the ADC resolution at the destination (RS or BS) becomes high. If using low-resolution ADCs, the MSE performance is limited by the obvious error floor as the transmit power grows to infinity.

Fig. 3 compares the simulation results and the analytical results given by (36) for the achievable rate with different ADC resolution bits. It is clear that the case with \( q_1 = q_2 = 1 \) as discussed after Corollary 1. For the imperfect CSI case, by fixing transmit powers for channel estimation, users and the RS can scale their transmit powers for data transmission similarly to the perfect CSI case.

Fig. 4 illustrates the achievable rate performance with \( q_1 = q_2 = 2 \) and different spatial correlation levels to reveal the impacts of spatial correlation at the RS and the BS. Both the closed-form approximation and asymptotic limits respectively given by (36) and (46) are verified. By comparing Figs. 4 and 5 with Figs. 3 and 4 in [15], it clearly demonstrates that the spatial correlation does not impact the asymptotic behavior of the achievable rate with power scaling, as discussed after Corollary 1. For the imperfect CSI case, both the closed-form approximation and asymptotic limits respectively given by (36) and (46) are verified. By comparing Figs. 4 and 5 with Figs. 3 and 4 in [15], it clearly demonstrates that the spatial correlation does not impact the asymptotic behavior of the achievable rate with power scaling, as discussed after Corollary 1. For the imperfect CSI case, by fixing transmit powers for channel estimation, users and the RS can scale their transmit powers for data transmission similarly to the perfect CSI case.

Fig. 5 plots the achievable rate performance with \( q_1 = q_2 = 2 \) and different spatial correlation levels to reveal the impacts of spatial correlation at the RS and the BS. Both the cases with \( \delta = 0.5 \) and \( \delta = 2 \) are considered to verify Corollary 3 and demonstrate the insights for system design straightforwardly. It is clear that the case with \( r_K = 0.8, r_B = 0 \) (rich scattering environment for the BS) and the case with \( r_K = 0, r_B = 0.8 \) (rich scattering environment for the RS) respectively achieve...
better performance in $\delta = 0.5$ and $\delta = 2$. If the scattering environment for the BS is poor, the performance can be improved remarkably by equipping more antennas at the BS compared to the RS and deploying the RS at a rich scattering environment. For the case with $r_R = 0.8, r_B = 0$, the performance improvement is not so significant through the same way. For example, when $N = 200$, the sum rate is improved from 5.4 bits/s/Hz in $\delta = 0.5$ to 9.8 bits/s/Hz in $\delta = 2$ for $r_R = 0, r_B = 0.8$ while the improvement for $r_R = 0.8, r_B = 0$ is merely from 6.7 bits/s/Hz to 8.4 bits/s/Hz.

Finally, we turn to study the impact of ADC resolution bits at the RS and the BS in Fig. 6 where the spatial correlation levels are set as $r_R = r_B = 0.8$ and both $\delta = 0.5$ and $\delta = 2$ are considered. Using three-bit ADCs at both the RS and the BS significantly improves the performance compared to using one-bit ADCs and is close to the ideal case with $q_1 = q_2 = \infty$. For $\delta = 0.5$, respectively deploying lower and higher resolution ADCs at the RS and the BS ($q_1 = 1, q_2 = 3$) outperforms the case with $q_1 = 3, q_2 = 1$. The relationship between the two cases reverses for $\delta = 2$. For the RS and the BS, the one equipped with more antennas is allowed to deploy lower resolution ADCs.

VI. Conclusion

In this paper, we analyze the performance of massive MIMO relay systems by considering the main practical issues including spatial correlation, estimated CSI, and imperfect ADC quantization. A closed-form approximation of the achievable rate is derived. Further analysis straightforwardly reveals how the power scaling, spatial correlation, and ADC resolution impact the achievable rate performance in different system settings. The analysis guides us how to deploy the RS and the BS and adjust the numbers of antennas and ADC resolution bits at them harmoniously for the general massive MIMO relay systems.

Appendix

A. Preliminary Lemma

To pave the achievable rate analysis, we propose the following novel lemma to well depict the statistical property of the double-side correlated channels. This general lemma can be also trivially reduced to the i.i.d. or single-side correlated case.

Lemma 1: Consider an $M$ by $N$ matrix $Y = PXQ$, where $P \in \mathbb{C}^{M \times M}$ and $Q \in \mathbb{C}^{N \times N}$ are deterministic matrices and $X \in \mathbb{C}^{M \times N}$ is a random matrix with i.i.d. $\mathcal{CN}(0,1)$ entries. Let $y_i$ be the $i$th column of $Y$, then we have

1. $E \{ y_i^H y_j \} = \delta_{ij} \text{tr}(PHP)$,
2. $E \{|y_i^H y_j|^2\} = \delta_{ij}^2 \text{tr}(PP^H) + \vartheta_i \vartheta_j \|P^H P\|_F^2$,
3. $E \{ |y_{mi} y_{mj}|^2 \} = \zeta_{mm} (\delta_{ij}^2 + \vartheta_i \vartheta_j)$,

where $\zeta_{ij}$ and $\vartheta_{ij}$ denote the $(i,j)$th elements of the matrices $P^H P$ and $Q^H Q$, respectively.
Proof: We first vectorize \( Y \) as
\[ \hat{y} = \text{vec}(Y) = (Q^T \otimes P)\text{vec}(X) = (Q^T \otimes P)x, \]
based on which, \( y_i \) is written as
\[ y_i = \hat{y}((i - 1)M + 1 : iM) = (q_i^T \otimes P)x = U_i x, \]
where \( q_i \) is the \( i \)th column of \( Q \).
Then we have
\[ E \{ y_i^H y_j \} = E \{ x_i^H U_i^H U_j x_j \} = \text{tr}(U_i^H U_j)^{(a)}(q_i^T q_j \otimes P^H P), \]
where \((a)\) is obtained based on \((A \otimes B)(C \otimes D) = AC \otimes BD \) and \((b)\) according to [3] Lemma 2. Then we have
\[ \text{tr}(q_i^T q_j \otimes P^H P) = \text{tr}(q_i^T q_j)\text{tr}(P^H P) = \eta_{ij}\text{tr}(P^H P), \]
which prove (i) and (ii). (iii) can be proved similarly.

B. Proof of Theorem 1

1) Derivation of \( \kappa \): For \([5]\), we have
\[ \text{tr}(E \{ \hat{F}^H FF \hat{F} \}) = \text{tr}(E \{ \hat{F}^H \hat{F} \hat{F} \hat{F} \}) + \text{tr}(E \{ \hat{F}^H \hat{F} \hat{F} \hat{F} \}) \]
\[ = \sum_{i=1}^{K} \left( E \{ \hat{f}_i \hat{f}_i^T \} + \sum_{j \neq i} E \{ \hat{f}_i \hat{f}_j^T \} + K \right) \]
\[ = \sum_{i=1}^{K} \beta_i \left( K \beta_i + \text{tr}(T_R T_R) + \sum_{j=1}^{K} \beta_j \right), \]
where  \((c), (d), \) and \((e)\) are derived based on Lemma 1 (ii), (iii), and (i), respectively.

2) Sum Rate Approximation: According to \([32]\) Lemma 1, we approximate the achievable sum rate as
\[ R_{\text{sum}} \approx \rho \sum_{k=1}^{K} \log_2 \left( 1 + \frac{\text{tr}(E \{ |\hat{b}_k \hat{F} \hat{F} \hat{f}_k|^2 \})}{E \{ B_2 \}} \right) \]
According to \([15]\), we have
\[ E \{ |\hat{b}_k \hat{F} \hat{F} \hat{f}_k|^2 \} = E \{ |\hat{f}_k|^2 \} + \sum_{i \neq k} E \{ |\hat{f}_i|^2 \} E \{ |\hat{f}_k|^2 \} \]
\[ \approx 2 \beta_k \text{tr}(T_R T_R) \sum_{i=1}^{K} \beta_i \left( \text{tr}(T_R T_R) + \sum_{j=1}^{K} \beta_j \right) \]
\[ \approx 2 \beta_k \sum_{i=1}^{K} \beta_i \left( \text{tr}(T_R T_R) + \sum_{j=1}^{K} \beta_j \right), \]
\[ \sum_{i=1}^{K} \beta_i \left( \text{tr}(T_R T_R) + \sum_{j=1}^{K} \beta_j \right), \]
which prove (i) and (ii). (iii) can be proved similarly.
\[ E \left( \| g_k^H \mathbf{G}^H \|_4^2 \right) = E \left( \| g_k^H \mathbf{G}^H \mathbf{R}_{n_k} \mathbf{G}^H g_k \right) + \sigma_R^2 E \left( \| g_k^H \mathbf{G}^H \|_2^2 \right) \]

\[ = \alpha_1 (1-\alpha_1) P_U \left( \sum_{n=1}^N \sum_{i=1}^{K} \beta_i \left( \hat{r}_{n_k,i} \right)^2 (T_{B_i}) \right) + \hat{r}_{n_k,ii} \left( \hat{T}_{B_{ii}} + \hat{r}_{n_k,ii} (T_{B_{ii}}) \right) \left( \hat{r}_{n_k,ii} + \sum_{i=1}^{K} \hat{r}_{n_k,ii} \right) \]

\[ + \alpha_1 (1-\alpha_1) \sigma_R^2 E \left( \| g_k^H \mathbf{G}^H \|_2^2 \right), \quad (d) \]

\[ E \left( \left\{ \| g_k^H \|_2 \right\} \right) = E \left( \| g_k^H \mathbf{G}^H \mathbf{F}^H g_k \right) = \sum_{n=1}^{N} \sum_{i=1}^{K} \beta_i \left( \hat{r}_{n_k,i} \right)^2 (T_{B_i}) \]

\[ + \hat{r}_{n_k,ii} \left( \hat{T}_{B_{ii}} + \hat{r}_{n_k,ii} (T_{B_{ii}}) \right) \left( \hat{r}_{n_k,ii} + \sum_{i=1}^{K} \hat{r}_{n_k,ii} \right) + \alpha_1 (1-\alpha_1) \sigma_R^2 E \left( \| g_k^H \|_2^2 \right), \quad (e) \]

\[ \text{for } i \neq j, \text{ where } \sigma_R \text{ denotes the correlation coefficient of adjacent antennas at the RS with } 0 < |r_R| < 1 \text{ and } \omega = 1, \ldots, K-1. \]

Then substituting \( P_U = \frac{E_0}{N_0} \) and \( P_R = \frac{E_R}{M^2} \) into (41)-(44) and dividing \( \kappa^2 P_U \) for all terms, we can obtain \( S_k = O(N^*) \), \( I_k = O(N^3) \), \( N_{k1} = O(N^{3+a}) \), and \( N_{k2} = O(N^{3+a}) \), which leads to

\[ \lim_{N \to \infty} \gamma_k = \begin{cases} \infty, & a, b < 1 \\ C, & \text{otherwise} \\ 0, & a > 1 \text{ or } b > 1 \end{cases}, \quad (73) \]

where \( C \) is bounded and turns to the corresponding values for \( a < b = 1, b < a = 1, \) and \( a = b = 1 \), respectively.

\[ \text{D. Proof of Corollary 3} \]

For \( S_k, I_k, N_{k1}, \) and \( N_{k2} \) in (41)-(44), we omit the terms with lower order of magnitude as \( N \to \infty \) and assume \( \beta_1 = \cdots = \beta_K = 1 \) for simplicity, which leads to

\[ \lim_{N \to \infty} \gamma_k \approx \tilde{\gamma}_k = \frac{\tilde{S}_k}{I_k + N_{k1} + N_{k2}}, \quad (74) \]

\[ \text{where} \]

\[ \tilde{S}_k = (M + \| T_{B_k} \|_F^2) (N^2 + \| T_{R_k} \|_F^2), \quad (75) \]

\[ \tilde{I}_k = (K-1)[\| T_{B_k} \|_F^2 N^2 + \| T_{R_k} \|_F^2 (M^2 + \| T_{B_k} \|_F^2) ], \quad (76) \]

\[ \tilde{N}_{k1} = \frac{M^2 N}{\alpha_1} \left[ (1-\alpha_1) (K+1) + \frac{\sigma_R^2}{P_U} \right], \quad (77) \]

\[ \tilde{N}_{k2} = \frac{M}{\alpha_1 \alpha_2 \kappa R^2 P_U} \left[ (1-\alpha_2) P_R + \frac{\sigma_R^2}{\eta} \right]. \quad (78) \]

Considering the same correlation level and exponential correlation model for the RS and the BS, the correlation coefficients of adjacent antennas at the RS and the BS are equal, i.e., \( r_{RS} = r_{BS} = r \), which leads to \( \lim_{N \to \infty} \| T_{B_k} \|_F^2 = \frac{1+|r|^2}{1-|r|^2} M \) and \( \lim_{N \to \infty} \| T_{R_k} \|_F^2 = \frac{1+|r|^2}{1-|r|^2} N \). Substitute them into (75) and (76) and denote \( \tilde{\gamma}_k \) as

\[ \tilde{\gamma}_k = \frac{C_1}{C_2}. \quad (79) \]

Then \( \tilde{\gamma}_k \) can be written as

\[ \tilde{\gamma}_k = \frac{C_1 + d}{C_2 + (K-1)d}, \quad (80) \]

where \( d = \frac{2|\gamma|^2}{1-|\gamma|^2} MN(M-N) \).

Therefore, when \( \delta = 1 \), i.e., \( M = N \), we can obtain

\[ \lim_{N \to \infty} \gamma_k = \frac{C_1}{C_2} \quad (81) \]

\[ \text{When } \delta > 1, \text{ we have} \]

\[ \frac{C_1 + d}{C_2 + (K-1)d} < \frac{C_1 + d}{C_2} < \frac{C_1}{C_2}, \quad (82) \]

which leads to

\[ \lim_{N \to \infty} \gamma_k = \frac{C_1}{C_2} \quad (83) \]
When $\delta < 1$, we have
\[
\frac{C_1 + d}{C_2 + (K - 1)d} > \frac{C_1 + d}{C_2 + d} > \frac{C_1}{C_2},
\]
which leads to
\[
\lim_{N \to \infty} \gamma_k = \frac{1}{N} K < \lim_{N \to \infty} \gamma_k = \frac{1}{M}. \tag{85}
\]

**E. Proof of Corollary 4**

For $\kappa$ in (6), we omit the terms with lower order of magnitude as $N \to \infty$ and assume $\beta_1 = \cdots = \beta_K = \eta = 1$ for simplicity, which leads to
\[
\lim_{N \to \infty} \kappa \approx \tilde{\kappa} = \sqrt{\frac{P_R}{\alpha_1^2 P_U N^2 K}}. \tag{86}
\]

The relationship between $\lim_{N \to \infty} \tilde{P}_{\text{sum}}^{\alpha_1} = 1$ and $\lim_{N \to \infty} \tilde{P}_{\text{sum}}^{\alpha_2} = 1$ are dependent on the values of $N_{k1}$ and $N_{k2}$, and we have
\[
(N_{k1}^{\alpha_1} + N_{k2}^{\alpha_2}) \rightarrow (N_{k1}^{\alpha_1} + N_{k2}^{\alpha_2}) = M N \left( 1 + \frac{\sigma_R^2}{P_U} \left( \frac{1}{\alpha_2} - 1 \right) \right) - M^2 N K \left( \frac{1}{\alpha_1} - 1 \right)
\]

where $(f)$ is based on $K \gg 1$, $P_R \ll P_U$, and $(g)$ is obtained by setting $\alpha_1 = \alpha_2 = \alpha$, respectively. Then the proof is completed.
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