Fluctuating spin and charge stripes in the two-dimensional Hubbard model in the thermodynamic limit
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The high-temperature superconducting cuprates are governed by intertwined spin, charge, and superconducting orders. While various state-of-the-art numerical methods have demonstrated that these phases also manifest themselves in doped Hubbard models, they differ on which is the actual ground state. Finite cluster methods typically indicate that stripe order dominates while embedded quantum cluster methods, which access the thermodynamic limit by treating long-range correlations with a dynamical mean field, conclude that superconductivity does. Here, we report the observation of fluctuating stripe order persists in the thermodynamic limit. This discovery also provides a new opportunity to study the influence of fluctuating stripe correlations in the model’s pairing correlations within a unified numerical framework.

Introduction — A common element of strongly correlated materials is the existence of several nearly degenerate states, which compete or cooperate to produce novel phases of matter [1]. For example, in the high-temperature (high-\(T_c\)) superconducting cuprates, multiple experiments point to intertwined orders of spin and charge stripes, charge- and pair-density-waves, and unconventional superconductivity [2–5]. Understanding the relationships among these orders and how they shape the cuprate phase diagram is a central problem in condensed matter physics [6].

Addressing this question using nonperturbative methods remains challenging as even the simplest correlated electron models also contain near-degenerate orders, which can be difficult to discern from one another. For example, state-of-the-art numerical studies have identified a plethora of low-energy states in the single-band Hubbard and \(t-J\) models that contend for the ground state [7–21]. Methods like Hartree-Fock mean-field theory [7], density matrix renormalization group (DMRG) [8–11], density matrix embedding theory [8, 12], variational Monte Carlo [15], auxiliary field quantum Monte Carlo [8, 16], and infinite projected entangled-pair states [8, 17] tend to find static stripe order as the ground state, and recent determinant quantum Monte Carlo (DQMC) calculations [13, 14] have found evidence for fluctuating stripe order at finite temperatures. In contrast, quantum cluster methods like cellular dynamical mean-field theory [22] and the dynamical cluster approximation (DCA) [23, 24], which, unlike finite size cluster techniques, directly access the thermodynamic limit, typically find superconducting solutions with a \(d\)-wave symmetry [18–21]. While approximative calculations of this sort with large unit cells but correlations restricted to small clusters have found evidence of stripes [25–27], more reliable calculations with clusters large enough to accommodate the stripe periodicity have yet to find any indication of stripe-like solutions. This dichotomy has made it difficult to understand the relationships between the relevant orders since each method has its approximations, which introduce systematic errors that can bias towards particular solutions. To overcome this issue, it is desirable to identify a single framework capable of identifying the relevant states to avoid compounding systematic biases.

Here, we demonstrate that quantum Monte Carlo DCA [23] methods can resolve fluctuating stripes in the two-dimensional single-band Hubbard model. The QMC-based impurity solver captures the intra-cluster correlations exactly, while longer-range correlations are treated at a mean-field level that approximates the infinite system. The observation of fluctuating stripes with this method therefore provides crucial confirmation that fluctuating stripe order persists in the thermodynamic limit. It also fixes the discrepancy between finite-cluster and quantum cluster methods, thus allowing us to examine the influence of fluctuating stripe correlations on \(d\)-wave pairing in the single-band Hubbard model using a unified framework, provided the clusters are large enough to accommodate the relevant periodicity such that the spatial modulations are not averaged out by the DCA mean field.

Model and Methods — We consider the two-dimensional single-band Hubbard Hamiltonian defined
on a rectangular $N = N_x \times N_y$ lattice

$$H = -\sum_{i,j,\sigma} t_{ij} \left( c^\dagger_{i\sigma} c_{j\sigma} + \text{h.c.} \right) - \mu \sum_{i,\sigma} n_{i\sigma} + U \sum_{i} n_{i\uparrow} n_{i\downarrow}. \tag{1}$$

Here, $c^\dagger_{i\sigma}$ ($c_{i\sigma}$) creates (annihilates) a spin-$\sigma$ (=↑, ↓) electron on site $i$; $n_{i\sigma} = c^\dagger_{i\sigma} c_{i\sigma}$ is the number operator; $t_{ij}$ is the hopping integral between sites $i$ and $j$; $\mu$ is the chemical potential; and $U$ is the on-site Hubbard repulsion. Throughout, we restrict $t_{ij}$ to nearest-neighbor ($t$) and next-nearest-neighbor ($t'$) hopping only and set $U = 6t$ to facilitate comparisons to Ref. [13].

We solved Eq. (1) using DCA [23] and with a continuous-time QMC impurity solver [20], as implemented in the DCA++ code [28], and complementary DQMC calculations [29, 30]. To study the fluctuating spin stripes, we measured the equal-time staggered spin-spin correlation function $S^{stag}(\mathbf{r}) = (-1)^{r_x + r_y} S(\mathbf{r})$, where $\mathbf{r} = a(r_x, r_y)$ is the position of each atom on the square lattice with lattice constant $a$, $S(\mathbf{r}) = \frac{1}{N} \sum_{i} \langle \hat{S}_i^z \hat{S}_{i+r}^z \rangle$, and $\hat{S}_i^z = \frac{1}{2} \left( c_{i\uparrow}^\dagger c_{i\downarrow} - c_{i\downarrow}^\dagger c_{i\uparrow} \right)$ is the $z$-component of the local spin operator at site $i$.

The charge stripe correlations are assessed by measuring the density-density correlation function $N(\mathbf{r}) = \frac{1}{N} \sum_{i} \langle n_i n_{i+r} \rangle$, where $n_i = \sum_{\sigma} n_{i,\sigma}$ is the local density operator. The pairing tendencies are accessed by measuring the equal-time pairing correlation function in the $d$-wave channel $P_d(\mathbf{r}) = \frac{1}{N} \sum_{i} \langle \Delta_i^\dagger \Delta_{i+r} \rangle$, where $\Delta_i = c_{i,\uparrow} (c_{i+\hat{x},\downarrow} + c_{i-\hat{x},\downarrow} - c_{i+\hat{y},\downarrow} - c_{i-\hat{y},\downarrow})$ destroys a pair of electrons with $d$-wave symmetry. We also determined the structure of the pairing interaction by explicitly solving the Bethe-Salpeter equation (BSE) in the particle–particle singlet channel to obtain its leading eigenvalues and eigenvectors [19, 31]. Due to the large cluster sizes and the self-consistency loop, our DCA calculations are significantly more expensive than the corresponding DQMC calculations. For this reason, here we focus on an average density $\langle n \rangle = 0.8$, where we have observed strong stripe correlations.

Results — Figure 1 plots $S^{stag}(\mathbf{r})$ for several values of the next-nearest neighbor hopping $t'$, where we see clear evidence for fluctuating spin stripes in our DCA calculations (Panels A, B, D-F). Here, we employ large $16 \times 4$ clusters embedded in the DCA self-consistent mean-field, where we access temperatures as low as $T = 0.167t$ (inverse temperature $\beta = 6/t$). Since the staggered spin-spin correlation function imposes a sign flip on every other site, the positive blue regions in the middle of each panel represent short-range antiferromagnetic (AFM) correlations. In contrast, the negative red regions represent AFM regions but with a $\pi$ phase shift. As $t'/t$ decreases from positive to negative, red negative regions form on both sides of the central blue region, signaling the formation and growth of fluctuating AFM stripe correlations, similar to those observed in finite size DQMC calculations [13, 14]. In general, we find that the boundary between the red and blue regions mixes, suggesting that the stripes are incommensurate. We have observed...
similar correlations for different cluster sizes and geometries, including $8 \times 8$, $8 \times 6$ and $8 \times 4$ clusters (see Figs. 4 and the supplementary material).

For comparison, Fig. 1C shows $S_{\text{stag}}(r)$ obtained from a DQMC calculation at $T = 0.2t$ ($\beta = 5/t$), $t' = -0.25t$. The DQMC results are consistent with both the corresponding DCA results (Fig. 1B) and Ref. 13, which considered a slightly higher temperature and a slightly different density. Since DQMC treats the system exactly on an extended but finite cluster, one must perform a finite-size scaling analysis to access the thermodynamic limit. On the other hand, DCA accesses the thermodynamic limit by embedding its clusters in a dynamical mean field that approximates the rest of the system. Comparing Figs. 1B and 1C, we find that DCA predicts weaker stripe correlations compared to DQMC for the same $t'$, despite the lower temperature. This observation helps to explain why stripes have previously gone unobserved in quantum cluster approaches. The origin of the reduced correlations is unclear at this time. One possibility is that the correlations observed by DQMC would weaken as the cluster size increases. Another is that the mean field reduces the effective correlations in the DCA treatment of the problem. Nevertheless, the observation of fluctuating stripes with DCA provides crucial evidence that they persist in the thermodynamic limit.

Our calculations also find evidence for fluctuating charge stripes for the first time. Fig. 2 plots $N(r)$ for the same $16 \times 4$ DCA and DQMC simulations shown in Fig. 1. For $r = 0$, $N(0) = n - n^2 + 2(n_1 n_2)$, so the positive $r = 0$ correlation is due to the fact that the filling $n = 0.8 < 1$ and the double occupancy $n_1 n_2 > 0$. For $t' = 0.2t$ (panel F), $N(r \neq 0) < 0$ for all $r \neq 0$, reflecting a small but negative non-local charge correlation. For $t' \leq 0$, the charge correlations remain negative but decay on longer length scales and display some uni-directional behaviors. With increasing negative $t'$, we also observe weak indications of positive correlations on large length scales, but no modulated intensity as one might expect. The DQMC results for $t' = -0.25t$ in panel C display a pattern qualitatively similar to the corresponding DCA results. Comparing the charge patterns with the spin patterns in Fig. 1, one sees that the charge correlations have the largest negative values in the region corresponding to the central blue spin stripe, where the AFM correlations are strongest. This observation suggests that doped holes have a tendency to be pushed out of the regions with strong antiferromagnetic correlations.

The presence of the spin and charge stripes is more readily observed by examining the dynamical spin $S(Q, \omega)$ and charge $N(Q, \omega)$ structure factors, which are accessible in scattering experiments. Here, we consider the static limit ($\omega = 0$), which can be obtained by Fourier transforming the corresponding unequal-time correlation functions and integrating over imaginary time. Fig. 3 summarizes $S(Q, \omega = 0)$ along $Q = (Q_x, \pi)$ (top row) and $N(Q, \omega = 0)$ along $Q = (Q_x, 0)$ (bottom row) for different values of the next-nearest-neighbor hopping $t'$. When the spin stripe correlations are strong, they should manifest as incommensurate peaks in $S(Q, 0)$ centered at $(\pi \pm \delta_s, \pi)$ while the charge stripes should manifest as incommensurate peaks in $N(Q, 0)$ centered at $(\pm \delta_c, 0)$, where $\delta_s = 2\delta_c$. To check this, we fit the spectra with pairs of Lorentzian functions (plus a constant background) and extracted the corresponding values of $\delta_{s,c}$. In all cases, the structure factors are well repre-
FIG. 3: DCA results for the zero-frequency dynamical spin \( S(\mathbf{Q}, \omega = 0) \) (Panels A-E) and charge \( N(\mathbf{Q}, \omega = 0) \) (Panels F-J) structure factors, obtained on a 16 \( \times \) 4 cluster embedded in a dynamical mean field and with \( \langle n \rangle = 0.8 \). The top row shows the spin structure factors along \( \mathbf{Q} = (Q_x, \pi) \) for A \( t' = -0.3t \), B \( t' = -0.25t \), C \( t' = -0.2t \), D \( t' = 0 \), and E \( t' = 0.2t \). Each spectra is fit with a pair of Lorentzian functions centered at \( (\pi \pm \delta_s, \pi) \) plus a constant background. The bottom row shows the corresponding charge structure factors along \( \mathbf{Q} = (Q_x, 0) \). Each spectra is fit with a pair of Lorentzian functions centered at \( \mathbf{Q} = (\pm \delta_c, 0) \) plus a constant background. All results were obtained for \( T = 0.167t \) (\( \beta = 6/t \)). The ratio of the spin and charge incommensurability is given by \( r = \delta_s/\delta_c \) and panel K shows temperature evolution of the spin and charge incommensurability and \( r \) for \( t' = -0.3t \).

sent by fits, and the resulting ratio \( r = \delta_s/\delta_c \) is given in the top panels of Fig. 3, where we find \( 0.66 > r > 0.3 \). These values are close to the expected \( r = 0.5 \) result, for which the periodicity of the charge fluctuations is twice that of the spin fluctuations, with increasingly negative \( t' \).

To examine how the spin and charge stripes form, we also extracted the values of \( \delta_s \), \( \delta_c \), and \( \delta_s/\delta_c \) as a function of temperature for \( t' = -0.3t \), as shown in Fig. 3K. (The corresponding structure factor data are provided in the supplementary material.) We find that \( \delta_s \) remains relatively fixed as a function of temperature, while \( \delta_c \) appears to lock in to its value of \( \delta_c \approx 2\delta_s \) as the temperature is lowered. This result suggests that the charge stripes form after the spin stripes in the Hubbard model, and that the periodicity of the former locks into the value set by the latter.

Previous DCA studies have resolved a finite-temperature transition to the \( d \)-wave superconducting state \([18, 31]\). Now that DCA also finds evidence for fluctuating stripes, both in the spin and charge sector, it is natural to ask how they affect the formation of Cooper pairs. To answer this question, we now examine the equal-time \( d \)-wave pairing correlation function \( P_d(r, \tau = 0) \). Since a rectangular cluster geometry can mix pairing symmetries \([32]\), we first consider a square \( N = 8 \times 8 \) cluster to proceed without any bias. The real-space equal-time staggered spin correlation, density correlations, and \( d \)-wave pairing correlations are shown in Figs. 4A-D, 4E-H, and 4I-L, respectively, for different values of \( t' \) and \( T = 0.2t \). In all cases, the leading eigenvector of the BSE corresponds to a \( d \)-wave state.

Since the \( 8 \times 8 \) cluster no longer breaks \( C_4 \) symmetry, both the spin and charge stripe correlations now appear as superimposed vertical and horizontal stripes. As with Fig. 1, their strength increases as \( t' \) becomes more negative. Interestingly, as the spin stripe correlations grow, the pairing correlations also develop a real-space structure suggestive of a pair-density-wave \([33]\). For example, for \( t' = 0.2 \) (Fig. 4L), the real-space pairing correlations are mostly positive and extend nearly across the entire cluster. As \( t' \) is reduced, however, regions begin to emerge on short length scales that display a sign change (\( \pi \) phase shift) in the \( d \)-wave pairing correlations.

These observations suggest that modulations in the pair correlations develop together with the stripe correlations; however, this effect is difficult to disentangle from the changes in band structure that also occur as \( t' \) is varied \([31]\). We do not observe any unidirectional behavior in the pair density modulations, however, even when we break \( C_4 \) symmetry by using a rectangular cluster. For example, Fig. 5A compares the real-space pairing

\[
t' = -0.3t, r = 0.527
\]

\[
t' = -0.25t, r = 0.512
\]

\[
t' = -0.2t, r = 0.599
\]

\[
t' = 0, r = 0.663
\]

\[
t' = 0.2t, r = 0.306
\]
Moreover, by accessing these phases using an embedded cluster technique, we are able to examine the correlation function, while panels (C-K) show the corresponding real-space density-density correlation function, while panels (I-L) show the real-space pair-field correlation functions.

Conclusions — Our results demonstrate that fluctuating spin and charge stripe orders are a property of the doped single-band Hubbard model in the thermodynamic limit. Moreover, by accessing these phases using an embedded cluster technique, we are able to examine the correlations on a 16 x 4 cluster against the correlations obtained for the same parameters but on an 8 x 8 cluster (Fig. 5B). Here, we find that the real space pairing correlations are largely unaffected by the cluster geometry. We have also attempted to induce a unidirectional pair-density correlation by imposing a static spin stripe in our DQMC simulations; however, we find that the resulting pair correlations remain remarkably bi-directional (C4 symmetric), even under the application of unreasonably large spin stripe fields (see the Supplementary Material). These observations provide strong evidence that the modulations in the d-wave pair correlations we observe at this temperature are unrelated to the fluctuating spin and charge stripes.
ways in which the stripe fluctuations couple to superconducting correlations in the model. Our results suggest that fluctuating and static stripe orders are decoupled from the real-space pairing correlations at the temperatures accessible to our simulations and that the two phenomena are intertwined through a more indirect means.
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THE SPIN STRIPE AT DIFFERENT CLUSTER SIZE

Figure 1 of the main text shows the spin stripe patterns calculated on 16 × 4 clusters embedded in the DCA mean field. Fig. S1 presents similar results obtained on smaller 8 × 4 and 8 × 6 clusters, which both show indications of spin stripe correlations. For example, the correlations observed in the 8 × 4 case resemble the ones found in the corresponding region of the 16 × 4 case (Fig. 1A). Similarly, the correlations observed in the 8 × 6 case are similar to the corresponding correlations found in the 8 × 8 case shown in Fig. 4A.

**FIG. S1**: The real-space equal-time staggered spin-spin correlation function of the singleband Hubbard model calculated on an 8 × 4 cluster (**A**) and an 8 × 6 cluster (**B**) at $t' = -0.3t$, $\langle n \rangle = 0.8$, and $T = 0.2t$ ($\beta = 5/t$). Both clusters show a spin stripe pattern.

THE EFFECTS OF DIFFERENT BOUNDARY CONDITIONS AND MEAN FIELDS ON THE SPIN CORRELATIONS

In this section, we explore the effect of different boundary conditions and the application of different mean fields on the spin correlations. Fig. S2 A presents the dynamical spin structure factor at zero frequency, calculated on a finite-size cluster using continuous-time auxiliary field quantum Monte-Carlo. In this case, we have not coupled the system to a mean-field and applied different boundary conditions to the cluster. Although translational symmetry is
FIG. S2: The dynamical spin structure factor at zero frequency $S(Q, \omega = 0)$ for a $16 \times 4$ cluster with different boundary conditions. Results are shown for a cluster (A) without a mean field and (B) embedded in a mean field. Here, “pbc” means periodic boundary condition in all directions; “obc” means open boundary condition in all directions; “open x” means obc along the $x$-axis and pbc along the $y$-axis; likewise, “open y” means obc along the $y$-axis and pbc along the $x$-axis. Finally, “MF$_y$” means that we have applied the DCA mean field only along the $y$-axis but not along the $x$-axis. The model parameters in both panels are $t' = -0.3t$, $\langle n \rangle = 0.8$, and $T = 0.22t$ ($\beta = 4.5/t$).

broken when the boundary is open in one direction, we assume that the off-diagonal $(k,k')$ elements are negligible and keep only the diagonal $(k,k)$ elements after Fourier transform. We observe that opening the boundary along the $y$-axis on a $16 \times 4$ cluster suppresses the spin stripe correlations while opening the boundary along the $x$-axis only has a marginal effect on our results.

Figure S2B explores the effect of the DCA mean-field and the effect of the boundary condition in the presence of the DCA mean-field. Here, a comparison between the blue and orange curves shows that the additional inclusion of the mean field along the $x$-axis in the full DCA result slightly weakens the stripe correlations. Comparing the green and orange curves indicates that opening the left and right boundaries while keeping periodic boundary conditions and the mean-field along the $y$-axis enhances the stripe correlations.

Figure S3 explores the effect of the mean field further. Panels A and (B,C) show $S_{\text{strain}}(r)$ for $t' = -0.25t$, $T = 0.22t$ ($\beta = 4.5/t$) with and without the mean field, respectively, on a cluster with periodic boundary condition. We can see that turning on the mean field weakens the stripe pattern, as indicated by the lighter red region, and expands the central blue region. Panel B and C are from finite-cluster CT-AUX (short for continuous time auxiliary field quantum Monte-carlo, the cluster solver for DCA) and DQMC calculations, respectively. Except for the time-discretization error in DQMC (CT-AUX does not have this error), both methods are numerically exact for a finite cluster. Therefore, the slight difference in the respective results can be attributed to the discrete-time error in DQMC. In panel D, the dip around $Q = (\pi, \pi)$ in the finite-cluster CT-AUX and DQMC curves also signals a stronger stripe correlation than the flat peak in the DCA curve.
To show how the spin and charge stripe form as the system cools down, we plot the zero-frequency dynamical spin and charge structure factors at different temperatures and $t' = -0.3t$ in Fig. S4. As $T$ decreases, $S(Q, \omega = 0)$ (panels A-D) gradually develops two peaks located at $(\pi, 0)$ and $(\pi + \delta_c, 0)$. This position is almost independent of temperature. A double peak structure also forms in $N(Q, \omega = 0)$ (panels E-H) as temperatures is lowered, this time centered at $(0, 0)$ and $(0 + \delta_c, 0)$. At high-temperature, $\delta_c = \pi$; however, as the temperature decreases, $\delta_c$ is reduced and the two peaks

| Temperature | $\beta$ | $r$ | Spin Correlation | Charge Correlation |
|-------------|---------|-----|------------------|-------------------|
| A           | 6       | 0.527 | [Graph]          |                   |
| B           | 5       | 0.542 | [Graph]          |                   |
| C           | 4       | 0.493 | [Graph]          |                   |
| D           | 3       | 0.436 | [Graph]          |                   |

**FIG. S4:** DCA results for the zero-frequency dynamical spin $S(Q, \omega = 0)$ ( Panels A-D) and charge $N(Q, \omega = 0)$ ( Panels E-H) structure factors, obtained on a 16 x 4 cluster embedded in a dynamical mean field. The top row shows the spin structure factors along $Q = (Q_x, \pi)$ for A $\beta = 6/t$, B $\beta = 5/t$, C $\beta = 4/t$, and D $\beta = 3/t$. Each spectrum is fit with a pair of Lorentzian functions centered at $(\pi, \pi)$ plus a constant background. The bottom row shows the corresponding charge structure factors along $Q = (Q_x, 0)$. Each spectrum is fit with a pair of Lorentzian functions centered at $Q = (\pm \delta_c, 0)$ plus a constant background. All results were obtained for $t' = -0.3t$ and $\langle n \rangle = 0.8$. 

**FIG. S3:** The real-space equal-time staggered spin-spin correlation function in a 16 x 4 cluster (A) embedded in a mean field and (B,C) without a mean field. Panel B and C shows the CT-AUX and DQMC results, respectively. Panel D presents the dynamical structure factor for all cases. The model parameters in both panels are $t' = -0.3t$, $\langle n \rangle = 0.8$, and $T = 0.22t$ ($\beta = 4.5/t$).
move towards each other until $\delta_c \approx 2\delta_s$ at the lowest temperatures. The measured $\delta_s$ and $\delta_c$ as a function of $T$ are presented in Fig. 3K of the main text.

**IMPOSING A SPIN STRIPE FIELD AND ITS IMPACT ON THE PAIRING CORRELATIONS**

To test the relationship between the stripe correlations and the pairing modulations, we imposed a unidirectional spin stripe by introducing a site- and spin-dependent site energy

$$\epsilon_{i,\sigma} = \pm A_{sf} \cos(\pi i_x / 4)(-1)^{i_x + i_y},$$  \hspace{1cm} (S1)

where the + and - signs correspond to the spin $\sigma = \uparrow$ and $\sigma = \downarrow$, respectively. We then solved 8x8 clusters using DQMC for $t' = -0.25t$, $T = 0.22t$ ($\beta = 4.5/t$), and $\langle n \rangle = 0.8$. Figs. S5A-C, D-F, and G-I show the resulting staggered AFM spin-spin, density-density, and pair-field correlation functions, respectively, for increasing values of $A_{sf}$. For $A_{sf} = 0$, we observe the same bidirectional fluctuating stripe and pair-density correlations observed with DCA (see Fig. 4). When $A_{sf} \neq 0$, a strong static spin stripe forms (Figs. S5B, C) while the charge correlations (Figs. S5E, F) are only slightly modified. At the same time, the modulations in the pairing correlations become somewhat unidirectional (Figs. S5H, I), with the pair-density modulations becoming stronger in the direction perpendicular to the spin stripes;
however, the degree of $C_4$ symmetry breaking is nowhere near as strong as the spin-spin correlations. We, therefore, conclude that the stripe and pair-density correlations are only weakly coupled at these temperatures.

**OUR CUSTOMIZED COLOR BAR**

The color bars we used throughout this paper are derived from a customized color map defined to highlight the differences in the correlations at small values. Our definition for this map is the same as the one used in Refs. [?] and [?]. It is defined using the RGB (Red, Green, Blue) scheme. First, we define a piecewise function: $f(x) = 1$ if $x < 0.5$; $f(x) = 1 - \sqrt{2x - 1}$ if $x > 0.5$, setting $x$ in the range $[0, 1]$. Then

$$
\begin{align*}
    r &= f(x), \\
    g &= \min(f(x), f(1 - x)), \\
    b &= f(1 - x),
\end{align*}
$$

(S2)

where $r$, $g$, $b$ stand for red, green, blue color, respectively.