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On The Fractional Domain Analysis of HP TiO2 Memristor Based Circuits with Fractional Conformable Derivative

Rawid Banchuin1*

Abstract: For the first time, the physical memristor-based circuits i.e., HP TiO2 memristor-based circuits, of both series and parallel structures, have been extensively analyzed in the fractional domain by means of the state of the art yet simple fractional conformable derivative-based differential equations. Different outcome from the hypothetical memory element-based previous researches have been obtained. The dimensional consistencies of the fractional derivatives have also been concerned. The often-cited Joglekar’s window function has been adopted for modelling the boundary effect of the memristor and adding more nonlinearity close to the bounds of the memristor’s state variable. The formulated fractional differential equations have been solved and the related electrical quantities have been determined. The computational simulations have been performed. The stability analyses of both circuits have also been presented where it has been mathematically verified that only these HP TiO2 memristor-based circuits are stable always due to the boundary effect which does not exist in hypothetical elements assumed in those previous works. We also point out that only those HP TiO2 memristor-based circuits of order higher than 3 are capable to exhibit the complex dynamics as such memristor lacks the local activity.
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Among various fractional derivatives, the fractional conformable derivative has been found to be one of the simplest yet maximally accurate for modelling the real-world physical systems e.g., real electrical circuits etc., which employs fractional characteristics thus cannot be accurately modelled be means of conventional calculus. Such fractional conformable derivative has been applied to the electrical circuits containing circuit elements with memories. However, only hypothetical elements with memories have been considered albeit there exists a physical one i.e., the HP TiO2 memristor. Such HP TiO2 memristor has been implemented at nanometer level by Hewlett Packard’s laboratory and is often cited in many previous works. Hence, the analysis of electrical circuits containing such physical element with memory has been performed in this work based on the mentioned fractional conformable derivative.
1. Introduction
The fractional calculus which is the extension of the conventional integer calculus has been extensively utilized in various research areas e.g., signal processing (R. Panda & Dash, 2006), (Yang & Zhou, 2008), biomedical engineering (Sommacal et al., 2008), (Magin & Ovadia, 2008), electronics (Pu et al., 2006), (Krishna et al., 2008), (Carreño et al., 2019) robotics (Rosario et al., 2006), (Lima et al., 2007) and control theory (Deng et al., 2007), (Cervera & Baños, 2008), (Bohannan, 2008) etc. The fractional differential equation (FDE) has been used in the fractional domain analysis of both linear and nonlinear electrical circuits (Ayob et al., 2006), (Carreño et al., 2012), (Gómez et al., 2013), (Guia et al., 2013), (Francisco et al., 2014), (Shah et al., 2014), (Atangana & Alkahtani, 2015), (Gómez-Aguilar et al., 2016), (Martínez et al., 2018), (Ruan et al., 2018), (He et al., 2018) (Y. Yu et al., 2019). Such fractional domain analysis has been found to be necessary because the electrical circuit components in practice have irreversible dissipative effects e.g., ohmic friction, thermal memory, and electromagnetic field induced nonlinearities etc., which cannot be precisely analyzed in the conventional integer domain.

Recently, many novel definitions of the fractional derivative have been proposed e.g., the fractional conformable derivative (Khalil et al., 2014), Caputo–Fabrizio (Caputo & Fabrizio, 2015), Atangana–Baleanu (Atangana & Baleanu, 2016) and generalized fractional derivative (Jarad et al., 2017) etc. The FDEs formulated by these new derivatives have been used in the fractional domain analysis of electrical circuits (Atangana & Alkahtani, 2015), (Gómez-Aguilar et al., 2017), (Martínez et al., 2018), (Ruan et al., 2018), (He et al., 2018), (Sene, 2020). Compared with other fractional operators, the fractional conformable derivative provides more simplicity due to its consistency with the conventional derivative which does not exist in the other fractional derivative’s definitions (Martínez et al., 2018), and maximum accuracy in real world fractional domain circuit modelling (Carreño et al., 2019). The FDEs formulated by such fractional conformable derivative have been applied to linear electrical circuit (Martínez et al., 2018). For nonlinear circuits on the other hand, those circuits with hypothetical memory circuit elements have been studied (Ruan et al., 2018), (He et al., 2018). In fact, there exists a physical circuit element with memory i.e., the HP TiO$_2$ memristor, which has been implemented at nanometer level by Hewlett Packard’s laboratory (Strukov et al., 2008). This HP TiO$_2$ memristor has been dedicated to by many previous works in the fractional domain (Fouda & Radwan, 2013), (Fouda & Radwan, 2015), (Y.J. Yu et al., 2015), (Shi & Hu, 2017), (Banchuin, 2018), (Banchuin & Konofaos, 2021), (Banchuin & Meng, 2021). To the best of our knowledge, the analysis of nonlinear circuit with physical memory circuit element such as the HP TiO$_2$ memristor based on the fractional conformable derivative has never been performed despite the interesting applications of HP TiO$_2$ memristor e.g., oscillator (Talukdar et al., 2011), and chaotic circuit (Wang, Sun, et. al., 2018a), (Wang, Sun, et al., 2018bMay) etc.

Hence, the fractional domain analysis of the HP TiO$_2$ memristor-based circuits by using the fractional conformable derivative-based FDEs have been proposed for the first time in this work. The fractional conformable derivative is of interest because of its abovementioned virtues. Both nonlinear circuits are respectively the series and parallel combination of HP TiO$_2$ memristor, inductor and capacitor. They have been chosen as they are the HP TiO$_2$ memristor-based counterparts of simple series and parallel circuits composed of resistor, inductor and capacitor which are the supersets of most circuits considered in the aforesaid previous works and serve as the common fundamental building blocks in electrical engineering. The dimensional consistencies of the
fractional derivatives have also been considered similar to (Martínez et al., 2018), (Sene, 2019), (Sene, 2020) and (Banchuin, 2021) but unlike (Ruan et al., 2018) and (He et al., 2018). In addition, we directly apply the relationship between the fractional conformable derivative and the conventional one as proposed by Khalil et al. (Khalil et al., 2014) due to its simplicity. This is also unlike Ruan et al. and He et al. Compared with those schemes dedicated to the fractional conformable derivative-based FDE with partial derivative terms with such as Adomian decomposition method in conformable sense (Yavuz & Yaşkıran, 2017), modified homotopy perturbation method in conformable sense (Yavuz & Yaşkıran, 2018), conformable fractional modified homotopy perturbation method (Yavuz, 2018) and conformable separate homotopy method (Yavuz, 2019), our chosen methodology has been found to be much more convenient beside its adequacy for our work as the associated equations contain no such cumbersome partial derivative. The often-cited Joglekar’s window function (Joglekar & Wolf, 2009) has been adopted for modelling the boundary effect of the HP TiO₂ memristor, which does not exist in those hypothetical memory circuit elements adopted by Ruan et al. and He et al., and adding more nonlinearity close to the bounds of the memristor’s state variable. The formulated FDEs have been solved and the related electrical quantities have been determined based on the obtained solutions. By using the numerical simulations with MATHEMATICA, the dynamical behaviors of these circuits in the fractional domain under various types of excitations including zero, DC and AC signals have been studied in detail. In particular, the effect of extending each circuit element to fractional domain by allowing the associated order of the FDE to become fractional have been studied. The analytical stability analyses of the circuits have also been presented where it has been verified that these circuits are stable always due to the boundary effect of the HP TiO₂ memristor, which does not exist in hypothetical elements assumed by Ruan et al. and He et al. We also point out that only those HP TiO₂ memristor-based circuits of order higher than 3 are capable to exhibit the complex dynamics as such memristor lacks the local activity. If a 3rd order circuit is desired, a locally active memristor must be adopted.

2. Overview of fractional conformable derivative

Definition 1 (Khalil et al., 2014): Let \( g(u) \) be arbitrary function and \( u \in \mathbb{R}^+ \). The fractional conformable derivative of \( g(u) \) (\( D^\lambda [g(u)] \)), can be mathematically defined as

\[
D^\lambda [g(u)] = \lim_{\varepsilon \to 0} \frac{g(u + \varepsilon u^{1-\lambda}) - g(u)}{\varepsilon}
\]

where \( \lambda \) denotes the order of such derivative and \( 0 < \lambda < 1 \).

Corollary 1: If we let \( \lambda = 1 \), \( D^1 [g(u)] = \frac{dg(u)}{du} \) where \( \frac{dg(u)}{du} \) stands for the conventional derivative of \( g(u) \).

According to (Khalil et al., 2014), the fractional conformable derivative shares many common properties with the conventional derivative. Therefore, the mathematical analysis involving the fractional conformable derivative become relatively acquainted as because the knowledge on classical calculus can be applied. Moreover, the following relationship between the fractional conformable derivative and the conventional one has been found to be very useful.

Theorem 1 (Khalil et al., 2014): If \( \frac{dg(u)}{du} \) exists, we have

\[
D^\lambda [g(u)] = u^{1-\lambda} \frac{dg(u)}{du}
\]

See (Khalil et al., 2014) for the proof of theorem 1.
3. Foundation on HP TiO$_2$ memristor

Regardless to the implementation, the memristor is a nonlinear electrical circuit element that relates the instantaneous flux ($\phi(t)$) and charge ($q(t)$) through the following relationship:

\[ M(t) = M_{on}x(t) + (1 - x(t))M_{off} \]

where $M(t)$ denotes the memristance.

For the HP TiO$_2$ memristor, which is composed of a TiO$_2$ layer between two platinum electrodes as can be seen from Figure 1, its $M(t)$ can be given in terms of the minimum and maximum values of $M(t)$ denoted by $M_{on}$ and $M_{off}$ and the state variable ($x(t)$) as (Strukov et al., 2008)
where \( x(t) \) which is dimensionless, can be given in term of the memristor's current \((i(t))\) by

\[
\frac{dx(t)}{dt} = ki(t)
\]  

(5)

Noted that \( k = \mu M_{on}/D^2 \) where \( \mu \) and \( D \), respectively, stand for the ion mobility and semiconductor film of thickness. Therefore, the dimension of \( k \) is \((A \cdot s)^{-1}\).

By the boundary effect of this device, \( M_{on} \leq M(t) \leq M_{off} \) always as \( 0 \leq x(t) \leq 1 \). At the saturation state, \( M(t) \) can be either \( M_{on} \) when \( x(t) = 0 \) or \( M_{off} \) when \( x(t) = 1 \). For mathematically incorporating such boundary effect in a compact manner and adding more nonlinearity close to the bounds of \( x(t) \), the window function \( f(x(t)) \) which is a function of \( x(t) \), must be introduced as stated above. As a result, equation (5) becomes

\[
\frac{dx(t)}{dt} = ki(t)f(x(t))
\]  

(6)

In this work, the Joglekar's window function has been assumed for modelling such boundary effect as it is often cited previous works on the modeling of HP TiO\(_2\) memristor (Biolek, Biolek, et al., 2009a, August), (Biolek, Biolek et al., 2009b), (Biolek et al., 2014). As a result, we have

\[
\frac{dx(t)}{dt} = ki(t)(1 - (2x(t) - 1)^{2p})
\]  

(7)

where \( p \in \mathbb{Z}^+ \).

4. HP TiO\(_2\) memristor-based circuits in the fractional domain

Consider a series combination of HP TiO\(_2\) memristor, inductor and capacitor depicted in Figure 2. After performing the rigorous circuit analysis with the aid of equations (4) and (7), the following system of ODEs can be obtained

\[
\frac{dx(t)}{dt} = ki(t)(1 - (2x(t) - 1)^{2p})
\]
\[ \frac{di(t)}{dt} = -(M_{on}x(t) + (1 - x(t))M_{off})L_{-1}^{-1}(t) - C^{-1}L_{q}^{-1}(t) + L_{v}^{-1}(t) \]

\[ \frac{dq(t)}{dt} = i(t) \]  

(8)

where \( i(t), q(t) \) and \( v(t) \) denote the current response of the circuit which flowing through all circuit elements, stored capacitive charge and exciting voltage, respectively.

For the extension to fractional domain, all conventional derivatives within equation (8) must be replaced by the fractional ones where incommensurate orders have been assumed for more degree of freedom. Since the dimensional consistencies of the fractional derivatives, which are respected to \( t \), have also been considered, the fractional time component parameter or the cosmic time \( \sigma \) (Gómez-Aguilar et al., 2012) must be included in the fractional derivative terms of the resulting system of FDEs. As a result, we have

\[ \sigma^{\alpha-1}D^{\beta}[x(t)] = k_{i}(1 - (2x(t) - 1)^{2\beta}) \]

\[ \sigma^{\beta-1}D^{\alpha}[q(t)] = i(t) \]  

(9)

\[ \sigma^{\gamma-1}D^{\epsilon}[i(t)] = -(M_{on}x(t) + (1 - x(t))M_{off})L_{-1}^{-1}i(t) - C^{-1}L_{q}^{-1}q(t) + L_{v}^{-1}v(t) \]

where \( 0 < \alpha < 1, 0 < \beta < 1 \) and \( 0 < \gamma < 1 \).

After some rearrangement, the following system of FDE can be obtained

\[ D^{\alpha}[x(t)] = k_{i}i(t)(1 - (2x(t) - 1)^{2\beta}) \]

\[ D^{\beta}[y(t)] = i(t) \]  

(10)

\[ D^{\epsilon}[i(t)] = -(M_{on}x(t) + (1 - x(t))M_{off})L_{-1}^{-1}i(t) - C^{-1}L_{q}^{-1}y(t) + L_{v}^{-1}v(t) \]

where \( y(t) = q(t)\sigma^{\beta-1}, k_{\sigma} = k\sigma^{1-\alpha}, C_{C} = C\sigma^{\beta-1} \) and \( L_{v} = Lo^{\alpha-1} \). Noted also that the dimensions of \( y(t) \), \( k_{\sigma} \), \( C_{C} \) and \( L_{v} \) are \( C_s^{\beta-1} \), \( A^{1-\alpha} \), \( F_s^{\beta-1} \) and \( Hs^{\alpha-1} \), respectively as \( \sigma \) has the dimension of \( s \). In electrical engineering terms, \( C_{C} \) and \( L_{v} \) are, respectively, referred to as the pseudo capacitance (Freeborn et al., 2013) and the inductivity (Schäfer & Krüger, 2006). Since \( \sigma \) must be assigned with a unique physical meaning depending on the circuit under consideration, we let our \( \sigma \) for both series and parallel circuits be physically the fraction of reciprocal of their associated undamped natural frequencies as the dimensions of such reciprocals are time. The closed form expressions of \( \sigma \) of both circuits will be derived later.

Since the fractional conformable derivative has been adopted, equation (10) can be solved in a simplified manner with the aid of theorem 1 as the causality has been assumed. As a result, we have
The parallel HP TiO\textsubscript{2} memristor based circuit.

\[ \frac{dx(t)}{dt} = k_u t^{\alpha+1}i(t)(1 - (2x(t) - 1)^{2\beta}) \]

\[ \frac{dy(t)}{dt} = t^{\beta-1}i(t) \tag{11} \]

\[ \frac{di(t)}{dt} = -(M_{on}x(t) + (1 - x(t))M_{off})t^{\beta-1}i(t) - C_p1t^{\beta-1}v(t) + L\gamma t^{\gamma-1}v(t) \]

which can be rearranged in a matrix-vector format as follows

\[ \frac{dx(t)}{dt} = A(t,x(t))x(t) + b(t) \tag{12} \]

where \( x(t) = [x(t) \ y(t) \ i(t)]^T \), \( b(t) = [0 \ 0 \ M_{on}x(t) + (1 - x(t))M_{off}]t^{\beta-1} \) and \( A(t,x(t)) = \begin{bmatrix} 0 & 0 & k_u t^{\alpha+1}i(t)(1 - (2x(t) - 1)^{2\beta}) \\ 0 & 0 & L\gamma t^{\gamma-1}v(t) \\ 0 & -C_p1t^{\beta-1}i(t) & -(M_{on}x(t) + (1 - x(t))M_{off})t^{\beta-1} \end{bmatrix} \).

After solving (12), we have

\[ x(t) = x(0) + \int_0^t A(r,x(r))x(r)dr + \int_0^t b(r)dr \tag{13} \]

Since equation (12) has been found to be the equivalent matrix-vector ODE of equation (10), the solution of equation (10) can be obtained from that of equation (12) i.e., equation (13). Therefore, \( x(t), y(t) \) and \( i(t) \) can be, respectively, given by \( x[1,1], x[2,1] \) and \( x[3,1] \). If we let the circuit be, respectively, subjected to zero, DC and AC exciting signals i.e., \( v(t) = 0, v(t) = V_0 \) where \( u(t) \) stands for unit step function and \( v(t) = V\sin(\omega t+\theta) \), we, respectively, obtain

\[ \int_0^t b(r)dr = [0 \ 0 \ γ^{-1}V\sin(\theta)]^T \]

and

\[ \int_0^t b(r)dr = \begin{bmatrix} 0 \\ 0 \\ -L\gamma t^{\gamma-1}v(t) \end{bmatrix} \]

where \( F_{\nu,\mu}^{\alpha,\beta} \) denotes a generalized hypergeometric function with \( \nu = 1 \) and \( \mu = 2 \) (Dwork, 1990).

After determining \( x(t), y(t) \) and \( i(t), M(t) \) can be immediately obtained by using equation (4) and \( x(t) \). As a result, the voltage dropped across the memristor \( (\nu_u(t)) \) can be found as

\[ \nu_u(t) = M(t)i(t) \tag{14} \]
On the other hand, the voltage dropped across the capacitor \( v_C(t) \) can be found as

\[
v_C(t) = C_1 \beta y(t) \tag{15}
\]

Therefore, the voltage dropped across the inductor \( v_L(t) \) can be obtained by applying the Kirchhoff’s voltage law as follows

\[
v_L(t) = v(t) - M(t)i(t) - C_1^{-1}y(t) \tag{16}
\]

Now, consider the parallel combination of memristor, inductor and capacitor depicted in Figure 3. For this parallel, HP TiO\(_2\) memristor-based circuit, we have

\[
\frac{dx(t)}{dt} = \frac{k v(t)(1 - (2x(t) - 1)^{2p})}{M_{on}x(t) + (1 - x(t))M_{off}}
\]
\[
\frac{dv(t)}{dt} = \frac{v(t)}{|M_{on}x(t) + (1 - x(t))M_{off}|C} - \frac{\varphi(t)}{LC} - \frac{i(t)}{C} 
\]

\[
\frac{d\varphi(t)}{dt} = v(t) 
\]

Table 1. \( t_{sat} \) vs. \( \alpha \) (Nonlinear Series Circuit/Zero Excitation)

| \( \alpha \) | \( t_{sat}(s) \) |
|--------------|-----------------|
| 0.10         | 2.6x10^{-8} sec |
| 0.30         | 0.00038 sec     |
| 0.50         | 0.0055 sec      |
| 0.70         | 0.05 sec        |
| 0.90         | 0.5 sec         |

Figure 6. \( I(t) \) vs. \( t \) (series circuit/zero excitation): \( \beta = 0.5 \) (black), \( \beta = 0.7 \) (green), \( \beta = 0.9 \) (red), \( \beta \) approaches 1 (blue).

Figure 7. \( M(t) \) vs. \( t \) (series circuit/zero excitation): \( \beta = 0.5 \) (black), \( \beta = 0.7 \) (green), \( \beta = 0.9 \) (red), \( \beta \) approaches 1 (blue).
Figure 8. $I(t)$ vs. $t$ (series circuit/zero excitation): $\gamma = 0.7$ (green), $\gamma = 0.9$ (red), $\gamma$ approaches 1 (blue).

Figure 9. $I(t)$ vs. $t$ (series circuit/DC excitation): $\alpha = 0.1$ (Orange), $\alpha = 0.3$ (magenta), $\alpha = 0.5$ (black), $\alpha = 0.7$ (green), $\alpha = 0.9$ (red), $\alpha$ approaches 1 (blue).

Figure 10. $M(t)$ vs. $t$ (series circuit/DC excitation): $\alpha = 0.1$ (Orange), $\alpha = 0.3$ (magenta), $\alpha = 0.5$ (black), $\alpha = 0.7$ (green), $\alpha = 0.9$ (red), $\alpha$ approaches 1 (blue).
where $i(t)$ and $v(t)$ are now the current excitation and the voltage response of the circuit which dropped across all circuit elements, respectively. Note also that $\psi(t)$ stands for the inductive flux.

After the extension to fractional domain by keeping the dimensional consistencies of fractional derivative terms in mind, the obtained system of FDE can be given by equation (18) where $z(t) = \psi(t) s^{-\gamma}$ thus the dimension of $z(t)$ is Wb-s$^{\gamma-1}$.

$$D^\alpha x(t) = \frac{k_0 v(t)(1 - (2x(t) - 1)^{2\beta})}{M_{on}x(t) + (1 - x(t))M_{off}}$$

$$D^\beta v(t) = -\frac{v(t)}{[M_{on}x(t) + (1 - x(t))M_{off}]C_{\beta}} - \frac{z(t)}{L_{\beta}C_{\beta}} - \frac{i(t)}{C_{\beta}}$$

(18)
Figure 13. $M(t)$ vs. $t$ (series circuit/DC excitation): $\gamma = 0.1$ (Orange), $\gamma = 0.3$ (magenta), $\gamma = 0.5$ (black), $\gamma = 0.7$ (green), $\gamma = 0.9$ (red), $\gamma$ approaches 1 (blue).

Figure 14. $I(t)$ vs. $t$ (series circuit/AC excitation): $\alpha = 0.1$ (Orange), $\alpha = 0.3$ (magenta), $\alpha = 0.5$ (black), $\alpha = 0.7$ (green), $\alpha = 0.9$ (red), $\alpha$ approaches 1 (blue).

Figure 15. $M(t)$ vs. $t$ (series circuit/AC excitation): $\alpha = 0.1$ (Orange), $\alpha = 0.3$ (magenta), $\alpha = 0.5$ (black), $\alpha = 0.7$ (green), $\alpha = 0.9$ (red), $\alpha$ approaches 1 (blue).
Figure 16. The $v_M(t)$-$i_M(t)$ Lissajous patterns (series circuit): $\alpha = 0.1$ (Orange), $\alpha = 0.3$ (magenta), $\alpha = 0.5$ (black).
Figure 17. The $v_M(t)$-$i_M(t)$ Lissajous patterns (series circuit): $\alpha = 0.7$ (green), $\alpha = 0.9$ (red), $\alpha$ approaches 1 (blue).
Figure 18. The $v_M(t)$-$i_M(t)$ Lissajous patterns (series circuit): $\beta = 0.1$ (Orange), $\beta = 0.3$ (magenta), $\beta = 0.5$ (black), $\beta = 0.7$ (green), $\beta = 0.9$ (red), $\beta$ approaches 1 (blue).
Figure 19. The $v_M(t)$-$i_M(t)$ Lissajous patterns (series circuit): $\gamma = 0.1$ (Orange), $\gamma = 0.3$ (magenta), $\gamma = 0.5$ (black), $\gamma = 0.7$ (green), $\gamma = 0.9$ (red), $\gamma$ approaches 1 (blue).
Figure 20. $V(t)$ vs. $t$ (parallel circuit/zero input): $\alpha = 0.5$ (black), $\alpha = 0.7$ (green), $\alpha = 0.9$ (red), $\alpha$ approaches 1 (blue).

Figure 21. $M(t)$ vs. $t$ (parallel circuit/zero input): $\alpha = 0.5$ (black), $\alpha = 0.7$ (green), $\alpha = 0.9$ (red), $\alpha$ approaches 1 (blue).

Figure 22. $V(t)$ vs. $t$ (parallel circuit/zero input): $\theta = 0.1$ (Orange), $\theta = 0.3$ (magenta), $\theta = 0.5$ (black), $\theta = 0.7$ (green), $\theta = 0.9$ (red), $\theta$ approaches 1 (blue).
Figure 23. $M(t)$ vs. $t$ (parallel circuit/zero input): $\theta = 0.1$ (Orange), $\theta = 0.3$ (magenta), $\theta = 0.5$ (black), $\theta = 0.7$ (green), $\theta = 0.9$ (red), $\theta$ approaches 1 (blue).

Figure 24. $V(t)$ vs. $t$ (parallel circuit/zero input): $\gamma = 0.01$ (dashed-blue), $\gamma = 0.05$ (dotted-blue), $\gamma = 0.1$ (Orange).

Figure 25. $M(t)$ vs. $t$ (parallel circuit/zero input): $\gamma = 0.01$ (dashed-blue), $\gamma = 0.05$ (dotted-blue), $\gamma = 0.1$ (Orange).
Figure 26. $V(t)$ vs. $t$ (parallel circuit/zero input): $y = 0.3$ (magenta), $y = 0.5$ (black), $y = 0.7$ (green), $y = 0.9$ (red), $y$ approaches 1 (blue).

Figure 27. $M(t)$ vs. $t$ (parallel circuit/zero input): $y = 0.3$ (magenta), $y = 0.5$ (black), $y = 0.7$ (green), $y = 0.9$ (red), $y$ approaches 1 (blue).

Figure 28. $V(t)$ vs. $t$ (parallel circuit/DC input): $\alpha = 0.1$ (Orange), $\alpha = 0.3$ (magenta), $\alpha = 0.5$ (black), $\alpha = 0.7$ (green), $\alpha = 0.9$ (red), $\alpha$ approaches 1 (blue).
Figure 29. $M(t)$ vs. $t$ (parallel circuit/DC input): $\alpha = 0.1$ (Orange), $\alpha = 0.3$ (magenta), $\alpha = 0.5$ (black), $\alpha = 0.7$ (green), $\alpha = 0.9$ (red), $\alpha$ approaches 1 (blue).

Figure 30. $V(t)$ vs. $t$ (parallel circuit/DC input): $\beta = 0.5$ (black), $\beta = 0.7$ (green), $\beta = 0.9$ (red), $\beta$ approaches 1 (blue).

Figure 31. $M(t)$ vs. $t$ (parallel circuit/DC input): $\beta = 0.5$ (black), $\beta = 0.7$ (green), $\beta = 0.9$ (red), $\beta$ approaches 1 (blue).
Figure 32. $V(t)$ vs. $t$ (parallel circuit/DC input): $\gamma = 0.1$ (Orange), $\gamma = 0.3$ (magenta), $\gamma = 0.5$ (black), $\gamma = 0.7$ (green), $\gamma = 0.9$ (red), $\gamma$ approaches 1 (blue).

Figure 33. $M(t)$ vs. $t$ (parallel circuit/DC input): $\gamma = 0.1$ (Orange), $\gamma = 0.3$ (magenta), $\gamma = 0.5$ (black), $\gamma = 0.7$ (green), $\gamma = 0.9$ (red), $\gamma$ approaches 1 (blue).

Figure 34. $V(t)$ vs. $t$ (parallel circuit/AC input): $\alpha = 0.1$ (Orange), $\alpha = 0.3$ (magenta), $\alpha = 0.5$ (black), $\alpha = 0.7$ (green), $\alpha = 0.9$ (red), $\alpha$ approaches 1 (blue).
Since the fractional conformable derivative and causality has been assumed, equation (18) can be reformulated with the aid of theorem 1 as:

\[ D^\alpha [z(t)] = v(t) \]
\[
\frac{dx(t)}{dt} = k_x t^{\beta-1} v(t) (1 - (2x(t) - 1)^{2\beta}) \\
\frac{dv(t)}{dt} = -\frac{t^{\beta-1} v(t)}{|M_{on} x(t) + (1 - x(t)) M_{off}| C_\beta} - \frac{t^{\beta-1} z(t)}{L C_\beta} + \frac{t^{\beta-1} l(t)}{C_\beta}
\]

\[
\frac{dz(t)}{dt} = t^{\beta-1} v(t)
\]

which can be rearranged in a matrix-vector format as given by equation (12) therefore its solution can also be given by equation (13). However, it must be kept in mind that

\[
x(t) = \begin{bmatrix} x(t) & v(t) & z(t) \end{bmatrix}^T, b(t) = \begin{bmatrix} 0 & C_\beta^{-1} t^{\beta-1} i(t) & 0 \end{bmatrix}^T
\]
\[ A(t, x(t)) = \begin{bmatrix} 0 & \frac{M_{\text{off}}(t)}{M_{\text{off}}(t) + (1-x(t))|M_{\text{off}}(t)|} & 0 \\ 0 & -\frac{C_{\beta}^{-1}t^{-1}}{M_{\text{off}}(t) + (1-x(t))|M_{\text{off}}(t)|} & -\frac{C_{\beta}^{-1}t^{-1}t^{\beta-1}}{M_{\text{off}}(t) + (1-x(t))|M_{\text{off}}(t)|} \\ t^{-1} & 0 & 0 \end{bmatrix} \] for this parallel circuit.

If we let the circuit be excited by zero, DC and inputs i.e. \( i(t) = 0 \), \( i(t) = Iu(t) \) and \( i(t) = Isin(\omega t + \Theta) \), we respectively obtain

\[ \int_0^t \mathbf{b}(\tau)d\tau = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}^T, \quad \int_0^t \mathbf{b}(\tau)d\tau = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}^T \] and

Figure 39. The \( v_M(t) - i_M(t) \) Lissajous patterns (parallel circuit): \( \beta = 0.1 \) (Orange), \( \beta = 0.3 \) (magenta).

Figure 40. \( V(t) \) vs. \( t \) (parallel circuit/AC input): \( \beta = 0.5 \) (black), \( \beta = 0.7 \) (green), \( \beta = 0.9 \) (red), \( \beta \) approaches 1 (blue).
\[
\int_0^t b(r) \, dr = \begin{bmatrix}
C_p^{-1} & f_1\left(\frac{\alpha_2}{\beta} + 2\right) & \frac{\alpha_2}{\beta} & \sin(\theta) \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

Figure 41. \( M(t) \) vs. \( t \) (parallel circuit/AC input): \( \theta = 0.5 \) (black), \( \theta = 0.7 \) (green), \( \theta = 0.9 \) (red), \( \beta \) approaches 1 (blue).

Figure 42. The \( v_M(t) - i_M(t) \) Lissajous patterns (parallel circuit): \( \theta = 0.5 \) (black), \( \theta = 0.7 \) (green), \( \theta = 0.9 \) (red), \( \theta \) approaches 1 (blue).
After determining $x(t)$, $x(t)$, $v(t)$ and $z(t)$ can be respectively given by $x[1,1]$, $x[2,1]$ and $x[3,1]$. Similarly, to the previous case, $M(t)$ can also be, immediately, obtained by using equation (4) and $x(t)$ in this scenario. Since $v(t)$ is dropped across all circuit elements as mentioned above, the current flowing through the memristor ($i_{M}(t)$), can be found as

$$i_{M}(t) = \frac{v(t)}{M(t)}$$  \hspace{1cm} (20)

Since $v(t)$ drops across all circuit elements including the inductor, we have found that

$$v(t) = D[L,i_{L}(t)]$$  \hspace{1cm} (21)

where $i_{L}(t)$ stands for the current flowing through the inductor.
Therefore, it can be seen from the 3rd line of equation (18) and equation (21) that

\[ i_L(t) = L^{-1}z(t) \]  

(22)

By combining equations (20) and (22), the current flowing through the capacitor \( i_C(t) \) can be obtained with the aid of Kirchhoff’s current law as follows

\[ i_C(t) = i(t) - \frac{\nu(t)}{M(t)} - L^{-1}z(t) \]  

(23)

5. Numerical simulations

The effects of extending the circuit elements to fractional domain, on the circuit dynamical responses and other interesting electrical quantities will be studied by means of numerical simulations. We simulate both \( i(t) \) of the series circuit and \( \nu(t) \) of the parallel circuit. Moreover, we simulate \( M(t) \) by using equation (4) and the numerically solved \( x(t) \). We let \( 0 < \gamma < 1 \) but \( \gamma = 1 \) in order to study the effect of extending the memristor to fractional domain. To analyze the effects of extending the inductor and capacitor, we let \( 0 < \theta < 1 \) where \( \alpha = \gamma = 1 \) and \( 0 < \gamma < 1 \) where \( \alpha = \theta = 1 \), respectively. Various types of excitation signals including zero, DC and AC will be applied. For the AC signal-based study, we also simulate the voltage-current Lissajous pattern of the memristor as such pattern serves as the signature of the device. Note that \( \nu_M(t) \) can be obtained by using equation (14) where \( i_M(t) \) is equal to \( i(t) \) as it flows through all elements including the memristor for the series circuit. For the parallel circuit on the other hand, \( \nu_M(t) \) for the parallel circuit is equal to \( \nu(t) \) as it drops across all circuit elements including the memristor and \( i_M(t) \) can be obtained from equation (20).
5.1. The HP TiO₂ memristor-based series circuit

For this circuit which the solution of equation (10) must be used for the simulations, we let \( k_a = 5 \text{ A}^{-1} \text{s}^{-\alpha}, M_{\text{on}} = 0.05 \text{ } \Omega, M_{\text{off}} = 5 \text{ } \Omega, \rho = 9, L_p = 0.1 \text{ } \mu\text{H} \text{s}^{\beta-1} \) and \( C_0 = 3.33 \text{ } \mu\text{F} \text{s}^{\delta-1} \).

5.1.1. Zero excitation

In order to perform the zero excitation-based analysis, we let \( v(t) = 0 \text{ V}, x(0) = 0.5, y(0) = 0 \text{ C} \text{s}^{\beta-1}, i(0) = 1 \text{ A} \). As a result, \( i(t) \) and \( M(t) \) assuming that the memristor is extended to fractional domain can be simulated as depicted in Figures 4–5 where the boundary effect induced saturation of memristor can be observed when \( \alpha \) become fractional which implies that the saturation is occurred after the extension of memristor. Here, we have found that the extended device is saturated at \( M_{\text{on}} \), which implies that the device now contains only the region with high concentration of dopants i.e. doped region, \( \text{(Strukov et al., 2008)} \). The dynamic of \( i(t) \) assuming the fractional domain extended memristor is significantly different from that assuming the conventional one due to the saturation of the extended memristor which yields the linearity of the circuit (as \( M(t) \) is now fixed at \( M_{\text{on}} \) thus the memristor now behaves like a resistor), thus influences \( i(t) \). By further altering \( \alpha \), the time that it takes for the saturation to \( (t_{\text{sat}}) \) have been simulated as shown in Table 1 which shows that \( t_{\text{sat}} \) is directly proportional to \( \alpha \). It should be mentioned here that \( t_{\text{sat}} \) can be mathematically defined as \( M(t_{\text{sat}}) = M_{\text{on}} \) in this scenario. This is because the saturated value of \( M(t) \) is equal to \( M_{\text{on}} \).

Now, we simulate \( i(t) \) and \( M(t) \) by assuming that the capacitor is extended to fractional domain. The results are depicted in Figures 6–7, which show that the saturation has occurred at \( M_{\text{off}} \) when \( \theta \leq 0.7 \) and \( t_{\text{sat}} \) is directly proportional to \( \theta \). Such saturation at \( M_{\text{off}} \) implies that the memristor now contains only the region with low concentration of dopants i.e. undoped region, \( \text{(Strukov et al., 2008)} \). It can be seen from Figure 7 that \( t_{\text{sat}} \)'s in this scenario are significantly longer than those tabulated in Table 1, and the highest value of \( \theta \) for obtaining the saturation is lower than that of \( \alpha \). Therefore, it can be stated that the extension of capacitor also affects the characteristic of memristor. However, a weaker effect than the extension of memristor itself can be observed. At this point, we perform the analysis based on the fractional domain extended inductor. As a result, we have found that such extension of inductor does not contribute the saturation. We have also found that the decaying rate of \( i(t) \) is inversely proportional to \( \gamma \) as can be seen from Figure 8.

5.1.2. DC excitation

Here, we let \( v(t) = 5 \text{ V}, x(0) = 0.5, y(0) = 0 \text{ C} \text{s}^{\beta-1}, i(0) = 0 \text{ A} \). As a result, the simulated \( i(t) \) and \( M(t) \) assuming the fractional domain extended memristor are depicted in Figures 9–10, which show that the memristor can be saturated without the fractional domain extension at \( M_{\text{off}} \), which in turn implies that the memristor now contains only the undoped region, and \( t_{\text{sat}} \) is directly proportional to \( \alpha \). By comparing Figure 9 with Table 1, we have found that longer \( t_{\text{sat}} \) is required in this scenario. The undershoot of \( i(t) \) which its magnitude is directly proportional to \( \alpha \), is ceased to be existed when \( \alpha \leq 0.5 \).

Now, we perform the simulation based on the fractional domain extended capacitor. It has been found that such extension of capacitor has insignificant effect on \( M(t) \) despite that it affects \( i(t) \) which controls the memristor, as can be seen from Figure 11. Finally, \( i(t) \) and \( M(t) \) simulated by assuming that the inductor is extended to fractional domain are depicted in Figures 12–13 where a saturation at \( M_{\text{off}} \) which implies the total domination of undoped region as stated above, can be observed. In addition, we have found that \( i(t) \) exhibits the undershoot which its magnitude and time of occurrence are respectively inversely and directly proportional to \( \gamma \). The effect of \( \gamma \) on \( t_{\text{sat}} \) can be clearly seen when \( \gamma \geq 0.7 \) where \( t_{\text{sat}} \) and nonlinearity of \( M(t) \) are directly proportional to \( \gamma \). By the relationship between \( t_{\text{sat}} \) and \( \gamma \), the circuit with higher \( \gamma \) can prolong its nonlinearity for longer period due to the longer unsaturated state of memristor. In summary, the extension of inductor affects the memristor and thus linearity of the entire circuit albeit a weaker effect than extending the memristor itself.
5.1.3. AC excitation

For performing the AC exciting signal-based analysis, \( v(t) = 5\sin(30 \ t) \ V, \ x(0) = 0, \ y(0) = 0 \ C \ s^{\beta-1} \) and \( i(0) = 0 \) have been assumed. As a result, \( i(t) \) and \( M(t) \) have been simulated by assuming the fractional domain extended memristor as depicted in Figures 14–15 where the voltage-current Lissajous patterns of the memristor have been simulated as depicted in Figures 16–17. Note that two figures are necessary for clarity. From these figures, we have found that a saturation occurred when \( \alpha \leq 0.7 \). The saturation is merely temporary because the drift of charge dopant is eventually resumed. When \( \alpha < 0.3 \), the memristor can be respectively saturated at either \( M_{\text{son}} \) or \( M_{\text{off}} \) which implies the alternative total domination of doped and undoped regions, during the 1\textsuperscript{st} and 2\textsuperscript{nd} half cycles respectively. When \( \alpha \leq 0.3 \leq 0.7 \) the memristor can be saturated at \( M_{\text{off}} \) only as only the total domination of undoped region can be occurred.

From the Lissajous patterns, we have found that the memristor’s signature of HP TiO\(_2\) memristor is conserved by its fractional domain extension as these patterns take the pinched hysteresis loop shape despite asymmetrical shape and saturation induced distortion according to (Chua, 2014). By observing the lobe areas of these hysteresis loops, it has been found that the memristor employs more linearity thus providing less memory effect and circuit level nonlinearity with respect to \( \alpha \) when \( v_M(t) \) and \( i_M(t) \) are their 1\textsuperscript{st} half cycles (and vice versa when \( v_M(t) \) and \( i_M(t) \) are their 2\textsuperscript{nd} half cycles) if \( \alpha \leq 0.5 \). If \( \alpha > 0.5 \), the linearity of the memristor and thus the circuit for entire cycles of \( v_M(t) \) and \( i_M(t) \) is inversely proportional to \( \alpha \).

By respectively extending the capacitor and inductor to fractional domain, we have found that the saturation is not occurred unlike the above extension of memristor. From the simulated Lissajous patterns depicted in Figures 18–19, it has been found that such extension of reactive element conserves the abovementioned signature albeit affecting the memristor’s linearity. During the 1\textsuperscript{st} half cycle of \( v_M(t) \) and \( i_M(t) \), we have found that the linearity of the memristor and the entire circuit is inversely proportional to \( \beta \). Such linearity is also inversely proportional to \( y \) if \( y < 0.7 \) and vice versa if \( 0.7 \leq y < 1 \). During the 2\textsuperscript{nd} half cycle on the other hand, the linearity become directly proportional to both \( \beta \) and \( y \). Note that the effect of extending the capacitor is insignificant compared to that of the inductor. However, the effect of the latter is weaker than the extension of memristor.

5.2. Nonlinear parallel circuit

For the parallel circuit which the solution of equation (18) must be adopted, we let \( M_{\text{son}} = 0.2 \ \Omega, M_{\text{off}} = 20 \ \Omega, L = 0.3 \ H \ s^{\beta-1} \) and \( C_B = 10 \ F \ s^{\beta-1} \) where \( k_a \) and \( p \) remain unchanged.

5.2.1. Zero excitation

Here, we have assumed that \( i(t) = 0 \ A, x(0) = 0.5, z(0) = 0 \ Wb \ s^{\beta-1}, v(0) = 1 \ V \). As a result, \( v(t) \) and \( M(t) \) assuming the fractional domain extended memristor can be simulated as depicted in Figures 20–21 where a saturation based on the total domination of undoped region has been occurred without the extension yet \( t_{\text{sat}} \) is directly proportional to \( \alpha \). Moreover, the inclination of \( v(t) \) caused by the saturation which alter the linearity of the circuit and thus \( v(t) \), can be observed. Such inclination is occurred sooner as \( \alpha \) approaches 0 according to the relationship between \( t_{\text{sat}} \) and \( \alpha \). On the other hand, \( v(t) \) and \( M(t) \) can be simulated by assuming the fractional domain extended capacitor as depicted in Figures 22–23 where a saturation due to the total domination of undoped region can be observed. From both figures, it can be stated that the fractional domain extension of capacitor to also affects the memristor’s characteristic albeit with a weaker effect. Unlike the series circuit, we have found that \( t_{\text{sat}} \) is inversely proportional to \( \beta \) thus \( v(t) \) with lower \( \beta \) inflects later. These relationships with \( \beta \) of \( t_{\text{sat}} \) and \( v(t) \) become obvious when \( \beta \leq 0.9 \).

Now, we perform the analysis by assuming the fractional domain extended inductor. The resulting \( v(t) \) and \( M(t) \) can be depicted in Figure 24–27. It has been found that the saturation due to the total domination of undoped region is occurred if \( y \leq 0.1 \) where \( t_{\text{sat}} \) is directly and proportional to \( y \). Otherwise, the saturation based on total domination of the doped region with \( t_{\text{sat}} \)
be inversely proportional to $y$ is occurred and the saturation induced inflection of $v(t)$, which become more obvious when $y$ approaches 1, can be observed. Note that the former $t_{sat}$ is longer than the latter and the decreasing rate of $v(t)$ is inversely proportional to $y$ whether $y \leq 0.1$ or not.

5.2.2. DC excitation
In this case, we assume that $i(t) = 5$ A, $x(0) = 0.5$, $z(0) = 0$ Wb·s$^{-1}$, $v(0) = 0$ V. The resulting $v(t)$ and $M(t)$ simulated by assuming the fractional domain extended memristor can be depicted in Figures 28–29. Again, the saturation at $M_{on}$ which refers to total domination of the doped region, can be occurred without the extension yet $t_{sat}$ is directly proportional to $\alpha$. The inflection of $v(t)$ can also be observed where such inflection occurs sooner at lower $\alpha$ due to the relationship between $t_{sat}$ and $\alpha$. The effect of extending the memristor is obvious when $\alpha \leq 0.7$. By extending the capacitor to fractional domain on the other hand, the simulated $v(t)$ and $M(t)$ can be depicted in Figures 30–31, which show that the saturation is based on the total domination of doped region and $t_{sat}$ is directly proportional to $\theta$. The inflection of $v(t)$ which occurred sooner for lower $\theta$ due to the relationship between $t_{sat}$ and $\theta$, can be observed. From Figures 29–31, we have found that the fractional domain extension of capacitor is even more influential to the memristor than extending the memristor itself. At this point, we perform the analysis by assuming the extended inductor. The resulting $v(t)$ and $M(t)$ are depicted in Figures 32–33, which show that $t_{sat}$ is inversely proportional to $y$ thus the inflection of $v(t)$ occurs sooner for higher $y$.

5.2.3. AC excitation
In order to perform the AC exciting signal-based analysis, we let $i(t) = 5\cos(30 t)$ A, $x(0) = 0.5$, $z(0) = 0$ Wb·s$^{-1}$, $v(0) = 0$ V. As a result, $v(t)$, $M(t)$ and Lissajous pattern can be simulated by assuming the fractional domain extended memristor as depicted in Figures 34–36, which show that there exists no saturation. However, the nonlinearities of memristor and the entire circuit become very low. We have also found that the effect of such memristor extension is insignificant.

On the other hand, the effect of capacitor extension is significant. With $\theta < 0.5$, the simulated $v(t)$, $M(t)$ and Lissajous pattern can be depicted in Figures 37–39 where a permanent saturation at $M_{on}$ can be observed. Such permanent saturation, which is based on the permanent total domination of the doped region due to the permanent inexistence of charge dopant drift, has begun at a certain instant that is directly proportional to $\theta$. In addition, the nonlinearity of the memristor and thus the circuit is inversely proportional to $\theta$ as can be seen from the lobe areas of the Lissajous patterns. If we let $0.5 \leq \theta < 1$, the simulated results can be obtained as depicted in Figures 40–42 where we have found that there exists no saturation and the memristor is highly linear. The decreasing rate of $M(t)$ and linearity of the entire circuit are inversely proportional to $\theta$. Whether $\theta < 0.5$ or not, we have found that the overall decreasing rate of $v(t)$ is inversely proportional to $\theta$.

Finally, we perform the analysis by assuming the fractional domain extended inductor. The results can be simulated as depicted in Figures 43–45 where we have found that the memristor always be saturated at $M_{off}$ due to the permanent domination of undoped region. The effect of inductor extension on the entire circuit is significant. The circuit’s linearity is directly proportional to $\gamma$ as more distorted $v(t)$ with lower $\gamma$ can be observed.

6. Discussion
In the previous section, we have found that the fractional domain extension of capacitor also affects the characteristic of memristor. For the series circuit, this is because such extension affects $i(t)$ which in turn controls the memristor, as can be seen from Figure 6. For the parallel circuit, the reason is that the extension of capacitor affects $v(t)$ which in turn affects $i_M(t)$ that controls the memristor. On the other hand, we have found that the fractional domain extension of inductor also affects the memristor and thus linearity of the entire circuit as well. This is because such extension affects $(t)$ and the memristor is current controlled. In addition, we have found that the decaying rates of $i(t)$ of the series circuit and $v(t)$ of the parallel circuit are inversely proportional to $y$. This is not surprising because $0 < y < 1$, $t \leq 1$ and $\frac{dv(t)}{dt} \propto t^{-1}$ as can be seen from the 3rd line of
equation (11). On the other hand, it can be seen from the 2nd line of equation (19) that \( \frac{dv(t)}{dt} \propto z(t) \) where of \( z(t) \) is inversely proportional to \( y \) because the by part integration of the 3rd line of equation (19) gives \( z(t) = \frac{1}{r} [t^r v(t) - \int_{v(0)}^{v(t)} r^r dv(r)] \).

Since the most important observation from the simulation results is the stability of both HP TiO\(_2\) memristor-based nonlinear circuits, the stability of these circuits will be now mathematically verified. Firstly, the series circuit will be considered. Under the zero input and AC input with \( t = n \pi \) where \( n = 0, 1, 2, \ldots \), equation (10) become

\[
D^n[x(t)] = k_o \lambda(t)[1 - (2x(t) - 1)^2^p]
\]

\[
D^n[y(t)] = i(t)
\] (24)

\[
D'[i(t)] = -(M_{on}x(t) + (1 - x(t))M_{off})L_1^{-1} i(t) - C_p^{-1} L_2^{-1} y(t)
\]

On the other hand, the following nonlinear FDEs can be obtained if the DC input has been applied

\[
D^n[x(t)] = k_o \lambda(t)[1 - (2x(t) - 1)^2^p]
\]

\[
D^n[y(t)] = i(t)
\] (25)

\[
D'[i(t)] = -(M_{on}x(t) + (1 - x(t))M_{off})L_1^{-1} i(t) - C_p^{-1} L_2^{-1} y(t) + L_3^{-1} V
\]

As a result, the set of equilibrium points of equations (24) and (25) can be, respectively, found as \( E_0 = (x, 0, 0) \) and \( E_{DC} = (x, C_p V, 0) \) where \( x \) refers to the value of \( x(t) \) at each equilibrium point. Therefore, the associated Jacobian matrices can be obtained as follows

\[
J_{E_0} = J_{E_{DC}} = \begin{bmatrix} 0 & 0 & k_o \lambda(1 - (2x - 1)^2^p) \\ 0 & 0 & 1 \\ 0 & -L_1^{-1} C_p^{-1} & -(M_{on}x + (1 - x)M_{off}) L_2^{-1} \end{bmatrix}
\] (26)

where \( \alpha = \beta = \gamma = \delta \) has been assumed for simplicity.

By using equation (26), the following characteristic equation can be obtained

\[
\lambda^3 + (M_{on}x + (1 - x)M_{off}) L_1^{-1} \lambda^2 + L_2^{-1} C_p^{-1} \lambda = 0
\] (27)

which yields \( \lambda_1 = 0 \) and \( \lambda_{2,3} = -\frac{M_{on}x - M_{off} - M_{on}x}{2L_2} \pm j \frac{\sqrt{4M_2 C_p (M_{off} - M_{on}x)^2}}{2L_2 C_p} \).

In the integer domain, the instability occurs if at least either \( \lambda_2 \) or \( \lambda_3 \) reside in the right half of the complex plane which means that

\[
\chi > \frac{1}{1 - \frac{M_{on}}{M_{off}}}
\] (28)
must be satisfied.

By extending to the fractional domain, such right half plane maps into a wedge shape with angle of $\delta \pi / 2$ (Cafagna & Grassi, 2012). As a result, the additional condition on $\delta$ i.e., $\frac{\delta \pi}{2} > \left| \tan^{-1} \left( \frac{\sqrt{4L_x C_s - C_s^2 (M_{off} - (M_{off} - M_{on}) \chi)}^2}{C_s (M_{off} - (M_{off} - M_{on}) \chi)} \right) \right|$, must be satisfied. By applying the above $\lambda_{2,3}$, this condition can be given by

$$\frac{\delta \pi}{2} > \left| \tan^{-1} \left( \frac{\sqrt{4L_x C_s - C_s^2 (M_{off} - (M_{off} - M_{on}) \chi)}^2}{C_s (M_{off} - (M_{off} - M_{on}) \chi)} \right) \right|$$

Equation (20)

For more detailed study, we firstly assume that only the memristor is extended to fractional domain. Therefore, we now have $\delta = \gamma = 1$. Since the orders of the FDEs become incommensurate, it is more appropriated to rely on the complex frequency termed characteristic equation as did by Deng (Deng et al., 2007) instead of the Eigen value termed one like equation (27). Based on equation (26), such complex frequency termed characteristic equation can be given by

$$s^{1+\delta} + (M_{on} \chi + (1 - \chi)M_{off}) \frac{L^{-1} - 1}{L} s^{1+\delta} + \frac{L^{-1} - 1}{L} C^{-1}s = 0$$

Equation (30)

After solving equation (30), we have found that $s_1 = 0$ and $s_{2,3} = -\frac{M_{off} - (M_{off} - M_{on}) \chi}{2L_x} \pm j\frac{\sqrt{4L_x C_s - C_s^2 (M_{off} - (M_{off} - M_{on}) \chi)}^2}{2L_x C_s}$. According to (Deng et al., 2007), the instability occurs if at least either $s_2$ or $s_3$ reside in the right half of the $s$-plane, which implies that equation (28) must be satisfied.

Now, we assume that only the reactive elements are extended to fractional domain. Thus, we have $\alpha = 1$. In this scenario, the following complex frequency termed characteristic equation can be obtained

$$s^{1+\alpha} + (M_{on} \chi + (1 - \chi)M_{off}) \frac{L^{-1} - 1}{L} s^{1+\alpha} + \frac{L^{-1} - 1}{L} C^{-1}s = 0$$

Equation (31)

By solving equation (31), we have found that $s_1 = 0$ and $s_{2,3} = \left[ -\frac{M_{off} - (M_{off} - M_{on}) \chi}{2L_x} \pm j\frac{\sqrt{4L_x C_s - C_s^2 (M_{off} - (M_{off} - M_{on}) \chi)}^2}{2L_x C_s} \right]^{1/2}$

where the latter root yields

$$\text{Arg}[s_{2,3}] = \frac{1}{\delta} \tan^{-1} \left[ \frac{\sqrt{4L_x C_s - C_s^2 (M_{off} - (M_{off} - M_{on}) \chi)}^2}{C_s (M_{off} - (M_{off} - M_{on}) \chi)} \right]$$

Equation (32)

For $s_{2,3}$ be in the right half of the $s$-plane, $|\text{Arg}[s_{2,3}]| > \pi / 2$ must be satisfied (Deng et al., 2007) which is equivalent to satisfying equation (29). At this point, it has been found that the additional condition on $\delta$ is imposed by extending inductor and capacitor to the fractional domain.

If the AC input with $t \neq n \pi$ has been applied, equation (10) become

$$D^\alpha x(t) = k_x(t)(1 - (2x(t) - 1)^{\beta})$$

$$D^\beta y(t) = i(t)$$

Equation (33)
\[
D'[i(t)] = -(M_{\text{on}}x(t) + (1 - x(t))M_{\text{off}})L_\lambda^{-1}i(t) - C_\mu^{-1}L_\gamma^{-1}y(t) + L_\gamma^{-1}V_{\text{AC}}(t)
\]

where \( V_{\text{AC}}(t) \) stands for the instantaneous value of applied AC voltage with the frequency and peak value of \( \omega \) and \( V \). Note also that \( V_{\text{AC}}(t) \neq 0 \) thus equation (33) is non-autonomous.

By introducing an additional state variable namely \( \tau(t) = t \), and keeping in mind that the fractional derivative terms are the fractional conformable derivatives, equation (33) become

\[
D''[x(t)] = k_s(i(t)(1 - (2x(t) - 1)^2p)
\]

\[
D'\beta[y(t)] = \beta(t)
\]

\[
D'[\beta[r(t)] = (\beta(t))^{1-d}
\]

which is autonomous and employs \( E = (y', 0, 0) \) as its set of equilibrium points. Noted that \( E \) ceased to be existed in the integer domain.

Thus, the Jacobian matrix of equation (34) at \( E \) can be found as

\[
J_E = \begin{bmatrix}
0 & 0 & k_\delta(1 - (2x - 1)^{2p}) & 0 \\
0 & 0 & 1 & 0 \\
0 & -L_\lambda^{-1}C_\beta^{-1} & -(M_{\text{on}}x + (1 - x)M_{\text{off}})L_\nu^{-1} & \omega VL_\gamma^{-1} \\
0 & 0 & 0 & 0 
\end{bmatrix}
\]

(35)

where \( \alpha = \beta = \gamma = \delta \) has been assumed for simplicity.

As a result, the following characteristic equation can be obtained

\[
\lambda^4 + (M_{\text{on}}x + (1 - x)M_{\text{off}})L_\lambda^{-1}\lambda^3 + L_\lambda^{-1}C_\beta^{-1}\lambda^2 = 0
\]

(36)

After solving equation (36), we have \( \lambda_1 = 0, \lambda_2 = 0 \) and

\[
\lambda_{3,4} = -M_{\text{off}}(M_{\text{on}} - M_{\text{off}}) \pm j\sqrt{4M_{\text{off}}(M_{\text{on}} - M_{\text{off}})^2 - 4LC_\beta(M_{\text{on}} - M_{\text{off}})^3}. \]

In the integer domain, the instability occur if \( \lambda_{3,4} \) reside in the right half of the complex plane which means that equation (28) must be satisfied. By the extension to fractional domain, the additional condition on \( \delta \) i.e., \( \frac{\pi}{2} > \tan^{-1}\frac{\text{Im}(\lambda_{3,4})}{\text{Re}(\lambda_{3,4})} \), which is equivalent to equation (29), must be satisfied.

If we now extend only the memristor to fractional domain, the resulting s-domain characteristic equation can be obtained by using equation (35) as follows

\[
s^{2+2\delta} + (M_{\text{on}}x + (1 - x)M_{\text{off}})L_\lambda^{-1}s^{1+2\delta} + L_\lambda^{-1}C_\beta^{-1}s^{2\delta} = 0
\]

(37)

After solving (37), we have found that \( s_1 = 0, s_2 = 0 \) and
\[ s_{3,4} = \frac{M_{\text{eff}}-(M_{\text{eff}}-M_{\text{on}})\frac{\alpha}{M_{\text{eff}}}}{4L_\alpha} \pm j \sqrt{4L_\alpha L_\beta - (M_{\text{eff}}-(M_{\text{eff}}-M_{\text{on}})\frac{\alpha}{M_{\text{eff}}})^2} \] which shows that an instability occurs if at least either \( s_3 \) or \( s_4 \) reside in the right half of the \( s \)-plane thus equation (28) must be satisfied.

At this point, we extend only the reactive elements. Therefore, the following characteristic equation can be obtained

\[ s^{1.3\delta} + (M_{\text{on}}\frac{\alpha}{M_{\text{on}}} + (1 - \chi)M_{\text{eff}})L_\beta^{-1}s^{1.2\delta} + L_\beta^{-1}C_\alpha^{-1}s^{1.1\delta} = 0 \] (38)

As a result, we have found that \( s_1 = 0, s_2 = 0 \) and

\[ s_{3,4} = \left[ \frac{M_{\text{eff}}-(M_{\text{eff}}-M_{\text{on}})\frac{\alpha}{M_{\text{eff}}}}{4L_\alpha} \pm j \sqrt{4L_\alpha L_\beta - (M_{\text{eff}}-(M_{\text{eff}}-M_{\text{on}})\frac{\alpha}{M_{\text{eff}}})^2} \right]^2 \]. It can be seen from \( s_{3,4} \) that

\[ \text{Arg}[s_{3,4}] = \frac{1}{\delta} \tan^{-1} \left[ \frac{\sqrt{4L_\alpha L_\beta - (M_{\text{eff}}-(M_{\text{eff}}-M_{\text{on}})\frac{\alpha}{M_{\text{eff}}})^2}}{C_\beta(M_{\text{eff}}-(M_{\text{eff}}-M_{\text{on}})\frac{\alpha}{M_{\text{eff}}})} \right] \] (39)

For obtaining the instability \(|\text{Arg}[s_{3,4}]| > \pi/2\) must be satisfied which is equivalent to satisfying equation (29). Here, it has been found that the additional condition on \( \delta \) is imposed by extending both reactive elements to the fractional domain.

Now, consider the parallel circuit. Under the zero input and AC input with \( t = (n + 0.5)\pi \) where \( n = (0, 1, 2, \ldots) \), equation (18) become

\[ D^\alpha [x(t)] = k_\alpha v(t)(1 - (2x(t) - 1)^{2\beta}) \]

\[ M_{\text{on}}x(t) + (1 - x(t))M_{\text{eff}} \]

\[ D^\beta [v(t)] = - \frac{v(t)}{[M_{\text{on}}x(t) + (1 - x(t))M_{\text{eff}}]C_\beta} - \frac{z(t)}{L_\beta C_\beta} \]

\[ D'[z(t)] = v(t) \]

If the DC input has been applied, we have

\[ D^\alpha [x(t)] = k_\alpha v(t)(1 - (2x(t) - 1)^{2\beta}) \]

\[ M_{\text{on}}x(t) + (1 - x(t))M_{\text{eff}} \]

\[ D^\beta [v(t)] = - \frac{v(t)}{[M_{\text{on}}x(t) + (1 - x(t))M_{\text{eff}}]C_\beta} - \frac{z(t)}{L_\beta C_\beta} \cdots \frac{I}{C_\beta} \]

\[ D'[z(t)] = v(t) \]

The set of equilibrium points of equations (40) and (41) can be respectively found as \( E_0 = (x_0, 0, 0) \) and \( E_{\text{DC}} = (x_0, 0, L_\beta I) \). As a result, Jacobian matrices of these equations at \( E_0 \) and \( E_{\text{DC}} \) can be obtained as follows

\[ J_{E_0} = J_{E_{\text{DC}}} = \begin{bmatrix} 0 & 0 & k_\alpha(1-(2x_0-1)^{2\beta}) \frac{M_{\text{eff}}-(M_{\text{eff}}-M_{\text{on}})}{4L_\alpha}^{-1} \\ 0 & -C_\beta^{-1}(M_{\text{on}}x_0 + (1 - \chi)M_{\text{eff}})^{-1} & -L_\alpha^{-1}C_\alpha^{-1} \frac{M_{\text{eff}}-(M_{\text{eff}}-M_{\text{on}})}{4L_\alpha}^{-1} \\ 0 & 1 & 0 \end{bmatrix} \] (42)
where \( \alpha = \beta = \gamma = \delta \) has also been assumed for simplicity.

As a result, the following characteristic equation can be obtained

\[
\lambda^3 + (M_{on}\lambda - (1 + \lambda)M_{off})^{-1}C_a^{-1}\lambda^2 + L_a^{-1}C_a^{-1}\lambda = 0 \quad (43)
\]

which yields \( \lambda_1 = 0 \) and

\[
\lambda_{2,3} = -\frac{1}{2C_a(M_{off} - (M_{off} - M_{on})\lambda)} \pm j\frac{\sqrt{4L_aC_a(M_{off} - (M_{off} - M_{on})\lambda)^2 - L_a^2}}{2L_aC_a(M_{off} - (M_{off} - M_{on})\lambda)}
\]

In the integer domain, \( \lambda_{2,3} \) must reside in the right half of the complex plane for the circuit become unstable thus equation (28) must be satisfied. By the extension to fractional domain, the following additional condition on \( \delta \) which can be obtained in a similar manner to equation (29), must also be satisfied.

\[
\frac{\delta \pi}{2} > \tan^{-1}\left[\frac{\sqrt{4L_aC_a(M_{off} - (M_{off} - M_{on})\lambda)^2 - L_a^2}}{L_a}\right] \quad (44)
\]

If we extend only the memristor, the following complex frequency termed characteristic equation can be obtained

\[
s^{1+\delta} + (M_{on}\lambda - (1 + \lambda)M_{off})C_a^{-1}s^{1+\delta} + L_a^{-1}C_a^{-1}s^{\delta} = 0 \quad (45)
\]

By solving (45), we have \( s_1 = 0 \) and

\[
s_{2,3} = -\frac{1}{2C_a(M_{off} - (M_{off} - M_{on})\lambda)} \pm j\frac{\sqrt{4L_aC_a(M_{off} - (M_{off} - M_{on})\lambda)^2 + L_a^2}}{2L_aC_a(M_{off} - (M_{off} - M_{on})\lambda)}
\]

Since the instability occurs if at least either \( s_2 \) or \( s_3 \) reside in the right half of the s-plane, equation (28) must be satisfied. If we now extend only the reactive elements, we have

\[
s^{1+\delta} + (M_{on}\lambda - (1 + \lambda)M_{off})C_a^{-1}s^{1+\delta} + L_a^{-1}C_a^{-1}s = 0 \quad (46)
\]

By solving equation (46), we have found that \( s_1 = 0 \) and

\[
s_{2,3} = \left[ -\frac{1}{2C_a(M_{off} - (M_{off} - M_{on})\lambda)} \pm j\frac{\sqrt{4L_aC_a(M_{off} - (M_{off} - M_{on})\lambda)^2 - L_a^2}}{2L_aC_a(M_{off} - (M_{off} - M_{on})\lambda)} \right]^{1/\delta}
\]

Thus, we have

\[
\text{Arg}[s_{2,3}] = \frac{1}{\delta} \tan^{-1}\left[\frac{\sqrt{4L_aC_a(M_{off} - (M_{off} - M_{on})\lambda)^2 - L_a^2}}{L_a}\right] \quad (47)
\]
For obtaining $|\text{Arg}(S_{23})|>\pi/2$ which implies instability, equation (47) shows that equation (44) must be satisfied thus it can be seen that the additional condition on $\delta$ has been imposed by the fractional domain extensions of both reactive elements.

If the AC input with $t \neq (n + 0.5)\pi$ has been applied, equation (18) become

$$D^\alpha x(t) = \frac{k_r v(t)(1 - (2x(t) - 1)^{2p})}{M_{on} x(t) + (1 - x(t))M_{off}}$$

$$D^\delta v(t) = -\frac{v(t)}{[M_{on} x(t) + (1 - x(t))M_{off}]C_p} - \frac{z(t)}{L_r C_p} + \frac{i_{ac}(t)}{C_p}$$

$$D^\beta z(t) = v(t)$$

where $i_{ac}(t)$ stands for the instantaneous value of applied AC current with peak value off and frequency of $\omega$. Note also that $i_{ac}(t) \neq 0$ thus equation (48) is non-autonomous similar to equation (33). However, it can be converted to

$$D^\alpha x(t) = \frac{k_r v(t)(1 - (2x(t) - 1)^{2p})}{M_{on} x(t) + (1 - x(t))M_{off}}$$

$$D^\delta v(t) = -\frac{v(t)}{[M_{on} x(t) + (1 - x(t))M_{off}]C_p} - \frac{z(t)}{L_r C_p} + \frac{i_{ac}(t)}{C_p}$$

$$D^\beta z(t) = v(t)$$

$$D^\gamma r(t) = (r(t))^{1-\delta}$$

which is autonomous and employs $E = (\gamma, 0, L_d I, 0)$ as its set of equilibrium points. Note that this $E$ also ceased to be existed in the integer domain in this scenario.

By assuming that $\alpha = \beta = \gamma = \delta$, the Jacobian matrix of equation (49) at $E$ can be found as

$$J_E = \begin{bmatrix}
0 & 0 & -\frac{k_r(1 - (2x - 1)^{2p})}{M_{on} x(t) + (1 - x(t))M_{off}} & 0 \\
0 & 0 & 0 & 0 \\
0 & -\frac{(M_{on} \gamma + (1 - \gamma)M_{off})^{-1}}{L_d C_p} & -L_d^{-1} C_p^{-1} & 1 \\
0 & 0 & 1 & 0
\end{bmatrix}$$

(50)

As a result, we have

$$\lambda^4 + (M_{on} \gamma + (1 - \gamma)M_{off})^{-1} \lambda^3 + L_d^{-1} C_p^{-1} \lambda^2 = 0$$

(51)

After solving (51), we have found that $\lambda_1 = 0$, $\lambda_2 = 0$ and
\[ \lambda_{3,4} = -\frac{1}{2(M_{off} - (M_{off} - M_{on})\chi)} \pm \frac{j\sqrt{4L_\delta^{-1}C_\delta^{-1}(M_{off} - (M_{off} - M_{on})\chi)^2 - 1}}{2(M_{off} - (M_{off} - M_{on})\chi)} \]

In the integer domain, the instability occurs if \( \lambda_{3,4} \) reside in the right half of the complex plane which means that equation (28) must be satisfied. After the extension to the fractional domain, the following additional condition which can be obtained from \( \lambda_{3,4} \), must also be satisfied.

\[ \frac{\delta \pi}{2} > \left| \tan^{-1}\left[ \frac{\sqrt{4L_\delta^{-1}C_\delta^{-1}(M_{off} - (M_{off} - M_{on})\chi)^2 - 1}}{M_{off} - (M_{off} - M_{on})\chi} \right] \right| \quad (52) \]

In fact, the complex frequency termed characteristic equation of equation (48) can be derived without assuming commensurate orders as

\[ s^{2+\beta+\gamma+\delta} + (M_{on}\chi - (1 + \chi)M_{off})s^{\beta+\delta} + L_\gamma^{-1}\beta_\delta^{-1}s^{\beta} = 0 \quad (53) \]

which implies that at least either of the following equations must be satisfied

\[ s^n = 0 \quad (54) \]

\[ s^\theta = 0 \quad (55) \]

\[ s^{\beta+\delta} + (M_{on}\chi - (1 + \chi)M_{off})s^\theta + L_\gamma^{-1}\beta_\delta^{-1} = 0 \quad (56) \]

We have found that equations (54), (55) and (56) are related to memristor, capacitor and inductor in the fractional domain, respectively. From equations (54) and (55), we have found that \( s_1 = 0 \) and \( s_2 = 0 \). As a result, it has been found that extending either memristor or capacitor to the fractional domain do not impose any additional condition. On the other hand, the solution of equation (55) can be found as \( s_{3,4} \):

\[ \arg[s_{3,4}] = \frac{1}{\delta} \tan^{-1}\left[ \frac{\sqrt{4L_\delta^{-1}C_\delta^{-1}(M_{off} - (M_{off} - M_{on})\chi)^2 - 1}}{M_{off} - (M_{off} - M_{on})\chi} \right] \quad (57) \]

where \( \gamma = \delta \) has been assumed for simplicity.

For obtaining \( |\arg[s_{3,4}]| > \pi/2 \), equation (57) shows that equation (52) must be satisfied. Since equation (56) is related to the inductor in fractional domain, it has been found that the additional condition on \( \delta \) has been solely imposed by fractional domain extension of such reactive element.

At this point, all necessary instability conditions of both series and parallel circuits under all possible circumstances have been derived and it has been pointed out that the additional conditions on fractional order have been imposed by the extension to fractional domain of reactive elements. However, it has been found that there exists a common criterion of all scenarios given by equation (28) which will never be satisfied in practice. This is because \( \frac{1}{M_{on} < M_{off}} \) always as \( M_{on} < M_{off} \) and \( M_{on} > 0 \) due to the physical properties HP TiO\(_2\) memristor (Strukov et al., 2008). Therefore, any value of \( \chi \) that satisfies equation (28) is surely greater than 1. Practically, this is impossible as \( 0 \leq \chi \leq 1 \) due to the boundary effect of HP TiO\(_2\) memristor because \( \chi \) refers to the value of \( x(t) \) at each equilibrium point. As a result, the stabilities of both circuits are now mathematically verified. In addition, even a marginal stability will never be occurred. This is
because such stability requires that $\chi = \frac{1}{1-M_{on}}$ according to equation (28). However, this condition will never be satisfied as $0 \leq \chi \leq 1$ and $\frac{1}{1-M_{on}} > 1$.

Before we conclude this work, it is worthy to mention here that these HP TiO$_2$ memristor-based circuits will never exhibit any complex dynamical behavior including chaos due to the lacking of local activity of HP TiO$_2$ memristor as can be seen from the simulated $v_{on}(t)$-$i_{on}(t)$ characteristic, which employ no negative memristance region. Such local activity due to the existence of negative memristance region is necessary for the circuit of order 3 like Figures 1–2 to exhibit complex dynamics (Muthuswamy & Chua, 2010), (Jin et al., 2018), (Cafagna & Grassi, 2012), (Y. Yu et al., 2019). So, it can be asserted here that only those circuits of order higher than 3 are capable to exhibit the complex dynamics by employing the HP TiO$_2$ memristor (Banchuin, 2021), (Wang, Sun, et. al., 2018b), (Wang, Sun, et. al., 2018bMay) otherwise a locally active memristor must be used. In addition, the damping ratio ($\xi$) and undamped natural frequency ($\omega_n$) which are also important electrical quantities, of the series circuit can be obtained from equation (27) without the commensurate order assumption as

$$\frac{M_{on}C_\beta}{2\sqrt{L_r}} \leq \xi \leq \frac{M_{off}C_\beta}{2\sqrt{L_r}}$$  \hspace{1cm} (58)

$$\omega_n = \frac{C_\beta}{2\sqrt{L_r}}$$  \hspace{1cm} (59)

On the other hand, those of the parallel circuit can be obtained from equation (43) as

$$\frac{\sqrt{L_r}C_\beta^{-1}}{2M_{off}} \leq \xi \leq \frac{\sqrt{L_r}C_\beta^{-1}}{2M_{on}}$$  \hspace{1cm} (60)

$$\omega_n = \frac{1}{\sqrt{L_r}C_\beta}$$  \hspace{1cm} (61)

Therefore, the promised closed form expressions of $\sigma$ for series and parallel circuits can be, respectively, derived as follows

$$\sigma = \alpha \left( \frac{C_\beta}{2\sqrt{L_r}} \right)^{-1}$$  \hspace{1cm} (62)

$$\sigma = \alpha \left( \frac{1}{\sqrt{L_r}C_\beta} \right)^{-1}$$  \hspace{1cm} (63)

7. Conclusion

The fractional domain analysis of physical memristor-based nonlinear circuits with fractional conformable derivative-based FDEs have been proposed for the first time in this research where both series and parallel combinations of HP TiO$_2$ memristor, inductor and capacitor have been considered. Different outcome from (Ruan et al., 2018) and (He et al., 2018), which hypothetical
memory element have been assumed, have been obtained. The FDEs of these circuits have been formulated by also taking the dimensional consistencies of the fractional derivatives into account similarly to (Banchuin, 2021) and (Martínez et al., 2018) but unlike (Ruan et al., 2018) and (He et al., 2018). The Joglekar’s window function has been adopted for modelling the boundary effect of the HP TiO₂ memristor and adding more nonlinearity close to the bounds of the memristor’s state variable. The formulated FDEs have been solved and the related electrical quantities have been determined based on the obtained solutions, which have been used as the basis of the numerical simulations. In addition, the stability analysis of both circuits has also been performed analytically.

As a result, the effects of extending the circuit elements of these HP TiO₂ memristor circuits subjected to zero, DC and AC excitations have been studied. From the numerical simulation results, we have found that the fractional domain extension of memristor has been found to be the most influential in most scenarios. This is because the memristor is the one and only nonlinear element of the circuit thus it mainly governs the circuit’s nonlinearity. However, the effects of extending the reactive elements become significant in certain situations. Unlike (Ruan et al., 2018) and (He et al., 2018), we have mathematically verified that the HP TiO₂ memristor-based circuits are stable always due to the boundary effect of such physical device which does not exist in hypothetical elements. We also point out that only those HP TiO₂ memristor-based circuits of order higher than 3 are capable to exhibit the complex dynamics as such memristor lacks the local activity. If a 3rd order circuit is desired, a locally active memristor must be used. At this point, it can be concluded that this work gives a detailed analysis in the fractional domain of HP TiO₂ memristor-based nonlinear circuits, which is potentially beneficial to the analysis/design of HP TiO₂ memristor-based applications and related research areas. For further studies, a similar analysis based on either fractional domain dedicated window function (Shi et al., 2018) or other physical memristors (Kavehei et al., 2011), (Mladenov, 2019) has been found to be interesting.
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