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Abstract

A method is derived to obtain an expansion formula for the magnetic field $B(r)$ generated by a closed planar wire carrying a steady electric current. The parametric equation of the loop is $\mathcal{R}(\phi) = R + H f(\phi)$, with $R$ the radius of the circle, $H \in [0, R]$ the radial deformation amplitude, and $f(\phi) \in [-1, 1]$ a periodic function. The method is based on the replacement of the $1/(r - r')^3$ factor by an infinite series in terms of Gegenbauer polynomials, as well as the use of the Taylor series. This approach makes it feasible to write $B(r)$ as the circular loop magnetic field contribution plus a sum of powers of $H/R$. Analytic formulas for the magnetic field are obtained from truncated finite expansions outside the neighborhood of the wire. These showed to be computationally less expensive than numerical integration in regions where the dipole approximation is not enough to describe the field properly. Illustrative examples of the magnetic field due to circular wires deformed harmonically are developed in the article, obtaining exact expansion coefficients and accurate descriptions. Error estimates are calculated to identify the regions in $\mathbb{R}^3$ where the analytical expansions perform well. Finally, first-order deformation formulas for the magnetic field are studied for generic even deformation functions $f(\phi)$.
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1 Introduction

In 1820, the French physicists Jean Baptiste Biot and Felix Savart derived an expression for the magnetic field due to an electrical current $i$ in a wire. This expression has become fundamental in magnetostatics and
it is now commonly known as the Biot-Savart law \[1,2\]. It is
\[
B(r) = \frac{\mu_0 i}{4\pi} \oint_C \frac{dr' \times (r - r')}{|r - r'|^3},
\]
where \( r \) is the observation point, \( r' \) is the position of the wire differential segment, \( \mu_0 \) is the permeability of the medium, and \( C \) is the path of the wire. The depiction of this system is shown in Fig. 1. The law is only valid for stationary currents, and it plays a similar role to that of Coulombs’ law in electrostatics.

Although the Biot-Savart law is commonly used in magnetostatic, other physical problems require solving integral expressions analogous to Eq. (1). One example is the case of vortex filaments in fluid mechanics \[3–9\], where the flow vorticity \( \omega = \nabla \times v(r) \) is concentrated along a filament \( C \), with \( v(r) \) the velocity field. For incompressible fluids satisfying \( \nabla \cdot v(r) = 0 \), the vorticity expression leads to the Poisson’s problem \( \nabla^2 v(r) = -\nabla \times \omega(r) \).

Table 1: Physical analogy between magnetostatics and vortex filaments in incompressible fluid flows.

| Vortex filaments | Magnetostatics |
|------------------|----------------|
| Velocity \( v(r) \) | Magnetic field \( B(r)/\mu_0 \) |
| Vorticity \( \omega(r) = \nabla \times v(r) \) | Ampere’s law (Density current) \( J(r) = \nabla \times (B(r)/\mu_0) \) |
| Continuity \( \nabla \cdot v(r) = 0 \) | Gauss’s Law \( \nabla \cdot B(r) = 0 \) |
| Circulation \( \Gamma = \int_S \omega(r) \cdot dS \) | Electric current \( i = \int_S J(r) \cdot dS \) |

Now, if the vorticity field is regular enough, such that its derivatives are bounded and unique in \( \mathbb{R}^3 \), then the solution of the previous Poisson’s equation is the divergence-free velocity field
\[
v(r) = \frac{1}{4\pi} \int_{\mathbb{R}^3} K(r - r') \times \omega(r') \; dr' = \frac{\Gamma}{4\pi} \oint_C \frac{(r - r') \times dr'}{|r - r'|^3},
\]
and \( \Gamma \) the strength of the vortex. Table 1 lists the physical analogy between magnetostatics and the vortex filaments in fluid flows.

Even when the Biot-Savart law describes magnetostatic fields, it also plays an important role in the design and theory of wire antennas and radiation problems \[10–13\]. Another mathematically-equivalent physical system is the Gapless Surface Electrode (GSE). That electrostatic system consists of an infinite conductor sheet laying on the \( \mathbb{R}^2 \)-plane which has two regions that can be thought of as separated conductors (for example, metallic sheets which are very close to each other). The problem is to find the electrostatic field \( E(r) \) generated by two different potentials: one constant \( V_o \neq 0 \) potential inside a closed region \( \mathcal{A} \) and a grounded \( V = 0 \) potential in the complementary \( \mathbb{R}^2/\mathcal{A} \) region. The GSE problem can be solved from the evaluation of the following Biot-Savart-Like (BSL) expression:
\[
E(r) = \frac{V_o}{2\pi} \oint_{\partial \mathcal{A}} \frac{dr' \times (r - r')}{|r - r'|^3},
\]
\[\text{1Being a direct consequence of } \nabla^2 v(r) = \nabla [\nabla \cdot v(r)] - \nabla \times [\nabla \times v(r)].\]
where $\partial \mathcal{A}$ is the border in between both electrodes. The previous expression becomes the electrostatic analog of the magnetostatic problem in (1). The GSE serves as an ideal model of the gapped Surfaces Electrodes (SE), which are built technologies of Surface Electrodes\(^2\) [14–23].

In the present work, analytic expressions are derived to represent the magnetic field generated by a closed planar electrical wire carrying a steady current. Particularly, the three-dimensional vector field due to a circular-deformed loop with low symmetry. Analytic solutions of the BSL integrals are outstanding for solving steady electric, magnetic or fluid flow problems, as it has been demonstrated in [24, 25] by the authors of the present study \(^3\).

In addition to the Legendre polynomial expansion for the magnetic field of a current in a circular loop, the problem is exactly solvable in the case of the ellipse geometry of the wire [26]. However, there is no exact analytical solution for a generic curved loop. Direct numerical integration of the Biot-Savart formula over $\mathcal{C}$ is one possible solution procedure. Correspondingly, numerical and expansion solutions for the perfect circular loop have been obtained in [27–29]. Also, for the electrostatic analog problem of Surface Electrodes, numerical methods have been applied in [24].

The approach in the present work makes use of the Gegenbauer Polynomials as an expansion basis for the three-dimensional magnetic field. This method stands out for the general deformation of the wire, given any deformation function $f(\phi)$ vanishing the symmetry. Hence, the Legendre polynomial expansions of the vector potential $A$ becomes less useful than the present approach since all the three-dimensional components of the vector potential become active and contribute\(^4\).\(^5\).

The particular case of the $\mathcal{A}(\phi) = R + H f(\phi)$ loop eventually allows to split the solution into two terms: the solution of the symmetric circular loop and the contribution of the deformation. This is advantageous because the magnetic field of the circular loop can be known exactly from classic results. With this in hand, the method in this document focuses on determining the contribution of the magnetic field from the deformed part. As will be disclosed later, the expansion formulas can be reduced to compute integrals involving the generic $f(\phi)$ function. Moreover, this contribution can be easily handled in some ideal scenarios such as the harmonic deformation, where all the expansion terms can also be found exactly.

The remaining parts of this manuscript are organized as follows. In Section 2, the mathematical setting of the circular-deformed wire problem is recalled. Next, the analytic methodology using the expansion approach with the Gegenbauer Polynomials is presented in Section 3, which ends up giving the magnetic

\[^2\text{Indeed, the gapped SE solution is essential to describe SE Radio Frequency ion traps: a collection of consecutive SE that have become promising candidates for manufacturing large-scale quantum processors.}\]

\[^3\text{For instance, the recent methodology in [25] demonstrates how the electric field of Gapped Surface Electrode systems can be obtained from the weighted average of their gapless counterparts. In that work, it was formally demonstrated that the electric field of the Gapped surface electrode with gap $\mathcal{G}$ is given by}\]

$$E(r) = \frac{V_o}{2\pi} \int_{\mathcal{G}} \frac{\mathcal{W}_\psi(r') d^2 r' \times (r - r')}{|r - r'|^3},$$

**and it is analogous to the magnetic field due to a ribbon displayed on $\mathcal{G}$ carrying a current surface density $K$**

$$B(r) = \frac{\mu_0}{4\pi} \int_{\mathcal{G}} \frac{K(r') d^2 r' \times (r - r')}{|r - r'|^3},$$

where the weight vector $\mathcal{W}_\psi(r')$ depending on the gradient of the electric potential on the $\mathcal{G}$ is the electric counterpart of $K$. Additionally, both fields satisfy analogous continuity conditions $\nabla \cdot (K(r) = 0$ for charge conservation, and $\nabla \cdot (W(r) = 0$.

\[^4\text{For symmetric problems, it could be convenient to find expansions of the vector potential $A$ employing Legendre polynomials since there are components of $A$ that reduce to zero. This is especially the case of the magnetic field for the circular loop.}\]

\[^5\text{Additionally, the intermediate step of computing the magnetic field from the rotational operator of the vector potential is not necessary when adopting the Gegenbauer Polynomials.}\]
field expression. Illustrative examples of the magnetic field calculation around circular-deformed wires are presented in Section 4. Next, the first-order description for a generic even deformation function is explained in Section 5. Finally, some conclusions are stated in Section 6.

2 The problem

In the present section, the problem set of the circular-deformed wire \( \mathcal{R} \) carrying a constant current \( i \) is explained. Certainly, the steady magnetic field given by Eq. (1) can be written in terms of the spherical coordinates system \((r, \theta, \phi)\): being \( r \) the radial distance, \( \theta \) the azimuthal angle, and \( \phi \) the polar angle, as follows,

\[
B_r(r) = \frac{\mu_0 i}{4\pi} \cos \theta \int_0^{2\pi} \frac{\mathcal{R}(\phi') \cos(\phi - \phi') + \mathcal{R}(\phi') \sin(\phi - \phi')}{|r - r'|^2} d\phi',
B_\theta(r) = -\frac{\mu_0 i}{4\pi} r \cos \theta \int_0^{2\pi} \frac{\mathcal{R}(\phi') \cos(\phi - \phi') + \mathcal{R}(\phi') \sin(\phi - \phi')}{|r - r'|^3} d\phi',
\]

and

\[
B_\phi(r) = \frac{\mu_0 i}{4\pi} \left[ \int_0^{2\pi} \frac{\mathcal{R}(\phi') \cos(\phi - \phi')}{|r - r'|^3} d\phi' - \sin \theta \int_0^{2\pi} \frac{\mathcal{R}(\phi') \sin(\phi - \phi')}{|r - r'|^3} d\phi' - \int_0^{2\pi} \frac{\mathcal{R}(\phi') \sin(\phi - \phi')}{|r - r'|^3} d\phi' \right],
\]

where

\[
|r - r'| = \sqrt{r^2 + \mathcal{R}^2(\phi') - 2rR \mathcal{R}(\phi') \cos(\phi - \phi')}.
\]

The magnetic field for the simple case of a circular loop \( \mathcal{R} = R \) can be written in terms of the complete elliptic integrals of the first and second kind, \( K \), and \( E \), respectively. Hence, the magnetic field in terms of the spherical components for the circular loop is given by

\[
(B_r(r))_{\text{circle}} = \frac{R^2 i}{4\pi} \frac{4 \cos \theta}{r_\times(r, \theta)^2 r_\times(r, \theta)'} \mathcal{R}(\phi) \left[ \frac{4rR \sin \theta}{r_\times(r, \theta)'^2} \right],
(B_\theta(r))_{\text{circle}} = 2 \frac{i}{4\pi} \frac{\csc \theta}{r_\times^2 r_\times'} \left( r^2 + R^2 \cos(2\theta) \right) E \left( \frac{4rR \sin \theta}{r_\times^2} - r^2 K \left( \frac{4rR \sin \theta}{r_\times^2} \right) \right),
(B_\phi(r))_{\text{circle}} = 0,
\]

where \( r_\times(r, \theta) \) is defined as \( r_\times(r, \theta) = \sqrt{r^2 + R^2 + 2rR \sin \theta} \). It should be noted that the \( \phi \)-component of the magnetic field vanishes because the system is axially symmetric. Nevertheless, the general case \( \mathcal{R}(\phi) = R + H f(\phi) \) of a deformed circular wire \( \mathcal{R}(\phi) \) with base radius \( R \) and deformation amplitude \( \nu = H/R \in (-1, 1) \) is more ambitious. Certainly, the magnetic field in the deformed-circular wire is a challenging problem that will be addressed next in the remaining sections of this article. The key to doing this is that the magnetic field can be constructed from \( \mathbf{B}(r) = (B(r))_{\text{circle}} + \mathbf{B}^{(\nu)}(r) \), with \( \mathbf{B}^{(\nu)}(r) \) the contribution of the deformation.

3 Expansion approach

In this section, the expansion solution of the magnetic field generated by a circular-deformed wire is achieved. First, the expansion expression for the circular-deformed loop magnetic field is explained. In this regard, the inverse distance term related to Eq. (2) is first addressed and then used to find the magnetic field expression of the circular-deformed wire. Since the Gegenbauer Polynomials will be used as the basis of the expansion,
they are summarized in Appendix Section A. Next, we use an expansion solution in a particular case of harmonic deformations. An analysis of the first-order contribution of the deformed wire due to functions with even parity is presented at the end.

3.1 Inverse distance

Yet, the inverse distance in the circular-deformed wire problem can be calculated from the Gegenbauer polynomials. To do so, the variable \( \xi(\theta, \phi - \phi') = \sin \theta \cos(\phi - \phi') \) can be defined in terms of the angular coordinates. Assuming that \( 1/|r - r'|^\alpha \), with \( \alpha \in \mathbb{N}^0 \), is evaluated in the region of the space where \( r > \mathcal{R}(\phi') \), this inverse distance can be written in the more convenient way:

\[
\frac{1}{|r - r'|^\alpha} = \frac{1}{r^\alpha} \left( 1 + 2\chi(r, \phi')\xi(\theta, \phi - \phi') + \chi(r, \phi')^2 \right)^\alpha/2 = \sum_{n=0}^{\infty} C_n^\alpha(\xi) \chi^n,
\]

by introducing the Gegenbauer polynomials. Unfortunately, there are regions in \( D = \mathbb{R}^3 \) where the previous expansion does not converge. In order to deal with this problem, the region \( D \) can be break up in three non-overlapping regions, as it is shown in Fig. 2.

![Fig. 2: Regions.](image)

The inner spherical region \( D_I = \{(r, \phi', \theta)|0 < r < r_{\min} \land 0 \leq \phi' \leq 2\pi \land 0 \leq \theta \leq \pi\} \), the outer region \( D_{III} = \{(r, \phi')|r \in [r_{\max}, \infty) \land 0 \leq \phi' \leq 2\pi \land 0 \leq \theta \leq \pi\} \), and the intermediate region \( D_{II} = D/D_1 \cup D_{III} \), where \( r_{\min} \) and \( r_{\max} \) are the global extreme values of \( \mathcal{R}(\phi') \). The intersection of the hollow sphere region \( D_{II} \) with the \( xy \)-plane is yellow-highlighted in Fig. 2.

Let the loop in the region is described by the roots \( \Omega(r) = \{\beta_1, \beta_2, \ldots, \beta_M\} \) of \( r - \mathcal{R}(\phi') = 0 \), where \( M \) is the total number of roots in the set \( \Omega(r) \). The condition \( \beta_{M+1} = \beta_1 \) applies, as well. Thus, let \( \Xi_m = [\beta_m, \beta_{m+1}] \) be the angular intervals defined by the roots \( \Omega(R) \) in the loop.

The function \( \chi(r, \phi') \) can be defined inside \([0, \infty) \times [0, 2\pi]\) as follows:

\[
\chi(r, \phi') := \begin{cases} \min(\mathcal{R}(\phi'), r) & \text{if } \vartheta(r, \phi') < \mathcal{R}(\phi'), \\ \max(\mathcal{R}(\phi'), r) & \text{otherwise} \end{cases}
\]
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where \( \vartheta(r, \phi') \) is a condition defined as

\[
\vartheta(r, \phi') := \begin{cases} 
  \text{True} & \text{if } R(\phi') < r, \\
  \text{False} & \text{otherwise,}
\end{cases}
\]

\[
\Xi (r) = \bigcup_{m=2^{[\log_2 r]+1}}^M \Xi_m, \quad \text{and } \Xi (r) = [0, 2\pi) \setminus \Xi (r).
\]

The inverse distance can be calculated from the previous definitions as

\[
\frac{1}{|r - r'|^\alpha} = \sum_{n=0}^{\infty} \sum_{k=0}^{[n/2]} b_k^{(\alpha/2)}(\sin \theta) q_k(n) \left[ \frac{R^n}{R + \alpha} \sum_{s=1}^{n} \binom{n}{s} \left[ \frac{H}{R} f(\phi') \right]^s \right] \text{ if } \vartheta(r, \phi'), \quad \text{else } \frac{r^n}{R^{n+\alpha}} \Theta(n, \phi')
\]

In the case of the periodically deformed circle \( \Theta(\phi) = R + H f(\phi) \), the binomial theorem and the Taylor series \((1 + z)^{-n} = \sum_{s=0}^{\infty} \binom{-n}{s} z^s \) for \( |z| < 1 \) can be introduced to write

\[
\Theta(\phi) = R^n \sum_{s=0}^{\infty} \left( \binom{n}{s} \frac{H}{R} f(\phi') \right)^s, \quad \text{with } H < R.
\]

Hence, the inverse distance can be computed from

\[
\frac{1}{|r - r'|^\alpha} = \sum_{n=0}^{\infty} \sum_{k=0}^{[n/2]} g_{nk}^{(\alpha)}(r, \theta) \left[ \cos(\phi - \phi') \right] q_k(n) \left( \frac{R^n}{R + \alpha} \right) \left[ \frac{R^n}{R + \alpha} \right],
\]

where \( g_{nk}^{(\alpha)}(r, \theta) \) is defined as

\[
g_{nk}^{(\alpha)}(r, \theta) := b_k^{(\alpha/2)}(\sin \theta) q_k(n) \left( \frac{R^n}{R + \alpha} \right) \text{ if } r > R, \quad \text{else } \frac{r^n}{R^{n+\alpha}}.
\]

Hence, the inverse distance of the circular-deformed wire can be calculated from the following expansion

\[
\frac{1}{|r - r'|^\alpha} = \sum_{n=0}^{\infty} \sum_{k=0}^{[n/2]} g_{nk}^{(\alpha)}(r, \theta) \left[ \cos(\phi - \phi') \right] q_k(n) \left( \frac{R^n}{R + \alpha} \right) \left( \frac{R^n}{R + \alpha} \right),
\]

where the expression for the circular case is in the term \( s = 0 \). If \( r \in \mathbb{R}^+ \setminus [r_{\min}, r_{\max}] \), then there are no roots \( \dim(\Omega(r)) = 0 \) and the condition \( \vartheta(r, \phi') \) is replaced by the simpler \( r > r_{\max} \) conditional.
3.2 Magnetic field in the $r \in \mathbb{R}^+ \setminus [r_{\text{min}}, r_{\text{max}}]$ region

The radial component of the magnetic field is given from

$$B_r(r) = \frac{\mu_0 i}{4\pi} \cos \theta \int_0^{2\pi} \frac{[R^2 + 2RHf(\phi') + H^2 f(\phi')^2]}{|r - r'|^3} d\phi'.$$

Using the expansion definition for the inverse distance in Eq. (8), the $\phi$-component of the magnetic field can be calculated for $r > r_{\text{max}}$ from

$$B_r(r) = \frac{\mu_0 i}{4\pi} \cos \theta \sum_{n=0}^{N-\infty} \sum_{k=0}^{[n/2]} g_{nk}(r, \theta) \left( \frac{H}{R} \right)^s \int_0^{2\pi} \left[ (R^2 f(\phi')^s + 2HRf(\phi')^{s+1} + H^2 f(\phi')^{s+2}) \right] \cos(\phi - \phi') q_{nk} d\phi',$$

Eventually, the infinite sum in the previous formula can be truncated until a finite $N$ to evaluate the magnetic field. A similar expression can be obtained for $r < r_{\text{max}}$, and both cases can be written as follows

$$B_r(r) = \frac{\mu_0 i}{4\pi} \cos \theta \sum_{n=0}^{N-\infty} \sum_{k=0}^{[n/2]} g_{nk}(r, \theta) \left( \frac{H}{R} \right)^s \tilde{C}_{nk\lambda}(\phi)$$

(9)

where $\eta(r, n) = -\alpha - n$ if $r < r_{\text{min}}$, else $n$, and $M = N_2 \rightarrow \infty$ if $r < r_{\text{min}}$, else $n$. The function $\tilde{C}_{nk\lambda}(\phi)$ is defined as follows

$$\tilde{C}_{nk\lambda}(\phi) := R^2 J_{q\lambda(n),0} [f^s] + 2RHJ_{q\lambda(n),0} [f^{s+1}] + H^2 J_{q\lambda(n),0} [f^{s+2}],$$

(10)

where $J_{m,\lambda}[F](\phi)$ are integrals depending on $\phi$ in the sense of

$$J_{m,\lambda}[F](\phi) := \int_0^{2\pi} F(\phi') \cos^n(\phi - \phi') \sin^\lambda(\phi - \phi') d\phi',$$

(11)

where $m \in \mathbb{N}^0$, and $\lambda$ can be 0 or 1. Note that Eq. (9) implicitly contains the solution of the circular loop. This can be observed by considering the expansion terms that vanish when $H$ is zero. There exists some exceptions (terms with $s = 0$), for which this condition implies that

$$\lim_{H \rightarrow 0} B_r(r) = \frac{\mu_0 i}{4\pi} \cos \theta \sum_{n=0}^{N-\infty} \sum_{k=0}^{[n/2]} g_{nk}(r, \theta) \left( \frac{H}{R} \right)^s (R^2 J_{q\lambda(n),0}[1] = (B_r(r))_{\text{circle}}.$$

Thus, the general solution for the deformed loop can be written more appropriately as follows

$$B_r(r) = (B_r(r))_{\text{circle}} + \frac{\mu_0 i}{4\pi} \cos \theta \sum_{n=0}^{N-\infty} \sum_{k=0}^{[n/2]} g_{nk}(r, \theta) \left( \frac{H}{R} \right)^s C_{nk\lambda}(\phi),$$

(12)

with

$$C_{nk\lambda}(\phi) := \mathcal{V}_s R^2 J_{q\lambda(n),0}[f^s] + 2RHJ_{q\lambda(n),0}[f^{s+1}] + H^2 J_{q\lambda(n),0}[f^{s+2}],$$
The function $\mathcal{U}_s$ was introduced in order to extract the solution of the circular case from the expansion formula. Such procedure can be used also for the $\theta$-component but it is not necessary for $B_\phi$ since $(B_\phi)_{\text{circle}} = 0$. An analogous procedure is used for the $\theta$ and $\phi$ components of the magnetic field, whose results leads to the following vector-form expression

$$B(r) = B_{\text{circle}}(r) + \frac{\mu_0 i}{4\pi} \sum_{n=0}^{N} \sum_{k=0}^{[n/2]} \mathcal{J}_n^0(r, \theta) \sum_{s=0}^{n} \left( \frac{\eta'(r, n)}{s} \right) \nu^s S_{nks},$$

where the magnetic field of the circle $B_{\text{circle}}(r)$ is given by equations (3)-(5), the deformation amplitude by $\nu = H/R$, and the spherical-coordinates components of $S_{nks}$ by

$$(S_{nks})_r = \cos \theta C_{nks}(\phi), \quad (S_{nks})_\theta = r P_{nks}(\phi) - \sin \theta C_{nks}(\phi), \quad \text{and} \quad (S_{nks})_\phi = -r \cos \theta Q_{nks}(\phi),$$

respectively, with

$$P_{nks}(\phi) := \mathcal{U}_s R J_{q_k(n)+1,0}[f^s] + H J_{q_k(n)+1,0}[f^{s+1}] - H J_{q_k(n)+1,0}[f^s f'], \quad \text{and}$$

$$Q_{nks}(\phi) := R J_{q_k(n)+1,0}[f^s](\phi) + H J_{q_k(n)+1,0}[f^{s+1}](\phi) + H J_{q_k(n)+1,0}[f^s f'](\phi).$$

In practice, the usefulness of the Eq. (13) lies in the ability to obtain analytically all the terms of the expansion, which implies solving exactly $J_{m,\lambda}$ integrals for positive integers $m$ and $\lambda = 0$ or 1. This can still be somewhat difficult for a general definition of $f(\phi)$, but less challenging when the deformation is a harmonic function or a linear combination of harmonic functions. The simplest case is the one discussed in Section 4.

### 4 Illustrative example: the harmonically deformed wire

In the previous sections, the methodology to obtain the magnetic field for a general circular-deformed wire has been explained. As an example case of a particular circular-deformed geometry for the wire, the harmonically deformed curve is studied in the present section. The harmonically deformed curve is defined as $f(\phi) = \cos(p\phi)$, with $p \in \mathbb{N}$. Plots of harmonically deformed curves with several values of $p$ are shown in Fig. 3.

![Harmonically deformed curves](image)

Fig. 3: Harmonically deformed curves. Left to right: curves with $p = 1, 2, \ldots, 7$ and $0 < H < 1$. The unit circle $R = 1$ is depicted with a solid line. Note that $p = 1$ is the cardioid curve.

---

6The function $\mathcal{U}_s$ is necessary because not all the $s = 0$ terms coming from Eq. 9 provide the magnetic field of the circular current loop since there are $s = 0$ terms in this equation that contribute to the deformed wire solution.
4.1 Evaluation of integrals for harmonic deformation $f = \cos(p\phi)$

The integral defined in Eq. (11) for harmonic deformation $f = \cos(p\phi)$ takes the following form

$$J_{m,\lambda}[\hat{f} f^*](\phi) := -p \oint_0^{2\pi} \cos^s(p\phi') \cos^m(\phi - \phi') \sin^\lambda(\phi - \phi') d\phi'.$$

By introducing the complex variable $z = \exp(i\phi)$, then Cauchy’s residue theorem can be applied to give

$$J_{m,\lambda}[\hat{f} f^*](\phi) := -p \oint_\gamma j_{ms\lambda}(z, \phi) dz = -p2\pi i \text{Res}[J_{ms\lambda}(0, \phi)],$$

with $\gamma$ the unit circle in the complex plane, and

$$j_{ms\lambda}(z, \phi) = \frac{\zeta^{-1}}{2s+m+\lambda+1} \frac{t}{\zeta^{p} + \zeta^{-p}} \frac{\lambda}{s} \sum_{n=0}^{m} \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \sum_{n=0}^{m} \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \frac{1}{(1) \cdots (1)} \frac{1}{(1) \cdots (1)} \frac{1}{(1) \cdots (1)} \lambda^{-t+1-\sigma} \zeta^{2(2l+2m+2\lambda-1)\phi},$$

with $2l_{k\sigma\text{cmp}\lambda} = p(2k + 2\sigma - s - 1) + m + \lambda - 2t$ and $2l_{k\sigma\text{cmp}\lambda} - l$ the order of the pole. Thus, the residue is given by

$$\text{Res}[J_{ms\lambda}(0, \phi)] = \frac{1}{2s+m+\lambda+1} \frac{t}{\zeta^{p} + \zeta^{-p}} \frac{\lambda}{s} \sum_{n=0}^{m} \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \frac{1}{(1) \cdots (1)} \frac{1}{(1) \cdots (1)} \frac{1}{(1) \cdots (1)} \lambda^{-t+1-\sigma} \zeta^{2(2l+2m+2\lambda-1)\phi},$$

with

$$\left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) := \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \text{ if } l \in [0, 1, \ldots, m], \text{ otherwise } 0$$

(15)

a conditioned binomial coefficient. As a result, the first two integrals for $\lambda = 0$ and $1$ (which are the only that are required to compute in the evaluation of the magnetic field) can be calculated from

$$J_{m,0}[\hat{f} f^*](\phi) = -\frac{2\pi p}{2s+m+1} \sum_{k=0}^{s} \sum_{l=0}^{m} \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \frac{1}{(1) \cdots (1)} \frac{1}{(1) \cdots (1)} \frac{1}{(1) \cdots (1)} \lambda^{-t+1-\sigma} \zeta^{2(2l+2m+2\lambda-1)\phi},$$

and

$$J_{m,1}[\hat{f} f^*](\phi) = -\frac{2\pi p}{2s+m+1} \sum_{k=0}^{s} \sum_{l=0}^{m} \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \frac{1}{(1) \cdots (1)} \frac{1}{(1) \cdots (1)} \frac{1}{(1) \cdots (1)} \lambda^{-t+1-\sigma} \sin[(2(k + \sigma) - s - 1)p\phi],$$

and

$$J_{m,1}[\hat{f} f^*](\phi) = -\frac{2\pi p}{2s+m+1} \sum_{k=0}^{s} \sum_{l=0}^{m} \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \left( \begin{array}{c} m \\ l \\ \sigma \\ \sigma \end{array} \right) \frac{1}{(1) \cdots (1)} \frac{1}{(1) \cdots (1)} \frac{1}{(1) \cdots (1)} \lambda^{-t+1-\sigma} \sin[(2(k + \sigma) - s - 1)p\phi],$$

and
\[ J_{m,1}[\hat{f}^s](\phi) = \frac{2\pi}{2s+m+2} \sum_{k=0}^{s} \left( \frac{s}{k} \right) \sum_{t=0}^{1} \left( \frac{1}{\sigma(t)} \right) \left[ \frac{m}{l_{ksmp00}} \right] (-1)^{t-s} \cos[(2(k+\sigma)-s-1)p\phi]. \] (17)

The residue theorem can also be used to compute \( J_{m,\lambda}[f^s](\phi) \), which results for \( \lambda = 0 \) and \( \lambda = 1 \) are, respectively,

\[ J_{m,0}[f^s](\phi) = \frac{2\pi}{2s+m} \sum_{k=0}^{s} \left( \frac{s}{k} \right) \left[ \frac{m}{l_{ksmp00}} \right] \cos[(2k-s)p\phi], \quad \text{and} \]
\[ J_{m,1}[f^s](\phi) = \frac{2\pi}{2s+m+\lambda} \sum_{k=0}^{s} \left( \frac{s}{k} \right) \sum_{t=0}^{1} \left( \frac{1}{\sigma(t)} \right) (-1)^{t-s} \left[ \frac{m}{l_{ksmp^t}} \right] \sin[(2k-s)p\phi], \] (19)

with \( 2l'_{ksmp^t} = p(2k-s) + m + \lambda - 2t \).

### 4.2 Magnetic field calculation

The fundamental calculation to obtain the magnetic field via expression (13) lies in the integral result of Eq. (11). These multiple integrals can be evaluated straightforwardly by using standard tools of complex analysis, such as the residue theorem (see Section 4.1).

\[ \text{Fig. 4: Analytical expansion results. The color-plot surface in (a), (b), and (c) corresponds to the solution given by Eq. (20) for } p = 5, \mu = 1/2, \text{ and } R = 1. \text{ This surface has been developed over the sphere } S \text{ of radius } r = 1.5r_{\text{max}} \text{ centered at the origin. The surface is evaluated using 1600 scattered spatial points and it takes } \tau_{\text{expansion}} = 0.68s \text{ to be computed. Results are contrasted with numerical integration (represented by using 1600 black dots): (a) 1 digit accuracy, (b) 2 digit accuracy, and (c) 6 digit accuracy.} \]

The integrals \( J_{m,\lambda}[f^s](\phi) \) and \( J_{m,\lambda}[f\hat{f}^s](\phi) \) are linear combinations of harmonic functions. For example, the \( p = 5 \) curve and \( m = 31 \) problem requires \( J_{31,1}[\hat{f}\hat{f}^{11}](\phi) \), which gives

\[ J_{31,1}[\hat{f}\hat{f}^{11}](\phi) = -p \int_0^{2\pi} \cos^{11}(p\phi') \sin(p\phi') \cos^{31}(\phi - \phi') \sin(\phi - \phi') d\phi' \]
\[ = \frac{4125\pi(3225612\cos(10\phi) + 56637\cos(20\phi) + 2\cos(30\phi))}{2199023255552}. \]

Once the \( J \)'s integrals are found analytically, it is possible to build expansion formulas for the magnetic field straightforwardly with (13). For instance, the \( \hat{\phi} \)-component given by Eq. (13) requires to compute the coefficients defined in Eq. (14) via the residue theorem (see Appendix Section 4.1 for a detailed explanation).
Only for clarifying purposes, the $\phi$-component for the magnetic field given by the expansion approach is demonstrated for the $p = 5$ curve and $r > r_{\text{max}} = R + H$, giving

\[
B_\phi(r) = -\frac{3465\nu}{262144r^{10}} \sin^4(\theta) \cos(\theta) \sin(5\phi)[1248 - 512r^2 + 8736\nu^2 - 1920r^2\nu^2 + 1625\nu^4 - 520r^2\nu^4 \\
+ 260(8 + 56\nu^2 + (15 + 2r^2)\nu^4) \cos(2\theta) - 5525\nu^4 \cos(4\theta)] + O(\nu^6),
\]  

(20)

where the expansion is truncated up to $N = 9$ and fifth-order in $\nu$.

Some other solutions for the harmonically deformed curves with $p = 1$ (Cardioid curve) and $p = 3$ are presented in the Appendix B.

Fig. 5: Polar angle component of the magnetic field $B_\phi$ evaluated at the $z = z_0$ plane. All plots correspond to truncated expansions of harmonically deformed curves.

(a) $p = 1, \nu = 5/6$ (cardioid)  
(b) $p = 3, \nu = 5/6$  
(c) $p = 5, \nu = 5/6$

Fig. 6: Horizontal radial component of the magnetic field $(B_u(r))^{(\nu)} = (B_r(r))^{(\nu)} \sin \theta$ evaluated at the $z = z_0$ plane. Plots correspond to truncated expansions of harmonically deformed curves: (a) $p = 1$, (b) $p = 2$, and (c) $p = 3$.  

(a) $\nu = 0$ (circle)  
(b) $\nu = 1/5$  
(c) $\nu = 9/10$
A plot of the $B_\phi(r)$ component of the magnetic field given by Eq. (20) is shown in Fig. 4. The plot has been presented for the developed surface over the sphere of radius $r = 3r_{\text{max}}/2$ centered at the origin. Expansion formulas of $B_\phi$ for other $p$ curves are not presented here, but those can be obtained with the same procedure. Plots of analytical results for the polar angle component on a $z = 1.25r_{\text{max}}$ plane are shown in Fig. 5. As expected, the $p$ oscillations of the loop are well represented by $B_\phi(r)$. Other magnetic field component plots for the harmonically deformed curves are presented in Fig. 6 and 7. In the case of the horizontal radial component of the magnetic field for $p = 1, 2$ and 3, these results are shown in Fig. 6.

Fig. 7: Analytical expansion results of the azimuth component of the magnetic field ($B_\theta(r)$). The surface in (a) and (b) corresponds to the solution given by the expansion expression with $p = 3$ and $\nu = 1/10$. This surface is developed over the sphere $S$ of radius $r = r_{\text{min}}/4$ and located in the center of the loop. The evaluation procedure takes $\tau_{\text{expansion}} = 0.78s$ to be computed. Analytical results are contrasted with numerical integration in (c), that takes $\tau_{\text{numeric}} = 32.21s$ to be computed.

For the sake of comparison, the magnetic field can be also obtained from the numerical integration of the Biot-Savart formula. Discrete results in Fig. 4 are represented by using black dots and correspond to the application of the numerical integration using a closed Newton-Cotes rule of third-order (or Simpson’s 3/8 rule) in the same problem set. The NIntegrate routine in Mathematica [30] has been applied to perform the numerical integration. This function has been tested using different values of the AccuracyGoal option: a parameter that defines the accuracy of the numerical integration. An AMD Ryzen 31200 Quad-Core Processor 3.10GHz with 8GB of RAM has been used both to evaluate the expansion formula in the spatial domain and to perform the numerical integration of the Biot-Savart problem. A serial computation has been performed in both calculations. Indeed, expression in Eq. (20) has been also written in Mathematica to draw the surface in Fig. 4. This surface has been constructed by evaluating 1600 scattered spatial points in Eq. (20), which has taken about $\tau_{\text{expansion}} = 0.68s$ to complete the serial computation.

Finally, Fig. 8 shows the magnetic field for a circular-deformed wire in the form of the cardioid loop $p = 1$. Analytical results of the magnetic vector field are depicted over the sphere $S$ of radius $3r_{\text{max}}/2$ at the top of that figure. The vector fields in Fig. 8 correspond to truncated expansions of Eq. (13) presented in Appendix B. Physical behavior can be identified in all deformation wire cases. Also, the horizontal radial component of the magnetic field $B_\phi(r) = B_r(r)\sin\theta$ evaluated on the $z = 3r_{\text{max}}/2$ plane that cuts the north pole of $S$ is presented at the bottom of the same figure. Deviant behavior can be identified according to the degree of deformation of the circular wire.
In general, the magnetic field given by Eq. (13) and the standard dipolar approximation should coincide if $B$ is evaluated far from the wire $r/R \gg 1$. The magnetic field according to the dipolar approximation is

\[ B^\text{dip}_r(r, \theta) = \frac{\mu_0 m}{2\pi r^3} \cos \theta, \quad B^\text{dip}_\theta(r, \theta) = \frac{\mu_0 m}{4\pi r^3} \sin \theta, \quad \text{and} \quad B^\text{dip}_\phi(r, \theta) = 0 \]  

where $m$ is the magnetic moment. In the current problem, this parameter can be written as follows

\[ m = \pi i R^2 \left( 1 + \frac{2\nu}{\pi} \frac{f}{f^2} \right) \hat{z}, \]  

the average of the deformation function $f(\phi)$ in $[0, 2\pi)$. Again, if we consider the harmonic deformation function $f(\phi) = \cos(p\phi)$, then the magnetic moment gives $m = \pi i R^2 (1 + \nu^2/2)$ since $\langle f \rangle = 0$ and $\langle f^2 \rangle = 1/2$.

Therefore, the dipolar magnetic field does not have a dependence on $p$ and grows quadratically with the deformation parameter $\nu$. A comparison among the dipolar approximation, truncated expansions of Eq. (13) for several values of $N$, and the numerical results of the magnetic field are shown in Fig. 9. In that figure the magnetic field due to a deformation function $f(\phi) = \cos(2\phi)$ with $\nu = 0.7$ is evaluated by setting $\theta = \pi/2$ and $\phi = \pi/18$. It can be observed in Fig. 9 that the magnetic fields from different truncations converge to the numerical integration as $r/R$ grows and the convergence is better if the expansion include more terms.

---

Fig. 8: Analytical results of the cardioid curve. (top) Magnetic vector field depicted outside of the sphere $S$ of radius $3r_{\text{max}}/2$ and (bottom) horizontal radial component of the magnetic field $B_\phi(r) = B_\phi(r) \sin \theta$ evaluated on the $z = 3r_{\text{max}}/2$ plane that cuts the north pole of $S$. Cardioid loop with (a) $\nu = H/R = 0$, (b) $\nu = H/R = 1/5$, and (c) $\nu = H/R = 9/10$. 

Fig. 9: Comparison among different approximations of the magnetic field.
On the other hand, the dipolar approximation converge to the expansion and numerical results for large values of \( r/R \). The dipolar approximation and the Eq. (13) including few terms (this \( N = 1, 2 \) or 3) tend to fail (in general) if \( r/R \) is not sufficiently large. The result from Eq. (13) can be refined by increasing \( N \), for instance until \( N = 10 \). Naturally, there persists deviations between Eq. (13) and the numerical integration as \( r \to r_{\text{max}}^+ \) (exactly, as \( r/R \to 1^+ \)), since the point of evaluation approaches to the \( D_{II} \) region where the wire lies.

Fig. 9: Analytical expansion solution and dipolar approximation for \( p = 2 \) and \( \nu = 0.7 \). The plots in the region \( \mathcal{D}_{III} \subset \mathbb{R}^3 \) are defined within \( 1.7 < r/R < \infty \). The angular coordinates are set as \( \theta = \pi/4 \) and \( \phi = \pi/18 \) in all components of the magnetic field. Black points correspond to numerical integration, the red dashed line to the dipolar approximation, and solid lines to the \( N \)-finite expansion in Eq. (13).

### 4.2.1 Error estimates

To deepen in the analysis, the following \( L^2 \)-relative error norm is calculated over the magnetic field results,

\[
\Xi = \sqrt{\frac{1}{\sum_{(r_i,\theta_j,\phi_k)\in\mathcal{P}} |B(r_{ijk})|^2} \sum_{(r_i,\theta_j,\phi_k)\in\mathcal{P}} |\Delta B(r_{ijk})|^2}.
\]

Here \( \Delta B(r) = B(r) - B^{(\text{num})}(r) \), where \( B(r) \) and \( B^{(\text{num})}(r) \) are the magnetic field computed with Eq. (9) and via numerical integration, respectively.

Fig. 10 shows the \( L^2 \)-relative error norm convergence against the \( N \)-th integer of the expansion truncation. In this case, the three components of the magnetic field have been evaluated at \( r = 2.5R \in \mathcal{D}_{III} \) for a fixed harmonic deformation \( f(\phi) = \cos(2\phi) \) and several different deformation amplitudes \( \nu \). Analytic results are computed using Eq. (13) by truncating the first sum of the expansion up to a \( N \) integer. The reference set \( \mathcal{P} \) (used to compute the \( L^2 \)-relative errors) is constructed by numerically evaluating the solution over a thousand nodes laying on the \( \{(r,\theta,\phi)\mid \theta \in [0,\pi) \land \phi \in [0,2\pi]\} \) hemisphere of radius \( r \). It can be observed that the error is large for small values of \( N \) since the expansion includes few terms. As the value of \( N \) increases, the analytical expansion solution gets closer to the numerical one and the error approaches to zero. The amplitude of the deformation \( \nu \in [0,1) \) generally affects the error of the analytical solution: as \( \nu \) grows, more terms are required in the expansion to reproduce the solution.

On one hand, if \( r/R \to (1 + \nu)^+ \), then there are points \( r \in D_{II} \) located on the hemisphere \( \mathcal{P} \) which are in the neighborhood of the wire. On the other hand, for the inner spherical region \( D_{I} \) of radius \( r_{\text{min}} = R(1 - \nu) \), the error increases as \( r \) approaches to \( r_{\text{min}} \) and decreases as it tends to the origin.
In general, a reduction in the time of evaluation of the magnetic field can be obtained at the cost of precision, as it is shown in Fig. 11-(c), (d) and (e). In these figures, the components of the magnetic field have been evaluated in a sphere of radius $r = 1.4r_{\text{max}}$ (which is depicted in Fig. 11-(a)) by means of an expansion with $N = 10$ up to 6 order in $\nu$.

Fig. 10: $L^2$–relative error norm of $B$ as a function of the expansion truncation.

In this case, the strategy is accurate and the expansion represents well the numerical data with a substantial saving of computation time\textsuperscript{7}. The same expansion formulas are used to evaluate the magnetic field on a sphere of radius $r = 1.1r_{\text{max}}$. In this case, the expansion approach takes less time than the numerical integration but fails to correctly represent the magnetic field. An inexact description given by the truncated expansion can be observed, especially, at $\theta = \pi/2$ when $\phi = 0$ and $\phi = \pi$. This location defines the cut of the sphere with the plane $z = 0$, where the wire lies. At these two points, the radial and $\phi$ components of $B$ are zero and the magnetic field $B = B_\theta$ presents overshoots since the point of evaluations are near to the wire. Improved accuracy can be achieved by including more terms in expansions, but this affects the computational time: as $r$ tends to $r_{\text{max}}$, the number of terms that must be included to correctly represent the field eventually cause the computational time of the expansion to exceed the numerical integration time. This is one of the limitations of the method presented in this study.

Besides these limitations (of the performance of the method in the vicinity of $D_{II}$), it should be noted that the expansion converges rapidly in regions of space where $r$ is large enough. Hence, it is possible to take advantage of this, as it is demonstrated in the accurate and competitive (in terms of computational cost) results in figures 4-(c) and 11-(e), for $p = 5$ and $p = 2$, respectively. For $p = 2$ the ratio between numerical and expansion computational time is $\frac{T_{\text{num}}}{T_{\text{exp}}} = 8.91$. This ratio is $\frac{T_{\text{num}}}{T_{\text{exp}}} = 43.64$ for $p = 5$. The increase of $p$ includes more terms in the expansion (making it harder to be evaluated). Higher values of $p$ also shift the

\textsuperscript{7}In general, the performance (regarding the computational time) of the expansion is better for the $\phi$-component compared to other components since $B_\theta$ has fewer terms than $B_r$ and $B_\theta$ for a given truncation. For this term, it is not necessary to evaluate the circular loop solution because it vanishes.
integrand into more oscillating, and therefore, the numerical integration requires more effort to converge.

\[ r = 1.4r_{max} \]

\[ r = 1.1r_{max} \]

\[ r = 1.4r_{max}, \frac{\tau_{num}}{\tau_{exp}} = 5.79 \]
\[ r = 1.4r_{max}, \frac{\tau_{num}}{\tau_{exp}} = 5.55 \]
\[ r = 1.4r_{max}, \frac{\tau_{num}}{\tau_{exp}} = 9.42 \]
\[ r = 1.4r_{max}, \frac{\tau_{num}}{\tau_{exp}} = 3.56 \]
\[ r = 1.1r_{max}, \frac{\tau_{num}}{\tau_{exp}} = 3.47 \]
\[ r = 1.1r_{max}, \frac{\tau_{num}}{\tau_{exp}} = 8.91 \]

Fig. 11: Numerical and expansion results for a harmonic deformation with \( \nu = 0.4 \) and \( p = 2 \). The surfaces represents the expanded magnetic field components evaluated at 900 points on a sphere of radius \( r \). Results are contrasted with numerical integration represented by 900 black points in each plot. Results in (c), (d) and (e) corresponds to \( B \) evaluated in the sphere of radius \( r = 1.4r_{max} \) that is shown in (a). Plots in (f), (g) and (h) correspond to \( B \) evaluated in the sphere of radius \( r = 1.1r_{max} \) that is shown in (b).

In far-from-the-wire \( r/R \gg 1 \) regions, it is even possible to further simplify the problem since the \( \phi \)-coordinate dependency of the field vanishes and the standard dipole approximation works well.
4.3 The $D_{II}$ region

It is possible to propose a generalization of the equation Eq. (13) for the region $D_{II}$. In particular, for harmonic deformations of the form $f(\phi) = \cos(p\phi)$ with $p \in \mathbb{N}$ where all roots of $r - R(\phi) = 0$ can be obtained from the first two roots

$$
\beta_1(r, p) = \frac{1}{p} \arccos\left(\frac{r - R}{H}\right) \quad \text{and} \quad \beta_2(r, p) = -\frac{1}{p} \arccos\left(\frac{r - R}{H}\right) + \frac{2\pi}{p}.
$$

Other roots $\beta_3, \beta_4, \ldots$ are computed by adding $2\pi/p$ multiplied by an integer depending on the root (specifically the parity of its numbering). Hence, the $j$-th root is given by

$$
\beta_j(r, p) = (\beta_2 \text{ if } j \in 2\mathbb{N} \text{ otherwise } \beta_1) + (n(j) - 1) \frac{2\pi}{p},
$$

where $r_{\text{min}} < r < r_{\text{max}}$ and $n(j)$ is an integer given by

$$
n(j) = \begin{cases} 
\frac{j}{2} & \text{if } j \in 2\mathbb{N} \text{ otherwise } \frac{j + 1}{2}.
\end{cases}
$$

The set of roots is then $\Omega(r) = \{\beta_j(r, p) : j = 1, \ldots, 2p\}$ and it depends on $p$ and $r$. Note that $\text{dim}(\Omega(r)) = 2p = M$ is an even number. If $r$ tends to $r_{\text{min}}$ or $r_{\text{max}}$, then the roots approach each other by pairs. Thus, $\text{dim}(\Omega(r_{\text{min}})) = \text{dim}(\Omega(r_{\text{max}})) = p$ and $\text{dim}(\Omega(r)) = 0$ outside the $D_{II}$ region. Once the roots are located, one can write expansions formulas for the magnetic field in $D_{II}$. For instance, the $r$-component in the region $D_{II}$ takes the form\(^8\)

$$
B_r(r) = \frac{\mu_0 i}{4\pi} \cos \theta \sum_{n=0}^{N-\infty} \sum_{k=0}^{[n/2]} g_{nk}(r, \theta) \left[ \sum_{s=0}^{n} \binom{n}{s} \frac{H}{R} \right]^s M_{m=2k^0+1} \tilde{C}_{nk}(\phi) + \sum_{s=0}^{\infty} \left( -\frac{\alpha - n}{s} \right) \left( \frac{H}{R} \right)^s n_{2k^0} \tilde{C}_{nk}(\phi) \right],
$$

where

$$
\tilde{C}_{nk}^{(m)}(\phi) = R^2 J^{(\beta_m, \beta_{m+1})}[F^s] + 2RHJ^{(\beta_m, \beta_{m+1})}_q[F^s+1] + H^2 J^{(\beta_m, \beta_{m+1})}[F^s+2]
$$

and $J^{(\beta, \beta')}_{m, \lambda}[F](\phi)$ are integrals depending on $\phi$, which are given by

$$
J^{(\beta, \beta')}_{m, \lambda}[F](\phi) := \int_{\beta}^{\beta'} F(\phi') \cos^m(\phi - \phi') \sin^\lambda(\phi - \phi') d\phi'.
$$

In general, the expansions for the magnetic are easier to evaluate in the $D_I$ and $D_{III}$ regions than in the $D_{II}$ region. One of the reasons for this has to do with the exact evaluation of the integrals $J^{(\beta, \beta')}_{m, \lambda}[F](\phi)$. In the $D_I$ and $D_{II}$ regions these integrals are $J_{m, \lambda}[F](\phi) = J^{(0, 2\pi)}_{m, \lambda}[F](\phi)$ and can be calculated exactly for harmonic deformations by applying Cauchy’s residue theorem in their complex plane representation (as it will discussed in the next section and formally demonstrated in Appendix 4.1). This type of strategy cannot be used in the $D_{II}$ region because the $J^{(\beta, \beta')}_{m, \lambda}[F](\phi)$ cannot be represented as a closed integral in the complex plane. Additionally, the integrand is evaluated very close to the wire during the integration. This occurs, specifically, when $\phi'$ tends to one of the roots in $\Omega(r)$ and more terms in the analytical expression are required. This also implies that the evaluation through expansions becomes less practical. In the current study, the computations outside the region $D_{II}$ are mostly investigated, being the magnetic field computed via Eq. (13).

\(^8\)In this result it is assumed that the first two consecutive roots define angular interval $[\beta_1, \beta_2]$ belong to $\Xi(r)$. 17
5 First-order approximation for a generic even deformation function

In this section, we shall study the first order \( v = H/R \) contribution of the deformation function \( f(\phi) \) to the magnetic field. This contribution is the leading term of the expansion given by Eq. (13) since it includes the \( s = 0 \) and \( s = 1 \) terms involving the \( J_{m,\lambda}[f] \) and \( J_{m,\lambda}[\dot{f}] \) integrals. For example, the radial magnetic field of the deformed wire given by Eq. (13) can be written as follows

\[
B_r(r) = (B_r(r))_{circle} + \frac{\mu_0 i}{4\pi} \cos \theta R^2 v \sum_{n=0}^{N-\infty} \sum_{k=0}^{[n/2]} g_{nk}(r, \theta) \left[ 2 + \left( \eta(r, n) \right) \right] J_{q_k(n),0}[f] + O(v^2).
\]

Now, if the deformation function is chosen as \( f = \cos(p\phi) \), then \( J_{m,0}[f] \) can be computed straightforwardly from the residue theorem (see Appendix C), such that it results in

\[
J_{m,0}[\cos(p\phi)] = \beta_m^{(0)}(p) \cos(p\phi), \quad \text{with} \quad \beta_m^{(0)}(p) = \frac{2\pi}{2m} \left[ \frac{m-p}{m} \right].
\]

Since \( J_{m,0}[\cos(p\phi)] \) is proportional to \( \cos(p\phi) \), then the first order contribution of the magnetic field can be written as follows

\[
B_r(r) = (B_r(r))_{circle} + \nu \zeta_r(p, r, \theta) \cos(p\phi) + O(v^2),
\]

with \( \zeta_r \) a function with no dependence on \( \phi \), that is given by

\[
\zeta_r(p, r, \theta) = \frac{\mu_0 i}{4\pi} R \cos \theta \sum_{n=0}^{N-\infty} \sum_{k=0}^{[n/2]} g_{nk}(r, \theta) \Lambda_r(g_k(n), p, r),
\]

with

\[
\Lambda_r(m, p, r) = \left[ 2 + \left( \eta(r, n) \right) \right] \beta_m^{(0)}(p).
\]

The first order deformation contributions to the other \( B_r(r) \) components for \( f = \cos(p\phi) \) also depends on a single harmonic function. Respectively, the angular components are given by

\[
B_\theta(r) = (B_\theta(r))_{circle} + \nu \zeta_\theta(p, r, \theta) \cos(p\phi) + O(v^2),
\]

and

\[
B_\phi(r) = \nu \zeta_\phi(p, r, \theta) \sin(p\phi) + O(v^2). \tag{22}
\]

This implies that components of the magnetic field up to first order in \( \nu \) keep a discrete rotational symmetry of order \( p \) due to the deformation function \( f = \cos(p\phi) \). Since the first order deformation contribution is the most representative, then the \( p \)-fold symmetry can still be observed in Figs. 6 and 5, even when plots in those figures include higher order terms in \( \nu \). Since the deformation function \( f = \cos(p\phi) \) contributes with a single harmonic to the first-order term of the magnetic field, then the result for a generic even deformation function can be generalized by using Fourier series

\[
f(\phi) = \sum_{p=0}^{\infty} c_p \cos(p\phi) \quad \text{even periodic function}
\]
and the linearity of the $J_m,\lambda[f]$ and $J_m,\lambda[\dot{f}]$ integrals.

Fig. 12: First order and Numerical magnetic field due to a harmonically deformed circle with $f(\phi) = \cos(2\phi)$. Surfaces correspond to components of $\mathbf{B}$ evaluated at the plane $z/R = 1.75$ with the first order approximation given by Eq. (23) truncating the sum at $N = 10$ and $c_p = \delta_{p,2}$. Black points correspond to numerical integration. Each plot includes the $L^2$-relative error between the numerical and first order approximation.
This is,
\[ J_{m,\lambda}[f] = J_{m,\lambda} \left[ \sum_{p=0}^{\infty} c_p \cos(p\phi) \right] = \sum_{p=0}^{\infty} c_p J_{m,\lambda} [\cos(p\phi)] \]
for the case of \( J_{m,\lambda}[f] \), and a similar expression can be written for \( J_{m,\lambda}[\dot{f}] \). Thus, the magnetic field due to a deformed wire by an arbitrary even function up to the first order contribution is
\[
B(r) = (B(r, \theta))_{\text{circle}} + \nu \left[ \sum_{p=0}^{\infty} c_p \zeta(p,r,\theta) \cdot \mathcal{F}_p(\theta) \right] + O(\nu^2),
\]
with
\[
\mathcal{F}_p(\phi) = \cos(p\phi)(\dot{r} + \dot{\theta}) + \sin(p\phi)\dot{\phi}
\]
and
\[
\zeta(p,r,\theta) = \frac{\mu_0 i}{4\pi} R \sum_{n=0}^{N-\infty} \sum_{k=0}^{[n/2]} g_{nk}^{(3)}(r,\theta) L_q(n)(p,r,\theta).
\]
on the $z/R = 1.75$ plane, with $x$ and $y$ ranged as plots are shown in Fig. 13. Both figures show the $L^2$-relative error of each component of the magnetic field under the first-order approximation in $\nu$. We observe that error grows as $\nu$ is increased in all components of the magnetic field. Therefore, the first-order approximation is only valid for small values of the deformation parameter.

6 Conclusions

In this work, an efficient method to calculate the magnetic field generated by a deformed circular loop carrying a uniform electric current has been presented. The strategy allows to write the solution as superposition of two fields $B(r) = (B(r))_{\text{circle}} + B^{(\nu)}(r)$, with $(B(r))_{\text{circle}}$ the magnetic field of the perfect circular loop that can be computed exactly and $B^{(\nu)}(r)$ the field of the deformed counterpart. This deformation has been represented by a periodic function $f(\phi)$ which allows us to obtain a general expression for the magnetic field in terms of the Gegenbauer polynomials. Hence, the problem has been reduced to calculate $J_{m,\lambda}[F](\phi)$, the integrals of products including $f(\phi)$, $\dot{f}(\phi)$, and harmonic functions.

In general, the analytic expansions of the magnetic field in Eq. (13) are useful when all the expansion coefficients are computed exactly. In other words, if $J_{m,\lambda}[f^s](\phi)$ and $J_{m,\lambda}[\dot{f}^s](\phi)$ are solved analytically for $m, s \in \mathbb{N}$ and $\lambda = 0$ or 1. In the article, we have shown the analytical integrals for pure harmonic deformations but also for anharmonic deformations in terms of Fourier series expansions of $f$.

For first-order deformations in $\nu$, the deformation only contributes to the magnetic field with a single $p$-th harmonic in the case of pure harmonic functions of the form $\cos(p\phi)$ or $\sin(p\phi)$. The zero-order term corresponding to the circular solution is axially symmetric. Thus, the first-order is the most important contribution given by the deformation. Equation (13) explains these features of the $p$-th-fold symmetry of the harmonic $\sin(p\phi)$. As demonstrated in Fig. (5) the method is not limited to first-order deformations. We generalized the result for generic even deformation functions of the first order in $\nu$.

Acknowledgments

GT acknowledges support from Fondo de Investigaciones de la Facultad de Ciencias de la Universidad de los Andes INV-2019-84-1825 and ECOS-Nord/Minciencias C18P01. Robert Salazar thanks the support of Dirección de Ciencias Básicas de la Universidad ECCI.

References

[1] D. J. Griffiths, “Introduction to electrodynamics,” 2005.

[2] J. D. Jackson, “Classical electrodynamics,” 1999.

[3] R. A. Van Gorder, “Helical vortex filament motion under the non-local Biot–Savart model,” Journal of Fluid Mechanics, vol. 762, pp. 141–155, 2015. doi: 10.1017/jfm.2014.639

[4] Y. Kimura and H. Moffatt, “A tent model of vortex reconnection under Biot–Savart evolution,” Journal of Fluid Mechanics, vol. 834, 2018. doi: 10.1017/jfm.2017.769
[5] R. L. Ricca, “Geometric and topological aspects of vortex filament dynamics under lia,” in *Small-Scale Structures in Three-Dimensional Hydrodynamic and Magnetohydrodynamic Turbulence*, pp. 99–104, Springer, 1995. doi: 10.1007/BFb0102404

[6] P. Moin, A. Leonard, and J. Kim, “Evolution of a curved vortex filament into a vortex ring,” *The Physics of Fluids*, vol. 29, no. 4, pp. 955–963, 1986. doi: 10.1063/1.865690

[7] L. Kondaurova and S. K. Nemirovskii, “Full Biot-Savart numerical simulation of vortices in He II,” *Journal of Low Temperature Physics*, vol. 138, no. 3-4, pp. 555–560, 2005. doi: 10.1007/s10909-005-2260-9

[8] H. Adachi, S. Fujiyama, and M. Tsubota, “Steady-state counterflow quantum turbulence: Simulation of vortex filaments using the full Biot-Savart law,” *Physical Review B*, vol. 81, no. 10, p. 104511, 2010. doi: 10.1103/PhysRevB.81.104511

[9] J. F. González, “Determination of translational velocity of the ring vortex using multipolar expansion,” *Revista de la Academia Colombiana de Ciencias Exactas, Físicas y Naturales*, vol. 43, no. 166, pp. 31–37, 2019. doi: 10.18257/racCEFyN.000

[10] R. Talashila and H. Ramachandran, “Determination of far fields of wire antennas on a pec sphere using spherical harmonic expansion,” *IEEE Antennas and Wireless Propagation Letters*, vol. 18, no. 4, pp. 646–650, 2019. doi: 10.1109/LAWP.2019.2900291

[11] B. Cintolesi, A. Mariscotti, D. Merlo, and M. Mari, “Modeling the magnetic field emissions from a third rail system,” in *Electrical Systems for Aircraft, Railway and Ship Propulsion*, pp. 1–5, IEEE, 2010. doi: 10.1109/ESARS.2010.5665256

[12] C.-H. Li, M.-H. Tu, S.-M. Wu, and C.-C. Chen, “Novel radiation signal detecting and non-contact probe modeling by biot-savart theorem,” in *2015 Asia-Pacific Microwave Conference (APMC)*, vol. 1, pp. 1–3, IEEE, 2015. doi: 10.1109/APMC.2015.7411692

[13] H. D. Galvis Rodríguez, E. A. Quintero Salazar, and L. F. Cardona Torres, “Development of a magnetic loop antenna for the detection of jovian radio waves at 20.1 mhz,” *Tecciencia*, vol. 11, no. 20, pp. 41–46, 2016.

[14] J. Chiaverini, B. R. Blakestad, J. W. Britton, J. D. Jost, C. Langer, D. G. Leibfried, R. Ozeri, and D. J. Wineland, “Surface-electrode architecture for ion-trap quantum information processing,” *Quantum Information and Computation*, vol. 5, no. Quantum Information and Computation, 2005. doi: 10.1088/1367-2630/12/2/023038

[15] S. Seidelin, J. Chiaverini, R. Reichle, J. J. Bollinger, D. Leibfried, J. Britton, J. Wesenberg, R. Blakestad, R. Epstein, D. Hume, *et al.*, “Microfabricated surface-electrode ion trap for scalable quantum information processing,” *Physical Review Letters*, vol. 96, no. 25, p. 253003, 2006. doi: 10.1103/PhysRevLett.96.253003

[16] N. Daniilidis, S. Narayanan, S. A. Möller, R. Clark, T. E. Lee, P. J. Leek, A. Wallraff, S. Schulz, F. Schmidt-Kaler, and H. Häffner, “Fabrication and heating rate study of microscopic surface electrode ion traps,” *New Journal of Physics*, vol. 13, no. 1, p. 013032, 2011. doi: 10.1088/1367-2630/13/1/013032
[17] T. H. Kim, P. F. Herskind, and I. L. Chuang, “Surface-electrode ion trap with integrated light source,” *Applied Physics Letters*, vol. 98, no. 21, p. 214103, 2011. doi: 10.1063/1.3593496

[18] S. Hong, M. Lee, Y.-D. Kwon, T. Kim, et al., “Experimental methods for trapping ions using microfabricated surface ion traps,” *JoVE (Journal of Visualized Experiments)*, no. 126, p. e56060, 2017. doi: 10.3791/56060

[19] A. Mokhberi, R. Schmied, and S. Willitsch, “Optimised surface-electrode ion-trap junctions for experiments with cold molecular ions,” *New Journal of Physics*, vol. 19, no. 4, p. 043023, 2017. doi: 10.1088/1367-2630/aa6918

[20] J. Tao, N. P. Chew, L. Guidoni, Y. D. Lim, P. Zhao, and C. S. Tan, “Fabrication and characterization of surface electrode ion trap for quantum computing,” in *2018 IEEE 20th Electronics Packaging Technology Conference (EPTC)*, pp. 363–366, IEEE, 2018. doi: 10.1109/EPTC.2018.8654328

[21] U. Tanaka, K. Suzuki, Y. Ibaraki, and S. Urabe, “Design of a surface electrode trap for parallel ion strings,” *Journal of Physics B: Atomic, Molecular and Optical Physics*, vol. 47, no. 3, p. 035301, 2014. doi: 10.1088/0953-4075/47/3/035301

[22] X. Zhang, Y. Hou, T. Chen, W. Wu, and P. Chen, “Convenient real-time monitoring of the contamination of surface ion trap,” *Nanomaterials*, vol. 10, no. 1, p. 109, 2020. doi: 10.3390/nano10010109

[23] E. Mount, S.-Y. Baek, M. Blain, D. Stick, D. Gaultney, S. Crain, R. Noek, T. Kim, P. Maunz, and J. Kim, “Single qubit manipulation in a microfabricated surface electrode ion trap,” *New Journal of Physics*, vol. 15, no. 9, p. 093018, 2013. doi: 10.1088/1367-2630/15/9/093018

[24] R. Salazar, C. Bayona, and J. Chaves, “Electrostatic field of angular-dependent surface electrodes,” *Eur. Phys. J. Plus*, vol. 135, no. 93, 2019. doi: 10.1140/epjp/s13360-019-00090-3

[25] R. Salazar, C. Bayona, and G. Téllez, “Electric vector potential formulation in electrostatics: Analytical treatment of the gaped surface electrode,” *Eur. Phys. J. Plus*, vol. 135, no. 878, pp. 1069–1074, 1985. doi: 10.1515/zna-1985-1101

[26] P. J. Papakanellos, “Alternative sub-domain moment methods for analyzing thin-wire circular loops,” *Progress In Electromagnetics Research*, vol. 71, pp. 1–18, 2007.

[27] G. Fikioris, P. J. Papakanellos, and H. T. Anastassiu, “On the use of nonsingular kernels in certain integral equations for thin-wire circular-loop antennas,” *IEEE transactions on antennas and propagation*, vol. 56, no. 1, pp. 151–157, 2008.

[28] P. J. Papakanellos, N. L. Tsitsas, and H. T. Anastassiu, “Efficient modeling of radiation and scattering for a large array of loops,” *IEEE transactions on antennas and propagation*, vol. 58, no. 3, pp. 999–1002, 2009.

[29] M. Wolfram, “Version 9.0,” *Champaign, IL*, 2012.
Appendix A  Gegenbauer Polynomials

The summary of the main properties of the Gegenbauer polynomials $C_n : \mathbb{C} \rightarrow \mathbb{C}$, where $n$ is the polynomial order, is presented for the convenience of the reader [31–33]. These polynomials may be defined in terms of the Gauss hypergeometric function. This function converges when $\Re(c - a - b) > 0$. The Gegenbauer polynomials are generalizations of the Legendre Polynomials $P_n(\chi)$ and Chebyshev polynomials in the $2(\lambda + 1)$-D space. The first two polynomials are

$$C^{(\lambda)}_0(\xi) = 1, \quad \text{and} \quad C^{(\lambda)}_1(\xi) = 2\lambda \xi,$$

respectively. The remaining polynomials can be found with the following recurrence relation:

$$nC^{(\lambda)}_n(\xi) = 2\xi (\lambda + n - 1)C^{(\lambda)}_{n-1}(\xi) - 2\xi(2\lambda + n - 2)C^{(\lambda)}_{n-2}(\xi),$$

where $n \geq 2$. These polynomials can be expressed as

$$C^{(\lambda)}_n(\xi) = \frac{(2\lambda)_n}{n!} 2F_1\left(-n, 2\lambda + n, \lambda + 1/2; \frac{1 - \xi}{2}\right),$$

where $(x)_n$ denotes the Pochhammer symbol (rising factorial) and

$$2F_1(a, b, c; z) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n} \frac{z^n}{n!}$$

is the Gauss hypergeometric function. This function converges when $c > 0$ and $|z| < 1$ or, extremely, in the unit circle $|z| = 1$ if the real part $\Re(c - a - b) > 0$. The Gegenbauer polynomials can be also written more explicitly as follows:

$$C^{(\lambda)}_n(\xi) = \sum_{k=0}^{[n/2]} (-1)^k \frac{\Gamma(n - k + \lambda)}{\Gamma(\lambda) k! (n - 2k)!} (2\xi)^{n-2k} = \sum_{k=0}^{[n/2]} b^\lambda_k \xi^m(n), \quad \text{with} \quad b^\lambda_k = (-1)^k \frac{\Gamma(n - k + \lambda)}{\Gamma(\lambda) k! (n - 2k)!} 2q_k(n),$$

where $\Gamma(\cdot)$ is the gamma function, $q_k(n) = n - 2k$ is the exponent, and $[n/2]$ is the floor function that takes the integer part of $n/2$. Additionally, the Gegenbauer polynomials are orthogonal in the $\xi \in [-1, 1]$ interval. This is,

$$\int_{-1}^{1} C^{(\lambda)}_n(\xi) C^{(\lambda)}_m(\xi) w^\lambda(\xi) d\xi = \frac{\pi^{1-2\lambda} \Gamma(n + 2\lambda)}{n! (n + \lambda) [\Gamma(\lambda)]^2} \delta_{mn},$$

where $w^\lambda(\xi) = (1 - \xi^2)^{\lambda-1/2}$.
is orthogonal with respect to the weight function \( w^\lambda(x) = (1 - x^2)^{\lambda-1/2} \), being \( \delta_{mn} \) the Kronecker delta.

The Gegenbauer polynomials are special cases of Jacobi polynomials. These appear naturally in the context of potential theory when a power of the inverse distance needs to be computed. Hence, they are applied in the present work to deal with the inverse distance arising from the magnetic field calculation.

Appendix B  Truncated Expansion Formulas

B.1  Cardioid loop in the region \( r_{\text{max}} < r < \infty \)

The components for \( p = 1 \) (cardioid), taking \( N = 6 \) for \( \phi \) and \( \theta \) components, and \( 5 \) for the radial component. Series are truncated up to third order in \( \nu \) and \( R \) is set as one.

\[
B_r(r) = (B_r(r))_{\text{circle}} + \frac{1}{8192 r^3} \nu \cos(\theta)(24 r \cos(\phi) \sin(\theta)(8(24 r^4(4 + \nu^2) - 20 r^2(20 + 27 \nu^2) + 35(28 + 75 \nu^2)) + 280(4 r^2(5 + 6 \nu^2) - 6(21 + 50 \nu^2) + 3(-25 + 2 r^2) \nu^2 \cos(2 \phi)) \sin^2(\theta) + 1155(28 + 75 \nu^2) \sin^4(\theta)) + \\
\nu(32(64 \nu^5 - 72 r^4(8 + \nu^2) + 180 r^2(10 + 3 \nu^2) - 35(112 + 45 \nu^2)) + 240(3(2352 + 945 r^2 + 8 r^4(8 + \nu^2) - 56 r^2(10 + 3 \nu^2)) + 2(8 r^4(6 + \nu^2) - 84 r^2(5 + 2 \nu^2) + 63(28 + 15 \nu^2)) \cos(2 \phi)) \sin^2(\theta) + 630(16(6 r^2(5 + 2 \nu^2) - 11(28 + 15 \nu^2)) \cos(2 \phi) + 3(24 r^2(10 + 3 \nu^2) - 22(112 + 45 \nu^2) + (-55 + 4 r^2) \nu^2 \cos(4 \phi)) \sin^4(\theta) + \\
346500 \nu \cos(3 \phi) \sin^5(\theta) + 15015(224 + 90 \nu^2 + 6(28 + 15 \nu^2) \cos(2 \phi) + 9 \nu^2 \cos(4 \phi)) \sin^4(\theta)) + O(\nu^4).
\]

\[
B_\theta(r) = (B_\theta(r))_{\text{circle}} + \tan \theta B_r^{(2)}(r) + \frac{3}{32768} \nu^8 r^8 \sin(\theta)(8 r(9975 - 960 r^2 + 512 r^4 - 420(-15 + 16 r^2) \cos(2 \theta) + 17325 \cos(4 \theta)) - 80 r(-385 - 144 r^2 + 84(5 + 4 r^2) \cos(2 \theta) - 1155 \cos(4 \theta)) \cos(2 \phi) + \\
105 \nu(-12(33 + 8 r^2) \cos(2 \theta) + 11(-3 + 32 r^2 + 39 \cos(4 \theta)) \cos(3 \phi) \sin(\theta)) + 8 \cos(\phi)(-32(8 r^4(4 + \nu^2) - 20 r^2(4 + 3 \nu^2) + 35(4 + 5 \nu^2)) + 160(8 r^4(4 + \nu^2) + 315(2 + 3 \nu^2) - 49 r^2(4 + 3 \nu^2) - 42 r^2 \nu^2 \cos(2 \phi)) \sin^2(\theta) + \\
420(12 r^2(8 + 7 r^2) - 11(68 + 105 r^2)) \sin^4(\theta) + 15015(16 + 25 \nu^2) \sin^6(\theta))) + O(\nu^4).
\]

\[
B_\phi(r) = \frac{3 \nu}{4096} \cos(\theta) \sin(\phi)(-320 r + 1024 r^3 + 915 \nu^2 + 256 r^3 \nu^2 - 140 r(16 + 27 \nu^2) \cos(2 \theta) + \\
945 r \nu^2 \cos(4 \theta) + 315 r \nu^2 \cos(4 \theta - 2 \phi) - 1260 r \nu^2 \cos(2(\theta - \phi)) + 1890 \nu^2 \cos(2(\phi) - 1260 r \nu^2 \cos(2(\theta + \phi)) + 315 r \nu^2 \cos(2(2 \theta + \phi)) + 1400 \nu \sin(\theta - \phi) + 1920 r \nu \sin(\theta - \phi) - 4200 \nu \sin(3 \theta - \phi) + 1400 \nu \sin(\theta + \phi) + 1920 r \nu \sin(\theta + \phi) - 4200 \nu \sin(3 \theta + \phi)) + O(\nu^4).
\]

B.2  Harmonically deformed loop with \( p = 3 \) in the region \( 0 \leq r < r_{\text{min}} \)

\[
B_r^{(3)}(r) = \frac{1}{4096} \nu \cos(\theta)(-16 r(-360 r^4(5 + 7 \nu^2) - 32(2 + 9 \nu^2) + 72 r^2(8 + 15 \nu^2) + 35 \delta(112 + 135 \nu^2)) + \\
360 r^2 \nu(112 r^2(5 + 7 \nu^2) + 8(8 + 15 \nu^2) + 21 r^4(112 + 135 \nu^2)) \sin^2(\theta) - 4480 r^3(4 - 27 \nu^2 + 27 \nu^2(-1 + 8 \nu^2)) \cos(3 \phi) \sin^3(\theta) - 1890 \nu^4(-24(5 + 7 \nu^2) + 11 r^2(112 + 135 \nu^2)) \sin^4(\theta) + 166320 r^5(-1 + \\
8 \nu^2) \cos(3 \phi) \sin^5(\theta) + 3003 \nu^6(560 + 675 \nu^2 + (28 + 45 \nu^2) \cos(6 \phi)) \sin^6(\theta)) + O(\nu^4).
\]
If

On the other hand

hence

is not zero when

Now

Appendix C  J’s integrals with harmonic deformation  \( f = \cos(p\phi) \)

Starting from Eq. (18) we obtain for \( \lambda = 0 \)

\[
J_{m,0}[f](\phi) = \frac{2\pi}{2^{s+1}} \sum_{k=0}^{s} \left\lfloor \frac{m}{k_1 m_0} \right\rfloor \cos((2k-1)p\phi) = \frac{\pi}{2^m} \left\lfloor \frac{m-p}{2} \right\rfloor + \left\lfloor \frac{m+p}{2} \right\rfloor \cos(p\phi)
\]

which is zero when \( m < p \) or \( m \pm p \) is an odd number according to the definition given by Eq. (15). The result is not zero when \( m - p \) is a positive even number say \( m - p = 2t \in 2\mathbb{N} \), thus

\[
\left\lfloor \frac{m-p}{2} \right\rfloor = \left\lfloor \frac{m}{t} \right\rfloor = \left\lfloor \frac{m}{t} \right\rfloor.
\]

On the other hand

\[
\left\lfloor \frac{m+p}{2} \right\rfloor = \left\lfloor \frac{m}{m-t} \right\rfloor = \frac{m!}{(m-t)!} = \left\lfloor \frac{m}{t} \right\rfloor = \left\lfloor \frac{m-p}{2} \right\rfloor
\]

hence

\[
J_{m,0}[f](\phi) = \beta_m^{(0)}(p) \cos(p\phi) \quad \text{with} \quad \beta_m^{(0)}(p) = \frac{2\pi}{2^m} \left\lfloor \frac{m}{m-p} \right\rfloor.
\]

If \( \lambda = 1 \) only four terms of Eq. (19) contribute

\[
J_{m,1}[f](\phi) = \frac{2\pi}{2^{m+2}} \left\lfloor \frac{m}{p+m+1} \right\rfloor - \left\lfloor \frac{m}{p-m-1} \right\rfloor - \left\lfloor \frac{m}{p+m+1} \right\rfloor + \left\lfloor \frac{m}{p+m+1} \right\rfloor \sin(p\phi).
\]

Now

\[
\left\lfloor \frac{m}{p+m+1} \right\rfloor = \left\lfloor \frac{m}{p-m-1} \right\rfloor = \left\lfloor \frac{m}{p+m+1} \right\rfloor
\]

then \( J_{m,1}[f](\phi) \) can be simplified as follows

\[
J_{m,1}[f](\phi) = \frac{4\pi}{2^{m+2}} \left\lfloor \frac{m}{p-m-1} \right\rfloor \sin(p\phi)
\]

The conditioned binomials are not zero when \( p + m = 2t + 1 \) is a positive odd number

\[
\left\lfloor \frac{m}{p+m+1} \right\rfloor = \left\lfloor \frac{m}{t+1} \right\rfloor = \left\lfloor \frac{m}{t+1} \right\rfloor = \frac{m-p+1}{p+m+1} \left\lfloor \frac{m}{t} \right\rfloor
\]
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therefore
\[ J_{m,1}[\hat{f}](\phi) = \beta_m^{(3)} \sin(p\phi) \quad \text{with} \quad \beta_m^{(3)} = \frac{\pi}{2m} \frac{2p}{p + m + 1} \left[ \frac{m}{m + m - 1} \right]. \]

The integrals \( J_{m,0}[\hat{f}] \) and \( J_{m,1}[\hat{f}] \) can be computed similarly from Eqs. (16) and (17), the result is
\[ J_{m,1}[\hat{f}] = \beta_m^{(1)} \cos(p\phi) \quad \text{and} \quad J_{m,0}[\hat{f}] = \beta_m^{(4)} \sin(p\phi) \]
with
\[ \beta_m^{(1)} = \frac{2\pi}{2m} \frac{p^2}{p + m + 1} \left[ \frac{m}{m + m - 1} \right] \quad \text{and} \quad \beta_m^{(4)} = -\frac{4\pi p}{2m + 1} \left[ \frac{m}{m + m} \right]. \]

Appendix D  Short code to compute the first order term of \( B_\phi \)

A short Mathematica code that symbolically computes the \( \phi \)-component of the magnetic field is demonstrated in Fig 14. This code is restrained to the first order truncation in \( \nu \) and the \( f(\phi) = \cos(p\phi) \) deformation function. In the code, \( B_\phi(r) \) is given by the \( B_\phi[p, \nu, r, \theta, \phi] \) function and the output in the last cell is computed by defining \( N = 7 \) and \( p = 3 \). This code can be further modified to include the remaining components of the magnetic field.

\[
\begin{align*}
q[n_,k_]:= & n-2 k; \\
b[n_,\alpha_,k_]:=(1)^k \frac{\text{Gamma}[-k+n+\alpha]}{\text{Gamma}[\alpha]^k}2^{n-2k}; \\
& (*\text{Gegenbauer Coefficients}*) \\
gOut[n_,k_,r_,\theta_,\alpha_]:=b[n, \alpha, k] \sin[q[n,k]r] R^n; (*\text{Eq.}(7) \text{ for } r > R*) \\
Bin[m1_,n1_]:=If[\text{IntegerQ}[n1] == True \&\& 0 \leq n1 \leq m1, \text{Binomial}[m1, n1], 0]; (*\text{Eq.}(15)*) \\
\beta[i_,m_,p_]:=\text{Which}[i == 3, \frac{\pi}{2m} \frac{2p}{p + m + 1} \text{Bin}[m, \frac{m + p - 1}{2}], i == 4, -\frac{4\pi p}{2m + 1} \text{Bin}[m, \frac{m + p}{2}]]; \\
\Lambda[\phi[m_,n_,p_,r_]]:= (1 + \text{Binomial}[n, 1]) \beta[3, p, m] + \beta[4, m + 1, p]; \\
\zeta[\phi[p_,r_,\theta_,N_]]:= \frac{-i\mu}{4\pi} R \cos[\theta] \sum_{m=0}^{N} \sum_{k=0}^{[n/2]} gOut[n, k, r, \theta, 3] \Lambda[\phi[n, k, n, p, r]]; (*\text{Eq.}(24)*) \\
B_\phi[p_,\nu_,r_,\theta_,\phi_,N_]:=\nu \sin[\phi] \zeta[\phi[p, r, \theta, N]]; (*\text{phi component of Eq.(23) with } c_{\nu'} = \delta_{\nu', \nu}*) \\
(*\text{Phi-Component of the Magnetic Field}*)
\end{align*}
\]

Print["B_\phi(r,\theta,\phi,\nu)="; TraditionalForm[FullSimplify[B_\phi[3, \nu, r, \theta, \phi, 7]]]; "; + O(\nu^2)"]];

\[
B_\phi(r,\theta,\phi,\nu):= -\frac{1}{1024\pi} 105\nu R^5 \sin^2(\theta) \cos(\theta) i_0 \mu_0 \sin(3\phi) (-32r^2 + 45R^2 + 99R^2 \cos(2\theta)) + O(\nu^2)
\]

Fig. 14: Mathematica code to compute the first order term of \( B_\phi \).