Finite-time blowup in a supercritical quasilinear parabolic-parabolic Keller-Segel system in dimension 2
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Abstract
In this paper we prove finite-time blowup of radially symmetric solutions to the quasilinear parabolic-parabolic two-dimensional Keller-Segel system for any positive mass. This is done in case of nonlinear diffusion and also in the case of nonlinear cross-diffusion provided the nonlinear chemosensitivity term is assumed not to decay. Moreover, it is shown that the above-mentioned lack of non-decay assumption is essential with respect to keeping the dichotomy finite-time blowup against boundedness of solutions. Namely, we prove that without the non-decay assumption possible asymptotic behaviour of solutions includes also infinite-time blowup.
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1 Introduction
In the present paper we deal with solutions \((u,v)\) of the parabolic-parabolic Keller-Segel system

\begin{align*}
  u_t &= \nabla \cdot (\phi(u) \nabla u) - \nabla \cdot (\psi(u) \nabla v), \quad x \in \Omega, \ t > 0, \\
  v_t &= \Delta v - v + u, \quad x \in \Omega, \ t > 0, \\
  \partial u / \partial \nu &= \partial v / \partial \nu = 0, \quad x \in \partial \Omega, \ t > 0, \\
  u(x,0) &= u_0(x), \quad v(x,0) = v_0(x), \quad x \in \Omega,
\end{align*}

(1.1)
in a ball \(\Omega = B_R \subset \mathbb{R}^2, \ R > 0\), where the initial data are supposed to satisfy \(u_0 \in C^0(\Omega)\) and \(v_0 \in W^{1,\infty}(\Omega)\) such that \(u_0 > 0\) and \(v_0 > 0\) in \(\Omega\).

Moreover, let \(\phi, \psi \in C^2([0,\infty))\) such that

\begin{equation}
  \phi(s) > 0, \quad \psi(s) = s \beta(s), \quad \text{and} \quad \beta(s) > 0 \quad \text{for} \ s \in [0,\infty)
\end{equation}

(1.2)
are fulfilled with some $\beta \in C^2([0, \infty))$.

Let us introduce the following notation. Suppose that there exist $s_0 > 1$ and positive constants $a$ and $b$ such that the functions

$$G(s) := \int_{s_0}^{s} \int_{s_0}^{\sigma} \frac{\phi(\tau)}{\psi(\tau)} d\tau d\sigma, \quad s > 0, \quad \text{and} \quad H(s) := \int_{0}^{s} \frac{\sigma \phi(\sigma)}{\psi(\sigma)} d\sigma, \quad s \geq 0, \quad (1.3)$$

satisfy

$$G(s) \leq as(ln s)^\mu, \quad s \geq s_0, \quad (1.4)$$

with some $\mu \in (0,1)$ as well as

$$H(s) \leq b \frac{s}{ln s}, \quad s \geq s_0. \quad (1.5)$$

We remark that $H$ in (1.3) is well-defined due to the positivity of $\beta$ in $[0, \infty)$. Moreover, assume that

$$\psi(s) \geq c_0 s, \quad s \geq 0. \quad (1.6)$$

Next we introduce the well-known Liapunov functional for the Keller-Segel system.

$$F(u,v) := \frac{1}{2} \int_{\Omega} |\nabla v|^2 + \frac{1}{2} \int_{\Omega} v^2 - \int_{\Omega} uv + \int_{\Omega} G(u) \quad (1.7)$$

is a Liapunov functional for (1.1) with dissipation rate

$$D(u,v) := \int_{\Omega} v^2 + \int_{\Omega} \psi(u) \cdot \left| \frac{\phi(u)}{\psi(u)} \cdot \nabla u - \nabla v \right|^2. \quad (1.8)$$

More precisely, any classical solution to (1.1) satisfies

$$\frac{d}{dt} F(u(\cdot,t), v(\cdot,t)) = -D(u(\cdot,t), v(\cdot,t)) \quad \text{for all } t \in (0, T_{max}(u_0, v_0)), \quad (1.9)$$

where $T_{max}(u_0, v_0) \in (0, \infty]$ denotes the maximal existence time of $(u,v)$ (see [14, Lemma 2.1]).

Our main result is a finite-time blowup in the case of a quasilinear problem provided the nonlinear chemosensitivity term satisfies $\psi(u) \geq Cu^q$ with some $q \geq 1$ and $C > 0$. The considered system (1.1) was introduced in [9] to describe the motion of cells on a surface, where the cells are diffusing and moving towards the gradient of a substance called chemoattractant, the latter being produced by the cells themselves. The main motivation was to describe the chemotactic collapse of cells interpreted as finite-time blowup of the component $u$ of a solution to (1.1). However, almost all results concerning the finite-time blowup of solutions to (1.1) were proved for its parabolic-elliptic simplification. Main achievements concerning this issue are contained in [8, 1, 10] stating the chemotactic collapse for a semilinear system, i.e. $\phi(u) = 1$ and $\psi(u) = u$, provided that the initial mass exceeds $8\pi$ in the radially symmetric case or $4\pi$ in the case of solutions without the assumption of symmetry, see [11]. Moreover, it has been shown that in higher dimensions a finite-time blowup of solutions to the semilinear version of (1.1) can occur independently of the initial mass provided that the initial data are concentrated enough [10]. Finally, in the case of a quasilinear system, for any space dimension $n$ critical nonlinearities have been identified such that if $\phi$ and $\psi$ satisfy the
subcritical relation, then solutions to (1.1) stay bounded for any time, while for those satisfying the supercritical relation solutions blow up in finite-time independently of the magnitude of initial mass provided the data are concentrated enough, see [5].

However, all those results are available only for a parabolic-elliptic simplification of (1.1). In the case of the original fully parabolic version the investigation of chemotactic collapse turned out to be a much more challenging issue. So far the only existing result in the literature showing the occurrence of finite-time blowup of solutions to the semilinear version of (1.1) in space dimension 2 is the one in [6], where an example of a special solution to the semilinear version of (1.1) in dimension $n = 2$ blowing up in a finite time is shown. Moreover, there are several results concerning other dimensions. In [3] the explosion of solutions to the one-dimensional Keller-Segel system with appropriately weak diffusion of cells, properly large mass and sufficiently fast diffusion of chemotactic sensitivity is shown. In [15] M. Winkler introduced a new method which led him to the finite-time blowup of solutions to the semilinear Keller-Segel system in dimensions $n \geq 3$. His method was generalized in [4] and the result was extended to the quasilinear case for the optimal range of nonlinearities. This way, to the best of our knowledge, we present a first result concerning a finite-time blowup of solutions to the fully parabolic quasilinear Keller-Segel system in dimension two. Moreover, we show that as expected an explosion takes place independently of the size of initial mass. This result is proved in both cases $\psi(u) = u$ (nonlinear diffusion case) and a fully nonlinear cross-diffusion. Both results are optimal in view of possible nonlinearities generating finite-time blowup. As the result in [12] shows we prove finite-time blowup for the optimal range of nonlinear diffusion in the case $\psi(u) = u$. Moreover, at least under the restriction of polynomial nonlinearities we have the optimal result provided we accept the non-decay assumption on nonlinear chemoattractant sensitivity, see [13]. On the other hand, again assuming the non-decay of $\psi$, even without assuming nonlinearities to be polynomial we still have the exhaustive finite-time blowup result, see [2]. Next, it is shown that the above-mentioned non-decay assumption is essential for finding critical exponents distinguishing between finite-time blowup and boundedness in the case of nonlinear cross-diffusion. Despite the fact that nonlinearities considered in that case seem to be from the finite-time blowup regime, we construct solutions to (1.1) in dimension 2 which blow up in infinite time when the nonlinear chemoattractant sensitivity term is decreasing.

For any $\phi$ and $\psi$ from the class defined in the beginning we have the local existence of smooth solutions. Moreover, the solution $(u, v)$ is positive for $t > 0$ and preserves mass as well as radial symmetry. In particular, it satisfies

$$
\int_{\Omega} u(x,t)dx = \int_{\Omega} u_0(x)dx \quad \text{and} \quad \int_{\Omega} v(x,t)dx \leq \max \left\{ \int_{\Omega} u_0(x)dx, \int_{\Omega} v_0(x)dx \right\}
$$

for all $t \in (0, T_{\text{max}}(u_0, v_0))$, where $T_{\text{max}}(u_0, v_0)$ is the maximal time of existence of solutions. Furthermore, for solutions which cease to exist for all positive times, $\|u(\cdot, t)\|_{L^\infty(\Omega)}$ blows up in finite time. For the details we refer to [4] Lemma 2.1.

Our main theorems are the following.

**Theorem 1.1** Suppose that $\Omega = B_R \subset \mathbb{R}^2$ with some $R > 0$, assume also that (1.4), (1.5), and (1.6) are satisfied. Next let $m > 0$ and $A > 0$ be given. Then there exist positive constants $T(m, A)$
and $K(m)$ such that for any

$$(u_0, v_0) \in B(m, A) := \left\{ (u_0, v_0) \in C^0(\bar{\Omega}) \times W^{1, \infty}(\Omega) \mid u_0 \text{ and } v_0 \text{ are radially symmetric and positive in } \bar{\Omega}, \int_\Omega u_0 = m, \|v_0\|_{W^{1,2}(\Omega)} \leq A,$$

and $\mathcal{F}(u_0, v_0) \leq -K(m) \cdot (1 + A^2) \right\},$$

(1.11)

the corresponding solution $(u, v)$ of (1.1) blows up at the finite time $T_{\max}(u_0, v_0) \in (0, \infty)$, where $T_{\max}(u_0, v_0) \leq T(m, A)$. Furthermore, for any $m > 0$ there exists $A > 0$ such that the set $B(m, A)$ is nonempty.

Next let us introduce the following corollary simplifying our result in the case of $\psi(u) := u$. It covers the interesting case of a system with nonlinear diffusion. The result is optimal in view of its global existence counterpart proved in [12].

**Corollary 1.2** Assume that $\psi(s) = s$ for $s \geq 0$ and that $\phi(s) \leq Cs^q$, $s \geq 1$, for some $q < 0$ and $C > 0$. Furthermore, suppose that $\phi$ is a decreasing function. Let $\Omega = B_R \subset \mathbb{R}^2$ with some $R > 0$, and let $m > 0$ and $A > 0$ be given. Then there exist positive constants $T(m, A)$ and $K(m)$ such that for any $(u_0, v_0) \in B(m, A)$ the corresponding solution $(u, v)$ of (1.1) blows up at the finite time $T_{\max}(u_0, v_0) \leq T(m, A)$.

Actually, we can even give a more detailed description of nonlinear functions $\phi$ and $\psi$ yielding finite-time blowup. It is based on [14 Corollary 5.2(ii)].

**Corollary 1.3** If there exist $C > 0$ and $s_0 > 1$ such that

$$\frac{\psi(s)}{\phi(s)} \geq Cs \log s \text{ for any } s > s_0 > 1,$$

(1.12)

then (1.4) and (1.5) are satisfied. Consequently, the finite-time blowup claim of Theorem 1.1 holds if (1.6) and (1.12) are satisfied.

Next we introduce a theorem stating the essentiality of assumption (1.6) for the dichotomy finite-time blowup against the boundedness of solutions. Namely we construct solutions which blow up in infinite time, once assumption (1.6) is not prescribed, although we are in the range of parameters which suggests finite-time blowup. This theorem is an extension of [4 Theorem 1.6]. Actually, for the purpose of the present paper we just need its two-dimensional part. However, since the proof is the same in higher dimensions, we give the version of the theorem which is valid for any space dimension larger than one. Let us recall that according to (1.2) the function $\beta$ is connected to $\psi$ by the identity $\psi(s) = s\beta(s)$, $s \geq 0$.

**Theorem 1.4** Let $\Omega = B_R \subset \mathbb{R}^n$ with some $n \geq 2$ and $R > 0$. Assume that there are $D_1 > 0$ and $\gamma_1 > n$ such that for any $s \geq 0$

$$\frac{\beta^2(s)}{\phi(s)} \leq D_1(1 + s)^{-\gamma_1}$$

(1.13)

is satisfied. Moreover, suppose that there exist constants $C_1, C_2 > 0$ and $l_1, l_2 \in \mathbb{R}$ such that $\phi$ and $\beta$ satisfy

$$\phi(s) \geq C_1(1 + s)^{l_1} \text{ and } \beta(s) \leq C_2(1 + s)^{l_2} \text{ for any } s \geq 0.$$

(1.14)
Then there exists a global-in-time radially symmetric solution \((u,v)\) to (1.1).

Furthermore, if additionally (1.4) and (1.5) are fulfilled and 
\[ n = 2 \]
then there is a global-in-time radially symmetric solution \((u,v)\) to (1.1) which blows up in infinite time with respect to the norm in \(L^\infty(\Omega)\).

The goal of the following remark is to show that without assuming (1.6) we still can choose such \(\phi\) and \(\beta\) that (1.4), (1.5) and the assumptions of Theorem 1.4 are satisfied at the same time.

Hence, we show that (1.6) really restricts possible asymptotic behaviour of solutions to (1.1) to the dichotomy finite-time blowup or boundedness.

**Remark 1.5** Let \(n = 2\) and choose \(\phi(s) = (1 + s)^{-\gamma_1 - 2\gamma_2}\) and \(\beta(s) = (1 + s)^{-\gamma_1 - \gamma_2}\) with some \(\gamma_1 > 2\) and \(\gamma_2 \in (0, 1)\). Then (1.13) as well as (1.14) and at the same time (1.4) and (1.5) are satisfied.

## 2 Strategy of the proof of finite-time blowup

The main idea we use is a recent method introduced by M. Winkler in [15]. He used it in order to treat the case of the semilinear Keller-Segel system in dimensions \(n \geq 3\). We extended his method to the quasilinear system (1.1) in [4]. In the present paper we will frequently refer to the results of the latter paper. This is due to the fact that we will need to present some lemmata in a very precise way emphasizing the dependence of the estimates on some constants. However, the original idea and the basic estimates appeared for the first time in [15].

Here we extend the method to be able to treat also a two-dimensional case. Actually, we only need to improve a single lemma. All the other parts of the proof remain the same as in [4]. Let us now describe the steps of the proof more precisely, often referring the reader either to [4] or to [15].

The blowup is found as a consequence of the blowup of the Liapunov functional \(F\) associated to (1.1). Namely we will show an inequality of the form

\[
\frac{d}{dt} (-F(u(t), v(t))) \geq c \left( -\frac{\theta}{\theta + 1} \right) F^\theta(u(t), v(t)) - 1
\]

for \(t > 0\) with some \(\theta \in (0, 1)\) and \(c > 0\). This inequality causes blowup of \(F\) in finite time provided the initial value \(F(u_0, v_0)\) of the Liapunov functional is small enough. Hence, once we provide initial data satisfying the latter we make sure that \(u\) blows up.

In order to be more precise we introduce the following notation. We fix \(m > 0\), \(M > 0\), \(B > 0\), and \(\kappa = 2\) and assume that

\[
\int_\Omega u = m \quad \text{and} \quad \int_\Omega v \leq M
\]

and

\[
v(x) \leq B|x|^{-\kappa} \quad \text{for all} \ x \in \Omega
\]

are fulfilled. Furthermore, we define the space

\[
S(m, M, B) := \left\{ (u, v) \in C^1(\bar{\Omega}) \times C^2(\bar{\Omega}) \mid u \text{ and } v \text{ are positive and radially symmetric satisfying } \frac{\partial v}{\partial n} = 0 \text{ on } \partial \Omega, (2.1), \text{ and } (2.2) \right\}
\]
Next we define
\[ f := -\Delta v + v - u \]  
and
\[ g := \left( \frac{\phi(u)}{\sqrt{\psi(u)}} \nabla u - \sqrt{\psi(u)} \nabla v \right) \cdot \frac{x}{|x|}, \quad x \neq 0, \]  
for \((u,v) \in \mathcal{S}(m,M,B)\).

The goal of this section is to prove that the inequality
\[ \frac{\mathcal{F}(u,v)}{D^\theta(u,v) + 1} \geq -C(m,M,B) \quad \text{for all } (u,v) \in \mathcal{S}(m,M,B) \]  
holds with some constants \(\theta \in (0,1)\) and \(C(m,M,B) > 0\). We will give the exact dependence of \(C\) on \(M\) and \(B\).

The main ingredient of the proof of (2.6) is the following estimate of \(\int_\Omega uv\).

**Lemma 2.1** Let (1.5) and (1.6) be fulfilled. Then there are \(C(m) > 0\) and \(\theta := \frac{8}{9}\) such that all \((u,v) \in \mathcal{S}(m,M,B)\) satisfy
\[ \int_{\Omega} uv \leq C(m) \cdot \left( 1 + M^2 + B^\frac{4}{3} \right) \cdot \left( \|\Delta v - v + u\|_{L^2(\Omega)}^{2\theta} + \left\| \frac{\phi(u)}{\sqrt{\psi(u)}} \nabla u - \sqrt{\psi(u)} \nabla v \right\|_{L^2(\Omega)} + 1 \right). \]  

Next we state two lemmata that correspond to [4, Lemma 3.2] and [4, Lemma 3.3]. We omit their proofs since they are exactly the same as in [4], one just needs to fix \(n = 2\) and \(\kappa = 2\).

**Lemma 2.2** For any \(\varepsilon \in (0,1)\) there exists \(C(\varepsilon) > 0\) such that for all \((u,v) \in \mathcal{S}(m,M,B)\)
\[ \int_{\Omega} uv \leq (1 + \varepsilon) \int_{\Omega} |\nabla v|^2 + C(\varepsilon) \cdot (1 + M^2) \cdot \left( \|\Delta v - v + u\|_{L^2(\Omega)}^{\frac{4}{3}} + 1 \right) \]  
is fulfilled.

**Lemma 2.3** For any \(r_0 \in (0,R)\) and \(\varepsilon \in (0,1)\), there exists a constant \(C(\varepsilon,m) > 0\) such that all \((u,v) \in \mathcal{S}(m,M,B)\) satisfy
\[ \int_{\Omega \setminus B_{r_0}} |\nabla v|^2 \leq \varepsilon \int_{\Omega} uv + \varepsilon \int_{\Omega} |\nabla v|^2 + C(\varepsilon,m) \cdot \left( 1 + M^{\frac{4}{3}} + B^{\frac{4}{3}} \right) \cdot \left\{ r_0^{-8} \left\| \Delta v - v + u \right\|_{L^2(\Omega)}^{\frac{4}{3}} \right\}. \]  

Next we introduce Lemma 2.4 which is a main difference between [4] and the present paper. Both the statement and the proof are different to [4, Lemma 3.4]. The consequence being a slightly modified, with respect to [4], continuation of the proof of Lemma 2.1 and in turn the proof of Theorem 1.1.
Lemma 2.4 Assume that (1.5) and (1.6) are satisfied. Then there exists $C(m) > 0$ such that for all $r_0 \in (0, R)$ and $(u, v) \in S(m, M, B)$

$$
\int_{B_{r_0}} |\nabla v|^2 \leq C(m) \cdot \left\{ r_0 \cdot \left\| \Delta v - v \right\|_{L^2(\Omega)}^2 + \frac{\phi(u)}{\sqrt{\psi(u)}} \left\| \nabla \frac{\psi}{\psi(u)} \frac{\nabla u - \nabla \psi(u)}{\sqrt{\psi(u)}} \right\|_{L^2(\Omega)} + \| v \|_{L^2(\Omega)}^2 + 1 \right\}
$$

is fulfilled.

The proof of Lemma 2.4 is the main ingredient of the next section. Another ingredient is the forthcoming lemma which corresponds to [4, Lemma 3.5] and depends on the formulation of Lemma 2.4.

Lemma 2.5 Suppose that (1.5) and (1.6) are fulfilled and let $\theta = \frac{\theta}{\theta}$. Then for any $\varepsilon \in (0, \frac{1}{2})$ there exists $C(\varepsilon, m) > 0$ such that

$$
\int_{\Omega} |\nabla v|^2 \leq C(\varepsilon, m) \cdot \left( 1 + M^2 + B^2 \right) \cdot \left( \left\| \Delta v - v \right\|_{L^2(\Omega)}^{2\theta} + \left\| \frac{\phi(u)}{\sqrt{\psi(u)}} \nabla u - \frac{\psi}{\psi(u)} \nabla v \right\|_{L^2(\Omega)} + 1 \right) + \frac{\varepsilon}{1 - 2\varepsilon} \int_{\Omega} uv
$$

is fulfilled for all $(u, v) \in S(m, M, B)$.

In view of Lemma 2.5 we are able to prove Lemma 2.1.

Proof of Lemma 2.1 We fix some $\varepsilon \in (0, \frac{1}{2})$ and apply Lemma 2.2 to deduce that

$$
\int_{\Omega} uv \leq (1 + \varepsilon) \int_{\Omega} |\nabla v|^2 + c_1 \cdot \left( \| f \|_{L^2(\Omega)}^{\frac{4}{3}} + 1 \right)
$$

is satisfied with $c_1 = C_1 \cdot (1 + M^2) > 0$. Furthermore, Lemma 2.5 implies the existence of $c_2 = C_2(m) \cdot (1 + M^2 + B^2 > 0$ such that

$$
\int_{\Omega} uv \leq \frac{\varepsilon(1 + \varepsilon)}{1 - 2\varepsilon} \int_{\Omega} uv + c_2(1 + \varepsilon) \cdot \left( \| f \|_{L^2(\Omega)}^{2\theta} + \| g \|_{L^2(\Omega)} + 1 \right) + c_1 \cdot \left( \| f \|_{L^2(\Omega)}^{\frac{4}{3}} + 1 \right)
$$

which yields

$$
\int_{\Omega} uv \leq c_3 \cdot \left( \| f \|_{L^2(\Omega)}^{2\theta} + \| f \|_{L^2(\Omega)}^{\frac{4}{3}} + \| g \|_{L^2(\Omega)} + 1 \right)
$$

with some $c_3 = C_3(m) \cdot (1 + M^2 + B^2 > 0$. In view of $\frac{4}{3} < 2\theta = \frac{16}{9}$, a further application of the Young inequality implies (2.7).

Finally, we show that the Liapunov functional $F$ can be estimated according to (2.6).

Theorem 2.6 Assume that (1.5) and (1.6) are satisfied and let $\theta = \frac{\theta}{\theta}$. Then there exists $C(m) > 0$ such that

$$
F(u, v) \geq -C(m) \cdot \left( 1 + M^2 + B^2 \right) \cdot \left( D^0(u, v) + 1 \right)
$$

is fulfilled for all $(u, v) \in S(m, M, B)$, where $F$ and $D$ are given in (1.7) and (1.8), respectively.
Proof. In view of (2.4), (2.5), and \( \theta > \frac{1}{2} \), an application of Young’s inequality to (2.7) implies the existence of \( c_1 = C_1(m) \cdot (1 + M^2 + B^2) > 0 \) such that

\[
\int_{\Omega} uv \leq c_1 \left( \left( \|f\|_{L^2(\Omega)}^2 + \|g\|_{L^2(\Omega)}^2 \right)^\theta + 1 \right).
\]

As moreover (1.2) and (1.3) imply that \( G \) is nonnegative, we deduce that

\[
F(u,v) = \frac{1}{2} \int_{\Omega} |\nabla v|^2 + \frac{1}{2} \int_{\Omega} v^2 - \int_{\Omega} uv + \int_{\Omega} G(u) \geq -c_1 \cdot \left( \left( \|f\|_{L^2(\Omega)}^2 + \|g\|_{L^2(\Omega)}^2 \right)^\theta + 1 \right).
\]

Since (1.8), (2.4), and (2.5) imply \( D(u,v) = \|f\|_{L^2(\Omega)}^2 + \|g\|_{L^2(\Omega)}^2 \), the claim is proved. \( \square \)

Now we are in a position to prove the finite-time blowup of solutions to (1.1).

Proof of Theorem 1.1. Since the proof of [15, Corollary 3.3] is based on estimates coming only from the second equation of (1.1) and it is not changed for dimension \( n = 2 \), the corollary remains true with \( \kappa = 2 \). Consequently, we know that \( v(t) \) satisfies (2.2) for all \( t \in (0,T_{\text{max}}(u_0,v_0)) \) with \( B \leq C \left( \|u_0\|_{L^1(\Omega)} + \|v_0\|_{L^1(\Omega)} + \|\nabla v_0\|_{L^2(\Omega)} \right) \).

Next the proof of Theorem 1.1 splits into two parts. The part of Theorem 1.1 concerning finite-time blowup of solutions provided they start from initial data belonging to \( B(m,A) \) follows exactly the lines of [15, Lemma 5.2]. The exact dependence of \( F(u_0,v_0) \) on \( A \) can be shown like in [4, Lemma 4.1]. Furthermore, given an arbitrary \( m > 0 \), [14, Lemma 4.1] guarantees the existence of \( A > 0 \) such that the set \( B(m,A) \) is nonempty. Indeed, choosing the functions \((u_\eta,v_\eta)\), \( \eta > 0 \), which are defined there, we see that for \( \eta \) small enough \( F(u_\eta,v_\eta) \leq -K(m) \cdot (1 + A_\eta^2) \) is satisfied with \( A_\eta = \|v_\eta\|_{W^{1,2}(\Omega)} \) and conclude that \( B(m,A_\eta) \neq \emptyset \). \( \square \)

3 Main estimates

The present section is devoted to proving Lemma 2.4 which is the main contribution of our paper with respect to the estimates showing finite-time blowup. Moreover, we give the proof of Lemma 2.5 which is just a slight modification of [4, Lemma 3.5] due to a different formulation of the preceding lemma.

Proof of Lemma 2.4 Since \( u \) and \( v \) are radially symmetric, (2.4) and (2.5) imply

\[
(rv_r)_r = -ru - rf + rv
\]

(3.1)

and

\[
v_r = \frac{\phi(u)}{\psi(u)} u_r - \frac{g}{\sqrt{\psi(u)}} .
\]

(3.2)

Next, by multiplying (3.1) by \( rv_r \), using (3.2) and applying Young’s inequality, for any \( \delta > 0 \) we
deduce that
\[
\frac{1}{2} (rv_r)^2 = -r^2 u v_r - r^2 f v_r + r^2 v v_r
\]
\[
\leq -r^2 \frac{u \phi(u)}{\psi(u)} u_r + r^2 \frac{u}{\sqrt{\psi(u)}} g + \frac{\delta}{2} (rv_r)^2 + \frac{1}{2} r^2 f^2
\]
\[
+ \frac{1}{2} r^2 (v^2)_r \quad \text{for all } r \in (0, R).
\] (3.3)

Moreover, we define \( y(r) := (rv_r)^2, r \in [0, R], \) and obtain
\[
y_r \leq -2r^2 \frac{u \phi(u)}{\psi(u)} u_r + 2r^2 \frac{u}{\sqrt{\psi(u)}} g + \frac{1}{\delta} r^2 f^2 + r^2 (v^2)_r, \quad r \in (0, R),
\]
as well as \( y(0) = 0 \) due to the regularity of \( v \). Thus, an integration yields
\[
r^2 v^2_r(r) = y(r) \leq -2 \int_0^r e^{\delta(r-\rho)} \rho^2 \frac{u(\rho) \phi(u(\rho))}{\psi(u(\rho))} u_r(\rho) \, d\rho
\]
\[
+ 2 \int_0^r e^{\delta(r-\rho)} \rho^2 \frac{u(\rho)}{\sqrt{\psi(u(\rho))}} g(\rho) \, d\rho
\]
\[
+ \frac{1}{\delta} \int_0^r e^{\delta(r-\rho)} \rho^2 f^2(p) \, d\rho
\]
\[
+ \int_0^r e^{\delta(r-\rho)} (v^2)_r(\rho) \, d\rho
\] (3.4)

for all \( r \in (0, R) \). Integrating by parts and using the nonnegativity of \( H \), we estimate
\[
-2 \int_0^r e^{\delta(r-\rho)} \rho^2 \frac{u(\rho) \phi(u(\rho))}{\psi(u(\rho))} u_r(\rho) \, d\rho
\]
\[
= 4 \int_0^r e^{\delta(r-\rho)} \rho H(u(\rho)) \, d\rho
\]
\[
- 2 \delta \int_0^r e^{\delta(r-\rho)} \rho^2 H(u(\rho)) \, d\rho - 2r^2 H(u(r))
\]
\[
\leq 4e^{\delta R} \int_0^r \rho H(u(\rho)) \, d\rho, \quad r \in (0, R).
\] (3.5)

Next, by the Cauchy-Schwarz inequality and (1.6) we deduce that
\[
2 \int_0^r e^{\delta(r-\rho)} \rho^2 \frac{u(\rho)}{\sqrt{\psi(u(\rho))}} g(\rho) \, d\rho
\]
\[
\leq 2 \left( \int_0^R \rho \frac{u^2(\rho)}{\psi(u(\rho))} \, d\rho \right)^{\frac{1}{2}} \left( \int_0^r e^{2\delta(r-\rho)} \cdot \rho^3 g^2(\rho) \, d\rho \right)^{\frac{1}{2}}
\]
\[
\leq 2 \left( \frac{1}{c_0} \int_0^R \rho u(\rho) \, d\rho \right)^{\frac{1}{2}} \left( \int_0^r e^{2\delta R} \cdot \rho^2 g^2(\rho) \, d\rho \right)^{\frac{1}{2}}
\]
\[
\leq \frac{re^{\delta R}}{\pi \sqrt{c_0} \sqrt{m \|g\|_{L^2(\Omega)}}, \quad r \in (0, R). \] (3.6)
Similarly, we estimate the third term on the right-hand side of (3.4) according to
\[
\frac{1}{\delta} \int_0^r e^{\delta (r-\rho)} \rho^2 f^2(\rho) d\rho \leq \frac{r e^{\delta R}}{\delta} \int_0^R \rho f^2(\rho) d\rho
\]
\[
= \frac{r e^{\delta R}}{2\pi \delta} \|f\|_{L^2(\Omega)}^2 \quad \text{for all } r \in (0, R). \tag{3.7}
\]
Now we fix \(\delta \in (0, \frac{2}{R})\). Hence, \(2\rho \geq \delta \rho^2\) for all \(\rho \in (0, R)\), and an integration by parts yields
\[
\int_0^r e^{\delta (r-\rho)} \rho^2 f^2(\rho) d\rho \leq r^2 v^2(r) \quad \text{for all } r \in (0, R). \tag{3.8}
\]
Thus, (3.4)-(3.8) imply that there is a constant \(c_1(m) > 0\) such that
\[
r^2 v^2(r) \leq 4 e^{\delta R} \int_0^r \rho H(u(\rho)) d\rho + \frac{c_1(m)}{2\pi} r \|g\|_{L^2(\Omega)} + \frac{c_1(m)}{2\pi} r^2 \|f\|_{L^2(\Omega)}^2 + r^2 v^2(r), \quad r \in (0, R).
\]
Multiplying this inequality by \(2\pi r^{-1}\) and integrating over \(r \in (0, r_0)\), we conclude that
\[
\int_{B_{r_0}} |\nabla v|^2 = 2\pi \int_0^{r_0} r e_v^2(r) dr \leq 8\pi e^{\delta R} \int_0^{r_0} r^{-1} \int_0^r \rho H(u(\rho)) d\rho dr + c_1(m) R \|g\|_{L^2(\Omega)} + c_1(m) r_0 \|f\|_{L^2(\Omega)}^2 + \|v\|_{L^2(\Omega)}^2. \tag{3.9}
\]
In order to estimate the first term on the right-hand side, we adapt an idea used in [14, Lemma 3.3] and first claim that
\[
H(s) \ln(H(s)) \leq c_2(1 + s), \quad s \geq 0, \tag{3.10}
\]
is fulfilled with some positive constant \(c_2\). In view of (1.5) there exists \(c_3 > 0\) such that
\[
H(s) \ln(H(s)) \leq b s \ln s \cdot \ln \left(\frac{b s}{\ln s}\right) = b \frac{s}{\ln s} \cdot \left(\ln s + \ln \left(\frac{b}{\ln s}\right)\right) \leq c_3(1 + s), \quad s \geq s_0,
\]
which implies (3.10) due to (1.2) and the definition of \(H\) in (1.4). Let us further remind that Young’s inequality
\[
AB \leq \frac{1}{e} e^A + B \ln B \tag{3.11}
\]
holds for all \(A, B > 0\). Applying now Fubini’s theorem to the first term on the right-hand side of
As moreover

\[ \int_{\Omega} |\nabla v|^2 \leq c_2 \cdot \left( r_0^2 \| f \|_{L^2(\Omega)}^2 + \| g \|_{L^2(\Omega)} + \| v \|_{L^2(\Omega)}^2 + 1 \right). \]  

(3.13)

As moreover

\[ c_2 \| v \|_{L^2(\Omega)}^2 \leq \varepsilon \int_{\Omega} |\nabla v|^2 + c_3 \]

is fulfilled by (3.11) and with some \( c_3 = C_3(\varepsilon, m) \cdot M^2 > 0 \), by adding (3.12) and (3.13) we deduce that

\[ (1 - 2\varepsilon) \int_{\Omega} |\nabla v|^2 \leq \varepsilon \int_{\Omega} uv + c_2(\| g \|_{L^2(\Omega)} + 1) + c_3 + I, \]  

(3.14)

where

\[ I := c_1 r_0^{-8} + c_1 \| f \|_{L^2(\Omega)}^2 + c_2 r_0 \| f \|_{L^2(\Omega)}^2. \]

In case of \( \| f \|_{L^2(\Omega)} \leq \left( \frac{2}{\pi} \right)^{\frac{1}{2}} \), we have \( r_0 = \frac{R}{2} \) and hence \( I \) can be estimated by a constant. This proves (2.11) in this case.

Furthermore, in the case \( \| f \|_{L^2(\Omega)} > \left( \frac{2}{\pi} \right)^{\frac{1}{2}} \) we have \( r_0 = \| f \|_{L^2(\Omega)}^2 \) which implies

\[ I \leq c_1 \| f \|_{L^2(\Omega)}^2 + c_2 \| f \|_{L^2(\Omega)}^2 + c_2 \| f \|_{L^2(\Omega)}^2 = (c_1 + c_2) \| f \|_{L^2(\Omega)}^2 + c_2 \| f \|_{L^2(\Omega)}^2. \]

Since \( \frac{1}{3} < \frac{16}{9} = 2\theta \) we are in the position to use Young’s inequality once more to obtain

\[ I \leq (2c_1 + c_2) \| f \|_{L^2(\Omega)}^2 + c_1, \]
which inserted into (3.14) proves (2.11) in the case \( \|f\|_{L^2(\Omega)} > \left( \frac{2}{\pi} \right)^2 \) and thereby completes the proof.

\[ \square \]

### 4 Infinite-time blowup

This section is devoted to the proof of Theorem 1.4. To this end we first prove the following lemma which generalizes [4, Lemma 5.1].

**Lemma 4.1** Let \( \Omega \subset \mathbb{R}^n \) be a bounded domain with some \( n \geq 2 \). Moreover, assume that (4.13) holds. Then there exists \( p > n \) such that for any solution \((u, v)\) to (1.1) and any \( T \in (0, \infty) \) with \( T \leq T_{\text{max}}(u_0, v_0) \) there is \( C > 0 \) such that \( u \) admits the estimate

\[ \|u(\cdot, t)\|_{L^p(\Omega)} \leq C, \quad t \in (0, T). \quad (4.1) \]

**Proof.** We fix \( p \in (n, \gamma_1] \), multiply the first equation of (1.1) by \( u^{p-1} \) and the second one by \( \Delta v \) in order to obtain

\[ \frac{1}{p} \frac{d}{dt} \int_{\Omega} u^p dx + (p - 1) \int_{\Omega} \phi(u) |\nabla u|^2 u^{p-2} dx = (p - 1) \int_{\Omega} u^{p-1} \beta(u) \nabla v \nabla u \ dx \quad (4.2) \]

and

\[ \frac{1}{2} \frac{d}{dt} \int_{\Omega} |\nabla v|^2 dx + \frac{1}{2} \int_{\Omega} |\Delta v|^2 dx + \int_{\Omega} |\nabla v|^2 dx \leq \frac{1}{2} \int_{\Omega} u^2 dx. \quad (4.3) \]

Writing

\[ u^{p-1} \beta(u) = u^{p-2} \frac{\sqrt{\phi(u)} u^2}{\sqrt{\phi(u)}} \beta(u), \]

we deduce from (4.2) that

\[ \frac{1}{p} \frac{d}{dt} \int_{\Omega} u^p dx + \frac{p-1}{2} \int_{\Omega} \phi(u) |\nabla u|^2 u^{p-2} dx \leq C \int_{\Omega} u^{p} \frac{\beta^2(u)}{\phi(u)} |\nabla v|^2 dx. \quad (4.4) \]

Next adding (4.3) and (4.4), applying (1.13) and using \( p \leq \gamma_1 \), we conclude that

\[ \frac{d}{dt} \left( \int_{\Omega} u^p dx + \int_{\Omega} |\nabla v|^2 dx \right) \leq C \left( \int_{\Omega} u^p dx \right)^{\frac{p}{2}} + C \int_{\Omega} |\nabla v|^2 \leq C \left( \int_{\Omega} u^p dx + \int_{\Omega} |\nabla v|^2 dx + 1 \right). \quad (4.5) \]

Now Grönwall’s lemma implies the claimed estimate of \( \|u\|_{L^p(\Omega)} \).

**Proof of Theorem 1.4.** Due to (1.1) and the classical regularity theory of parabolic equations applied to the second equation of (1.1), see [7, Lemma 4.1] for example, one obtains an estimate of \( \nabla v \) in \( L^\infty(\Omega \times (0, T)) \) for any finite \( T \in (0, T_{\text{max}}(u_0, v_0)) \). Next we multiply the first equation of (1.1) by \( u^{p-1} \), this time for any \( p \in (\gamma_1, \infty) \). Proceeding as in the proof of Lemma 4.1 we see that the right-hand side of (1.4) can be estimated by \( C(\|\nabla v\|_{L^\infty(\Omega)}) \int_{\Omega} u^{p-\gamma_1} \) due to (1.13). Hence, Hölder’s inequality leads to

\[ \frac{d}{dt} \int_{\Omega} u^p dx \leq C \left( \int_{\Omega} u^p dx + 1 \right). \]
Thus, in view of Lemma 4.1 for any $p \in (1, \infty)$ the norm $\|u\|_{L^p(\Omega)}$ can be bounded according to (4.1). We are now in a position to apply Lemma A.1 in order to gain an estimate of $u$ in $L^\infty(\Omega \times (0, T))$ which shows the existence of a global solution. More precisely, keeping the notation of Lemma A.1, we have $f := u\beta(u)\nabla v$ and $g := 0$, while due to (1.14) we can choose $m = l_1 + 1$. Moreover, by (1.14) and the estimates on $u$ we just proved, we have $u \in L^\infty((0, T); L^{p_0}(\Omega))$ and $f \in L^\infty((0, T); L^{q_1}(\Omega))$ for any $p_0 \in (1, \infty)$ and $q_1 \in (1, \infty)$. This freedom of choosing any $p_0 < \infty$ as well as any $q_1 < \infty$ enables us to make sure that all the assumptions of Lemma A.1 are satisfied.

Furthermore, if we additionally assume that (1.4) and (1.5) are satisfied with $n = 2$, we apply Theorem 5.1 in order to deduce that $(u,v)$ blows up in infinite time. This finishes the proof of Theorem 1.4. □
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