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Abstract—Person recognition at a distance entails recognizing the identity of an individual appearing in images or videos collected by long-range imaging systems such as drones or surveillance cameras. Despite recent advances in deep convolutional neural networks (DCNNs), this remains challenging. Images or videos collected by long-range cameras often suffer from atmospheric turbulence, blur, low-resolution, unconstrained poses, and poor illumination. In this paper, we provide a brief survey of recent advances in person recognition at a distance. In particular, we review recent work in multi-spectral face verification, person re-identification, and gait-based analysis techniques. Furthermore, we discuss the merits and drawbacks of existing approaches and identify important, yet under explored challenges for deploying remote person recognition systems in-the-wild.
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I. INTRODUCTION

Person recognition involves extracting features to identify or verify a person’s identity. Although historical approaches used hand crafted features for recognition [1], [2], large-scale annotated datasets and advances in deep convolutional neural networks (DCNNs) have yielded significant improvements in person recognition. State-of-the-art person recognition algorithms can match the performance of forensic experts [3] and are commonly used in real-world applications including missing person identification, contact-less authentication, and intelligent analytics in smart cities [4]–[6]. Recent work has focused on developing novel architectures, representations, and training techniques for person recognition at a distance. Most person recognition algorithms follow a four-stage pipeline, described in Figure 1: acquiring an image or video of the person-of-interest, detecting and localizing the person, generating a feature descriptor, and classifying the descriptor into one of several known subjects for recognition or comparing it to a gallery of potential subjects for verification. This general template is used for tasks such as face verification, person re-identification, and gait analysis.

Face Verification. Face verification is the task of determining whether two face images belong to the same person. In unconstrained settings, face verification can be difficult due to variations in viewpoint, low-resolution, occlusion, and image quality. Imbalanced data quality in training sets can also hinder performance. For example, models trained on data biased towards frontal-faces will perform poorly on profile-face recognition. Similarly, models trained only on light-skinned individuals will have higher error rates for dark-skinned individuals [7]. These biases make it challenging to deploy face verification algorithms in-the-wild.

Person Re-Identification. The goal of person re-identification (Re-ID) is to determine whether a person-of-interest has appeared in another place at a different time, using a query image, video sequence, or text description [8]. Person re-id is similar to face verification, but typically involves training with and evaluating on significantly fewer identities. This problem is challenging because it often requires re-identifying a person across non-overlapping cameras. Successful algorithms must be robust to occlusion, changes in pose, changes in lighting, and cluttered backgrounds. Person re-identification is often used in applications where face verification is not possible due to low resolution or long distance applications. Since people may wear the same color clothes, or have similar height and body types, person re-identification is often less accurate than face verification.

Gait Analysis. Gait analysis is a technique for recognizing people based on their pose and motion. The standard pipeline for gait analysis involves extracting gait features from a sequence of images corresponding to a person. These features are typically extracted over a gait cycle, which is defined as the sequence of movements between two consecutive contacts of the same foot with the ground. Gait analysis is considered a soft biometric, a relatively weak discriminative feature for person recognition [9]. Similar to person re-identification, gait analysis can be performed from a distance.

Contributions. In this paper, we provide an overview of person recognition methods, including person re-identification, face verification, and gait analysis for real-world conditions. We discuss the problem setup, evaluation metrics, standard datasets, and representative methods and conclude by examining the challenges of deploying person recognition systems in real-world environments.

II. FACE VERIFICATION

In this section, we describe the face verification problem setup and highlight several contemporary approaches.

Fig. 1. The person recognition pipeline contains four steps. First, we acquire an image or video of a person-of-interest. Second, we detect a bounding box around the subject. Next, we extract deep features that can be used to verify the subject’s identity. Lastly, we compare this deep feature against a large gallery for verification. Recent work focuses on improving the discriminative quality of the feature extractor using novel architectures and training techniques.
Problem Setup. Face verification involves determining if two face images belong to the same person. Advances in deep convolutional neural networks (DCNNs) and large visible-spectrum datasets have led to significant improvements in face verification. However, existing approaches still struggle to match faces with large pose variations, at a distance, and in low-light or nighttime conditions. There are two main ways to train DCNNs for face recognition: training a multi-class classifier that can separate different identities in the training set using a softmax classifier, or learning an embedding directly using a triplet loss. Both approaches have been shown to produce state-of-the-art performance on face recognition tasks when trained on large datasets.

Evaluation Metrics. Three evaluation metrics are commonly used for face verification, including true acceptance rate (TAR), false acceptance rate (FAR), and equal error rate (EER) [11]. TAR measures the rate a system correctly verifies a true claim of identity. FAR is the rate a system incorrectly verifies a claim of identity. EER describes the point where the TAR and FAR are equal.

Datasets. The VGGFace dataset [12] is a large-scale dataset designed for face recognition that contains 2.6 million images of 2,622 people. VGGFace is not very diverse in terms of pose, with 95% of the images being frontal and only 5% being non-frontal. The Megaface challenge [13] is a recent face recognition benchmark that includes a gallery with one million images of one million people. Megaface uses the Facescrub dataset [14] as the query set. The CASIA WebFace dataset [15] includes 494,414 images of 10,575 people, but does not provide labels. The CelebFaces+ dataset contains 10,177 subjects and 202,599 images. CelebA [16] added five landmark locations and 40 binary attributes to the CelebFaces+ dataset. UMDFaces [17] includes 367,888 face annotations for 8,277 subjects, and provides human-curated bounding boxes for faces, as well as estimated pose, keypoints, and apparent gender from a DCNN model. WebFace260M [18] is the largest currently available public dataset, containing noisy annotations for four million identities and 260 million faces and clean annotations for two million identities and 42 million images.

Several thermal-to-visible datasets have been released to facilitate low-light and nighttime face verification. The UNDF dataset [19] contains 241 identities with four low-resolution images each. The NVIE dataset [20] captures subjects with a wide range of expressions, with and without glasses. MMFD [21] provides synchronized imagery of visible, LWIR, and Polarimetric LWIR data at variable distances from the camera. ULFMT [22] contains unsynchronized MWIR and visible video recordings of 238 subjects captured under variable conditions. The Tufts Face Database [23] contains LWIR, NIR, 2D, computer sketches and 3D point clouds for 100 subjects. The ARL-VTF dataset [24] is a recently released large-scale LWIR-visible paired face dataset containing 395 subjects with variable pose and expression along with keypoint annotations. Peri et. al. [10] presents MILAB-VTF(B), a challenging multispectral face dataset of indoor and long-range outdoor thermal-visible face imagery from 400 subjects.

Visible-to-Visible Verification. Deep face recognition involves training a CNN-based classifier on a large dataset of faces and comparing the deep features from the penultimate layer of the trained model. This comparison is typically done using cosine distance. A notable early example of this approach is VGGFace [12], which uses a DCNN architecture trained for classification using cross-entropy loss, followed by an additional triplet embedding function to improve the discriminative characteristics of the deep features. Various augmentations to cross-entropy loss can yield improved performance. For example, Crystal loss [25] uses an $\ell_2$ normalized softmax to optimize the angular margin and encourage features that are more discriminative with respect to cosine similarity. Other works have proposed similar augmentations to cross-
entropy loss to improve margin characteristics. CosFace [26] disables the bias term from the final fully-connected layer and proposes using cosine similarity with an additive penalty in place of the inner product used in cross-entropy loss to improve angular margin. ArcFace [27] builds on CosFace by proposing an additional additive penalty to the angular margin directly. MagFace [28] further builds on ArcFace by introducing dynamic margins based on the hardness of face images. Finally, Partial-FC [29] proposes a method for training state-of-the-art models using margin-based losses on previously intractably large datasets by back-propagating only a fraction of the gradients corresponding to negative centroids in the classification layer. Lastly, [30] proposes best practices and empirically answers common questions that arise when building face recognition systems.

Several works focus on the sub-problem problem of profile-to-frontal matching. Recent works use a conditional generative adversarial network to synthesize a frontal-view of a face based on its profile-view. TP-GAN [31] proposed a dual-path generator that concatenates a coarsely generated frontal face with local profile facial features to generate a high-quality frontal view. [32] extended TP-GAN to jointly learn frontal face generation and discriminative feature embeddings for end-to-end face verification. [33], [34] used attention-guided synthesis with part masks to frontalize profile face images. More recently, [35] proposed a contrastive learning approach for frontalization, achieving strong performance without using additional part annotations.

**Thermal-to-Visible Verification.** Similar to profile-to-frontal matching, recent works address low-light and nighttime face verification using a conditional generative adversarial network to synthesize visible-spectrum faces given thermal-spectrum input. This facilitates reusing existing deep face recognition systems without fine-tuning or re-training. GAN-VFS [36] proposed an encoder-decoder structure that directly translates polarimetric images to the visible domain while enforcing a perceptual loss on intermediate features so that they closely resemble the intermediate feature embedding from a fined-tuned VGG-16 feature extractor. Similarly, [37] extended CycleGAN to enforce an identity loss to ensure features from synthesized images are close to the corresponding real image features and proposed a feature fusion of both polarimetric and visible image features to improve verification robustness. Unlike most synthesis-based methods, [38] directly adapted intermediate features from both thermal and visible images using truncated fixed feature extractors to learn a domain invariant representation for cross-domain matching. More recently, [39] introduced a method that incorporates facial attributes by pooling latent features with attribute features and synthesized visible domain images at multiple scales to guide face synthesis effectively. Similarly, [40] exploited multi-scale information for higher resolution generation with less training data using a series of cascade refinement networks. [10] studies the impact of keypoint-based face alignment, pixel-level correspondence, and feature-level identity classification, adapting off-the-shelf domain adaptation algorithms to achieve state-of-the-art results. We present the end-to-end inference pipeline in Figure 2.

**Environmental Degradation.** Long-range face verification must contend with environmental degradation and nuisance factors not readily apparent in indoor and close-range verification. Two approaches are commonly used for restoring images degraded by atmospheric turbulence. “Lucky imaging” [41], [42] involves selecting and combining frames from a turbulence-degraded video that are of higher quality. Registration-fusion [43], [44] involves constructing a reference image and aligning distorted frames using non-rigid image registration. After alignment, the registered images are combined and a restoration algorithm is applied to deblur the result. While these methods have been successful, they assume that the input frames contain static scenes, which is not always the case. Recently, several CNN-based face restoration algorithms have proposed using GANs to deblur face images [45]. However, these methods are not effective for dealing with degradation caused by turbulence, which can include motion blur, out-of-focus blur, and compression artifacts. [46] proposes a two-path model that constructs a clean texture-preserving face image by simultaneously disentangling blur and deformation.

### III. PERSON RE-IDENTIFICATION

In this section, we describe the typical problem setup for person re-identification and briefly highlight several contemporary approaches.

**Problem Setup.** Person re-identification was originally introduced by [47] as a method for improving multi-camera tracking, combining appearance features with traditional tracking algorithms [48]–[50]. However, it is now considered a standalone task and is evaluated using independent benchmarks. These benchmarks assume that images are taken from non-overlapping cameras, meaning that images will have different standoff distances, different image quality, and may capture the subject in different poses. For evaluation under a closed-world setup, benchmarks assume that every identity in the query set has a matching pair in the gallery.

**Evaluation Metrics.** Two metrics used to evaluate the performance of person re-identification system are Rank-k matching accuracy and mean average precision. Rank-k matching accuracy measures the probability that a correct match will appear in the top k ranked results and assumes that there is only one matching image in the gallery set. Mean average precision, which is commonly used in information retrieval, is a more comprehensive metric that takes into account multiple matches in a gallery and provides a more accurate measure of overall performance [8].

**Datasets.** We briefly highlight five popular person re-id datasets. Two datasets are image-based, while the remaining three are video-based. The image-based datasets are Market-1501 [51], which contains 1501 identities captured by six cameras, and CUHK03 [52], which contains 14,097 images of 1,467 different identities. The three video-based datasets are PRID2011 [53], which contains 400 sequences of 200
people, iLIDS-VID [54], which contains 600 sequences of 300 subjects, and MARS [55], which is the largest of the three datasets with 1,261 identities and around 20,000 videos.

**Representation Learning.** Person re-identification methods can be divided into global and local feature learning approaches. Global feature learning aims to learn a single feature that represents the entire image, while local feature learning segments the body into coarse regions or keypoints to extract locality-specific features. Person re-id methods, and representation learning techniques in general, are also widely applicable for object re-identification tasks [56], [57].

**Global Features.** Global feature representation learning is widely adopted, and serves as a simple, yet strong baseline. Identity loss [58] is widely used in the Re-ID community because it treats each identity as a distinct class and trains the model using a multi-class classification loss. Chung et al. [59] uses a two stream Siamese network to capture both RGB information and temporal information through optical flow. Luo et. al. [60] proposes a strong baseline using a “bag of training tricks”, including warm-up learning rate, random erasing, label smoothing, and center loss.

Other approaches, such as multi-scale deep representation learning [61], [62] and attention [63] are widely used. Pixel-level attention [64], channel-wise feature response re-weighting [65], and background suppression [66] have also been studied. Additionally, context-aware attentive feature learning methods [67] incorporate both intra-sequence and inter-sequence attention for pair-wise feature alignment and refinement. Group similarity [68] is another approach that leverages cross-image attention. These methods can improve robustness against imperfect detection, as well as enhance feature learning by mining relations across multiple images.

**Local Features.** Local feature representation learning focuses on learning part or region-aggregated features. Semantically meaningful body part regions are typically automatically generated using human pose estimation [69] networks, or are roughly divided horizontally. A common approach for automatic body part detection include combining a global representation with local part features, using techniques such as multi-channel aggregation [70], multi-scale context-aware convolutions [71], multistage feature decomposition [72], and bilinear-pooling [73]. Approaches that use pose estimation to obtain semantically meaningful body parts provide well-aligned part features but may require an additional pose detector and are susceptible to noisy pose detections. Another popular solution for enhancing robustness against background clutter is to use pose-driven matching [74], pose-guided part attention modules [75], and semantically-aligned parts [76]. Horizontally-divided regions are more flexible, and don’t require using a pose estimation network, but are less accurate due to perspective distortions at longer standoff distances.

**Metric Learning.** Metric learning optimizes the relationship between pairs of data points, either using a contrastive loss [77] or margin ranking loss. Triplet loss [78] ensures that the $\ell_2$ distance between positive pairs should be smaller than the distance between negative pairs by a fixed margin. However, directly using this loss function can result in learning feature with limited discrimination because a large proportion of easy triplets will dominate the training process. To address this issue, various methods for selecting informative triplets have been developed [79], [80]. These methods aim to find semi-hard triplets and have been shown to improve the discriminative ability of re-identification models. Some methods also use a point-to-set similarity strategy to enhance robustness against outlier samples [81]. Additionally, a quadruplet deep network [82] has been proposed, which uses margin-based online hard negative mining to optimize the quadruplet relationship between an anchor, one positive, and two negative samples. The quadruplet loss has been shown to improve both intra-class and inter-class variation. The combination of triplet loss and identity loss (as shown in Figure 3), is a popular solution for training deep re-identification models.

**Ranking Optimization.** Ranking optimization is an important post-processing technique used to improve retrieval performance. This entails taking an initial ranked gallery and optimizing the ranking order, either through automatic gallery-to-gallery similarity mining [83] or human-in-the-loop labeling [84]. Re-ranking aims to use gallery-to-gallery similarity to improve the initial ranking list using easy matches in the gallery to expand the query set to find harder matches in the gallery. The widely-used k-reciprocal re-ranking method [85] mines contextual information to do this. Other methods, such as [86] take a geometric structure-based approach. Local blurring re-ranking [87] uses a clustering structure to improve neighborhood similarity measurement.
IV. GAIT ANALYSIS

In this section, we discuss the problem setup and datasets use for gait analysis, as well as representative methods.

Problem Setup. Gait analysis for person identification is concerned with recognizing individuals from their gait. It was pioneered by the medical community and has been adopted as a form of soft biometrics. Importantly, gait analysis can be performed at a distance [88]. However, it is not as effective as person re-identification or face verification. Gait recognition can be divided into two categories: model-based and model-free. Model-free methods tend to be simpler, more efficient and more commonly used compared to model-based methods.

Evaluation Metrics. Gait recognition evaluation follows many of the same metrics as face verification, including true acceptance rate, false acceptance rate and equal error rate.

Datasets. Many datasets have been introduced to facilitate work in gait analysis. The largest dataset of the SOTON [89] database contains 115 subjects and over 2000 sequences from indoor and outdoor conditions and includes both silhouette and RGB images. The USF HumanID [90] database contains 122 subjects and nearly 2,000 outdoor RGB sequences, including examples with significant occlusion (e.g., individuals carrying briefcases). CASIA [91] is the most popular gait recognition database, containing five datasets with RGB, infrared, and silhouette information in both indoor and outdoor settings. The largest OU-ISIR dataset annotates over 63k subjects. The TUM-GAID dataset [93] includes 300 subjects walking indoors, including examples of individuals carrying backpacks, and provides RGB, depth and audio information. OU-MVLP [94] is a large database including 10,000 subjects and over 250,000 sequences. BRIAR [95] is a recently introduced dataset with 350,000 still images and over 1,300 hours of video footage of approximately 1,000 subjects.

Gait Representations. Gait frames are often represented through silhouette images and skeletal representations. Silhouettes are binary images typically created by background subtraction, but can also be created using DCNN based human segmentation models [69]. Silhouettes are more affected than skeletal models by changes in clothing and camera angle. Skeletal models require accurate DCNNs for real-world identification. Until recently, pose estimation methods were not accurate enough to reliably generate skeletal models. Recent works have started to use skeletal information instead of silhouettes. Skeletal modeling provide more reliable features than silhouettes, because skeletal representations should always be the same regardless of an individual’s clothing and should be less affected by factors such as viewing angle.

In addition to single-frame representations, gait can also be represented by multi-frame sequences. There are three main types of temporal representations used in gait recognition. The most common are Gait Energy Images (GEIs), which are aggregates of silhouette frames summed into a single image (see Figure 4). The second type are convolution templates, in which each image in a sequence is processed through a convolution and pooling layer, then aggregated into a template. The last representation is sequence volumes, which are simply stacks of the gait images into a single multi-channel input image for a neural network. Sequence volumes have been growing in popularity over traditional methods.

Model-Based Approaches. Model-based methods use a deformable model of the human body or motion to make inferences. This increases the computational complexity of the problem and generally requires higher-quality imaging. However, because the body is modeled by a 2D skeleton or 3D mesh, these methods are often more accurate when dealing with occlusions. A recent example of model-based pose estimation is PoseGait [96] which extracts deep features directly from a 3D pose estimate. ModelGait [97] proposes an end-to-end system that estimates pose using a CNN which is then used to predict identity. MvModelGait [98] extends ModelGait by incorporating multi-view information during training while supporting single-view at test time. Finally, [99] presents a graph convolutional network approach that encodes sequences of poses into a single identity descriptor.

Model-Free Approaches. Model-free or appearance-based methods only use image information to make inferences on sequences. These methods work well with low-quality imaging but can struggle with occlusions. Some recent methods include multi-scale temporal 3D CNNs [100], [101], which are among the highest-performing. [102] uses a temporal attention mechanism to produce discriminative cross-view representations. GaitGL [103] presents a strong deep learning based approach that uses deep learning to permit discriminative features at both the global and local scale. Results using GaitGL on the recently introduced BRIAR dataset are presented in [104].

V. CONCLUSION

In this paper, we provide an overview of person recognition methods, specifically, person re-identification, face verification, and gait analysis for real-world conditions. We find that current methods for person recognition suffer from data bias, which can be caused by training dataset factors such as skin tone, pose, occlusions, distance, and lighting conditions. For example, models trained for frontal face verification may not perform well when presented with profile faces, and models trained to recognize people indoors may not adapt well to outdoor scenes. Domain adaptation is a promising area of future research, but the adaptation methods used for person recognition tasks must faithfully preserve identity information.
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