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Abstract

We present an improved Bayesian framework for performing inference of affine transformations of constrained functions. We focus on quadrature with nonnegative functions, a common task in Bayesian inference. We consider constraints on the range of the function of interest, such as nonnegativity or boundedness. Although our framework is general, we derive explicit approximation schemes for these constraints, and argue for the use of a log transformation for functions with high dynamic range such as likelihood surfaces. We propose a novel method for optimizing hyperparameters in this framework: we optimize the marginal likelihood in the original space, as opposed to in the transformed space. The result is a model that better explains the actual data. Experiments on synthetic and real-world data demonstrate our framework achieves superior estimates using less wall-clock time than existing Bayesian quadrature procedures.

1 Introduction

Integrals over model (hyper)parameters are frequently encountered in Bayesian inference. Model selection, for example, is a fundamental concern in the course of scientific inquiry: which of several candidate models best explains an observed dataset \( \mathcal{D} \)? The Bayesian approach requires the computation of model evidence, an integral of the form \( Z = \int f(\mathcal{D} \mid \theta) \pi(\theta) \, d\theta \) where \( \theta \) is a vector of model parameters, \( f(\mathcal{D} \mid \theta) \) is a likelihood, and \( \pi(\theta) \) is a prior. Computing a marginal predictive distribution similarly requires integrating a predictive density \( p(y \mid x, \mathcal{D}, \theta) \) against a posterior distribution \( p(\theta \mid \mathcal{D}) \). Note that the integrand in both these scenarios is known a priori to be nonnegative, as it is the product of probability densities. Unfortunately, these integrals are often computationally intractable and thus must be approximated.

Numerous common techniques to estimate such integrals rely on Monte Carlo estimators \([18, 20, 27]\). These methods are agnostic to prior information about the integrand, such as nonnegativity, and also converge slowly in terms of the number of required samples, rendering them ill-suited for settings where the integrand is expensive to evaluate. One alternative is Bayesian quadrature (BQ) \([4, 17, 21, 23]\), which relies on a probabilistic belief on the integrand that can be conditioned on observations to derive a posterior belief about the value of the integral or any other affine transformation. The theoretical properties of kernel quadrature methods (including BQ) have been studied at length: these methods can achieve faster convergence rates than Monte Carlo estimators \([1, 2, 15]\), even when the underlying model is misspecified \([13, 14]\), a commonly-cited pitfall of kernel-based methods.

Recent work by Gunter et al. \([9]\) and Osborne et al. \([22]\) have improved the speed and accuracy of classical BQ methods such as Bayesian Monte Carlo (BMC) \([23]\) for estimating integrals of nonnegative functions. These two methods reason about the square root and the log of the integrand, respectively, instead of the integrand itself. By “undoing” these transformations, we may softly incorporate the nonnegativity constraint. Although previous work \([9, 22]\) has demonstrated that suitably modified BQ can outperform Monte Carlo methods and BMC for estimating integrals of nonnegative functions, a general framework for quadrature with the use of transformations has never been offered.

Our contribution is to define a Bayesian framework for a wide variety of inference tasks, including quadrature, involving a broader class of constrained functions. We provide complete details of this framework for two important classes of constrained functions: nonnegative functions and functions bounded on an interval. Common examples arising in machine learning include likelihoods and classification (e.g., validation) error. We then apply our framework to quadrature, where we address some shortcomings of previous work. Specifically, our approach can make effective use of a log transform to efficiently estimate integrals involving extreme dynamic range. This is in contrast to the method in \([9]\), which cannot handle such dynamic range, and to
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[22], which relied on a series of abstruse and inefficient approximations. Finally, we develop a novel training procedure whereby hyperparameters are fit by maximizing the marginal likelihood of true observations of the integrand. All previous related work instead fit hyperparameters by maximizing the marginal likelihood of transformed observations. We demonstrate this can lead to undesirable behavior and that our procedure yields a better-behaved model, even if adopted into previous procedures such as [9]. We conduct experiments with real-world data showing that our proposed framework and novel hyperparameter optimization method outperforms previous BQ algorithms.

2 Bayesian Quadrature

Let \( Z = \int f(x) \pi(x) \, dx \) be an intractable integral[1]. Bayesian quadrature operates by placing a Gaussian process (GP) prior on the function \( f \), \( p(f) = GP(\mu, \Sigma) \) [22]. GPs are probability distributions over functions, where the joint distribution of any finite number of function values is multivariate normal; this belief is parameterized by a mean function \( \mu(x) \) and a covariance function \( \Sigma(x, x') \). Given a set of observations at locations \( x = \{x_1, \ldots, x_n\} \) with corresponding function values \( f = f(x) \), the GP prior can be conditioned on these observations to arrive at a posterior GP with mean \( \mu_D(x) = \mu(x) + \Sigma(x, x)\Sigma(x, x)^{-1}(f - \mu(x)) \) and covariance \( \Sigma_D(x, x') = \Sigma(x, x') - \Sigma(x, x)\Sigma(x, x)^{-1}\Sigma(x, x') \).

Given a GP belief on a function, we may derive a belief over integrals against that function using the fact that GPs are closed under linear transformations such as integration [22]. Specifically, if \( p(f) = GP(\mu, \Sigma) \), then our integral of interest \( Z = \int f(x) \pi(x) \, dx \) is normal:

\[
p(Z) = \mathcal{N}(\int \mu(x) \pi(x) \, dx, \int \Sigma(x, x') \pi(x) \pi(x') \, dx \, dx'). \tag{1}
\]

Warped sequential active Bayesian integration (WSABI) [9] builds off BQ to incorporate nonnegativity information about an integrand \( f \) with a warped GP [28]. Specifically, WSABI places a GP prior on \( g(x) = \sqrt{f(x) - \alpha} \), for some small positive constant \( \alpha \). This prior is then conditioned on observations to arrive at a posterior, like BQ. Warped GPs have been previously used for a variety of machine learning tasks [22] [32]. However, when applied to quadrature, warped GPs lack the key property of closure under linear transformations. In particular, the marginal predictive distribution of an arbitrary function value \( f(x) \) is no longer Gaussian but instead depends on the choice of warping function; in the case of WSABI, these marginals are non-central \( \chi^2 \) distributions, which are inconvenient for quadrature. WSABI approximates the posterior belief about \( f \) as a GP using one of two proposed approximation schemes: linearization, which uses a first-order Taylor expansion around the posterior mean of the GP on \( g(x) \), and moment matching, which calculates the mean and covariance of the true posterior distribution on \( f \) and adopts a GP matching these moments [9]. Either approximation gives a GP belief about \( f \) approximately incorporating the nonnegativity constraint, and we may use standard results such as (16) to reason about integrals, etc. Below we will describe a general procedure following these ideas, then describe how to improve upon the procedure in numerous ways in practice.

3 Inference on Constrained Functions

We propose a framework for inferring affine functionals of functions with contraints on their range. Let \( f : \mathcal{X} \to \mathcal{Y} \subset \mathbb{R} \) be a function of interest with range constrained to a subset \( \mathcal{Y} \) of the real line; for example, a nonnegative function would have \( \mathcal{Y} = (0, \infty) \), and a function bounded on an interval would have \( \mathcal{Y} = (a, b) \).

Let \( Z = L[f] \) be an affine functional of \( f \) we wish to infer.

1. Determine an invertible warping \( \xi \) mapping \( \mathbb{R} \) onto \( \mathcal{Y} \), the domain of \( f \). Define an unconstrained function \( g : \mathcal{X} \to \mathbb{R} \) by \( g(x) = \xi^{-1}(f(x)) \) and place a GP prior on \( g \), \( p(g) = GP(\mu, \Sigma) \).

2. Observe \( g \) at locations chosen by an appropriate sampling policy, yielding data \( \mathcal{D} = \{x, g(x)\} \).

3. Derive a posterior belief on the transformed function, \( p(g | \mathcal{D}) = GP(\mu_{\mathcal{D}}, \Sigma_{\mathcal{D}}) \).

4. Calculate the posterior mean \( m_{\mathcal{D}} \) and covariance \( K_{\mathcal{D}} \) functions of the induced posterior belief on \( f \). If needed, these can be approximated as polynomials in the posterior moments of \( g \); see below for details. Approximate the belief on \( f \) by a moment-matched GP: \( p(f | \mathcal{D}) \approx GP(m_{\mathcal{D}}, K_{\mathcal{D}}) \).

5. Derive a posterior belief about \( Z \) (e.g., (16)):

\[
p(Z | \mathcal{D}) = \mathcal{N}(L[m_{\mathcal{D}}], L^2[K_{\mathcal{D}}]) \tag{2}
\]

where \( L^2[K] = L[L[K(x, \cdot)]] = L[L[K(\cdot, x)]] \) (see (16) for an example).

In short, we maintain a GP belief on a warped version of \( f \) that removes the constraint. We then approximate a GP belief on \( f \) given data via moment matching, after which we can easily reason about affine functionals. Particular instances of this framework have appeared in the literature; for example, WSABI (specifically the \( \pm \)M variant [9]) implements this framework using the...
square root transform to infer integrals of nonnegative functions. However, we will discuss the framework in greater generality and provide practical advice.

The above framework is agnostic to several design choices. First, we do not specify the warping function \( \xi \) in step (1). WSABI, for example, relies intimately on the square root map. This induces nonnegativity, but we will demonstrate that it does not yield useful models for functions with high dynamic range. We will provide details to work with a wide range of warping functions, including polynomials, log transformations, and sigmoidal transformation such as the probit.

Further, we do not specify how exactly the posterior belief in the transformed space \( p(g \mid D) \) is derived in step (3), in particular how any associated hyperparameters are fit. We will discuss this issue in detail later and provide a novel approach.

Finally, we make no assumptions about the mechanism for choosing observation locations \( x \) in step (2). These could be sampled proportional to some distribution, à la Monte Carlo, or chosen via information-theoretic principles or some other scheme. If no warping function is used, as in BMC, then the optimal set of locations in terms of minimizing the posterior variance/entropy of our belief about \( Z \) can be precomputed, as the posterior covariance of a GP does not depend on the observed values \([19]\). However, in the scheme outlined above, the approximate posterior covariance of \( f, K_D \), does depend on the observed values, as it a function of the mean belief in the transformed space, \( \mu_D \); see below for details. Thus, to make use of policies that maximize information gain in this setting, observation locations must be selected sequentially. In WSABI, samples are chosen by greedily maximizing information gain about the integrand, selecting each point to maximize the posterior variance: \( x^* = \arg \max_x K_D(x, x) \). Osborne et al. \([22]\) chose samples so as to maximize the expected information gain about an integral \( Z \) directly. Both are compatible with our proposed framework.

### 3.1 Transform selection, moment matching

We briefly pause to discuss the moment-matching step in step (4) of our procedure. Several useful general-purpose transformations admit closed-form expressions for the posterior mean and covariance on \( f \) given a GP belief about \( g = \xi^{-1}(f) \), \( p(g) = GP(\mu, \Sigma) \). We provide a summary for several notable examples in Table 1. Details can be found in the supplemental material.

For a nonnegative function taking values on \( \mathcal{Y} = (0, \infty) \), we may use the square root transform \( \xi^{-1} = \sqrt{f} \) or the log transform \( \xi^{-1} = \log f \). Choosing an appropriate transform for a given scenario will require consideration of the data. For example, when the data has extreme dynamic range, as is often the case for likelihood surfaces, a log transformation may be desired. Figure 1 shows an example log likelihood surface for a real-world astronomical model we will consider in our experiments \([7]\). Note that computing a model evidence requires integrating the likelihood surface, not the log likelihood. The dynamic range of the likelihood is on the rough order of \( 10^{10000} \), and no off-the-shelf GP could reasonably model this function. The square root of the likelihood, as would be used in WSABI, reduces the dynamic range to an equally unmanageable \( 10^{5000} \). The log transformation, however, produces a well-behaved surface that could be reasonably modeled with a GP.

To model a bounded function taking values on the interval \((0, 1)\), we could use a probit transform \( \xi = \Phi(f) \); closed-form moments for the induced belief on \( f \) are also provided. The covariance requires the bivariate Gaussian CDF, which can be estimated efficiently with high precision \([8]\). By shifting and scaling appropriately, we can model a function taking values on any interval of the form \((-\infty, a), (a, b)\), or \((b, \infty)\).

For an arbitrary polynomial warping \( \xi = a_n f^n + a_{n-1} f^{n-1} \cdots + a_0 \), an extension of Isserlis’ theorem guarantees that the moments of \( f \) will be polynomials in \( \mu \) and \( \Sigma \) (of degree \( n \) for the mean and \( 2n \) for the covariance), and a simple algorithm can generate these moments on demand \([9]\). This will be useful shortly.

We show a brief demonstration of fitting the bounded
function \( f(x) = 0.95 \exp(-2x^2) \) (scaled to avoid the value of exactly 1 at 0) using a log and probit transformation in Figure 2. The model fit to data directly and unaware of the transformation produces considerable predictive mass on invalid values. The exact posteriors for the log and probit transformations both absolutely respect their respective constraints. The moment-matched GPs are excellent approximations.

3.2 Hyperparameter optimization

When GPs are used for inference, an important consideration is how to set the associated hyperparameters. One commonly used method is to optimize the marginal likelihood of the observed data using gradient-based methods as the gradient of the marginal likelihood w.r.t. hyperparameters is readily available for this model class. The motivation for fitting hyperparameters by maximizing the marginal likelihood is to explain the observed data as well as possible. However, when performing inference using the above framework, the goal is not to have the best possible explanation of the transformed data, but rather to have an accurate belief about the data as well as possible. However, when performing inference using the above framework, the goal is not to have the best possible explanation of the transformed data, but rather to have an accurate belief about the original, untransformed data. Previous related approaches (e.g., [9, 22]) have ignored this fact and fit the hyperparameters of the warped GP in the warped space. We will show this can lead to poor behavior.

We propose setting hyperparameters by maximizing the marginal likelihood of the untransformed data using the (approximate) posterior belief on \( f \); we will refer to optimizing the hyperparameters in this manner as “fitting in \( f \)-space” as opposed to “fitting in \( g \)-space.”

Formally, if \( p(g) = \mathcal{GP}(\mu(\theta), \Sigma(\theta)) \) (where dependence on hyperparameters \( \theta \) has been written explicitly), our framework approximates \( p(f) \) with \( p(f) \approx \mathcal{GP}(m(\theta), \Sigma(\theta)), K(\mu(\theta), \Sigma(\theta)) \). The exact relationship between \( \theta \) and the mean/covariance of \( f \) depends on the transformation \( \xi \). For many natural choices, the partial derivatives \( \partial m/\partial \mu, \partial m/\partial \Sigma, \partial K/\partial \mu \) and \( \partial K/\partial \Sigma \) will be available. Thus, we can evaluate the partial derivative of \( f \) w.r.t. to \( \theta \) and use the same gradient-based methods used to fit hyperparameters in \( g \)-space to fit hyperparameters in \( f \)-space; for the transformations found in Table 5 the relevant partial derivatives can be found in the supplementary material.

Figure 3 shows the impact of fitting the hyperparameters in \( f \)-space as opposed to fitting in \( g \)-space using our toy function \( f(x) = \exp(-2x^2) \). The hyperparameters learned in \( f \)-space result in a model that fits the \( f \)-space data well but do a poor job explaining the data in \( g \)-space; the learned mean is much higher than the mean of the transformed data and the learned output scale is very small, leading to unreasonably little uncertainty in the model. However, these learned hyperparameters make sense in the context of the \( f \)-space data, where most of the observations are effectively zero and the maximum observed value is slightly less than one. Conversely, the hyperparameters learned in \( g \)-space fit the \( g \)-space data very cleanly, with a well-scaled uncertainty. However, this translates to a poorly-behaved
model in $f$-space; the region from $[-2, -0]$ has what appears to be a very reasonable variance in $g$-space, but this corresponds to a massive variance in $f$-space that strongly defies the nonnegativity constraint.

We offer two practical notes about fitting in $f$-space in the case of a log transform learned through our experiments. First, we suggest shifting the $g$-space data so that the maximum observed value is exactly zero, as this places the observations into a regime where the inverse transformation is well-behaved. We are free to make such a shift as doing so simply scales the $f$-space data by a constant. Second, initializing the hyperparameter optimization procedure must be done carefully when fitting in $f$-space. If one is using a constant mean, we recommend avoiding naïvely initializing the prior mean to be the mean of the transformed data. Instead, we initialized the mean to one of $-1$, $-2$, $-5$, and $-10$ and initialized the output scale of the covariance function to the mean initialization divided by $-2$. We believe this set of initializations to be sufficient after shifting the data because the relevant portions of the $f$-space data should be well-described by a hyperparameter setting reachable from these initializations. Lower means may result in undesirable behavior, as the corresponding output scales would need to be large to explain the shifted observation at zero.

### 3.3 Approximating the posterior on $Z$

For some combinations of linear functionals and warping functions, the posterior belief on $Z$ may be intractable, i.e., either $L[m]$ or $L^2[K]$ cannot be expressed in closed form. This is the case for quadrature with the log transformation and most common choices of covariance function, including the Matérn and squared exponential kernels, as the posterior belief contains a term of the form $\int \exp \exp x \, dx$.

Various approximation techniques can be used to estimate these intractable quantities. Osborne et al. provide a somewhat unsatisfying approach as it leads to infinite regress. Briol et al. provide a theoretical justification for the use of Monte Carlo based methods when estimating intractable posterior means. We propose an alternative approximation scheme that makes use of a Taylor series expansion to approximate the $f$-space moments $m(x)$ and $K(x, x')$. The exact nature of the Taylor series will depend on the warping function $\xi$; for $\xi = \exp f$, the following approximations follow from the expressions in Table 4.

$$m(x) \approx 1 + \mu(x) + \frac{1}{2} \Sigma(x, x)$$

$$+ \left( \mu(x) + \frac{1}{2} \Sigma(x, x) \right)^2 / 2 + \ldots$$

$$K(x, x') \approx 1 + \Sigma(x, x') + \frac{1}{2} \Sigma(x, x')^2$$

$$+ \Sigma(x, x') \left( \mu(x') + \frac{1}{2} \Sigma(x', x') \right)$$

$$+ \mu(x) + \frac{1}{2} \Sigma(x, x)$$

Given these approximations, the posterior mean and variance for quadrature are tractable for certain covariance functions, including the squared exponential kernel. Indeed, for reasonably well-behaved warpings $\xi$, the associated approximations will be polynomial functions of $\mu$ and $\Sigma$, and thus tractable for integrating against standard covariance functions. This last result follows directly from Isserlis’ theorem (see §3.1).

Unfortunately, computing this approximation is expensive for higher-order terms: computing the $d$th order term in either Taylor series after making $n$ function evaluations takes $\Theta(n^2 d)$ time. However, empirical results show that for the log transform employed here, even first-order approximations perform well due to our hyperparameter treatment: shifting the data appropriately places the data in the range $(-\infty, 0)$, where the inverse (exp) transformation is roughly linear.

### 4 Experiments

We perform experiments in a variety of settings to evaluate our proposed framework and demonstrate the importance of our proposed improvements. We begin
by exploring the effect of fitting in \( f \)-space using different transformations on a simple regression task. Then we apply our framework to quadrature of nonnegative integrands using a moment-matched log transformation (MMLT). We compare these results against WSABI and BMC as well as Monte Carlo methods. If not otherwise specified, all GP priors were chosen to have constant mean and Matérn covariance with \( \nu = \frac{3}{2} \), all sample locations were selected iteratively using uncertainty sampling in \( f \)-space \cite{6}, all hyperparameters were fit in \( f \)-space when applicable, and all intractable posteriors were estimated using quasi-Monte Carlo \cite{3}.

### 4.1 Hyperparameter tuning

To assess the impact of modeling constrained functions using transformations, we consider three regression tasks using the standard benchmarks of the HPOLib package \cite{2}: online LDA, SVM, and logistic regression (LR). For each benchmark, Eggensperger et al. \cite{3} provide a list of hyperparameter settings for the eponymous machine learning algorithm along with the associated observations of some relevant, machine learning quantity: for the online LDA benchmark, the observed values are per-word perplexities (which are nonnegative), whereas for the SVM and LR benchmarks the observed values are prediction error rates (which are bounded between 0 and 1). The online LDA, SVM, and LR datasets contain 289, 1400, and 9680 observations, respectively.

For each benchmark, we ran the following experiment 100 times: we randomly select some percentage of the dataset to be a training set (20% for online LDA, 5% for the other two) and designate the remaining observations to be a test set. We fit a moment-matched GP to the training set using both the log and square root transformations for online LDA and a probit transformation for both SVM and LR. We compare our framework against a standard, constraint-unaware GP and a moment-matched GP where the hyperparameters were fit in \( g \)-space as opposed to in \( f \)-space. We consider two metrics: the root mean squared error (RMSE) on the test set and the mean predictive log likelihood (MLL) of observations in the test set, \( \operatorname{E}[\log p(f(x) \mid x, D)] \).

The results are shown in Table 2. We can extract a few trends. Using a transformation that respects the \textit{a priori} knowledge about the target function leads to an improvement in accuracy; for the online LDA benchmark, the difference between the RMSE of the constraint-agnostic GP and the RMSEs of all methods using a transformation is significant at the 1% significance level according to a one-sided paired \( t \)-test. In general, our proposed hyperparameter optimization methodology does not lead to a significant difference in the RMSE. All methods tend to learn similar predictive means in \( f \)-space for these datasets, which do not reflect extreme behavior. The impact of our proposed methodology can be seen in the mean predictive log likelihoods, however. In terms of this metric, fitting in \( f \)-space is preferable to fitting in \( g \)-space for both transforms as it leads to better-scaled uncertainties.

The gains of fitting in \( f \)-space are reduced when using the probit transformation on these particular benchmarks because the dynamic range is not very large: observations of the per-word perplexity in the LDA benchmark range from roughly 1000 to 5000, whereas observations of the error rates for the SVM and LR benchmarks only range from 0.24 to 0.50 and from 0.07 to 0.91, respectively. Although the range of observations for the LR benchmark may seem large, this translates to observations between \(-1.5\) and \(1.5\) in the transformed space.

To showcase the power of the probit transformation with more-extreme data, we ran the following in-model (IM) experiment 100 times. We randomly sampled a draw from a two-dimensional GP prior, which we then pushed through the inverse-probit transformation to generate a function bounded between 0 and 1. The output scale and length scales of the GP were set such that samples range roughly from \(-5\) to \(5\) over the domain. We then sampled 200 points from the draw, fit a moment-matched GP using the probit transform (in both \( f \)-space and \( g \)-space) to 20% of the points, and predicted the values of the remaining 80%. The results are shown in Table 2. All differences in performance are significant at the 1% significance level according to one-sided paired \( t \)-tests. As the results indicate, in this setting, it becomes important to fit hyperparameters in \( f \)-space rather than in \( g \)-space to achieve reasonably scaled uncertainties.

| dataset | transform | RMSE | MLL |
|---------|-----------|------|-----|
| LDA     | none      | 153  | \(-1.0 \times 10^{10}\) |
|         | square root (\(g\)-space) | 142  | \(-2.1 \times 10^{6}\) |
|         | square root (\(f\)-space) | 142  | \(-6.1 \times 10^{5}\) |
|         | log (\(g\)-space) | 134  | \(-4.1 \times 10^{6}\) |
|         | log (\(f\)-space) | 133  | \(-4.8 \times 10^{5}\) |
| SVM     | none      | 0.015| 2.83 |
|         | probit (\(g\)-space) | 0.015| 2.82 |
|         | probit (\(f\)-space) | 0.015| 2.91 |
| LR      | none      | 0.036| 1.98 |
|         | probit (\(g\)-space) | 0.036| 2.06 |
|         | probit (\(f\)-space) | 0.035| 2.07 |
| IM      | none      | 0.281| \(-0.110\) |
|         | probit (\(g\)-space) | 0.266| \(-0.324\) |
|         | probit (\(f\)-space) | 0.256| 0.319 |
4.2 Detecting DLAs via model selection

We consider a real-world quadrature application of our framework, a model selection problem from astrophysics. We wish to infer whether a damped Lyman-α absorber (DLA) exists along the line of sight between a quasar and earth given spectrographic observations. DLAs are large gaseous clouds containing neutral hydrogen at high densities. Their location and size can be inferred from observations of quasar spectra as they cause distinctive dips in the observed flux at well-defined wavelengths. The distribution of DLAs throughout the universe is important as it provides insight into models of galaxy formation. Garnett et al. [7] developed a model that specifies the likelihood that a given emission spectrum contains a putative DLA. The model is parameterized by two physical features of a candidate DLA: its column density, which roughly corresponds to its size, and its redshift, which roughly corresponds to its distance from earth. Garnett et al. [7] also specified a data-driven prior distribution over these two parameters, which must be integrated against to calculate the model evidence and derive a posterior distribution of DLA presence. The model evidence of this DLA model is an (intractable) integral of the likelihood over the domain of these two model parameters. Here we will consider computing the model evidence of 2000 spectra gathered from phase III of the Sloan Digital Sky Survey (SDSS-III) [6]. For a complete description of the problem, data, and model, see [7].

A sample log-likelihood surface for this model corresponding to a particular quasar spectrum is shown in Figure 1. These functions are highly multimodal and have a massive dynamic range. These features make computing the model evidence a difficult task for alternative methods such as BMC and WSABI. One convenient feature of this experimental setting is that the dimensionality of the intractable integral can be scaled up to any even number simply by calculating the model evidence for the existence of \( n \) DLAs, resulting in a \( 2n \)-dimensional integral [7].

We conducted an experiment comparing the accuracy of BQ methods for estimating model evidence in this setting, including BMC, WSABI, and MMLT. We considered the latter two fitting both in \( f \)-space and in \( g \)-space. We also compared with sequential Monte Carlo (SMC and quasi-Monte Carlo (QMC) estimation. We estimate model evidences for a single DLA and three DLAs in 2000 quasar spectra, entailing two- and six-dimensional integrals, respectively. Each method was allotted 5 seconds of wall-clock time for estimating the two-dimensional integrals and 60 seconds for the six-dimensional integrals. Monte Carlo methods drew or constructed samples from the prior specified by Garnett et al. [7].

![Figure 1](image)

Figure 1 shows the median absolute error over time of each method, using exhaustive QMC sampling as ground truth. MMLT outperforms all other methods except QMC; note that QMC is not necessarily well-suited for model-selection when it is not possible to construct an appropriate low-discrepancy sequence, but we use it to provide a gold-standard baseline. The difference in absolute errors at termination between MMLT and the other BQ methods is significant for the six-dimensional integrals at a 1% significance level according to a one-sided paired \( t \)-test.

Table 3: Mean \( \log p(Z^* | D) \) at termination.

| transform          | 2d | 6d |
|--------------------|----|----|
| none (BMC)         | -0.79 | 1.93 |
| square root (WSABI) (\( g \)-space) | 3.67 | 3.40 |
| square root (WSABI) (\( f \)-space) | 3.89 | 3.43 |
| log (MMLT) (\( g \)-space) | -266 | -505 |
| log (MMLT) (\( f \)-space) | 10.3 | 7.57 |

Table 4: Median fractional errors of Taylor series approximations.

| dimension | first-order | second-order |
|-----------|-------------|--------------|
|           | se | Matérn   | se | Matérn   |
| 2         | 0.0155  | 0.0036 | 0.0436  | 0.0149  |
| 6         | 0.0015  | 0.0017 | 0.0012  | 0.0014  |

Figure 4 shows the median absolute error over time of each method, using exhaustive QMC sampling as ground truth. MMLT outperforms all other methods except QMC; note that QMC is not necessarily well-suited for model-selection when it is not possible to construct an appropriate low-discrepancy sequence, but we use it to provide a gold-standard baseline. The difference in absolute errors at termination between MMLT and the other BQ methods is significant for the six-dimensional integrals at a 1% significance level according to a one-sided paired \( t \)-test.
can be reaped. Nonetheless, fitting hyperparameters in $f$-space in general will not decrease performance and can result in significant gains. Further experiments justifying fitting hyperparameters in $f$-space can be found in the supplementary material.

### 4.2.1 Taylor series accuracy

We also analyzed the ability of a Taylor series to approximate the intractable posterior mean that arises in MMLT for quadrature. Table 4 shows the accuracy of different Taylor series approximations when compared with an exhaustive QMC approximation. Using both a squared exponential kernel with automatic relevance determination and a factorized Matérn kernel with $\nu = 3/2$, we ran MMLT for 100 iterations to estimate 2000 two-dimensional DLA model evidences and for 200 iterations to estimate 500 six-dimensional model evidences. We estimated the posterior mean of MMLT’s belief of the model evidence using first- and second-order Taylor series expansions and measured the fractional error of our resulting estimate.

The Taylor series estimates approximate the QMC estimate well, particularly when using the factorized Matérn kernel. Note that the fractional errors for the six-dimensional integrals are lower across the board than the two-dimensional fractional errors, indicating that the Taylor series approximations are relatively closer in value to the QMC estimates of the posterior means for these integrals. We hypothesize this to be a result of dimensionality: the samples cover a smaller percentage of the total volume, and the unsampled regions under the posterior belief are well represented by a low-order approximation. Furthermore, observe that a first-order approximation appears to be sufficient for estimating this quantity to high accuracy, despite the fact that the posterior mean is of the highly nonlinear form $\exp f$. This is a convenient byproduct of subtracting the maximum observed value from all observations, which was done to reduce numerical instability. Doing so loosely bounds the posterior mean below zero, a region where the warping function is well behaved.

### 5 Conclusion

We have presented a general Bayesian framework for performing inference about affine transformations of constrained functions. We developed a novel procedure for optimizing the hyperparameters associated with our method whereby the hyperparameters are set to maximize the marginal likelihood of the true data as opposed to the transformed data. Although maximizing the marginal likelihood of the transformed data may seem intuitive, we show that doing so can lead to undesirable behavior, particularly if the target function has a wide dynamic range. We then applied our proposed framework to perform regression on bounded functions and both regression and quadrature on nonnegative functions. As a part of the quadrature task, we developed a novel approximation scheme for estimating the intractable posterior belief using a Taylor series expansion. This novel $\text{bq}$ algorithm outperforms previously proposed algorithms on synthetic and real-world data, both in terms of accuracy and speed of convergence.

In future work, we hope to explore bespoke sampling mechanisms tailored towards the inference task. Also, we hope to augment this framework to be able to incorporate the observation of not just function values but other linear functionals of the target function, e.g. gradients. The effect of incorporating gradient observations has been studied in other inference tasks such as Bayesian optimization but, to the best of our knowledge, the impact of including the integrand’s gradient in Bayesian quadrature has never been explored.
6 Derivation of Moments

This section provides the derivation of the first and second raw moments for the log and probit transforms, as shown in Table 5 and the relevant partial derivatives, which are required to use gradient based methods to optimize the GP hyperparameters in f-space as described in the main text.

6.1 Log transform moments

Let \( y = \{y_1, \ldots, y_n\} \) be a multivariate Gaussian random variable with mean vector \( \mu \) and covariance matrix \( \Sigma \) and let \( x = \exp(y) \). Then \( x \) follows a multivariate log-normal distribution \([10, 16, 29]\), a well-studied distribution whose first and second raw moments are given by

\[
\begin{align*}
E[x_i] &= \exp \left( \mu_i + \frac{\Sigma_{ii}}{2} \right) \quad (5) \\
E[x_i^2] &= \exp \left( 2\mu_i + 2\Sigma_{ii} \right) \quad (6) \\
E[x_i x_j] &= \exp \left( \mu_i + \mu_j + \frac{1}{2}(\Sigma_{ii} + \Sigma_{jj}) + \Sigma_{ij} \right) \quad (7)
\end{align*}
\]

where \( x_i \) is the \( i \)th element of the vector \( x \), \( \mu_i \) is the mean of the \( i \)th element of \( y \) and \( \Sigma_{ij} \) is the covariance between \( y_i \) and \( y_j \). The derivation of these moments is omitted as they are well established in the literature and not very interesting (they follow from a simple substitution and then completing the square within the exponent).

In order to fit hyperparameters in f-space as described in the main text, we maximize the likelihood of some observed training dataset (or equivalently, minimize the negative log-likelihood w.r.t. the hyperparameters of the GP prior on the g-space belief. Making use of equation 5.8 from Rasmussen and Williams [24], it follows that the relevant quantities are \( \partial E[x_i]/\partial \theta \) and \( \partial E[x_i x_j]/\partial \theta \) where \( \theta \) is some hyperparameter of either the mean or covariance function of the GP prior. Because the partial derivatives \( \partial E[x_i]/\partial \theta \) and \( \partial E[x_i x_j]/\partial \theta \) depend on the choice of mean and covariance function, we instead present the partial derivatives of the moments w.r.t. the means and covariances/variances. These partial derivatives can be used in conjunction with \( \partial E[x_i]/\partial \theta \) and \( \partial E[x_i x_j]/\partial \theta \) to compute the gradient of the negative log-likelihood w.r.t. the g-space GP hyperparameters.

The relevant partial derivatives for the log transform are trivial to compute:

\[
\begin{align*}
\frac{\partial E[x_i]}{\partial \mu_i} &= \exp \left( \mu_i + \frac{\Sigma_{ii}}{2} \right) \quad (8) \\
\frac{\partial E[x_i]}{\partial \Sigma_{ii}} &= \frac{1}{2} \exp \left( \mu_i + \frac{\Sigma_{ii}}{2} \right) \quad (9) \\
\frac{\partial E[x_i^2]}{\partial \mu_i} &= 2 \exp \left( 2\mu_i + 2\Sigma_{ii} \right) \quad (10) \\
\frac{\partial E[x_i^2]}{\partial \Sigma_{ii}} &= 2 \exp \left( 2\mu_i + 2\Sigma_{ii} \right) \quad (11) \\
\frac{\partial E[x_i x_j]}{\partial \mu_i} &= \exp \left( \mu_i + \mu_j + \frac{1}{2}(\Sigma_{ii} + \Sigma_{jj}) + \Sigma_{ij} \right) \quad (12) \\
\frac{\partial E[x_i x_j]}{\partial \Sigma_{ii}} &= \frac{1}{2} \exp \left( \mu_i + \mu_j + \frac{1}{2}(\Sigma_{ii} + \Sigma_{jj}) + \Sigma_{ij} \right) \quad (13) \\
\frac{\partial E[x_i x_j]}{\partial \Sigma_{ij}} &= \exp \left( \mu_i + \mu_j + \frac{1}{2}(\Sigma_{ii} + \Sigma_{jj}) + \Sigma_{ij} \right) \quad (14)
\end{align*}
\]

6.2 Probit transform moments

To derive the first raw moment associated with the probit transform, we take an approach similar to the one found in section 3.9 of Rasmussen and Williams [21]: let \( y = \{y_1, \ldots, y_n\} \) be a multivariate Gaussian random variable with mean vector \( \mu \) and covariance matrix \( \Sigma \) and let \( x = \Phi(y) \). The first raw moment of \( x_i \) is

\[
E[x_i] = \int_{-\infty}^{\infty} \Phi(w) \phi(w, \mu_i, \Sigma_{ii}) \, dw \quad (15)
\]

\[
= \frac{1}{2\pi \Sigma_{ii}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left( \frac{z^2}{2} - \frac{(w - \mu_i)^2}{2\Sigma_{ii}} \right) \, dz \, dw. \quad (16)
\]

We make the following substitutions: \( a = w - \mu_i \) and \( b = z - a \). Plugging these substitutions in and then switching the order of the integrals gives

\[
E[x_i] = \frac{1}{2\pi \Sigma_{ii}} \int_{-\infty}^{\mu_i} \int_{-\infty}^{\infty} \exp \left( -\frac{(a + b)^2}{2} - \frac{a^2}{2\Sigma_{ii}} \right) \, da \, db. \quad (17)
\]
To derive the second raw moments associated with $E$ to a normalizing constant which can be pulled from of (17) is therefore equivalent to marginalizing out $x$.

$$E \left[ x, x' \right] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi(1 + \Sigma_{ii})}} \exp \left( -\frac{b^2}{2(1 + \Sigma_{ii})} \right) \, db$$

Thus revealing the integrand of (17) to be (proportional to) a bivariate Gaussian PDF. The innermost integral is therefore equivalent to marginalizing out one of the variables in this bivariate distribution, up to a normalizing constant which can be pulled from the constants in front of the integral. Continuing the derivation in this way gives

$$\mathbb{E}[x_i] = \Phi(\mu_i, 0, 1 + \Sigma_{ii}) = \Phi \left( \frac{\mu_i}{\sqrt{1 + \Sigma_{ii}}} \right).$$

To derive the second raw moments associated with the probit transform, we begin with an approach similar to the one above. We start with the product moment $\mathbb{E}[x_i x_j]$ (for notational simplicity, let $\Sigma_{(i,j)} = \begin{bmatrix} \Sigma_{ii} & \Sigma_{ij} \\ \Sigma_{ji} & \Sigma_{jj} \end{bmatrix}$):

$$\mathbb{E}[x_i x_j] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi(w_1) \Phi(w_2) \, dw_1 \, dw_2$$

$$= \frac{1}{4\pi^2 \Sigma_{(i,j)}^{1/2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left( -\frac{1}{2} \left( \begin{bmatrix} w_1 - \mu_i \\ w_2 - \mu_j \end{bmatrix} \right)^\top \Sigma_{(i,j)}^{-1} \left( \begin{bmatrix} w_1 - \mu_i \\ w_2 - \mu_j \end{bmatrix} \right) \right) \, dw_1 \, dw_2$$

$$= \Phi \left( \begin{bmatrix} \mu_i \\ \mu_j \end{bmatrix}, \Sigma_{(i,j)} + I_2 \right).$$

Table 5: Induced (raw) first and second moments of $f = \xi(g)$ for the log and probit transformations; the covariance function can be computed by $K(x, x') = C(x, x') - m(x) m(x')$. Some entries for the second raw moment refer to values of the first moment for that transform.

| transform | first moment $m(x) = \mathbb{E}[f(x)]$ | second raw moment $C(x, x') = \mathbb{E}[f(x) f(x')]$ |
|-----------|-----------------------------------|--------------------------------------------------|
| $\xi(f) = \exp(f)$ | $\exp(\mu(x) + \frac{1}{2} \Sigma(x, x))$ | $m(x) \exp(\Sigma(x, x')) m(x')$ |
| $\xi(f) = \Phi(f)$ | $\Phi \left( \frac{\mu(x)}{\sqrt{\Sigma(x, x)}}, 1 \right)$ | $\Phi \left( \begin{bmatrix} \mu(x') \\ \mu(x) \end{bmatrix}, \Sigma(x, x') + \Sigma(x', x') + 1 \right)$ |

Next, we make the following substitutions: $a_1 = w_1 - \mu_i$, $a_2 = w_2 - \mu_j$, $b_1 = z_1 - a_1$ and $b_2 = z_2 - a_2$:

$$\mathbb{E}[x_i x_j] = \frac{1}{4\pi^2 \Sigma_{(i,j)}^{1/2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left( -\frac{1}{2} \left( \begin{bmatrix} a_1 \\ a_2 \end{bmatrix} \right)^\top \Sigma_{(i,j)}^{-1} \left( \begin{bmatrix} a_1 \\ a_2 \end{bmatrix} \right) \right) \, da_1 \, da_2 \, db_1 \, db_2.$$ (24)

We can again express the exponent in (24) using matrix notation as follows

$$\mathbb{E}[x_i x_j] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi \left( \begin{bmatrix} a_1 \\ a_2 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} \Sigma_{(i,j)} & -\Sigma_{(i,j)} \\ -\Sigma_{(i,j)} & \Sigma_{(i,j)} + I_2 \end{bmatrix} \right) \, da_1 \, da_2 \, db_1 \, db_2.$$ (25)

Thus, the two innermost integrals correspond to marginalizing out the variable $a_1$ and $a_2$ from this multivariate Gaussian and so we arrive at the final result:

$$\mathbb{E}[x_i x_j] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \phi \left( \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \Sigma_{(i,j)} + I_2 \right) \, db_1 \, db_2$$

Using the same derivation as detailed above, we can show that

$$\mathbb{E}[x_i^2] = \Phi \left( \begin{bmatrix} \mu_i \\ \Sigma_{ii} + 1 \end{bmatrix}, \begin{bmatrix} \Sigma_{ii} \\ \Sigma_{ii} + 1 \end{bmatrix} \right).$$ (28)
Again, we present the relevant partial derivatives, starting with the partial derivatives of the first moment:

\[
\frac{\partial \mathbb{E}[x_i]}{\partial \mu_i} = \phi \left( \frac{\mu_i}{\sqrt{1 + \Sigma_{ii}}} \right) \left( \frac{1}{\sqrt{1 + \Sigma_{ii}}} \right)
\]

which follow from the fundamental theorem of calculus and the chain rule. The derivative of the second raw moments w.r.t. \( \mu_i \) can also be computed in a similar fashion:

\[
\frac{\partial \mathbb{E}[x_i^2]}{\partial \mu_i} = \frac{\partial}{\partial \mu_i} \Phi \left( \left[ \mu_i, \left[ \Sigma_{ii} + 1 \right] \Sigma_{ii} \right] \right) = \int_{-\infty}^{\mu_i} \phi \left( \left[ b_1, \left[ 0, \Sigma_{(i,j)} + I_2 \right] \right] \right) db_1
\]

Similarly, the other moments of the truncated bivariate Gaussian are

\[
\int_{-\infty}^{\mu_i} \int_{-\infty}^{\mu_j} b_1 b_2 \phi \left( \left[ b_1, \left[ b_2, \Sigma_{(i,j)} + I_2 \right] \right] \right) db_2 db_1
\]
derivative. Lastly, the partial derivatives of the second raw moments w.r.t. $\Sigma_{ii}$ are

$$
\frac{\partial E[x_i x_j]}{\partial \Sigma_{ii}} = \frac{\Sigma_{jj} + 1}{2\Sigma_{ii}} \left( \Phi \left( \begin{bmatrix} \mu_i \\ \mu_j \end{bmatrix}, \Sigma_{(i,j)} + I_2 \right) + \int_{-\infty}^{\mu_i} \int_{-\infty}^{\mu_j} \phi \left( \begin{bmatrix} \mu_i \\ \mu_j \end{bmatrix}, \Sigma_{(i,j)} + I_2 \right) \left( \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} \Sigma_{ii}^{-1} \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} + \frac{b_2^2}{\Sigma_{jj} + 1} \right) \, db_2 \, db_1 \right)
$$

(43)

and

$$
\frac{\partial E[x_i^2]}{\partial \Sigma_{ii}} = -\frac{1}{2\Sigma_{ii} + 1} \left( \Phi \left( \begin{bmatrix} \mu_i \\ \mu_i \end{bmatrix}, \Sigma_{ii} + 1 + \Sigma_{ii} \right) \right.
\int_{-\infty}^{\mu_i} \int_{-\infty}^{\mu_i} \phi \left( \begin{bmatrix} \mu_i \\ \mu_i \end{bmatrix}, \Sigma_{ii} + 1 + \Sigma_{ii} \right) \left( \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} \Sigma_{ii} + 1 \Sigma_{ii} \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} \right)^{-1} \left( b_1 \right) \, db_2 \, db_1 \right)
$$

(44)

We can again substitute (31), (41) and (42) into (43) and (44) to come up with closed forms for these partial derivatives.

7 Additional Hyperparameter Optimization Experiments

To investigate the effect of our proposed hyperparameter optimization methodology, we compared fitting hyperparameters in $f$-space against fitting them in $g$-space in the DLA model evidence setting on two metrics: the median log-likelihood of the “true” (2-dimensional) model evidences under the posterior beliefs, $\log p(Z^* | D)$, and the mean expected predictive probability, $E[p(f(x) | x, D)], x \not\in D$. The latter metric was estimated by averaging over the predictive probabilities of the QMC samples used to estimate the model evidence. We randomly sampled 20 sets of 100 samples from the prior for all 2000 spectra, giving 40,000 data sets. Each data set was used to optimize the hyperparameters of a GP prior on the log of the integrand in both $f$-space and $g$-space.

Table 6: The effect of fitting in $f$-space vs. fitting in $g$-space on the median log-likelihood of model evidences and the mean expected predictive probability.

| Method          | $\log p(Z | D)$ | $E[p(f(x) | x, D)]$ |
|-----------------|----------------|-------------------|
| Fit in f-space  | 0.614          | 7.24              |
| Fit in g-space  | -161000        | 0.0693            |

As Table 6 shows, in this setting, it is crucial that the hyperparameters be fit in $f$-space, as fitting in $f$-space outperforms fitting in $g$-space on both metrics by orders of magnitude. The relatively poor performance of fitting in $g$-space on both metrics is largely because the high dynamic range of these likelihood surfaces forces the learned output scale (in $g$-space) to be high. This in turn causes both the pointwise distributions and the distribution on the value of the integral to have large variances (relative to their means), thus making the likelihood everywhere low, much like the situation depicted in Figure 3 of the main text.
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