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Abstract

We propose two procedures to detect a change in the mean of high-dimensional online data. One is based on a max-type U-statistic and another is based on a sum-type U-statistic. Theoretical properties of the two procedures are explored in the high dimensional setting. More precisely, we derive their average run lengths (ARLs) when there is no change point, and expected detection delays (EDDs) when there is a change point. Accuracy of the theoretical results is confirmed by simulation studies. The practical use of the proposed procedures is demonstrated by detecting an abrupt change in PM2.5 concentrations. The current study attempts to extend the results of the CUSUM and Shiryayev-Roberts procedures previously established in the univariate setting.
1. INTRODUCTION

Let $X_1, X_2, \cdots$ be a sequence of independent observations, and let $\tau$ be a time point where the distribution of observations is changed. An important task is to detect the change point $\tau$ as observations are continuously arriving. In the sequential setting, the change point $\tau$ is identified by the stopping time $T$ of a stopping rule, which decides whether to terminate or continue a monitored process based on the current and past observations. There are two errors to be controlled for a stopping rule. One is false positive, meaning that the stopping rule wrongly produces a stopping time if there is no change ($\tau = \infty$). Another is a detection delay which is the number of additional observations the stopping rule needs in order to detect the change point $\tau$. A desirable stopping rule should maintain the expected detection delay (EDD) as small as possible, subject to the constraint that the expected false positive or the average run length (ARL) is greater than a pre-specified constant.

Sequential change point detection has been well studied in the univariate setting. Generally speaking, there are two different ways to construct a stopping rule. One is the CUSUM procedure (Page 1954; Lorden 1971) and another is the Shiryayev-Roberts procedure (Shiryayev 1963; Roberts 1966). Let $f_0$ and $f_1$ be the probability density functions before and after a change point. The stopping rule for the CUSUM procedure is

$$T_{CUSUM} = \inf\left\{ n : \max_{0 \leq k \leq n} \sum_{i=k+1}^{n} \log \frac{f_1(X_i)}{f_0(X_i)} > c_1 \right\}.$$  

The stopping rule for the Shiryayev-Roberts procedure is

$$T_{SR} = \inf\left\{ n : \sum_{k=0}^{n-1} \sum_{i=k+1}^{n} \log \frac{f_1(X_i)}{f_0(X_i)} > c_2 \right\}.$$  

The two procedures consider different ways to employ the likelihood ratio statistics. The CUSUM procedure terminates a monitored process if the maximum likelihood is more than a chosen threshold $c_1$. On the other hand, the Shiryayev-Roberts procedure
weighs all the likelihood ratio statistics equally and terminates a process if the sum of them is more than a chosen threshold $c_2$. The optimality of the two procedures is investigated in different scenarios. The CUSUM procedure is minimax optimal (Lorden 1971; Moustakides 1986) and the Shirayev-Roberts procedure is optimal when the change occurs at a distance time horizon (Shiryaev 1961, 1963; Pollak and Tartakovsky 2009; Moustakides, Polunchenko and Tartakovsky 2011; Polunchenko and Tartakovsky 2010).

The CUSUM and Shirayev-Roberts procedures require both $f_0$ and $f_1$ are completely specified, which may not be realistic. To relax the restriction, Pollak and Siegmund (1991) considered a change-point detection in a normal mean when the initial mean is unknown but can be estimated from a training sample. If a normal mean after the change is unknown, Siegmund and Venkatraman (1995) proposed the generalized likelihood ratio statistic to detect a change point. As suggested by the authors, the proposed method can be combined with that in Pollak and Siegmund (1991) for a general setup of unknown initial mean and final mean.

Due to the increasing availability of large scale data, there has been growing interest in detecting abrupt change in the multivariate and high-dimensional settings. While some change point detection procedures were proposed to combine the CUSUM statistics from individual dimensions, they assumed the distributions before and after the change point are completely specified (Tartakovsky and Veeravalli 2008; Mei 2010). Some methods relaxed the restriction by only assuming the distribution after the change point to be unknown, but they simplified data dependence to independence across dimensions (Xie and Siegmund 2013). Except parametric methods, there also exist nonparametric procedures for sequential change point detection (Chen, 2019). In this article, we consider change point detection in the mean based on a more general setup that the distributions before and after the change point, and the co-
variance matrix across dimensions are all unknown. More precisely, we assume that $X_1, X_2, \cdots, X_\tau$ are independent $N_p(\mu_0, \Sigma)$ and $X_{\tau+1}, \cdots$ are independent $N_p(\mu_1, \Sigma)$, where the dimension $p$ is large and $\tau$ is the change point if $\mu_0 \neq \mu_1$. Inspired by the classical CUSUM and Shiryayev-Roberts procedures, we propose two procedures to detect the change point $\tau$: one is based on a max-type U-statistic and another is based on a sum-type U-statistic. The proposed procedures assume the parameters $\mu_0, \mu_1$ and $\Sigma$ to be unknown, but there exists a training sample providing estimation of $\mu_0$ and $\Sigma$. The theoretical properties of the two procedures are explored in the high dimensional setting ($p \to \infty$). When there is no change point, we derive explicit expressions of the ARLs, which are employed to determine the thresholds of the two stopping rules with no need to run time-consuming Monte Carlo simulations. When there is a change point, we derive the EDDs as the functions of the magnitude of the change in the population mean, the threshold level and data dependence across components of the random vector $X$. The accuracy of the theoretical results is evaluated by simulation studies.

The rest of the paper is organized as follows. Section 2 proposes the max-type and sum-type stopping rules and establish their relationship with the classical CUSUM and Shiryayev-Roberts procedures. Section 3 presents their asymptotic properties in the high dimensional setting. Simulation studies and real data analysis are given in Sections 4 and 5, respectively. We conclude the paper with some discussions in Section 6. The proofs of the main results are delegated to Appendix.

2. MAX-TYPE AND SUM-TYPE STOPPING RULES
Let $X_1, \cdots, X_\tau$ be independent $N_p(\mu_0, \Sigma)$ and $X_{\tau+1}, \cdots$ be independent $N_p(\mu_1, \Sigma)$, where $\tau$, $\mu_0$, $\mu_1$ and $\Sigma$ are all unknown. In the univariate setting ($p = 1$), the problem of detecting $\tau$ was considered by Siegmund and Venkatraman (1995) where
the authors assumed the univariate variance $\sigma^2 = 1$. More precisely, they proposed a statistic in the form
\[
\frac{|tS_n/n - S_t|}{\{t(n-t)/n\}^{1/2}}, \quad \text{for } n_0 \leq t < n,
\] (2.1)
where $S_n = X_1 + \cdots + X_n$, $S_t = X_1 + \cdots + X_t$ and $n_0$ is the size of a training sample to provide an initial estimation of $\mu_0$. A detailed discussion about the derivation of (2.1) with a training sample can be seen in Pollak and Siegmund (1991).

For the problem of detecting $\tau$ in the high-dimensional setting, we consider the statistic
\[
\frac{(tS_n/n - S_t)'(tS_n/n - S_t)}{t(n-t)/n}, \quad \text{for } n_0 \leq t < n,
\] (2.2)
which is the sum-of-squares of (2.1) from individual components. It is worth noting that the above statistic is different from the sum-of-squares of a generalized likelihood ratio statistic in Xie and Siegmund (2013) where the authors assumed $\mu_0$ to be known.

As what we mentioned above, when $\mu_0$ is unknown, a training sample is needed to provide an initial estimation of $\mu_0$ and leads to (2.2).

A closer look at (2.2) shows that it involves the terms $X_i'X_i$, which has the expectation $\text{tr}(\Sigma)$ and is irrelevant to the change-point detection in the mean. We therefore remove the terms $X_i'X_i$ from (2.2) and propose a more efficient U-statistic
\[
\frac{1}{n} \left( \frac{n-t}{t-1} \sum_{i \neq j=1}^{t} X_i'X_j - 2 \sum_{i=1}^{t} \sum_{j=t+1}^{n} X_i'X_j + \frac{t}{n-t-1} \sum_{i \neq j=t+1}^{n} X_i'X_j \right).
\]
A straightforward calculation shows that when the sample size $n$ is fixed, the expectation of the U-statistic equals zero when there is no change in the mean but positive when there is a change point.

The above U-statistic consists of $X_n$ and its past observations $X_1, \cdots, X_{n-1}$. This may increase computational complexity especially with high-dimensional data. To improve the computational efficiency, we employ a moving window and propose a
modified U-statistic

\[ U_{t,n}(H) = \frac{1}{H} \left( \frac{n - t}{t - n + H - 1} \sum_{i \neq j = n-H+1}^{t} X'_i X'_j - 2 \sum_{i=n-H+1}^{t} \sum_{j=t+1}^{n} X'_i X'_j \right) \]

\[ + \frac{t - n + H}{n - t - 1} \sum_{i \neq j = t+1}^{n} X'_i X'_j \right), \]

(2.3)

which, compared with the original U-statistic, only employs the past \( H \) observations \( X_{n-H+1}, \ldots, X_n \) from the current \( X_n \). The idea of using a moving window to reduce the computational complexity has been widely applied in the literature; see, for example, Lai (1995), and Cao et al. (2019).

With the U-statistic, we consider two methods to formulate a stopping rule. One is similar to the CUSUM which takes the maximum statistic. The obtained max-type stopping rule is

\[ T_1(H,a) = \inf \left\{ n - n_0 : \max_{n-H+2 \leq t \leq n-2} \left| \frac{U_{t,n}(H)}{\tilde{\sigma}_t} \right| > a, n > n_0 \right\}. \]

(2.4)

Another is similar to the Shiryayev-Roberts procedure which sums over all relevant statistics. The obtained sum-type stopping rule is

\[ T_2(H,b) = \inf \left\{ n - n_0 : \left| \sum_{t=n-H+2}^{n-2} \frac{U_{t,n}(H)}{\tilde{\sigma}} \right| > b, n > n_0 \right\}. \]

(2.5)

When taking the maximum or the sum operations in the proposed stopping rules, we choose the range of \( t \) between \( n-H+2 \) and \( n-2 \) rather than \( n-H \) and \( n \), because the U-statistic (2.3) needs at least two observations to be formulated. Moreover, we standardize \( U_{t,n}(H) \) and \( \sum_{t=n-H+2}^{n-2} U_{t,n}(H) \) by \( \tilde{\sigma}_t \) and \( \tilde{\sigma} \), respectively, which estimate the standard deviations of the U-statistics for a fixed window size \( H \). As shown in the following Proposition 1, we only need to estimate \( \text{tr}(\Sigma^2) \), which can be achieved by employing a training sample of size \( n_0 \).

**Proposition 1.** Assume \( X_1, \ldots, X_H \) are independent \( N_p(\mu_0, \Sigma) \), where \( H \) is a fixed window length. The variance of \( U_{t,n}(H) \) based on \( \{X_1, \ldots, X_H\} \) is

\[ \sigma^2_t = \left( \frac{H - t}{t - 1} + 2 + \frac{t}{H - t - 1} \right) \frac{2t(H-t)}{H^2} \text{tr}(\Sigma^2), \]

(2.6)
and the variance of \( \sum_{t=2}^{T-2} U_{t,n}(H) \) is

\[
\sigma^2 = \sum_{t=2}^{H-2} \sigma_t^2.
\]

From Proposition 1, the only unknown in \( \sigma_t^2 \) and \( \sigma^2 \) is \( \text{tr}(\Sigma^2) \). Based on the training sample \( X_1, \ldots, X_{n_0} \), we estimate \( \text{tr}(\Sigma^2) \) by

\[
\tilde{\text{tr}}(\Sigma^2) = \frac{1}{n_0(n_0-1)} \sum_{i \neq j} (X_i'X_j)^2 - \frac{2}{n_0(n_0-1)(n_0-2)} \sum_{i,j,k} X_i'X_jX_j'X_k^2
\]

\[
+ \frac{1}{n_0(n_0-1)(n_0-2)(n_0-3)} \sum_{i,j,k,l} X_i'X_jX_j'X_kX_l,
\]

where \( \sum^* \) denotes summation over mutually distinct indices. The properties of (2.6), especially its unbiasedness to \( \text{tr}(\Sigma^2) \) can be seen in Li and Chen (2012). Replacing \( \text{tr}(\Sigma^2) \) by (2.6), we standardize \( U_{t,n}(H) \) and \( \sum_{t=n-H+2}^{n-2} U_{t,n}(H) \) by \( \tilde{\sigma}_t \) and \( \tilde{\sigma} \), respectively, to obtain the stopping rules (2.4) and (2.5) where

\[
\tilde{\sigma}_t^2 = \left( \frac{H - t}{t - 1} + 2 + \frac{t}{H - t - 1} \right) \frac{2t(H - t) \tilde{\text{tr}}(\Sigma^2)}{H^2},
\]

and

\[
\tilde{\sigma}^2 = \sum_{t=2}^{H-2} \tilde{\sigma}_t^2.
\]

The proposed max-type or the sum-type stopping rules terminate a monitored process if the corresponding statistic is greater than the threshold \( a \) or \( b \), respectively. In the sequential change point detection, the threshold should be chosen so that the ARL can be controlled at a pre-specified constant. In the next section, we derive explicit expressions of the ARL for both the max-type and sum-type stopping rules. Each expression relates the ARL with the corresponding threshold. As a result, the thresholds in the two stopping rules can be obtained by solving the equations rather than running time-consuming Monte Carlo simulations. When there is a change point, the performance of the max-type and sum-type stopping rules is evaluated by
the EDD. In the next section, we derive their theoretical EDDs which are functions of the magnitude of the change in the population mean, the threshold level and data dependence across components of the random vector $X$.

### 3. ASYMPTOTIC RESULTS

#### 3.1 Average run length (ARL)

Let $E_\infty$ and $P_\infty$ denote the expectation and probability, respectively, when there is no change. Let

$$g(y, b) = 2 \log(y) + 1/2 \log \log(y) + \log(4/\sqrt{\pi}) - b \sqrt{2 \log(y)},$$

and

$$s_{1y} = \frac{1}{y(1-y)}, \quad s_{2y} = s_{1y} - 2, \quad \nu(y) = \frac{(2/y)\{\Phi(y/2) - 0.5\}}{(y/2)\Phi(y/2) + \phi(y/2)},$$

where $\Phi(\cdot)$ and $\phi(\cdot)$ are the cumulative distribution function and the density function of the standard normal distribution, respectively.

Note that the ARL is the expected value of a stopping time when there is no change. The following theorem establishes the ARLs for the proposed stopping rules (2.4) and (2.5).

**Theorem 1.** Assume that the eigenvalues of $\Sigma$ are bounded. As $p \to \infty$, and both $H$ and $a \to \infty$ satisfying $H = O\{a^2\}$,

$$E_\infty\{T_1(H, a)\} = \frac{\sqrt{2\pi} \ H \exp(a^2/2)}{a^3 \int_0^1 s_{1y} s_{2y} \nu(aH^{-1/2}s_{1y}^{1/2}) \nu(aH^{-1/2}s_{2y}^{1/2}) \, dy} \{1 + o(1)\}.$$ 

As $p \to \infty$, and both $H$ and $b \to \infty$ satisfying $H = o\{\exp(b^2/2)\}$,

$$E_\infty\{T_2(H, b)\} = \left( H + \int_H^\infty \exp\left[-\sqrt{2}\exp\left\{g(t/H, b)\right\}\right] \, dt \right) \{1 + o(1)\}.$$ 

As shown in the proof of Theorem 1, the distribution of $T_1(H, a)$ is closely related with the maximum of the two-dimensional random field $U_{t,n}(H)/\bar{\sigma}_t$. Similar to
Siegmund and Venkatraman (1995), the expectation of $T_1(H,a)$ is obtained by establishing the asymptotical exponential distribution of $T_1(H,a)$, where the two functions $s_{1y}$ and $s_{2y}$ are the partial derivatives of the autovariance of the two-dimensional random field. On the other hand, the distribution of $T_2(H,b)$ is related with the maximum of the one-dimensional random field $\sum_{t=n-H+2}^{n-2} U_{t,n}(H)/\tilde{\sigma}$, which is shown to be the asymptotical Gumbel distribution. The expectation of $T_2(H,b)$ can be obtained accordingly.

Theorem 1 establishes the relationship between the ARL and the threshold for each stopping rule. The accuracy of the theoretical results is evaluated by simulation studies in the next section. To apply the max-type or the sum-type stopping rules to a change point detection process, we need to determine the value of the threshold. It can be obtained by solving the corresponding equation in Theorem 1 where the left hand side equals a pre-specified ARL.

3.2 Expected detection delay (EDD)

When there is a change point, we evaluate the performance of the proposed stopping rules by the supremum conditional expected detection delay

$$\sup_{n_0 \leq \tau < \infty} E_{\tau} \left\{ T_{1(2)} - (\tau - n_0) | T_{1(2)} > \tau - n_0 \right\}.$$ 

The supremum is achieved when the change occurs immediately after the training sample ($\tau = n_0$), and the corresponding expected detection delay is denoted by $E_0\{T_{1(2)}\}$. The following theorem establishes the asymptotic results of $E_0\{T_{1(2)}\}$.

**Theorem 2.** Let $\Delta^2 = (\mu_1 - \mu_0)'(\mu_1 - \mu_0)$. As $p, H$ and $a \to \infty$, 

$$\frac{a\sigma_{\min} + \rho_{\min}(\Delta)}{\Delta^2} \leq E_0\{T_1(H,a)\} \leq \frac{a\sigma_{\max} + \rho_{\max}(\Delta)}{\Delta^2},$$

where $\sigma_{\min} = \min_{n-H+2 \leq t \leq n-2} \sigma_t$ and $\sigma_{\max} = \max_{n-H+2 \leq t \leq n-2} \sigma_t$ with $\sigma_t$ given in Proposition 1, and $\rho_{\min}(\Delta)$ and $\rho_{\max}(\Delta)$ are the expected overshoots of the stopping
rule (2.4) over the boundary \( a \) given by

\[
\rho_{\text{min}}(\Delta) = E_0 \left\{ \max_{n-H+2 \leq t \leq n-2} |U_{t,n}(H)| - a \sigma_{\text{min}} \right\},
\]

\[
\rho_{\text{max}}(\Delta) = E_0 \left\{ \max_{n-H+2 \leq t \leq n-2} |U_{t,n}(H)| - a \sigma_{\text{max}} \right\}.
\]

As \( p, H \) and \( b \to \infty \),

\[
E_0 \{ T_2(H,b) \} = \frac{b \sigma + \rho_2(\Delta)}{H \Delta^2},
\]

where the expected overshoot of the stopping rule (2.5) over the boundary is

\[
\rho_2(\Delta) = E_0 \{ | \sum_{t=n-H+2}^{n-2} U_{t,n}(H)| - b \sigma | \}.
\]

Theorem 2 demonstrates the impact of the magnitude of the change in the population mean, the threshold level and data dependence on the EDDs of the proposed max-type and sum-type procedures. If \( \mu_0 \) is known and \( \Sigma = I_p \), the EDD of the proposed max-type stopping rule can be reduced to the leading order result of Xie and Siegmund (2013). Our result is more general as it is based on the assumption that \( \mu_0, \mu_1 \) and \( \Sigma \) are all unknown. Moreover, we derive the EDD of the sum-type procedure so that the performance of the two procedures can be compared when there is a change point.

In the univariate setting, the numerical comparison in Moustakides, Polunchenko and Tartakovsky (2009) has shown that the CUSUM procedure outperforms the Shiryayev-Roberts procedure in terms of the supremum conditional expected detection delay. Since we do not have explicit expressions for the expected overshoots \( \rho_{\text{min}}(\Delta), \rho_{\text{max}}(\Delta) \) and \( \rho_2(\Delta) \), we compare the proposed procedures numerically in the next section, and show that there is a preference for the proposed max-type procedure in terms of the supremum conditional expected detection delay. Note that the proposed max-type and sum-type procedures can be thought as the analog of the CUSUM and Shiryayev-Roberts procedures. Our results therefore extend the finding
in Moustakides, Polunchenko and Tartakovsky (2009) from the univariate setting to
the high dimensional setting.

4. SIMULATION STUDIES

4.1 Accuracy of ARLs

We first evaluate the performance of the proposed max-type and sum-type procedures
when there is no change in the population mean. Each random vector \( X_i \) is generated
from \( N_p(\mu, \Sigma) \). We choose \( \mu = 0 \) for simplicity, and consider the covariance matrix
\( \Sigma_{ij} = 0.5^{|i-j|} \) for \( 1 \leq i, j \leq p \). We choose the dimension \( p = 1000, 1500, 2000 \)
and 2500. Note that the proposed detection procedures need a training sample and
window size. Here we choose the training sample size \( n_0 = 200 \), and the window-size
\( H = 100 \).

To examine the accuracy of Theorem 1, we choose nominal ARLs to be 1000, 3000,
5000 and 7000, respectively. For each nominal ARL, we solve the two equations in
Theorem 1 to obtain the thresholds \( a \) and \( b \), respectively. Based on the obtained \( a \) or
\( b \), we obtain the Monte Carlo ARLs by averaging the stopping times of the max-type
or sum-type procedure over 1000 simulations. Table 1 demonstrates the Monte Carlo
ARLs corresponding to nominal ARLs. As we can see, all the Monte Carlo ARLs are
reasonably close to the nominal ARLs, confirming the accuracy of Theorem 1.

4.1 Comparison of EDDs

We then compare the max-type and sum-type procedures when there is a change
point. The training sample size is 200 and window-size is 100. The change point
is chosen to occur immediately after the training sample (\( \tau = 200 \)). For the sake
of simplicity, the population mean before the change point is zero. The population
mean after the change point is a nonzero vector \( \mu \) with dimension \( p = 2000 \). We let
\( \delta = (\mu'\mu)^{1/2} \) and choose \( \delta = 5, 10, 15, 20 \) representing different magnitudes of change
Table 1: The accuracy of derived theoretical ARLs for both Max-type and Sum-type procedures. The Monte Carlo ARLs are obtained based on 1000 simulations.

|      | p = 1000 |     | p = 1500 |     | p = 2000 |     | p = 2500 |     |
|------|----------|-----|----------|-----|----------|-----|----------|-----|
| ARL  | Max      | Sum | Max      | Sum | Max      | Sum | Max      | Sum |
| 1000 | 1074     | 914 | 1151     | 966 | 1210     | 932 | 1290     | 906 |
| 3000 | 2561     | 2570| 2884     | 2805| 3012     | 2921| 3276     | 2870|
| 5000 | 3517     | 4572| 4428     | 4771| 4757     | 4812| 4934     | 5198|
| 7000 | 4781     | 6152| 5913     | 6871| 6480     | 6611| 6867     | 7254|

in population mean.

It is fair to compare the two procedures with a change point if both of them control the ARL at the same number. We consider the nominal ARLs to be 1000, 3000, 5000 and 7000, respectively. For each nominal ARL, we obtain the thresholds of the max-type and sum-type procedures, respectively, by solving the two equations in Theorem 1. With the obtained thresholds, the EDDs of the max-type and sum-type procedures are obtained by averaging the stopping times of each procedure from 1000 simulations. Figure 1 compares the EDDs of the max-type (dashed line) and sum-type procedures (solid line) for different magnitudes $\delta$. As the magnitude of change $\delta$ increases, the EDDs of the max-type and sum-type procedures decrease. With smaller EDDs, the max-type procedure outperforms the sum-type procedure especially when $\delta$ is smaller. As $\delta$ becomes greater, the two procedures perform closer to each other.

5. APPLICATION TO REAL DATA

To demonstrate the practical use of the max-type and sum-type procedures, we consider a daily PM2.5 concentration dataset which is accessible at Centers for Disease
Figure 1: The EDDs of max-type and sum-type procedures with different change magnitudes $\delta$. In each panel, the dashed line and the solid line represent the max-type procedure and the sum-type procedure, respectively.

Control and Prevention, National Environmental Public Health Tracking Network. PM2.5 poses a significant risk to human health because its microscopic diameter makes it easy to be absorbed into the bloodstream. The data provide hourly PM 2.5 concentration at 3109 sites ($p = 3109$) for the continental United States, from January 1, 2001 to December 31, 2014.

According to United States Environmental Protection Agency, average PM2.5
concentrations in the continental United States have decreased 43% since 2000. To illustrate this trend, we compare the heatmap of the PM2.5 concentrations in 2014 with that in 2001. As we can see in Figure 2, there is a homogeneity in PM2.5 concentrations across 3109 sites over 2014 but a strong heterogeneity over 2001. To exam if the proposed max-type and sum-type procedures are able to identify such a change, we artificially combine the PM2.5 concentrations in 2014 with those in 2001, and employ the first 100 observations in 2014 as the training data because they show the homogeneity in the mean. We choose the thresholds $a$ and $b$ of the two stopping rules to be 4.60 and 3.58 respectively, so that the nominal ARL is controlled at 7000. Both the max-type and sum-type procedures run through year 2014 without terminating the process, but detect a change at January 2nd and 3rd of 2001, respectively. The identified change points represent the transitioning of PM2.5 concentrations from homogeneity to heterogeneity.
6. CONCLUSION AND DISCUSSION

For the problem of detecting a change point in the mean, we propose a max-type procedure and a sum-type procedure. The proposed procedures assume the population mean before and after the change point, and the covariance matrix across components of a random vector are all unknown. To study theoretical properties of the proposed procedures, we derive their average run lengths (ARLs) and expected detection delays (EDDs). The numerical studies confirm the accuracy of the derived ARLs, and suggest a preference for the proposed max-type procedure.

While we assume the random vectors are normally distributed, the proposed procedures are expected to work for non-Gaussian data as well. Similar to Li and Li (2019), more technical conditions are needed to establish the theoretical results when data are non normally distributed. The proposed max-type and sum-type procedures in the high dimensional setting are the analog of the CUSUM and Shiryayev-Roberts procedures, respectively, in the univariate setting. The previous numerical studies show that the CUSUM procedure outperforms the Shiryayev-Roberts procedure in terms of the supremum conditional expected detection delay. Our numerical investigation achieves the same conclusion for the proposed max-type and sum-type procedures.

APPENDIX: TECHNICAL DETAILS.

A.1. Proof of Proposition 1.

Based on \{X_1, \cdots, X_H\}, we have

\[ U_{t,n}(H) = \frac{1}{H} \left( \frac{H - t}{t - 1} \sum_{i \neq j=1}^{t} X'_i X_j - 2 \sum_{i=1}^{t} \sum_{j=t+1}^{H} X'_i X_j + \frac{t}{H - t - 1} \sum_{i \neq j=t+1}^{H} X'_i X_j \right). \]

The variance of \( U_{t,n}(H) \) is

\[ \sigma_t^2 = \mathbb{E}\{U_{t,n}^2(H)\} - \mathbb{E}^2\{U_{t,n}(H)\}. \]
A direct computation can show that

\[ E\{U_{t,n}(H)\} = 0. \]

Since \( U_{t,n}(H) \) is scale invariant, we can simply assume \( E(X_i) = 0 \). Moreover,

\[
U_{t,n}^2(H) = \frac{1}{H^2} \left\{ \frac{(H - t)^2}{(t - 1)^2} \sum_{i\neq j=1}^{t} \sum_{k\neq l=1}^{t} X_i'X_jX_k'X_l + 4 \sum_{i=1}^{t} \sum_{j=t+1}^{H} \sum_{k=1}^{t} \sum_{l=t+1}^{H} X_i'X_jX_k'X_l \right\} + \frac{t^2}{(H - t - 1)^2} \sum_{i\neq j=t+1}^{H} \sum_{k\neq l=t+1}^{H} X_i'X_jX_k'X_l. \]

Using the result that \( E(X_1'X_2X_2'X_1) = \text{tr}(\Sigma^2) \), we can derive the expression of \( \sigma_t^2 \).

This completes the proof of Proposition 1.

A.2. Proof of Theorem 1.

We first derive the ARL of the max-type stopping rule. From (2.4), the cumulative distribution function of \( T_1(H,a) \) is

\[
P_\infty \{ T_1(H,a) \leq m \} = P_\infty \left\{ \max_{n\leq m, n-H+2\leq t\leq n-2} \left| \frac{U_{t,n}(H)}{\tilde{\sigma}_t} \right| > a \right\}. \]

To obtain the distribution of \( T_1(H,a) \), we first derive the distribution of \( U_{t,n}(H)/\tilde{\sigma}_t \) for a given \( t \) and \( n \). We assume that data are normally distributed and the eigenvalues of the covariance matrix \( \Sigma \) are bounded. The assumptions are sufficient to the conditions in Chen and Qin (2010). As a result, \( U_{t,n}(H)/\tilde{\sigma}_t \) follows the standard normal according to Theorem 1 of Chen and Qin (2010).

Next from arguments in Theorem 1 of Siegmund and Venkatraman (1995), Theorem 1 of Xie and Siegmund (2013) and Theorem 4.2 of Chen (2019), \( U_{t,n}(H)/\tilde{\sigma}_t \) is the two-dimensional random field for \( t \leq n - 2 \), and when both \( H \) and \( a \to \infty \) satisfying \( H = O(a^2) \), \( T_1(H,a) \) is asymptotically exponentially distributed with parameter \( \lambda \) equal to

\[
\phi(a)(a/\sqrt{H})^2 a \int_0^1 s_{1y}s_{2y} \nu(a/\sqrt{H})\sqrt{s_{1y}}\nu(a/\sqrt{H})\sqrt{s_{2y}} dy, \]
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where \( \phi(x) \) is the standard normal density function, \( \Phi(x) \) is the cumulative distribution function, and \( \nu(x) = 2x^{-2}\exp\left\{-2\sum_{n=1}^{\infty}n^{-1}\Phi(-x/2n^{1/2})\right\} \). Moreover, letting

\[
\rho(\epsilon_1, \epsilon_2) = \text{cov}\left(\frac{U_{n-yH,n}}{\tilde{\sigma}_{n-yH}}, \frac{U_{n-yH+\epsilon_1, n+\epsilon_2H}}{\tilde{\sigma}_{n-yH+\epsilon_1H}}\right),
\]

we have

\[
s_{1y} = -\frac{\partial \rho(\epsilon_1, 0)}{\partial \epsilon_1} \bigg|_{\epsilon_1=0}, \quad s_{2y} = -\frac{\partial \rho(0, \epsilon_2)}{\partial \epsilon_2} \bigg|_{\epsilon_2=0}.
\]

Using (2.3), we can derive

\[
\rho(\epsilon_1, \epsilon_2) = \frac{y(1-y-\epsilon_2)^2(\epsilon_2 - \epsilon_1 + y)}{(1-y)(1-\epsilon_2 + \epsilon_1 - y)} + \frac{\epsilon_1^2(1-y)(\epsilon_2 - \epsilon_1 + y)}{y(1-\epsilon_2 + \epsilon_1 - y)} - \frac{2\epsilon_1(1-y)(y-\epsilon_1)}{y} + \frac{(y-\epsilon_1)^2(1-y)(1+\epsilon_1 - \epsilon_2 - y)}{y(\epsilon_2 - \epsilon_1 + y)} - \frac{2\epsilon_1(\epsilon_2 - \epsilon_1 + y)(1-y - \epsilon_2)}{1-\epsilon_2 + \epsilon_1 - y} + 2(1-y - \epsilon_2)(y-\epsilon_1).
\]

Then,

\[
s_{1y} = \frac{1}{y(1-y)}, \quad s_{2y} = \frac{1}{y(1-y)} - 2.
\]

Using the result for the expectation of exponential distribution, we can derive the ARL of the max-type stopping rule, which is the first result of Theorem 1.

We then derive the ARL of the sum-type stopping rule. From (2.5), the cumulative distribution function of \( T_2(H, b) \) is

\[
P_{\infty}\{T_2(H, b) \leq m\} = P_{\infty}\left\{\max_{0 \leq n \leq m} \left| \sum_{t=n-H+2}^{n-2} \frac{U_{t,n}(H)}{\tilde{\sigma}} \right| > b \right\}.
\]

Similar to the proof for the max-type stopping rule, \( \sum_{t=n-H+2}^{n-2} U_{t,n}(H)/\tilde{\sigma} \) follows the standard normal when data are normally distributed and the eigenvalues of the covariance matrix \( \Sigma \) are bounded. Then from the arguments for Theorem 1 of Li and Li (2020), \( \max_{0 \leq n \leq m} \left| \sum_{t=n-H+2}^{n-2} U_{t,n}(H)/\tilde{\sigma} \right| \) is asymptotically Gumbel distributed when both \( H \) and \( b \to \infty \) satisfying \( H = o\{\exp(b^2/2)\} \). As a result, the cumulative distribution function

\[
P_{\infty}\{T_2(H, b) \leq m\} = 1 - \exp\left[ -\sqrt{2}\exp\left\{ g(m/L, b) \right\} \right].
\]
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The ARL of the sum-type stopping rule can be obtained accordingly, which is the second result of Theorem 1.

A.3. Proof of Theorem 2.

We first derive the EDD of the max-type stopping rule \([2.4]\). Toward this end, we notice that

\[
E_\theta \{ T_{\min}(H, a) \} \leq E_\theta \{ T_1(H, a) \} \leq E_\theta \{ T_{\max}(H, a) \},
\]

where

\[
T_{\min}(H, a) = \inf \left\{ n - n_0 : \max_{n-H+2 \leq t \leq n-2} |U_{t,n}(H)| > a \tilde{\sigma}_{\min}, n > n_0 \right\},
\]

and

\[
T_{\max}(H, a) = \inf \left\{ n - n_0 : \max_{n-H+2 \leq t \leq n-2} |U_{t,n}(H)| > a \tilde{\sigma}_{\max}, n > n_0 \right\}.
\]

To find \( E_\theta \{ T_{\min}(H, a) \} \), we need to evaluate \( E_\theta \left\{ \max_{n-H+2 \leq t \leq n-2} |U_{t,n}(H)| \right\} \) whose leading order is the same as

\[
\max_{n-H+2 \leq t \leq n-2} \frac{H}{(t-n+H)(n-t)} \left( \frac{t-n+H}{H} S_n - S_t \right) ' \left( \frac{t-n+H}{H} S_n - S_t \right),
\]

which can be also written as the expectation of

\[
\max_{n-H+2 \leq t \leq n-2} \left[ \frac{2(H-n+n_0)}{H} \Delta \mu' (S_n - \frac{n-n_0}{2} \Delta \mu) - \frac{2(H-n+n_0)}{t-n+H} \Delta \mu' (S_t - \frac{t-n_0}{2} \Delta \mu) + \frac{H}{(t-n+H)(n-t)} \left\{ \frac{t-n+H}{H} S_n - S_t - \frac{(n-t)(H-n+n_0)}{H} \Delta \mu \right\} ' \left\{ \frac{t-n+H}{H} S_n - S_t - \frac{(n-t)(H-n+n_0)}{H} \Delta \mu \right\} \right],
\]

where \( \Delta \mu = \mu_1 - \mu_0 \).

Similar to Siegmund (1985) and Xie and Siegmund (2013), the second term above can be shown to follow a random walk and the third term is asymptotically normally
distributed whose expectation does not depend on $\Delta \mu$. The leading order is contributed by the first term $2(H - n + n_0)H^{-1}\Delta \mu'(S_n - \frac{n-n_0}{2}\Delta \mu)$. Using the Wald’s identity and as $H \to \infty$,

$$E_0\{2(H - n + n_0)H^{-1}\Delta \mu'(S_n - \frac{n-n_0}{2}\Delta \mu)\} = \Delta^2 E_0\{T_{\min}(H, a)\}\{1 + o(1)\},$$

where $T_{\min} = n - n_0$ and $\Delta^2 = \Delta \mu \Delta \mu'$.

Next, we write

$$E_0\left(\max_{n-H+2 \leq t \leq n-2} |U_{t,n}(H)|\right) = a\sigma_{\min} + E_0\left(\max_{n-H+2 \leq t \leq n-2} |U_{t,n}(H)| - a\tilde{\sigma}_{\min}\right).$$

Applying the nonlinear renewal theory in Siegmund (1985), we let $\rho_{\min}(\Delta)$ be the expected overshoot of the stopping rule over the boundary, which is

$$E_0\left(\max_{n-H+2 \leq t \leq n-2} |U_{t,n}(H)| - a\tilde{\sigma}_{\min}\right) = \rho_{\min}(\Delta).$$

Using the established equation that

$$a\sigma_{\min} + \rho_{\min}(\Delta) = \Delta^2 E_0\{T_{\min}(H, a)\}\{1 + o(1)\},$$

we have

$$E_0\{T_{\min}(H, a)\} = \frac{a\sigma_{\min} + \rho_{\min}(\Delta)}{\Delta^2}\{1 + o(1)\}.$$

Using the same approach, we can derive

$$E_0\{T_{\max}(H, a)\} = \frac{a\sigma_{\max} + \rho_{\max}(\Delta)}{\Delta^2}\{1 + o(1)\}.$$

This completes the first part of Theorem 2.

After changing the operation of maximum into the sum and repeating the above procedure, we can derive the EDD of the sum-type procedure. This completes the second part of Theorem 2.
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