The measurement of the slope parameter \( \alpha \) for the \( \eta \to 3\pi^0 \) decay with the Crystal Ball detector at the Mainz Microtron (MAMI-C)

S. Prakhov,1,∗ B. M. K. Nefkens,1 P. Aguier-Bartolomé,2 L. K. Akasoy,2 J. R. M. Annand,3 H. J. Arends,2 K. Bantawa,4 R. Beck,2,5 V. Bekrenyev,6 H. Berghäuser,7 B. Boillat,8 A. Braghieri,9 D. Branford,10 W. J. Briscoe,11 J. Brudvik,1 S. Cherepnya,12 R. F. B. Codling,3 E. J. Downie,2,3 P. Drexler,7 L. V. Fil’kov,12 D. I. Glazier,10 R. Gregor,7 E. Heid,2,11 D. Hornidge,13 O. Jahn,2 T. C. Jude,10 V. L. Kashevarov,12 J. D. Kellie,3 R. Kondratiev,14 M. Korolija,15 M. Kotulla,7 A. Koulbardis,6 D. Krambrich,2 S. Kruglov,6 B. Kruščič,8 M. Lang,2,5 V. Lisin,14 K. Livingston,3 I. J. D. MacGregor,3 Y. Maghrbi,8 D. M. Manley,4 M. Martinez,2 J. C. McGeorge,3 E. F. McNicoll,3 D. Mekterovic,15 V. Metag,7 S. Micanovic,15 A. Nikolaev,5 R. Novotny,7 M. Ostrick,2 P. B. Otte,2 P. Pedroni,9 F. Pheron,8 A. Polonski,14 J. Robinson,3 G. Rosner,3 M. Rost,2 T. Rostomyan,9,† S. Schumann,2,5 M. H. Sikora,10 D. I. Sober,16 A. Starostin,1 I. M. Suarez,1 I. Supek,15 C. M. Tarbert,10 M. Thiel,7 A. Thomas,2 M. Unverzagt,2,5 D. P. Watts,10 I. Zamboni,15 and F. Zehr8

(Crystal Ball Collaboration at MAMI and A2 Collaboration)

1University of California Los Angeles, Los Angeles, California 90095-1547, USA
2Institute für Kernphysik, University of Mainz, D-55099 Mainz, Germany
3Department of Physics and Astronomy, University of Glasgow, Glasgow G12 8QQ, United Kingdom
4Kent State University, Kent, Ohio 44242-0001, USA
5Helmholtz-Institut für Strahlen- und Kernphysik, University of Bonn, D-53115 Bonn, Germany
6Petersburg Nuclear Physics Institute, RU-188350 Gatchina, Russia
7II Physikalisches Institut, University of Giessen, D-35392 Giessen, Germany
8Institut für Physik, University of Basel, CH-4056 Basel, Switzerland
9INFN Sezione di Pavia, I-27100 Pavia, Italy
10School of Physics, University of Edinburgh, Edinburgh EH9 3JZ, United Kingdom
11The George Washington University, Washington, DC 20052-0001, USA
12Lebedev Physical Institute, RU-119991 Moscow, Russia
13Mount Allison University, Sackville, New Brunswick E4L3B5, Canada
14Institute for Nuclear Research, RU-125047 Moscow, Russia
15Radij Boskovic Institute, HR-10000 Zagreb, Croatia
16The Catholic University of America, Washington, DC 20064, USA

(Received 12 December 2008; published 16 March 2009)

The dynamics of the \( \eta \to 3\pi^0 \) decay have been studied with the Crystal Ball multiphoton spectrometer and the TAPS calorimeter. Bremssstrahlung photons produced by the 1.5-GeV electron beam of the Mainz microtron MAMI-C and tagged by the Glasgow photon spectrometer were used for \( \eta \)-meson production. The analysis of \( 3 \times 10^6 \gamma p \to \eta p \to 3\pi^0 p \to 6\pi p \) events yields the value \( \alpha = -0.032 \pm 0.003 \) for the \( \eta \to 3\pi^0 \) slope parameter, which agrees with the majority of recent experimental results and has the smallest uncertainty. The \( \pi^0\pi^0 \) invariant-mass spectrum was investigated for the occurrence of a cusplike structure in the vicinity of the \( \pi^+\pi^- \) threshold. The observed effect is small and does not affect our measured value for the slope parameter.
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I. INTRODUCTION

The experimental study of the simple and pure strong-interaction reaction

\[ \pi^0\pi^0 \to \pi^0\pi^0 \]  \hspace{1cm} (1)

is a real challenge as neither a \( \pi^0 \) target nor a \( \pi^0 \) beam is available. The properties of reaction (1) can be extracted indirectly from complicated processes, for example, from \( K^+ \to \pi^0\pi^0 e^+\nu_e(K_{e4}^+) \), which is the weak decay of the \( K^+ \) followed by strong final-state interactions between the two \( \pi^0 \)s. Major disadvantages of studying reaction (1) in \( K_{e4}^+ \) are the small branching ratio \( (2.2 \times 10^{-5}) \) and the complications from the four complex form factors for the \( K_{e4}^+ \) decay amplitude needed to describe the four-particle final state. Another process that can be used for the indirect study of reaction (1) is the decay

\[ \eta \to 3\pi^0, \]  \hspace{1cm} (2)

where the \( \pi^0\pi^0 \) final-state interaction can be seen in a difference of the \( \eta \to 3\pi^0 \) decay amplitude from phase space. The experimental study of this decay has several major advantages: the relatively large branching ratio for \( \eta \to 3\pi^0 \) (32.5%), a high yield of \( \eta \) mesons in many production reactions, and very small background from other \( 3\pi^0 \) contributions, especially in \( \eta \) production close to the threshold.

Owing to the low energies of the decay \( \pi^0 \)s, \( \pi^0\pi^0 \) rescattering in \( \eta \to 3\pi^0 \) is expected to be dominated by S and
P waves. This leads to the parametrization of the \( \eta \rightarrow 3\pi^0 \) decay amplitude as \( A(\eta \rightarrow 3\pi^0) \sim 1 + \alpha z \) [1], where \( \alpha \) is the quadratic slope parameter that describes the difference from phase space. A convenient definition of the kinematic variable \( z \) is

\[
z = 6 \sum_{i=1}^{3} \left( E_i - m_\eta/3 \right)^2 / \left( m_\eta - 3m_{\pi^0} \right)^2 = \rho^2 / \rho^2_{\max}, \tag{3}
\]

where \( E_i \) is the energy of the \( i \)th pion in the \( \eta \) rest frame, and \( \rho \) is the distance from the center of the \( \eta \rightarrow 3\pi^0 \) Dalitz plot. The variable \( z \) varies from 0, when all three \( \pi^0 \)s have the same energy of \( m_\eta/3 \), to 1, when one \( \pi^0 \) is at rest. A geometrical interpretation of Eq. (3) gives \( z = 0 \) when \( \rho = 0 \) and \( z = 1 \) when \( \rho = \rho_{\max} \). The density of the \( \eta \rightarrow 3\pi^0 \) Dalitz plot is described by \( |A(\eta \rightarrow 3\pi^0)|^2 \sim 1 + 2\alpha z \). The phase-space decay of \( \eta \rightarrow 3\pi^0 \) (i.e., when \( \alpha = 0 \)) gives a uniform density of the Dalitz plot, as shown in Fig. 1(a). The corresponding distribution of the variable \( z \) is shown in Fig. 1(b); it is uniform for \( z \) from 0 to \( \approx 0.75 \). Experimentally, the slope parameter \( \alpha \) is usually determined from the deviation of the measured \( z \) distribution from the corresponding distribution obtained by a Monte Carlo simulation in which the \( \eta \rightarrow 3\pi^0 \) decay amplitude is independent of \( z \).

The \( \eta \rightarrow 3\pi^0 \) decay, which violates G parity, occurs mostly because of the u-d quark mass difference. The precision measurement of the \( \eta \rightarrow 3\pi^0 \) decay width, \( \Gamma(\eta \rightarrow 3\pi^0) \sim (m_\eta - m_\mu)^2(1 + 2\alpha z) \), and the parameter \( \alpha \) are important tests of chiral perturbation theory (\( \chiPT \)) [2,3]. In the \( \chiPT \) momentum expansion in orders of the \( \chiPT \) parameter \( p^2 \), the leading \( O(p^2) \) term of the decay amplitude explicitly depends on \( m_\mu - m_\mu \). However, including this term and the second-order counter terms, \( O(p^4) \), is not sufficient [2] to yield a decay width that is close to the measured value of 423 eV [1]. The use of dispersion relations [3,4], which include pion rescattering to all orders, partially improves the agreement with the experimental value. For the parameter \( \alpha \), the dispersion-relation calculations of Ref. [3] give a negative value in the range \(-0.007 \) to \(-0.0014 \), depending on the assumptions made. The results of these calculations are outside the value of \( \alpha = -0.031 \pm 0.004 \) adopted by the Particle Data Group (PDG) [1]. This value for \( \alpha \) is based on the analysis of 0.9 \( \times 10^6 \) \( \eta \rightarrow 3\pi^0 \) decays measured by the Crystal Ball at the AGS [5]. A complete two-loop calculation in standard \( \chiPT \) [6] results in \( \alpha = 0.013 \pm 0.032 \), the sign of which is even opposite to the experimental values. The evaluation of the electromagnetic corrections in the \( \eta \rightarrow 3\pi^0 \) decay [7] shows that they are too small to explain the difference between the \( \chiPT \) calculations for \( \alpha \) and the experimental results. Only the use of a chiral unitary approach based on the Bethe-Salpeter equation [8] yields \( \alpha = -0.031 \pm 0.003 \), which is in very good agreement with the PDG value. Several new experiments, which aim to remeasure \( \alpha \) with better statistics, are still under way. So far, the latest preliminary result from the KLOE Collaboration [9], \( \alpha = -0.027 \pm 0.004_{\text{stat}} \pm 0.004_{\text{syst}} \), is based on poorer statistics (0.65 \( \times 10^6 \) \( \eta \rightarrow 3\pi^0 \) decays) and is in agreement with the PDG value within the errors.

The experimental study of the \( \eta \rightarrow 3\pi^0 \) decay has recently become of special interest because of new results of the NA48/2 Collaboration [10] that were obtained from the analysis of \( K^+ \rightarrow \pi^+\pi^0\pi^0 \) decays, where a significant cusp effect was observed in the \( \pi^0\pi^0 \) invariant-mass spectrum close to the \( \pi^+\pi^- \) threshold. The cusp occurs because the \( K^+ \rightarrow \pi^+\pi^0\pi^- \) decay contributes via the \( \pi^+\pi^- \rightarrow \pi^0\pi^0 \) charge exchange reaction to the \( K^+ \rightarrow \pi^+\pi^0\pi^0 \) decay amplitude. Cusps in \( \pi\pi \) scattering were described in the \( \chiPT \) framework by Meissner et al. [11]. The cusp characteristics were used for the experimental determination of the \( \pi\pi \) scattering length combination \( a_0 - a_2 \), the \( \chiPT \) prediction for which is 0.265 \( \pm 0.004 \) [12]. The method for the determination of \( a_0 - a_2 \) from the analysis of the \( \pi^0\pi^0 \) invariant-mass spectrum from the \( K^+ \rightarrow \pi^+\pi^0\pi^0 \) decays has been presented by Cabibbo [13]. A cusp effect in the \( \eta \rightarrow 3\pi^0 \) decay, arising because of the \( \eta \rightarrow \pi^+\pi^-\pi^0 \) decay contribution, is expected to be less significant [14]. This makes it less attractive for the experimental extraction of the \( \pi\pi \) scattering lengths, but neglecting the cusp effect in the analysis of the \( z \) distribution could result in the wrong experimental value for \( \alpha \). In a situation like this, a new, high-statistics measurement of the \( \eta \rightarrow 3\pi^0 \) decays with good resolution in the \( \pi^0\pi^0 \) invariant mass and in the variable \( z \) is desirable.

In this paper, we report on a new precision measurement of the slope parameter \( \alpha \) for the \( \eta \rightarrow 3\pi^0 \) decay that was made by the Crystal Ball Collaboration at MAMI-C. These data are also
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used to look for a cusp structure in the $\pi^0\pi^0$ invariant-mass spectrum and for estimating how the cusp can affect the result for $\alpha$. There is also an independent analysis of the $\eta \rightarrow 3\pi^0$ data taken by the Crystal Ball with a lower beam energy of MAMI-B [15,16]. The result for $\alpha$ reported there is in good agreement with the present work.

II. EXPERIMENTAL SETUP

The study of the $\eta \rightarrow 3\pi^0$ decay was done by measuring the process $\gamma p \rightarrow \eta p \rightarrow 3\pi^0 p \rightarrow 6\gamma p$ with the Crystal Ball (CB) multiphoton spectrometer [17] used as the central detector and the TAPS calorimeter [18,19] as the forward detector. The experimental setup was installed in the bremsstrahlung photon beam of the Mainz Microtron (MAMI) [20,21], with the photon energies determined by the Glasgow tagging spectrometer [22–24].

The Crystal Ball spectrometer was originally built by SLAC for studies of $e^+e^-$ collisions in the $J/\psi$ region [25]. The recent history of the CB starts at the AGS where the first high-statistics measurement of the $\eta \rightarrow 3\pi^0$ slope parameter was carried out with the $\eta$-production reaction $\pi^- p \rightarrow \eta n$ [5]. After a stint at the AGS, the CB was moved in 2002 to the Mainz Microtron for a large variety of experiments, including studies of $\eta$ photoproduction and rare and special decay modes of $\eta$.

The Crystal Ball spectrometer is a sphere consisting of 672 optically insulated NaI(Tl) crystals, shaped as truncated triangular pyramids, all pointing toward the center of the CB. The crystals are arranged in two hemispheres that cover 93% of $4\pi$ steradians. The CB has a spherical cavity in the center with radius of 25 cm; it is designed to hold a target and inner detectors. There are also two tunnels shaped close to a 40° cone; they serve for entrance and exit of the beam. Each NaI(Tl) crystal is 41 cm long, which corresponds to 15.7 radiation lengths. As the decay time of NaI(Tl) is about 250 ns, high count rates cause pulse pileup and worsen the energy resolution. For the runs with the normal count rate, the energy resolution for electromagnetic showers in the CB can be described as $\Delta E/E = 0.020/(E[GeV])^{0.36}$. Shower directions are measured with a resolution in $\theta$, the polar angle with respect to the beam axis, of $\sigma_\theta = 2^\circ$–$3^\circ$, under the assumption that the photons are produced in the center of the CB. The resolution in the azimuthal angle $\phi$ is $\sigma_\phi/\sin\theta$. More details on the CB spectrometer and the physics recently studied with it at the AGS can be found in Refs. [26–29]. For experiments at MAMI, the CB has been equipped with new electronics, providing an individual time-to-digital converter (TDC) for each crystal. This gives better suppression of pileups in the analysis of the MAMI data in comparison with earlier CB experiments, where one TDC reads out nine crystals.

To cover the downstream beam tunnel of the CB, the TAPS calorimeter [18,19] was installed 1.5 m downstream of the CB center. TAPS is designed as a versatile end-plane hodoscope that can be arranged in different formations to optimize the detection of the forward-going final-state particles. In this experiment, TAPS was arranged in a plane consisting of 384 individual BaF$_2$ counters that are hexagonally shaped with an inner diameter of 5.9 cm and a length of 25 cm, which corresponds to 12 radiation lengths. The beam hole of the TAPS calorimeter has a shape of one BaF$_2$ counter removed from the hodoscope center. The energy resolution for electromagnetic showers in the TAPS calorimeter can be described as $\Delta E/E = 0.018 + 0.008/(E[GeV])^{0.5}$. Because of the long distance from the CB, the resolution of TAPS in the polar angle $\theta$ was better than 1°. The resolution of TAPS in the azimuthal angle $\phi$ is better than $1/R$ radian, where $R$ is the distance in centimeters from the TAPS center to the point on the TAPS surface that corresponds to the $\theta$ angle. This means that the azimuthal-angle resolution of TAPS becomes better than 1° when $R > 57$ cm.

The upgraded Mainz Microtron, MAMI-C, is a harmonic double-sided electron accelerator with a maximum beam energy of 1508 MeV [21]. The bremsstrahlung photons, produced by the electrons in a 10-$\mu$m Cu radiator and collimated by a 4-mm-diameter Pb collimator, were incident on a 5-cm-long liquid hydrogen (LH$_2$) target located in the center of the CB. The incident photons were tagged up to the energy of 1402 MeV using the post-bremsstrahlung electrons detected by the Glasgow tagger [22–24]. The tagger consists of a momentum-dispersing magnetic spectrometer that focuses the electrons onto the focal plane detector of 353 half-overlapping plastic scintillators. The energy resolution of the tagged photons is mostly defined by the overlap region of two adjacent scintillation counters (a tagger channel) and the electron beam energy. For the electron beam of 1508 MeV, the tagger channel has a width about 2 MeV at 1402 MeV (the maximum of the tagging range) and about 4 MeV at 707 MeV (the $\eta$-production threshold). In the analysis, every photon is characterized by the time difference (tagging time) between the signal in the corresponding tagger channel and the experimental trigger.

The LH$_2$ target is surrounded by a particle identification (PID) detector [30] that is a 50-cm-long, 12-cm-diameter cylinder built of 24 4-mm-thick plastic scintillators, which identify charged particles. The PID detector was not used in the present analysis.

The experimental (or DAQ) trigger had two main requirements. First, the sum of the pulse amplitudes from the CB crystals had to exceed the hardware threshold that corresponded to an energy deposit of 320 MeV. Second, the number of “hardware” clusters in the CB had to be larger than one. In the trigger, a “hardware” cluster is a block of 16 adjacent crystals in which at least one crystal has an energy deposit larger than 30 MeV.

A technical paper that will describe more details on features, calibrations, and resolutions of our experimental setup is in preparation.

III. DATA ANALYSIS

The $\eta \rightarrow 3\pi^0$ decays were measured by the process

$$\gamma p \rightarrow \eta p \rightarrow 3\pi^0 p \rightarrow 6\gamma p \quad (4)$$

that was extracted by the analysis of events having six and seven “software” clusters reconstructed in the CB and TAPS together. The six-cluster sample was used to search for events
of reaction (4) in which only six photons were detected and the proton went undetected. The seven-cluster sample was used to search for events in which all six photons and the proton were detected in the CB and TAPS. The cluster algorithm in software was optimized for finding a group of adjacent crystals in which the energy was deposited by a single-photon electromagnetic shower. This algorithm also works well for a proton cluster. The software threshold for the cluster energy was chosen to be 12 MeV. This value optimizes the number of good events reconstructed for the major processes: γp → np → 3π0p, γγp → np → γγp, γp → π0p, and γp → π0π0p. The hardware read-out thresholds for individual crystals were about 1.1 MeV for the CB and 3.3 MeV for TAPS. To match the experimental data, corresponding software thresholds were introduced in the analysis of the Monte Carlo (MC) simulation.

The kinematic-fitting technique [31] was used to test various reaction hypotheses needed in our analysis. In our kinematic fit, the incident photon is parametrized by three measured variables: energy and event-vertex coordinates X and Y in the target. The direction of the incident photon is assumed to be parallel to the Z axis. The initial values for the mean of X and Y are set to zero. The uncertainties σX and σY are taken as the rms (root mean square) of the X and Y distribution on the target. Their magnitudes, which typically are of a few millimeters, are determined by the collimator diameter and the 2.5-m distance between the collimator and the target. The uncertainty in the energy of the incident photon is taken as one-third of the energy width of the corresponding tagger channel; this is slightly larger than the rms of a uniform distribution. To reproduce the same conditions in the analysis of the MC simulation, the simulated photon energy is substituted for the energy of the corresponding tagger channel. The Z coordinate of the vertex is a free variable in the kinematic fit. A photon cluster in the fit is parametrized by four measured variables. For the CB, they are the cluster energy, the angles θ and φ calculated with respect to the CB center, and the effective depth of the shower in the crystals. For TAPS, instead of the θ angle, the measured variable is the distance R (in centimeters) from the cluster center to the Z axis (the same as the TAPS center). In the fitting procedure, the θ angle of a photon is calculated from the variable R of the cluster, the distance from the vertex to the TAPS surface, and the shower effective depth in TAPS. The effective shower depth in the CB and TAPS is defined as the distance from the crystal front surface to the point where the deposit of the particle energy equals half of the cluster energy. The energy dependence of the effective depth and its uncertainty for the photon and proton clusters were determined from the MC simulation.

The resolution of the CB in the cluster angle θ as a function of the cluster energy was determined for photons and protons from the difference between initial and reconstructed angles in the MC simulation. The resolution of the CB in the cluster angle φ can be obtained from the θ resolution by dividing it by sin θ (i.e., σφ = σθ/ sin θ). To determine the resolution of TAPS in the distance R as a function of the cluster energy, the initial and reconstructed values R from the MC simulation were compared. The resolution of TAPS in the angle φ can be obtained from the R resolution by dividing it by R itself (i.e., σφ = σR/R). The resolutions so determined are used in the kinematic fit as the uncertainties in the cluster parameters θ, R, and φ.

Besides the individual gain coefficients for each crystal, which are used to calculate the deposited energy from the analog-to-digital converter (ADC) channels, we introduced an energy-dependent function that provides a correction for the cluster energy to get the photon energy. The correction is energy dependent because less energetic final-state photons have a larger fraction of the energy deposit that is not collected from the crystals owing to their read-out thresholds. The magnitude of the correction was determined from the MC simulation by comparing the energy of the simulated photons and their reconstructed clusters. The advantage of using this function is that it improves the invariant-mass resolution and removes the dependence of the mean invariant-mass value on the energy of the incident photon. Without using this function, the peaks from π0 and η in the invariant-mass spectra move to higher masses when increasing the incident-photon energy; this is a consequence of more energetic final-state photons.

The determination of the energy-resolution function ΔE/E for the CB and TAPS was divided into two steps. First, we fixed a so-called inherent resolution of the calorimeters, which is determined only by the propagation of electromagnetic showers in the GEANT simulation and by the cluster-reconstruction algorithm. The inherent energy resolution is better than the experimental one, which also includes additional smearing from the light collection, the conversion to electronic signals in the photomultiplier tubes (PMTs), digitization in the ADCs, and pileups. To match the experimental resolution, which is correlated with the beam intensity and depends on the quality of the gain calibrations, the MC output for the energy deposited in the calorimeters has to be smeared according to an “additional” ΔE/E function, which is different for different experimental conditions. For example, to match the experimental energy resolution for electromagnetic showers in the CB at a low intensity of the photon beam (i.e., with few pileups), the energy of clusters in the analysis of the MC simulation must be smeared according to ΔE/E = 0.0145/(E[GeV])0.34. Matching the energy resolution between the experimental and MC events can be adjusted via reaching agreement in the invariant-mass resolution and in the kinematic-fit stretch functions (or pulls) for the energy of the photons detected in the CB and TAPS. The superposition of the inherent and additional resolution functions is used in the kinematic-fit analysis of both the experimental data and MC simulation. This resolution function provides the uncertainties in the energy of the photon clusters. The functions parametrizing the energy resolution for electromagnetic showers in the CB and TAPS calorimeter are given in the section describing the experimental setup.

For seven-cluster events, the information from the recoil-proton cluster is also used in the kinematic fit. However, in contrast to the treatment of a photon cluster, the energy of the proton cluster is not included in the fit, as there is a large uncertainty in the loss of kinetic energy of the protons when they travel from the target to the calorimeter crystals. This loss occurs in the material located between the target and the crystal surface. The calculation of the kinetic energy of the protons.
from the cluster energies is complicated, as the amount of the material depends on the production angles in the laboratory system, and the energy loss in matter depends on the kinetic energy of the protons. Moreover, when the kinetic energy is above 450 MeV for the CB and above 370 MeV for TAPS, the recoil protons do not stop inside the crystals. In the analysis of six-cluster events, all parameters of the recoil proton (i.e., the kinetic energy and the two angles of the momentum vector) are free variables of the kinematic fit. The kinematic fitting includes the four main constraints, which are based on the conservation of energy and three-momentum, and additional constraints on the invariant masses of certain particles in the final state. For our reaction, we can use three constraints on the invariant mass of two photons to have the $\eta$-meson mass and a constraint on the invariant mass of six photons to have the $\eta$-meson mass. Then the total number of constraints to test the hypothesis of reaction (4) is eight. The effective number of constraints is smaller by the number of free variables of the fit, which are the $Z$ coordinate of the vertex and the unknown proton parameters (one for seven-cluster events and three for six-cluster events). Thus the test of hypothesis (4) is a 4-C (four effective constraints) fit for six-cluster events and a 6-C fit for seven-cluster events.

Note that testing the $\gamma p \rightarrow \eta p \rightarrow 3\pi^0 p \rightarrow 6\gamma p$ hypothesis means testing this for all possible permutations of pairing the six photon clusters to form three $\pi^0$s. For six-cluster events, there are 15 such permutations. In the case of seven-cluster events, this number is seven times larger, as the proton cluster is also involved in the permutations. The number of permutations can be decreased by the separation of the photon clusters from the proton one. In our analysis, we used a limit on the $\theta$ angle of clusters, which can be only forward ones for the outgoing proton, and the information on the time of flight between a TAPS cluster and the CB signal with respect to the energy of the TAPS cluster. The time-of-flight information was also used to remove a small background from the six-cluster events, in which one of the clusters was due to the proton. The events for which at least one pairing combination satisfied the hypothesis of reaction (4) at the 2% confidence level, CL (i.e., with a probability greater than 2%), were accepted as $\eta \rightarrow 3\pi^0$ event candidates. The pairing combination with the largest CL was used to reconstruct the kinematics of the reaction. A tighter cut on the kinematic-fit CL is unnecessary as there is almost no physical background to suppress. A looser cut on the CL is not desirable because of inclusion of events with poor resolution.

For the experimental events, in which there are usually several tagger hits recorded for one DAQ trigger, the $\gamma p \rightarrow \eta p \rightarrow 3\pi^0 p \rightarrow 6\gamma p$ hypothesis is tested for every incident photon for which the tagging time is within a chosen interval and with the incident-photon energy above the reaction threshold of 707 MeV. If an $\eta \rightarrow 3\pi^0$ event candidate from one trigger passes the 2% CL criterion for several tagger hits, they are analyzed as separate events. The tagging-time spectrum for the experimental events selected as $\eta \rightarrow 3\pi^0$ candidates is shown in Fig. 2(a). The prompt peak from the coincidence of the DAQ triggers and the tagged photons sits above a uniform random background. All the experimental spectra were produced from the events where the tagging time lay between the vertical lines shown in Fig. 2(a), but are corrected for the random background by subtraction of the spectra produced from the events where the tagging time lay outside the prompt region. To decrease the statistical uncertainties and fluctuations in the experimental spectra obtained after the random-background subtraction, the width of the random region was taken to be much wider than the prompt one. The normalization factor for the subtraction of the random-background spectra is then the ratio of the widths taken for the prompt and the random parts of the spectrum.

Another source of background comes from interactions of the incident photons with the target walls. This background was investigated by analyzing the data taken with an empty target. The size of the so-called empty-target background depends on the thickness of the target walls and on how well the $\eta \rightarrow 3\pi^0$ production on hydrogen can be separated from production on heavier nuclei. Since the kinematic fit tests the hypothesis of the photon-proton interaction, this rejects many $\eta \rightarrow 3\pi^0$ events produced in the target walls. From our analysis, the size of the empty-target background in our $\eta \rightarrow 3\pi^0$ events is 2.2% after applying a cut at the 2% CL of the kinematic fit. Tightening this cut to the 10% CL
decreases this background to 1.7%. Another way to suppress the empty-target background is to require the detection of the final-state proton. In this case, the empty-target background in our $\eta \rightarrow 3\pi^0$ events is 0.8% after applying a cut on the 2% CL and 0.65% for the 10% CL. The corresponding numbers for our experimental $\eta \rightarrow 3\pi^0$ events with the undetected proton are 7.4% for the 2% CL and 6.0% for the 10% CL. Because of limited statistics of the empty-target data, the remaining empty-target background was not subtracted from our experimental $\eta \rightarrow 3\pi^0$ spectra. The results obtained for the slope parameter $\alpha$ by the change in the size of the remaining empty-target background showed no dependence on it.

The MC simulation of the $\gamma p \rightarrow \eta p \rightarrow 3\pi^0 p$ reaction was divided into two steps. First, this reaction was simulated without dependence of its yield on the incident-photon energy. This MC simulation was used to determine the $\gamma p \rightarrow \eta p$ excitation function. Since we analyze the $\gamma p \rightarrow \eta p \rightarrow 3\pi^0 p$ reaction at a large range of incident-photon energies, where the production angular distribution changes much, an isotropic distribution was used as an input for our MC simulation. The simulation of the $\eta \rightarrow 3\pi^0$ decay was made according to phase space (i.e., with the slope parameter $\alpha = 0$). All MC events were propagated through a full GEANT (version 3.21) simulation of the CB-TAPS detector, folded with resolutions of the detectors (such as smearing according to the “additional” $\Delta E/E$ function) and conditions of the trigger, and analyzed in the same way as the experimental data. The resulting detector acceptance for the $\gamma p \rightarrow \eta p \rightarrow 3\pi^0 p$ events selected by the kinematic fit at the 2% CL is shown in Fig. 2(b); it varies from about 45% at the $\eta$ threshold to about 25% at an incident-photon energy of 1.4 GeV. The experimental yield of the $\gamma p \rightarrow \eta p \rightarrow 3\pi^0 p$ events corrected for the acceptance, for the $\eta \rightarrow 3\pi^0$ branching ratio, for the photon beam flux, and for the number of the target protons is compared in Fig. 2(c) to the current PWA-fit solution taken from the SAID [32] data base. The shape of the $\gamma p \rightarrow \eta p$ excitation function at the production threshold confirms the good quality of the energy calibration of the tagger, which was performed as explained in Ref. [24]. The small disagreement that is seen at higher energies can be partially due to the difference between the real production angular distribution and the isotropic distribution used in our MC simulation. In the second step, the $\gamma p \rightarrow \eta p \rightarrow 3\pi^0 p$ reaction was simulated according to its excitation function folded with the bremsstrahlung photon distribution. This MC simulation was then used to determine the slope parameter $\alpha$.

Since the event selection in our analysis is based on the confidence level of the kinematic fit, it requires good agreement of the $\chi^2$ probability (same as CL) distribution for the experimental and MC events. Then a change in the cut on the CL value removes the same fraction of events from the experimental data and MC simulation. In Fig. 3(a),

![Fig. 3. (a) The $\chi^2$ probability (or CL) distribution for the experimental (triangles) and MC (circles) $\eta \rightarrow 3\pi^0$ events; (b) the $3\pi^0$ invariant mass for the experimental (triangles) and MC (circles) $\eta \rightarrow 3\pi^0$ events selected at the 2% CL by testing the $\gamma p \rightarrow 3\pi^0 p \rightarrow 6\gamma p$ hypothesis; (c) the $Z$ coordinate of the vertex for the experimental (triangles) and MC (circles) $\eta \rightarrow 3\pi^0$ events; (d) the resolution in the variable $z$.](image-url)
we compare the CL distributions for the experimental (triangles) and MC (circles) events selected by testing the \( γp → ηp → 3π^0p \) hypothesis. These distributions are in reasonable agreement. Note that some increase in the CL distributions for low probability is due to events with partially overlapping photon showers, or with some leakage of the energy of the showers from the edge crystals of the CB and TAPS. Since the energy-resolution functions for the CB and TAPS were determined for “solitary” electromagnetic showers, for which all energy is deposited in the calorimeter, the errors in the energy and angles are underestimated for these “nonideal” clusters.

The agreement between the experimental data and MC simulation for the energy calibration of the calorimeters and the invariant-mass resolution can be illustrated by a comparison of the \( 3π^0 \) invariant-mass spectra. These spectra obtained from events selected by testing the \( γp → 3π^0p → 6γp \) hypothesis are shown in Fig. 3(b) by triangles for the experimental data and by circles for the MC simulation. There is good agreement between the experimental and MC spectrum for the mean value, which is consistent with the \( η \)-meson mass of 547.5 MeV, and for the invariant-mass resolution, which has \( σ \approx 6 \) MeV.

Since the \( Z \) coordinate of the vertex is a free variable in the kinematic fit, the \( Z \) distribution must reflect the thickness of the LH\(_2\) target, which is 5 cm long, and the target position. The agreement of these distributions for the experimental (triangles) and MC (circles) \( η → 3π^0 \) events can be seen in Fig. 3(c). The larger width of the \( Z \) distribution, compared to the 5-cm thickness of the physical target, is due to the resolution of the kinematic fit in the \( Z \) coordinate. For the \( γp → ηp → 3π^0p → 6γp \) process, this resolution is about 1.1 cm; it is determined from the difference between the initial and reconstructed value of \( Z \) in the MC simulation.

The resolution in the variable \( z \), defined in Eq. (3), can be understood from a comparison of \( z \) calculated from the kinematics of the initially simulated events and \( z \) calculated from the kinematics reconstructed for these events by the kinematic fit. The resolution in \( z \) is shown in Fig. 3(d). Based on this resolution and the \( z \)-variable limits, which are from 0 to 1, we divided our \( z \) spectra, used for the determination of the slope parameter, into 20 bins. This binning provides a bin width that is wider than one \( σ_z = 0.039 \). The spectrum shown in Fig. 3(d) also demonstrates the insignificance of the combinatorial background in the \( η → 3π^0 \) events, i.e., when the kinematic-fit hypothesis with the largest CL chooses a false pairing combination of the six photons to the three \( π^0 \)s. The combinatorial background produces accidental reconstructed values for \( z \) that are spread widely in the \( dz \) spectrum, resulting in a washout of the real Dalitz-plot slope. For a rough estimate of the combinatorial-background contribution, we took the fraction of the MC events that have \(|dz| > 0.2\); this fraction was found to be 3.5% only.

To show that our MC simulation satisfactorily reproduces the experimental acceptance, we compare our differential cross sections for the \( γp → ηp \) reaction with other existing measurements. In Fig. 4(a), we show the experimental distribution of the \( η \) production angle from \( γp → ηp → 3π^0p \) events measured in the center-of-mass (c.m.) system for incident-photon energies of 800 to 850 MeV. This distribution is not yet corrected for the acceptance. The corresponding acceptance obtained from our MC simulation is shown in Fig. 4(b). The complicated behavior of both the experimental distribution and the acceptance is mostly caused by the gap between the CB and TAPS calorimeters. The experimental distribution corrected for the acceptance, for the \( η → 3π^0 \) branching ratio, for the photon beam flux, and for the number of the target protons is shown by triangles in Fig. 4(c). This distribution has a smooth shape now, which is in good agreement with the \( γp → ηp \) differential cross section obtained recently for the same energy range by the Crystal Barrel Collaboration at ELSA (CB-ELSA) [33]. The CB-ELSA data are shown by circles in the same figure. Similarly good agreement with the corresponding CB-ELSA results is observed for all other energy intervals. In Fig. 5, we illustrate it just for one more energy interval of 1150 to 1200 MeV. The agreement in the differential cross sections is shown to demonstrate the quality of our \( η → 3π^0 \) analysis.
IV. DETERMINATION OF THE SLOPE PARAMETER $\alpha$ AND ITS UNCERTAINTY

The experimental $z$ distribution obtained for the $\eta \to 3\pi^0$ events with prompt tagging times is shown as the solid line in Fig. 6(a). The events were selected at the 2% CL from the test of the $\gamma p \to \eta p \to 3\pi^0 p \to 6\gamma p$ hypothesis with the kinematic fit. Both six- and seven-cluster events (i.e., without and with the outgoing proton detected) were included in this distribution; the fraction of six-cluster events is only about 20%. The corresponding (unnormalized) $z$ distribution obtained from the events with the random tagging times is shown in the same figure by the dashed line. The size of this background depends on the photon-beam intensity and is less than 10% for our data. The experimental $z$ distribution after subtraction of the normalized random background is shown in Fig. 6(b). The $z$ distribution obtained from our MC simulation is shown in...
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Table I. Results for the $\eta \to 3\pi^0$ slope parameter $\alpha$ for different selection criteria.

| Result # | Cuts                        | Statistics | $\alpha$          | $\chi^2$/ndf |
|----------|-----------------------------|------------|-------------------|-------------|
| 1        | CL = 2%                     | 3.06 $\times$ 10^6 | $-0.0322 \pm 0.0012$ | 31.5/18     |
| 2        | CL = 5%                     | 2.78 $\times$ 10^6 | $-0.0326 \pm 0.0013$ | 32.2/18     |
| 3        | CL = 10%                    | 2.50 $\times$ 10^6 | $-0.0329 \pm 0.0014$ | 30.0/18     |
| 4        | CL = 20%                    | 2.11 $\times$ 10^6 | $-0.0326 \pm 0.0015$ | 25.9/18     |
| 5        | CL = 2%, $E_\gamma$ < 1.1 GeV | 2.76 $\times$ 10^6 | $-0.0320 \pm 0.0013$ | 26.9/18     |
| 6        | CL = 2%, $E_\gamma$ < 1.0 GeV | 2.58 $\times$ 10^6 | $-0.0320 \pm 0.0013$ | 28.9/18     |
| 7        | CL = 2%, $E_\gamma$ < 0.9 GeV | 2.18 $\times$ 10^6 | $-0.0321 \pm 0.0015$ | 20.2/18     |
| 8        | CL = 2%, $E_{CB}$ < 0.42 GeV | 2.83 $\times$ 10^6 | $-0.0316 \pm 0.0013$ | 29.1/18     |
| 9        | CL = 2%, $E_{CB}$ < 0.47 GeV | 2.60 $\times$ 10^6 | $-0.0319 \pm 0.0013$ | 30.7/18     |
| 10       | CL = 2%, c.m. cos $\theta_\gamma$ < 0. | 1.73 $\times$ 10^6 | $-0.0334 \pm 0.0017$ | 23.7/18     |
| 11       | CL = 2%, c.m. cos $\theta_\gamma$ > 0. | 1.32 $\times$ 10^6 | $-0.0312 \pm 0.0019$ | 14.5/18     |
| 12       | CL = 2%, 7 cl.              | 2.39 $\times$ 10^6 | $-0.0323 \pm 0.0014$ | 26.4/18     |
| 13       | CL = 10%, 7 cl.             | 1.97 $\times$ 10^6 | $-0.0327 \pm 0.0015$ | 27.8/18     |
| 14       | CL = 20%, 7 cl.             | 1.67 $\times$ 10^6 | $-0.0325 \pm 0.0016$ | 26.9/18     |
| 15       | CL = 2%, 7 cl., $E_\gamma$ < 1.1 GeV | 2.13 $\times$ 10^6 | $-0.0319 \pm 0.0015$ | 25.9/18     |
| 16       | CL = 2%, 7 cl., $E_\gamma$ < 1.0 GeV | 1.97 $\times$ 10^6 | $-0.0319 \pm 0.0015$ | 28.5/18     |
| 17       | CL = 2%, 7 cl., $E_\gamma$ < 0.9 GeV | 1.62 $\times$ 10^6 | $-0.0323 \pm 0.0017$ | 23.4/18     |
| 18       | CL = 2%, 6 cl.              | 0.663 $\times$ 10^6 | $-0.0292 \pm 0.0027$ | 22.0/18     |
| 19       | CL = 10%, 6 cl.             | 0.525 $\times$ 10^6 | $-0.0307 \pm 0.0030$ | 29.3/18     |
| 20       | CL = 20%, 6 cl.             | 0.433 $\times$ 10^6 | $-0.0301 \pm 0.0033$ | 25.4/18     |
| 21       | CL = 2%, random Bkg            | 1.73 $\times$ 10^6 | $-0.0132 \pm 0.0016$ | 23.2/18     |
| 22       | CL = 2%, 04.2007              | 0.617 $\times$ 10^6 | $-0.0308 \pm 0.0026$ | 21.0/18     |
| 23       | CL = 2%, 06.2007              | 1.50 $\times$ 10^6 | $-0.0324 \pm 0.0017$ | 23.6/18     |
| 24       | CL = 2%, 07.2007              | 0.939 $\times$ 10^6 | $-0.0329 \pm 0.0021$ | 16.8/18     |

Fig. 6(c). This MC simulation is based on $4 \times 10^7 \gamma p \rightarrow \eta p \rightarrow 3\pi^0 p$ events with $\eta$ decaying to $3\pi^0$ according to phase space (i.e., with $\alpha = 0$). The ratio of the experimental $z$ distribution to the MC one that was fitted to the function $p_0 + 2p_1z$ is shown in Fig. 6(d). To bring this fit to the required function $1 + 2\alpha z$, the MC distribution was normalized in such a way as to make the fit parameter $p_0$ equal to 1. Then the fit parameter $p_1 = -0.0322 \pm 0.0012$ has the meaning of the slope parameter $\alpha$. We take the error of $p_1$ from this fit, in which our full set of experimental statistics was used, as the statistical uncertainty of the slope parameter $\alpha$. To estimate its systematic uncertainty, a variety of tests were performed; these are listed in Table I.

For each test listed in Table I, we include information on the criteria for event selection, the experimental statistics, the value for the slope parameter with its statistical uncertainty, and the $\chi^2$/number degrees of freedom (ndf) value of the fit. The result of the fit shown in Fig. 6(d) is listed in Table I as test 1. Tests 2–4 check the sensitivity of the results to the cut on the CL of the kinematic fit. Tightening the cut on the CL results in a data set with better resolution and less remaining background. The variation in the value for $\alpha$ is much smaller than the statistical uncertainties.

Tests 5–7 check the sensitivity of the results to a possible background from the $3\pi^0$ final state that is not due to $\eta$ decay. The size of this background can be understood from the examination of the $3\pi^0$ invariant-mass spectrum obtained when testing the $\gamma p \rightarrow 3\pi^0 p$ hypothesis. This spectrum is shown in Fig. 7 for the full tagging range 0.7–1.4 GeV of incident-photon energies and for the ranges 0.7–1.1 GeV and 1.1–1.4 GeV. An examination of the spectrum shows that the size of the $3\pi^0$ background comprises a few percent of our full data set, and it is negligibly small for events with the incident-photon energies below 1.1 GeV. We tested three cuts on the incident-photon energy: 0.9, 1.0, and 1.1 GeV. The experimental value for $\alpha$ is almost independent of this cut.

Tests 8 and 9 check whether the simulation of the threshold on the CB total energy in the DAQ trigger is correct. From the analysis of the sum of the cluster energies, the parameters of the trigger were determined to be 320 MeV for the threshold itself and $\sigma = 20$ MeV for its uncertainty. To reproduce these trigger conditions in the MC analysis, the total energy of clusters has to be smeared according to a normal distribution having that $\sigma$, and those events that have a smeared energy less than the threshold value must be rejected from the analysis. In our tests, we applied software thresholds of 420 and 470 MeV to both the experimental and MC events. These magnitudes were chosen to be considerably larger than the threshold of 320 MeV smeared with $\sigma = 20$ MeV. The results obtained for $\alpha$ are in good agreement within their statistical uncertainties.

Tests 10 and 11 check the sensitivity of our results to the difference between the isotropic production angular distribution used in the MC simulation of the $\gamma p \rightarrow \eta p$ reaction and the real distributions defined by the differential cross sections, which depend on the incident-photon energy. Examples of the $\gamma p \rightarrow \eta p$ differential cross sections for the two different intervals of the incident-photon energy are shown in Figs. 4 and 5. In these tests, we determined the slope...
parameter from two subsets. The first subset included the events with only \cos \theta_\eta > 0 \text{ and the second one with only } \cos \theta_\eta < 0. \text{ Both the results for } \alpha \text{ are in agreement within their statistical uncertainties.}

In tests 12–17, we repeated some of the previous tests but for the seven-cluster events only. The results obtained are in good agreement with each other and with the tests that were performed using the sum of the events with both the cluster multiplicities.

Tests 18–20 are performed for the six-cluster events only. The results for \alpha \text{ are slightly smaller here in comparison to the corresponding seven-cluster results. This could be in part due to a larger fraction of the empty-target background in the six-cluster events. The } \eta \rightarrow 3\pi^0 \text{ decay kinematics for this background is smeared by the kinematic fit, which assumes the target to be a proton. This smearing leads to poorer resolution in the variable } z \text{ and increases the combinatorial background, which reduces the real slope of the } \eta \rightarrow 3\pi^0 \text{ Dalitz plot. A similar smearing occurs for the } \eta \rightarrow 3\pi^0 \text{ events with accidental incident-photon energies (i.e., our random-background events). Test 21, in which } \alpha \text{ is obtained from the } \eta \rightarrow 3\pi^0 \text{ events with accidental incident photons, illustrates the reduction in the experimental slope caused by the smearing effect.}

Differently from the empty-target background, the random background was subtracted in all tests of Table I, except test 21.

Tests 22–24 illustrate the stability of the results over the period of data taking. Our data set includes three periods of data taking from April 2007 to July 2007 with similar experimental and trigger conditions but different durations. All three results are in good agreement within their statistical uncertainties.

The uncertainty in measuring the parameter \alpha \text{ owing to our limited resolution in the variable } z \text{ and the combinatorial background can be estimated by introducing the measured } \alpha \text{ value into the MC simulation and using this MC sample instead of the experimental data. To exclude statistical fluctuations from this estimate, the same MC sample must be used in the ratio of the simulations with nonzero and zero } \alpha. \text{ This can be done when an event enters into the } z \text{ spectrum according to the } z \text{ value that is reconstructed by our program but with a weight of } 1 + 2\alpha z, \text{ calculated using } z \text{ from the simulated kinematics of the event. In this way, the ideal } z \text{ distributions are folded with the experimental acceptance and resolution, and both spectra that are used in the ratio have correlated statistical fluctuations. These fluctuations are canceled in the ratio and do not smear the magnitude of the slope. The use of } \alpha = -0.032 \text{ as an input for this estimate resulted in } \alpha = -0.0300 \pm 0.0007 \text{ after applying the criteria of test 1 and } \alpha = -0.0303 \pm 0.0009 \text{ after applying the criteria of test 4. The difference } 0.0017 \text{ between the input } \alpha \text{ and the value obtained for } \alpha \text{ using the criteria of test 4 is slightly smaller than the value obtained using the criteria of test 1. This is expected because of a tighter quality cut on the CL of the kinematic fit in test 4. In the analysis of the MC simulation, we can also decrease the combinatorial background by applying an additional cut on the difference between the initially simulated and reconstructed value of } z. \text{ The elimination of the MC events that have } |dz| > 0.2, \text{ additionally to the selection criteria of test 1, results in } \alpha = -0.0315 \pm 0.0007, \text{ which is in good agreement with } \alpha = -0.032 \text{ used as an input. These tests illustrate the importance of the experimental resolution for the precision measurement of the slope parameter } \alpha.

As our final result for the slope parameter \alpha, \text{ we use the weighted average of all results from Table I except tests 18–21, which were performed for the six-cluster events and the random background. The six-cluster results are omitted as they involve larger background and much poorer statistics. The weight factor of each result was taken as the inverse value of its statistical uncertainty. This procedure gives } -0.0322 \text{ for the value of } \alpha. \text{ Note that this value is identical to the result for } \alpha \text{ obtained from test 1, which is based on our full experimental statistics and could be considered as an alternative choice of our main value for } \alpha. \text{ For the statistical uncertainty of } \alpha, \text{ we take the uncertainty 0.0012 from our full-statistics test 1. In the systematic uncertainty of } \alpha, \text{ we include half of the largest variation of the results in Table I (except tests 18–21), which is 0.0013, and 0.0017 obtained earlier as the difference between the initially simulated } \alpha = -0.032 \text{ and }
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that, after some variation of the $\eta \rightarrow \pi^+\pi^-\pi^0$ parameters $(a, b, \text{and } c)$, by starting from the ones that are available in the PDG [1], the agreement of the cusp prediction with the data can be improved. An example of such an improvement is shown by the solid curve in Fig. 8. Further improvement requires a simultaneous fit of the $\eta \rightarrow 3\pi^0$ and $\eta \rightarrow \pi^+\pi^-\pi^0$ data, which is not the topic of this paper. The current agreement is sufficient to understand our systematic uncertainty in the parameter $\alpha$ resulting from a possible cusp at the $\pi^+\pi^-$ threshold. In Fig. 9, we illustrate the deviation of the slope in the $z$ distribution from the phase space for the two cusp shapes that were shown in Fig. 8. As shown, if the cusp structure is similar to the one that is consistent with our data, then the effect of the cusp on the $\eta \rightarrow 3\pi^0$ slope is negligible. However, the cusp as predicted in Ref. [14] would cause significant distortion away from the linear behavior; this is not observed in our experimental data.

VI. SUMMARY AND CONCLUSIONS

The dynamics of the $\eta \rightarrow 3\pi^0$ decay have been studied with the Crystal Ball multiphoton spectrometer and the TAPS calorimeter. Bremsstrahlung photons produced by the 1.5-GeV electron beam of the Mainz Microtron MAMI-C and tagged by the Glasgow photon spectrometer were used for $\eta$-meson production. The analysis of $3 \times 10^9 \gamma p \rightarrow \eta p \rightarrow 3\pi^0 p \rightarrow 6\gamma p$ events yields the value $\alpha = -0.032 \pm 0.003$ for the $\eta \rightarrow 3\pi^0$ slope parameter, which agrees with the majority of recent experimental results and has the smallest uncertainty. The agreement with $\alpha = -0.031 \pm 0.004$ of the measurement made by the Crystal Ball at the AGS, where the $\pi^- p \rightarrow \eta n$ reaction was used, demonstrates the suitability of photoproduction for studying subtle effects in $\eta$ decays. The $\pi^0\pi^0$ invariant-mass spectrum was investigated for the occurrence of a cusplike structure in the vicinity of the $\pi^+\pi^-$ threshold. The observed effect is small and does not affect our measured value for the slope parameter. Further investigation of the cusp requires better statistics and a simultaneous analysis of $\eta \rightarrow 3\pi^0$ and $\eta \rightarrow \pi^+\pi^-\pi^0$ data.
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