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Abstract
In this paper we study the vector-valued analogues of several inequalities for the Fourier transform. In particular, we consider the inequalities of Hausdorff–Young, Hardy–Littlewood, Paley, Pitt, Bochkarev and Zygmund. The Pitt inequalities include the Hausdorff–Young and Hardy–Littlewood inequalities and state that the Fourier transform is bounded from \( L^p(\mathbb{R}^d, |·|^\beta p) \) into \( L^q(\mathbb{R}^d, |·|^{-\gamma q}) \) under certain condition on \( p, q, \beta \) and \( \gamma \). Vector-valued analogues are derived under geometric conditions on the underlying Banach space such as Fourier type and related geometric properties. Similar results are derived for \( \mathbb{T}^d \) and \( \mathbb{Z}^d \) by a transference argument. We prove sharpness of our results by providing elementary examples on \( \ell^p \)-spaces. Moreover, connections with Rademacher (co)type are discussed as well.
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1 Introduction

Weighted norm inequalities for Fourier transforms are of central interest in harmonic analysis. In particular, working with power weights, the classical Pitt’s inequality \[ 58 \] (see also \[65\]),

\[
\| \hat{f} \|_{L^q(\mathbb{R}^d, |\cdot|^{-\gamma q})} \leq C \| f \|_{L^p(\mathbb{R}^d, |\cdot|^\beta p)}, \quad 1 < p \leq q < \infty,
\] (1.1)

holds if and only if

\[
\max \left\{ 0, d \left( \frac{1}{p} + \frac{1}{q} - 1 \right) \right\} \leq \gamma < \frac{d}{q} \quad \text{and} \quad \beta - \gamma = d \left( 1 - \frac{1}{p} - \frac{1}{q} \right).
\] (1.2)

Here \( C \) denotes a positive constant which depends on \( p, q, \beta, \gamma, d \) and \( f(x) = \sum_{n \in \mathbb{Z}^d} \hat{f}(n) e^{2\pi i n \cdot x} \). One of the beauties of Pitt’s inequalities is that they contain Plancherel’s theorem \( (p = q = 2, \beta = \gamma = 0) \), the Hausdorff–Young inequalities \( (q = p' \geq 2, \beta = \gamma = 0) \) and the Hardy–Littlewood inequalities \( (p = q \leq 2, \beta = 0, \text{ or } p = q \geq 2, \gamma = 0) \).

Similarly, the Pitt’s inequality for the Fourier transform

\[
\hat{f}(\xi) = \mathcal{F}(\xi) = \int_{\mathbb{R}^d} f(t) e^{-2\pi i t \cdot \xi} \, dt, \quad \xi \in \mathbb{R}^d,
\]

that is,

\[
\| \hat{f} \|_{L^q(\mathbb{R}^d, |\cdot|^{-\gamma q})} \leq C \| f \|_{L^p(\mathbb{R}^d, |\cdot|^\beta p)}, \quad 1 < p \leq q < \infty,
\] (1.3)

is valid if and only if the conditions given in (1.2) hold.

Extensions of Pitt’s inequalities have been studied in many papers. Below we mention only some of them. A version for more general orthonormal sequences has been obtained in [65]. Versions of Pitt’s inequality with more general weights and generalized Fourier transforms have for instance been studied in [7,8,22,32,35,48,66]. There is special interest in the sharp constants \( C \) in (1.1) and (1.3) in mathematical physics (see e.g. [3–6,25,37,70] and references therein). In particular, there is a connection with the uncertainty principle and with Hardy-Rellich estimates which are used in the theory of elliptic PDEs.
In this paper we will study vector-valued analogues of Pitt’s inequality. The special case \( \beta = \gamma = 0 \) and \( q = p' \geq 2 \) is extensively studied in the literature. It turns out that even in this special case (1.3) does not hold if \( f \) takes values in an arbitrary Banach space \( X \). In [53] Peetre states that a Banach space \( X \) has Fourier type \( \beta \in [1, 2) \) if (1.3) holds for \( \beta = \gamma = 0 \) and \( q = p' \). It turns out that this notion becomes more restrictive if \( p \) is larger, and if \( p = 2 \) this property characterizes Hilbert spaces (see [46]). Fourier type has been used in many parts of analysis. For instance in interpolation theory [20,53,67], Fourier multiplier theory [9,34,42,62], evolution equations [1,21,63,69], and geometry of Banach spaces [40,41,54,60].

Dealing with the case \( p = q \in (1, 2) \), Parcet, Soria and Xu obtained in [59] the following vector-valued Fourier inequality. Assume that \( X \) is of Fourier type \( p \). Then

\[ \| \hat{f} (n) \|_{L^p (\mathbb{Z}, |n|^{\beta }; X)} \leq C \| f \|_{L^p (\mathbb{T}; X)} , \quad 1 < \alpha < 2. \quad (1.4) \]

In particular, this inequality becomes useful in [59] to show the vector-valued analogue of the ‘little Carleson theorem’, which provides a weak version of a question raised by Rubio de Francia [61] on pointwise convergence of Fourier series taking values in UMD Banach spaces. It was shown by Hytönen and Lacey [39, Proposition 2.1] that UMD is a necessary condition for the convergence problem. There, they also give a positive answer to the conjecture of Rubio de Francia [61] on pointwise convergence of Fourier series taking values in UMD Banach spaces. Another example of Pitt’s inequality was derived by Rozendaal and the second author in [62] in order to study sharpness in vector-valued multiplier theorems.

However, apart from the above mentioned special cases, the complete characterization of vector-valued Pitt’s inequalities still remains open. Therefore, the first goal of the present paper is to study these inequalities in further detail to fill the gap in the existing literature. Namely, we establish the following

**Theorem 1.1** Let \( X \) be of Fourier type \( p_0 \in (1, 2) \). Let \( 1 < p \leq q < \infty \) and \( \beta, \gamma \geq 0 \). Assume that

\[ \max \left\{ 0, d \left( \frac{1}{\min[p, p_0]} + \frac{1}{q} - 1 \right) \right\} < \gamma < \frac{d}{q} \quad \text{and} \quad \beta - \gamma = d \left( 1 - \frac{1}{p} - \frac{1}{q} \right). \quad (1.5) \]

Then, we have

\[ \| \hat{f} \|_{L^q (\mathbb{R}^d, \cdot^{\gamma q}; X)} \leq C \| f \|_{L^p (\mathbb{R}^d, \cdot^{p\beta}; X)}. \quad (1.6) \]

Furthermore, if \( \gamma = \max \left\{ 0, d \left( \frac{1}{\min[p, p_0]} + \frac{1}{q} - 1 \right) \right\} \) then (1.6) holds true if one of the following conditions is satisfied:

(i) \( p = q \in (1, p_0) \cup (p_0', \infty) \), \( p_0 \neq 2 \);
(ii) \( p = q \in (1, \infty) \), \( p_0 = 2 \);
(iii) \( p < q \), \( p \in (1, p_0) \cup [p_0', \infty) \);
(iv) \( p < q \), \( p \in (p_0, p_0') \), \( p_0' \leq q \).

If none of the conditions (i)–(iv) holds, then in general the endpoint case \( \gamma = \max \left\{ 0, d \left( \frac{1}{\min[p, p_0]} + \frac{1}{q} - 1 \right) \right\} \) in (1.6) fails to be true. This will be shown by giving elementary counterexamples in \( \ell^r \)-spaces.

Some comments are in order. The conditions (1.5) show the prominent role played by the geometry of \( X \) (i.e., \( p_0 \)) in Pitt’s inequalities. This is illustrated by the fact that \( \max \left\{ 0, d \left( \frac{1}{\min[p, p_0]} + \frac{1}{q} - 1 \right) \right\} \to \frac{d}{q} \) as \( p_0 \to 1^+ \), and so the range of \( \gamma \) for
which (1.6) holds becomes more restrictive. The best possible scenario occurs if $X = \mathbb{C}$ (or more generally, if $X$ is a Hilbert space) where $\max \left\{ 0, d \left( \frac{1}{p} + \frac{1}{q} - 1 \right) \right\} = \max \left\{ 0, \frac{1}{p} + \frac{1}{q} - 1 \right\}$ and hence, Theorem 1.1 covers classical Pitt’s inequalities (1.3) in the full range of parameters (1.2). However, in a general Banach space $X$, the endpoint Pitt’s inequality (1.6) with $\gamma = \max \left\{ 0, d \left( \frac{1}{p} + \frac{1}{q} - 1 \right) \right\}$ may be false. In fact, its validity depends on the relations between the integrability parameters $p$ and $q$ and the geometric conditions on $X$ (i.e., $p_0$). More precisely, if $p \in (1, p_0) \cup (p_0', \infty)$ then the endpoint Pitt’s inequality holds true for all $q \geq p$. However, this is not the case in the range $p \in (p_0, p_0')$ where the interrelations between $q$ and $p_0$ are now important. Namely, if $q \geq p_0'$ then the limiting cases of Pitt’s inequalities are fulfilled, but this is not true in the remainder cases (i.e., $q \in (p, p_0'))$. Such an interesting phenomenon is new and can not be observed in the classical setting.

Given the Hilbert space characterization mentioned before [46], it is rather surprising that in the above result, outside of the Hilbert space setting ($p_0 < 2$), the case $p = q = 2$ is allowed as long as one considers $d\left( \frac{1}{p_0} - \frac{1}{2} \right) < \beta = \gamma < \frac{2}{2}$.

Theorem 1.1 is stated for Banach spaces with nontrivial Fourier type. It is well known that many Banach spaces satisfy this assumption. For example the following conditions are equivalent

(a) $X$ has nontrivial Fourier type;
(b) $X$ is $B$-convex;
(c) $X$ is $K$-convex;
(d) $X$ has nontrivial (Rademacher) type;
(e) $X$ has nontrivial Walsh type.

Moreover, $X$ has nontrivial Fourier type if one of following conditions holds:

(g) $X$ is UMD;
(h) $X$ is uniformly convex;
(i) $X$ is superreflexive.

The deep results (d) ⇒ (a) and (c) are due to Bourgain [13] and Pisier [55], respectively. For details on these results and on the remaining implications we refer to the monographs [40,41,57,60].

The counterparts of Theorem 1.1 for the Fourier transform on the groups $\mathbb{Z}^d$ and $\mathbb{T}^d$ will be deduced by transference (see Corollary 5.9). In particular, if $p = q = p_0$ and $1 < \alpha < 2$, then we obtain the following improvement of (1.4),

$$\|\hat{(f)}(n)\|_{L^p(\mathbb{Z}, |n|^{\alpha - 1})} \leq C \|f\|_{L^p(\mathbb{T}, |\cdot|^{1/2 - \alpha}\sqrt{p'}/p'; X)}.$$  \hspace{1cm} (1.7)

Furthermore, (1.7) fails to be true in the limiting cases $\alpha = 1, 2$.

In order to prove Theorem 1.1 one cannot directly extend the interpolation method of [65] unless $p_0 = 2$. Instead we will use the following techniques. Firstly the extension of the Hardy–Littlewood–Sobolev inequalities due to Stein–Weiss plays an important role to obtain the sharp cases of Pitt’s inequality. Secondly the connection between Fourier type and other forms of (co)type such as Paley and Hardy–Littlewood (co)type is heavily used. Paley (co)type for arbitrary orthonormal sequences was introduced in [29]. The classical inequalities due to Hardy and Littlewood, namely,

$$\|\hat{f}\|_{L^p(\mathbb{R}^d, |\cdot|^{-d(2-p)})} \leq C \|f\|_{L^p(\mathbb{R}^d)}, \quad 1 < p \leq 2,$$

\hspace{1cm} Springer
lead us to introduce the Hardy–Littlewood type of Banach spaces (see Definition 3.1) and investigate its properties. This concept can be regarded as an extension to Lebesgue spaces of the notion of Hardy type due to Blasco and Pelczynski [14], which characterizes the validity of the vector-valued extension of the classical Hardy inequality
\[ \| (\hat{f}(n)) \|_{\ell^1(\mathbb{Z}, (|n|+1)^{-1})} \leq C \| f \|_{H^1(\mathbb{T})}. \]

Here, \( H^1(\mathbb{T}) \) is the atomic Hardy space of periodic functions.

We hope that Theorem 1.1, besides its intrinsic interest, will find further applications in any of the above topics related to analysis in Banach spaces.

Our second goal is to study Hausdorff–Young type inequalities for Banach spaces. The classical Zygmund inequality [71, p. 158] claims that
\[ \sum_{n=1}^{\infty} (1 + \log n)^b \frac{\hat{f}^*(n)}{n} \leq C \int_{\mathbb{T}^d} \| f(t) \|_X (\log^+ \| f(t) \|_X)^{b+1} \, dt, \quad b + 1 > 0. \] (1.8)

Here, \( \log^+(t) = \log(2 + t) \) and \( (\hat{f}^*(n)) \) denotes the non-increasing rearrangement of the sequence \( (\hat{f}(n)) \). In Theorem 7.1 we show that the validity of the \( X \)-valued version of the Zygmund inequality (1.8) characterizes the nontrivial Fourier type of \( X \). To be more precise, we provide a more general result which works with the vector-valued extensions of (1.8) to integrable functions in Lorentz-Zygmund spaces, as well as their discrete counterparts. To illustrate our approach, we would like to single out the particular case of Orlicz norms, which is of special interest. Namely, the following statements are equivalent:

(i) \( X \) has nontrivial Fourier type,
(ii) the Zygmund inequality holds
\[ \sum_{n=1}^{\infty} (1 + \log n)^b \frac{\hat{f}^*(n)}{n} \leq C \int_{\mathbb{T}^d} \| f(t) \|_X (\log^+ \| f(t) \|_X)^{b+1} \, dt, \quad b + 1 > 0, \]
(iii) the end-point Zygmund inequality holds
\[ \sum_{n=1}^{\infty} \frac{\hat{f}^*(n)}{n(1 + \log n)} \leq C \int_{\mathbb{T}^d} \| f(t) \|_X (\log^+ \log^+ \| f(t) \|_X) \, dt, \]
(iv) the Zygmund inequality for sequences holds
\[ \int_0^1 (1 + |\log t|)^b f^*(t) \frac{dt}{t} \leq C \sum_{n \in \mathbb{Z}^d} \| c_n \|_X \left( \log^+ \left( \frac{1}{\| c_n \|_X} \right) \right)^{b+1}, \quad b + 1 < 0, \]
where \( f(t) = \sum_{n \in \mathbb{Z}^d} c_n e^{2\pi i n \cdot t}, \ t \in \mathbb{T}^d. \)

Note that the inequality given in (iii) involves the vector-valued counterpart of \( L(\log \log L)(\mathbb{T}^d) \). This space plays a distinguished role in the study of convergence problems of Fourier series in part due to the Kolmogorov’s fundamental example [44] of a function in \( L(\log \log L)(\mathbb{T}^d) \) with almost everywhere divergent Fourier series.

As mentioned, the equivalence between (i)–(iv) is a particular case of Theorem 7.1. Its proof is given in Sect. 7.4 and relies on limiting interpolation techniques (see Sect. 7.3) together with the Pisier’s result that the type of a Banach space can be characterized as the fact that it contains almost isometric copies of finite dimensional spaces (see Lemma 6.3).
As an application of our previous results, we are able to obtain quantitative versions of vector-valued Zygmund-type inequalities. In particular, Parcet, Soria and Xu [59, Theorem 2] showed that if $X$ has nontrivial Fourier type and

$$
\int_{\mathbb{T}} \|f(t)\|_X (\log^+ \|f(t)\|_X)^b \, dt \leq \rho
$$

for some $b > 0$, then there exist positive constants $a(\rho, b)$ and $A(\rho, b)$ such that

$$
\sum_{n=-\infty}^{\infty} \exp \left( -a(\rho, b) \left\| \hat{f}(n) \right\|_X^{-\frac{1}{b}} \right) \leq A(\rho, b).
$$

(1.9)

This result is not only interesting by itself but also plays a crucial role in the proof of the ‘little Carleson theorem’ for UMD Banach spaces (see [59, Theorem 1]). Here, we extend (1.9) in several directions. Namely, we obtain its counterparts for the broader scale of periodic Lorentz-Zygmund spaces as well as its discrete counterparts (see Theorem 7.3) and Lorentz-Zygmund spaces on $\mathbb{R}^d$ (cf. Sect. 7.8). Furthermore, our method enables us to show (1.9) for arbitrary uniformly bounded orthonormal systems (see Corollary 7.19). Note that in general it is unknown whether nontrivial (Rademacher) type implies nontrivial type for an arbitrary uniformly bounded orthonormal system (see [30, Section 8.3]).

Limiting interpolation also allows us to show the vector-valued version of the Bochkarev’s inequality. In [36], Herz showed that

$$
\mathcal{F} : L^{2,q}(\mathbb{T}^d) \to \ell^{2,r}(\mathbb{Z}^d) \quad \text{if and only if} \quad q \leq 2 \leq r.
$$

In other words, apart from trivial cases, the Fourier transform does not map Lorentz spaces $L^{2,q}(\mathbb{T}^d)$ to $\ell^{2,r}(\mathbb{Z}^d)$. However, Bochkarev [11,12] proved that this obstruction can be overcome with the help of additional logarithmic decay of the sequence of Fourier of coefficients. More precisely, if $q > 2$ then

$$
\hat{f}^*(n) \leq C n^{-1/2} \left( 1 + \log n \right)^{1/2} \|f\|_{L^{p_0, q}(\mathbb{T}^d)}, \quad n \in \mathbb{N}.
$$

(1.10)

Further related results can be found in [64, Corollary 5.2].

Assume that $X$ has Fourier type $p_0$ and let $q > p_0$. Then, we show that (see Corollary 7.9)

$$
\hat{f}^*(n) \leq C n^{-1/p_0'} \left( 1 + \log n \right)^{1/2} \|f\|_{L^{p_0, q}(\mathbb{T}^d; X)}.
$$

(1.11)

In particular, if $X = \mathbb{C}$ then we recover (1.10). In fact, we will obtain a stronger decay than (1.11) in terms of Lorentz-Zygmund norms (see Theorem 7.5).

This paper is organized as follows:

- Section 2 contains several preliminaries on interpolation and duality.
- In Sect. 3 we recall the notions of Fourier, Paley and Hardy–Littlewood (co)type and discuss some simple extensions of known results.
- In Sect. 4 we extend a standard transference technique between the groups $\mathbb{T}^d$, $\mathbb{Z}^d$ and $\mathbb{R}^d$ to the setting of weighted spaces and Lorentz spaces. We also present several counterexamples to prove sharpness of results of Sect. 3.
- In Sect. 5 we give the proof of Theorem 1.1. Moreover, sharpness of the results is obtained on the class of $\ell^p$-spaces.
- In Sect. 6 some relations between Rademacher, Fourier, Paley, Hardy–Littlewood (co)type and Pitt’s inequalities are obtained.
- In Sect. 7 we characterize the validity of the Zygmund inequality for Banach spaces and we show the vector-valued analogue of the Bochkarev’s inequality.
Notation

As usual, $\mathbb{R}^d$ denotes the $d$-dimensional real Euclidean space, $\mathbb{T}^d = [-\frac{1}{2}, \frac{1}{2}]^d$ is the $d$-dimensional torus, $\mathbb{Z}^d$ is the lattice of all points in $\mathbb{R}^d$ with integer-valued components, $\mathbb{N}$ is the collection of all natural numbers and $\mathbb{C}$ is the complex plane. We use $B_r$ to denote the Euclidian ball in $\mathbb{R}^d$ centered at the origin with radius $r > 0$.

We denote nonzero Banach spaces over $\mathbb{C}$ by $X$. Given two Banach spaces $X_0$, $X_1$, we write $X_0 \hookrightarrow X_1$ if $X_0 \subseteq X_1$ and the natural embedding from $X_0$ into $X_1$ is continuous.

For $1 \leq p \leq \infty$, the number $p'$ is given by $\frac{1}{p} + \frac{1}{p'} = 1$.

We use the notation $\mu \lesssim_A X$ whenever $\mu \leq C \mu$ and $C$ is a positive constant which only depends on the parameter $q$. Similarly, we write $A \lesssim_q B$ if both $A \lesssim_q B$ and $B \lesssim_q A$.

2 Preliminaries

2.1 Function spaces

Let $S(\mathbb{R}^d; X)$ denote the space of $X$-valued Schwartz functions on $\mathbb{R}^d$. We write $S(\mathbb{R}^d) = S(\mathbb{R}^d; \mathbb{C})$. The space of vector-valued tempered distributions is defined by $S'(\mathbb{R}^d; X) = \mathcal{L}(S(\mathbb{R}^d), X)$, the space of all bounded linear operators from $S(\mathbb{R}^d)$ to $X$. The Fourier transform is denoted by $\mathcal{F}$ and we use the normalization

$$\hat{f}(\xi) = \mathcal{F}(f)(\xi) = \int_{\mathbb{R}^d} f(t)e^{-2\pi i t \cdot \xi} \, dt, \quad f \in L^1(\mathbb{R}^d; X).$$

Recall that $\mathcal{F}$ acts continuously on $S(\mathbb{R}^d; X)$ and $S'(\mathbb{R}^d; X)$.

Let $(S, \Sigma, \mu)$ be a measure space with $\sigma$-finite positive measure $\mu$. For a weight function $w : S \to (0, \infty)$ which is integrable on sets in $\Sigma$ of finite measure and $p \in [1, \infty)$, we consider the Bochner spaces $L^p(S, w; X)$ formed by all (equivalence classes of) strongly $\mu$-measurable functions $f : S \to X$ having a finite norm

$$\|f\|_{L^p(S, w; X)} = \left(\int_S \|f(s)\|_X^p w(s) \, d\mu(s)\right)^{1/p}. \quad (2.1)$$

For $p = \infty$ we let $L^\infty(S, w; X) = L^\infty(S; X)$ denote the functions which are essentially bounded and set

$$\|f\|_{L^\infty(S, w; X)} = \text{ess. sup}_{s \in S} \|f(s)\|_X.$$

In the special case $\omega \equiv 1$ we simply write $L^p(S; X)$ and $L^p(S, w) = L^p(S, w; \mathbb{C})$. If $S = \mathbb{Z}^d$ then we shall use the notation $\ell^p(\mathbb{Z}^d, w; X)$.

If $f : S \to X$ then by $f^*(t)$, $0 < t < \mu(S)$, we mean the non-increasing rearrangement of the scalar-valued function $\|f(s)\|_X$, $s \in S$. For $1 \leq p \leq \infty$, $1 \leq q \leq \infty$ and $-\infty < b < \infty$, the Lorentz-Zygmund space $L^{p,q}(\log L)^b(S; X)$ is the class of all $\mu$-strongly measurable functions $f : S \to X$ such that

$$\|f\|_{L^{p,q}(\log L)^b(S; X)} = \left(\int_0^{\mu(S)} \left( t^{1/p}(1 + |\log t|)^b \cdot f^*(t) \right)^q \, dt \right)^{1/q} < \infty \quad (2.2)$$

\textcopyright Springer
(with the usual modification if \( p = \infty \) and/or \( q = \infty \)). See [15,24]. If \( p = \infty \) then the case of interest is \( b + 1/q < 0 \) (\( b \leq 0 \) if \( q = \infty \)). Otherwise, it is easy to check that the Lorentz-Zygmund space \( L^{\infty,q}(\log L)^b(S;X) \) becomes trivial, in the sense that it contains the zero function only. Note that if \( b = 0 \) in \( L^{p,q}(\log L)^b(S;X) \) then we obtain the Lorentz spaces \( L^{p,q}(S;X) \) and if, in addition, \( p = q \) then we get \( L^p(S;X) \). If \( p = q \) and \( b \neq 0 \) then we recover the Zygmund spaces \( L^p(\log L)^b(S;X) \). If \( X = \mathbb{C} \) then we simply write \( L^{p,q}(\log L)^b(S) \). In the special case \( S = \mathbb{Z}^d \), we shall use the standard notation \( \ell^{p,q}(\log \ell)^b(\mathbb{Z}^d;X) \), and we will use the following equivalent quasi-norm on this space:

\[
\| (x_n)_{n \in \mathbb{Z}^d} \|_{\ell^{p,q}(\log \ell)^b(\mathbb{Z}^d;X)} = \left( \sum_{k=1}^{\infty} \left( k^{1/p} (1 + \log k)^{b} x_k^* \right)^q \frac{1}{k} \right)^{1/q},
\]

where \( (x_k^*)_{k \geq 1} \) denotes the nonincreasing rearrangement of \( (x_n)_{n \in \mathbb{Z}^d} \).

### 2.2 Interpolation of Bochner spaces

Let \( (X_0, X_1) \) be a Banach couple. If \( 0 < \theta < 1 \) and \( 1 \leq q \leq \infty \), we shall denote by \( (X_0, X_1)_{\theta,q} \) the real interpolation space. The complex interpolation space is denoted by \( [X_0, X_1]_\theta \). See [16,68].

For the convenience of the reader, we collect some well-known interpolation formulas for Bochner spaces.

**Lemma 2.1** [68, Section 1.18.5] Let \( 1 \leq p_0, p_1 < \infty \) and \( 0 < \theta < 1 \). Assume that \( 1/p = (1-\theta)/p_0 + \theta/p_1 \) and \( w = w_0^{(1-\theta)/p_0} w_1^{\theta/p_1} \). Then,

\[
[L^{p_0}(S, w_0; X), L^{p_1}(S, w_1; X)]_\theta = L^p(S, w; X).
\]

**Lemma 2.2** [68, Section 1.18.6] Let \( 1 \leq p_0, p_1 \leq \infty \), \( p_0 \neq p_1 \), \( 1 \leq q \leq \infty \), \( 0 < \theta < 1 \), and \( 1/p = (1-\theta)/p_0 + \theta/p_1 \). Then,

\[
(L^{p_0}(S; X), L^{p_1}(S; X))_{\theta,q} = L^{p,q}(S; X).
\]

**Lemma 2.3** [68, Section 1.18.4] Let \( 1 \leq p_0, p_1 < \infty \), \( 0 < \theta < 1 \), and \( 1/p = (1-\theta)/p_0 + \theta/p_1 \). Let \( (X_0, X_1) \) be a Banach couple. Then,

\[
(L^{p_0}(S; X_0), L^{p_1}(S; X_1))_{\theta,p} = L^p(S; (X_0, X_1)_{\theta,p})
\]

and

\[
[L^{p_0}(S; X_0), L^{p_1}(S; X_1)]_\theta = L^p(S; [X_0, X_1]_\theta).
\]

As in [40, Proposition 2.4.23] one sees that \( S(\mathbb{R}^d; X) \) is dense in \( L^p(\mathbb{R}^d; X) \cap L^q(\mathbb{R}^d; X) \) for all \( 1 \leq p \leq q < \infty \). By Lemma 2.2, the same holds for the Lorentz spaces \( L^{p,r}(\mathbb{R}^d; X) \) for \( p, r \in [1, \infty) \) (see [68, Theorem 1.6.2]). The same density result holds for the weighted \( L^p \)-spaces with \( A_{\infty} \)-weights (see [49, Lemma 3.5]). Moreover, we will also use the more elementary fact that the step functions are dense in each of these spaces.

### 2.3 Norming subspaces and duality

As usual, we denote by \( X^* \) the dual space of \( X \) with \( (x, x^*) = x^*(x), \ x \in X, \ x^* \in X^* \). We say that a set \( Y \subseteq X^* \) is norming for \( X \) if \( \sup_{x^* \in Y \setminus \{0\}} \frac{(x,x^*)}{\|x^*\|_{X^*}} = \|x\|_X \).

For later use, we shall need some duality assertions for vector-valued function spaces.

\[\textcircled{3}\text{ Springer}\]
Lemma 2.4 Let \((S, \Sigma, \mu)\) be a \(\sigma\)-finite measure space and \(w : S \to (0, \infty)\) be measurable. Let \(p \in (1, \infty)\) and let \(Y \subseteq X^*\) be a normed closed subspace of \(X^*\) which is norming for \(X\). Then \(L^p(S, w^{-\frac{1}{p-1}}; Y)\) is norming for \(L^p(S, w; X)\) with respect to the duality pairing

\[
\langle f, g \rangle = \int_S \langle f(s), g(s) \rangle \, d\mu(s).
\]

Moreover, the subspace of \(Y\)-valued simple functions in \(L^p(S, w^{-\frac{1}{p-1}}; Y)\) is also norming for \(L^p(S, w; X)\).

Proof The unweighted case is contained in [40, Proposition 1.3.1]. The weighted case can be derived as a consequence by applying the unweighted case to \(w^{1/p} f\) (see (2.1)). The final statement follows by density.

Lemma 2.5 Let \((S, \Sigma, \mu)\) be a \(\sigma\)-finite nonatomic measure space. Let \(1 < p, q < \infty\) and let \(Y \subseteq X^*\) be a normed closed subspace which is norming for \(X\). Then,

\[
\|f\|_{L^p,q(S;X)} \simeq \sup \left\{ \left| \int_S \langle f(s), g(s) \rangle \, d\mu(s) \right| : \|g\|_{L^{p',q'}(S;Y)} \leq 1 \right\}.
\] (2.3)

Some comments are in order. The restriction to nonatomic measure spaces already appears in the scalar case (see [16, Theorem 4.7]). On the other hand, unlike in Lemma 2.4, (2.3) does not hold with equality in general (see [10, Theorem 4.4]).

Proof of Lemma 2.5 The result is well known to experts. For convenience of the reader we give a simple proof which reduces the problem to the scalar case. Let \(f \in L^{p,q}(S; X)\) and let \(g \in L^{p',q'}(S; Y)\) be such that \(\|g\|_{L^{p',q'}(S;Y)} \leq 1\). Applying the Hölder inequality for Lorentz spaces \(L^{p,q}(S)\) (see [51, Theorem 3.5]), we get

\[
\left| \int_S \langle f(s), g(s) \rangle \, d\mu(s) \right| \leq \int_S \|f(s)\|_X \|g(s)\|_{X^*} \, d\mu(s) \\
\leq \|f\|_{L^p,q(S;X)} \|g\|_{L^{p',q'}(S;X^*)} \leq \|f\|_{L^p,q(S;X)}.
\]

This proves the estimate \(\geq\) in (2.3). To prove the converse estimate, we may assume without loss of generality that \(f \in L^{p,q}(S; X)\) is a simple function, that is, \(f = \sum_{n=1}^N 1_{A_n} \otimes x_n,\) where the \(A_n \subseteq S\) are measurable disjoint sets of finite measure and all \(x_n \in X\) non-zero. Define \(u(s) = \|f(s)\|_X\). By construction, the function \(u \in L^{p,q}(S)\) with \(\|u\|_{L^{p,q}(S)} = \|f\|_{L^{p,q}(S;X)}\). Accordingly, by [16, Chapter 4, Theorem 4.7, page 220] there exists \(v \in L^{p',q'}(S), v \geq 0\), with \(\|v\|_{L^{p',q'}(S;X)} \leq 1\) satisfying that

\[
\|u\|_{L^{p,q}(S)} \simeq \left| \int_S u(s) v(s) \, d\mu(s) \right|.
\]

Since \(Y\) is norming for \(X\), for each \(n \in \{1, \ldots, N\}\) there exists \(x_n^* \in Y\) of norm one such that \(\langle x_n, x_n^* \rangle \geq 1/2 \|x_n\|_X\). Define \(g(s) = \sum_{n=1}^N 1_{A_n}(s) v(s) x_n^*\). Note that \(\|g\|_{L^{p',q'}(S;Y)} \leq \|v\|_{L^{p',q'}(S;X)} \leq 1\) because \(\|g(s)\|_Y \leq v(s)\), and, in addition, we have

\[
\langle f(s), g(s) \rangle = \int_S \langle f(s), g(s) \rangle \, d\mu(s) = \int_S \langle f(s), g(s) \rangle \, d\mu(s) = \int_S \langle f(s), g(s) \rangle \, d\mu(s).
\]

Therefore,

\[
\|f\|_{L^p,q(S;X)} \simeq \left| \int_S \langle f(s), g(s) \rangle \, d\mu(s) \right|.
\]
This finishes the proof of (2.3). □

For later use, we shall also need the characterizations of the dual spaces of the vector-valued sequence spaces $\ell^p(\mathbb{Z}^d, w; X)$ and $\ell^{p,q}(\mathbb{Z}^d; X)$ given in Lemma 2.6 below. This is essentially known in the literature, but we could not find a reference for the particular result which we need.

As usual, if $(X_n)$ is a sequence of Banach spaces, we denote by $\ell^p(\mathbb{Z}^d; X_n)$ the space formed by all sequences $(x_n)$ with $x_n \in X_n$ such that

$$
\|(x_n)\|_{\ell^p(\mathbb{Z}^d; X_n)} = \left( \sum_{n \in \mathbb{Z}^d} \|x_n\|_{X_n}^p \right)^{1/p} < \infty.
$$

If $p \in [1, \infty)$ then

$$
(\ell^p(\mathbb{Z}^d; X_n))^* = \ell^{p'}(\mathbb{Z}^d; X_n^*)
$$

isometrically [43, §26, p. 359].

**Lemma 2.6** Let $1 < p, q < \infty$ and $w : \mathbb{Z}^d \to (0, \infty)$. Then, we have

$$
(\ell^p(\mathbb{Z}^d, w; X))^* = \ell^{p'}(\mathbb{Z}^d, w^{-\frac{1}{p-1}}; X^*) \quad \text{(isometry of norms)} \quad (2.5)
$$

and

$$
(\ell^{p,q}(\mathbb{Z}^d; X))^* = \ell^{p',q'}(\mathbb{Z}^d; X^*) \quad \text{(equivalence of norms).} \quad (2.6)
$$

**Proof** We start by showing (2.5). Note that $\ell^p(\mathbb{Z}^d, w; X) = \ell^p(\mathbb{Z}^d; X_n)$ with $X_n = w(n)^{1/p}X$. Applying now (2.4), we easily derive (2.5) because $(\lambda X)^* = \lambda^{-1}X^*$ (with equality of norms) for any $\lambda > 0$.

In order to prove (2.6) we will make use of the well-known interpolation formula

$$
(A_0, A_1)^*_{\theta, q} = ((A_0)^*, (A_1)^*)_{\theta, q'}, \quad (2.7)
$$

whenever $A_0 \cap A_1$ is dense in $A_0$ and $A_1$ (see [68, Theorem 1.11.2]). Let $1 < p_0 < p < p_1 < \infty$. We define $\theta \in (0, 1)$ such that $\frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}$. Then, by Lemma 2.2, (2.7) and (2.4), we have

$$
(\ell^{p,q}(\mathbb{Z}^d; X))^* = ((\ell^{p_0}(\mathbb{Z}^d; X))^*, (\ell^{p_1}(\mathbb{Z}^d; X))^*)_{\theta, q'} = (\ell^{p_0}(\mathbb{Z}^d; X^*), \ell^{p_1}(\mathbb{Z}^d; X^*))_{\theta, q'}
$$

$$
= \ell^{p',q'}(\mathbb{Z}^d; X^*).
$$

The proof is finished. □

### 2.4 Technical estimates

The following vector-valued extension of the Stein–Weiss theorem on fractional integration holds (see [5] for the scalar case).

**Lemma 2.7** (Stein–Weiss) Let $1 < u \leq v < \infty$, $0 < \lambda < d$, $a < \frac{d}{v}$, $b < \frac{d}{u'}$, $a + b > 0$ and $\frac{d}{v} + \frac{d}{u'} = \lambda + a + b$. Then there exists a constant $C > 0$ such that for all $g \in L^u(\mathbb{R}^d, |\cdot|^{-bu}; X)$,

$$
\|\cdot |^{-\lambda} g\|_{L^v(\mathbb{R}^d, |\cdot|^{-au}; X)} \leq C \|g\|_{L^u(\mathbb{R}^d, |\cdot|^{-bu}; X)}.
$$
Proof The result in the scalar case follows from [5] for \( g \in S(\mathbb{R}^d) \) and by density for \( g \in L^u(\mathbb{R}^d, | \cdot |^{bu}) \). Therefore, \( g \mapsto | \cdot |^{-\lambda} \ast g \) defines a bounded linear mapping from \( L^u(\mathbb{R}^d, | \cdot |^{bu}) \) into \( L^i(\mathbb{R}^d, | \cdot |^{-d\lambda}) \) of norm \( \leq C \). By positivity this mapping extends to the \( X \)-valued setting with the same norm estimate (see [40, Theorem 2.1.3]). \( \square \)

3 Inequalities of Hausdorff–Young, Paley, and Hardy–Littlewood

We start by introducing the notions of type and cotype that we will work with in order to prove our main result Theorem 1.1. Many of the results in this section are straightforward extensions of known result. We include the details to keep the presentation more self-contained.

Definition 3.1 Let \( 1 < p \leq 2 \leq q < \infty \) and let \( d \in \mathbb{N} \). A Banach space \( X \) is said to have

(i) Fourier type \( p \) on \( \mathbb{R}^d \) if there is a constant \( C \geq 0 \) such that
\[
\| \hat{f} \|_{L^p'(\mathbb{R}^d; X)} \leq C \| f \|_{L^p(\mathbb{R}^d; X)}
\]

(ii) Paley type \( p \) on \( \mathbb{R}^d \) if there is a constant \( C \geq 0 \) such that
\[
\| \hat{f} \|_{L^p'(\mathbb{R}^d; X)} \leq C \| f \|_{L^p(\mathbb{R}^d; X)}
\]

(iii) HL type \( p \) on \( \mathbb{R}^d \) if there is a constant \( C \geq 0 \) such that
\[
\| \hat{f} \|_{L^p(\mathbb{R}^d, | \cdot |^{-d(2-p)}; X)} \leq C \| f \|_{L^p(\mathbb{R}^d; X)}
\]

(iv) Fourier cotype \( q \) on \( \mathbb{R}^d \) if there is a constant \( C \geq 0 \) such that
\[
\| \hat{f} \|_{L^q(\mathbb{R}^d; X)} \leq C \| f \|_{L^q'(\mathbb{R}^d; X)}
\]

(v) Paley cotype \( q \) on \( \mathbb{R}^d \) if there is a constant \( C \geq 0 \) such that
\[
\| \hat{f} \|_{L^q(\mathbb{R}^d; X)} \leq C \| f \|_{L^q'(\mathbb{R}^d; X)}
\]

(vi) HL cotype \( q \) on \( \mathbb{R}^d \) if there is a constant \( C \geq 0 \) such that
\[
\| \hat{f} \|_{L^q(\mathbb{R}^d; X)} \leq C \| f \|_{L^q'(\mathbb{R}^d, | \cdot |^{q-2}); X)}
\]

for all \( f \in S(\mathbb{R}^d; X) \). Whenever it is clear that the dimension \( d \) is fixed we leave out the additional ‘on \( \mathbb{R}^d \)’.

Instead of considering the Schwartz class, one could consider step functions \( f : \mathbb{R}^d \to X \) to introduce all notions given in Definition 3.1. By density the definition of Fourier type \( p \) can equivalently be stated as \( \mathcal{F} \) defines a bounded linear mapping \( \mathcal{F} : L^p(\mathbb{R}^d; X) \to L^p(\mathbb{R}^d; X) \). The same holds for the other parts of the definition. In the above definition HL stands for Hardy–Littlewood. Trivially, \( X \) has Fourier cotype \( q \) if and only if \( X \) has Fourier type \( q' \). This definition is only added for notational convenience.

It is well known that the scalar-valued estimates (i.e., \( X = \mathbb{C} \)) given in Definition 3.1 hold for all \( p \in (1, 2] \) and \( q \in [2, \infty) \). Moreover, this extends to the Hilbert space setting (see [40, Theorem 2.1.9]). In the scalar case the estimates (i)–(iii) are called the Hausdorff–Young, Paley, and Hardy–Littlewood inequalities, respectively, and this explains the terminology in the above definition. Even in the scalar-valued setting, the Paley and the Hardy-Littlewood inequalities in \( L^p(\mathbb{R}^d) \) only hold true when \( 1 < p \leq 2 \), and their converse estimates only remain valid in \( L^q(\mathbb{R}^d) \) with \( 2 \leq q < \infty \). The estimates (i) and (iv) also (trivially) hold for \( p = 1 \) and \( q = \infty \) for any Banach space \( X \).
Remark 3.2  
(i) It is simple to check that Fourier (co)type is independent of the dimension $d$ (see [40, Proposition 2.4.11]). However, it is still unclear whether a similar result holds for Paley and HL (co)type. See Remark 4.7 below.
(ii) It is worthwhile mentioning that the notion of Paley cotype $q$ for Fourier transform given in Definition 3.1(v) differs from the same concept introduced in [29, Definition 2.6(2)] for Fourier series. More specifically, the definition of Paley cotype $q$ for Fourier transform given here corresponds to the notion of strong Paley cotype* $q$ for Fourier series of [29, Definition 2.12(2)].
(iii) If $p = 2$, then all six notions Fourier/Paley/HL type and cotype, coincide. Moreover, by Kwapien’s theorem [46] this holds if and only if $X$ is isomorphic to a Hilbert space (see also [41, Theorem 7.3.5]).

Next we show that there exist some duality results between the notions of type and cotype introduced in Definition 3.1.

Proposition 3.3  Let $1 < p < 2$. Then

(i) $X$ has Fourier type $p$ if and only if $X^*$ has Fourier cotype $p'$.
(ii) $X$ has Paley type $p$ if and only if $X^*$ has Paley cotype $p'$.
(iii) $X$ has HL type $p$ if and only if $X^*$ has HL cotype $p'$.

The corresponding results also hold true if we exchange the roles of $X$ and $X^*$.

Proof  
(i) This follows from [40, Proposition 2.4.16].

(ii) Assume first that $X$ has Paley type $p$. Let $f : \mathbb{R}^d \to X$ and $g : \mathbb{R}^d \to X^*$ be simple functions. Using the equality

$$\int_{\mathbb{R}^d} \langle f(x), \overline{g}(x) \rangle \, dx = \int_{\mathbb{R}^d} \langle \hat{f}(x), g(x) \rangle \, dx$$

(3.1)

of the Fourier transform and Hölder’s inequality (see [51, Theorem 3.5]), we obtain

$$\left| \int_{\mathbb{R}^d} \langle f(x), \overline{g}(x) \rangle \, dx \right| \leq \| \hat{f} \|_{L^{p',p}(\mathbb{R}^d;X)} \| g \|_{L^{p,p'}(\mathbb{R}^d;X^*)} \leq C \| f \|_{L^p(\mathbb{R}^d;X)} \| g \|_{L^{p,p'}(\mathbb{R}^d;X^*)}$$

where we have used that $X$ has Paley type $p$ in the last inequality. Taking the supremum over all simple functions $f$ with $\| f \|_{L^p(\mathbb{R}^d;X)} \leq 1$ and using Lemma 2.4, we derive that

$$\| \hat{g} \|_{L^{p,p'}(\mathbb{R}^d;X^*)} \leq C \| g \|_{L^{p,p'}(\mathbb{R}^d;X^*)},$$

which means that $X^*$ has Paley cotype $p'$.

Conversely, suppose that $X^*$ has Paley cotype $p'$. Let $f \in L^p(\mathbb{R}^d;X)$. By (3.1), we have

$$\left| \int_{\mathbb{R}^d} \langle \hat{f}(x), g(x) \rangle \, dx \right| \leq C \| f \|_{L^p(\mathbb{R}^d;X)} \| g \|_{L^{p,p'}(\mathbb{R}^d;X^*)},$$

Taking the supremum over all simple functions $g \in L^{p,p'}(\mathbb{R}^d;X^*)$ for which $\| g \|_{L^{p,p'}(\mathbb{R}^d;X^*)} \leq 1$ and using Lemma 2.5, it follows that $X$ has Paley type $p$.

It remains to show (iii). Assume first that $X$ has HL type $p$. Then, applying again (3.1) and Hölder’s inequality, we obtain

$$\left| \int_{\mathbb{R}^d} \langle f(x), \overline{g}(x) \rangle \, dx \right| \leq \| \hat{f} \|_{L^p(\mathbb{R}^d,|\cdot|^{-d(2-p)};X)} \| g \|_{L^{p',p'}(\mathbb{R}^d,|\cdot|^{d(p'-2)};X^*)} \leq C \| f \|_{L^p(\mathbb{R}^d;X)} \| g \|_{L^{p',p'}(\mathbb{R}^d,|\cdot|^{d(p'-2)};X^*)}.$$
Taking the supremum over all simple functions $f \in L^p(\mathbb{R}^d; X)$ with $\|f\|_{L^p(\mathbb{R}^d; X)} \leq 1$, it follows from Lemma 2.4 that $X^*$ has HL cotype $p'$. The converse direction may be proved similarly.  

Next we study the relationships between Fourier, Paley, and HL type (as well as, their cotype counterparts). We first state some elementary relations.

**Proposition 3.4** Let $1 < p < 2 < q < \infty$.

(i) If $X$ has Paley type $p$, then $X$ has Fourier type $p$ and HL type $p$.

(ii) If $X$ has Paley cotype $q$, then $X$ has Fourier cotype $q$ and HL cotype $q$.

In order to show Proposition 3.4 we will make use of the following Hardy-Littlewood rearrangement inequalities: Let $f$ and $w$ be non-negative measurable functions on $\mathbb{R}^d$, then

$$\int_{\mathbb{R}^d} f(x)w(x) \, dx \leq \int_0^\infty f^*(t)w^*(t) \, dt$$  \hspace{1cm} (3.2)

and

$$\int_0^\infty f^*(t) \frac{1}{(1/w)^*(t)} \, dt \leq \int_{\mathbb{R}^d} f(x)w(x) \, dx.$$  \hspace{1cm} (3.3)

For a proof of the classical inequality (3.2) we refer e.g. to [16, Chapter 2, Theorem 2.2, page 44]. On the other hand, a more general version of (3.3) can be found in [35, Corollary 2.5] (see also [7, (2.4)]).

**Proof of Proposition 3.4** It is clear that Paley type $p$ implies Fourier type $p$ because $L^{p'}(\mathbb{R}^d; X) \hookrightarrow L^p(\mathbb{R}^d; X)$ (see, e.g., [16, Chapter 4, Proposition 4.2, page 217]). On the other hand, using (3.2) and basic properties for rearrangements, we get

$$\int_{\mathbb{R}^d} |\xi|^{-(2-p)} \|\hat{f}(\xi)\|_X^p \, d\xi \leq C \int_0^\infty t^{p/p'} (\|\hat{f}(\cdot)\|_X)^p (t)^p \frac{dt}{t}$$  \hspace{1cm} (3.4)

where we have used that $p < 2$. Hence, if $X$ has Paley type $p$ then

$$\int_{\mathbb{R}^d} |\xi|^{-(2-p)} \|\hat{f}(\xi)\|_X^p \, d\xi \leq C \|f\|_{L^p(\mathbb{R}^d; X)}^p,$$

that is, $X$ has HL type $p$. The proof of (i) is finished.

Let us prove (ii). Assume that $X$ has Paley cotype $q$. Since $q' < q$, we have $L^{q'}(\mathbb{R}^d; X) \hookrightarrow L^q(\mathbb{R}^d; X)$. Consequently, $X$ has Fourier cotype $q$.

In order to show that $X$ has HL cotype $q$, it suffices to prove

$$\|f\|_{L^q(\mathbb{R}^d; X)} \leq C \|f\|_{L^q(\mathbb{R}^d; |\cdot|^d(q-2); X)} \quad \text{for all} \quad f \in L^q(\mathbb{R}^d; |\cdot|^d(q-2); X).$$  \hspace{1cm} (3.5)

The proof of this estimate is a simple application of (3.3) with $w(x) = |x|^{d(q-2)}$ for $q > 2$. An alternative proof of (3.5) can be obtained from (3.4) by using duality (see Lemmas 2.4 and 2.5).  

**Proposition 3.5** Assume that $X$ has Fourier type $p_0 \in (1, 2]$. Then

(i) $X$ has Paley type $p$ for any $p \in (1, p_0)$.

(ii) $X$ has Paley cotype $q$ for any $q \in (p'_0, \infty)$.

(iii) $X$ has HL type $p$ for any $p \in (1, p_0)$ and HL cotype $q$ for any $q \in (p'_0, \infty)$.

***
The statement (i) of the previous proposition is well known (see, e.g., [40, page 111]). While the first part of (ii) was already established in [45, page 220] for the Fourier coefficient map on \( \mathbb{T} \). For convenience, we shall include here the proofs of these assertions.

**Proof of Proposition 3.5** Note that

\[
\mathcal{F} : L^p_0(\mathbb{R}^d; X) \rightarrow L^p_0(\mathbb{R}^d; X) \quad \text{and} \quad \mathcal{F} : L^1(\mathbb{R}^d; X) \rightarrow L^\infty(\mathbb{R}^d; X). \tag{3.6}
\]

Now given any \( 1 < p < p_0 \), there is \( \theta \in (0, 1) \) with \( 1/p = 1 - \theta + \theta/p_0 \). Let \( 1 \leq r \leq \infty \). Interpolating the boundedness estimates of the operator \( \mathcal{F} \) given in (3.6) with parameters \((\theta, r)\) and applying Lemma 2.2, we get

\[
\mathcal{F} : L^{p,r}(\mathbb{R}^d; X) \rightarrow L^{p',r}(\mathbb{R}^d; X). \tag{3.7}
\]

In particular, putting \( r = p \) we obtain the first part of (ii). In addition, since \( p < p' \) we have that \( L^{p',p}(\mathbb{R}^d; X) \hookrightarrow L^p(\mathbb{R}^d; X) \), and thus, (i) follows as well.

On the other hand, suppose that \( q > p_0' \). If we interpolate (3.6) but now with the parameters \((\theta, q) = (p_0'/q, q)\), we obtain \( \mathcal{F} : L^{q',q}(\mathbb{R}^d; X) \rightarrow L^q(\mathbb{R}^d; X) \), which means that \( X \) has Paley cotype \( q \). This finishes the proof of (ii).

Finally, (iii) is an immediate consequence of (ii) and Proposition 3.4. \( \square \)

**Remark 3.6** It will be shown in Examples 4.8 and 4.10 below that the statements given in Proposition 3.5(ii) and (iii) are no longer true in the extreme cases \( p = p_0 \) and \( q = p_0' \).

In light of Proposition 3.5(i), if \( X \) has Fourier type \( p \) then \( X \) has Fourier type \( r \) for all \( r \in [1, p] \). Accordingly we study such a question for the notions of HL and Paley (co)type.

**Proposition 3.7** Let \( p \in (1, 2] \) and \( q \in [2, \infty) \). We have

(i) If \( X \) has HL type \( p \), then \( X \) has HL type \( r \) for all \( 1 < r \leq p \leq 2 \).

(ii) If \( X \) has HL cotype \( q \), then \( X \) has HL cotype \( r \) for all \( 2 \leq q \leq r < \infty \).

(iii) If \( X \) has Paley type \( p \), then \( X \) has Paley type \( r \) for all \( 1 < r \leq p \leq 2 \).

(iv) If \( X \) has Paley cotype \( q \), then \( X \) has Paley cotype \( r \) for all \( 2 \leq q \leq r < \infty \).

**Proof** (i) The fact that \( X \) has HL type \( p \) means that the map \( f \rightarrow |\xi|^d \widehat{f} \) is bounded from \( L^p(\mathbb{R}^d; X) \) into \( L^p(\mathbb{R}^d; |\cdot|^{-2d}; X) \). Furthermore, working with the measure \( \mu \) given by

\[
d\mu(\xi) = |\xi|^{-2d} \, d\xi
\]

we have for \( t > 0 \),

\[
\mu\{\xi \in \mathbb{R}^d : |\xi|^d \|\widehat{f}(\xi)\|_X > t\} = \int_{\{\xi \in \mathbb{R}^d : |\xi|^d \|\widehat{f}(\xi)\|_X > t\}} |\xi|^{-2d} \, d\xi \\
\leq \int_{\{\xi \in \mathbb{R}^d : |\xi|^d \geq Ct\|f\|^{-1}_{L^1(\mathbb{R}^d; X)}\}} |\xi|^{-2d} \, d\xi \\
\leq C \frac{\|f\|_{L^1(\mathbb{R}^d; X)}}{t}
\]

where the first inequality is an immediate consequence of the fact that the Fourier transform of a function \( f \in L^1(\mathbb{R}^d; X) \) is bounded. Hence, we have shown that the map \( f \rightarrow |\xi|^d \widehat{f} \) is weak \((1,1)\)-bounded. Given \( 1 < r < p \), we choose \( \theta \in (0, 1) \) such that \( 1/r = 1 - \theta + \theta/p \), and applying now the vector-valued version of the Marcinkiewicz interpolation theorem (see [40, Theorem 2.2.3]) we obtain that

\[
f \in L^r(\mathbb{R}^d; X) \rightarrow |\xi|^d \widehat{f} \in L^r(\mathbb{R}^d; |\cdot|^{-2d}; X)
\]
or equivalently, $X$ has HL type $r$. The proof of (i) is completed.

(ii) This follows from (i) and duality (see Proposition 3.3(iii)).

(iii) Fix $1 < r < p$. By Proposition 3.4(i) $X$ has Fourier type $p$ and hence by Proposition 3.5(ii) $X$ has Paley type $r$.

(iv) This can be proved in the same way as (iii) or by using duality again. \qed

**Proposition 3.8** Let $(S, \Sigma, \mu)$ be a $\sigma$-finite measure space. Let $p \in (1, 2]$ and $q \in [2, \infty)$.

(i) If $X$ has Paley type $p$, then $L^p(S; X)$ has Paley type $p$.

(ii) If $X$ has Paley cotype $q$, then $L^q(S; X)$ has Paley cotype $q$.

The same holds for HL (co)type.

A more general result holds for Fourier (co)type (see [40, Example 2.4.14]).

**Proof** (i) Firstly, we claim that

$$L^p(S; L^{p', p} (\mathbb{R}^d; X)) \hookrightarrow L^{p', p} (\mathbb{R}^d; L^p(S; X)). \quad (3.8)$$

This is obvious if $p = 2$. Assume $p < 2$ and so, $p' > p$. Let $p < p_0 < p' < p_1$ and $\theta \in (0, 1)$ such that $\frac{1}{p'} = \frac{1}{p_0} + \frac{\theta}{p_1}$. Applying Minkowski’s inequality, $L^p(S; L^{p_0} (\mathbb{R}^d; X)) \hookrightarrow L^{p_0} (\mathbb{R}^d; L^p(S; X)), i = 0, 1$. Therefore, by Lemmas 2.2 and 2.3,

$$L^p(S; L^{p', p} (\mathbb{R}^d; X)) = L^p(S; (L^{p_0} (\mathbb{R}^d; X), L^{p_1} (\mathbb{R}^d; X))_{\theta, p})$$

$$= (L^p(S; L^{p_0} (\mathbb{R}^d; X)), L^p(S; L^{p_1} (\mathbb{R}^d; X)))_{\theta, p}$$

$$\hookrightarrow (L^{p_0} (\mathbb{R}^d; L^p(S; X)), L^{p_1} (\mathbb{R}^d; L^p(S; X)))_{\theta, p}$$

$$= L^{p', p} (\mathbb{R}^d; L^p(S; X)).$$

It follows from (3.8) and the assumption that $X$ has Paley type $p$ that

$$\| \hat{f} \|_{L^{p', p} (\mathbb{R}^d; L^p(S; X))} \leq C \| \hat{f} \|_{L^{p_0} (\mathbb{R}^d; L^p(S; X))}$$

$$\leq C \| f \|_{L^p(S; L^{p_0} (\mathbb{R}^d; X))} = C \| f \|_{L^p(S; L^{p_0} (\mathbb{R}^d; X))}. \quad (3.9)$$

The assertion (ii) can be proved in a similar way.

The proofs of the corresponding statements for HL (co)type are easier and left to the reader. \qed

It is well known that the space $L^p(S)$ with $p \in (1, \infty)$ has Fourier type $\min\{p, p'\}$ (or equivalently, Fourier cotype $\max\{p, p'\}$). This also follows from Propositions 3.4 and 3.8. Therefore, Propositions 3.5 and 3.8 lead to the following example.

**Example 3.9** Let $(S, \Sigma, \mu)$ be a $\sigma$-finite measure space. Let $p \in (1, 2]$ and $q \in [2, \infty)$. Then

1. $L^p(S)$ has Paley/HL type $p$ and Paley/HL cotype $r$ for any $r \in (p', \infty)$.
2. $L^q(S)$ has Paley/HL cotype $q$ and Paley/HL type $r$ for any $r \in (1, q').$

In Remark 4.12 below we will see that these statements are optimal.

**Remark 3.10** Motivated by the Hausdorff–Young type inequality

$$\mathcal{F} : L^{p, q} (\mathbb{R}^d) \to L^{p', q} (\mathbb{R}^d), \quad 1 < p < 2, \quad 1 \leq q \leq \infty, \quad (3.9)$$

(see [17,36]), one could also study the boundedness properties of the Fourier transform as a mapping from $\mathcal{F} : L^{p, r} (\mathbb{R}^d; X) \to L^{p', s} (\mathbb{R}^d; X), 1 \leq r \leq s \leq \infty$. Note that Fourier type
Proposition 3.11 Let \( p \) corresponds to \( r = p \), \( s = p' \) and Paley type \( p \) corresponds to \( r = s = p \). The ranges \( p \leq r \leq s \leq p' \) can be considered as intermediate notions between Fourier type and Paley type. Moreover, the ranges \( r \in [1, p] \) and \( s \in [p', \infty] \) are also interesting since they lead to a wider class of spaces than Fourier type \( p \).

In particular, in a similar way as in Proposition 3.8 one can prove the following. If \( X \) has Paley type \( p \) and \( r \in [p, p'] \), then setting \( Y = L^r(S; X) \) one has \( \mathcal{F} : L^p(\mathbb{R}^d; Y) \to L^{p',r}(\mathbb{R}^d; Y) \). We leave the details to the reader.

We close this section with interpolation properties of the notions introduced in Definition 3.1. It is well known that Fourier type behaves well under interpolation (see [40, Proposition 2.4.17]). To be more precise, let \( (X_0, X_1) \) be a Banach couple such that \( X_i \) has Fourier type \( p_i \), \( i = 0, 1 \), with \( 1 \leq p_0 \leq p_1 \leq 2 \). Let \( 0 < \theta < 1 \) and \( 1/p = (1 - \theta)/p_0 + \theta/p_1 \). Then, \( (X_0, X_1)_{\theta, p} \) and \( [X_0, X_1]_\theta \) both are of Fourier type \( p \). The corresponding assertions for Paley (co)type and the real interpolation method also hold true; see [29, Corollaries 5.3 and 5.9].

Next we show the stability properties of the HL (co)type under real and complex interpolation.

Proposition 3.11 Let \( (X_0, X_1) \) be a Banach spaces such that \( X_i \) has HL type \( p_i \), \( i = 0, 1 \), with \( 1 < p_0 \leq p_1 \leq 2 \). Let \( 0 < \theta < 1 \) and \( 1/p = (1 - \theta)/p_0 + \theta/p_1 \). Then, \( (X_0, X_1)_{\theta, p} \) and \( [X_0, X_1]_\theta \) both are of HL type \( p \).

The corresponding result for HL cotype also holds true.

Proof First we make the following elementary observation: the space \( X \) has HL type \( p \) if and only if

\[
T : L^p(\mathbb{R}^d; X) \to L^p(\mathbb{R}^d, |\cdot|^{-2d}; X), \quad Tf(x) = |x|^d \hat{f}(x).
\]

By assumptions, we have

\[
T : L^{p_i}(\mathbb{R}^d; X_i) \to L^{p_i}(\mathbb{R}^d, |\cdot|^{-2d}; X_i), \quad i = 0, 1,
\]

and then

\[
T : (L^{p_0}(\mathbb{R}^d; X_0), L^{p_1}(\mathbb{R}^d; X_1))_{\theta, p} \to (L^{p_0}(\mathbb{R}^d, |\cdot|^{-2d}; X_0), L^{p_1}(\mathbb{R}^d, |\cdot|^{-2d}; X_1))_{\theta, p}.
\]

Since (see Lemma 2.3)

\[
(L^{p_0}(\mathbb{R}^d; X_0), L^{p_1}(\mathbb{R}^d; X_1))_{\theta, p} = L^p(\mathbb{R}^d; (X_0, X_1)_{\theta, p})
\]

and

\[
(L^{p_0}(\mathbb{R}^d, |\cdot|^{-2d}; X_0), L^{p_1}(\mathbb{R}^d, |\cdot|^{-2d}; X_1))_{\theta, p} = L^p(\mathbb{R}^d, |\cdot|^{-2d}; (X_0, X_1)_{\theta, p}),
\]

it follows from (3.10) that \( T : L^p(\mathbb{R}^d; (X_0, X_1)_{\theta, p}) \to L^p(\mathbb{R}^d, |\cdot|^{-2d}; (X_0, X_1)_{\theta, p}) \). Hence, \( (X_0, X_1)_{\theta, p} \) has HL type \( p \). Working with the complex interpolation method one can proceed in the same way.

The proof for HL cotype is similar and left to the reader. \( \square \)
4 Transference principles and examples

The periodic Fourier transform of $f \in L^1(\mathbb{T}^d; X)$ is given by

$$\hat{f}(n) = \mathcal{F}(f)(n) = \int_{\mathbb{T}^d} f(x)e^{-2\pi i x \cdot n} \, dx, \quad n \in \mathbb{Z}^d.$$  

It is well known that the notion of Fourier type given in Definition 3.1(i) can equivalently be introduced through the periodic Fourier transform. To be more precise, the following transference principle holds.

**Lemma 4.1** Let $1 < p \leq 2$. The following assertions are equivalent:

(i) $\mathcal{F}$ extends to a bounded operator from $L^p(\mathbb{R}^d; X)$ into $L^{p'}(\mathbb{R}^d; X)$.

(ii) $\mathcal{F}$ extends to a bounded operator from $\ell^p(\mathbb{Z}^d; X)$ into $L^{p'}(\mathbb{T}^d; X)$.

(iii) $\mathcal{F}$ extends to a bounded operator from $L^p(\mathbb{T}^d; X)$ into $\ell^{p'}(\mathbb{Z}^d; X)$.

Lemma 4.1 is folklore and can for instance be found in [40, Proposition 2.4.20].

The aim of this section is to show the corresponding transference principles for the notions of Paley type and HL type given in Definition 3.1(ii) and (iii), respectively. For this we will first extend Lemma 4.1 to a weighted setting which includes Pitt’s inequality:

$$\|\hat{f}\|_{L^q(\mathbb{R}^d, \cdot^{\gamma q}; X)} \leq C\|f\|_{L^p(\mathbb{R}^d, \cdot^{\beta p}; X)}$$

where $1 < p \leq q < \infty$,  

$$\max \left\{ 0, d \left( \frac{1}{p} + \frac{1}{q} - 1 \right) \right\} \leq \gamma < \frac{d}{q} \quad \text{and} \quad \beta - \gamma = d \left( 1 - \frac{1}{p} - \frac{1}{q} \right). \quad (4.1)$$

The validity of such an inequality will be studied in detail in Sect. 5.

**Proposition 4.2** Let $1 < p, q < \infty$ and $\beta, \gamma \geq 0$ with $\beta - \gamma = d \left( 1 - \frac{1}{p} - \frac{1}{q} \right)$. The following assertions are equivalent:

(i) $\mathcal{F}$ extends to a bounded operator from $L^p(\mathbb{R}^d, \cdot^{\beta p}; X)$ into $L^q(\mathbb{R}^d, \cdot^{\gamma q}; X)$.

(ii) $\mathcal{F}$ extends to a bounded operator from $\ell^p(\mathbb{Z}^d, \cdot^{\beta p}; X)$ into $L^q(\mathbb{T}^d, \cdot^{\gamma q}; X)$.

(iii) $\mathcal{F}$ extends to a bounded operator from $L^p(\mathbb{T}^d, \cdot^{\beta p}; X)$ into $\ell^q(\mathbb{Z}^d, \cdot^{\gamma q}; X)$.

**Proof** Set $g(\xi) = \mathcal{F}(1_{[-\frac{1}{2}, \frac{1}{2}]^d})(\xi) = \prod_{n=1}^d \frac{\sin(\pi \xi_n)}{\pi \xi_n}$. Then

$$\sum_{m \in \mathbb{Z}^d} |g(\xi + m)|^q |\xi + m|^{-\gamma q} |\xi|^{\gamma q} \geq |g(\xi)|^q \geq C, \quad \xi \in [-\frac{1}{2}, \frac{1}{2}]^d, \quad (4.2)$$

$$\sum_{m \in \mathbb{Z}^d} |g(\xi + m)|^q |\xi + m|^{-\gamma q} |\xi|^{\gamma q} \leq \sum_{m \in \mathbb{Z}^d} |g(\xi + m)|^q \leq C, \quad \xi \in [-\frac{1}{2}, \frac{1}{2}]^d. \quad (4.3)$$

where the last estimate follows from periodicity and $q > 1$.

(i) $\implies$ (ii): For $x_k \in X$, $|k| \leq n$, we define

$$f(t) = \sum_{|k| \leq n} 1_{[-\frac{1}{2}, \frac{1}{2}]^d}(t + k)x_k, \quad t \in \mathbb{R}^d.$$

We can write

$$\hat{f}(\xi) = g(\xi) \sum_{|k| \leq n} e_k(\xi)x_k, \quad \xi \in \mathbb{R}^d, \quad (4.4)$$
where \( e_k(\xi) = e^{2\pi i k \cdot \xi} \). Elementary computations yield that

\[
\| \mathcal{F} f \|_{L^q(\mathbb{R}^d, |-\gamma q|, X)}^q = \int_{\mathbb{R}^d} |g(\xi)|^q |\xi|^{-\gamma q} \left\| \sum_{|k| \leq n} e_k(\xi)x_k \right\|_X^q \, d\xi
\]

\[
= \sum_{m \in \mathbb{Z}^d} \int_{[-\frac{1}{2}, \frac{1}{2})^d - m} |g(\xi)|^q |\xi|^{-\gamma q} \left\| \sum_{|k| \leq n} e_k(\xi)x_k \right\|_X^q \, d\xi
\]

\[
= \sum_{m \in \mathbb{Z}^d} \int_{[-\frac{1}{2}, \frac{1}{2})^d} |g(\xi + m)|^q |\xi + m|^{-\gamma q} \left\| \sum_{|k| \leq n} e_k(\xi)x_k \right\|_X^q \, d\xi. \tag{4.5}
\]

From (4.2) and (4.5) we obtain the estimate

\[
\| \mathcal{F} f \|_{L^q(\mathbb{R}^d, |-\gamma q|, X)}^q \geq C \int_{[-\frac{1}{2}, \frac{1}{2})^d} |\xi|^{-\gamma q} \left\| \sum_{|k| \leq n} e_k(\xi)x_k \right\|_X^q \, d\xi.
\]

On the other hand, we have

\[
\| f \|_{L^p(\mathbb{R}^d, |\beta p|, X)} = \sum_{|k| \leq n} \int_{[-\frac{1}{2}, \frac{1}{2})^d - k} |t|^{\beta p} \| x_k \|_X^p \, dt \approx \sum_{|k| \leq n} \| x_k \|_X^p (1 + |k|)^{\beta p}.
\]

Applying now that (i) holds true, we arrive at

\[
\left\| \sum_{|k| \leq n} e_kx_k \right\|_{L^q(\mathbb{Z}^d, |-\gamma q|, X)} \leq C \| (x_k)_{|k| \leq n} \|_{L^p(\mathbb{Z}^d, (1 + |k|)^{\beta p}, X)},
\]

which implies (ii) by a density argument.

(ii) \implies (i): To prove (i), we first observe that it suffices to check that the inequality

\[
\| \mathcal{F} f \|_{L^q(\mathbb{R}^d, |-\gamma q|, X)} \leq C \| f \|_{L^p(\mathbb{R}^d, |\beta p|, X)} \tag{4.6}
\]

holds for all functions \( f \) given by

\[
f(t) = \sum_{|k| \leq n} \mathbf{1}_{[-\frac{1}{2}, \frac{1}{2})^d - (ta^{-1} + k)}x_k, \quad t \in \mathbb{R}^d, \quad a > 0.
\]

We first remark that

\[
\mathcal{F} f(\xi) = a^d g(a\xi) \sum_{|k| \leq n} e_k(a\xi)x_k, \quad \xi \in \mathbb{R}^d. \tag{4.7}
\]

Then, by a change of variables, we have

\[
\| \mathcal{F} f \|_{L^q(\mathbb{R}^d, |-\gamma q|, X)}^q = a^{d+\gamma-d/q} \left( \int_{\mathbb{R}^d} |g(\xi)|^q |\xi|^{-\gamma q} \left\| \sum_{|k| \leq n} e_k(\xi)x_k \right\|_X^q \, d\xi \right)^{1/q}
\]

\[
= a^{d+\gamma-d/q} \left( \int_{[-\frac{1}{2}, \frac{1}{2})^d} \sum_{m \in \mathbb{Z}^d} |g(\xi + m)|^q |\xi + m|^{-\gamma q} \left\| \sum_{|k| \leq n} e_k(\xi)x_k \right\|_X^q \, d\xi \right)^{1/q}. \tag{4.8}
\]
Inserting (4.3) into (4.8) we get
\[ \| \hat{f} \|_{L^q(\mathbb{R}^d, |\cdot|^{-\gamma q}; X)} \leq C a^{d + \gamma - d/q} \left( \int_{[-\frac{1}{2}, \frac{1}{2}]^d} |\xi|^{-\gamma q} \left\| \sum_{|k| \leq n} e_k(\xi)x_k \right\|_X^q \right)^{1/q}. \] (4.9)

Furthermore, we have
\[ \| f \|_{L^p(\mathbb{R}^d, |\cdot|^{-\beta p}; X)} = \left( \sum_{|k| \leq n} \int_{[-q, q]^d - ka} |t|^p \| x_k \|_X^p \, dt \right)^{1/p} \geq C a^{\beta + d/p} \left( \sum_{|k| \leq n} \| x_k \|_X^p (1 + |k|)^{\beta p} \right)^{1/p} = C a^{d + \gamma - d/q} \left( \sum_{|k| \leq n} \| x_k \|_X^p (1 + |k|)^{\beta p} \right)^{1/p}. \] (4.10)

By the assumption, (4.9) and (4.10), we easily derive the desired estimate (4.6).

(i) \iff (iii): By Lemma 2.4 and (2.5), the boundedness result
\[ \mathcal{F} : L^p(\mathbb{R}^d, |\cdot|^{\beta p}; X) \to L^q(\mathbb{R}^d, |\cdot|^{-\gamma q}; X) \] (4.11)
turns out to be equivalent to
\[ \mathcal{F} : L^{q'}(\mathbb{R}^d, |\cdot|^{-\gamma q'}; X^*) \to L^{p'}(\mathbb{R}^d, |\cdot|^{-\beta p'}; X^*), \] (4.12)
while
\[ \mathcal{F} : \ell^q(\mathbb{Z}^d, (|n| + 1)^{\gamma q'}; X^*) \to L^{p'}(\mathbb{T}^d, |\cdot|^{-\beta p'}; X^*). \] (4.13)

This can be characterized in terms of the boundedness estimate
\[ \mathcal{F} : L^p(\mathbb{T}^d, |\cdot|^{\beta p}; X) \to \ell^q(\mathbb{Z}^d, (|n| + 1)^{-\gamma q}; X). \] (4.14)

Furthermore, we have already shown that (4.12) and (4.13) are equivalent, which yields the equivalence between the statements (4.11) and (4.14). \qed

Specializing Proposition 4.2 to the case \( p = q \leq 2, \beta = 0, \) and \( \gamma = d(2/p - 1), \) we obtain the following characterizations of the notion of HL type.

**Corollary 4.3** Let \( 1 < p \leq 2. \) Then the following assertions are equivalent:

1. \( X \) has HL type \( p. \)
2. \( \mathcal{F} \) extends to a bounded operator from \( \ell^p(\mathbb{Z}^d; X) \) into \( L^p(\mathbb{T}^d, |\cdot|^{d(2-p)}; X). \)
3. \( \mathcal{F} \) extends to a bounded operator from \( L^p(\mathbb{T}^d; X) \) into \( \ell^p(\mathbb{Z}^d, (|n| + 1)^{-d(2-p)}; X). \)

The corresponding result for HL cotype also follows from Proposition 4.2 by taking \( p = q \geq 2, \gamma = 0, \) and \( \beta = d(1 - 2/q). \) It reads as follows.

**Corollary 4.4** Let \( 2 \leq q < \infty. \) Then the following assertions are equivalent:

i. \( X \) has HL cotype \( q. \)
ii. \( \mathcal{F} \) extends to a bounded operator from \( \ell^q(\mathbb{Z}^d, (|n| + 1)^{(q-2)}; X) \) into \( L^q(\mathbb{T}^d; X). \)
iii. \( \mathcal{F} \) extends to a bounded operator from \( L^q(\mathbb{T}^d, |\cdot|^{d(q-2)}; X) \) into \( \ell^q(\mathbb{Z}^d; X). \)
Next we extend the transference result of Lemma 4.1 to Lorentz spaces. In particular, this will provide transference of Paley (co)type between $\mathbb{R}^d$ and $\mathbb{T}^d$.

**Proposition 4.5** Let $1 < p \leq 2$. Then the following assertions are equivalent:

(i) $X$ has Paley type $p$.

(ii) $\mathcal{F}$ extends to a bounded operator from $\ell^p(\mathbb{Z}^d; X)$ into $L^{p',p}(\mathbb{T}^d; X)$.

(iii) $\mathcal{F}$ extends to a bounded operator from $L^p(\mathbb{T}^d; X)$ into $\ell^{p',p}(\mathbb{Z}^d; X)$.

**Proof** The equivalence between (ii) and (iii) was already shown in [29, Theorem 3.2]. Then, it suffices to show that (i) can be characterized in terms of (iii).

(i) $\implies$ (iii): Let

$$f(\xi) = g(\xi) \sum_{|k| \leq n} e_k(\xi)x_k, \quad \xi \in \mathbb{R}^d,$$

where $x_k \in X$ for $|k| \leq n$, and $g(\xi) = \mathcal{F}(1_{[-\frac{1}{2}, \frac{1}{2}]^d})(\xi)$ (see (4.4)). We have

$$\|f\|_{L^p(\mathbb{R}^d; X)}^p = \int_{\mathbb{R}^d} |g(\xi)|^p \left\| \sum_{|k| \leq n} e_k(\xi)x_k \right\|_X^p d\xi$$

$$\leq C \int_{[-\frac{1}{2}, \frac{1}{2}]^d} \left\| \sum_{|k| \leq n} e_k(\xi)x_k \right\|_X^p d\xi$$

(4.15)

where in the last step we have used (4.3)

On the other hand, it is clear that

$$\hat{f}(t) = \sum_{|k| \leq n} 1_{[-\frac{1}{2}, \frac{1}{2}]^d}(t+k)x_k, \quad t \in \mathbb{R}^d.$$

Let $M_n$ be the number of $k \in \mathbb{Z}^d$ such that $|k| \leq n$, and denote by $(x_j^*)_{j=1}^{M_n}$ the non-increasing rearrangement of the sequence $(\|x_k\|_X)_{|k| \leq n}$. Note that

$$\hat{f}^*(t) = \sum_{j=1}^{M_n} x_j^* 1_{[j-1,j)}(t), \quad t > 0,$$

and so,

$$\|\hat{f}\|_{L^{p',p}(\mathbb{R}^d; X)} = \sum_{j=1}^{M_n} \int_{j-1}^j t^{p/p'-1} \hat{f}^*(t)^p dt = \sum_{j=1}^{M_n} (j^{1/p'} x_j^*)^p \frac{1}{j}.$$  

(4.16)

Hence, it follows from (i) together with the estimates (4.15) and (4.16) that

$$\left(\sum_{j=1}^{M_n} (j^{1/p'} x_j^*)^p \frac{1}{j}\right)^{1/p} \leq C \left\| \sum_{|k| \leq n} e_kx_k \right\|_{L^p(\mathbb{T}^d; X)}.$$

We conclude (iii) by using a density argument.
On the other hand by (4.3), we have
\[ \left\| \sum_{|k| \leq n} e_k(\xi) y_k \right\|_{L^p(\mathbb{R}^d; X^*)} \leq C \|(y_k)_{|k| \leq n}\|_{\ell_p(\mathbb{Z}^d; X^*)}, \tag{4.17} \]
This is an immediate consequence of Lemma 2.4 and (2.6).

By density and Proposition 3.3(ii) it is enough to prove that the following inequality holds for all \( f \) given by
\[ f(t) = \sum_{|k| \leq n} 1_{[-\frac{1}{2}, \frac{1}{2}]}(ta^{-1} + k)y_k, \quad t \in \mathbb{R}^d, \quad a > 0, \]
where \( y_k \in X^* \), \(|k| \leq n\), are arbitrary. Clearly, we have
\[ \hat{f}(\xi) = a^d g(a\xi) \sum_{|k| \leq n} e_k(a\xi) y_k, \quad \xi \in \mathbb{R}^d, \]
with \( g(\xi) = \mathcal{F}(1_{[-\frac{1}{2}, \frac{1}{2}]^d})(\xi) \) (see (4.7)). Therefore, setting \((y_j^m)_{j=1}^{M_n} \) the non-increasing rearrangement of the sequence \((\|y_k\|_{X^*})_{|k| \leq n}\) (recall that \( M_n \) denotes the cardinality of the set \( \{k \in \mathbb{Z}^d : |k| \leq n\} \)), we obtain
\[ \|f\|_{L^{p, p'}(\mathbb{R}^d; X^*)} = \sum_{j=1}^{M_n} \int_{(j-1)a^d}^{ja^d} t^{p'/p-1} \hat{f}^*(t)^{p'} dt \approx a^{dp'}/p \sum_{j=1}^{M_n} (j^{1/p} y_j^*)^{p'} \frac{1}{j}. \tag{4.19} \]

On the other hand by (4.3), we have
\[ \|\hat{f}\|_{L^{p'}(\mathbb{R}^d; X^*)} = \frac{a^{dp'}/p}{\int_{\mathbb{R}^d} |g(\xi)|^{p'}} \left\| \sum_{|k| \leq n} e_k(\xi) y_k \right\|_{X^*}^{p'} \, d\xi \]
\[ = \frac{a^{dp'}/p}{\sum_{m \in \mathbb{Z}^d} \int_{[-\frac{1}{2}, \frac{1}{2}]^d} |g(\xi + m)|^{p'} \left\| \sum_{|k| \leq n} e_k(\xi) y_k \right\|_{X^*}^{p'} \, d\xi} \]
\[ \leq C a^{dp'}/p \int_{[-\frac{1}{2}, \frac{1}{2}]^d} \left\| \sum_{|k| \leq n} e_k(\xi) y_k \right\|_{X^*}^{p'} \, d\xi \tag{4.20} \]

According to (4.20), (4.17) and (4.19) we get
\[ \|\hat{f}\|_{L^{p'}(\mathbb{R}^d; X^*)} \leq C a^{dp}/p \left\| \sum_{|k| \leq n} e_k(\xi) y_k \right\|_{L^{p'}(\mathbb{R}^d; X^*)} \leq C a^{dp}/p \left\| (y_k)_{|k| \leq n}\right\|_{\ell^{p, p'}(\mathbb{Z}^d; X^*)} \]
\[ \leq C \|f\|_{L^{p, p'}(\mathbb{R}^d; X^*)}. \]

This gives the proof of the desired estimate (4.18).

As a consequence of Proposition 4.5 by applying Proposition 3.3(ii) together with Lemmas 2.4 and 2.5, we obtain the transference principle for Paley cotype.
Proposition 4.6 Let $2 \leq q < \infty$. Then the following assertions are equivalent:

1. $X$ has Paley cotype $q$.
2. $\mathcal{F}$ extends to a bounded operator from $\ell^q(Z^d; X)$ into $L^q(T^d; X)$.
3. $\mathcal{F}$ extends to a bounded operator from $L^q(Z^d; X)$ into $\ell^q(Z^d; X)$.

Remark 4.7 As already mentioned in Remark 3.2(i), it is well known that transference principles with respect to dimension hold for Fourier type. It would be desirable to know whether these transference results still hold true for HL (co)type and Paley (co)type. Next we get some partial results. In view of Propositions 4.5 and 4.6, it is not hard to check that Paley (co)type $p$ for dimension $d > 1$ implies $d - i$-dimensional Paley (co)type $p$ for $i = 1, \ldots, d - 1$. On the other hand, it is easily seen from definition that HL (co)type $p$ extends to a bounded operator from $L^q(Z^d; X)$ into $\ell^q(Z^d; X)$. Moreover, these transference results still hold true for HL (co)type and Paley (co)type. Next we get some partial results. In view of Propositions 4.5 and 4.6, it is not hard to check that Paley (co)type $p$ for dimension $d > 1$ implies $d - i$-dimensional Paley (co)type $p$ for $i = 1, \ldots, d - 1$. On the other hand, it is easily seen from definition that HL (co)type $p$ extends to a bounded operator from $L^q(Z^d; X)$ into $\ell^q(Z^d; X)$.

Example 4.8 Let $1 < p < 2$. It is well known that the space $X = \ell^{p'}(\mathbb{Z}^d)$ has Fourier type $p$. In particular, $X$ has Paley/HL type $q$ for any $q < p$ (see Proposition 3.5). However, as can be seen in [45, page 220] and [29, Proposition 4.6], one can construct a function $f: T^d \to X$ such that $f \in L^p(T^d; X)$ but its sequence of Fourier coefficients $(\hat{f}(n))$ does not belong to $\ell^{p'}(\mathbb{Z}^d; X)$. Therefore, by virtue of Proposition 4.5, we derive that $X$ is not of Paley type $p$. We will improve this by showing that $X$ does not have HL type $p$ (see Proposition 3.4). Indeed, let $f: T^d \to X$ defined by

$$f(t) = (|n|^{-d/p'}(1 + \log |n|)^{-\varepsilon}e^{2\pi in\cdot t}1_{n \neq 0}), \quad t \in T^d,$$

where $1/p' < \varepsilon < 1/p$. We have

$$\|f\|_{L^p(T^d; X)} \approx \left(\sum_{n \neq 0} (1 + \log |n|)^{-p}\frac{1}{|n|^d}\right)^{1/p'} \approx \infty.$$ 

On the other hand, since $\|\hat{f}(n)\|_X = |n|^{-d/p'}(1 + \log |n|)^{-\varepsilon}$ for $n \neq 0$, we get

$$\|\hat{f}\|_{\ell^{p'}(\mathbb{Z}^d, (|n|^{-1})^{-d(2-p)}; X)} \approx \left(\sum_{n \neq 0} (1 + \log |n|)^{-\varepsilon p}\frac{1}{|n|^d}\right)^{1/p} = \infty.$$ 

Then, according to Corollary 4.3, $X$ does not have HL type $p$. It is worth mentioning that this example reveals some further features of the notions of Paley type and HL type. Firstly, in general, the indices

$$\sup\{p : X \text{ has Paley type } p\} \text{ and } \sup\{p : X \text{ has HL type } p\}$$

are not attained. Recall that the corresponding result for Fourier type is already known (see [45, page 222]). Secondly, Proposition 3.5 does not hold in the limiting case $p = p_0$ (see Remark 3.6).

Example 4.9 Let $X = \ell^p(\mathbb{Z}^d)$, $1 < p < 2$. By Example 3.9 $X$ has Paley type $p$. Alternatively this follows from [29, Theorem 4.2] and Proposition 4.5. Then, Proposition 3.4 implies that $X$ has Fourier type $p$ (see e.g. [45]) and HL type $p$. Moreover, all these statements are sharp. More specifically, it is known that $X$ has exactly Fourier type $p$. Consequently, $p$ is the best
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possible index $q$ such that $X$ has Paley type $q$. Otherwise, one may apply Proposition 3.4 in order to derive that $X$ has Fourier type $q > p$, which is not true. Next we show that $X$ has no better HL type than $p$. We will proceed by contradiction. Let us assume that $X$ has HL type $q$ for some $q > p$. By Proposition 3.3, this is equivalent to saying that $X^* = \ell^p(\mathbb{Z}^d)$ has HL cotype $q'$, that is,

$$\|Ff\|_{\ell^{q'}(\mathbb{Z}^d;X^*)} \leq C \|f\|_{L^{q'}(\mathbb{Z}^d,|\cdot|^{d(q'-2)};X^*)}$$

(see Corollary 4.4). However, this inequality is not true which yields the desired contradiction. Indeed, let

$$f(t) = (|n|^{-\varepsilon}e^{2\pi i n \cdot t}1_{n \neq 0}), \quad t \in \mathbb{T}^d,$$

where $d/p' < \varepsilon < d/q'$. We have

$$\|f\|_{L^{q'}(\mathbb{Z}^d,|\cdot|^{d(q'-2)};X^*)} \approx \left(\sum_{n \neq 0} |n|^{-\varepsilon p'}\right)^{1/p'} < \infty,$$

but

$$\|\hat{f}\|_{\ell^{q'}(\mathbb{Z}^d;X^*)} = \left(\sum_{n \neq 0} |n|^{-\varepsilon q'}\right)^{1/q'} = \infty.$$

As a consequence of the preceding examples and Proposition 3.3 we obtain the corresponding results for cotype.

**Example 4.10** The space $X = \ell^p(\mathbb{Z}^d)$, $1 < p < 2$, is of Fourier type exactly $p$, Paley/HL cotype $q$ for any $q > p'$. Moreover, $X$ has neither Paley cotype $p'$ nor HL cotype $p'$.

**Example 4.11** Let $X = \ell^p(\mathbb{Z}^d)$, $2 < p < \infty$. The space $X$ is of Paley/HL cotype $p$ and this is optimal.

**Remark 4.12** If $S$ in Example 3.9 does not consist of finitely many atoms, then the example is optimal. Indeed, this follows from the above examples since $L^p(S)$ contains an isometric copy of $\ell^p(\mathbb{Z}^d)$.

### 5 Pitt’s inequality for the vector-valued Fourier transform

In this section we are concerned with weighted inequalities for the vector-valued Fourier transform. More precisely, we will prove that under some geometric conditions on $X$ the Pitt’s inequality obeys

$$\|\hat{f}\|_{L^q(\mathbb{R}^d,|\cdot|^{-\gamma};X)} \leq C \|f\|_{L^p(\mathbb{R}^d,|\cdot|^\beta;X)}$$

(5.1)

for certain indices $p$, $q$, $\gamma$, and $\beta$.

Let us recall from the introduction that the Pitt’s inequality in the scalar case (i.e., $X = \mathbb{C}$) claims that if $1 < p \leq q < \infty$ and

$$\max\left\{0, d\left(\frac{1}{p} + \frac{1}{q} - 1\right)\right\} \leq \gamma < \frac{d}{q} \quad \text{and} \quad \beta - \gamma = d\left(1 - \frac{1}{p} - \frac{1}{q}\right),$$

(5.2)
then
\[ \| \hat{f} \|_{L^q(\mathbb{R}^d, |\cdot|^{-\gamma q}; X)} \leq C \| f \|_{L^p(\mathbb{R}^d, |\cdot|^\beta p; X)}. \]  

(5.3)

Notice that the conditions (5.2) can be rewritten in terms of \( \beta \) as
\[ \max \left\{ 0, d \left( 1 - \frac{1}{p} - \frac{1}{q} \right) \right\} \leq \beta < \frac{d}{p'} \quad \text{and} \quad \beta - \gamma = d \left( 1 - \frac{1}{p} - \frac{1}{q} \right). \]

Further, since
\[ \max \left\{ 0, d \left( \frac{1}{\min\{2, p\}} + \frac{1}{q} - 1 \right) \right\} = \max \left\{ 0, d \left( \frac{1}{\min\{2, p\}} + \frac{1}{q} - 1 \right) \right\}, \]

the conditions on \( \gamma \) given in (5.2) read as
\[ \max \left\{ 0, d \left( \frac{1}{\min\{2, p\}} + \frac{1}{q} - 1 \right) \right\} \leq \gamma < \frac{d}{q}. \]  

(5.4)

By general results for vector-valued extensions the scalar version (5.3) implies that (5.1) holds for the same set of parameters (5.2) if \( X \) is a Hilbert space (see [40, Theorem 2.1.9]).

Let us briefly explain our strategy to prove Theorem 1.1. First we will focus on the extreme case \( p = q \) (see Theorem 5.1). Then, we shall deal with the case \( p < q \). Here, we shall distinguish three possible situations according to the fact that
\[ \max \left\{ 0, d \left( \frac{1}{\min\{p, p_0\}} + \frac{1}{q} - 1 \right) \right\} < \gamma < \frac{d}{q} \]

holds if and only if one of the following conditions holds

(i) \( p \in (1, p_0] \cup [p_0', \infty) \), and \( \max \left\{ 0, d \left( \frac{1}{p} + \frac{1}{q} - 1 \right) \right\} < \gamma < \frac{d}{q} \);

(ii) \( p \in (p_0, p_0') \), \( p_0 \leq q \), and \( 0 < \gamma < \frac{d}{q} \);

(iii) \( p \in (p_0, p_0'), q < p_0' \), and \( d \left( \frac{1}{p_0} + \frac{1}{q} - 1 \right) < \gamma < \frac{d}{q} \).

The cases (i)–(iii) will be shown in Theorems 5.4, 5.6 and 5.7, respectively.

**Theorem 5.1** Let \( X \) be of Fourier type \( p_0 \in (1, 2] \). Assume that
\[ 1 < q < \infty, \max \left\{ 0, d \left( \frac{1}{\min\{p_0, q\}} + \frac{1}{q} - 1 \right) \right\} < \gamma < \frac{d}{q} \quad \text{and} \quad \beta - \gamma = d - \frac{2d}{q}. \]

Then,
\[ \| \hat{f} \|_{L^q(\mathbb{R}^d, |\cdot|^{-\gamma q}; X)} \leq C \| f \|_{L^q(\mathbb{R}^d, |\cdot|^{-\gamma q}; X)}. \]  

(5.5)

**Remark 5.2** (i) We will see in Remark 5.3 below that (5.5) may be false in the extreme case \( \gamma = \max \left\{ 0, d \left( \frac{1}{\min\{p_0, q\}} + \frac{1}{q} - 1 \right) \right\} \).

(ii) In the special case that \( X = \mathbb{C} \) in Theorem 5.1 (\( p_0 = 2 \)) we recover the classical inequality (5.3) for \( p = q \) under the assumptions (5.2).

**Proof of Theorem 5.1** The proof is divided into a number of steps.

**Step 1** First we shall prove the following result: Let \( 1 < p < p_0 \). Then,
\[ \| \hat{f} \|_{L^q(\mathbb{R}^d, |\cdot|^{-\gamma q}; X)} \leq C \| f \|_{L^q(\mathbb{R}^d, |\cdot|^{-\gamma q}; X)}. \]  

(5.6)
where

\[ q \in (p, p'), \quad \beta = d \left( \frac{1}{p} - \frac{1}{q} \right), \quad \text{and} \quad \gamma = d \left( \frac{1}{q} - \frac{1}{p'} \right). \tag{5.7} \]

By Proposition 3.5(iii), we have

\[ \mathcal{F} : L^p(\mathbb{R}^d; X) \rightarrow L^p(\mathbb{R}^d, |\cdot|^{-d(p'-2)}; X) \quad \text{and} \quad \mathcal{F} : L^{p'}(\mathbb{R}^d, |\cdot|^{-d(2-p)}; X) \rightarrow L^{p'}(\mathbb{R}^d; X). \]

Let \( p < q < p' \). Then, we define \( \theta \in (0, 1) \) such that \( 1/q = (1 - \theta)/p + \theta/p' \) and apply complex interpolation and Lemma 2.1 to get that \( \mathcal{F} \) maps the space

\[ [L^p(\mathbb{R}^d; X), L^{p'}(\mathbb{R}^d, |\cdot|^{-d(p'-2)}; X)]_0 = L^q(\mathbb{R}^d, |\cdot|^{-\gamma q}; X) \]

boundedly into

\[ [L^p(\mathbb{R}^d, |\cdot|^{-d(2-p)}; X), L^{p'}(\mathbb{R}^d; X)]_0 = L^q(\mathbb{R}^d, |\cdot|^{-\gamma q}; X). \]

Hence, we obtain the desired estimate (5.6) with (5.7).

**Step 2** Suppose that \( p_0 \leq q \leq p'_0 \). According to Step 1, the inequality (5.5) holds true if \( \beta - \gamma = d - \frac{2d}{q} \) and, in addition,

\[ \gamma = d \left( \frac{1}{q} - \frac{1}{p'} \right) \quad \text{for any} \quad 1 < p < p_0, \]

or equivalently,

\[ \max \left\{ 0, d \left( \frac{1}{\min\{p_0, q\}} + \frac{1}{q} - 1 \right) \right\} = d \left( \frac{1}{q} - \frac{1}{p'_0} \right) < \gamma < \frac{d}{q}. \]

**Step 3** We treat the case \( q < p_0 \). Applying Step 1 we get the inequality (5.5) with the constraint \( \beta - \gamma = d - \frac{2d}{q} \) for any

\[ \gamma = d \left( \frac{1}{q} - \frac{1}{p'} \right) \quad \text{with} \quad 1 < p < q. \]

Note that the latter condition can be written as

\[ \max \left\{ 0, d \left( \frac{1}{\min\{p_0, q\}} + \frac{1}{q} - 1 \right) \right\} = d \left( \frac{1}{q} - \frac{1}{q'} \right) < \gamma < \frac{d}{q} \quad \text{and} \quad q' = \max\{p'_0, q, q'\}. \]

**Step 4** We deal with the case \( q > p'_0 \). Take any \( 1 < p < q' \). Note that, in particular, \( p < p_0 \). Then, by Step 1, we obtain the desired inequality under the assumptions \( \beta - \gamma = d - \frac{2d}{q} \) and \( \gamma = d \left( \frac{1}{q} - \frac{1}{p} \right) \). Since \( q = \max\{p'_0, q, q'\} \), a simple change of variables yields the desired result if \( \beta - \gamma = d - \frac{2d}{q} \) and max \( \left\{ 0, d \left( \frac{1}{\min\{p_0, q\}} + \frac{1}{q} - 1 \right) \right\} = 0 < \gamma < \frac{d}{q} \).

**Remark 5.3** In sharp contrast with the scalar and Hilbert space case (i.e. \( p_0 = 2 \)), working with a Banach space \( X \) which is not isomorphic to a Hilbert space (i.e. \( p_0 \in (1, 2) \)) the inequality (5.5) may not be true in the extreme case \( \gamma = \max \left\{ 0, d \left( \frac{1}{\min\{p_0, q\}} + \frac{1}{q} - 1 \right) \right\} \). As we will show below, its validity depends on the relationships between \( q \) and the Fourier type \( p_0 \) of \( X \). Let us distinguish three possible cases:

**Case** \( q < p_0 \). Thus, \( \gamma = d \left( \frac{1}{q} - \frac{1}{q'} \right) = d \left( \frac{2}{q} - 1 \right) \), and \( \beta = 0 \). Note that (5.5) holds true because \( X \) has HL type \( q \) (see Proposition 3.5(iii)).
Case $q > p'_0$. Thus, $\gamma = 0$, and $\beta = \frac{d}{2} \left(1 - \frac{2}{q}\right)$. Note that (5.5) holds true because $X$ has HL cotype $q$ (see Proposition 3.5(iii)).

Case $q \in [p_0, p'_0]$, $p_0 \neq 2$. Then the extreme case $\gamma = \beta = \frac{d}{2} \left(1 - \frac{2}{q}\right)$. Therefore, the validity of the inequality (5.5) (with $\gamma = d(2/p_0 - 1)$ and so, $\beta = 0$) is equivalent to saying that $X$ has HL type $p_0$ whenever $X$ has Fourier type $p_0$. As it was shown in Example 4.8, this latter statement is not true. Suppose now that the inequality (5.5) holds for $q = p'_0 \neq 2$ with $\gamma = 0$ (and so, $\beta = d(1 - 2/p'_0)$), which means that $X$ has HL cotype $p'_0$ whenever $X$ has Fourier type $p_0$. This is not true as can be seen in Example 4.10. Finally, we deal with the case $q \in (p_0, p'_0)$ and $\gamma = d \left(\frac{1}{p_0} + \frac{1}{q} - 1\right)$ (and thus, $\beta = d(1/p_0 - 1/q)$). Under these assumptions on the parameters, the inequality (5.5) is not true. Indeed, let $X = \ell^{p'_0}(\mathbb{Z}^d)$ and $f(t) = (|n|^{-d/p'_0}(1 + \log |n|))^{-\varepsilon} e^{2\pi i n \cdot t} \mathbb{1}_{n \neq 0}$, $t \in \mathbb{R}^d$, where $1/p'_0 < \varepsilon < 1/q$. Clearly, we have $\|\hat{f}(n)\|_X = |n|^{-d/p'_0}(1 + \log |n|)^{-\varepsilon}$ for $n \neq 0$. Then,

$$\|f\|_{L^q(\mathbb{R}^d, |(1/p_0 - 1/q)\varepsilon|^{d} : X)} \approx \left(\sum_{n \neq 0} (1 + \log |n|)^{-\varepsilon p'_0} \frac{1}{|n|^{d}}\right)^{1/p'_0} < \infty$$

and

$$\|\hat{f}(n)\|_{L^q(\mathbb{Z}^d, (1 + |n|)^{-d(1/p_0 + 1/q - 1)}\varepsilon^{d} : X)} \approx \left(\sum_{n \neq 0} (1 + \log |n|)^{-\varepsilon q} \frac{1}{|n|^{d}}\right)^{1/q} = \infty.$$

Finally, by Proposition 4.2 we derive that the inequality (5.5) is not satisfied.

Next we study the Pitt’s inequality (5.1) for integrability parameters $p$ and $q$ with $p < q$. Our first result in this direction reads as follows.

**Theorem 5.4** Let $X$ be of Fourier type $p_0 \in (1, 2]$. Assume that $p \in (1, p_0] \cup [p'_0, \infty)$, $p < q < \infty$, and

$$\max\left\{0, d \left(\frac{1}{p} + \frac{1}{q} - 1\right)\right\} \leq \gamma < \frac{d}{q}, \quad \beta - \gamma = d \left(1 - \frac{1}{p} - \frac{1}{q}\right). \quad (5.8)$$

Then, we have

$$\|\hat{f}\|_{L^q(\mathbb{R}^d, |\cdot|^{-\gamma q} : X)} \leq C \|f\|_{L^p(\mathbb{R}^d, |\cdot|^{\beta p} : X)}. \quad (5.9)$$

**Remark 5.5** (i) In case that $X = \mathbb{C}$ in Theorem 5.4 (and so, $p_0 = 2$) we get the Pitt’s inequalities (5.3) in the full range of parameters (5.2). The same holds if $X$ is a Hilbert space.

(ii) We will see in Remark 5.8 below that the assumption $p \in (1, p_0] \cup [p'_0, \infty)$ is indeed necessary in Theorem 5.4.
Proof of Theorem 5.4} \ We shall break up the proof into several cases.

**Case 1:** \( p \leq p_0 \) and \( p' \leq q \). By Lemma 2.7 applied with \( u = p' \), \( v = q \), \( a = \gamma \), \( b = 0 \), \( \lambda = d - \beta \) and to the function \( g = (-\Delta)^{\beta/2} \hat{f} \) (see [33, Section 6.1]) we have that

\[
\|\hat{f}\|_{L^q(\mathbb{R}^d, \cdot |^\gamma q)} = C_{d, \beta} \|\cdot |^{-\lambda} \ast g\|_{L^q(\mathbb{R}^d, \cdot |^{-\gamma q})} \leq C \|g\|_{L^p(\mathbb{R}^d, \cdot |^{-\gamma q})} \leq C \|\hat{f}\|_{L^q(\mathbb{R}^d, \cdot |^{-\gamma q})} = (2\pi)^\beta C \|f\|_{L^p(\mathbb{R}^d, \cdot |^{-\beta p})}
\]

where we have also used that \( X \) is of Fourier type \( p \leq p_0 \) (see Proposition 3.5).

**Case 2:** \( p \leq p_0 \) and \( p < q < p' \). Using Case 1, we know that

\[
\|\hat{f}\|_{L^p(\mathbb{R}^d, \cdot |^{-\beta p'})} \leq C \|f\|_{L^p(\mathbb{R}^d, \cdot |^{-\beta p}; X)} \tag{5.10}
\]

for any \( 0 \leq \beta < d/p' \). On the other hand, by Theorem 5.1, we have

\[
\|\hat{f}\|_{L^p(\mathbb{R}^d, \cdot |^{-\mu p})} \leq C \|f\|_{L^p(\mathbb{R}^d, \cdot |^{-\beta p}; X)} \tag{5.11}
\]

whenever \( 0 \leq \beta < d/p' \) and \( \beta - \mu = d(1 - 2/p) \). Choose \( \theta \in (0, 1) \), so that \( 1/q = (1 - \theta)/p' + \theta/p \) and we interpolate between (5.10) and (5.11) (see Lemma 2.1) in order to get that

\[
\|\hat{f}\|_{L^q(\mathbb{R}^d, \cdot |^{-\gamma q})} \leq C \|f\|_{L^p(\mathbb{R}^d, \cdot |^{-\beta p}; X)} \tag{5.12}
\]

with \( \beta - \gamma = d(1/p + 1/q - 1) \) and \( 0 \leq \beta < d/p' \) (or equivalently, \( d(1/p + 1/q - 1) \)) \( \leq \gamma < d/q \).

**Cases 1 and 2** together give (5.9) for \( p \leq p_0 \) and \( p < q \).

**Case 3** \( p_0' \leq p < q \). We will apply duality from the previous cases to extend the inequality (5.9) to the range of values \( p_0' \leq p < q \). By assumption \( X^* \) has Fourier cotype \( p_0' \) (see Proposition 3.3(i)) and \( q' < p' \leq p_0 \), and therefore

\[
\mathcal{F} : L^{q'}(\mathbb{R}^d, \cdot |^{-\beta q'}; X^*) \to L^{p'}(\mathbb{R}^d, \cdot |^{-\gamma p'}; X^*) \tag{5.13}
\]

with \( d(1/p' + 1/q' - 1) = \max\{0, d(1/p' + 1/q' - 1) \} \leq \beta < d/p' \) and \( -\beta + \gamma = d(1/1/p + 1/q' - 1) \). Let \( f : \mathbb{R}^d \to X \) and \( g : \mathbb{R}^d \to X^* \) be simple functions. Then, applying Hölder’s inequality, (5.13) and (3.1), we get

\[
\left| \int_{\mathbb{R}^d} \langle \hat{f}(x), g(x) \rangle \, dx \right| \leq \int_{\mathbb{R}^d} \|f(x)\|_X \|\hat{g}(x)\|_{X^*} \, dx \leq \|f\|_{L^p(\mathbb{R}^d, \cdot |^{-\beta p}; X)} \|\hat{g}\|_{L^q(\mathbb{R}^d, \cdot |^{-\gamma q}; X)} \leq C \|f\|_{L^p(\mathbb{R}^d, \cdot |^{-\beta p}; X)} \|g\|_{L^q(\mathbb{R}^d, \cdot |^{-\gamma q}; X^*)}.
\]

By taking the supremum over all simple functions \( g : \mathbb{R}^d \to X^* \) such that \( \|g\|_{L^q(\mathbb{R}^d, \cdot |^{-\gamma q}; X^*)} \leq 1 \) and applying Lemma 2.4, we arrive at

\[
\|\hat{f}\|_{L^q(\mathbb{R}^d, \cdot |^{-\gamma q})} \leq C \|f\|_{L^p(\mathbb{R}^d, \cdot |^{-\beta p}; X)}
\]

whenever \( 0 = \max\{0, d(1/p + 1/q - 1) \} \leq \gamma < d/q \) and \( \beta - \gamma = d(1 - 1/p + 1/q - 1) \). \( \Box \)

It turns out that the validity of the Pitt’s inequality (5.9) for a Banach space \( X \) of Fourier type \( p_0 \) becomes more intricate when \( p \in (p_0, p_0') \). More precisely, the ranges of \( \gamma \) and \( \beta \) for which (5.9) holds will depend on the relations between the integrability parameter \( q \) and \( p_0' \). Our next result treats the case \( p_0' \leq q \).
Theorem 5.6 Let $X$ be of Fourier type $p_0 \in (1, 2]$. Assume that
\[ p \in (p_0, p'_0), \quad p'_0 \leq q < \infty, \tag{5.14} \]
and
\[ 0 \leq \gamma < \frac{d}{q}, \quad \beta - \gamma = d \left(1 - \frac{1}{p} - \frac{1}{q}\right). \tag{5.15} \]
Then, we have
\[ \|\hat{f}\|_{L^q(\mathbb{R}^d, |·|^{-\gamma q}; X)} \leq C \|f\|_{L^p(\mathbb{R}^d, |·|^{-\beta p}; X^*)}. \]

Proof By assumptions and Proposition 3.3 we have that $X^*$ has Fourier type $p_0$ and
\[ q' \leq p_0 < p', \quad 0 < d \left(\frac{1}{q'} + \frac{1}{p'} - 1\right) \leq \beta < \frac{d}{p'}, \quad \gamma - \beta = d \left(1 - \frac{1}{q'} - \frac{1}{p'}\right). \]
Hence, applying Theorem 5.4 we obtain
\[ \|\hat{f}\|_{L^{p'}(\mathbb{R}^d, |·|^{-\beta p'}; X^*)} \leq C \|f\|_{L^{q'}(\mathbb{R}^d, |·|^{-\gamma q'}; X^*)}. \]
Dualising with $L^p(\mathbb{R}^d, |·|^{-\beta p}; X)$ and $L^q(\mathbb{R}^d, |·|^{-\gamma q}; X)$ (see Lemma 2.4), this is seen to be equivalent to the following estimate
\[ \|\hat{f}\|_{L^q(\mathbb{R}^d, |·|^{-\gamma q}; X)} \leq C \|f\|_{L^p(\mathbb{R}^d, |·|^{-\beta p}; X)}. \]
\[ \square \]

It remains to investigate the Pitt’s inequality
\[ \|\hat{f}\|_{L^q(\mathbb{R}^d, |·|^{-\gamma q}; X)} \leq C \|f\|_{L^p(\mathbb{R}^d, |·|^{-\beta p}; X)} \tag{5.16} \]
for
\[ p \in (p_0, p'_0) \quad \text{and} \quad p < q < p'_0. \]
In such a situation, we will see that $p_0$ plays a key role. In fact, we will show in Theorem 5.7 below that (5.16) holds if $d \left(\frac{1}{p_0} + \frac{1}{q} - 1\right) < \gamma < \frac{d}{q}$. Furthermore, we will prove in Remark 5.8 below that this result is sharp, i.e., (5.16) fails to be true if $\gamma \leq d \left(\frac{1}{p_0} + \frac{1}{q} - 1\right)$.

Theorem 5.7 Let $X$ be of Fourier type $p_0 \in (1, 2]$. Assume that
\[ p \in (p_0, p'_0), \quad p < q < p'_0, \]
and
\[ d \left(\frac{1}{p_0} + \frac{1}{q} - 1\right) < \gamma < \frac{d}{q}, \quad \beta - \gamma = d \left(1 - \frac{1}{p} - \frac{1}{q}\right). \tag{5.17} \]
Then, we have
\[ \|\hat{f}\|_{L^q(\mathbb{R}^d, |·|^{-\gamma q}; X)} \leq C \|f\|_{L^p(\mathbb{R}^d, |·|^{-\beta p}; X)}. \tag{5.18} \]
\textbf{Proof} Let $0 < \eta < 1$ be arbitrary and define
\[ \gamma_0 = (1 - \eta) \left( \frac{1}{p_0} + \frac{1}{p} - 1 \right) + \frac{\eta d}{p} \quad \text{and} \quad \gamma_1 = \frac{\eta d}{p_0}. \]
In particular, we have $0 < d \left( \frac{1}{p_0} + \frac{1}{p} - 1 \right) < \gamma_0 < \frac{d}{p}$ and $0 < \gamma_1 < \frac{d}{p_0}$. Applying Theorem 5.1 we get
\[ \mathcal{F} : L^p(\mathbb{R}^d, |\cdot|^{\beta_0}; X) \rightarrow L^p(\mathbb{R}^d, |\cdot|^{\gamma_0}; X), \quad \beta_0 - \gamma_0 = d \left( 1 - \frac{2}{p} \right). \tag{5.19} \]
On the other hand, invoking Theorem 5.6 we derive
\[ \mathcal{F} : L^p(\mathbb{R}^d, |\cdot|^{\beta_1}; X) \rightarrow L^{p_0}(\mathbb{R}^d, |\cdot|^{\gamma_1}; X), \quad \beta_1 - \gamma_1 = d \left( 1 - \frac{1}{p} - \frac{1}{p_0} \right). \tag{5.20} \]
Since $q \in (p, p_0')$ there exists $\theta \in (0, 1)$ such that $\frac{1}{q} = \frac{1 - \theta}{p} + \frac{\theta}{p_0}$. Then, applying the interpolation property of the complex interpolation method to (5.19) and (5.20) and Lemma 2.1, one gets that $\mathcal{F}$ maps
\[ [L^p(\mathbb{R}^d, |\cdot|^{\beta_0}; X), L^p(\mathbb{R}^d, |\cdot|^{\beta_1}; X)]_\theta = L^p(\mathbb{R}^d, |\cdot|^{\beta}; X) \tag{5.21} \]
into the space
\[ [L^p(\mathbb{R}^d, |\cdot|^{\gamma_0}; X), L^{p_0}(\mathbb{R}^d, |\cdot|^{\gamma_1}; X)]_\theta = L^q(\mathbb{R}^d, |\cdot|^{\gamma}; X), \tag{5.22} \]
where $\beta = (1 - \theta)\beta_0 + \theta \beta_1$ and $\gamma = (1 - \theta)\gamma_0 + \theta \gamma_1$. Then the second part of (5.17) holds. Moreover, we have that $\gamma = (1 - \theta)\gamma_0 + \theta \gamma_1$ satisfies
\[ \gamma \nearrow (1 - \theta) d + \theta \frac{d}{p} = \frac{d}{q} \quad \text{as} \quad \eta \nearrow 1, \]
\[ \gamma \searrow (1 - \theta) d \left( \frac{1}{p_0} + \frac{1}{p} - 1 \right) = d \left( \frac{1}{p_0} + \frac{1}{q} - 1 \right) \quad \text{as} \quad \eta \searrow 0. \]
This completes the proof of the result for $\gamma$ near the endpoints as we can take $\eta$ close to one and zero respectively.

Keeping notation from Theorem 5.7, we now construct a counterexample showing that (5.18) is far from being true if $p_0 < p < q < p_0'$, and $\gamma \leq d \left( \frac{1}{p_0} + \frac{1}{q} - 1 \right)$.

\textbf{Remark 5.8} In general, Theorem 5.7 is not true if $\gamma \leq d \left( \frac{1}{p_0} + \frac{1}{q} - 1 \right)$. Let $p \in (p_0, p_0')$ and $p \leq q < p_0'$. Suppose furthermore that $\gamma \leq d \left( \frac{1}{p_0} + \frac{1}{q} - 1 \right)$ and $\beta - \gamma = d \left( 1 - \frac{1}{p} - \frac{1}{q} \right)$.

Then, we claim that
\[ \mathcal{F} : L^p(\mathbb{R}^d, |\cdot|^{\beta}; X) \rightarrow L^q(\mathbb{R}^d, |\cdot|^{-\gamma}; X) \quad \text{does not hold true} \tag{5.23} \]
for all $X$ having Fourier type $p_0$. Indeed, put $X = \ell^{p_0}(\mathbb{Z}^d)$ and define $f : \mathbb{T}^d \rightarrow X$ by
\[ f(t) = (a_n e^{\pi i n \cdot t}), \quad t \in \mathbb{T}^d, \tag{5.24} \]
where $(a_n)_{n \in \mathbb{Z}^d}$ is a scalar sequence to be specified below. Firstly, if $\gamma < d \left( \frac{1}{p_0} + \frac{1}{q} - 1 \right)$ then we set
\[ a_n = |n|^{-\varepsilon} \mathbf{1}_{\eta \neq 0} \]
where \( d \left( 1 - \frac{1}{p_0} \right) < \varepsilon < -\gamma + \frac{d}{q} \). We have
\[
\| f \|_{L_p(T^d, \cdot \| f \|_{L^{p_0}(\mathbb{Z}^d)})} \sim \left( \sum_{n \neq 0} |n|^{-\varepsilon p_0} \right)^{1/p_0'} < \infty.
\]

On the other hand,
\[
\| (\hat{f}(n)) \|_{\ell^q(\mathbb{Z}^d, (|n|+1)^{-\gamma q}; \ell^{p_0}(\mathbb{Z}^d))} \sim \left( \sum_{n \neq 0} |n|^{-(\gamma + \varepsilon)q} \right)^{1/q} = \infty.
\]

Suppose now that \( \gamma = d \left( \frac{1}{p_0} + \frac{1}{q} - 1 \right) \). A counterexample is given by the function \( f \) (see (5.24)) with
\[
a_n = |n|^{-d(1-1/p_0)}(1 + \log |n|)^{-\eta} \mathbf{1}_{n \neq 0}, \quad 1/p_0' < \eta < 1/q,
\]
because
\[
\| f \|_{L_p(T^d, \cdot \| f \|_{L^{p_0}(\mathbb{Z}^d)})} \sim \left( \sum_{n \neq 0} (1 + \log |n|)^{-\eta p_0} \frac{1}{|n|^d} \right)^{1/p_0'} < \infty
\]
and
\[
\| (\hat{f}(n)) \|_{\ell^q(\mathbb{Z}^d, (|n|+1)^{-\gamma q}; \ell^{p_0}(\mathbb{Z}^d))} = \left( \sum_{n \neq 0} (1 + \log |n|)^{-\eta q} \frac{1}{|n|^d} \right)^{1/q} = \infty.
\]

According to Proposition 4.2, we have shown the desired assertion (5.23).

Using Proposition 4.2, we get the periodic counterpart of Pitt’s inequality obtained in Theorem 1.1.

**Corollary 5.9** Let \( X \) be of Fourier type \( p_0 \in (1, 2] \). Let \( 1 < p \leq q < \infty \) and \( \beta, \gamma \geq 0 \). Assume that
\[
\max \left\{ 0, d \left( \frac{1}{\min\{p, p_0\}} + \frac{1}{q} - 1 \right) \right\} < \gamma < \frac{d}{q} \quad \text{and} \quad \beta - \gamma = d \left( 1 - \frac{1}{p} - \frac{1}{q} \right).
\]

Then, we have
\[
\left\| t \mapsto \sum_{n \in \mathbb{Z}^d} e^{2\pi i t \cdot n} x_n \right\|_{L^q(T^d, \cdot \| f \|_{L^{p_0}(\mathbb{Z}^d)})} \leq C \| (x_n) \|_{\ell^p(\mathbb{Z}^d, (|n|+1)^\beta; X)} \quad (5.25)
\]
and
\[
\| (\hat{f}(n)) \|_{\ell^q(\mathbb{Z}^d, (|n|+1)^{-\gamma q}; X)} \leq C \| f \|_{L^p(T^d, \cdot \| f \|_{L^{p_0}(\mathbb{Z}^d)})}. \quad (5.26)
\]

Furthermore, if \( \gamma = \max \left\{ 0, d \left( \frac{1}{\min\{p, p_0\}} + \frac{1}{q} - 1 \right) \right\} \) then (5.25) and (5.26) hold true if one of the following conditions is satisfied:

(i) \( p = q \in (1, p_0) \cup (p_0', \infty) \), \( p_0 \neq 2 \);
(ii) \( p = q \in (1, \infty) \), \( p_0 = 2 \);
(iii) \( p < q \), \( p \in (1, p_0] \cup [p_0', \infty) \);

\( \text{ Springer} \)
Extensions of the vector-valued Hausdorff-Young inequalities

(iv) \( p < q \), \( p \in (p_0, p'_0) \), \( p'_0 \leq q \).

If none of the conditions (i)–(iv) holds, then (5.25) and (5.26) fail to be true.

**Remark 5.10** In [65] classical Pitt’s inequality has been extended to other orthonormal systems. It would be interesting to prove a version of Corollary 5.9 in this generality as well. Note however that in the vector-valued situation it seems unclear how this is connected to the Fourier type of the space \( X \) (see [30, Section 8.3] and [60, Section 6.5]).

### 6 Connections to Rademacher type and cotype

Let \((\varepsilon_n)_{n \in \mathbb{N}}\) be a sequence of independent random variables on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) such that each \(\varepsilon_n\) is uniformly distributed on \(\{z \in \mathbb{C} \mid |z| = 1\}\). Such random variables are called (complex) Rademacher or Steinhaus random variables. Equivalently, one can use the usual real Rademacher random variables below (see [41] for details).

Let \((\varepsilon_n)_{n \in \mathbb{N}}\) be a Rademacher sequence on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). For \(p \in [1, 2]\), \(X\) is said to have type \(p\) if there exists a constant \(C \geq 0\) such that for all finite choices \(x_1, \ldots, x_m \in X\),

\[
\left( \mathbb{E} \left\| \sum_{n=1}^{m} \varepsilon_n x_n \right\|_{X}^2 \right)^{1/2} \leq C \left( \sum_{n=1}^{m} \|x_n\|_{X}^p \right)^{1/p}.
\]

(6.1)

For \(q \in [2, \infty]\), \(X\) is said to have cotype \(q\) if there exists a constant \(C \geq 0\) such that for all finite choices \(x_1, \ldots, x_m \in X\),

\[
\left( \sum_{n=1}^{m} \|x_n\|_{X}^q \right)^{1/q} \leq C \left( \mathbb{E} \left\| \sum_{n=1}^{m} \varepsilon_n x_n \right\|_{X}^2 \right)^{1/2},
\]

(6.2)

with the obvious modification for \(q = \infty\). By the Kahane-Khintchine inequalities (see, e.g., [23, Theorem 11.1] and [41, Theorem 6.2.4]) the \(L^2(\Omega; X)\) norm (with the exception of \(q = \infty\)) in (6.1) and (6.2) can be replaced by any \(L^r(\Omega; X)\)-norm with \(r \in [1, \infty)\).

We further say that \(X\) has nontrivial type if \(X\) has type \(p\) for some \(p \in (1, 2]\), and finite cotype if \(X\) has cotype \(q\) for some \(q \in [2, \infty)\).

Each Banach space \(X\) has type \(p = 1\) and cotype \(q = \infty\). If \(X\) has type \(p\) and cotype \(q\) then \(X\) has type \(r\) for all \(r \in [1, p]\) and cotype \(s\) for all \(s \in [q, \infty)\). A Banach space \(X\) is isomorphic to a Hilbert space if and only if \(X\) has type \(p = 2\) and cotype \(q = 2\), by Kwapieñ’s theorem (see [2, Theorem 7.4.1]).

Let \(X\) be a Banach space, \(r \in [1, \infty)\) and let \((S, \Sigma, \mu)\) be a measure space. If \(X\) has type \(p \in (1, 2]\) and cotype \(q \in [2, \infty)\) then \(L^r(S; X)\) has type \(\min\{p, r\}\) and cotype \(\max\{q, r\}\) (see [23, Theorem 11.12]).

By a result of Bourgain [13],

\(X\) has nontrivial type if and only if \(X\) has nontrivial Fourier type

(6.3)

(see also [38] and [60, Section 5.6.30]).

Further details on type and cotype can be found in the monographs [2,23,41], [47, Section 9.2] and [60].
6.1 Connections with Hardy–Littlewood type

A Banach space with Fourier type \( p \in [1, 2] \) has type \( p \) and cotype \( p' \) (see [41, Proposition 7.3.6]). We show in Theorem 6.1 below that for HL type and cotype a variant of this result holds. At first sight it might be surprising that unlike in the Fourier (co)type case one has an improvement on the type or cotype.

**Theorem 6.1** Let \( p_0 \in (1, 2) \) and \( q_0 \in (2, \infty) \). Then the following assertions hold:

(i) If \( X \) has HL cotype \( q_0 \), then \( X \) has cotype \( q_0 \) and type \( p \) for some \( p \in (q_0', 2] \).

(ii) If \( X \) has HL type \( p_0 \), then \( X \) has type \( p_0 \) and cotype \( q \) for some \( q \in [2, p_0'] \).

**Remark 6.2** From the fact that \( X \) has HL cotype \( q_0 \) it does not follow that \( X \) has cotype less than \( q_0 \). This is illustrated by the following example: Let \( X = \ell^p(\mathbb{Z}^d) \), \( 2 < p < \infty \). We have that \( X \) has HL type \( p \) (see Example 4.11) and cotype exactly \( p \) (see [30, Proposition 5.10]). The same observation applies to type in the assertion (ii) (as an example, we can take \( X = \ell^p(\mathbb{Z}^d) \), \( 1 < p < 2 \). See Example 4.9).

For the proof of Theorem 6.1 we use a result of Pisier. For \( p \in [1, \infty] \) and \( \lambda \geq 1 \), we say that \( X \) contains \( \ell^p_N \)'s \( \lambda \)-uniformly if for every integer \( N \geq 1 \) there exists a bounded linear mapping \( T : \ell^p_N \to X \) such that

\[
\lambda^{-1} \|a\|_{\ell^p_N} \leq \|Ta\|_X \leq \lambda \|a\|_{\ell^p_N}, \quad a \in \ell^p_N.
\]

The next result follows from [56, Proposition 4.4, Theorem 4.5 and Corollary 4.7]:

**Lemma 6.3** Let \( p_0 \in [1, 2) \) and \( \lambda \geq 1 \). Then the following assertions are equivalent:

1. \( X \) does not contain \( \ell^p_0 \)'s \( \lambda \)-uniformly.
2. There exists \( p \in (p_0, 2] \) such that \( X \) has type \( p \).

**Proof of Theorem 6.1** (i) Let us first prove that \( X \) has cotype \( q_0 \). By Corollary 4.4 applied with \( f(t) = \sum_{n=1}^{N} \varepsilon_n x_n e^{2\pi i t n} \) we obtain

\[
\left( \sum_{n=1}^{N} \|x_n\|_{X}^{q_0} \right)^{1/q_0} \leq C \left\| f \right\|_{L^{q_0}(\mathbb{T}^d, |\cdot|^{d(q_0-2)}; X)} \leq C \left\| f \right\|_{L^{q_0}(\mathbb{T}^d; X)} = C \left\| \sum_{n=1}^{N} \varepsilon_n x_n e^{2\pi i t n} \right\|_{L^{q_0}(\mathbb{T}^d; X)}.
\]

Taking \( L^{q_0}(\Omega) \)-norms on both sides and using that for fixed \( t \in \mathbb{T}^d \), \( (\varepsilon_n e^{2\pi i t n})_{n=1}^{N} \) is identically distributed with \( (\varepsilon_n)_{n=1}^{N} \) we find

\[
\left( \sum_{n=1}^{N} \|x_n\|_{X}^{q_0} \right)^{1/q_0} \leq C \left\| \sum_{n=1}^{N} \varepsilon_n x_n \right\|_{L^{q_0}(\Omega; X)}.
\]

Next we show that \( X \) has type \( p \) for some \( p \in (q_0', 2) \). Assume this is not the case. Then by Lemma 6.3 we know that there exists a \( \lambda > 1 \) such that \( X \) contains \( \ell^{q_0'}_{(2N)^d} \)'s \( \lambda \)-uniformly. Fix \( N \geq 1 \) and let \( T : \ell^{q_0'}_{(2N)^d} \to X \) be such that,

\[
\|a\|_{\ell^{q_0'}_{(2N)^d}} \leq \|Ta\|_X \leq \lambda \|a\|_{\ell^{q_0'}_{(2N)^d}}, \quad a \in \ell^{q_0'}_{(2N)^d}.
\]
Let \( \alpha \in \left( \frac{1}{q_0-1}, 1 \right) \) and define \( f : \mathbb{T}^d \to \ell_{(2N)^d}^{q_0'} \) by
\[
f(t) = \left( (|n|+1)^{1-d/q_0'} \left( \log(|n|+1) \right)^{-\alpha/q_0'} e^{2\pi i t \cdot n} \right)_{1 \leq |n| \leq N},
\]
where \( |n| = \max\{|n_j| : j \in \{1, \ldots, d\}\} \). Since \( \hat{T} f(n) = T(\hat{f}(n)) \), one can apply Corollary 4.4 to get
\[
\| f \|_{L^{q_0}(\mathbb{T}^d; \ell_{(2N)^d}^{q_0'})}^{q_0} \leq \| T f \|_{L^{q_0}(\mathbb{T}^d; X)}^{q_0} \leq C^{q_0} \sum_{1 \leq |n| \leq N} \| \hat{T} f(n) \|_{\ell_{(2N)^d}^{q_0'}}^{q_0} |(|n|+1)^{d(q_0-2)}|
\leq C^{q_0} \lambda_{q_0} \sum_{1 \leq |n| \leq N} \| \hat{f}(n) \|_{\ell_{(2N)^d}^{q_0'}}^{q_0} |(|n|+1)^{d(q_0-2)}|.
\]
Elementary calculus shows that
\[
\| f \|_{L^{q_0}(\mathbb{T}^d; \ell_{(2N)^d}^{q_0'})}^{q_0} = \left( \sum_{1 \leq |n| \leq N} \frac{1}{(|n|+1)^{d(\log(|n|+1))^{\alpha}q_0'/q_0}} \right)^{q_0/q_0'} \geq \left( \int_{B_N \setminus B_1} \frac{1}{(|x|+1)^{d(\log(|x|+1))^{\alpha}}} dx \right)^{q_0/q_0'} \approx_{\alpha, q_0, d} \log(N+1)^{-\alpha q_0},
\]
where we used polar coordinates to calculate the integral.

On the other hand, since \( \| \hat{f}(n) \|_{\ell_{(2N)^d}^{q_0'}}^{q_0} |(|n|+1)^{d(q_0-2)}| \leq \sum_{1 \leq |n| \leq N} \frac{1}{(|n|+1)^{d(\log(|n|+1))^{\alpha(q_0-1)}}} \), we have
\[
\sum_{1 \leq |n| \leq N} \| \hat{f}(n) \|_{\ell_{(2N)^d}^{q_0'}}^{q_0} |(|n|+1)^{d(q_0-2)}| = \sum_{1 \leq |n| \leq N} \frac{1}{(|n|+1)^{d(\log(|n|+1))^{\alpha(q_0-1)}}} \leq \int_{\mathbb{R}^d} \frac{1}{(|x|+1)^{d(\log(|x|+1))^{\alpha(q_0-1)}}} dx < \infty.
\]
Therefore, \( \log(N+1)^{-\alpha q_0} \leq \alpha, q_0, d \) \( C^{q_0} \lambda_{q_0} \). Choosing \( N \) large enough, we obtain a contradiction and this finishes the proof.

(ii) By Proposition 3.3 \( X^* \) has HL cotype \( p_0' \). Therefore, by (i) \( X^* \) has type \( p \) for some \( p \in (p_0, 2] \). Now a further duality argument (see [41, Proposition 7.1.13]) yields that \( X^{**} \) and hence \( X \) has cotype \( p' \). To prove that \( X \) has type \( p_0 \) one can use a duality argument which is based on Pisier’s K-convexity theorem (see [41, Proposition 7.4.10 and Theorem 7.4.23]). However, it is simpler to use the same argument as in the proof of cotype \( q_0 \) of (i). Indeed, Corollary 4.3 yields
\[
\| t \mapsto \sum_{n=1}^{N} \epsilon_n x_n e^{2\pi i t \cdot n} \|_{L^{p_0}(\mathbb{T}^d; X)} \leq \| t \mapsto \sum_{n=1}^{N} \epsilon_n x_n e^{2\pi i t \cdot n} \|_{L^{p_0}(\mathbb{T}^d, |\cdot|^{d(2-p_0)}; X)} \leq C \left( \sum_{n=1}^{N} \| x_n \|_X^{p_0} \right)^{1/p_0}
\]
and taking \( L^{p_0}(\Omega) \)-norms the result follows. \( \square \)

From Bourgain’s result (6.3) we obtain that type \( p \) implies Fourier type \( r \) for some \( r \in (1, 2] \), we obtain the following consequence of Theorem 6.1:

Springer
Corollary 6.4 Let $p \in (1, 2)$ and $q \in (2, \infty)$.

(i) If $X$ has HL type $p$, then $X$ has Fourier type $r$ for some $r \in (1, 2]$. If moreover $p \in (\frac{2}{3}, 2)$, then $X$ has Fourier type $r$ for some $r > \frac{2p}{4-p}$.

(ii) If $X$ has HL cotype $q$, then $X$ has Fourier type $r$ for some $r \in (1, 2]$. If moreover $q \in (2, 4)$, then $X$ has Fourier type $r$ for some $r > \frac{2q}{3q-4}$.

Proof (i) By Theorem 6.1 $X$ has type $p$ and cotype $q$ for some $q \in [2, p')$. Therefore, by [54, 6.1.8.6] $X$ has Fourier type $r$ whenever $r \in (1, 2]$ satisfies $\frac{1}{r} - \frac{1}{2} > \frac{1}{p} - \frac{1}{q}$. In particular, this holds for some $r$ with $\frac{1}{r} - \frac{1}{2} < \frac{1}{p} - \frac{1}{p'} = \frac{2}{p} - 1$. This does not lead to anything useful except if $p \in (4/3, 2)$. Indeed, then we find that $X$ has Fourier type for some $r > \frac{2p}{4-p}$.

(ii) This can be proved in the same way or by using duality.

6.2 Connections with Pitt’s inequality

As in Theorem 6.1 one can show that Pitt’s inequality implies type and cotype properties:

Theorem 6.5 Assume $X$ obeys the Pitt’s inequality (1.6) for some $p$, $q$, $\beta$, $\gamma$ satisfying (1.5). Then

(i) $X$ has type $r$ for any $r \in (1, 2] \cap (1, p)$ such that $\beta < \frac{d}{r} - \frac{d}{p}$.

(ii) $X$ has cotype $s$ for any $s \in [2, \infty) \cap (q, \infty)$ such that $\gamma < \frac{d}{q} - \frac{d}{s}$.

Proof (i) Assume $X$ does not have type $r$. Then by Lemma 6.3 we know that there exists a $\lambda > 1$ such that $X$ contains $\ell_r(2N)^d$'s $\lambda$-uniformly. Fix $N \geq 1$ and let $T : \ell_r(2N)^d \to X$ be such that,

$$\|a\|_{\ell_r(2N)^d} \leq \|Ta\|_X \leq \lambda\|a\|_{\ell_r(2N)^d}, \quad a \in \ell_r(2N)^d.$$

Let $f : \mathbb{T}^d \to \ell_r(2N)^d$ be given by

$$f(t) = ((|n| + 1)^{-d/r} e^{2\pi i n \cdot t})_{1 \leq |n| \leq N},$$

where $|n| = \max\{|n_j| : j \in \{1, \ldots, d\}\}$. Then by Proposition 4.2

$$\|f\|_{L^q(\mathbb{T}^d, |\cdot|^{-\gamma q}; \ell_r(2N)^d)} \leq \|Tf\|_{L^q(\mathbb{T}^d, |\cdot|^{-\gamma q}; X)} \leq C \left( \sum_{1 \leq |n| \leq N} \|\hat{Tf}(n)\|_X^p (|n| + 1)^{\beta p} \right)^{1/p} \leq C \lambda \left( \sum_{1 \leq |n| \leq N} \|\hat{f}(n)\|_{\ell_r(2N)^d}^p (|n| + 1)^{\beta p} \right)^{1/p}.$$

Note that

$$\|f\|_{L^q(\mathbb{T}^d, |\cdot|^{-\gamma q}; \ell_r(2N)^d)} \geq \|f\|_{L^q(\mathbb{T}^d, \ell_r(2N)^d)} = \left( \sum_{1 \leq |n| \leq N} \frac{1}{(|n| + 1)^d} \right)^{1/r} = K_N$$

and $K_N$ is unbounded for $N \to \infty$. On the other hand,

$$\left( \sum_{1 \leq |n| \leq N} \|\hat{f}(n)\|_{\ell_r(2N)^d}^p (|n| + 1)^{\beta p} \right)^{1/p} \leq \left( \sum_{1 \leq |n| \leq N} (|n| + 1)^{\beta p - \frac{4p}{r}} \right)^{1/p} < \infty$$
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because $\beta < d/r - d/p$. Therefore, $K_N \lesssim_{\beta, p, r, d} C\lambda$. Choosing $N$ large enough, we obtain the required contradiction.

(ii) By Proposition $4.2$ $F : L^p(\mathbb{T}^d, |\cdot|^\beta p; X) \to \ell^q(\mathbb{Z}^d, ((|n| + 1)^{-r} q; X)$ is bounded. By a duality argument we find that $F : \ell^q(\mathbb{Z}^d, (|n| + 1)^{-r} q; X^*) \to L^p(\mathbb{T}^d, |\cdot|^{-\beta p'}; X^*)$ is bounded. Therefore, by (i) we find that $X^*$ has type $r \in (1, 2] \cap (1, q')$ if $\gamma < \frac{d}{r} - \frac{d}{q'} = \frac{d}{q} - \frac{d}{p'}$. By duality we obtain $X$ has cotype $s = r'$. \hfill \Box

As a consequence of Theorems 1.1, 6.5 and (6.3), we see that Banach spaces with a nontrivial Fourier type can be characterized in terms of Pitt’s inequalities:

**Corollary 6.6** For every Banach space $X$ the following are equivalent

(i) $X$ has nontrivial Fourier type,

(ii) $X$ obeys the Pitt’s inequality (1.6) for some $p, q, \beta, \gamma$ satisfying (1.5).

### 6.3 Banach lattices

In this section we shall deal with Banach lattices of functions. We start by recalling some basic facts about the notions of $p$-convexity and $q$-concavity. For further details we refer the reader to [47].

Let $1 \leq p, q \leq \infty$. We say that $X$ is $p$-convex if there exists a constant $C \geq 0$ such that for all finite choices $f_1, \ldots, f_m \in X$,

$$\left\| \left( \sum_{n=1}^{m} |f_n|^p \right)^{1/p} \right\|_X \leq C \left( \sum_{n=1}^{m} \|f_n\|_X^p \right)^{1/p}, \quad \text{if } p < \infty,$$

or

$$\left\| \sup_{1 \leq n \leq m} |f_n| \right\|_X \leq C \sup_{1 \leq n \leq m} \|f_n\|_X, \quad \text{if } p = \infty.$$

We say that $X$ is $q$-convex if there exists a constant $C \geq 0$ such that for all finite choices $f_1, \ldots, f_m \in X$,

$$\left( \sum_{n=1}^{m} \|f_n\|_X^q \right)^{1/q} \leq C \left( \sum_{n=1}^{m} |f_n|^q \right)^{1/q}, \quad \text{if } q < \infty,$$

or

$$\sup_{1 \leq n \leq m} \|f_n\|_X \leq C \sup_{1 \leq n \leq m} |f_n|, \quad \text{if } q = \infty.$$

If $X$ is of type $p \in (1, 2]$ (respectively, cotype $q \in [2, \infty)$) then $X$ is $r$-convex for every $1 < r < p$ (respectively, $r$-concave for every $q < r < \infty$). See [47, Corollary 1.f.9].

Let $(\mathcal{S}, \Sigma, \mu)$ be a measure space and $1 \leq p < \infty$. Then, $L^p(\mathcal{S})$ is $p$-convex and $p'$-concave.

The following result was obtained in [31, Proposition 2.2].

**Proposition 6.7** Assume that $X$ is $p$-convex and $p'$-concave for some $p \in (1, 2]$. Then, $X$ is of Fourier type $p$. 

\[ \text{Springer} \]
In the special case of Banach lattices we obtain an interesting characterization of the
notions introduced in Definition 3.1.

**Corollary 6.8** Assume \( X \) is a Banach lattice and let \( p_0 \in (1, 2) \). Then the following are equivalent:

(i) \( X \) has Fourier type \( p \) for some \( p \in (p_0, 2] \).
(ii) \( X \) has Paley type \( p_0 \) and Paley cotype \( p_0' \).
(iii) \( X \) has HL type \( p_0 \) and HL cotype \( p_0' \).

**Proof** (i) \( \Rightarrow \) (ii) and (ii) \( \Rightarrow \) (iii) follow from Propositions 3.5 and 3.4, respectively, and are true for general Banach spaces.

(iii) \( \Rightarrow \) (i): By Theorem 6.1 \( X \) has type \( p_0 + \varepsilon \) and cotype \( (p_0 + \varepsilon)' \) for some \( \varepsilon > 0 \). Then, \( X \) is \( p_0 + \frac{1}{2}\varepsilon \)-convex and \( (p_0 + \frac{1}{2}\varepsilon)' \)-concave. Now, by Proposition 6.7, \( X \) has Fourier type \( p_0 + \frac{1}{2}\varepsilon \).

\( \square \)

In the same way as in Proposition 6.7 one can obtain the following improvement of
Theorem 1.1 for Banach lattices.

**Proposition 6.9** Let \( X \) be a Banach lattice which is \( p \)-convex and \( q \)-concave with \( 1 < p \leq q < \infty \). Assume

\[
\max \left\{ 0, d \left( \frac{1}{p} + \frac{1}{q} - 1 \right) \right\} \leq \gamma < \frac{d}{q} \quad \text{and} \quad \beta - \gamma = d \left( 1 - \frac{1}{p} - \frac{1}{q} \right).
\]

Then

\[
\left\| \hat{f} \right\|_{L^q(\mathbb{R}^d, |\cdot|^{-\gamma q}; X)} \leq C \left\| f \right\|_{L^p(\mathbb{R}^d, |\cdot|^\beta p; X)}. \tag{6.4}
\]

The proof of this result can be obtained, mutatis mutandis, the method of proof of Proposition 6.7 given in [31, Proposition 2.2], which allows to reduce the \( X \)-valued inequality (6.4) to the well-known scalar case (cf. (1.1) and (1.2)) making use of the \( p \)-convexity and \( q \)-concavity of \( X \).

**Remark 6.10** Proposition 6.9 does not contradict Remark 5.8 because \( X = \ell^{p_0'}(\mathbb{Z}^d) \), \( 1 < p_0 < 2 \), is \( p \)-convex for \( p \leq p_0' \), but not \( q \)-concave for \( p \leq q < p_0' \).

### 7 Extreme cases of Hausdorff–Young type inequalities

#### 7.1 Zygmund type inequalities

The classical Zygmund inequality [71, p. 158] asserts that

\[
\| (\hat{f}(n)) \|_{\ell^{\infty,1}(\log \ell)^b(\mathbb{Z})} \leq C \| f \|_{L^1(\log L)^{b+1}(\mathbb{T})}, \quad b + 1 > 0. \tag{7.1}
\]

The goal of this section is to study this inequality in the context of vector-valued functions.

Our next result shows that the vector-valued Zygmund inequality (as well as its general-
izations to Lorentz-Zygmund spaces and discrete counterparts) characterizes the nontrivial
Fourier type of the underlying Banach space. Before we state it, we recall that the space
\( L^{1,q}(\log L)^{-\frac{1}{q} + 1}(\log \log L)^{1}(\mathbb{T}^d; X) \) is formed by all \( f : \mathbb{T}^d \to X \) such that

\[
\| f \|_{L^{1,q}(\log L)^{-\frac{1}{q} + 1}(\log \log L)^{1}(\mathbb{T}^d; X)}
\]
Now we establish the extension of (7.2) to the more general scale of Lorentz–Zygmund spaces \(L^X\) for some \(b\).

**Theorem 7.3**

Assume that \(X\) has nontrivial Fourier type.

(i) Let \(1 \leq q < \infty\) and \(b > -1/q\). The Fourier transform is bounded from \(L^{1,q}(\log L)^{b+1}(\mathbb{T}^d; X)\) into \(\ell^{\infty,q}(\log \ell)^b(\mathbb{Z}^d; X)\).

(ii) Let \(1 \leq q < \infty\). The Fourier transform is bounded from \(L^{1,q}(\log L)^{-\frac{1}{q}+1}(\log \log L)^{1}(\mathbb{T}^d; X)\) into \(\ell^{\infty,q}(\log \ell)^{-1/q}(\mathbb{Z}^d; X)\).

(iii) Let \(1 \leq q < \infty\) and \(b < -1/q\). The Fourier transform is bounded from \(\ell^{1,q}(\log \ell)^{b+1}(\mathbb{Z}^d; X)\) into \(L^{\infty,q}(\log L)^b(\mathbb{T}^d; X)\).

**Remark 7.2**

The counterpart of (iii) for sequences, that is, the limiting case \(b = -1/q\) in (iv), is obviously not true because \(L^{\infty,q}(\log L)^{-1/q}(\mathbb{T}^d; X) = [0] \) if \(q < \infty\).

Let us discuss some applications of Theorem 7.1. The quantitative version of the vector-valued Zygmund inequality (7.1) was shown by Parcet, Soria and Xu [59, Theorem 2]. Namely, if \(X\) has nontrivial Fourier type and

\[
\int_{\mathbb{T}} \|f(t)\|X (\log^+ \|f(t)\|X)^b \, dt \leq \rho
\]

for some \(b > 0\), then there exist positive constants \(a(\rho, b)\) and \(A(\rho, b)\) such that

\[
\sum_{n=-\infty}^{\infty} \exp \left( -a(\rho, b) \|\hat{f}(n)\|_X^{\frac{1}{b}} \right) \leq A(\rho, b).
\]

(7.2)

Now we establish the extension of (7.2) to the more general scale of Lorentz–Zygmund spaces \(L^{1,q}(\log L)^b(\mathbb{T}^d; X)\) as well as its discrete counterparts.

**Theorem 7.3**

Assume that \(X\) has nontrivial Fourier type.

(i) If

\[
\|f\|_{L^{1,q}(\log L)^{b+1}(\mathbb{T}^d; X)} \leq \rho
\]

for some \(1 \leq q \leq \infty\) and \(b + 1/q > 0\), then

\[
\sum_{n\in\mathbb{Z}^d} \exp \left( -a(\rho, b, q) \|\hat{f}(n)\|_X^{\frac{1}{b+1}} \right) \leq A(\rho, b, q)
\]

(7.3)

for some positive constants \(a(\rho, b, q)\) and \(A(\rho, b, q)\).

(ii) If

\[
\|(c_n)\|_{\ell^{1,q}(\log \ell)^{b+1}(\mathbb{Z}^d; X)} \leq \rho
\]

for some \(1 \leq q \leq \infty\) and \(b + 1/q < 0\), then \((c_n)\) is the sequence of Fourier coefficients of a function \(f\) such that

\[
\int_{\mathbb{T}^d} \exp \left( a(\rho, b, q) \|f(t)\|_X^{\frac{1}{b+1}} \right) \, dt \leq A(\rho, b, q)
\]

for some positive constants \(a(\rho, b, q)\) and \(A(\rho, b, q)\).
Our previous result recovers (7.2). Indeed, take into account that
\[ \|f\|_{L^1(\log L)^{b+1}(\mathbb{T}^d; X)} \approx \int_{\mathbb{T}^d} \|f(t)\|_X (\log^+ \|f(t)\|_X)^{b+1} \, dt \]
and
\[ \|(c_n)\|_{\ell^1(\log \ell)^{b+1}(\mathbb{Z}^d; X)} \approx \sum_{n \in \mathbb{Z}^d} \|c_n\|_X \left( \log^+ \left( \frac{1}{\|c_n\|_X} \right) \right)^{b+1} \]
(see [15, Theorems D and D’]), writing down Theorem 7.3 with \( q = 1 \) we obtain the following

**Corollary 7.4** Assume that \( X \) has non trivial Fourier type.

(i) If
\[ \int_{\mathbb{T}^d} \|f(t)\|_X (\log^+ \|f(t)\|_X)^b \, dt \leq \rho \]
for some \( b > 0 \), then
\[ \sum_{n \in \mathbb{Z}^d} \exp \left( -a(\rho, b) \|\hat{f}(n)\|_X^{-\frac{b}{2}} \right) \leq A(\rho, b) \]
for some positive constants \( a(\rho, b) \) and \( A(\rho, b) \).

(ii) If
\[ \sum_{n \in \mathbb{Z}^d} \|c_n\|_X \left( \log^+ \left( \frac{1}{\|c_n\|_X} \right) \right)^{-b} \leq \rho \]
for some \( b > 0 \), then \((c_n)\) is the sequence of Fourier coefficients of a function \( f \) such that
\[ \int_{\mathbb{T}^d} \exp \left( a(\rho, b) \|f(t)\|_X^{\frac{1}{q'}} \right) \, dt \leq A(\rho, b) \]
for some positive constants \( a(\rho, b) \) and \( A(\rho, b) \).

The proofs of Theorems 7.1 and 7.3 will be given in Sects. 7.4 and 7.5, respectively.

### 7.2 A Bochkarev type inequality

In the scalar setting it is well known that the Fourier transform does not map Lorentz spaces \( L^{2,q}(\mathbb{T}^d) \) to \( \ell^{2,q}(\mathbb{Z}^d) \) with \( q \neq 2 \). This obstacle has been circumvented by Bochkarev [11,12] involving logarithmic decays of the sequence of Fourier coefficients. More precisely, if \( q > 2 \) then
\[ \hat{f}^*(n) \leq C n^{-1/2} (1 + \log n)^{1/2} \|f\|_{L^{2,q}(\mathbb{T})}, \quad n \in \mathbb{N}. \]  
(7.4)

The aim of this section is to obtain the vector-valued counterparts of Bochkarev’s inequality (7.4). Let us state our problem in more detail. Let \( X \) be a Banach space of Fourier type \( p_0 \in (1, 2] \). Let \( 1 < p < p_0 \) and \( 1 \leq q \leq \infty \). By (3.7),
\[ \mathcal{F} : L^p,q(\mathbb{T}^d; X) \to \ell^{p',q}(\mathbb{Z}^d; X). \]  
(7.5)
In analogy to the scalar case \((p_0 = 2)\), one can show that \((7.5)\) does not hold true in general if \(p = p_0\) and \(q > p_0\). Indeed, take \(X = \ell^{p_0}(\mathbb{Z}^d)\) and follow a similar argument to that given in Example 4.8. However, we will show in Corollary 7.9 below that the vector-valued estimate in terms of Lorentz-Zygmund norms which reads as follows.

**Theorem 7.5** Let \(X\) be a Banach space of Fourier type \(p_0 \in (1, 2]\). Let \(1 \leq q \leq \infty\) and \(b < -1/q\). Then,

\[
\mathcal{F} : L^{p_0,q}(\log L)^{b+1/\min(p_0,q)}(\mathbb{T}^d; X) \rightarrow \ell^{p'_0,q}(\log \ell)^{b+1/\max(p_0,q)}(\mathbb{Z}^d; X). \tag{7.6}
\]

We postpone the proof of this theorem to Sect. 7.6, and meanwhile point out some comments and consequences.

**Remark 7.6** Theorem 7.5 is no longer true under weaker geometric assumptions on \(X\), that is to say, given any \(r < p_0\) there exist a Banach space \(X\) having Fourier type \(r\) and a function \(f \in L^{p_0,q}(\log L)^{b+1/\min(p_0,q)}(\mathbb{T}^d; X)\) such that \(\mathcal{F} f \notin \ell^{p'_0,q}(\log \ell)^{b+1/\max(p_0,q)}(\mathbb{Z}^d; X)\). Let \(r < p_0\) and \(X = \ell^{r'}(\mathbb{Z}^d)\). Define

\[
f(t) = (|n|^{-\varepsilon} e^{2\pi i n \cdot t} \mathbf{1}_{n \neq 0}), \quad t \in \mathbb{T}^d,
\]

where \(d/r' < \varepsilon < d/p_0'\). We have

\[
\|f\|_{L^{p_0,q}(\log L)^{b+1/\min(p_0,q)}(\mathbb{T}^d; X)} \approx \left( \sum_{n \neq 0} |n|^{-\varepsilon r'} \right)^{1/r'} < \infty.
\]

On the other hand, since \(\|\hat{f}(n)\|_X = |n|^{-\varepsilon}, \ n \neq 0\), we have \((\|\hat{f}(n)\|_X)_{n \in \mathbb{N}} = (|n|^{-\varepsilon/d} B_1^{1/d})_{n \in \mathbb{N}}\), and thus

\[
\|\hat{f}(n)\|_{\ell^{p'_0,q}(\log \ell)^{b+1/\max(p_0,q)}(\mathbb{Z}^d; X)} \approx \left( \sum_{n=1} \frac{n^{b+1/q} (1 + \log n)^{b+1/\max(p_0,q)} q}{n} \right)^{1/q} = \infty.
\]

**Remark 7.7** Theorem 7.5 is sharp in the following sense: In general, \((7.6)\) does not hold if \(b \geq -1/q\). Let \(X = \ell^{p_0}(\mathbb{Z}^d)\), \(1 < p_0 \leq 2\), and \(q < p_0'\). Define

\[
f(t) = (a_n e^{2\pi i n \cdot t}), \quad t \in \mathbb{T}^d,
\]

for some \((a_n)_{n \in \mathbb{Z}^d}\) to be chosen. If \(b = -1/q\) we put

\[
a_n = |n|^{-d/p_0'} (1 + \log |n|)^{-1/p_0'} (1 + \log(1 + \log |n|))^{-\delta} \mathbf{1}_{n \neq 0}
\]

where \(1/p_0' < \delta < 1/q\). Then,

\[
\|f\|_{L^{p_0,q}(\log L)^{-1/q+1/\min(p_0,q)}(\mathbb{T}^d; X)} \approx \left( \sum_{n \neq 0} (1 + \log(1 + \log |n|))^{-\delta p_0' \frac{1}{|n|^{d(1 + \log |n|)}}} \right)^{1/p_0'} < \infty
\]

since \(\delta > 1/p_0'\). Further, elementary computations yield that

\[
\|\hat{f}(n)\|_{\ell^{p'_0,q}(\log \ell)^{-1/q+1/p_0'}(\mathbb{Z}^d; X)} \approx \sum_{n=1} \frac{(1 + \log(1 + \log n))^{-\delta q} \frac{1}{n(1 + \log n)}}{n(1 + \log n)} = \infty
\]

because \(\delta < 1/q\). Whence, this example illustrates that \((7.6)\) does not hold true necessarily if \(b = -1/q\).
The case $b > -1/q$ can be treated analogously by taking the sequence
\[ a_n = |n|^{-d/p_0} (1 + \log n)^{-\varepsilon} 1_{n \neq 0} \]
where $1/p'_0 < \varepsilon < b + 1/q + 1/p'_0$. Further details are left to the reader.

**Remark 7.8** The discrete counterpart of Theorem 7.5 reads as follows. Let $X$ be a Banach space of Fourier type $p_0 \in (1, 2]$. Let $1 \leq q \leq \infty$ and $b < -1/q$. Then,
\[ \mathcal{F} : \ell^{p_0,q} ((\log \ell)^{b+1/\max[p_0,q]} (\mathbb{Z}^d; X) \rightarrow L^{p'_0,q} ((\log \ell)^{b+1/\max[p_0,q]} (\mathbb{Z}^d; X). \]
Writing down Theorem 7.5 with $q > p_0$ and $b = -1/p_0$, we obtain the following

**Corollary 7.9** (Vector-valued Bochkarev’s inequality). Let $X$ be a Banach space of Fourier type $p_0 \in (1, 2]$. Let $q > p_0$. Then,
\[ \mathcal{F} : L^{p_0,q} (\mathbb{T}^d; X) \rightarrow \ell^{p'_0,q} ((\log \ell)^{-1/p_0+1/\max[p_0,q]} (\mathbb{Z}^d; X). \]
In particular,
\[ \hat{f}^k (n) \leq C n^{-1/p'_0} (1 + \log n)^{1/p_0-1/\max[p_0,q]} \| f \|_{L^{p_0,q}(\mathbb{T}^d; X)}, \quad n \in \mathbb{N}. \quad (7.7) \]

**Remark 7.10** (i) In the special case $X = \mathbb{C}$ (or more generally, $X$ is a Hilbert space), the inequality (7.7) coincides with (7.4).

(ii) We will see in Sects. 7.6 that (7.7) can be strengthened under additional geometric assumptions on $X$.

### 7.3 Limiting interpolation methods and Hardy type inequalities

In this section, for the convenience of the reader, we recall the logarithmic interpolation methods and collect some interpolation formulas and Hardy type inequalities which will play a key role in the proofs of Theorems 7.1 and 7.5.

Let $(X_0, X_1)$ be an ordered couple of Banach spaces, that is, $X_1 \hookrightarrow X_0$. The real interpolation method can be defined through the Peetre’s $K$-functional. For $f \in X_0$ and $t > 0$,
\[ K(t, f) = K(t, f; X_0, X_1) = \inf_{g \in X_1} (\| f - g \|_{X_0} + t \| g \|_{X_1}). \]
It is plain to see that
\[ K(t, f; X_0, X_1) = t K(t^{-1}, f; X_1, X_0). \quad (7.8) \]

Let $0 < \theta < 1$, $-\infty < b < \infty$, and $1 \leq q \leq \infty$. The logarithmic interpolation space $(X_0, X_1)_{\theta,q;b}$ is the set of all $f \in X_0$ for which
\[ \| f \|_{(X_0,X_1)_{\theta,q;b}} := \left( \int_0^\infty (t^{-\theta} (1 + |\log t|)^b K(t, f))^q \frac{dt}{t} \right)^{1/q} < \infty \quad (7.9) \]
(with appropriate modifications if $q = \infty$). This method satisfies the interpolation property for bounded linear operators. See [26,28] and the references given there. In particular, if $b = 0$ then we recover the classical interpolation space $(X_0, X_1)_{\theta,q}$ (cf. Sect. 2.2).

It turns out that the Lorentz-Zygmund spaces $L^{p,q}((\log L)^b(S; X)$ (see Sect. 2.1) can be generated from Lebesgue spaces applying logarithmically perturbed interpolation methods. More precisely, the following extension of Lemma 2.2 holds.
Let us assume that $b > 0$. For further details on limiting interpolation spaces we refer the reader to [18,26,28] and the references therein.

Next we recall some reiteration formulas involving the interpolation methods considered above.

**Lemma 7.11** ([26, Corollary 8.4]) Let $1 \leq p_0, p_1 \leq \infty$, $p_0 \neq p_1$, $1 \leq q \leq \infty$, $0 < \theta < 1$, $-\infty < b < \infty$, and $1/p = (1 - \theta)/p_0 + \theta/p_1$. Then,

$$(L^{p_0}(S; X), L^{p_1}(S; X))_{\theta, q; b} = L^{p,q}(\log L)^b(S; X).$$

The finer tuning given by logarithmic weights in (7.9) allows us to consider the extreme cases $\theta = 0, 1$ in $(X_0, X_1)_{\theta, q; b}$. We first note that

$$\|f\|_{(X_0, X_1)_{\theta, q; b}} \approx \left( \int_0^1 (t^{-\theta}(1 + |\log t|)^b K(t, f))^q \frac{dt}{t} \right)^{1/q}, \quad 0 < \theta < 1.$$

This follows easily from the fact that $K(t, f) \approx \|f\|_{X_0}$, $t > 1$, together with monotonicity properties of $K(t, f)$. Now we can define the limiting interpolation space $(X_0, X_1)_{\theta, q; b}$, $\theta = 0, 1$, as the collection of all $f \in X_0$ such that

$$\|f\|_{(X_0, X_1)_{\theta, q; b}} = \left( \int_0^1 (t^{-\theta}(1 + |\log t|)^b K(t, f))^q \frac{dt}{t} \right)^{1/q} < \infty. \quad (7.10)$$

We shall assume that $b \geq -1/q (b > 0$ if $q = \infty$) if $\theta = 0$ and $b < -1/q (b \leq 0$ if $q = \infty$) if $\theta = 1$. Otherwise, $(X_0, X_1)_{0, q; b} = X_0$, $b \leq -1/q$ if $q = \infty$ and $(X_0, X_1)_{1, q; b} = X_0, b > -1/q$ if $q = \infty$. For further details on limiting interpolation spaces we refer the reader to [18,26,28] and the references therein.

**Lemma 7.12** (Reiteration formulas for limiting interpolation methods, [26,28]) Let $(X_0, X_1)$ be an ordered Banach couple, that is, $X_1 \hookrightarrow X_0$. Let $0 < \theta < 1$, $1 \leq p, q \leq \infty$.

(i) If $b < -1/q$ then

$$(X_0, X_1)_{\theta, q; b+1/\min\{p,q\}} \hookrightarrow (X_0, (X_0, X_1)_{\theta, p})_{1, q; b} \hookrightarrow (X_0, X_1)_{\theta, q; b+1/\max\{p,q\}}.$$

(ii) If $b \geq -1/q (b > 0$ if $q = \infty$) then

$$(X_0, (X_0, X_1)_{\theta, p})_{0, q; b} = (X_0, X_1)_{0, q; b}.$$

(iii) If $b < -1/q (b \leq 0$ if $q = \infty$) then

$$(X_0, (X_0, X_1)_{\theta, p})_{1, q; b} = (X_0, X_1)_{1, q; b}.$$

Our next result collects some Hardy type inequalities involving logarithmic weights that are useful in later considerations. For more information, we refer to the monograph [50].

**Lemma 7.13** (Hardy type inequalities for functions) Let $1 \leq q \leq \infty$. Let $\psi$ be a non-negative measurable function on $(0, 1)$.

(i) If $b + 1/q > 0$ then

$$(\int_0^1 (1 - \log t)^b \int_0^t \psi(s) ds)^q \frac{dt}{t} \leq \left( \int_0^1 (t(1 - \log t)^{b+1})^q \psi(t) \frac{dt}{t} \right)^{1/q}.$$

(ii) If $b + 1/q > 0$ then

$$(\int_0^1 (1 + \log(1 - \log t))^b \int_0^t \psi(s) ds)^q \frac{dt}{t(1 - \log t)} \lesssim \left( \int_0^1 (t(1 - \log t)(1 + \log(1 - \log t))^{b+1})^q \psi(t) \frac{dt}{t(1 - \log t)} \right)^{1/q}.$$
Lemma 7.14 (Hardy type inequality for sequences). Let $1 \leq q \leq \infty$, $b + 1/q < 0$, and $c_n \geq 0$, $n \in \mathbb{N}$. Then

\[
\left( \sum_{n=1}^{\infty} \left( 1 + \log n \right)^b n^{q-1} \right)^{1/q} \lesssim \sum_{n=1}^{\infty} \left( n(1 + \log n)^{b+1} c_n \right)^{q-1} \left( \sum_{n=1}^{\infty} \left( 1 + \log n \right)^b n^{q-1} \right)^{1/q}.
\]

7.4 Proof of Theorem 7.1

(i) $\Rightarrow$ (ii), (iii): By assumption, there exists $p \in (1, 2]$ such that $\mathcal{F} : L^p(\mathbb{T}^d; X) \to \ell^p(\mathbb{Z}^d; X)$. On the other hand, $\mathcal{F} : L^1(\mathbb{T}^d; X) \to \ell^\infty(\mathbb{Z}^d; X)$. Let $1 \leq q \leq \infty$ and $b \geq -1/q$ if $q < \infty$ ($b > 0$ if $q = \infty$). Applying the limiting interpolation method (7.10) with $\theta = 0$, we derive

\[
\mathcal{F} : (L^1(\mathbb{T}^d; X), L^p(\mathbb{T}^d; X))_{0,q;b} \to (\ell^\infty(\mathbb{Z}^d; X), \ell^p(\mathbb{Z}^d; X))_{0,q;b}.
\]

(7.11)

In view of Lemmas 7.11 and 7.12(ii), we have

\[
(L^1(\mathbb{T}^d; X), L^p(\mathbb{T}^d; X))_{0,q;b} = (L^1(\mathbb{T}^d; X), (L^1(\mathbb{T}^d; X), L^\infty(\mathbb{T}^d; X))_{1/p',p})_{0,q;b}
\]

\[
= (L^1(\mathbb{T}^d; X), L^\infty(\mathbb{T}^d; X))_{0,q;b}.
\]

(7.12)

This, together with the well-known formula (cf. [16, Chapter 5, Theorem 1.6, page 298] and [68, Section 1.18.6, (9), page 133])

\[
K(t, f; L^1(\mathbb{T}^d; X), L^\infty(\mathbb{T}^d; X)) = \int_0^t f^*(s) \, ds,
\]

yields that

\[
\| f \|_{(L^1(\mathbb{T}^d; X), L^p(\mathbb{T}^d; X))_{0,q;b}} \lesssim \| f \|_{(L^1(\mathbb{T}^d; X), L^\infty(\mathbb{T}^d; X))_{0,q;b}}
\]

\[
= \left( \int_0^1 \left( 1 - \log t \right)^b \int_0^t f^*(s) \, ds \right)^{q-1} \frac{dt}{t} \right)^{1/q}.
\]

Now we distinguish two cases. If $b > -1/q$ then we can apply 7.13(i) to get

\[
\| f \|_{(L^1(\mathbb{T}^d; X), L^p(\mathbb{T}^d; X))_{0,q;b}} \lesssim \| f \|_{L^{1,q}(\log L)^{b+1}(\mathbb{T}^d; X)}.
\]

(7.14)

If $b = -1/q$ then we invoke Lemma 7.13(ii) to obtain

\[
\| f \|_{(L^1(\mathbb{T}^d; X), L^p(\mathbb{T}^d; X))_{0,q;b}} \lesssim \| f \|_{L^{1,q}(\log \log L)^{b+1}(\mathbb{T}^d; X)}.
\]

(7.15)

On the other hand, similarly as (7.12), we can prove

\[
(\ell^\infty(\mathbb{Z}^d; X), \ell^p(\mathbb{Z}^d; X))_{0,q;b} = (\ell^\infty(\mathbb{Z}^d; X), \ell^1(\mathbb{Z}^d; X))_{0,q;b}.
\]

This formula, (7.13), which also holds when we replace $\mathbb{T}^d$ by $\mathbb{Z}^d$, (7.8) and monotonicity properties of $K$-functionals imply that

\[
\| (c_n) \|_{(\ell^\infty(\mathbb{Z}^d; X), \ell^p(\mathbb{Z}^d; X))_{0,q;b}} \lesssim \| (c_n) \|_{(\ell^\infty(\mathbb{Z}^d; X), \ell^1(\mathbb{Z}^d; X))_{0,q;b}}
\]

\[
\lesssim \left( \sum_{i=1}^{\infty} (i^{-1} (1 + \log i)^b K(i, (c_n); \ell^1(\mathbb{Z}^d; X), \ell^\infty(\mathbb{Z}^d; X)) q \frac{1}{i} \right)^{1/q}.
\]
Finally, the desired assertions follow from (7.11), (7.14), (7.15) and (7.16).

(i) \implies (iv): By assumption, \( \mathcal{F} : \ell^p(Z^d; X) \to L^p(T^d; X) \) for some \( p \in (1, 2] \). Applying the limiting interpolation method (7.10) with \( \theta = 1 \), we have

\[
\mathcal{F} : (\ell^p(Z^d; X), \ell^1(Z^d; X))_{1,q;b} \to (L^p(T^d; X), L^\infty(T^d; X))_{1,q;b}.
\]

In virtue of Lemmas 7.11 and 7.12(iii),

\[
(\ell^p(Z^d; X), \ell^1(Z^d; X))_{1,q;b} = ((\ell^\infty(Z^d; X), \ell^1(Z^d; X))_{1/p,p}, \ell^1(Z^d; X))_{1,q;b}
\]

and thus, by (7.8), (7.13) and Lemma 7.14,

\[
\|c_n\|_{(\ell^p(Z^d; X), \ell^1(Z^d; X))_{1,q;b}} \simeq \|(c_n)\|_{(\ell^\infty(Z^d; X), \ell^1(Z^d; X))_{1,q;b}} \sim \left( \sum_{i=1}^{\infty} \left( \frac{1}{i} \sum_{j=1}^{c_i^*} \right) \right)^{1/q} \frac{q}{i} \leq \left( \sum_{i=1}^{\infty} (1 + \log i)^{b+1} c_i^* \right)^{1/q} \frac{q}{i} = \|c_n\|_{\ell^1 \log \ell^{b+1}(Z^d; X)}.
\]

On the other hand, applying again Lemmas 7.11 and 7.12(iii),

\[
(L^p(T^d; X), L^\infty(T^d; X))_{1,q;b} = ((L^1(T^d; X), L^\infty(T^d; X))_{1/p,p}, L^\infty(T^d; X))_{1,q;b}
\]

and so, by (7.13),

\[
\|f\|_{(L^p(T^d; X), L^\infty(T^d; X))_{1,q;b}} \simeq \|f\|_{(L^1(T^d; X), L^\infty(T^d; X))_{1,q;b}} \leq \left( \int_{0}^{1} \left( \frac{1}{(1 - \log t)^{b}} \int_{0}^{1} f^*(s) ds \right) \frac{dt}{t} \right)^{1/q} \frac{q}{i} \leq \left( \int_{0}^{1} \left( \frac{1}{(1 - \log t)^{b}} f^*(t) \right) \frac{dt}{t} \right)^{1/q} = \|f\|_{L^{\infty}(\log \ell)^{b+1}(T^d; X)}.
\]

According to (7.17)–(7.19),

\[
\mathcal{F} : \ell^1 \log \ell^{b+1}(Z^d; X) \to L^{\infty}(\log \ell)^{b}(T^d; X).
\]

(iv) \implies (i): Assume \( \mathcal{F} : \ell^1 \log \ell^{b+1}(Z^d; X) \to L^{\infty}(\log \ell)^{b}(T^d; X) \) is bounded for some \( b < -1/q \). We show that \( X \) has nontrivial Fourier type. By (6.3) it suffices to show...
that $X$ has nontrivial type. As in the proof of Theorem 6.1 it is enough to construct a suitable example in the space $\ell^1(2N)^d$ with $N \geq 1$. Define $f : \mathbb{T}^d \to \ell^1(2N)^d$ by

$$f(t) = (\langle |n| + 1 \rangle^{-d} e^{2\pi i t \cdot n})_{1 \leq |n| \leq N},$$

where $|n| = \max\{|n_j| : j \in \{1, \ldots, d\}\}$. Then

$$\|f(t)\|_{\ell^1(2N)^d} \sim_d \log(N + 1),$$

and therefore,

$$\|f\|_{L^{\infty,q}(\log L)^b(\mathbb{T}^d; X)} \sim_{b,d,q} \log(N + 1)$$

(7.20)

because $b < -1/q$. On the other hand, $\|f(n)\|_{\ell^1(2N)^d} = (\langle |n| + 1 \rangle^{-d})$ if $1 \leq |n| \leq N$ and zero otherwise. Therefore

$$\|\hat{f}\|_{\ell^1,q(\log \ell)^{b+1}(\mathbb{Z}^d; X)} \sim_{b,d,q} \left( \sum_{n=1}^{(2N)^d} (1 + \log n)^{(b+1)q} n^{-1} \right)^{1/q}$$

$$\lesssim_{b,d,q} \begin{cases} 
(\log(N + 1))^{b+1} \pi & \text{if } b + 1/q > -1, \\
(\log(\log(N + 1)))^{1/q} & \text{if } b + 1/q = -1, \\
C & \text{if } b + 1/q < -1.
\end{cases}$$

Since $b < -1/q$ the asymptotic behaviour of this sequence is smaller than (7.20). This yields the required result.

(ii) $\Rightarrow$ (i) Assume that

$$\mathcal{F} : L^{1,q}(\log L)^b(\mathbb{T}^d; X) \to \ell^{\infty,q}(\log \ell)^b(\mathbb{Z}^d; X)$$

(7.21)

for some $b > -1/q$. Then, a duality argument allows us to obtain

$$\mathcal{F} : L^{1,q}(\log \ell)^{b}(\mathbb{Z}^d; X^*) \to L^{\infty,q'}(\log L)^{-b-1}(\mathbb{T}^d; X^*).$$

(7.22)

Indeed, let $y = (y_m)$ be a sequence of elements of $X^*$ and let $g(t) = \sum_{m \in \mathbb{Z}^d} \hat{g}(m)e^{2\pi i m \cdot t} \in L^{1,q}(\log L)^{b+1}(\mathbb{T}^d; X)$. It follows from the discrete version of the Hardy-Littlewood inequality (3.2) (see [16, p. 43]), Hölder’s inequality and (7.21) that

$$\int_{\mathbb{T}^d} \left| \sum_{m \in \mathbb{Z}^d} y_m e^{2\pi i m \cdot t} \right| \, dt = \sum_{m \in \mathbb{Z}^d} |\hat{g}(m), y_m| \leq \sum_{m \in \mathbb{Z}^d} \|\hat{g}(m)\|_X \|y_m\|_{X^*}$$

$$\leq \sum_{n=1}^{\infty} \|\hat{g}(n)\|_X \|y_n\|_{X^*} \leq \|\mathcal{F}g\|_{\ell^{\infty,q}(\log \ell)^b(\mathbb{Z}^d; X)} \|y\|_{\ell^{1,q'}(\log \ell)^{-b}(\mathbb{Z}^d; X^*)} \lesssim \|g\|_{L^{1,q}(\log L)^{b+1}(\mathbb{T}^d; X)},$$

Taking now the supremum over all $g \in L^{1,q}(\log L)^{b+1}(\mathbb{T}^d; X)$ with $\|g\|_{L^{1,q}(\log L)^{b+1}(\mathbb{T}^d; X)} \leq 1$, we arrive at

$$\sup_{\|g\|_{L^{1,q}(\log L)^{b+1}(\mathbb{T}^d; X)} \leq 1} \int_{\mathbb{T}^d} \left| \sum_{m \in \mathbb{Z}^d} y_m e^{2\pi i m \cdot t} \right| \, dt \lesssim \|y\|_{\ell^{1,q'}(\log \ell)^{-b}(\mathbb{Z}^d; X^*)},$$

\[\Box\] Springer
Fourier type. Indeed, define \( L^{1,q}((\log L)^{b+1}(\mathbb{T}^d); X) \) because \( L^{1,q}((\log L)^{b+1}(\mathbb{T}^d); X) \) is norming for \( L^{\infty,q}((\log L)^{b-1}(\mathbb{T}^d); X) \). This latter fact is well known in the scalar-valued case (see [52, Theorem 6.2]) and can be easily generalized to the vector-valued setting by following a similar argument as that given in the proof of Lemma 2.5 which takes into account the density of simple functions in Lorentz-Zygmund spaces (see [19, Section 2.3.2]). Hence, we have shown (7.22).

Finally, since (iv) \( \Rightarrow \) (i) holds, we derive that \( X^* \) has nontrivial Fourier type, or equivalently, \( X \) has nontrivial Fourier type (see Proposition 3.3(i)).

(iii) \( \Rightarrow \) (i): Suppose that

\[
\mathcal{F} : L^{1,q}((\log L)^{-1/q+1}(\log \log L)^{1}(\mathbb{T}^d); X) \rightarrow \ell^{\infty,q}((\log \ell)^{-1/q}(\mathbb{Z}^d); X).
\]

Then, applying duality in a similar fashion as in the proof of the implication (ii) \( \Rightarrow \) (i) given above, one can show that

\[
\mathcal{F} : \ell^{1,q'}((\log \ell)^{1/q}(\mathbb{Z}^d); X^*) \rightarrow L^{\infty,q'}((\log L)^{1/q-1}(\log \log L)^{-1}(\mathbb{T}^d); X^*). \tag{7.23}
\]

Next we prove that (7.23) implies that \( X^* \) has nontrivial type and hence, \( X \) has nontrivial Fourier type. Indeed, define \( f : \mathbb{T}^d \rightarrow \ell^{1,(2N)^d} \) by

\[
f(t) = ((1 + |n|)^{-d}(1 + \log |n|)^{-1}e^{2\pi i n \cdot t})_{1 \leq |n| \leq N},
\]

where \( |n| = \max\{|n_j| : j \in \{1, \ldots, d\}\} \). Elementary computations yield that

\[
\|f(t)\|_{\ell^{1,(2N)^d}} \approx_d (1 + \log N),
\]

and so

\[
\|f\|_{L^{\infty,q'}((\log L)^{1/q-1}(\log \log L)^{-1}(\mathbb{T}^d); \ell^{1,(2N)^d})} \approx_d (1 + \log N) \tag{7.24}
\]

because \( f_0^{(1 + \log (1 - \log t))^{-q'} \frac{dt}{r(1-\log t)} < \infty \). On the other hand, since \( \|\hat{f}(n)\|_{\ell^{1,(2N)^d}} = (1 + |n|)^{-d}(1 + \log |n|)^{-1}1_{1 \leq |n| \leq N}, \) we have

\[
\|\hat{f}\|_{\ell^{1,q'}((\log \ell)^{1/q}(\mathbb{Z}^d); \ell^{1,(2N)^d})} \approx_{d,q} \left(\sum_{n=1}^{(2N)^d} \frac{1}{n(1 + \log n)}\right)^{1/q'} \approx_{d,q} (1 + \log N)^{1/q'}.
\]

Then, according to (7.23) and (7.24), we arrive at

\[
(1 + \log N) \lesssim (\log(1 + \log N))^{1/q'}
\]

which is not true. This allows us to conclude that \( X^* \) does not contain \( \ell^{1,(2N)^d} \)'s uniformly and, by Lemma 6.3, \( X^* \) has nontrivial type. \( \square \)

### 7.5 Proof of Theorem 7.3

(i): By Theorem 7.1(ii), \( \mathcal{F} : L^{1,q}((\log L)^{b+1}(\mathbb{T}^d); X) \rightarrow \ell^{\infty,q}((\log \ell)^{b}(\mathbb{Z}^d); X) \). Hence, since \( \ell^{\infty,q}((\log \ell)^{b}(\mathbb{Z}^d); X) \hookrightarrow \ell^{\infty,(\log \ell)^{b+1/q}(\mathbb{Z}^d); X} \) (see [15, Theorem 9.5]), we derive

\[
\mathcal{F} : L^{1,q}((\log L)^{b+1}(\mathbb{T}^d); X) \rightarrow \ell^{\infty,(\log \ell)^{b+1/q}(\mathbb{Z}^d); X}
\]
which yields (7.3) because \( \ell^\infty(\log \ell)^{b+1/q}(\mathbb{Z}^d; X) \) coincides with space of all vector-valued sequences \((c_n)\) such that

\[
\sum_{n\in\mathbb{Z}^d} \exp \left( -\lambda \|c_n\|_{X}^{-b+1/q} \right) < \infty
\]

for some \( \lambda > 0 \) which depends on \( b, q \) and \( \| (c_n) \|_{\ell^\infty(\log \ell)^{b+1/q}(\mathbb{Z}^d; X)} \) (see [15, Theorem D']).

The proof of (ii) can be done in a similar way. We omit further details. \( \square \)

### 7.6 Proof of Theorem 7.5

Since \( X \) has Fourier type \( p_0 \), it holds that (see Lemma 4.1)

\[
\mathcal{F}: L^{p_0}(\mathbb{T}^d; X) \to \ell^{p_0}(\mathbb{Z}^d; X). \tag{7.25}
\]

On the other hand, we have the trivial estimate

\[
\mathcal{F}: L^1(\mathbb{T}^d; X) \to \ell^\infty(\mathbb{Z}^d; X). \tag{7.26}
\]

If we interpolate (7.25) and (7.26) by applying the interpolation method (7.10) with \( \theta = 1 \), we get

\[
\mathcal{F}: (L^1(\mathbb{T}^d; X), L^{p_0}(\mathbb{T}^d; X))_{1,q;b} \to (\ell^\infty(\mathbb{Z}^d; X), \ell^{p_0}(\mathbb{Z}^d; X))_{1,q;b}. \tag{7.27}
\]

Concerning the source space in (7.27), we invoke Lemma 7.11 and the left-hand side embedding of Lemma 7.12(i) to establish

\[
(L^1(\mathbb{T}^d; X), L^{p_0}(\mathbb{T}^d; X))_{1,q;b} = (L^1(\mathbb{T}^d; X), L^\infty(\mathbb{T}^d; X))_{1/p_0, p_0} = (L^1(\mathbb{T}^d; X), L^{\infty}(\mathbb{T}^d; X))_{1/p_0, p_0} \tag{7.28}
\]

As far as the target space, we use the right-hand side embedding of Lemma 7.12(i) to get

\[
(\ell^\infty(\mathbb{Z}^d; X), \ell^{p_0}(\mathbb{Z}^d; X))_{1,q;b} = (\ell^\infty(\mathbb{Z}^d; X), \ell\ell^1(\mathbb{Z}^d; X))_{1/p_0, p_0} \tag{7.29}
\]

Finally, it follows from (7.27), (7.28) and (7.29) that

\[
\mathcal{F}: L^{p_0,q}(\log \ell)^{b+1/\min(p_0,q)}(\mathbb{T}^d; X) \to \ell^{p_0,q}(\log \ell)^{b+1/\max(p_0,q)}(\mathbb{Z}^d; X). \tag{7.30}
\]

Theorem 7.5 can be improved under additional geometric assumptions on \( X \). Indeed, the same method of proof of Theorem 7.5 allows us to show the following

**Theorem 7.15** Let \( X \) be a Banach space of Paley type \( p_0 \in (1, 2] \). Let \( 1 \leq q \leq \infty \) and \( b < -1/q \). Then,

\[
\mathcal{F}: L^{p_0,q}(\log \ell)^{b+1/\min(p_0,q)}(\mathbb{T}^d; X) \to \ell^{p_0,q}(\log \ell)^{b+1/\max(p_0,q)}(\mathbb{Z}^d; X). \tag{7.30}
\]

In particular, if \( q > p_0 \) then

\[
\hat{f}^*(n) \leq Cn^{-1/p_0}(1 + \log n)^{1/p_0-1/q}\| f \|_{L^{p_0,q}(\mathbb{T}^d; X)}, \quad n \in \mathbb{N}.
\]
In particular, (7.30) strengthens (7.6) for non trivial strong $\Phi$-type 1 and strong $\Phi$-cotype $\infty$. Suppose further that $\Phi$ has non trivial $\Phi$-type 1 and strong $\Phi$-cotype $\infty$. If $q \neq p_0$ and $p_0 \neq 2$, in particular, (7.30) strengthens (7.6) for $X = \ell^{p_0}(\mathbb{Z}^d)$, $1 < p_0 < 2$ (see Example 4.9).

The same comment also applies to Remark 7.8. Namely, we have the following

**Theorem 7.16** Let $X$ be a Banach space of Paley type $p_0 \in (1, 2]$. Let $1 \leq q \leq \infty$ and $b < -1/q$. Then,

$$\mathcal{F} : \ell^{p_0,q}(\log \ell)^{b+1/\max(p_0,q)}(\mathbb{Z}^d; X) \hookrightarrow \ell^{p_0,q}(\log \ell)^{b+1/\max(p_0,q)}(\mathbb{Z}^d; X) \quad \text{and} \quad \ell^{p_0,q}(\log \ell)^{b+1/\max(p_0,q)}(\mathbb{Z}^d; X) \not\hookrightarrow \ell^{p_0,q}(\log \ell)^{b+1/\max(p_0,q)}(\mathbb{Z}^d; X)$$

if $q < p_0'$ and $p_0 \neq 2$.

In general, there is no relation between these notions for different $\Phi$. Clearly, we have that $X$ has $\Phi$-type 1 and strong $\Phi$-cotype $\infty$. The space $X$ has non trivial $\Phi$-type (respectively, non trivial strong $\Phi$-cotype) if there exists $p \in (1, 2]$ such that $X$ has $\Phi$-type $p$ (respectively, strong $\Phi$-cotype $p'$).

It turns out that the method of proof of all results given in this section can be extended, with obvious modifications, to arbitrary orthonormal systems. In particular, the counterparts of Theorems 7.1 and 7.3 for the notion of type introduced by García-Cuerva et al. [30, Section 7]. We start by recalling this notion.

Let $(\mathbb{S}, \Sigma, \mu)$ be a measure space, and let $\mu(\mathbb{S}) = 1$. Let $\Phi = (\varphi_n)_{n \in \mathbb{N}}$ be an orthonormal system of scalar functions on $\mathbb{S}$. Suppose further that $\Phi$ is uniformly bounded, that is,

$$|\varphi_n(s)| \leq C \quad \text{for all} \quad n \in \mathbb{N} \quad \text{and} \quad s \in \mathbb{S}.$$ 

For $f \in L^1(\mathbb{S}; X)$ and $n \in \mathbb{N}$, the $n$-th Fourier coefficient of $f$ is given by

$$c_n(f) = \int_{\mathbb{S}} f(s)\varphi_n(s) \, d\mu(s).$$

Let $p \in [1, 2]$. We say that $X$ has $\Phi$-type $p$ if there exists a positive constant $C$ such that

$$\left( \int_{\mathbb{S}} \left\| \sum_{k=1}^{n} \varphi_k(s)x_k \right\|_{X}^{p} \, d\mu(s) \right)^{1/p} \leq C \left( \sum_{k=1}^{n} \|x_k\|_{X}^{p} \right)^{1/p'}$$

for all $x_1, \ldots, x_n \in X$, and $X$ has strong $\Phi$-cotype $p'$ if

$$\left( \sum_{n=1}^{\infty} \|c_n(f)\|_{X}^{p'} \right)^{1/p'} \leq C \left( \int_{\mathbb{S}} \|f(s)\|_{X}^{p} \, d\mu(s) \right)^{1/p}.$$ 

In general, there is no relation between these notions for different $\Phi$. Clearly, we have that $X$ has $\Phi$-type 1 and strong $\Phi$-cotype $\infty$. The space $X$ has non trivial $\Phi$-type (respectively, non trivial strong $\Phi$-cotype) if there exists $p \in (1, 2]$ such that $X$ has $\Phi$-type $p$ (respectively, strong $\Phi$-cotype $p'$).

**Theorem 7.17** Assume that $X$ has non trivial $\Phi$-type. Let $1 \leq q \leq \infty$ and $b < -1/q$. If $(c_n) \in \ell^{1,q}(\log \ell)^{b+1}(\mathbb{N}; X)$ then $(c_n)$ is the sequence of Fourier coefficients of a function $f \in L^{\infty,d}(\log L)^{b}(\mathbb{S}; X)$.

**Theorem 7.18** Assume that $X$ has non trivial $\Phi$-type. If

$$\|c_n\|_{\ell^{1,q}(\log \ell)^{b+1}(\mathbb{N}; X)} \leq \rho$$
for some $1 \leq q \leq \infty$ and $b + 1/q < 0$, then $(c_n)$ is the sequence of Fourier coefficients of a function $f$ such that

$$ \int_S \exp \left( a(\rho, b, q) \frac{f(s)}{X} - \frac{1}{b + \frac{1}{q}} \right) d\mu(s) \leq A(\rho, b, q) $$

for some positive constants $a(\rho, b, q)$ and $A(\rho, b, q)$.

**Corollary 7.19** Assume that $X$ has non trivial $\Phi$-type. If

$$ \sum_{n=1}^{\infty} \|c_n\|_X \left( \log^+ \left( \frac{1}{\|c_n\|_X} \right) \right)^{-b} \leq \rho $$

for some $b > 0$, then $(c_n)$ is the sequence of Fourier coefficients of a function $f$ such that

$$ \int_S \exp \left( a(\rho, b) \frac{f(t)}{X} \right) d\mu(s) \leq A(\rho, b) $$

for some positive constants $a(\rho, b)$ and $A(\rho, b)$.

The corresponding assertions for strong $\Phi$-cotype also hold.

**Theorem 7.20** Assume that $X$ has non trivial strong $\Phi$-cotype. Then

(i) Let $1 \leq q \leq \infty$ and $b > -1/q$. If $f \in L^{1,q}(\log L)^{b+1}(S; X)$ then $(c_n(f)) \in \ell^{\infty,q}(\log \ell)^b(N; X)$.

(ii) Let $1 \leq q < \infty$. If $f \in L^{1,q}(\log L)^{-1/q+1}(\log \log L)^{1}(S; X)$ then $(c_n(f)) \in \ell^{\infty,q}(\log \ell)^{-1/q}(N; X)$.

**Theorem 7.21** Assume that $X$ has non trivial strong $\Phi$-cotype. If

$$ \|f\|_{L^{1,q}(\log L)^{b+1}(S; X)} \leq \rho $$

for some $1 \leq q \leq \infty$ and $b + 1/q > 0$, then

$$ \sum_{n=1}^{\infty} \exp \left( -a(\rho, b, q) \|c_n(f)\|_X^{\frac{1}{b + \frac{1}{q}}} \right) \leq A(\rho, b, q) $$

for some positive constants $a(\rho, b, q)$ and $A(\rho, b, q)$.

**Corollary 7.22** Assume that $X$ has non trivial strong $\Phi$-cotype. If

$$ \int_S \|f(t)\|_X (\log^+ \|f(s)\|_X)^{b} d\mu(s) \leq \rho $$

for some $b > 0$, then

$$ \sum_{n=1}^{\infty} \exp \left( -a(\rho, b) \|c_n(f)\|_X^{-\frac{1}{b}} \right) \leq A(\rho, b) $$

for some positive constants $a(\rho, b)$ and $A(\rho, b)$.

Similarly, the vector-valued Bochkarev inequalities given in Theorem 7.5 and Remark 7.8 can be extended to arbitrary orthonormal systems.
Theorem 7.23 Let $X$ be a Banach space of strong $\Phi$-cotype $p_0' \in [2, \infty)$. Let $1 \leq q \leq \infty$ and $b < -1/q$. Then,

$$F : L^{p_0,q}(\log L)^{b+1/\min\{p_0,q\}}(S; X) \to \ell^{p_0',q}(\log \ell)^{b+1/\max\{p_0',q\}}(\mathbb{N}; X).$$

In particular, if $q > p_0$ then

$$c_n(f)^* \leq Cn^{-1/p_0'}(1 + \log n)^{1/p_0-1/\max\{p_0',q\}}\|f\|_{L^{p_0,q}(S; X)}, \ n \in \mathbb{N}.$$

Theorem 7.24 Let $X$ be a Banach space of $\Phi$-type $p_0 \in (1,2)$. Let $1 \leq q \leq \infty$ and $b < -1/q$. Then,

$$F : \ell^{p_0,q}(\log \ell)^{b+1/\min\{p_0,q\}}(\mathbb{N}; X) \to L^{p_0',q}(\log L)^{b+1/\max\{p_0',q\}}(S; X).$$

In analogy to Theorems 7.15 and 7.16, one can improve the target spaces of the Fourier inequalities given in Theorems 7.23 and 7.24 under additional geometric assumptions on $X$. Namely, following [29], we say that $X$ has Paley $\Phi$-type $p \in (1,2]$ if there exists a positive constant $C$ such that

$$\|f\|_{L^{p',p}(S; X)} \leq C \left( \sum_{k=1}^{n} \|x_k\|_X^p \right)^{1/p}$$

for all $x_1, \ldots, x_n \in X$, and where $f(s) = \sum_{k=1}^{n} \varphi_k(s)x_k$. The space $X$ is of strong Paley $\Phi$-cotype $p'$ if

$$\|(c_n(f))\|_{\ell^{p',p}(\mathbb{N}; X)} \leq C \left( \int_S \|f(s)\|_X^p d\mu(s) \right)^{1/p}.$$

Theorem 7.25 Let $X$ be a Banach space of strong Paley $\Phi$-cotype $p_0' \in [2, \infty)$. Let $1 \leq q \leq \infty$ and $b < -1/q$. Then,

$$F : L^{p_0,q}(\log L)^{b+1/\min\{p_0,q\}}(S; X) \to \ell^{p_0',q}(\log \ell)^{b+1/\max\{p_0,q\}}(\mathbb{N}; X).$$

In particular, if $q > p_0$ then

$$c_n(f)^* \leq Cn^{-1/p_0'}(1 + \log n)^{1/p_0-1/\max\{p_0',q\}}\|f\|_{L^{p_0,q}(S; X)}, \ n \in \mathbb{N}.$$

Theorem 7.26 Let $X$ be a Banach space of Paley $\Phi$-type $p_0 \in (1,2)$. Let $1 \leq q \leq \infty$ and $b < -1/q$. Then,

$$F : \ell^{p_0,q}(\log \ell)^{b+1/\min\{p_0,q\}}(\mathbb{N}; X) \to L^{p_0',q}(\log L)^{b+1/\max\{p_0,q\}}(S; X).$$

7.8 Limiting interpolation for the Fourier transform on $\mathbb{R}^d$

Many of the results of this section can also be formulated for the Fourier transform on $\mathbb{R}^d$ with the help of the so-called generalized Lorentz-Zygmund spaces. For $\mathbb{A} = (\alpha_0, \alpha_{\infty}) \in \mathbb{R}^2$, we put

$$\ell^\mathbb{A}(t) = \begin{cases} (1 + |\log t|)^{\alpha_0} & \text{for } t \in (0, 1], \\
(1 + |\log t|)^{\alpha_{\infty}} & \text{for } t \in (1, \infty). \end{cases}$$
Let \((S, \Sigma, \mu)\) be a measure space. For \(1 \leq p \leq \infty, 1 \leq q \leq \infty\) and \(\mathbb{A} \in \mathbb{R}^2\), the generalized Lorentz-Zygmund space \(L^{p,q;\mathbb{A}}(S; X)\) is formed by all \(\mu\)-strongly measurable functions \(f : S \to X\) for which

\[
\|f\|_{L^{p,q;\mathbb{A}}(S; X)} = \left( \int_0^{\mu(S)} \left( t^{1/p} \ell^\mathbb{A}(t) f^+(t) \right)^q \frac{dt}{t} \right)^{1/q} < \infty
\]  

(with the usual modification if \(q = \infty\)). Obviously, if \(\alpha_0 = \alpha_\infty = \alpha\) then \(L^{p,q;\mathbb{A}}(S; X) = L^{p,q}(\log L)^\alpha(S; X)\) (see (2.2)). Note that the use of different logarithmic powers near 0 and near \(\infty\) is only useful if \(\mu(S) = \infty\). Otherwise, \(L^{p,q;\mathbb{A}}(S; X) = L^{p,\mathbb{A}}(\log L)^\alpha_0(S; X)\). For detail study of the spaces \(L^{p,q;\mathbb{A}}(S; X)\) we refer to [52].

Using logarithmic weights \(\ell^\mathbb{A}(t)\), one can introduce limiting interpolation spaces for general Banach couples, not necessarily ordered (see Sect. 7.3). Namely, if \(0 \leq \theta \leq 1, \mathbb{A} = (\alpha_0, \alpha_\infty) \in \mathbb{R}^2\), and \(1 \leq q \leq \infty\). The interpolation space \((X_0, X_1)_{\theta,q;\mathbb{A}}\) is the set of all \(f \in X_0 + X_1\) for which

\[
\|f\|_{(X_0, X_1)_{\theta,q;\mathbb{A}}} = \left( \int_0^\infty \left( t^{-\theta} \ell^\mathbb{A}(t) K(t, f) \right)^q \frac{dt}{t} \right)^{1/q} < \infty.
\]

See [26,28]. In particular, working with ordered couples \(X_1 \hookrightarrow X_0\) and under suitable choices of the logarithmic parameters, the spaces \((X_0, X_1)_{\theta,q;\mathbb{A}}\) with \(\theta = 0, 1\) coincide with those given in (7.10) (see [27, Proposition 1]).

We shall use the following notation. If \(\mathbb{A} = (\alpha_0, \alpha_\infty) \in \mathbb{R}^2\) and \(\alpha \in \mathbb{R}\) then \(\mathbb{A} + \alpha = \mathbb{A} + (\alpha, \alpha) = (\alpha_0 + \alpha, \alpha_\infty + \alpha)\).

Using the counterparts of the reiteration formulas given in Lemma 7.12 for the interpolation method \((\theta, q; \mathbb{A})\) (see [26,28]), one can easily adapt our methods applied in Sects. 7.4 and 7.6 to show the corresponding results to Theorems 7.1 and 7.5 for the Fourier transform on \(\mathbb{R}^d\). They read as follows.

**Theorem 7.27** Let \(X\) be a Banach space of Fourier type \(p_0 \in (1, 2]\). Let \(1 \leq q < \infty\) and \(\mathbb{A} = (\alpha_0, \alpha_\infty) \in \mathbb{R}^2\) be such that \(\alpha_0 + 1/q < 0 < \alpha_\infty + 1/q\). Then,

\[
\mathcal{F} : L^{p_0,q;\mathbb{A}+1/\min\{p_0,q\}}(\mathbb{R}^d; X) \to L^{p_0,q;\mathbb{A}+1/\max\{p_0,q\}}(\mathbb{R}^d; X).
\]

**Theorem 7.28** Assume that \(X\) has non trivial Fourier type. Let \(1 \leq q < \infty\) and \(\mathbb{A} = (\alpha_0, \alpha_\infty) \in \mathbb{R}^2\) be such that \(\alpha_0 + 1/q < 0 < \alpha_\infty + 1/q\). Then,

\[
\mathcal{F} : L^{1,q;\mathbb{A}+1}(\mathbb{R}^d; X) \to L^{\infty,q;\mathbb{A}}(\mathbb{R}^d; X).
\]

**References**

1. Arendt, W., Batty, C., Hieber, M., Neubrander, F.: Vector-valued Laplace transforms and Cauchy problems, vol. 96 of Monographs in Mathematics, 2nd edn. Birkhäuser/Springer Basel AG, Basel (2011)
2. Albiac, F., Kalton, N.J.: Topics in Banach space theory, vol. 233 of Graduate Texts in Mathematics. Springer, New York (2006)
3. Beckner, W.: Inequalities in Fourier analysis. Ann. Math. 102, 159–182 (1975)
4. Beckner, W.: Pitt’s inequality and the uncertainty principle. Proc. Am. Math. Soc. 123(6), 1897–1905 (1995)
5. Beckner, W.: Pitt’s inequality with sharp convolution estimates. Proc. Am. Math. Soc. 136(5), 1871–1885 (2008)
6. Beckner, W.: Pitt’s inequality and the fractional Laplacian: sharp error estimates. Forum Math. 24(1), 177–209 (2012)
7. Benedetto, J., Hei, H.: Weighted Fourier inequalities: new proofs and generalizations. J. Fourier Anal. Appl. 9(1), 1–37 (2003)
8. Benedetto, J., Hei, H., Johnson, R.: Fourier inequalities with $A_p$-weights. In: General inequalities, 5 (Oberwolfach, 1986), vol. 80 of Internat. Schriftenreihe Numer. Math., pp. 217–232. Birkhäuser, Basel (1987)
9. Bu, S., Kim, J.-M.: Operator-valued Fourier multiplier theorems on Triebel spaces. Acta Math. Sci. Ser. B (Engl. Ed.) 25(4), 599–609 (2005)
10. Barza, S., Kolyada, V., Soria, J.: Sharp constants related to the triangle inequality in Lorentz spaces. Trans. Am. Math. Soc. 361(10), 5555–5574 (2009)
11. Bochkarev, S.: Hausdorff–Young–Riesz theorem in Lorentz spaces and multiplicative inequalities. Proc. Steklov Inst. Math. 219, 96–107 (1997)
12. Bochkarev, S.: Estimates for the Fourier coefficients of functions in Lorentz spaces. Dokl. Akad. Nauk 360(6), 730–733 (1998)
13. Bourgain, J.: Vector-valued Hausdorff–Young inequalities and applications. In: Geometric aspects of functional analysis (1986/87), vol. 1317 of Lecture Notes in Math., pp. 239–249. Springer, Berlin (1988)
14. Blasco, O., Pelcynski, A.: Theorem of Hardy and Paley for vector-valued analytic functions and related classes of Banach spaces. Trans. Am. Math. Soc. 323, 335–369 (1991)
15. Bennett, C., Rudnick, K.: On Lorentz-Zygmund spaces. Dissertationes Math. 175, 67 (1980)
16. Bennett, C., Sharp, R.: Interpolation of operators, vol. 129 of Pure and Applied Mathematics. Academic Press Inc, Boston (1988)
17. Calderón, A.: Spaces between $L^1$ and $L^\infty$ and the theorem of Marcinkiewicz. Studia Math. 26, 273–299 (1966)
18. Cobos, F., Fernández-Cabrer, L., Kühn, T., Ulrich, T.: On an extreme class of real interpolation spaces. J. Funct. Anal. 256(7), 2321–2366 (2009)
19. Carro, M., Raposo, J., Soria, J.: Recent developments in the theory of Lorentz spaces and weighted inequalities. Mem. Am. Math. Soc. 187, 128 (2007)
20. Cwikel, M., Sagher, Y.: An extension of Fourier type to quasi-Banach spaces. In: Function spaces and applications, vol. 1302 of Lecture Notes in Math., pp. 171–176. Springer, Berlin (1988)
21. Chill, R., Tomilov, Y.: Stability of C_0-semigroups and geometry of Banach spaces. Math. Proc. Camb. Philos. Soc. 135(3), 493–511 (2003)
22. De Carli, L., Gorbachev, D., Tikhonov, S.: Pitt inequalities and restriction theorems for the Fourier transform. Rev. Mat. Iberoam. 33(3), 789–808 (2017)
23. Diestel, J., Jarchow, H., Tonge, A.: Absolutely summing operators, vol. 43 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge (1995)
24. Edmunds, D., Evans, W.: Hardy operators, function spaces and embeddings. Springer, Berlin (2004)
25. Eilertsen, S.: On weighted fractional integral inequalities. J. Funct. Anal. 185(1), 342–366 (2001)
26. Evans, W., Opic, B.: Real interpolation with logarithmic functors and reiteration. Can. J. Math. 52, 920–960 (2000)
27. Edmunds, D., Opic, B.: Limiting variants of Krasnosel’skiǐ’s compact interpolation theorem. J. Funct. Anal. 266, 3265–3285 (2014)
28. Evans, W., Opic, B., Pick, L.: Real interpolation with logarithmic functors. J. Inequal. Appl. 7, 187–269 (2002)
29. García-Cuerva, J., Kazarin, K., Kolyada, V.: Paley type inequalities for orthogonal series with vector-valued coefficients. Acta Math. Hungar. 90(1–2), 151–183 (2001)
30. García-Cuerva, J., Kazarin, K., Kolyada, V., Torrea, J.: The Hausdorff–Young inequality with vector-valued coefficients and applications. Uspekhi Mat. Nauk 53(3(321)), 3–84 (1998)
31. García-Cuerva, J., Kazarin, K., Kolyada, V., Torrea, J.: On the Fourier type of Banach lattices. In: Interaction between functional analysis, harmonic analysis, and probability (Columbia, MO, 1994), vol. 175 of Lecture Notes in Pure and Appl. Math., pp. 169–179. Dekker, New York (1996)
32. Gorbachev, D., Ivanov, V., Tikhonov, S.: Pitt’s inequalities and uncertainty principle for generalized Fourier transform. Int. Math. Res. Not. 23, 7179–7200 (2016)
33. Grafakos, L.: Modern Fourier analysis, vol. 250 of Graduate Texts in Mathematics, 2nd edn. Springer, New York (2009)
34. Girardi, M., Weis, L.: Operator-valued Fourier multiplier theorems on $L_p(X)$ and geometry of Banach spaces. J. Funct. Anal. 204(2), 320–354 (2003)
35. Hei, H.: Weighted norm inequalities for classes of operators. Indiana Univ. Math. J. 33(4), 573–582 (1984)
36. Herz, C.: Lipschitz spaces and Bernstein’s theorem on absolutely convergent Fourier transforms. J. Math. Mech. 18, 283–324 (1968)
37. Herbst, I.: Spectral theory of the operator \((p^2 + m^2)^{1/2} - Ze^2/r\). Commun. Math. Phys. 53(3), 285–294 (1977)
38. Hinrichs, A.: On the type constants with respect to systems of characters of a compact abelian group. Studia Math. 118(3), 231–243 (1996)
39. Hytönen, T., Lacey, M.: Pointwise convergence of vector-valued Fourier series. Math. Ann. 357(4), 1329–1361 (2013)
40. Hytönen, T., Neerven, J.v., Veraar, M., Weis, L.: Analysis in Banach Spaces. Vol. I: Martingales and Littlewood–Paley Theory, vol. 63 of Ergebnisse der Mathematik und ihrer Grenzegebiete, no. (3). Springer, New York (2016)
41. Hytönen, T., Neerven, J.v., Veraar, M., Weis, L.: Analysis in Banach Spaces. Vol. II: Probabilistic methods and operator theory, vol. 67 of Ergebnisse der Mathematik und ihrer Grenzegebiete, no. (3). Springer, New York (2017)
42. Hytönen, T.: Fourier embeddings and Mihlin-type multiplier theorems. Math. Nachr. 274(275), 74–103 (2004)
43. Köthe, G.: Topological vector spaces. I. Translated from the German by D.J.H. Garling. Die Grundlehren der mathematischen Wissenschaften, Band, vol. 159. Springer, New York (1969)
44. Kolmogorov, A.: Une série de Fourier–Lebesgue divergente presque partout. Fund. Math. 4, 324–328 (1923)
45. König, H.: On the Fourier-coefficients of vector-valued functions. Math. Nachr. 152, 215–227 (1991)
46. Kwapień, S.: Isomorphic characterizations of inner product spaces by orthogonal series with vector valued coefficients. Studia Math. 44, 583–595 (1972)
47. Lindenstrauss, J., Tzafriri, L.: Classical Banach spaces. II, vol. 97 of Ergebnisse der Mathematik und ihrer Grenzegebiete. Springer, Berlin, New York (1979) (Function spaces)
48. Liflyand, E., Tikhonov, S.: Two-sided weighted Fourier inequalities. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 11(2), 341–362 (2012)
49. Lindemulder, N., Veraar, M.: The heat equation with rough boundary conditions and holomorphic functional calculus. J. Differ. Equations 269(7), 5832–5899 (2020)
50. Opic, B., Kufner, A.: Hardy-type inequalities. Longman Sci & Tech, Harlow (1990)
51. Opic, B., Pick, L.: On generalized Lorentz–Zygmund spaces. Math. Inequal. Appl. 2, 391–467 (1999)
52. Peetre, J.: Sur la transformation de Fourier des fonctions à valeurs vectorielles. Rend. Sem. Mat. Univ. Padova 42, 15–26 (1969)
53. Pietsch, A.: History of Banach spaces and linear operators. Birkhäuser Boston Inc, Boston (2007)
54. Pisier, G.: Holomorphic semigroups and the geometry of Banach spaces. Ann. Math. 115(2), 375–392 (1982)
55. Pisier, G.: Probabilistic methods in the geometry of Banach spaces. In: Probability and analysis (Varenna, 1985), vol. 1221 of Lecture Notes in Math., pp. 167–241. Springer, Berlin (1986)
56. Pisier, G.: Martingales in Banach spaces, vol. 155 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge (2016)
57. Pitt, H.: Theorems on Fourier series and power series. Duke Math. J. 3(4), 747–755 (1937)
58. Parcet, J., Soria, F., Xu, Q.: On the growth of vector-valued Fourier series. Indiana Univ. Math. J. 62(6), 1765–1783 (2013)
59. Pietsch, A., Wenzel, J.: Orthonormal systems and Banach space geometry, volume 70 of Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge (1998)
60. Rubio de Francia, J.: Martingale and integral transforms of Banach space valued functions. In: Probability and Banach spaces (Zaragoza, 1985), vol. 1221 of Lecture Notes in Math., pp. 195–222. Springer, Berlin (1986)
61. Rozendaal, J., Veraar, M.: Fourier multipliers theorems involving type and cotype. J. Fourier Anal. Appl. 24(2), 583–619 (2018)
62. Rozendaal, J., Veraar, M.: Stability theory for semigroups using \((L^p, L^q)\) Fourier multipliers. J. Funct. Anal. 275(10), 2845–2894 (2018)
63. Sinnamon, G.: The Fourier transform in weighted Lorentz spaces. Publ. Math. 47, 3–29 (2003)
64. Stein, E.: Interpolation of linear operators. Trans. Am. Math. Soc. 83, 482–492 (1956)
65. Strömberg, J.-O., Wheeden, R.: Weighted norm estimates for the Fourier transform with a pair of weights. Trans. Am. Math. Soc. 318(1), 355–372 (1990)
66. Suárez, J., Weis, L.: Interpolation of Banach spaces by the \(\gamma\)-method. In: Methods in Banach space theory, vol. 337 of London Math. Soc. Lecture Note Ser., pp. 293–306. Cambridge University Press, Cambridge (2006)
Extensions of the vector-valued Hausdorff-Young inequalities

68. Triebel, H.: Interpolation theory, function spaces, differential operators, second edn. Johann Ambrosius Barth, Heidelberg (1995)
69. Weis, L., Wrobel, V.: Asymptotic behavior of $C_0$-semigroups in Banach spaces. Proc. Am. Math. Soc. 124(12), 3663–3671 (1996)
70. Yafaev, D.: Sharp constants in the Hardy–Rellich inequalities. J. Funct. Anal. 168(1), 121–144 (1999)
71. Zygmund, A.: Trigonometric Series, vol. II, 2nd edn. Cambridge University Press, New York (1959)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.