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Abstract
The purpose of this research paper is to segment tumorous tissue from brain magnetic resonance images using image processing. For this the astrocytoma, a type of brain tumor is considered in which cells grow abnormally in the brain. Astrocytoma is classified as low grade or high grade using k-nn classifier and then analyzed its performance on the basis of three parameters i.e., accuracy, severity and specificity. The Magnetic Resonance Images (MRI) of astrocytoma has been taken from BRATS database so as to explore different algorithms for segmentation of brain tumour. The enhancement of MRI images is done using Contrast Limited Adaptive Histogram Equalization (CLAHE). After that basic global thresholding method is used for the automatic segmentation of tumorous tissue. In feature extraction step, the shape based features and texture based features are extracted. On the basis of features extracted from the segmented image, K-nn classifier is used to classify the images in two grades i.e., low grade or high grade. The performance of the system is evaluated by parameters accuracy, severity and specificity. The accuracy is coming out to be 93%.
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1. Introduction

Astrocytoma (brain tumor) is a life threatening disease in which cells grow abnormally in the brain. According to the WHO (world Health Organization) tumors of central nervous system classify into four grades. Astrocytomas are also divided into four grades. The grade 1 and grade 2 astrocytoma can be considered as low grade astrocytoma and grade 3 and grade 4 astrocytoma referred to high grade astrocytoma. There are various image modalities which are used to study the internal structure of the human brain such as Computerized Tomography (CT) and MRI. There are many advantages of MRI over CT scan as MRI does not contain any harmful radiation. MRI is suitable for brain studies because of its excellent contrast of soft issues, non-invasive characteristic and a high spatial resolution. Due to above all the advantages MR images are used for astrocytoma detection and grading in our proposed methodology. The manual segmentation of the tumor region from the MR image takes very long time and a lot of challenges associated with it. Therefore, automated segmentation method is required. So, the approach used for non-invasive astrocytoma segmentation and grade identification includes automatic thresholding, feature extraction and classification using k-NN classifier. The MR image dataset is taken from the BRATS database. The performance of the above approach is evaluated on the basis of quality metrics that are accuracy, severity and specificity.

The structure of this paper is classified as follows: Section 2 details the methodology used in the proposed approach. The performance metrics is explained in Section 3. Section 4 discusses the conclusion and the future work.

2. Methodology

The proposed methodology consists of a lot of steps starting from collecting Astroctoma MR images to classification as low grade or high grade. The important
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steps used in the methodology are shown in Figure 1. Here the preprocessed CLAHE enhanced Astrocytoma image is used for further process. As concluded in our previous paper based on performance analysis of image enhancement techniques for Astrocytoma detection in MR images that CLAHE enhancement technique outperforms other two techniques in terms of Peak signal to noise ratio and mean square error. Basic Global thresholding technique is used for the automatic segmentation of the tumorous tissue from the enhancement image. Various features are extracted from the tumor extracted image which are explained in detail in the below sections.

Figure 1. Methodology.

2.1 Automatic Thresholding
Thresholding is a technique used for segmentation of image into different regions based on a threshold value. This threshold value can be compared with intensity value based on which image is classified into different regions. Basic global thresholding technique is used to automatically calculate the threshold value on the basis of which tumor region is extracted from input image. Basic global thresholding is a technique which uses the histogram of the input image for thresholding. The steps to implement this technique or to calculate the threshold value are as follows:-

- The first step is set an estimated value of $T$ which mainly equals to the average of the grey values in the image. The value of $T$ for the input image (Figure 2(a)) is 0.18913.
- The next step is to partition the pixels into two groups on the value of $T$ i.e., pixels having grey value greater than $T$ are in one group and those having value less than that of $T$ are in another group.
- Calculate the average of grey level values in group 1 and say it may equals to $u_1$. Similarly calculate the average of grey level values in group 2 and say it may equals to $u_2$. The value of $u_1$ and $u_2$ in our taken image are 0.0598 and 0.464 respectively.
- The next step is to calculate the new value of $T$ which is equals to the average of $u_1$ and $u_2$.

$$T = \frac{u_1 + u_2}{2}$$

The value of $T$ computes out to be 0.262.
- Repeat the above three steps until the difference between the values of $T$ is less than the predefined value.

The original image taken from BRATS database is shown in Figure 2(a) and its tumor segmented image is shown in Figure 2(b).

Figure 2. (a) Original image. (b) Tumor segmented image.

2.2 Feature Extraction
Different texture based and shape based features are extracted from the tumor segmented image which helps in further classification of that image. Texture features are extracted using Gray level co-occurrence matrix. Shape features are extracted using region props.

2.2.1 Texture based Features
A total of 22 texture based features are extracted using GLCM from the image. Some of these features are given below and can be expressed using the equations.

- Energy: It measures the degree of pixel pair repetitions. The uniformity of image is also measured using this feature.

$$E = \sqrt{\sum_{i,j} p^2(i,j)}$$
• **Entropy**: It measures the disorder in an image. In homogeneous scenes there is low entropy whereas for homogeneous scenes the entropy is high.

\[ E_n = - \sum_{i,j} p(i,j) \times \log(p(i,j)) \]

• **Dissimilarity**: Dissimilarity is a measure that defines the variation of gray level pairs in an image. It is slightly different from the contrast feature as the weights in the contrast measure increases exponentially whereas the weights in the dissimilarity measure increases linearly.

\[ \text{Dissimilarity} = \sum_{i,j} (i - j) p(i,j) \]

**Contrast**: It can be explained as the difference between the maximum and minimum pixel intensity in an image.

\[ \text{Contrast} = \sum_{i,j} (i - j) p(i,j) \]

• **Correlation**: The correlation feature measures the linear dependency of grey levels on those of neighboring pixels. It has a value between -1 and 1. -1 implies maximally uncorrelated and 1 means maximally correlated.

\[ \text{Correlation} = \sum_{i,j} p(i,j) \left[ \frac{(i - \mu_x)(j - \mu_y)}{\sqrt{(\sigma_x^2)(\sigma_y^2)}} \right] \]

\[ \mu_x = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} i \cdot p(i,j) \]

\[ \mu_y = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} j \cdot p(i,j) \]

\[ \sigma_x = \sqrt{\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (i - \mu_x)^2 p(i,j)} \]

\[ \sigma_y = \sqrt{\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (j - \mu_y)^2 p(i,j)} \]

\[ \mu_x, \mu_y \text{ and } \sigma_x, \sigma_y \text{ are the mean and standard deviations.} \]

N is the number of grey levels.

• **Homogeneity**: It calculates the local homogeneity of an image. It is also known as inverse difference moment. The value of the weight is the inverse of the value of weight of contrast feature.

\[ \text{Homogeneity} = \sum_{i,j} \frac{1}{1 - (i - j)^2} p(i,j) \]

• **Cluster Shade**: It calculates the skewness of the matrix. The image is said to be asymmetric if the value of the cluster shade is high.

\[ \text{Cluster Shade} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \left( i + j - \mu_x - \mu_y \right)^2 p(i,j) \]

• **Cluster Prominence**: It also measures the symmetry of the image. If the value of the cluster Prominence is high the image is less symmetric.

\[ \text{Cluster Prominence} = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \left( i + j - \mu_x - \mu_y \right)^4 p(i,j) \]

• **Maximum Probability**: This feature maintains the record of the center pixel of the window the largest pij value found within the window.

\[ \text{Sum Average} = \sum_{i=0}^{2(N-1)} i \times p_{x+y}(i) \]

\[ p_{x+y}(k) = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} p(i,j), k = i + j = [0,1,2 \ldots \ldots 2(N-1)] \]

• **Sum Variance**:

\[ \text{Sum Variance} = \sum_{i=0}^{2(N-1)} (i - \text{Sum Average})^2 p_{x+y}(i) \]

• **Sum Entropy**:

\[ \text{Sum Entropy} = -\sum_{i=0}^{2(N-1)} p_{x+y}(i) \log p_{x+y}(i) \]

• **Difference Variance**:

\[ \text{Difference Variance} = \sum_{i=0}^{N-1} (i - t)^2 p_{x-y}(i) \]

\[ p_{x-y}(k) = \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} p(i,j), k = |i - j| = [0,1,2 \ldots \ldots (N-1)] \]

\[ t = \sum_{i=0}^{N-1} i \cdot p_{x-y}(i) \]

• **Difference Entropy**:

\[ \text{Difference Entropy} = -\sum_{i=0}^{N-1} p_{x-y}(i) \log p_{x-y}(i) \]

• **Information Measure of Correlation Feature 1**:

\[ M = \frac{(HXY - HXY^1)}{\max(HX, HY)} \]
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- Information Measure of Correlation Feature 2:

\[ M_2 = \sqrt{\left(1 - e^{-2 \cdot \text{HX} \cdot \text{HY}}\right)} \]

\[ p_x(i) = \frac{1}{N} \sum_{j=0}^{N-1} p(i,j) p_y(i) = \frac{1}{N} \sum_{i=0}^{N-1} p(i,j) \]

\[ HX = -\sum_{i=0}^{N-1} p_x(i) \log_2 p_x(i) \]

\[ HY = -\sum_{i=0}^{N-1} p_y(i) \log_2 p_y(i) \]

\[ HXY = -\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} p(i,j) \log_2 p(i,j) \]

\[ HXY_1 = -\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} p(i,j) \log_2 p_x(i) p_y(j) \]

\[ HXY_2 = -\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} p_x(i) p_y(j) \log_2 p_x(i) p_y(j) \]

HX and HY are entropies. The texture based features extracted for original image is shown in Table 1.

2.2.2 Shape based Features

A total of 16 shape based features are extracted from the image using region props and some of them are explained below.

- Area: The total number of pixels in the specified region is called area of that region.
- Eccentricity: It is the ratio of distance between the foci of the ellipse and its major axis length.
- Euler Number: It specifies the number of objects in the region minus the number of holes in those objects.
- Extent: It specifies the ratio of pixels in the region to the pixels in total bounding box.
- Convex Area: The total number of pixels present in the convex Image.
- Orientation: It specifies the angle between the x-axis and the major axis of the ellipse.
- Solidity: It specifies the proportion of the pixels in the convex hull that are also in the region. It is calculated as the ratio of the area and the convex area.

The shape based features extracted for original image is shown in Table 2.

2.3 Classification

The k-Nearest Neighbor (kNN) is used for classification.
of astrocytoma as low grade astrocytoma or high grade astrocytoma. The classifier used was a k-Nearest Neighbors (kNN) classifier that assigns labels to pixels based on the most frequent label among the k closest training points under a distance metric applied to the features (referred to as ‘lazy’ learning, since no explicit model is learned). The kNN algorithm is a simple and effective method for multi-class classification that is able to model non-linear distributions\(^6\)\(^–\)\(^9\). All the features extracted passed to the kNN classifier. The kNN classifier uses default Euclidean distance metric to calculate the distance between the features extracted from the training images and the features extracted from the testing images. KNN classifier calculates the distance between features (extracted from test image) with all features (extracted from each training image) and then out of these n training images k are chosen based on the least distance difference then on the majority voting basis a class is chosen and assigned to test image. By default the value of k is 1. Figure 3 shows the bock diagram for KNN classifier. The distance between the features (extracted from test image) against the features extracted from every image in training set (\(T_1 \ldots T_n\)) and then arrange the features in the ascending order after that on the basis of majority vote class is chosen as in block diagram for k = 3 majority class is chosen.

![Figure 3. Block diagram for KNN classifier.](image)

The input image taken from the database is classified using K-NN classifier and the tumor segmented from the image is classified as low grade astrocytoma tumor as shown in Figure 4 and as high grade tumor as shown in Figure 5.

### 3. Performance Metrics

The performance of the above methodology can be analyzed on the basis of performance metrics that are accuracy, specificity and severity. The four basic parameters that are used to calculate the above metrics are False Negatives (FN), True Positives (TP), False Positives (FP) and True Negatives (TN).

![Figure 4. GUI showing the classification of input image (low grade).](image)
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True positives (TP): It implies that the classifier correctly identifies the infected brain with astrocytoma tumor.

True Negatives (TN): It implies that the classifier correctly identifies the MRI images which do not have tumor.

False positives (FP): It implies that the classifier incorrectly identifies the MRI images. The brain images which do not infected from astrocytoma classifier predicts those as infected from astrocytoma.

False Negative (FN): It implies that the classifier incorrectly identifies the MRI images. The brain images which are infected from astrocytoma classifier predict those as that are not infected from astrocytoma.

Total Positives (P): The sum of false negatives and true positives is referred as total positives.

Total Negatives (N): The sum of false positives and true negatives is referred as total negatives.

Accuracy: The accuracy of a classifier on the particular set of images is the proportion of the total number of images that are precisely identified by the classifier.

\[ \text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{P} + \text{N}} \]

Sensitivity: The ratio of the true positives over the total positives is referred as sensitivity. It calculates the fraction of total number of positives that are accurately classified.

\[ \text{Sensitivity} = \frac{\text{TP}}{\text{P}} \]

Specificity: The ratio of the true negatives over the total negatives is referred as specificity. It calculates the fraction of total number of negatives that are accurately identified.

\[ \text{Specificity} = \frac{\text{TN}}{\text{N}} \]

4. Conclusion and Future Work

The result shows that 93% accuracy of the proposed approach is achieved. The astrocytoma images are taken from the BRATS database. In future in place of k-nn classifier nature inspired or bio inspired algorithm such as genetic algorithm is used for classification.
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