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SUMMARY

Given a box of some specified size and a number of pieces of some specified shape, the anti-slide problem considers how to pack the pieces such that none of the pieces in the box can slide in any direction. The object is to find such a sparsest packing. In this paper, we consider the problem for the case of a two-dimensional square box using T-tetromino pieces. We show that, for a square box of side length $n$, the number of pieces in a sparsest packing is exactly $\lfloor \frac{2n}{3} \rfloor$ when $n \equiv 0 \pmod{3}$, and is between $\frac{2n}{3} - 1$ and $n - 1$ when $n \equiv 0 \pmod{3}$.
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1. Introduction

Mathematical puzzles such as pencil puzzles provided us with interesting problems in various fields. In terms of complexity, many puzzles described in the literature have been shown to be NP-complete, which seems to be a common essence of puzzles [1]–[3]. Major complexity results for puzzles are surveyed by Hearn and Demaine [4]. In this paper, we investigate the essence of a solution of a puzzle. Next, we introduce the puzzle named “anti-slide.”

Given a $4 \times 4 \times 4$ box and a number of $2 \times 2 \times 1$ pieces, consider the problem of how to pack the pieces into the box such that none of the pieces can slide in any direction. We assume that there is no friction between the pieces, and a piece can never go out of the box. The object is to use a minimum number of pieces starting from 16 pieces. An optimal solution of this puzzle uses 12 pieces, as shown in Fig. 1. This puzzle, named “anti-slide,” was created by William Strijbos in 1994 [5].

In this paper, we consider anti-slide packing with aligned pieces and orthogonal movement. An anti-slide packing is called a stable packing. We define “stable” in Sect. 2. The problem is whether, given a three-dimensional cubic box and the number of pieces of some specified shape, there is a stable packing with a minimum number of pieces.

Amano, Nakano, and Yamazaki [6] gave an integer linear programming (IP) formulation of the problem for finding a sparsest stable packing and obtained upper and lower bounds on the density of such a packing of $2 \times 2 \times 1$ pieces for a three-dimensional box. It is also natural to consider such packings for various shapes of the pieces. In our previous work [7], we analyzed stable packings for several shapes of polycubes. We showed that the minimum number of pieces in a stable packing with the specified shape in Group A of Fig. 2 for an $n \times n \times n$ box is linear in $n$. However, the problem to determine the asymptotic behaviour of the minimum number of pieces in a stable packing for a three-dimensional box was left as an open problem. Note that a linear upper bound on the number of pieces for a two-dimensional square box gives a quadratic upper bound for a three-dimensional box: stack $n$ stable packings for an $n \times n$ box. In a related work, Takenaga, Xi, and Inada [8] considered a two-dimensional case using pentomino pieces. Namely, they...
enumerated anti-slide packings of pentomino pieces for a two-dimensional box of small size using ordered binary decision diagrams.

1.1 Contributions

In this paper, we focus on the problem of packing T-tetrominoes (Fig. 3) into a two-dimensional square box.

The L-tetromino is the simplest piece among the pieces shown in Fig. 2. However, it seems that a sparsest packing for an \( n \times n \) box is obtained by stacking \( n-1 \) L-tetrominoes diagonally, which is not so interesting. The T-tetromino is the second simplest. We will see in the following that the results suggest that the structure of a sparsest packing would be quite different depending on whether the side length of a box is divisible by three or not (see Sect. 2).

First, we conducted computer searches based on the IP formulation developed in [6] to find sparsest stable packings of T-tetromino pieces for an \( n \times n \) box for \( n \leq 15 \). Interestingly, the results suggest that the structure of a sparsest packing would be quite different depending on whether the side length of a box is divisible by three or not (see Sect. 2).

Let us see this more precisely. Let \( F(n) \) be the minimum number of T-tetromino pieces of a stable packing for an \( n \times n \) box. Our experimental results suggest that \( F(n) \sim 2n/3 \) for \( n \equiv 0 \mod 3 \), and \( F(n) \sim n \) for \( n \equiv 0 \mod 3 \).

In this paper, we determine the value of \( F(n) \) exactly for the case of \( n \not\equiv 0 \mod 3 \) by proving matching upper and lower bounds of \( F(n) = \lfloor 2n/3 \rfloor \). For the case of \( n \equiv 0 \mod 3 \), we have succeeded only in proving the bound of \( 2n/3 - 1 \leq F(n) \leq n - 1 \), although we believe that the upper bound is tight for \( n \geq 9 \). Note that when \( n = 6 \), the smallest number of pieces in a stable packing is 4 (Fig. 3).

The organization of this paper is as follows. In Sect. 2, we define the terms and show our experimental results. In Sect. 3, we show the upper bounds on \( F(n) \) by giving an explicit construction of stable packings of T-tetromino pieces for an \( n \times n \) box. In Sect. 4, we show the lower bounds on \( F(n) \). Finally, in Sect. 5, we discuss the reasons why \( F(n) \) behaves differently depending on whether \( n \) is divisible by three or not.

2. Definitions and Experimental Results

For a positive integer \( \alpha \), \( \{1, 2, \ldots, \alpha\} \) denotes a set \{1, 2, \ldots, \alpha\}.

We describe integral and orthogonal. Integral means that we assume all the coordinates of corner points of pieces are integers. By using the integral, we view the \( n \times n \) box as a two-dimensional array of cells of unit size. Each cell is identified by \( (i, j) \in [n] \times [n] \). Orthogonal means that we assume that each piece is axis-aligned and each piece slides to the orthogonal direction, i.e., parallel to \( x \)- or \( y \)-axes.

For an \( n \times n \) box and a number of T-tetromino pieces, we say that a situation is a packing if each piece goes in the box and is restricted by the integral and the orthogonal conditions. We say that a packing is a stable packing if none of pieces in a packing can slide in any direction.

A T-tetromino is a polyomino shaped like the letter T consisting of four unit squares. We say that a piece is placed at \( (i, j) \) if the central square of the piece is adjusted to \( (i, j) \). Also, we say that a piece is placed with direction \( d \in \mathcal{R} \), where \( \mathcal{R} = \{U, R, D, L\} \), each of which is shown in Fig. 4. For example, if a T-tetromino piece is placed at \( (2, 2) \) with direction \( U \), then the cells \((2, 2), (3, 2), (1, 2), \) and \((2, 3)\) are occupied by this piece.

By using the IP formulation in Amano et al. [6], the problem can be represented as an IP problem. We solved this problem by using an IP solver [9] for \( n \leq 15 \). The results are shown in Table 1, and examples of packings that attain \( F(n) \) for \( n = 10, 11, \ldots, 15 \) are shown in Fig. 5.

### Table 1 Values of \( F(n) \) for \( n \leq 15 \).

| \( n \) | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \( F(n) \) | 2 | 3 | 4 | 4 | 5 | 8 | 6 | 7 | 11 | 8 | 9 | 14 |

3. Upper Bound

From Fig. 5, we can observe that a sparsest packing for an \( n \times n \) box looks like a diagonal line for \( n \not\equiv 0 \mod 3 \) and a V-shape for \( n \equiv 0 \mod 3 \). We believe that this holds also for higher values of \( n \).

An easy calculation shows that the number of pieces used in these packings is \( \sim \frac{1}{2}n \) for the former, and \( \sim n \) for the latter. In this section, we show the upper bounds on \( F(n) \) matching this by giving an explicit construction of stable packings.

**Theorem 1.** For every \( n \geq 4 \) such that \( n \equiv 1 \mod 3 \), we have

\[
F(n) \leq \frac{2(n-1)}{3},
\]

and for every \( n \geq 5 \) such that \( n \equiv 2 \mod 3 \), we have

\[
F(n) \leq \frac{2n-1}{3}.
\]

**Proof.** First we consider the case \( n \equiv 1 \mod 3 \).
The proof is by induction. The base case, \( F(4) = 2 \), is obvious. Place two T-tetromino pieces as in the center part of Fig. 5(a). The induction step is also obvious by comparing Fig. 5(a) and (d). Precisely, we can obtain a specified stable packing for the \((n + 3) \times (n + 3)\) box by adding two pieces to a stable packing for the \(n \times n\) box; add one piece with \(R\)-direction to the top right corner and the other piece with \(U\)-direction to the bottom left corner. This completes the proof for the case \( n \equiv 1 \mod 3 \).

The proof for the case \( n \equiv 2 \mod 3 \) is analogous, referring to Fig. 5(b) and (e).

**Theorem 2.** For every \( n \geq 6 \) such that \( n \equiv 0 \mod 3 \), we have \( F(n) \leq n - 1 \).

**Proof.** The proof is similar to the proof of Theorem 1.

We use the packing of Fig. 5(c) as the base for the case \( n \equiv 0 \mod 6 \), and the packing of Fig. 5(f) as the base for the case \( n \equiv 3 \mod 6 \).

Then, we can obtain a stable packing for the \((n + 6) \times (n + 6)\) box from a packing for the \(n \times n\) box by adding six pieces: insert three pieces with \(L\)-direction in the middle of the left slope and insert three pieces with \(R\)-direction in the middle of the right slope. Similarly, we can obtain a stable packing for the \(6 \times 6\) box consisting of five pieces from a packing for the \(12 \times 12\) (Fig. 5(c)) box by removing six pieces: remove three pieces with \(L\)-direction on the left slope and three pieces with \(R\)-direction on the right slope. A packing for the \(9 \times 9\) box consisting of eight pieces can be obtained from the packing for the \(15 \times 15\) box (Fig. 5(f)) in a similar way. This suffices to prove the theorem.

### 4. Lower Bound

In this section, we give the lower bound on \( F(n) \), proving that the upper bound shown in Theorem 1 is exactly tight.

**Theorem 3.** For every \( n \geq 4 \), we have \( F(n) \geq \frac{7}{3}n - 1 \).

Since \( F(n) \) takes only an integer, the upper bounds in Theorem 1 and the lower bound in Theorem 3 are shown to be identical.

**Corollary 4.** For every \( n \geq 4 \) such that \( n \equiv 0 \mod 3 \), we have \( F(n) = \left\lfloor \frac{2n}{3} \right\rfloor \).

The rest of this section is devoted to the proof of Theorem 3. Roughly speaking, we will show that, given any stable packing, we can always pick a set of pieces of size \( \geq 2n/3 - 1 \) from the packing by applying an appropriate procedure.

#### 4.1 Preparation

Consider a stable packing \( P_n \) for an \( n \times n \) box. Let \( W_l \) denote the left vertical boundary of the box. Similarly, let \( W_r, W_d, \) and \( W_u \) denote the right vertical, the bottom horizontal, and the top horizontal boundary of the box.

We introduce an algorithm that defines a “backbone” set \( \mathcal{P} \) of pieces for a given packing \( P_n \). See Algorithm 1. In what follows, we verify that Algorithm 1 surely halts and outputs a set \( \mathcal{P} \) for any stable packing. Note that every piece
Algorithm 1 Select a set of pieces from any stable packing

1: procedure Select($P_n$)
2: Pick an arbitrary piece in $P_n$ that touches $W_i$.
3: Designate the picked piece as $p_1$.
4: $m := 1$
5: while $p_m$ does not touch $W_i$ do
6: Pick an arbitrary piece that touches $p_m$ from the right.
7: $m := m + 1$
8: Designate the picked piece as $p_m$.
9: end while
10: $P_{m+} := \{p_1, \ldots, p_m\}$.
11: Pick an arbitrary piece that touches $W_d$.
12: Designate this picked piece as $p'$.
13: if $p' \notin P_{m+}$ then
14: $m := m + 1$
15: $p_m := p'$
16: end if
17: $p'' := p'$
18: while $p''$ does not touch $W_d$ do
19: Pick an arbitrary piece that touches $p''$ from above.
20: Designate this picked piece as $p'$.
21: if $p' \notin P_{m+}$ then
22: $m := m + 1$
23: $p_m := p'$
24: end if
25: $p'' := p'$
26: end while
27: $P := \{p_1, \ldots, p_m\}$
28: output $P$ and $P_{l-r}$.
29: end procedure

In a stable packing must touch another piece or a boundary of the box in order to avoid sliding. For $m’ = 1, 2, \ldots$, let $x(m’)$ denote the maximum value of the $x$-coordinate of a cell occupied by $p_{m’}$ designated in line 8 (or in line 3 for $m’ = 1$). Because every piece with the shape of T-tetromino is touched from right, $x(m’)$ has the following properties: first, $x(m’)$ is a monotonically non-decreasing function; second, if $x(m’ + 1) - x(m’)=0$, then $x(m’ + 2) - x(m’ + 1) \geq 1$. These two properties imply that $x(m) = n$ for some $m$ with $m \leq 2n$. This guarantees that the first while loop in Algorithm 1 will eventually be terminated. $P_{l-r}$ (in line 10) is a sequence of picked pieces in line between $W_i$ and $W_r$. A similar argument also shows the termination of the second while loop in the algorithm. This suffices to show that Algorithm 1 halts for any stable packing. We should note that Algorithm 1 surely outputs a set $P$ since every piece in a stable packing must touch another piece or a boundary of the box in order to avoid sliding.

An example of a stable packing and the corresponding output of Algorithm 1 is illustrated in Fig. 6. In this example, the algorithm outputs the set $\mathcal{P}$ of nine pieces labeled 1 to 9 and the set $P_{l-r}$ is consisting of five pieces labeled 1 to 5 in Fig. 6.

The following definition is the key to our analysis.

Definition 5. For a set of pieces $\mathcal{P}$ placed in an $n \times n$ box and for $i \in [n]$, we say that the $i$-th column ($i$-th row, respectively) is marked if a cell with the $x$-coordinate $i$ ($y$-coordinate $i$, respectively) is occupied by some piece in $\mathcal{P}$.

It is obvious that $P_n$ with a stable packing marks all columns and rows. Suppose that $\mathcal{P} = \{p_1, \ldots, p_m\}$ is an output of Algorithm 1. It is clear that $\mathcal{P}$ marks all columns and rows. For each $k \leq m$, let $M(k)$ denote the total number of rows and columns that are marked by $\{p_1, \ldots, p_k\}$.

For example, the piece labeled 1 in Fig. 6(b) marks the fifth, sixth, and seventh rows and the first and second columns, and thus $M(1) = 5$.

We define $Q_4$, $Q_3$, and $Q_{\leq 2}$ as follows:

$Q_4 := \{ p_k \mid k \in [\mathcal{P}] \setminus \{1\}, M(k) - M(k - 1) = 4 \}$,
$Q_3 := \{ p_k \mid k \in [\mathcal{P}] \setminus \{1\}, M(k) - M(k - 1) = 3 \}$,
$Q_{\leq 2} := \{ p_k \mid k \in [\mathcal{P}] \setminus \{1\}, M(k) - M(k - 1) \leq 2 \}$.

By the definition, it is obvious that $M(m) = 2n$ and that $\mathcal{P} = Q_4 \cup Q_3 \cup Q_{\leq 2} \cup \{ p_1 \}$.

4.2 Analysis of $P_{l-r}$ of $\mathcal{P}$

Given a set $P_{l-r}$ of pieces and $k \in [[P_{l-r}]]$, let $G_{\text{max},y}(k)$ and $G_{\text{min},y}(k)$ be the maximum and minimum values of the $y$-coordinate marked by the first $k$-th pieces of $P_{l-r}$. Similarly, let $G_{\text{max},x}(k)$ be the maximum value of the $x$-coordinate marked by the first $k$-th pieces of $P_{l-r}$.

For $k \in [[P_{l-r}]]$, let $H_{\text{max},y}(k)$ and $H_{\text{min},y}(k)$ be the maximum and minimum values of the $y$-coordinate of a cell occupied by the $k$-th piece in $P_{l-r}$. Similarly, let $H_{\text{max},x}(k)$ be the minimum value of the $x$-coordinate of a cell occupied by the $k$-th piece in $P_{l-r}$.

In addition, we define $X(k)$, $Y_{\text{max}}(k)$ and $Y_{\text{min}}(k)$ as follows:

$X(k) = G_{\text{max},x}(k) - G_{\text{max},x}(k - 1)$,
$Y_{\text{max}}(k) = G_{\text{max},y}(k) - G_{\text{min},y}(k - 1)$,
$Y_{\text{min}}(k) = G_{\text{min},y}(k - 1) - G_{\text{min},y}(k)$,

where $X(k)$, $Y_{\text{max}}(k)$, and $Y_{\text{min}}(k)$ are undefined when $k = 1$. According to the definitions of these functions and Algorithm 1, we have the following:

\begin{equation}
0 \leq X(k) \leq 3,
0 \leq Y_{\text{max}}(k) \leq 2,
0 \leq Y_{\text{min}}(k) \leq 2,
Y_{\text{max}}(k) \cdot Y_{\text{min}}(k) = 0.
\end{equation}
We call the cell \((G_{\text{max},s}(k), G_{\text{max},g}(k))\) the \(k\)-th top corner. Also, we call the cell \((G_{\text{max},b}(k), G_{\text{min},g}(k))\) the \(k\)-th bottom corner. We refer to a top corner or a bottom corner as a corner. We say that the \(k\)-th top corner (or similarly, \(k\)-th bottom corner) is filled if it is occupied by the \(k\)-th piece in \(P_{t-r}\).

We introduce two types of 0/1 variables:

\[
\{ s_{\text{max}}[k] \mid k \in |P_{t-r}| \},
\]

and

\[
\{ s_{\text{min}}[k] \mid k \in |P_{t-r}| \}.
\]

The variable \(s_{\text{max}}[k]\) takes the value 1 if and only if the \(k\)-th top corner is filled. Similarly, the variable \(s_{\text{min}}[k]\) takes the value 1 if and only if the \(k\)-th bottom corner is filled.

The following lemma says that every piece in \(Q_4\) must be picked in the first while loop in Algorithm 1.

**Lemma 6.** \(Q_4 \subset P_{t-r}\).

**Proof.** The proof is immediate by seeing that every piece picked in the second while loop (in lines 18–26) in Algorithm 1 can mark only rows since all columns have been marked during the first while loop (in lines 5–9).

The following lemma says that \(p_k \in Q_4\) fills neither the \(k\)-th top nor bottom corner. In addition, \(p_k \in Q_4\) touches \(p_{k-1}\) that fills the \((k-1)\)-th top or bottom corner.

**Lemma 7.** For every integer \(k\) such that \(2 \leq k \leq |P_{t-r}|\), if \(p_k \in Q_4\), then \(s_{\text{max}}[k] = 0, s_{\text{min}}[k] = 0, \) and either \(s_{\text{max}}[k-1] = 1\) or \(s_{\text{min}}[k-1] = 1\).

**Proof.** Suppose that \(p_k \in Q_4\). This means that

\[X(k) + Y_{\text{max}}(k) + Y_{\text{min}}(k) = 4.
\]

By Eq. (1), there are four possibilities for the values of \(X(k), Y_{\text{max}}(k),\) and \(Y_{\text{min}}(k)\).

\[
\begin{align*}
\text{Case I:} & \quad \begin{cases} X(k) = 3 \\
Y_{\text{max}}(k) = 1 \\
Y_{\text{min}}(k) = 0 \end{cases} \\
\text{Case II:} & \quad \begin{cases} X(k) = 3 \\
Y_{\text{max}}(k) = 0 \\
Y_{\text{min}}(k) = 1 \end{cases} \\
\text{Case III:} & \quad \begin{cases} X(k) = 2 \\
Y_{\text{max}}(k) = 2 \\
Y_{\text{min}}(k) = 0 \end{cases} \\
\text{Case IV:} & \quad \begin{cases} X(k) = 2 \\
Y_{\text{max}}(k) = 0 \\
Y_{\text{min}}(k) = 2 \end{cases}
\end{align*}
\]

**Case I.** The situation of this case is illustrated in Fig. 7. Since \(X(k) = 3\) and \(Y_{\text{max}}(k) = 1\), the piece \(p_k\) is with \(U\)-direction and the piece \(p_{k-1}\) fills the \((k-1)\)-th top corner. This implies that \(s_{\text{max}}[k] = 0\) and \(s_{\text{max}}[k-1] = 1\).

It remains to show that \(s_{\text{min}}[k] = 0\). To this purpose, it is sufficient to show that \(H_{\text{min},g}(k) - G_{\text{min},g}(k) \geq 1\). In this case, we have

\[H_{\text{min},g}(k) = G_{\text{max},g}(k-1).
\]

This can be verified as follows.

\[
H_{\text{min},g}(k) - G_{\text{min},g}(k) \\
\geq G_{\text{max},g}(k-1) - G_{\text{min},g}(k) \\
= G_{\text{max},g}(k-1) - G_{\text{min},g}(k-1) \geq 1.
\]

**Case II.** This case is “upside down” to Case I, and can be verified analogously.

**Cases III and IV.** In these cases, we can easily verify that the piece \(p_k\) is with \(R\)-direction. The rest of the proof is similar to the proof for Case I.

The next lemma says that if \(p_k \in Q_3\) and the \((k-1)\)-th top and bottom corners are not filled, then the \(k\)-th top and bottom corners are not filled as well.

**Lemma 8.** For every integer \(k\) such that \(2 \leq k \leq |P_{t-r}|\), if \(p_k \in Q_3\), \(s_{\text{max}}[k-1] = 0,\) and \(s_{\text{min}}[k-1] = 0,\) then \(s_{\text{max}}[k] = 0\) and \(s_{\text{min}}[k] = 0.\)

**Proof.** Suppose that \(p_k \in Q_3,\) which means that

\[X(k) + Y_{\text{max}}(k) + Y_{\text{min}}(k) = 3.
\]

Suppose also that \(s_{\text{max}}[k-1] = 0\) and \(s_{\text{min}}[k-1] = 0\). Then, by Eq. (1), the values of \(X(k), Y_{\text{max}}(k),\) and \(Y_{\text{min}}(k)\) are one of the following five cases.

\[
\begin{align*}
\text{Case I:} & \quad \begin{cases} X(k) = 3 \\
Y_{\text{max}}(k) = 0 \\
Y_{\text{min}}(k) = 0 \end{cases} \\
\text{Case II:} & \quad \begin{cases} X(k) = 2 \\
Y_{\text{max}}(k) = 1 \\
Y_{\text{min}}(k) = 1 \end{cases} \\
\text{Case III:} & \quad \begin{cases} X(k) = 2 \\
Y_{\text{max}}(k) = 0 \\
Y_{\text{min}}(k) = 2 \end{cases} \\
\text{Case IV:} & \quad \begin{cases} X(k) = 1 \\
Y_{\text{max}}(k) = 0 \\
Y_{\text{min}}(k) = 2 \end{cases} \\
\text{Case V:} & \quad \begin{cases} X(k) = 1 \\
Y_{\text{max}}(k) = 0 \\
Y_{\text{min}}(k) = 2 \end{cases}
\end{align*}
\]

**Case I.** Since \(X(k) = 3,\) the direction of the piece \(p_k\) is \(U\) or \(D.\) If \(p_k\) is \(U\)-direction, then \(s_{\text{max}}[k] = 0\) is obviously true. Then, we have

\[H_{\text{min},g}(k) - G_{\text{min},g}(k) \geq 1.
\]

This implies that \(s_{\text{min}}[k] = 0.\)

If \(p_k\) is \(D\)-direction, then this is “upside down” to the
4.3 Proof of the Main Theorem

Lemma 10 says that each piece in an output \( \mathcal{P} \) of Algorithm 1 marks at most (about) three rows or columns on average. By combining this with the fact that the total number of marked rows or columns is \( 2n \), we obtain a desired lower bound of (roughly) \( 2n/3 \).

Let us see the formal proof of the main theorem.

**Proof of Theorem 3.** Fix an integer \( n \geq 4 \) and a stable packing \( P_n \) for an \( n \times n \) box. We obtain \( \mathcal{P} \) by applying Algorithm 1 for \( P_n \), and then define \( Q_4 \), \( Q_3 \), and \( Q_{\leq 2} \).

By the definition, we have \( |\mathcal{P}| = |Q_4| + |Q_3| + |Q_{\leq 2}| + 1. \) We can bound \( M(|\mathcal{P}|) \) from above by

\[
M(|\mathcal{P}|) \leq 4|Q_4| + 3|Q_3| + 2|Q_{\leq 2}| + 5 \cdot 1
= 3(|Q_4| + |Q_3| + |Q_{\leq 2}| + 1)
+ (|Q_4| - |Q_{\leq 2}|) + 2
= 3|\mathcal{P}| + (2 + |Q_4| - |Q_{\leq 2}|).
\]

By recalling that \( M(|\mathcal{P}|) = 2n \), this is equivalent to

\[
\frac{2}{3} n - \frac{2}{3} + \frac{|Q_4| - |Q_{\leq 2}|}{3} \leq |\mathcal{P}|.
\]

By applying Lemma 10, we have

\[
\frac{2}{3} n - 1 \leq |\mathcal{P}| \leq F(n),
\]

which completes the proof of the theorem. \( \square \)

5. Concluding Remarks

In this paper, we investigated the anti-slide packings for a square box of side length \( n \) using T-tetrominoes andproved that the number of pieces in a sparsest packing solution \( F(n) = \lfloor 2n/3 \rfloor \) when \( n \neq 0 \) (mod 3) and \( 2n/3 - 1 \leq F(n) \leq n-1 \) when \( n \equiv 0 \) (mod 3). There is still a substantial gap between the upper and lower bounds for the case that the side length is divisible by 3. We believe that the upper bound is in fact tight, although we have not succeeded in proving this.

One may wonder whether a diagonal packing would be possible even for the case \( n \equiv 0 \) (mod 3). However, a simple observation of the packings shown in Fig. 5 reveals that this is not the case. We can observe that, for every \( k = 1, 2, \ldots \), the sum of the largest \( x \)-coordinate and the largest \( y \)-coordinate of a cell occupied by the \( k \)-th piece, counting from the bottom left corner, in a diagonal packing is not divisible by 3. We conjecture that an extra \( n/3 \) pieces are needed to prevent all of these pieces from sliding. To show this formally would be an interesting future work.
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