A new class of chimeras in locally coupled oscillators with small-amplitude, high-frequency asynchrony and large-amplitude, low-frequency synchrony
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Chimeras are surprising yet important states in which domains of decoherent (asynchronous) and coherent (synchronous) oscillations co-exist. In this article, we report on the discovery of a new class of chimeras, called mixed-amplitude chimera states, in which the structures, amplitudes, and frequencies of the oscillations differ substantially in the decoherent and coherent regions. These mixed-amplitude chimeras exhibit domains of decoherent small-amplitude oscillations (phase waves) coexisting with domains of stable and coherent large-amplitude or mixed-mode oscillations. They are observed in a prototypical bistable partial differential equation with spatially homogeneous kinetics and purely local, isotropic diffusion. New bifurcations are identified in which the mixed-amplitude chimeras emerge from, or are annihilated in, common large-amplitude solutions. Also, key singularities, folded nodes and folded saddles, arising commonly in multi-scale, bistable systems play important roles, and these have not previously been studied in systems with chimeras. The discovery of these mixed-amplitude chimeras is an important advance for understanding some processes in neuroscience, pattern formation, and physics which involve both small-amplitude and large-amplitude oscillations. It may also be of use for understanding some aspects of EEG recordings from animals that exhibit unihemispheric slow-wave sleep.

A striking phenomenon in pattern formation occurs when groups of identical oscillators exhibit domains of decoherent oscillations coexisting with complementary domains of coherent dynamics. These states are known as chimera states, named after animals from Greek mythology, which have body parts from different known animals. However, unlike the mythological beasts, chimera states arise ubiquitously in many areas of physics, chemistry, neuroscience, and engineering. This article reports on the discovery of a completely new class of chimeras. The structures, amplitudes, and frequencies of the oscillations differ substantially in the decoherent and coherent domains. Underlying these chimeras are folded singularities, which are well-known to be generating mechanisms for complex oscillatory dynamics. The discovery of this new class of chimeras was made on a proto-typical bistable partial differential equation. These new chimeras have the potential to make useful applications, including to unihemispheric slow wave sleep, during which the sleeping cerebral hemisphere exhibits synchronous high-amplitude, low-frequency rhythms characteristic of sleep, while the other hemisphere displays the decoherent low-amplitude, high-frequency rhythms characteristic of wakefulness.

I. INTRODUCTION

Discovered in rings of identical phase oscillators\cite{112}, chimera states are fascinating patterns which exhibit co-existing domains of decoherent (asynchronous) and coherent (synchronous) oscillations. They occur broadly in models and experiments in physics, neuroscience, chemistry, and biology, including in systems of coupled oscillators, integro-differential equations, and partial differential equations\cite{18,20,24}. Coupling of the identical systems may be non-local, global, local, or via delay or noise. Reviews and classifications are given in Refs. 18, 20 and 24.

In this article, we report on a new class of chimeras – mixed-amplitude chimeras – which exhibit regions of decoherent small-amplitude oscillations (SAOs) and complementary regions of coherent large-amplitude relaxation oscillations (LAOs) or coherent mixed-mode oscillations (MMOs). (The latter are combinations of LAOs and SAOs\cite{30,34}.) The decoherent and coherent dynamics differ qualitatively and quantitatively, with amplitudes separated by at least one order of magnitude and frequencies widely separated. The SAOs are phase waves of high frequency, whereas the LAOs and MMOs jump between distinct states and are of low frequency.

The existence of mixed-amplitude chimeras is surprising, since the LAOs and MMOs are robust states in bistable systems. Also, as shown here, in parameter regimes adjacent to the chimera regime large-amplitude states invade the SAO regions, pushing out the decoherent SAOs there. Hence, the discovery that decoherent SAOs can coexist with coherent LAOs and MMOs is of substantial scientific interest.

Along with the minimal chimeras observed in a pair
of symmetrically-coupled Langvél-Epstein oscillators, these mixed-amplitude chimeras are the first observations of chimeras in which the structures, amplitudes, and frequencies of the oscillations differ by orders of magnitude in the decoherent and coherent regions.

In addition, the new chimeras will be important for applications. Many bistable systems robustly exhibit SAOs, LAOs, and MMOs. See for example Refs. 30-49 Among these, models of various brain rhythms, cardiac rhythms, chemical waves, cell cycle transitions, and cell signaling with positive-feedback loops, share structural features of the model here. In particular, it is shown here that a pair of folded singularities, known as folded nodes and folded saddles, which arise in systems exhibiting MMOs, are important mechanisms responsible for creating the mixed-amplitude chimeras.

Also, a prominent application for which chimeras have been suggested as suitable models is unihemispheric slow-wave sleep (USWS). In certain aquatic mammals and birds, one cerebral hemisphere sleeps and the other remains awake. This is illustrated by EEG recordings from bottlenose dolphins during USWS in which one hemisphere exhibits synchronous high-amplitude, low-frequency oscillations characteristic of sleep, whilst the other shows desynchronized low-amplitude, high-frequency oscillations characteristic of wakefulness. We find here that the main properties of mixed-amplitude chimeras, with co-existing regions of coherent LAOs and MMOs and regions of decoherent SAOs are similar, at least in broad strokes. Of course, this is still far from establishling a possible role for mixed-amplitude chimeras in USWS. Instead, the existence of mixed-amplitude chimeras at least demonstrates that chimeras are relevant when the amplitudes and frequencies of the coherent and decoherent oscillations are widely different, something that has not been accounted for by the existing examples and theory of chimeras. Moreover, the mechanisms responsible for creating the mixed-amplitude chimeras (namely, the folded singularities of bistable systems) can be robust to small heterogeneities.

This article is organized as follows. In Section II we study the prototypical bistable PDE with spatially-homogeneous reaction terms and purely local, isotropic diffusion, on which the mixed-amplitude chimeras were discovered. Also, we present the main dynamical properties and bifurcations of these chimeras. In Section III we analyze the folded singularities which are the mechanisms responsible for allowing the identical oscillators to exhibit both the decoherent SAOs and the coherent MMOs, i.e., the mechanisms responsible for the creation of the mixed-amplitude chimeras. In Section IV the regions of SAO dynamics are examined in more detail, and it is reported that the recently-discovered phenomenon of delayed Hopf bifurcations plays an important role. In Section V we study the bifurcation of these chimeras to a new type of pattern which consists of co-existing regions of coherent MMOs and coherent SAOs. Conclusions and discussion are presented in Section VI Finally, Section VII contains some open questions.

II. MIXED-AMPLITUDE CHIMERAS IN A PROTOTYPICAL BISTABLE PDE

The new mixed-amplitude chimera states are presented for a canonical multi-scale bistable PDE: the forced van der Pol equation with local diffusion

\[
\begin{align*}
    u_t &= v - u^2 - \frac{1}{3} u^3 + Du_{xx} \\
    v_t &= \varepsilon (a - u - b \cos \theta) + D_v v_{xx} \\
    \theta_t &= \varepsilon \omega.
\end{align*}
\]

The activator (or voltage) \(u\) is fast, with bistable nullclines. The inhibitor (or recovery) \(v\) is slow, and \(0 < \varepsilon \ll 1\) measures the scale separation in the reaction terms, as is common in bistable systems. The excitation threshold \(a\), forcing amplitude \(b\), frequency \(\omega\), and diffusivities \(D_u\) and \(D_v\) are spatially homogeneous, so that the kinetics and diffusion are identical and purely local at each point \(x \in [0,1]\). The boundary conditions are zero flux. Also, \(\omega = 1\) unless stated otherwise so that the forcing period is \(T = 2\pi\). The numerical methods and typical choices of initial data are described in the Appendix.

FIG. 1. Mixed-amplitude chimeras of \(1\). Coherent MMOs (red regions, followed by navy blue shades) occur at random points and random times. All of the other regions exhibit decoherent SAOs (medium blue). Here, \(a = -0.001, b = 0.005, \varepsilon = 0.01\). (a) \((D_u, D_v) = (0.45, 4) \cdot (\Delta x)^2\), (b) \((D_u, D_v) = (1.1, 11) \cdot (\Delta x)^2\). Contour lines at \(u = \pm 2.5\sqrt{\varepsilon}\).

The mixed-amplitude chimeras of \(1\) exhibit coexisting regions of decoherent SAOs and coherent MMOs. The SAOs are classical phase waves about the depolarized state \((u = 0)\). Diffusion decoheres them. The MMOs consist of coherent LAOs between the hyperpolarized state (near \(u = -3\)) and depolarized state, alternating with coherent SAOs. The MMOs occur either at random points and times (Fig. I) or at fixed locations and time-periodically (Fig. 2), depending on \((D_u, D_v)\).

These mixed-amplitude chimeras are breathing, turbulent chimeras in the classification scheme presented in
Ref. 20 The spatial correlation $g_0(t) = \int_0^\delta g(|\tilde{D}|, t) d|\tilde{D}|$ was measured. Here, $g$ is the normalized probability density of $|\tilde{D}|$, where $\tilde{D} = (\Delta x)^2 D$ is the scaled discrete Laplacian, $\delta = 0.01D_m$ is the threshold below which the profile is regarded as coherent, and $D_m$ is the absolute maximal curvature. For (a), $g_0(t)$ exhibits a pair of fast jumps (one up and one down) for each spatially coherent MMO. See Fig. 3(a). Moreover, these pairs of fast jumps occur at random times for the chimeras in Fig. 1 and time-periodically for those in Fig. 2 (see Fig. 3(a)). Moreover, between jumps, $g_0(t)$ fluctuates randomly, due to the decoherent SAOs, remaining well inside the interval (0, 1), Hence, the solution is a breathing, turbulent chimera.

The temporal correlation $h_0 = \int_0^\delta h(|\rho|) d|\rho|$ of Ref. 21 was also measured. Here, $\rho_{ij}$ is the correlation coefficient for the time series at $x_i$ and $x_j$, and $h$ is the probability distribution function of $|\rho|$. We find that, over large times, $h_0$ converges to zero when the MMO clusters occur randomly. This is consistent with the observations that the positions of the coherent clusters change in time. In contrast, for the chimeras in which the coherent MMO clusters are fixed in space, we find that $h_0$ is a non-zero constant inside (0, 1). See Fig. 3(a).

The mixed-amplitude chimeras of (1) are observed robustly where $D_u$ is sufficiently less than $D_v$; see Fig. 4. The typical chimeras (marked by red circles) have coherent MMOs which occur at random points and at random times, with decoherent SAOs in all other regions, just like the chimeras shown in Fig. 1. There are also wedges in the $D_u - D_v$ parameter space in which the chimeras have coherent MMOs that are time-periodic and spatially fixed (blue circles), examples of which are given by the chimeras shown in Fig. 2. Moreover, in all of these chimeras, the decoherent SAOs occupy an increasing portion of [0, 1] as $D_u$ decreases, within this regime.

At the right edge of the mixed-amplitude chimeras regime in Fig. 4, the chimeras bifurcate to spatially-uniform, time-periodic MMOs (Fig. 5(a)) and to trigger waves (Fig. 5(b)). Here, $D_u$ is no longer small enough relative to $D_v$. The SAO regions are displaced (in part or entirely) by MMOs and trigger waves. The trigger wave patterns, such as in Fig. 5(b), can exhibit annihilation points where pairs of traveling waves of MMOs moving...
in opposite directions collide and eliminate each other in the interior of the spatial domain. This annihilation event is typically followed some time later by a nucleation point at the same spatial location where a pair a trigger waves emerge and radiate away from the nucleation point in opposite directions.

Further, we observe that the presence of the spatially coherent MMOs and trigger waves in this parameter regime immediately adjacent to the regime of mixed-amplitude chimeras makes the existence of these chimeras all the more striking. In mixed-amplitude chimeras, the decoherent SAOs resist the invasion of the stable LAO/MMOs.

At the left edge of the mixed-amplitude chimera regime in Fig. 4, the chimeras bifurcate from sharp-interface solutions. As shown in Fig. 5(c), these sharp interface solutions have steep jumps at fixed locations connecting the depolarized and hyperpolarized states. Then, on the spatial intervals between the jumps, these solutions exhibit time-periodic SAOs.

III. FOLDED SINGULARITIES AS A MECHANISM FOR MIXED-AMPLITUDE CHIMERAS

A distinct mechanism, structurally different from that in known chimeras, is at the heart of the mixed-amplitude chimeras. There is a pair of commonly-occurring singularities, known as folded nodes (FNs) and folded saddles (FSs), in the kinetics of bistable PDEs. These singularities arise naturally in the van der Pol oscillator and in neuroscience, physics, chemistry, and electrical engineering models.

The FNs and FSs lie on a fold curve between attracting and repelling sheets of the slow manifold. For (1), they are located at the points \( \theta_{N,S} \), where \( a + b \cos(\theta_{N,S}) = 0 \), for all \( 0 < |a| < b \), as may be calculated from the ODE consisting of the reaction terms in (1), see Refs. 64 and 77. See Fig. 6.

In the decoherent regions, the time traces of the SAOs are observed to pass through neighbourhoods of FNs and FSs in alternation, Fig. 6(a,b). Near a FN, the SAOs are centred on its weak canard branch. The time traces approach the next FS, the SAOs are centred about its faux canard branch. The weak and faux canards (approximated by the green curves) lie \( O(b) \)-close to the fold curve, as expected from the ODEs. In the passage from an FN to an FS and then through a neighbourhood of the FS, the amplitude grows until there is an excursion (near the repelling branch of the slow manifold), into the funnel region (gray) of the next FN. Hence, the time trace enters the neighbourhood of the next FN, since the funnels are basins of attraction for the FNs, and there it has further SAOs about the weak canard of that FN.

In the coherent region(s), the time traces are seen to be MMOs induced by the canards of the folded singularities (Fig. 6(c,d)). The SAO segments of these MMOs are also about the FN weak canard. However, here, after passage near a FN, there is a large-amplitude excursion toward the lower attracting sheet of the slow manifold. Subsequently, the traces crawl along this sheet until they reach the lower fold curve, where they jump back to the upper sheet and into the funnel of the next FN, and the cycle repeats. (The funnel is enclosed by the true canard (magenta) of the FN, the strong canard (cyan) of the FN, and the fold curve.)

These MMOs remain spatially coherent in the presence of diffusion, due to the LAOs.

Overall, we find that there is a robust zone— which we
Hence, mixed-amplitude chimeras are robust in (1).

In the decoherent SAO regions, the time traces oscillate about the weak canards of the FNs (blue dots) and the faux canards of the FSs (red dots), near the attracting (upper) sheet and repelling (middle) sheet of the slow manifold. In the coherent MMO regions, the time traces also have LAOs down to the lower branch of the attracting slow manifold.

FIG. 7. Mixed-amplitude chimeras of (1) are robust in the goldilocks zone (gold) of the ($\omega, a$) plane. It sits in the middle of the MMO region, which is enclosed by $a = a_\epsilon(\epsilon) \pm \frac{b}{\sqrt{3}} e^{-\epsilon \omega^2/2}$, i.e., by the saddle-node bifurcations of the FN and FS canards. For the classical van der Pol equation, $a_\epsilon(\epsilon) = -\frac{\epsilon}{8} - \frac{3}{4} \epsilon^2 + O(\epsilon^3)$. This rescaling focuses on the dynamics in the neighborhood of a FN-FS pair. This local model consists of a fast-slow system, with $(u_2, v_2)$ as the fast variables and $\theta_2$ as the slow variable.

We rectify the critical manifold to the $\theta_2$-axis using $\bar{u}_2 = u_2 + \mu$ and $\bar{v}_2 = v_2 - \mu^2$, where $\mu = -\alpha_2 + \frac{2}{3} \epsilon \theta_2$. Also, we switch to the complex coordinates $z = \bar{u}_2 + i \bar{v}_2$ and $\bar{z} = \bar{u}_2 - i \bar{v}_2$, which are more natural variables for studying the slow passage through a Hopf bifurcation. Hence, (1) is locally equivalent to

$$\begin{align*}
\frac{d z}{d \tau} &= \left[ \frac{\mu - i \mu}{\mu + i} \right] z - Q \begin{bmatrix} 1 \\ 1 \end{bmatrix} + \begin{bmatrix} d_+ & d_- \\ d_- & d_+ \end{bmatrix} \begin{bmatrix} z \\ \bar{z} \end{bmatrix}_{xx}, \\
\mu_\tau &= \frac{\epsilon}{8} \omega \sqrt{2b(\mu + \alpha_2)},
\end{align*}$$

where $Q = \frac{1}{4}(z + \bar{z})^2$ and $d_\pm = \frac{1}{2}(d_u \pm d_v)$. The origin

IV. DELAYED HOPF BIFURCATIONS UNDERLIE THE DECOHERENT SAOS

Having presented the novel mixed-amplitude chimeras, the parameter regime in which they exist, the bifurcations in which they are created or annihilated, and the folded nodes and folded saddles which make it possible for these identical oscillators to exhibit both SAO and LAO/MMO dynamics, we next turn to a fundamental question about the SAO dynamics. Namely, what is the mechanism by which the solutions in the decoherent regions can remain close to the fold curve long enough so that they can pass through the neighbourhoods of both the FN and the FS, hence keeping the oscillation amplitudes small? This question is important, since it is expected that solutions which pass through a neighbourhood of a FN generally are repelled away from the fold curve and rapidly approach the (hyperpolarized) attracting branch of the slow manifold, resulting in large-amplitudes. It turns out, as we show here, that the SAOs in the decoherent regions can exist due to delayed passage through Hopf bifurcations (DHB). That is, DHB makes it possible for large measures of solutions to stay near the fold curve (and hence maintain small amplitude) so that they not only pass through a neighbourhood of the FN, but also stay close enough to pass through a neighbourhood of the FS and into the funnel of the next FN, so that the cycle can repeat.

To show this, we study (1) with parameters chosen so that the FN and the FS are close to $\theta = 0 \mod 2\pi$. This includes the parameters in the goldilocks zone.

First, we show that the local dynamics of (1) may be studied using two coupled CGL-type equations with a slowly-varying parameter. In particular, we rescale $u = \sqrt{\epsilon} u_2$, $v = \epsilon v_2$, $\theta = \epsilon^{1/2} \theta_2$, $\tau = \epsilon^{1/4} t$, $a = \sqrt{\epsilon} a_2$, and $D_i = \sqrt{\epsilon} D_i$ ($i = u, v$), so (1) becomes

$$\begin{align*}
u_2 &= v_2 - u_2^2 + \frac{1}{3} \epsilon \sqrt{\epsilon} v_2^3 + d_u u_2 xx, \\
\theta_2 &= -u_2 + \alpha_2 - \frac{1}{3} \epsilon \theta_2^3 + O(\epsilon^{3/2}) + d_v v_2 xx, \quad a_2 = -\frac{\epsilon}{8} - \frac{3}{4} \epsilon^2 + O(\epsilon^3).
\end{align*}$$

This rescaling focuses on the dynamics in the neighborhood of a FN-FS pair. This local model consists of a fast-slow system, with $(u_2, v_2)$ as the fast variables and $\theta_2$ as the slow variable.

The goldilocks zone shown in Fig. 7 is representative of the zones in the $(\omega, a)$ plane for a range of values of $b$. Hence, mixed-amplitude chimeras are robust in (1).
is an attracting spiral of the \((z, \bar{z})\) system for each \(\mu < 0\) and a repellor for each \(\mu > 0\).

Due to the slow growth in \(\mu\), this PDE exhibits a dynamic Hopf bifurcation at \(\mu = 0\). In particular, solutions initialised with \(\mu < 0\) do not immediately diverge from the equilibrium when \(\mu\) crosses zero and becomes positive. Instead, they remain near the repelling state for long times beyond the dynamic Hopf point (data not shown), in a delayed Hopf bifurcation (DHB). The time of the delay, past \(\mu = 0\), is \(\mathcal{O}(1)\) in the slow time, so that solutions spend long times near the repelling sheet of the slow manifold in the robust SAO regions. Moreover, these times are long enough so that the solutions can pass near a pair of FN and FS and reach the basin of attraction (funnel) of the next FN, keeping the oscillation amplitude small.

**Remark.** For this system of coupled CGL-type PDEs, the observed DHB is consistent with the recent discovery of DHB in nonlinear PDEs \(^{69,70}\), including the Hodgkin-Huxley PDE, Brusselator model, and CGL equation. See also Ref. \(^{81}\).

**Remark.** The analysis here of DHB in these PDEs was inspired by the ODE analysis in Ref. \(^{63}\). There, singularities known as Folded Saddle Nodes of Type 1 (FSN 1), which arise in bifurcations of FNs and FSs, are studied in ODEs. The analysis in Ref. \(^{63}\) shows that delayed Hopf bifurcation plays a central role in ODEs near FSN 1 bifurcations. Hence, it was natural here to examine the regime in which the FN and FS of (1) are close together, and to look for DHB also in the PDE (1).

### V. BIFURCATION TO COHERENT-COHERENT STATES

The above analyses of the folded singularities (Sec. \(^{III}\)) and of the scaling leading to the coupled CGL-type model for the local dynamics (Sec. \(^{IV}\)) also apply for larger \(b\) (relative to \(\varepsilon\)), outside the main chimera regime. With stronger forcing (larger \(b\)), the attractors also consist of regions with coherent MMOs and complementary regions of SAOs. However, we find that with larger \(b\) the pure-SAOS states are coherent in the presence of diffusion, rather than decoherent as in the mixed-amplitude chimeras. These coherent-coherent patterns are multi-mode attractors in the sense of Ref. \(^{82}\).

Examples of these multi-mode attractors, which feature coherent MMOs and coherent SAOs are shown in Fig. 8. Some of these have multiple sharp interfaces separating the regions, and others do not have any sharp interfaces. For example, in Fig. 8(b), one finds an attractor of (1) with three distinct types of regions: a region of coherent MMOs, a region in which the time traces are near the hyperpolarized state (near \(u = -3\)), and a region of coherent SAOs about the depolarized state. With the knowledge of the FNs and FSs, one can construct rich patterns.

Furthermore, in these coherent-coherent states that exist for larger \(b\), the time traces of the attractor also exhibit maximal spatiotemporal canards in the transition intervals between the two distinct states (as for example near the bulbs in Fig. 8(c)). These maximal spatiotemporal canards mediate the transitions between regions of distinct oscillatory behaviour, similar to those in Ref. \(^{82}\).

**FIG. 8.** A sample of coherent-coherent multi-mode attractors for various ratios of \(\varepsilon\) to \(b\). (a) \(\varepsilon = b = 0.005\) with \((D_u, D_v) = (0.47, 4) \cdot (\Delta x)^2\). (b) \(\varepsilon = b = 0.01\) with \((D_u, D_v) = (1.71, 9) \cdot (\Delta x)^2\). (c) \(\varepsilon = \frac{1}{4}b = 0.005\) with \((D_u, D_v) = (1.40625, 11.25) \cdot (\Delta x)^2\). (d) \(\varepsilon = \frac{1}{8}b = 0.005\) with \((D_u, D_v) = (0.325, 8) \cdot (\Delta x)^2\).

Finally, for each fixed pair of \(\varepsilon\) and \(b\), the kinetics parameter \(a\) is chosen to lie in the goldilocks zone: (a) \(a = -0.001\), (b) \(a = -0.001\), (c) \(a = -\frac{\varepsilon}{8} + \frac{1}{8}b e^{-\varepsilon \omega^2/2} \approx 0.000372503\) and (d) \(a = -\frac{\varepsilon}{8} + \frac{1}{8}b e^{-\varepsilon \omega^2/2} \approx 0.000621879\).

### VI. CONCLUSIONS AND DISCUSSION

In this article, we presented the novel class of chimeras labeled as mixed-amplitude chimeras, which consist of co-existing decoherent SAOs and coherent LAOs or MMOs. This constitutes the first observation of chimeras in PDEs in which the structures, amplitudes, and frequencies of the oscillations are widely separated in the two distinct types of regions. With the exception of Ref. \(^{27}\), these chimeras differ from the known chimeras and theory, where the amplitudes and frequencies in the coherent and decoherent regions are comparable.

These mixed-amplitude chimeras are surprising, since the coherent LAOs and MMOs have much larger amplitudes and since they are structurally stable. Moreover, in parameter regimes immediately adjacent to the chimera regime, the LAOs and MMOs are observed to invade the decoherent regions and wipe out the SAOs. Indeed, new bifurcations were also discovered in which mixed-amplitude chimeras emerge from spatially-uniform MMOs, trigger waves, and sharp-interface solutions, all of which are ubiquitous in bistable PDEs.

Initial theory has been identified for the mixed-amplitude chimeras. It was shown here that they are
generated by folded node and folded saddle singularities, common in bistable systems. Moreover, it was discovered that there is a robust goldilocks zone in which the mixed-amplitude chimeras exist, where the inter-singularity distances are simultaneously small and large enough so the decoherent SAOs and coherent MMOs can co-exist. Also, it was shown that Delayed Hopf Bifurcations in PDEs enables the existence of the SAOs in the decoherent regions.

The mixed-amplitude chimeras may have important applications in bistable systems, which are often used to model biological, chemical, and physical rhythms.

The mixed-amplitude chimeras also bear some of the hallmarks of EEG recordings taken from animals that exhibit USWS. Namely, the regions of coherent MMOs consist of large-amplitude, low-frequency activity as observed in the sleeping hemisphere, and the regions of decoherent SAOs consist of small-amplitude, high-frequency activity similar to the awake hemisphere.

The substantial contrasts in amplitudes and frequencies observed here for the mixed-amplitude chimeras of \(D_u-D_v\) are similar in some respects to the contrasts reported recently in minimal chimeras in Ref. 27. There, a two-cell model consisting of a pair of symmetrically-coupled Lengyel-Epstein ODEs is studied. The parameters are tuned near a canard point of the L-E system, with one oscillator exhibiting periodic LAOs and the other aperiodic SAOs. Moreover, the existence of new types of phase relations between coupled cells was established, distinct from the classical in-phase and anti-phase attractors in coupled fast-slow systems. Using analysis similar to that presented in this article, it can be shown that the underlying singularity in Ref. 27 is a (type III) folded saddle-node, and the parameters are in its goldilocks zone.

The mixed-amplitude chimeras introduced here are distinct from the Multi-Mode Attractors presented in Ref. 52. There, the MMAs were introduced in systems with spatially-dependent parameters. The spatially-dependent applied currents (or spatially-dependent maximal ion-channel conductivities) give rise to attractors that exhibit different modes of oscillations in different spatial regions. Hence, in the systems with MMAs, the oscillators are not all identical. In contrast, here, the reactions are all spatially homogeneous and the diffusion is purely local and isotropic, so that the oscillators at each point are identical. See also the discussion in the introductory section 1 of Ref. 52.

VII. SOME OPEN QUESTIONS

The discovery of mixed-amplitude chimeras raises a number of questions. First, it is of interest to investigate the mechanism(s) by which some of the mixed-amplitude chimeras can have coherent MMOs that occur at fixed locations in space and periodically in time. These are indicated by the blue circles in the \(D_u-D_v\) parameter plane in Fig. 4. As discussed above, these are distinct from the typical chimeras (red circles), in which the coherent MMOs occur at random points and at random times. There may be some type of resonance responsible for creating these wedges of blue circles within the sea of red circles.

Second, we ask if some of the known examples of chimeras in other systems can be continued to parameter regimes in which the structures, amplitudes, and/or frequencies of the coherent oscillations are substantially different from those of the decoherent SAOs, as is the case for the mixed-amplitude chimeras here. The known examples and theory of chimera states in coupled oscillators, integro-differential systems, and PDEs are based on the amplitude-phase method or mean-field approach, symmetry and broken symmetry analyses, and the theory of desynchronization-induced stabilization of coherent oscillations, among other important results. These methods have been used primarily to find chimeras in which the amplitudes and frequencies of the oscillations in the decoherent and coherent regions are comparable, i.e., where they do not differ by orders of magnitude. For example, the analysis used in the phase-amplitude method is premised on the fact that the oscillations in the chimera states and the states from which bifurcate have similar amplitudes and frequencies. Hence, it would of interest to explore whether any of these may be continued in parameter space so that the coherent regions exhibit LAOs and MMOs.

In the other direction, one may ask whether the new mixed-amplitude chimeras can be continued in parameter space to a regime in which the coherent oscillations are near homogeneous states (and hence purely of SAO type), instead of being MMOs or LAOs.

Third, there is a natural question about what the minimal dimension is for a system to exhibit mixed-amplitude chimeras. We recall that, in ODEs, three is the minimum number of variables necessary for MMOs. This is the case for the forced van der Pol reaction terms in \(D\). It is also the case for the Lengyel-Epstein ODEs studied in Ref. 27 where an individual L-E model has two dependent variables, and the systems studied there consist of two symmetrically-coupled L-E oscillators (i.e., four variables), or of a single L-E oscillator with some type of external forcing (i.e., three variables). Hence, the results of Ref. 27 and this article suggest that three variables in the kinetics is expected to be the minimum number needed for chimera states to exhibit co-existing regions of coherent MMOs and decoherent SAOs, such as the mixed-amplitude chimeras reported here.
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fully the multi-stable landscape of solutions, and to find other types of initial data were also used to explore more accurate initial data consists of.

The results were confirmed independently using four other methods: balanced symmetric Strang operator splitting, with (second-order) centered finite differences in space and fourth-order Runge-Kutta in time; a Chebyshev grid method that is spectral in space. All other numerical simulations were run at least for the order of the diffusion coefficients in space and fourth-order accurate in both space and time; a compact finite difference method which is fourth-order accurate in space; and, a Crank-Nicholson method, which is second-order accurate in both space and time; a compact finite difference method which is fourth-order accurate in space and fourth-order Runge-Kutta in time; a compact finite difference method that is spectral in space. All simulations were run at least for the order of the diffusive time scale, based on the smaller diffusivity. Unless stated otherwise, \( N_x = 750 \) spatial subintervals were used (\( \Delta x = \frac{1}{750} \)). Also, convergence was checked with smaller values of \( \Delta x \).

The main method used to generate initial data \((u_0(x), v_0(x))\) on \([0, 1]\) is to compute a limit cycle attractor \((\Gamma_u(t), \Gamma_v(t))\) (period \(T\)) of the kinetics ODE, and then to set \((u_0(x), v_0(x)) = (\Gamma_u \left( \frac{t}{T} \right), \Gamma_v \left( \frac{t}{T} \right))\). Typical initial data consists of \(n\) copies spread out in space, with \(\theta(t = 0) = 0\). For example, \(n = 6\) in Fig. 4.

Eight other types of initial data were also used to explore more fully the multi-stable landscape of solutions, and to find chimera states.
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