A discontinuous Galerkin coupling for nonlinear elasto-acoustics
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Inspired by medical applications of high-intensity ultrasound, we study a coupled elasto-acoustic problem with general acoustic nonlinearities of quadratic type as they arise, for example, in the Westervelt and Kuznetsov equations of nonlinear acoustics. We derive convergence rates in the energy norm of a finite element approximation to the coupled problem in a setting that involves different acoustic materials and hence jumps within material parameters. A subdomain-based discontinuous Galerkin approach realizes the acoustic-acoustic coupling of different materials. At the same time, elasto-acoustic interface conditions are used for a mutual exchange of forces between the different models. Numerical simulations back up the theoretical findings in a three-dimensional setting with academic test cases as well as in an application-oriented simulation, where the modeling of human tissue as an elastic versus an acoustic medium is compared.
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1. Introduction

This work is devoted to the numerical analysis and simulation of coupled linear elastic-nonlinear acoustic problems, which arise in a variety of medical and industrial applications of ultrasonic waves.

Coupled problems in general play an essential role in different fields of application. Starting with fluid-structure interaction (FSI), where fluid-dynamical equations like Navier-Stokes equations are coupled to equations of solid mechanics [Hou et al., 2012; Wick and Wollner, 2020], over electro/magneto-mechanical systems involving electromagnetic field equations [Kaltenbacher, 2007], to biomedical applications, such as the mathematical modeling of tumor growth and the simulation of thermo-acoustic effects [Shevchenko et al., 2012], which couple wave and heat equations. All such problems have in common at least two different models - mostly in the form of partial differential equations - that describe, for example one a fluid part, the other a solid part of the overall problem. It is then necessary to couple the individual models to a global system. Therefore different techniques can be used, for example by individual (volumetric) source terms or factors mutually depending on each other such as temperature.
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and speed of sound in [Shevchenko et al., 2012] or – in case of spatially separated model-domains with some common interface – via a coupling using Lagrange multipliers, as discussed in [Li, 1998] for a simple model-problem, or in [Flemisch et al., 2006] for an elasto-acoustic coupling. A direct exchange via boundary conditions can also be used, as discussed in [Felippa et al., 2011] in a FSI setting.

The coupled problem considered in this work is the elasto-acoustic problem, where elastic subdomains are modeled by an elastodynamic wave equation, whereas on (mostly) fluid subdomains a nonlinear acoustic wave equation is employed to model the propagation of pressure waves. The choice of the subdomain models often depends on the concrete application of interest. Therefore, different coupling of elastic and acoustic equations have been investigated in the literature. A Lagrange-multiplier approach for the coupling of a linear elastic equation and a linear undamped acoustic problem is considered in [Flemisch et al., 2006], whereas the approach of [Antonietti et al., 2020a] employs a direct exchange of forces via interface conditions.

In this work, displacement-based linear elasticity is chosen to model the elastic parts of the domain, whereas a nonlinear wave equation with a general nonlinearity of quadratic type is used for the acoustic part:

$$\frac{1}{c^2} \ddot{\psi} - \Delta \psi - \frac{b}{c^2} \Delta \dot{\psi} = \frac{1}{c^2} (k_1 \dot{\psi} \ddot{\psi} + k_2 \nabla \dot{\psi} \cdot \nabla \ddot{\psi}).$$

This equation is formulated in terms of the acoustic velocity potential $\psi = \psi(x,t)$, from which the acoustic pressure can be computed using the relation $p = \rho \dot{\psi}$, where $\rho$ is the mass density of the medium. In homogeneous media, depending on the choice of the parameters $k_1$ and $k_2$, the well-known Westervelt and Kuznetsov equations of nonlinear acoustics are obtained from (1.1) as special cases; see [Kuznetsov, 1970; Westervelt, 1963; Kaltenbacher, 2007] and Section 2 below for more details on the modeling aspects. Such wave equations model the propagation of sound waves with sufficiently high amplitudes and frequencies through thermoviscous media. The thermoviscous dissipation is reflected in the presence of the strong damping $-\frac{b}{c^2} \Delta \dot{\psi}$ in the equation. The magnitude of the parameter $b$ plays a significant role in the analysis. If $b \to 0^+$, the hyperbolic character of $\frac{1}{c^2} \ddot{\psi} - \Delta \psi$ dominates the behavior of solutions. On the other hand, if the sound diffusivity $b$ is relatively large, the parabolic character of $\frac{1}{c^2} \ddot{\psi} - \frac{b}{c^2} \Delta \dot{\psi}$ is pronounced and, in homogeneous media, one can even expect exponential decay of the energy of solutions in time; see, for example, [Mizohata and Ukai, 1993; Kaltenbacher and Lasiecka, 2009]. Thus, the presence of this strong damping will be crucial in our energy arguments.

A common medical use of high-intensity ultrasonic waves is in the non-invasive treatments of kidney stones [Lee et al., 2007] and certain types of cancer [Kennedy, 2005]. In such scenarios, high-intensity waves are generated, for example, by vibrating piezoelectric transducers [Kaltenbacher, 2007] arranged on a part of the boundary of an acoustic medium, which might, for example, be a simple pipe filled with water. Due to the shape of the transducers, the ultrasonic waves induced into the acoustic medium are focused towards the central axis of the device, increasing the pressure amplitude there even more [Kaltenbacher and Peichl, 2016; Muhr et al., 2019]. Finally, on the other end of the acoustic channel, the ultrasound waves propagate into human tissue, where they further travel towards, for example, a kidney stone or tumor. Due to the fact that the waves are focused and of high power, the waves reaching, e.g., the kidney stone have enough energy to break it apart into smaller debris, thus avoiding an open surgery for the patient; see, e.g., [Skolarikos et al., 2006].

For solving the arising partial differential equations, finite elements are our method of choice. A full discontinuous Galerkin higher-order approach has been developed in [Antonietti et al., 2020a] for the linear elasto-acoustic problem. In [Antonietti et al., 2020b], the acoustic propagation in homogeneous media without the quadratic gradient nonlinearity has been treated in a discontinuous Galerkin setting.
In Antonietti et al. [2012], the purely elastic problem has been considered using the dG approach for the coupling of different subdomains; the developed approach was termed the Discontinuous Galerkin Spectral Element Method (DGSEM).

To our best knowledge, rigorous numerical analysis of an interface coupling between linear elasticity and nonlinear acoustics has not been performed before. The available results in the literature on the numerical analysis seem to focus either on related linear coupled problems or on nonlinear (acoustic) wave propagation in homogeneous media. In particular, a priori analysis of a high-order discontinuous Galerkin method for a spatial discretization of the corresponding undamped linear problem \((b = k_1 = k_2 = 0)\) has been conducted in [Antonietti et al., 2020a]. Error analysis of the (semi-)discrete Kuznetsov equation is seemingly still an open problem. A high-order discontinuous Galerkin method for the Westervelt equation (obtained when \(k_2 = 0\) in (1.1)) in homogeneous media has been analyzed in [Antonietti et al., 2020b]. We also point out the results of [Maier, 2020], which as a particular case include rigorous analysis of the semi-discrete (based on a finite-element discretization) and fully discrete Westervelt equation in pressure form in homogeneous inviscid media, where \(b = 0\).

The hybrid approach developed in this work combines advantages of both the conforming and discontinuous Galerkin framework. Within regions of constant material properties and simple geometry we use a conforming hexahedral mesh with its - conforming as well - nodal degrees of freedom located at the Gauss–Laguerre–Lobatto points known from spectral FEM. However, in order for more flexibility concerning the meshes being used, complex, possibly non-conforming, interfaces are resolved using a DG-paradigm, which also allows us to clearly separate blocks of different material properties, resolve jumps in the coefficients precisely and refine (material) subdomains of the overall model individually to their needs.

The rest of the paper is structured as follows. In Section 2, we discuss the modeling aspects of the problem, interface conditions, and the variational formulation as well as the discrete finite element setting. Section 3 introduces the semi-discrete problem with the necessary notation for the hybrid DG-coupling approach. In Section 4, we prove stability of a linear version of the approximate problem and derive convergence rates of this numerical scheme in the energy norm, where the proof of the error-estimate is postponed to the appendix. Section 5 then presents a fixed-point argument, through which we transfer the results from the linear error estimator to the nonlinear case, under the assumption of sufficiently small data and the global mesh size. In particular, the main error estimate for the nonlinear problem is obtained in Theorem 5.3 below. Finally, Section 6 contains our 3D numerical examples that illustrate the convergence results numerically in certain academic test cases as well as in more application-oriented simulations.

2. The nonlinear elasto-acoustic problem

We begin by stating the elasto-acoustic coupled problem in its strong form. The different domains of elastic as well as acoustic media are denoted using indices motivated by medical ultrasound applications as discussed in the introduction. Nevertheless, whenever the term “excitator” or “actuator” is used one might also think of some general elastic domain \(\Omega_e \subset \mathbb{R}^d\) being coupled to some again general “fluid” domain \(\Omega_f \subset \mathbb{R}^d\) representing an acoustic medium. What is here called “tissue” domain \(\Omega_t \subset \mathbb{R}^d\) will be a domain where both an elastic or an acoustic model could be used, depending on the concrete application. We refer to Figure 1 below for a graphical representation of the individual domains and interfaces.

Throughout the paper, we assume the elastic and acoustic domains to be polygonal and convex, so that they can be discretized exactly. Furthermore, \(T > 0\) is a given fixed final time.

The coupling terms as well as the analysis of the global problem depend on the choice of the material
models. For the theoretical considerations, we restrict ourselves to the case of an acoustic model in the tissue domain. From the point of view of analysis, this is a more challenging problem since it involves a different type of interface coupling. However, our numerical experiments will deal with both situations and compare the two models in an applicational context.

**Actuator / Mechanical excitation** (elastic medium)

\[
\rho^e \ddot{u}^e + 2 \rho^e \zeta^e \dot{u}^e + \rho^e (\zeta^e)^2 u^e - \text{div}(\sigma(u^e)) = f^e, \quad \text{in } \Omega_e \times (0,T],
\]

\[u^e = 0, \quad \text{on } \Gamma_D^e \times (0,T],\]

\[(u^e, \dot{u}^e)_{t=0} = (u_0^e, \dot{u}_0^e), \quad \text{in } \Omega_e,\]

**Fluid** (acoustic medium)

\[
(c_i^f)^{-2} \ddot{\psi}^f - \Delta \psi^f - 2 \left( \frac{\rho^f}{c_i^f} \right) \Delta \psi^f = f^f(\psi^f, \dot{\psi}^f, \nabla \psi^f, \nabla \dot{\psi}^f), \quad \text{in } \Omega_i \times (0,T],
\]

\[\psi^f = 0, \quad \text{on } \Gamma_D^f \times (0,T],\]

\[(\psi^f, \dot{\psi}^f)_{t=0} = (\psi_0^f, \dot{\psi}_0^f), \quad \text{in } \Omega_i,\]

**Tissue, Option 1** (elastic medium)

\[
\rho^i \ddot{u}^i + 2 \rho^i \zeta^i \dot{u}^i + \rho^i (\zeta^i)^2 u^i - \text{div}(\sigma(u^i)) = f^i, \quad \text{in } \Omega_i \times (0,T],
\]

\[u^i = 0, \quad \text{on } \Gamma_D^i \times (0,T],\]

\[(u^i, \dot{u}^i)_{t=0} = (u_0^i, \dot{u}_0^i), \quad \text{in } \Omega_i,\]

**Tissue, Option 2** (acoustic medium)

\[
(c_i^j)^{-2} \ddot{\psi}^j - \Delta \psi^j - 2 \left( \frac{\rho^j}{c_i^j} \right) \Delta \psi^j = f^j(\psi^j, \dot{\psi}^j, \nabla \psi^j, \nabla \dot{\psi}^j), \quad \text{in } \Omega_i \times (0,T],
\]

\[\psi^j = 0, \quad \text{on } \Gamma_D^j \times (0,T],\]

\[(\psi^j, \dot{\psi}^j)_{t=0} = (\psi_0^j, \dot{\psi}_0^j), \quad \text{in } \Omega_i,\]

The acoustic right-hand side nonlinearity is defined as

\[
f^i(\dot{\psi}^i, \dot{\psi}^j, \nabla \psi^j, \nabla \dot{\psi}^j) = \frac{1}{(c_i^j)^2} \left( k_1^j (\psi^j)^2 + k_2^j |\nabla \psi^j|^2 \right)_i - \frac{2}{(c_i^j)^2} \left( k_1^j \dot{\psi}^j \psi^j + k_2^j \nabla \psi^j \cdot \nabla \dot{\psi}^j \right), \quad (2.1)
\]

where \(i \in \{e,f\}\). Here the notation \((\cdot)_i\) stands for the partial derivative with respect to time. The stress-tensor \(\sigma\) in the elastic domains is given by Hook’s law in the framework of linear elasticity as

\[
\sigma(u) = C \mathbf{e}(u) = \lambda \text{div}(u) \mathbf{I} + 2 \mu \mathbf{e}(u),
\]

where \(u\) stands for either \(u^e\) or \(u^i\). Furthermore, \(\mathbf{e}(u) = \frac{1}{2}(\nabla u + \nabla u^T)\), \(C\) is the material stiffness tensor with \(\lambda\) and \(\mu\) being the Lamé-parameters of the given material. Further, \(\zeta^e\) and \(\zeta^i\) are damping parameters. The source terms \(f^e\) and \(f^i\) denote external body forces.

**Interface coupling.** We next discuss the coupling conditions over different interfaces. We introduce

\[
\Gamma_1^{e,f} = \overline{\Gamma_e^e \cap \Gamma_f^f}
\]
as the interface between the purely elastic and purely acoustic domains. Moreover, we set

$$\Gamma^{f,t}_1 = \overline{\Omega} \cap \overline{\Omega}_t$$

as the interface between the purely acoustic domain $\Omega_t$ and the domain $\Omega_e$ for which the role of the interface will differ, but not its geometry. Finally we denote by $\mathbf{n}^i, i \in \{e,t,f\}$ the outward unit normal vector field of the respective subdomain $\Omega_i$.

**Actuator-Fluid interface.** This is an elasto-acoustic interface that prescribes a normal stress/pressure on the elastic domain given by the acoustic pressure in the fluid domain, while the acoustic particle velocity is prescribed by the displacement velocity of the elastic medium

$$\mathbf{\sigma}(\mathbf{u}^e) \cdot \mathbf{n}^e = -\rho^f \left( \psi^f + \frac{b^f}{(c^f)^2} \frac{\partial \psi^f}{\partial t} \right) \mathbf{n}^e, \quad \text{on } \Gamma^{e,f}_1 \times (0,T],$$

$$\frac{\partial \psi^f}{\partial n^e} + \frac{b^f}{(c^f)^2} \frac{\partial \psi^f}{\partial t} = -\mathbf{u}^e \cdot \mathbf{n}^e, \quad \text{on } \Gamma^{e,f}_1 \times (0,T].$$

**Fluid-Tissue interface.** The type of the interface between the fluid and tissue depends on the choice of the material model for the tissue domain $\Omega_t$.

**Option 1: Elastic tissue**

In case of an elastic material $\Omega_t$, the interface has the same structure as the actuator-fluid interface.

$$\mathbf{\sigma}(\mathbf{u}^t) \cdot \mathbf{n}^t = -\rho^t \left( \psi^t + \frac{b^t}{(c^t)^2} \frac{\partial \psi^t}{\partial t} \right) \mathbf{n}^t, \quad \text{on } \Gamma^{e,t}_1 \times (0,T],$$

$$\frac{\partial \psi^t}{\partial n^t} + \frac{b^t}{(c^t)^2} \frac{\partial \psi^t}{\partial t} = -\mathbf{u}^t \cdot \mathbf{n}^t, \quad \text{on } \Gamma^{e,t}_1 \times (0,T].$$

**Option 2: Acoustic tissue**

In case of an acoustic material $\Omega_t$, the type of the interface changes to the following transmission condition respecting jumps in the acoustic material parameters as well as enforcing continuity of the acoustic potential across the acoustic-acoustic interface in the trace sense.

$$\left( \nabla \psi^f + \frac{b^f}{(c^f)^2} \nabla \psi^f \right) \mathbf{n}^f = \left( \nabla \psi^t + \frac{b^t}{(c^t)^2} \nabla \psi^t \right) \mathbf{n}^t, \quad \text{on } \Gamma^{f,t}_1 \times (0,T],$$

$$\psi^f = \psi^t, \quad \text{on } \Gamma^{f,t}_1 \times (0,T].$$

As already discussed, we will focus on the stability and error analysis in the case of the tissue being an acoustic medium. The analysis when the tissue is elastic follows by analogous arguments, and so we omit it here. In the numerical experiments, we will extensively test both settings. We refer to Figure 1 (bottom line) for a graphical description of the two options and corresponding domain setups.

**Remark 2.1 (On the choice of the acoustic model)** Our model for acoustic propagation in media with piecewise constant coefficients can be written in the strong form on $\Omega_t$ as

$$\frac{1}{c^2(x)} \psi - \Delta \psi - \text{div} \left( \frac{b(x)}{c^2(x)} \nabla \psi \right) = \frac{1}{c^2(x)} (k_1(x) \psi + k_2(x) \nabla \psi \cdot \nabla \psi). \quad (2.2)$$
This choice of the acoustic model is in part dictated by the physical interface conditions between the elastic and acoustic domain. Simplified versions of (2.2) can be found in the nonlinear acoustics literature. In particular, equation
\[ \frac{1}{c^2(x)} \ddot{p} - \Delta p = \frac{\beta_{nl}}{\rho c^4} (p^2)_t \]
for the acoustic pressure is valid when the inhomogeneity of the medium varies in one direction; see [Hamilton and Blackstock, 1998, §5, Eq. (40)]. In such cases, it can be assumed that this weak inhomogeneity of the medium results in changes only to the speed of sound, while the other parameters remain constant. Above, $\beta_{nl}$ denotes the coefficient of nonlinearity in a given medium. Integrating with respect to time and using the relation $p = \rho \dot{\psi}$ gives
\[ \frac{1}{c^2(x)} \ddot{\psi} - \Delta \psi = \frac{\beta_{nl}}{c^4} (\dot{\psi}^2)_t. \] (2.3)
Equation (2.2) can be understood as a mathematical generalization of (2.3) that allows for a Kuznetsov-type nonlinearity and all coefficients to be piecewise constant functions.

2.1 Notation
Since in the analysis, we assume the tissue to be an acoustic medium, we can treat both the fluid and tissue as one acoustic domain with piecewise constant parameters. We thus denote this tissue-fluid acoustic region as
\[ \Omega_a = \Omega_f \cup \Omega_t. \]
The general elasto-acoustic interface $\Gamma_1^{e,a}$ and the acoustic-acoustic interface $\Gamma_1^{a,a}$ are then defined as
\[ \Gamma_1^{e,a} = \overline{\Omega_a} \cap \overline{\Omega_e}, \quad \Gamma_1^{a,a} = \overline{\Omega_t} \cap \overline{\Omega_t}. \]
We then define the parts of the boundary with homogeneous Dirichlet conditions prescribed as
\[ \Gamma_D^a = \partial \Omega_a \setminus \Gamma_1^{e,a}, \quad \Gamma_D^e = \partial \Omega_e \setminus \Gamma_1^{e,a}. \]
To facilitate the analysis, we introduce the following Hilbert spaces:
\[ H_D^1(\Omega_f) = \{ u \in H^1(\Omega_f) : u = 0 \text{ on } \Gamma_D^f \}, \]
\[ H_D^1(\Omega_e) = \{ u \in H^1(\Omega_e) : u = 0 \text{ on } \Gamma_D^e \}, \]
\[ H_D^1(\Omega_a) = \{ u \in H^1(\Omega_a) : u = 0 \text{ on } \Gamma_D^a \}, \]
where $H^1(\Omega_e)$ stands for the vector-valued version of the $H^1(\Omega_e)$ Sobolev space. By $\| \cdot \|_{\Omega_a}$ and $\| \cdot \|_{\Omega_e}$, we denote the norm in $L^2(\Omega_a)$ and $L^2(\Omega_e)$ again being the vector-valued version of $L^2(\Omega_e)$:
\[ \| \phi \|_{\Omega_a} = \left\{ \int_{\Omega_a} |\phi|^2 \, dx \right\}^{1/2}, \quad \| u \|_{\Omega_e} = \left\{ \int_{\Omega_e} |u|^2 \, dx \right\}^{1/2}. \]
Similarly, $\| \cdot \|_{\Omega_f}$ and $\| \cdot \|_{\Omega_t}$ denote the norms in $L^2(\Omega_f)$ and $L^2(\Omega_t)$, respectively.
2.2 Assumptions on the medium parameters

We assume all the medium parameters to be piecewise constant functions:

\[
\begin{align*}
&c(x) := \begin{cases} 
  c_t, & x \in \Omega_t, \\
  c_e, & x \in \Omega_e,
\end{cases} \\
&b(x) := \begin{cases} 
  b_t, & x \in \Omega_t, \\
  b_e, & x \in \Omega_e,
\end{cases} \\
k_1(x) := \begin{cases} 
  k_1^t, & x \in \Omega_t, \\
  k_1^e, & x \in \Omega_e,
\end{cases} \\
k_2(x) := \begin{cases} 
  k_2^t, & x \in \Omega_t, \\
  k_2^e, & x \in \Omega_e.
\end{cases}
\]

Furthermore, we assume that \( c_t, c_e > 0 \) and \( b_t, b_e > 0 \). As mentioned in the introduction, the presence of strong \( b \)-damping in the nonlinear acoustic equation is crucial for the validity of our error estimates. The sign of \( k \) does not play an important role in the analysis, and we can assume that \( k_i^t, k_i^e \in \mathbb{R} \) for \( i = 1, 2 \). The piecewise acoustic nonlinearity is given by

\[
f^a(\psi, \nabla \psi) := \begin{cases} 
  f^a_t(\psi_t, \nabla \psi_t, \nabla \psi_t), & x \in \Omega_t, \\
  f^a_e(\psi_e, \nabla \psi_e, \nabla \psi_e), & x \in \Omega_e.
\end{cases}
\] (2.4)

Since in the analysis we work with one elastic domain, from now on we drop the superscript \( e \) from the notation of the elastic solution and its derivatives, and use, for example, just \( u \) in place of \( u^e \). We also set \( \zeta = \zeta^e > 0 \).

The material density \( \rho \) is the only parameter appearing in both elastic and acoustic media, hence we introduce the piecewise constant function

\[
\rho(x) = \begin{cases} 
  \rho_t(x), & x \in \Omega_t, \\
  \rho_1, & x \in \Omega_e,
\end{cases}
\]

which is assumed to be positive as well.

2.3 Weak formulation

We can now introduce the bilinear form

\[
a^a : \{ \psi \in L^2(\Omega_a) : \psi|_{\Omega_e} \in H^1_D(\Omega_e), \psi|_{\Omega_t} \in H^1_D(\Omega_t) \}^2 \to \mathbb{R}
\]

as

\[
a^a(\psi, \phi) = (\nabla \psi, \nabla \phi) |_{\Omega_t} + (\nabla \psi, \nabla \phi) |_{\Omega_e},
\]

where \( \psi|_{\Omega_e} = \psi_t \) and \( \psi|_{\Omega_t} = \psi_e \). The bilinear form \( a^e : \mathbf{H}^1_D(\Omega_e) \times \mathbf{H}^1_D(\Omega_e) \to \mathbb{R} \) corresponding to the elastic medium is given by

\[
a^e(u, v) = (\mathbf{C} : \mathbf{E}(u), \mathbf{E}(v)) |_{\Omega_e}.
\]

Going forward, we assume that our problem has a solution in the following sense. Let the solution space for the displacement be given by

\[
X^e = C^1([0,T]; \mathbf{H}^1_D(\Omega_e)) \cap H^2(0,T; \mathbf{H}^s(\Omega_e)),
\]

and the solution space for the acoustic velocity potential by

\[
X^a = \{ \psi \in C^1([0,T]; H^1_D(\Omega_a)) \cap H^2(0,T; L^2(\Omega_a)) : \psi|_{\Omega_t} \in H^2(0,T; H^s(\Omega_t)) \}.
\]
where $s > 1 + d/2$, $d$ being the spatial dimension of the problem. We note that the choice of the regularity index $s$ is dictated by the nonlinear error analysis below; see Theorem 5.3 for details.

We assume that there exists $(u, \psi) \in X^e \times X^a$ such that

\[
\begin{align*}
(p^e \dddot{u}, v)_{\Omega_e} + (2p^e \xi \ddot{u}, v)_{\Omega_e} + (\rho^e \xi^2 u, v)_{\Omega_e} + a^e(u, v) \\
+ \mathcal{S}(p^f(\psi + \frac{\xi}{2} \psi), \psi) - \mathcal{S}(\phi, u) + (c^{-2} \psi, \phi)_{\Omega_e} + a^e(\psi + \frac{\xi}{2} \psi, \phi) \\
= (f^e, v)_{\Omega_e} + (f^a(\psi, \nabla \psi, \nabla \psi), \phi)_{\Omega_a}
\end{align*}
\]

for a.e. $t \in (0, T)$ and all test functions $(v, \phi) \in H^1_D(\Omega_e) \times \{ \phi \in L^2(\Omega_a) : \phi_{\Omega_a} \in H^1_D(\Omega_a), \phi_{\Omega_e} \in H^1_D(\Omega_e) \}$, supplemented by the initial conditions

\[
(u, \dot{u})|_{t=0} = (u_0, u_1), \quad (\psi, \dot{\psi})|_{t=0} = (\psi_0, \psi_1).
\]

The interface form $\mathcal{I} : H^1_D(\Omega_e) \times H^1_D(\Omega_a) \to \mathbb{R}$ above is defined as

\[
\mathcal{I}(\psi, v) = (\psi n^e, v)_{\Gamma_1^e,a}.
\]

Well-posedness of this coupled nonlinear problem appears to still be an open problem. The main difficulties in its analysis lie in the quasi-linear nature of the acoustic wave equation and the quadratic gradient nonlinearity, which, in general, requires the use of high-order energies in the analysis. However,
some results on related linear coupled and nonlinear acoustic problems can be found in the literature. In particular, well-posedness of the linear undamped version \( b = k_1 = k_2 = 0 \) of the coupled problem with \( f^a = f^a(x,t) \) is proven in [Antonietti et al., 2020a, Theorem 1.1]. Small-data global well-posedness of the Kuznetsov equation has been established in [ Mizohata and Ukai, 1993], whereas the Westervelt equation expressed in terms of the acoustic pressure has been analyzed in, for example, [Kaltenbacher and Lasiecka, 2009] and [Meyer and Wilke, 2011]. We also point out the analysis of a nonlinear elasto-acoustic problem in [Brunnhuber et al., 2014], where the acoustic field is modeled by the Westervelt equation with an additional strong nonlinear damping.

### 2.4 Discrete setting

Before introducing the semi-discrete version of the above problem, we state the assumptions on the finite element mesh used in the discretization. Each subdomain \( \Omega_e, \Omega_f, \) and \( \Omega_t \) is individually meshed in a conforming way by trilinear hexahedral Lagrange-elements, where the element-mapping for element \( \kappa \) will be denoted by

\[
F_\kappa : (-1,1)^3 \rightarrow \mathbb{R}^3, \quad F_\kappa((-1,1)^3) = \kappa.
\]

This gives rise to the subdomain-wise tessellations \( \mathcal{T}_h e, \mathcal{T}_h f, \) and \( \mathcal{T}_h t, \) where we have defined \( h_i := \max_{\kappa \in \mathcal{T}_h i} h_\kappa, \) \( i \in \{ e, f, t \}, \) and the global mesh \( \mathcal{T}_h \) with global mesh size

\[
h = \max\{h_e, h_f, h_t\}.
\]

At the interfaces the subdomain meshes do not have to match, which allows for a more flexible grid generation as well as different levels of refinement. For \( i \in \{ e, f, t \}, \) we make the following assumptions on the families \( \{ \mathcal{T}_h i \} \):

- **Shape-regularity subdomain-wise:** There exists \( \sigma_i > 0 \) such that each element \( \kappa \in \mathcal{T}_h i \) contains a ball with the radius \( \rho_\kappa \geq \frac{h_\kappa}{\sigma_i} \), where \( h_\kappa \) denotes the diameter of the element \( \kappa \).

- **Uniformity (subdomain-wise):** There exist \( \hat{\sigma}_i > 0 \), such that:

\[
\min_{\kappa \in \mathcal{T}_h i} h_\kappa \leq \hat{\sigma}_i.
\]

- **Comparability of subdomains:** There exists \( \hat{\varsigma}_i > 0 \), such that:

\[
h \leq \hat{\varsigma}_i h_i.
\]

- **Face non-degeneracy:** Let \( \kappa \in \mathcal{T}_h i \) and \( F \) be any face of \( \kappa \), then there exists some constant \( t_i \), such that:

\[
|F| \geq \frac{h_i^2}{t_i}.
\]

**Remark 2.2** We remark that the assumed face non-degeneracy is applied only subdomain-wise and does not exclude grids that are for example staggered by a length-parameter \( \varepsilon \) w.r.t. each other. The “comparability of subdomain” assumption can easily be satisfied even for individually generated sub-meshes as only the global mesh-size information needs to be exchanged.

Besides the computational domain’s volumetric tessellation, we also define the sets of mesh faces that belong to the interfaces. As mentioned before, the analysis deals with Option 2, where the tissue is an acoustic medium. Hence, we classify the interfaces into elasto-acoustic and acoustic-acoustic. To deal with meshes that are non-matching at the interfaces, we follow ideas and notation of mortar-methods and classify master and slave sides for the subdomains meeting at the interfaces; see, for example, [Brivadis et al., 2015]. In the case of the elasto-acoustic interface, the acoustic fluid region will be considered the
master side, the elastic excitation domain the slave side. The fluid will be regarded as the master and the tissue domain as the slave side for the acoustic-acoustic interface again. For easier referencing we define the interface-face-collections now separately for both sides of the interface, where later summation/integration over the master side, of course, incorporates the other sides contributions as well, e.g. via jump-terms.

Elasto-Acoustic interface faces (master side): \( \mathcal{F}_{h}^{e,a} = \{ F : F \text{ face of some } \kappa \in \mathcal{T}_{h} \land F \subset I^{e,a}_{1} \} \),

Elasto-Acoustic interface faces (slave side): \( \mathcal{F}_{h}^{e,a} = \{ G : G \text{ face of some } \kappa \in \mathcal{T}_{h} \land G \subset I^{e,a}_{1} \} \),

Acoustic-Acoustic interface faces: \( \mathcal{F}_{h}^{a,a} = \{ F : F \text{ face of some } \kappa \in \mathcal{T}_{h} \land F \subset I^{a,a}_{1} \} \).

If we talk about faces on a generic interface (e.g. any of elasto-acoustic or acoustic-acoustic), we use \( \mathcal{F}_{h} \).

We can now use the following physical-domain elementwise ansatz-spaces:

\[
\mathcal{P}_{p}^{F}(\kappa) = \{ \varphi : \kappa \to \mathbb{R} : \varphi = \hat{\varphi} \circ F_{\kappa}^{-1} , \text{ with some } \hat{\varphi} \in \mathcal{P}_{p}((-1,1)^{3}) \},
\]

\[
\mathcal{P}_{p}^{F}(\kappa) = \{ \nu : \kappa \to \mathbb{R}^{3} : \nu = \hat{\nu} \circ F_{\kappa}^{-1} , \text{ with some } \hat{\nu} \in \mathcal{P}_{p}((-1,1)^{3}) \},
\]

where \( \mathcal{P}_{p} \) denotes the tensor-product polynomial space of degree \( \leq p \) in each direction and \( \mathcal{P}_{p} \) its vector-valued version. Furthermore, we introduce the finite-element spaces as

\[
V_{h}^{f} := \{ \psi \in H^{1}_{0}(\Omega_{f}) : \psi|_{\kappa} \in \mathcal{P}_{p}^{F}(\kappa) \forall \kappa \in \mathcal{T}_{h} \}, \quad V_{h}^{s} := \{ \psi \in H^{1}_{0}(\Omega_{s}) : \psi|_{\kappa} \in \mathcal{P}_{p}^{F}(\kappa) \forall \kappa \in \mathcal{T}_{h} \},
\]

\[
V_{h}^{a} := \{ \psi \in L^{2}(\Omega_{a}) : \psi|_{\kappa} \in V_{h}^{f}, \psi|_{\kappa} \in V_{h}^{s} \}, \quad V_{h}^{e} := \{ \nu \in H^{1}_{0}(\Omega_{e}) : \nu|_{\kappa} \in \mathcal{P}_{p}^{F}(\kappa) \forall \kappa \in \mathcal{T}_{h} \}.
\]

**Remark 2.3** Having different polynomial degrees \( p_{f}, p_{s}, \) and \( p_{e} \) within the individual subdomains would be possible. However, for simplicity of notation, we restrict ourselves here to a single polynomial degree \( p \).

We use \( x \lesssim y \) to denote \( x \leq Cy \), where the constant \( C > 0 \) does not depend on the mesh size, however, might still depend on the material parameters and on the polynomial degree. For better readability we do not track this dependency on material parameters in this work. In an easier, purely acoustic setting such constant tracking was performed in [Antonietti et al., 2020b].

3. The semi-discrete problem

To state our hybrid semi-discrete problem, we introduce the following average and jump operators on the fluid-tissue interface. For sufficiently smooth \( \psi \), we set the gradient average on \( F \in \mathcal{F}_{h}^{a,a} \) and define the jump of the normal trace as follows:

\[
\langle \nabla \psi \rangle = \frac{\nabla \psi^{f} + \nabla \psi^{s}}{2}, \quad \lVert \psi \rVert = \psi^{f} n^{f} + \psi^{s} n^{s}.
\]

Moreover, we introduce the short-hand notations

\[
\langle \psi, \phi \rangle_{\mathcal{F}_{h}^{a,a}} = \sum_{F \in \mathcal{F}_{h}^{a,a}} \langle \psi, \phi \rangle_{L^{2}(F)}, \quad \text{and} \quad \lVert \psi \rVert_{\mathcal{F}_{h}^{a,a}} = \langle \psi, \psi \rangle_{\mathcal{F}_{h}^{a,a}}^{1/2}.
\]
The semi-discrete problem is given by
\[ (\rho \ddot{u}_h(t), v_h)_{\Omega} + (2\rho \zeta \dot{\zeta} u_h(t), v_h)_{\Omega} + (\rho \zeta^2 \dot{u}_h(t), v_h)_{\Omega} + a^\ell (u_h(t), v_h) 
+ (c^{-2} \psi_h(t), \phi_h)_{\Omega} + a^\phi (\psi_h(t) + \kappa \psi_h(t), \phi_h) 
+ \mathcal{S} (\rho^I (\dot{\psi}_h(t) + \frac{\kappa}{c^2} \dot{\psi}_h(t)), v_h) - \mathcal{S}(\phi_h, u_h(t)) \]
(3.1)
a.e. in time for all \((v_h, \phi_h) \in V_h^e \times V_h^a\) and supplemented with initial conditions
\[ (u_h(0), u_h(0), \psi_h(0), \phi_h(0)) \in V_h^e \times V_h^e \times V_h^a \times V_h^a. \]

The acoustic gradient terms on the right-hand side of (3.1) should be understood as
\[ (f_h^a(\dot{\psi}_h(t), \psi_h(t), \dot{\psi}_h(t), \psi_h(t)), \phi_h)_{\Omega} \]
where \(f_h^a\) and \(f_h^\phi\) are defined analogously to \(f^e\) and \(f^\ell\) in (2.1) just over the discrete spaces. This is used for a compact notation of the difference \(\|f - f_h\|^2\) later in Sec. 4 and 5.

The discrete acoustic bilinear form \(a_h^a: V_h^a \times V_h^a \to \mathbb{R}\) is given by
\[ a_h^a(\psi_h, \phi_h) = (\nabla \psi_h, \nabla \phi_h)_{\Omega} + (\nabla \dot{\psi}_h, \nabla \phi_h)_{\Omega} 
- (\nabla \psi_h, [\phi_h]_{F_h^a}) - (\nabla \dot{\psi}_h, [\psi_h]_{F_h^a}) + (\phi_h, [\phi_h]_{F_h^a}, [\psi_h]_{F_h^a}). \]

Finally, the stabilization parameter \(\kappa\) is defined face-wise on \(F \in F_h^a:\)
\[ \kappa = \beta \frac{p^2}{h_F^2}, \quad h_F = \min \{ h_K : K \in T_h, \lambda^2(\mathcal{R} \cap \mathcal{R}_F) > 0\}. \]
(3.2)

where \(\kappa_F\) is the element that \(F\) belongs to as a face and \(\lambda^2(\cdot)\) is the two-dimensional Lebesgue measure.

By that \(h_F\) is the minimal \(h\) of all elements from the slave-side (tissue domain) that have a non-trivial intersection with the face \(F\), while \(\beta > 0\) is a suitable DG penalty parameter that will be chosen as sufficiently large to guarantee stability of the semi-discrete method. Finally we also incorporate the \(p\)-dependency in the stabilization parameter in the standard way via \(p^2\), see [Antonietti et al., 2020a; Schötzau et al., 2002; Epshtein and Rivière, 2007], where \(p\) is again the polynomial degree of the finite element ansatz functions.

### 4. Stability analysis and a priori bounds of the linearized semi-discrete formulation

We first perform the stability analysis in the case
\[ f_h^a = f_h^a(\kappa, t). \]

To facilitate the later study of the nonlinear problem, the following points are important:

(i) Discretization errors \(f^a - f_h^a\) of the acoustic source terms should be taken into account;
(ii) An error estimate of $\tilde{\psi}_h$ and not only of the approximate potential field $\psi_h$ and its first time derivative $\dot{\psi}_h$ is needed.

The second point implies that we have to involve the second time derivative of the approximate acoustic velocity potential as a test function in the energy analysis.

Motivated by the analysis in [Antonietti et al., 2020b], we define the higher-order acoustic energy

$$\|\psi_h(t)\|_{\Omega_h}^2 = \|\dot{\psi}_h(t)\|_{\Omega_h}^2 + \int_0^t \|\ddot{\psi}_h(t)\|_{\Omega_h}^2 \, dt + \|\nabla \psi_h(t)\|_{\Omega_h}^2 + \|\sqrt{\mathcal{X}}[\psi_h(t)]\|_{\mathcal{X}^{1+}}^2, \quad (4.1)$$

where we have introduced the short-hand tilde notation

$$\tilde{\psi}_h = \psi_h + \frac{b}{c^2} \dot{\psi}_h.$$

The gradient term should be understood in a broken sense as

$$\|\nabla \tilde{\psi}_h(t)\|_{\Omega_h}^2 = \mathcal{A}^a(\tilde{\psi}_h(t), \tilde{\psi}_h(t))$$

$$= \|\nabla(\psi_h + \frac{b}{c^2} \dot{\psi}_h(t))\|_{\Omega_h}^2 + \|\nabla(\dot{\psi}_h + \frac{b}{c^2} \ddot{\psi}_h(t))\|_{\Omega_h}^2.$$

For convenience of notation we also introduce the broken $H^s$-norm on the total acoustic domain as

$$\|\phi\|_{H^s(\Omega)} = \|\phi\|_{H^s(\Omega_a)}^2 + \|\phi\|_{H^s(\Omega_h)}^2, \quad s \geq 0.$$

We further recall that

$$\|\sqrt{\mathcal{X}}[\psi_h(t)]\|_{\mathcal{X}^{1+}}^2 = \langle \chi[\tilde{\psi}_h], [\tilde{\psi}_h] \rangle_{\mathcal{X}^{1+}}$$

with

$$\|\tilde{\psi}_h\| = (\psi_h + \frac{b}{c^2} \dot{\psi}_h) \mathbf{n} + (\dot{\psi}_h + \frac{b}{c^2} \ddot{\psi}_h) \mathbf{n}$$

and the stabilization parameter $\chi$ defined in (3.2). The elastic energy is given by

$$\|\mathbf{u}_h(t)\|_{\mathcal{E}_e}^2 = \|\mathbf{u}_h(t)\|_{\Omega_a}^2 + \|\mathbf{u}_h(t)\|_{\Omega_h}^2 + \|\mathbf{E}(\mathbf{u}_h(t))\|_{\Omega_a}^2. \quad (4.2)$$

We can then set the total energy as

$$\|\psi_h(t), \mathbf{u}_h(t)\|_{\mathcal{E}}^2 = \|\psi_h(t)\|_{\mathcal{E}^2}^2 + \|\mathbf{u}_h(t)\|_{\mathcal{E}_e}^2.$$

Note that except for the term $b/c^2 \dot{\psi}_h$ the norms within energies are chosen without scaling that would involve material parameters. For careful tracking of material parameters within the hidden constants in the numerical analysis, we refer to [Antonietti et al., 2020a,b].

**Remark 4.1** For the upcoming estimates, it is useful to note that a bound on the acoustic energy of a function $\psi$ at time $t$ will give us a bound on $\|\nabla \psi(t)\|_{\Omega_a}$ and $\|\nabla \psi(t)\|_{\Omega_h}$ as well. Indeed, let

$$\|\psi(t)\|_{\mathcal{E}}^2 \leq M$$

for some $M > 0$. Then by

$$\|\nabla \psi(t)\|_{\Omega}^2 = \|\nabla \psi(t)\|_{\Omega_a}^2 + \frac{(b/c)^2}{(c^2)^2} \|\nabla \psi(t)\|_{\Omega_h}^2 + 2 \frac{(b/c)^2}{(c^2)^2} (\nabla \psi(t), \nabla \psi(t))_{\Omega_h}$$

$$+ \frac{(b/c)^2}{(c^2)^2} \|\nabla \psi(t)\|_{\Omega_a}^2 + 2 \frac{(b/c)^2}{(c^2)^2} (\nabla \psi(t), \nabla \psi(t))_{\Omega_h} \leq M$$
and Hölder’s and Young’s inequalities, we have
\[ \| \nabla \psi(t) \|^2_{\Omega_a} + \frac{\beta^2}{\varepsilon^2} \| \nabla \psi(t) \|^2_{\Omega_a} \leq M + \frac{2\beta}{\varepsilon^2} \| \nabla \psi(t) \|_{\Omega_a} \| \nabla \psi(t) \|_{\Omega_a} \]
\[ \leq M + \frac{2}{\varepsilon} \| \nabla \psi(t) \|^2_{\Omega_a} + \frac{\beta^2}{2\varepsilon^2} \| \nabla \psi(t) \|^2_{\Omega_a} \]
(4.3)
where \( \beta = \min\{b^4, b^3 \} \), \( \beta = \max\{b^4, b^3 \} \) and similarly \( \varepsilon = \min\{c^4, c^3 \} \), \( \varepsilon = \max\{c^4, c^3 \} \). We can choose \( \varepsilon > 0 \) small enough so that the last term on the right in (4.3) is absorbed by the left side. By additionally relying on the bound
\[ \| \nabla \psi(t) \|^2_{\Omega_a} \leq 2T \int_0^t \| \nabla \psi(\tau) \|^2_{\Omega_a} d\tau + 2\| \nabla \psi(0) \|^2_{\Omega_a} \)
and Gronwall’s inequality, we then have
\[ \| \nabla \psi(t) \|^2_{\Omega_a} + \| \nabla \psi(t) \|^2_{\Omega_a} \leq \tilde{C}(T, b) \left( M + \| \nabla \psi(0) \|^2_{\Omega_a} \right), \quad t \in [0, T], \]
(4.4)
where the constant \( \tilde{C} \) tends to infinity as \( T \to \infty \) or \( b \to 0^+ \), but does not depend on \( h \).

4.1 Preliminary theoretical results

In this subsection, we collect several well-known results on interpolation, trace inequalities, and standard estimates used in the (discontinuous) Galerkin framework that we will later need to employ in our proofs.

**Lemma 4.1** Let \( p \in \mathbb{N} \) be a given polynomial degree and let \( \kappa \in \mathcal{B}_h \). Then for \( v \in \mathcal{P}_p^F(\kappa) \), it holds
\[ \| v \|_{L^\infty(\kappa)} \leq C_{\text{inv}} h^{d/2} \| v \|_{L^2(\kappa)}, \]
\[ \| v \|_{L^2(\partial \kappa)} \lesssim h^{1/2} \| v \|_{L^2(\kappa)}. \]

Note that the constants in Lemma 4.1 depend on the polynomial degree of \( v \). However, this dependency is suppressed here just as the material parameter dependencies.

**Lemma 4.2** Let \( \chi \) be the stabilization parameter defined in (3.2) with parameter \( \beta \). Then it holds
\[ \| \chi^{-1/2} \{ \nabla \psi_h(t) \} \|_{\mathcal{S}_h^{2\times}} \lesssim \frac{1}{\sqrt{\beta}} \| \nabla \psi_h(t) \|_{\Omega_a}, \quad t \in [0, T]. \]

**Proof.** The proof follows analogously to the proof of [Antonietti et al., 2020a, Lemma A.1]. \( \square \)

**Lemma 4.3** Let \( \psi_h \in H^2(0, T; V^2_h) \) and let \( C_1 \) and \( C_2 \) be two given positive constants. For a sufficiently large penalty parameter \( \beta \) in (3.2), the following estimates hold:
\[ C_1 \| \psi_h(t) \|_{\mathcal{S}_h^{2\times}} - \langle \{ \nabla \psi_h(t) \}, \{ \psi_h(t) \} \rangle_{\mathcal{S}_h^{2\times}} \gtrsim \| \psi_h(t) \|^2_{\mathcal{S}_h^{2\times}}, \]
\[ C_2 \| \psi_h(0) \|_{\mathcal{S}_h^{2\times}} - \langle \{ \nabla \psi_h(0) \}, \{ \psi_h(0) \} \rangle_{\mathcal{S}_h^{2\times}} \lesssim \| \psi_h(0) \|^2_{\mathcal{S}_h^{2\times}}. \]

**Proof.** Note that \( \psi_h \in H^2(0, T; V^2_h) \sim C_1(0, T; V^2_h) \). The proof can then be carried out analogously to the proof of Lemma A.2 in [Antonietti et al., 2020a].

The following lemmas summarize standard interpolation and stability estimates in the \( L^2, H^1 \), and \( L^\infty \) norms.
Lemma 4.4 (see Theorem 4.6.14 in [Brenner and Scott, 2007]) Let \( i \in \{ f, t \} \). There exists a subdomain-wise interpolation operator

\[
\Pi^p : H^1(\Omega_i) \to V^p_i,
\]

which satisfies the following bounds:

\[
\begin{align*}
\| \phi - \Pi^p \phi \|_{L^2(\Omega_i)} & \leq C_{\text{app}} h^s \| \phi \|_{H^s(\Omega_i)} & & \forall s = 0, 1, \ldots, p + 1, \\
\| \phi - \Pi^p \phi \|_{H^1(\Omega_i)} & \lesssim h^{s-1} \| \phi \|_{H^s(\Omega_i)} & & \forall s = 1, 2, \ldots, p + 1, \\
\| \phi - \Pi^p \phi \|_{L^2(\Omega_i)} & \lesssim h^{d/2-s} \| \phi \|_{H^s(\Omega_i)} & & \forall d/2 < s \leq p + 1.
\end{align*}
\]

Component-wise application allows to extend the definition to vector-valued functions; i.e., there exists \( \Pi^p : H^1(\Omega) \to V^p_h \) with the same orders of approximation.

Due to the regularity assumptions on the exact solution to our problem, we can employ the Lagrange interpolation operator. Restriction to a single element \( \kappa \in \mathcal{T}_h \) yields the following stability estimate.

Lemma 4.5 (See Lemma 4.4.1 in [Brenner and Scott, 2007]) The interpolation operator introduced in Lemma 4.4 fulfills the following stability estimate in the \( W^{k,\infty}(\kappa) \) norm:

\[
\| \Pi^p \psi \|_{W^{k,\infty}(\kappa)} \lesssim C_k \| \psi \|_{C^k(\kappa)}
\]

We also recall the following multiplicative trace inequality which will be used to derive error estimates.

Lemma 4.6 Let \( \kappa \in \mathcal{T}_h \) be a mesh element with diameter \( h_\kappa \) satisfying our mesh assumptions. Furthermore, let \( F \) be any face of \( \kappa \). Then for \( v \in H^1(\kappa) \) it holds

\[
\| v \|_{L^2(F)}^2 \lesssim \| v \|_{L^2(\kappa)} \left( | v |_{H^2(\kappa)} + h_\kappa^{-1} \| v \|_{L^2(\kappa)} \right). 
\]

Proof. The statement follows by Lemma 1.49 in [Di Pietro and Ern, 2011].

Lemma 4.7 Let \( \phi_\kappa \in V^d_\kappa \) and let \( \chi \) be the stabilization parameter defined in (3.2) with parameter \( \beta \). Then for the global polynomial interpolant \( \phi_\kappa \in V^d_\kappa \) of degree \( p \) of \( \phi \in H^s(\Omega_\kappa) \), \( d/2 < s \leq p + 1 \) it holds

\[
\| \chi^{-1/2} \| \nabla (\phi - \phi_\kappa) \| \| \phi \|_{H^s(\kappa)}^2 \lesssim h^{2(s-1)} \| \phi \|^2_{H^s(\kappa)}. 
\]

Proof. The statement follows by Lemmas 3 and 4 in [Antonietti et al., 2020b].

Lemma 4.8 For any element \( \kappa \in \mathcal{T}_h \) and polynomial degree \( p \in \mathbb{N} \), let \( \phi \in H^s(\kappa) \) for some \( d/2 < s \leq p + 1 \) and let \( F \) be a face of \( \kappa \). Then, the following interpolation estimate on the face \( F \) holds true:

\[
\| \phi - \Pi^p \phi \|_{L^2(F)} \lesssim \sqrt{|F| h_\kappa^{d/2}} \| \phi \|_{H^s(\kappa)}, \quad \forall d/2 < s \leq p + 1.
\]

Proof. The statement follows as a special case of the more general result of Lemma 4.2 in [Cangiani et al., 2014]; see also Lemma 1.59 in [Di Pietro and Ern, 2011].

With these technical results at hand, we now proceed with considering stability and error estimate for the linearization of the coupled problem.
4.2 Stability of the semi-discrete formulation in the energy norm

We first prove that our linearized semi-discrete approximation is uniquely solvable and stable in the energy norm.

**Proposition 4.1** Let \( f^e \in L^2(0,T;L^2(\Omega)) \), \( f_h^e \in L^2(0,T;V_h^e) \), and \( f_h^l \in L^2(0,T;V_h^l) \). The following estimate holds:

\[
\| (u_h(t), \psi_h(t)) \|_{H^1}^2 \leq \| (u_h(0), \psi_h(0)) \|_{H^1}^2 + \int_0^t \left( \| f^e(\tau) \|_{H^1}^2 + \| f_h^e(\tau) \|_{H^1}^2 \right) d\tau,
\]

for a.e. \( t \in [0,T] \), provided the penalty parameter \( \beta \) in (3.2) is sufficiently large. The hidden constant depends on the material parameters and the polynomial degree \( p \), and tends to \( \infty \) as \( T \to \infty \), but does not depend on the mesh size.

**Proof.** We note that the existence of a unique \( (u_h, \psi_h) \in H^1(0,T;V_h^e) \times H^2(0,T;V_h^a) \) follows by standard arguments for linear ODEs and the energy bounds derived below; see, for example, [Nikolić and Wohlmuth, 2019], [Antonietti et al., 2020b]. We test the problem by taking \( v_h = u_h \) and

\[
\phi_h = \rho^e \psi_h = \rho^e (\psi_h + \frac{b}{c} \psi_h).
\]

Note that we have the same factor \( \rho^e \) on both subdomains,

\[
\phi_h = \begin{cases} 
\rho^e (\psi_h^e + \frac{b}{c} \psi_h^e) & \text{in } \Omega_e, \\
\rho^e (\psi_h^l + \frac{b}{c} \psi_h^l) & \text{in } \Omega_a.
\end{cases}
\]

The reason for this choice of test functions is that they lead to the canceling out of the elasto-acoustic interface terms in (3.1):

\[
(\rho^e (\psi_h^e + \frac{b}{c} \psi_h^e) n^a u_h)_{\Gamma_{1,a}^e} = -(u_h \cdot n^a, \rho^e (\psi_h^e + \frac{b}{c} \psi_h^e))_{\Gamma_{1,a}^e}
\]

because \( n^a = -n^e \) on \( \Gamma_{1,a}^e \). Moreover, scaling the acoustic test function by the constant \( \rho^e \) (as opposed to \( \rho \)) will not cause issues with the symmetry of dG terms across the acoustic interface.

We are thus left with

\[
\left( \rho^e u_h, u_h \right)_{\Omega_e} + (\rho^e \zeta^2 u_h, u_h)_{\Omega_e} + (2 \rho^e \zeta u_h, u_h)_{\Omega_e} + (\sigma(u_h), \varepsilon(u_h))_{\Omega_e} \\
+ (c^{-2} \psi_h(t), \rho^e (\psi_h + \frac{b}{c} \psi_h))_{\Omega_e} + a_h^e (\psi_h(t) + \frac{b}{c} \psi_h(t), \rho^e (\psi_h + \frac{b}{c} \psi_h))_{\Omega_e} \\
= (f^e, u_h)_{\Omega_e} + (f_h^e, \rho^e (\psi_h + \frac{b}{c} \psi_h))_{\Omega_e}.
\]

Integrating the above identity over \((0,t)\) and employing integration by parts with respect to time leads
to
\[
\frac{1}{2} \rho \| \dot{u}_h(t) \|_{\Omega}^2 + \frac{1}{2} \rho \varepsilon^2 \| u_h(t) \|_{\Omega}^2 + \frac{1}{2} \rho \varepsilon \int_0^t \| \dot{u}_h \|_{\Omega}^2 \, dt + \frac{1}{2} \rho \varepsilon \int_0^t \| \ddot{u}_h \|_{\Omega}^2 \, dt + \frac{1}{2} \rho \varepsilon \int_0^t \| \Delta u_h \|_{\Omega}^2 \, dt + \frac{1}{2} \rho \varepsilon \int_0^t \| \Delta u_h \|_{\Omega}^2 \, dt
\]
\[
+ \rho \beta (\varepsilon) \int_0^t \| \psi_h \|_{\Omega} \, dt + \rho \beta (\varepsilon) \int_0^t \| \dot{\psi}_h \|_{\Omega} \, dt + \rho \beta (\varepsilon) \int_0^t \| \ddot{\psi}_h \|_{\Omega} \, dt + \rho \beta (\varepsilon) \int_0^t \| \Delta \psi_h \|_{\Omega} \, dt
\]
\[
- \rho \beta (\| \nabla \psi_h \|_\Omega, \| \psi_h \|_\Omega, \| \Delta \psi_h \|_\Omega)
\]
\[
= \int_0^t (f^c, \dot{u}_h)_{\Omega} \, dt + \int_0^t (f^a, \rho \beta (\psi_h + \frac{b}{c^2} \dot{\psi}_h))_{\Omega} \, dt.
\]

By employing Young’s inequality, we can estimate the last term on the right as follows:
\[
\int_0^t (f^a, \rho \beta (\psi_h + \frac{b}{c^2} \dot{\psi}_h))_{\Omega} \, dt
\]
\[
\leq \frac{1}{2} \int_0^t \| f^a \|_{\Omega}^2 \, dt + \frac{1}{2} (\rho \beta)^2 \int_0^t \| \psi_h \|_{\Omega}^2 \, dt
\]
\[
+ \varepsilon \left( \frac{(\rho \beta)^2}{(\varepsilon)} \int_0^t \| \psi_h \|_{\Omega}^2 \, dt + \frac{(\rho \beta)^2}{(\varepsilon)^2} \int_0^t \| \dot{\psi}_h \|_{\Omega}^2 \, dt \right) + \frac{1}{4 \varepsilon} \int_0^t \| f^a \|_{\Omega}^2 \, dt.
\]

Choosing \( \varepsilon > 0 \) small enough so that the \( \psi_h \) terms on the right can be absorbed by the 5. and 8. term on the left, and recalling the definitions of the acoustic and elastic energies in (4.1) and (4.2), respectively, we arrive at
\[
\| u_h(t) \|_{E^0}^2 + \int_0^t \| u_h \|_{\Omega}^2 \, dt + \int_0^t \| \psi_h(t) \|_{\Omega}^2 \, dt - \langle \| \nabla \psi_h \|_\Omega, \| \psi_h \|_\Omega \rangle_{F^a} \leq \int_0^t \| f^c \|_{\Omega}^2 \, dt + \int_0^t \| u_h \|_{\Omega}^2 \, dt + \int_0^t \| \dot{\psi}_h \|_{\Omega}^2 \, dt + \int_0^t \| \ddot{\psi}_h \|_{\Omega}^2 \, dt.
\]

Relying on the estimates of Lemma 4.3 yields
\[
\| u_h(t) \|_{E^0}^2 + \| \psi_h(t) \|_{E^0}^2
\]
\[
\leq \int_0^t \| f^c \|_{\Omega}^2 \, dt + \int_0^t \| u_h \|_{\Omega}^2 \, dt + \int_0^t \| \ddot{\psi}_h \|_{\Omega}^2 \, dt + \int_0^t \| \Delta \psi_h \|_{\Omega}^2 \, dt.
\]

An application of Gronwall’s inequality leads to the desired bound.

4.3 Error analysis of the linearized semi-discrete problem

To facilitate the error analysis of the linearization, we define suitable norms in space and time as well as decompose the overall error into interpolation and discretization parts which are then estimated separately. We introduce the following norms:
\[
\| v \|_{L^2(E^c)} = \text{ess sup}_{t \in (0,T)} \| v(t) \|_{E^c}, \quad \| \phi \|_{L^2(E^a)} = \text{sup}_{t \in (0,T)} \| \phi(t) \|_{E^a}
\]
(4.7)
as well as the overall energy norm

\[ \| (v, \phi) \|_{L^2}^2 = \| v \|_{L^2}^2 + \| \phi \|_{L^2}^2. \]  

(4.8)

As standard, the total error between the solution and its approximation

\[ e = (e_u, e_{\psi}) = (u - u_h, \psi - \psi_h) \]

can be decomposed into two parts as follows:

\[ e = (e_u, e_{\psi}) = (e_{u,l} - e_{u,h}, e_{\psi,l} - e_{\psi,h}) \]
\[ = ((u - u_l) - (u_l - u_h), (\psi - \psi_l) - (\psi_l - \psi_h)), \]

where \( u_l \) and \( \psi_l \) are the subdomain-wise defined, global interpolants of \((u, \psi) \in X^e \times X^a \) given by Lemma 4.4; i.e., \( u_l |_{\Omega_l} = \Pi^{e} u |_{\Omega_l} \), \( \psi_l |_{\Omega_l} = \Pi^{e} \psi |_{\Omega_l} \), and \( \psi_l |_{\Omega_c} = \Pi^{e} \psi |_{\Omega_c} \).

With these assumptions and the technical results from Subsection 4.1 at hand, we can derive an approximation bound for the global interpolants.

**Lemma 4.9** Given \((u, \psi) \in X^e \times X^a \), the global interpolants satisfy the following error estimates:

\[ \| \psi - \psi_l \|_{L^2}^2 \lesssim h^{2(s-1)} \left\{ \sup_{t \in (0,T)} \left( \| \psi(t) \|_{L^2}^2 + \| \psi(t) \|^2_{L^2} \right) + \int_0^T \| \psi(t) \|^2_{L^2} \, dt \right\}, \]
\[ \| u - u_l \|_{L^2}^2 \lesssim h^{2(s-1)} \sup_{t \in (0,T)} \left( \| u(t) \|^2_{H^s(\Omega_e)} + \| u(t) \|^2_{H^s(\Omega_a)} \right). \]

**Proof.** Employing Lemma 4.4 yields

\[ \| \psi - \psi_l \|_{L^2}^2 \lesssim \sup_{t \in (0,T)} \left( h^{2(s-1)} \left( \| \psi(t) \|^2_{L^2} + \int_0^t \| \psi(t) \|^2_{L^2} \, dt \right) + \| \sqrt{\chi} (\psi(t) - \psi_l(t)) \|^2_{L^2} \right). \]

The integral term over the interface can be estimated using Lemma 4.6 as well as again the interpolation estimates from Lemma 4.4. In this manner, we obtain

\[ \| \sqrt{\chi} (\psi - \psi_l) \|^2_{L^2} \lesssim \| \sqrt{\chi} (\psi - \psi_l) \|^2_{L^2} \left( 2 \| \sqrt{\chi} (\psi - \psi_l) \|^2_{H^s(\Omega_e)} + h^{-1} \| \sqrt{\chi} (\psi - \psi_l) \|^2_{L^2} \right) \]
\[ \lesssim h^{-1/2} h^{s} \| \psi \|^2_{L^2} \left( 2 h^{-1/2} h^{s-1} \| \psi \|^2_{L^2} + h^{-1/2} h^{s-1} \| \psi \|^2_{L^2} \right) \]
\[ \lesssim \frac{h}{h_F} h^{2(s-1)} \| \psi \|^2_{L^2}, \]

where we recall that \( \chi = \beta \frac{\rho^2}{h_F} \); cf. (3.2). On account of our mesh assumptions, we then have

\[ \| \sqrt{\chi} (\psi - \psi_l) \|^2_{L^2} \lesssim h^{2(s-1)} \| \psi \|^2_{L^2}, \]

everywhere in time. Recalling also that \( \psi_l = \psi + \frac{h}{h_F} \psi \) yields the claimed estimate for the acoustic part. With analogous arguments using \( \| e(u - u_l) \|_{L^2} \lesssim \| \nabla (u - u_l) \|_{L^2} \), we arrive at the respective result for the elastic part. \( \square \)
We approximate initial conditions by applying the subdomain-wise global interpolation operators to the given data. In other words, we take \( (u_0, u_0, \psi_0) \in V_h^a \times V_h^a \times V_h^a \) such that
\[
\begin{align*}
\psi_0 &= 0, \\
\psi_0 &= 0, \\
\psi_0 &= 0.
\end{align*}
\] (4.10)

We can now state the error bound in the energy norm for the linearized problem.

**Theorem 4.2** Let \((u, \psi) \in X^e \times X^a\) and let the discrete initial conditions be obtained by interpolation of the exact ones; that is, let (4.10) hold. Then the approximation error \( e = (e_u, e_\psi) = (u - u_h, \psi - \psi_h) \) can be bounded as follows:
\[
\|e\|_{L^2(0,T)}^2 \leq h^{2(s-1)} \left[ \sup_{t \in (0,T)} \left( \|\mathbf{u}(t)\|^2_{H^2(\Omega)} + \|\psi(t)\|^2_{H^2(\Omega)} + \|\psi(t)\|^2_{H^2(\Omega)} \right) + \int_0^T \left( \|\mathbf{u}(t)\|^2_{H^1(\Omega)} + \|\mathbf{u}(t)\|^2_{H^1(\Omega)} + \|\psi(t)\|^2_{H^1(\Omega)} \right) \, d\tau \right] + \int_0^T \|f^a - f^a_h\|^2_{\Omega_h} \, d\tau,
\] (4.11)

provided the penalty parameter \( \beta \) in (3.2) is sufficiently large. The hidden constant in the estimate tends to infinity as \( T \to \infty \), but does not depend on \( h \).

The proof follows by combining the arguments from the proof of Theorem 5.2 in [Antonietti et al., 2020a] (with respect to treating the elastic and coupling terms) with our particular choice of test functions, as already seen in Proposition 4.1, and allowing for the error in the source term. For self-consistency, we have worked out the technical details in Appendix A.

5. **A priori analysis of the nonlinear coupled problem**

We next analyze the nonlinear problem by relying on the Banach fixed-point theorem; see, for example, [Antonietti et al., 2020b; Ornter and Sülü, 2007] for similar techniques used in the numerical analysis of nonlinear wave equations. To this end, we introduce the mapping
\[
\mathcal{S} : \mathcal{B}_h \ni (\tilde{u}_h, \tilde{w}_h) \mapsto (u_h, \psi_h),
\]
where \((u_h, \psi_h)\) solves the linear problem
\[
\begin{align*}
\mathcal{S} (u_h; \psi_h) &= \mathcal{S} (u_h; \psi_h) \\
&= (\rho \tilde{u}_h(t), \mathbf{v}_h)_{\Omega_e} + (\rho \tilde{u}_h(t), \psi_h)_{\Omega_e} + (\rho \tilde{u}_h(t), \mathbf{v}_h)_{\Omega_e} + \alpha_e (\mathbf{u}_h(t), \mathbf{v}_h) \\
&+ (c^{-2} \tilde{\psi}_h(t), \phi_h)_{\Omega_e} + a_h^0 (\psi_h(t) + \frac{h}{\varepsilon} \tilde{\psi}_h(t), \phi_h) \\
&+ \mathcal{S} (\rho \tilde{u}_h(t) + \frac{h}{\varepsilon} \tilde{\psi}_h(t), \mathbf{v}_h) - \mathcal{S} (\phi_h; \tilde{u}_h(t))
\end{align*}
\] (5.1)
a.e. in time for all test functions \((\mathbf{v}_h, \phi_h) \in V_h^e \times V_h^a\) and supplemented with initial conditions (4.10).

Recall that
\[
f_h^2 (\tilde{w}_h, \tilde{w}_h, \nabla \tilde{w}_h, \nabla \tilde{w}_h) = \frac{2}{\varepsilon} (k_1 \tilde{w}_h \tilde{w}_h + k_2 \nabla \tilde{w}_h \cdot \nabla \tilde{w}_h)
\]
with material parameter jumps allowed at the fluid-tissue interface; cf. (2.4).

Furthermore, given \( C_* > 0 \), \( \mathcal{B}_h \) is the ball containing all \((\tilde{u}_h, \tilde{w}_h) \in H^1(0,T;V_h^e) \times H^2(0,T;V_h^a)\) such that
\[
\| (u - \tilde{u}_h, \psi - \tilde{w}_h) \|_{L^2(0,T)} \leq C_* h^{\ell - 1} \left\{ \| u \|_{L^2(0,T)} + \| \psi \|_{L^2(0,T)} \right\}.
\]
with initial conditions
\[(w_h(0), \dot{w}_h(0)) = (\psi_{0,f}, \psi_{1,f}), \quad (\dot{u}_h(0), \ddot{u}_h(0)) = (u_{0,f}, u_{1,f}).\]

Above, we have introduced the following short-hand notation:
\[\|u\|_{s,a}^2 = \sup_{t \in (0,T)} \|u(t)\|_{H^s(\Omega_t)}^2 + \int_0^T \left( \|\dot{u}\|_{H^s(\Omega_t)}^2 + \|\ddot{u}\|_{H^s(\Omega_t)}^2 \right) \, dt,\]
and
\[\|\psi\|_{s,a}^2 = \sup_{t \in (0,T)} \left( \|\psi(t)\|_{s,a}^2 + \|\dot{\psi}(t)\|_{s,a}^2 \right) + \int_0^T \|\ddot{\psi}\|_{s,a}^2 \, dt,\]
where we recall that the $s$-regularity above should be understood subdomain-wise:
\[\|\phi\|_{s,a}^2 = \|\phi\|_{H^s(\Omega_t)}^2 + \|\phi\|_{H^s(\Omega_t)}^2.\]

The constant $C_s = C_s(u, \psi)$ in the error estimate will be specified below. The set $\mathcal{B}_h$ is non-empty because the solution of the linear problem belongs to it when $f_h^a = f^a$ for a suitably chosen $C_s$.

On account of the existence and uniqueness result for the linear problem, this mapping is well-defined. Furthermore, the space $(\mathcal{B}_h, d)$ is complete with respect to the metric $d((u, \psi), (v, \phi)) = \|(u - v, \psi - \phi)\|_E$.

We first determine sufficient conditions for $\mathcal{S}$ to be a self-mapping. To simplify notation, we use $\|\cdot\|_{L^p(L^q)}$ below in place of $\|\cdot\|_{L^p(0,T;L^q(\Omega))}$ for $p, q \in \{2, \infty\}$. We will also rely on the continuous embedding
\[H^s(\Omega_t) \hookrightarrow W^{1,\infty}(\Omega_t), \quad s > 1 + d/2,\]
with the embedding constant denoted by $C_{emb}$.

**Proposition 5.1** Let $1 + d/2 < s \leq p + 1$ and $f^a \in L^2(0,T;L^2(\Omega))$. Assume that the penalty parameter $\beta$ in (3.2) is chosen as sufficiently large according to Proposition 4.1 and Theorem 4.2. Then there exist $h > 0$ and $\delta > 0$, such that for
\[\|u\|_{s,a} + \|\psi\|_{s,a} \leq \delta\]
and $0 < h \leq \overline{h}$, the mapping $\mathcal{S}$ satisfies
\[\mathcal{S}(\mathcal{B}_h) \subset \mathcal{B}_h.\]

**Proof.** For a given $(\tilde{u}_h, w_h) \in \mathcal{B}_h$ and $(u_h, \psi_h)$ solving (5.1), we know from the linear result that there exists $C_{lin} > 0$ such that
\[\|(u - u_h, \psi - \psi_h)\|_{L^\infty} \leq C_{lin} \left( \|u\|_{s,a} + \|\psi\|_{s,a} \right) + \|f^a - f_h^a\|_{L^2(L^2)} \quad (5.2)\]
provided $\beta > 0$ in (3.2) is large enough. Since
\[f^a - f_h^a = \frac{2}{c^2} \left( k_1(\psi \dot{w}_h + \psi \dot{w}_h) + k_2(\nabla \psi \cdot \nabla \psi - \nabla w_h \cdot \nabla w_h) \right) \]
\[= \frac{2}{c^2} \left( k_1(\psi \dot{w}_h + \psi \dot{w}_h) + k_2(\nabla w_h \cdot \nabla (\psi - \dot{w}_h) + \nabla \psi \cdot \nabla (\psi - \dot{w}_h)) \right),\]
we can estimate the error in the acoustic source term using $|k_i| := \max\{|k'_i|, |k'_2|\}, i = 1, 2$ as follows:

$$\| f^a - f_h^a \|_{L^2L^2} \leq \frac{2|k_1|}{c^2} \left( \| \psi (\psi - \bar{\psi}_h) \|_{L^2L^2} + \| \bar{\psi}_h (\psi - \bar{\psi}_h) \|_{L^2L^2} \right) + \frac{2|k_2|}{c^2} \left( \| \nabla w_h \cdot \nabla (\psi - \bar{\psi}_h) \|_{L^2L^2} + \| \nabla \psi \cdot \nabla (\psi - \bar{\psi}_h) \|_{L^2L^2} \right),$$

where the gradient should be understood in a broken $\Omega_t \cup \Omega_i$ sense. Recall that $c = \min\{c', c''\}$. Therefore, we infer

$$\| f^a - f_h^a \|_{L^2L^2} \leq \frac{2|k_1|}{c^2} \left( \| \psi_{L^{-L}} \|_{L^2L^2} + \| \bar{\psi}_h \|_{L^2L^2} + \| \nabla w_h \|_{L^2L^2} + \| \nabla \psi \|_{L^2L^2} \right) C_h^{-1} \left( \| u \|_{s, a} + \| \psi \|_{s, a} \right),$$

where $k = \max\{|k_1|, |k_2|\}$. From (5.2) we see that for the self-mapping property to hold, we have to guarantee that

$$\tilde{C} := C_{\text{in}} \left[ 1 + \frac{2k}{c^2} \left( \| \psi_{L^{-L}} \|_{L^2L^2} + \| \nabla w_h \|_{L^2L^2} + \| \nabla \psi \|_{L^2L^2} \right) C_h^{-1} \left( \| u \|_{s, a} + \| \psi \|_{s, a} \right) \right] \leq C_\ast.$$
where we have relied on the approximation properties of the global interpolant in the energy norm with $C_{\text{app}}$ being the hidden constant therein; see Lemma 4.9. Also we have used the stability of the local interpolant in the $W^{1,\infty}$ norm; see Lemma 4.5. Finally,

$$C_{\text{st}}\|\psi\|_{L^2L^\infty} \leq \sqrt{T}C_{\text{emb}}\|\psi\|_{s,a}.$$

Similarly, it holds that

$$\|\tilde{w}_h\|_{L^2L^\infty} \leq C_{\text{inv}}h^{-d/2}(\|\tilde{w}_h - \tilde{\psi}\|_{L^2L^2} + \|\tilde{\psi} - (\tilde{\psi})_t\|_{L^2L^2}) + \|\Pi^h\tilde{\psi}\|_{L^2L^\infty(\Omega)},$$

$$\leq C_{\text{inv}}h^{-d/2}(C_*h^{s-1}(\|u\|_{s,e} + \|\psi\|_{s,a}) + C_{\text{app}}h^{s-1}\|\psi\|_{s,a}) + C_{\text{st}}\|\tilde{\psi}\|_{L^2L^\infty}, \quad (5.6)$$

where the last term can be further bounded as follows:

$$C_{\text{st}}\|\tilde{\psi}\|_{L^2L^\infty} \leq C_{\text{emb}}\|\psi\|_{s,a}.$$  

Let us collect the embedding, stability, and approximation constants appearing above into one constant given by

$$\mathcal{C}(T) = C_{\text{emb}}(C_{\text{st}} + 1)(1 + \sqrt{T}) + C_{\text{inv}}(C_{\text{app}} + 1)(1 + \tilde{C}\sqrt{T}).$$

Altogether, we then have

$$\tilde{\mathcal{C}} \leq C_{\text{lin}}\left\{ 1 + \frac{2\tilde{C}}{\mathcal{C}}(\|u\|_{s,e} + \|\psi\|_{s,a})\mathcal{C}(T)\left[ 1 + h^{s-1-d/2}C_* + h^{s-1-d/2} \right] C_* \right\}.$$

Observe that if $h^{s-1-d/2} \leq 1$ and $h^{s-1-d/2}C_* \leq 1$, then

$$\tilde{\mathcal{C}} \leq C_{\text{lin}}\left\{ 1 + \frac{2\tilde{C}}{\mathcal{C}}(\|u\|_{s,e} + \|\psi\|_{s,a})\cdot 3\mathcal{C}(T)C_* \right\} \leq C_{\text{lin}}\left( 1 + \frac{6\tilde{C}}{\mathcal{C}}\mathcal{C}(T)C_* \right).$$

In order to fulfill the desired property that $\tilde{\mathcal{C}} \leq C_*$, we demand the bound $\delta$ for $\|u\|_{s,e} + \|\psi\|_{s,a}$ to be small enough so that

$$1 - \frac{6\tilde{C}}{\mathcal{C}}C_{\text{lin}}\mathcal{C}(T)\delta > 0 \quad (5.7)$$

and then set

$$C_*(\delta, T) = \frac{C_{\text{lin}}}{1 - \frac{6\tilde{C}}{\mathcal{C}}C_{\text{lin}}\mathcal{C}(T)\delta}. \quad (5.8)$$

Finally, we take $\tilde{h}$ small enough so that

$$h^{s-1-d/2} \leq \min\left\{ 1, \frac{1}{C_*(\delta, T)} \right\}.$$

Altogether, for $1 + d/2 < s \leq p + 1$, we then have

$$\sup_{t \in (0,T)} \|(u - u_h, \psi - \psi_h)(t)\|_E \leq C_*(\delta, T)h^{s-1}(\|u\|_{s,e} + \|\psi\|_{s,a}).$$

The smallness condition (5.7) is mitigated in practice by the fact that the factor $\frac{\mathcal{C}}{\mathcal{C}}$ is quite small; see Section 6 for typical values of the acoustic medium parameters. We next provide sufficient conditions under which $\mathcal{A}$ is strictly contractive.
Proposition 5.2 Let $1 + d/2 < s \leq p + 1$. Assume that the penalty parameter $\beta$ in (3.2) is chosen sufficiently large according to Proposition 4.1 and Theorem 4.2. There exist $\hat{h} > 0$ and $\delta > 0$, such that for $0 < h \leq \hat{h}$ and $\|u\|_{s,h} + \|\psi\|_{s,h} \leq \delta$, the mapping $\mathcal{S}$ is strictly contractive on $\mathcal{B}_h$ in the topology induced by the $L^\infty$ norm; cf. (4.8).

Proof. To prove contractivity, take $(\bar{u}_h^{(1)}, \bar{w}_h^{(1)}), (\bar{\bar{u}}_h^{(2)}, \bar{w}_h^{(2)}) \in \mathcal{B}_h$ and set

$$
(\bar{u}_h^{(1)}, \bar{w}_h^{(1)}) = \mathcal{S}((\bar{u}_h^{(1)}, \bar{w}_h^{(1)}), (\bar{u}_h^{(2)}, \bar{w}_h^{(2)})).
$$

The difference $(\bar{u}_h, \bar{w}_h)$, where $\bar{w}_h = \psi_h^{(1)} - \psi_h^{(2)}$ and $\bar{u}_h = u_h^{(1)} - u_h^{(2)}$, then satisfies the weak form

$$
(\rho^2 \bar{u}_h(t), \psi_h(t))_{\Omega_h} + (\rho^2 \bar{v}_h(t), \psi_h(t))_{\Omega_h} + (\rho^2 \bar{v}_h(t), \psi_h(t))_{\Omega_h} + \alpha^2 (\bar{u}_h(t), \psi_h(t))_{\Omega_h}
$$

$$
+ (c^{-2} \bar{\bar{u}}_h(t), \phi_h(t))_{\Omega_h} + c^{-1} (\bar{\bar{w}}_h(t), \phi_h(t))_{\Omega_h}
$$

$$
= (f_h^{(1)}(t), \bar{w}_h^{(1)}(t), \bar{\bar{w}}_h^{(1)}(t), \bar{\bar{w}}_h^{(2)}(t), \phi_h(t))_{\Omega_h}
$$

$$
- (f_h^{(2)}(t), \bar{w}_h^{(2)}(t), \bar{\bar{w}}_h^{(2)}(t), \bar{\bar{w}}_h^{(2)}(t), \phi_h(t))_{\Omega_h}
$$

for all $(\psi_h, \phi_h) \in V_h \times V_h$ a.e. in time, and supplemented with zero initial conditions. We can then rely on the linear stability result of Proposition 4.1 with $f^c$ and the initial conditions set to zero, and the right-hand side taken as the above difference of the $f^h$ terms. This immediately yields

$$
\|\mathcal{S}(\bar{u}_h^{(1)}, \bar{w}_h^{(1)})(t) - \mathcal{S}(\bar{u}_h^{(2)}, \bar{w}_h^{(2)})(t)\|_E
$$

$$
\leq \frac{1}{\varepsilon} \|h(\bar{w}_h^{(1)} - \bar{w}_h^{(2)}, \bar{\bar{w}}_h^{(1)} - \bar{\bar{w}}_h^{(2)}) + 2k(\bar{\bar{w}}_h^{(1)}, \bar{\bar{w}}_h^{(2)})(h(\bar{w}_h^{(1)} - \bar{w}_h^{(2)}))\|_{L^2(0,T)}.
$$

for all $t \in (0, T)$. Then analogously to deriving (5.3), we have the estimate

$$
\|\mathcal{S}(\bar{u}_h^{(1)}, \bar{w}_h^{(1)})(t) - \mathcal{S}(\bar{u}_h^{(2)}, \bar{w}_h^{(2)})(t)\|_E
$$

$$
\leq \|\bar{\bar{w}}_h^{(1)} - \bar{\bar{w}}_h^{(2)}\|_{L^tL^\infty_2} + \|\bar{w}_h^{(1)} - \bar{w}_h^{(2)}\|_{L^tL^2_2} + \|\bar{\bar{w}}_h^{(1)} - \bar{\bar{w}}_h^{(2)}\|_{L^tL^2_2}
$$

$$
+ \|\bar{\bar{w}}_h^{(1)} - \bar{\bar{w}}_h^{(2)}\|_{L^tL^2_2} + \|\bar{\bar{w}}_h^{(1)} - \bar{\bar{w}}_h^{(2)}\|_{L^tL^2_2}.
$$

By taking the supremum over $t \in (0, T)$, we obtain

$$
\sup_{t \in (0, T)} \|\mathcal{S}(\bar{u}_h^{(1)}, \bar{w}_h^{(1)})(t) - \mathcal{S}(\bar{u}_h^{(2)}, \bar{w}_h^{(2)})(t)\|_E
$$

$$
\leq \left(\|\bar{\bar{w}}_h^{(1)}\|_{L^tL^\infty_2} + \|\bar{\bar{w}}_h^{(2)}\|_{L^tL^\infty_2} + \|\bar{\bar{w}}_h^{(1)} - \bar{\bar{w}}_h^{(2)}\|_{L^tL^2_2} + \|\bar{\bar{w}}_h^{(1)} - \bar{\bar{w}}_h^{(2)}\|_{L^tL^2_2}\right)
$$

$$
\times \sup_{t \in (0, T)} \|\bar{\bar{w}}_h^{(1)} - \bar{w}_h^{(1)} - \bar{\bar{w}}_h^{(2)}\|_E,
$$

where we have again relied on estimate (4.4). In view of estimates (5.5)–(5.6) and analogous ones that can be derived for $\|w_h^{(1)}\|_{L^\infty L^\infty}$ and $\|\bar{\bar{w}}_h^{(1)}\|_{L^2 L^2}$, we can reduce the terms in the bracket on the right-hand
side of (5.9) by assuming smallness of $|||u|||_{s,e} + |||\psi|||_{s,a}$ and $h$. In this way, we obtain strict contractivity of the mapping $S$ in the $L^\infty E$ norm, as claimed.

Similarly to before, the hidden constant in (5.9) has the form $k_2 c^2 \cdot C$, which helps to fulfill the strict contractivity condition in more realistic ultrasonic settings. By virtue of the previous two results and the Banach fixed-point theorem, we obtain a unique approximate solution $(u_h, \psi_h)$ in $\mathcal{B}_h$.

**Theorem 5.3** Under the assumptions of Propositions 5.1 and 5.2, there exist $h > 0$ and $\delta > 0$, such that for $0 < h \leq \bar{h}$ and $|||u|||_{s,e} + |||\psi|||_{s,a} \leq \delta$, approximate solution $(u_h, \psi_h)$ of the nonlinear elasto-acoustic problem (4.10) satisfies the following error bound:

$$|||(u - \tilde{u}_h, \psi - w_h)|||_{L^\infty E} \leq C_\star(\delta, T) h^{s-1} (|||u|||_{s,e} + |||\psi|||_{s,a}),$$

where the constant $C_\star(\delta, T)$ is given in (5.8).

### 6. Numerical simulation

In this chapter, we perform numerical simulations with the method proposed and analyzed before. We begin with synthetic experiments to back up the proven convergence results with numerical data. Therefore, we conduct several mesh analysis scenarios, where we test the numerical solution against a known analytical one. Later we will come back to the initial motivation for this work and use the proposed method to simulate ultrasound excitation, propagation, and transition into human tissue in a more natural setting with physical parameters and more realistic domains. The simulations are conducted with the software SPEED, Mazzieri et al. [2013]; Antonietti et al. [2012]; Stupazzini et al. [2009], in detail its elasto-acoustic development branch Antonietti et al. [2020b].

#### 6.1 Numerical experiment 1: Test against analytical solution

In this first numerical experiment, we employ artificial domain sizes, boundary conditions, and external forces in order to enforce a known analytical solution to the full coupled problem. We then conduct a convergence study comparing our numerical solutions against that analytical one.

We consider the following domains: $\Omega_e := (-\frac{\pi}{2}, \frac{\pi}{2})^2 \times (0, \pi)$, $\Omega_l := (-\frac{\pi}{2}, \frac{\pi}{2})^2 \times (\pi, 2\pi)$, and $\Omega_t := (-\frac{\pi}{2}, \frac{\pi}{2})^2 \times (2\pi, 3\pi)$, which are depicted in Figure 2.

![Figure 2](image_url)
Option 1: Elastic tissue  As the first option, we choose the tissue domain $\Omega_t$ to be an elastic material. On the three domains, we then define the following analytical solutions:

\[
\mathbf{u}^i(x,y,z,t) = \begin{pmatrix} \sin(x) \cos(y) \sin(z) \\ \cos(x) \sin(y) \sin(z) \\ \cos(x) \cos(y) \cos(z) \end{pmatrix} a^e(t) \quad \text{in } \Omega_t \times (0,T], \quad i \in \{e,t\}
\]

\[
\psi(x,y,z,t) = \cos(x) \cos(y) \sin(z) \quad a^a(t) \quad \text{in } \Omega_t \times (0,T]
\]

where the time dependent amplitudes of the elastic and acoustic fields $a^e(t)$ and $a^a(t)$ are given by

\[
a^i(t) = E^i \sin(t) + D^i \cos(t), \quad E^i, D^i \in \mathbb{R}, \quad i \in \{e,a\}.
\]

Indeed, those functions and vector fields pose an analytical solution to the coupled problem on the given domains, provided that

\[
-a^i\rho^i = \lambda^e - 2\mu^e = \lambda^1 - 2\mu^1,
\]

\[
D^e = E^a - D^a \frac{b^f}{(c^f)^2}, \quad E^e = -D^a - E^a \frac{b^f}{(c^f)^2}
\]

which can be enforced by an adequate choice of synthetic parameters, and given the following right-hand side forcing terms for $i \in \{e,t\}$:

\[
f^e = \left\{ \left[ 2\rho^e \xi^e a^e(t) + \rho^e ((\xi^e)^2 - 1) a^e(t) \right] \mathbb{1} + \begin{pmatrix} \lambda^1 + 4\mu^1 & \lambda^1 + 4\mu^1 \\ 2\mu^1 - \lambda^1 \end{pmatrix} a^e(t) \right\} \begin{pmatrix} \sin(x) \cos(y) \sin(z) \\ \cos(x) \sin(y) \sin(z) \\ \cos(x) \cos(y) \cos(z) \end{pmatrix}
\]

\[
f^a = f^f = \frac{1}{c^2} \left\{ \left[ (3c^2 - 1)a^a(t) + 3b^a(t) \right] \cos(x) \cos(y) \sin(z) \\ + 2 \left[ k_1 \cos^2(x) \cos^2(y) \sin^2(z) - k_2 \left( \sin^2(x) \cos^2(y) \sin^2(z) \\ + \cos^2(x) \sin^2(y) \sin^2(z) + \cos^2(x) \cos^2(y) \cos^2(z) \right) \right] a^a(t) \right\}
\]

The boundary and initial conditions are taken from the analytical solutions. The material parameters that are used can be found in Table 1, where for Option 1 in the column of $\Omega_t$ only the elastic values are relevant.

To analyze convergence of the proposed numerical scheme, we conduct the simulation on a sequence of meshes with $h$ tending to zero. Time integration is always conducted with a final time $T = 2\pi$ and small enough time step size, such that on all meshes in use, the overall errors are all dominated by their spatial components. For the time integration, we employ the Newmark scheme in its predictor-corrector form using $\beta = 0.25$ and $\gamma = 0.5$ as in [Kaltenbacher, 2007, §5] for the nonlinear acoustic components, while the leapfrog scheme is used for the elastic ones. Figure 3 (left) shows the numerical solution on a selected mesh at time $t = 0.625 \cdot 2\pi$. The meshes are chosen to be non-conforming at the subdomain interfaces on purpose for this artificial data experiment to show convergence also in this general situation. In order to guarantee the non-conformance, the whole mesh-sequence is generated with a 3:2 ratio in mesh size between the central and the two outer blocks c.f. Fig. 2.

Convergence results are collectively plotted at the end of this subsection in order to be directly compared with modeling Option 2.
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FIG. 3. Numerical solution using Material set 1 with (left) Option 1; i.e., with elastic tissue domain on the right. The middle domain is the only acoustic one here displaying \( \dot{\psi}_h \). In the left and right elastic domains the vector field \( \dot{u}_h \) is shown in addition to the magnitude \( \| \dot{u}_h \| \). (right) Option 2; i.e., with acoustic tissue domain on the right.

**Option 2: Acoustic tissue**  We use the same geometry and subdomains as before (cf. Figure 2), only with the tissue domain being modeled as an acoustic medium this time. This corresponds to the case analyzed in the theoretical part of this work. The analytical solutions are defined as before just with \( u \) (dropping the index \( e \) for the elastic displacement \( u \)) only being defined on \( \Omega_e \), while \( \psi \) extends to \( \Omega_a \) now. The amplitudes are again scaled with \( E_a(t) = E^a \sin(t) + D^a \cos(t) \) and \( d^f(t) = E^f \sin(t) + D^f \cos(t) \). However, this time the acoustic amplitudes are allowed to attain different values in the two individual acoustic domains; i.e.,

\[
E^a = \begin{cases} 
E^f, & \text{in } \Omega_f \\
E^t, & \text{in } \Omega_t 
\end{cases}, \quad D^a = \begin{cases} 
D^f, & \text{in } \Omega_f \\
D^t, & \text{in } \Omega_t 
\end{cases}.
\]

In order for these functions to be indeed solutions to the coupled problem, we employ the same conditions and right-hand side forcing terms as before, but in addition, to satisfy the acoustic-acoustic interface flux condition, we demand that

\[
E^t - \frac{b^i}{(c^i)^2} D^i = E^t - \frac{b^f}{(c^f)^2} D^f, \quad D^t + \frac{b^i}{(c^i)^2} E^i = D^t + \frac{b^f}{(c^f)^2} E^f.
\]

These conditions can be fulfilled, for example, by choosing \( D^f = (c^f)^2 \), \( D^t = (c^t)^2 \),

\[
E^t = ((c^t)^4 (c^i)^2 - (c^t)^2 (c^i)^4 + (b^f)^2 (c^i)^2 - b^f b^i (c^i)^2) / ((c^f)^2 b^t - (c^t)^2 b^f),
\]

and \( E^t = E^t - b^i + b^t \). It should be noted that due to \( \Omega_f \) and \( \Omega_t \) having different material parameters, the forcing term \( f^a \) also differs/jumps in between the acoustic subdomains. The concrete material parameters that are used can be found again in Table 1, where in the column \( \Omega_t \) only the acoustic entries are relevant this time. Once more, Figure 3 (right) shows the numerical solution for the given situation at time \( t = 0.625 \cdot 2\pi \) on a selected mesh, while convergence results can be found in Figure 4. We note that the simulation with polynomial degree \( p = 1 \) is not included in our theory. However, the numerical experiment suggests that, at least in this synthetic setting, the convergence rate \( O(h^{r-1}) \) can also be obtained for \( p = 1 \).

**Remark 6.1**  Note that for Parameter set 1, the factor \( k_2 \) in front of the quadratic gradient type nonlinearity is set to zero, reducing the model to Westervelt’s equation in potential form (with synthetic
| type     | parameter | artificial $\Omega_t$ | artificial $\Omega_f$ | artificial $\Omega_e$ | unit  |
|----------|-----------|-----------------------|-----------------------|-----------------------|-------|
| all      | $\rho$    | 1.6018/(2)            | 0.51/(2)              | 1/(6)                 | kg/m³ |
| elastic  | $\lambda$ | 12.3041/(6)           | /                     | 2.87/(10)             | N/m²  |
|          | $\mu$     | 6.4070/(4)            | /                     | 1.69/(6)              | N/m²  |
|          | $\zeta$   | 6/(2)                 | /                     | 3/(4)                 | 1/s   |
| acoustic | $c$       | 2/(1)                 | 1/(\sqrt{2})         | /                     | m/s   |
|          | $b$       | $\frac{1}{2}$/(\frac{11}{2}) | 1/(1)                 | /                     | m²/s  |
|          | $k_1$     | $\frac{1}{16}$/(\frac{4}{3}) | $\frac{1}{10}$/(\frac{5}{3}) | /                     | m²/s  |
|          | $k_2$     | 0/(1)                 | 0/(\frac{1}{4})      | /                     | 1     |
|          | $E^2$     | 2.8571/-0.25          | 3.3571/-4.75          | /                     | 1     |
|          | $D^2$     | 4/(1)                 | 1/(2)                 | /                     | 1     |

Table 1. Synthetic material parameters. Black and upright numbers form Parameter set 1, blue and italic parameters in parenthesis form set 2. In each case, parameters are chosen in such a way that a given analytical solution is enforced in the present numerical experiment for a convergence study. For $\Omega_t$, elastic or acoustic parameters are chosen, depending on Option 1 or Option 2 being used as a model for the tissue. (Numbers rounded to 4 digits)

material parameters) in the acoustic sub-domains. For Parameter set 2, the parameter $k_2$ is non-zero and hence inclusion of the quadratic gradient nonlinearity leads to Kuznetsov’s equation of nonlinear acoustics [Kuznetsov, 1970], with synthetic material parameters as well.
Material set 1 with Westervelt-type nonlinearity

Option 1

Option 2

Material set 2 with Kuznetsov-type nonlinearity

Option 1

Option 2

Fig. 4. Relative errors in $L^\infty$-norm. (Top) Material set 1, (Bottom) Material set 2. In each we have (Left) convergence plots for Option 1 (elastic tissue) and (Right) convergence plots for Option 2 (acoustic tissue) with simulations using different polynomial degrees $p$. 
6.2 **Numerical Experiment 2: Focused ultrasound propagation into human tissue**

For the final numerical example, we come back to our motivation for the present work, the simulation of medical ultrasound applications involving human tissue. Due to the presence of different boundary conditions (i.e., not only homogeneous Dirichlet data), this experiment lies beyond the theory of this work. Nevertheless, it adheres to the structure of subdomains and coupling given before. Figure 5 depicts the mechanical device design lying behind the subdomain partition and boundary conditions used.

**Geometry and boundary data setup**

We set up a computational domain consisting out of the following three subdomains and data.

- **Curved transducer/excitation array** is modeled as an elastic body made of silicone rubber, where at the bottom side an excitation signal is applied via a (displacement) Dirichlet condition. Using our previous notation, this subdomain takes the role of the purely elastic part $\Omega_e$. The circular shape of the excitator has a radius of $r = 0.03$ m with its upper surface being curved according to the height-profile function

$$ h : \mathbb{B}_{0.03}(0) \subset \mathbb{R}^2 \to \mathbb{R}, \quad h(x,y) = G \left( 1 + \frac{1}{1 + \exp(-KG(\sqrt{x^2 + y^2} - S)) \left( \frac{G}{A} - 1 \right)} \right), $$

where we have used the values $G = 0.015$, $K = 10150$, $A = \frac{G}{2}$, and $S = 0.025$; see also Figure 6. The Dirichlet data on the bottom surface ($z = 0$) is given in a space-time factorized form as

$$ u_d(t,x,y) = u_d^{(i)}(t)u_d^{(s)}(x,y). $$

The spatial part consists out of four spatially separated “hills” standing for excitation via piezo-
electric plates, whose vibrations induce the prescribed displacement. More precisely, 
\[ u^{(x)}(x, y) = k(-0.015, -0.015, 0.0075, x, y) + k(0.015, 0.015, 0.0075, x, y) \]
with short-hand notation \( r_m := \sqrt{(x - x_m)^2 + (y - y_m)^2} \) and
\[
k(x_m, y_m, r, x, y) = \begin{cases} 
\frac{1}{\pi} (r_m - r)^2 (r_m + r)^2 & \text{in } \mathbb{B}_r((x_m, y_m)) \\
0 & \text{else}
\end{cases}
\]
being such a “hill” function; see Figure 6 for a graphical depiction. The temporal part is given as a sine-pulse signal with frequency \( f = 100\text{kHz} \), angular frequency \( \omega = 2\pi f \), and a maximal amplitude \( a = 0.0025 \text{m} \):
\[
u_d^{(t)}(t) = \begin{cases} 
\left( \frac{a}{2} \right)^2 \cdot a \cdot \sin(\omega t) & \quad t \leq \frac{2}{7} \\
\left( 1 - \left( \frac{4}{7} (t - \frac{2}{7}) \right)^2 \right) \cdot a \cdot \sin(\omega t) & \quad \frac{2}{7} < t \leq \frac{4}{7} \\
0 & \quad \frac{4}{7} < t
\end{cases}
\]
which continuously increases over roughly the first 2.25 wavelengths to its maximal amplitude \( a \) and then again decreases to zero over the next two wavelengths; see also Figure 6 for a plot of the time-signal.

The remaining surfaces of the excitor block have homogeneous Dirichlet conditions prescribed for the displacement, which can be interpreted as a rigid fixation of the silicon rubber part within the rest of the mechanical device; cf. Figure 5. For a graphical depiction of different parts of the boundary and used conditions, we refer to Figure 5.

- **Acoustic conductor pipe** is modeled as an acoustic/fluid body of length \( L \approx 0.055 \text{m} \) filled with water. This subdomain takes the role of the purely acoustic/fluid part \( \Omega_f \) from before. On its bottom end, the subdomain aligns with the elastic excitor domain on the interface \( \Gamma_1^{ef} \). On its top end, the interface \( \Gamma_1^{ef} \) with the tissue domain is placed. The cylinder mantle surface has homogeneous Dirichlet conditions for the acoustic potential prescribed, modeling the devices rigid walls encasing the water (compare to Figure 5).

- **The tissue domain** resides on top of the acoustic conductor. It can be modeled as an elastic or acoustic body, corresponding to the two previously discussed options. In both cases, the computational tissue domain has the shape of a cylinder of height \( h = 0.08 \text{m} \) and radius \( r = 0.06 \text{m} \) out of the larger physical tissue domain, being (part of) the human body. To avoid unphysical reflections on the mantle and top surfaces resulting from that truncation procedure, absorbing boundary conditions of Engquist–Majda type [Engquist and Majda, 1977] (in the acoustic case) or as in [Stacey, 1988; Antonietti et al., 2018] (in the elastic case) are employed on these surfaces. The remaining surface is the (skin) surface of the human body without the interface \( \Gamma_1^{ef} \), equipped with homogeneous Neumann conditions.

For this numerical experiment, the simulation starts from the zero initial conditions \( (\psi, \psi')_{t=0} = (0, 0), (\mathbf{u}, \mathbf{u}')_{t=0} = (\mathbf{0}, \mathbf{0}) \); in other words, solid and fluid bodies being at rest. Furthermore, no additional external forces are applied; that is, \( f^e = f^f = 0 \) and all the dynamics of the system is induced via the excitation/Dirichlet conditions described above.
Material parameters  In contrast to the synthetic test case, parameters for realistic materials are often given not in terms of the Lamé-parameters $\lambda$ and $\mu$, but rather in terms of the elastic modulus $E$ and Poisson ratio $\nu$. Similarly in nonlinear acoustics, the coefficient of nonlinearity $\beta = 1 + \frac{B}{A}$ is commonly used to indicate the nonlinear wave behavior. Here the ratio $B/A$ denotes the parameter of nonlinearity, which arises from the Taylor expansion of the variations of the pressure in terms of variations of the density in a given medium; cf. [Hamilton and Blackstock, 1998, §2].

The parameter values used in the upcoming experiments are given in Table 2, from which the corresponding values, e.g., of $\lambda$ and $\mu$ can be computed using the well-known formulas

$$
\lambda = \frac{E\nu}{(1+\nu)(1-2\nu)}, \quad \mu = \frac{E}{2(1+\nu)}.
$$

For the acoustic case, we can choose between two different well-established models. The choice $k_1 = \frac{2+B/A}{2\nu}$ and $k_2 = 0$ leads to Westervelt’s equation, while $k_1 = \frac{B/A}{2\nu}, k_2 = 1$ leads to Kuznetsov’s equation; see [Kaltenbacher, 2007; Hamilton and Blackstock, 1998].

The derivation of the elastic damping coefficient $\zeta$ can be based on different reference parameters from literature. For silicone rubber, values for the loss coefficient $c_L$ are given, which relates to the quality factor $Q$ via $c_L = \frac{1}{Q}$, where $Q$ describes the so-called intensity loss $\Delta I$ of a wave per period, i.e. $Q = 2\pi \frac{\Delta I}{\mathcal{L}}$. From $Q$ one then finds $\zeta = \frac{\pi f}{Q} = c_L \pi f$ [Antonietti et al., 2018], where $f$ is the frequency used in the simulation. For tissue values for the attenuation parameter $\alpha$, depending on the used frequency
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... are given, which yields the intensity loss after traveling through a medium for one wavelength \(\lambda\) as 
\[ I(\lambda) = I_0 \exp(-\alpha \lambda) \]
Using \(\lambda = c/f\) and the correspondence of one wavelength to one period, this translates to 
\[ \frac{1}{Q} = \frac{1}{2\pi}(1 - \exp(-\alpha c/f)) \]
and hence 
\[ \zeta = \frac{f}{2}(1 - \exp(-\alpha c/f)) \]
where the wave speed \(c\) was chosen to be the pressure wave speed 
\[ c = v_p = \sqrt{\frac{2+2\mu}{\rho}}. \]

**Discretization**

As a final time for this simulation, we have chosen 
\[ T = 1.5 \cdot 10^{-4} \text{s} \]
which is resolved by 15000 time steps of 10ns each. For the nonlinear acoustic part, we employ the Generalized \(\alpha\) scheme as in [Antonietti et al., 2020b] to damp high-frequency oscillations that might appear in a Gibbs phenomenon-like manner near a steep wavefront. In detail, we use the method parameters \(\beta = 4/9, \gamma = 5/6, \alpha_m = 0, \) and \(\alpha_f = 1/3\). We refer to [Chung and Hulbert, 1993; Erlicher et al., 2002] for a deeper insight into this time-stepping method. For the elastic part, again the leapfrog scheme is employed. In this experiment the meshes of the subdomain were chosen to be conforming at the interfaces. Spatial discretization is done using 686937 degrees of freedom with polynomial basis functions of degree \(p = 3\).

**Results**

From the computed acoustic potential \(\psi\) and displacement field \(u\) from our numerical simulation, we post-process the acoustic and elastic pressure values relevant for the application according to 
\[ p_{ac} = \rho \dot{\psi} \]
and 
\[ p_{el} = -\frac{1}{3} \sum_{i=1}^{3} \sigma_{ii} \]
respectively, depending on whether a subdomain contains an acoustic or elastic material. Herein \(\sigma(u) = \lambda \text{div}(u) I + 2\mu \mathbf{e}(u)\) is the stress-tensor, as defined before. Figure 7 shows the pressure wave propagation within the computational domain over different time steps for Option 2 (acoustic) choice for the tissue using the Westervelt equation as the acoustic wave model.

| materials | type | parameter | silicone rubber | water | tissue | unit |
|-----------|------|-----------|----------------|-------|--------|------|
|           | all  | \(\rho\)  | 1100           | 998.23| 1000   | \text{kg/m}^3 |
|           | elastic | \(E\)    | 5 \cdot 10^7  | /     | 1 \cdot 10^9 | \text{N/m}^2 |
|           |        | \(\nu\)   | 0.49           | /     | 0.375  | 1    |
|           |        | \(c_L\)   | 1.0            | /     | /      | 1    |
|           |        | \(\alpha\) | /              | /     | 0.2668 | \text{N/g} |
|           | acoustic | \(c\)     | /              | 1500  | 1540   | \text{m/s} |
|           |        | \(b\)     | /              | 6 \cdot 10^{-9} | 6.4117 \cdot 10^{-4} | \text{m}^2/\text{s} |
|           |        | \(B/A\)   | /              | 5     | 7.44   | 1    |

Table 2. **Material parameters.** Parameters of water: \(\rho\) at 20°C: [http://www.matweb.com/](http://www.matweb.com/), \(c, b, B/A\): [Kaltenbacher, 2007, §5]. Elastic parameters for tissue: \(E\) (order of magnitude), \(\nu\) (mean value) [Chawla et al., 2006], acoustic parameters for tissue: \(\rho, c, b\): [Velasco-Segura and Rendón, 2015], \(B/A, \alpha\): [https://itis.swiss/virtual-population/tissue-properties/database] (average value of kidney tissue). Elastic parameters for silicon rubber: \(\rho, E, \nu\): [https://www.azom.com/properties.aspx?ArticleID=920], \(c_L\) as well (mean value used).

Further, the pressure field within the tissue is compared with Option 1 of having an elastic tissue model. Figure 8 then compares different choices for the acoustic wave equation being the linear wave equation, the Westervelt or the Kuznetsov equation.
First it can be seen that, while qualitatively behaving similar, Options 1 and 2 differ in amplitude and propagation velocity of the wave, which is due to the material parameters for the two options (see Table 2) stemming from different references with some of them being available only approximately.

In contrast to that, one observes almost no visible difference among the different acoustic models (i.e., the linear wave equation, Westervelt’s, and Kuznetsov’s equations) in the given pressure regime. This observation changes once we employ higher excitation amplitudes and hence increase the influence of the nonlinear terms of the models. Figures 9 and 10 directly compare the acoustic models with each other for a simulation with an excitation amplitude of \( a = 0.075 \text{m} \). We note that this amplitude might be exaggerated from this application/experiment point of view. However, it shows very accurately the wave steepening effect modeled by the nonlinear terms in the higher pressure regime in contrast to the linear model. Even in Option 1 simulations with the linear elastic tissue model, a small steepening and amplitude increase of the pressure wave is visible once the nonlinear wave equations are used in the fluid region compared to a completely linear simulation.

The comparably quite small difference between the Westervelt and Kuznetsov equation’s results further shows that the approximative assumption of \( \nabla \psi \cdot \nabla \dot{\psi} \approx \frac{1}{2} \dot{\psi}^2 \), which is made in the derivation of the Westervelt equation as a simplification of Kuznetsov’s equation and which holds with equality in the case of a linear plane wave, is still reasonable in the given regime of nonlinearity.

7. Conclusion

In this work, we have considered a coupled elasto-acoustic problem with thermoviscous dissipation and general nonlinearities of quadratic type in the acoustic regime. The mathematical model was in particular motivated by the medical applications of high-intensity ultrasound, which tend to involve different elastic and acoustic subdomains with possible jumps in the material parameters.

The elasto-acoustic interface was resolved by a coupling based on force-exchange via Neumann conditions, while the acoustic-acoustic interfaces were treated using a discontinuous Galerkin approach, resulting in a fully coupled initial boundary-value problem. We discretized the problem in space using hexahedral elements of degree \( p \) being conform within each material subdomain, but with the option of non-matching grids across interfaces. By a careful choice of test functions, taking into account the thermoviscous dissipation term, we proved stability and error bounds for the linearized approximation in a suitable energy norm. Under regularity and smallness assumptions on the exact solution in an appropriate norm and smallness of the mesh size parameter \( h \), we derived an error estimate in the energy norm for the nonlinear problem by employing the Banach fixed-point theorem.

Additionally, we have conducted extensive convergence studies to support our theoretical findings for different options with respect to modeling the tissue and material parameters of the discussed model. Finally, a 3D simulation using realistic material data and geometries showing the propagation of ultrasound waves into human tissue closes the loop to the original motivation of the work.

Future research on the topic will be concerned with the analysis and simulation of problems including nonlinear effects not only in the acoustic but also elastic regime, and the simulation of ultrasound heating by an additional coupling with a temperature model.
Fig. 7. Pressure field over time using Westervelt’s equation as acoustic model. (top left - bottom left) Option 2, (bottom right) Option 1 and Westervelt’s equation only in the fluid domain.
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Appendix A

We present here the postponed proof of Theorem 4.2.

Proof of Theorem 4.2. Insertion of a solution \((\mathbf{u}, \psi)\) into the semi-discrete form and subtraction of the actual semi-discrete form therefrom yields the following equation for the error \(e\):

\[
\begin{align*}
(p_c \varepsilon_{\mathbf{u}} \cdot \mathbf{v}_h)_{\Omega_v} + (2p_c \zeta \varepsilon_{\mathbf{u}} \cdot \mathbf{v}_h)_{\Omega_v} + (p_c \zeta^2 \varepsilon_{\mathbf{u}} \cdot \mathbf{v}_h)_{\Omega_v} + & \quad d_h^e(\varepsilon_{\mathbf{u}}, \mathbf{v}_h) \\
+ (c^{-2} \varepsilon_{\psi}, \phi_h)_{\Omega_s} + & \quad d_h^a(\varepsilon_{\psi}, \phi_h) + \mathcal{F}(p_c \varepsilon_{\psi} \cdot \mathbf{v}_h) - \mathcal{F}(\phi_h \cdot \varepsilon_{\mathbf{u}}) \\
= & \quad (f^a - f^a_h)\phi_h)_{\Omega_s}
\end{align*}
\]

for all \((\mathbf{v}_h, \phi_h) \in V_h^e \times V_h^a\), a.e. in time. We next decompose the error into the difference of \((e_{\mathbf{u}, f}, e_{\psi, f})\) and
(\(e_{u,h}, e_{\psi,h}\)), see (4.9). We proceed similarly to the stability proof and test the resulting error equation for 

\[(e_{u,h}, e_{\psi,h})\] 

with \(v_h = e_{u,h}\) and \(\phi_h = \rho^I e_{\psi,h}\).

This yields

\[
\begin{align*}
(p^I e_{u,h}, e_{u,h})_{\Omega_c} + (2p^I \zeta e_{u,h}, e_{u,h})_{\Omega_c} + (p^I \zeta^2 e_{u,h}, e_{u,h})_{\Omega_c} + a_h^0(e_{u,h}, e_{u,h}) \\
+ (c^{-2} e_{\psi,h}, \rho^I e_{\psi,h})_{\Omega_c} + a_h^0(e_{\psi,h}, \rho^I e_{\psi,h}) + \mathcal{J}(\rho^I e_{\psi,h}, e_{u,h}) - \mathcal{J}(\rho^I e_{\psi,h}, e_{u,h}) \\
= (p^I e_{u,I}, e_{u,h})_{\Omega_c} + (2p^I \zeta e_{u,I}, e_{u,h})_{\Omega_c} + (p^I \zeta^2 e_{u,I}, e_{u,h})_{\Omega_c} + a_h^0(e_{u,I}, e_{u,h}) \\
+ (c^{-2} e_{\psi,I}, \rho^I e_{\psi,h})_{\Omega_c} + a_h^0(e_{\psi,I}, \rho^I e_{\psi,h}) + \mathcal{J}(\rho^I e_{\psi,h}, e_{u,h}) - \mathcal{J}(\rho^I e_{\psi,h}, e_{u,h}) \\
- (f^a - f_h^a, \rho^I e_{\psi,h})_{\Omega_c}.
\end{align*}
\]

We denote the left-hand side of this equation by LHS and the right-hand side by RHS. Noting that the interface terms on the left cancel out with our particular choice of test functions, we are left with

\[
\text{LHS} = \frac{1}{2} \frac{d}{dt} \left( \| \sqrt{\rho^I e_{u,h}} \|^2_{\Omega_c} + \| \sqrt{\rho^I \zeta e_{u,h}} \|^2_{\Omega_c} + \| \sqrt{\rho^I e_{\psi,h}} \|^2_{\Omega_c} \right) + \| \sqrt{2p^I \zeta e_{u,h}} \|^2_{\Omega_c}
\]

\[
+ \frac{1}{2} \frac{d}{dt} \left( \| c^{-1} \sqrt{\rho^I e_{\psi,h}} \|^2_{\Omega_c} + \| \sqrt{\rho^I \nabla e_{\psi,h}} \|^2_{\Omega_c} - (\rho^I \nabla e_{\psi,h}, e_{\psi,h})_{\Omega_c} \\
+ || \sqrt{\rho^I e_{\psi,h}} \|^2_{\Omega_c} \right)
\]

\[+ \| b \rho^I c^{-2} e_{\psi,h} \|^2_{\Omega_c}.\]
Fig. 9. Comparison of acoustic models in high pressure regime, all at 76% simulation time in tissue domain. (top left) Linear wave equation, (top right) Kuznetsov’s equation, (bottom left) Westervelt’s equation. (bottom right) Option 1 with Westervelt’s equation only in the fluid domain.

Above we have also used the following identity:

\[
\frac{d}{dt} \left( \left\langle \nabla \tilde{\epsilon}_{\psi,h}, \tilde{\epsilon}_{\psi,h} \right\rangle_h \right) + \left( \left\langle \nabla \tilde{\epsilon}_{\psi,h}, \dot{\tilde{\epsilon}}_{\psi,h} \right\rangle_h - \left\langle \nabla \tilde{\epsilon}_{\psi,h}, \tilde{\epsilon}_{\psi,h} \right\rangle_h \right) = \left\langle \nabla \tilde{\epsilon}_{\psi,h}, \tilde{\epsilon}_{\psi,h} \right\rangle_h.
\]

and the fact that \( \rho^f = \text{const.} \) We next integrate LHS with respect to time and identify the energy norms \( \|e_{u,h}\|_{E^E}^2 \) and \( \|e_{\psi,h}\|_{E^a}^2 \) (scaled by appropriate constants) within the result to obtain

\[
\int_0^t \text{LHS}(s) \, ds \geq \|e_{u,h}(t)\|_{E^E}^2 + \int_0^t \|\sqrt{2\rho^e \tilde{\epsilon}}_{u,h}\|_{\Omega_e}^2 \, dt + \|e_{\psi,h}(t)\|_{E^a}^2
\]

\[
- \left( \left\langle \nabla \tilde{\epsilon}_{\psi,h}(t), \tilde{\epsilon}_{\psi,h}(t) \right\rangle_h \right)_{E^a} + \left( \left\langle \nabla \tilde{\epsilon}_{\psi,h}(0), \tilde{\epsilon}_{\psi,h}(0) \right\rangle_h \right)_{E^a}.
\]

Note that all terms evaluated at time \( t = 0 \) vanish due to our choice of the discrete initial conditions.
Applying Lemma 4.3 yields the following estimate:

$$\|e_h(t)\|_E^2 = \|e_{u,h}(t)\|_E^2 + \|e_{w,h}(t)\|_E^2 \lesssim \int_0^T \text{LHS} \, d\tau$$

for all $t \in [0, T]$.

We proceed with estimating the terms on the right-hand side. By the Cauchy–Schwarz and Young’s inequalities, we have

$$(\rho \dot{e}_{u,f}, \dot{e}_{u,h})_{\Omega_e} \lesssim \|\dot{e}_{u,f}\|_{\Omega_e}^2 + \|\dot{e}_{u,h}\|_{\Omega_e}^2.$$  

Noting that $\dot{e}_w = \dot{e}_w + \frac{h}{\varepsilon} \ddot{e}_w$, by the triangle and Young’s $\varepsilon$ inequalities, we infer

$$(c^{-2} \ddot{e}_{w,f}, \rho^f \ddot{e}_{w,h})_{\Omega_e} \lesssim C(\varepsilon^{-1}) \|\dot{e}_{w,f}\|_{\Omega_e}^2 + \|\dot{e}_{w,h}\|_{\Omega_e}^2 + \varepsilon \|\ddot{e}_{w,h}\|_{\Omega_e}^2,$$

where $\varepsilon > 0$ can be chosen as conveniently small later on. To simplify exposition, we choose the same $\varepsilon > 0$ in all applications of Young’s $\varepsilon$-inequality. We similarly treat the elastic damping terms with the parameter $\zeta$:

$$(2\rho^e \zeta \dot{e}_{u,f}, \dot{e}_{u,h})_{\Omega_e} \lesssim \|\dot{e}_{u,f}\|_{\Omega_e}^2 + \|\dot{e}_{u,h}\|_{\Omega_e}^2,$$

$$(\rho \dot{e}_w^2 \dot{e}_{u,f}, \dot{e}_{u,h})_{\Omega_e} \lesssim \|e_{u,f}\|_{\Omega_e}^2 + \|\dot{e}_{u,h}\|_{\Omega_e}^2.$$

---

**Fig. 10.** Model comparison of pressure signal at (left) axis of symmetry of tissue domain at 76% of simulation time. (right) Same comparison but over time at fixed point $p = (0, 0, 0.12)^T$ m.
Integrating RHS with respect to time yields

\[
\int_0^t \text{RHS} \, d\tau \lesssim \int_0^t \left( \|e_{u.l}\|_{\Omega_h}^2 + \|\hat{e}_{u.l}\|_{\Omega_h}^2 + \|\ddot{e}_{u.l}\|_{\Omega_h}^2 + C(\varepsilon^{-1})\|\dddot{e}_{y.l}\|_{\Omega_h}^2 \right) \, d\tau + \mathcal{A} + \mathcal{C} + \mathcal{F},
\]

(7.1)

where we have introduced the short-hand notation

\[
\mathcal{A} := \int_0^t a_h^e(e_{u.l}, \hat{e}_{u.h}) + a_h^a(\hat{e}_{y.l}, \rho \hat{e}_{y.h}) \, d\tau,
\]
\[
\mathcal{C} := \int_0^t \mathcal{J}(\rho \hat{e}_{y.l}, \hat{e}_{u.h}) - \mathcal{J}(\rho \hat{e}_{y.h}, \hat{e}_{u.l}) \, d\tau,
\]
\[
\mathcal{F} := \int_0^t (f^a - f_h^a) \rho \hat{e}_{y.h})_{\Omega_h} \, d\tau.
\]

We continue by estimating these three terms separately.

- **Estimating the bilinear forms** \(\mathcal{A}\). Integrating by parts with respect to time yields

\[
\mathcal{A} = \left[ a_h^e(e_{u.l}, e_{u.h}) + a_h^a(\hat{e}_{y.l}, \rho \hat{e}_{y.h}) \right]_{0}^{t} - \int_0^t \left( a_h^e(e_{u.l}, e_{u.h}) + a_h^a(\hat{e}_{y.l}, \rho \hat{e}_{y.h}) \right) \, d\tau
\]

with the expression under the integral being the same as the one in the brackets except for the additional time-derivative within the first arguments of the bilinear forms. Hence, we conduct the following estimates in a generic setting.

The Cauchy–Schwarz inequality applied to the bulk as well as interface forms, followed by an application of Young’s \(\varepsilon\) inequality yields

\[
a_h^e(v_l, v_h) + a_h^a(\hat{\phi}_h, \rho \hat{\phi}_h) \lesssim C(\varepsilon^{-1}) \left( \|\mathbf{e}(v_l)\|_{\Omega_h}^2 + \|\nabla \hat{\phi}_h\|_{\Omega_h}^2 + \|\nabla \hat{\phi}_h\|_{\Omega_h}^2 \right)
\]

\[
+ C(\varepsilon^{-1/2}) \left( \|\nabla \hat{\phi}_l\|_{\partial \Omega_h^a}^2 + \|\sqrt{\lambda} \nabla \hat{\phi}_h\|_{\partial \Omega_h^a}^2 \right)
\]

\[
+ \varepsilon \left( \|\mathbf{e}(v_l)\|_{\Omega_h}^2 + \|\nabla \hat{\phi}_h\|_{\Omega_h}^2 \right)
\]

\[
+ C(\varepsilon^{-1/2}) \left( \|\nabla \hat{\phi}_l\|_{\partial \Omega_h^a}^2 + \|\sqrt{\lambda} \nabla \hat{\phi}_h\|_{\partial \Omega_h^a}^2 \right)
\]

everywhere in time. When estimating the terms within the time integral it is sufficient to take \(\varepsilon = 1/2\). By means of Lemma 4.2, the term \(\|\chi^{-1/2} \nabla \hat{\phi}_h\|_{\partial \Omega_h^a}^2\) can be estimated by \(\beta^{-1} \|\nabla \hat{\phi}_h\|_{\Omega_h}^2\) up to a constant. Therefore,

\[
\mathcal{A} \lesssim C(\varepsilon^{-1}) \left( \|\mathbf{e}(e_{u.l})\|_{\Omega_h}^2 + \|\nabla \hat{e}_{y.l}(t)\|_{\Omega_h}^2 + \|\chi^{-1/2} \nabla \hat{e}_{y.l}(t)\|_{\partial \Omega_h^a}^2 \right)
\]

\[
+ \|\sqrt{\lambda} \nabla \hat{e}_{y.l}(t)\|_{\partial \Omega_h^a}^2 + \varepsilon \left( \|\mathbf{e}(e_{u.h})\|_{\Omega_h}^2 + \|\nabla \hat{e}_{y.h}(t)\|_{\Omega_h}^2 + \|\sqrt{\lambda} \nabla \hat{e}_{y.h}(t)\|_{\partial \Omega_h^a}^2 \right)
\]

\[
+ \int_0^t \left( \|\mathbf{e}(e_{u.l})\|_{\Omega_h}^2 + \|\nabla \hat{e}_{y.l}\|_{\Omega_h}^2 + \|\chi^{-1/2} \nabla \hat{e}_{y.l}\|_{\partial \Omega_h^a}^2 \right) \, d\tau
\]

where the terms evaluated at \(t = 0\) all vanish due to \(e_{u,h}(0) = \hat{e}_{y,h}(0) = 0\) thanks to our choice of the approximate initial conditions in (4.10).
• Estimating the interface terms $\mathcal{C}$. One employs the Cauchy–Schwarz inequality on the elastodynamic interface $I^\text{ea}_h$. Together with the inverse trace estimate from Lemma 4.1 on the elastic side, the interpolation estimate on faces from Lemma 4.8 on the acoustic and our mesh assumptions, which basically guarantee comparability of the different mesh sizes $h_e, h_f$ and $h_t$ with one common parameter $h$, one obtains

$$\mathcal{F}(\rho^t \hat{\psi}_h, \hat{\mathbf{u}}_h) = \langle \rho^t \hat{\psi}_h, \mathbf{n}^e \rangle_{\partial \Omega^e} \lesssim \|\rho^t \hat{\psi}_h\|_{L^2(I^\text{ea}_h)}\|\hat{\mathbf{u}}_h\|_{L^2(I^\text{ea}_h)}$$

$$= \sqrt{\sum_{F \in \mathcal{F}_h^e} \|\rho^t \hat{\psi}_h\|^2_{L^2(F)}} \sqrt{\sum_{G \in \mathcal{F}_h^a} \|\hat{\mathbf{u}}_h\|^2_{L^2(G)}}$$

$$\lesssim h^{t-1/2} \sum_{t \in \mathcal{T}_h} \|\hat{\psi}_h\|^2_{H^1/t(K)} h^{t-1/2} \sum_{t \in \mathcal{T}_h} \|\hat{\mathbf{u}}_h\|^2_{L^2(K)} = h^{t-1} \|\hat{\psi}_{s,a}\|_{\Omega^e} \|\hat{\mathbf{u}}_h\|_{\Omega^e}.$$ 

Analogously $\mathcal{F}(\rho^t \hat{\psi}_h, \hat{\mathbf{u}}_h) \lesssim h^{t-1} \|\hat{u}\|_{H^t(\Omega^a)} \|\hat{\psi}_h\|_{\Omega^e}$. Hence by Young’s inequality

$$\mathcal{C} \lesssim \int_0^t h^{2(s-1)} \left( \|\hat{u}\|^2_{H^t(\Omega^a)} + \|\hat{\psi}\|^2_{s,a} + \int_0^t \|\hat{\psi}\|^2_{s,a} \right) + \left( \|\hat{e}_{u,h}\|_{\Omega^e} + \|\hat{e}_{\psi,h}\|_{\Omega^a} \right) \, dt.$$

• Estimating the source term $\mathcal{F}$. Again by Cauchy–Schwarz and Young’s inequalities, we have

$$\mathcal{F} \lesssim \|f^a - f_h^a\|^2_{L^2(0,t;\Omega^a)} + \int_0^t \|\hat{e}_{\psi,h}\|^2_{\Omega^a} \, dt + \int_0^t \|\hat{\psi}_h\|^2_{\Omega^a} \, dt.$$

We can now incorporate the estimates for $\mathcal{F}$, $\mathcal{C}$, and $\mathcal{F}$ into (7.1). Identifying components of the energy norms $\|\hat{e}_{u,h}\|^2_{\Omega^e}$ and $\|\hat{e}_{\psi,h}\|^2_{\Omega^a}$ within $\varepsilon$ terms yields

$$\int_0^t \text{RHS} \, dt \lesssim \int_0^t \left( \|\hat{e}_{u,h}\|^2_{\Omega^e} + \|\hat{e}_{u,h} - \hat{e}_{\psi,h}\|^2_{\Omega^a} + \|\hat{e}_{\psi,h}\|^2_{\Omega^a} + C(\varepsilon^{-1}) \|\hat{e}_{\psi,h}\|^2_{\Omega^a} \right) \, dt$$

$$+ \|\mathbf{e}(\hat{\mathbf{u}}_h(t)) - \hat{\mathbf{u}}_h(t)\|^2_{\Omega^a} + \|\nabla \hat{\mathbf{e}}_{\psi,h}(t)\|^2_{\Omega^a} + \|\chi^{-1/2} \{\nabla \hat{\mathbf{e}}_{\psi,h}(t)\}\|^2_{\Omega^a}$$

$$+ \|\sqrt{\chi} \{\hat{\mathbf{e}}_{\psi,h}(t)\}\|^2_{\Omega^a} + h^{t-1/2} \left( \|\hat{u}\|^2_{H^t(\Omega^a)} + \|\hat{\psi}\|^2_{s,a} + \|\hat{\psi}\|^2_{s,a} \right)$$

$$+ \|\hat{e}_{u,h}\|^2_{\Omega^e} + \|\hat{e}_{\psi,h}\|^2_{\Omega^a} \right) \, dt$$

$$+ C(\varepsilon^{-1}) \left( \|\mathbf{e}(\hat{\mathbf{u}}_h(t)) - \hat{\mathbf{u}}_h(t)\|^2_{\Omega^a} + \|\nabla \hat{\mathbf{e}}_{\psi,h}(t)\|^2_{\Omega^a} + \|\chi^{-1/2} \{\nabla \hat{\mathbf{e}}_{\psi,h}(t)\}\|^2_{\Omega^a} \right)$$

$$+ \|\sqrt{\chi} \{\hat{\mathbf{e}}_{\psi,h}(t)\}\|^2_{\Omega^a} + \varepsilon \left( \|\hat{e}_{u,h}(t)\|^2_{\Omega^e} + \|\hat{e}_{\psi,h}(t)\|^2_{\Omega^a} \right)$$

$$+ \|f^a - f_h^a\|^2_{L^2(0,t;\Omega^a)}.$$

Let us denote

$$C_1(t, u, \psi, \dot{\psi}) := \|u(t)\|^2_{H^t(\Omega^a)} + \|\psi(t)\|^2_{s,a} + \|\dot{\psi}(t)\|^2_{s,a},$$

$$C_2(u, \dot{u}, \ddot{u}, \psi, \dot{\psi}) := \|u\|^2_{H^t(\Omega^a)} + \|\dot{u}\|^2_{H^t(\Omega^a)} + \|\ddot{u}\|^2_{H^t(\Omega^a)} + \|\psi\|^2_{s,a} + \|\dot{\psi}\|^2_{s,a}.$$
Then by means of the interpolation error estimates of Lemmas 4.4, 4.9, and the above derived bounds, we infer
\[
\|e_{u,h}(t)\|_{E^2}^2 + \|e_{\psi,h}(t)\|_{E^2}^2 \lesssim \int_0^t \text{LHS} \text{ d}\tau = \int_0^t \text{RHS} \text{ d}\tau 
\]
\[
\lesssim \int_0^t \left( h^{2(s-1)} C_2(u, \bar{u}, \bar{u}, \psi) + \|e_{u,h}\|_{E^2}^2 + \|e_{\psi,h}\|_{E^2}^2 \right) \text{ d}\tau 
\]
\[
+ h^{2(s-1)} C_1(t, u, \psi, \psi) + \varepsilon \left( \|e_{u,h}(t)\|_{E^2}^2 + \|e_{\psi,h}(t)\|_{E^2}^2 \right) 
\]
\[
+ \|f^a - f_h^a\|_{L^2(0,T;\Omega_1)}^2. 
\]

If \( C \) is the hidden constant above, we can choose \( \varepsilon \in (0, \frac{1}{2C}) \) and absorb the \( \varepsilon \) terms on the right by the left-hand side energies. Thus
\[
\|e_{u,h}(t)\|_{E^2}^2 + \|e_{\psi,h}(t)\|_{E^2}^2 \lesssim h^{2(s-1)} \left( \sup_{t \in (0,T)} C_1(t, u, \psi, \psi) + \int_0^t C_2(u, \bar{u}, \bar{u}, \psi, \psi) \text{ d}\tau \right) 
\]
\[
+ \|f^a - f_h^a\|_{L^2(0,T;\Omega_1)}^2 + \int_0^t \|e_{u,h}\|_{E^2}^2 + \|e_{\psi,h}\|_{E^2}^2 \text{ d}\tau, 
\]
which by Gronwall’s inequality implies
\[
\|e_{u,h}(t)\|_{E^2}^2 + \|e_{\psi,h}(t)\|_{E^2}^2 \lesssim \epsilon C^l \left( h^{2(s-1)} \left( \sup_{t \in (0,T)} C_1(t, u, \psi, \psi) + \int_0^t C_2(u, \bar{u}, \bar{u}, \psi, \psi) \text{ d}\tau \right) + \|f^a - f_h^a\|_{L^2(0,T;\Omega_1)}^2 \right). 
\]

Taking the supremum over all \( t \in (0, T) \) results in the final bound (4.11). \( \square \)
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