Interface growth driven by a single active particle
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We study pattern formation, fluctuations and scaling induced by a growth-promoting active walker on an otherwise static interface. Active particles on an interface define a simple model for energy-consuming proteins embedded in the plasma membrane, responsible for membrane deformation and cell movement. In our model, the active particle overturns local valleys of the interface into hills, simulating growth, while itself sliding and seeking new valleys. In 1D, this overturn-slide-search dynamics of the active particle causes it to move superdiffusively in the transverse direction while pulling the immobile interface upwards. Using Monte Carlo simulations, we find an emerging tent-like mean profile developing with time, despite large fluctuations. The roughness of the interface follows scaling with the growth, dynamic, and roughness exponents, derived using simple arguments as $\beta = 2/3, z = 3/2, \alpha = 1/2$ respectively, implying a breakdown of the usual scaling law $\beta = \alpha/z$, owing to very local growth of the interface. The transverse displacement of the puller on the interface scales as $\sim t^{4/3}$ and the probability distribution of its displacement is bimodal, with an unusual linear cusp at the origin. Both the mean interface pattern and probability distribution display scaling. A puller on a static 2D interface also displays aspects of scaling in the mean profile and probability distribution. We also show that a pusher on a fluctuating interface moves subdiffusively leading to a separation of time scale in pusher motion and interface response.

\section{I. INTRODUCTION}

Active particles are agents that consume energy from a replenishable energy source and thereby propel themselves or generate mechanical forces on other bodies \cite{1}. When coupled to a stationary, pliable interface, such particles exert non-thermal forces that can drive the interface into motion, and significantly modify the interface shape and morphology \cite{2,3}, while themselves displaying interesting self-organization, even if they do not interact directly and their motion is dictated only by the local environment \cite{4}.

The study of active agents on an interface derives motivation from a natural biological setting, namely the interaction of active proteins with the plasma membrane of a living cell. Transmembrane proteins, which derive their energy from the cytoskeleton, are known to exert active forces on the membrane; these forces can be extensile or contractile in nature (Fig. 1), and they are consequential in attaining a robust shape deformation of the membrane and for cell migration \cite{5,6}. More generally, forces and flows generated by motor proteins bring in new length scales into the system and provide a basis for membrane patterning and morphogenesis \cite{7}.

In this paper, we study a minimal statistical physics model that encapsulates some features pertaining to patterning on an active membrane. Specifically, we study the simplest case: that of a single active particle interacting with an inert interface initially at rest. Interesting effects arise when such a particle is allowed freely to move on a static interface that is susceptible to deformations by the particle; in turn, the interface profile influences the sliding motion of the particle in a randomly chosen direction. The dynamics of the particle incorporates elements of stochasticity and search in a medium that is itself modified by the trajectory of the particle (Fig. 2). The resulting profile exhibits power laws in space and time, broadly reminiscent of the self-organized critical state induced by an Eulerian walker that modifies the properties of the background as it moves along \cite{10}. The simplicity of our model lends it a significant advantage: it allows a detailed understanding of pattern formation, fluctuations and scaling properties of active membranes.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Cell membrane modelled as a flexible 1D interface with active proteins studded on it. The extensile and contractile forces exerted by the cytoskeleton are mediated by the transmembrane components, and they result, respectively, in a pushing (blue) or pulling (red) effect on the interface.}
\end{figure}

To start with, we study the interaction of an active particle that pulls the interface locally, hence it is referred to as a “puller”; on the other hand, a “pusher” pushes the interface locally. Our study is closely related to that of Cagnetta et al. \cite{11} on the dynamics of an active growth-promoting slider (puller) on a fluctuating interface. Our work emphasizes the case of a static interface in one and
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two dimensions, and it characterizes scaling properties of large-scale structures and probability distributions, for both pullers and pushers.

The dynamics of a puller gives rise to an interesting walk on the interface, which is composed of local slopes, hills, and valleys (see Fig. 2). If found in a valley, the walker overturns it into a hill, causing the overall interface height to rise slightly (hence the name puller). Following the overturn, the particle finds itself on top of a hill and slides down a randomly chosen direction till it finds a valley to overturn and the sequence repeats on the modified interface. With its disposition to convert valleys into hills, the “overturn-slide-search” sequence leads to an ever-evolving walk in an infinite system.

The dynamics gives rise to superdiffusive transverse motion for the puller with the probability of returning to the origin being smaller than for a Brownian random walk. Alongside, the succession of valley to hill conversions results in interesting morphological changes of the surface on a large scale: the mean profile shows a distinctive power-law pattern despite strong fluctuations in individual evolutions. This pattern is sensitive to macroscopic changes of the initial conditions and also is very different for a pusher.

A. Earlier related work

We briefly review earlier related work on models of active biomembranes, emphasizing the relationship with our work.

The active character of a biomembrane comes from proteins that act as a source of force applied “inwards” pointing normally towards the interior of the cell or “outwards” towards the exterior (Fig. 1) after seeking out regions whose curvature is compatible with their structure. Continuum field theories that incorporate these effects were studied in [4, 12, 13]. For the two functionally different kinds of active protein, two qualitatively different membrane morphologies and protein organization emerge: a phase in which protein density fluctuations travel as waves, and another in which the fluctuations undergo coarsening leading to clumping of proteins in small regions. In our model, active particles seek local valleys. This is akin to, though different in detail from, proteins seeking shape-conforming curvature as “hot-spots” where active forces act. With a macroscopic number of particles, we too find two phases, as will be discussed elsewhere [14].

A coupled non-equilibrium system of two types of active, hard-core particles on a fluctuating landscape was studied by Chakraborty et al. [11, 17], inspired in part by the two-way interaction between cell interface components and the cytoskeletal cortex. Tuning the differential activity between the two species leads to a transition from a disordered phase that supports kinematic waves to several sorts of ordered phases. In the latter, particle species are phase-separated in all cases, but interface morphologies vary. In the special case in which there is a single particle of one species, this model reduces to the active particle model under study in this paper.

Our work is closely related to that of Cagnetta et al. [11, 17] who studied the dynamics of active, non-interacting growth-promoting particles on a fluctuating interface. They found that proteins organize in microclusters and drive the fluctuating front, mimicking a migrating cell membrane, while themselves self-organizing in transverse traveling waves. In a detailed study of a single growth-promoting active puller on a fluctuating interface, they studied the effect of \( \omega \), the ratio of interface to particle update speed [11]. When \( \omega \gg 1 \), an interesting surfing regime emerges, where the active particle rides ballistically on a wave created by itself. Our model differs from [11] as our static interface cannot be attained by taking the limit \( \omega \to 0 \). The static interface is not adiabatic in the strict sense; while it has no underlying fluctuations of its own, it is amenable to deformation by the active particle.

Phase transitions that ensue with a macroscopic number of pullers/pushers on a static or fluctuating interface will be discussed elsewhere [14].

B. Summary of results

In this subsection, we discuss the principal results of this paper in brief:

**Puller on a static one-dimensional (1D) interface**: Initially, a single puller is placed at the origin on a flat, static, interface. It slides down towards valleys and flips them to hills. The coupled particle-interface motion has
interesting consequences:

- A distinctive tent-shaped pattern of the interface profile $H(x, t)$ emerges (Fig. 3b) characterized by a base length $b$ and height $d$, growing in time as $b \sim t^{\lambda}$ and $d \sim t^{\mu}$. We observe $\lambda + \mu = 1$ and $\lambda = 1/2$, where $z = 3/2$, is the dynamic exponent. Fluctuations of the height are of the same order of magnitude as the mean height itself (both $\sim t^{1/2}$).

- The lateral motion of the active particle is superdiffusive, and its rms displacement, $\sqrt{\langle x^2(t) \rangle}$, grows as $\sim t^\lambda$, similar to the base of the tent. The corresponding probability distribution $P(x, t)$ is bi-modal with a linear cusp at the origin. $P(x, t)$ is a scaling function with a horizontal length scale growing as $\sim t^\lambda$.

- If the system size $L$ is finite, the steady state is reached in time $\tau_L \sim O(L^2)$ with $z = 3/2$. For $t \gg \tau_L$, the interface rises upwards with a constant speed proportional to $1/L$, and it is characterized by a roughness that grows as $\sim t^\alpha$, where $\alpha = 1/2$.

- In the early time regime ($t \ll \tau_L$), the width increases as $\sim t^\beta$, where $\beta$ is the growth exponent and takes the value 2/3. This value is anomalous in that the familiar scaling relation $z = \alpha/\beta$ fails. The failure is traced to the fact that the height at only a single site is updated in each Monte Carlo step; this brings in $L$-dependent factors in the early time scaling. The values of the exponents $z, \alpha$ and $\beta$ are derived using simple arguments based on plausible assumptions and a revised scaling law is proposed, verified by numerical simulations.

**Puller on a fluctuating 1D interface:** This regime, where a single puller is coupled to an Edwards-Wilkinson (EW) interface \cite{18}, was studied in considerable depth in \cite{11}. We observe a mean pattern $H(x, t)$ in the interface profile in this regime as well. Both $H(x, t)$ and the probability distribution $P(x, t)$ of the particle obey similar scaling laws as for the puller on a static interface. The profile has a smooth maximum (Fig. 3c), and $P(x, t)$ shows a rounded dip instead of a cusp at the origin.

**Puller in a macroscopic valley:** A macroscopically different initial condition of the interface strongly influences the pattern formation, the motion of the particle and height fluctuations. This is illustrated by imposing a cutoff on the maximum transverse displacement of the particle, in the form of a macroscopic valley, as shown in Fig. 3c, with the puller initially at the bottom. In time we see the particle rides on a rough upward-advancing front. The effect of this interface geometry is to limit the growth of displacement and base length $b$ of the front to a rate $\sim t^{1/2}$ implying $\lambda = 1/2$. Also the height grows as $d \sim t^{1/2}$, again satisfying the condition $\lambda + \mu = 1$. Mean-square fluctuations in height are of order mean height and grow as $t^{1/2}$ as well.

**Pusher on a fluctuating 1D interface:** Like a puller, a pusher slides towards valleys; but unlike a puller, the pusher has a preferential tendency to overturn hills into valleys (Fig. 3d), giving rise to a mean profile in the form of a valley about the pusher’s initial location. The pusher motion is observed to be subdiffusive due to its “digging” activity on the interface. We again observe...
scaling in $H(x,t)$ and $P(x,t)$. However, unlike the puller on a fluctuating interface, the displacement of the pusher and profile base length have different power-law growths.

**Puller on a static 2D interface:** For an active puller on a 2D static interface, we observe scaling features in observables like the mean profile (Fig. 4) and the probability distribution for particle position. Both are circularly symmetric about the origin. The scaling exponents here are $\lambda \simeq 0.53$ and $\mu \simeq 0.46$.

![FIG. 4. Puller on a static, flat 2D interface gives rise to a circular tent-like structure analogous to the profile seen in one dimension.](image)

**II. MODEL AND PARAMETER SPACE**

**A. One Dimension**

In one dimension, the model consists of a flexible lattice of length $L$ and spacing $a$ with a periodic boundary condition. Each site in the lattice is linked with a bond placed at a half-integer site that takes values $\tau_{x+1/2} = \pm 1$, where $x$ runs over integer values. The height of a site is given by $h_x = \sum_y \tau_{x+1/2}$ and follows the solid-on-solid restriction $|h_x| = 1$. The periodic boundary condition $h_N = h_0$ implies $\sum_0^N \tau_{x+1/2} = 0$. The active particle occupies the integer sites between bonds.

**Interface Update:** The interface is evolved via stochastic local single step moves, i.e. in an infinitesimal time interval $dt$ at most one update is performed and it only occurs if the randomly chosen site is on a local hill or a valley. A hill (valley) flips to a valley (hill) with probability $p_+ dt$ ($p_- dt$) and is accompanied by a change in height $h_x$ of the site of the hill (valley) by $-2a$ ($+2a$). The rate of valley to hill overturn ($\lor$ $\rightarrow$ $\land$) and hill to valley overturn ($\land$ $\rightarrow$ $\lor$) depends on whether the chosen site holds the particle or not, as discussed below.

1. When no particle is present, the chosen valley (hill) overturns into a hill (valley) with a rate $u/2$ (Fig. 5(a)). Thus we have local Edwards-Wilkinson (EW) moves at all sites devoid of the particle. This move represents the fluctuations inherent to the interface and is characterized by rate $u$. For a static interface, we have $u = 0$, a case that is of special interest to us.

2. When the active particle is at the chosen site, an update follows with the rates, $p_+$ and $p_-$, given by:

$$p_+ = \frac{1}{1 + e^{-2\beta_o}}$$

$$p_- = \frac{e^{-2\beta_o}}{1 + e^{-2\beta_o}}$$

where $\beta_o$ is the activity parameter.

![FIG. 5. (a) Probability rates when no particle is present. (b) Probability rates when a particle is present. If $\beta_o > 0$, we have $p_+ > p_-$.](image)

For $\beta_o > 0$, we have $p_+ > p_-$, that implies that the transition of a hill laden with the particle overturning into a valley is more likely than the reverse. In this regime, the active particle acts as a pusher. For $\beta_o < 0$, we have $p_- > p_+$; there is a higher likelihood for valleys with particles overturning into hills, making the particle a puller in this regime.

Evidently, interface evolution follows EW dynamics around sites that hold no particle ($p_+ = p_- = u/2$). At the site that holds the active particle the symmetry between $p_+$ and $p_-$ is broken giving rise to local KPZ like dynamics.

**Particle Update:** An interface update is followed by selecting the particle with probability $1/L$ and allowing it to hop one lattice site away as shown in Fig. 6. The interface poses as a potential landscape over which the particle tends to slide towards a local minimum. If $q_-$ and $q_+$ are the left and right hopping probability rates, both are equal to $v/2$ if the particle is found on top of a local hill i.e., the particle will slide down in a direction randomly chosen between left and right. If the particle is found on a slope, it will slide down until it finds the nearest valley. And if found in a local valley, the particle cannot escape unless there is a valley to hill transition at
FIG. 6. The particle diffuses on either side when on top of a hill, drifts downward when on a slope and faces a barrier to jump, when in a valley.

the site of the particle. Figure 6 illustrates the probability rates for all possible moves.

To summarize, the active particle always slides toward the local minimum of the interface. It overturns valleys to hills and induces an upward (downward) movement of the interface if it is a puller (pusher).

Each interface update is followed by a particle update, and the pair constitutes a micro-step. Further, \( L \) micro-steps constitute 1 Monte-Carlo (MC) step, the unit of time. On an average, in 1 MC, each interface site and the particle are accessed once. For our purposes, the interface to particle update ratio is always 1.

In our work, we set \( w, v = 1 \), while \( u \) and \( \beta_o \) govern the degree of intrinsic and active interface fluctuations, respectively, forming the axes of our dynamic parameter space. (Fig. 7). The left half \((\beta_o < 0)\) represents the puller and the right half \((\beta_o > 0)\) represents the pusher. The point with the coordinates \( u = 1, \beta_o = 0 \) is the case of a passive slider on a fluctuating interface, that has been studied extensively [19–23].

As mentioned earlier, setting \( u = 0 \) makes the interface static. This implies that a site devoid of the active particle, if chosen, undergoes no update. If the site with the particle is chosen, it is updated as per Eqs. (1) and (2).

To save computational time, we modify the evolution algorithm such that in one MC only the site containing the particle undergoes an update, followed by a certain update of the particle as per the rules shown in Fig. 6. We have checked that the qualitative results remain the same with this change, with the only quantitative difference arising due to a rescaling of time.

FIG. 7. The parameter space for our model. The parameter \( u \) represents the rate of intrinsic fluctuations of the interface while \( \beta_o \) is the activity parameter. The left half: the \( \beta_o < 0 \) (puller) regime was studied in [11]. The \( u = 1 \) line corresponds to their \( \omega = 1 \) regime. The focus of our paper is on the regimes \( \beta_o < 0, u = 0 \) (puller) and \( \beta_o > 0, u = 1 \) (pusher).

**B. Two dimensions**

The interface in 2D is in the form of a square grid where each site follows the solid-on-solid condition, i.e., the height difference between nearest neighbors is maintained at \( \pm 1 \). The interface follows the periodic boundary condition in both directions. The active particle is placed initially at the origin.

For the active puller on a static interface, the update algorithm is as follows:

**Interface update:** The site with the puller undergoes an update in height by +2 only if it is lower in height than all of its four neighbors. Otherwise, no update occurs [24, 25].

**Particle update:** Following an interface update, the particle randomly chooses one of the four nearest-neighbor sites. If the height of the chosen site is lower than that of the current site, the particle hops to the chosen site. Otherwise, there is no update.

An interface update followed by a particle update constitutes a Monte-Carlo step.

Due to the discrete nature of the lattice both in 1D and 2D, we cannot get a perfectly flat interface. A flat interface in our model looks like the jagged structure shown in Fig. 3, where an alternate site has a height of 0 and the rest have a height of 1. In our analysis of a “flat” interface, we record observations only at the alternate sites with an initial height of 0.

**III. PULLER ON A STATIC 1D INTERFACE**

Consider a puller starting from the origin and moving on a flat, static interface \( (u = 0) \) through overturn-slide-search dynamics defined in Sec. I. For simplicity, we take \( \beta_o \rightarrow -\infty \) in Eqs. (1) and (2) implying that only \( \vee \rightarrow \wedge \)
moves are permitted at the site of the particle. In Sec. III A, we study pattern formation in the ensemble-averaged profile and fluctuations about it. The roughness of the interface and the scaling properties are discussed in Sec. III B. A breakdown of the customary scaling relation linking the growth, dynamic, and roughness exponents is observed. Section III C deals with the transverse motion of the puller, the scaling properties of its probability distribution in space, and its recurrence properties in time.

A. Interface profile and fluctuations

As the particle pulls valleys upward, the interface profile builds up in time. Figure 8 shows that the particle sculpts large structures that vary considerably from history to history. The ensemble-averaged profile, however, shows a distinctive pattern fixed in space with a tent-like structure centered about the origin (Fig. 8).

The height \(d\) and base length \(b\) of the tent grow with time as \(\sim t^\mu\) and \(\sim t^\lambda\) respectively. The area under the tent, \(A\), is proportional to \(b \times d\) and hence grows like \(t^{\lambda+\mu}\). It is observed that \(\lambda\) and \(\mu\) satisfy \(\lambda + \mu = 1\). This follows from the fact that in the course of overturn-slide-search dynamics, the particle spends a finite fraction of the walk time in local valleys, which it promptly overturns; each such overturn increases the area by one unit. Therefore, the area under the risen region grows as \(A \approx kt\), implying \(\lambda + \mu = 1\). We observe that \(k \approx 0.66\) while the exponents \(\lambda\) and \(\mu\) are close to \(\frac{2}{3}\) and \(\frac{1}{3}\), respectively. The mean profile follows the scaling form:

\[
H(x, t) \approx t^\mu H\left(\frac{x}{t^{\lambda/3}}\right)
\]  

as evidenced by the scaling collapse shown in Fig. 9.

In a single realization however, the risen region of the profile typically overshoots the mean height in magnitude and is positioned predominantly on one side of the origin. To quantify height fluctuations, we monitor the local mean-square deviations \(w_{\text{local}}(x, t)\) away from the mean pattern:

\[
w_{\text{local}}^2(x, t) = \langle (h(x, t) - H(x, t))^2 \rangle
\]

Figure 10 demonstrates that \(w_{\text{local}}(x, t)\) is of the order of the mean height \(H(x, t)\) (both \(\sim t^{1/3}\)) and displays a scaling behavior similar to the profile height:

\[
w_{\text{local}}^2(x, t) = t^{2\mu} W\left(\frac{x}{t^{1/3}}\right)
\]

with \(\mu = \frac{1}{3}\) and \(\lambda = \frac{2}{3}\) (see Fig. 10). Thus, the local height fluctuations are of the same order as the mean height.

FIG. 8. The colored lines are the height profiles at the end of a different realization at \(t = 5000\), for a particle starting from \(x = 0\) at \(t = 0\). The black tent-like structure is an ensemble-averaged profile at a given time with height \(d\) and base length \(b\) as depicted. Evidently fluctuations are large.

FIG. 9. The scaled form of the mean interface profile constructed by the puller, obtained after averaging over an ensemble of histories. The inset shows the unscaled mean profile at different times.

FIG. 10. The local roughness in scaled form. The black line shows the scaled mean profile; the local fluctuations are larger in magnitude than the mean height.
B. Scaling properties

We turn to a discussion of scaling properties of height fluctuations in a large but finite system of size \( L \). Studies of interface growth models lead us to expect a change of form of dynamical quantities when the time \( t \) crosses \( \tau_L \), a size-dependent time scale that grows as \( \tau_L \sim L^z \) \[20\]. Here \( z \) is the dynamic critical exponent. A useful quantity to monitor is the overall width of the interface,

\[
w^2(t, L) = \frac{1}{L} < \sum_{x=0}^{L}(h(x, t) - \overline{h})^2 >
\]  

(6)

where \( \overline{h} = \frac{1}{L} \sum_{x=0}^{L} h(x, t) \) and < > denotes an average performed over several realization of interface configurations at that time.

For most interface growth processes, \( w(t, L) \) is consistent with the Family-Viscek scaling form \[27\]:

\[
w^2(t, L) = L^{2\alpha} g\left(\frac{t}{L^\beta}\right)
\]

(7)

where \( g \) is a scaling function. Typically, at early times, \( w(t, L) \) grows independently of the system size as \( \sim t^\beta \), where \( \beta \) is the growth exponent. The steady state is achieved on a time scale \( \tau_L \sim L^z \) beyond which \( w(t, L) \) attains a saturation value \( \sim L^\alpha \) where \( \alpha \) is the roughness exponent. For most growth processes, the exponents \( \alpha, \beta, z \) obey the scaling relation:

\[
z = \frac{\alpha}{\beta}
\]

(8)

tying together the early and steady state behavior \[18\] \[26\] \[28\]. However Eq. \[8\] does not hold for the pulled static interface in our study.

We proceed point-wise to argue for the form of relationships between various exponents.

- For \( t \ll \tau_L \), a height profile forms with lateral spread \( b \sim t^\lambda \) and a vertical spread \( d \sim t^\mu \) as discussed in Sec. II.A. Since the number of overturned valleys grows linearly with time \( t \), we have

\[
\lambda + \mu = 1
\]

(9)

- For \( t \gg \tau_L \), the system reaches steady state, after which the active particle traverses and spans the full system several times. In the process, the height profile gets randomized; we have checked numerically that correlations between local slopes are very short-ranged. Consequently the roughness, quantified by fluctuations from the mean, attains the form \( w_{\text{steady state}}^2 \sim L \). Thus the roughness exponent \( \alpha \) has the value:

\[
\alpha = \frac{1}{2}
\]

(10)

- As \( t \) increases towards \( \tau_L \), the breadth of the profile \( b \) approaches \( L \). Matching the associated time taken, \( L^{1/\lambda} \), with \( \tau_L \sim L^z \), we read off \( \lambda = 1/z \). Furthermore, the fluctuations in height at that stage vary as \( \sim t^{\beta \lambda} \). Comparing with the steady state roughness \( \sim L^\alpha \), we obtain:

\[
\frac{\mu}{\lambda} = \alpha
\]

(11)

- Equations \[9\], \[10\], \[11\] together yield \( \lambda = \frac{2}{3} \) and \( \mu = \frac{1}{3} \), which we observed in Eq. \[3\] in previous section. Recalling that \( \lambda = 1/z \), we see that \( z = 3/2 \). Notice that we have been able to deduce the exponents \( z \) and \( \alpha \) from two simple, plausible assumptions (i) the area under the risen interface growing linearly in time (ii) the randomization of the height profile in steady state.

- Finally, let us characterize the early time \( (t \ll \tau_L) \) growth of width \( w(t, L) \). With our microscopic moves, the growth in a time step occurs locally at one site, unlike the uniform stochastic evolution over \( L \) sites in typical growth models. Let us assume a power-law growth of width at early times:

\[
w^2(t, L) \approx c(L)t^{2\beta}
\]

(12)

where \( c(L) \) is a time-independent constant that may depend on system size. Now at \( t = 1 \), we know that a single valley at the origin is flipped into a hill by the puller. It is thus straightforward to evaluate the right-hand side of Eq. \[6\]. On substituting the average height \( \overline{h} = 1/L \), and \( L_0 = 1, h_x = 0 \) for all \( x \neq 0 \), we get:

\[
c(L) \approx \frac{1}{L}
\]

(13)

- At the crossover time \( t \approx \tau_L \sim L^z \), we match the short time \( (t \ll \tau_L) \) and the large time \( (t > \tau_L) \) forms of \( w^2 \) to obtain:

\[
\frac{1}{L} \tau_L^{2\beta} \sim L^{2\alpha}
\]

(14)

Substituting \( \alpha = 1/2 \), we get \( \beta = 2/3 \). Note that this value of \( \beta \) marks a breakdown of the scaling relation Eq. \[8\]. This is an outcome of the fact that the puller acts extremely locally, only at a single site at each time step.

Figure II shows a numerical verification of these results. For comparison we also include the roughness growth of a Kardar-Parisi-Zhang (KPZ) interface, which satisfies simple size-independent early time growth of the width and the scaling relation in Eq. \[8\] \[28\].

Interface motion in steady state: For time scales \( t \gg t_L \) i.e. in steady state, the interface moves upwards with a constant speed. Since the evolution of the interface
FIG. 11. The roughness plot for a pulled static interface (lower) and KPZ interface (upper). The plot in (a) shows the system size dependence of the roughness at early times for the pulled interface, causing the deviation from the relation in Eq. 8. The scaled plots in (b) demonstrate that $\alpha = 1/2$ and $z = 3/2$ for the pulled interface and $\beta = 1/3$ for the KPZ interface. The roughness in the figures is plotted after subtracting its value at $t = 0$, i.e., $w^2(t = 0, L) = 0.25$.

involves flipping a single valley into a hill and advancing one unit upwards at one site in a time step, the increase of mean height, and thus the overall speed of an interface of size $L$, varies as $\sim 1/L$. Figure 12 shows the variation of speed with $\beta_o$.

Interestingly, we observe that the interface has a non-zero speed of growth even when $\beta_o$ is zero i.e. the particle does not overtly affect the interface (in the passive limit). This feature is a consequence of the update algorithm. For a frozen interface, the only update move possible is at the site of the particle. Since the particle tends to slide towards valleys, the likelihood of finding it in a valley is higher than finding it on a hill. Consequently, there are more $\vee \rightarrow \wedge$ transitions than $\wedge \rightarrow \vee$ transitions at the position of the particle. This leads to a net speed upwards.

C. Particle motion

The walk performed by the active particle is strongly non-Markovian as the particle alters the landscape on the trail it traverses. Upon returning to the origin, the particle faces a completely different landscape to walk on.

The resulting motion of the active particle is superdiffusive. Recognizing that the height profile $H(x, t)$ with base growing as $b \sim t^\lambda$ is established by the active particle motion, we conclude that the transverse mean-square displacement of the particle grows as $<x^2(t)> \sim t^{2\lambda}$, as shown in Fig. 13 where a comparison is made with a random walk.

The probability distribution $P(x, t)$ of finding the particle at location $x$ at time $t$, given that it starts at the origin at $t = 0$, has an interesting form, as shown in Fig. 14. With time, the distribution spreads in space but with two distinct peaks and a pronounced linear cusp at the origin. The two halves of $P(x, t)$, as seen in the inset of Fig. 14 move outward as $\sim t^\lambda$, where $\lambda = 2/3$ as for the growth of the base length $b$. This behavior persists as long as the displacement $x$ is much smaller than the system size $L$, or equivalently $t \ll \tau_L \sim L^{3/\lambda}$. For $t \gg \tau_L$, the system reaches steady state; the form of the probability distribution and the mean-square displacement in this regime are discussed later (see Eq. (18)).

As evidenced from the scaling collapse shown in Fig. 14 for times $t$ satisfying $t \ll \tau_L$, the probability distribution $P(x, t)$ follows the scaling form:
$P(x, t) \approx t^{-\lambda} P\left(\frac{x}{t^{\lambda}}\right)$

(15)

\[H(x, t) = \int_0^t c_0 P(x, t') dt'\]

(16)

For the simple case of $x = 0$ we get a relation

\[H(0, t) \sim \int_0^t \frac{1}{t^{2/3}} dt'\]

(17)

giving $H(0, t) = d \sim t^{1/3}$ as seen in Figs. 9 and 16. For non-zero $x$, we have $H(x, t) = \int_0^t t^{-\frac{2}{3}} P\left(\frac{x}{t^{\lambda}}\right) dt'$. At large times i.e. $t \to \infty$, we have $P\left(\frac{x}{t^{\lambda}}\right) \to P(0)$ that is a constant. So, the height growth at any site $x$ should grow as $\sim t^{1/3}$ at large times. Fig. 16 shows the $\sim t^{-2/3}$ decay of probability for different values of $x$, and the consequent $\sim t^{1/3}$ form of height growth in the inset.

Note that at time $t > 0$, the most probable value of the position for the puller lies away from the origin and grows with time as $\sim t^{2/3}$ (refer Fig. 14). Despite this, the height profile $H(x, t)$ is maximum at $x = 0$ as the height involves cumulative probability $\sum_{t' \leq t} P(x, t')$ or equivalently the total number of visits, which is largest at the origin.

**Scaling of RMS displacement:** In the discussion so far, we have implicitly assumed that the system size $L$ is large enough that the finite-size effects are not felt in the observations. For instance, the form of $P(x, t)$ in Eq. (15) holds for $t \ll \tau_L$ where $\tau_L \sim L^{2\nu}$ is the typical time for the particle to span the system size $L$. Extending Eq. (15) to $t \sim \tau_L$, we see that $\tau_L \sim L^{1/\lambda}$, implying $\nu = 1/\lambda = 3/2$. 

Relation between height and probability density: Since the growth of the height profile $H(x, t)$ is a consequence of active pulling action, it is natural to ask how $H(x, t)$ is related to the probability distribution $P(x, t)$ of the puller. Let us discuss some qualitative aspects. The initial growth at the origin cannot be sustained continuously as the height of the highest point on the profile cannot support a valley overturn, necessary for growth. The puller constructs a hill, slides downward till it reaches a valley to overturn, and returns to the origin only when other sites have risen higher, allowing it to revisit. The interplay of turning valleys into hills and then sliding away from these hills gives rise to the distinctive forms of $P(x, t)$ and $H(x, t)$. In particular, the point $x = 0$ is a local maximum of $H$ but a local minimum of $P$. 

Let us ask for the expected total number of visits $N(x, t) = < n(x, t) >$ to a site $x$ till time $t$. It can easily be understood that $N(x, t)$, is the cumulative probability density till time $t$, i.e. $N(x, t) = \sum_{t' \leq t} P(x, t')$. The average height increment at a given $x$ is proportional to the number of times it has been visited by the puller i.e $H(x, t) = c_0 N(x, t)$. It has been observed numerically that the prefactor $c_0$ has a value $\sim 0.66$. Thus the mean height at a given site at time $t$ is proportional to the cumulative probability density till $t$.
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Since we have periodic boundary conditions, the displacement $x$ is unbounded and can exceed $L$; equivalently on a 1D ring, the particle can go many times around the ring in any direction. For large times $t \gg \tau_L$, the probability distribution on the ring approaches $P_{\text{steady}} = 1/L$. However, the mean-square displacement, $r^2(t) = \langle x^2(t) \rangle$ grows with $t$, and we track its behavior in different dynamical regimes. We expect $r^2(t)$ to obey the scaling form:

$$r^2(t) = L^{2\chi} R_2 \left( \frac{t}{L^{z_p}} \right),$$

(18)

where $z_p$ is the dynamic exponent associated with the puller motion, and the exponent $\chi$ is determined below.

For times $t \ll L^{z_p}$, let us suppose $R_2(y) \sim y^{\beta_0}$. The requirement that $r^2(t)$ be independent of $L$ in the early time regime yields $2\chi = z_p \beta_0$. Further, Eq. (15) implies $r^2(t) \sim t^{2\lambda}$, which leads to the identification $\phi = 2\lambda = 2/z_p$ with $z_p = 3/2$. Thus we have $\chi = 1$.

For large times $t \gg L^{z_p}$, we expect $r^2(t)$ to grow diffusively $\approx D_L t$ with an $L$-dependent diffusion constant. This implies $R_2(y)$ for large values of $y$, leading to $r^2(t) \sim L^{2-z_p} t$. Thus we read off $D_L \sim L^{2-z_p} \sim L^{1/2}$. Numerical simulations (Fig. 17) confirm the scaling forms in both the short and long time regimes.

The same values of exponents were found for a puller on a fluctuating EW interface, in the $\omega = 1$ regime in [11] and a passive particle moving on the KPZ interface.

IV. PULLER ON A FLUCTUATING 1D INTERFACE

This regime refers to the hatched line in the dynamical parameter space (Fig. 7), i.e., $u = 1$ and $\beta_0 < 0$, and it corresponds to the regime addressed in [11] where the interface to particle update ratio, $\omega$ is 1. Here the puller is coupled to a fluctuating interface such that the dynamics of the interface at sites other than that of the puller belongs to EW class, while at the site of the particle the interface is preferentially being pulled up.

We again observe a pattern in the mean interface profile $H(x, t)$ but with a smooth maximum at the origin instead of a tent-top (Fig. 18). Furthermore, the probability distribution $P(x, t)$ for the particle shows a smooth dip at the origin instead of a linear cusp (Fig. 19). Thus the effect of fluctuations is to wash out the sharp features observed in the static case while retaining the qualitative features.

![FIG. 16. Showing how the probability $P(x, t)$ of being at a given site $x$ evolves with time $t$. In view of Eq. (16), the area under the probability decay curve for a given site until time $t$ is a measure of the mean height for that site at $t$. The area under $P(x, t)$ until $t$ being the largest for $x = 0$ suggests that $H(x, t)$ at $x = 0$ is largest at $t$, as shown in the inset.](image1)

![FIG. 17. Scaled mean square displacement. At large times $t \gg L^{z_p}$, the walker is free and uncorrelated. The MSD takes the form $r^2(t) \approx D_L t$ in steady state. For early times $t \ll L^{z_p}$, the motion of the particle is superdiffusive, $r^2(t) \sim t^{2\lambda}$, and is independent of system size.](image2)

![FIG. 18. Scaled mean profile of a fluctuating interface coupled to a puller at different times. Unlike the tent-like pattern for the pulled static interface, here the peak at the origin is smooth.](image3)
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Consequently, the prefactor of the growth process occurring uniformly all over the interface remains static. The puller sequentially overturns local valleys to hills, depleting the giant valley while riding on a rising rough front. The transverse motion of the puller is constrained by the boundary at the edge of the rough front, that itself evolves with time (Fig. 19). When viewed upside down, the process can be interpreted as a physical structure, like a mountain, being eroded by an active agent starting from the vertex.

On average, the depleted portion of the macroscopic valley resembles a triangle of base $b$ and height $d$ (see Fig. 19). The base of the triangle is the ensemble average of the rough front constructed and traversed by the active particle at that epoch. The front is defined by its mean height, $d(t)$ from the vertex of the macroscopic valley at $t = 0$, its mean base length $b(t)$, and the fluctuations $w(t)$ about the mean height. In time the particle pulls the interface upwards, increasing $d$ as $\sim t^\mu$ while also expanding the horizontal extent as $b \sim t^\lambda$.

It is straightforward to deduce the exponents $\lambda$ and $\mu$ using the geometric constraints and conservation of area under the risen region, as invoked in Eq. 9. We observe from Fig. 19 that $2d/b = \tan \theta = 1$ at $t = 0$ that implies $\lambda = \mu$. This condition holds true for the mean profile at each instant as $\theta$ remains fixed. As the number of valley-to-hill overturns and consequently the area under the risen region of the interface grows linearly with time, we also deduce, $\lambda + \mu = 1$. Therefore, $\lambda$ and $\mu$ both take the value 0.5. The front gives an impression of advancing in two perpendicular directions dictated by the height and the base growth, both $d, b \propto t^{1/2}$ as shown in Fig. 20.

A crucial difference that arises in this geometry is that the height-height correlations on the rough front are short-ranged, even though the system never attains steady state. The interface does not assume any distinctive mean pattern and rises upwards as a planar front. The mean square roughness of the front at time $t$ is defined as $w^2(t) = \langle \sum_i^L (h_i(t) - \sum_i^L h_i(t)/b)^2 \rangle$. Interestingly, we see in Fig. 22 that $w^2(t)$ grows as $\sim t^{1/2}$, proportional to the base length $b(t)$ at time $t$, a signature of uncorrelated slopes of the interface as in the steady state of the pulled static interface. The observation $w^2(t) \sim b(t)$ is suggestive that the interface attains saturation roughness at each time epoch as it rises upwards.

\[ \text{V. PULLER IN A MACROSCOPIC VALLEY} \]

In this section we impose an extreme, macroscopically different initial condition on the interface and study its effect on the interface motion and morphology. The interface initially is in the form of a giant valley obtained by setting $\tau_x = -1$ for $0 \leq x < L/2$ and $\tau_x = 1$ for $L/2 \leq x < L$. At $t = 0$ the puller is placed at the bottom of the valley at $x = L/2$. We allow only $\vee \rightarrow \wedge$ flips at the site of the particle while the rest of the structure remains static. The puller sequentially overturns local valleys to hills, depleting the giant valley while riding on a rising rough front. The transverse motion of the puller is constrained by the boundary at the edge of the rough front, that itself evolves with time (Fig. 20). When viewed upside down, the process can be interpreted as a physical structure, like a mountain, being eroded by an active agent starting from the vertex.

On average, the depleted portion of the macroscopic valley resembles a triangle of base $b$ and height $d$ (see Fig. 19). The base of the triangle is the ensemble average of the rough front constructed and traversed by the active particle at that epoch. The front is defined by its mean height, $d(t)$ from the vertex of the macroscopic valley at $t = 0$, its mean base length $b(t)$, and the fluctuations $w(t)$ about the mean height. In time the particle pulls the interface upwards, increasing $d$ as $\sim t^\mu$ while also expanding the horizontal extent as $b \sim t^\lambda$.

It is straightforward to deduce the exponents $\lambda$ and $\mu$ using the geometric constraints and conservation of area under the risen region, as invoked in Eq. 9. We observe from Fig. 19 that $2d/b = \tan \theta = 1$ at $t = 0$ that implies $\lambda = \mu$. This condition holds true for the mean profile at each instant as $\theta$ remains fixed. As the number of valley-to-hill overturns and consequently the area under the risen region of the interface grows linearly with time, we also deduce, $\lambda + \mu = 1$. Therefore, $\lambda$ and $\mu$ both take the value 0.5. The front gives an impression of advancing in two perpendicular directions dictated by the height and the base growth, both $d, b \propto t^{1/2}$ as shown in Fig. 20.

A crucial difference that arises in this geometry is that the height-height correlations on the rough front are short-ranged, even though the system never attains steady state. The interface does not assume any distinctive mean pattern and rises upwards as a planar front. The mean square roughness of the front at time $t$ is defined as $w^2(t) = \langle \sum_i^L (h_i(t) - \sum_i^L h_i(t)/b)^2 \rangle$. Interestingly, we see in Fig. 22 that $w^2(t)$ grows as $\sim t^{1/2}$, proportional to the base length $b(t)$ at time $t$, a signature of uncorrelated slopes of the interface as in the steady state of the pulled static interface. The observation $w^2(t) \sim b(t)$ is suggestive that the interface attains saturation roughness at each time epoch as it rises upwards.
FIG. 21. Growth of the average height $d$ and base $b$ with time.

FIG. 22. Mean-square roughness $w^2(t)$ of the front constructed by the puller in a macroscopic valley, growing with time. The inset shows that $w^2(t)$ is proportional to $b(t)$.

VI. PUSHER ON A FLUCTUATING 1D INTERFACE

In this section, we analyze the effect of a pusher on a fluctuating interface. Recall the dynamics of a pusher: it slides down towards valleys and is more likely to convert hills into valleys than valleys into hills. The interface is a fluctuating EW interface where $u$ takes the value 1. In the same vein as the puller on a fluctuating interface, the dynamics in the bulk of the interface belongs to the EW class whereas at the site of the particle it is locally KPZ-like as the interface is pushed downwards. A similar study for a pushing an active particle on a fluctuating interface was conducted in [15].

The pusher is placed at the origin at time $t = 0$ on a “flat” interface. As $t$ increases, the interface moves in the downwards direction and takes the form of a valley centered about the initial position of the pusher. Figure 23 shows the typical profiles with respect to the mean profile, $H(x, t)$, averaged over several realizations.

In a biological context, pushers in our model resemble the class of transmembrane proteins that impart protrusive forces of the cytoskeleton on the membrane, undulating it into finger like projections, instrumental in mechanosensing and cell migration [6, 7]. The valley-like deformation on the interface is comparable with filopodia, i.e., extended structures on the leading edge of a motile membrane.

FIG. 23. Typical profiles of a fluctuating interface coupled to a pusher (color), laid over the mean profile (black) averaged over many realization at $t = 1000$.

FIG. 24. (a) Scaled mean profile in the pre-steady-state regime. (b) $P(x, t)$ of the particle as defined in the text. One can see that the scaling exponents are quite different.

The base and height of $H(x, t)$ grow as $\sim t^{\mu'}$ and $\sim t^{\lambda'}$ respectively where $\mu' \simeq 0.56$ and $\lambda' \simeq 0.46$. Unlike the puller, here the base of the pattern grows slower than the height, that suggests an enhanced pushing activity and a restricted transverse motion. Both the average profile $H(x, t)$ and the particle position probability distribution $P(x, t)$ exhibit a scaling collapse for different times (Fig.
The RMS displacement for a pusher on a fluctuating interface 

\[ \text{FIG. 25. Mean-square displacement for a pusher on a fluctuating interface. Scaling with different sizes was seen with the dynamic exponent } z' = 2 \text{ as the best fit. The dashed lines delineate the early subdiffusive } r^2(t) \sim t^{2z'} \text{ and later diffusive } r^2(t) \sim t \text{ regime.} \]

The differences in the scaling properties of \( H(x, t) \) and \( P(x, t) \) can be understood as an outcome of the separation of length scales between particle motion and the consequent response of the interface. The scaling of \( P(x, t) \) is solely a function of the particle motion: whether puller or pusher. As for the average profile, it was shown in \[15\], that a fluctuating Edwards-Wilkinson interface assumes a mean structure about the particle with a diffusive growth law i.e. \( H(x, t) \sim t^{1/2} \) around a static pusher, implying that the interface deforms with a length scale that grows as \( t^{1/2} \). Comparing the displacement of a puller and pusher on a fluctuating interface, we have established that the puller performs a superdiffusive motion \( r(t) \sim t^\beta \) whereas the pusher displays a subdiffusive motion \( r(t) \sim t^{\beta'} \), where \( \beta \) and \( \beta' \) are \( \approx 0.66 \) and \( \approx 0.3 \) respectively. Clearly, the motion of the puller is faster than the growth of the response length scale of the underlying fluctuating interface \( t^{\beta} > t^{1/2} \), whereas it is slower for the pusher \( t^{\beta'} < t^{1/2} \). Thus, the effective scaling exponent manifested in the profile, which is dictated by the faster growing length scale in the system, follows \( t^{2/3} \) for a puller and \( t^{1/2} \) for a pusher on a fluctuating interface.

VII. PULLER ON A STATIC 2D INTERFACE

In this section, we study the dynamics of a puller on a static 2D interface. As discussed in Sec. \[11\] the puller increments the height of its current site by \( +2 \) only if it is lower than all of its neighboring sites. Once on top of a hill, the particle randomly chooses a site out of its four neighbours and slides down if the chosen site is lower in height. Initially, the puller is placed at the center of the 2D grid, designated as the origin. We see a mean profile \( H(x, y, t) \), akin to the mean interface pattern in one dimension, emerging on the interface (Fig. 26). As in one dimension, the profile has a tent-like structure with a linear cusp at the origin. It is observed that the pattern is circularly symmetric about the origin, i.e., \( H(x, y, t) = f(r, t) \) where \( r = (\sqrt{x^2 + y^2}) \).

\[ \text{FIG. 26. The ensemble average height profile (a) on a 2D interface, (b) projection in the } H - x \text{ plane, and (c) top view of the profile.} \]

As in one dimension, aspects of scaling are seen in two dimension as well. Let us define a quantity \( A_s \) as the area of a differential strip of unit breadth and length \( L \) along, say, the \( x \) axis, as a representative direction. Therefore, \( A_s(x, t) = \sum_{y=0}^{L} h(x, y, t)/L \). We observe that it follows the scaling form:

\[ A_s(x, t) \approx t^{\nu''} A_s(x/L^\lambda'') \]

where \( \lambda'' \approx 0.53 \) and \( \nu'' \approx 0.46 \), implying the area of the projected mean profile grows as \( t^{\nu''} \) while its base length \( b \) grows as \( t^{\lambda''} \) (Fig. 27). This relation is robust with respect to the choice of direction. Also in two dimensions, the argument bearing out Eq. \[4\] holds true: the number of valley to hill overturns grows linearly with time. This translates into the volume of the
risen region on the 2D membrane growing proportional to $t$. The volume here is evaluated as $\sim A_s \times b \sim t^{\lambda'' + \mu''}$ and we see $\lambda'' + \mu'' = 1$. The characteristic length scale in two dimensions grows as $\sim t^{\lambda''}$ with $\lambda'' = 0.53$.

We also study the probability distribution of the particle position, $P(x, y, t)$. Like $H(x, y, t)$, $P(x, y, t)$ is symmetric about the origin (Fig. 28). We observe a local minimum at the origin with a linear cusp similar to that in the 1D case. We can deduce the scaling in probability by employing the following normalization condition:

$$\int_0^L \int_0^L P(x, y, t) dx dy = 1 \quad (20)$$

We know from Eq. [19] that the characteristic length scale and hence both $x$ and $y$ grow as $\sim t^{\lambda''}$. Assuming that $P(x, y, t)$ grows in a power law fashion as $\sim t^{\gamma''}$, we rewrite Eq. (20) as:

$$c \int_0^\tau \int_0^\tau \tau^{\gamma''} t^{\lambda''} \tau^{\lambda'' - 1} t^{\lambda'' - 1} dt d\tau = 1 \quad (21)$$

Evaluating this integral and comparing the power of $\tau'$ on both sides we derive the condition: $\gamma'' + 2\lambda'' = 0$. Therefore, $\gamma'' = -2\lambda''$ i.e. the probability $P(x, y, t)$ scales as $\sim t^{-2\lambda''}$. We observe that the cross section of $P(x, y, t)$ along the $y = 0$ plane obeys the following scaling collapse (Fig. 29):

$$P(x, y, t) \approx t^{-2\lambda''} P\left(\frac{x}{t^{\lambda''}}\right) \quad (22)$$

Equation (22) implies that the lateral mean square displacement of the particle grows as $<r^2(t)> \sim t^{2\lambda''}$ which is what we observe in Fig. 30. The motion of the puller in two dimensions is close to diffusive, in contrast to its superdiffusive motion in one dimension. The slower motion of the puller in two dimensions is reflected in a larger time scale $L_z^{\lambda''}$ for the system to achieve steady state where $z'' = 1/\lambda'' \approx 1.9$ as opposed to $z = 1.5$ in one dimension.

Equation (22) implies that the lateral mean square displacement of the particle grows as $<r^2(t)> \sim t^{2\lambda''}$ which is what we observe in Fig. 30. The motion of the puller in two dimensions is close to diffusive, in contrast to its superdiffusive motion in one dimension. The slower motion of the puller in two dimensions is reflected in a larger time scale $L_z^{\lambda''}$ for the system to achieve steady state where $z'' = 1/\lambda'' \approx 1.9$ as opposed to $z = 1.5$ in one dimension.
VIII. CONCLUSION

We have discussed the response of an interface to a single active particle that moves on it stochastically, and is capable of deforming it by searching for local valleys (for a puller) or local hills (for a pusher), and reconfiguring them. Our work builds on previous lattice model studies of particle-interface interactions \[11\] and extends the range of study by tuning the nature of the particle activity (pushing or pulling) and the degree of fluctuations intrinsic to the interface.

The most interesting case is that of a puller on an otherwise static interface where the particle actively over-turns valleys to hills, then slides down the slopes in search of fresh valleys to overturn. This overturn-slide-search sequence ensures that the system is always in a state of activity. Unlike the traditional studies of passive particles driven by a stochastically evolving landscape \[19–23\], in our case the driving is done by the active particle and the driven component is the interface. In the process, the interface acquires a small velocity and assumes an intrinsic to the interface.

The most interesting case is that of a puller on an otherwise static interface where the particle actively over-turns valleys to hills, then slides down the slopes in search of fresh valleys to overturn. This overturn-slide-search sequence ensures that the system is always in a state of activity. Unlike the traditional studies of passive particles driven by a stochastically evolving landscape \[19–23\], in our case the driving is done by the active particle and the driven component is the interface. In the process, the interface acquires a small velocity and assumes an interesting mean profile \(H(x,t)\). At the same time, the probability distribution of the particle location \(P(x,t)\) has an interesting double-peaked form. Both \(H(x,t)\) and \(P(x,t)\) exhibit scaling in space and time. Thus, we have a model for an interface that, on its own is frozen and at rest, but it can be driven when interacting with an active agent that traverses it and pulls it up, giving the interface a distinct morphology. This may be a useful prototype in the biological context of a cell membrane that develops protrusions and acquires motility in response to an external cue, caused by protein assembly at the moving front \[7\].

A significant point about the dynamics is the breakdown of customary scaling for the width \(w\) of the interface. The observed values of dynamic exponent \(z\), growth exponent \(\beta\), and roughness exponent \(\alpha\) violate the scaling condition \(z = \alpha/\beta\), which links together the early time and steady-state growth of width, familiar from many interface growth processes \[18, 26–28\]. This breakdown was shown to be an outcome of an \(L\)-dependent factor \(\sim 1/L\) in the initial growth of width, coming from the fact that the growth is a very local process. Interestingly, we were able to deduce the exponent values on the basis of simple arguments. For the case of a pulled fluctuating interface with dynamics belonging to the Edwards-Wilkinson class, by contrast, the evolution is dominated by the EW dynamics occurring at \(L = 1\) sites, and the width follows normal scaling relations \[11\]. This raises an interesting general question regarding interface growth, when interface evolution occurs at a sublinear number of sites. If this leads to the width growing as \(w^2 \sim L^{\alpha-1} \sqrt{\beta}\), (where \(\sigma < 1\)), then a generalization of the argument in Eq. \[11\] leads to the revised scaling relation of the form: \(2\beta + \sigma - 1 = 2\alpha\). For customary interface growth processes, \(\sigma\) is 1, while in our study \(\sigma\) is 0. It would be interesting to verify the generalized scaling relation in cases in which \(\sigma\) assumes other values.

We also studied the effect of changing the initial condition away from a flat interface, allowing for intrinsic fluctuations of the interface, having the active particle be a pusher rather than a puller, and extending the static interface study to two dimensions. In every case, we found that the mean profile and the probability distribution of particle displacement exhibit features of scaling.

We conclude that a single active particle driving an interface gives rise to a remarkably rich set of interconnected phenomena. Expanding the study to include a macroscopic number of pushers and pullers would be necessary to simulate a picture closer to the highly nonequilibrium environment of the plasma membrane, with an emphasis on cooperative effects among active agents and the consequent membrane deformations.
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