A Bayesian shared-frailty spatial scan statistic model for time-to-event data.

Camille Frévent∗,1,3, Mohamed-Salem Ahmed1, Sophie Dabo-Niang2,3, and Michaël Genin1

1Univ. Lille, CHU Lille, ULR 2694 - METRICS: Évaluation des technologies de santé et des pratiques médicales, F-59000 Lille, France.
2Univ. Lille, CNRS, UMR 8524 - Laboratoire Paul Painlevé, F-59000 Lille, France.
3MODAL team, INRIA Lille-Nord Europe, France.

Abstract

Spatial scan statistics are well known and widely used methods for the detection of spatial clusters of events. In the field of spatial analysis of time-to-event data, several models of scan statistics have been proposed. However, these models do not take into account the potential intra-unit spatial correlation of individuals nor a potential correlation between spatial units. To overcome this problem, we propose here a scan statistic based on a Cox model with shared frailty that takes into account the spatial correlation between spatial units. In simulation studies, we have shown that (i) classical models of spatial scan statistics for time-to-event data fail to maintain the type I error in the presence of intra-spatial unit correlation, and (ii) our model performs well in the presence of both intra-spatial unit correlation and inter-spatial unit correlation. Our method has been applied to epidemiological data and to the detection of spatial clusters of mortality in patients with end-stage renal disease in northern France.
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1 Introduction

In many applications, researchers seek to determine if there exist unusual spatial aggregations of data, namely spatial clusters. In the field of public health, epidemiologists seek to identify the presence, within a geographical area, of spatial clusters in which the risk of disease is unusually higher (or lower), thus making it possible to (i) formulate hypotheses to guide etiological research, and (ii) conduct localized public health policies. As another example, in the field of environmental sciences, researchers may be interested in determining the presence of environmental black spots defined by particularly unusual pollutant concentrations in a specific area, thus leading to local actions to prevent or solve the problem.

Among the statistical methods for detecting spatial clusters, spatial scan statistics are widely used methods to detect statistically significant spatial clusters with a scanning window and without any pre-selection bias. These methods were introduced by Kulldorff and Nagarwalla (1995) and Kulldorff (1997) in the cases of Bernoulli and Poisson models. Since then, the approach has been extended to many other spatial data distributions. For example, in the univariate framework, Gaussian (Kulldorff et al., 2009), ordinal (Jung et al., 2007), zero-inflated (Cançado et al., 2014; de Lima et al., 2015; Cançado et al., 2017) and Poisson with overdispersion (Zhang et al., 2012; de Lima et al., 2015) models were proposed. In the context of multivariate or functional data, several spatial scan statistics have
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also been developed (Kulldorff et al., 2007; Neill and Cooper, 2010; Cucala et al., 2017; Frévent et al., 2021; Frévent et al., 2021; Smida et al., 2022). The reader is referred to Abolhassani and Prates (2021) for a more complete review of spatial scan statistics. These methods have been widely used in various fields of application such as epidemiology (Green et al., 2006; Marciano et al., 2018; Genin et al., 2020; Khan et al., 2021), environmental science (Wan et al., 2020; Shi et al., 2021), oncology (Leiser et al., 2020), criminology (Minamisava et al., 2009) and astronomy (De La Fuente Marcos and De La Fuente Marcos, 2008).

In the field of spatial epidemiology, the study of the spatial distribution of time-to-event data can identify areas in which the survival time of patients is different from the rest of the geographical area (e.g., the probability of survival is lower than elsewhere). From an epidemiological point of view, the identification of these areas of unusual survival time is particularly useful to search for local risk factors that condition the survival of patients. Moreover, this information can help public health decision-makers to conduct targeted and specific local policies. In the context of spatial cluster detection of time-to-event data, Huang et al. (2007) and Bhatt and Tiwari (2014) respectively proposed spatial scan statistics based on an exponential and a Weibull model. More recently, Usman and Rosychuk (2018) proposed a parametric model considering a log-Weibull distribution. Although these methods are widely used in practice to detect spatial clusters of time-to-event data (Gregorio et al., 2007; Henry et al., 2009; Wan et al., 2012), they are totally parametric. A first semi-parametric method using a Cox model has been proposed by Cook et al. (2007).

Unlike other spatial scan statistics models, these models consider data measured at the individual level. However, in the field of health data, the exact geographic location of patients is rarely known (i.e., for reasons of anonymity), as patients are rather located through an administrative spatial unit (e.g., municipalities). In this context, the above mentioned methods are based on the strong assumption of independence between observations, which is a classical assumption in the field of spatial scan statistics. This assumption leads to two major drawbacks. First, these methods do not take into account the potential correlation between individuals belonging to the same spatial unit, namely intra-spatial unit correlation. The latter can be induced by unmeasured characteristics of the spatial units (e.g., health care supply) that affect the survival time of patients (Austin, 2017). Second, these methods do not take into account potential spatial correlation between spatial units. However, by nature, spatial data can present a spatial correlation and it is expected that geographically close units are more correlated than distant ones (Li, 2009). Furthermore, it has been shown that ignoring spatial correlation when using spatial scan statistics leads to a significant increase in the type I error (Loh and Zhu, 2007). Since then, several authors have proposed methods that take spatial correlation into account (Loh and Zhu, 2007; Lin, 2014; Lee et al., 2020; Ahmed et al., 2021). However, none of these methods have been designed for time-to-event data and allow for intra-unit spatial correlation.

In the field of time-to-event data analysis, models have been proposed to take into account unobserved factors common to groups of individuals, e.g., members of the same family share a common genetics, patients in the same hospital receive similar care, etc. One way to take into account this intra-group homogeneity is to introduce a random effect common to all individuals in a group, namely shared frailty (Clayton, 1978; Liang et al., 1995; Hougaard, 2000). The shared frailties are assumed to be independent between groups (Liang et al., 1995). However, in the case where the groups correspond to spatial units, such an assumption is unrealistic since close spatial units tend to be correlated (Arlinghaus, 1995). To this end, Li and Ryan (2002) proposed an extension of the shared frailty models to the case of spatially correlated frailty, allowing to take into account not only the intra-spatial unit correlation, but also the possible correlation between the spatial units. This approach has been used in many application studies (Banerjee et al., 2003; Ojiambo and Kang, 2013; Aswi et al., 2020).

This paper develops a new spatial scan statistic for time-to-event data based on a Bayesian semi-parametric Cox model with spatially correlated shared frailties. Section 2 describes the methodological aspects of the scan statistic model. Section 3 proposes both the design and the results of simulation studies that aim at evaluating (i) the performance of classical methods in the presence of intra-unit spatial correlation and (ii) the performance of our approach in the presence of both intra-unit spatial correlation and spatial correlation. Section 4 describes the application of our method to epidemiological data and the detection of spatial clusters of mortality in patients with end-stage renal disease in northern France. Lastly, the results are discussed in Section 5.
2 Methodology

2.1 General principle

Let us consider $K$ non-overlapping spatial locations $s_1, \ldots, s_k, \ldots, s_K$ of an observation domain $S \subset \mathbb{R}^2$ and $i_{1}^{(k)}, \ldots, i_{n}^{(k)}$ be $N_k$ individuals belonging to spatial location $s_k$. The total number of individuals in $S$ is defined by $N = \sum_{k=1}^{K} N_k$. Here we are interested in the time-to-event data measured on individuals: one note respectively $T_{i_{n}^{(k)}}$ and $\delta_{i_{n}^{(k)}}$ the observation time of the $i_{n}$th individual in spatial location $s_k$ and the censoring indicator which is equal to 0 if the individual $i_{n}^{(k)}$ is censored and 1. In the following, we only consider the cases of right censoring (i.e., the event of interest could not have occurred before the beginning of the study), censoring is assumed to be uninformative, and the event times are supposed to be independent from the censoring times.

We seek to test the presence of spatial clusters in which individuals present shorter (or longer) survival times compared to other individuals observed in the rest of $S$. In this context, spatial scan statistics are designed to detect spatial clusters and to test their statistical significance by testing a null hypothesis $H_0$ (the absence of a cluster) against a composite alternative hypothesis $H_1$ (the presence of at least one cluster $w \subset S$ presenting abnormal time-to-event values). Following Cressie (1977), a spatial scan statistic is the maximum of a concentration index over a set of potential clusters $W$. In the following and without loss of generality, we focus on variable-size circular clusters. Hence in line with Kulldorff (1997), the set of potential circular clusters $W$ can be defined by: $W = \{w_{k,l}/1 \leq w_{k,l} \leq \frac{N}{2}, 1 \leq k,l \leq K\}$, where $w_{k,l}$ is the disc centred on $s_k$ that passes through $s_l$ and $|w_{k,l}|$ is the number of individuals in $w_{k,l}$: a cluster comprises at most 50% of the studied population (i.e., $N/2$) (Kulldorff and Nagarwalla, 1995). Remark that in the literature other possibilities have been proposed such as elliptical clusters (Kulldorff et al., 2006), rectangular clusters (Chen and Glaz, 2009) or arbitrarily shaped clusters (Tango and Takahashi, 2005; Zhou et al., 2015; Yin and Mu, 2018).

2.2 Model

We assume that the instantaneous hazard rate at time $t$ for individual $i_{n}^{(k)}$ is

$$\lambda_{i_{n}^{(k)}}(t|Z_{i_{n}^{(k)}}, \varphi_k) = \lambda_0(t) \exp \left(\beta^T Z_{i_{n}^{(k)}} + \varphi_k\right),$$

where $Z_{i_{n}^{(k)}} = (Z_{i_{n}^{(k)}},1, \ldots, Z_{i_{n}^{(k)}},p)^T$ is a vector of $p$ covariates associated with the individual $i_{n}^{(k)}$, and $\varphi_k$ is the shared frailty associated with the spatial location $s_k$. The presence of a spatial cluster in the data results in an effect on the survival times of the spatial units involved. Hence, the effect of this cluster has been incorporated within the shared frailty: for each potential cluster $w$, $\varphi_k$ can be decomposed into a cluster effect $\alpha_w$ and $X_k$ being an effect specific to the spatial location $s_k$. Thus, the shared frailties $\varphi_k$ associated with the potential cluster $w$ can be rewritten as $\varphi_k^{(w)} = \alpha_w \mathbb{1}_{s_k \in w} + X_k$ where $\mathbb{E}[X_k] = 0$. In this context the test hypotheses can be rewritten as $H_0 : \forall w \in W, \alpha_w = 0$ (absence of cluster) and the alternative hypothesis associated with the potential cluster $w$ is $H_1^{(w)} : \alpha_w \neq 0$ (presence of a cluster $w$ in which the individuals present atypical survival times).

Moreover, the spatial nature of the data requires taking into account a possible spatial correlation between the different spatial locations $s_k$, and thus between the $X_k$. This makes it possible to distinguish the effect of the cluster from the spatial correlation of unobserved factors at the scale of the spatial units. Thus, we have considered the Conditional Autoregressive (CAR) model proposed by Leroux et al. (2000) for the distribution of the $X_k$:

$$X_k|X_{-k} \sim \mathcal{N} \left( \frac{\rho \sum_{l=1}^{K} v_{k,l}X_l}{\rho \sum_{l=1}^{K} v_{k,l} + 1 - \rho}, \frac{\sigma_X^2}{\rho \sum_{l=1}^{K} v_{k,l} + 1 - \rho} \right)$$

where $X_{-k} = \{X_1, \ldots, X_{k-1}, X_{k+1}, \ldots, X_K\}$, $v_{k,l} = 1$ if $s_k$ and $s_l$ are adjacent (sharing a common boundary) and 0 otherwise, and $\rho \in [0;1]$ is the spatial correlation parameter. It should be noted...
that if there is no spatial correlation then the \( X_k \)'s are independent and identically distributed (i.i.d.) according to a normal distribution \( \mathcal{N}(0, \sigma_X^2) \). Conversely, if \( \rho = 1 \) (i.e., complete spatial correlation between the spatial units) then the \( X_k \)'s are distributed according to an Intrinsic CAR (ICAR) model (Besag et al., 1991).

The proposed method is decomposed into two steps. The first step (Section 2.2.1) consists in estimating the shared frailties \( \varphi_k \) as well as their spatial correlation parameter \( \rho \). In a second step (Section 2.2.2), a scan procedure is developed and applied on the estimated shared frailties to identify spatial clusters of spatial units in which the \( \varphi_k \) are significantly higher (higher risk) or lower (lower risk) than elsewhere. Lastly, the procedure for determining the statistical significance of the identified spatial clusters is described in Section 2.2.3.

### 2.2.1 Estimation of the \( \varphi_k \) and \( \rho \)

This first step consists in estimating the \( \varphi_k \) and \( \rho \) in a Bayesian framework using the integrated nested Laplace approximation (INLA) (see Rue et al. (2009) for details).

The \( \varphi_k \) are considered under both the \( H_0 \) and \( H_1 \) hypotheses. However, it should be noted that (i) both \( X_k \) and \( \rho \) do not depend on the clustering assumptions as they depend only on the spatial structure of the data and, (ii) only a single vector of \( \varphi_k \) needs to be estimated in order to best fit the observed data. Therefore, the \( \varphi_k \) must be estimated under the true hypothesis among \( H_0 \) and the set of alternative hypotheses \( H_1^{(w)} \), i.e., the hypothesis under which the observations have been generated. Following the approach proposed by Ahmed et al. (2021), we need to determine the “best model” among the candidate hypotheses (\( H_0 \) and \( H_1^{(w)} \)). For this purpose for each potential cluster \( w \in \mathcal{W} \), we considered the Bayes Factor \( BF^{(w)} \), defined as the marginal likelihood ratio between the model under \( H_1^{(w)} (M_1^{(w)}) \) and the model under \( H_0 (M_0) \):

\[
BF^{(w)} = \frac{P \left( \{ T_{i(k)}, \delta_{i(k)}, Z_{i(k)} \}_{k \in w} \mid M_1^{(w)} \right)}{P \left( \{ T_{i(k)}, \delta_{i(k)}, Z_{i(k)} \}_{k \in w} \mid M_0 \right)}.
\]

Then, among all the models under \( H_1^{(w)} \) we select the “best model” \( M_1^{(w^*)} \) according to this criterion, i.e., the one associated with the potential cluster \( w \) maximizing \( BF^{(w)} \). Finally to decide if the estimates should be kept under \( H_0 \) or under \( H_1^{(w^*)} \), we follow the rule of thumb proposed by Jeffreys (1961): if \( BF^{(w^*)} \geq 30 \) then we keep the estimates (by the posterior mean) under \( H_1^{(w^*)} \), else we keep the estimates (by the posterior mean) under \( H_0 \). This threshold of 30 corresponds to a “very strong” evidence for \( H_1^{(w^*)} \). Note that if the retained model is \( M_1^{(w^*)} \), the chosen estimate of \( \varphi_k \) is \( \hat{\varphi}_k = \hat{\alpha}_w \mathbf{1}_{s_k \in w^*} + \hat{X}_k \) and if the retained model is \( M_0 \), \( \varphi_k = \hat{X}_k \).

### 2.2.2 Scan procedure

This section develops a scan procedure on the \( \varphi_k^* \) to identify spatial clusters of spatial units in which the \( \varphi_k^* \) are significantly higher (higher risk) or lower (lower risk) than elsewhere. Thus the hypotheses \( H_0 \) and \( H_1^{(w)} \) are redefined in terms of the distribution of the \( \varphi_k^* \) as follows:

\[
H_0 : \varphi^* \sim \mathcal{N}(\alpha \mathbf{1}, \sigma_{2(0)} A^{-1}) \quad \text{and} \quad H_1^{(w)} : \varphi^* \sim \mathcal{N}(\alpha_w \mathbf{1}_w + \alpha_{w^c} \mathbf{1}_{w^c}, \sigma_{2(w)} A^{-1}), \quad \alpha_w \neq \alpha_{w^c}
\]

where \( \varphi^* = (\varphi_1^*, \ldots, \varphi_K^*)^T \), \( \mathbf{1} \) is the column vector composed only of 1, \( \mathbf{1}_w \) and \( \mathbf{1}_{w^c} \) are the column indicator vectors of \( w \) and \( w^c \) respectively, and \( A = \rho^2 R + (1 - \rho^2)I_K \) with \( R \) the square matrix composed of the elements

\[
R_{k,l} = \begin{cases} 
\sum_{j=1}^K v_{k,j} & \text{if } k = l \\
-k & \text{otherwise}
\end{cases}.
\]

Note that these assumptions are equivalent to considering both under \( H_0 \) and \( H_1^{(w)} \) the same variance-covariance structure as with the CAR model considered previously (proof in Supplementary Material...
The most likely cluster (MLC) is then defined as
\[ \Lambda = \max_{w \in W} LLR^{(w)}. \]

The most likely cluster (MLC) is then defined as
\[ \text{MLC} = \arg \max_{w \in W} LLR^{(w)}. \]

### 2.2.3 Statistical significance

Once the MLC has been detected, its statistical significance must be evaluated. However, the distribution of \( \Lambda \) does not have a closed form under \( \mathcal{H}_0 \), so in the literature this distribution is usually approximated by a Monte-Carlo procedure (Dwass, 1957). Two main methods can be distinguished according to the presence (or not) of a distributional hypothesis made on the data. The first method consists in generating data sets under \( \mathcal{H}_0 \), thus requiring a distributional assumption on the data (Kulldorff, 1997). The second method, namely random labelling, consists in randomly permuting the observations among the spatial locations (Kulldorff et al., 2009). In the present case, this method is not applicable because the permutations of the observations do not preserve the spatial correlation of the observations. Therefore, the approximation of the distribution of \( \Lambda \) under \( \mathcal{H}_0 \) was performed using the first method: since we have assumed a distribution on the \( \varphi_k \), one generates \( M \) data sets under \( \mathcal{H}_0 \) via \( \hat{\alpha} \) and \( \hat{\sigma}^{(0)} \) which correspond respectively to the estimators of the mean and variance of the \( \varphi_k \) under \( \mathcal{H}_0 \). For each generated data set \( m, 1 \leq m \leq M \), one compute the associated spatial scan statistic \( \Lambda^{(m)} \), leading to an approximation of the distribution of \( \Lambda \) under \( \mathcal{H}_0 \). Finally, the p-value associated with the MLC is estimated by
\[ \hat{p} = \frac{1 + \sum_{m=1}^{M} \mathbb{1}_{\Lambda^{(m)} \geq \Lambda}}{M + 1}. \]
3 Simulation studies

Huang et al. (2007) and Cook et al. (2007) proposed spatial scan statistics for time-to-event data indexed in space. However, they supposed that the individuals are independent which is a strong and not really realistic hypothesis since individuals located in the same spatial unit can be correlated. Thus, in a first simulation study (Section 3.1), we investigated the impact of the presence of intra-spatial unit correlation on the type I error of the methods proposed by Huang et al. (2007) and Cook et al. (2007). In Section 3.2, we conducted two simulation studies. The first one (Section 3.2.2) aimed at evaluating the ability of our method to correctly estimate both the spatial correlation parameter and the cluster effect. The second study (Section 3.2.3) aimed, in the presence of spatial correlation, to evaluate the performance of our approach in the context of cluster detection, but also to compare the performance of our method to those of its two particular versions: i.i.d. \((\rho = 0)\) and ICAR \((\rho = 1)\).

Lastly, Section 3.3 presents a simulation study that investigated the performance of our approach in the presence of different levels of censoring of time-to-event data.

3.1 Impact of an intra-spatial unit correlation on the type I error of standard methods

In this simulation study, we evaluated the type I errors of classical spatial scan statistics for cluster detection in survival data, namely the exponential model proposed by Huang et al. (2007) and the method based on a log-rank test proposed by Cook et al. (2007), in the presence of an intra-spatial unit correlation.

3.1.1 Design of the simulation

We considered 1690 individuals distributed in 169 spatial units corresponding to administrative sub-divisions of northern France, located by their centroid. We defined a spatial cluster \(w\) (characterized by \(\alpha\)) composed of 135 individuals located in 14 contiguous spatial units (the green area on Figure 6 in Supplementary Materials C.1).

We considered the following simulation model: for the individual \(i_{n}^{(k)}\) in the spatial unit \(s_k\),

\[
\lambda_{i_{n}^{(k)}}(t|\varphi_k) = \lambda_0(t) \exp[\varphi_k],
\]

with \(\lambda_0(t) = \frac{1}{2}\) which results in an exponential model. The event times were simulated by the inverse transform sampling: for each individual \(i_{n}^{(k)}\), we generated a uniformly distributed random number \(u_{i_{n}^{(k)}}\) on \([0;1]\), which allowed to generate a survival time \(T_{i_{n}^{(k)}}\) by \(T_{i_{n}^{(k)}} = \inf_{t>0}1 - S_{i_{n}^{(k)}}(t) > u_{i_{n}^{(k)}}\). Note that this results in \(T_{i_{n}^{(k)}} = -2 \ln[1 - u_{i_{n}^{(k)}}] \exp[-\varphi_k]\).

The \(\varphi_k\) were defined by the vector \(\varphi = (\varphi_1, \ldots, \varphi_K)^\top\) such that

\[
\varphi \sim \mathcal{N}(\alpha I_w, \sigma^2[\rho R + (1 - \rho)I_K]^{-1}),
\]

where \(I_w\) is the column indicator vector of \(w\).

Here we focused the analysis on the type I errors \((\alpha = 0)\) of the exponential model (Huang et al., 2007) and the log-rank test method (Cook et al., 2007) in the presence of a non spatially correlated \((\rho = 0)\) shared frailty for the frailty variance \(\sigma^2\) varying from 0.001 to 0.101 by increments of 0.010.

For each value of \(\sigma^2\), 100 data sets were simulated. The statistical significance of the MLC was evaluated as proposed by the authors of the two methods, i.e., by using 999 permutations of the data. The type I error was set to 0.05.

3.1.2 Results

Figure 1 shows the values of the type I error as a function of the values of \(\sigma^2\). We can notice that the type I error increases when the values of \(\sigma^2\) increase, showing that the nominal level is not preserved. This can be explained by the fact that, under the hypothesis \(H_0\) of absence of cluster, the increase of \(\sigma^2\)
leads directly to the increase of the variance of $X_k$. Since the two standard models do not incorporate a shared frailty, the identification of false-positive spatial clusters is essentially due to the intra-unit spatial correlation (i.e., the variance of $X_k$).

3.2 Performance evaluation of the proposed method

Here two simulation studies were conducted to evaluate the performance of our approach. The first one (Section 3.2.2) aimed at assessing the ability of our method to accurately estimate both the spatial correlation parameter and the cluster effect. The second study (Section 3.2.3) aimed at evaluating the performance of our method in the context of cluster detection, and comparing it to two particular versions of the model: the one assuming no spatial correlation (i.i.d. frailty model) and the one assuming a complete spatial correlation (ICAR frailty model), in the presence of spatial correlation.

3.2.1 Design of the simulation studies

The design of these simulation studies is very similar to that presented in Section 3.1. The only differences are that since we wanted to investigate the impact of spatial correlation on cluster detection, we set $\sigma^2$ to 1 and we considered several values for the parameters controlling the spatial correlation $\rho \in \{0; 0.2; 0.4; 0.6; 0.8\}$ and the cluster effect $\alpha \in \{0; 0.5; 1; 1.5; 2\}$. Note that $\alpha = 0$ was considered to evaluate the maintenance of the type I error. For each value of the spatial correlation parameter $\rho$ and each value of $\alpha$, 100 data sets were simulated. The statistical significance of the MLC was evaluated through 999 generations of the data under $H_0$ (see Section 2.2.3 for more details) and the type I error was set to 0.05.

The performances were measured through 4 criteria: the power, the true positive rate, the false positive rate and the positive predictive value. The power was estimated as the proportion of simulations leading to the rejection of $H_0$, depending on the type I error. Among the simulated data sets leading to the rejection of $H_0$, the true positive rate was defined as the average proportion of individuals correctly detected among the individuals in $w$, the false positive rate as the average proportion of individuals in $w_c$ that were included in the detected cluster, and the positive predictive value corresponded to the proportion of individuals in $w$ within the detected cluster.

Since the estimations of the $\varphi_k$ and $\rho$ were performed in a Bayesian framework, we considered the following Leroux CAR prior for $X_k$: $X \sim \mathcal{N}(0, \sigma^2[\rho R + (1 - \rho)I_K]^{-1})$, with a $\beta(1;1)$ prior for the spatial correlation parameter $\rho$ and a $\Gamma(10^{-3}, 10^{-3})$ prior for the precision $1/\sigma^2$. For $\alpha_w$, we chose a
non informative prior $N(0, 10^3)$.

Lastly, for the baseline hazard $\lambda_0$, the observation times were divided into $n_T$ time intervals. Here $n_T$ was set to be the number of unique times divided by 20. Then, $\lambda_0$ was supposed to be constant in each time interval, and for each interval $I$ we supposed $\lambda_0 = \exp(c_I)$. We chose a Gaussian prior on the $c_I$ increments with precision $\tau$ such that $\tau \sim \Gamma(10^{-3}, 10^{-3})$: $\Delta c_I = c_I - c_{I-1} \sim N(0, \tau^{-1})$.

3.2.2 Evaluation of the estimates of $\rho$ and $\alpha_w$

Section 2.2.1 presented the estimation step of the $\varphi_k$. Briefly, it consists in choosing either the estimates under the best hypothesis $H_1^{(w)}$: $H_1^{(w^*)}$ (in this case the estimates are $\varphi_k^* = \hat{\alpha}_w \mathbf{1}_{s_k \in w^*} + \hat{X}_k$) or the estimates under $H_0$ ($\varphi_k^* = \hat{X}_k$). This section focuses on the bias of the estimates obtained for the spatial correlation parameter ($\hat{\rho}^*$), as well as for the cluster effect ($\hat{\alpha}_w^*$). Note that for the latter we only considered the simulations that did not retain $H_0$ (since otherwise no estimate $\hat{\alpha}_w^*$ was available). Thus the obtained estimates were compared to the true values of the spatial correlation parameter and the cluster effect.

Figure 2 shows the selected $\rho^*$ according to the parameters $\rho$ and $\alpha$ as well as the estimations $\hat{\alpha}_w^*$ with INLA when we select $H_1$ according to the Bayes Factor criterion.

(a)

(b)

Figure 2: Simulation study: the selected $\rho^*$ according to the parameters $\rho$ and $\alpha$ (panel (a)) and $\hat{\alpha}_w^*$ obtained with INLA when we select $H_1$ according to the Bayes Factor criterion (panel (b)). The main horizontal lines correspond to the true value of the parameters $\rho$ and $\alpha$ in panels (a) and (b) respectively and the black points represent the mean estimates obtained.

The cluster effect is well estimated by our approach when the simulated values of $\alpha$ are equal to 1, 1.5 and 2. However, it must be pointed that for values of $\alpha$ equal to 0 and 0.5, the cluster effect appears to be poorly estimated. This point arises from the fact that, for these values, our approach rarely selected $H_1$ and, therefore, few estimates were made.

The parameter $\rho$ is globally well estimated although it is slightly overestimated for $\rho = 0$ and slightly underestimated for $\rho = 0.8$. 
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3.2.3 Impact of spatial correlation on cluster detection

Here the performance of the proposed method was evaluated in the context of cluster detection. Two particular versions of the method were also considered to investigate the impact of not accounting for spatial correlation although taking into account a potential intra-spatial unit correlation (i.i.d. model, $\rho = 0$), or of accounting for it without adjusting its intensity by considering it to be complete (ICAR model, $\rho = 1$).

Note that for the ICAR model, $\rho = 1$ leads to the non-invertibility of the matrix $A$ and therefore it was not possible to generate data under $H_0$ to estimate the p-value associated with the most likely cluster (see Section 2.2.3 for more details). To overcome this problem, the value of the spatial correlation was fixed at 0.999 instead of 1 in the scan procedure (Section 2.2.2) for the ICAR model.

Figure 3 shows the type I error, the power curves, true positive rates, false positive rates and positive predictive values obtained with our method, as well as with its two special cases: i.i.d. and ICAR.

For the Leroux CAR model, the performances are relatively stable according to the values of $\rho$ although the type I error is slightly higher than the fixed threshold of 5% (except for $\rho = 0$ but this is due to the fact that when $\rho = 0$, $\rho^*$ slightly overestimates $\rho$ (Figure 2) which makes the method quite conservative in this case). Remark that the true and false positive rates and the positive predictive values appear to be less stable according the values of $\rho$ for $\alpha = 0.5$. This is due to the fact that these indicators are only computed on the simulations rejecting $H_0$, which are few in this case.

The i.i.d. model fails to maintain a reasonable type I error when $\rho$ increases. Moreover, power according to the values of $\rho$ was less stable than in the CAR model.

The ICAR model tended to absorb the cluster effect in the spatial correlation parameter $\rho$. This is particularly the case when the true value of $\rho$ is low. Thus the type I errors remain reasonable but the power tended to decrease when $\rho$ decreases.

The false positive rates were very low for the three approaches. However, the true positive rates and the positive predictive values were lower for the i.i.d. and the ICAR models than the CAR model.

Note that the performance of our method was also investigated when considering other thresholds for the Bayes Factor (i.e., 3, 10 and 100 which correspond respectively to “substantial”, “strong” and “decisive” evidences for $H_1^{(w^*)}$ (Jeffreys, 1961)). The results are presented in Figure 8 in the Appendix C.2.

3.3 Influence of censoring

In this section, a simulation study was conducted to evaluate the performance of our approach in the presence of different levels of censoring in the data.

3.3.1 Design of the simulation

For computational time constraints, the design of the simulation is slightly different from the previous studies: we considered 940 individuals distributed in the 94 French départements located by their centroid. The simulated cluster contains 73 individuals in the 8 départements of Île de France region (see the green area in Figure 7 in Supplementary Materials C.1).

The data were generated in the same way as in Section 3.2 except that a given proportion of observations were censored. In order to simulate different censoring percentages (10%, 20%, 30% and 40%), administrative censoring was considered following Montez-Rath et al. (2017). Briefly, the end of the study was determined so that the right proportion of the observations was censored.

For each value of the spatial correlation parameter $\rho$, each value of $\alpha$, and each censoring percentage, 100 data sets were simulated. The statistical significance of the MLC was evaluated through 999 generations of the data under $H_0$ (see Section 2.2.3 for more details) and the type I error was set to 0.05.

The performances were measured through the same 4 criteria than in Section 3.2: the power, the true positive rate, the false positive rate and the positive predictive value.

Note that in this simulation study the same a priori distributions as in Section 3.2 were considered.
Figure 3: Simulation study: Comparison of the type I error, power curves, true positive and false positive rates and positive predictive values for the CAR, ICAR and i.i.d. models. $\alpha$ is the parameter that controls the cluster intensity and $\rho$ controls the spatial correlation.
3.3.2 Results

The results of this simulation study are shown in Figure 4. First, we can observe that the power of our method increases when the proportion of censoring increases. This point is also observed for the type I error (see Figure 10 in Supplementary Materials C.3). Although the latter remains stable and close to the nominal type I error (whatever the values of \( \rho \)) when 10\% of the observations are censored, it tends to move away from the nominal type I error as the censoring percentage increases. False positive rates remain very low regardless of the censoring rate but true positive rates and positive predictive values decrease as the censoring rate increases. However, the impact of censoring on the performance indicators decreases when the intensity \( \alpha \) of the cluster increases.

![Figure 4: Simulation study: comparison of the power curves, true positive and false positive rates and positive predictive values according to different percentages of censored observations. \( \alpha \) is the parameter that controls the cluster intensity and \( \rho \) controls the spatial correlation.](image)

Figure 4: Simulation study: comparison of the power curves, true positive and false positive rates and positive predictive values according to different percentages of censored observations. \( \alpha \) is the parameter that controls the cluster intensity and \( \rho \) controls the spatial correlation.
4 Application to epidemiological data

4.1 ESRD mortality and related confounding factors

We considered data provided by the French renal epidemiology and information network (REIN) registry on end-stage renal disease (ESRD) in northern France between 2004 and 2020. The methodology of the REIN registry has been described elsewhere (Couchoud et al., 2005). Here, we focused on the analysis of the following endpoint: the mortality measured by the survival time after initiation of dialysis in the population of ESRD patients aged 70 years and older. This population is characterized by (i) a high mortality rate, thus ensuring a high number of observed deaths and, (ii) a low rate of kidney transplantation, thus minimizing the effect of this known competing risk of death among ESRD patients (Hallan et al., 2012; Ayav et al., 2016). The data consist of 6071 individuals for whom the exact time to survival after initiation of dialysis is not known in 17% of cases. These censored observations are either patients still alive at the end of the study (15.7%), or patients lost to follow-up (0.7%), or patients having undergone a renal transplantation (in this case the censoring time corresponds to the date of transplantation) (0.6%). The geographical region studied (northern France, Nord-Pas-de-Calais region) is divided into 80 cantons (a French administrative subdivision) and each individual was associated with a canton, according to his place of residence.

We also considered 18 variables measured at the individual level that are known to be confounders of ESRD patient survival (Couchoud et al., 2015; Fu et al., 2021). Thus, spatial cluster detection was adjusted by introducing the following confounders into each model as covariates: age (in years), sex, body mass index (in kg/m$^2$), type of nephropathy (polycystic, primitive glomerulonephritis, hypertension or vascular, diabetic, pyelonephritis, other), number of cardiovascular comorbidities (none, one, at least two), mobility (autonomous walking, need for a third party, total disability), hemoglobin level (in g/dL), albumin level (in g/dL), dialysis method (haemodialysis or peritoneal dialysis), glomerular filtration rate (below 7, between 7 and 10 or over 10 mL/min/1.73m$^2$), year of treatment initiation (2004-2009, 2010-2015 or 2016-2020), whether or not the treatment was initiated urgently, and the absence or presence of diabetes, chronic respiratory disease, respiratory assistance, cirrhosis, severe behavioral disorder and active malignancy. Details of these confounding factors are available in Supplementary Material D.

4.2 Spatial clusters detection

In order to detect spatial clusters of atypical survival times in ESRD patients, 5 models were considered: the exponential model (Model 1) proposed by Huang et al. (2007), the log-rank method proposed by Cook et al. (2007) (Model 2) and the method presented in this paper based on a Cox model considering three types of shared frailty: i.i.d. ($\rho = 0$) (Model 3), CAR ($\rho \in [0,1]$) (Model 4) and ICAR ($\rho = 1$) (Model 5).

Each model was used to detect spatial clusters of shorter (or longer) survival times compared to the rest of the studied region, among the ESRD patients. To adjust for the confounders in Model 1 we used an exponential regression method to obtain adjusted survival times as proposed by Huang et al. (2007). Regarding Model 2, we followed the approach proposed by Jung (2009); Ahmed and Genin (2020) that consists in estimating the coefficients associated with the confounders in the model under $H_0$ and then fixing their value in the scan statistic proposed by Cook et al. (2007). Regarding Models 3 to 5 (the shared frailty models), we also followed this approach by fixing under each alternative hypothesis $H_1(w)$ the coefficients associated with the confounding factors to their estimated values in the model under $H_0$ in the estimation step of the $\varphi_k$ (Section 2.2.1).

In order to provide an indicator of the risk associated with the clusters, which is independent of the model considered, we estimated the Hazard Ratio (HR) associated with each cluster in a classical Cox model adjusted for the confounding factors. The MLC was considered, together with secondary clusters that had a high value of $\Lambda$ and did not cover the MLC (Kulldorff, 1997). The statistical significance of the detected spatial clusters was evaluated by performing 999 Monte-Carlo simulations, with a type I error of 0.05.
4.3 Results

The spatial clusters detected by each of the 5 models (Exponential, Log-rank, i.i.d., CAR and ICAR frailty) are presented in Figure 5. Detailed information on the spatial clusters is presented in Table 1.

Both the exponential model (Model 1, panel (a) in Figure 5) and the method based on the log-rank test (Model 2, panel (b) in Figure 5) identified the same two statistically significant spatial clusters. The MLC, located in the northeast of the region (green color) presented a close level of significance \( \hat{p} = 0.004 \) and \( \hat{p} = 0.005 \) respectively and showed longer survival times than in the rest of the geographical area studied \( \text{HR} = 0.84 \) for both models. The first secondary cluster, located in the western part of the region (red color), also had a close level of significance \( \hat{p} = 0.025 \) and \( \hat{p} = 0.043 \) respectively and was characterized by shorter survival times \( \text{HR} = 1.13 \) for both methods.

The i.i.d. frailty model (Model 3, panel (c)) identified the same statistically significant MLC as the exponential model and the method based on the log-rank test \( \hat{p} = 0.006 \). The CAR (Model 4, panel (d)) and ICAR (Model 5, panel (e)) models both detect the same MLC which contains three more spatial units than the MLC of the other models. It is also characterized by longer survival times \( \text{HR} = 0.86 \). Although it is statistically significant for the CAR model, it is not statistically significant for the ICAR model \( \hat{p} = 0.011 \) and \( \hat{p} = 0.178 \) respectively. The first secondary cluster of the three frailty models is the same as the first secondary cluster of the exponential model and the method based on the log-rank test. However it is not statistically significant with the frailty models \( \hat{p} = 0.083 \) for the CAR frailty model and \( \hat{p} = 0.949 \) for the ICAR frailty model respectively.

The small differences between the classical spatial scan statistics methods (Huang et al., 2007; Cook et al., 2007) and the three shared frailty models developed here can be explained by the low variance of the shared frailties (see Figure 11 in Supplementary Materials D for the posterior distribution of \( \sigma^2 \) with each model).

Table 1: Description of the statistically significant spatial clusters detected by the method proposed by Huang et al. (2007) (Model 1 (exponential)), the method of Cook et al. (2007) (Model 2 (Log-rank)) and those detected by the shared frailty models (Model 3 (i.i.d.), Model 4 (CAR) and Model 5 (ICAR)) after adjusting for confounding factors.

| Model     | Cluster      | p-value | Number of spatial units | Number of individuals | Number of events | Hazard Ratio$^1$ |
|-----------|--------------|---------|-------------------------|----------------------|-----------------|-----------------|
| Model 1   | MLC          | 0.004   | 10                      | 1091                 | 890             | 0.84            |
| (Exponential) Secondary cluster 1 | 0.025 | 43 | 2632 | 2163 | 1.13 |
| Model 2   | MLC          | 0.005   | 10                      | 1091                 | 890             | 0.84            |
| (Log-rank) Secondary cluster 1 | 0.043 | 43 | 2632 | 2163 | 1.13 |
| Model 3   | MLC          | 0.006   | 10                      | 1091                 | 890             | 0.84            |
| (i.i.d. frailty) Secondary cluster 1 | 0.138 | 43 | 2632 | 2163 | 1.13 |
| Model 4   | MLC          | 0.011   | 13                      | 1346                 | 1094            | 0.86            |
| (CAR frailty) Secondary cluster 1 | 0.083 | 43 | 2632 | 2163 | 1.13 |
| Model 5   | MLC          | 0.178   | 13                      | 1346                 | 1094            | 0.86            |
| ICAR frailty Secondary cluster 1 | 0.949 | 43 | 2632 | 2163 | 1.13 |

$^1$ The Hazard Ratio (HR) is computed with a Cox model with adjustment for confounders.

5 Discussion

Here we developed a new spatial scan statistic for survival data indexed in space that allows to take into account both a potential intra-spatial unit correlation and spatial correlation, as well as to adjust the cluster detection on confounding factors. This method is based on a Cox model that includes a spatially structured shared frailty distributed according to a Leroux CAR model.
Figure 5: Spatial clusters detected by the method proposed by Huang et al. (2007) (Model 1 (exponential), panel(a)), the method of Cook et al. (2007) (Model 2 (Log-rank), panel (b)) and those highlighted by the shared frailty models (Model 3 (i.i.d.), panel (c); Model 4 (CAR), panel (d); Model 5 (ICAR), panel (e)) after adjusting on confounding factors. Spatial clusters in green indicate longer survival times for ESRD patients compared to the rest of the studied region. Those in red indicate shorter survival times for ESRD patients.

In a simulation study we showed that, in the presence of intra-spatial unit correlation, the existing methods (Cook et al., 2007; Huang et al., 2007) face a huge increase of the type I error. Thereafter, the performance of the CAR model was evaluated in the context of cluster detection and compared to two particular versions of the latter: the i.i.d. frailty model and the ICAR frailty model. The CAR model presented the best performances in presence of spatial correlation, thus demonstrating a good
quality of adjustment of this model on the latter. In a last simulation study, we have shown that the performance of the CAR model remains correct when the percentage of censored observations does not exceed 20%.

These approaches were then applied to epidemiological data to detect the presence of clusters of abnormally low or high survival times in ESRD elderly patients in northern France during the period from 2004 to 2020. The classical approaches (Cook et al., 2007; Huang et al., 2007) detected two statistically significant clusters: one in the northeast of the region corresponding to higher survival times (lower risk) and the other containing the whole western part of the region corresponding to lower survival times (higher risk) than elsewhere. The i.i.d. shared frailty model detected only as statistically significant the cluster in the northeast of the region. Assuming a complete spatial correlation (ICAR model), the method also identified a MLC in the northeast of the region but this latter was not statistically significant. When we considered the CAR frailty model allowing a flexibility of the spatial correlation, a statistically significant cluster was detected in the northeast of the region with a p-value slightly higher than the one provided by the i.i.d. shared frailty model. This can be explained by the consideration by the CAR model of the spatial correlation. These results are consistent with those of the simulation study.

In both the simulation study and the application, circular potential clusters have been considered. However, other cluster shapes (e.g., elliptical clusters (Kulldorff et al., 2006)) could be considered, as the shape of the scanning window has an impact on the power of the method in cluster detection. It should be noted that the choice of another form of scanning window can be easily implemented in our method because it only changes the set of potential clusters $W$.

In the application on epidemiological data of elderly patients with ESRD, it was observed a low percentage of patients who received a renal transplant. However, this percentage is higher in the general population (Couchoud et al., 2015). It is well known that renal transplantation is a competing risk of death in patients with ESRD, and its non-consideration in the analysis may lead to a biased estimate of the survival function (Hallan et al., 2012). In this context, the proposed method should be modified to account for competing risks by considering, for example, the model proposed by Fine and Gray (1999).

Here the spatial correlation parameter $\rho$ was assumed to be constant over the whole study area. This assumption may be too simplistic because this coefficient may vary spatially (Crawford, 2009). The integration of a spatial correlation coefficient that can vary spatially appears challenging because it is necessary to clearly distinguish the effect of spatial correlation from the effects of spatial clusters present in the data. Adapting the proposed method to this context may be the subject of future work.

In our model, we have included the covariates as fixed effects. However, it is possible to consider them as random effects that may have a spatial correlation. One way to take into account these spatially structured effects is to use conditional autoregressive models for the prior distributions of the coefficients associated with the covariates.

Lastly, our spatial scan statistic can be extended to deal with recurrent events. For example, one may be interested in the time until asthma attack in patients treated for asthma: a patient may experience several asthma attacks during the study period. One possible approach is to consider a shared frailty at the individual level, making it possible to take into account unobserved subject-specific factors (Kleinbaum and Klein, 2012). However, the time to asthma attack may also exhibit an intra-spatial unit correlation (due to environmental factors for example). In this context, one approach would be to consider a nested frailty model (Rondeau, 2010), i.e., a model with both shared frailties at the level of spatial units with a potential spatial correlation, and shared frailties at the level of individuals, in order to take into account both unobserved factors specific to spatial units (e.g., air quality), and unobserved factors specific to individuals (e.g., their tobacco consumption).
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A Leroux prior

The Leroux CAR prior is defined by

\[ X_k|X_{-k} \sim \mathcal{N} \left( \frac{\rho \sum_{l=1}^{K} v_{k,l} X_l}{\rho \sum_{l=1}^{K} v_{k,l} + 1 - \rho}, \frac{\sigma_X^2}{\rho \sum_{l=1}^{K} v_{k,l} + 1 - \rho} \right) \]

where \( v_{k,l} = 1 \) if \( s_k \) and \( s_l \) are adjacent and 0 otherwise.

Let us show (Besag (1974)) that this is equivalent to \( X \sim \mathcal{N}(0, \sigma_X^2 [\rho R + (1 - \rho)I_K]^{-1}) \), where

\[ R_{k,l} = \begin{cases} \sum_{j=1}^{K} v_{k,j} & \text{if } k = l \\ -v_{k,l} & \text{otherwise} \end{cases} \]

by applying Brook’s lemma (Brook (1964)) on \( X \):

\[ \frac{P(X)}{P(0)} = \prod_{k=1}^{K} \frac{P(X_k|X_1, \ldots, X_{k-1}, 0_{k+1}, \ldots, 0_K)}{P(0|X_1, \ldots, X_{k-1}, 0_{k+1}, \ldots, 0_K)}. \]

Let \( a_k \) and \( b_{k,l} \) be defined as \( a_k = \frac{\sigma_X^2}{\rho \sum_{j=1}^{K} v_{k,j} + 1 - \rho} \) and \( b_{k,l} = \frac{v_{k,l}}{\rho \sum_{j=1}^{K} v_{k,j} + 1 - \rho} \), then

\[
\begin{align*}
\frac{P(X)}{P(0)} &= \prod_{k=1}^{K} \exp \left[ -\frac{1}{2a_k} \left( X_k - \rho \sum_{l=1}^{k-1} b_{k,l} X_l \right)^2 \right] \\
&= \prod_{k=1}^{K} \exp \left[ -\frac{1}{2a_k} \left( X_k^2 - 2\rho \sum_{l=1}^{k-1} b_{k,l} X_k X_l \right) \right] \\
&= \prod_{k=1}^{K} \exp \left[ -\frac{1}{2\sigma_X^2} \left( \rho R_{k,k} + 1 - \rho \right) X_k^2 + 2\rho \sum_{l=1}^{k-1} \frac{R_{k,l}}{\rho R_{k,k} + 1 - \rho} X_k X_l \right] \\
&= \prod_{k=1}^{K} \exp \left[ -\frac{1}{2\sigma_X^2} \left( \rho R_{k,k} + 1 - \rho \right) X_k^2 + 2\rho \sum_{l=1}^{k-1} R_{k,l} X_k X_l \right].
\end{align*}
\]

Let \( A = \rho R + (1 - \rho)I_K \), then

\[
\begin{align*}
\frac{P(X)}{P(0)} &= \prod_{k=1}^{K} \exp \left[ -\frac{1}{2\sigma_X^2} \left( A_{k,k} X_k^2 + 2\sum_{l=1}^{k-1} A_{k,l} X_k X_l \right) \right] \\
&= \exp \left[ -\frac{1}{2\sigma_X^2} \left( \sum_{k=1}^{K} A_{k,k} X_k^2 + 2\sum_{k=1}^{K} \sum_{l=1}^{k-1} A_{k,l} X_k X_l \right) \right].
\end{align*}
\]

Moreover,

\[
2\sum_{k=1}^{K} \sum_{l=1}^{k-1} A_{k,l} X_k X_l = \sum_{k=1}^{K} \sum_{l=1}^{k-1} A_{k,l} X_k X_l + \sum_{k=1}^{K} \sum_{l=1}^{k-1} A_{l,k} X_k X_l \quad \text{because } A \text{ is symmetric}
\]
Thus

\[ \frac{\partial \ell}{\partial \alpha} = 0 \quad \text{and} \quad \frac{\partial \ell}{\partial \sigma} = 0. \]

Finally

\[ \hat{\alpha} = \frac{1}{K} A \varphi^* \quad \text{and} \quad \hat{\sigma}^2 = \frac{1}{K} [\varphi^* A \varphi^* - 2\alpha \mathbb{1}^\top A \varphi^* + \alpha^2 \mathbb{1}^\top A \mathbb{1}]. \]
B.2 Estimation under $\mathcal{H}_1^{(w)}$

Under $\mathcal{H}_1^{(w)}$ the likelihood is

$$L_{\mathcal{H}_1^{(w)}} = \frac{1}{(2\pi)^{K/2}|A^{-1}|^{1/2}\sqrt{2\sigma(\tilde{w})}} \exp \left[ -\frac{1}{2\sigma^2(\tilde{w})} \left[ \varphi^{*} - \alpha_w \mathbf{1}_w - \alpha_{w^c} \mathbf{1}_{w^c} \right]^\top A \left[ \varphi^{*} - \alpha_w \mathbf{1}_w - \alpha_{w^c} \mathbf{1}_{w^c} \right] \right].$$

Thus the log-likelihood can be computed:

$$\ell_{\mathcal{H}_1^{(w)}} = -\frac{K}{2} \ln |2\pi| - \frac{1}{2} \ln |A^{-1}| - \frac{K}{2} \ln [\sigma^2(\tilde{w})] - \frac{1}{2\sigma^2(\tilde{w})} \left[ \varphi^{*} - \alpha_w \mathbf{1}_w - \alpha_{w^c} \mathbf{1}_{w^c} \right]^\top A \left[ \varphi^{*} - \alpha_w \mathbf{1}_w - \alpha_{w^c} \mathbf{1}_{w^c} \right] \right].$$

Then

$$\frac{\partial \ell_{\mathcal{H}_1^{(w)}}}{\partial \alpha_w} = -\frac{1}{2\sigma^2(\tilde{w})} \left[ -2 \mathbf{1}_w^\top A \varphi^{*} + 2 \alpha_w \mathbf{1}_w^\top A \mathbf{1}_w + 2 \alpha_{w^c} \mathbf{1}_{w^c}^\top A \mathbf{1}_w \right].$$

Then

$$\frac{\partial \ell_{\mathcal{H}_1^{(w)}}}{\partial \alpha_{w^c}} = 0 \iff \alpha_{w^c} \mathbf{1}_{w^c}^\top A \mathbf{1}_{w^c} = \mathbf{1}_{w^c}^\top A \varphi^{*} - \alpha_w \mathbf{1}_w^\top A \mathbf{1}_w.$$
C Simulation study

C.1 Design of the simulation study

Figures 6 and 7 show the spatial units as well as the cluster considered in the simulation study in the absence and in the presence of censoring respectively.

C.2 Influence of the threshold chosen for the Bayes Factor

Figure 8 shows the type I error and the power curves of the proposed method with several thresholds for the Bayes Factor (3, 10, 30 and 100). The thresholds of 3 and 10 do not maintain a stable type I error according to the values of $\rho$. The threshold of 100 maintains the type I error very well but is very conservative. The threshold of 30 seems to be a good compromise.

However, we decided to investigate whether the estimates of the parameters with a threshold of 100 were better (less biased) than with a threshold of 30. Figure 9 shows that this is not the case.

C.3 Type I error in presence of censoring

Figure 10 shows that the type I error increases when the proportion of censoring increases.
Figure 8: Simulation study: Type I error and power curves depending on the chosen threshold for the Bayes Factor to select the frailty values under $H_0$ or under $H_1^{(w^*)}$. $\alpha$ is the parameter that controls the cluster intensity and $\rho$ controls the spatial correlation.

(a)

(b)

Figure 9: Simulation study: the selected $\rho^*$ according to the parameters $\rho$ and $\alpha$ (panel (a)) and $\hat{\alpha}$ obtained with INLA when we select $H_1$ according to the Bayes Factor criterion (panel (b)) with a threshold of 100. The main horizontal lines correspond to the true value of the parameters $\rho$ and $\alpha$ in panels (a) and (b) respectively and the black points represent the mean estimates obtained.

D Supplementary Materials of the application

Table 2 describes the confounding factors for the detection of clusters of abnormal survival times after starting dialysis in people aged 70 and over in the Nord-Pas-de-Calais region.

Figure 11 shows the posterior distributions of the frailty variance $\sigma^2$ with a i.i.d., a CAR and a ICAR
Figure 10: Simulation study: Comparison of the type I errors in the presence of censoring. $\rho$ controls the spatial correlation.

model as well as the posterior distribution of the spatial correlation parameter $\rho$ of the frailty CAR model.

(a)  
(b)  

Figure 11: Posterior distribution of the frailty variance with the i.i.d. (panel (a)), CAR (panel (b)) and ICAR (panel (c)) models and posterior distribution of the spatial correlation parameter $\rho$ obtained with the CAR model (panel (d)).

Figure 12 presents the estimated $\varphi_k$ for each model: the i.i.d. model, the Leroux CAR model and the ICAR model.
Table 2: Description of the confounding factors for the detection of clusters of abnormal survival times in ESRD elderly patients in northern France, 2004-2020.

| Variable                                      | Overall, N = 6071\(^1\) |
|-----------------------------------------------|---------------------------|
| Age (in years)                                | 79.0 (74.8;83.5)          |
| Body mass index (in kg/m\(^2\))              | 26.2 (23.0;30.1)          |
| Sex (Woman)                                   | 2582/6071 (42.5%)         |
| Type of nephropathy                           |                           |
| Polycystic kidney disease                     | 104/5342 (1.9%)           |
| Primitive glomerulonephritis                  | 427/5342 (8.0%)           |
| Hypertension or vascular                      | 2048/5342 (38.3%)         |
| Diabetic nephropathy                          | 1683/5342 (31.5%)         |
| Pyelonephritis                                | 283/5342 (5.3%)           |
| Other                                         | 797/5342 (14.9%)          |
| Number of cardiovascular comorbidities        |                           |
| None                                          | 962/5380 (17.9%)          |
| One                                           | 1566/5380 (29.1%)         |
| At least two                                  | 2852/5380 (53.0%)         |
| Diabetes (Yes)                                | 3059/5960 (51.3%)         |
| Chronic respiratory disease (Yes)             | 1062/5793 (18.3%)         |
| Respiratory assistance (Yes)                  | 380/5770 (6.6%)           |
| Cirrhosis (Yes)                               | 148/5804 (2.5%)           |
| Severe behavioral disorder (Yes)              | 257/5532 (4.6%)           |
| Mobility                                      |                           |
| Autonomous walking                            | 3262/4930 (66.2%)         |
| Need for a third party                        | 1205/4930 (24.4%)         |
| Total disability                              | 463/4930 (9.4%)           |
| Hemoglobin level (< 11 g/dL)                  | 3760/5479 (68.6%)         |
| Albumin level (< 35 g/dL)                     | 2525/4786 (52.8%)         |
| Dialysis method                               |                           |
| Haemodialysis                                 | 5330/6071 (87.8%)         |
| Peritoneal dialysis                           | 741/6071 (12.2%)          |
| Emergency start (Yes)                         | 1776/5470 (32.5%)         |
| Active malignancy (Yes)                       | 586/5819 (10.1%)          |
| Glomerular filtration rate                    |                           |
| < 7mL/min/1.73m\(^2\)                        | 882/5285 (16.7%)          |
| 7 – 10mL/min/1.73m\(^2\)                     | 1535/5285 (29.0%)         |
| > 10mL/min/1.73m\(^2\)                       | 2868/5285 (54.3%)         |
| Year of treatment initiation                  |                           |
| 2004-2009                                     | 1928/6071 (31.8%)         |
| 2010-2015                                     | 2258/6071 (37.2%)         |
| 2016-2020                                     | 1885/6071 (31.0%)         |

\(^1\) Number of observed / Total number of observed (%) for qualitative variables
Median (Interquartile range) for quantitative variables
Figure 12: Estimated frailties $\varphi_k^*$ with the i.i.d. (panel (a)), CAR (panel (b)) and ICAR (panel (c)) models