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Abstract: Integral expressions for positive-part moments $E X^p_+ (p > 0)$ of random variables $X$ are presented, in terms of the Fourier-Laplace or Fourier transforms of the distribution of $X$. A necessary and sufficient condition for the validity of such an expression is given. This study was motivated by extremal problems in probability and statistics, where one needs to evaluate such positive-part moments.
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1. Introduction

In a number of extremal problems in probability and statistics (see e.g. [11, 12, 19, 20, 21, 22, 1, 2, 3, 23, 24, 25, 15, 26]) one needs to evaluate the positive-part moments $E X_+^p$ of random variables (r.v.’s) $X$, where $x_+ := 0 \vee x = \max(0,x)$, the positive part of $x$, and $x_+^p := (x_+)^p$, for any $x \in \mathbb{R}$ and $p > 0$.

In particular, an effective procedure was needed in [25] to compute $E X_+^p$ for $p = 3$ and r.v.’s of the form $X = \Gamma_{\mu,\sigma^2} + y \Pi_{b^2/y^2}$, where $a, b, y$ are positive real numbers, $\mu \in \mathbb{R}$, $\Gamma_{\mu,\sigma^2}$ and $\Pi_{b^2/y^2}$ are independent r.v.’s, $\Gamma_{\mu,\sigma^2}$ has the normal distribution with parameters $\mu$ and $\sigma^2$, and $\Pi_{b^2/y^2}$ has the Poisson distribution with parameter $b^2/y^2$. For purely normal r.v.’s $X$ (without the Poisson component) such a computation is easy. However, the naive approach, by the formula $E(\Gamma_{\mu,\sigma^2} + y \Pi_{b^2/y^2})^p_+ = \sum_{j=0}^{\infty} E(\Gamma_{\mu,\sigma^2} + yj)^p_+ P(\Pi_{b^2/y^2} = j)$ did not work well, especially when $y$ is small. On the other hand, the series of the form $\sum_{j=0}^{\infty} e^{jz} P(\Pi_{b^2/y^2} = j)$ (which is the Laplace-Fourier transform of the Poisson distribution) is easily computable. Therefore, a natural idea was to perform a harmonic analysis of the function $\mathbb{R} \ni x \mapsto f_p(x) := x_+^p$. This can be easily done by finding its Laplace-Fourier transform. Then, once the function $f_p$ is decomposed into harmonics (i.e., exponential functions $x \mapsto e^{cz}$ for $z \in \mathbb{C}$), one almost immediately obtains a general expression for the positive-part moments of a r.v. $X$ in terms of the Laplace-Fourier transform of the distribution of $X$, as provided indeed by Theorem 1 in this paper. Such expressions turn out to be computationally effective, as well as the ones in terms of the characteristic function (c.f.) $\mathbb{R} \ni t \mapsto E e^{itX}$ that are obtained as corollaries. Theorem 2 of this paper provides a necessary and sufficient condition for such a representation.

A subsequent literature search has revealed only one paper, Brown [8], that contains formulas for $E X_+^p$ in terms of the c.f. of $X$. However, the constant-sign argument used in [8] does not actually seem to work for $p \in (0,2)$. The results in [8] are based on the method developed by von Bahr [29] to express the absolute moments $E |X|^p$ in terms of the c.f. of $X$. Other papers containing such expressions for absolute moments include [11, 15, 16, 29]; see also [18, §§1.8.6–1.8.8] and [31, §1.4].

As was explained, our approach differs from the previous ones. We begin with expressions of positive-part moments in terms in the Fourier-Laplace transform $z \mapsto E e^{zX}$ with $\Re z \neq 0$, and then use the Cauchy integral theorem to express $E X_+^p$ in terms of the c.f. of $X$. It should be clear that expressions for the absolute moments will follow trivially from expressions for the positive-part moments.

2. Results

Let $X$ be any r.v. Let $s_1$ and $s_2$ be any real numbers such that $s_1 \leq 0 \leq s_2$ and $E e^{sX} < \infty$ for all $s \in [s_1, s_2]$. Let $p$ be any positive real number, and then let

$$k := k(p) := \lfloor p \rfloor \quad \text{and} \quad \ell := \ell(p) := \lfloor p - 1 \rfloor,$$

respectively the integer part of $p$ and the smallest integer that is no less than $p - 1$, so that $k \leq p < k + 1$, $\ell < p \leq \ell + 1$, and $\ell \leq k$. For all complex $z$ and all
$m = -1, 0, 1, \ldots$, let

$$e_m(z) := e^z - \sum_{j=0}^{m} \frac{z^j}{j!}, \quad c_2m(z) := (-1)^{m+1} \left( \cos z - \sum_{j=0}^{m} (-1)^j \frac{z^{2j}}{(2j)!} \right),$$

$$s_{2m+1}(z) := (-1)^{m+1} \left( \sin z - \sum_{j=0}^{m} (-1)^j \frac{z^{2j+1}}{(2j+1)!} \right),$$

with the convention $\sum_{j=0}^{-1} a_j := 0$ for any $a_j$'s, so that $e_{-1}(z) \equiv e^z$, $e_{-2}(z) \equiv \cos z$, and $s_{-1}(z) \equiv \sin z$. For any complex number $z = s + it$, where $s$ and $t$ are real numbers and $i$ stands for the imaginary unit, let $\Re z := s$ and $\Im z := t$, the real and imaginary parts of $z$.

In this paper, we shall present a number of identities involving certain integrals. For the sake of brevity, let us assume the following convention (unless specified otherwise): when saying that such an identity takes place under certain conditions, we shall actually mean to say that under those conditions the corresponding integral exists in the Lebesgue sense (but may perhaps be infinite) and the identity takes place.

**Theorem 1.** For any $s \in (0, s_2]$ and any $j = -1, 0, \ldots, \ell$ such that $E|X|^{j^+} < \infty$,

$$E X^p_+ = \frac{\Gamma(p+1)}{2\pi} \int_{-\infty}^{\infty} E e_j((s+it)X) \frac{dt}{(s+it)^{p+1}}$$

$$= \frac{\Gamma(p+1)}{\pi} \int_{0}^{\infty} \Re E e_j((s+it)X) \frac{dt}{(s+it)^{p+1}}. \quad (1)$$

**Remark 1.** Of course, the statement of Theorem 1 is devoid of content in the case when $s_2 = 0$. As for the condition $E|X|^{j^+} < \infty$, here we use the convention $0^0 := 1$ (any other real number in place of 1 would do here as well), to interpret $|X|^{j^+}$ when $X = 0$ and $j \in \{-1, 0\}$. So, the condition $E|X|^{j^+} < \infty$ will trivially hold if $j \in \{-1, 0\}$. On the other hand, if $j \geq 1$ (and hence $p > 1$), then the expression $E e_j((s+it)X)$ under the integrals on the right-hand sides of (1) and (2) would lose meaning without the condition $E|X|^{j^+} < \infty$.

**Corollary 1.** If $p \in \mathbb{N}$ and $E|X|^p < \infty$, then for any $s \in [s_1, 0)$ and any $j = -1, 0, \ldots, \ell$

$$E X^p_+ = E X^p + \frac{pl}{2\pi} \int_{-\infty}^{\infty} E e_j((s+it)X) \frac{dt}{(s+it)^{p+1}}$$

$$= E X^p + \frac{pl}{\pi} \int_{0}^{\infty} \Re E e_j((s+it)X) \frac{dt}{(s+it)^{p+1}}. \quad (3)$$

**Corollary 2.** If $E|X|^p < \infty$ then

$$E X^p_+ = \frac{E X^p}{2} \mathbb{1}_{\{p \in \mathbb{N}\}} + \frac{\Gamma(p+1)}{\pi} \int_{0}^{\infty} \Re \frac{E e_l(itX)}{(it)^{p+1}} \frac{dt}{(it)^{p+1}}. \quad (4)$$
In particular, one has the following: for any $m \in \mathbb{N}$ such that $E X^{2m} < \infty$,

$$E X^{2m}_+ = \frac{E X^{2m}}{2} + \frac{(2m)!}{\pi} \int_0^\infty \frac{E x_{2m-1}(tX)}{t^{2m+1}} \, dt; \quad (5)$$

for any $m \in \mathbb{N}$ such that $E |X|^{2m-1} < \infty$,

$$E X^{2m-1}_+ = \frac{E X^{2m-1}}{2} + \frac{(2m-1)!}{\pi} \int_0^\infty \frac{E c_{2m-2}(tX)}{t^{2m}} \, dt. \quad (6)$$

**Corollary 3.** If $Y$ is another r.v. then

$$E X^p_+ = E Y^p_+ + \frac{\Gamma(p+1)}{\pi} \int_0^\infty \Re\left\{ e^{itX} - e^{itY} \right\} \, dt$$

provided that $E |X|^p + E |Y|^p < \infty$ and $E X^j = E Y^j$ for all $j = 1, \ldots, k$.

Moreover, one has the following: for any $m \in \mathbb{N}$

$$E X^{2m}_+ = E Y^{2m}_+ + (-1)^m \frac{(2m)!}{\pi} \int_0^\infty \frac{E \sin tX - E \sin tY}{t^{2m+1}} \, dt \quad (8)$$

if $E X^{2m} + E Y^{2m} < \infty$ and $E X^{2j+1} = E Y^{2j+1}$ for all $j = 0, \ldots, m-1, m - \frac{1}{2}$;

for any $m \in \mathbb{N}$

$$E X^{2m-1}_+ = E Y^{2m-1}_+ + (-1)^m \frac{(2m-1)!}{\pi} \int_0^\infty \frac{E \cos tX - E \cos tY}{t^{2m}} \, dt \quad (9)$$

if $E |X|^{2m-1} + E |Y|^{2m-1} < \infty$ and $E X^{2j} = E Y^{2j}$ for all $j = 0, \ldots, m-1, m - \frac{1}{2}$.

For any r.v. $X$ as in Corollary 2, it is always possible (and easy) to construct a r.v. $Y$ as in Corollary 3 such that the characteristic function $E e^{itY}$, and hence its real and imaginary parts $E \cos tY$ and $E \sin tY$, are easily computable. In particular, one can always take $Y$ to be a r.v. with finitely many values; more specifically, $k + 1$ values would suffice for $\Re$ and $m + 2$ values for $\Im$. An obvious advantage of the formulas given in Corollary 3 (over those in Corollary 2) is that the corresponding integrals will converge (for $p > 1$) faster near $\infty$, and just as fast near 0. Also, Corollary 3 will be just one step closer than Corollary 2 to possible applications to the convergence of the positive-part moments in the central limit theorem; see Example 4 in Section 3 for further details.

**Remark 2.** If $E X^p_+ < \infty$ for an even natural $p = 2m$, then it is clear that identity 1 (or, equivalently, 5) cannot hold without the condition $E |X|^p < \infty$, since one needs the moment $E X^k = E X^p$ on the right-hand side of 3 to exist.

Similarly, if $E X^p_+ < \infty$ for an odd natural $p = 2m - 1$, then identity $\Re$ (or, equivalently, $\Im$) cannot hold without the condition $E |X|^p < \infty$.

However, if $p > 0$ is not an integer, the term $\frac{E X^k}{2} I\{p \in \mathbb{N}\}$ on the right-hand side of $\Re$ disappears. One may then wonder as to what, if any, moment condition on the left tail of the distribution of $X$ is needed in order for identity
to hold – having in mind that the finiteness of the positive part moment $\mathbb{E} X^p_+$ depends only on the right tail of the distribution of $X$. Perhaps surprisingly, it turns out that a left-tail condition is necessary for (1), even if the integral in (1) is allowed to be understood as an improper one (at 0); moreover, the moment condition $\mathbb{E} |X|^p < \infty$ in Corollary 2 can be only slightly relaxed, even when $p$ is not an integer. Actually, one can obtain a necessary and sufficient condition for such a representation of the positive-part moment in terms of the characteristic function, as described in the following theorem.

**Theorem 2.** Take any $p \in (0, \infty) \setminus \mathbb{N}$ and any r.v. $X$ with $\mathbb{E} X^p_+ < \infty$. Then the following two conditions are equivalent to each other:

$I.$ $\mathbb{E} |X|^\ell < \infty$ and $\mathbb{E} X^p_+ = \frac{\Gamma(p + 1)}{\pi} \int_{0+}^\infty \Re e^\ell(itX) \frac{\mathbb{E} e^\ell(itX)}{(it)^{p+1}} \, dt$;

II. $\mathbb{P}(X_+ > x) = o(1/x^p)$ as $x \to \infty$.

Here and in what follows, $x_- := (-x)_+$ for all $x \in \mathbb{R}$; also let $x^-_p := (x-)_p$.

Note that the part $\mathbb{E} |X|^\ell < \infty$ of condition (I) of Theorem 2 will trivially hold if $0 < p < 1$ (and hence $\ell = 0$). On the other hand, if $p > 1$ (and hence $\ell \geq 1$), then the expression $\mathbb{E} e^\ell(itX)$ in condition (I) of Theorem 2 would lose meaning if $\mathbb{E} |X|^\ell = \infty$; cf. Remark 1.

Note also that, if condition (II) or, equivalently, (I) of Theorem 2 holds, then $\mathbb{E} X^p_- < \infty$ for all $r \in (0, p)$. Indeed, condition (II) of Theorem 2 implies

$$\mathbb{E} X^p_- = \int_0^\infty \mathbb{P}(X_- > x) \, dx = O(\int_0^\infty x^{-p} \, dx) < \infty.$$  \quad (10)

On the other hand, it is easy to give examples where condition (II) of Theorem 2 holds, while $\mathbb{E} X^p_- = \infty$, and so, Corollary 2 is not applicable; for instance, take any r.v. $X$ such that $\mathbb{P}(X_+ > x) = 1/(x^p \ln x)$ for all large enough $x > 0$.

In view of Corollary 2 and Theorem 2, for the identity (1) to hold for a given $p \in (0, \infty) \setminus \mathbb{N}$ (with the integral understood in the Lebesgue sense) and a r.v. $X$ with $\mathbb{E} X^p_+ < \infty$, it is sufficient that $\mathbb{E} X^p_- < \infty$ and it is necessary that $\mathbb{E} X^p_- < \infty$ for all $r \in (0, p)$.

Yet, no “simple” necessary and sufficient condition for (1) to hold – in the Lebesgue sense – for a given $p \in (0, \infty) \setminus \mathbb{N}$ appears to be known; it is apparently an open question whether such a condition exists at all. However, one can see that condition (II) of Theorem 2 is not sufficient (although, by Theorem 2, it is necessary) for (1). Indeed, for any $p \in (0, \infty) \setminus \mathbb{N}$, there exists a r.v. $X$ with $\mathbb{E} X^p_+ < \infty$ such that the two equivalent conditions – (I) and (II) – of Theorem 2 hold, while the integral $\int_0^\infty \Re \frac{\mathbb{E} e^\ell(itX)}{(it)^{p+1}} \, dt$ does not exist in the Lebesgue sense. For instance, one can consider

**Example 1.** The idea is to take a r.v. $X$ with a lacunary distribution and then construct a matching lacunary set $A \subset (0, \infty)$ such that the integrand $\Re \frac{\mathbb{E} e^\ell(itX)}{(it)^{p+1}}$ is of constant sign and large enough in absolute value for $t \in A$. Take indeed any $p \in (0, \infty) \setminus \mathbb{N}$ and let $X$ be a discrete r.v. such that, for some $d \in (1, \infty)$, one has $\mathbb{P}(X = -d^n) = \frac{1}{nd^n}$ for all $n \in \mathbb{N}$, where $c$ is the constant chosen so that $\sum_{n \in \mathbb{N}} \mathbb{P}(X = -d^n) = 1$. Then it is easy to check that condition
prove very effective, since the Fourier-Laplace transform of the r.v. the Introduction do not work here, the formulas of Theorem 1 and Corollary 2 by a simple expression:

\[ ε \text{ for all } t \in A := \bigcup_{n=1}^{\infty} [ε^{1/(2n)} \epsilon, \epsilon], \text{ whence } (1 - \rho)^m \int_A \Re \frac{\epsilon e^{itX}}{(it)^{m+1}} dt = \infty. \text{ For details, see } [27, \text{ Proposition 2.6 and its proof}]. \]

Theorem 2 and Example 1 are similar in spirit to a number of known if-and-only-if conditions and counterexamples, respectively; those results in the literature mainly concern such simpler relations as the ones of the tails/moments of the distribution with the derivatives of the characteristic function at 0 (but also with other linear functionals of the c.f.) – see e.g. [13, 30, 28, 6, 7]. Ibragimov [15] provides necessary and sufficient conditions – both in terms of (truncated) moments/tails and the c.f. – for rates \( O(n^{-p}) \) in the central limit theorem to hold; cf. Example 4 in the next section.

3. Applications

Here let us give examples of known or potential applications of identities presented in Section 2.

**Example 2.** Let \( X_1, \ldots, X_n \) be independent r.v.’s such that \( X_i \leq y \) for some real \( y > 0 \) and \( E X_i \leq 0 \), for all \( i \). Let \( S := X_1 + \cdots + X_n \) and assume that \( \sum_i E X_i^2 \leq \sigma^2 \) for some real \( \sigma > 0 \). Also, let \( \epsilon := \frac{1}{\sigma y} \sum_i E(X_i)_+^{2} \), so that \( 0 < \epsilon < 1 \). In the paper [26], mentioned in the Introduction, an optimal in a certain sense upper bound on the tail \( P(S \geq x) \) was obtained, of the form

\[ \text{Pin}(x) := \frac{E^3(\eta - t_x)^2}{E^2(\eta - t_x)^3}, \]

where \( x \in \mathbb{R}; \eta := \Gamma_1(1-\epsilon)\sigma^2 + y\bar{\Pi}_{\epsilon \sigma^2} / y^2; \Gamma_1(1-\epsilon)\sigma^2 \) and \( \bar{\Pi}_{\epsilon \sigma^2} / y^2 \) are any independent r.v.’s whose distributions are, respectively, the centered Gaussian one with variance \( (1 - \epsilon)\sigma^2 \) and the centered Poisson one with variance \( \epsilon \sigma^2 / y^2 \); \( t_x \in \mathbb{R} \) is the only real root of the equation \( m(t_x) = x \); and \( m(t) := t + E(\eta - t)^3 / E(\eta - t)^2 \). Thus, to compute the bound \( \text{Pin}(x) \), one needs a fast calculation of the positive-part moments of the r.v. \( X := \eta - t \). While the direct approaches mentioned in the Introduction do not work here, the formulas of Theorem 1 and Corollary 2 prove very effective, since the Fourier-Laplace transform of the r.v. \( \eta - t \) is given by a simple expression:

\[ E e^{z(\eta - t)} = \exp \left \{ -zt + \frac{z^2}{2}(1 - \epsilon)\sigma^2 + \frac{e^{z(1-\epsilon)\sigma^2} - 1 - \epsilon z}{y} \right \} \forall z \in \mathbb{C}. \quad (11) \]

It takes under 0.5 sec in Mathematica on a standard Core 2 Duo laptop to produce an entire graph of the bound \( \text{Pin}(x) \) for a range of values of \( x \) using either (2) or (4).

**Example 3.** As pointed out by a referee, positive-part moments naturally arise in mathematical finance. For example, \( (S - K)_+^\prime \) is the value of a call option
with the strike price $K$ when the stock price is $S$. Exact bounds on $\mathbb{E}(S - K)^+$ under various conditions were recently given in [10].

**Example 4.** Just as it was done in [8] for absolute moments, the identities given in Corollary 3 could be used to prove the convergence of the positive-part moments in the central limit theorem, or even to obtain bounds on the rate of such convergence. However, we shall not be pursuing this matter here, since the main motivation for the present paper was the need for an effective computation of the bound $\text{Pin}(x)$, as described in Example 2.

### 4. Proofs

For any two expressions $a$ and $b$, let us write: $a \leq b$ or, equivalently, $b \geq a$ if $|a| \leq Cb$ for some positive constant $C$ depending only on $p$; $a \approx b$ if $ab > 0$, $a \preceq b$, and $b \succeq a$.

Let us also write $a <<< b$ (to be read “$a$ is much less than $b$”) or, equivalently, $b >> a$ (“$b$ is much greater than $a$”) if $b > 0$ and $|a| = o(b)$. Accordingly, if $\mathcal{A}$ is an assertion and $a > 0$, then “$\mathcal{A}$ holds if $a <<< b$” will mean “for all $p \in (0, \infty) \setminus \mathbb{N}$ there exists some constant $K = K(p) > 0$ such that $\mathcal{A}$ holds whenever $|a| < b/K$”, that is, $\mathcal{A}$ will hold “eventually”. Similarly, “if $a <<< b$ and $\mathcal{A}$ holds, then $a_1 <<< b_1$” will mean “for all $p \in (0, \infty) \setminus \mathbb{N}$ and all $K_1 > 0$ there exists $K = K(p, K_1) > 0$ such that one has the implication ‘if $|a| < b/K$ and $\mathcal{A}$ holds, then $|a_1| < b_1/K_1$’”.

Also, let us write $a \sim b$ if $a/b \to 1$.

**Proof of Theorem 4.** Note that (2) immediately follows from (1), since the integrand in (2) is even in $x$. Note also that $\int_{C_j} \frac{z^j}{t^{j+1}} \, dz = 0$ for all $j = 0, \ldots, \ell$ and $s \neq 0$, where $C_s := \{ z \in \mathbb{C} : \Re z = s \}$. So, it is enough to prove (1) with $j = -1$. The key observation here is the following: for any $x \in \mathbb{R}$ and any complex number $z = s + it$ with $s := \Re z > 0$,  
\[
\int_{-\infty}^{\infty} e^{-x} (x-u)^p_+ \, du = \int_{-\infty}^{\infty} e^{zu} (x-u)^p_+ \, du = e^{zx} \int_{0}^{\infty} v^p e^{-zv} \, dv = \frac{\Gamma(p+1)}{z^{p+1}} e^{zx};
\]
this is obvious for real $z > 0$, and then one can use analytic continuation. Thus, for each $s \in (0, \infty)$ the Fourier transform $\mathbb{R} \ni t \mapsto \int_{-\infty}^{\infty} e^{itu} e^{zu} (x-u)^p_+ \, du$ of the integrable function $\mathbb{R} \ni u \mapsto e^{zu} (x-u)^p_+$ is the function $\mathbb{R} \ni t \mapsto \Gamma(p+1) \frac{e^{itz}}{z^{p+1}}$, which is integrable as well. So, by the inverse Fourier transform, one obtains (1) (with $j = -1$) with the real constant $x$ in place of the r.v. $X$. (Equivalently, one can use here the Laplace inversion.) Now (1) follows by the Fubini theorem, since $\mathbb{E} \left| \frac{e^{(s+iu)x}}{(s+iu)^{p+1}} \right| = \frac{\mathbb{E} e^{sx}}{(s+iu)^{p+1}}$ for all $s > 0$ and $t \in \mathbb{R}$. 

**Proof of Corollary 4.** Here, just as in the proof of Theorem 1 without loss of generality (w.l.o.g.) $j = -1$. Consider first the case when $s_2 > 0$. W.l.o.g., $s_1 < 0$. By the convexity of $\mathbb{E} e^{sx}$ in $s$, one has $\left| \frac{\mathbb{E} e^{(s+iu)x}}{(s+iu)^{p+1}} \right| \leq \frac{\mathbb{E} e^{s_1 x + \nu} e^{s_2 x}}{|t|^p e^{s_1 x + \nu}}$.
for all \( s \in [s_1, s_2] \) and all \( t \neq 0 \), so that \( \int_{s_1}^{s_2} \left| \frac{\mathbb{E}_{e_j}((s+i\varepsilon)X)}{(s+i\varepsilon)^{p+1}} \right| \, ds \to 0 \) as \( |t| \to \infty \). Hence, by the Cauchy integral theorem and the continuity of the integral \( I(s) := \int_{-\infty}^{\infty} \frac{\mathbb{E}_{e_j}((s+i\varepsilon)X)}{(s+i\varepsilon)^{p+1}} \, dt \) in \( s \in [s_1, s_2] \), the difference between the value of \( I(s) \) for \( s \in (0, s_2) \) and that of \( I(s) \) for \( s \in [s_1, 0) \) is \( \frac{1}{i} \int_{C_\varepsilon} \frac{\mathbb{E}_{e_j}X}{z^{p+1}} \, dz \), where \( C_\varepsilon \) is the circle in \( \mathbb{C} \) of radius \( \varepsilon \) centered at 0 and traced out counterclockwise, provided that \( \varepsilon \in (0, s_1 \wedge s_2) \). So, \( (\mathbb{II}) \) (in the case when \( s_2 > 0 \) and with \( j = -1 \)) follows from \( (\mathbb{I}) \) by taking \( \varepsilon \downarrow 0 \), since \( e^{zX} = e_p(zX) + O(|z|^{p+1}e^{z|X|}) \) over \( z \in \mathbb{C}^e \); recall that here it is assumed that \( p \in \mathbb{N} \).

Assume now that \( s_2 = 0 \) (and, again, \( j = -1 \)). Then, by what has just been proved, one has \( (\mathbb{III}) \) for any \( s \in [s_1, 0) \) with \( X \wedge N \) in place of \( X \), where \( N \) is any real number. By the dominated convergence theorem and in view of the condition \( E|X|^p < \infty \), one has \( E(X \wedge N)^p \to E X^p \) and \( E(X \wedge N)^p \to E X^p \) as \( N \to \infty \). To complete the proof of Corollary \( (\mathbb{I}) \) it remains to use again the dominated convergence theorem, in view of the inequalities \( \left| \frac{\mathbb{E}_{e_j}}{(s+i\varepsilon)^{p+1}} \right| \leq \frac{\mathbb{E}_{e_j}(X \wedge N)^p}{(s+i\varepsilon)^{p+1}2^{p+1}} \) and \( e^{z(X \wedge N)} \leq 1 + e^{zX} \) for all \( N \geq 0 \), \( s \in [s_1, 0) \), and \( t \in \mathbb{R} \).

**Proof of Corollary \( (\mathbb{II}) \).** Let us first prove identity \( (\mathbb{I}) \) in the case when the r.v. \( X \) takes on only one value, say \( x \in \mathbb{R} \). For any \( \varepsilon > 0 \), consider the integration contour \( C := \{it: t \leq -\varepsilon\} \cup C_\varepsilon^+ \cup \{it: t \geq \varepsilon\} \), where \( C_\varepsilon^+ := \{z \in \mathbb{C}: |z| = \varepsilon, \Re z > 0\} \). Then, by \( (\mathbb{I}) \) (with \( j = -1 \)) and the Cauchy integral theorem,

\[
\frac{2\pi i}{\Gamma(p+1)} x^p = \int_C \frac{e^{zX}}{z^{p+1}} \, dz = \int_C \frac{e_\ell(zx)}{z^{p+1}} \, dz,
\]

(12)

because \( \int_C \frac{z^j}{z^{p+1}} \, dz = 0 \) for all \( j = 0, \ldots, \ell \). Next, \( e_\ell(zx) = \frac{x^{\ell+1}}{(\ell+1)!} + O(|z|^{\ell+2}) \) as \( z \to 0 \), and so,

\[
\left. \int_{C_\varepsilon^+} \frac{e_\ell(zx)}{z^{p+1}} \, dz \right| = \frac{x^{\ell+1}}{(\ell+1)!} \int_{C_\varepsilon^+} \frac{dz}{z^{p-\ell}} + O(\varepsilon^{\ell-p+2})
\]

\[
= i\pi \frac{x^{\ell+1}}{(\ell+1)!} \left( \mathbb{I}\{p \in \mathbb{N}\} + O(\varepsilon^{\ell-p+1}(\mathbb{I}\{p \notin \mathbb{N}\} + \varepsilon)) \right)
\]

\[
= i\pi \frac{x^{\ell+1}}{(\ell+1)!} \mathbb{I}\{p \in \mathbb{N}\} + o(1) = i\pi \frac{x^k}{\Gamma(p+1)} \mathbb{I}\{p \in \mathbb{N}\} + o(1)
\]

as \( \varepsilon \downarrow 0 \). This and \( (\mathbb{II}) \) imply

\[
x^p = \frac{x^k}{2} \mathbb{I}\{p \in \mathbb{N}\} + \frac{\Gamma(p+1)}{\pi} \int_0^{\infty} \Re \frac{e_\ell(itx)}{(it)^{p+1}} \, dt,
\]

(13)

since the latter integrand is even in \( t \in \mathbb{R} \).

Next, observe that

\[
|e_\ell(itu)| \leq |u|^\ell \land |u|^{\ell+1}
\]

(14)

over all \( u \in \mathbb{R} \), and so, for all \( x \in \mathbb{R} \)

\[
\int_0^{\infty} \left| \frac{e_\ell(itx)}{(it)^{p+1}} \right| \, dt = c_\ell|x|^p,
\]

(15)
where \( c_\ell := \int_0^\infty |\frac{e_\ell(du)}{(iu)^{p+1}}| \, du < \infty \) for \( p \in (0, \infty) \setminus \mathbb{N} \). Therefore, (13) follows from (13) by the Fubini theorem – provided that \( p \in (0, \infty) \setminus \mathbb{N} \).

The case \( p \in \mathbb{N} \) is treated quite similarly. Namely, if \( p = 2m \) for some \( m \in \mathbb{N} \), then \( \Re e_\ell(i(t)x) = \frac{s_{2m-1}(ix)}{t^{2m+1}} \) for all \( x \in \mathbb{R} \) and \( t > 0 \), and so, (15) follows by the Fubini theorem from (13), the estimate \( |s_{2m-1}(u)| \leq |u|^{2m-1} \land |u|^{2m+1} \) for all \( u \in \mathbb{R} \), and the condition \( \mathbb{E} X^{2m} < \infty \). If \( p = 2m - 1 \) for some \( m \in \mathbb{N} \), then (6) similarly follows using the estimate \( |c_{2m-2}(u)| \leq |u|^{2m-2} \land |u|^{2m} \) for all \( u \in \mathbb{R} \) and the condition \( \mathbb{E} |X|^{2m-1} < \infty \).

Proof of Corollary 3. This immediately follows from Corollary 2, applied the r.v. \( Y \), as well as to \( X \). (Note that \( k = p \) and \( \ell = p - 1 \) if \( p \in \mathbb{N} \), and \( k = \ell \) if \( p \notin \mathbb{N} \).)

Proof of Theorem 2. Step 0. Take indeed any \( p \in (0, \infty) \setminus \mathbb{N} \) and any r.v. \( X \) with \( \mathbb{E} X^p < \infty \). Recalling (10), note that either one of the conditions (I) and (II) implies \( \mathbb{E} |X|^{\ell} < \infty \).

Step 1. For \( v \geq 0 \), let

\[
I(v) := I_p(v) := \int_0^{\infty} \Re e_\ell(-iu) \left( \frac{u}{(iu)^{p+1}} \right) \, du. \tag{17}
\]

This definition is correct, since the integral exists in the Lebesgue sense, in view of estimate (14). Note that

\[
I_p(0) = 0; \tag{18}
\]

this is a special case of (11), with \( X = -1 \) almost surely (a.s.). In turn, (18) implies

\[
I_p(v) = -\int_0^v \Re e_\ell(-iu) \left( \frac{u}{(iu)^{p+1}} \right) \, du. \tag{19}
\]

Step 2. At this step, let us prove that if \( p \in (0, 1) \) and \( v \in (0, \infty) \), then

\[
I_p(v) > 0. \tag{20}
\]

Take indeed any \( p \in (0, 1) \). Then \( \ell = 0 \), and (17) and (19) can be rewritten as

\[
I(v) = \int_v^{\infty} \sin \left( \frac{\pi}{2} - \frac{\pi}{2} + u \right) \frac{du}{u^{p+1}} \tag{21}
\]

and

\[
= \int_0^v \sin \left( \frac{\pi}{2} + u \right) - \sin \frac{\pi}{2} \frac{du}{u^{p+1}} \tag{22}
\]

for all \( v > 0 \). Observe next that \( v^{p+1} I(v) = \sin \left( \frac{\pi}{2} + v \right) - \sin \frac{\pi}{2} \) for all \( v > 0 \), whence the only local minima of \( I \) in \((0, \infty)\) are at the points \( 2\pi, 4\pi, \ldots \). Therefore, and because of (18) and the obvious equality \( I(-\infty) = 0 \), to prove (20) it suffices to show that \( I(2j\pi) > 0 \) for all \( j \in \mathbb{N} \).
Using (21) and (twice) applying the Fubini theorem, for all \( j \in \mathbb{N} \) and \( q \in \mathbb{N} \) such that \( j < q \) one has

\[
I(2j\pi) - I(2q\pi) = \int_{2j\pi}^{2q\pi} \frac{\sin(\frac{\pi p}{2} + 2j\pi) - \sin(\frac{\pi p}{2} + u)}{u^{p+1}} \, du
\]

\[
= -\int_{2j\pi}^{2q\pi} \int_{2j\pi}^{u} \frac{dt \cos \left( \frac{\pi p}{2} + t \right)}{u^{p+1}} \, du
\]

\[
= -\int_{2j\pi}^{2q\pi} \cos \left( \frac{\pi p}{2} + t \right) \left( \frac{1}{tp} - \frac{1}{(2q\pi)^p} \right) \, dt
\]

\[
= -\frac{1}{p} \int_{2j\pi}^{2q\pi} \cos \left( \frac{\pi p}{2} + t \right) \frac{1}{tp} \, dt
\]

\[
= -\frac{1}{p} \int_{2j\pi}^{2q\pi} \cos \left( \frac{\pi p}{2} + t \right) \int_{2j\pi}^{\infty} u^{p-1} e^{-tu} \, du
\]

\[
= -\frac{1}{\Gamma(p+1)} \int_{0}^{\infty} u^{p-1} du \int_{2j\pi}^{2q\pi} \cos \left( \frac{\pi p}{2} + t \right) e^{-tu} \, dt
\]

\[
= \frac{1}{\Gamma(p+1)} \int_{0}^{\infty} u^{p-1} \frac{\sin \frac{\pi p}{2} - u \cos \frac{\pi p}{2}}{1 + u^2} \left( e^{-2j\pi u} - e^{-2q\pi u} \right) \, du;
\]

letting now \( q \to \infty \) and using again the equality \( I(\infty-) = 0 \), by the dominated convergence and a comparison of the integrands one obtains

\[
I(2j\pi) = \frac{1}{\Gamma(p+1)} \int_{0}^{\infty} u^{p-1} \frac{\sin \frac{\pi p}{2} - u \cos \frac{\pi p}{2}}{1 + u^2} e^{-2j\pi u} \, du
\]

\[
> \frac{1}{\Gamma(p+1)} \int_{0}^{\infty} u^{p-1} \frac{\sin \frac{\pi p}{2} - u \cos \frac{\pi p}{2}}{1 + \tan^2 \frac{\pi p}{2}} e^{-2j\pi u} \, du
\]

\[
= \frac{(2j\pi \tan \frac{\pi p}{2} - p) \cos^3 \frac{\pi p}{2}}{(2j\pi)^{p+1} p} \geq \frac{(j\pi^2 - 1) \cos^3 \frac{\pi p}{2}}{(2j\pi)^{p+1} p} > 0,
\]

which completes the proof of (20).

**Step 3.** Still assuming that \( p \in (0, 1) \), it follows from (23) that \( I(2j\pi) \geq \frac{(j\pi^2 - 1) \cos^3 \frac{\pi p}{2}}{(2j\pi)^{p+1} p} \geq j^{-p} \) over all \( j \in \mathbb{N} \). Next, for every \( j \in \mathbb{N} \), the only local minima of \( I \) on the interval \([2j\pi, (2j+2)\pi]\) are the endpoints; so, \( I(v) \geq I(2j\pi) \land I((2j + 2)\pi) \geq j^{-p} \geq v^{-p} \) over all \( v \in [2j\pi, (2j+2)\pi] \) and all \( j \in \mathbb{N} \). That is, \( I(v) \geq v^{-p} \) over all \( v \in [2\pi, \infty) \). On the other hand, by (21), \( |I(v)| \leq \int_{v}^{\infty} \frac{\pi p}{2\pi^p} \, du \leq v^{-p} \) over all \( v \in (0, \infty) \). Thus, \( I(v) \approx v^{-p} \) over all \( v \in [2\pi, \infty) \).

Yet on the other hand, by (22), \( I(v) \approx \int_{v}^{\infty} \frac{\pi p}{2\pi^p} \, du \approx v^{1-p} \) over all \( v \) in a right neighborhood of \( 0 \).

Also, \( I_p \) is obviously continuous on \((0, \infty)\). So, in view of (20), for each \( p \in (0, 1) \),

\[
I_p(v) \approx v^{-p}(v \land 1) \quad \text{over all } v > 0.
\]
Step 4. Here, let us show, by induction on ℓ, that for each \( p \in (0, \infty) \setminus \mathbb{N} \)

\[
(-1)^\ell J_p(x, v) \asymp v^{-p} ((vx)^{\ell + 1} \wedge (vx)^\ell)
\tag{25}
\]

over all \( v > 0 \) and \( x > 0 \), where

\[
J_p(x, v) := \int_v^{\infty} \Re \frac{e_\ell(-itx)}{(it)^{p+1}} \, dt = x^p I_p(vx)
\tag{26}
\]

for all \( v > 0 \) and \( x > 0 \). For \( \ell = 0 \) (that is, for \( p \in (0, 1) \)), (25) is equivalent to (24). Assume now that \( \ell \geq 1 \) and (25) holds for \( \ell - 1 \) and \( p - 1 \) instead of \( \ell \) and \( p \), respectively. Then, by (15) and Fubini’s theorem, for all \( v > 0 \) and \( x > 0 \)

\[
(-1)^\ell J_p(x, v) = (-1)^{\ell - 1} \int_0^x J_{p-1}(u, v) \, du
\]

\[
\asymp \int_0^x v^{-(p-1)} ((vu)^{\ell} \wedge (vu)^{\ell - 1}) \, du = v^{-p} \tilde{J}_\ell(vx),
\tag{27}
\]

where \( \tilde{J}_\ell(t) := \int_0^t (z^{\ell} \wedge z^{\ell - 1}) \, dz \) for \( t > 0 \), so that \( \tilde{J}_\ell(t) \asymp t^{\ell + 1} \) over all \( t \) in a right neighborhood of 0, \( \tilde{J}_\ell(t) \asymp t^{\ell} \) over all \( t \) in a left neighborhood of \( \infty \), and \( \tilde{J}_\ell > 0 \) on \( (0, \infty) \). Therefore, \( \tilde{J}_\ell(t) \asymp t^{\ell + 1} \wedge t^{\ell} \) over all \( t > 0 \). This and (27) yield (25).

Step 5. In view of (26) and since \( e_\ell(itx) = e_\ell(itx_+) + e_\ell(-itx_-) \) for all real \( t \) and \( x \), one has

\[
\int_v^{\infty} \Re \frac{E e_\ell(itX)}{(it)^{p+1}} \, dt = \int_v^{\infty} \Re \frac{E e_\ell(itX_+)}{(it)^{p+1}} \, dt + E J_p(X_-, v)
\tag{28}
\]

for all \( v > 0 \) by Fubini’s theorem, which is applicable because of (14) and (16). By (4) with \( X_+ \) in place of \( X \), the integral on the right-hand side of (28) converges to \( \frac{x}{(p+1)} \cdot E X_{x-}^\ell \) as \( v \downarrow 0 \).

So, condition (I) of Theorem 2 is equivalent to \( E J_p(X_-, v) \to 0 \) as \( v \downarrow 0 \), which in turn is equivalent, by (25), to \( v^{-p} E ((vX_-)^{\ell + 1} \wedge (vX_-)^\ell) \to 0 \) as \( v \downarrow 0 \) and then to

\[
x^{p-\ell-1} E X_{x-}^{\ell+1} \mathbf{1}\{X_- \leq x\} + x^{p-\ell} E X_{x-}^\ell \mathbf{1}\{X_- > x\} \to 0 \quad x \to \infty.
\tag{29}
\]

Step 6. Here we complete the proof of Theorem 2 by showing that its condition (II) is equivalent to (29). (Cf. 28 Lemma 1 and 16 Lemma 11.2.1.)

Indeed, \( P(X_- > x) \leq x^{-\ell} E X_{x-}^\ell \mathbf{1}\{X_- > x\} \) for all \( x > 0 \), and so (29) does imply condition (II).

Vice versa, suppose now that condition (II) holds. Then for any \( \varepsilon \in (0, 1 - \frac{p}{\ell + 1}) \) and all real \( x > 1 \)

\[
E X_{x-}^{\ell+1} \mathbf{1}\{X_- \leq x\} = E \int_{y_0}^x (\ell + 1)y^\ell \mathbf{1}\{y < X_- \} \, dy \mathbf{1}\{X_- \leq x\}
\]

\[
\leq \int_{y_0}^x (\ell + 1)y^\ell \, P(X_- < y) \, dy
\]

\[
\leq \int_{y_0}^x (\ell + 1)y^\ell \, dy + o \left( \int_{x_0}^x (\ell + 1)y^\ell \frac{1}{y^p} \, dy \right) = o(x^{\ell+1-p})
\]
as \( x \to \infty \). Also, for all \( x > 0 \)

\[
E X_\ell^\ell I\{X_\ell > x\} = E \int_0^\infty \ell y^{\ell-1} I\{y < X_\ell\} \, dy \, I\{X_\ell > x\}
\]

\[
= \int_0^\infty \ell y^{\ell-1} P(X_\ell > x \lor y) \, dy
\]

\[
= \int_0^x \ell y^{\ell-1} \, dy \, P(X_\ell > x) + \int_x^\infty \ell y^{\ell-1} \, dy \, P(X_\ell > y)
\]

\[
= o\left( \int_0^x \ell y^{\ell-1} \, dy \frac{1}{x^p} + \int_x^\infty \ell y^{\ell-1} \, dy \frac{1}{y^p} \right) = o(x^{\ell-p})
\]

as \( x \to \infty \). So, condition (II) implies (29). This completes Step 6 and thus the entire proof of Theorem 2. \( \square \)
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