Semianalytical Approach for the Approximate Solution of Delay Differential Equations

Xiankang Luo, Mustafa Habib, Shazia Karim, and Hanan A. Wahash

1Faculty of Science, Yibin University, Yibin 644000, China
2Department of Mathematics, University of Engineering and Technology, Lahore 54890, Pakistan
3Department of Basic Sciences, UET Lahore, FSD Campus 54800, Lahore, Pakistan
4Department of Mathematics, Albayda University, Al Bayda, Yemen

Correspondence should be addressed to Xiankang Luo; xkluo1978@163.com and Hanan A. Wahash; hawahash@baydauniv.net

Received 17 May 2022; Accepted 8 June 2022; Published 25 June 2022

Abstract

In this analysis, we develop a new approach to investigate the semianalytical solution of the delay differential equations. Mohand transform coupled with the homotopy perturbation method is called Mohand homotopy perturbation transform method (MHPTM) and performs the solution results in the form of series. The beauty of this approach is that it does not need to compute the values of the Lagrange multiplier as in the variational iteration method, and also, there is no need to implement the convolution theorem as in the Laplace transform. The main purpose of this scheme is to reduce the less computational work and the error analysis of the problems than others studied in the literature. Some illustrated examples are interpreted to confirm the accuracy of the newly developed scheme.

1. Introduction

Many physical phenomena of differential equations play an important role in various branches of science and engineering such as physics, chemical energy, biology, and medicine involving time delay [1–4]. In most cases, time delay appears in everywhere of physical study of the reality. A delay differential equation is one of the most famous equations where the derivative of an unknown function is given at a specific time as far as the results of the function at the past time. Numerous authors have demonstrated various approaches to find the approximate solution of delay differential equations in different fields of science; Rihan and Velmurugan [5] suggested a delay differential model with fractional order for the tumor-immune system with external treatments. Luks et al. [6] and Ogunfidiitimi [7] used the Adomian decomposition method for the numerical solution of delay differential equations. Shakeri and Dehghan [4] obtained the solution of delay differential equations via a homotopy perturbation method. Evans and Raslan [8] applied the Adomian method to solve particular ordinary delay differential equations in which the delay is located in the linear or nonlinear part. Jane and Robert [9] used a computer algebra system to solve some very simple linear delay differential equations by combining Laplace transform method and a novel least-squares method. Barati and Ivaz [10] used the variational iteration method for delay differential equations whereas Mohyud-Din and Yıldırım [11] combined the variational iteration method with He’s polynomials to obtain the solution of delay differential equations. We recommend the readers to study the new developments in time-delay differential equations [12–14].

Recently, many integral transformations and strategies have been introduced to find the approximate solution of ordinary and partial differential equations such as Elzaki transform [15, 16], Sumudu transform [17], Aboodh transformation [18], spline methods [19], finite difference method [20], but it is still quite difficult to get the exact solutions for these problems. The homotopy perturbation method was developed by He [21–23] to obtain the solution of ordinary and partial differential equations involving nonlinear terms. Mishra and Tripathi [24] used the
homotopy perturbation method of delay differential equation using He’s polynomial with Laplace transform. HPM gives the solution in the form of a rapid and consecutive series toward the exact solution.

In this paper, we develop a hybridization scheme where the Mohand transform is coupled with the homotopy perturbation method for obtaining the approximate solution of linear and nonlinear delay differential equations. This scheme derives the results in the aspect of series without any linearization, variation, and limiting expectations. In addition, this study is organized as follows: in Section 2, we present some basic definitions and preliminary concepts of the Mohand transform which help us to construct the idea of the semianalytical approach. In Section 3, we formulate the idea of MHPTM for obtaining the solution of delay differential equations. We illustrate two examples to show the accuracy and validity of this approach in Section 4. We demonstrate the results and discussion in Section 5, and finally, the conclusion is presented in Section 6.

2. Fundamental Concepts of Mohand Transform

In this section, we introduce some basic definitions and preliminary concepts of the Mohand transform which reveals the idea of its implementations to functions.

**Definition 1.** Mohand and Mahgoub [25] presented a new scheme Mohand transform $M(t)$ in order to gain the results of ordinary differential equations and are defined as

$$M[\vartheta(t)] = R(w) = w^2 \int_0^\infty \vartheta(t)e^{-w^2 t} dt, \quad k_1 \leq w \leq k_2.$$  

(1)

On the other hand, if $R(w)$ is the Mohand transform of a function $\vartheta(t)$, then $M^{-1}[R(w)] = \vartheta(t)$. $M^{-1}$ is inverse Mohand operator.     

**Definition 2.** If $\vartheta(t) = t^n$, then $R(w) = \frac{n!}{w^{n+1}}.$  

(3)

**Definition 3.** If $M[\vartheta(t)] = R(w)$, then it has the following differential properties [26]:

(i) $M[\vartheta'(t)] = w^2 R(w) - w^2 F(0)$  
(ii) $M[\vartheta''(t)] = w^2 R(w) - w^2 F(0) - w^2 F'(0)$  
(iii) $M[\vartheta^{(n)}(t)] = w^n R(w) - w^{n+1} F(0) - w^{n+1} F'(0) - \ldots - w^n F^{(n-1)}(0)$

3. Formulation of MHPTM for Delay Differential Equations

This segment presents the construction of the Mohand homotopy perturbation transform method (MHPTM) for obtaining the approximate solution of linear and nonlinear delay differential equations. Let’s consider a nonlinear second-order differential equation of the form [24]

$$\vartheta''(t) + \vartheta'(t) + \vartheta(t) + g(\vartheta) = g(t)$$  

(4)

with the following conditions:

$$\vartheta(0) = a,$$

$$\vartheta'(0) = b,$$  

(5)

where $\vartheta$ is a function in the time domain $t$, $g(\vartheta)$ represents a nonlinear term, $g(t)$ is a source term whereas $a$ and $b$ are constants. Rewrite (4) again

$$\vartheta''(t) + \vartheta'(t) = -\vartheta(t) - g(\vartheta) + g(t).$$  

(6)

Now, taking MT on both sides of (6), we obtain

$$M[\vartheta''(t) + \vartheta'(t)] = M[-\vartheta(t) - g(\vartheta) + g(t)].$$  

(7)

Applying the differential properties of MT, we get

$$w^2 R(w) - w^2 \vartheta(0) - w^2 \vartheta'(0) + w^2 \vartheta(0) = M[-\vartheta(t) - g(\vartheta) + g(t)].$$  

(8)

Thus, $R(w)$ can be obtained from (8) such as

$$R(w) = \frac{w^2 a + w^2 b + w^2 a}{(w + w^2)} - M\left[ \frac{\vartheta(t) + g(\vartheta)}{(w + w^2)} \right].$$  

(9)

Operating inverse Mohand transform, on (9), we get

$$\vartheta[t] = G(t) - \frac{1}{M^{-1}} \left[ \frac{\vartheta(t) + g(\vartheta)}{(w + w^2)} \right].$$  

(10)

Now, we apply HPM on (10). Let

$$\vartheta(t) = \sum_{i=0}^{\infty} p^i \vartheta_i (n)$$  

(12)

where $p$ is the homotopy parameter, and thus, the nonlinear term $g(\vartheta)$ in (10) can be calculated by using the formula

$$g(\vartheta) = \sum_{i=0}^{\infty} p^i H_i(\vartheta)$$  

(13)

where $H_n s$ is the He’s polynomial, which may be computed using the following procedure.

$$H_n(u_0 + u_1 + \ldots + u_n) = \frac{1}{n!} \frac{\partial^n}{\partial p^n} \left[ g\left( \sum_{i=0}^{\infty} p^i \vartheta_i \right) \right]_{p=0}, \quad n = 0, 1, 2, \ldots$$  

(14)
Complexity

Put (12), (13), and (14) in (10) and comparing the similar factors of $p$, we get the following consecutive elements

\[ p^0: \vartheta_0(t) = G(t), \]

\[ p^1: \vartheta_1(t) = -M^{-1}\left[ \frac{1}{w + w^3} M \{ \vartheta_0 + H_0(\vartheta) \} \right], \]

\[ p^2: \vartheta_2(t) = -M^{-1}\left[ \frac{1}{w + w^3} M \{ \vartheta_1 + H_1(\vartheta) \} \right], \]  

(15)

\[ p^3: \vartheta_3(t) = -M^{-1}\left[ \frac{1}{w + w^3} M \{ \vartheta_2 + H_2(\vartheta) \} \right], \]  

\[ \vdots. \]

On continuing the similar process, we can summarize this series to get the approximate solution such as

\[ \vartheta(t) = \vartheta_0 + \vartheta_1 + \vartheta_2 + \cdots \]

(16)

Thus, (16) is to be considered as an approximate solution to delay differential equations of (4).

4. Numerical Examples

In this part, we test two examples for the authenticity and validity of MHPTM. We also demonstrate 2D plots for a better understanding of this strategy where we see that the solution graphs of the approximate solution and the exact solution coincide with each other only after few iterations.

4.1. Example 1. Consider a nonlinear delay differential equation of order first

\[ \vartheta'(t) = 1 - 2\vartheta^2\left(\frac{t}{2}\right), \]  

(17)

with the initial condition

\[ \vartheta(0) = 0. \]  

(18)

Applying MT on (17) together with the differential property as defined in (3), we get

\[ wR(w) - w^3(0) = w - M\left[ 2\vartheta^2\left(\frac{t}{2}\right) \right]. \]  

(19)

Using (18) into (19) for solving $R(w)$, it yields

\[ R(w) = 1 - \frac{1}{w} M\left[ 2\vartheta^2\left(\frac{t}{2}\right) \right]. \]  

(20)

Using inverse Mohand transform on (17), we get

\[ \vartheta(t) = t - M^{-1}\left[ \frac{1}{w} M\left[ 2\vartheta^2\left(\frac{t}{2}\right) \right] \right]. \]  

(21)

Applying MHPTM to get the He's polynomials

\[ \sum_{i=0}^{\infty} p^i \vartheta_i(t) = t - M^{-1}\left[ \frac{2}{w} M\left\{ \sum_{i=0}^{\infty} p^i \vartheta_i^2\left(\frac{t}{2}\right) \right\} \right]. \]  

(22)

Observing the similar powers of $p$, we get

\[ p^0: \vartheta_0(t) = t, \]

\[ p^1: \vartheta_1(t) = -M^{-1}\left[ \frac{2}{w} M\left\{ \vartheta_0^2\left(\frac{t}{2}\right) \right\} \right] \]

\[ = \frac{t^3}{6}, \]

\[ p^2: \vartheta_2(t) = -M^{-1}\left[ \frac{2}{w} M\left\{ 2\vartheta_0\vartheta_1\left(\frac{t}{2}\right) + \vartheta_1^2\left(\frac{t}{2}\right) \right\} \right] \]

\[ = -\frac{t^5}{120}, \]

\[ p^3: \vartheta_3(t) = -M^{-1}\left[ \frac{2}{w} M\left\{ 2\vartheta_0\vartheta_2\left(\frac{t}{2}\right) + 2\vartheta_1\vartheta_1\left(\frac{t}{2}\right) + \vartheta_2^2\left(\frac{t}{2}\right) \right\} \right] \]

\[ = \frac{t^7}{362880}, \]

\[ \vdots. \]  

(23)

On continuing this process, the results of obtained series can be summarized as

\[ \vartheta(t) = \vartheta_0(t) + \vartheta_1(t) + \vartheta_2(t) + \vartheta_3(t) + \vartheta_4(t) + \cdots \]  

(24)

\[ = t - \frac{t^3}{3!} - \frac{t^5}{5!} - \frac{t^7}{7!} - \frac{t^9}{9!} + \cdots. \]

This series converges to the exact solution

\[ \vartheta(t) = \sin(t). \]  

(25)

4.2. Example 2. Consider a linear delay differential equation of 2nd order

\[ \vartheta''(t) = \frac{3}{4} \vartheta(t) + \vartheta\left(\frac{t}{2}\right) - t^2 + 2, \]  

(26)

with the initial condition

\[ \vartheta(0) = 0, \quad \vartheta'(0) = 0. \]  

(27)

Applying MT on (26) together with the differential property as defined in (3), we get
\[ w^2 R(w) - w^3 \theta(0) - w^3 \theta'(0) = M \left[ \frac{3}{4} \theta(t) + \theta \left( \frac{t}{2} \right) - t^2 + 2 \right]. \] (28)

Using (27) into (28) for solving \( R(w) \), it yields
\[ \bar{R}(w) = -\frac{2}{w} + \frac{2}{w^2} M \left[ \frac{3}{4} \theta(t) + \theta \left( \frac{t}{2} \right) \right]. \] (29)

Using inverse Mohand transform on (29), we get
\[ \theta(t) = -\frac{t^4}{12} + t^2 + M^{-1} \left[ \frac{1}{w^2} M \left[ \frac{3}{4} \theta(t) + \theta \left( \frac{t}{2} \right) \right] \right]. \] (30)

Applying MHPTM to get the He’s polynomials
\[ \sum_{i=0}^{\infty} p^i \theta_i(n) = t^2 - \frac{t^4}{12} + M^{-1} \left[ \frac{1}{w^2} M \left[ \frac{3}{4} \sum_{i=0}^{\infty} p^i \theta_i(t) + \sum_{i=0}^{\infty} p^i \theta_i \left( \frac{t}{2} \right) \right] \right]. \] (31)

Observing the similar powers of \( p \), we get
\[ p^0: \theta_0(t) = M^{-1} \left[ \frac{1}{w^2} M \left[ \frac{3}{4} \theta_0(t) + \theta_0 \left( \frac{t}{2} \right) \right] \right] \]
\[ = t^2 - \frac{t^4}{12}. \]
\[ p^1: \theta_1(t) = M^{-1} \left[ \frac{1}{w^2} M \left[ \frac{3}{4} \theta_1(t) + \theta_1 \left( \frac{t}{2} \right) \right] \right] \]
\[ = \frac{t^4}{12} - \frac{13t^6}{5760}. \]
\[ p^2: \theta_2(t) = M^{-1} \left[ \frac{1}{w^2} M \left[ \frac{3}{4} \theta_2(t) + \theta_2 \left( \frac{t}{2} \right) \right] \right] \]
\[ = \frac{13t^6}{5760} - \frac{91t^8}{2949120}. \]
\[ p^3: \theta_3(t) = M^{-1} \left[ \frac{1}{w^2} M \left[ \frac{3}{4} \theta_3(t) + \theta_3 \left( \frac{t}{2} \right) \right] \right] \]
\[ = \frac{91t^8}{2949120} - \frac{17563t^8}{67947724800}. \]

On continuing this process, the results of obtained series can be summarized as
\[ \theta(t) = \theta(t) + \theta_0(t) + \theta_1(t) + \theta_2(t) + \theta_3(t) + \theta_4(t) + \cdots \]
\[ = t^2 - \frac{17563t^8}{67947724800} + \cdots. \] (33)

This series converges to the exact solution
\[ \theta(t) = t^2. \] (34)

5. Results and Discussion

In this section, we discuss some results obtained by MHPTM for linear and nonlinear delay differential equations. We calculate only four iterations to test the validity and accuracy of this new strategy in both examples. It can be seen that we need only few iterations to show the exact solution. We may extend the series of (22) and (31) for better performance and rapid convergence. Figures 1 and 2 show the error solution between the approximate solution and the exact solution for \( 0 \leq t \leq 4 \) and \( 0 \leq t \leq 6 \), respectively. We also present the
The obtained results are in full agreement with the exact solution and the approximate solution obtained by MHPTM in Tables 1 and 2, respectively. Moreover, this absolute error declares that MHPTM is a valid and authentic tool that does not require any heavy calculation for the computation of the approximate solution of linear and nonlinear delay differential equations. The obtained results are in full agreement with [11, 24].

### 6. Conclusion

In this analysis, we have employed an innovative scheme Mohand homotopy perturbation transform method (MHPTM) to achieve an approximate solution of linear and nonlinear delay differential equations. Since MT is limited to deal with nonlinear terms, so we introduced HPM to overcome this drawback and presented the results in the form of series solutions. The solution plots demonstrated the accuracy and validity of MHPTM and showed the error distribution between the approximate solution and the exact solution. We propose that MHPTM is applicable for future work both in the linear and nonlinear partial differential equation in science and engineering applications.
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