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Abstract

In the \{CLAW, DIAMOND\}-FREE EDGE DELETION problem (CDFED), we are given a graph $G$ and an integer $k > 0$, and the question is whether there are at most $k$ edges whose deletion results in a graph without claws and diamonds as induced subgraphs. Based on some refined observations, we propose a kernel of $O(k^3)$ vertices and $O(k^4)$ edges, significantly improving the previous kernel of $O(k^{12})$ vertices and $O(k^{24})$ edges. In addition, we derive an $O^*(3.792^k)$-time algorithm for CDFED.
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1. Introduction

Graph modification problems consist in transforming a given graph into a desired graph by modifying the graph in a certain way (e.g., adding/deleting a limited number of vertices/edges). These problems are relevant to a wide range of real-world applications. As the number of modification operations allowed to be performed is expected to be small in many applications, graph modification problems have been extensively studied from the parameterized complexity perspective (see, e.g., \cite{li2010, li2011, li2012}). We refer to \cite{li2013} for a comprehensive survey of the recent progress on the parameterized complexity of graph modification problems.

In this paper, we study the \{CLAW, DIAMOND\}-FREE EDGE DELETION problem (CDFED) which is a special case of the $\mathcal{H}$-FREE EDGE DELETION problem, where $\mathcal{H}$ is a set of graphs. A graph is $\mathcal{H}$-free if it does not contain any graph in $\mathcal{H}$ as an induced subgraph. In the $\mathcal{H}$-FREE EDGE DELETION problem, we are given a graph $G$ and an integer $k$, and the question is whether there are at most $k$ edges whose deletion results in an $\mathcal{H}$-free graph. If $\mathcal{H}$ consists of the claw and the diamond graphs, we have exactly the CDFED problem. A claw is a star with three leaves, and a diamond is a complete...
Theorem 1. CDFED admits a kernel of $O(k^3)$ vertices and $O(k^4)$ edges.

Then, based on some refined observations we develop an $O^*(3.792^k)$-time algorithm for CDFED.\[\square\]

Theorem 2. CDFED can be solved in $O^*(3.792^k)$ time.

It should be pointed out that, when $\mathcal{H}$ consists of only the diamond, the $\mathcal{H}$-FREE EDGE DELETION problem is known to admit a kernel of $O(k^3)$ vertices [11]. However, for $\mathcal{H}$ consisting of only the claw, whether the $\mathcal{H}$-FREE EDGE DELETION problem admits a polynomial kernel remained open heretofore.

2. Preliminaries

The notation and terminology used in this paper mainly follow the work of Cygan et al. [5]. We study only undirected simple graphs.

For a graph $G$, we use $V(G)$ and $E(G)$ to denote its vertex set and its edge set respectively. For a vertex $v \in V(G)$, $N_G(v)$ is the set of all neighbors of $v$, i.e., $N_G(v) = \{u \mid (v, u) \in E(G)\}$. An isolated vertex is a vertex without any neighbor. Two vertices are adjacent if there is an edge between them. For an edge $(v, u)$, we say that $v$ (resp. $u$) and $(v, u)$ are incident.

For $S \subseteq V$, the subgraph of $G$ induced by $S$, denoted $G[S]$, is the graph with vertex set $S$ and edge set $\{(v, u) \in E(G) \mid v, u \in S\}$. In addition, $E_G(S)$ is the set of all edges between vertices in $S$ in $G$, i.e., $E_G(S) = E(G[S])$. Throughout this paper, we write $E(S)$ for $E_G(S)$. For $A \subseteq E(G)$ (resp. $A \subseteq V(G)$), $G - A$ is the graph obtained from $G$ by deleting all edges (resp. vertices) in $A$. For a set $F$ of pairs over $V(G)$ such that $F \cap E(G) = \emptyset$, $G + F$ is the graph obtained from $G$ by adding edges between every pair in $F$. A subset $S \subseteq V$ is a clique if there is an edge between

---

1A recent 3-page paper by Tsur, posted on https://arxiv.org, has improved our result to an algorithm running in $O^*(3.562^k)$ time [13]. However, for the following reasons, we present our algorithm in the paper. First, the algorithm of Tsur is built upon the main idea of our algorithm. Particularly, in our algorithm, when branching a diamond, we consider one additional vertex outside the diamond. Tsur’s algorithm refines our algorithm by further considering one more vertex. Second, in the new algorithm, Tsur used a python program to compute the worst branching configuration (the program code has not been reported in [13]). We provide the detailed description of all possible cases. Therefore, our algorithm is more transparent and self-contained.
every two vertices in $S$. A maximal clique is a clique that is not a proper subset of any other clique.

A graph $G$ is isomorphic to another graph $G'$ if there is a bijection $f : V(G) \to V(G')$ such that for every $v, u \in V(G)$, it holds that $(v, u) \in E(G)$ if and only if $(f(v), f(u)) \in E(G')$.

A claw is a graph with four vertices $c$, $\ell_1$, $\ell_2$, and $\ell_3$, and three edges $(c, \ell_1)$, $(c, \ell_2)$, and $(c, \ell_3)$. The vertex $c$ (resp. each $\ell_i$, $1 \leq i \leq 3$) is called the center (resp. leaf) of the claw. A diamond is a graph with four vertices and five edges.

A graph is \{claw, diamond\}-free if it does not contain any claws or diamonds as induced subgraphs. A subset $S$ of edges in a graph $G$ is called a CDH (claw and diamond hitting) set of $G$ if $G - S$ is \{claw, diamond\}-free. The problem studied in this paper is formally defined as follows.

**Input:** A graph $G = (V, E)$ and a positive integer $k$.

**Parameter:** $k$.

**Question:** Does $G$ have a CDH set of size at most $k$?

**Parameterized Complexity** [6]. A parameterized problem is a subset $Q \subseteq \Sigma^* \times \mathbb{N}$ for some finite alphabet $\Sigma$, where the second component is called the parameter. A kernelization of a parameterized problem $Q$ is an algorithm that transforms every instance $(x, k)$ of $Q$ into an instance $(x', k')$ of $Q$ such that (1) the algorithm runs in polynomial time in the size of the instance $(x, k)$; (2) $(x, k) \in Q$ if and only if $(x', k') \in Q$; (3) $k' \leq f(k)$ for some computable function $f$; and (4) $|x'| \leq g(k)$ for some computable function $g$. The new instance $(x', k')$ is called a kernel of $Q$.

### 3. A Structural Property of \{Claw, Diamond\}-Free Graphs

Before giving the kernelization, let us first recall some important properties of \{claw, diamond\}-free graphs, which have been studied in [5]. We need the following notations from [5]. A simplicial vertex is a vertex whose neighbors form a clique. A bag is a maximal clique or a simplicial vertex. For a \{claw, diamond\}-free graph $H$, let $B(H)$ be the set of all bags of $H$.

**Lemma 3** ([5]). For every \{claw, diamond\}-free graph $H$, $B(H)$ can be computed in polynomial time.

**Lemma 3** directly implies that $B(H)$ contains polynomially many bags. The following lemma describes a structural property of \{claw, diamond\}-free graphs.

**Lemma 4** ([5]). Let $H$ be a \{claw, diamond\}-free graph without isolated vertices. Then, the following conditions hold:

1. every vertex in $H$ is included in exactly two bags;
2. every edge in $H$ is in exactly one bag;
3. every two bags in $B(H)$ share at most one common vertex; and
4. for two bags $B_1$ and $B_2$ in $\mathcal{B}(H)$ sharing a vertex $v$, there are no edges between $B_1 \setminus \{v\}$ and $B_2 \setminus \{v\}$ in $H$.

In fact, in Lemma 3, the first condition prohibits the existence of induced claws, and other conditions prohibit the existence of induced diamonds. We remark that every nonisolated simplicial vertex belongs to the bag consisting of only itself and another bag of size at least two. Figure 1 illustrates the above lemma.

![Figure 1: A \{claw, diamond\}-free graph and its bags. Each bag of size at least two is emphasized in a gray area. Each blue vertex is a simplicial vertex.](image)

4. The Kernelization

In this section, we study a kernelization of CDFED based on several reduction rules. Let $(G, k)$ be a given instance. As the kernelization in [5], our kernelization begins with finding an arbitrary maximal collection (packing) of edge-disjoint induced claws and diamonds which clearly can be done in polynomial time. Let $X$ denote the set of vertices that appear in some claw or diamond in the packing. Such a set $X$ is called a modulator of $G$. Clearly, $G - X$ is \{claw, diamond\}-free. If $|X| > 4k$, we need to delete at least $k + 1$ edges to destroy all induced claws and diamonds. So, in this case, the kernelization immediately returns a trivial NO-instance. We study five reduction rules to reduce the number of vertices in $G - X$.

A reduction rule is sound if each application of the reduction rule does not change the answer to the instance. An instance is irreducible with respect to a set of reduction rules if none of these reduction rules is applicable to the instance. We assume that, when a reduction rule is introduced, the instance is irreducible with respect to all reduction rules introduced before. Moreover, after each application of a reduction rule, we recalculate a modulator $X$ of $G$. In the proof of the soundness of a reduction rule, we will use $(G, k)$ and $(G', k)$ to denote the instances before and after the application of the reduction rule, respectively (none of our reduction rules changes the parameter $k$).

The first rule is trivial and the soundness of the rule is easy to see.

**Rule 1.** If there are isolated vertices, delete all of them.

Now we introduce four new rules. To apply these rules, we classify all bags into three sets. Bags whose vertices are all adjacent to at least one vertex in common in the modulator are called attached bags, others that share some common vertices with attached bags are called border bags, and the remaining ones are called outlier bags.
By the forbidden of induced claws, one shall see that for every vertex in \( X \) there can be at most three bags attached to it. This directly bounds the number of attached bags with respect to the size of the modulator. Then, starting from this, the four new reduction rules described below shrink these three types of bags iteratively in both their numbers and sizes.

Formally, a bag \( B \in \mathcal{B}(G - X) \) is attached to a vertex \( x \in X \) if

1. either \( |B| \geq 2 \) and \( x \) is adjacent to all vertices in \( B \); or
2. \( B = \{v\} \), \( x \) is adjacent to \( v \), but \( x \) is not adjacent to all vertices in the other bag including \( v \). See Figure 2.

A bag is attached if it is attached to at least one vertex in \( X \). For an unattached bag \( B \in \mathcal{B}(G - X) \) which shares a vertex with some attached bag, we call \( B \) a border bag. Note that a border bag can be also a simplicial vertex. For instance, in the graph on the left side of Figure 2 \( \{v\} \) is a border bag. An unattached bag that is not a border bag is called an outlier bag.

The following rule shrinks outlier bags.

**Rule 2.** If there is an outlier bag \( B \in \mathcal{B}(G - X) \), delete all edges between vertices in \( B \) from \( G \).

A bag is small if it has less than \( 2k + 2 \) vertices; and is big otherwise.

**Rule 3.** If there is a border bag \( B \in \mathcal{B}(G - X) \) which is of size at least 2 and does not share any vertex with any small attached bags, then delete all edges between vertices in \( B \) from \( G \).

Before proving the soundness of Rules 2 and 3, we study some properties. For a bag \( B \in \mathcal{B}(G - X) \), let \( A(B) \subseteq X \) be the set of vertices in \( X \) to which \( B \) is attached. Observe that if \( B \) is of size at least 2, then \( B \cup A(B) \) is a clique in \( G \). This is true because otherwise there is an induced diamond in \( G[B \cup A(B)] \) that is edge-disjoint from every induced claw and diamond in \( G[X] \), contradicting the maximality of \( X \). In addition, observe that deleting one edge from a clique of size at least 4 results in several induced diamonds. Hence, if a clique is too large, deleting one edge from the clique triggers the deletions of many other edges, in order to destroy the induced diamonds. These observations lead to the following lemma.

**Lemma 5.** Let \( B \in \mathcal{B}(G - X) \) be a big bag. Then, every CDH set of \( G \) of size at most \( k \) does not include any edge in \( E(B \cup A(B)) \).
Figure 3: Illustration of Lemma [6]. Each case violates Lemma [4]. For instance, in the first case, if the edges \((a, d)\) and \((b, d)\) are in the same bag, Condition [3] is violated; otherwise, Condition [4] is violated.

**Lemma 6 ([5]).** Let \(H\) be a subgraph (not necessarily induced) of \(G\) isomorphic to a diamond. Let \(B \in \mathcal{B}(G - X)\) be an unattached bag containing at least two vertices of \(H\). Then, \(B\) contains all vertices of \(H\).

One can observe that if the bag \(B\) contains exactly two (or three) vertices of \(H\) in Lemma [6], then at least one of the conditions in Lemma [4] is violated. See Figure 3 for an illustration.

**Lemma 7.** Let \(H\) be a subgraph (not necessarily induced) of \(G\) isomorphic to a claw. Let \(B \in \mathcal{B}(G - X)\) be an unattached bag containing at least two leaves of \(H\). Then \(B\) contains the center of \(H\).

**Proof.** Let \(c\) be the center of \(H\), and let \(\ell_1\) and \(\ell_2\) be two of the leaves of \(H\) included in \(B\). As \(B\) is a bag, there is an edge between \(\ell_1\) and \(\ell_2\) in \(G\). For the sake of contradiction, assume that \(c \notin B\). We distinguish between two cases.

**Case 1:** \(c \in X\).

As \(B\) is unattached, there must be another vertex \(u \notin \{\ell_1, \ell_2\}\) in the bag \(B\) which is not adjacent to \(c\). However, \(c, \ell_1, \ell_2,\) and \(u\) form an induced diamond which is edge-disjoint with all claws and diamonds in \(G[X]\), contradicting with the definition of \(X\).

**Case 2:** \(c \in V(G) \setminus X\).

Let \(B'\) be the bag including the edge \((c, \ell_1)\). Due to Condition [4] of Lemma [4], \((c, \ell_2)\) must be also in \(B'\), which further implies that the edge \((\ell_1, \ell_2)\) is also contained in \(B'\). As we assumed that \(c\) is not in \(B\), we know that \(B\) and \(B'\) are distinct. This contradicts with Condition [2] of Lemma [4] because \(B\) and \(B'\) share at least two common vertices.

As both cases lead to some contradiction, we know that \(c \in B\).

**Lemma 8 ([5]).** Let \(B\) be an unattached bag in \(\mathcal{B}(G - X)\) and let \(S\) be a minimal CDH set of \(G\). Then, \(G[B] - S\) consists of a clique and \(i\) isolated vertices for some nonnegative integer \(i\).

Let \(B'\) be the set of nonisolated vertices in \(G[B] - S\), where \(B\) is as stipulated in Lemma [8]. In fact, if \(B'\) is not a clique in \(G[B] - S\), one can show that \(S \setminus E(B)\) is a smaller CDH set of \(G\). We refer the formal proof of Lemma [8] to [5, Lemma 3.6].
The next property says that for every bag \( B \in B(G-X) \) and every vertex \( x \in X \), \(|N(x) \cap B| \in \{0, 1, |B|\} \) holds. In fact, if \( v \) is adjacent to more than one vertex of \( B \) but not all of them, then there is an induced diamond (formed by \( v \), two of \( v \)'s neighbors in \( B \), and one vertex in \( B \) which is not adjacent to \( v \)) which is edge-disjoint from all induced claws and diamonds in \( G[X] \), a contradiction. The following lemma summarizes this property.

**Lemma 9**. If a vertex \( x \in X \) is adjacent to two vertices in a bag \( B \in B(G-X) \), then \( B \) is attached to \( x \).

Next, we study a property regarding outlier bags.

**Lemma 10.** Let \( B \in B(G-X) \) be an outlier bag. Then, none of the vertices in \( B \) is adjacent to any vertex in \( X \).

**Proof.** Assume, for the sake of contradiction, that \( B \) contains a vertex \( v \) who has a neighbor \( x \in X \). If \( v \) is a simplicial vertex in \( G-X \), then either \( \{v\} \) is attached to \( v \), or \( B \) is attached to \( v \) (Lemma 9), contradicting that \( B \) is an outlier bag. If \( v \) is not a simplicial vertex, then \(|B| > 1 \) and \( v \) is contained in another bag \( B' \in B(G-X) \) such that \(|B'| > 1 \). Let \( u \) be a vertex in \( B \setminus \{v\} \), and let \( w \) be a vertex in \( B' \setminus \{v\} \).

Due to Condition 4 of Lemma 11, \( u \) is not adjacent to \( w \) in \( G \). Due to Lemma 9, \( u \) is not adjacent to \( x \). By the same lemma, \( w \) is not adjacent to \( x \), since otherwise \( B' \) is attached and hence \( B \) cannot be an outlier bag. However, this means that \( v, u, w, \) and \( x \) form an induced claw in \( G \). As only one vertex (i.e., \( x \)) of the induced claw is in \( X \), this contradicts that \( X \) is a modulator.

We are ready to prove the soundness of Rules 2 and 3. These two rules share some common principle and hence can be proved in a similar manner.

**Lemma 11.** Rules 2 and 3 are sound.

**Proof.** Let \( B \) be a bag as stipulated in Rule 2 (resp. Rule 3). We show that \((G, k)\) is a YES-instance if and only if \((G', k)\) is a YES-instance. Let \( F \) be the set of all bags in \( G-X \) of size at least two that share some vertex with \( B \). We distinguish between two cases: \( F = \emptyset \) and \( F \neq \emptyset \).

First, if \( F = \emptyset \), then \( B \) is a clique and a connected component of \( G \), and it is clear that a clique does not contain any induced claws and diamonds. So, we can safely remove \( B \) from the graph \( G \). In the reduction rules, after removing edges in \( E(B) \), vertices in \( B \) become isolated vertices and are further removed by Rule 1.

Now we consider the second case where \( F \neq \emptyset \). Let \( S \) be a minimal CDH set of \( G \) of size at most \( k \). Due to the definition of \( B \), each bag in \( F \) is unattached (resp. either a big attached bag or an unattached bag). Hence, Due to Lemmas 5 and 8, every bag in \( \{B\} \cup F \) induces a graph consisting of a clique and (possibly) some isolated vertices in \( G-S \). We show that \( S \setminus E(B) \) is a CDH set of \( G' \). To this end, we need only to show that \( G-S-E(B) \) is \{claw, diamond\}-free. For the sake of contradiction, assume that there is an induced claw or diamond \( H \) in \( G-S-E(B) \). Observe that \( B \) contains at least two vertices of \( H \), since otherwise \( H \) exists in \( G-S \), contradicting that \( S \) is a CDH set of \( G \). Moreover, the vertices of \( H \) in \( B \) must form an independent set.
of $H$. Consider first the case where $H$ is an induced claw. Due to the above discussion, the center of $H$ cannot be in $B$. However, this contradicts with Lemma\textsuperscript{7}. Hence, $H$ cannot be an induced claw. Now, we consider the case where $H$ is an induced diamond. As discussed above, $B$ contains at least two vertices of $H$. Then, due to Lemma\textsuperscript{8}, all vertices of $H$ are in $B$. However, this cannot be the case as $H$ contains edges but the vertices in $B$ induce an independent set in $G - S - E(B)$. This completes the proof for this direction.

It remains to prove the other direction. Let $S'$ be a minimal CDH set of $G'$ of size at most $k$. We show that $S'$ is also a CDH set of $G$. To this end, we need only to show that $G' - S' + E(B) = G - S'$ is $\{\text{claw, diamond}\}$-free. For the sake of contradiction, assume that there is an induced claw or diamond $H$ in $G - S'$. Clearly, $B$ contains at least two vertices of $H$, since otherwise $H$ exists in $G' - S'$, a contradiction.

Consider first the case where $H$ is an induced claw. Obviously, $B$ can contain at most one leaf of $H$. Hence, $B$ contains the center $c$ and a leaf $\ell$ of $H$. Let $\ell_1$ and $\ell_2$ be the other two leaves of $H$. We claim that no matter whether $B$ is an outlier bag (in Rule\textsuperscript{2}) or a border bag (in Rule\textsuperscript{3}), $\ell_1$ and $\ell_2$ are both in $G - X$. This is true for the former case due to Lemma\textsuperscript{10}. Now we consider the latter case. For the sake of contradiction, assume that $\ell_i$ for some $i \in \{1, 2\}$ is in $X$. Let $B'$ be the other bag including $c$. If $|B'| = 1$, then $B'$ is attached to $\ell_i$ in $G$, contradicting that $B$ is a border bag without common vertices with small attached bags, as stipulated in Rule\textsuperscript{3}. Hence, let us assume that $|B'| > 1$. Then, $B'$ must be attached to $\ell_i$ in $G$, since otherwise $\ell, \ell_i, c$, and any vertex in $B'$ which is not adjacent to $\ell_i$ is an induced claw in $G$ which is edge-disjoint with any induced claws and diamonds in $G[X]$, a contradiction. This means that $B'$ is a big bag. We continue the proof of the claim by considering the location of $\ell_{3-i}$. If $\ell_{3-i} \in X$, then by replacing occurrences of $i$ with $3 - i$ in the above argument, we can conclude that $B'$ is adjacent to $\ell_{3-i}$ in $G$ too. Then, $B' \cup \{\ell_1, \ell_2\}$ must be a clique in $G$, since otherwise there is an induced diamond (formed by $\ell_1, \ell_2$, and any two vertices in $B'$) which is edge-disjoint with all induced claws and diamonds in $G[X]$, a contradiction. Due to the definition of $G'$, $B'$ is also a clique in $G'$. Then, according to Lemma\textsuperscript{5}, $S'$ is disjoint from all edges in $E(B' \cup \{\ell_1, \ell_2\})$, which contradicts that $\ell_1$ and $\ell_2$ are two leaves of $H$ in $G - S'$. Assume now that $\ell_{3-i}$ is in $G - X$. Then, due to Conditions\textsuperscript{1} and \textsuperscript{2} of Lemma\textsuperscript{4}, the edge $(c, \ell_{3-i})$ must be included in the bag $B'$, implying that $B' \cup \{\ell_1, \ell_2\}$ is a clique in $G$ (and $G'$). However, this contradicts that $S'$ is disjoint from $E(B' \cup \{\ell_1, \ell_2\})$. This completes the proof for the claim that both $\ell_1$ and $\ell_2$ are in $G - X$. Then, due to this claim and Conditions\textsuperscript{1} and \textsuperscript{2} of Lemma\textsuperscript{4}, $\ell_1$ and $\ell_2$ are both in $B'$. Notice that $X$ is also a modulator of $G'$. Then, if $B'$ is unattached, due to Lemma\textsuperscript{8}, $G'[B'] - S'$ consists of a clique and (possibly) several isolated vertices. However, $c$ is adjacent to both $\ell_1$ and $\ell_2$, but $\ell_1$ and $\ell_2$ are not adjacent in $G - S'$, a contradiction. If $B'$ is attached, then $B$ cannot be an outlier bag. So, in this case, we analyze only for Rule\textsuperscript{3}. As stipulated in this rule, we know that $B'$ is a big attached bag. Then, from Lemma\textsuperscript{5}, $S'$ does not contain any edge in $G'[B']$, and hence $B'$ is still a clique in $G - S'$. However, this contradicts that $\ell_1$ and $\ell_2$ are two leaves in an induced claw in $G - S'$.

Consider now that $H$ is an induced diamond in $G - S'$. Due to Lemma\textsuperscript{6}, all vertices of $H$ are in $B$. However, $B$ induces a clique in $G - S'$, a contradiction too. □
The next reduction rule reduces the size of attached bags.

**Rule 4.** If there is an attached bag $B$ which is of size at least $2k + 3$ and shares a vertex $v$ with a border bag $B'$, then delete all edges incident to $v$ in $E(B \cup A(B))$.

We refer to Figure 4 for an illustration of Rule 4. A special case of Rule 4 is that when $v$ is a simplicial vertex in $G - X$. In this case, after the application of Rule 4, $v$ becomes an isolated vertex. Then, an application of Rule 1 deletes $v$ from $G$.

Now we prove the soundness of Rule 4. We claim that in Rule 4 it holds that $N(v) \cap X = A(B)$. For the sake of contradiction, assume that there is an $x \in X \setminus A(B)$ such that $(v, x) \in E(G)$. If $v$ forms a bag itself, then due to Condition (1) of Lemma 4, $B$ and $B'$ are the only two bags including $v$ and, moreover, $B' = \{v\}$. This implies that $B'$ is attached to $x$, contradicting that $B'$ is a border bag. If, however, $B' \setminus \{v\} \neq \emptyset$, then $v, x, y$ any vertex from $B$, and any vertex from $B' \setminus \{v\}$ induce a claw, which is edge-disjoint from all induced claws and diamonds in $G[X]$, a contradiction.

**Lemma 12.** Rule 4 is sound.

**Proof.** Let $B, B'$, and $v$ be as stipulated in Rule 4. In the following, we show that any minimal CDH set of $G$ of size at most $k$ is a CDH set of $G'$, and vice versa.

$(\Rightarrow)$ Let $S$ be a minimal CDH set of $G$ of size at most $k$. We show that $S$ is a CDH set of $G'$. Due to Lemma 5, $S$ and $E(B \cup A(B))$ are disjoint. Moreover, due to Lemma 4, $(G - S)[B']$ consists of a clique and (possibly) several isolated vertices. We show that no induced claw or diamond occur after deleting all edges incident to $v$ in $E(B \cup A(B))$ from $G - S$, i.e., in $G' - S$. For the sake of contradiction, assume that there is an induced claw or diamond $H$ in $G' - S$. We distinguish between the following cases.

**Case 1: H is a diamond.**

Without loss of generality, let the vertices of $H$ be $v, x, y,$ and $z$ with the edge between $v$ and $y$ missing (see Figure 5). So, we know that $y \in B \cup A(B)$.

If $y \in A(B)$, as $B'$ is unattached, there is a vertex $u \in B'$ which is not adjacent to $y$ in $G$. We claim that neither of $x$ and $z$ is in the modulator $X$. Assume for the sake of contradiction that $x \in X$. Then, as $N(v) \cap X = A(B)$, and $v$ and $x$ are adjacent in $G$, it holds that $x \in A(B)$. However, in this case the edge between $v$ and $x$ cannot be in $H$ (it is removed by Rule 4 and hence not...
in $G'$), a contradiction. Due to symmetry, we can show that $z \notin X$. Then, as both $x$ and $z$ are adjacent to $v$, from Conditions 1 and 2 of Lemma 4 it holds that $x, z \in B \cup B'$. However, neither of $x$ and $z$ can be in $B$, since otherwise the edge between $v$ and $x$ (if $x \in B$), or the one between $v$ and $z$ (if $z \in B$) is removed by Rule 4 and cannot be in $H$. Neither of them can be in $B'$ either, since otherwise $B'$ is attached to $y$, a contradiction too.

Now we consider the case where $y \in B$. First, neither of $x$ and $z$ can be in $B$, since otherwise they have been removed by Rule 4. They cannot be in $B'$ according to Condition 4 of Lemma 4. It remains only the case that both $x$ and $z$ are in the modulator $X$. Then, as $N(v) \cap X = A(B)$, we know that $x, z \in A(B)$. However, in this case the edges between $v$ and $\{x, z\}$ cannot be in $H$ since they have been removed by Rule 4.

Case 2: $H$ is a claw.

Without loss of generality, let the vertices of $H$ be $v$, $x$, $y$, and $c$ (see Figure 5). Since $H$ occurs only after deleting some edges as stipulated in Rule 4 it must be that $v$ is a leave of $H$. Without loss of generality, let us assume that $c$ is the center of $H$. So, at least one of $x$ and $y$ is in $B \cup A(B)$. By symmetry, let us assume that $x \in B \cup A(B)$. Similar to the above analysis, we further consider two cases and show that both cases lead to contradictions.

We consider first the case where $x \in A(B)$. Note that $c$ cannot be in $B \cup A(B)$, since otherwise the edge between $v$ and $c$ has been removed by Rule 4. It cannot be in $B'$ either, since otherwise $B'$ is attached to $x$ by Lemma 9. Therefore, it must be that $c \in X \setminus A(B)$. However, as $v$ is adjacent to $c$, this contradicts with $N(v) \cap X = A(B)$.

Now we consider the second case where $x \in B$. Similar to the above analysis, we can first claim that $c \notin B \cup A(B)$. In addition, by Condition 4 of Lemma 4 $c \notin B'$. So, it must be that $c \in X$. However, as both $v$ and $x$ are adjacent to $c$ in $H$, we know that $c \in A(B)$ by Lemma 9 a contradiction.

($\Leftarrow$) Now we prove the other direction. Let $S'$ be a minimal CDH set of $G'$ of size at most $k$. Notice that $X$ is a modulator of $G'$. Moreover, $B \setminus \{v\} \cup A(B)$ is a big bag in $G'$. Hence, due to Lemma 5, $S'$ and $E((B \setminus \{v\}) \cup A(B))$ are disjoint, meaning that
Figure 6: All possible cases of \( H \) in the proof of Theorem 12 for the \( \leftarrow \) direction. Vertices circulated by a red circle belong to \( B \cup A(B) \) (i.e., vertices in \( F_1 \)).

\( (B \setminus \{v\}) \cup A(B) \) remains as a clique in \( G' - S' \). Moreover, \( (G' - S')[B'] \) consists of a clique and (possibly) several isolated vertices. We show now that adding all edges incident to \( v \) in \( E(B \cup A(B)) \) to \( G' - S' \) does not result in induced claws or diamonds.

Assume, for the sake of contradiction, that after adding these edges there is an induced claw or diamond \( H \). By symmetry, we have 11 possibilities over \( H \) to consider, as depicted in Figure 6.

Let \( F_1 = (V(H) \setminus \{v\}) \cap (B \cup A(B)) \) be the subset of vertices in \( H \) except \( v \) that are from \( B \cup A(B) \). Moreover, let \( F_2 = V(H) \setminus (F_1 \cup \{v\}) \). Clearly, \( F_1 \neq \emptyset \) (otherwise \( H \) exists in \( G' - S' \), contradicting that \( S' \) is a CHD set of \( G' \)) and \( F_1 \) is a clique (since \( F_1 \subseteq (B \setminus \{v\}) \cup A(B) \) which is a clique as discussed above) in \( G' - S' \). We show that all the 11 cases shown in Figure 6 are impossible. Keep in mind that \( (B \setminus \{v\}) \cup A(B) \) is a big clique, and hence every vertex in \( B \setminus \{v\} \) is adjacent to every vertex in \( F_1 \) in \( G' - S' \).

- Cases (1), (3), (8), (9) are impossible because in these cases \( F_1 \) is not a clique.
- Now we consider Cases (2) and (6). For both cases, we have that \( |F_2| = 1 \).
  Let \( F_2 = \{w\} \) and \( F_1 = \{x, y\} \) in each case.

In Case (2), as \( w \notin F_1 \) and \( N(v) \cap X = A(B) \), we know that \( w \notin X \), meaning that \( w \) is from some bag of \( B(G - X) \) that contains \( v \). By Conditions 1 and 2 of Lemma 4 and the fact that \( w \notin F_1 \subseteq B \), it holds that \( w \in B' \). As \( w \) is adjacent to one of \( x \) and \( y \), say \( x \), by Condition 4 of Lemma 4, \( x \notin B \). It follows that \( x \in A(B) \subseteq X \). However, in this case \( B' \) is attached to \( x \), a contradiction.

In Case (6), \( v \) and \( w \) are not adjacent. If \( w \in X \), there is at least one vertex in \( B \setminus \{v\} \), say, \( u \), which is not adjacent to \( w \), since otherwise by Lemma 9, \( B \)}}
is attached to \( w \) which contradicts that \( v \) and \( w \) are not adjacent. Then, we can obtain an induced diamond in \( G' - S' \) by replacing \( v \) with \( u \) in \( H \), contradicting that \( S' \) is a CDH set of \( G' \). If \( w \not\in X \), then \( w \) is from some bag \( C \in B(G - X) \). Let \( u' \) be any arbitrary vertex in \( B \setminus \{ v \} \). As \( v \) is not adjacent to \( w \), it holds that \( C \neq B \). Then, by Condition 4 of Lemma 4, \( u' \) is not adjacent to \( w \). In this case, replacing \( v \) with \( u' \) in \( H \) gives us an induced diamond in \( G' - S' \), a contradiction too.

- Now we consider Cases (4), (5), (7), (10), and (11). Let \( F_1 = \{ w \} \), and \( F_2 = \{ x, y \} \) in each case.

For Cases (4), (5) and (7), it holds that \( x, y \not\in B \cup A(B) \). We know then that \( x, y \in B' \). By Condition 4 of Lemma 4, \( w \) cannot be in \( B \). By the definition of \( F_1 \), it must be that \( w \in A(B) \). However, by Lemma 9, \( B' \) is attached to \( w \), a contradiction.

For Case (10), as both \( x \) and \( y \) are adjacent to \( v \), and they are not from \( F_1 \), it holds that \( x, y \in B' \). However, as \( x \) is not adjacent to \( y \), this contradicts that \( (G' - S') \mid B' \) consists of a clique and (possibly) several isolated vertices.

For Case (11), if \( w \in B \), let \( u \) be any arbitrary vertex from \( B \setminus \{ v, w \} \). As \( B \setminus \{ v \} \) is a big clique in \( G', S' \) does not contain any edge in \( E(B \setminus \{ v \}) \). So, \( u \) is adjacent to \( w \) in \( G' - S' \). Moreover, \( w \) is not adjacent to any of \( x \) and \( y \) in \( G' - S' \). Suppose for the sake of contradiction that \( w \) is adjacent to \( x \) (resp. \( y \)). If \( x \in X \) (resp. \( y \in X \)), \( B \) is attached to \( x \) (resp. \( y \)), and hence it holds that \( x \in A(B) \) (resp. \( y \in A(B) \)). This contradicts that \( x \in F_2 \) (resp. \( y \in F_2 \)). If \( x \not\in X \) (resp. \( y \not\in X \)), then \( x \) is in some bag other than \( B \) and \( B' \). However, this contradicts with Condition 4 of Lemma 4. Now, it is easy to see that after replacing \( v \) with \( u \) in \( H \), we obtain another induced claw formed by \( u, w, x \), and \( y \) in \( G' - S' \), contradicting that \( S' \) is a CDH set of \( G' \). If \( w \in X \), we first show that at most one vertex from \( B \) is adjacent to \( x \), and at most one vertex from \( B \) is adjacent to \( y \). By symmetry, we only give the proof for \( x \). If \( x \in X \), then as \( x \not\in F_1 \), we know that \( B \) is not attached to \( x \). Then, by Lemma 9, at most one vertex in \( B \) is adjacent to \( x \). Otherwise, \( x \) is from some bag, and moreover, this bag is neither \( B \) (since \( x \in F_2 \)) nor \( B' \) (otherwise \( B' \) is attached to \( w \)). So, by Lemma 4, none of the vertices in \( B \) is adjacent to \( x \). Finally, as \( B \setminus \{ v \} \) is a big bag, we know that there is at least one vertex \( u \in B \) which is not adjacent to any of \( x \) and \( y \) in \( G' - S' \). Then, replacing \( v \) with \( u \) in \( H \) offers us a new induced claw in \( G' - S' \), a contradiction.

This completes the proof that Rule 4 is sound.

Finally, we study a reduction rule to bound the size of each border bag.

**Rule 5.** If there is a border bag \( B \) of size at least \( 2k + 3 \), then delete all edges in \( E(B) \) and, moreover, for each attached bag that shares a vertex \( v \) with \( B \), add \( 2k + 1 \) new vertices and add edges so that these newly added vertices and \( v \) form a clique.

**Lemma 13 ([5]).** Let \( v \) be a vertex in \( G - X \) adjacent to a vertex \( x \in X \). Then there is exactly one bag in \( B(G - X) \) that contains \( v \) and is attached to \( x \).
The main idea of the proof of Lemma 13 is as follows. If both bags including $v$, say $B$ and $B'$, were attached to $x$ (observe that $B \setminus \{v\} \neq \emptyset$ and $B' \setminus \{v\} \neq \emptyset$ hold), then, one can check that $x, v$, any vertex from $B \setminus \{v\}$, and any vertex from $B' \setminus \{v\}$ induce a diamond that is edge-disjoint from all induced claws and diamonds in $G[X]$, a contradiction.

Armed with Lemma 13, we are ready to prove the soundness of Rule 5.

**Lemma 14.** Rule 5 is sound.

**Proof.** Let $B$ be a bag as stipulated in Rule 5. For each attached bag $B'$ sharing a vertex with $B$, let $C(B')$ be the set of the $2k + 1$ newly introduced vertices for $B'$. Let $C$ be the set of all newly introduced vertices in Rule 5. We prove the soundness as follows.

Let $S$ be a minimal CDH set of $G$ of size at most $k$. We claim that $S$ is a CDH set of $G'$. For the sake of contradiction, assume that this is not the case, and let $H$ be an induced claw or diamond in $G' - S$. Clearly, at least two vertices of $H$ are in $B \cup C$, since otherwise $H$ exists in $G - S$, contradicting that $S$ is a CDH set of $G$. Let $c$ be the center of $H$. For the sake of contradiction, assume that $|H| = 1$. If $|H| = 1$, then all the vertices of $H$ are in $B$ if $H$ is a diamond, and the center and at least one leaf of $H$ are in $B$ if $H$ is a claw, which contradicts that $B$ is an independent set of $G' - S$. So, the claim holds. Let $K$ be the set of attached bags $B'$ sharing a vertex with $B$ such that $C(B')$ contains at least one vertex of $H$. The above discussions imply that $K \neq \emptyset$. We claim that $|K| = 1$. For the sake of contradiction, assume that $|K| \geq 2$. Let $B_1$ and $B_2$ be any two bags in $K$. Clearly, the distance between any vertex in $C(B_1)$ and any vertex in $C(B_2)$ is at least 3 in $G'$. However, the distance between every two vertices in $H$ is at most 2, a contradiction. So, let $B'$ be the only bag in $K$ and $v$ the common vertex of $B$ and $B'$. Let $D$ be the set of vertices of $H$ in $C(B')$. Due to the definition of $C(B')$, $v$ is the only vertex in $G$ which is adjacent to vertices in $C(B')$. In other words, $v$ separates $C(B')$ from all the other vertices. This implies that $H$ is a claw and $v$ is the center of $H$. As $C(B')$ form a clique in $G' - S$, we know that $D$ is a singleton consisting of one of the leaves of $H$. Without loss of generality, let $D = \{\ell\}$, and let $\ell_1$ and $\ell_2$ denote the other two leaves of $H$. Due to Conditions 1 and 2 of Lemma 4, it holds that $\ell_1, \ell_2 \in B \cup B'$. As $v \in B$ and $B$ is an independent set in $G' - S$, it follows that $\ell_1, \ell_2 \in B'$ (and we know that the edge between $\ell_1$ and $\ell_2$ is contained in $S$). Let $u$ be any arbitrary vertex in $B \setminus \{v\}$. Due to Condition 4 of Lemma 4, $u$ is not adjacent to any of $\ell_1$ and $\ell_2$ in $G$. This implies that $\ell_1, \ell_2, v$, and $u$ form an induced claw in $G - S$, contradicting that $S$ is a CDH set of $G$.

We now prove the opposite direction. Let $S$ be a minimal CDH set of $G'$ of size at most $k$. Obviously, $G' - S - C$ is still \{claw, diamond\}-free. Due to Lemma 5, $S$ excludes all edges between vertices in $C$. We claim that $S$ is a CDH set of $G$. Assume that this is not the case, and let $H$ be a forbidden structure in $G - S$. Hence, $B$ includes at least two vertices of $H$, since otherwise $H$ exists in $G' - S - C$, a contradiction. Then, if $H$ is an induced diamond, due to Lemma 6, all vertices of $H$ are in $B$, contradicting that $B$ is a clique in $G - S$. If $H$ is an induced claw, then it must be that the center of $H$ and exactly one leaf of $H$ are in $B$ (as $B$ is a clique in $G - S$). Let $c$ be the center
and \( \ell \) be the leaf. Let \( B' \) be the other bag including \( c \). Then, replacing \( \ell \) with any vertex in \( C(B') \) in \( H \) leads to an induced claw in \( G' - S \), a contradiction. 

### 4.1. Analysis of the Kernel

Let \((G, k)\) be an irreducible instance with respect to the above reduction rules, and let \( X \) be a modulator of \((G, k)\). If \(|X| > 4k\), we can immediately conclude that the instance is a NO-instance (in this case, we return a trivial NO-instance). Assume now that \(|X| \leq 4k\). Cygan et al. \cite{cygan2015parameterized} observed that for every \( x \in X \), there can be at most two bags in \( B(G - X) \) which are attached to \( x \). In fact, if this is not the case there would be an induced claw (with \( x \) being the center and three vertices from three bags attached to \( x \) being the leaves), contradicting the maximality of \( X \). This observation directly offers an upper bound of the number of attached bags.

**Lemma 15.** There are at most \( 8k \) attached bags in \( B(G - X) \).

The next lemma bounds the size of each big bag.

**Lemma 16.** Every big bag in \( B(G - X) \) contains at most \( 8k \) vertices.

**Proof.** Let \( B \) be a big bag in \( B(G - X) \). Assume that \(|B| \geq 2k + 3\) (otherwise, we are done). Due to Rule 2 \( B \) cannot be an outlier bag. Due to Rule 5 \( B \) cannot be a border bag too. Hence, \( B \) must be an attached bag. Let \( v \) be any arbitrary vertex in \( B \). Due to Lemma 4 \( v \) belongs to exactly two bags. Let \( B' \) be the other bag including \( v \). If \( B' \) is a border bag, Rule 4 applies. Hence, \( B' \) must be an attached bag. Due to Lemma 4, every two bags share at most one vertex. As there are at most \( 8k \) attached bags in \( B(G - X) \) (Lemma 15) and \( v \) is chosen arbitrarily, \( B \) includes at most \( 8k \) vertices. \( \Box \)

Now we are ready to prove Theorem 1.

**Proof of Theorem 1.** The kernelization applies Rules 1–5 until none of them is applicable. Notice that each application of a reduction rule, except Rule 5, strictly decreases the size of the instance. Hence, Rules 1–4 can be applied at most polynomial times. Rule 5 may increase the size of the instance. However, each application of Rule 5 destroys one border bag of size at least \( 2k + 3 \). As there can be at most polynomially many such bags (implied by Lemma 3), Rule 5 can be applied only at most polynomial times too. Moreover, as each application of a reduction rule takes polynomial-time, the kernelization terminates in polynomial time.

It remains to compute the size of the kernel. Let \((G, k)\) be the irreducible instance and \( X \) a modulator of \((G, k)\). If \(|X| > 4k\), we return a trivial NO-instance. Assume now that \(|X| \leq 4k\). Due to Rules 1–3 there are no outlier bags. Moreover, due to Lemmas 15 and 16 the number of vertices in attached bags is bounded by \( 8k \cdot 8k = O(k^2) \). It remains to bound the number of vertices in border bags. Due to Lemma 4 every vertex in \( G - X \) is in exactly two bags in \( B(G - X) \). This implies that there are at most \( O(k^2) \) many border bags. Then, due to Rule 5 we can conclude that there are at most \( O(k^2) \cdot (2k + 2) = O(k^3) \) vertices in border bags. In summary, \(|V(G)|\) is bounded by \( O(k^3) \).

It remains to analyze the number of edges in \( G \). Clearly, there are at most \( O(k^2) \) edges in \( G[X] \), and at most \( 4k \cdot O(k^2) = O(k^3) \) edges between \( X \) and attached
bags. As there are at most \(8k\) attached bags, and each of them is of size at most \(8k\) (Lemma 16), the number of edges between vertices in attached bags is \(O(k^3)\). As discussed above, there are at most \(O(k^2)\) many border bags and each of them is of size at most \(2k + 2\) (due to Rule 5). Hence, the number of edges between vertices in border bags is bounded by \(O(k^2) \cdot O(k^2) = O(k^4)\). According to Condition 4 of Lemma 4, there are no other edges. Therefore, \(G\) has at most \(O(k^4)\) edges.

5. An FPT Algorithm

In this section, we study a branching algorithm for CDFED to prove Theorem 2. Branching algorithms are commonly used to solve NP-hard optimization problems. In general, a branching algorithm splits (branches) an instance into several subinstances, recursively solves each subinstance, and then combines the solutions of subinstances to a solution of the original instance. A branching rule prescribes how to split the instances. Let \(p\) be a parameter associated with a problem for the purpose of branching (in our case, \(p = k\) is the number of edges needed to be deleted). For a branching rule which splits an instance into \(j\) subinstances with new parameters \(p - a_1, p - a_2, \ldots, p - a_j\), \(\langle a_1, \ldots, a_j \rangle\) is called the branching vector of the branching rule. In addition, the branching factor of the branching rule is the unique positive root of the linear recurrence

\[
x^p - x^{p-a_1} - x^{p-a_2} - \cdots - x^{p-a_j} = 0
\]

The running time of a branching algorithm is bounded by \(O^*(c^p)\) where \(c\) is the maximum branching factor of all branchings it contains. For the reader who is unfamiliar with branching algorithms, we refer to [7, Chapter 2] for a gentle introduction.

As an induced diamond has five edges and an induced claw has three edges, directly branching on edges in induced claws and diamonds leads to an \(O^*(5^k)\)-time algorithm. Based on refined observations, we derive branching rules leading to an improved algorithm of worst-case running time \(O^*(3.792^k)\).

The first branching rule is on induced claws, i.e., each subinstance after the rule corresponds to the deletion of one edge in the claw considered at the moment. Clearly, the branching factor of this branching rule is 3. The algorithm applies the above branching rule once there are any induced claws in the graph. Hence, before branching upon an induced diamond, we always assume there is no induced claws. Now we derive a branching rule on induced diamonds. Let \(H\) be an induced diamond as shown in the figure below.

![Diagram of an induced diamond](image)

We distinguish between the following cases. For a collection \(\{E_1, E_2, \ldots, E_j\}\) of subsets of edges, a branching rule which branches the instance into \(j\) subinstances where the \(i\)-th subinstance, \(1 \leq i \leq j\), is obtained from the original instance by deleting exactly the edges in \(E_i\) and decreasing the parameter \(k\) by \(|E_i|\), is denoted by \(\{-E_1, -E_2, \ldots, -E_j\}\). Each \(-E_i\) is called a branching case of the branching rule.
Case 1. If none of the vertices in $H$ has neighbors outside $H$, we directly delete $H$ and decrease $k$ by one.

Case 2. The two vertices $a$ and $c$ are twins, i.e., $N_{G}(a) \setminus \{c\} = N_{G}(c) \setminus \{a\}$. Then, due to symmetry, it suffices to consider the branching rule $\{-\{(a, d)\}, -\{(a, c)\}, -\{(a, b)\}\}$. The branching vector and the branching factor of this branching rule are clearly $\langle 1, 1, 1 \rangle$ and $3$, respectively.

Case 3. There is a vertex $t$ which is adjacent to $a$ but not to $c$. Then, $t$ must be adjacent to at least one of $b$ and $d$, since otherwise there is an induced claw. We distinguish between two subcases.

Case 3.1. $t$ is adjacent to exactly one of $d$ and $b$. Without loss of generality, assume that $t$ is adjacent to $b$. Clearly, $a$, $t$, $b$, and $c$ also induce a diamond which shares the edges $(a, b)$, $(b, c)$, and $(a, c)$ with $H$. We first branch on deleting each of these three edges (i.e., the three branching cases $-\{(a, b)\}$, $-\{(b, c)\}$ and $-\{(a, c)\}$). Consider the remaining branching cases, i.e., none of $(a, b)$, $(b, c)$ and $(a, c)$ is deleted. Observe that in this case we have to delete at least two edges in order to destroy $H$ and the induced diamond formed by $a$, $t$, $b$ and, $c$. There are in total four branching cases to consider:

1. $-\{(a, d), (a, t)\}$;
2. \(\{a, d\}, \{b, t\}\); 
3. \(\{c, d\}, \{a, t\}\); and 
4. \(\{c, d\}, \{b, t\}\).

However, observe that after deleting the edges \(c, d\) and \(b, t\), the set \(\{a, d, b, t\}\) induces a claw with \(a\) being the center. This implies that we need to delete at least one edge in \(\{a, d\}, \{a, b\}, \{a, t\}\) to destroy the induced claw. In other words, the branching case \(\{c, d\}, \{b, t\}\) has been covered by other cases and hence can be discarded.

In summary, we have a branching vector \(\langle 1, 1, 1, 2, 2, 2 \rangle\). By solving Equation (1), we obtain a branching factor 3.792.

Case 3.2. \(t\) is adjacent to both \(d\) and \(b\). In this case, there are four induced diamonds in the graph induced by \(a, b, c, d\) and \(t\) (except \(\{b, c, d, t\}\), all other 4-subsets of \(\{a, b, c, d, t\}\) induce diamonds). More importantly, at least two edges have to be deleted in order to destroy these four induced diamonds. As there are eight edges in the subgraph induced by \(\{a, b, c, d, t\}\), there are in total \(\binom{8}{2} = 28\) cases to consider. Figure 7 shows all these 28 cases, with the missing edges in the subgraph induced by \(\{a, b, c, d, t\}\) being the deleted edges in each case. However, we claim that we need only to consider branching cases (1)–(14). The reason is that in any other case there is still an induced claw or diamond after deleting the corresponding two edges (see the subgraph with blue edges in each case). In order to destroy these induced claws or diamonds, further edges must be deleted. Therefore, each case \((i)\) where \(15 \leq i \leq 28\) is covered by some of the cases (1)–(14). For instance, in Case (15) (i.e., after deleting the edges \(a, t\) and \(a, c\)), \(\{d, a, c, t\}\) induces a claw. To destroy this claw, we need further delete one of the edges in the claw. Clearly, deleting further \((a, d)\) is covered by Case (3), deleting \((d, t)\) is covered by Case (8), and deleting \((d, c)\) is covered by Case (4). In summary, in Case 3.2 we have 14 branching cases to consider (branching Cases (1)–(14)). As each branching case decreases the parameter \(k\) by two, the corresponding branching factor is the unique positive root of \(x^2 = 14\) (see Equation (1)), which is 3.742.

Case 4. There is a vertex \(t\) which is adjacent to \(c\) but not to \(a\). This case is symmetric to Case 3 and can be dealt with similarly.

Clearly, Case 3 has a branching rule with the maximum branching factor 3.792. Hence, the algorithm has worst-case running time \(O^*(3.792^k)\), completing the proof of Theorem 2.

6. Conclusion

In this paper, we have investigated the kernelization and FPT-algorithm of CDFED. In particular, based on five reduction rules, we obtained a kernel of \(O(k^3)\) vertices and \(O(k^4)\) edges, significantly improving the previous kernel with \(O(k^{12})\) vertices and \(O(k^{24})\) edges. In addition, based on refined observations, we devised an FPT-algorithm of running time \(O^*(3.792^k)\). A natural direction for future research could be to investigate whether CDFED admits a square vertex kernel.
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