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Abstract—Densification of network base stations is indispensable to achieve the stringent Quality of Service (QoS) requirements of future mobile networks. However, with a dense deployment of transmitters, interference management becomes an arduous task. To solve this issue, exploring radically new network architectures with intelligent coordination and cooperation capabilities is crucial. This survey paper investigates the emerging user-centric cell-free massive Multiple-input multiple-output (MIMO) network architecture that sets a foundation for future mobile networks. Such networks use a dense deployment of distributed units (DUs) to serve users; the crucial difference from the traditional cellular paradigm is that a specific serving cluster of DUs is defined for each user. This framework provides macro diversity, power efficiency, interference management, and robust connectivity. Most importantly, the user-centric approach eliminates cell edges, thus contributing to uniform coverage and performance for users across the network area. We present here a guide to the key challenges facing the deployment of this network scheme and contemplate the solutions being proposed for the main bottlenecks facing cell-free communications. Specifically, we survey the literature targeting the fronthaul, then we scan the details of the channel estimation required, resource allocation, delay, and scalability issues. Furthermore, we highlight some technologies that can provide a management platform for this scheme such as distributed software-defined network (SDN). Our article serves as a check point that delineates the current status and indicates future directions for this area in a comprehensive manner.

Index Terms—User-centric cell-free massive MIMO, user-centric cell-free MIMO, cell-free massive MIMO, cooperation, coordination, distributed massive MIMO, distributed antenna systems, 5G/5G, 6G.

I. INTRODUCTION

A user-centric cell-free network architecture defines a cooperative serving cluster of spatially distributed transmitters specifically for each user, hence the name user-centric; this in turn, eliminates conventional cell-edges, and is, hence, termed cell-free. Based on this definition, each user in the network is served by its neighboring set of transmitters, so each user
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is found at the effective center of its serving cluster [1]. The user-centric cell-free scheme can be seen as a practical method to deploy cell-free communications, and the concept is often coupled with Multiple-input multiple-output (MIMO) network concepts, and recently, massive MIMO concepts thus branding the architecture as cell-free massive MIMO [2][9]. The growing interest in this technology relates to seeing it as one of the drivers for future mobile networks [10]; this interest motivates us to review the developments, current trends and challenges in this topic.

MIMO technology has been one of the most important advancements in wireless communications. It provides the capability for a transmitter to send concurrent signals using the installed multiple antennas, thus allowing for the vectorization of the transmission [11]. MIMO provides beamforming capabilities where the power of the transmit signals can be focused toward specific users. It also provides antenna diversity where in a nutshell, the same transmitted signal passes through different channels, allowing the receiver to select the best version of the signal, hence enhancing the quality of the communication. Furthermore, it allows for spatial multiplexing, where different data streams can be sent at the same time/frequency resource and recovered successfully. Massive MIMO in its turn greatly increases the number of antennas (more specifically at a base station) which enables aggressive multiplexing and boosting of data rate alongside other benefits [12]. One important benefit is channel hardening, where the randomness in wireless channels
TABLE I: Main acronyms used in paper.

| Acronym | Definition |
|---------|------------|
| 5G      | Fifth-generation of mobile communication networks |
| BBU     | Baseband processing unit |
| BS      | Base station |
| CFO     | Carrier frequency offset |
| CoMP    | Coordinated multi-point |
| C-RAN   | Cloud Radio Access Network |
| CSI     | Channel state information |
| CU      | Central unit |
| D2D     | Device-to-device |
| DNN     | Deep neural network |
| DU      | Distributed unit |
| ED      | Energy efficiency |
| eMBB    | Enhanced Mobile Broadband |
| FSO     | Free space optical |
| gNB     | next-generation NodeB |
| GP      | Geometric programming |
| IAB     | Integrated access and backhaul |
| IoT     | Internet of things |
| LoS     | Line of Sight |
| LSFD    | Large-scale fading decoding |
| LTE     | Long-term evolution |
| MEC     | Mobile edge computing |
| MIMO    | Multiple-input multiple-output |
| mMTC    | Massive machine-type communications |
| MRC     | Maximum ratio combining |
| MSE     | Mean squared error |
| NOMA    | Non-orthogonal multiple-access |
| OFDM    | Orthogonal frequency division multiplexing |
| PA      | Pilot assignment |
| PDP     | Power delay profile |
| FTT     | IEEE 1588v2 precision time protocol |
| QoS     | Quality of Service |
| QSI     | Queue state information |
| IRS     | Intelligent reflecting surfaces |
| RKH     | Remote radio head |
| SDN     | Software-defined network |
| SE      | Spectral efficiency |
| SIC     | Successive interference cancellation |
| SDNR    | signal to distortion noise ratio |
| SINR    | Signal to interference and noise ratio |
| SNR     | Signal to noise ratio |
| SoCP    | Second order cone program |
| SoN     | Self-organizing network |
| TDD     | Time division duplex |
| UDN     | Use-and-then-forget |
| uRLLC   | Ultra-reliable low-latency communications |
| WSR     | weighted sum rate |
| ZF      | Zero-forcing |

is eliminated.

The terminology of cell-free massive MIMO systems is based on deploying a large number of access points, each serving a low number of users. Explicitly, it represents the distributed alternative for the traditional co-located massive MIMO network of [12, 13], so the large number of antennas are distributed in the network instead of being co-located at a single location. The advent of massive MIMO concepts into wireless networks potentially introduces great enhancements in both spectral and energy efficiencies [14] and is a key technology driving the fifth-generation (5G) of mobile communication networks. However, massive MIMO networks, based on the traditional cellular paradigm, do not provide uniform coverage due to its assumption of a co-located antenna system; this is especially true at the cell-edge and areas in shadow. In this regard, the theory of massive MIMO systems supports spatially distributed array deployments [15,17], motivating researchers to investigate cell-free massive MIMO communications.

One distinction between user-centric cell-free MIMO and cell-free massive MIMO systems is that the former explicitly defines a serving cluster for each user, hence limiting the number of serving transmitters, while the latter assumes that, theoretically, the user can be jointly served by all the transmitters in the network [1]. However, in practice, even the latter implicitly defines a serving cluster because of path loss. Another distinction is the assumption of the applicability of the properties of massive MIMO channels, specifically, the theoretical applicability of favorable propagation and channel hardening, which will be discussed thoroughly later. Thus, it is not clear if the term “massive” should be used/dropped when referring to the user-centric cell-free scheme with a limited serving cluster.

A user-centric scheme creates a serving cluster for each user comprising the transmitters that can contribute a useful signal [1]. In a nutshell, the serving cluster is constructed separately for each user based on a criterion such as serving distance [18], network performance [19], or even as a two-stage process where a base cluster is formed for each user based on large-scale fading statistics, then the clusters are optimized using scheduling or some power allocation algorithms on a per time slot basis [20, 21]. Interestingly, the user-centric scheme can be seen as a special case of the cell-free massive MIMO concept under specific power control rules.

In a cell-free scheme, the users are surrounded by serving transmitters in the user’s neighborhood, thereby eliminating cell-edges, and, in turn, eliminating the traditional notion of a cell-edge user who usually suffers the worst performance. Therefore, unlike cellular networks, cells have no relevance on the access channel. This provides a salient improvement [22], which makes cell-free communication a promising technology for future mobile networks [23]. Succinctly, the key gains from this scheme are:

- Alleviated cell-edge user problem because each user is found at the effective center of its serving cluster,
- Enhanced signal strength and connectivity through cooperation,
- Suppressed interference through coordination,
- Improved energy efficiency due to the relative proximity of the transmitters to the users, and
- Augmented reliability realized through macro diversity due to distinct path loss and shadowing from each serving transmitter.

Interestingly, using cell-free massive MIMO techniques has shown to provide large improvements in the median and 95%-likely spectral efficiency (SE) compared to traditional networks under different scenarios [2, 3, 7, 25, 26]. For example, the work in [2] reports five-fold and ten-fold improvements over a small-cell scheme with uncorrelated and correlated shadow fading, respectively. Moreover, the user-centric cell-free scheme can outperform a cell-free massive MIMO network [1] [27–30]. It is these significant gains - and growing interest - that motivates our effort in compiling this paper. As Fig. 1 shows, academic interest in this area is growing exponentially.

As noted earlier, implementing the user-centric cell-free MIMO framework requires defining serving clusters for users.
Serving all the users by all the transmitters in a large region is impractical due to many reasons. The main limitation is the capacity of the individual transmitters; in particular, serving users with distant transmitters occupies precious power and bandwidth resources but, due to high path loss, contributes little useful power at the user. Even with strict power policies that can limit the number of served users, the signaling needed to perform resource allocation would still not be scalable [1, 20, 21]. In this regard, it is better to define serving clusters as subsets of the available transmitters. Given such an approach, a user-centric cell-free MIMO scheme becomes a promising architecture to implement cell-free MIMO communications.

The cell-free scheme under consideration is a blueprint of extensive research on architectures like massive MIMO [12, 13], network MIMO [31], coordinated multi-point with joint transmission (CoMP-JT) [32], cloud radio access network (C-RAN) [33], multi-cell MIMO cooperative network [34], virtual MIMO [35], and small-cell networks [36]. In these systems, the transmitters are called access points in the cell-free massive MIMO architecture [2], remote radio heads (RRHs) in distributed antenna systems and C-RAN [33], and base stations (BSs) in small cells. Herein, we use the terms access points and distributed units (DUs) interchangeably.

The concept of cell-free MIMO communication has a lot in common with each of the aforementioned architectures with slight differences that mainly target eliminating the cell-edges and minimizing the fronthaul traffic. For example, the network MIMO concept is based on preserving the cellular structure, where many access points share user data and channel state information (CSI) to jointly encode (in downlink or DL) and decode (in uplink or UL) the signals for the users. On the other hand, in a cell-free massive MIMO system, CSI can be acquired and processed locally at each transmitter [2], which is more scalable than network MIMO, leading to a reduced exchange of CSI.

C-RAN is a centralized cloud-computing based network architecture that provides collaborative support and virtualization capabilities, and it shares a network architecture similar to cell-free MIMO systems, with differences in clustering of users and the centralization of some network functionalities. The downside of C-RAN is the requirement for high bandwidth fronthaul due to the use of a centralized base band unit (BBU) [37]. Finally, CoMP is the concept that was standardized by 3GPP in long-term evolution (LTE) release 11 [32]; it defines the modes for cooperation amongst network transmitters.

In a cell-free, distributed network, the access points are controlled by a single or a set of central/control units (CUs), which are called different names in the literature, e.g., central processing unit [2], BBU [33], C-RAN data center [38], and edge-cloud processor [39]. Furthermore, these CUs can have different degrees of centralization and capabilities. Our usage of the terms “DU” and “CU” is motivated by the New Radio interface standard for 5G mobile networks, which defines a distributed architecture for the next-generation NodeB (gNB) formed from a central unit (gNB-CU or simply CU) connected to distributed units (gNB-DUs or simply DUs) through the F1 interface [40]. The current standard allows for the implementation of a cell-centric scheme (also called disjoint clustering [18, 41]), where the gNB-DUs under the control of each gNB-CU can serve the users within their geographical cell.

Fig. 2 illustrates the differences between a cell-centric and user-centric scheme. We emphasize that the CUs form virtual cells only (more on this later). Unfortunately, a cell-centric approach does not provide substantial gains, because the inter-cluster interference scales with the intra-cluster signals [48]. Further, this does not solve the problem of weak signals received by cell-edge users [41]. Another drawback is that cell-centric clustering produces a higher signal delay spread than the user-centric scheme [18]. Nonetheless, although the current standard adopts the cell-centric approach, it still separates the control and user-planes making the cell-free or the user-centric scheme theoretically feasible [49]. As we will explore throughout this exposition, there are also other mature technologies that can help in implementing the user-centric cell-free architecture.
A. Scope, Contributions and Related Work

The capabilities discussed in this survey paper are those concerned with implementing the cell-free architecture, which completely eliminates the cell-edges, but does not necessarily implement the CU at the network core. Our review serves as a checkpoint that articulates the challenges, methods and solutions in this area. We inspect, in detail, the state-of-the-art in this architecture and the opportunities that it can provide for future mobile networks. We also explore questions about future research directions, and we contemplate some of the challenges facing deployment. We also investigate how the user-centric cell-free MIMO architecture can benefit from other technologies like millimeter wave communication and software-defined networks (SDNs). In this context, future mobile networks need rethinking from the system and architecture levels down to the development of the physical layer, and the user-centric cell-free MIMO network can be an avenue for a revolutionized architecture.

The contributions of this paper are summarized as follows:
1) We compile a wide range of recent studies in the literature about the cell-free MIMO network scheme, with a focus on user-centric clustering, hence, providing a starting point for readers to launch further investigations.
2) We identify the main physical layer challenges facing the deployment of cell-free communications. The challenges are summarized under the following titles: fronthaul capacity, CSI estimation, formation of serving cluster, resource allocation, delay, and miscellaneous topics such as scalability. Additionally, we discuss the different innovative solutions for these challenges.
3) We present the important findings of, and insights into, the cell-free scheme. In this regard, we provide tables that summarize the challenges and the corresponding solutions being proposed. We also highlight the topics that are still not well-studied, hence indicating future research directions and open issues. In general, the literature shows gaps in proposing distributed resource allocation schemes that set scalability as a priority. Further, the signal delay is a weakly studied metric in the literature despite its importance for ultra-reliable low-latency communications (uRLLC). Moreover, the effect of mobility on the user-centric scheme is still vague, especially how mobility affects the re-formation of serving clusters.

More investigations for procedures and protocols to make the user-centric cell-free scheme feasible in a network with multiple CUs are still needed. We note that, in this case, the user can be served by DUs belonging to different CUs, which may not be a straightforward task. Such protocols may have to integrate autonomous management technologies like distributed SDNs to achieve a flexible and programmable network. Furthermore, we highlight the importance of some newly developed technologies like the radio stripes system.

The most related survey papers to this review are those targeting coordinated distributed networks and clustering schemes. In Table II, we summarize these papers. For the C-RAN case, the review in [33] addresses the advances in the C-RAN network architecture. [37] addresses the possible C-RAN optical fronthaul technologies. Both the studies in [46, 47] provide a very brief review for the heterogeneous wired and wireless backhaul network architectures respectively for C-RAN. Topics like heterogeneous backhaul, in-band full-duplex, and anchor BSs are discussed, and their features are highlighted. Similarly, the survey in [42] handles energy efficient resource allocation in C-RAN, [44] focuses on the physical, control, and service plane of the C-RAN, while [45] focuses on the resource allocation schemes.

The difference between these surveys and our paper is that they target different network architectures that are still based on the cellular structure on the access channel, which make them fundamentally different. Hence, they differ in terms of system assumptions, specifically, in terms of different definitions for the serving cluster, the existence of cell boundaries, and the CSI acquisition and sharing.

| Year | Area | Cell-free | Surveyed references | Main Topics |
|------|------|----------|---------------------|-------------|
| 2020 | Energy efficiency in C-RAN | ✓ | 222 | Focus on energy efficient resource allocation, softwarization and autonomous management technologies, opportunities, relevant standardization activities, open challenges, and future directions. |
| 2019 | Cell-free massive MIMO | ✓ | 57 | Explore channel hardening and favorable propagation, and analyze open research challenges for network deployment and management. |
| 2018 | C-RAN optical fronthaul | ✓ | 381 | Target cellular radio access network (RAN) architecture, passive optical network (PON) architectures, fiber-based common radio interface (CPRI), variants of radio over Ethernet transport schemes, energy harvesting, power over fiber, and SON. |
| 2017 | Clusters in CoMP | ✓ | 128 | Browse strengths and weaknesses of the available clustering solutions which are classified as static, semi-dynamic and dynamic clustering. |
| 2015 | C-RAN | ✓ | 122 | Span through the state-of-the-art literature, aspects, challenges, solutions, and possible deployment scenarios. |
| 2015 | Concentrate on three-layer logical structure composed of physical plane, control plane, and service plane. |
| 2015 | Resource allocation in C-RAN | ✓ | 15 | Briefly scan the challenges and advances in C-RAN architecture. |
| 2015 | Backhaul for small cells | ✓ | 15 | Briefly skim the RAN architecture, heterogeneous backhaul network architecture, and resource management. |
| 2015 | Wireless backhaul for small cells | ✓ | 18 | Briefly survey flexible wireless backhaul, backhaul delay management solutions, interference management, millimeter wave backhauling, and signaling overhead. |

TABLE II: Timeline for survey papers about distributed MIMO architectures; ✓, X, or ✓ indicates that the topic is addressed, not addressed, or partially addressed, respectively.
The survey paper in [43] targets the CoMP scheme, and it focuses on the different clustering schemes and their effect on the energy and spectral efficiencies. However, the paper is not concerned in providing cell-free communications. The investigation in [22] is very important as it targets cell-free massive MIMO networks. However, it does not tackle the user-centric clustering and it is not an extensive survey, where the authors focus on exploiting channel hardening and favorable propagation (more on this later). Thus, they do not focus on the topics explored herein.

In summary, the findings investigated in this survey target the user-centric cell-free MIMO architecture, and they are comprehensive compared to the surveys in the literature.

B. Outline

The challenges presented in this survey target critical topics. Section III briefly presents the cell-free network architecture. Section IV investigates the main bottleneck for the deployment of cell-free MIMO networks, which is the fronthaul. We analyze the solutions being studied in the literature, and we highlight some promising technologies to overcome this bottleneck. Section V examines the problem of estimating the CSI, where we investigate the proposed pilot assignment (PA) policies. We discuss two important channel properties, namely channel hardening and favorable propagation, and we review what the cell-free MIMO literature states about their applicability, furthermore, we examine the topics related to mobility in cell-free networks.

In Section VI, we investigate the feature that distinguishes user-centric cell-free MIMO from a general cell-free massive MIMO scheme, which is the formation of serving clusters. In Section VII, we delve deeply into the extensively studied topic of resource allocation, where we examine the optimization of different Quality of Service (QoS) requirements for future networks. In Section VIII, we consider topics such as latency and signal synchronization. The latency metric is less-frequently studied. This is particularly interesting, since delay is a priority for many applications, but there has been little focus on it in the user-centric cell-free MIMO literature. In Section IX, we consider miscellaneous topics such as scalability, intelligent reflecting surfaces (IRSs)-aided networks, and the role of machine learning. We note that despite its importance, scalability of the solutions targeting the cell-free MIMO architecture is the focus of only few studies. In Section X, we summarize some open-research problems. Finally, in Section XI, we compile a conclusion that
states the important findings, key elements and possible future directions. Additionally, throughout the paper we present some tables that summarize some topics for easy reference.

In Fig. 3, we summarize the areas of the challenges discussed in this paper. The challenges in the figure are chosen based on their impact on the performance of user-centric cell-free communications. Moreover, the topics within the challenges are based on the literature and are categorized into the general titles that can describe them.

II. Typical System Model

In Fig. 4, we show two typical network architectures for the user-centric cell-free MIMO network. The construction of the serving clusters is critical to minimize the load and signaling on each DU; this approach is what distinguishes the user-centric cell-free scheme from other approaches in the literature. We note that the serving cluster can be constructed based on many metrics, which will be discussed later. These metrics can be even determined “offline”, e.g., distance-based or channel power-based. The assumption of a massive MIMO requires having number of serving antennas much greater than the number of users served on the same resources, however, this assumption may not be always adopted. As seen in the figure, the concept of cells on the access channel is not useful anymore, where the user will be surrounded by the serving DUs. However, on the fronthaul, the concept of cells, virtual cell identifiers, tracking and pool areas can still exist especially in a network with multiple CUs (Fig. 4(a)).

The network that adopts multiple CUs, shown in Fig. 4(a), is more scalable than the one that has a single CU [50, 51], as shown in Fig. 4(b), because the multiple-CU architecture provides a hierarchical design with relatively low fronthaul traffic flows [52]. Using multiple CUs can also provide lower delay compared to a centralized CU, because the base-band signals can be collected at local CUs rather than at the core network. Moreover, such a scheme provides a smooth transition from the current cellular structure, because as noted earlier, the cells are still employed on the backhaul of the CUs.

The multiple-CU architecture can be implemented using technologies such as distributed SDN [53, 54] to allow for better coordination and dynamic assignment of the DUs to the CUs. This can help avoid a single point of failure and allow load balancing among the CUs [55]. An interesting aspect in the architecture of multiple CUs is the possibility of interconnecting the CUs with serial backhaul connections. In this regard, with the help of user-centric clustering, the data for each user needs to be found only in its neighboring CUs, i.e., only neighboring CUs need be interconnected thereby decreasing the number of connections required. Alternatively, the backhaul of the CU can still be connected in a conventional way, i.e., connected directly from each CU to the core network.

A network architecture with a single CU, such as shown in Fig. 4(b), is another possible deployment. This architecture is adopted in most studies about cell-free massive MIMO networks [10]. Unless the DUs will be processing their signals locally, such a deployment is demanding in terms of its fronthaul capacity, and most probably it should include serial fronthaul links between the DUs. Interestingly, currently there are some technologies that may allow the deployment of such a scheme, e.g., the radio stripes system [56, 57], which integrates the DUs and their wiring into an easy-to-deploy single adhesive tapes. We note also that despite some studies, like [3], that use a single CU per network, they still state that multiple CUs will be needed in a real deployment.

In Table III, we summarize some of the qualitative differences between massive MIMO, network MIMO, cell-free massive MIMO and user-centric cell-free [massive] MIMO schemes. The comparison is mainly adopted from [22]. However, we add the user-centric cell-free [massive] MIMO scheme to the comparison with some additional metrics like the scalability and serving clusters metrics. The added metrics and comparison are based on [11, 3, 58, 62]. We also note the following: in term of cost efficiency, a multiple-CU network
may require higher deployment cost than a single-CU network. For the CSI estimation, in a multiple-CU network, we can have a local DU estimation or a local CU estimation, thus we have two degrees of local CSI estimation. We also emphasize that the gain in performance afforded by a cell-free network over other architectures is highly dependent on the assumptions and the scenarios considered.

### A. Transmission Mode

User-centric cell-free transmissions can inherit the transmission modes that were defined in the CoMP standard [32]. Specifically, the network can operate in joint processing (JP) mode which is further divided into joint transmission (JT) and dynamic point selection (DPS) modes. We also have the coordinated scheduling/beamforming (CS/CB) mode. In JT, the data intended to the user is shared among the cooperating DUs and simultaneously transmitted in the network. On the other hand, in DPS, the user data is available at multiple DUs in the serving cluster which coordinate each other, but the data is transmitted from one DU (called the transmission point (TP)) at a time. Interestingly, the TP can change from a subframe to another depending on the instantaneous channel condition [32].

The JT and the DPS modes can be combined together to allow multiple DUs selected from the serving cluster to transmit the data. As for the CS/CB scheme (also called semi-static point selection), the data is transmitted from one DU, but user scheduling and beamforming decisions are taken with coordination between the DUs within the serving cluster. In this scheme, the data for the user needs to be available at one transmitter, hence reducing the demand on network resources, especially on the fronthaul. Thus, when the benefits of JT are outweighed by the overhead, the CS/CB mode can be used [65].

In the JT mode, we have two different transmission modes which achieve different data rates at the user. The first mode is coherent transmission, where the serving DUs coherently precode and send the same data symbol for each user, and hence act as a unique antenna array system. Nominally, such an approach requires phase-synchronization among the DUs [64], which could be a challenge, especially when the DUs serving the user are under the control of different CUs. However, the use of cyclic prefix can relax this requirement, and the DUs can be assumed quasi-synchronized within a 1 km or 5 km radius for the LTE normal and extended cyclic prefix respectively [3]. In this regard, the user-centric cell-free approach provides a significant advantage over the cell-centric scheme, because it provides a smaller signal delay spread [18] due to centering the user at its serving cluster, hence leading to smaller serving distance variability compared to a conventional cell-edge user in a cell-centric scheme. Further, the scheme allows the user to perform coherent combining.

The second mode is non-coherent transmission, where the DUs transmit different data streams to the user, and each transmitter precodes the data independently allowing only a power gain at the receiver [40]. The data rate in such case is the summation of the individual data rates of the DUs. Generally, this mode provides smaller data rates than the coherent mode [29] because the user requires successive interference cancellation (SIC) to decode the data streams from the serving DUs; this makes the effective received signal power to be the sum of the signal powers received from the DUs [64]. Notably, the strict phase-synchronization requirement is not necessary in such mode, making the implementation easier on the transmitter side but at the expense of a far more complex receiver that implements SIC. On the other hand, since the serving cluster size is generally small, the computational complexity of the SIC at the user may be affordable.

As expected, each of the coherent/non-coherent modes produce different expressions for the achievable data rate. Furthermore, each mode has different capacity requirements and usage model on the fronthaul. The literature of cell-free massive MIMO largely focuses on the coherent joint transmission and reception [29] seen as the most probable transmission mode to be deployed, though our recent work has investigated non-coherent transmission [20, 65].

III. FRONTHAUL ISSUES

The fronthaul refers to the link between a CU and a DU. The DUs need to exchange substantial signaling information with the CU, which varies depending on how much cooperation/coordination is needed. The shared messages can
include CSI, beamforming vectors, power control coefficients, scheduling decisions, mobility management functions and other variables used to operate the network. The CU itself needs to at least communicate the users’ data to and from the DUs. The most demanding coordination is the JT scheme where the users’ data needs to be available at each DU in the serving cluster for the user. In this regard, the limited capacity of the fronthaul is a significant challenge in implementing cooperation among the DUs; this problem is especially evident when the fronthaul solution is wireless [66]. On the bright side, user-centric clustering imposes a lower burden on the fronthaul compared to other forms of cell-free massive MIMO systems [27]. This is because the serving clusters are limited and can be even optimized based on any needed metric, e.g., the fronthaul capacity.

Although the network needs to implement user-centric clustering on the access channel, the DUs must be clustered into virtual cells with DUs within a virtual cell controlled by a single CU. Essentially, in a network with multiple CUs, a cell-like structure can still be implemented on the fronthaul side. This raises a challenge in determining how these CUs should be assigned to control the DUs, and how cooperation will be implemented. This topic is a good future research direction focused on the fronthaul.

One useful direction is to use distributed SDN [53, 54] as a management framework for the CUs. An SDN has a three-layer architecture composed of application, control and infrastructure (or data) layers. It uses software implementations for complex networking applications and configuration. In computer networks, SDN can easily control the network behavior, e.g., routing of data packets, through installing flow tables on the switches found in the network. What is interesting is that the SDN controllers do not need to know the details of the managing software of these switches. This turns out to be very useful to control and interconnect a large number of devices [53].

An SDN implements its functionality through a set of protocols. An example of these protocols is the OpenFlow protocol [67] which allows remote administration and operates on the SDN southbound interface. In Fig. 5 we depict the protocol architecture of the SDN. The southbound interface is the interface between the control and the infrastructure layers. It provides communication and management between the SDN controllers and the network nodes, and it pushes the instructions to the controlled nodes. In computer networks, these nodes are usually switches. On the other hand, the northbound interface provides application programming interfaces (APIs), management and reporting functionalities to the upper layer applications. In distributed SDN, we also have what can be called eastbound or westbound interfaces between the set of controllers.

Distributed SDN refers to physically distributed controllers that can be logically centralized. The importance of distributed SDN is that it avoids potential bottlenecks and single point failures. For example, if one controller fails, another controller can automatically take control of its part of the network. This is usually done through a backup master-slave configuration.

As shown in Fig. 5, SDN can be integrated into cell-free massive MIMO systems by installing SDN controllers, such as the Floodlight controller [68], on the CUs, and allowing the DUs to run an SDN southbound interface protocol, such as the OpenFlow protocol. This “software upgrade” is feasible because today’s mobile networks are already packet-switched networks. The benefits of using SDN in cell-free networks are numerous, for example, using SDN allows for a dynamic assignment between the CUs and the DUs. As a consequence, the DUs can be automatically migrated from overloaded CUs to under-loaded ones. This can be a good strategy to minimize the traffic on some overloaded fronthauls. Interestingly, such an approach can even handle CU failure scenarios [55]. Another important use is making the network programmable by allowing the CUs to use the protocols provided by SDN to easily push commands, notifications, and other control plane data to the DUs.

Distributed SDN has been widely studied in the literature of computer networks [53], however, no one has proposed using it in cell-free networks. So, this is an open research area.

A. Minimizing Fronthaul Communication

One way of limiting fronthaul signaling is through source coding schemes and fronthaul data compression [71]. Dedicated but unreliable fronthaul links have attracted the interest of many researchers, where the reliability of the fronthaul in a single cluster cooperative network has been modeled as Bernoulli [72, 73]. With data compression, only a quantized version of the data and/or channel estimates are available at the CU [74].

The work in [69] studies the effect of different quantization scenarios on the fronthaul of a centralized CU. The first case is composed of sending quantized versions of the CSI and signals, while the second scheme sends only a quantized weighted signal version. To derive the achievable rate, the authors use the use-and-then-forget (UatF) bounding technique [2, 12].
which is commonly used in massive MIMO networks and results in a tight and simple expression for the rate. The results show that the first case provides a slightly better uplink rate than the second \cite{69}, the rate depends on the number of antennas per DU and number of users, and this difference in performance decreases as the number of antennas increases. Moreover, under the network configuration used in \cite{69}, the results show that setting the number of quantization bits to be greater than 7 results in performance very close to that of a perfect fronthaul.

Bussgang decomposition \cite{75,76} is used to model the effect of quantization, where the nonlinear output of the quantizer is represented as a linear function that depends on the power of the quantizer input, a midrise uniform quantizer function \cite{77} and some distortion noise. We note that the quantization step size is defined so that the signal to distortion noise ratio (SDNR) at the output of the quantizer is maximized \cite{77}. Similarly, the study in \cite{78} uses Bussgang decomposition to model the effect of quantization.

The authors of \cite{79} investigate the uplink of cell-free massive MIMO networks under different scenarios that depend on where channel estimation is performed and what information is sent back to the CU. We note that any signal to be sent to the CU needs to be quantized. Results show that quantizing the received signals and pilots then sending them to the CU to perform estimation (denoted as Quantize&Estimate) is only marginally better in terms of performance than the case of estimating the channels at the access points and then quantizing the estimated channel and signal, and sending them to the CU (denoted as Estimate&Quantize). The authors study the effect of the step size of the quantizer under different scenarios. The results presented show that an appropriate choice of the number of the quantized bits can bring the performance of a limited fronthaul close to the performance of a perfect fronthaul system. A possible future work could be to adopt an alternative approach and use a non-uniform quantizer. In this regard, the quantization levels can be optimized as a function of the statistics of the signal \cite{80} using algorithms like the Lloyd-Max algorithm \cite{81}.

The study in \cite{82} employs a compute-and-forward strategy in the uplink to minimize the load on the fronthaul. The approach uses a structured lattice algorithm for physical layer network coding \cite{83}. The results presented show that such an approach can decrease the traffic on the fronthaul and increase system throughput.

The investigation in \cite{84} studies the uplink under a limited capacity fronthaul and hardware impairments. The authors develop a low-complexity fronthaul rate allocation scheme under three different compress-and-forward strategies between the DUs and the CU. These schemes, in increasing order of processing power required at the DU, are denoted as compress-forward-estimate, estimate-compress-forward, and estimate-multiply-compress-forward. What is particularly interesting in this work is using rate-distortion theory \cite{84} to relate the required fronthaul rate with the compressed signal that experiences quantization noise and needs to be transmitted over the fronthaul link. In Fig. 6 we summarize three different scenarios of signal compression in the fronthaul.

The authors of \cite{85,86} consider beamforming optimization under a preset fronthaul capacity, where the weighted $\ell_1$-norm, from the compressive sensing literature \cite{87}, is used to deal with the non-convex constraints. The work in \cite{88} minimizes the total transmission power of the DUs while respecting a needed QoS constraint and the limited capacity fronthaul deployed through optical fibers. Similarly, the authors in \cite{85} use beamformers with a group sparse structure for cell-free massive MIMO networks with finite fronthaul capacity constraints. As shown in \cite{85}, and under the system assumptions, the sparse structure used can outperform benchmark solutions that use zero-forcing (ZF) precoding with serving clusters chosen based on simple metrics, e.g., fixed-size clusters consisting of DUs providing the highest signal level.

Sacrificing some performance by limiting or not sharing of CSI between the DUs, and using either instantaneous or
statistical CSI can be a key to reduce the traffic on the fronthaul [89]. The investigation in [9] employs two distributed schemes for local beamforming that do not require instantaneous CSI exchange between the DUs and the CUs. Although the beamformers are constructed locally, the power control coefficients are optimized in a centralized fashion using long-term channel statistics. Partial-centralization [71] can also be used to decrease the fronthaul traffic, where the DUs integrate not only the radio function but also the baseband functions.

The work in [90] assumes that there are two types of DUs; a primitive one and a DU with layer-1 functions, and then formulates an objective function to determine at which site (from available ones) and how many nodes of each type are to be deployed based on a trade-off between the deployment cost and the fronthaul capacity. We note that the authors assume a fixed limited-capacity fronthaul.

Different levels of cooperation on the uplink between the DUs and their CUs are studied in [3] under a cell-free massive MIMO network architecture. In a nutshell, reduced cooperation decreases the amount of signaling that is communicated on the fronthaul. However, the DU is required to integrate more baseband functions, which leads to a less-cost effective DU deployment, while also suffering lower performance due to a less coordinated network. In [3], the authors analyze four different degrees of cooperation, under a single CU per network, described as follows:

1) Fully centralized solution, where pilot and data signals received at all DUs are compiled at a single CU to perform channel estimation and data detection.
2) A two-stage approach that relies on the large-scale fading decoding (LSFD) [6] [7] [21] [22] (more on this later):
   a) Each DU locally estimates the CSI and employs an arbitrary combiner to obtain a local estimate of the user data.
   b) Data estimates with channel statistics are gathered at the CU to perform joint detection through linear processing (only channel statistics are found at the CU, no pilot signal sharing).
3) Same as in the previous scheme, but now the CU performs detection in the second stage by simply taking the average of the local estimates. So, no channel statistics are needed at the CU.
4) A small-cell network scheme that is fully distributed because no CSI-related information is exchanged on the fronthaul. Detection is done locally at the DUs using local CSI, and one DU serves each user.

The schemes are ordered from highest to lowest in terms of the fronthaul usage. In terms of performance, the fully centralized solution generally provides the highest SE, while the fully distributed scheme provides the lowest, with a crossing between the cumulative density function (CDF) of the SE for the other two schemes. In particular, this observation can differ based on the access points density, where the fully distributed scheme can outperform the third scheme listed above. Interestingly, this contradicts the results in [2], because as stated in [3], the study in [2] uses maximum ratio combining (MRC) which seems to perform poorly in cell-free massive MIMO systems. However, this claim may not be valid in all scenarios.

The authors of [70] study different uplink power control schemes, where a deep convolutional neural network (DCNN) is employed to map large-scale fading to the allocated power coefficients. The combine-quantize-and-forward scheme is used, where the access points send a quantized version of the combined received signals multiplied with the conjugate of the channel to the CU. Quantize-and-forward is also considered, where the access points send the quantized versions of both the received signals and the channel estimates to the CU, then the CU can perform MRC and ZF techniques to enhance the signal.

B. Wired/Wireless fronthaul

One method to limit the communication on the fronthaul would be to implement a serial fronthaul by allowing the DUs to relay the data between each other. This may be useful in some network scenarios where some DUs can act as a proxy for the CU. Nonetheless, these connections are not a scalable solution for a wide deployment unless an efficient wired solution is applied; in this case, the DUs would be connected through a wired bus network, so that the DUs do not intervene in relaying the signal to other DUs. In this regard, the radio stripes system [56] could be the technology that fills this gap. The developed system is a promising architecture of cabling and internal communication between the DUs and their CUs [57], where the DUs antennas can be integrated inside single adhesive tapes providing the connections with the CU. In this cabling architecture, the radio frequency components are printed electronics on tape and the processing is done sequentially inside the cable. This means that the fronthaul is integrated with the DUs in wired connections, which is different from conventional fiber optic fronthauls. The importance of this solution also resides in its ability to be mass deployed with little impact on the environment because the connections can be integrated in the infrastructure with few logistical considerations (e.g., digging, connecting thick cables, etc).

In Fig. 7 we illustrate a possible deployment of DUs in different environments, denoted as urban, crowded, suburban, and industrial areas. Planning for a dense deployment of DUs shows that each environment requires different strategies to map the DUs on the structures found in the area. The figure also shows that deploying a dense fronthaul infrastructure is challenging, requiring flexible links with little impact on the environment, in addition to the burden of maintenance.

The deployed locations of the DUs play a crucial role in maximizing the access rate [66] [93] [94]. Using a wireless fronthaul provides flexibility in deploying the DUs more than that provided by traditional fiber-optic links. This is because the DUs can be easily deployed in the locations that they are mostly needed rather than in the locations where the fronthaul is available or can be installed. In this context, the optimal placement of the DUs may not coincide with the locations of the wired fronthaul connections. Not to mention the prohibitive cost, geographical limitation and logistical considerations required to deploy wired connections. Furthermore, wireless connections provide the ability to quickly
build up/tear down a network. Wireless fronthaul can also be used to support a wired fronthaul. On the other hand, a wireless fronthaul deployment requires careful tuning of the network resources and may require advanced interference cancellation techniques to be successful. Wireless fronthaul provides a high flexibility, but it may not be feasible for some network configurations, e.g., a large number of users served on the same channel resources through beamforming.

Wireless fronthauls may be point-to-point links, making millimeter wave communication an attractive solution. However, generally, studies about cell-free networks have used millimeter wave on the access channel, but the effect of using this technology on the fronthaul is still not studied. Thus, the effect of deploying millimeter wave on the fronthaul and optimizing its usage for cell-free communications is an open research topic.

Another possible solution for a wireless backhaul is the integrated access and backhaul (IAB) technology which targets mainly millimeter wave communication. IAB allows part of the wireless spectrum in the access channel to be used in the backhaul or the fronthaul. The IAB node may serve as a first hop or second hop node, so it can allow a fraction of the CUs to use wireless connections to other CUs (IAB-donors) that already have a wired connection to the core network. In this regard, it can serve as a plug-and-play solution to deploy the fronthaul for some DUs. The use of a full-duplex in-band backhaul under user-centric cell-free MIMO network is investigated in, where the authors maximize the network weighted sum rate (WSR) through joint access-backhaul beamforming. The authors solve the problem using successive lower-bound maximization by introducing a concave lower-bound approximation for the rate expression based on signal to interference and noise ratio (SINR) convexification, which seems to outperform mean squared error (MSE)-based approaches as shown in the numerical results presented in.

The uplink performance of both cell-free massive MIMO and user-centric cell-free MIMO networks is investigated in. The authors assume a two-level design for the fronthaul, wherein free space optics (FSO) links connect the access points to some aggregation units, then fiber optics is used to connect the aggregated units to a single CU. Two hardware models are considered for the FSO link, which are denoted as the clipping model and the hardware impairment model. FSO links provide an advantage compared to fiber optics in the sense that they do not require digging and installation, however, the technology requires a Line of Sight (LoS) connection, and it is sensitive to atmospheric conditions like snow and fog. The results presented show that under different scenarios, the user-centric approach outperforms the cell-free massive MIMO scheme with a huge gap in the sum SE due to lower interference. Moreover, the hardware impairment model seems to provide better performance compared to the clipping model.

C. Lessons Learned

It seems that a centralized implementation for the control functionalities using a single CU requires using a wired fronthaul. This puts a huge burden on developing an effective and flexible wired fronthaul that camouflage well within the environment, such as the radio stripes system, to allow for a dense deployment of DUs. Additionally, deploying a dense fronthaul infrastructure is challenging, requiring flexible links with little impact on the environment, in addition to the burden of maintenance. For a distributed implementation of the control functionalities of the network using multiple-CU network, wireless fronthaul can be used, but still with some
depends on a wired fronthaul. Furthermore, millimeter wave communication and IAB could be exploited to provide large bandwidth for the fronthaul.

Limiting cooperation and partial centralization are useful strategies to handle the limited capacity of the fronthaul. In this context, local beamforming techniques and optimized beamforming techniques with limited CSI sharing among the DUs are needed. The price to be paid is a possible loss in performance and less cost-effective DUs.

Distributed SDN can play a major role in managing the traffic on the fronthaul and other crucial functionalities such as a dynamic assignment of the DUs to the CUs. Signal compression is a milestone for communication on the fronthaul. In this regard, many different scenarios can be used such as those detailed in Fig. 6. These schemes, in increasing order of processing power required at the DU, are denoted as compress-forward-estimate, estimate-compress-forward, and estimate-multiply-compress-forward [8]. There seem to be no particular compression scenarios preferred for cell-free communications, so choosing the scenario could be a preference or constrained by the different processing power required at the DU, processing load and fronthaul communication. Studying the usage of non-uniform quantizers on the fronthaul is still a novel topic, and it would be interesting to see studies on this topic in the future.

Finally, in Table IV we summarize some advantages and current drawbacks of selected solutions targeting fronthaul links.

### IV. ESTIMATION OF CHANNEL STATE INFORMATION

Much of capabilities potentially provided by the distributed user-centric, cell-free, architecture is only possible if accurate CSI is available. Serving users with many DUs requires timely CSI to be available, which introduces large overhead for channel estimation. In this regard, in the research community, time division duplex (TDD) systems are far more common than the frequency division duplex (FDD) counterpart. This is because of the lower feedback overhead [102] required to share the CSI; in TDD systems channel reciprocity can be exploited to use a single pilot training phase (in the uplink).

Although a cell-free scheme can benefit from downlink pilot training [103][104] in TDD mode to estimate an effective downlink channel [105], especially for multi-antenna users, still using downlink pilots will result in an additional overhead that may be dependent on the number of DUs. Hence, in real-world deployments such a scheme may not be practically feasible. One way to make the downlink pilot sequence independent from the number of DUs, is to let the DUs use the pilots assigned to the users (so no dedicated pilots are assigned to each DU). Based on this, each user estimates the effective single-input single-output (SISO) precoded channel \( \tilde{h}_{lu} \) from all the serving DUs [103], where \( \tilde{h}_{lu} \) is the accumulated precoded channels from the serving DUs. So, technically, the user does not know the individual channels to the serving DUs. In Fig. 8 we show an illustration for such downlink pilot training scheme, where each DU sends the precoded pilot assigned to each user \( u \), i.e., sends \( w_{lu, \varphi_u^l} \).

The problem of CSI estimation becomes more critical for FDD systems or for scenarios that introduce channel non-reciprocity [106], such as the existence of antenna calibration errors [107]. Some antenna calibration methods have been proposed to compensate for the phase mismatch on the feeds of the antenna arrangement [108][109]. If the antenna calibration errors greatly affect the system performance, even for TDD systems, both downlink and uplink pilots would be needed.

Some studies [110] investigate the use of FDD for cell-free MIMO. A key component in these studies is exploiting the angle-reciprocity of the multipath components, so that the required CSI acquisition overhead scales with only the number of served users. Results demonstrate that the proposed estimation technique outperforms conventional subspace-based [111] and gradient-descent based [112] techniques. We note that, in FDD systems, downlink CSI estimation can still benefit from angle reciprocity when the uplink and downlink carrier frequencies being used are relatively close to each other [113].

The study in [114] proposes a feedback reduction technique that exploits angle reciprocity in FDD cell-free MIMO systems. The technique is based on feeding back the path gain information (PGI) of a few selected dominant paths between the BS and the user and obtaining the angles of

### Table IV: Solutions related to fronthaul.

| Solution | Pros | Cons | Ref. |
|----------|------|------|------|
| Different degrees of cooperation or function centralization | Flexible functional split, adaptive to network conditions, low-complexity schemes exist, can decrease/increase costs of access points | Can sacrifice performance due to limited cooperation | [3][5][69] |
| Signal compression scenarios | Minimize load on fronthaul, different scenarios for different needs exist, lower fronthaul blocking probability, step-size of quantizer (or number of quantization bits) can be optimized based on the SDNR, quantization distortion is uncorrelated with the quantizer output | Quantization error introduces additional noise | [3][8][69][71][79] |
| Millimeter wave-based wireless fronthaul | Large bandwidth, flexible deployment of DUs, Lower deployment costs | Requires LoS, suffers from blockages | [28][60] |
| Turn on/off access points | Dynamic control for fronthaul load based on network status | Affect performance due to smaller number of serving access points, waste resources that are put in standby | [101] |
| Multiple CUs | Hierarchical fronthaul design | Could affect delay for users served by multiple CUs | [4][21][59] |
| Effective wired solutions such as the radio stripes system | Can be integrated within environment for dense deployment, few logistical considerations | Could be costly in terms of deployment and maintenance | [56][52] |
departures (AoDs) directly from the uplink pilot signal by exploiting angle reciprocity. Their results show that the proposed “dominating PGI feedback” scheme achieves greater than 60% reduction in the feedback overhead compared to the conventional scheme relying on CSI feedback. This is a promising result that warrants further investigation.

In terms of managing CSI estimation, the approaches proposed in the literature can be divided based on different levels of centralization used. We can have a centralized approach in which the pilot signals received by the DUs are gathered at the CU, then the CU performs channel estimation, and jointly processes the UL and DL data signals [51]. Alternatively, we can have a decentralized scheme where each DU locally estimates the channels of its associated users and uses this information to locally process data signals [3]. Hence, only the decoding and encoding of data signals is carried out at the CU. For a minimum mean square error (MMSE) precoding scheme, each DU can either estimate the channels to all the users in the network within some boundary, or estimate the channels to only its served users, and use a statistical approximation for the channels for the other users [115]. The second approach is more scalable, because the number of channels to be estimated only grows with the number of users in the serving cluster of the DUs, and is less affected by the number of the users in a large network area.

The authors of [96] target the high computational complexity of CSI estimation when using millimeter waves in cell-free massive MIMO networks by proposing a deep learning framework. The fast and flexible denoising convolutional neural network (FFDNet) [116] is used because of its ability to both reduce training and testing latency and deal with different noise levels using the same neural network. The simulation results presented indicate that FFDNet is a promising solution, where it provides faster CSI estimation than benchmark CSI estimators without introducing any additional error. The results also show that FFDNet outperforms the existing deep denoising convolutional neural network (DnCNN)-based method.

### A. Favorable Propagation and Channel Hardening

In this subsection, we discuss two decisive properties that can significantly help in alleviating the CSI acquisition problem. These properties are useful for signal detection using the channel statistics, and they are believed to be achievable in massive MIMO systems [12].

For any two mutually independent \( N \times 1 \) random vectors \( \mathbf{u} \) and \( \mathbf{v} \) whose elements are independent and identically distributed (i.i.d) zero-mean random variables with respective variances \( \sigma_u^2 \) and \( \sigma_v^2 \), we almost surely \((\triangleright=\triangleright\triangleright)\) have [117]

\[
\frac{1}{N} \mathbf{u}^H \mathbf{u} \xrightarrow{a.s.} \sigma_u^2, \quad \text{and} \quad \frac{1}{N} \mathbf{u}^H \mathbf{v} \xrightarrow{a.s.} 0, \quad \text{as} \quad N \to \infty \tag{1}
\]

Furthermore, using the Lindeberg-Lévy central limit theorem, the term \( \frac{1}{\sqrt{N}} \mathbf{u}^H \mathbf{v} \) converges in distribution \((\overset{d}{\rightarrow})\) as

\[
\frac{1}{\sqrt{N}} \mathbf{u}^H \mathbf{v} \xrightarrow{d} \mathcal{N}(0, \sigma_u^2 \sigma_v^2), \quad \text{as} \quad N \to \infty \tag{2}
\]

The implication is that if the vectors \( \mathbf{u} \) and \( \mathbf{v} \) are the serving channels for any two users, where \( N \) would be the number of serving antennas, and \( N \) is large, we can assume that these channels are orthogonal, which will cancel inter-user interference. This crucial property is called favorable propagation [118].

Another influential property is channel hardening, which is a direct consequence of the law of large numbers. Channel hardening occurs when the effective channel gain is close to its mean, i.e., the channel gain is not random [119] and, hence, using the mean of the gain works well for signal detection. For example, for a channel \( \mathbf{H}_b \in \mathbb{C}^{N \times |\mathcal{E}_b|} \), between a BS \( b \) and a set \( \mathcal{E}_b \) of \( K \) served users who are experiencing small-scale fading \( \mathbf{G}_b \) with vectors \( \{g_{bu} : |\mathbf{G}_b|_u \sim \mathcal{CN}(0, \mathbf{I}_N) : u \in \mathcal{E}_b\} \), we state that, for a fixed \( K \),

\[
\frac{\mathbf{H}_b^H \mathbf{H}_b}{N} = \mathbf{D}_b^{1/2} \mathbf{G}_b^H \mathbf{G}_b \mathbf{D}_b^{1/2} \xrightarrow{a.s.} \mathbf{D}_b, \quad \text{as} \quad N \to \infty, \tag{3}
\]

where \( \mathbf{D}_b = \text{diag} \{\{g_{bu}\}_{u \in \mathcal{E}_b}\} \) is a diagonal matrix representing the large-scale fading experienced by the users \( u \in \mathcal{E}_b \). This shows that the small-scale fading between the BS and each user acts in a deterministic fashion overall.

Channel hardening requires that the norms of the channel vectors fluctuate only a little, so that the following condition must be valid [120]

\[
\mathbb{E} \{||\mathbf{g}_{bu}||^2\} \to 1, \quad \text{as} \quad M \to \infty \tag{4}
\]

where \( \mathbb{E} \{\cdot\} \) is the expectation operator. This condition follows from the Chebyshev’s inequality, where for any \( \epsilon \geq 0 \), we have

\[
\Pr \left\{ \frac{||\mathbf{g}_{bu}||^2}{\mathbb{E} \{||\mathbf{g}_{bu}||^2\}} - 1 \geq \epsilon \right\} \\
= 1 - \Pr \left\{ \frac{||\mathbf{g}_{bu}||^2}{\mathbb{E} \{||\mathbf{g}_{bu}||^2\}} - 1 \geq \epsilon \right\} \\
\geq 1 - \frac{1}{\epsilon \left( \mathbb{E} \{||\mathbf{g}_{bu}||^2\}\right)^2}
\tag{5}
\]

Fig. 8: Downlink training with the number of pilot sequences independent of the number of DUs. The user can use linear minimum mean square error (MMSE) estimation to estimate the effective SISO precoded channel; \( \mathbf{h}_{bu} \): MIMO channel between DU \( b \) and user \( u \); \( \mathbf{w}_{bu} \): beamformer used by DU \( b \) to serve user \( u \); \( \varphi_u \): pilot sequence assigned for user \( u \).
where $\Pr \{ \cdot \}$ is the probability operator, and $\operatorname{Var} \{ \cdot \}$ is the variance operator. Based on this analysis, we can say a channel is hardened for a user $u$ if

$$\frac{\text{Var} \{ \| g_{Bu} \|^2 \}}{\left( \mathbb{E} \{ \| g_{Bu} \|^2 \} \right)^2} \to 0, \quad N \to \infty$$  (6)

As discussed in [120], massive MIMO channels may not always harden, which raises a doubt as to whether this property will be valid in user-centric cell-free MIMO networks, especially, in scenarios where a more distributed antenna system is preferred [60]. Additionally, because the cell-free MIMO scheme has still not been deployed, no field trials seem to have been conducted to prove such a strong claim. The stochastic geometry based study performed in [121] concludes that for cell-free massive MIMO networks channel hardening is limited to very special scenarios, like communication under a small path-loss exponent (PLE). Hence, having a LoS channel component may increase the probability of channel hardening. Despite this, the work also reports that the use of 5-10 antennas per DU can substantially improve channel hardening and favorable propagation.

We note that the assumption of channel hardening and favorable propagation is used in many studies in the literature of cell-free massive MIMO [58, 103]. All in all, it seems that it remains a point of contention as to whether channel hardening and favorable propagation can be assumed in user-centric cell-free networks. Accordingly, a robust model should at least evaluate the conditions in (1) and (6) for the network configuration under consideration before assuming the validity of these properties.

In Fig. 9 we plot the result of the expression in (6) as a function of the antenna density. The antenna density is simply the number of serving DUs in one square kilometer ($\text{km}^2$) area multiplied by the number of antennas $M$ per DU. We simulate a circular area of radius 500 meters with a typical user found at the center, and we generate the locations of the serving DUs according to Poisson Point Process (PPP) with an exclusion region of 20 meters around the typical user located at the origin.

We plot three cases for the antennas: co-located (i.e., all antennas are found at one location), distributed with independent shadowing and distributed with distance-based two-component correlated shadowing model that was validated in [122, 123] and used for cell-free MIMO systems in many studies such as [1, 3]. All results are averaged using Monte Carlo simulations over 100 network realizations each with $10^4$ channel realizations. Each DU is equipped with $M = 4$ antennas in the case of distributed deployment, while they are assumed to be located at a single transmitter for the co-located case. Furthermore, we use typical network environment, Rayleigh fading, and path loss parameters suitable for transmissions with short serving distances. The considered environment results in a PLE of value 3.8. We also plot the results for a manually modified PLE of 2.5 to check the impact of the PLE.

The results under the described scenario show that the co-located deployment provides the highest profile of channel hardening followed by the case of distributed deployment with correlated shadowing then by that of distributed deployment with independent shadowing. Moreover, the results show that a lower PLE provides better channel hardening for a distributed deployment of DUs, which is consistent with the conclusions in [121]. However, as discussed previously, we note that different network configurations may produce different profiles for channel hardening.

### B. Pilot Assignment

An effective PA policy is crucial when the number of users served or requesting access across the network at a specific carrier is larger than the length $\tau_p$ of the pilot sequence. Introducing PA policies in cell-free networks can help in keeping co-pilot users as mutually distant as possible. It can also determine which users necessitate a dedicated pilot that is not used by nearby users in order to minimize pilot contamination.

The authors of [124] report that in a typical environment in a cell-free network, a well-structured PA policy can reduce the required length of the pilot sequence by a factor of 3–3.75 while achieving negligible contamination. In this regard, it is assumed that a 3% decrease in average SE is the definition for a negligible contamination. For many reasons, PA is a serious issue for user-scheduling optimization problems [20, 65]. In this case, the number of users is much larger than the available resources, and the DUs need to select the users to be served. In such problem types, it is impractical to optimize the PA based on a rate-based utility because the users to be scheduled are still not chosen. Hence, an instantaneous achievable rate cannot be used in practice. Thus, unless statistical approaches are used to assign the pilots, the PA must be based on some offline metric, e.g., the locations of the users.

A disadvantage of rate-based approaches is the large overhead and computing load needed just to assign the pilots, which makes the scheme hard to deploy in a real network scenario. It is worth noting that reassigning pilots and then redoing channel estimation after is not a viable option, as it will leave little time for actual data transmission during the...
limited channel coherence time. Based on this, despite the fact that a location-based PA will not produce the optimal solution, it can be a viable choice for non-orthogonal PA.

The study in [4] proposes a downlink orthogonal pilot assignment strategy for cell-free massive MIMO. The users are divided into two groups based on a defined user pilot-utility. The first group is assigned orthogonal pilots, while the second decodes data using only statistical CSI. The pilot-utility is a function of the Doppler spread, channel hardening degree, and some prioritization weights. A drawback in this scheme is that the number of antennas serving the users may not be large enough to guarantee channel hardening; this is needed to efficiently use statistical CSI. Further, to avoid data-to-pilot interference, the users belonging to the second group are still not allowed to receive their data during the pilot training phase of the first group.

The work presented in [92] proposes to use a user-group clustering or a K-means clustering for pilot assignment in cell-free network. Similarly, the study in [125] optimizes PA through a location-based rate maximization. The proposed algorithm clusters the users based on their location, then a combinatorial search using the Hungarian algorithm is performed to assign the pilots to the users within each cluster. The studies in [20, 65] employ the hierarchical agglomerative clustering (HAC) to cluster the users into groups each containing fewer users than the number of available orthogonal pilots. The orthogonal pilots are then assigned to the users inside each group to prevent co-pilot sequences within each group. The HAC algorithm has been shown to be more consistent than algorithms like the K-means and Gaussian mixture models, because it is insensitive to the choice of the distance-metric used to construct the cluster [128]; however, it has a polynomial computational complexity compared to a linear complexity for the aforementioned algorithms. In Fig. 10 we show an example of clustering the users to perform PA.

Non-orthogonal PA has also been studied in massive MIMO networks [129]. The system assumes a “crowd scenario”, where the number of users is very large and the users have intermittent access behavior, hence making random access a natural choice. This scenario is often found in internet of things (IoT) networks. The study in [130] uses greedy and graph coloring-based [131, 132] algorithms to assign pilot sequences among different users to control the resultant pilot contamination in a coexistence scenario of cell-free massive MIMO underlaid with device-to-device (D2D) communication. The greedy method is based on reassigning the pilot for the user experiencing the lowest data rate to minimize its pilot contamination. The procedure is repeated for a specific number of times to enhance performance. Nonetheless, achieving optimal performance would require trying all possible combinations, which is not a practical solution. The graph coloring method is based on selecting co-pilot users one-by-one such that the potential interference is minimized.

A graph-coloring theoretic approach is also used in [133] to solve the PA problem in a network with user-centric clustering. A similar scheme based on the worst performing user is proposed in [134], where different stopping criteria for the pilot reassignment procedure are used. The framework in [135] proposes to minimize the pilot contamination by optimizing the pilot transmission power by formulating a min-max optimization problem. The problem minimizes the users’ largest normalized MSE and is solved using a sequential convex approximation method. Interestingly, the authors in [136] perform pilot assignment based on the Tabu search algorithm, which can escape from local optima by recording the solutions of the last few iterations [137].

The study in [138] employs a covariance-aided CSI estimation using a Bayesian approach. Specifically, the covariance matrix of the channel vectors is used to obtain information about the mean and the spread of the multipath angles of arrival at the BS. The authors then exploit this technique to design a coordination protocol that assigns the pilot sequences to the users. The study in [139] minimizes the MSE of the channel estimation in cell-free massive MIMO networks with a large number of users accounting for channel correlation. The optimization of the MSE is based on proposing an adjustable phase-shift pilot set allocation scheme. Active users are identified through non-orthogonal pilot phase shift hopping patterns and non-orthogonal adjustable phase shift pilots. Such an approach is useful when the users are sporadically active [140], which is the case in massive machine-type communications (mMTC).

Power control for the reused pilots potentially provides an opportunity to improve CSI estimation. Possible approaches can be based on the bit error rate or the MSE of the channel as evaluation metrics [141]. Finally, semi-blind CSI estimation techniques can be a key to mitigate pilot contamination and minimize the complexity of CSI estimation. This area is not investigated for cell-free MIMO systems and is, thus, an important future research direction.

C. High-mobility Users

Serving high-mobility users under the user-centric cell-free scheme is an open research topic that is still not well
| Solution                                      | Pros                                                                 | Cons                                                                 | Ref. |
|----------------------------------------------|----------------------------------------------------------------------|----------------------------------------------------------------------|------|
| Greedy and graph coloring-based algorithms   | Reduce pilot contamination, applied in sequential pattern, can escape from local optima by recording the solutions of last few iterations | Some algorithms have high computational complexity                     | [129],[134] |
| Location-based PA                            | Easy to implement, low signaling requirements, suitable for user scheduling problems | Neglect shadowing and other network performance metrics               | [20],[22],[124],[123] |
| Rate-Based PA                                 | Advanced design, high performance                                     | High signaling requirements, not suitable for user scheduling problems | [4],[25] |
| Large-scale fading based resource allocation  | Lower CSI estimation load                                             | May require channel hardening                                         | [103] |
| Rely on channel hardening to decode data symbols | No downlink pilot training is needed                                 | Channel hardening may not apply                                       | [2],[103] |
| Bayesian estimation                          | Exploitation of the side-information lying in the second-order statistics of the channels | Sensitive to the degree of overlap between the subspaces of covariance matrices for the channels of desired signal and interference | [138],[122] |
| PGI feedback for FDD systems                 | Reduction in the feedback overhead compared to the conventional scheme relying on CSI feedback (more than 60% reduction), exploitation of angle reciprocity for the uplink and downlink channels, number of bits required for the channel vector quantization scales linearly with the number of dominating paths (not the number of transmit antennas) | Spatial domain channel needs to be represented by a small number of multi-path components | [110],[114] |
| AoA information aided CSI estimation         | Works for FDD and for multi-tap propagation channel paths             | Still require feed back for the PGI                                   | [110],[112],[114] |
| Non-reciprocity calibration and CSI estimation based on FFDDNet and deep neural networks | Faster CSI estimation than conventional schemes, recover the downlink CSI across the entire Bandwidth from the uplink CSI obtained at a small number of pilot subcarriers (interpolation) | Requirement for labeled data to train the classifier network          | [116],[143] |
| Antenna calibration methods                  | Ensure channel reciprocity, do not use downlink pilots training phase | Additional signal processing overhead                                 | [108],[109],[143] |

TABLE V: Solutions related to CSI.

investigated. The channel between high-speed users and the DUs changes very quickly, hence leading to a mismatch between the CSI at the time the channel was estimated and at the time it is used for data transmission. This mismatch is referred to channel aging [145]. Though not well-investigated in the literature, channel aging can affect the fading statistics that are used to estimate the instantaneous channel response.

Incorporating channel aging effects requires using a time-varying model for the channel that relates the temporal autocorrelation function of the channel with the propagation geometry, velocity, frequency, and antenna characteristics [146]. In this regard, the most famous models are the Jakes’ model [147] (also called the Clarke-Gans model) and the autoregressive process [145]. Channel aging is a serious problem for conventional cellular networks as well. Works targeting this topic are mostly for the co-located massive MIMO model [148][150]. As shown in [150], optimally selecting the frame duration can alleviate channel aging.

In a user-centric cell-free MIMO network, a high mobility profile requires the user to update its serving clusters very often. This will produce a lot of signaling overhead and delays which will affect the effective throughput. The effect of this recurrent change on the performance is still not known. In conventional fourth generation LTE networks, the handover process has a latency on the order of about 45-50 ms [151][152], however, this duration could be longer for cell-free networks because the user can be served by many transmitters, i.e., DUs, which are themselves controlled by many CUs.

In general, mobility dependent handover schemes that involve identifying high-mobility users [153] could be a candidate to improve the handover process in user-centric cell-free networks. To model the mobility of the users, mobility models used in conventional networks are helpful; trace-based and synthetic models, such as the random waypoint (RWP) [154], can be used to emulate mobile users [155][156]. Metrics such as, handoff rate [157], sojourn time [158], and handoff probability [158], which were developed initially for conventional networks, can be redefined for cell-free networks. We note that the handoff probability can be interpreted as the probability that the serving BS does not remain the best candidate in one user’s movement period.

A study of the SE is performed in [159] under the assumptions of channel aging and a cell-free massive MIMO system. Interestingly, using a cell-free massive MIMO framework provides better performance than the small-cell network architecture in both static and mobile scenarios. The authors also employ some fractional power control to improve the system performance. The system model uses a time-multiplexed pilot scheme to maintain the orthogonality of the pilots in the presence of channel aging, however, it is still not known if better pilot design can be obtained. Furthermore, the study in [142] partially addresses mobility, because it studies the performance assuming Rician fading with phase shift of the LoS component. We note that the a phase shift of the LoS component of the channel can change due to user mobility and hardware effects such as phase noise.

Cell-free MIMO networks can benefit from studies developed for other systems like massive MIMO networks. From the literature of co-located massive MIMO BSs, chan-
nel prediction \cite{159} is used to minimize the effect of CSI aging. However, such approaches need further investigation to evaluate their performance in user-centric clustering cell-free MIMO systems to determine if they can be implemented when the channel hardening and favorable propagation does not apply. Another issue that can be experienced by high-mobility users is synchronization errors for the received signals because of the Doppler shifts \cite{160}, which also still needs further investigation.

Finally, in Table \text{Table V} we summarize some advantages and current drawbacks of selected solutions targeting CSI acquisition.

D. Lessons Learned

Antenna calibration methods in user-centric cell-free settings is still not well studied. While the literature has focused on TDD systems, more studies are still needed for FDD systems, because both TDD and FDD systems are usually standardized in mobile networks. Current studies for FDD in cell-free networks have shown that more than 60\% reduction in the uplink feedback overhead (for the CSI estimated at the user, i.e., in the downlink) can be achieved compared to the conventional scheme relying on CSI feedback \cite{114}. In this context, exploitation of angle reciprocity in FDD systems may be less effective in millimeter wave communication because the uplink and downlink carrier frequencies could be relatively far from each other due to the availability of large bandwidth.

For downlink CSI estimation schemes, the user can estimate the effective SISO precoded channel. If the user needs to estimate the precoded channel from each serving DU, the pilot sequence used in the downlink will be dependent on the number of DUs. This could be a problem when the number of DUs is very large. Thus, unless some alternate CSI scheme is developed, only the effective SISO precoded channel could be estimated by the user. Additionally, FFDFNet and DnCNN can be used to reduce the pilot training period \cite{96,166}. This area still needs more investigation.

Pilot assignment policies can keep co-pilot users as far as possible from each other and hence decrease pilot contamination. For example, a well-structured PA policy can reduce the required length of the pilot sequence by a factor of 3–3.75 while achieving negligible contamination \cite{124}. PA policies should take into consideration the overhead and computation complexity, otherwise the policy may not be feasible for an actual deployment. The reason for this is that if the PA policy can decrease the length of the pilot sequence but still wastes considerable time to be constructed, then there is no point in decreasing the pilot sequence in the first place. In actual deployment, the time wasted in optimizing the PA policy will be added as a communication overhead, which has the same effect of using a longer pilot training period (i.e., longer pilot sequence). Non-centralized PA policies could be also one way of making the policy feasible to be deployed, also, non-orthogonal PA is a promising scheme in “crowd scenarios”.

Power control for the pilots is another direction for optimizing the performance of CSI estimation. Users with high mobility will suffer from channel aging that will increase the MSE of channel estimation. Incorporating channel aging effects requires using a time-varying model for the channel that relates the temporal autocorrelation function of the channel with the propagation geometry, velocity, frequency, and antenna characteristics \cite{146}. Trace-based and synthetic models, such as the RWP \cite{154}, can be used to emulate the movement of users \cite{155,156}. Moreover, high-mobility requires the users to frequently update their serving cluster, this becomes a problem in cell-free networks that usually includes a dense deployment of DUs. High mobility could also result in some synchronization errors.

V. FORMATION OF SERVING CLUSTER

There are many reasons to construct serving clusters for the users. Serving clusters are needed because of the limited capacity of the DUs, the high complexity of signal processing and computational load needed by each DU when serving all users, the high fronthaul load, and the CSI estimation overhead. Furthermore, due to path loss, it is useless to serve the users by all the DUs in the network. Next, we identify two main frameworks to construct serving clusters in a user-centric clustering scheme.

A. Utility-based Clustering

Metrics used to construct the serving clusters can provide different degrees of complexity and performance optimality. Thus, a trade-off between these two metrics can be constructed based on the network scenario and the type of service provided.

It is important to note that, both users served by many DUs and conventional users may exist in the same network, especially in locations where dense deployment of DUs is not feasible. For example, users that are experiencing a good signal from a close-by BS may not need to be served by many DUs. In this context, if the signal level is above the threshold required by the user’s application, increasing the size of the serving cluster will not introduce any enhancements but may, rather, introduce delay. Hence, a method to determine when the user will be a conventional one or not, should be defined. In this context, network slicing \cite{162} may play a role in determining the size of the serving cluster.

One simple idea would be to exclude the DUs that cannot provide a signal power comparable to that provided by the nearest DUs \cite{163}. The authors of \cite{164} develop an iterative elimination algorithm for power control to remove ineffective BSs for each user.

Another topic is how to divide the resources between the conventional users and the users served by a cluster of DUs. The survey in \cite{43} analyzes different methods to construct the serving cluster in cooperative networks. As stated, optimal clustering is a key challenge in cooperative networks. Additionally, the work identifies three main clustering schemes; static, semi-dynamic and dynamic clustering. Each scheme provides a different trade-off between overhead and interference cancellation capabilities. Even in terms of performance, some optimized clustering techniques can maximize the SE but degrade the energy efficiency (EE).
TABLE VI: Solutions related to formation of serving clusters. Please check [43] for an extensive survey on clustering schemes.

| Solution                  | Pros                                      | Cons                                      | Ref. |
|---------------------------|-------------------------------------------|-------------------------------------------|------|
| Weighted sum-rate utility | Consider fairness among users             | Most problems are NP-hard                 | [20] |
| Combinatorial search      | Does not require smooth utility function  | No guarantee to find an optimal solution,  | [21] |
|                           |                                           | polynomial-time complexity is only for     | [17] |
|                           |                                           | limited scenarios, only works when the    | [169]|
|                           |                                           | feasible set of the problem is discrete    |      |
| Static clustering         | Low computational complexity              | No consideration for optimality            | [43] |

In general, user-centric clustering is a more dynamic clustering scheme than the cell-centric approach, because it can adopt different clustering strategies, however, the clustering process is more complex [85]. The work in [20] defines the serving cluster in two stages. In the first stage the cluster for each users is defined based on a large-scale fading threshold. Then, this cluster is further optimized during the optimization of user-scheduling based on a weighted sum rate utility. Two serving cluster formation techniques are proposed in [58] which depends on either the received power or the large-scale fading statistics.

The study in [63] considers BSs clustering under the user-centric clustering scheme, where the cluster size is controlled through a single penalty parameter introduced in a regularized weighted MSE minimization problem. Reference [163] proposes a greedy joint clustering selection algorithm based on the WSR. The authors assume the existence of a set of candidate clusters based on the large-scale fading statistics, which can be either based on an absolute threshold or a relative one, i.e., with respect to an anchor BS.

B. Lessons Learned

An explicit construction of serving clusters is what distinguishes a user-centric scheme from a general cell-free network. The construction of the serving clusters limits the number of users served by each DU, hence limits the computational complexity, CSI estimation and load on the DU. It also decreases the load on the fronthaul and removes the DUs that cannot contribute to the users’ desired signal due to a large path loss.

The construction of the serving clusters can be based on either offline or online parameters. Additionally, static, semi-dynamic and dynamic clustering can be adopted to prioritize some metric. Utility-based optimization frameworks can be built for the users under different scenarios.

Finally, in Table VI we summarize some advantages and current drawbacks of selected solutions targeting the formation of serving clusters.

VI. RESOURCE ALLOCATION

Optimizing resource allocation is a preeminent tool to achieve high performance in cell-free MIMO networks. The optimization can target different QoS metrics, including boosting the SE of the network to maximizing the EE, or minimizing the transmit power under a QoS constraint, etc. This is usually described through maximizing a utility or minimizing a cost function under some constraints. A typical QoS vector capturing various facets of the optimization problem is shown in Fig. 11. We also integrate our discussion on the distributed SDN and management platforms in the same figure, where optimized resource allocation is seen as a main component in the network.

A. Spectral Efficiency (SE)

SE is the main metric targeted in any QoS vector, as it is closely related to the capacity of the communications. The studies in [85, 167, 169] optimize beamforming strategies through minimizing the weighted sum MSE, which is an objective function that is easier to work with than the WSR, but it yields a minor penalty in terms of sum-rate performance [167]. The analysis in [3] focuses on receiver cooperation on the uplink using MMSE-based schemes under different levels of cooperation between the DUs and their CU. An important conclusion is that MMSE-based schemes outperform conjugate beamforming in cell-free massive MIMO networks irrespective of the level of cooperation among the access points and their number of antennas. Moreover, [51] studies beamforming with dynamic clustering including CSI estimation and addressing scalability.

The WSR is an interesting utility function, because it describes the network performance while accounting for other metrics, such as fairness among the users represented as weights for the rates. We note the fairness metric can be implemented through different methods, e.g., proportional fair rate allocation [170]. Moreover, implementing the fairness amongst users is a milestone in scheduling problems [20, 21]. A WSR problem is usually of the form

\[
\begin{align}
\text{(P1)} \quad & \max_x \sum_{u \in \mathcal{U}} \delta_u \log(1 + \gamma_u(x)) \\
\text{subject to} \quad & x \in \mathcal{X},
\end{align}
\]

where \( \mathcal{U} \) is the set of users, \( \delta_u \) is the fairness weight for user \( u \), \( \gamma_u \) is the SINR of user \( u \), \( x \) is vector of the optimization or decision variables, and \( \mathcal{X} \) is a set of constraints. The decision variables often include transmit and receive beamformers, user-scheduling, and allocated power (which can be related to user-scheduling as well).

The investigation in [171] employs the WSR to optimize the beamforming by approximating the problem by a conic-quadratic program based on the inner approximation framework [172], where the authors use a lower bound for the logarithm function to obtain a local optimum. The authors also report the globally optimal solution using a branch-reduce-and-bound optimization framework. Unfortunately, this approach mostly has exponential complexity with respect to the problem size [173].

An alternative utility can use the MSE covariance between the transmitted complex data symbol \( s_u \) for user \( u \) and the estimated one \( \hat{s}_u \), which is denoted as \( e_u \triangleq E_{s_u} [ | \hat{s}_u - s_u |^2 ] \).
Fig. 11: Platforms such as self-organizing networks (SON) used as a network management platform for user-centric cell-free MIMO networks. SDN also can be employed to support dynamic CU-DU assignment and flexible population of control plane from the CUs to the DUs. We also show a typical Quality of Service (QoS) vector that quantifies the network performance and can be used to construct service profiles for users.

This metric can be used to construct an MSE-based optimization problem that is similar to (7) and is defined as

\[
\text{(P2) maximize } \sum_{u \in U} \delta_u (\rho_u e_u (x) - \log (\rho_u)) \quad (8a)
\]

subject to \( x \in \mathcal{X} \),

\[
(8b)
\]

where \( \rho_u \) is an introduced MSE weight. In most cases, the problem in (8) can be formulated as a second order cone program (SOCP) [85], and it can be solved using solvers such as CVX [174].

Alternative problems to optimize the SE can also include max-min fractional problems of the form \( \max x \min_n A_n (x) / B_n (x) \), sum-of-ratios problems \( \max x \sum_n A_n (x) / B_n (x) \), product-of-ratios problems \( \max x \prod_n A_n (x) / B_n (x) \), and weighted product of SINRs \( \max x \prod_{u \in \mathcal{E}} \delta_u (\gamma_u (x)) \). We emphasize that this list is not meant to be exhaustive. More details on problem types and optimized metrics that could be targeted can be found in [175].

Power control algorithms are needed to balance fairness, latency, and network throughput. The analysis in [11] performs power allocation by formulating both maximization of a lower-bound for sum rate and minimum-rate problems. We note that the min-rate maximization is very aggressive in terms of user fairness when compared to WSR problems; it does not provide the flexibility to control the fairness, so the optimal solution, if feasible, provides equal throughput to all the users in the network. Often the max-min rate problem can be re-written as a convex program allowing us to obtain a solution for the problem. Notably, the work shows that the user-centric clustering scheme outperforms the cell-free massive MIMO deployment in which no serving clusters are defined. The authors also report that the latter scheme is not scalable and the power allocation routine requires many iterations to converge, because the number of variables to be optimized is larger than the user-centric cell-free scheme. In addition, the study in [130] solves two power allocation problems for cell-free massive MIMO underlaid with D2D communications using Geometric Programming (GP) to maximize either the sum rate or the weighted product of SINRs. The investigation in [69] maximizes the minimum rate through optimizing beamforming.

The authors of [6] study joint power control and scheduling in the uplink of both co-located and cell-free massive MIMO networks. Additionally, the investigation in [17] considers a near-optimal power control algorithm that is simpler than the max–min power control problem for cell-free massive MIMO networks. Hence, implementing a cell-free distributed computation of the power control coefficients comes at the cost of reduced performance. The authors use LSFD that achieves a two-fold gain over conjugate beamforming in terms of 95%-likely per-user SE.

The LSFD scheme is also studied in [62] under hardware impairments. Other studies, e.g., [132], also employed LSFD as a second layer decoding that is performed at a central CU to mitigate inter-user interference. The scheme mainly depends on applying conjugate beamforming at the DUs, then forwarding the resulting signal to the CU, where a weighted combining is performed using some optimized weights. Mathematically, the signal on the uplink is jointly decoded at CU \( c \) as follows

\[
\tilde{y}_{cu} = \sum_{b \in \mathcal{C}_u} a_{cbu} \hat{h}_{bu}^T y_{bu} \quad (9)
\]

where \( \mathcal{C}_u \) is the serving cluster of user \( u \) (i.e., the serving DUs), \( y_{bu} \in \mathbb{C}^{M \times 1} \) is the uplink signal received at DU \( b \) from user \( u \), with \( M \) representing the number of antennas per DU, \( \hat{h}_{bu} \in \mathbb{C}^{M \times 1} \) is the estimated channel between the two peers, and \( a_{cbu} \) is a combining weight that can be optimized at the CU to enhance the efficacy of joint detection, e.g., to maximize the effective SINR. As can be seen in [9], the serving cluster
| Topic                                | Challenges                          | Proposed Solutions                                                                                                                                                                                                 | Reference |
|-------------------------------------|-------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-----------|
| Fronthaul/backhaul                  | Limited capacity, scalability       | Radio stripes system, serial fronthaul                                                                -------------------------------------------------------------------------------------------------| [49][50] |
|                                     |                                     | Joint-access fronthaul design, Integrated access and backhaul (IAB)                                                                                                                                                | [99][176] |
|                                     |                                     | Partial-centralization: Different levels of coordination between the DUs and CUs, e.g., DUs having different baseband functionalities, DUs with different coordination levels | [3][21]  |
|                                     |                                     | Conjugate beamforming (downlink) and matched filtering (uplink) when channel hardening and favorable propagation applies                                                                                       | [2]       |
|                                     |                                     | Local beamforming with a second layer decoding at the CU                                                                                                                                                           | [142]     |
|                                     |                                     | Data compression schemes and source coding                                                                                                                                                            | [8][10][71][74][77][79] |
|                                     |                                     | Distributed SDN in multiple-CU network                                                                                                                                         | [53][54]  |
| CSI estimation                      | Non-orthogonal pilots, pilot overhead | Pilot assignment policies using users’ clustering algorithms, orthogonality of channels, Bayesian approach, graph coloring, and combinatorial search                                                                 | [51][124][125][133][152][153][138] |
|                                     |                                     | Channel reciprocity for TDD system, angle reciprocity for FDD system, feed back for the path gain information                                                                                                 | [110][114] |
|                                     |                                     | Large-scale fading decoding (LSFD)                                                                                                                                             | [4][82][172][142] |
|                                     |                                     | Second layer decoding at the CU, different forward strategies to the CU                                                                                                                                          | [8][62][172] |
| Hardware impairments                |                                     | Deep learning                                                                                                                                                                                             | [96][116] |
|                                     |                                     | Pilot reuse may be unavoidable                                                                                                                                                  | [12][21][41][51][92][125][128][135][139][131][178] |
| Pilot Assignment                    |                                     | Structured PA policies: clustering algorithms for users to reuse non-orthogonal pilots, graph coloring-based algorithms, power control for the reused pilots, heap-structure based strategy. | [2][21][41][51][92][125][128][135][139][131][178] |
|                                     |                                     | Based on a pilot utility metric, use statistical CSI for some users without assigning them pilots.                                                                                                 | [4][128]  |
|                                      | Need for centralized control        | Addressed in a separate table                                                                                                                                             |           |
| Resource allocation                 | Optimizing beamforming, power, scheduling, etc | Coarse synchronization using Precision Time Protocol (PTP) (IEEE 1588v2) which is better than Network Time Protocol (NTP)                                                                                       | [179]     |
|                                     |                                     | Complex equalization and advanced synchronization techniques between the DUs, quasi-synchronous systems                                                                                          | [161]     |
|                                     |                                     | Over-the-air synchronization and calibration protocols                                                                                                                                   | [180]     |
|                                     |                                     | Deep neural networks (DNN)                                                                                                                                                          | [143]     |
| Signal synchronization              | Stringent synchronization across a widely distributed network which may include consumer-grade equipment | Lyapunov optimization techniques, queuing theory, optimize data to be admitted for transmission queues                                                                                       | [6]       |
|                                     |                                     | Partially observable Markov decision process                                                                                                                                             | [24]      |
|                                     |                                     | Discrete-time Markov model, Markov fluid model                                                                                                                                         | [60]      |
|                                     |                                     | Mobile edge computing (MEC)                                                                                                                                                          | [18][183] |
|                                     |                                     | Punctured scheduling                                                                                                                                                                           | [184]     |
|                                     |                                     | Protocols such as Precision Time Protocol (PTP)                                                                                                                                         | [179][180] |
| Latency                             | Study delay-aware scenarios and communications with deadlines, control the communications delay, synchronization issues | Local resource allocation, local partial ZF (PZF), local protective partial ZF (PPZF)                                                                                           | [9][15][92] |
|                                     |                                     | Statistical approaches                                                                                                                                             | [6][9][21][129][185][187] |
|                                     |                                     | Distributed schemes                                                                                                                                                                         |           |
| Scalability                         | Scaling of complexity with respect to system size | Fractional power control, channel prediction                                                                                                                                                                         | [142][159] |
| Mobility                            | Channel aging, serving cluster reformation, synchronization errors | Optimal selection of the frame duration                                                                                                                                                               | [150]     |

TABLE VII: Synopsis of the challenges with proposed solutions.

of the user is assumed to be under the control of a single CU, thus [2] corresponds to a network with a single CU. Hence, it is not clear how such an approach can be implemented for a network with multiple CUs. The results in [142] show that LSFD improves the uplink SE under different considered LoS phase-aware channel estimators that include the phase-aware MMSE, the linear MMSE (LLMSE), and the least-square (LS) estimator. Altogether, LSFD seems a promising scheme.
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for the uplink of cell-free massive MIMO networks.

The authors of [164] study power control and load balancing in the uplink by solving three problems: minimization of power consumption, maximization of minimum QoS, and maximization of sum SE. The authors use either conjugate or ZF beamforming and develop an iterative elimination algorithm to remove ineffective serving DUs for each user. Their results show that the developed method provides better performance than both maximum signal to noise ratio (SNR) association and full-set joint transmission, especially in the high QoS regime. Similarly, [188] optimizes max-min power allocation under correlated and uncorrelated channel fading. Interestingly, the CSI estimation in the uplink is performed under limited channel covariance knowledge by using element-wise MMSE [189].

The authors of [190] use a numerical linear soft interference nulling technique that can outperform or at least provide comparable performance to ZF with full network coordination at moderate SNRs. However, the technique requires sharing CSI between the DUs.

Non-orthogonal multiple-access (NOMA) schemes have also been studied for cell-free communication. This solution employs power domain multiplexing and SIC to support multiple users with the same time-frequency resources [191], hence boosting the capacity of the system at the expense of added interference. We remind the reader that SIC has also been suggested for non-coherent transmissions from multiple DUs to a single user. The study in [192] shows that a NOMA scheme with cell-free MIMO networks allows the system to serve more users overall compared to an orthogonal (i.e., OMA) counterpart. However, the achievable sum rate using NOMA in cell-free networks can be lower than that in an orthogonal scheme even in the regime of low number of users due to both intra-cluster pilot contamination and error propagation of imperfect SIC.

The authors of [193] show that the switching between NOMA and OMA can enhance system performance. The need for switching depends on both the length of the coherence time of the channel and the total number of users. The study in [194] investigates the performance of NOMA in cell-free massive MIMO networks using different types of linear precoders such as conjugate beamforming, full-pilot zero-forcing (fpZF) and modified regularized ZF (mRZF) precoders. We note that mRZF and fpZF allow each DU to construct the beamformers using only its local CSI. The results show that with perfect SIC, the mRZF and fpZF precoders significantly outperform conjugate beamforming in both NOMA and OMA deployments.

In contrast, the authors in [195] study the uplink performance with optimal fronthaul combining by formulating a max-min power allocation problem. Further, the investigation in [196] derives the achievable rate in a primary massive MIMO network and an underlaid cell-free massive MIMO network (i.e., secondary network) both implementing the NOMA scheme. The authors mention that the intuition from such an underlay deployment is that massive MIMO concepts are expected to be widely deployed in 5G mobile networks, hence in some scenarios it can be exploited when deploying the cell-

free scheme.

If the studied problem is combinatorial, intelligent scheduling algorithms can be used to partition time, frequency and spatial resources. In this regard, combinatorial search tools like mixed integer programming (MIP) [197] and constraint programming (CP) [198] can be useful. Importantly, these tools can, sometimes, efficiently solve combinatorial problems that are, usually, computationally hard. This is because the problem consists of a set of variables that can take a corresponding set of possible values (called the domain), a set of constraints, and some sort of cost function. The solution is found by an efficient systematic search, where the variables are labeled and the constraints actively prune the domains of the unassigned variables during the search. Many techniques are employed to perform an efficient search, which include backtracking, domain filtering, constraint propagation, advanced search strategies like branch-and-bound, and the concept of global constraints [199].

While not an optimal approach in, e.g., sum-rate sense, conjugate beamforming seems to be used in the literature to enhance the system scalability, cope with single-antenna DUs, make complex analysis easier, or limit the load on the fronthaul [2]. Importantly, conjugate beamforming can be optimal for massive MIMO scenarios [200], when channel hardening applies. However, conjugate beamforming cannot suppress interference well [142], hence other local schemes like the LSFD [6, 7, 62, 91, 92], local MMSE combining [3], and the weighted MMSE [20, 201] could be a better candidate for beamforming in cell-free MIMO networks. In this regard, in the weighted MMSE approaches [201], the beamformers are constructed using the channels between each DU and the users in the network, and it seems to provide superior performance [20] compared to local ZF and conjugate beamforming. The authors of [202] present a modified conjugate beamforming scheme for cell-free massive MIMO networks.

The scheme eliminates the self-interference without using matrix inversions at the expense of fading-rate coordination among the DUs.

Other schemes have also been considered: the high density of the deployed DUs in cell-free massive MIMO networks raises the possibility of LoS communication. Based on this insight, the authors in [203] analyze uplink performance using a probabilistic LoS channel model [204, 205]. Their results show that increasing the access point density from 128 to 1024 per km² dramatically increases the LoS probability from 40% to 95%. The authors also study the system performance under either joint or stream-wise processing of user data at the CU, where with the availability of accurate CSI, the stream-wise combining can approach the performance of joint decoding.

Based on channel hardening, the study in [206] investigates multigroup multicasting in cell-free massive MIMO networks using conjugate beamforming based on a short-term power constraint. The scheme seems to be effective only when the number of served users is small. The study in [61] analyzes the deployment of in-band full-duplex in cell-free massive MIMO networks. As stated by the authors, the deployment of full-duplex communication has a limitation on self-interference cancellation, which makes it advisable for short-range com-
communications provided by cell-free massive MIMO systems. The authors optimize power control and access point-user association to optimize the SE and EE. The results show that the cell-free scheme outperforms massive MIMO and small-cell network schemes. Similarly, the authors in [207] study in-band full-duplex in cell-free massive MIMO where MMSE joint detection and joint scheduling are proposed to mitigate the self interference.

B. Energy Efficiency (EE)

Cell-free massive MIMO networks outperform their colocated counterpart in terms of EE under a QoS constraint [58]. The optimization of EE is necessary due to many reasons:

- The increase in the data rates required by the next-generation mobile systems should not require a proportional increase in the transmission power. Without optimizing the EE, the demand in transmitted power may become unmanageable [224].
- 5G subscriptions are expected to reach 3.5 billion subscriptions in the year 2026 [225]. This exponential increase in connected wireless devices and the accompanying rapid expansion of wireless networks, causes environmental concerns, like increased carbon-dioxide (CO$_2$) emissions and electromagnetic pollution [226].
- The additional economic expenses for deploying a densely distributed network that could consume high power and hence produce high electricity bills for the network operators [224].

The EE is computed in bits/joules, and it is defined as a the ratio of the data rate (bits/s) to the power consumption (watts = joules/s). Both the radiated and the circuit power are usually included in the calculation of the power consumption [227] (else, the optimal EE usually occurs at zero power i.e., vanishingly small transmission rates). Resource allocation problems that maximize the EE can be naturally cast as a fractional program, hence making fractional programming [215, 228, 229] and the Dinkelbach method [216] suitable tools to solve such problems.

The problem can be defined as follows [28]

$$(P3) \text{ maximize } x \left( \sum_{u \in U} \log (1 + \gamma_u (x)) \right) / \sum_{b \in B} D_b (x) \quad \text{subject to } x \in \mathcal{X},$$

where $D_b (x)$ is a power consumption function corresponding to DU $b$, and $B$ is the set of the DUs. We note that there are many alternatives for the EE problem in [10], where some studies define the problem per access point [58]. The power consumption accounts for the transmission power and other power consumption for the hardware components. For power consumption models, the readers can refer to [230, 233].

Notably, the study in [23] maximizes the EE per unit area (i.e., bits/joules/km$^2$) by optimizing the pilot reuse factor and DU density. The results show that wisely choosing a pilot reuse factor enables lower interference, which seems to increase the EE per unit area up to a specific value. The difference between EE and EE per unit area is that, in the latter, an area-based power consumption model is used. Importantly, as indicated by the authors in [23], using a cell-free approach necessitates the use of EE per unit area, because each user receives a joint transmission from many DUs. This is in contrast to conventional networks where a user is served by a single BS. Consequently, the definition of area SE, in which the received user rate is multiplied with the BS density does not hold in the cell-free scenario.

The work in [58] optimizes EE under both a per-user SE and per-access point power constraint. Power allocation is also considered in [101, 234] with the choice of turning off some DUs to foster EE. The investigation in [214] maximizes EE in cell-free MIMO networks by optimizing the power control coefficients under ZF beamforming. Additionally, the work in [209] optimizes power allocation for an IoT network that is based on the cell-free massive MIMO framework. The developed scheme allows infrequent transmit power adaptation and provides a 40% improvement in uplink and downlink rates and a 95% in EE compared to a non-optimized cell-free scheme. Energy harvesting [235] and sleep modes [236] are also investigated for cell-free massive MIMO.

The studies in [28, 30] analyze the performance of both cell-free massive MIMO network and the user-centric architecture based on millimeter wave communication. The authors optimize the power allocation so that the EE is maximized. We note that the combination of both user-centric cell-free networks and millimeter wave communication is promising because cooperative networks can alleviate the problem of poor connectivity suffered by millimeter wave communication [237, 238]. The short range and large bandwidth of millimeter wave communication may also help in deploying a very dense cell-free network. This harmonization is simply based on the fact that millimeter wave communication requires a dense deployment of transmitters due to the high path loss, and a dense deployment requires coordination to prevent interference from getting out of control.

EE maximization seems to be extensively researched under different scenarios and optimization variables like power constrained problems that optimize both power and beams [208], power-rate constrained problems that optimize both transmit covariance matrix and select active DUs [187], and power-rate-capacity constrained problems that optimize both power allocation, antenna activation, and DU-user association [212]. Furthermore, the investigation in [78] maximizes the EE under per-user power, fronthaul capacity and throughput requirement constraints.

Generally speaking, EE in cellular networks is a well researched topic [239], and many of the techniques, e.g., environmental and RF energy harvesting [240, 241] and offloading techniques [242], developed for cellular networks, can benefit user-centric cell-free networks as well. Furthermore, due to the new architecture provided by the cell-free network, we now deal with far lower service distances and BS transmission power budgets than in conventional networks. On the other hand, distributing the available number of antennas on many DUs increases the circuit power consumption due to deploying more hardware. Hence, we must establish the implied trade-off through a robust study for the effect of distributing (or co-locating) the available antennas on
| Optimized metric                | Problem Type                                                                 | Approach                                                                 | Reference |
|--------------------------------|------------------------------------------------------------------------------|--------------------------------------------------------------------------|-----------|
| Beamforming and precoding      | Weighted Sum Rate (WSR)                                                      | Minimize the weighted sum mean square error (MSE)                         | [85, 86, 167] |
|                                |                                                                              | SINR convexification based concave lower-bound approximation              | [99]      |
|                                |                                                                              | Approximate the problem by a conic-quadratic program based on the inner approximation framework [172] |           |
| Minimum-rate maximization      |                                                                              | Geometric programming (GP)                                                | [171]     |
| Sum-rate maximization          |                                                                              | Sequential optimization framework                                         |           |
|                                | GP                                                                           | Bisector search, second-order cone program                               | [8, 9, 104, 130] |
|                                |                                                                              | Sequential convex approximation                                          |           |
|                                | Sum rate, weighted max product of SINRs, max-min SINR, max-min SE, target SINR-constrained |                                                                                          | [171] |
|                                | Energy efficiency maximization                                               | Hierarchical decomposition technique, iterative successive convex approximations, combinatorial search | [61, 212] |
|                                | WSR                                                                          | MSE, weighted $\ell_1$-norm, fractional programming                      | [20, 83, 82] |
|                                | Energy efficiency                                                           | Bisector search, second-order cone program, successive convex approximation, GP |           |
|                                | Max-min SINR, target SINR-constrained, power-budget minimization subject to QoS constraints |                                                                                          | [202, 203, 204, 205, 206] |
|                                |                                                                              | Dual-decomposition-based method, bisector search method, fractional programming, Dinkelbach method [214] |           |
|                                |                                                                              | Gradient projection method, bounds of the Lambert function, Karush-Kuhn-Tucker (KKT) conditions based |           |
|                                | Management platform                                                         | Scheduling, fractional programming, weighted MSE minimization            | [20, 63, 105] |
|                                | WSR                                                                          | Power control                                                            | [51, 83, 154] |
| Cluster formation              |                                                                              | self-organizing network (SON) platform, dynamic clustering algorithms, Self organizing CoMP, hierarchical clustering via minimax linkage | [217] |
|                                | Management platform                                                         | Based on offline parameter (e.g., large-scale fading), static, semi-dynamic and dynamic clustering to optimize a specific QoS | [217, 165, 166] |

*Corresponds to works that specifically addresses transmit power. Note that power can be implicitly optimized using beamforming weights.

TABLE VIII: Resource allocation problems.

C. Distributed Approaches

Distributed resource allocation schemes help scale down the complexity of optimized resource allocation. When using a distributed approach, network operations are not implemented at a single point in the network; hence, as the system size increases, the newly available resources can be used to compensate for the increased complexity. Another incentive for distributed resource allocation is the increased density for the deployed DUs, which yields a large load on the fronthaul. In addition, the strict low-latency requirements for future mobile networks necessitates implementing intelligence at the network access. The attractive features like self-organization and optimization discussed previously also motivates such approach. In this section, we examine numerous frameworks and studies that can achieve distributed resource allocation for cell-free communications.

Game theoretic approaches are powerful tools to model the interactions between self-interested users and predict their choice of strategies. These tools can be categorized under areas like general Game Theory, Auction Theory, and Stable Matching Theory. The use of these tools comes as a natural choice for distributed resource allocation schemes, because they define agents that maximize their own utility in a distributed fashion. Using game theoretic approaches to study distributed resource allocation requires defining separate logical entities that coordinate/cooperate/compete between each other to achieve the objective, which is usually to minimize a cost function or to maximize a utility function.

Examples of these studies include interference-pricing [245], which is performed by allowing users to announce the compensation paid by other users for their interference. Then resource allocation, e.g., power control, can be performed by treating this problem as a supermodular game which refers to games characterized by strategic complementarities, that include situations where when
TABLE IX: Qualitative comparison and classification for selected references, Part 1 of 4.

| Model                  | Topic                                         | Control       | Direction | Duplex | CU | LoS     | Topology                   | Additional notes                                                                 |
|------------------------|-----------------------------------------------|---------------|-----------|--------|----|---------|----------------------------|-----------------------------------------------------------------------------------|
| Mathematical optimization | Pilot-assignment, power allocation           | Centralized   | UL        | TDD    | Single | No  | Random | Cell-free massive MIMO underlaid with D2D communication, low resolution analog-to-digital converters (ADCs), reduce pilot contamination through greedy and graph coloring-based algorithms, GP. |
| Mathematical optimization | Power allocation, EE                        | Centralized   | DL, UL    | TDD    | Single | No  | Random | IoT network organized as cell-free massive MIMO, non-orthogonal pilots, infrequent transmit power adaptation. |
| Mathematical optimization | EE                                            | Centralized   | DL        | TDD    | Single | No  | Random | Conjugate beamforming, serving clusters. |
| Mathematical optimization | Power allocation                            | Centralized   | DL, UL    | TDD    | Single | No  | Random | Conjugate beamforming, global knowledge of the large-scale fading (statistical CSI), computation is performed at the large-scale fading time scale, max-min SINR problem. |
| Mathematical optimization | Beamforming                                  | Semi-distributed through feedback channels | DL | TDD | Single, non-existent | No | Grid | Over-the-air signaling between BSs, multi-receive antennas, weighted sum MSE minimization problem. |
| Stochastic geometry    | Beamforming                                   | —             | DL, UL    | TDD    | Non-existent | No | 2D PPP | Both cell-centric and user-centric are analyzed, approximation of the direct and interfering channel strength by a gamma distribution. |
| Mathematical optimization | Clustering, beamforming                      | Centralized   | DL        | —      | Single | No  | Random | Joint design of clustering and beamforming, low-latency fronthaul network, group-sparse structure of beamformers |
| Mathematical optimization | Beamforming, user-scheduling, pilot assignment | Centralized   | DL        | TDD    | Single | No  | Random | Formation of serving clusters, both coherent and non-coherent transmission modes are studied, weight sum rate, fractional programming, coordinated descent, pilot assignment is performed using HAC. |
| Statistical analysis, mathematical optimization | Beamforming                                  | Centralized   | UL        | TDD    | Single | No  | Random | Minimum rate maximization, quantized version of the signal on the CU, limited-capacity fronthaul, usage of GP, problem decomposition into two sub-problems |
| Stochastic geometry, mathematical optimization | EE                                            | Centralized   | DL        | TDD    | Single | No  | 2D PPP | Perfect fronthaul, conjugate beamforming, estimated CSI with pilot contamination |
| Mathematical optimization | EE, power allocation                         | Centralized   | DL, UL    | TDD    | Single | Probab. | Random | Both cell-free massive MIMO and user-centric are addressed, millimeter wave communication, ZF beamforming |

one agent changes its strategy, the others want to do the same [246]. Another example is auction-based problems, where the users compete for the resources through two stages [247]: the first one is a biding phase, where the users bid on the resources, while the second one is an assignment stage where the resource is assigned to the highest bidder.

The shortcomings of game theoretic approaches is that in some cases the model requires implementing feedback channels between the agents, which is not always feasible and results in a large delay. Moreover, the convergence of the game theoretic approaches are toward a Nash equilibrium which can be far from the sum-rate maximum. Moreover, most resource allocation problems need to be simplified or relaxed before they can be formulated in a game theoretic framework.

In a non-game theoretic approach, decomposition theory divides the problem into a master problem and many derivative problems. The decomposition method can obtain the optimal solution when the original problem is convex and its feasible set can be separated [186]. The studies in [69, 185] investigate the uplink max-min SINR problem through decoupling the problem into two sub-problems. The first problem designs the receiver filter through a generalized eigenvalue problem, while the second maximizes the efficiency of power allocation through a standard GP [248].

The study in [9] employs two distributed schemes that provide no additional overhead on the fronthaul; one that uses what is called local partial ZF (PZF) and the other uses local protective partial zero-forcing (PPZF) beamforming. Briefly, these beamformers are locally constructed at the DUs and are based on the principle of suppressing the interference caused to the users with the largest channel gain. Their results show that the proposed schemes achieve a performance that is comparable to regularized zero-forcing (RZF) and better than conjugate and ZF beamforming. Constructing the beamformers locally does not require exchanging the CSI over the fronthaul, and it allows for schemes like ZF to construct the beamformers using a channel matrix with a small dimension, hence leading to lower complexity in calculating the pseudo-inverse matrix needed by ZF.

The study in [187] divides the problem of maximizing the EE into three subproblems, namely, rate maximization, EE maximization without a rate constraint, and a power
| Model                                                                 | Topic                                                                 | Control | Direction | Duplex | CU    | LoS   | Topology | Additional notes                                                                 |
|----------------------------------------------------------------------|----------------------------------------------------------------------|---------|-----------|--------|-------|-------|----------|--------------------------------------------------------------------------------|
| [114] Statistical analysis, mathematical optimization                | AoA information aided CSI estimation, path gain information, power allocation | Centralized | DL       | FDD    | Single | No    | Random  | Feed back the path gain information to the BS, geometric channel model with multi-tap propagation path. |
| [129] Statistical analysis, mathematical optimization                | Fronthaul, EE, SE                                                     | Centralized, semi-distributed | UL      | TDD    | Single | No    | Random  | Limited fronthaul, Bussgang decomposition to model the quantization of signals, different scenarios for communication on fronthaul |
| [1] Mathematical optimization                                        | Power allocation                                                      | Centralized | DL, UL  | TDD    | Single | No    | Random  | Multi-antenna users, correlated shadowing, use-and-then-forget (UatF) bounding technique, zero-forcing beamforming scheme that does not require CSI at the user, unlimited fronthaul |
| [2] Statistical analysis, mathematical optimization                  | Power allocation, pilot assignment                                    | Centralized | DL, UL  | TDD    | Single | No    | Random  | Conjugate beamforming on the downlink and matched filtering on the uplink, no sharing of instantaneous CSI, random vs greedy assignment of pilots, unlimited fronthaul, rely on channel hardening, correlated shadowing. |
| [101] Mathematical optimization                                      | Power allocation                                                      | Centralized | DL      | TDD    | Single | No    | Random  | Unlimited fronthaul, DUs can be turned off, power consumption is composed of transmit power and power dissipation in the transceiver hardware. |
| [6] Queueing theory, mathematical optimization                        | Power allocation, user-scheduling                                    | Centralized | UL      | TDD    | Single | No    | Random  | LSFD, Lypapunov optimization, time slots, data packets are generated according to a stationary and ergodic stochastic process, transmission queues. |
| [8] Statistical analysis, mathematical optimization                  | Power allocation, hardware impairments, fronthaul                    | Centralized | UL      | TDD    | Single | No    | Random  | Limited capacity fronthaul, hardware impairments, three different compress-and-forward strategies, signal quantization, single-antenna DUs. |
| [177] Statistical analysis, mathematical optimization                | Power allocation, hardware impairments                               | Centralized | DL, UL  | TDD    | Single | No    | Random  | Classical hardware distortion models, single-antenna DUs, unlimited fronthaul capacity. |
| [62] Statistical analysis, mathematical optimization                 | Hardware Impairments                                                 | Centralized | UL      | TDD    | Single | No    | Random  | Low-complexity receiver cooperation schemes, local channel estimation that is sent to the CPU for joint detection. |
| [142] Statistical analysis, Bayesian estimation                      | SE, Line of Sight (LoS) phase-aware channel estimation               | Centralized | DL, UL  | TDD    | Single | Yes   | Random  | Rician fading, phase shift of LoS component, knowledge of the phase shift at access point, three channel estimators based on the availability of priori information are considered (phase-aware MMSE, non-aware linear MMSE (LMMSE), and least-square (LS) estimator), error-free fronthaul, coherent and non-coherent, single-antenna access points, second layer decoding using LSFD performed at the CU to mitigate the inter-user interference. |

TABLE X: Qualitative comparison and classification for selected references, Part 2 of 4.

minimization problem, and each subproblem can be efficiently solved. Specifically, the first problem maximizes the rate, then if the maximum rate satisfies the rate requirement, the second problem is solved by maximizing the EE without a rate constraint, which can be solved by fractional programming [215, 228, 229]. If the solution obtained satisfies the rate requirement, it is the optimal solution. Otherwise, a third problem which minimizes the power used under the rate constraint is solved using bisection.

The study in [249] uses the cell-free massive MIMO network scheme to implement the federated learning model [250, 251] for machine learning, which allows for distributed data training at the users through iterative data sharing and aggregation with the CU. This iterative process terminates upon reaching a learning accuracy level for the model. The authors mention that the presented scheme reduces the training time up to 55% over baseline approaches. However, the effect of latency due to the communication overhead required in their framework is not studied. Still, the federated learning framework looks interesting, especially with the growing use of on-mobile artificial intelligence (AI) [252, 253].

Finally, the study in [21] uses a novel leakage and interference metric to implement two fully distributed user scheduling and beamforming schemes. The first one can be implemented at the DUs, while the second can be implemented at the CUs in user-centric cell-free MIMO networks with multiple CUs. The results presented show that, compared to a centralized resource allocation solution, the schemes significantly decrease the computational complexity, while achieving 72% and 90% of the performance of the centralized solution for the DU-
TABLE XI: Qualitative comparison and classification for selected references, Part 3 of 4.

| Model  | Topic                        | Control          | Direction | Duplex | CU | LoS | Topology                   | Additional notes                      |
|--------|------------------------------|------------------|-----------|--------|----|-----|---------------------------|----------------------------------------|
| [26]   | Stochastic geometry          | Coverage, SE     | Centralized | DL    | TDD| Single | No | 2D PPP                   | Unlimited-capacity error-free fronthaul, conjugate beamforming. |
| [27]   | Mathematical optimization    | Scalability, initial access, pilot assignment, cluster formation | Centralized | DU, UL | TDD| Single | No | Multiple                 | Different degrees of cooperation among the access points, Two deployments are analyzed (centralized and decentralized with some feedback to CU). |
| [193]  | Statistical analysis, mathematical optimization | Power allocation, NOMA/OMA mode switching | Centralized | DL    | TDD| Single | No | Random                   | Max-min bandwidth efficiency, SIC, switching between orthogonal multiple access and NOMA, pilot contamination, imperfect SIC, conjugate beamforming. |
| [60]   | Queueing theory, mathematical optimization | Statistical delay, error-rate bounded QoS | Centralized | DL    | TDD| Single | No | Random                   | Millimeterwave, hybrid automatic repeat request with incremental redundancy (HARQ-IR) and the finite blocklength coding (FBC), Hybrid digital-analog precoders, large number of access point are simulated (1000), large number of antennas (100, 800). |
| [139]  | Mathematical optimization    | Power allocation, pilot assignment | Centralized | UL    | TDD| Single | No | Random                   | High-density for users, spatially correlated channels, adjustable phase shift pilot set allocation scheme, space-frequency and angle-delay domain channels, directional antennas, error-free fronthaul network, OFDM, detailed transmission frame, two arrays of antennas per access point (each has 100 antennas). |
| [9]    | Statistical analysis, mathematical optimization | Local beamforming, power allocation | Distributed for beamforming, centralized for power control | DL    | TDD| Multiple | No | Random                   | Local partial ZF (PZF) and the other uses local protective partial zero-forcing (PPZF) beamforming, distributed scheme uses long-term channel statistics, infinite capacity of the fronthaul, power control performed centrally using long-term channel statistics. |
| [110]  | Statistical analysis, mathematical optimization | AoA information aided CSI estimation, power allocation | Centralized | DL, UL | FDD| Single | No | Random                   | Multipath component estimation for the AoA, max-min power control, standard SDP, geometric channel model with multi-tap propagation path, power control is performed at the CU at the angle-coherence timescale. |

Distributed and CU-distributed systems, respectively. The results also show that the CU-distributed scheme provides 1.3- to 1.8-fold improvements in network data rate compared to the DU-distributed scheme, which highlights the importance of deploying a multiple-CU cell-free network.

D. Lessons Learned

Conjugate beamforming is used in the literature for analytical tractability, scalability, fronthauls with limited capacity, or for some cases such as single-antenna DUs. However, conjugate beamforming does not explicitly suppress interference [2]. Hence, in practice, especially in the absence of channel hardening, other local schemes such as the LSFD [6, 7, 62, 91, 92], local MMSE combining [3], and the weighted MMSE [20, 201] could be better candidates for beamforming in cell-free MIMO networks irrespective of the level of cooperation [3]. One interesting scheme is the weighted MMSE approach developed initially for the cellular networks [201]. CSI estimation and scalability should be accounted for in the proposed resource allocation schemes for cell-free networks.

The high density of the deployed DUs in cell-free massive MIMO networks raises the possibility of having LoS communication. Based on this insight, a probabilistic LoS channel model [204, 205] can be optionally used in the studies. The study in [202] shows that increasing the access point density from 128 to 1024 per km$^2$ dramatically increases the probability of LoS communication from 40% to 95%.

Power control algorithms can be used to balance fairness, latency, and throughput. A tradeoff between latency and data rate is still not addressed. EE maximization seems to be extensively researched under different scenarios and optimization variables for cell-free communications [78, 187, 208, 212].

Fractional programming [213, 228, 229] and the Dinkelbach method [216] are suitable tools to solve such EE optimization problems. Transmit power adaptation, energy harvesting [235] and sleep modes [236] can foster EE in cell-free MIMO networks. LSFD seems a promising scheme for the uplink of cell-free massive MIMO networks [7, 62]. However, it has been studied only for a single-CU network.

The combination of both user-centric cell-free networks and millimeter wave communication is promising because cooperative networks can alleviate the problem of poor connectivity suffered by millimeter wave communication [237, 238]. The short range and large bandwidth of millimeter wave communication may also help in deploying a very dense cell-free network. This harmonization is simply based on the fact that millimeter wave communication requires a dense deployment of transmitters due to the high path loss, and a
TABLE XII: Qualitative comparison and classification for selected references, Part 4 of 4.

| Model | Topic | Control | Direction | Duplex | LoS | Topology | Additional notes |
|-------|-------|---------|-----------|--------|-----|----------|------------------|
| [41]  | Mathematical optimization | User scheduling, beamforming, cluster formation, scalability | Distributed | DL | TDD | Multiple | No | Random, uniform or with hotspots | Formulation of serving clusters, weight sum rate, fractional programming, coordinate descent, pilot assignment is performed using HAC. |
| [43]  | Deep neural networks | Non-reciprocity calibration | Centralized | DL | TDD | — | No | Random | Radio frequency chains are Linear Time Invariant (LTI), orthogonal frequency division multiplexing (OFDM), channels with different Power Delay Profile (PDP), cascaded deep neural networks. |
| [44]  | Statistical analysis | Degrees of cooperation | Different degrees of centralization | UL | TDD or FDD | Single | No | Grid and Random | Four different levels of cooperation among the access points (from fully centralized till fully distributed), spatially correlated fading, users transmit with equal powers, optimized receive combining, arbitrary assignment for pilots. |
| [45]  | Statistical analysis, mathematical optimization | Power allocation, security aspect, pilot assignment | Centralized | DL | TDD | Single | No | Random | Pilot spoofing attack [243], path-following algorithms, active eavesdropping, unlimited-capacity error-free fronthaul, usage of achievable secrecy rate, derivation of upper-bound and lower-bound of data rate. |
| [46]  | Mathematical optimization | EE, Power allocation | Centralized | UL | — | Single with aggregation units | No | (access), yes (fronthaul) | Random | Two-level fronthaul, free space optical (FSO) links, aggregation nodes, use-and-then-forget (UaF), two types of hardware models are considered: clipping and hardware impairment models. |
| [47]  | Statistical analysis | SE bounds | Centralized | UL | TDD | Single | Probab. | Random | Perfect CSI, conjugate beamforming with joint or stream-wise processing of user data at the CU, error-free fronthaul network. |
| [48]  | Statistical analysis, mathematical optimization | Power allocation, EE, SE | Centralized | DL | TDD | Single | Probab. | Random | Conjugate beamforming for pilots sent in downlink, ideal fronthaul. |
| [49]  | Mathematical optimization | Power allocation | Centralized | DL | TDD | Single | No | Random | Single-antenna access points, zero-forcing, conjugate beamforming, comparison with small-cell architecture, conventional COST Hata path-loss model. |

TABLE XII: Qualitative comparison and classification for selected references, Part 4 of 4.

dense deployment requires coordination to prevent interference from getting out of control.

Distributed resource allocation schemes provide a main playground for cell-free communications, because they can scale down the computational complexity per node and prioritize scalability. Game theory, auction theory, stable matching theory, decomposition theory, and advanced optimization problems can be used as tools to implement a distributed resource allocation scheme [186, 243]. A possible drawback of some of these tools, such as game theory and auction theory for example, is that the system model and actual problem needs to be simplified before using these tools. Unfortunately, it is not guaranteed that these simplifications will not affect the accuracy of the conclusions derived.

Finally, in Table XIII, we summarize some advantages and current drawbacks of selected solutions targeting resource allocation.

VII. LATENCY AND SYNCHRONIZATION

A. Latency

An important metric that is rarely visited in the literature on cell-free massive MIMO networks is the latency of data delivery. The authors of [243] tackle delay-aware BS-discontinuous transmission control and user scheduling to reduce inter-cluster interference for downlink coordinated MIMO schemes with energy harvesting capability. The proposed transmission is adaptive, on long timescales, to both the queue state information (QSI) and energy state information (ESI); it also allows for the management of inter-cluster interference through bursty data arrivals which are generally delay-sensitive. We note that intermittent transmissions are very useful for mMTC, which can support high densities of users [255]. The authors model the problem as a Markov decision process (MDP), which is solved using distributed stochastic learning and approximate dynamic programming [256].

The study in [6] employs Lyapunov optimization techniques [257] to optimize joint power control and scheduling in the uplink of both co-located and cell-free massive MIMO. The algorithm developed in this publication optimizes the amount of data that can be admitted to the transmission queues and allocates the throughput to each user on a per time slot basis, hence reducing the average delay of the network.

Controlling the delay is fundamental for many applications, such as tactile internet [258, 259] and Telehealth services [260]. Lyapunov optimization is an important tool to study delay-aware scenarios [257] and communication with deadlines [262]. In this regard, queueing theory is another useful tool, because queueing greatly affects the delay time of data packets. Thus, studying the delay of the communication in cell-free systems helps in designing the layout, capacity and control of the network.
TABLE XIII: Solutions related to resource allocation.

| Solution | Pros | Cons | Ref. |
|----------|------|------|------|
| Infrequent transmit power adaptation | More stable decisions for the network, lower computation load, less strict time constraint for the network decisions than instantaneous adaptations | Sacrifice performance, may require properties like channel hardening | [203] [209] |
| Conjugate beamforming | Enhanced system scalability, cope with single-antenna DUs, mathematical tractability, limit the load on the fronthaul, low signaling and computation overhead because only the CSI for serving channel is needed | Requires favorable propagation because it lacks interference nulling capabilities | [254] [112] [68] [91] [79] |
| Weighted MMSE-based and local MMSE Beamforming | High performance, feasible for user-centric clustering, can be implemented in a distributed fashion | May require DUs to estimate CSI for non-served users | [254] [21] [24] |
| Local partial ZF (PZF) and local protective partial zero-forcing (PPZF) beamforming | Do not require exchanging the CSI over the fronthaul, use a channel matrix with a small dimension, low complexity in calculating the pseudo-inverse matrix needed by ZF, outperform conjugate and ZF beamforming, can be used for long-term power control strategies | Sacrifice performance due to limited cooperation | [9] |
| LSF| A promising scheme for uplink, in terms of 95%-likely per-user SE | No clear directions on how to implement it on multiple-CU networks | [617] [69] [91] [92] [132] |
| Millimeter wave + cell-free communication for access channel | Alleviates the problem of poor connectivity for millimeter wave communication; allows for dense deployment of access points due to coordination, short communication range and large bandwidth | Requires LoS, even with dense deployment of access points blockages could still exist | [28] [30] |
| Distributed approaches | Highly scalable, lower complexity per node (DU/CU), Low overhead on the fronthaul | May sacrifice performance, hard to eliminate the dependence of decisions between the access points due to the coupled nature of performance metrics (e.g., SINR) | [179] [20] [51] [79] [101] |

uRLLC is one of the three service categories supported by 5G networks through the features introduced by the New Radio interface [40]. To achieve ultra-reliability and low-latency, short-packet data communication [263] is proposed which may affect the data rate, however, this is not a serious problem because the required throughput is usually not stringent. As discussed in [263], reliability can be improved without violating the latency requirement by utilizing resources in the frequency, antenna, and spatial domain.

Emphasizing the spatial domain, cell-free communication can be a key to boost the reliability constraint for uRLLC applications. The study in [60] focuses on statistical delay for massive uRLLC (muRLLC) in user-centric cell-free MIMO networks using millimeter waves. What is notable is the integration of hybrid automatic repeat request with incremental redundancy (HARQ-IR) [254] and finite blocklength coding (FBC) [265] in the analysis. The first technology is different from the traditional ARQ scheme in the sense that it can adaptively control the transmission rate based on decoding feedback to make it convenient for low-latency applications. The latter technology uses short codeword block-lengths to enable reliable communications while allowing for time-sensitive data flows.

Mobile edge computing (MEC) is one of the proposed frameworks for latency critical applications [182]. In this solution, the cloud computing capabilities are delegated among some network edge servers [183]. This means that cell-free architecture with multiple CUs provides an opportunity to implement MEC. The authors of [181] study the performance in a user-centric cell-free MIMO network implementing MEC, where the network is assumed to contain a single CU and MEC servers associated with each access point. Tools like stochastic geometry and queueing theory are implemented to derive successful edge computing probability (SECP), and successful communication and computation probabilities for a target computation latency. Notable results show that for a target SECP, a more spatially distributed antenna system (less antennas per access point) provides better EE compared to a less distributed one (i.e., more co-located antenna system). However, due to deployment cost efficiency, considering a multiple-CU network looks more logical than assuming that each access point includes an MEC server, hence the considered metrics for a multiple-CU network still need to be investigated.

Finally, punctured scheduling [184] is another interesting topic to be studied for the user-centric cell-free MIMO scheme. In this type of scheduling, the aim is to allow uRLLC traffic to overwrite longer ongoing enhanced Mobile Broadband (eMBB) transmissions. However, the uRLLC traffic should not degrade the performance of eMBB communications. Herein, we can spot a tradeoff between the latency of uRLLC and the rate loss for eMBB traffic. Hence, a joint scheduling solution needs to be established which considers these two different types of metrics (latency and rate loss). Several solutions are being considered such as optimized re-transmissions, signal space diversity and opportunistic spatial preemptive scheduling [266] [268]. This topic has still not been investigated for cell-free communications.

B. Signal Synchronization, Inter-DU Carrier Frequency Offset

The need to serve users with multiple DUs can increase the delay of signal delivery. This is critical when the DUs are under the control of different CUs and the network
lacks accurate synchronization. Moreover, the geographically distributed DUs can introduce unavoidable differences in the signals’ time-of-arrival. Coupled with synchronization issues, the signals received at the users can incur higher signal delay spread and inter-DUs carrier frequency offset.

The data precoding and decoding for the users needs to be executed at multiple CUUs simultaneously. Hence, data synchronization errors can accumulate and affect the power delay profile (PDP) by increasing the signal delay spread [18]. Thus, a synchronization process needs to be employed at regular intervals [49]. Moreover, to allow coherent transmission, the DUs need to maintain relative signal synchronization on both time and phase between their transmissions [180]. Importantly, the cyclic prefix in orthogonal frequency division multiplexing (OFDM) systems can help in tolerating this requirement. In this context, the DUs can be assumed quasi-synchronized within a 1 km or 5 km radius for the LTE normal and extended cyclic prefix respectively [5]. Furthermore, the user-centric cell-free system coupled with a small cluster size helps overcome this problem and provides an advantage over cell-centric cooperative schemes [138].

Quasi-synchronous systems that employ complex equalization and advanced synchronization techniques in OFDM systems are discussed in [161]. Doppler shifts and oscillator instabilities can cause a carrier frequency offset (CFO) between the received carrier and the local sinusoidal signal used for demodulation, which, in turn, results in a loss of mutual orthogonality among the subcarriers causing inter-carrier interference. Furthermore, a wrong placement position for the discrete Fourier Transform window can inflict a timing error. These impurities lead to a loss in the achievable SNR.

The hardware of the transmitter and the receiver are not reciprocal in the sense that they can introduce different amplitude scaling and phase shifts on the uplink and downlink channels [144], respectively. In addition, the carrier frequency offset between the DUs can result from imperfect local oscillators, and this can also produce inter-carrier interference [269]. Generally speaking, solving synchronization problems requires two phases; the first estimates the different timing and frequency errors, and the second implements the estimated parameters on multiple DUs to do correction for the synchronization [270].

The investigation in [177] studies power control in cell-free massive MIMO networks with hardware impairments. Hardware distortion can be characterized through models [271, 272] that account for impairments like carrier-frequency and sampling-rate offsets, in-phase/quadrature-phase imbalance, phase-noise, inter-carrier interference, and non-linearity of analog devices [273]. As claimed by the authors, the results show that a cell-free massive MIMO system can tolerate hardware impairments without performance reduction. Similarly, [8] studies the uplink of cell-free massive MIMO systems under limited fronthaul, hardware impairments, and different signal/CSI quantization and transmission techniques. A notable statement in [177], is that the distortion introduced by hardware impairment makes the channel estimate and estimation error non-Gaussian distributed, which prevents using the standard capacity lower bound in [200]. However, since the fact that the capacity expression used is a lower-bound, coupled with its analytic tractability, makes the Gaussian capacity expression, with an appropriate accounting for the reciprocity errors, very useful.

The paper in [62] studies the uplink performance including the effect of hardware impairments under different receiver cooperation schemes, that include LSFD, simple LSFD and simple centralized decoding. Their results show that the LSFD scheme provides the largest SE, and that a cell-free MIMO network outperforms a small-cell network under the scenario studied. Reference [142] studies the uplink SE of cell-free massive MIMO network assuming Rician fading with phase shift of the LoS component, i.e., non-static phase for the LoS component. However, to perform channel estimation, the authors assume knowledge of the phase shifts at the access point although it changes per coherence block. Hence, in practice how this phase shift can be known is not clear and may be an area of future research.

The study in [180] develops over-the-air synchronization and calibration protocols for distributed MIMO systems. Their results show that the developed system provides sufficient accuracy for satisfactory performance. However, the system is developed for cell-centric clustering or small cells, hence, it may not be directly applicable for user-centric cell-free networks. AI-based advanced prediction tools can be employed to enhance the signal synchronization between the DUs. Deep neural networks (DNNs) are also considered in [143] as a non-traditional calibration method for the radio frequency front ends and CSI interpolation.

In terms of protocols, coarse synchronization using the IEEE 1588v2 Precision Time Protocol (PTP) [179] is a possible solution. PTP is a packet-based timing technology which was originally designed to provide precise timing for critical industrial automation applications. Importantly, the PTP provides accuracy in the nanosecond range which is better than the Network Time Protocol (NTP). However, no studies exist on using this protocol for synchronizing the DUs in cell-free communications.

In general, synchronization systems can include channel equalization, usage of cyclic prefix that exceeds the channel impulse response duration, reference blocks that produces coarse estimates of the synchronization parameters, and frequency tracking between CFO acquisition phase.

C. Lessons Learned

uRLLC traffic corresponds to latency critical applications. This kind of communication is more sensitive to delay than to data rate, thus cell-free communication should provide solutions for this use case.

Topics being proposed to decrease the delay are MEC [182], punctured scheduling [184], short-packet data communication [263], hybrid coding schemes such as HARQ-IR [264] and FBC [265], and a better utilization for the resources in the frequency, antenna, and spatial domains [263]. Furthermore, limiting the size of the serving cluster could be another solution to minimize the delay in user-centric cell-free networks. Queueing theory, MDP, dynamic programming, and Lyapunov optimization techniques [257] seem to be useful tools.
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- Subsequent modifications to the proposed policies [274]. However, differences are definitely uRLLC in terms applied for cognitive radio to provide opportunistic access (POMDP) may be a suitable tool to study the punctured gaps between the transmissions of the primary users. Based on this observation, the partially observed Markov decision process (POMDP) may be a suitable tool to study the punctured scheduling problem, because POMDP has been successfully applied for cognitive radio to provide opportunistic access policies [274]. However, uRLLC differs in terms of priority when compared to the opportunistic access in cognitive radio, thus some modifications for the proposed POMDP model will be needed. We note that a POMDP can be used to account for uncertainty in the states of the studied problem, and it allows deriving strategies to optimize the concerned parameters.

**Signal synchronization** and PDP are other areas that can be investigated for cell-free communications. Geographically distributed DUs can introduce unavoidable differences in the signals’ time-of-arrivals. Coupled with synchronization issues, the signals received at the users can incur higher signal delay spread and inter-DUs carrier frequency offset.

**Coherent transmission** is affected by lack of synchronization more than the non-coherent mode, so the DUs need to maintain relative signal synchronization of both time and phase between their transmissions [180]. Quasi-synchronous systems, complex equalization and advanced synchronization techniques can be further studied. Usage of cyclic prefix and synchronization protocols such as the IEEE 1588v2 PTP [179] can also minimize the effect of non-accurate synchronization.

Finally, in Table XIV we summarize some advantages and current drawbacks of selected solutions targeting latency and synchronization.

### VIII. MISCELLANEOUS TOPICS

#### A. Scalability

Scalability is defined as the ability of the system to accommodate a growing amount of work gracefully [275]. Despite its importance, scalability is a poorly defined and understood term [276]. A precise and rigorous definition for scalability does not exist, in this regard, we quote the following statement from [277]: “I encourage the technical community to either rigorously define scalability or stop using it to describe systems”.

In its general understanding, scalability targets a dimension of interest like response time, processing overhead, space, memory, etc. In [51], a cell-free based scheme is considered scalable if the tasks of signal processing for channel estimation and data reception, fronthaul signalling and power control per DU can be kept within finite complexity as the number of users served goes to infinity. A different formulation for scalability is to define two metrics; a scalability metric $m(k)$ which measures a quality property, e.g., response time, and a criterion $z(k)$ which defines a target for $m(k)$. We note that $k$ is the scale of parameter of interest, e.g., number of users served on the same channel. Then, the scalability is defined based on a relation between $m(k)$ and $z(k)$, e.g., linear or asymptotic relation.

The work in [92] proposes an initial access algorithm and pilot assignment scheme. For the decoding, the authors use a suboptimal but scalable LSFD, while for pilot assignment they propose to use two alternatives that are based on a user-group clustering and a K-means clustering, respectively. Nonetheless, the work assumes deploying one CU in the network which, by becoming the bottleneck, could jeopardize scalability - the CU, especially the fronthaul links, can become overloaded. Similarly, the work in [7] uses LSFD that can achieve two-fold gains over conjugate beamforming in terms of 95th percentile per-user SE.

| Solution | Pros | Cons | Ref. |
|----------|------|------|------|
| Optimize the amount of data admitted to the transmission queues | Minimize data transmission latency due to congestion, makes data scheduling more efficient | Transmission queues of users are coupled making the problem hard to tackle, queues can become unstable leading to infinite delay | [6, 257] |
| HARQ-IR with FBC | Suitable for uRLLC, HARQ-IR adaptively control the transmission rate based on decoding feedback, FBC use short codeword block lengths, statistical delay constraint guarantees, more efficient for delay-sensitive applications than traditional ARQ | Needs more investigations to identify | [65], [261], [265] |
| Short-packet data communication | Prioritize low-latency, Small delay overhead for re-transmitted packets | Negatively affect the data rate due to large packet overhead | [263] |
| MEC | Improve performance of latency critical applications, can be supported through multiple-CU networks | May increase the cost of network end devices due to pushing cloud computing capabilities to the network edge hence precluding dense deployment, may decrease EE | [181], [183] |
| Punctured scheduling | Reduce latency of uRLLC traffic, allow uRLLC traffic to overwrite longer ongoing eMBB transmissions, tradeoff between latency of uRLLC and rate loss of eMBB | Potential rate loss to eMBB traffic | [184], [260], [268] |

**TABLE XIV:** Solutions related to latency and synchronization.
One form of implementing scalability is to deploy a distributed resource allocation system for the user-centric cell-free MIMO network. In general, a distributed resource allocation scheme scales better than a centralized one, since, as the system size grows, more resources become available to handle the additional complexity. Interestingly, such an approach complies with the definition of scalability found in [278], which states that it is the ability to handle increased workload by repeatedly applying a cost-effective strategy for extending the capacity of the system. This, again, motivates deploying a distributed system of CUs rather than focusing all the load at a single one. The study in [21] targets scalability through two distributed resource allocation schemes and through the use of statistical CSI and traffic distribution to scale down the required CSI estimation.

B. Intelligent Reflecting Surfaces

Intelligent reflecting surfaces (IRSs) or reconfigurable intelligent surfaces is an emerging technology that aims to enhance network coverage, data rate and EE with a low deployment cost. An IRS is a planar passive array structure that is controlled by an IRS controller. The array elements can superpose the received signals and reflect them coherently toward specific positions to achieve passive beamforming and enhance the signal coverage [220]. This structure can be placed on objects, e.g., buildings and walls, to create an active scattering environment. This is very useful in areas with poor coverage and blockages, including indoor areas. What makes this technology special is that it targets the channel quality instead of targeting the transmitter or the receiver as most technologies do. This makes IRS, at least as a concept, an idea with a new perspective.

An IRS is different from active relay systems that employ decode and forward or amplify and forward because it does not possess complex signal processing capabilities, but relies on passively reflecting the received signals through controlling the signals’ phase shifts on each array element of the IRS [221]. As indicated by [219, 221, 222], an IRS can be very useful for cell-free massive MIMO because the deployment cost of IRSs is much less than that for access points. In Fig. [12] we show an IRS-aided network. With the reflection support from the IRSs, we can construct a better effective channels between the DUs and the user. As can be seen from this figure, these channels are composed of the concatenation of the channel from the DU (h_{biu}) and the reflected accumulated channels through the IRSs (\hat{H}_{biu}). Furthermore, the reflected channel form each IRS can be controlled through a phase shift matrix \( \Theta_i \). This phase shift can be optimized to enhance the performance.

The authors in [219] show that using IRS in cell-free MIMO networks enhances the EE. As stated in [219], the motivation to use IRS in cell-free networks is their low cost and power consumption. In detail, the study in [219] jointly optimizes the transmit beamformers at the DUs and the reflection coefficients of the IRS to maximize the EE under a limited-capacity threshold constraint. However, the problem seems to be intractable due to the coupling between the optimization variables, thus approximations are applied and local optimum is obtained. As such, there is still a lot of space for improvement in future studies for both the system model and design criteria.

The authors of [218] mention that IRSs can be used to create favorable propagation conditions with low operating cost due to the higher EE provided by such deployment compared to a denser network of DUs. Similar to [219], the authors also optimize both the beamformers of the DUs and the reflecting coefficients of the IRS so that EE is maximized. In this regard, the impact of transmit power, density and size of the IRSs is investigated. The results of [218] show that more than 2-fold gain in the EE is observed when part of the DUs are replaced by IRSs in a typical network configuration.

Reference [224] similarly optimizes the beamformers and the reflection coefficients of the IRS in an IRS-aided cell-free communications through a decentralized design. Both low and high resolution phase shifts are considered for the IRS. To do so, the authors transform the original problem into a sequence of majorized subproblems. As expected, the system that includes IRSs can outperform a counterpart without IRSs.

C. Role of Machine Learning

Machine learning is a very powerful technology proposed for wireless communications. However, only very few studies seem to target user-centric cell-free networks, thus, studying the implication of machine learning on user-centric cell-free networks is still an open issue.

The authors of [70] use DCNN to study different uplink power control schemes. The DCNN seems to succeed in mapping the large-scale fading to the allocated power coefficients. The authors of [279] study an antenna selection problem in user-centric cell-free networks. This study converts a sum-rate maximization problem into an MDP, then uses reinforcement learning to solve the problem. In this context, an algorithm called multi-threaded asynchronous advantage actor-critic is used to assess the quality of the actions in the MDP framework and perform the reinforcement learning.

The studies in [280, 281] test the use of AI in user-centric millimeter wave networks. The scheme used is denoted as...
deep contextual bandit, and it corresponds to the case when a deep neural network is used to predict the reward for the actions of the agent in an action-reward environment. These studies analyze topics such as beam sweeping and initial access for access point with sleep-state mode. We note that beam sweeping means choosing the beamformer used to serve the user from a predefined quantized beam codebook. The intuition from using AI is that it can provide fast and efficient response to unexpected loss of connection in millimeter wave communication.

Finally, machine learning for wireless communication is a huge topic that is usually addressed in dedicated survey papers, e.g., \cite{328}. Readers interested in this topic are advised to check such survey papers.

D. Lessons Learned

Scalability is defined as the ability of the system to accommodate a growing amount of work gracefully \cite{325}. It is one of the milestones for the solutions developed for cell-free communications. Distributed resource allocation schemes is one way of achieving scalability.

As a concept, IRS is an interesting technology because it targets the channel quality instead of targeting the transmitter or the receiver as most technologies do. It can be used to further boost EE in cell-free networks. In this regard, it can support a dense deployment of the network at a lower operating cost compared to a DU-only network. In future, a mature IRS technology could help network operators to decrease their electricity bills in a densely deployed cell-free network.

Machine learning is a mighty tool to boost the performance of cell-free communications. Studies to quantify the performance gains in cell-free networks are needed. These studies can include beamforming, resource allocation, user-association, DU-CU association management, spectrum management, mobility management. It is expected that more applications for machine learning in cell-free communications will appear.

IX. Possible Future Research Directions

In this section, we summarize some open technical issues for user-centric cell-free MIMO scheme. Despite of the importance of these topics, they are much less than fully addressed in the relevant literature.

A. Fronthaul

The multiple-CU architecture, e.g., \cite{50, 51}, for the user-centric cell-free network has not been as well investigated as the single-CU architecture. Thus, studying the effect of the former architecture on the fronthaul is critical. An interesting topic would be to compare the two architectures under the same network assumptions. Furthermore, some network solutions, like the LSFD for example, may need some modifications to be useful in a network with multiple CUs.

Another research area involves integrating the distributed SDN framework, discussed on page 8 to dynamically assign the DUs to the CU. What is interesting in SDN is the flexible and programmable features offered to the network, which allows network operators to implement features like automatic migration of DUs between neighboring CUs based on fronthaul capacity. Furthermore, for a dense deployment of DUs, integrating platforms like distributed SDN will be crucial, because the network will be hard to manage.

Compression for data and CSI on the fronthaul, under the different scenarios shown in Fig. 6 is indispensable. The studies in the literature are based on uniform-quantizers, however, uniform quantizers do not perform well when the signal levels are skewed toward one region. Indeed, optimizing the quantization levels can lower the quantization error and enhance signal quality \cite{80}. Thus, non-uniform quantizers should be able to provide smaller distortion for the signal compared to uniform quantizers. A famous algorithm to perform non-uniform signal compression is the Lloyd-Max quantizer \cite{81}, which minimizes the mean-square quantization error under a fixed number of quantization levels. Another design is to use a compressor (compressor-expander) that is composed of a uniform quantizer preceded by a non-linear transformation function. Rate-distortion theory \cite{84} is also useful to analyze this topic.

Problem formulations that employ wireless fronthaul are different from those that use a fixed-capacity fronthaul. In the former problems, the capacity of the fronthaul will change with the problem parameters, e.g., the locations of the DUs \cite{66}. Hence, studying the performance under wireless fronthaul could produce some novel analysis and conclusions for cell-free communications. We note that in practice, wireless fronthaul could be used only for part of the network where wired fronthaul is hard to deploy.

Millimeter wave with cell-free communication is gaining the interest of researchers. As discussed previously, this area is very promising because the two areas, i.e., millimeter wave and cell-free communications can complement each other. However, currently, millimeter wave communication is mostly being used on the access channel, e.g., \cite{28, 30}, so, its effect on the system performance when used on the fronthaul still needs to be studied.

Another interesting topic is integrated access and backhaul (IAB) \cite{97}, which can provide an additional spectrum resource for the access channel or fronthaul in scenarios where dedicated spectrum is not possible. It can serve as a cost-effective alternative for wired fronthaul. System level simulations are needed to study the benefits of IAB in cell-free communications. Designing a high-performance IAB for conventional networks is still an open research challenge \cite{98} and it rarely has been studied for cell-free communications. One idea would be to optimize the classification of network nodes as IAB-donors (with the wired connections) or IAB nodes to enhance the performance and minimize deployment costs. Another topic would be to perform end-to-end performance evaluations in a cell-free network architecture using simulators such as ns-3 \cite{283}. 
B. Channel State Information

As discussed previously, the main disadvantage of the FDD mode compared to the TDD mode is that the channel is not reciprocal in the UL and DL, and unless advanced signal processing techniques are applied, we need to use both UL and DL pilot training phases. The FDD mode in cell-free communication requires further enhancements to decrease the number of pilots needed for both UL and DL CSI estimation, such enhancements may focus on exploiting the reciprocity of angle of arrival. In this context, the studies in [110] can serve as a starting point. In-depth studies on the applicability of favorable propagation and channel hardening under different network scenarios are advised. The study can use a PPP, as done in [121], or any other suitable point process models.

For downlink CSI estimation schemes, the user usually estimates the effective SISO precoded channel from all the serving DUs. However, some applications, such as SIC and mobility related measurements, could require from the user to estimate the individual precoded channels from each serving DU. In this case, the pilot sequence used in the downlink will be dependent on the number of DUs, and this is a problem when the number of DUs is very large. A novel research idea could be to solve or mitigate the impact of this problem by proposing alternate options. Machine learning approaches, such as FFDNet and DnCNN, could be a good direction [96] [116].

Semi-blind CSI estimation techniques are very promising, especially for massive MIMO systems. However, it seems that there are no studies that target cell-free communications, making this an open research topic. The investigation in [284] reports that the space-alternating generalized expectation-maximization (SAGE) based semi-blind estimator provides a considerable improvement over existing pilot-aided schemes, where gains of 6 dB for SNR ≥ 10 dB for massive MIMO systems are reported. Similarly, the study in [285] reports a 10 dB reduction in normalized MSE (NMSE) for semi-blind time-domain CSI estimation compared to frequency domain discrete Fourier Transform based interpolation for frequency-selective massive MIMO networks. This encourages the use of semi-blind channel estimation for cell-free communications.

Most studies that optimize PA policies assume that the pilots are optimized using a centralized entity, e.g., the CU in a single-CU network. However, centralized optimization for PA may not be feasible in an actual deployment. Thus, distributed optimization for PA is needed, which is a good research topic that needs more investigation.

The performance of a user-centric cell-free MIMO scheme under high-mobility profiles for users is not well investigated, and it is a wide open research area. Some of the topics can include studying pilot designs, channel aging, users association, enhancements for handoff, and synchronization issues. Due to channel aging, robust pilot designs under channel aging are needed. In this regard, time-multiplexed pilots may not perform well when the delay of the received signals is taken into account in the study. However, even conventional pilot book designs that are based on the discrete Fourier Transform, Walsh-Hadamard matrix, or Zadoff-Chu sequences [286] cannot perform well because the orthogonality of the pilots will be destroyed due to channel aging. Thus, intelligent designs will be useful for such scenarios. As shown in [150], optimally selecting the frame duration can alleviate channel aging, so this can be a starting point to launch further studies.
Moreover, high-mobility will lead to complications in frequent redefinition of serving clusters for users, which will affect network performance. Hence, predictive and stable handoffs that do not degrade the performance are needed [153, 160, 161]. Additionally, metrics like handoff rate [157], sojourn time [158], and handoff probability [158] must be redefined for the user-centric cell-free networks, which will help in studying the effect of handoffs on network performance. For example, inside a multiple-CU network, two types of handoff can be defined. The first type can be denoted as intra-CU handoff, where the DUs involved belong to the same CU. While the second type is an inter-CU handoff, where the DUs involved belong to different CUs. Definitely, the inter-CU handoff will have more impact on the performance, because it requires more signaling.

C. Resource Allocation

As shown in (9), the LSFD approach to perform joint multiuser data detection relies on gathering the data signals multiplied by the conjugate of the users’ channels at the CU. However, in a multiple-CU network, this may not possible because the serving DUs may be under the control of different CUs. This means that a modification for the LSFD needs to be introduced, else it will not be directly applicable.

Sharing the CSI between the serving DUs and CUs is beneficial for some beamforming techniques, e.g., ZF. However, this sharing imposes large load on the fronthaul and centralized beamforming. On the other hand, some beamforming techniques like local MMSE combining [1], the weighted MMSE [20, 201], and PPZF [9] can be a better candidate because they limit the CSI sharing. Thus, future studies should focus on the ability of limiting CSI sharing for a scalable beamforming scheme.

The high density of the deployed DUs in cell-free massive MIMO networks raises the possibility of collisions. Based on this insight, a probabilistic LoS channel model [204, 205] can be optionally used in the studies. This can increase the reliability of the conclusions being derived in the studies, however, it may increase the complexity of the study. All in all, using probabilistic LoS channel models can be considered an option.

A useful topic is to study the effect of distributing (or co-locating) the antennas on more (or less) DUs. This topic can be studied under different scenarios like limited fronthaul capacity or wireless fronthaul for example. In [68], this topic is studied under wireless fronthaul, where the locations of the DUs is optimized, however, the adopted network scheme is a cell-centric scheme.

One important direction for future research for cell-free communications is to focus on implementing distributed resource allocation schemes. The distributed implementation is very attractive as it allows an easy deployment and lower computational complexity on DUs and CUs. It also allows for lower load on the fronthaul, because the information needed to perform resource allocation, e.g., the CSI, does not need to be transmitted to a single node in the network.

In the literature, mathematical tools like game theory and stable matching theory do not seem to be used in a cell-free communications framework. Thus, there is a novelty in using such tools and they can definitely help in deriving important conclusions about the operation and performance of cell-free networks. Another less visited topic is in-band full-duplex communications for cell-free networks. It is important to investigate under which scenario and system parameters, a full-duplex scheme can be beneficial for cell-free communications.

D. Delay, Serving Cluster, Other Areas

Studies focusing on delay related metrics for cell-free communications are rare. The QoS is a main metric that should be taken into account when performing resource allocation. However, it is rarely studied in the literature. One novel topic is to study the effect of using multiple CUs on the delay, for example, the density of the CUs can be optimized. Another possible topic is to target the synchronization of transmissions for high mobility users.

Cell-free communication can be a key to boost the reliability constraint for uRLLC application. A critical topic to study is the tradeoffs between the data rate and the delay. In this regard, MEC can be a good platform to manage delay-sensitive applications. Thus, the use of multiple CUs in a network to implement MEC needs to be investigated. Punctured scheduling is another novel topic that is not studied for user-centric cell-free networks.

The integration of management platforms such as the distributed SDN and self-organizing networks (SON) platform to manage cell-free networks is critical. One of the important related topics is managing the construction of the serving clusters to allow a seamless service for the users. This is very important for network operators, especially with dense deployments of DUs. Moreover, the solutions proposed in the future should take into account scalability, so when the number of users grows the proposed solutions should be able to keep computational complexity manageable.

Usage of IRS in cell-free networks is still a novel topic. The current expected benefit for cell-free networks is an enhanced EE [218, 219, 221, 222]. One of the future directions that can be tackled is to consider IRS-aided cell-free networks with frequency-selective channels.

So far, most optimization frameworks suffers from a main challenge, which is the computational complexity that could prevent the CUs and the DUs from taking real-time decisions. Machine learning come to the rescue in this matter because technically we can train our network offline to perform optimal decisions then deploy our trained neural network and perform real-time optimized decisions. As this survey paper is not specialized in machine learning, we refer the readers to dedicated survey papers on machine learning for wireless communications [222].

X. Conclusion

We have presented a detailed survey of the main challenges, solutions and opportunities for user-centric cell-free massive MIMO networks. This architecture is very promising as it can revolutionize future mobile networks by alleviating the problem of cell-edge users and non-uniform coverage of the
current cellular networks. Further, it can boost the network performance by providing enhanced connectivity, signal power, interference management, and macro diversity. This review paper provides a comprehensive starting point for readers interested in the topic, where we provide a wide range of subjects being discussed in the literature.

Based on the literature, the TDD system is more appropriate than FDD for the user-centric cell-free MIMO network because it allows for exploitation of channel reciprocity with hardware calibration. Currently, FDD systems may not be desirable, because the downlink pilots will depend on the number of DUs [22][49]. It also may not be possible for communication scenarios with short coherence times. It is worth emphasizing that even TDD systems suffer when coherence times are short, because pilot training, uplink and downlink data transmission need to be executed in one coherence time. Generally, deploying an FDD system may require advanced signal processing techniques and exploiting of methods such as angle of arrival reciprocity. Furthermore, exchanging CSI between a wide range of DUs will not be convenient [89], thus schemes that use local CSI are very attractive.

There are some promising techniques to intelligently use the fronthaul capacity. New fronthaul solutions that can integrate both the DUs and their wired connections are good candidates to deploy the fronthaul. However, such solutions require low deployment and maintenance costs. A candidate technology can be the radio stripes system [59][57]. Wireless fronthaul solutions can be used to backup the wired fronthaul and can be used in places where a wired fronthaul is not possible.

User-centric cell-free MIMO and millimeter wave systems can be a very interesting combination [28][30][96][246][238] to provide a wireless Gbit/s experience. Cell-free communication can enhance the connectivity of the millimeter wave communication, and the small range and large bandwidth of millimeter wave can help in deploying a very dense cell-free network. In this regard, the two technologies complement each other.

SDN seems a promising platform to deploy a user-centric cell-free MIMO network. The benefit of such platform lies in allowing the deployment of multiple-CU cell-free networks with dynamic association between the CUs and the DUs. Also, management platforms such as SON can allow the deployment of optimization algorithms for resource allocation. However, complete network models and solutions still need to be built to study the capabilities of such platforms.

Developing distributed solutions for resource allocation is a crucial research direction. Densifying the network will push the DUs to not share the CSI or limit this sharing to wired connections. Moreover, optimization schemes that can solely depend on long-term channel statistics without a large loss in performance are very important. The performance can be dependent on the degree that the channel hardening and favorable propagation apply.

The performance of high-mobility users is still an open research area that is rarely visited in the literature. Studying the effect of high-mobility still needs to be investigated, and the effect of topics such as channel aging, pilot design and channel estimation for high speed users, frequent formation of serving clusters and synchronization issues. Studies targeting latency under user-centric cell-free massive MIMO networks are rarely investigated. Hence, future works studying this important metric are needed, especially for uRLLC applications.

In summary, we have developed a comprehensive view of the motivation, state-of-the-art and future of user-centric, cell-free, MIMO networks.
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