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Abstract

Modeling the chemical, electric and thermal transport as well as phase transitions and the accompanying mesoscale microstructure evolution within a material in an electronic device setting involves the solution of partial differential equations often with integral boundary conditions. Employing the familiar Poisson equation describing the electric potential evolution in a material exhibiting insulator to metal transitions, we exploit a special property of such an integral boundary condition, and we properly formulate the variational problem and establish its well-posedness. We then compare our method with the commonly-used Lagrange multiplier method that can also handle such boundary conditions. Numerical experiments demonstrate that our new method achieves optimal convergence rate in contrast to the conventional Lagrange multiplier method. Furthermore, the linear system derived from our method is symmetric positive definite, and can be efficiently solved by Conjugate Gradient method with algebraic multigrid preconditioning.
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1. Introduction

In this paper, we introduce a type of special integral boundary condition for the Poisson equation which one may encounter in many electric circuit systems. Our focus is on the numerical implementation of such a boundary condition. The model partial differential equation (PDE) reads as

\[\begin{align*}
\nabla \cdot (\sigma \nabla \Phi) &= f & \text{in } \Omega = (0, L)^2, \\
\Phi &= U - R \int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} \, ds & \text{on } \Gamma_1 = \{(x, y) \in \partial \Omega : x = 0\}, \\
\sigma \frac{\partial \Phi}{\partial n} &= 0 & \text{on } \Gamma_2 = \{(x, y) \in \partial \Omega : y = 0 \text{ or } L\}, \\
\Phi &= \Phi_D & \text{on } \Gamma_3 = \{(x, y) \in \partial \Omega : x = L\},
\end{align*}\]

(1.1)

where the unknown \( \Phi \) is the electric potential, \( \sigma \) is the conductivity, \( f \) is a spatial charge distribution, \( U \) is the voltage, \( R \) is the resistance, and \( \Phi_D \) is the electric potential on \( \Gamma_3 \).

![Figure 1: A simple model](image)

The model PDE (1.1) is illustrated by a typical circuit shown in Figure 1, in which a material of interest is electrically excited by a direct voltage source \( U \) through a series resistor \( R \). For simplicity, we consider a two-dimensional system with length and width both \( L \) and uniform materials properties along the third dimension (out of plane). This PDE...
is frequently encountered in many simulations of mesoscale electrical systems such as rechargeable batteries [1] and resistive random access memories [2].

We now derive the special integral boundary condition that arises on the boundary \( \Gamma_1 \). The value of \( \Phi \) on \( \Gamma_1 \) is determined by Kirchhoff’s law and Ohm’s law,

\[
\Phi = U - IR,
\]

where \( I \) is the current passing through the boundary, \( R \) is the resistance of the resistor. \( \Phi \) is the difference between the total voltage \( U \) and the voltage drop across the resistor, \( IR \). We denote the area and the outward unit normal vector of the boundary \( \Gamma_1 \) by \( S = \Gamma_1 \times [0,1] \) and \( n \), respectively. The current \( I \) is related to the current density \( J = -\sigma \nabla \Phi \) (Ohm’s law) through the following surface integral:

\[
I = -\int_S J \cdot n dA = \int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} ds. \tag{1.3}
\]

The negative sign in the first equality arises since the current flows into the material across \( \Gamma_1 \). Finally, we obtain the following integral boundary condition at \( \Gamma_1 \):

\[
\Phi|_{\Gamma_1} = U - R \int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} ds. \tag{1.5}
\]

The potential on \( \Gamma_1 \) is determined by an integral of its gradient over that boundary.

This type of integral boundary condition as illustrated in the problem (1.1) is common in theoretical models of many physical processes that are controlled by external constraints. For example, in the electrically induced insulator-metal transitions [3, 4, 5, 6, 7, 8, 9, 10], the phase-changing material is often connected in series to a resistor. The purpose of such a resistor is to protect the material from large current damage or to control the emergence of desired phenomena such as the voltage oscillation in vanadium dioxide [3, 4, 5, 11] and the chaotic dynamics in niobium dioxide Mott memristors [8, 9]. In simulations of these electrical devices, if not using the integral boundary condition, one must consider the system combining the material of interest and the series resistor as a whole. This results in a much more complex problem to solve, compared to the strategy to focus only on the material of interest and take account of the series resistor by the integral boundary condition. However, the integral boundary condition is a non-standard boundary condition that is not easy to deal with. Therefore, a fast and accurate method to address the integral boundary condition will greatly facilitate the simulations of various electrical devices, and is thus expected to attract broad interest of the electrical-device-modeling community.

To our knowledge, this type of integral boundary condition has not been analyzed theoretically or properly handled numerically in literature. To solve the problem by the finite element method, we need to incorporate the integral boundary condition into a weak form. A commonly-used method is to treat the integral boundary condition as a special constraint on the boundary and enforce the constraint using the conventional Lagrange multiplier method. Such a method often leads to a saddle point system that requires extra effort to solve with iterative solvers. An example of treating a Dirichlet boundary condition using the Lagrange multiplier method can be found in [12, 13]. In this work, we find a new way to incorporate this special integral boundary condition directly into the weak form, leading to a symmetric positive definite linear system, which can be efficiently solved by Preconditioned Conjugate Gradient method (PCG) with an algebraic multigrid (AMG) preconditioner. We also demonstrate our proposed method is numerically superior to the existing Lagrange multiplier method in terms of accuracy.

The paper is organized as follows. In Section 2, we formulate the variational problem using the Lagrange multiplier method, then we introduce how to incorporate the special boundary condition into the variational form naturally by using a special function space. Theoretical analysis is carried out in Section 3, where we prove the well-posedness and the error estimates for the variational problem from our new method. Numerical tests are presented in Section 4. The results show that our proposed method achieves better accuracy than the Lagrange multiplier method does, and the resulting linear system can be efficiently solved by PCG. Finally, we come to a conclusion in Section 5.

2. Methods

In this section, we briefly review the conventional Lagrange multiplier method and propose our own method to solve problem (1.1). In order to derive the variational form, we define the following function spaces:

\[
V_D = \{ \Phi \in H^1(\Omega) \mid \Phi|_{\Gamma_3} = \Phi_D \}, \tag{2.1}
\]

\[
V = \{ \Phi \in H^1(\Omega) \mid \Phi|_{\Gamma_3} = 0 \}, \tag{2.2}
\]

\[
W = L^2(\Gamma_1), \tag{2.3}
\]
where \( L^2(\Gamma_1) = \left\{ \Phi : \Gamma_1 \to \mathbb{R} \mid \int_{\Gamma_1} \Phi^2 dx < \infty \right\} \), and \( H^1(\Omega) = \{ \Phi \in L^2(\Omega) \mid \int_{\Omega} |\nabla \Phi|^2 dx < \infty \} \).

For the space discretization, we use a uniform triangular mesh \( T^h \) of the domain \( \Omega \), where \( h \) denotes the mesh size of \( T^h \). We let \( V_{D,h}, V_h, W_h \) be the standard finite element spaces of \( V_D, V, W \) defined as follows.

\[
V_{D,h} = \{ \Phi_h \in C(\bar{\Omega}) \cap V_D \mid \Phi_h|_K \in P_n(K), \forall K \in T^h \},
\]
\[
V_h = \{ \Phi_h \in C(\bar{\Omega}) \cap V \mid \Phi_h|_K \in P_n(K), \forall K \in T^h \},
\]
\[
W_h = \{ \lambda_h \in C(\Gamma_1) \mid \lambda_h|_{K \cap \Gamma_1} \in P_n(K \cap \Gamma_1), \forall K \in T^h \},
\]
where \( P_n(K) \) is the space of polynomials of degree at most \( n \) on \( K \in T^h \), with \( n \geq 1 \). In our error estimates analysis and numerical tests, we use continuous piecewise linear functions for the finite element space, i.e., \( n = 1 \).

### 2.1. Lagrange multiplier method

The classical technique for (1.1) is to minimize the quadratic functional

\[
E(\Phi) = \int_{\Omega} \left( \frac{1}{2} \sigma |\nabla \Phi|^2 - f \Phi \right) dx
\]

over functions that satisfy the prescribed boundary conditions on \( \partial \Omega = \Gamma_1 \cup \Gamma_2 \cup \Gamma_3 \). By the Lagrange multiplier method [12, 14], the solution of equation (1.1) becomes the stationary point of the following functional

\[
\int_{\Omega} \left( \frac{1}{2} \sigma |\nabla \Phi|^2 - f \Phi \right) dx - \int_{\Gamma_1} \lambda \left( U - \Phi - R \int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} ds \right) ds,
\]

where \( \Phi \in V_D \), and \( \lambda \in W \) is the Lagrange multiplier. Based on the functional (2.8), we introduce the following bilinear form

\[
B(\Phi, \lambda; v, w) = \int_{\Omega} \sigma \nabla \Phi \cdot \nabla v dx + \int_{\Gamma_1} \lambda v ds + R \int_{\Gamma_1} \lambda \left( \int_{\Gamma_1} \sigma \frac{\partial v}{\partial n} ds \right) ds + \int_{\Gamma_1} \Phi w ds + R \int_{\Gamma_1} \left( \int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} ds \right) w ds,
\]

and a functional

\[
F(v, w) = \int_{\Omega} fv dx + U \int_{\Gamma_1} w ds,
\]

where \( v \in V \), and \( w \in W \).

The stationary point \( (\Phi, \lambda) \in V_D \times W \) of (2.8) is such that for all \( v \in V \), \( w \in W \),

\[
B(\Phi, \lambda; v, w) = F(v, w).
\]

The corresponding finite element formulation becomes the following:

Find \( \Phi_h \in V_{D,h}, \lambda_h \in W_h \) such that for all \( v_h \in V_h, w_h \in W_h \),

\[
B(\Phi_h, \lambda_h; v_h, w_h) = F(v_h, w_h).
\]

It is easy to see that the Lagrange multiplier method leads to a saddle point system.

### 2.2. New method

To derive the variational form for the original problem (1.1), we make an important observation that the electric potential \( \Phi \) is always a constant to be determined on the boundary \( \Gamma_1 \) due to the special integral boundary condition (1.5).

Therefore, we define the following function spaces:

\[
V^c = \{ \Phi \in H^1(\Omega) \mid \Phi|_{\Gamma_1} \in P_0(\Gamma_1), \Phi|_{\Gamma_3} = 0 \},
\]

where \( \Gamma_1 \) and \( \Gamma_3 \) denote the two parts of the boundary \( \partial \Omega \).
where \( P_0(\Gamma_1) \) is the space of constant functions on \( \Gamma_1 \). This is not a standard Dirichlet boundary condition because the value of the constant on \( \Gamma_1 \) is not known. We use the superscript \( c \) to emphasize this special property. We let \( V_h^c \) be the standard finite element subspace of \( V^c \) defined as follows.

\[
V_h^c = \{ \Phi_h \in C(\Omega) \cap V^c \mid \Phi_h \in P_h(K), \forall K \in T_h \}. \tag{2.14}
\]

The basis functions for this new function space \( V_h^c \) are quite easy to obtain and we discuss them in Appendix B. Without loss of generality, we may assume \( \Phi_D = 0 \) in the problem (1.1). Let \( \Phi \) be a solution of (1.1). For any \( v \in V^c \), we have

\[
-\int_{\Omega} \nabla \cdot (\sigma \nabla \Phi) v dx = \int_{\Omega} \sigma \nabla \Phi \cdot \nabla v dx - \int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} v ds = \int_{\Omega} f v dx. \tag{2.15}
\]

Rearranging the integral boundary condition (1.5), we have

\[
\int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} v ds = \frac{\Phi + U}{R} = \frac{1}{|\Gamma_1|} \int_{\Gamma_1} \frac{\Phi + U}{R} ds. \tag{2.16}
\]

Since the test function \( v \) is a constant on \( \Gamma_1 \), we have

\[
\int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} v ds = \frac{1}{|\Gamma_1|} \int_{\Gamma_1} \frac{\Phi + U}{R} v ds. \tag{2.17}
\]

Combining (2.15) with (2.17) gives

\[
\int_{\Omega} \sigma \nabla \Phi \cdot \nabla v dx + \frac{1}{|\Gamma_1|} \int_{\Gamma_1} \frac{\Phi - U}{R} v ds = \int_{\Omega} f v dx. \tag{2.18}
\]

Finally, the variational problem for (1.1) becomes: find \( \Phi \in V^c \) such that for all \( v \in V^c \),

\[
a(\Phi, v) = L(v), \tag{2.19}
\]

where \( a(\Phi, v) = \int_{\Omega} \sigma \nabla \Phi \cdot \nabla v dx + \frac{1}{|\Gamma_1|} \int_{\Gamma_1} \Phi v ds \) and \( L(v) = \int_{\Omega} f v dx + \frac{U}{|\Gamma_1|} \int_{\Gamma_1} v ds \). The corresponding finite element formulation becomes the following:

Find \( \Phi_h \in V_h^c \) such that for all \( v_h \in V_h^c \),

\[
a(\Phi_h, v_h) = L(v_h). \tag{2.20}
\]

### 3. Theoretical analysis

**Theorem 1.** (Well-posedness) Assuming that \( f \in L^2(\Omega) \), the variational problem (2.19) for the original problem (1.1) is well-posed if \( \sigma \) is a positive function in \( \Omega \).

**Proof.** Note that we have \( \sigma_m, \sigma_M > 0 \) such that

\[
\sigma_m \leq \sigma(x) \leq \sigma_M \quad \forall x \in \Omega. \tag{3.1}
\]

We have for \( \Phi \in V^c \),

\[
a(\Phi, \Phi) = \int_{\Omega} \sigma |\nabla \Phi|^2 dx + \frac{1}{|\Gamma_1|} \int_{\Gamma_1} \Phi^2 ds \\
\geq \sigma_m \int_{\Omega} |\nabla \Phi|^2 dx \geq \alpha \|\Phi\|_{1, \Omega}^2 \quad \text{for some } \alpha > 0 \text{ by Poincaré inequality.} \tag{3.2}
\]

So the bilinear form \( a(\cdot, \cdot) \) in (2.19) is strictly positive definite.

Furthermore, we have for \( \Phi \in V^c \),

\[
a(\Phi, v) \leq \sigma_M \|\nabla \Phi\|_{0, \Omega} \|\nabla v\|_{0, \Omega} + \frac{1}{|\Gamma_1|} \|\Phi\|_{0, \Gamma_1} \|v\|_{0, \Gamma_1} \\
\leq \gamma \|\Phi\|_{1, \Omega} \|v\|_{1, \Omega} \quad \text{for some } \gamma > 0 \text{ by Poincaré inequality and trace theorem.} \tag{3.3}
\]

So the bilinear form \( a(\cdot, \cdot) \) is continuous.

Similarly, the linear functional \( L(\cdot) \) in (2.19) is bounded thanks to the Poincaré inequality and trace theorem. Finally, the well-posedness follows from the Lax-Milgram theorem [15]. ☐
For the error estimates, we consider the linear finite element space as an example.

**Theorem 2.** \((H^1 \text{ error estimate})\) Let \(\Phi\) and \(\Phi_h\) be the solutions of the continuous equation (2.19) and the discrete equation (2.20) respectively. If \(\Phi \in H^2(\Omega)\), we have the following error estimate:

\[
|\Phi - \Phi_h|_{1, \Omega} \lesssim h||\Phi||_{2, \Omega}.
\]  

(3.4)

Furthermore when \(H^2\) regularity result holds, we have

\[
|\Phi - \Phi_h|_{1, \Omega} \lesssim h||f||_{0, \Omega}.
\]  

(3.5)

**Proof.**

\[
|\Phi - \Phi_h|_{1, \Omega} \leq ||\Phi - \Phi_h||_{1, \Omega} \lesssim ||\Phi - \Phi_I||_{1, \Omega} \quad \text{Céa's lemma}
\]

\[
\lesssim |\Phi - \Phi_I|_{1, \Omega} \quad \text{Poincaré inequality}
\]

\[
\lesssim h||\Phi||_{2, \Omega} \quad \text{\(H^2\) regularity result}
\]

\[
\lesssim h||f||_{0, \Omega}.
\]

(3.6)

where \(\Phi_I \in V^c_h\) is the nodal interpolation function of \(\Phi\).

\(\square\)

**Theorem 3.** \((L^2 \text{ error estimate})\) Let \(\Phi\) and \(\Phi_h\) be the solutions of the continuous equation (2.19) and the discrete equation (2.20) respectively. Suppose the \(H^2\) regularity result holds, we have the following error estimate in \(L^2\) norm

\[
||\Phi - \Phi_h||_{0, \Omega} \lesssim h^2||\Phi||_{2, \Omega}.
\]  

(3.7)

Furthermore,

\[
||\Phi - \Phi_h||_{0, \Omega} \lesssim h^2||f||_{0, \Omega}.
\]  

(3.8)

**Proof.** Considering the problem (2.19) with \(U = 0\) and assuming the \(H^2\) regularity result holds, we can find \(w \in H^2(\Omega)\) such that

\[
a(w, v) = (\Phi - \Phi_h, v)_{L^2(\Omega)}, \quad \text{for all } v \in V^c,
\]

and \(||w||_{2, \Omega} \lesssim ||\Phi - \Phi_h||_{0, \Omega}\). Letting \(w_f \in V^c_h\) be the nodal interpolation function of \(w\) and choosing \(v = \Phi - \Phi_h\), we have

\[
||\Phi - \Phi_h||_{0, \Omega}^2 = a(w, \Phi - \Phi_h)
\]

\[
= a(w - w_f, \Phi - \Phi_h) \quad \text{orthogonality}
\]

\[
\lesssim ||w - w_f||_{1, \Omega} ||\Phi - \Phi_h||_{1, \Omega} \quad \text{continuity}
\]

\[
\lesssim |w - w_f|_{1, \Omega} ||\Phi - \Phi_h||_{1, \Omega}
\]

\[
\lesssim h||w||_{2, \Omega} ||\Phi - \Phi_h||_{1, \Omega}
\]

\[
\lesssim h||\Phi - \Phi_h||_{0, \Omega} ||\Phi - \Phi_h||_{1, \Omega} \quad \text{regularity}
\]

(3.10)

It follows that

\[
||\Phi - \Phi_h||_{0, \Omega} \leq h||\Phi - \Phi_h||_{1, \Omega} \lesssim h^2||\Phi||_{2, \Omega} \lesssim h^2||f||_{0, \Omega}.
\]

(3.11)

\(\square\)

4. Numerical tests

In this section, we carry out numerical tests to compare the Lagrange multiplier method (2.12) with the proposed new method (2.20). We implement the two methods using FEniCS [16]. Some more details of the implementation can be found in Appendix A.

In our numerical tests, the computational domain in both cases is \(\Omega = [0, 1]^2\). The mesh size is denoted by \(h\). For both the new method and Lagrange multiplier method, \(P1\) finite elements are used. Let \(\Phi_e\) be the exact solution and \(\Phi_h\) be the numerical solution computed on \(\Omega\) with mesh size \(h\). In both tests, we look at the \(L^2\) norm of the error inside the domain, \(||\Phi_e - \Phi_h||_{0, \Omega}\), and the \(H^1\) semi-norm of the error, \(||\nabla(\Phi_e - \Phi_h)||_{0, \Omega}\), which is defined as \(||\nabla(\Phi_e - \Phi_h)||_{0, \Omega}\).

We first show that in both cases, our proposed method gives better accuracy. We further demonstrate that our proposed method can be solved using PCG with AMG preconditioning [17].

**Test 1.** We consider a manufactured PDE in the same form as (1.1), with \(f(x, y) = -4xy + 2x, \sigma = 1, U = 1, R = 1, \Phi_D = \frac{2}{3}y^3 - y^2 + \frac{1}{2}, \Omega = [0, 1]^2\). This manufactured PDE has a unique solution \(\Phi_e = \frac{2}{3}xy^3 - xy^2 + \frac{1}{6}\).

In this test, the resulting linear system is solved by the default direct solver using Sparse LU decomposition. For a sequence of tests, the initial mesh size \(h\) is set to 0.1 and then refined by a factor of 2. For each mesh refinement, we report \(||\Phi_e - \Phi_h||_{0, \Omega}\), and \(||\Phi_e - \Phi_h||_{1, \Omega}\).
The results obtained by the Lagrange multiplier method and our new method are shown in Tables 1 and 2, respectively. Numerical solutions obtained by the new method achieve optimal convergence rate of 2nd order under the $L^2$ norm inside the domain. When the Lagrange multiplier method is used, the $L^2$ error convergence rate is not optimal, although the numerical solutions still converge. For $|\Phi_e - \Phi_h|_{1,\Omega}$, both methods achieve optimal convergence rate. The new method is more accurate than the Lagrange multiplier method when comparing both $|\Phi_e - \Phi_h|_{0,\Omega}$ and $|\Phi_e - \Phi_h|_{1,\Omega}$ in this test.

| $h$ | $|\Phi_e - \Phi_h|_{0,\Omega}$ | order | $|\Phi_e - \Phi_h|_{1,\Omega}$ | order |
|-----|-------------------------------|-------|-------------------------------|-------|
| 0.1 | $5.10 \times 10^{-3}$          | *     | $2.96 \times 10^{-2}$        | *     |
| 0.05| $2.47 \times 10^{-3}$          | 1.04  | $1.49 \times 10^{-2}$        | 1.00  |
| 0.025| $1.22 \times 10^{-3}$         | 1.02  | $7.43 \times 10^{-3}$        | 1.00  |
| 0.0125| $6.05 \times 10^{-4}$         | 1.01  | $3.72 \times 10^{-3}$        | 1.00  |

Table 1: Test 1 Error computation: Lagrange multiplier method with the default direct solver

| $h$ | $|\Phi_e - \Phi_h|_{0,\Omega}$ | order | $|\Phi_e - \Phi_h|_{1,\Omega}$ | order |
|-----|-------------------------------|-------|-------------------------------|-------|
| 0.1 | $7.35 \times 10^{-4}$          | *     | $2.84 \times 10^{-2}$        | *     |
| 0.05| $1.85 \times 10^{-4}$          | 1.99  | $1.43 \times 10^{-2}$        | 1.00  |
| 0.025| $4.63 \times 10^{-5}$         | 2.00  | $7.13 \times 10^{-3}$        | 1.00  |
| 0.0125| $1.16 \times 10^{-5}$         | 2.00  | $3.57 \times 10^{-3}$        | 1.00  |

Table 2: Test 1 Error computation: new method with the default direct solver

Test 2. We consider another manufactured PDE, with $f(x, y) = (y + 1) \sin(x) \cos(\pi y) + \pi \sin(x) \sin(\pi y) + \pi^2(y + 1) \sin(x) \cos(\pi y)$, $\sigma = y + 1$, $U = 1 + \frac{\pi}{R}$, $R = 1$, $\Phi_D = \sin(1) \cos(\pi y) + 1$, $\Omega = [0, 1]^2$. This manufactured PDE has a unique solution $\Phi_e = \sin(x) \cos(\pi y) + 1$.

The testing results for the Lagrange multiplier method and the new method are shown in Tables 3 and 4, respectively. The numerical solutions obtained by the new method again achieve optimal convergence rate of 2nd order under the $L^2$ norm inside the domain. For solutions obtained by the Lagrange multiplier method, the $L^2$ error convergence rate is still not optimal. Furthermore, the numerical results obtained by the new method is much more accurate in this test.

| $h$ | $|\Phi_e - \Phi_h|_{0,\Omega}$ | order | $|\Phi_e - \Phi_h|_{1,\Omega}$ | order |
|-----|-------------------------------|-------|-------------------------------|-------|
| 0.1 | $3.53 \times 10^{-2}$          | *     | $1.63 \times 10^{-1}$        | *     |
| 0.05| $1.75 \times 10^{-2}$          | 1.01  | $8.16 \times 10^{-2}$        | 0.99  |
| 0.025| $8.70 \times 10^{-3}$         | 1.00  | $4.08 \times 10^{-2}$        | 1.00  |
| 0.0125| $4.34 \times 10^{-3}$         | 1.00  | $2.04 \times 10^{-2}$        | 1.00  |

Table 3: Test 2 Error computation: Lagrange multiplier method with the default direct solver

| $h$ | $|\Phi_e - \Phi_h|_{0,\Omega}$ | order | $|\Phi_e - \Phi_h|_{1,\Omega}$ | order |
|-----|-------------------------------|-------|-------------------------------|-------|
| 0.1 | $4.24 \times 10^{-3}$          | *     | $1.52 \times 10^{-1}$        | *     |
| 0.05| $1.07 \times 10^{-3}$          | 1.99  | $7.60 \times 10^{-2}$        | 1.00  |
| 0.025| $2.67 \times 10^{-4}$         | 2.00  | $3.80 \times 10^{-2}$        | 1.00  |
| 0.0125| $6.68 \times 10^{-5}$         | 2.00  | $1.90 \times 10^{-2}$        | 1.00  |

Table 4: Test 2 Error computation: new method with the default direct solver

Test 3. We further investigate the effectiveness of PCG with AMG preconditioning for solving the manufactured PDEs using our new method in both Test 1 and Test 2. We compare CG without preconditioning to PCG, and record in Tables 5 and 6 the number of iterations needed for convergence in Tests 1 and 2, respectively. The stopping criterion is when the true residual norm is smaller than $10^{-7}$.

The iterative solver CG with an AMG preconditioner can be directly applied to the linear system resulted from our new method. The number of iterations is significantly reduced compared with using CG without a preconditioner.
Furthermore, the number of iterations does not increase much when the mesh is refined. This indicates the effectiveness of AMG preconditioning. The ability of being solved by an iterative solver with AMG preconditioning is also an advantage of our new method, which can be crucially benefiting in addressing large scale systems.

| h    | PCG | CG |
|------|-----|----|
| 0.1  | 5   | 49 |
| 0.05 | 6   | 96 |
| 0.025| 7   | 190|
| 0.0125| 7  | 366|

Table 5: New method: number of iterations needed using PCG and CG in Test 1

| h    | PCG | CG |
|------|-----|----|
| 0.1  | 5   | 53 |
| 0.05 | 6   | 111|
| 0.025| 7   | 225|
| 0.0125| 7  | 456|

Table 6: New method: number of iterations needed using PCG and CG in Test 2

5. Conclusion

We derive a special integral boundary condition for the Poisson equation for a typical electric circuit model. By exploiting a special property of such an integral boundary condition and defining a new function space, we properly formulate the variational problem and establish its well-posedness. Our method results in a symmetric positive definite linear system, and we demonstrate that the linear system can be solved efficiently using PCG with an AMG preconditioner. Furthermore, numerical solutions from our proposed method are more accurate than that from the Lagrange multiplier method. Theoretical analysis and numerical experiments show that our proposed method achieves optimal convergence rate under both $L^2$ norm and $H^1$ semi-norm.
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Appendices

Appendix A. Implementation of the Lagrange multiplier method in FEniCS

The resulting variational form (2.11) can not be directly implemented using FEniCS due to the two double integrals in (2.9). Hence we introduce an auxiliary variable $r = \int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} ds$ and reformulate the problem. It then becomes seeking for the stationary point of the following functional

$$
\int_{\Omega} \left( \frac{1}{2} \sigma |\nabla \Phi|^2 - f \Phi \right) dx - \int_{\Gamma_1} \lambda (U - \Phi - Rr) ds,
$$

under the constraint that

$$
r = \int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} ds.
$$

Let $V_3$ be the space of real numbers, and let $v_3 \in V_3$ be the test function of $r$. The variational form consists of two parts. From (A.1), we have

$$
\int_{\Omega} (\sigma \nabla \Phi \cdot \nabla v - f v) dx + \int_{\Gamma_1} \lambda v ds - \int_{\Gamma_1} w(U - \Phi - Rr) ds = 0
$$

(A.3)
From (A.2), we can derive the following weak form,

\[
\int_{\Gamma_1} (r - \int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} ds) v_3 ds = 0 \quad (A.4)
\]

\[
\iff \int_{\Gamma_1} r v_3 ds - \int_{\Gamma_1} \sigma \frac{\partial \Phi}{\partial n} ds \int_{\Gamma_1} v_3 ds = 0 \quad (A.5)
\]

\[
\iff \int_{\Gamma_1} (r - |\Gamma_1| \sigma \frac{\partial \Phi}{\partial n}) v_3 ds = 0, \quad (A.6)
\]

where $|\Gamma_1|$ is the length of the boundary $\Gamma_1$.

Combining (A.3) and (A.6), we obtain the variational form in the actual implementation,

\[
\int_{\Omega} \sigma \nabla \Phi \cdot \nabla v dx + \int_{\Gamma_1} \lambda v ds + \int_{\Gamma_1} (\Phi + R r) w ds + \int_{\Gamma_1} (r - |\Gamma_1| \sigma \frac{\partial \Phi}{\partial n}) v_3 ds = \int_{\Omega} f v dx + \int_{\Gamma_1} U w ds \quad (A.7)
\]

**Appendix B. Basis functions for $V_{h}^c$**

We consider the continuous linear finite element space as an example for illustration.

Let $I := \{1, 2, 3, ..., N\}$ be the index set for the nodes on $T_h$ and \{\(\varphi_1, \varphi_2, ..., \varphi_N\}\} be the corresponding basis functions of $V_{0,h}$. Let $K := \{k_1, k_2, ..., k_l\} \subset I$ denote the set of indices of the nodes on the boundary $\Gamma_1$.

Note that for any $u \in V_{h}^c \subset V_h$, we have

\[
u = \sum_{i=1}^{N} \alpha_i \varphi_i = \alpha \sum_{k \in K} \varphi_k + \sum_{i \in I - K} \alpha_i \varphi_i. \quad (B.1)
\]

Moreover, if $u = 0$, it is easy to see that $\alpha = 0$, $\alpha_i = 0$ for all $i \in I - K$. Hence, the basis functions for $V_{h}^c$ are given by

\[
\{\sum_{k \in K} \varphi_k\} \cup \{\varphi_i\}_{i \in I - K}. \quad (B.2)
\]

**Appendix C. Data Availability**

The raw data and processed data required to reproduce these findings are available to download from the link.
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