Manipulation and certification of high-dimensional entanglement through a scattering medium

Baptiste Courme,1 Patrick Cameron,2 Daniele Faccio,2 Sylvain Gigan,1 and Hugo Defienne2,3,*

1Laboratoire Kastler Brossel, ENS-Université PSL, CNRS, Sorbonne Université, Collège de France, 24 rue Lhomond, 75005 Paris, France
2School of Physics and Astronomy, University of Glasgow, Glasgow G12 8QQ, UK
3Sorbonne Université, CNRS, Institut des NanoSciences de Paris, INSP, F-75005 Paris, France

(Dated: January 11, 2023)

High-dimensional entangled quantum states improve the performance of quantum technologies compared to qubit-based approaches. In particular, they enable quantum communications with higher information capacities or enhanced imaging protocols. However, the presence of optical disorder such as atmospheric turbulence or biological tissue perturb quantum state propagation and hinder their practical use. Here, we demonstrate a wavefront shaping approach to transmit high-dimensional spatially-entangled photon pairs through scattering media. Using a transmission matrix approach, we perform wavefront correction in the classical domain using an intense classical beam as a beacon to compensate for the disturbances suffered by a co-propagating beam of entangled photons. Through violation of an Einstein-Podolski-Rosen criterion by 988 sigma, we show the presence of entanglement after the medium. Furthermore, we certify an entanglement dimensionality of 17. This work paves the way towards manipulation and transport of entanglement through scattering media, with potential applications in quantum microscopy and quantum key distribution.

I. INTRODUCTION

Quantum entanglement plays a central role in quantum technologies. In this respect, high-dimensional entangled states of light offer higher information capacities and better resistance to noise over qubit-based quantum communication systems. In particular, their high tolerance to losses make them good candidates for the realization of device-independent quantum communication [3]. Furthermore, they also serve as an essential resource in many quantum imaging protocols, including sub-shot-noise imaging [3], resolution and sensitivity-enhanced approaches [5–8], quantum illumination [9–10] and quantum holography [11–12].

An important issue to be overcome in these applications is the preservation of entanglement after transmission through optical disorder. Light scattering in biological tissue, atmospheric turbulence, random mode mixing in multimode fibers, are examples of adverse effects that can significantly impair the performance of imaging and communication systems. In classical optics, wavefront shaping techniques [13–14] were developed to mitigate these effects. Such an ability to control light propagation through scattering samples has led to many technological advances, such as the transmission of spatial information through multimode fibers [15–16] or deep tissue imaging [17–18].

Wavefront shaping has also been used to manipulate non-classical light through scattering media, such as single [19–21] and indistinguishable photons [22–23]. These techniques have recently been applied to high-dimensional spatially-entangled photon pairs. Proof-of-principle experiments include their transmission through thin static [24–25] and dynamic diffusers [26], and multimode fibers [27]. However, these demonstrations have several limits. In references [24–26], the authors demonstrated only the recovery of spatial correlations after the medium by performing measurements in a single spatial basis, but not entanglement itself. In reference [27], entanglement was certified at the output up to six dimensions. However, the proposed method works exclusively if the output state is characterized through series of single-outcome spatial-mode measurements. In such case, the number of measurements scales as $2d^2$, where $d$ is the local dimension of the system, which leads to very long acquisition times that are often prohibitive for real-world applications. More importantly, single-outcome measurement schemes use the assumption that the total number of coincidences in all modes does not fluctuate from one single-outcome measurement to the next, which is wrong in general [28]. Such an assumption would not be acceptable in an adversarial scenario such as quantum key distribution as it will compromise the security of the protocol.

Here, we demonstrate the transport of high-dimensional entanglement through a scattering medium using a transmission-matrix-based wavefront shaping approach and a multi-outcome spatial measurement method. The transmission matrix of the scattering medium is first measured using classical light [14]. Then, a spatial light modulator (SLM) is programmed with a correction phase mask to mitigate scattering of entangled photons. Photon correlation measurements in position and momentum are performed at the output using a commercially available single-photon avalanche diode (SPAD) camera [29]. The presence of entanglement after the medium is demonstrated through violation of an Einstein-Podolski-Rosen (EPR) criterion [30–31].
Spatially-entangled photon pairs are produced via spontaneous parametric down conversion (SPDC) by illuminating a β-Barium Borate (BBO) crystal (0.5mm thickness) with a vertically polarized collimated laser diode (405nm). Simultaneously, horizontally polarized and collimated light emitted by a super luminescent diode (SLED) is aligned along the pump beam using a dichroic mirror (DM). Long-pass and band-pass filters at 810nm remove pump photons and filters the classical light. A two-lenses system f1 – f2 images the crystal surface onto a spatial light modulator (SLM), that is itself imaged by f3 – f4 onto a scattering medium (layer of parafilm on a microscope slide). In the momentum-basis configuration, a single-lens Fourier imaging system (f5 or f7) is used to image output light either onto a single-photon avalanche diode (SPAD) camera (with the movable mirror) or onto a Charge Coupled Device (CCD) camera (without the movable mirror). In the position-basis configuration, a movable lens f5 is inserted to image the scattering layer onto the cameras.

Using the transmission matrix formalism, propagation of spatially-entangled photon pairs in our optical system is written as

$$\Psi^\text{out} = TD\Psi^\text{in}D^\dagger T^\dagger,$$

(1)

where $\Psi^\text{in}$ and $\Psi^\text{out}$ are the spatial two-photon wavefunctions written in the discrete input and output basis, respectively, and $D$ is a diagonal matrix associated with the SLM. $D$ contains 1024 complex phase terms $e^{i\theta_k}$ for $k \in [1,1024]$, where $\theta_k$ is the phase term associated with the $k$th SLM macro-pixel. At this point, it is important to clarify the different mode bases under consideration. At the input, the basis is a position basis where each mode correspond to a SLM macro-pixel. In our experiment, since SLM macro-pixels are much wider (120µm) than the position correlation width of entangled photons in the SLM plane (24µm), the input two-photon wavefunction can be approximate as $\Psi^\text{in} \approx \mathbb{I}$ (see Appendix G). At the output, the basis can be a position or a momentum basis according to the chosen configuration (Fig. 1.a), where each mode corresponds to a camera pixel. When measuring the transmission matrix, the camera is positioned in a Fourier plane of the system,
which means that the output basis is a momentum basis. To switch to a position basis, we insert the lens $f_5$ in the system and substitute $T \rightarrow FT$ in equation (1), where $F$ is a matrix associated with a discrete Fourier transform (see Appendix G).

To recover entanglement after the medium, one can program the SLM to restore spatial correlations between photon pairs simultaneously in the position and momentum bases, as would be the case without a scattering medium [29]. In other words, we are looking for a set of phases $\{\theta_k\}_{k \in \{1, 1024\}}$ so that $D$ maximizes the following conditions:

$$|TD^2T^4|^2 = \mathbb{I},$$  \hspace{2cm} (2)

$$|FTD^2T^4|^2 = \mathbb{I}.$$  \hspace{2cm} (3)

In general, these conditions are difficult to satisfy by shaping the light with a single SLM. In our experiment, however, they can be simplified. First, since the scattering medium is a thin paraxial layer, the term $FT$ is quasi-diagonal, thus satisfying condition (2). Second, we showed in our simulations that the set of phases $\theta_k = \arg(T^4_{pk})$, where $p$ is an index associated with the central pixel of the CCD camera, is a solution that partially satisfies condition (2) (see Appendix H). Figure 1.e shows the corresponding SLM phase pattern. Note that this solution is the same as the one used to refocus classical light through the medium on the central camera pixel [14], through phase-conjugation.

III. VIOLATION OF AN EPR CRITERION

We demonstrate the presence of spatial entanglement at the output by violating a separability criterion derived by Giovannetti et al. [31]. It states that separable systems satisfy the joint uncertainty product:

$$\Delta r \Delta k > \frac{1}{2},$$  \hspace{2cm} (4)

where the uncertainties $\Delta r = \Delta(r_1 - r_2)$ and $\Delta k = \Delta(k_1 + k_2)$ correspond to measures of the correlation widths associated with the joint probability distributions (JPDs) of photon pairs measured in position and momentum, respectively, for pairs of photons labeled 1 and 2. This criterion is commonly used to demonstrate the presence of entanglement in bipartite quantum systems [35–38]. To estimate $\Delta r$ and $\Delta k$, we measure the spatial JPD of photon pairs using the SPAD camera in the two configurations described in Figure 1 [29, 30]. In the momentum basis configuration, the width of the central peak in the JPD sum-coordinate projection corresponds to $\Delta k$. Accounting for the effective magnification of our optical system, we measured $\Delta k = 1.495(1) \times 10^4$ m$^{-1}$ without the scattering medium (Fig. 2a) and $\Delta k = 1.72(1) \times 10^4$ m$^{-1}$ with the scattering medium and SLM correction (Fig. 2c). Width values are estimated using a Gaussian model [30] (see Appendix D). In the presence of the medium but without SLM correction, spatial correlations become spread and distorted (Fig. 2c), making it difficult to properly estimate $\Delta k$. As discussed in reference [31], an approximate value can nevertheless be obtained by measuring the width of the envelope $\Delta k = 9.8(1) \times 10^4$ m$^{-1}$.

We repeated the above analysis in the position basis configuration to extract $\Delta r$. Projections of the JPD along the minus-coordinate are measured without the medium (Fig. 3b), with the medium and no SLM correction (Fig. 3d), and with the medium and SLM correction (Fig. 3f). In all cases, a coincidence peak is observed at the centre of the projection that demonstrates strong position correlations between photon pairs. Accounting for the optical magnification, we measured $\Delta r = 6.77(1) \times 10^{-6}$ m (no medium), $\Delta r = 8.32(2) \times 10^{-6}$ m (medium and no SLM correction) and $\Delta r = 8.82(2) \times 10^{-6}$ m (medium and SLM correction) by fitting with a Gaussian (see Appendix D). The measured values of transverse position and momentum correlation widths violate the separability criterion $\Delta r \Delta k = 0.1013(1) < 1/2$ without medium and $\Delta r \Delta k = 0.1519(2) < 1/2$ with medium and SLM correction, thus demonstrating the presence of spatial entanglement. Confidence levels are $C = 2589$ and $C = 988$, respectively (see Appendix E). In the presence of the medium and without SLM correction, a similar calculation shows that $\Delta r \Delta k = 0.82(1) > 1/2$, with confidence level of $C = 41$, concluding that the separability criterion is not violated. However, this last calculation must be interpreted with caution because measuring the width of the envelop in Figure 2d to evaluate $\Delta k$ is only approximate, as the latter does not necessarily follow a Gaussian shape. The impossibility to detect the presence of entanglement in this case will be confirmed properly using the certification method in the following part.

IV. CERTIFICATION OF HIGH-DIMENSIONAL ENTANGLEMENT

Measurements in two mutually unbiased bases (MUBs) enable the use of a recently developed entanglement witness for certifying high-dimensional entanglement [32]. The discrete position and momentum bases can be used as two MUBs and are accessible in our experimental setup [31]. As shown in Figures 3a and e, we selected $d = 45$ pixels uniformly distributed over a central region in both configurations. Modes associated with the chosen pixels are denoted $\{|m\}_{m \in [0, d-1]}$ (discrete position basis) and $\{|p\}_{p \in [0, d-1]}$ (discrete momentum basis). To certify entanglement dimensionality of the detected state $\rho$, correlation measurements are performed in the two MUBs to compute a lower bound for the fidelity of the state with respect to a maximally entangled target state $|\Psi\rangle = \frac{1}{\sqrt{d}} \sum_{m=0}^{d-1} |mm\rangle$. Without the scattering medium, we obtained a lower bound value of the fidelity $\tilde{F}(\rho, \Psi) = 0.6138$ from the correlation matrices measured in Figures 3b and f. The entanglement di-
mensionality that is certifiable with this method is the maximal $r$ such that

$$r < \hat{F}(\rho, \Psi) d + 1. \quad (5)$$

In our experiment, this allows us to certify the presence of 28 dimensions of entanglement without the medium. In the presence of the scattering medium and no SLM correction, we obtain a negative lower bound value of the fidelity from the correlation matrices measured in Figures 3c and f, and no entanglement can be certified. After applying the SLM correction, strong correlations in position and momentum are again measurable (Figs. 3d.g) leading to a lower bound value of the fidelity of $\hat{F}(\rho, \Psi) = 0.37$ that allows us to certify 17 dimensions of entanglement (see Appendix F).

In practice, the number of dimensions certified at the output depends on our ability to compensate for scattering, but also on the total acquisition time i.e. the number of frames used to compute the correlation matrices [29]. In order to isolate the role played by wavefront shaping itself, Figure 4 analyses the number of certified dimensions as a function of the number of frames. While it always remains zero with a scattering medium and no correction (green curve), it increases until it reaches a plateau around 1.2 billion frames in the case without the medium (blue curve) and with the medium and SLM correction (red curve). The existence of such plateaus is predicted in our simulations (see Appendix H). Because they do not depend on the acquisition time, the values of these plateaus are therefore the relevant quantities to compare in order to evaluate the performance of wavefront shaping for transporting entanglement. In our experiment, we quantify a 39% loss in the number of dimensions. Such a decrease is due to optical losses (i.e. modes not collected at the output) and to the inability for a single SLM to perfectly correct a scattering medium like parafilm which, although relatively thin, is not a simple random phase mask.

V. DISCUSSION AND CONCLUSIONS

In summary, we have shown the transport of high-dimensional spatial entanglement through a scattering medium using a transmission-matrix-based wavefront shaping technique. Using a multi-outcome spatial measurement approach with a SPAD camera, we demonstrated EPR criterion violation with a confidence of 988 sigma and certified 17 dimensions of entanglement at the output of the medium. Although our demonstration uses a rather thin scattering medium, the matrix approach (Eq. (1)) we introduced can be used with any linear scattering medium. In practice, however, the use of thicker scattering media would spread the correlations over many more spatial modes, many of which would not be collected, making the experiment very challenging [42]. Furthermore, finding a solution that satisfies both conditions [2] and [3] to certify the entanglement at the output is not obvious in the general case, especially when using a single SLM to shape light. The use of multi-plane light conversion technologies [13–46], together with more sensitive and faster single-photon cameras such as the next generation SPADs [47] or fast time-stamping cameras [48], could be promising solutions to advance these issues. Simulations provided in the supplementary document section 3 confirms the potential of multi-plane light conversion. Finally, one advantage of our approach is the use of an intense classical light beam to characterize and correct scattering, before switching to the quantum source. This approach could enable similar approaches also in dynamic media, such as biological tissues and atmospheric turbulent layers, which brings us closer to real-world applications.
**Entanglement certification.** a, Intensity image acquired in the position basis configuration showing the grid of 45 pixels. b,c,d, Correlations matrices between all the pixels in the grid of the position basis without medium (b), with medium and flat SLM (c) and with medium and correction SLM (d). Each pixel is labeling the spatial coordinates of photon: |m⟩ in the position basis. e, Intensity image acquired in the momentum basis configuration showing the grid of 45 pixels. f,g,h, Correlations matrix between all the pixels in the grid in the momentum basis without medium (f), with medium and flat SLM (g) and with medium and correction SLM (h). Each pixel is labelling the spatial coordinates of photon: |p⟩ in the momentum basis. Analysis was performed on a total of 1.5 × 10⁹ images. Black lines and columns are associated with hot pixels of the sensor set to zero.

**Certified dimension analysis.** Number of certified dimensions for different total number of frames without medium (blue curve), with medium and SLM correction (red curve), with medium and no correction (green curve).
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**APPENDIX A: DETAILS ON THE EXPERIMENTAL APPARATUS**

The pump is a collimated continuous-wave laser at 405 nm (Coherent OBIS-LX) with an output power of 100 mW and a beam diameter of 0.8 ± 0.1 mm. The SLED is centered at 810 nm and has a total bandwdith of approximately 20 nm (Superlum). BBO crystal has dimensions 0.5 × 5 × 5 mm and is cut for type I SPDC at 405 nm with a half opening angle of 3 degrees (Newlight Photonics). The crystal is slightly rotated around horizontal axis to ensure near-collinear phase matching of photons at the output (i.e. ring collapsed into a disk). A 650 nm-cut-off long-pass filter is used to block pump photons after the crystals, together with a band-pass filter centered at 810 ± 5 nm. The SLM has 1080 × 1920 pixels with a pitch of 8 μm and uses a liquid crystal on silicon technology (Holoeye model Pluto-NIR-II). The SPAD camera is the model SPC3 from Micron Photon Device. It has the European Research Council ERC Starting Grant (SQIMIC-101039375).
32 \times 64 \text{ pixel}, a \text{ pixel} \text{ pitch} \text{ of} 45 \mu \text{m} \text{ and is operated in the free-running mode with an exposure time of } 1 \mu \text{s}. \text{ The } 4f \text{ imaging system } f_2 - f_3 \text{ in Figure } 2 \text{a is represented by two lenses for clarity, but is in reality composed of a series of } 4 \text{ lenses with focal lengths } 50 \text{ mm} - 150 \text{ mm} - 100 \text{ mm} - 200 \text{ mm. The first and the last lens are positioned at focal distances from the crystal and the SLM, respectively, and the distance between two lenses in a row equals the sum of their focal lengths. Similarly, the second } 4f \text{ imaging system } f_3 - f_4 \text{ in Figure } 2 \text{b is composed of a series of } 4 \text{ consecutive lenses with focal lengths } 200 \text{ mm} - 100 \text{ mm} - 75 \text{ mm} - 50 \text{ mm arranged as in the previous case. The other lenses have the following focal lengths: } f_5 = 30 \text{ mm}, f_6 = 100 \text{ mm} \text{ and } f_7 = 150 \text{ mm. In the momentum basis configuration, the system effective focal length is } 75 \text{ mm. In the position basis configuration, the imaging system magnification is } 10.}

**APPENDIX B: JPD MEASUREMENT AND PROJECTIONS**

In the experiments shown in our work, the measured JPD \( \Gamma \) takes the form of a 4-dimensional matrix containing \((N_y \times N_x)^4\) elements, where \( N_y = 32 \) and \( N_x = 64 \) correspond to the size of the sensor. An element of the matrix is written \( \Gamma_{ijkl} \), where \((i,j)\) and \((k,l)\) are pixel labels corresponding to spatial positions \((x_i, y_j)\) and \((x_k, y_l)\). It is measured by acquiring a set of \( M + 1 \) frames \( \{ I^{(l)} \}_{l=1}^{M+1} \) using a fixed exposure time and then processing them using the formula [29, 39]:

\[
\Gamma_{ijkl} = \frac{1}{M} \sum_{l=1}^{M} \left[ I_{ij}^{(l)} I_{kl}^{(l)} - I_{ij}^{(l)} I_{kl}^{(l+1)} \right].
\]

(6)

Because the SPAD camera does not resolve the number of photons, photon coincidences at the same pixel (i.e. coefficients \( \Gamma_{ijij} \)) cannot be measured, and are therefore set to zero. In addition, note that correlation values between neighboring pixels suffered from cross-talk and must be corrected (see Appendix C).

\( \Gamma_{ijkl} \) is a discrete version of the continuous JPD \( \Gamma(x_1, x_2) = |\psi(x_1, x_2)|^2 \), where \( \psi \) is the spatial two-photon wave-function associated with photon pairs, and \( r_1 = x_1 e_x + y_1 e_y \) and \( r_2 = x_2 e_x + y_2 e_y \) are transverse spatial positions \( e_x \) and \( e_y \) are unit vectors along the \( x \) and \( y \) axes, respectively). Such a continuous formalism is used in many theoretical works describing the propagation of spatially-entangled photon pairs [40, 49]. In our work, to measure the correlations strength in position and momentum, one must project the JPD along the sum- and minus-coordinate (Fig. 2). The sum-coordinate \( P^+ \) and minus-coordinate \( P^- \) projections are defined as:

1. Using the continuous formalism, the sum-coordinate projection \( P^+ \) is defined as:

\[
P^+(r^+) = \int \Gamma(r, r^+ - r)dr.
\]

(7)

2. Using the continuous formalism, the minus-coordinate projection \( P^- \) is defined as:

\[
P^-(r^-) = \int \Gamma(r, r^- + r)dr.
\]

(9)

**APPENDIX C: CROSS-TALK CORRECTION AND HOT PIXELS IDENTIFICATION**

SPAD cameras architecture design involuntarily leads to undesirable detection event when a photon or a dark count trigger a pixel [30]. As a detection event is created by a charge avalanche due to the first triggering, an electron can reach a neighbouring pixel and trigger it, leading to a cross-talk event. In our work, the average cross-talk probability distribution is first characterized by performing long measurements with the shutter closed (i.e. only dark counts, evenly distributed over the sensor, trigger the pixels), and then removed from the collected data. Furthermore, our SPAD detector exhibits some defective pixels with a higher than normal detection rate [51]. As a result, they lead to multiple fake detection events. In our work, we first identify these hot pixels by performing a long measurement with no light on the sensor and applying a threshold to the resulting image. Values of these pixels are then set to zero in all subsequent acquisitions. More details about cross-talk and hot pixels removal processes are provided in the following.

**Crosstalk correction process**

Our SPAD camera has some cross-talk issue due to the design of the sensor. As a result, each term of the JPD \( \Gamma_{ijkl} \) can be decomposed into two contributions:

\[
\Gamma_{ijkl}^{(\text{raw})} = \Gamma_{ijkl}^{(\text{opt})} + \Gamma_{ijkl}^{(\text{ct})}.
\]

(11)
where $\Gamma_{ijkl}^{(opt)}$ is the contribution originating from photon coincidence between pixels $(i, j)$ and $(k, l)$, and $\Gamma_{ijkl}^{(ct)}$ is the contribution originating from cross-talk events between the same pixels. Figure 5 shows the intensity of the cross-talk between two pixels of the sensor in function of the distance between them. It was obtained by measuring the JPD with no light on the sensor (noted $\Gamma_{ijkl}^0$) and projecting it along the minus-coordinate. As expected, the cross-talk is non-zero only between pixel pairs that are close to each other, mostly between pixels less than 3 pixels apart (in both directions).

Figure 5. Cross-talk intensity pattern. JPD minus-coordinate projection measured with no light falling on the sensor. $7 \times 10^8$ frames were acquired.

In addition to having a specific shape, cross-talk correlations also depend on the intensity detected on each of the pixels concerned. In short, the more photons are detected by a pair of pixels, the more cross-talk coincidence events are produced. As a result, if the intensity is non-uniform, the cross-talk is spatially dependent. To remove the cross-talk correlations from the measured JPD, we use a correction model that takes into account the intensity dependence:

$$\Gamma_{ijkl} = \Gamma_{ijkl}^{(raw)} - \Gamma_{ijkl}^0 \alpha_{kl} \sqrt{I_{kl}}$$

(12)

where $I_{kl}$ is the intensity at pixel $(k, l)$ and $\alpha_{kl}$ is a correction parameter. In a previous work [22], cross-talk correction was achieved by setting the parameters $\alpha_{kl} = \alpha \sqrt{I_{kl}}$, where $\alpha$ is a constant. However, the SPAD camera was a different model than ours. In our case, we observed that $\alpha$ could not be set to a constant to correct properly the cross-talk over all the pixels. The reason is probably that the cross-talk pattern shown in Figure 5 is in reality non-uniform across the sensor. To take into account this effect, the parameters $\alpha_{kl}$ are set using the formula:

$$\alpha_{kl} = \frac{\Gamma_{ijkl}^{(raw)} - \Gamma_{ijkl}^{(ct)}}{\Gamma_{ijkl}^0 - \Gamma_{ijkl}^{(ct)}}.$$  

(13)

Here we use the fact that the photon pairs correlation width in the camera plane is much smaller than $135\mu m = 3$ pixels. This means in practice that correlation values between pixels separated by ±3 pixels are only due to cross-talk i.e. $\Gamma_{ijkl}^{(raw)} = \Gamma_{ijkl}^{(ct)}$. In equation (13), we use these values as reference values to adapt the weight of the correction term $\Gamma_{ijkl}^0 \sqrt{I_{ij}}$, which enable to compensate for the non-uniformity of the cross-talk shape. Figures 6a-d show conditional probability images before ($\Gamma_{ijkl}^{(raw)}$) and after ($\Gamma_{ijkl}$) cross-talk correction.

Figure 6. Conditional probability images before and after cross-talk removal. (a) $\Gamma_{ijkl}^{(raw)}$ and (b) $\Gamma_{ijkl}$ acquired in the position basis configuration without medium. The reference pixel $(k, l)$ is the central pixel $(0, 0)$. (c) $\Gamma_{ijkl}^{(raw)}$ and (d) $\Gamma_{ijkl}$ acquired in the position momentum basis configuration without medium. The reference pixel $(k, l)$ is the central pixel $(0, 0)$. $7 \times 10^8$ frames were acquired.

Hot pixels identification process

To remove the hot pixels, we first acquired $1.2 \times 10^9$ frames with no light on the sensor and sum them to obtain the intensity image shown in Figure 5. We then apply a threshold to the image: all pixels with value above 10% of the maximum are identified as hot pixels and set to zero in all further acquisitions. In total, 32 pixels over a total of 2048 were identified.

APPENDIX D: GAUSSIAN MODEL OF THE TWO-PHOTON WAVEFUNCTION

The two-photon wave-function $\psi(r_1, r_2)$ associated with photon pairs produced by type-I SPDC at the surface of a thin non-linear crystal can be approximated using a Gaussian model [40,49]:

$$\psi(r_1, r_2) = A \exp\left(\frac{-|r_1 - r_2|^2}{4\sigma_r^2}\right) \exp\left(\frac{-|r_1 + r_2|^2}{4\sigma_k^2}\right)$$

(14)

where $\sigma_r$ and $\sigma_k$ are the position and momentum correlation widths of photons at the output of the crystal,
The Gaussian shapes i.e. \( \exp(-r_1^2/2\sigma_r^2) \) and \( \exp(-k_1^2/2\sigma_k^2) \). Under this approximation, the correlation widths \( \sigma_r \) and \( \sigma_k \) are exactly identified with the uncertainties \( \Delta r = \Delta(r_1 - r_2) \) and \( \Delta k = \Delta(k_1 + k_2) \). This justifies the use of a Gaussian model to extract the values of \( \Delta r \) and \( \Delta k \), as shown in Figure 2. However, it should be kept in mind that if the two-photon wavefunction can no longer be modeled by a Gaussian, as is the case with the medium and no SLM correction (Fig. 2d), then the correspondence with \( \Delta r \) and \( \Delta k \) values is no longer exact. This issue would also occur in the case of thicker scattering media, as we expect the SLM to refocus coincidences in the central peak but with a non-zero coincidence background surrounding it.

**APPENDIX E: CONFIDENCE LEVEL ON EPR CRITERION VIOLATION**

Equation (1) shows the EPR separability criterion considered in our work. This criterion was used in previous works to demonstrate the presence of entanglement between photons with different types of detectors, including scanning single-pixel detectors, s-MOS camera, electron-multiplying CCD (EMCCD) camera, and SPAD camera. To achieve EPR criterion violation, transverse position and momentum correlation widths, \( \Delta r \) and \( \Delta k \), are first estimated by fitting the sum- and minus-coordinate projections of the momentum and position bases configurations by a Gaussian model of the form \( f(r) = a \exp(-r^2/2\Delta^2) \), where \( a \) is a fitting parameter and \( \Delta \) is the desired correlation width value \( \Delta r \) or \( \Delta k \) (see Appendix D for more details about the Gaussian model). The presence of noise in the sum- and minus-coordinate images induce uncertainties on values \( \Delta r \) and \( \Delta k \) returned by the fitting process. The standard deviation of the noise \( \Sigma \) is measured in an area composed of \( 15 \times 15 \) pixels surrounding the central peak of coincidence. The link between the correlation width uncertainty \( \delta r \) and \( \delta k \) is given by calculating the value of \( \text{grad}[f] \) at the position \( r = \Delta : \frac{df}{dr}(r = \Delta) = a/(\Delta \sqrt{\pi}) \). Then, expanding it at the first order in \( r \): \( \delta f = a\delta r/(\Delta \sqrt{\pi}) \). In our case, the variations \( \delta f \) and \( \delta r \) identify to the uncertainty quantities \( \Sigma \) and \( \delta r \), respectively, which finally leads to:

\[
\delta r = \frac{\Sigma \sqrt{\pi} \Delta}{a}.
\]

All correlation width values and uncertainties are expressed in the coordinate system of the crystal, after taking into consideration the magnifications introduced by the imaging systems detailed in Figure 1a. Then, the confidence level of the EPR violation is defined as:

\[
C = \frac{|1/2 - \Delta r \cdot \Delta k|}{\sigma}
\]

where \( \sigma = \Delta r \cdot \Delta k \sqrt{(\delta \Delta k/\Delta k)^2 + (\delta \Delta r/\Delta r)^2} \) is the uncertainty on the product \( \Delta r \cdot \Delta k \). The confidence level essentially expresses the deviation of the measured value \( \Delta r \Delta k \) from the violation limit in number of \( \sigma \).

**APPENDIX F: ENTANGLEMENT CERTIFICATION**

In our experiment, we use discrete transverse position and momentum bases given by a set pixels defined on the SPAD camera and noted \( \{|\psi\rangle\}_{\text{m} \in 1: d} \) and \( \{|\tilde{\psi}\rangle\}_{\text{p} \in 1: d} \), respectively. Our approach is based on the protocol proposed by Erker et al. where these bases are used as two mutually unbiased bases (MUBs) to certify high-dimensional entanglement. They are linked according to:

\[
|\tilde{\psi}\rangle = \frac{1}{\sqrt{d}} \sum_{m=0}^{d-1} \omega^{kn} |m\rangle
\]

where \( \omega = e^{2\pi i/d} \). Experimentally, these bases are accessed using lenses to image or Fourier-image the output of the non-linear crystal. A subset of pixels is then selected in the illuminated areas of the sensor to optimize coincidence signals measured. In our case, we selected 45 pixels evenly separated from each other by 2 pixels and located on a disk. One difference between the scheme of Eker et al. and our work is that only one image is produced on the camera in our case, against two in their proposal using a beam splitter. Our setup prevents us
from accessing the coincidence rate at the same pixel i.e. same spatial modes. Instead, the coincidence rate of photon pairs in the same pixel is inferred by measuring the coincidence rate between each pixel and its neighbour. This inference leads to a lower value of the intra-pixel coincidence rate in the position basis, which therefore underestimates the real entanglement witness value.

To certify the presence of high-dimensional entanglement in the measured state \( \rho \), we employ a recently developed witness that uses correlations in at two MUBs \( \{ |m\rangle \}_{m \in [1:d]} \) and \( \{ |\tilde{m}\rangle \}_{\tilde{m} \in [1:d]} \). Using coincidence measurements in these two bases, one can determine a lower bound for the fidelity \( F(\rho, \Phi) \) of the state \( \rho \) to a pure bipartite maximally entangled target state \( |\Phi\rangle \). Since the fidelity to a target entangled state also provides information about the dimensionality of entanglement, we use this bound for certifying the dimension of entanglement of the state produced in our experiment. We consider a maximally entangled target state written as:

\[
|\Phi\rangle = \frac{1}{\sqrt{d}} \sum_{m=0}^{d-1} |mm\rangle
\]

with \( d = 45 \). The fidelity \( F(\rho, \Phi) \) of the state \( \rho \) to the target state \( |\Phi\rangle \) is defined as:

\[
F(\rho, \Phi) = \text{Tr} \left( |\Phi\rangle \langle \Phi| \rho \right) = \sum_{m,n=0}^{d-1} \langle mm|\rho|nn\rangle = F_1(\rho, \Phi) + F_2(\rho, \Phi)
\]

where

\[
F_1(\rho, \Phi) = \sum_{m=0}^{d-1} \langle mm|\rho|mm\rangle, \\
F_2(\rho, \Phi) = \sum_{m \neq n}^{d-1} \langle mm|\rho|nn\rangle
\]

The entanglement dimensionality can be deduced from the fidelity taking into account that for any state \( \rho \) of Schmidt number \( r \leq d \), the fidelity of Eq. (19) is bound by:

\[
F(\rho, \Phi) \leq B_r(\Phi) = \frac{r}{d}
\]

Hence, any state with \( F(\rho, \Phi) > B_r(\Phi) \) must have an entanglement dimensionality of at least \( r + 1 \). Our goal is therefore to obtain a lower bound on the fidelity as large as possible for the target state whose Schmidt rank is as close as possible to the local dimension \( d \). To achieve this experimentally, the method described in \( [32] \) works the following way:

Step 1: Matrix elements \( \langle mm|\rho|mn\rangle \) are calculated from the coincidence counts \( \{N_{mn}\}_{mn} \) measured in the discrete position basis via:

\[
\langle mm|\rho|mn\rangle = \frac{N_{mn}}{\sum_{k,l} N_{kl}}
\]

These elements are shown in the matrix in Figure 3.a.b.c

They enable to calculate directly the term \( F_1(\rho, \Phi) \) from the definition given by Eq. (20).

Step 2: Matrix elements \( \langle \tilde{m}\tilde{n}|\rho|\tilde{m}\tilde{n}\rangle \) are calculated from the coincidence counts \( \{\tilde{N}_{\tilde{m}\tilde{n}}\}_{\tilde{m}\tilde{n}} \) measured in the discrete position basis via:

\[
\langle \tilde{m}\tilde{n}|\rho|\tilde{m}\tilde{n}\rangle = \frac{\tilde{N}_{\tilde{m}\tilde{n}}}{\sum_{\tilde{k}\tilde{l}} \tilde{N}_{\tilde{k}\tilde{l}}}
\]

These elements are shown in the matrices in Figure 3.d.e.f

These matrix elements, together with those of the discrete position basis, allow us to bound the fidelity term \( F_2(\rho, \Phi) \). This lower bound \( \tilde{F}_2(\rho, \Phi) \) is calculated via:

\[
\tilde{F}_2(\rho, \Phi) = \sum_{\tilde{m} \neq \tilde{n}'}^{d-1} \sum_{\tilde{m}' \neq n'} \frac{\gamma_{\tilde{m}\tilde{m}'n'n'} \sqrt{\langle mn|\rho|mn\rangle \langle m'n'|\rho|m'n'|}}{\tilde{N}_{\tilde{m}'\tilde{n}'}}
\]

where the prefactor \( \gamma_{\tilde{m}\tilde{m}'n'n'} \) is given by

\[
\gamma_{\tilde{m}\tilde{m}'n'n'} = \begin{cases} 0 & \text{if } (m - m' - n + n') \mod d \neq 0 \\ \frac{1}{d} & \text{otherwise.} \end{cases}
\]

A derivation of Eq. (25) can be found in the Methods section of [32].

Step 3: A lower bound on entanglement is calculated as \( \tilde{F}(\rho, \Phi) = F_1(\rho, \Phi) + \tilde{F}_2(\rho, \Phi) \leq F(\rho, \Phi) \). This lower bound value is finally compared to the certification bound \( B_r(\Phi) \) as

\[
B_r(\Phi) < \tilde{F}(\rho, \Phi) \leq B_{r+1}(\Phi)
\]

thus certifying entanglement in \( r + 1 \) dimensions.

Using this approach, we note that no assumptions are directly made about the underlying quantum state \( \rho \). However, assumptions are made about our measurement process. Indeed, by using Eq. (6) to measure the JPD of photon pairs, we effectively perform a subtraction of accidental counts. Correcting for accidental coincidence is acceptable in our experiment since we trust our measurement devices and the final goal is only to assess the presence of entanglement and its dimension. However, such an assumption would not be acceptable in an adversarial scenario such as quantum key distribution as it is likely to compromise the security of the protocol.

In addition, the sets of pixels selected to form the discrete position and momentum bases (Figs 3.a,b) are not perfectly mutually unbiased. Indeed, one set is obtained from the other by applying a continuous Fourier transform to a discrete set of modes, which is formally different than using a discrete Fourier transform. In our experimental configuration, however, the deviation from perfect unbiasedness is very small. To quantify it, we use an unbiasedness quantifier \( E_n \) defined as [53]:

\[
E_n = \sum_{\tilde{v},\tilde{n}} p_{\tilde{v}|\tilde{n}} \log_2(p_{\tilde{v}|\tilde{n}}).
\]
where \( p_{\text{in}} = p_{\text{in}}/\sum p_{\text{in}}, \) with \( p_{\text{in}} = |\langle \tilde{v}|\rho|n\rangle|^2, \) \( \{|n\rangle\}_{n\in\mathbb{N}; d} \) and \( \{|\tilde{v}\rangle\}_{v\in\mathbb{N}; d}\) are the discrete transverse position and momentum bases, and \( d = 45 \) is the dimension of the subspace. To estimate \( p_{\text{in}} \), we consider the optical configuration shown in Figure 8a. Such a configuration represents the effective optical transformation between the position and momentum bases in our experimental setup (Figure 1). In practice, \( p_{\text{in}} \) can be seen as the intensity measured at the discrete position \( |\tilde{v}\rangle \) in the momentum basis when a coherent source emits light from the position \( |n\rangle \) in the position basis. In our experiment, values \( p_{\text{in}} \) can therefore be estimated from the spatial arrangement of all the pixels forming each basis and their shape. Figure 8b shows the spatial arrangement of the pixels in the two optical planes. It is the same in the momentum and position basis optical planes. In addition, each pixel is a square. The intensity produced by each pixel in the other basis has therefore the shape of a bi-dimensional sinc function and is independent of the pixel position. Figure 8c shows such an intensity distribution. Superimposing Figure 8b and Figure 8c enables to estimate the values \( p_{\text{in}} \) for all \( n \in \mathbb{N}; d \) and \( \tilde{v} \in \mathbb{N}; d \). In our experiment, we then estimate \( E_{\text{in}} = E = 5.479 \). This value only differs by 0.5% from the maximum value of \( \log_2(45) \approx 4.592 \).

Figure 8. **Measure of unbiasedness.**

**a.** Experimental configuration representing the optical transformation that links the position and momentum bases in our experiment. **b.** Spatial arrangement of the 45 selected pixels in the position and momentum optical planes. **c.** Sinc-shaped intensity distribution produced by a pixel located in one optical plane into the reciprocal optical plane.

**APPENDIX G: ENTANGLED-PHOTON MATRIX FORMALISM**

Under the paraxial approximation, propagation of spatially-entangled photon pairs through a linear optical system is described with the formula [54]:

\[
\psi_{\text{out}}(r_1', r_2') = \int \int h(r_1', r_1)h(r_2', r_2)\psi_{\text{in}}(r_1, r_2) dr_1 dr_2,
\]

(29)

where \( h(r', r) \) is the impulse response function of the linear system, \( \psi_{\text{out}}(r_1', r_2') \) and \( \psi_{\text{in}}(r_1, r_2) \) are the spatial two-photon wavefunctions in the output and input planes of the system, respectively, and \( \{r_i\}_{i=1,2} \) and \( \{r'_i\}_{i=1,2} \) are the transverse spatial coordinate in the input and output planes, respectively. Using the same approach as for the propagation of coherent light [14], equation (29) can be discretized into the following matrix form

\[
\Psi_{\text{out}} = H \Psi_{\text{in}} H^T,
\]

(30)

where \( H \) is the transfer matrix of the optical system i.e. a discrete version of \( h \), and \( \Psi_{\text{out}} \) and \( \Psi_{\text{in}} \) are matrices that represent discrete forms of the two-photon wavefunctions \( \psi_{\text{out}} \) and \( \psi_{\text{in}} \), respectively. Note that, as in the classical matrix approach, the input and output planes are discretized as pixels (i.e. optical modes) which are then linearly ordered. This allows the use of matrices even if the associated functions \( h \), \( \psi_{\text{out}} \) and \( \psi_{\text{in}} \) are quadrivariate functions. In our experiment, \( H = TD \), where \( T \) is the transmission matrix of the scattering medium and \( D \) the diagonal matrix associated with the SLM. In our work, we also use the approximation \( \psi_{\text{in}} \approx I \) to obtain conditions (2) and (3). Indeed, photon pairs at the output surface of the crystal are strongly correlated in positions. We estimated the corresponding position correlation in the crystal plane to 4µm using an EMCCD camera [35, 37]. Accounting for the magnification between the crystal and the SLM, the correlation width in the SLM plane is about 24µm, which is much smaller than the size of a macro-pixel used to measure the transmission matrix (120µm). When discretized in the SLM macro-pixel basis, the matrix \( \Psi_{\text{in}} \) has therefore negligible off-diagonal components compared to its diagonal components, which allows us to approximate it to the identity matrix.

**APPENDIX H: SIMULATIONS**

Three types of simulations were conducted to support our experimental results. First, simulations based on matrix multiplications were used to predict \( \Psi_{\text{out}} \). Equation (1) was computed using an experimentally measured transmission matrix, verifying that the correction SLM pattern (Fig. 1c) allows \( \Psi_{\text{out}} \) to satisfy conditions (2) and (3). Second, simulations were performed in the general case of a thick scattering medium. They confirmed the possibility to use our approach in this case and the interest of using multi-plane light conversion techniques. Third, simulations were performed to confirm the existence of a plateau at large number of frames in the curves shown in Figure 3. More details about these simulations are provided in the following:

**Simulation of \( \Psi_{\text{out}} \) using the entangled-photon matrix approach.**

Figure 9 shows simulation results demonstrating the focusing of spatial correlations in the momentum basis through the scattering medium. The main steps of the algorithm to obtain these results are described in the following:
1. Two-photon input field. Exploiting that in our experiment the correlation width of photon pairs in the SLM plane (24µm) is much smaller than the size of a macro-pixel of the SLM (120µm), the input two-photon wave-function written in the SLM macro-pixel basis is approximated by an identity matrix. In Matlab, it takes the form of a 1024 × 1024 identity matrix noted \( \Psi_{in} \).

2. Propagation. The two-photon field after propagation through the medium is obtained using the following equation:

\[
\Psi_{out} = TD\Psi_{in}(TD)^T
\]

where \( \Psi_{out} \) is the matrix associated with the two-photon output field, \( T \) is the transmission matrix of the system and \( D \) is the diagonal matrix associated with the SLM. \( T \) was measured between 32 × 32 = 1024 macro-pixels of the SLM and 100 × 100 pixels of the CCD camera. Since we experimentally measured \( T \) using a co-propagating reference, the transmission matrix obtained slightly differs from the real transmission matrix \( T \) i.e. it is in reality \( D'T \), where \( D' \) is a complex diagonal matrix with a known speckle pattern on its diagonal [14]. However, because the SLM acts only at the input of the medium, the presence of \( D' \) does not impact our simulations. For clarity, the measured transmission matrix will then be written \( T \).

Simulations of entanglement manipulation through a thick scattering medium.

In this simulation, different types of images were produced at the output for two different phase patterns programmed on the SLM. Figure 9a shows the sum-coordinate projection \(|\Psi_{out}|^2\) obtained with a flat phase pattern \( \theta_k = 0 \) for all \( k \in [1,1024] \). It shows a speckle pattern similar to the one observed experimentally in Figure 2d, albeit with a higher pixel resolution. Figure 9b shows the sum-coordinate projection \(|\Psi_{out}|^2\) obtained with the phase pattern \( \theta_k = \text{arg}(T_{jk}^s) \), for \( k \in [1,1024] \), with \( p \) being the central pixel of the camera. This phase pattern is shown in Figure 1c. In this case, we observe the presence of a strong peak of coincidence in the output sum-coordinate projection, showing that spatial correlations are restored at the output when programming this phase pattern. It corresponds to the experimental results shown in Figure 2d.

Figure 9. Simulated two-photon output fields. Sum-coordinate projections of \(|\Psi_{out}|^2\) obtained with (a) a flat phase pattern and the (b) correction phase pattern. Spatial coordinate are in pixels.

In this section, we simulate the propagation and manipulation of spatially-entangled photon pairs through a thick scattering medium. In such a general case, equations (2) and (3) cannot be simplified and perfectly satisfied using a single SLM. Nevertheless, using an optimisation approach, one can try to get as close as possible to the ideal situation. In the following example, we describe a computer-based optimization algorithm that re-focuses photons pairs in coincidence in both the position and momentum basis.

Figure 10a shows the experimental setup associated with our simulation. Entangled photons propagating in the position and momentum basis configurations are described by the two following equations:

\[
TD_2P_dD_1^2T_d^2P_tD_2^T = \Psi_{out}^p,
\]

\[
FTD_2P_dD_1^2T_d^2D_2^T = \Psi_{out}^m.
\]

\( D_1 \) and \( D_2 \) are diagonal matrices associated with SLM1 and SLM2, respectively, \( P_d \) is the matrix associated with free-space propagation over the distance \( d \), \( \Psi_{out}^p \) and \( \Psi_{out}^m \) are the two two-photon output fields in the position and momentum basis configurations, respectively, and \( T \) is the transmission matrix of the scattering medium. \( T \) can be generated numerically as in i.i.d complex gaussian matrix, as we did to obtain the results shown in Figure 10b-e, or it could alternatively be measured experimentally using classical light (as in [14]) and then loaded onto the computer. To perform the optimization approach, we choose as an optimization target the sum of the coincidence rates taken at the center of the minus-coordinate projection in the position basis and this at the center of the sum-coordinate projection in the momentum basis i.e. \( P_{p,00}^- + P_{m,00}^+ \). \( P_{p,00}^- \) and \( P_{m,00}^+ \) are defined using equations (8) and (10) as follow:

\[
P_{p,00}^- = \sum_{i=1}^{N_X} \sum_{j=1}^{N_Y} |\Psi_{out}^p|_{-i,j}^2,
\]

\[
P_{m,00}^+ = \sum_{i=1}^{N_X} \sum_{j=1}^{N_Y} |\Psi_{out}^m|_{i,-j}^2,
\]

where \( N_X \) and \( N_Y \) are the number of elements in each spatial axis used in our simulation. When performing the optimisation using only SLM1 (i.e. SLM2 remains flat), we observe the apparition of a peak of coincidences in both the minus-coordinate projection in the position basis (Fig. 10b) and the sum-coordinate projection in the momentum basis (Fig. 10c). These results show that our optimization approach enables to re-focus en-
tangled photons in coincidences in both bases simultaneously. To improve the refocusing process, we also inserted a second SLM (SLM2) in the system at a distance $d$ from SLM1. After optimisation, Figures 10d and e show an improvement in the peak-to-background ratio in both projections.

These simulation results confirm that our wavefront shaping approach can also be used to manipulate entanglement through thick scattering media. In particular, the proposed algorithm enables to optimize coincidences in two different output bases simultaneously, an essential step towards high-dimensional entanglement certification. In addition, we also show that using multiple SLMs (i.e. multi-plane light conversion) is a promising method to achieve such a task.

Figure 11. **Simulation of a correlation matrix.** In the case of the maximally-entangled state, a (a) correlation matrix is obtained by adding a (c) $45 \times 45$ matrix made of random values with mean parameter 0 and standard deviation $\sigma = 1/\sqrt{N}$, where $N$ is the number of frames, to a (c) $45 \times 45$ diagonal matrix with diagonal values $\alpha$. In this example, $N = 10^6$ and $\alpha = 1/45$.

Simulation for studying the variation of the fidelity and number of certified dimensions with the number of frames.

To verify the presence of a plateau when measuring the certified dimension in function of the number of frames (Fig. 4), we performed a simulation. For that, we used the model of the JPD dependency with number of frames developed by Reichert et al. [55]. In this model, the stan-
standard deviation of a JPD coefficient $\Gamma_{ijkl}$ computed from $N$ frames as $\sigma_T = \frac{1}{\sqrt{N}}$. Figures 12.a,b show simulation results obtained for two different quantum states, one maximally entangled (blue curves) and the second non maximally entangled (red curves). The main steps of the algorithm to obtain these results are described in the following:

1. **Generation of correlation matrices for a given $N$.**
   In the case of the maximally entangled state, a pair of correlation matrices (momentum and position) is generated using the `normrnd(mu, sigma)` function of Matlab. This function generates a random number from the normal distribution with mean parameter $\mu$ and standard deviation parameter $\sigma$. Diagonal values of the two matrices are obtained using the parameters $\mu = \alpha > 0$ and $\sigma = K/\sqrt{N}$, where $K$ is a simulation parameter and $N$ is a parameter representing the number of frames. Off-diagonal values are obtained using parameters $\mu = 0$ and $\sigma = K/\sqrt{N}$. In the case of the non-maximally entangled state, the only difference if that the off-diagonal elements are obtained from a random process with a non-zero mean parameter $\mu = \alpha' < \alpha$. Matrices have dimensions $45 \times 45$. Figure 11 shows an example of the generation of one correlation matrix.

2. **Calculation of the fidelity and the number of certified dimensions.** For a given $N$, a set 100 pairs of correlation matrices is generated in each case (i.e. maximally and non-maximally entangled). The fidelity is then calculated for each pair of matrices using equations (20) et (25), and averaged over the set. Then, equation (5) is used to calculate the number of certified dimensions. This process is repeated for different number of frames $N$ to obtain the curves in Figures 12.a,b.

Results shown in Figure 12 confirm the presence of plateaus for large $N$ in each case.
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