Quantifying unknown entanglement by neural networks
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Abstract
Quantum entanglement plays a crucial role in quantum information processing tasks and quantum mechanics; hence, quantifying unknown entanglement is a fundamental task. However, this is also challenging, as entanglement cannot be measured by any observables directly. In this paper, we train neural networks to quantify unknown entanglement, where the input features for neural networks are the outcome statistics data produced by measuring target quantum states with local or even single-qubit Pauli observables, and the training labels are well-chosen quantities. For bipartite quantum states, this quantity is coherent information, which is a lower bound for many popular entanglement measures, like the entanglement of distillation. For multipartite quantum states, we choose this quantity as the geometric measure of entanglement. It turns out that the neural networks we train have very good performance in quantifying unknown quantum entanglement and can beat previous approaches like semi-device-independent protocols for this problem easily in both precision and application range. We also observe an interesting phenomenon that on quantum states with stronger quantum nonlocality, the neural networks tend to have better performance, though we do not provide them any knowledge on quantum nonlocality.

1 Introduction

It is well-known that quantum entanglement plays a central role in designing quantum information processing tasks and understanding quantum mechanics. As a result, characterizing unknown quantum entanglement is a fundamental problem, where density matrices are not available. However, as entanglement cannot be measured directly using any physical observables, this is a very challenging task that has attracted a lot of attentions.
Two most popular approaches adopted by quantum experimentalists for this problem are quantum tomography and entanglement witness [1–8], though both of them suffer from obvious drawbacks. Indeed, quantum tomography extracts the full information of target quantum systems, which allows us to look into the underlying entanglement. However, to achieve this exponential amount of resources is needed; thus, tomography is not a realistic option even in the realm of noisy, intermediate scale quantum (NISQ) era. On the other hand, though the idea of entanglement witness is much more efficient, it needs much nontrivial prior knowledge on target systems and usually can only provide an unreliable certification of the existence of entanglement due to imperfect quantum measurements [6]. In order to overcome the difficulties of these two approaches, device-independent protocols have been proposed to certify the existence of entanglement [9–15], where all conclusions are drawn based only on observed quantum nonlocality regardless of other implementation details and thus are reliable.

Meanwhile, as quantum computing becomes more and more important from the viewpoint of engineering, how to quantify unknown entanglement, an even harder task than only certifying the existence, has also been an important and urgent issue. However, even if full information of target quantum states is available, the quantification of entanglement is still a very challenging problem, especially when it comes to mixed quantum states or multipartite quantum states [16, 17]. In fact, though quite a lot of reasonable measures have been proposed, most of them are very hard to calculate. Naturally, when the density matrices of target quantum states are unknown, quantifying their entanglement is even more complicated, as one has to characterize target quantum states properly by quantum measurements first, which is usually very costly.

Among the measures of entanglement, the quantum Rényi entropies and logarithmic negativity are relatively easier to handle [16, 18, 19] and thus have been extensively studied in recent years. Indeed, some interesting protocols have been proposed to characterize these two measures by analyzing the data produced by well-designed measurements [20–23]. Particularly, machine learning tools like neural networks have been introduced to quantify logarithmic negativity, which provides very nice performance [24] (see also Ref. [25]). However, it should be pointed out that, in addition to the quantum Rényi entropies and logarithmic negativity, we have many more important measures of entanglement, like the entanglement of distillation [16]. Undoubtedly, proposing protocols that are able to experimentally quantify these widely used measures of entanglement is a very important task.

In fact, device-independent protocols have also been utilized to quantify these entanglement measures for unknown quantum states [26–31]. Particularly, by defining a concept called nondegenerate Bell inequalities, a semi-device-independent (semi-DI) scheme that can lower bound many important entanglement measures was found [32], including the entanglement of distillation mentioned above, which is usually a lower bound for other entanglement measures [33]. Later, this approach has been generalized to quantify multipartite entanglement by the geometric measure and the relative entropy of entanglement [34].

However, the results provided by device-independent protocols like those in Refs. [32, 34] are very conservative and weak. In fact, usually these protocols can provide informative results only when the observed nonlocality is close to the strongest, which
seriously restricts their applications. As a result, new schemes that can experimentally quantify these entanglement measures with better performance and wider application ranges have to be explored, which is also the main motivation of the current paper.

In this paper, we apply neural networks to quantify unknown quantum entanglement by several popular entanglement measures. Specifically, to train the neural networks, we choose the outcome statistics data produced by locally measuring sample quantum states as features, which is relatively easy to obtain experimentally. As a comparison, the neural networks in Ref. [24] choose partial transposed moments as the input feature, which usually need exponential numbers of measurements to compute [23, 35].

Meanwhile, we choose coherent information for bipartite quantum states, or the geometric measure of entanglement for multipartite quantum states, as feature labels or prediction targets. Note that for bipartite quantum states, though coherent information is actually not an entanglement measure, it is a lower bound for many important entanglement measures, like the entanglement of distillation [36]; thus, our results can be regarded as an indirect approach to quantify these entanglement measures. By running the trained neural networks on new unknown quantum states, we show that they have very good performance in quantifying the involved entanglement. For example, the prediction results can beat those of known device-independent protocols for this problem easily in both precision and application range, implying the high potential value of neural networks in quantifying unknown quantum entanglement. Furthermore, we observe interesting phenomenon that neural networks have better performance on quantum states with stronger nonlocality, though our training data do not contain any direct information on quantum nonlocality.

2 Settings and entanglement measures

As mentioned above, the data features that neural networks work with are the measurement outcome statistics produced by local measurements on target quantum states. Suppose we have a physical system shared by \( n \) space-separated parties, and the state is \( \rho \). Each party \( i \), where \( i \in \{1, \ldots, n\} \), has a set of measurement devices labeled by \( X_i \) and the possible measurement outcomes are labeled by \( A_i \). Assume every party randomly chooses a measurement \( x_i \in X_i \) to measure their subsystems and record the corresponding outcomes \( a_i \in A_i \). After repeating the procedure for many times, they have the joint probability distribution \( p(a_1 a_2 \ldots a_n | x_1 x_2 \ldots x_n) \), which indicates the probability of obtaining outcomes \( a_i \in A_i \) when measurements \( x_i \in X_i \) are chosen. Suppose \( M_{a_i}^{x_i} \) is the measurement operator with outcome \( a_i \) for the measurement device \( x_i \) performed by the party \( i \), then it holds that

\[
p(a_1 a_2 \ldots a_n | x_1 x_2 \ldots x_n) = \text{Tr} \left( \bigotimes_{i=1}^{n} M_{a_i}^{x_i} \rho \right).
\]

(1)

Note that although our setting is quite similar with Bell experiments, we will not talk about nonlocality and Bell inequalities at most time, though like in Bell experiments
we hope that neural networks will reveal us nontrivial information on the amount of entanglement based only on the data \( p(a_1 a_2 \ldots a_n | x_1 x_2 \ldots x_n) \).

For this, we have to choose proper entanglement measures for our tasks. Before doing that, let us first recall briefly how neural networks, a machine learning model we will utilize in this paper, work. First, we set up a proper mathematical model for the target problem, which usually contains one input layer, zero or more hidden layers, and one output layer, and every two adjacent layers involve a lot of parameters. Then we gather the features of many representative sample data with correct labels, called training data, and input the features into the model. We hope the outputs of the model are as consistent as possible with the correct labels, for which we constantly adjust the parameters by proper optimization methods, and this process is called training. If the training dataset is representative and the model is well trained, eventually the well-tuned model will capture crucial properties of the training dataset and can predict the labels of a new test dataset unseen before very precisely.

Accordingly, in our task the inputs of neural networks, or the features of training and test datasets composed of the quantum states, are chosen to be the outcome statistics data generated via Eq. (1), and the outputs of neural networks, or the labels of training and test datasets, are chosen to be target entanglement measures we are interested in. As a consequence, in order to prepare training sets with valid labels, we have to make sure that the corresponding entanglement measures can be computed with high precision on all training quantum states. As is well-known, this is a very challenging task. For example, if we choose the entanglement of distillation as our target entanglement measure, this requirement is very hard to satisfy. Therefore, here we have to make proper compromises.

For bipartite quantum states, a possible way to compromise is to quantify coherent information instead. Coherent information is a fundamental quantity responsible for the capability of transition of quantum information [37, 38]. For a quantum state \( \rho \) acting on a composite Hilbert space \( \mathcal{H}_A \otimes \mathcal{H}_B \), its coherent information is defined as

\[
I_C(\rho) = S(\rho_A) - S(\rho),
\]

where \( \rho_A = \text{Tr}_B(\rho) \) is the subsystem in \( \mathcal{H}_A \) and \( S(\rho) \) is the Von Neumann entropy of \( \rho \). In fact, the coherent information is not an entanglement measure. However, it is relatively easy to calculate, and most importantly, it turns out that [36]

\[
E_D(\rho) \geq I_C(\rho),
\]

where \( E_D(\rho) \) is the entanglement of distillation. Therefore, if we choose the prediction target of neural networks as coherent information, the labels of training data should be easy to gather, and if the model has good performance, we can eventually obtain very nontrivial information on \( E_D(\rho) \) (and many other entanglement measures) for target quantum states.

We now turn to the case of multipartite quantum states. Unfortunately, in this case very few well-known entanglement measures or quantities related to entanglement measures can be calculated accurately, which makes it very hard to prepare representative training data with valid labels for our neural networks. In this paper, we choose
the geometric measure of entanglement as our target entanglement measure. The reason is that by numerical methods, we can barely manage to calculate the entanglement measure of some pure multipartite quantum states, which serve as the training data.

Recall that the geometric measure of entanglement is firstly introduced in the setting of bipartite pure states [39] and then generalized to the multipartite setting [40]. For a $n$-partite pure state $|\psi\rangle$, the geometric measure of entanglement is defined as

$$E_G(|\psi\rangle) = 1 - G(|\psi\rangle)^2,$$

where

$$G(|\psi\rangle) = \sup_{|\phi\rangle \in \text{sep}_n} |\langle \psi | \phi \rangle|,$$

and $\text{sep}_n$ is the set of $n$-partite product pure states. For a mixed state $\rho$, the geometric measure of entanglement is defined by convex roof construction, which is

$$E_G(\rho) = \min_{\rho = \sum_i p_i |\psi_i\rangle\langle \psi_i|} \sum_i p_i E_G(|\psi_i\rangle).$$

### 3 Quantifying bipartite entanglement

#### 3.1 Qutrit-qutrit case

As a warm-up, we first consider quantifying the coherent information of a special class of qutrit-qutrit quantum states, which have the form

$$\rho_{3v}^{mv} = (1 - \epsilon) I_9/9 + \epsilon |\psi_{3v}^{mv}\rangle\langle \psi_{3v}^{mv}|,$$

where $\epsilon \in [0, 1]$ and $|\psi_{3v}^{mv}\rangle = \gamma (|00\rangle + |22\rangle) + \sqrt{1 - 2\gamma^2} |11\rangle$ with $\gamma \approx 0.617$. Note that $|\psi_{3v}^{mv}\rangle$ is the quantum state that violates the Collins-Gisin-Linden-Massar-Popescu (CGLMP) inequality maximally [41–44]. The reason why we choose this class of states as our first target is that their coherent information can also been quantified using the semi-DI approach proposed in Ref. [32], which provides us a nice chance to compare the performance of these two different approaches.

As mentioned above, the sample features for the neural networks we choose are the outcome statistics data produced by locally measuring the involved quantum states, which has a form of Eq. (1). Here the local measurements we choose are the ones that maximize the violation of the CGLMP inequality, and it turns out that this choice can achieve very good performance. Furthermore, later we will see that other choices of local measurements may also provide similar performance (see also Ref. [45]). Specifically, these local measurements we choose can be described by observables $A_{a_1}$.
and $B_b$ with the eigenvectors

$$|i\rangle_{A,a} = \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} \exp\left(\frac{2\pi i}{d} k(i + \alpha_a)\right) |k\rangle_A$$

(8)

and

$$|j\rangle_{B,b} = \frac{1}{\sqrt{d}} \sum_{l=0}^{d-1} \exp\left(\frac{2\pi i}{d} l(-j + \beta_b)\right) |l\rangle_B$$

(9)

respectively [41, 46], where $a, b \in \{1, 2\}$, $i, j \in \{0, 1, \ldots, d-1\}$, $\imath = \sqrt{-1}$ is the imaginary number, and the phases read $\alpha_1 = 0$, $\alpha_2 = 1/2$, $\beta_1 = 1/4$ and $\beta_2 = -1/4$.

In this subsection, we let $d = 3$.

To generate the training dataset, a number of bipartite quantum states of form $(1 - \epsilon)I_9/9 + \epsilon \rho_0$ are sampled. Here we select $\epsilon$ from 0.2 to 1 at intervals 0.025 and $\rho_0$ as arbitrary quantum state in $\mathcal{H}^3 \otimes \mathcal{H}^3$. Specifically, we randomly generate $\rho_0$ of the form

$$\rho_0 = \sum_{i=0}^{k-1} \lambda_i |u_i\rangle\langle u_i|,$$

(10)

where $k \in \{1, 2, \ldots, 9\}$ is uniformly picked. For this, we first randomly choose positive $\lambda_i$’s such that they satisfy $\sum_i \lambda_i = 1$. Then we produce a Haar random unitary matrix, and let $|u_i\rangle$ be its $i$-th column (therefore $\{|u_i\rangle\}$ is a set of orthonormal basis). Through this approach, we can randomly sample a large amount of quantum states from the whole quantum state space, which allows us to prepare representative training datasets.

For each $\epsilon$ not larger than 0.75, 2000 states are randomly sampled, while for the other values of $\epsilon$, we increase the number of samples to 4000. Then, the corresponding outcome statistics data, which has a form of Eq. (1) and a dimension 36 (each party has 2 measurement settings with 3 outcomes), are recorded when measuring $A_a$ and $B_b$ locally on the sampled states. Together with the corresponding coherent information as the labels, 86,000 instances as training dataset with dimension 36 are fed to a 4-hidden-layer fully connected neural network with 400, 200, 100, 50 neurons in each layer, respectively.

The mean squared error (MSE) is a widely used metric to quantify the performance of the model, which is defined as

$$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} \left( Y_i - \hat{Y}_i \right)^2,$$

(11)

where $Y_i$ is the exact value of coherent information, $\hat{Y}_i$ is the predicted value, and $N$ is the size of the test dataset. In our models, we use the MSE as the loss function for training.
After the training stage ends, we apply our model to predict the coherent information of a test dataset of form $\rho_{3m}^\nu$, which is generated by selecting $\epsilon$ from 0 to 1 at intervals 0.005. Here we would like to point out that $\rho_{3m}^\nu$ does not appear in our training dataset. The prediction results are shown in Fig. 1, in which the blue line and the orange line represent the prediction and the exact values of coherent information, respectively. It can be seen that our model behaves very well in this task, where the residuals are quite small, and the MSE is 0.0040.

As a comparison, the above setting can also be handled by the semi-DI approach given by Ref. [32]. As illustrated by the green line in Fig. 1, the method in Ref. [32] can provide nontrivial lower bound for the coherent information only when $\epsilon$ ranges from 0.8610 to 1, and the residuals are also much larger. Therefore, in this case the neural network approach beats the approach in Ref. [32] easily.

We now apply neural networks to quantify the coherent information for more general qutrit-qutrit quantum states. For this, we consider the following four different classes of quantum states.

- $(1 - \epsilon)I_9/9 + \epsilon |\psi\rangle\langle\psi|$, where $|\psi\rangle$ is an arbitrary pure state (called pure states under white noise).
- $(1 - \epsilon)I_9/9 + \epsilon \rho_0$, where $\rho_0$ is an arbitrary mixed state (called mixed states under white noise).
- $|\psi\rangle\langle\psi|$, where $|\psi\rangle$ is an arbitrary pure state (called general pure states).
- $\rho_0$, where $\rho_0$ is an arbitrary mixed states (called general mixed states).

In order to make the training data as representative as possible, we will generate them by picking up sample states from all the four classes. After the training stage is finished, we then test the performance of our neural network for each class separately. The neural network we choose has the same structure as before, whose 4 hidden layers has 400, 200, 100, 50 neurons, respectively.

More concretely, we first use the same way as in Eq. (10) to sample $\rho_0$ or $|\psi\rangle$ (by setting $k = 1$ there, we get a pure state $|\psi\rangle$). Next, when generating training data from the classes of pure states under white noise and mixed states under white noise, we select $\epsilon$ at intervals 0.025 and randomly generate 2000 states for each $\epsilon$ from 0.2 to
Fig. 2  The neural network predictions for the coherent information of qutrit-qutrit quantum states. Each boxplot indicates the degree of dispersion and skewness in the squared errors for each case. (a) Boxplots of pure states under white noise (blue, or ‘Pure (W)’) and mixed states under white noise (orange, or ‘Mixed (W)’), where the corresponding MSEs are 0.0137 and 0.0281, respectively. (b) Boxplots of general pure states (green) and general mixed states (red), where the corresponding MSEs are 0.0161 and 0.0407, respectively. (Color figure online)

0.75, and 4000 states for each $\epsilon$ from 0.775 to 0.975, where 82,000 sample states are picked up for each class.

When generating training data from the classes of general pure and general mixed states, whose coherent information considered for training dataset ranges from 0 to $\log_2 3$ and from $-\log_2 3$ to 1.5, respectively, we choose to keep or drop the sampled $\rho_0$ or $|\psi\rangle$ according to their coherent information, aiming to select 4000 states randomly in each interval for coherent information of size 0.1. Here the only exception is for general mixed states with coherent information larger than 1.5. Due to the low sampling efficiency, we do not insist on the number of states produced in this case and directly collect all such states during the sampling process. Eventually, 64,000 general pure states, 124,211 general mixed states, and 164,000 pure states under white noise and mixed states under white noise are chosen as training states. Performing the same local measurements as the previous experiment on them and recording the outcome statistics data for each state as the features, together with the corresponding coherent information as the label, we obtain the whole training dataset, which has 352,211 sample states.

After training the model, we now use the same model to test its performance on the above four classes of quantum states separately. That is to say, for each class we generate a test dataset by sampling around 2000 random states uniformly according to coherent information. Similarly, we use the MSE to measure the prediction performance of our model. The results are listed in Fig. 2. For convenience, we represent the experimental results in the form of boxplot, where each boxplot displays a dataset based on a five-number summary: the lowest data point excluding any outliers (minimum), the median of the lower half of the dataset (first quartile), the median of the dataset, the median of the upper half of the dataset (third quartile), and the largest data point excluding any outliers (maximum).
As we can see in Fig. 2a, when predicting the coherent information of pure states under white noise and mixed states under white noise, the MSEs are 0.0137 and 0.0281, respectively. Here the distribution of the squared error for pure states under white noise is very narrow, indicating the very high-quality predictions. Figure 2b shows the results for general pure states and general mixed states, where the corresponding MSEs are 0.0161 and 0.0407, respectively. Overall, it can be said that even for the most general case of qutrit-qutrit quantum states, the neural network model we trained still enjoys decent performance in predicting coherent information.

3.2 Higher-dimensional cases

We now utilize neural networks to predict the coherent information of bipartite quantum states in higher-dimensional Hilbert space $\mathcal{H}_d \otimes \mathcal{H}_d$. In this case, the task of picking up proper training dataset is more challenging. In order to make the sample states for training as representative as possible, we consider a class of quantum states of the form

$$
\rho_d = \alpha \rho_0 + \beta I_d^2/d^2 + \gamma |\psi^me_d\rangle \langle \psi^me_d|,
$$

(12)

where $\alpha, \beta, \gamma \geq 0$, $\alpha + \beta + \gamma = 1$, $\rho_0 \in \mathcal{H}_d \otimes \mathcal{H}_d$ is a random quantum state generated according to Eq. (10), $I_d^2/d^2$ is the bipartite maximally mixed state, and $|\psi^me_d\rangle = \sum_{i=0}^{d-1} |ii\rangle/\sqrt{d}$ is the maximally entangled state. In other words, $\rho_d$ is a linear combination of three completely different types of quantum states.

To demonstrate how to generate training dataset for this case, let us take $d = 5$ as an example. The training states will be composed of two parts. Firstly, we generate the first part of the training states by sampling $\rho_5$ in Eq. (12), where about 170,000 states are chosen. More concretely, when $\alpha$ is no less than 0.4, $\alpha$ and $\beta$ are varied at intervals 0.02, and for each choices of the coefficients, 200 random $\rho_5$ are produced by sampling $\rho_0$. When $\alpha$ is smaller than 0.4, we vary $\alpha, \beta$ at intervals 0.04 and sample 100 $\rho_5$ states similarly for each choices of the coefficients. The second part of the training states will be produced in a similar way with the qutrit-qutrit case. That is, we separately sample 82,000 pure states under white noise, 130,000 mixed states under white noise, 40,000 general pure states, and 84,000 general mixed states in such a way that their coherent information is distributed evenly. Here, when sampling general pure states, we find that it is hard to sample states with coherent information less than 0.8. In order to have a relatively complete coherent information distribution, we generate general pure states by

$$
|\psi_5\rangle \propto \alpha |\psi'_5\rangle + (1 - \alpha) |\psi^{sep}_5\rangle,
$$

(13)

where $\alpha \in [0, 1]$, $|\psi'_5\rangle$ and $|\psi^{sep}_5\rangle$ are a random pure state and a random separable pure state in $\mathcal{H}_5 \otimes \mathcal{H}_5$, respectively. Again, random pure states are generated by setting $k = 1$ in Eq. (10) and each random separable pure state is a tensor product of two random pure states in $\mathcal{H}_5$. Our previous experiences show that the local measurements given in Eqs. (8) and (9) can produce informative measurement outcome statistics.
Table 1  The structure and configuration details of the convolutional neural network (see Refs. [47, 48] for introductions to convolutional neural networks)

| Layers | Type          | Neurons       | Filters | Kernel size | Strides | Pool size |
|--------|---------------|---------------|---------|-------------|---------|-----------|
| 0–1    | Convolution2D | (None, 9, 9, 32) | 32      | 2 × 2       | 1 × 1   | -         |
| 1–2    | Max-pooling2D | (None, 8, 8, 32) | –       | –           | 1 × 1   | 2 × 2     |
| 2–3    | Convolution2D | (None, 7, 7, 64) | 64      | 2 × 2       | 1 × 1   | -         |
| 3–4    | Max-pooling2D | (None, 6, 6, 64) | –       | –           | 1 × 1   | 2 × 2     |
| 4–5    | Convolution2D | (None, 5, 5, 64) | 64      | 2 × 2       | 1 × 1   | -         |
| 5–6    | Fully connected | (None, 32) | –       | –           | –       | –         |
| 6–7    | Fully connected | (None, 1) | –       | –           | –       | –         |

Fig. 3  The neural network predictions for the coherent information of higher-dimensional quantum states, where $d = 5$. Each boxplot indicates the degree of dispersion and skewness in the squared errors for each case. **a** Boxplots of pure states under white noise (blue, or ‘Pure (W)’) and mixed states under white noise (orange, or ‘Mixed (W)’), where the corresponding MSEs are 0.0123 and 0.0356, respectively. **b** Boxplots of general pure states (green) and general mixed states (red), where the corresponding MSEs are 0.0275 and 0.0436, respectively (Color figure online)

data. Consequently, after picking up the states for training, we measure them by these local measurements again. The resulting measurement outcome statistics data, whose dimension is now 100, serves as the features for the neural network. As training dataset, we compute the coherent information for each sample state as the corresponding label.

Compared with fully connected neural networks, in higher-dimensional cases we find that convolutional neural networks have better performance in quantifying entanglement (see Refs. [47, 48] for introductions to convolutional neural networks). The reason for this behavior may come from the increasing dimension of the input data, since convolutional neural networks are good at extracting information from high-dimensional data. The structure of the convolutional neural network we choose is listed in Table 1. Again, we test the performance of the trained neural network by utilizing it to separately predict the coherent information of four classes of quantum states, that is, pure states under white noise, mixed states under white noise, general pure states and general mixed states.

For each class of test states, we fix the number of instances to be 2000, and the experimental results are presented in Fig. 3. It can be seen that the overall performance
Table 2 The MSEs of predicting coherent information for different dimensions

| Dimension | $d = 5$ | $d = 6$ | $d = 7$ | $d = 8$ | $d = 9$ | $d = 10$ |
|-----------|---------|---------|---------|---------|---------|---------|
| Pure      | 0.0135  | 0.0110  | 0.0107  | 0.0090  | 0.0093  | 0.0086  |
| Mixed     | 0.0347  | 0.0321  | 0.0255  | 0.0217  | 0.0171  | 0.0149  |

Each case is trained with around 40,000 samples and tested with over 2000 samples.

is similar to the qutrit-qutrit case, and the MSEs are 0.0123, 0.0356, 0.0275, and 0.0436, respectively.

In addition to the boxplots, to further describe the degree of dispersion of the prediction results, we also compute the relative error of predictions for test states. For the class of general mixed states, which is the hardest to predict, the mean relative error is smaller than 15% (10%) for test states whose absolute values of the exact coherent information are larger than 0.5 (1.0). We stress that all these results are predicted by one single trained model. Hence, it is fair to say that our model has decent performance even for general quantum states.

To examine the potential power of neural networks better, we now increase the dimension of target quantum states even further and use a convolutional neural network similar to the one in Table 1 to predict coherent information, where the only difference is that we increase the kernel size and pool size from $2 \times 2$ to $3 \times 3$. Note that when quantum dimension goes up, it is very challenging to handle the sharply increasing size of the training set. Therefore, from now on we only do the following two experiments: (1) Both the training states and the test states are sampled from general mixed states; (2) both the training states and the test states are sampled from general pure states. In each case, the number of training samples is around 40,000, and the number of test samples is over 2000. Similar to before, we try to pick up these samples evenly according to their coherent information.

We run the model for quantum states with dimensions from 5 to 10, and the results are listed in Table 2. Compared with Fig. 3b, the prediction MSEs for general pure states and general mixed states are improved from 0.0275 to 0.0135 and from 0.0436 to 0.0347, respectively, showing that utilizing prior knowledge on the type of target quantum states can improve the performance. Furthermore, a very surprising fact is that, unlike fully connected neural networks, when the quantum dimension goes up, the convolutional neural network model behaves even better, providing more evidence showing that the convolutional neural network is a more suitable choice for higher-dimensional cases.

In addition, to further evaluate the performance of our models, we conduct uncertainty estimates to characterize the distribution of residuals in the prediction results of our models. For this, we utilize a technique called bootstrapping [49, 50]. Specifically, we split a large dataset composed of quantum states into $k$ parts of the same size, where $k - 1$ parts combined are used for training and the remaining one for testing. In this way, we obtain $k$ different models for the same task and thus have a chance to determine whether our approach has stable performance. Here we let $k = 100$. For each model of the $k$ ones, after training we use it to predict coherent information for the corresponding test dataset and then record the corresponding residuals. Putting all
the residual data from the $k$ models together, we calculate the 5% quantile and the 95% quantile, which allows us to get the 90% confidence interval for the predictions of these models. The results are presented in Table 3.

In Table 3, we can see that if the model predicts the coherent information as $v$ for an unknown 5-dimensional pure state, the accurate coherent information lies within the interval $[v - 0.1872, v + 0.1815]$ with probability 90%. Overall, the behavior of the confidence intervals for different dimensions has a similar pattern to that of the MSE. For example, the confidence intervals of general pure states are narrower than that of general mixed states. Remarkably, it turns out that the confidence intervals become narrower as the dimension increases, implying that the performance of our model will not decay when the size of target quantum states becomes larger.

Lastly, to exploit the flexibility of our approach, we now replace the measurements given in Eqs. (8) and (9) with tensor products of single-qubit Pauli observables. This means that in order to produce outcome statistics data as in Eq. (1), measuring involved quantum states becomes much easier. Specifically, Alice now measures all quantum states by the observables

$$A'_1 = \sigma_Z^{\otimes k} \quad A'_2 = \sigma_X^{\otimes k}$$

and Bob measures by

$$B'_1 = \frac{(-\sigma_Z - \sigma_X)^{\otimes k}}{2\sqrt{2}}, \quad B'_2 = \frac{(\sigma_Z - \sigma_X)^{\otimes k}}{2\sqrt{2}}, \quad (15)$$

where $\sigma_X, \sigma_Z$ are Pauli matrices and $k = \lceil \log_2 d \rceil$. When $2^k > d$, quantum states in $\mathcal{H}^d \otimes \mathcal{H}^d$ can be embedded to a $\mathcal{H}^{2^k} \otimes \mathcal{H}^{2^k}$ Hilbert space by padding zeros to the redundant bases. In this way, each observable has $2^k$ outcomes. Here, we repeat the previous experiments, where all experimental settings keep the same except the measured observables. The corresponding prediction results are presented in Tables 4 and 5.

By introducing new observables, the number of measurement outcomes becomes $2^k$ rather than $d$. This makes the outcome statistics data more informative when $2^k > d$, and as a result, for general mixed states the prediction quality is improved (the MSEs are lower and the confidence intervals are narrower). For the special case of $d = 8$, where $2^k = d$, for general mixed states the two different approaches have the same MSE, which is 0.0217, and two similar confidence intervals. As a comparison, for general pure states the performance of Pauli observables is not as good as the measurements given in Eqs. (8) and (9), but still comparable. Furthermore, despite the different behaviors for general pure states and general mixed states, both of the two approaches show the same trend that the performance becomes even better as the dimension increases. Therefore, the results in Tables 4 and 5 imply clearly that the performance of our neural networks is still very stable when different measurement settings are chosen.
Table 3  90% confidence intervals of the residuals of predicting coherent information for different dimensions

| Dimension | $d = 5$            | $d = 6$            | $d = 7$            | $d = 8$            | $d = 9$            | $d = 10$           |
|-----------|--------------------|--------------------|--------------------|--------------------|--------------------|--------------------|
| Pure      | $[-0.1872, 0.1815]$| $[-0.1679, 0.1645]$| $[-0.1578, 0.1615]$| $[-0.1607, 0.1720]$| $[-0.1552, 0.1591]$| $[-0.1553, 0.1663]$|
| Mixed     | $[-0.2986, 0.3275]$| $[-0.2863, 0.3068]$| $[-0.2588, 0.2560]$| $[-0.2467, 0.2315]$| $[-0.2219, 0.2286]$| $[-0.2042, 0.2195]$|
Table 4. The MSEs of predicting coherent information with outcome statistics data obtained by qubit Pauli observables

| Dimension | $d = 5$ | $d = 6$ | $d = 7$ | $d = 8$ | $d = 9$ | $d = 10$ |
|-----------|---------|---------|---------|---------|---------|---------|
| Pure, local | 0.0165  | 0.0195  | 0.0243  | 0.0216  | 0.0173  | 0.0144  |
| Mixed, local | 0.0278  | 0.0255  | 0.0221  | 0.0217  | 0.0141  | 0.0110  |

Combining all the evidence above together, we can see that the neural networks we trained enjoy a very decent performance in quantifying unknown bipartite entanglement, even if the quantum dimension is high.

4 Quantifying multipartite entanglement

Compared with bipartite entanglement, multipartite entanglement has much more complicated mathematical structures. Many different measures have been defined to quantify multipartite entanglement, and almost all of them are hard to calculate. As mentioned before, in order to apply neural network models to quantify unknown multipartite entanglement, we have to make sure the labels, which is some entanglement measure here, of training states are computationally tractable. For this, we choose the geometric measure of entanglement as our target entanglement measure, as it is relatively easy to handle among well-known multipartite entanglement measures, especially for the case of pure states. Therefore, in this section we will only train and test our neural networks using three-qubit pure states.

To prepare training data, again every random three-qubit pure state $|\psi\rangle \in \mathcal{H}^2 \otimes \mathcal{H}^2 \otimes \mathcal{H}^2$ is generated by Eq. (10) with $k = 1$. Then, we measure each qubit by Pauli observables $\sigma_x$ and $\sigma_y$ and record the outcome statistics data as the corresponding features. For the label of the above features, we first parameterize the 3-partite product pure state $|\phi\rangle$ in Eq. (5) as

$$|\phi\rangle = \bigotimes_{i=1}^{3} \left( \cos \frac{\theta_i}{2} |0\rangle + e^{i\gamma_i} \sin \frac{\theta_i}{2} |1\rangle \right),$$

and then compute the geometric measure of entanglement $E_G(|\psi\rangle)$ by maximizing Eq. (5) over the parameters $\{\theta_i, \gamma_i \in \mathbb{R}\}$ with the L-BFGS-B method [51, 52] implemented by SCIPY [53]. The whole training dataset is generated by sampling states according to their geometric measure of entanglement. Concretely, when the value of the geometric measure of entanglement is from 0 to 0.55, we sample 5000 three-qubit pure states for each interval for the geometric measure of entanglement of size 0.1. In addition, we also sample 5000 separable states as part of the training states, and when generating measurement outcome statistics data, the involved local measurements are the same as before. Combining the above two parts, we get the training dataset with 35,000 instances. Then we use the training data to train a 4-hidden-layer fully connected neural network, where each layer has 50, 20, 10, 5 neurons, respectively.
Table 5  90% confidence intervals of the residuals of predicting coherent information with outcome statistics data obtained by qubit Pauli observables

| Dimension | Pure, local | Mixed, local |
|-----------|------------|--------------|
| $d = 5$   | $[-0.2156, 0.2238]$ | $[-0.2727, 0.2670]$ |
| $d = 6$   | $[-0.2360, 0.2422]$ | $[-0.2498, 0.2632]$ |
| $d = 7$   | $[-0.2599, 0.2435]$ | $[-0.2408, 0.2621]$ |
| $d = 8$   | $[-0.2626, 0.2559]$ | $[-0.2288, 0.2220]$ |
| $d = 9$   | $[-0.2599, 0.2435]$ | $[-0.2253, 0.2116]$ |
| $d = 10$  | $[-0.2178, 0.2231]$ | $[-0.2053, 0.2148]$ |
The neural network predictions for the geometric measure of entanglement of three-qubit pure states. The blue line and the orange line represent the prediction values and the exact values, respectively. a The results for the state $|\psi_p\rangle$, where the MSE of the prediction values is $1.26 \times 10^{-5}$. b The results for the state $|\psi'_p\rangle$, where the MSE of the prediction values is $7.72 \times 10^{-5}$ (Color figure online)

We now turn to the sampling of test states. Recall that there are only two classes of genuinely tripartite entanglement which are inequivalent under local operations and classical communication (LOCC) [54]. One class is represented by the Greenberger-Horne-Zeilinger (GHZ) state [55],

$$|\text{GHZ}\rangle = (|000\rangle + |111\rangle) / \sqrt{2},$$

and the other class is represented by the W state [54],

$$|\text{W}\rangle = (|001\rangle + |010\rangle + |100\rangle) / \sqrt{3}.$$  

Therefore, we are interested in the behavior of our model on these two states. For this, we consider the following two classes of states,

$$|\psi_p\rangle = \sqrt{p}|\text{W}\rangle + \sqrt{1-p}|\overline{\text{W}}\rangle,$$

and

$$|\psi'_p\rangle = \sqrt{p}|\text{GHZ}\rangle + \sqrt{(1-p)/2}(|\text{W}\rangle + |\overline{\text{W}}\rangle),$$

where $p \in [0, 1]$ and $|\overline{\text{W}}\rangle = (|110\rangle + |101\rangle + |011\rangle) / \sqrt{3}$.

We sample states within the classes $|\psi_p\rangle$ and $|\psi'_p\rangle$ to serve as our test samples, where $p$ is chosen from 0 to 1 at intervals 0.005. The prediction results are illustrated in Fig. 4, in which (a) is for the state $|\psi_p\rangle$ and (b) is for the state $|\psi'_p\rangle$. As we can see, the prediction values fit the exact values very well in both cases, whose MSEs are $1.26 \times 10^{-5}$ and $7.72 \times 10^{-5}$, respectively.

In addition, we also test the performance of the above-trained neural network with another test dataset composed of around 2000 random three-qubit pure states, whose geometric measure of entanglement is numerically calculated and ranges from 0 to 0.55 evenly. Again, the performance is excellent and the MSE is only 0.0011. These
high-quality predictions strongly imply that neural networks can have satisfactory performance in quantifying unknown multipartite entanglement.

5 Nonlocality facilitates neural networks

In our neural network models, the features are chosen as statistics data of the outcomes when local measurements are taken on samples. Actually this kind of statistics data is exactly what people utilize in studying nonlocality, though as stressed before, quantum nonlocality is not considered in the training and testing of our neural networks at all. However, due to this similarity, we may wonder, does quantum nonlocality play any role in the workings of our neural networks? Interestingly, we observe strong evidences, suggesting that the answer to this question is positive.

For this, let us go back to the neural network we have already trained in Sect. 3.1, which aims at quantifying coherent information for the state $\rho_{\lambda}^{mv}$ defined in Eq. (7). Without further training, we run the same neural network on the following special class of quantum states,

$$\rho_{p,\gamma} = (1 - p)I_9/9 + p|\phi_\gamma\rangle\langle \phi_\gamma|,$$

where

$$|\phi_\gamma\rangle = \gamma(|00\rangle + |11\rangle) + \sqrt{1 - 2\gamma^2}|22\rangle,$$

$s \in [0.6, \sqrt{2}/2]$ and $p$ is chosen such that the coherent information of $\rho_{p,\gamma}$ is positive. Again, for each state in the $\rho_{p,\gamma}$ class, we measure it with observables $A_a$ and $B_b$ given by Eqs. (8) and (9) to generate the feature and then input it into the neural network. Meanwhile, the violation of this test state to the CGLMP inequality is also computed, which as usual is used to measure quantum nonlocality. Then, after running the neural network on these test samples, we have the chance to examine whether the performance of prediction has any relation with quantum nonlocality.

The results are listed in Fig. 5. Here each blue dot represents a quantum state, which is a quantum state sampled from the $\rho_{p,\gamma}$ class. Along the $x$-axis, in Fig. 5a we record the exact coherent information, and in Fig. 5b we record the violation. Here the squared error is the squared gap between the exact and the predicted coherent information. It can be seen clearly that when a test state has stronger quantum nonlocality, the neural network tends to predict its coherent information more accurately.

To further analyze the statistical connections between nonlocality, coherent information, and squared error, we utilize the Pearson correlation coefficient (PCC) to analyze the data, which is a measure of linear correlation between the paired data $\{(x_1, y_1), \ldots, (x_n, y_n)\}$ defined as

$$r_{xy} = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2}\sqrt{\sum_{i=1}^{n}(y_i - \bar{y})^2}},$$

where $\bar{x}$ and $\bar{y}$ are the means of the $x$ and $y$ data, respectively.
The relations between coherent information, nonlocality, and squared error. Each blue dot represents a quantum state $\rho_{p,\gamma}$ with parameter pair $(p, \gamma)$. a The relation between squared error and coherent information, where the PCC is 0.0010. b The relation between squared error and violation, where the PCC is $-0.6041$ (Color figure online)

where $\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i$ and analogously for $\bar{y}$. We find that the PCC between squared error and coherent information is 0.0010, implying that almost no linear correlation exists between them. As a sharp difference, the PCC between squared error and violation is $-0.6041$, confirming that an apparent negative correlation exists between them, that is, when the violation becomes larger, the squared error shrinks.

This phenomenon could be explained as follows. Notice that the inputs of the neural network are the measurement outcome statistics generated by locally measuring two different measurement devices. In all the experiments we listed above, the statistics data are not tomographically complete to pin down a quantum state. Therefore, there usually exist different quantum states admitting the same measurement outcome statistics data, and our numerical calculations confirm this. When the measurement outcome statistics data correspond to weak nonlocality, the range of quantum states that can produce the current measurement outcome statistics is quite large. As a result, when we quantify the entanglement for a quantum state based on such measurement outcome statistics data, the output should not be a value, but an interval. Inspired by the concept of self-testing [56, 57], it can be conceived that when a measurement outcome statistics corresponds to strong nonlocality, this interval will be small, which is also indicated in Fig. 5.

Meanwhile, we stress that our motivation in this work is introducing deep-learning techniques to quantify unknown quantum entanglement. We hope to provide a realistic and economical method for future quantum industries. The outputs of our models have to be specific values of target entanglement measures, and therefore, a minor inaccuracy of these outputs is inevitable. However, we observe that a typical output of our models is roughly the middle point of the interval that the corresponding measurement outcome statistics data correspond to, which means that the results are still very informative when the interval is relatively small, as confirmed over and over by the numerical experiments we have reported. Furthermore, from the viewpoint of quantum engineering, a rough and easy-to-implement quantification for unknown entanglement is often very valuable. For example, when selecting quantum states as raw materials for a quantum factory that distills entanglement, applying the neural network approach we introduced here is a very reasonable choice, as once trained, running the neural network to quantify unknown entanglement will be very efficient.
6 Discussions

In this paper, we have showed strong evidences implying that neural networks can be used to quantify unknown quantum entanglement after being properly trained, where the performance is very decent, and can be much better than that of some previous approaches like semi-DI protocols.

It should be pointed out that, when training neural networks, we only need to measure sampled quantum states locally, or even by single-qubit Pauli observables, and then collect the outcome statistics data as the corresponding features, which is actually quite experiment-friendly, as large-scale quantum measurements are difficult to implement physically, especially for high-dimensional quantum states. Meanwhile, we would like to point out that our numerical experiments show that sometimes the approach still enjoys comparable performance if one reduces the outcome numbers of involved quantum measurements for each party, which will make the size of features smaller, and thus improve the efficiency of both the collection of measurement outcome statistics data and the training of neural networks.

In summary, with the rise of quantum engineering in recent years, it is very realistic to consider applying neural networks widely in quantum engineering problems where a rough quantification of underlying entanglement is helpful. Because of this, it will be interesting to improve the performance of neural networks further by introducing new techniques and try to utilize neural networks to quantify more measures of quantum entanglement.
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