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Abstract—The human insulin-glucose metabolism is a time-varying process, which is partly caused by the changing insulin sensitivity of the body. This insulin sensitivity follows a circadian rhythm and its effects should be anticipated by any automated insulin delivery system. This paper presents an extension of our previous work on automated insulin delivery by developing a controller suitable for humans with Type 1 Diabetes Mellitus. Furthermore, we enhance the controller with a new kernel function for the Gaussian Process and deal with noisy measurements, as well as, the noisy training data for the Gaussian Process, arising therefrom. This enables us to move the proposed control algorithm, a combination of Model Predictive Controller and a Gaussian Process, closer towards clinical application. Simulation results on the University of Virginia/Padova FDA-accepted metabolic simulator are presented for a meal schedule with random carbohydrate sizes and random times of carbohydrate uptake to show the performance of the proposed control scheme.
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I. INTRODUCTION

Approximately 415 million people had diabetes mellitus in 2015 and this number is assumed to increase to 642 million by the year 2040 [1]. Of these patients, around 10% have type 1 diabetes mellitus and they are therefore not able to control their blood glucose (BG) level without exogenous insulin injections. On the one side, the goal of these exogenous injections is to prevent hyperglycemia (BG > 180 mg/dl) and secondary complications arising therefrom. On the other side, the induced insulin can lead to insulin-induced hypoglycemia (BG < 70 mg/dl), which can be life-threatening. An automated insulin delivery device can help the patients achieve both these goals and patients do not need to control their BG level manually anymore. Recent developments in insulin pumps and glucose sensors enable us to solve the problem of insulin delivery in closed-loop, which leads to improved BG regulation and which is the goal of the artificial pancreas project [2], [3].

A variety of factors in the insulin-glucose metabolism change over time and call for adaptive control techniques. These factors are e.g. the irregular pattern of exercises [4], the quasi-periodic appearance of meals [5] and the diurnal changes of the insulin sensitivity [6]. There are many proposed control algorithms in the literature that focus on the requirement of adaptation. Based on the patient’s reaction to boluses given during the last days, the carbohydrate (CHO) to insulin ratio is adapted in [7], to enhance the rejection of meal intakes. Run-to-run control was also used in [8] to improve the tracking performance and to control the blood glucose level to a tighter zone, by updating the basal infusion rate of patients based on past measurements. In comparison to these studies, where only a few BG measurements were available during the day, the following studies used continuous glucose measurements. The periodic appearance of meals was used in [5] to improve the control performance with a Model Predictive Iterative Learning Controller. In [9], run-to-run adaptation of the basal rate was used during night time, while the carbohydrate-to-insulin ratio, which is used to calculate meal boluses, was adapted during the day. The control penalty in the cost function of a zone MPC was adapted in [10] to reduce the mean glucose level, while not increasing the risk of hypoglycemia. Both insulin and the counterregulatory hormone glucagon were used in a clinical study on pigs, where the authors used a Generalized Predictive Control approach [11]. In [12], the controller was adapted by Gain Scheduling based on the blood glucose concentration [12], whereas the controller was switched based on an estimate of the insulin sensitivity in [13]. Another publication where the insulin sensitivity is included into the controller to enhance the control performance is [6], where the insulin sensitivity was included into the input constraint of a Model Predictive Controller (MPC). In [14] the changing insulin sensitivity was included into a run-to-run controller, which adjusts the carbohydrate-to-insulin ratio and the basal insulin delivery rate. The authors in [15] provide a review of adaptive controllers for BG regulation, including Self-Tuning-Regulators, Minimum Variance Control, Generalized Predictive Control and Linear Quadratic Regulators. Our idea of facilitating Gaussian Processes in the field of glucose control is also used in [16] to determine personalized linear patient models.

In this paper, we present an extension of our work on incorporating information about the changing insulin sensitivity into a controller for the insulin-glucose metabolism [17]. In contrast to previously published results on including the insulin sensitivity, we determine the effect of the changing insulin sensitivity during closed-loop. Due to the
periodicity of the insulin sensitivity, we can anticipate the upcoming effect of the changing insulin sensitivity by using the collected data. We extract the effect of the changing insulin sensitivity from the state estimate which is provided by an Unscented Kalman Filter [18]. The collected data of the effect of the changing insulin sensitivity is given to a Gaussian Process which predicts the future values of the effect. These predictions are then given to a MPC which incorporates the information into the optimization problem, when calculating the insulin injections. A block diagram of the proposed control structure is provided in Fig. 1.

The newly developed content of this paper is that we present a controller parametrized for humans, in comparison to the original controller, which was using a model for Göttingen Minipigs. We also provide a new kernel function for the Gaussian Process that is fading out old data and is capable of dealing with the measurement noise we are facing in applications and our simulation model. By postprocessing the collected training data for the Gaussian Process, the controller becomes insensitive to unannounced meals and meal sizes and times can be arbitrary. To show the advantages of including a learning part into the glucose controller we show simulation results on the FDA-accepted University of Virginia/Padova (UVA/Padova) metabolic simulator [19].

The paper is structured as follows: In Section II we give a review of our previous work. We explain how we adapt the metabolic simulator to show a changing insulin sensitivity and present the model used inside the MPC in III. The postprocessing of the training data, the new kernel function for the Gaussian Process and its predictions are shown in Section IV. Afterwards, the results are shown in Section V and we give a conclusion in Section VI.

II. REVIEW OF PREVIOUS WORK

Here, we give an overview of our previous work. We explain how the training data is extracted from the state estimates and the insulin injections. Furthermore, we describe the Model Predictive Controller that is provided with the predictions of the Gaussian Process.

A. Training Data Calculation

The training data for the Gaussian Process is calculated during closed-loop control from the state estimate of the UKF and the insulin input. Every new glucose measurement gives a new state estimate, which is then used to derive a new training data point. To do so, we start with the time-varying linear model given in (12), that we split up into a model describing the insulin glucose metabolism (\( \dot{x}(t) \)) and a part that describes the effect of the changing insulin sensitivity (\( A^{\text{KS}}(t)x(t) \)):

\[
\dot{x}(t) = A(k_S(t))x(t) + Bu(t) = \dot{A}x(t) + A^{\text{KS}}(t)x(t) + Bu(t).
\]

The second part is then interpreted as a disturbance \( u_{\text{KS}}(t) \) induced by the changing insulin sensitivity, which enters the system through \( B^{\text{KS}} \). This leads to:

\[
\dot{x}(t) = \dot{A}x(t) + Bu(t) + B^{\text{KS}}u_{\text{KS}}(t).
\]

This system is now discretized and the notation \([\cdot]_i\) is introduced to refer to the \(i\)th row of a vector/matrix variable. Furthermore, we denote \([x]_i\) as the row in the A-matrix of (12) which is time-varying. With the discretized system,

\[
x_{k+1} = \hat{A}_d x_k + B_d u_k + B_d^{\text{KS}} u_{\text{KS}}^k,
\]

we calculated the disturbance as follows:

\[
u_{\text{KS}}^k = \left( [x]_i - \left[ \hat{A}_d x_{k-1} \right]_i - [B_d u_{k-1}]_i \right) / \left[ B_d^{\text{KS}} \right]_i.
\]

The training data for the Gaussian Process consists of these data points and their corresponding time stamps. For more details, see [17].

B. Controller

The controller that we are using is a MPC that is supplied with the information about the predicted effect of the changing insulin sensitivity \( u_{\text{KS}} \). We will denote this combination of Gaussian Process and MPC as GP-MPC. The Gaussian Process is predicting the effect for the complete prediction horizon of the MPC formulation. If we are referring to MPC, we mean the same controller but without the predictions of the Gaussian Process. The GP-MPC is defined as follows:

\[
J_{0 \to N-1}(x_0) = \min_{U_{0 \to N-1}} J_{0 \to N-1}(x_0, U_{0 \to N-1})
\]

s.t. \( x_{k+1} = \hat{A}_d x_k + B_d u_k + B_d^{\text{KS}} u_{\text{KS}}^k \),

\[
x_0 = x(t), \quad y_k = C_d x_k, \quad y_N = 0,
\]

\[0 \leq u_k + u_{\text{basal}} \leq u_{\text{max}}\)

where the cost function is

\[
J_{0 \to N-1}(\cdot, \cdot) = \sum_{k=0}^{N-1} y_k^T Q y_k + (u_k - u_{\text{KS}})^T R (u_k - u_{\text{KS}}).
\]

The matrices can be obtained by discretizing the system in (12) for the nominal insulin sensitivity (\( k_S(t) = 1 \)) and they describe the linearization of the model around the steady state \( x_{\text{basal}} \) for the basal input \( u_{\text{basal}} \). Therefore, when the MPC steers the state \( x_k \) to zero, this corresponds to the basal conditions of the patient. The vector \( x_k \) is the derivation of the state from the linearization point \( x_{\text{basal}} \), \( u_k \) is the derivation of the insulin injection form its basal rate \( u_{\text{basal}} \) in mU/min, \( u_{\text{KS}}^k \) is the predicted influence of the changing periodicity of the insulin sensitivity, we can anticipate the upcoming effect of the changing insulin sensitivity by using the collected data. We extract the effect of the changing insulin sensitivity from the state estimate which is provided by an Unscented Kalman Filter [18]. The collected data of the effect of the changing insulin sensitivity is given to a Gaussian Process which predicts the future values of the effect. These predictions are then given to a MPC which incorporates the information into the optimization problem, when calculating the insulin injections. A block diagram of the proposed control structure is provided in Fig. 1.
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II. REVIEW OF PREVIOUS WORK

Here, we give an overview of our previous work. We explain how the training data is extracted from the state estimates and the insulin injections. Furthermore, we describe the Model Predictive Controller that is provided with the predictions of the Gaussian Process.

A. Training Data Calculation

The training data for the Gaussian Process is calculated during closed-loop control from the state estimate of the UKF and the insulin input. Every new glucose measurement gives
insulin sensitivity provided by the Gaussian Process, \( y_N \) is the blood glucose level in mg/dl, \( N \) is the prediction horizon of the MPC and \( Q \) and \( R \) are the weights of the MPC. To enable reference tracking in the presence of the disturbance \( u_k^{\text{NIS}} \), we introduce \( u_k^{\text{ss}} \), that is needed to reject the disturbance \( u_k^{\text{NIS}} \) at steady state and is calculated by solving the linear equations

\[
\begin{bmatrix}
\dot{A}_d - I & B_d \\
C_d & 0
\end{bmatrix}
\begin{bmatrix}
x_k^{\text{ss}} \\
u_k^{\text{ss}}
\end{bmatrix}
= \begin{bmatrix}
-B_d & u_k^{\text{NIS}} \\
0 & 0
\end{bmatrix},
\]

for \( k \in [0, N - 1] \). The constraint finite time optimal control (CFTOC) problem in (5) is solved with the Yalmip toolbox [20] and the first element of the solution is given as a command to the insulin pump and the optimization problem is solved again once a new measurement is available. The parameters of the MPC are chosen as follows. The prediction horizon is \( N = 30 \) and the sample time of the model in the MPC is 5 minutes. The prediction horizon is therefore 2.5 hours, which covers the most important dynamics of the insulin-glucose metabolism. The weights of the MPC are chosen as \( Q = 1 \) and \( R = 10 \) and the input is constraint to a maximum of \( u_{\text{max}} = 0.1 \text{ U/min}. \)

III. SYSTEM MODELING

In this section, we describe how we adapt the simulation model which we use to evaluate the control performance, to include a changing insulin sensitivity. We also describe the changes made to the model within the MPC, such that it describes the human insulin-glucose metabolism.

A. Simulation Model

To evaluate the performance of the proposed control algorithm we use the UVA/Padova simulator. The constant insulin sensitivity of the simulator is adapted such that the patient shows a diurnal change in insulin sensitivity. To do so, we follow the approach in [21] and [14], where the parameters \( V_{m,c} \) and \( k_{p3} \) are changed depending on the insulin sensitivity:

\[
V_{m,c}(t) = V_{m,c}^{\text{nominal}} \cdot k_{IS}(t),
\]

\[
k_{p3}(t) = k_{p3}^{\text{nominal}} \cdot k_{IS}(t).
\]

We use the insulin sensitivity curve in Fig. 2, which is based on data from [6].

B. Controller Model

The model used inside the Model Predictive Controller is based on the Lunze model [22]. This model is a simplification of the Sorensen model [23] and was originally developed for Göttingen Minipigs. The advantage of this model, for our purposes, is that the insulin sensitivity is specifically modeled by its own parameter and only effects one state of the model. This makes it easier to extract the effect of the changing insulin sensitivity from the state estimate. A reduced order nonlinear version of the Lunze model [24] is used in the Unscented Kalman Filter and a linearized version is used inside the CFTOC problem of the MPC and to obtain the training data for the Gaussian Process. The Lunze model was completely reparametrized to adapt it to the insulin-glucose metabolism of humans by using input-output data of the Dalla Man model and publicly available data from [25]. We choose to adapt the Lunze model to the Dalla Man model, because it is accepted and has been used to support FDA regulated clinical studies. The gastro-intestinal tract and the subcutaneous insulin route were reparametrized using the data from [25], while the remaining parameters were obtained using input-output data of patient 1 of the simulator.

IV. GAUSSIAN PROCESS

This section presents the newly developed postprocessing of the training data and the new combination of kernel functions. We also show the collected training data and the predictions made by the newly parametrized Gaussian Process.

A. Postprocessing the Training Data

Food intakes disturb the training data calculation and should therefore be announced to the controller. Due to model mismatch in the gastro-intestinal tract, the error due to the food intake cannot be completely calculated and we therefore discard training data that are collected after an announced food intake. Using the model of the gastro-intestinal tract, we disable the training data collection, while the rate of glucose entering the blood stream is larger than 150 mg/min.

Furthermore, we discard training data points which are out of range, which we define by \(|u_k^{\text{NIS}}| > 2 \text{ mg/dl}. \) This second trigger for discarding training data is important to cope with forgotten meal announcements, so called unannounced meals. Otherwise, the unannounced rise in the glucose level will be interpreted as a drop in insulin sensitivity (high \( u_k^{\text{NIS}} \) values) and therefore corrupts the training data.

It is also possible to discard data points when the patient announces an exercise or unusual physical activity, because these drain glucose from the system and would alter the training data. Also, more advanced techniques could be used to determine if the collected training data points should be discarded and it is also possible to let the patient interact with the controller to benefit form the patients knowledge and experience. For example, if there is a large peak in the training data values, the controller could ask the patient if he/she forgot to announce a meal and if so what the meal size was. With the information about the meal size, the corrupted training data can then be recalculated.

B. Kernel Function and Predictions

Once the training data is collected, it is used by the Gaussian Process to predict future values of the effect of the changing insulin sensitivity. These values can then be included in the CFTOC problem of the MPC. We use the following two kernel functions to define the correlation between our data points. Namely, a periodic kernel function and an exponential kernel function:

\[
k_p(t, t'; l_p, \lambda) = \exp \left( -2 \sin^2 \left( \frac{\pi}{\lambda}(t - t') \right) \right). \]

(9)
The periodic kernel functions enable us to have a high correlation between data points that were collected at the same time of day. The exponential kernel function gives us the opportunity to fade out old data points over time by reducing their correlation to the prediction. Finally, we add a noise term to the kernel function, because the calculated training data is affected by the measurement noise. This leads to:

\[
k_C(t, t'; \eta) = \theta^2 \cdot k_E(t, t'; l_E) \cdot k_P(t, t'; l_P, \lambda) + \sigma_n^2
\]

The hyperparameters of the kernel function are lumped into \( \eta := [\theta^2, l_E, l_P, \lambda, \sigma_n] \) and their values can be seen in Table I. The periodic length, \( \lambda \), is chosen to be equal to the length of the diurnal insulin sensitivity rhythm, which is 24 hours. The length scale of the exponential kernel function, \( l_E \), is chosen such that the correlation of data points that are 3 days old is reduced to 90%. The length scale of the periodic kernel function, \( l_P \), and the variance, \( \theta \), are determined through hyperparameter optimization and then fixed at these values. Finally, the noise standard deviation, \( \sigma_n \), is adapted to the noise level.

A set of training data points is presented in Fig. 2. In the figure, it can be seen that training data points are discarded (either because a meal input is present or because their absolute value is out of range). Furthermore, we can see the prediction of the Gaussian Process using this data and the variance of the prediction. Please note that only the predictions for the next 2.5 hours are going to be used in the CFTOC problem and that the peaks in the training data are not present in the prediction, because these peaks are averaged out.

V. RESULTS

To evaluate the performance of the proposed control scheme, we use the UVA/Padova simulator and compare the developed GP-MPC with the MPC (same controller but without the predictions of the Gaussian Process). We simulate meal intakes with randomized timing and carbohydrate sizes for patient 1 of the simulator. This patient has a fasting glucose level of 122 mg/dl, which is the control reference, and a basal insulin injection of 20.4 mU/min. To keep the meal times and sizes reasonable, breakfast is eaten between 7am and 9am and has sizes between 40 g and 60 g. Lunch is eaten between 12pm and 2pm and dinner is eaten between 6pm and 8pm, both with a size between 60 g and 90 g. The exact meal sizes and meal times for the 7 day simulation can be found in Table III. We first present the performance for announced meals and then show how the closed-loop system is behaving when a patient forgets to announce a meal.

The performance of the GP-MPC and MPC for announced meals can be seen in Fig. 3 and Fig. 4. The upper panel of Fig. 3 shows that with the GP-MPC there are no events of hypoglycemia after the second night and the drops that can be seen for the MPC during the night are prevented. Furthermore, the glucose level around breakfast is lower and closer to the reference, which leads to lower glucose peaks after the patient eats breakfast. In the closeup in Fig. 4, the performance improvement, coming from the predictions of the Gaussian Process, can be seen more clearly. The glucose level is closer to the reference value for most of the day. Only after dinner the glucose level rises higher than the one with the MPC, but this is due to the low glucose level with the MPC before dinner, which is 35 mg/dl below the fasting glucose level. The metrics in Table II underline the performance advantage of the GP-MPC. There are less events of hypoglycemia and the standard deviation of the glucose level can be reduced. The time in range for 70-180 mg/dl can
Now, the Gaussian Process fades out old training data to deal with measurement noise and unannounced meals by developing a controller suitable for humans that is able to control performance is not altered by the unannounced meal during the following day can be seen and it shows that the insulin bolus is missing, because the meal react to an unannounced meal of 60 g of CHO, which advantage of anticipating the changing insulin sensitivity is shown on a FDA-accepted simulation model, which leads the developed controller towards clinical application. The proposed integration of a controller with a machine learning technique has proven to be effective and could enhance other glucose control strategies. Finally, through learning the patient’s specific insulin sensitivity circadian rhythm with fading memories, the proposed controller enables and improves personalized health care.

### VI. Conclusion

This paper presents an enhancement to our previous work by developing a controller suitable for humans that is able to deal with measurement noise and unannounced meals. Now, the Gaussian Process fades out old training data and is insensitive to noise. Furthermore, the performance advantage of anticipating the changing insulin sensitivity is shown on a FDA-accepted simulation model, which leads the developed controller towards clinical application.
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Fig. 4. Closeup of day 5 for GP-MPC and MPC for announced meals.

Fig. 5. Performance of GP-MPC and MPC for an unannounced breakfast (60 g) on day 3, which is indicated by the orange triangle.

Fig. 6. Closeup for GP-MPC and MPC of the period after the unannounced meal, which is indicated by the orange triangle.