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Abstract—With electric power systems becoming more compact and increasingly powerful, the relevance of thermal stress especially during overload operation is expected to increase ceaselessly. Whenever critical temperatures cannot be measured economically on a sensor base, a thermal model lends itself to estimate those unknown quantities. Thermal models for electric power systems are usually required to be both, real-time capable and of high estimation accuracy. Moreover, ease of implementation and time to production play an increasingly important role. In this work, the thermal neural network (TNN) is introduced, which unifies both, consolidated knowledge in the form of heat-transfer-based lumped-parameter models, and data-driven nonlinear function approximation with supervised machine learning. A quasi-linear parameter-varying system is identified solely from empirical data, where relationships between scheduling variables and system matrices are inferred statistically and automatically. At the same time, a TNN has physically interpretable states through its state-space representation, is and automatically. At the same time, a TNN has physically interpretable states through its state-space representation, is end-to-end trainable – similar to deep learning models – with automatic differentiation, and requires no material, geometry, nor expert knowledge for its design. Experiments on an electric motor data set show that a TNN achieves higher temperature estimation accuracies than previous white-/grey- or black-box models with a mean squared error of 3.18 K² and a worst-case error of 5.84 K at 64 model parameters.

Index Terms—Machine learning, thermal management, permanent magnet synchronous motor, neural networks, temperature estimation, functional safety, hybrid ML, system identification.

I. INTRODUCTION

Lumped-parameter thermal networks (LPTNs) are a system of ordinary differential equations (ODEs) and a popular choice for various thermal modeling applications throughout different industry branches. Most notably, their relatively low amount of model parameters lends themselves for real-time estimation tasks in electric power systems, such as multichip power modules [1], [2]: automotive-grade electric machines [3]–[5], or even in civil engineering [6]. An accurate real-time temperature estimator is often highly desirable whenever a system’s control performance depends on thermal state information of such parts that are not economically measurable on a sensor base, e.g., the permanent magnets in a synchronous electric machine or semiconductors in power electronic converters. Their need is particularly urgent when overload operation can be set, which potentially harms the system’s health through thermal stress. Even with system temperatures being tracked by sensors, a redundant thermal model becomes more and more relevant against the background of increasing functional safety requirements.

Being a parameter-light model often makes the LPTN approach the only feasible choice, although established, computational heavy, thermal analysis tools like computational fluid dynamics (CFD) and finite-element modeling (FEM) based on partial differential equations (PDEs) usually give a more thorough and accurate picture of heat flows in any intricate system [7]. Apart from thermal models, there are also real-time methods in the electric machine domain based on either invasive, high-frequency signal injection [8], [9] or precise observers that indirectly assess an electric machine’s thermal condition from temperature-dependent electric parameters [10]. Both methods expose high system parameter sensitivity as well as operation-point-dependent accuracies, that might lead to undesired temperature estimation errors [11]. What is more, a considerable amount of domain knowledge is required to be incorporated in each system model.

A. State-of-the-art Thermal Modeling

Likewise, typical for an LPTN design of sufficient accuracy is the incorporation of expert knowledge from the application’s domain, as well as geometry and material information from manufacturers. These help to identify the parameter variation of thermal resistances and capacitances, yet the geometry is often approximated with simple shapes (cylinders, spheres) to further reduce the modeling complexity of also intricate component shapes. What is more, power losses are usually even more difficult to grasp, and significant research effort is put into their modeling [12], [13]. In order to overcome modeling errors imposed by simplified assumptions over the system, empirical measurement data (for instance, as collected on a test bench) is increasingly utilized and employed, e.g., in the form of look-up tables or for fine-tuning analytically found initial parameter values [3], [12], [14]. The idea is depicted in Fig. [1]

Advancing the trend of fitting models on empirical data, machine-learning-based thermal modeling was proposed recently, where artificial neural networks (ANNs) are tuned to...
estimate temperatures of interest from a parallel stream of readily available sensor data, effectively harnessing statistical correlations between the latent temperatures and measurable quantities [15]–[18]. These methods are completely detached from thermodynamic theory and rely solely on empirical data. They neither necessitate expert knowledge nor geometry or material information for their design at the same level of accuracy as that of data-driven LPTNs. However, an increased computational demand in real time is required due to additional feature engineering and a substantially increased amount of model parameters [16]. Moreover, learnt parameters of an ANN are not as interpretable as of an LPTN. This implies that other systems, albeit similar to the one observed by the black-box model, would always require, again, empirical data for an appropriate temperature estimation unit. Furthermore, initial conditions can not be set in black-box models as their internal states are abstract, if there are any at all.

**B. Lumped-Parameter Thermal Networks**

Based on heat transfer theory, LPTNs are designed to estimate specific spatially separated system components’ temperatures by representing heat flows through an equivalent circuit diagram, where parameters stand for thermal characteristics. An appropriate LPTN structure is usually derived from the heat diffusion equation [19]:

\[ \rho c_p \frac{\partial \theta}{\partial t} = p + \nabla \cdot (\lambda \nabla \theta), \]  

where \( \rho \) denotes the mass density, \( c_p \) stands for the volume’s specific heat at constant pressure, \( \theta \) is the scalar temperature field, \( p \) being the thermal energy generation from other energy sources (such as electric or chemical energy), \( \nabla \) being the del operator across spatial dimensions, and \( \lambda \) representing the potentially nonconstant thermal conductivity. For steady-state heat transfer, a constant thermal resistance can then be derived analytically from geometry as well as boundary and initial conditions to describe one-dimensional heat flow that depends on the absolute temperature difference, much like current flow depends on potential differences in an equivalent electric circuit. In the multi-dimensional case, converting \[ \text{into a spatial finite-difference equation is often helpful. Fig. 2 shows a thermal element, which is an LPTN’s basic building block and represents one particular subdomain in the system. This simplified diagram discretizes a system’s state space and converts the governing PDEs into ODEs.} \]

\[ C_i(\theta(t)) \frac{d\theta_i}{dt} = P_i(\theta(t)) + \sum_{j \in M_i} R_{i,j} \left( \theta_j(t) - \theta_i(t) \right) + \sum_{j=1}^{n} \tilde{R}_{i,j} \left( \theta_j(t) - \theta_i(t) \right), \]  

where \( C \) denotes the thermal capacitance, \( P \) the power loss, \( R_{i,j} \) the bidirectional thermal resistance between the temperatures at node \( i \) and \( j \), and \( \theta \) the actual temperature at time \( t \) with \( M = \{1, 2, \ldots, m\} \). Moreover, temperatures that are measurable during operation (typically ambient and coolant temperatures) can be incorporated as further \( n \) ancillary nodes merely consisting of an equivalent thermal source \( \tilde{\theta} \).

It will prove beneficial for the following sections to rearrange \[ \text{into a quasi-linear parameter-varying (quasi-LPV) state-space representation encompassing all nodes in matrix form:} \]

\[ \frac{dx}{dt} = A(\theta(t)) x + B(\theta(t)) u(\theta(t)), \]  

\[ y = C x, \]  

with \( x = [\theta_1 \ldots \theta_m]^T \), 
\[ u = [P_1(\theta(t)) \ldots P_m(\theta(t))] \tilde{\theta}_1 \ldots \tilde{\theta}_n]^T, \]  
\[ A \in \mathbb{R}^{m \times m}, \quad B \in \mathbb{R}^{m \times (m+n)}, \quad C \in \mathbb{R}^{q \times m}, \]  

where \( A, B, \) and \( C \) are the system, input, and output matrix, respectively. The output matrix \( C \) is typically a masking operation allowing the system output \( y \) to encompass fewer
temperatures than are being modeled with \( q \leq m \). Identification of \( A(\zeta(t)) \) and \( B(\zeta(t)) \) is central to thermal modeling with LPTN structures.

Furthermore, as mentioned in the previous section, determining the dependence of \( P_i \) on \( \zeta(t) \) is usually a hard task: there are often only few sensor information (e.g., electrical current at the terminals of a power electronic converter or electric machine) from which a complex nonlinear spatial power loss distribution is to be inferred. Finding this mapping is notoriously challenging in addition to identifying \( A(\zeta(t)) \) and \( B(\zeta(t)) \).

C. State-Space Machine Learning

Recently, a paradigm shift emerged promoting the combination of general-purpose machine learning (ML), stemming from computer science, and prior scientific knowledge in the form of PDEs commonly appearing in nature, instead of contemplating these as distinct problem sets. Leveraging the potential of automatic differentiation \([22]\), various data-driven approaches were presented for both, discovery and solution of nonlinear PDEs \([23]-[26]\): a prominent idea is the physics-informed ANN (PINN), which adds any PDE of interest to a standard ANN’s cost function \([25]\). While a fitted PINN has been shown to respect PDEs with certain boundary and initial conditions, their convergence properties are not fully understood yet, and, more notably, their architecture is unaltered compared to usual ANNs. This makes a PINN as noninterpretable as typical black-box models.

Conversely, neural ordinary differential equations denote initial value problems of the form

\[
\frac{d\hat{x}}{dt} = \theta(x, u, t),
\]

with \( \hat{x} \) denoting a system’s state at time \( t \), \( u \) the system’s input, and \( \theta \) a neural network function parameterized with \( \theta \) \([24]\). Although this is a first step to applying an outer structure to an ANN that imitates the nonlinear workings of ODEs, it relies too heavily on the universal approximation theorem \([27]\), and prior scientific knowledge of fundamental mechanisms is not directly incorporated.

This shortcoming is addressed by universal differential equations (UDEs), which extend the ODE case \((4)\) to

\[
\frac{d\hat{x}}{dt} = f(x, u, t, \theta(x, u, t)),
\]

where \( f \) represents arbitrary known mechanisms of the underlying physical problem in which difficult to model parts are approximated by any universal approximator \( \theta \) \([26]\). Note, however, that except for some concrete examples with very specific ANN constellations there is no rule-based procedure proposed on how to receive an appropriate UDE given a nonlinear system. Due to the broadly outlined definition of an UDE, most modeling problems still remain to be solved by experts in the corresponding domain.

D. State-Space Neural Networks

The neural ODE \([4]\) strongly resembles the state-space neural network (SSNN), which was proposed within the control theory domain over two decades ago \([28]\). SSNNs were an early attempt to combine ANNs with state-space representations of general nonlinear, dynamic systems, in order to leverage well established stability and convergence theorems with the nonlinear modeling capability of ANNs. They describe the difference equation

\[
\hat{x}[k+1] = \theta_\theta(\hat{x}, u, k),
\]

\[
\hat{y}[k] = h_\theta(\hat{x}, u, k),
\]

with \( \theta_\theta \) and \( h_\theta \) nonlinear functions represented by potentially the same ANN with parameters \( \theta \) at discrete time \( k \). Obviously, the mere difference to neural ODEs \([4]\) is the differential equation form, but, again, the universal approximation theorem is relied on completely here. Following this, most contributions deriving from SSNNs employ some form of recurrent ANNs (RNNs)

\[
\theta_\theta(\hat{x}, u, k) = \sigma(\mathbf{W}_r \hat{x}[k] + \mathbf{W}_h u[k] + b),
\]

with \( \mathbf{W}_{(rb)} \) being the recurrent and forward weight matrices, \( b \) being the bias vector, and \( \sigma \) denoting the RNN’s activation function \([29], [30]\). While the computer-science-based movement on ML estimation of state derivatives does not restrict the topology of the state estimator to any form (e.g., certain number of layers, standard vs. convolutional ANNs, etc.), SSNN derivatives are often proposed with those settings fixed. This might stem from the desire to be compatible to existing control theorems, yet it could also originate from the lack of automatic differentiation tools, which render training of large ANNs possible and emerged just a decade ago during the revived interest into neural networks.

However, the idea of estimating \( \hat{x}[k+1] \) under a certain time discretization is central to this article as well, albeit here the chosen topology is more sophisticated than \((7)\) and tailored to heat transfer processes. As will be pointed out in the next section, this contribution is motivated by \((5)\) and informed by \((3)\).

E. Contribution

In this work, the thermal neural network (TNN) is proposed, which facilitates physically reasoned heat transfer mechanics and can be applied to any system that exposes component temperatures of particular interest. Unifying the concepts of LPTNs and UDEs, a TNN is universally applicable across all relevant engineering domains that deal with heat transfer. In particular, it integrates the following advantages into one modeling approach:

- Physically interpretable model states are featured, which make initial condition adjustment simple.
- TNNs are end-to-end differentiable, which enables fast, parallelized, and distributed training scenarios with automatic differentiation frameworks.
- Neither expert knowledge, nor material or geometry information are required for the design.
- Being completely data-driven, parasitic real-world effects are considered through observational data.
- A quasi-LPV system is identified where unknown relationships between scheduling variables and system matrices are automatically discovered.
• Even relatively small model sizes achieve high estimation accuracies, which facilitates real-time capability.

This article begins with the working principle of a TNN, followed by the demonstration of its modeling capacity through cross-validation on a representative data set. A kernel-based hyperparameter optimization is described, and chances for model reduction are shown. Finally, the TNN’s initial condition adjustment and its recovering properties are demonstrated.

To assist related work all code is published on GitHub

II. THERMAL NEURAL NETWORKS

Circumventing the intricate and error-prone design effort revolving around identification of the functions that are subject to the thermal equivalent parameters, the following architecture is leveraging the high nonlinear modeling capacity of ANNs. It learns the existing physical relationship between temperatures and other sensor information without geometry or material information - just from measurement data and the general structure of an LPTN. Building on the concept of (5), the thermal neural network (TNN) reformulates (2) after a first-order Euler discretization to

\[
\hat{\theta}_i[k + 1] = \hat{\theta}_i[k] + T_s \kappa_i[k] \left( \pi_i[k] + \sum_{j \in \mathcal{M} \setminus i} (\hat{\theta}_j[k] - \hat{\theta}_i[k]) \gamma_{i,j}[k] + \sum_{j=1}^{n} (\hat{\theta}_j[k] - \hat{\theta}_i[k]) \gamma_{i,j}[k] \right),
\]

(8)

with \( \hat{\theta}_i[k] \) denoting the \( i \)-th node’s normalized temperature estimate at discrete time \( k \), \( T_s \) being the sample time, and \( \kappa_i \), \( \pi_i \) as well as \( \gamma_{i,j} \) denoting arbitrary feed-forward ANN outputs dependent on \( \zeta[k] = [\hat{\theta}_1^T \hat{\theta}_2^T \ldots \hat{\theta}_i^T] \), which in turn consists of the ancillary temperatures \( \hat{\theta}_i[k] \), and additional observables \( \xi[k] \in \mathbb{R}^n \). More specifically, \( \gamma(\zeta) \) approximates all thermal conductances between components of interest, \( \pi(\zeta) \) all power losses within these components, and \( \kappa(\zeta) \) determines all inverse thermal capacitances. Common observables are, e.g., the current and voltage vector as well as the motor speed in an electric drive train.

Without loss of generality, \( \kappa(\zeta) \) can usually be reduced to just end-to-end trainable constants \( \Theta_e \) in the form

\[
\kappa = 10^{\Theta_e}, \quad \Theta_e \in \mathbb{R}^m,
\]

whereas

\[
\pi : \mathbb{R}^{m+n+o} \to \mathbb{R}^m, \\
\gamma : \mathbb{R}^{m+n+o} \to \mathbb{R}^{(m+n)(m+n-1)/2}
\]

are distinct ANNs. This reduction corresponds to a simplification through the lumped capacitance method, which is feasible in many engineering applications [19]. The TNN concept is sketched in Fig. 3.

Hence, except for \( \kappa \), the general algorithmic shape is described by the multilayer perceptron (MLP) algorithm fed by \( \Theta \) and \( \Phi = [\Theta^T \Phi^T] \):

\[
\begin{align*}
\hat{h}^{(0)}[k] & = \sigma^{(0)}(W_\Phi \hat{\Theta}[k] + W_b^{(0)} \Phi[k] + b^{(0)}), \\
\hat{h}^{(l)}[k] & = \sigma^{(l)}(W_h^{(l)} \hat{h}^{(l-1)}[k] + b^{(l)}), \quad \forall l > 0, \quad (9) \\
g_\Theta[k] & = h^{(l-1)}[k],
\end{align*}
\]

with \( \sigma^{(l)}(\cdot) \) denoting the nonlinear activation function at layer \( l \), and \( \Theta = \{ W_\Phi, W_h^{(l)}, b^{(l)} : l \in [0, L-1] \} \) describing the trainable parameters that exist independently for both, \( \pi \) and \( \gamma \). Note that if one finds the assumptions under the lumped capacitance method to be too simplistic for the task, lifting \( \kappa \) to the MLP form would be an appropriate first measure. Rearranging (5) into matrix form similar to (4) and substituting \( (\kappa, \pi, \gamma) \) with (9) will reveal the relationship between the scheduling variables and the quasi-LPV system matrices as modeled by a TNN.

In ML terminology, the TNN is an RNN with one single layer, whose cell consists of three (arbitrary complex) ANNs. It has a single cell state vector being the estimated temperatures and the TNN’s output for the next time step, much like an SSNN with \( C \) being the identity matrix. Dedicating three different function approximators to the thermal characteristics of an LPTN and acting on the discretized ODE rather than on the difference equation is what distinguishes the TNN from an SSNN.

1) Training Remarks: It is well known that training RNNs with the error backpropagation method suffers from the vanishing and exploding gradient problem [31]. The problem defines the phenomena of gradients soon becoming very large or very close to zero the longer the sequence on which gradients are accumulated for the subsequent weight update. This is especially severe for arbitrary long sequences on which

1https://github.com/wkirgsn/thermal-nn
thermal models conduct estimates. Early on in ML literature, this problem was curbed with the introduction of memory blocks, like the long short-term memory (LSTM) block, that would expand each RNN neuron \([|32|]\). However, the general-purpose topology of an LSTM is in conflict with the physically motivated TNN, such that a TNN has to overcome this hurdle with other methods, e.g., gradient normalization, clipping, and truncated backpropagation through time (TBPTT) \([33]\).

2) **Physical Interpretation:** Since no information about the geometry or material of the system is assumed to be known a priori, a fully-connected LPTN denotes the starting point of the TNN design, i.e., \(A\) and \(B\) are dense matrices. For a thermal model that is modeling \(m+n\) different temperatures, this translates to \((m+n)(m+n-1)/2\) thermal conductances and, thus, a parameter size complexity of \(O((m+n)^2)\). In practice, however, several components within a system are often sufficiently detached such that the heat transfer between them is negligible. Featuring physically interpretable states, a fitted TNN can evidence such prunable connections, that can be removed in a subsequent TNN design iteration. This parameter reduction method is presented in Sec. III-D.

3) **Domain Knowledge:** If domain knowledge is available, this can be incorporated in several ways: for instance, by means of constraining the choice of topology defining parameters like the activation functions of the output layers of \(\gamma\), \(\kappa\), and \(\pi\), or by means of feature engineering or elimination per thermal parameter estimator. Without loss of generality, it can be recommended to apply the \(\ell_1\)-norm on all the ANNs’ outputs, as negative thermal conductances, capacitances, and power losses are rarely physically plausible.

4) **Initial Condition Adjustment:** As is usual for state-space models, the TNN structure asks for an initial temperature estimate. In simulations and training, these initial values can be set with the ground truth values, while in a field application the ambient temperature is a good approximation. Note that this initial conditioning is not possible for black-box models which have completely abstract parameter structures. The ability to set the initial condition is thus to be seen as a major advantage in favor of models representing a dynamic state space. The severeness of a biased initial guess is investigated in Sec. III-D.

III. EXPERIMENTS

In order to demonstrate the TNN concept’s efficacy, several experiments are conducted on a publicly available dataset\([2]\) which was also utilized in \([12], [15], [16], [34]\). This data set represents 185 h of multivariate measurements sampled at 2 Hz from a 52 kW three-phase automotive traction permanent magnet synchronous motor (PMSM) mounted on a test bench, which is torque-controlled while its motor speed is determined by a speed-controlled load motor (210 kW) and fed by a 2-level IGBT inverter. All measurements were recorded by dSPACE analog-digital-converters (ADCs) which have been synchronized with the control task. Tab. I compiles the most important test bench parameters.

| Motors       | device under test PMSM | load motor induction machine |
|--------------|-------------------------|-----------------------------|
| Type         | PM                     | 160/210 kW                 |
| Power rating (nom./max.) | 22/52 kW               | 380 V                       |
| Voltage rating | 177 V                  |                             |
| Current rating (nom./max.) | 110/283 A               | 293/450 A                   |
| Torque rating (nom./max.) | 110/250 N m             | 380/510 N m                 |
| Pole pair number | 8                     | 1                           |
| Cooling      | water-glycol           | forced air                  |
| Thermocouples| type K - class 1        |                             |

| Inverter     | 3×SKiiP 1242GB120-4DW  | voltage source inverter 2-level, IGBT 3.3μs |
|--------------|-------------------------|------------------------------------------|

| Controller hardware | Processor board dSPACE |
|---------------------|------------------------|
|                     | DS1006MC, 4 cores, 2.8GHz |

The contour plot in Fig. 4 depicts the excitation within the data set, which is characterized by constant and randomized excitation likewise.

Fig. 4. An interpolated 2D-histogram of visited operation points is shown in the motor-speed-torque-plane. Brighter areas were visited more often.

The measured permanent magnet surface temperature as averaged across four sensors around a single permanent magnet is assumed to be representative for the rotor temperature, and is transmitted with a telemetry unit. For all experiments, sensor information is classified in the following way:

\[ \xi = [u_s \quad i_s \quad \omega_{mech}]^T, \]
\[ \vartheta = [\vartheta_a \quad \vartheta_c]^T, \]
\[ x = y = [\vartheta_{PM} \quad \vartheta_{SY} \quad \vartheta_{ST} \quad \vartheta_{SW}]^T, \]

with \(u_s\) and \(i_s\) being the voltage and current vector norm, respectively; \(\omega_{mech}\), denoting the mechanical angular frequency; and \(\vartheta_{\{a, c, PM, SY, ST, SW\}}\) representing temperatures at the ambient, coolant, permanent magnet, stator yoke, stator tooth, and stator winding, respectively. An exemplary cross-section of a PMSM is sketched in Fig. 3 highlighting the sensors’ geometric arrangement. \(\vartheta\) is assumed to be the system’s boundary, i.e., no heat transfer to other environmental temperatures are contemplated.

As is usual for ANN training, all quantities are normalized: \(i_s\) is divided by 100 A, \(u_s\) by 130 V, \(\omega_{mech}\) by \(2\pi \cdot 6000\ \text{min}^{-1}\), and all temperatures by 100 °C. No further feature engineering is employed, which would be common for pure black-box
alternatives where $\phi$ would effectively grow to over 100 elements [10]. The lack thereof can be seen as a computational advantage in favor of TNNs.

All models are evaluated for their estimation performance by the mean squared error (MSE) between estimated and ground truth trajectory, averaged across the targeted temperatures. Proper cross-validation is ensured and described below. Throughout this work, Tensorflow 2 [35] is used to train and investigate TNNs.

A. Automated Architecture Optimization

Since a TNN only loosely defines the topological extent of its three thermal parameter estimators $\gamma$, $\kappa$, and $\pi$, there is much room for hyperparameter optimization (HPO).

1) Search Intervals: Amongst topological factors, optimization-related hyperparameters are optimized as well. An overview of all hyperparameters, their search intervals, and the found optima, is compiled in Tab. II. Generally, interval bounds were chosen to restrict parameter size growth into dimensions that would not be reasonably real-time computable anymore.

The set of activation functions $\alpha$ comprises those common in literature and the biased Elu $\sigma_{\text{biasedelu}}(\cdot) = \sigma_{\text{elu}}(\cdot) + 1$, in order to produce nonnegative output. $P_2$ represents a flag that signals the expansion of $\pi$ into dedicated MLP branches - one per target component (compare Fig. 9). The TBPTT length $L_{\text{TBPTT}}$ denotes how many forward passes are accumulated and averaged across for each backward pass during training with error backpropagation. Splitting all measurement profiles into subsequences of a certain length $L_S$, where each subsequence is treated as an independent record, is indicated by the flag $S$.

2) Cross-Validation Scheme: The biggest stumbling block during the endeavor to achieve high estimation accuracies in data-driven modeling may be overfitting. It explains the fact that, during training, any model of some expressivity can start to remember noise in the data in order to further minimize the underlying loss. Appropriate cross-validation schemes need to be determined a priori in order to avoid such too optimistic generalization error assertions.

In this work, the investigated data set consists of several measurement records of different lengths. A common approach is to split those records into different sets dedicated for either training or validating the model. Following scheme is applied: First, no record should be present in both training and testing sets at the same time, in order to preclude exploitation of record-specific anomalies. Second, two so-called folds of mutually-exclusive sets are defined comprising a number of profiles that either act as validation or test set depending on the current iteration. Both validation and test set are not observed by the model during training. While the validation set is evaluated after each training epoch to apply early stopping, the test set is evaluated only once after training to receive an overall score. The eventual score will be the average across both folds. Last, considering the HPO being another source of overfitting but for hyperparameters, another set of profiles is excluded from training and validation during the HPO, and is called the generalization set, see Fig. 7. Having found optimal hyperparameters, validating a model against this last set will give true generalization errors.

Furthermore, training outcome of ANNs is sensitive to their random initialization. The same set of hyperparameters might end training at very different performance values depending on the first weight values being fortunate or not. For this reason, during HPO, each training fold is repeated ten times with different random seeds and the score is then averaged across the test set is evaluated only once after training to receive an overall score. The eventual score will be the average across both folds. Last, considering the HPO being another source of overfitting but for hyperparameters, another set of profiles is excluded from training and validation during the HPO, and is called the generalization set, see Fig. 7. Having found optimal hyperparameters, validating a model against this last set will give true generalization errors.

3) Search Results: The HPO’s sampling strategy is that of Optuna’s tree-structured Parzen estimator (TPE) [36], [37]. Hyperparameter sets were independently fetched and evaluated in parallel by 60-80 workers on a high-performance computing cluster. The HPO error trend is shown in Fig. 8. The overall
The best hyperparameter set is reported in Tab. II and its performance on the generalization set is displayed in Fig. 9.

Comparisons to a hyper-parameter-optimized MLP, another optimized 1-D convolutional neural network (CNN), a likewise optimized LPTN, and a simple ordinary least squares (OLS) algorithm can be found in Tab. III. All numbers are compiled from an evaluation on the generalization set. Note that for pure ML algorithms the increased feature entries are to be computed from an evaluation on the generalization set. Note that for pure ML algorithms the increased feature entries are to be computed in real-time as well rather than being measured, which, next to the model size, represents an additional computational demand on the embedded system.

### Table II

| Symbol | Hyperparameter | Search interval | Optimum |
|--------|----------------|-----------------|---------|
| $L_{(\pi, \gamma)}$ | No. hidden layers in $\{\pi, \gamma\}$ | [1, 3] | (3; 3) |
| $n_{(\pi, \gamma)}$ | No. hidden units per layer in $\{\pi, \gamma\}$ | [2, 128] | $10^9 \rightarrow 3; 2 \rightarrow 2$ |
| $a_{(\pi, \gamma)}$ | Activation function per layer in $\{\pi, \gamma\}$ | Sigmoid, tanh, linear, ReLU, | $\{\text{ReLU} \rightarrow \text{sigmoid} \rightarrow \text{sigmoid}; \text{Tanh} \rightarrow \text{sinus} \rightarrow \text{biased Elu}\}$ |
| $\beta$ | Optimizer | Adam, Nadam, Adamax, SGD, RMSProp | Nadam |

### Table III

| Symbol | State-of-the-art thermal modeling performance metrics as evaluated on the generalization set |
|--------|--------------------------------------------------------------------------------------------------|
| | MSE ($K^2$) | $\ell_{\text{ec}}$ ($K$) | LUT entries | Feature entries | Model size |
| MLP | 5.58 | 14.29 | 0 | 81 | 1444 |
| OLS | 4.47 | 9.85 | 0 | 81 | 328 |
| CNN | 4.43 | 15.54 | 0 | 81 | 4916 |
| LPTN | 3.64 | 7.37 | 12810 | 4 | 34 |
| TNN (small) | 3.18 | 5.84 | 0 | 5 | 64 |
| TNN (HPO optimum) | **2.87** | 6.02 | 0 | 5 | 1525 |

**B. Model Size Pareto Front**

The foregoing HPO was guided by estimation accuracy alone, without considering model size. However, in real-world applications, real-time capability and, thus, small, lightweight models play an important role as they are to be deployed prevalently on best-cost hardware. In the following, a random search over a grid of a TNN’s topological settings is conducted, keeping other hyperparameters at the optimum, in order to shape an informative Pareto front. This shall give an overview of the trade-off between model size and estimation accuracy, see Fig. 10. The amount of layers and the number of units per layer for both, $\gamma$ and $\pi$, vary from 1 to 3 and 1 to 128, respectively, and independently from each other. The number of units is varied exponentially in order to bound the combinatorial grid size growth.

It is evident that for very small model sizes the accuracy degrades only insignificantly. Thus, the found hyperparameters reveal a robust guidance on the design of TNNs that are less influenced by the model size. A topology with 12 neurons in an intermediate layer for both thermal parameter approximators, which results in just below 100 model parameters, seems to be a good trade-off between accuracy and model size.

It might appear incoherent that the kernel-based HPO optimum does not touch the Pareto front of the grid search. This has two simple reasons: First, the foregoing HPO had to sample from a substantially larger sample space of 26 hyperparameters, while the grid search sampled from just two, such that the over 2000 candidates could have easily missed better local optima. Second, the TPE sampling method was guided by the averaged estimation accuracy on two test sets, that might expose different peculiarities than the generalization set.
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Fig. 9. The performance of the found optimum on the generalization set is depicted. Dashed vertical lines separate independent profiles. Some selected sensor quantities are depicted at the bottom for reference.

Fig. 10. The MSE on the generalization set over different topological settings is illustrated. Here, $L_{(\pi, \gamma)}$ and $n_{(\pi, \gamma)}$ are independently sampled for both, $\gamma$ and $\pi$.

C. Thermal Conductance Sparsification

Having iterated over many TNN design parameters, a vast source for conductance analysis is available. In an attempt to further reduce the model size, together with the fact that not all components within an intricate system necessarily offer direct heat paths to each other, the median activation of each conductance is investigated. Fig. 11 shows an inter-conductance plot between all available temperatures, where line widths denote the median across a subset of all compiled $\gamma$ networks’ median output, when exposed to a random uniform input $\phi \in \mathbb{R}^{n+o}$ with intervals $[0, 1.3]$. Only those models that achieved an average MSE of below $5 \text{K}^2$ across the components are considered. Those connections illustrated in blue, dashed lines are candidates for pruning.

It becomes apparent, that the highest thermal conductances exist between the coolant and stator temperatures, peaking between the stator yoke and coolant. This is physically plausible as those two components are spatially attached and form a substantial, convective heat transfer (see Fig. 5). The weakest connections exist for the ambient and rotor temperature to all other, likewise. The marginally significant ambient temperature conductance can be explained by its remote operating area. However, the small conductances around the permanent magnet temperatures are counter-intuitive at first, but become more plausible under the fact that temperatures in the rotor are more power-loss-driven, and, thus, rather determined by internal heat generation than by conductive or convective heat transfer. This hypothesis, if it were not verified in literature yet, is further corroborated by this temperature’s small time constant – best observed during cooling phases (refer to Fig. 9).

The conductance analysis represents one of many benefits...
a TNN exhibits. Without prior knowledge of the geometry or material in the system, the TNN learns the physical thermal relationship between measured nodes solely from data.

With the inferred conductance relevance, those under a certain threshold are pruned thereafter, and another random search over topological settings is conducted and shown in Fig. 10. The minimum amount of model parameters reduces from 60 to 50 due to conductance pruning, which is the case for one hidden layer of one neuron before each of the output layers of $\gamma$ and $\pi$. Note that this can be further reduced through feature selection, which is out of this work’s scope. Keeping the model size constant, sparsification also has a beneficial effect on accuracy, because more parameters can be used to model fewer non-linear function behaviors.

D. Detuned Initial Conditions

Another advantage of TNNs is the possibility to set the initial condition through the cell state, which is not straightforward for usual ML methods. Determining the initial condition is trivial in simulations and approximately equal to the ambient temperature in real-world scenarios. However, if this initial guess is inaccurate, how long does it take to recover to a decent estimate?

Fig. 12 exemplifies different scenarios with varying detuned initial estimates. It becomes evident that the worst-case estimate recovers to a $\pm 10^\circ C$ error band (red-shaded area) in under 30 min for the stator temperatures, and in under 45 min for the rotor temperature. The higher the thermal capacitance of a component, the slower the convergence is to be expected. This is acceptable for most applications considering the low risk of a flawed initial condition approximation. Similar observations can be made for pure LPTN models.

Finally, it can be noted that a TNN, being quasi-linear in its state-space representation, lends itself as internal model for state observers (Kalman, Luenberger) as soon as parts of the target temperatures are (virtually) measured in a field application [38], [39]. Standard observer types for linear systems would already suffice while the internal system model is updated by the TNN. Given the external feedback, deviations during estimation and at initialization could be reduced substantially more rapidly.

IV. Conclusion

A hybrid thermal model for real-time temperature estimation, the so-called thermal neural network, is presented in this work, which exhibits the benefits of both worlds – consolidated knowledge on heat transfer phenomena and nonlinear, data-driven function approximation with ML tools. Due to a TNN’s outer LPTN structure, which lifts the black-box model to a quasi-LPV model, it is applicable everywhere an LPTN would be seen appropriate, but with the additional adaptivity to parasitic real-world effects as observed in measurement data. For the same reason, initial conditions can be set, and model states are physically interpretable, giving rise to conclusions over the thermal characteristics of the measured system. Being a composite of three general-purpose function approximators, a TNN is end-to-end differentiable such that modern automatic differentiation frameworks are employable. Neither expert knowledge nor motor sheet data is necessary to design a TNN, but they can help streamlining its structure. Having these properties combined in one model is unique throughout the thermal modeling literature to the authors’ best knowledge.

One disadvantage a TNN shares with common ML approaches is the dependence on measurement data, although transferring knowledge from one trained TNN model to another likewise manufactured system is indeed possible. Moreover, data is more and more available even in power system domains nowadays.

Future investigations shall consider applying the UDE and SSNN principle to other domains of energy conversion where latent states are estimated in real-time, e.g., battery systems’ state of charge, or induction motors’ differential inductances and magnetic flux linkage. Applications to reinforcement learning controllers - especially in power systems - are obvious and promising as well.
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