Confabulation and rational obligations for self-knowledge

Sophie Keeling

Department of Philosophy, University of Southampton, Southampton, UK

ABSTRACT
This paper argues that confabulation is motivated by the desire to have fulfilled a rational obligation to knowledgeably explain our attitudes by reference to motivating reasons. This account better explains confabulation than alternatives. My conclusion impacts two discussions. Primarily, it tells us something about confabulation – how it is brought about, which engenders lively debate in and of itself. A further upshot concerns self-knowledge. Contrary to popular assumption, confabulation cases give us reason to think we have distinctive access to why we have our attitudes.

1. Introduction

When asked to explain why we have a given attitude, we make up answers in a striking number of cases – that is, we are prone to confabulate. I will argue that confabulation is motivated by the desire to have fulfilled a rational obligation to knowledgeably explain our attitudes by reference to motivating reasons. This account better explains confabulation than alternatives. My conclusion impacts two discussions. Primarily, it tells us something about confabulation – how it is brought about – which engenders lively debate in and of itself. A further upshot concerns self-knowledge. Contrary to popular assumption, confabulation cases give us reason to think we have distinctive access to why we have our attitudes.

This paper proceeds as follows: I first introduce confabulation and set out three explananda (Section 2) before highlighting gaps in existing explanations (Section 3). I then outline my own explanation (Section 4), before providing its benefits, which include its ability to address the explananda (Section 5). Finally, with my conclusion in hand, I emphasize its significance for understanding self-knowledge (Section 6).
2. Confabulation

Confabulation cases are interesting, not least because they are often thought to help show that we lack privileged access to why we have our attitudes, that is, that we lack a distinctive and more reliable way of coming to know this about ourselves compared to other people (e.g., Nisbett & Wilson, 1977). Even those who think we have privileged access to some mental facts doubt these include the causes of our attitudes. Confabulation cases might lead to this conclusion in several ways. One concerns the brute fact that self-ascription is less reliable than we might think. Another rests on how we explain such cases – we might think they are best explained by taking self- and other-knowledge to be fundamentally the same. This paper casts light on the second issue. I will return to the question of self-knowledge at the end, having argued for a particular account of confabulation. Along the way, I will also have said more about the Nisbett and Wilson-style picture of self-knowledge (Section 3.1). For now, though, let me keep my sights firmly on confabulation. In this section, I outline the phenomenon and set out some explananda that our explanation should address.

The paradigm example of confabulation is Nisbett and Wilson’s stockings experiment; I will give more throughout the course of the paper. Nisbett and Wilson arranged four pairs of identical stockings on a table and asked individuals which one they preferred. The majority picked those placed toward the right and so were influenced by what we can term the “position effect.” At any rate, the subjects in general would not have formed their preference on the basis of a (perceived) reason – after all, the stockings were all the same. Yet, when asked why they preferred the pair they chose, the participants did not say that it was because of the position, or for no reason at all. Instead, they offered reasons like its “knit, sheerness, and weave” (Nisbett & Wilson, 1977). In such cases, the subjects fail to know why it is they have their attitudes – in this instance, they were ignorant that their preferences resulted from the position effect. But further, we can say that in providing the mistaken self-ascription, the subjects also confabulate.

How best to define confabulation is contested, but here I am just interested in the mechanism underpinning (one particular subtype of) it. I shall, then, simply draw on aspects of Hirstein’s (2005) definition and hope it, and the examples I will discuss, suffice to illustrate what I have in mind. Roughly, we might think that subjects confabulate in expressing an “ill-grounded” belief.

A particular subtype of confabulation interests me here – the sort exemplified by the stockings experiment. First, it is an instance of provoked confabulation. The participants form the mistaken belief, and express it to the listener, specifically once they have been asked why they have the attitude. We can contrast this with the spontaneous sort in which subjects confabulate of their own volition. Further, the paper focusses on confabulation in non-clinical subjects,
rather than confabulation resulting from neurophysiological disorder.\textsuperscript{7} And finally, I will be concerned with confabulation about why we have our attitudes, which I take to be a substantial subtype – much of the literature surrounding non-clinical confabulation concerns the confabulation of explanations.\textsuperscript{8} I have, then, this in mind when referring to confabulation in what follows.

I now want to note three plausible explananda that an account of confabulation should address. I will then go on to show that my explanation, unlike others, helps us with all three.

**Explanandum 1.** Confabulators tend to mistakenly self-ascribe putative motivating reasons in particular, that is, they believe there is a reason for which they formed the attitude. We can contrast these with purely causal explanatory reasons which just explain the attitude by reference to causal factors such as the subject’s character traits and biases.

While not always noted in the literature, this pattern is evident in the stockings experiment, and also in a range of other experiments.\textsuperscript{9}

For example, subjects make this sort of mistake in at least some choice blindness studies.\textsuperscript{10} Choice blindness occurs when individuals select something, say an object or a theoretical position, and fail to notice when it is switched for another. In some experiments, the subjects are then asked why they picked the item (which, unbeknownst to them, they had not in fact selected). This then leads them to confabulate a motivating reason.

Take, for instance, Hall, Johansson, and Strandberg (2012). The experimenters told participants to mark their agreement with various ethical statements on a scale of 1 (completely disagree) to 9 (completely agree). Afterward, some of the statements were reversed and read to the subjects under the guise of what they had agreed or disagreed with. Subjects were frequently unaware of this swap, either at the time or when asked afterward, and “69% of all the participants accepted at least one of the two altered statement/rating relations” (p. 4). More relevant for us is what happened when the experimenters asked the subjects why they held this view (which they did not originally select). The individuals provided explanations which were false insofar as they pertained to a view that they did not hold.\textsuperscript{11} These explanations took a particular form, and involved mistakenly attributing motivating reasons to themselves. For example, two participants originally agreed that “even if an action might harm the innocent, it can still be morally permissible to perform it.” The rating they gave was then reversed, e.g., from 9 to 1. The subjects tried to explain why they supposedly held the opposite position with the following:

No, no one should have to get hurt

No, well, I don’t think it’s ever ok … I’m not exactly sure how to explain this, but innocents should never be hurt, you know, one should always find other ways of doing it. (Hall et al., 2012, supporting information, p. 1)
The participants, then, provided motivating reasons as opposed to a purely causal explanation. They did not, for example, reply with “I think hurting innocents is wrong because my parents drummed it into me and I’ve internalized the lesson well.”

**Explanandum 2.** Prompted confabulation sometimes occurs when no one is listening to the response.

Wilson, Dunn, Kraft, and Lisle (1989) performed various studies in which they asked subjects why they had certain attitudes. The subjects still confabulated (to themselves) even though the experimenters made clear they were not paying attention to the answer. The authors write that “We tell subjects in our studies that we want them to think about their reasons in order to organize their thoughts, and we explain that no one will ever read what they write” (p. 297).

**Explanandum 3.** Not only do we tend to mistakenly ascribe motivating reasons to ourselves, but we do so more readily than to others.

The type of confabulation that interests me here specifically concerns explanations of our own attitudes. The propensity to mistakenly ascribe motivating reasons seems to occur regarding self-ascription in particular. This is not to say whether we make more mistakes about our minds, but simply that we can see a pattern in the mistakes we do make which contrasts with other-ascriptions (both veridical and false). Unfortunately, Explanandum 3 has not been directly tested for. Nevertheless, I take the claim to be intuitive, and further, it receives support from the following two sets of studies.

First, we tend to provide motivating reasons when explaining our actions while observers give more purely causal explanatory reasons (Malle, Knobe, & Nelson, 2007). We can see one instance of this pattern in Study 5 of Malle et al. (2007). Here, individuals were asked to “describe ‘the last time [they] had an interesting conflict with a romantic partner, friend, or parent’” (p. 502), and to explain a range of their and their opponent’s behaviors. Another participant, unrelated to the first, was also requested to explain the same behaviors based on the first subject’s account of the conflict. The actors’ explanations contained a greater number of motivating reasons compared to the observers’, and the observers’ explanations included a larger quantity of purely causal explanatory reasons. Indeed, this was the case regardless of whether the observer knew the actor (p. 503).

Admittedly, in investigating the explanation of action, the studies do not examine this paper’s specific concern – our erroneous explanations of our attitudes. Yet, on the basis of the experiment below, this pattern would likely occur in our explanations of attitudes as well. And given our tendency to confabulate, we can suppose that at least some of the self-ascriptions in the studies would have been false.
Second, we tend to mistakenly think that we, but not others, form attitudes in a bias-free way. This stems from the bias blind spot, whereby we notice our own biases less than other people’s (Pronin, Lin, & Ross, 2002). We can see this in the following study by Pronin et al. (2002). In it, pairs of subjects completed a “social intelligence test” with one being told their mark was above average, the other, below average. When asked to what extent they thought it was a good test and that its results would match up with those of similar ones, those who were told they did relatively well were likelier to appraise it higher on both fronts. Further, the subjects were then informed about “a self-protective tendency” that leads to such results in one’s views about an assessment. Yet when asked, the individuals were more likely to take the other participant’s views on the test as having been affected by their results, than to realize that the same could be said about their own. Individuals are on occasion, then, more likely to falsely maintain that their own judgments in particular do not result from purely causal explanatory reasons that indicate bias. Further, following earlier observations, we can suppose that if the subjects were asked why they made the judgment they did, they would confabulate motivating reasons in their own case but provide (correct) purely causal explanations of others’ judgments.

We are more likely, then, to mistakenly use motivating reasons when explaining our attitudes compared to those of others. At the very least, it is a plausible prediction, and making it would be a mark in favor of an explanation of confabulation. All three explananda, I will argue in Section 5, can be accounted for by my explanation, which sees confabulation as motivated by the desire to have fulfilled a rational obligation.

3. Alternative explanations of confabulation

Here I note the limitations of two prominent explanations before introducing my own in Section 4. At any rate, it will be worth having some other options on the table so as to highlight the advantages of mine.

3.1. Mistaken inferential self-ascription account

One option is to accept inferentialism about self-knowledge of motivating reasons (or even inferentialism about self-knowledge more generally). We see this in the work of Cassam (2014), Carruthers (2013), Nisbett and Wilson (1977), Wilson and Dunn (2004), and Wilson (2002), for example. Indeed, such thinkers use confabulation cases as the data for an inference to the best explanation for this view. They argue that we confabulate in a given instance because we form our self-ascription using the same kind of inference that we use for other-ascriptions. Further, we also form knowledgeable self-ascriptions in
this way. The only notable difference between self- and other-knowledge is that we have some additional evidence in our own case. This includes mental images, theories about how people normally form attitudes, thoughts, and feelings.

According to this view, we will confabulate if we process the evidence incorrectly or the evidence itself supports a false ascription. To return to our example, Nisbett and Wilson write that subjects in the stockings experiment explain their preference in terms of the pair’s (supposed) sheerness because they use a misleading theory. The subjects assume that sheerness is a “representative reason” for preferring stockings, although it is not in fact why they prefer them in this case (1977, p. 249). Sometimes our mistakes might be motivated – in such instances, motivational factors would shape our inferences. Yet these would not carry out the main explanatory work, and at any rate, self-ignorance and error are generally unmotivated, such as in confabulation cases. It is important to the inferentialists’ project that motivational explanations have limited applicability since, they take it, other accounts of self-knowledge could explain self-ignorance and error by appeal to them.

This view, though, is not best suited to account for Explanandum 3. If the same inferences underpin both self- and other-ascriptions, this raises the question of why confabulations follow a certain pattern we do not see in other-cases. The account’s proponents, though, might make the following suggestion. We mistakenly self-ascribe motivating reasons when we would not ascribe them (correctly or incorrectly) to others because of the additional evidence we have concerning ourselves, such as mental images and feelings. Wilson, for example, writes that our extra evidence can sometimes serve as red-herrings, so to speak, and result in mistakes (2002, p. 108–110).

Here, though, we can say two things. First, Pronin and Kugler (2007) performed an experiment which suggests additional evidence does not cause the bias blind spot. It was similar to Pronin and colleagues (2002) as outlined above. This time, though, the experimenters gave some participants reports of what the other subject was thinking about when appraising the test. Yet, access to this information barely affected the degree to which individuals thought the other’s score in the test influenced their judgment about it (2007, pp. 571–572).

Second, and more generally, we do not just have additional evidence suggesting that we form our attitudes on the basis of reasons. Some of it favors believing that we lack a reason for our attitude. For example, say the subject in the stockings experiment holds that people often prefer stockings on the basis of their sheerness. Yet, they have evidence that places doubt on the applicability of that theory in their own case – that they do not remember deliberating about the stockings before picking their favorite, say, or the fact that the stockings currently look the same to them.
Wilson and company, then, need to say why only some additional evidence influences our ascriptions.

At the very least, then, the *mistaken inferential self-ascription* approach needs to say more to account for Explanandum 3.

### 3.2. Current motivational accounts

Alternatively, we could think that motivational factors explain confabulation in one or both of two ways. They might lead us to confabulate in the first place and/or cause our confabulation to have the particular content it does (see Sullivan-Bissett, 2015, p. 552 on this distinction).

I will go on to argue for a motivational account, but there is a limitation with one influential formulation. It concerns a motivational factor of the first sort: we confabulate because we are motivated by “simply the desire to avoid saying, ‘I don’t know,’ especially when the provoking question touches on something people are normally expected to know” (Hirstein, 2005, p. 17). Doing so would be “socially rewarded” (Bortolotti & Cox, 2009, p. 961) and would avoid “embarrassment” (Sullivan-Bissett, 2015, p. 555). This, though, fails to explain Explanandum 2 – that individuals confabulate even when they think no one is paying attention to their answer.

Prominent options, then, fail to meet all our explananda. If there was an account that did, and did so easily and in a non-ad hoc way, then we would have a strong reason to accept it.

### 4. Confabulation and rational obligations

I argue that we confabulate because we are motivated by the desire to have fulfilled a certain rational obligation (we should not confuse this with moral obligations). In this section, I firstly set out the obligation I have in mind (Section 4.1), before outlining my explanation (Section 4.2). I will later say why we should accept it (Section 5), and discuss an upshot for self-knowledge (Section 6).

#### 4.1. A rational obligation for self-knowledge

We should explain confabulation by appealing to what I call the *knowledgeable reasons explanation* obligation, or the KRE obligation for short:

> Knowledgeable reasons explanation (KRE) obligation: The obligation to knowledgeably self-ascribe motivating reasons when explaining one’s own attitude.

We find this, and views in its vicinity, in Anscombe (2000), Boyle (2011a; section 4, 2011b), and Moran (2001, esp. pp. 124–129).
To give an example, say that I believe it will rain tomorrow. I ought to explain this in terms of my motivating reasons, and not purely causal explanatory ones. So, I ought to explain my belief by reference to, say, a motivating reason that the weather-person says it will rain. I ought not explain it in terms of my trust of authority figures, even if this explanation is valid. Further, this self-ascription – that I believe it will rain for the reason that the weather-person says it will – ought to be knowledgeable. That is, it ought to be true and not just a lucky guess. More can be said about the structure and grounds of this obligation, but I lack the space to discuss it here.29

4.2. The proposal

We can use the obligation in the following proposal:

We confabulate, and indeed confabulate with the content we do, because we desire to have fulfilled the KRE obligation (i.e. the obligation to knowledgeably explain our attitudes by reference to motivating reasons).30

In this subsection, I will briefly outline the rough picture before considering a more precise version.

According to my proposal, we confabulate when we lack an accessible explanation that would enable us to fulfill the obligation, that is, when we lack a motivating reason. I should note that this explanation is compatible with inferentialism about self-knowledge. The inferentialists could say that we confabulate because our desire to have fulfilled the obligation shapes our inferences. Yet my explanation of confabulation still differs from theirs. They see the cases we have been considering as non-motivational. Indeed, for the inferentialists, motivational factors do not perform the explanatory work even when they are present.

Let us consider an example and return to the panty-hose experiment. First things first, this seems to be the sort of situation in which subjects bear the undefeated KRE obligation, at least from their perspectives.31 We can further take it that the individuals desire to have met this obligation (I discuss both these moves in Section 5.2). The desire to have fulfilled the obligation leads the subjects to confabulate answers in the absence of a true one they can provide – they did not form them on the basis of reasons. And further, they specifically self-ascribe the reason that the stockings were sheerer, say, because it is a plausible motivating reason.

Now with the rough picture in hand, we can flesh it out with a possible mechanism. I want to be relatively open, but a good option would be to see confabulation as an instance of self-deception, and specifically self-deception construed along Alfred Mele’s (2001) lines. This approach is appealing, as it requires few additional commitments. We already have independent reason to think that self-deception takes place. And further, Mele’s account of it is
particularly economical since a lot of the work is performed by the operation of cognitive bias. The existence of bias is uncontroversial, and indeed we have already accepted it in this paper.

Mele offers the following account. Our desires can motivate self-deception since they lead us to underestimate and overestimate the importance of given pieces of evidence, pay more notice to certain pieces of evidence at the expense of others, and use particular methods of acquiring evidence, all in accordance with what would speak in favor of the result we want (pp. 26–27). And desires have this effect, Mele thinks, by interacting with cognitive biases (pp. 28–31). He mentions three such biases, the first concerning the “vividness of information.” When forming a belief, we are more likely to take information into account if it is vivid. Desiring something to be the case makes relevant pieces of evidence more vivid and can influence the resulting belief in this way. Second, we follow the “availability heuristic.” The ease with which we can recall tokens of a particular type (i.e., their availability) leads us to think they are disproportionately representative of that type. Since our motivations lead certain pieces of data to be more vivid, and vivid data is more available, our desires can influence belief formation by way of this heuristic as well. And third, the “confirmation bias” means that:

People testing a hypothesis tend to search (in memory and the world) more often for confirming than for disconfirming instances and to recognise the former more readily . . . even when the hypothesis is only tentative (as opposed, e.g., to a belief one has). (p. 29)

And one’s desires influence the hypotheses one has, and therefore go on to confirm, since “favourable hypotheses are more pleasant to contemplate than unfavourable ones and tend to come more readily to mind”. (p. 30)

If we see confabulation as an instance of self-deception construed along Mele’s lines, we could understand the mechanism underpinning it more precisely, in the following way. Unbeknownst to ourselves, we mishandle the available evidence in line with our desire that we have fulfilled the KRE obligation. These desires lead subjects to both confabulate an answer to the questioner as opposed to admitting their ignorance, and to confabulate the specific content they do. Firstly, we might think that the subjects’ desire to have met the obligation leads them to overvalue the evidence, if there is any, that they formed their attitude on the basis of a reason. This may involve placing weight on:

- What they take to be a plausible normative reason. In using this piece of evidence, the subject would rely on the theory that: if we take \( x \) to be a normative reason for preferring \( p \), \( x \) is our motivating reason for preferring \( p \).
- The fact that one’s attitude can be based on a given reason without resulting from explicit deliberation.
And the subjects’ desires may also cause them to undervalue or even ignore the evidence that they did not form their preferences on the basis of reasons. This might include the following facts:

- That they experienced uncertainty when considering potential normative reasons.
- That they cannot remember forming their preferences on the basis of the reasons in question, or even considering said reasons at all.
- That other people with the same attitude lack motivating reasons. When coupled with the claim that our minds work in similar ways to other people’s, this might suggest that we lack them as well. For example, the subjects in the Pronin and colleagues (2002) study from Explanandum 3 may well have ignored this evidence, since their self- and other-attributions clearly differ.

In mishandling the evidence in this way, then, a subjects’ desires to have fulfilled the obligation would lead them to adopt the relevant self-deceptive belief which they then express to the questioner.

Before I go on to motivate this explanation in Section 5, I should end this section by clarifying why I appeal to desire to have fulfilled the KRE obligation, rather than several less committal alternatives. First, my explanation uses the KRE obligation as opposed to the related but less controversial obligation to form our attitudes on the basis of what we take to be normative reasons. This reference to responsible attitude formation at the lower-order level is the sort of thing that Pronin, Gilovich, and Ross, for example, seem to have in mind when discussing the possibility that the “biased [cognitive] searches” we engage in due to the bias blind spot “may blind us to our shortcomings and enhance our sense of rationality in a way that is undeniably ego enhancing” (2004, p. 788). We might simply say that subjects are motivated by the desire to have fulfilled the obligation to form their attitudes on the basis of motivating reasons. My obligation does presuppose this more minimal one. Yet, appealing to just the obligation to form attitudes on the basis of reasons only explains the content of the subject’s confabulations. It does not explain why they confabulate in the first place – it is unclear why, under such a model, the subjects do not simply admit their ignorance. After all, to say that you do not know why you have an attitude it is not in itself to say anything about why you do actually have it. It may well be possible to have a motivating reason you are not aware of. Appealing to the KRE obligation, though, helps us explain both aspects of confabulation.

Second, my proposal states that we are motivated by the desire to have fulfilled an obligation to knowledgeably explain one’s attitude with motivating reasons. An alternative explanation would simply be that we desire
to have knowledgeably ascribed motivating reasons without there being any normative demands to do so. But appealing to the KRE obligation provides a good, full, and simple explanation, and, as I will discuss in Section 5.2, is independently plausible. On the other hand, if one explains confabulation simply using a desire to have knowledgeably ascribed motivating reasons, one still needs to say why subjects have this desire. Since it cannot be to impress others (recall Section 5.2), perhaps we might say that self-knowledge is some sort of “epistemic desideratum.” But this is not to say why a particular type of self-knowledge would be desired – why self-knowledge of motivating reasons as opposed to purely causal explanatory ones. Also, it is not obvious how we would cash out a desire for self-knowledge in non-normative terms. Perhaps we might say that self-knowledge is valuable to us because of pragmatic considerations. It helps us assess our attitudes and come to better decisions. And yet, knowing the truth – that we lack motivating reasons – would also be useful. Why, then, would subjects overlook the signs that they lack the relevant reasons in confabulation cases? It starts to look, then, that even if we could make the relevant maneuvers, they might be on the baroque side, and involve sacrificing simplicity.  \(^{32}\)

**5. Why accept this proposal?**

Here I argue that the proposal explains confabulation particularly well. It has two main explanatory virtues: accounting for all the explananda (Section 5.1), and doing so in a non-ad hoc way with independently plausible components (Section 5.2).

**5.1. Explanatory power**

Unlike the alternatives we encountered in Section 3, my explanation easily addresses all the explananda. First, it accounts for Explanandum 1 – that individuals self-ascribe specifically motivating reasons when asked why they have an attitude. After all, the proposal states that we desire to have fulfilled the KRE obligation, where this concerns motivating reasons. Second, if we recall, Explanandum 2 claimed that we confabulate even when lacking an audience. Yet, according to the proposal, it is not that we want to provide reasons so others think well of us. Rather, we want to have fulfilled the obligation to explain our attitudes by reference to motivating reasons. This is the case even if we could make the relevant maneuvers, they might be on the baroque side, and involve sacrificing simplicity.  \(^{32}\)

And third, Explanandum 3 stated that we confabulate in this way about ourselves but not others. Again, this is something my proposal explains. We desire to have fulfilled the obligation to knowledgeably explain our own attitudes by reference to motivating reasons, not other people’s.
Perhaps, though, one might object that the asymmetry is more naturally explained in terms of a broader pattern whereby we accurately, as well as mistakenly, explain our attitudes using motivating reasons; it is not an instance of self-deception at all. After all, we saw in Malle and colleagues (2007) that subjects tend in general to provide more motivating reasons when explaining their own actions. But, insofar as individuals overlook evidence that they lack the ascribed motivating reason, their confabulations would seem to have a motivational element. And indeed, the subject has access to important clues – for example, that the stockings look the same, that they do not remember deliberating, that judgments can easily be influenced by our self-interest, and so on.

5.2. Plausibility

Further, the proposal accounts for the explananda in a non-ad-hoc way. As I will argue, that we believe we bear this obligation, and that we desire to have fulfilled it, are both already independently plausible (sections 5.2.1 and 5.2.2, respectively).

5.2.1. Our belief concerning the KRE obligation

First, our interpersonal interactions indeed suggest that we believe we bear the KRE obligation. For example, say that I recently came to believe that Managua is the capital of Nicaragua and you ask me why. You would expect me to knowledgeably offer my grounds for the belief, for example, that a reliable website says so. You would see me as open to criticism if I replied with one of many alternatives. These include: “I don’t know,” “no reason,” “a reliable website says it’s the capital of Nicaragua, although that’s not my reason,” “a reliable website says so, but I’m probably wrong,” and “the perceptual mechanism detected patterns on a computer screen and processed them so as to result in a state of belief.” Or, to consider a different attitude, say that I tried two yogurts and preferred the branded one to the supermarket offering. Again, you would think that something was wrong with my preference if I answered the question “why?” by saying something like “the advertising made it look like the sort of thing sophisticated people eat, and I want to be sophisticated.” Even if this were indeed true, you would still expect me to talk about the (supposed) rich and sophisticated flavors, and so on.

Here one might reply with various counter examples. Perhaps “no reason” is an appropriate response when enough time has passed that one might assume the subject has forgotten his or her original reason. Perhaps also it is acceptable when asked why I prefer chocolate cheesecake to strawberry, desire a Bakewell tart, or intend to stir my tea.
counterclockwise, say. Yet, it is unacceptable in enough instances to suggest that the obligation is simply defeated in such counterexamples. They will be defeated, for instance, when the subject can assume that the listener already knows his or her motivating reason. The listener may already gather that attitudes formed a long time ago will often be based on the memory of evidence, which in itself is still a motivating reason. Insofar as “I don’t know” in these cases is an acceptable reply, it is because speakers just mean to communicate that they cannot remember what the initial evidence was. The obligation will also be defeated when the attitude is one that is not normally reason-sensitive, like a craving.\(^{37}\) I cannot enumerate all the defeaters here, but for our purposes we can just note that the confabulation cases follow the same mold as the yogurt example, in which the obligation intuitively remains undefeated. As such, it is plausible to think that individuals will believe that they bear the providing- and knowing-reasons obligation in these instances.

Let me end this subsection by trying to assuage several worries we might have about attributing this sort of belief to the population at large. I should firstly note that I do not mean to over-intellectualize matters by saying that subjects believe they bear the KRE obligation. After all, the average person probably has not thought about these issues. Rather, I just want to suggest we have some sort of standing state that we can most simply capture in terms of the obligation. Indeed, introducing talk of the “KRE obligation” need not be ad hoc – take how we discuss moral reasoning. If subjects faced with the trolley problem say they would kill one person to save five, we might say they believe that one ought to bring about the greatest happiness for the greatest number. Indeed, based on more responses, we may even want to attribute a very fine-grained utilitarian principle to them, for example, concerning interests or preferences. But this is not to say that the subject thinks in those terms, or is in a position to explicitly provide such a principle. Second, there may also be individuals who do not even believe they are subject to the obligation in some undemanding de re sense. For example, certain philosophers will deny that we bear the obligation. Yet, I need not say that everyone has this belief, just that individuals will confabulate to the extent in which they do. There is space here for empirical research.

5.2.2. Our desire concerning the KRE obligation

Second, given that we believe we are subject to the obligation, it is also plausible we would desire to have fulfilled it. I can firstly note that we need not commit to anything very demanding regarding the desire in question. The desire could be as minimal as a tendency. Additionally, it is plausible that we would bear such a state regarding the KRE obligation and that it would play the role I am arguing it does. After all, doing as we ought to (generally) reflects well on us and it is reasonably uncontroversial to think
that we have a general tendency to see ourselves in a favorable light. For example, Wilson puts the general point as follows:

People’s judgements and interpretations are often guided by . . . the desire to view the world in the way that gives them the most pleasure – what can be called the “feel-good” criterion . . . Just as we possess a potent physical immune system that protects us from threats to our physical well-being, so do we possess a potent psychological immune system that protects us from threats to our psychological wellbeing. When it comes to maintaining a sense of well-being, each of us is the ultimate spin doctor. (2002, p. 38) 38

We can draw on a range of data when saying that this wish to feel good manifests in positive self-appraisals. This includes some of the empirical support for self-deception, to the extent that it concerns self-deception about ourselves (e.g., Mele, 2001, pp. 3, 11). And we can also refer to various cognitive biases that have a similar effect. For example, the study concerning the bias blind spot that I outlined in Section 3 showed our blindness to the consequences of the “self-serving bias,” in which people chalk their achievements down to themselves, but failures to other influences (Pronin et al., 2002, pp. 370, 377). 39 Indeed, it is a sign that something has gone wrong with the subject if they fail to view themselves and their circumstances through slightly rose-tinted spectacles, as we see with so-called “depressive realism.” 40

6. Upshots

We have good reason, then, to think that the desire to have fulfilled the KRE obligation motivates confabulation. This conclusion speaks to two debates. First, it tells us something about confabulation – that it is caused by a specific motivational factor. And second, it also has implications for understanding self-knowledge. That subjects systematically believe they bear the KRE obligation gives us at least some reason to think that we do bear the obligation, and further to accept agentialism about self-knowledge. My explanation also might help us to make a bolder claim, which I briefly mention at the end. 41

That individuals systematically see themselves as subject to the KRE obligation is evidence that we do actually bear it. Indeed, taking the belief to be veridical is the most plausible and charitable option because it avoids attributing widespread error to individuals. It is also the simplest, since we do not then have to explain why subjects would all have made such a mistake.

If this is the case, it gives a reason to accept agentialism about self-knowledge. Agentialism can be understood in opposition to the inferentialist account of self-knowledge we encountered in Section 3.1. To recall, the thought is that we learn why we have our attitudes (and other facts) by inferring it from various pieces of evidence about ourselves. The
inferentialists motivate their view by inference to the best explanation – confabulation occurs because the inferences underpinning our self-ascriptions can go wrong in various ways. Self-knowledge under this picture fundamentally resembles other-knowledge – the method is the same (inference), and there is nothing else significant to differentiate it. Agentialists, on the other hand, argue that this approach fails to capture the position of rational agency we bear in relation to our minds. As Gertler writes about the view (without endorsing it): “Some of our mental life expresses our agency – e.g., believing and intending are things we do. Moreover, recognizing an attitude as one’s own involves seeing it as a commitment for which one is responsible” (Gertler, 2015).

There are different formulations, but one version defended by Moran (2001) and Boyle (2011a, 2011b, 2009), might be captured by the following example.42:

Say that I ask you what you believe the capital of Nicaragua is. Considering what you believe the capital to be involves thinking about what it actually is. You might go on the internet, for example, or ask a knowledgeable friend. You will then realize that Managua is Nicaragua’s capital and can therefore reply that you believe that Managua is the capital city of Nicaragua. Further, you will also be able to say why you believe this – because both the internet and a reliable individual said as much.

We can acquire self-knowledge of our attitudes by using the transparency procedure. This is to answer the question of whether we believe that \( p \), say, by answering the question of whether \( p \) is the case and thereby forming our belief on the matter (see esp. Moran, 2001, section 2.6). Further, in forming our belief that \( p \) on the basis of reasons in this way, we also come to know why we have it – on the basis of this consideration.43

Importantly, part of this view is that, if we are unable to gain non-inferential self-knowledge of certain facts about ourselves, then we have done something wrong qua rational agents. It is not just that we use a distinct method for acquiring self-knowledge. For example:

We do not only allow [a subject’s self-ascription] to stand without the benefit of evidence, we also sometimes expect and sometimes insist that he take himself to be in a position to speak for his feelings and convictions … This normative expectation [“to speak for” your beliefs], and its relation to the rationality of the beliefs in question, certainly lends some support to the suggestion that the first-person accessibility of beliefs is not a merely empirical matter, an extra capacity for awareness of a certain class of facts we happen to have and whose absence would leave the psychological facts in question unaffected. (Moran, 2001, p. 26)44

According to this picture, then, we bear rational obligations to be in a position to acquire non-inferential self-knowledge, and to do so using the transparency procedure. In this paper, I have provided evidence that we bear an obligation along these sorts of lines – the obligation to knowledgeably
explain our attitudes by reference to motivating reasons. Thus, we have (more) reason to accept agentialism.\textsuperscript{45} This is the case even if we think that other accounts of self-knowledge can accommodate rational obligations for self-knowledge, which we might even doubt.\textsuperscript{46} Still, these alternatives do not directly predict that we will bear something like the KRE obligation, unlike agentialism. Here I should acknowledge that confabulation suggests that self-knowledge may not be more reliable than other-knowledge. Perhaps we might have to depart from the traditional privileged access thesis I mentioned at the start. But I would be happy with that conclusion. Self-knowledge need not be more reliable than other-knowledge for the two to fundamentally differ. And greater reliability would be the least important part of privileged access under agentialism in any case.

Note that, so far, I have just said that my account of confabulation gives us at least some reason to accept agentialism. I have not yet said whether or not such cases give us pro tanto reason to accept the inferentialist position as well. More tentatively, I think they do not and that my explanation is compatible with accounts of self-knowledge other than inferentialism. A complication here, though, is that my preferred account of the mechanism for confabulation sees our desires influencing inferences underpinning the self-ascription. Yet, the proponent of privileged access can accept that self-knowledge is inferential, just at the subpersonal level. We can still appeal to a distinctive method for acquiring self-knowledge at the personal level of explanation.\textsuperscript{47} In this way, self-knowledge would be like perception: underpinned by inferential low-level processing (e.g., Marr, 2010) and yet non-inferential at the level of the subject. This way of viewing self-knowledge, though, requires more work and Carruthers himself explicitly rejects this possibility (2013, p. 21–24). For the time being, then, I just want emphasize that at the very least confabulation cases do not unequivocally speak against privileged access, as has often been assumed.

7. Conclusion

This paper has argued that confabulation is motivated by the desire to have fulfilled the obligation to knowledgeably explain our attitudes by reference to motivating reasons. Accepting this provides us with a particularly satisfying explanation of confabulation, especially compared to alternatives. It is a rich conclusion, and bears significance for discussions of both confabulation and self-knowledge. In particular, it gives us at least some reason to think that we have distinctive access to our motivating reasons.
Notes

1. Cassam (2014) and Carruthers (2013) deny privileged access across the board, while Nisbett and Wilson (1977), Rey (2008), Gertler (2011), and Nichols and Stitch (2003) are more circumspect.

2. The experimental reports are not always fully explicit on the details, but I am using standard interpretations here.

3. See also Wilson (2002, p. 103) and Wilson and Nisbett (1978, pp. 123–124).

4. One might deny that the subjects were mistaken about their reasons – perhaps the stockings actually seemed sheerer to them, and they preferred the pair on that basis. Sandis (2015), for example, responds to many such cases in this way. Yet, here I can say several things. First, this interpretation seems less charitable. It appears odd to think that subjects would take identical items to differ – perhaps they eventually come to prefer the stockings on the basis of their (perceived) sheerness, but it seems less plausible that they would do so from the start. Second, even if the (perceived) sheerness was their motivating reason, the subject was still mistaken in attaching so much explanatory importance to it. Nisbett later allows that the subjects in the stockings experiment might indeed have the self-ascribed motivating reason, but that nevertheless “by normal standards of discourse, [their] causal analysis is inadequate or incomplete” (Nisbett & Ross, 1980, pp. 217–219). And thirdly, we could bite the bullet in this case, but maintain that subjects still provide false self-ascriptions in others. At any rate, Sandis allows that other experiments show confabulation – ones which are especially important in the literature (e.g., the choice blindness cases I discuss later, and Haidt, 2001). Even if its scope is narrower than I hoped, my explanation will still hold in a significant type of case, then.

5. For overviews of how one might define confabulation, see Bortolotti and Cox (2009) and Hirstein (2009, 2005).

6. For example, we can contrast this with definitions of confabulation that just concern mistakes in memory; see Fotopoulou (2009) and McKay and Kinsbourne (2010).

7. For these distinctions, see Hirstein (2005).

8. Indeed, the confabulation of motivating reasons even constitutes Scaife’s (2014) definition. I should note that a reasonable amount of the literature on confabulated explanations concerns actions rather than our attitudes, see, for example, Hirstein’s (2009) section on confabulated introspection. This is something for further thought, but I expect my explanation regarding attitudes could be extended to these as well.

9. For examples of Explanandum 3, see Hall et al. (2012), Johansson, Hall, Sikström, and Olsson (2005), Johansson, Hall, Sikström, Tärning, and Lind (2006) (all choice blindness studies), and Haidt (2001). Also, for a similar pattern in explanations of action, see for example, studies involving split-brain patients (e.g., Gazzaniga, 2000) and hypnotized subjects (as discussed, e.g., in Wegner, 2002).

10. Thanks to Jordi Fernández and Ema Sullivan-Bissett for pointing out the applicability of these cases. See Scaife (2014, section 2.4) for a discussion of choice blindness in relation to confabulation.

11. I should note, though, that Hall and colleagues construe choice blindness in terms of the subjects’ attitudes actually changing (e.g., p. 5). Lopes (2014) also favors this interpretation. Yet, even if this is the case, the subjects still make a mistake about why they have this new attitude.

12. Malle and colleagues present the contrast in terms of “reasons” and “causal history” explanations, but I do not think our terminology differs substantively. On this asymmetry, see also Malle (2011) and Knobe and Malle (2002). This, they
persuasively argue, is the best way of understanding the self and other asymmetry that some have tried to account for in terms of the fundamental attribution error, for example Jones and Nisbett (1972).

13. Jones (2002, pp. 227–228) and the cited study in Gilbert and Mulkay (1984) also suggest this. While the subjects are not explicitly explaining their own attitudes, when scientists were asked to explain others’ errors, ‘they all as if their own position is an unproblematic and unmediated re-presentation of the natural world. In contrast, the actions and judgments of those scientists who are depicted as being or as having been in error are characterized and explained in strongly contingent terms. Their false claims about the natural world are presented as being mediated through and as understandable in terms of various special attributes which they possess as individuals or as certain kinds of social actor’ (Gilbert & Mulkay, 1984, p. 98).

14. These results help address one worry we might have with the significance of Explanandum 1: perhaps confabulating subjects provide motivating reasons because the specific wording of the question “Why?” invites this response. As Sandis writes, when proposing this sort of concern with confabulation studies, experimenters are not always sensitive to this in the design and write up of their experiments (2015, pp. 270–271). For example, in the choice blindness study outlined earlier, Hall and colleagues write that subjects were “asked to explain the reasoning behind their ratings” (2012, p. 4, emphasis added). And in a similar study they report having “asked the participants to discuss and justify their ratings of the individual questions” (2013, p. 2, emphasis added). Yet in the same paragraph, they also write that subjects “were now asked to explain why” they made their choice (2013, p. 2), which is not at all leading. It is unclear whether they were, then, but if it turns out that subjects were explicitly asked for justification, the pattern in Explanandum 1 would be of little interest here. The subjects’ self-ascriptions would have taken the shape they did because of the specific question asked. Yet, actors and observers in Malle and colleagues (2007) were presumably prompted using the same question but still gave different explanations. We can be confident, then, that there is a significant pattern that needs to be explained.

15. Shermer (2012) also gives a nice summary.

16. There was also a very slight tendency for subjects to be blind to the presence of what was labeled “a ‘self-protective’ tendency” in themselves but not others, but this was not statistically significant.

17. Pronin does write elsewhere that “sometimes the ‘bias blind spot’ is primarily caused by people’s unwarranted denials of their own biases, whereas at other times it is more attributable to people’s overestimations of others” (Pronin, 2007). The subjects in the above study, though, do underestimate the influence of bias in themselves (see Pronin et al., 2002, p. 377), and therefore do make false self-ascriptions.

18. See also Nisbett and Wilson (1977, p. 273) for a case in which subjects recognize the possibility that others’ tolerance for electric shocks might have been manipulated by the experimenter, but not their own.

19. I use ‘inferentialism’ to refer to this sort of view, as opposed to accounts appealing to a distinctive kind of inference, such as Byrne (2011).

20. Carruthers is most explicit in making this move from thinking confabulations are inferential to thinking all self-ascriptions are (2013, Ch. 11).

21. Cassam writes that “your failure to perform the necessary inference or your misinterpretation of the evidence might be motivated but needn’t be” (2014, p. 195).

22. See Cassam (2014, pp. 193-194) and Carruthers (2013, pp. 337-338). They discuss this regarding self-ignorance of what our attitudes are.
23. Pronin and Kugler (2007, p. 566) consider this option as a way of explaining the bias blind spot, but reject it.

24. The approaches in Sections 3.1 and 3.2 map onto the distinction between seeing confabulation either as resulting from “dysfunction” in normal knowledge acquisition or from a “compensating mechanism” due to a failure to know (Fotopoulou, 2009; p. 246; see also McKay & Kinsbourne, 2010; p. 291; both discuss this in terms of the confabulation of memory, but we can also put it in more general and epistemic terms).

25. Indeed, they are often thought to play some sort of role, contra the views of those in Section 3.1. For example, Hirstein (2005), Bortolotti and Cox (2009, pp. 954–955), and Sullivan-Bissett (2015, p. 562) see motivational elements as an important, although not necessary, aspect of confabulation.

26. See also McKay and Kinsbourne (2010, p. 291) and Fotopoulou (2009, pp. 270–271) for discussions of this sort of view.

27. Carruthers uses the data from Explanandum 2 to make this point (2013, pp. 338–339).

28. It can be hard to determine what exactly these philosophers commit themselves to. This is especially the case since the KRE obligation resembles the (putative) obligation to justify our attitudes. This differs from KRE, though, since it would not require the subject to ascribe the relevant considerations as the reasons for which they formed the attitude. For example, it would be acceptable to answer the question “why?” with “p, although it is not my reason.” Also, the authors are not always explicit that the self-ascriptions ought to be knowledgeable. Boyle (2011a; section 4) comes the closest, although he allows that matters could also be cashed out in terms of a “positive epistemic status” other than knowledge (p. 8). Still, I can draw support from the general considerations given in these works.

29. For example, fulfilling the KRE obligation seems to require actually having motivating reasons for the attitude. In this way, it appears importantly connected to a (putative) obligation to form one’s attitudes on the basis of reasons.

30. I am flexible on the precise formulation of this general thought. We might instead think that we are motivated by the desire to believe that we have fulfilled the obligation. On this distinction in terms of self-deception, see Nelkin (2002) and Fernández (2013). Also, I prefer talking of the desire to have fulfilled it, as opposed to the desire to fulfill it, but again I am not committed to this.

31. Sometimes the obligation will be undefeated in confabulation cases, but sometimes it might not. My explanation only requires, though, that the circumstances in these instances are sufficiently like those in normal cases that subjects would plausibly believe they bear the obligation.

32. Nevertheless, while I think we should not, I would be happy if one accepts this explanation. I would still have argued for a motivational account of confabulation, and that the relevant motivation concerns self-knowledge. This in itself is significant. And further, it would still give rise to the upshot I discuss in Section 6.

33. See Cox (2018) for an account of this sort. Appiah (2009) also considers something like this as an explanation of self-ignorance, but dismisses it (p. 43).

34. In this argument, I am following Boyle (2011a; p. 236, 2011b; p. 10, 2009; pp. 4–5). In defense of this general sort of claim, see also Moran (2001) and, regarding action, Anscombe (2000).

35. This latter response might be appropriate in certain situations (e.g., scientific discussions). Still, automatically offering it in a normal context seems to express a peculiar relationship to your belief. Jones (2002) is relevant here.
36. It is worth noting that the motivating reasons we expect people to self-ascribe can be very minimal. In the case of perceptual belief, say, it might be enough simply to give replies shaped by Pryor’s dogmatism or Huemer’s phenomenal conservatism – one might self-ascribe the motivating reason that it “seems to [me] as if p is the case” (Pryor, 2000, p. 519) or “seems to [me] that p” (Huemer, 2007, p. 30). My point is simply that, defeaters non-withstanding, we expect people to knowledgeably self-ascribe at least some motivating reasons.

37. On judgment-sensitive desires, see Scanlon (1998).

38. See also Gilbert and Wilson (2000).

39. See also Coleman (2015, “self-serving bias”), and Turner and Hewstone (2009). Other biases include: the positivity bias, unrealistic optimism, and the Lake Wobegon effect; see Coleman (2015).

40. For example, see Brown (2007), although see Moore and Fresco (2012) for caution in the precise details of the theory.

41. For another account of how confabulation cases might lend support to agentialism (under a different name), see Cox, 2018. I prefer my own strategy, though, for considerations mentioned at the end of Section 5.1.

42. Alternatively, see Burge (1999, 1996).

43. This account of the self-knowledge of motivating reasons comes from Boyle:

“If I reason ‘P, so Q’, this must normally put me in a position, not merely to know that I believe Q, but to know something about why I believe Q, namely, because I believe that P and that P shows that Q” (2011b, p. 8). I have used this for the agentialist picture of how we know our motivating reasons for simplicity’s sake. That said, I prefer the following picture: you learn why you believe that p by considering what the reasons are for believing that p (as opposed to considering whether to believe that p). That is, the question of your reasons is transparent to the question “why believe that p?” We can see something of this in Moran. (2001, p. 127)

44. It is less clear whether Moran also thinks that we are obligated to be in a position to know our motivating reasons, but it certainly fits nicely with his picture. If anything, though, my paper suggests that agentialists should pay more attention to KRE obligation.

45. The more minimal alternative raised at the end of Section 4.2 also helps support agentialism. Say we deny that subjects are motivated by the desire to have fulfilled an epistemic obligation, but instead simply by a desire for self-knowledge. Yet agentialism also predicts that we would desire to be able to acquire self-knowledge – because of the KRE obligation or something similar.

46. Gertler (2011, Ch. 8; 2016) argues that we need not accept a rational agency account to do this.

47. Another option might be to say that only confabulatory self-ascriptions are inferential and that self-knowledge is underpinned by just the distinctive method. Yet, as Carruthers argues (2013, Ch. 11), privileged access theorists struggle to explain why subjects would use inference as opposed to the distinctive method in confabulation cases. And my account of confabulation does not help us here. The following initially looks like an appealing move: subjects employ inference because they desire to have fulfilled the KRE obligation and the distinctive method would tell them otherwise. Yet, this requires the subject to already recognize at some level that they lack an accessible reason, which is implausible and unparsimonious.
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