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Abstract—Multi-agent path finding (MAPF) problems refer to solving the path planning problems for multiple agents. These agents plan to reach their goals from their starting positions while avoiding conflicts among themselves and with other agents that exist in environment [1]. In crowded environments, the MAPF problems are a challenging problem and have attracted the attention of many research groups in recent years [2][3].

In general, there are two classes of algorithms commonly used for solving MAPF problems. One class of them is the A*-based path planning method. In this class, the collision-based search (CBS) is one of the mainstream methods [4]. The CBS could be summarized into two main steps. For the first step, each agent plans its path based on A*. In this step, each agent ignores the presence of other agents; For the second step, the central planner detects if there is a collision. Then the collision node needs to store all scheduling allocation schemes for the constrained actions. Therefore, the CBS can efficiently solve the MAPF problems in a static environment [5]. If the number of conflicts between agents is relatively small, the CBS does not need to spend too much computational power to draw out scheduling allocation schemes. However, when the number of actions increases in dimension, it leads to an exponential growth in the length of the set of scheduling allocation parties with respect to the number of agents [6], especially in a crowded environment. This challenge leads to an increasingly long time and it may exhaust the available memory and computational resources [6]. As a consequence, the CBS has weak generalization capabilities and lacks the ability to handle dynamic obstacles, therefore it is not suitable for MAPF in dynamic crowded environments.

The second mainstream approach is deep reinforcement learning based algorithms. Unlike the above-mentioned algorithms, they have been gradually adopted in recent years to solve MAPF problems with strong environment generalization and adaptive capabilities [7]. In general, deep reinforcement learning algorithms can be broadly classified into two categories based on the training framework: distributed training distributed execution framework (DTDE) and centralized training distributed execution framework (CTDE). In this paper, we develop a deep reinforcement learning algorithm with CTDE architecture to consider the evaluation of joint strategies for path planning in multi-robot systems. To improve the planning of multi-intelligent systems in dynamic crowded environments under the actor-critic reinforcement...
learning framework, we introduce a BicNet network into the actor network, allowing the agent to pass information to other agents. Furthermore, recognizing the importance of evaluating the states and actions of surrounding agents, we introduce an attention mechanism into the critic network. As a whole, our algorithm encodes the features extracted by the convolutional neural network (CNN), together with the planned actions from the actor network, allowing more structured information to be fed to the critic network. At the same time, the critic network with attention mechanism evaluates the actor network not only by considering the state-action information and the Q value of the agent, but also by selectively paying attention to the state-action information of a limited number of other agents in the surrounding area to participate in the decision. This novel design greatly improves the intelligence of the decision (see Fig. 1). Our major contributions are:

- We discuss the importance of integrating BicNet in actor network, so that the agents can plan their actions with the state information of other agents. We show that this enables communication among agents, leading to speeding up the convergence of the algorithm.

- We introduce the attention mechanism into our AB-Mapper’s critic network. Each agent uses this network to selectively pay attention to the actions and states of other agents within a limited number of surrounding regions, enabling the agent to know more precisely which surrounding agents should be more beneficial to it in the path planning process. This leads to the stability and convergence of the algorithm for MAPF in a dynamic crowded environment.

This paper is organized as follows: In Section II, we review related works on MAPF problems. In Section III, we continue with briefing the technical background of our proposed AB-Mapper method and introducing its working principles, including the BicNet network, the attention mechanism, and relevant details. In Section IV, we show setups of our experiments and analysis of our results. Finally, we sum up our study in Section V.

II. RELATED WORKS

In this section, we first review previous works related to deep reinforcement learning based methods applied in MAPF problems. Then we continue discussion regarding agent communication problems in MARL, which is highly related to the BicNet used in our study. After that, we briefly go through the development of the attention mechanisms used in our critic networks.

A. MAPF based on Deep Reinforcement Learning

In recent years, solving MAPF problems by deep reinforcement learning methods has attracted the attention of researchers, and the algorithms can be classified into non-communicative and communicative methods according to whether the information is exchanged between the agents. In the communication-free path planning approach, it is common to generate prior knowledge using expert strategies and then train the neural network by minimizing the loss of a given state-action. For example, Wang et al. [8] introduced a globally guided reinforcement learning method to obtain a single optimal path, followed by a fixed globally guided case based on DDQN to plan out the action by using the information about the surrounding environment. Chen et al. [9] proposed a method of supervised training for the value network through a set of trajectories generated by the baseline strategy OCRA when the expected target time of learning to code is given. Similarly, Riviere et al. [10] presented an algorithm for training neural networks by minimizing the loss of output actions for a given observation after obtaining batches of observation-action pairs from an expert presentation dataset. Among these methods, the most classical one is the PRIMAL [11] method, which is based on using A* to plan the local trajectories of all agents in the operation area and fusing the basic path conflict constraint matrix into the state set. This approach uses the ODrM* algorithm to plan the initial paths and a manually defined expert system to repair the initial paths on the one hand, and incorporates the processed paths into the actor-critic framework for training on the other hand. However, the information between each agent in PRIMAL is not available for interaction and does not consider non-cooperative dynamic obstacles nor temporal information. Therefore, imitation learning takes longer time to train intensively.

Later on, Liu et al. [12] proposed the Mapper, which is the baseline method of our study, for MAPF under the DTDE architecture. In this method, each agent models the behavior of dynamic obstacles based on the image-based representation and then inputs local observations into the respective actor and critic networks for learning. In addition, Mapper designs a dynamically adjustable evolution probability by normalizing the reward values obtained by all agents after a fixed number of iterations. Then Mapper samples the network parameters from a distribution over the agents that received a relatively large reward. This mechanism enables Mapper to perform path planning more efficiently and effectively than PRIMAL in a dynamic environment.

Most of the above communication-free methods are based on DTDE framework. In this framework, each agent plans actions based only on its sequence of observations and its policy [12], which is feasible in a non-crowded environment where each agent’s decision does not have to consider other agents because the combination of the optimal individual actions is the optimal joint action, and there is no need to consider the communication between the agents, which makes the distributed approach highly efficient [9]. However, the interaction between the agent and the dynamic crowded environment makes the agent have to overcome the problem of low stability and poor robustness of the planned strategies due to the non-stationarity of the environment [13]. In this paper, we focus CTDE framework which allows each agent to learn and construct its behavioral value function after aggregating the state and action information of other agents [14]. Therefore, the agent can learn whether the actions of other agents are beneficial or harmful to itself, which helps
to mitigate the issue of non-stationarity during training in the dynamic crowded environment \cite{15}.

B. Communication in MARL

Like the group foraging behavior in nature and the coordination of human society, each participant in the group has a one-sided understanding of the environment. It is inevitable to learn coordinated actions to complete the task efficiently. In the MARL environment, information exchange plays a vital role in the coordinated behavior among agents. Therefore, establishing an efficient communication protocol for agents has become the focus of researchers in recent years. For example, Sukhbaatar et al. proposed CommNet based on continuous communication for the task of fully cooperative mode in a fully observable environment. CommNet can fuse and transfer information, which indirectly considers the global state output strategy \cite{16}. Singh et al. designed the IC3Net for the task of competitive mode, which controlled a communication-related binary gating function through the LSTM network gating mechanism and prevented the communication of multiple agents in a competitive relationship \cite{17}. To better deal with the fully cooperative, partially observable multi-agent sequential decision problem, Foerster et al. developed the DIAL, in which, communication information is passed through a discrete regularization unit (DRU) between the output of one network of agents and the input of another network of agents. The DRU had a bidirectional information transfer function. At the optimization stage, the gradient could be returned along the channel, thus allowing the end-to-end backpropagation across the agents \cite{18}.

C. Attention Mechanisms

Many researchers have tried to apply the attention mechanism in MAPF. For example, Jiang et al. \cite{19}, and Ma et al. \cite{20} modeled the relationship within a multi-agent environment using a graph, where the nodes of the graph are the agents and the encoding of the local observations of the agents are the features of the nodes. This work employed multi-headed attention as a graph convolution kernel to extract the relational representations among the agents and convolve the potential features from the neighboring nodes. Zhang et al. \cite{21} used the multi-headed attention mechanism to calculate the weight of the current agent’s interaction with other agents. Zhou et al. \cite{22} introduced the attention mechanism into a graph attention network that modeled different traffic participants so that both the agent-human interaction and the human-human interaction model could be described by graphs using the same graph convolution operation. Chen et al. \cite{23} introduced a graph convolutional network (GCN) based on human gaze data. This network can predict human attention to different subjects in the crowd, and then the learned attention weights are integrated into the adjacency matrix of the GCN to manage and aggregate features for estimating robot-crowd states.

In contrast to the multi-headed attention mechanism approach based on graph neural networks, some algorithms do not model the agents as graphs. For example, Rosbach et al. \cite{24} applied the attention mechanism to inverse reinforcement learning for predicting the reward function over an extended planning horizon. Shah et al. \cite{25} proposed a novel linguistic instruction attention mechanism, where the attention mechanism scored the tokens of the input visual and instruction information. This method finally used a softmax function to normalize the relative importance of each token corresponding to the current instruction. Chen et al. \cite{26} proposed to use an attention mechanism to learn the collective importance of neighboring humans’ behavior for their future states, capturing human-human interactions in dense crowds. This mechanism can indirectly influence the predictive ability of the crowd dynamics and reduce collision rates while navigating the ways for the agents.

III. PROPOSED APPROACH FOR PATH PLANNING

A. Preliminaries

In reality, due to the asymmetry of information, human beings have to make decisions based on part of the information. Similarly, in this paper, we model the interaction process between agent and environment as partially observed Markov decision processes (POMDP) tuple, \((S,A,P,R,o,\theta,\gamma)\). \(S\) represents the state space, and \(A\) represents the action space. \(P : S \times A \times S \rightarrow [0,1]\) denotes the transition probability, \(R : S \times A \rightarrow \mathbb{R}\) is a reward function. \(o\) represents local observation. \(\theta\) denotes conditional local observation probability and \(\gamma \in [0,1]\) is a discount factor \cite{27}.

Since the Mapper method under the DTDE framework cannot efficiently circulate information between the agents, nor can it plan a coordinated policy in a dynamic crowded environment, resulting in slow or even difficult convergence, we present our AB-Mapper method under the CTDE framework, in which agents use centralized information for offline training, but execute online in a decentralized manner \cite{28}.

This learning method is very suitable for the actor-critic structure, which has gradually become popular in the field of MARL \cite{29}. The actor-critic method estimates the expected return \(Q\) of a given state and action by learning a function \(Q_j(o_j,a_j)\) for the agent \(j\) and learns through off-policy temporary difference learning by minimizing the region loss. In AB-Mapper, the loss function of actor network is defined as

\[
\mathcal{L}_A = - \sum_{j=1}^{n} \left( \log \pi_{\theta}(a_j \mid o_j) \ast y \right) \\
y = r_j + \gamma Q_j(o'_j,a'_j) \\
\tag{1}
\]

where the \(o'_j\) and \(a'_j\) are the local observation and action of the agent \(j\) at the next moment respectively. The critic network’s loss function is

\[
\mathcal{L}_C = \sum_{j=1}^{n} \left( Q_j(o_j,a_j) - y \right)^2. \\
\tag{3}
\]

B. Method

The flow of the AB-Mapper algorithm is mainly composed of three steps; first, a CNN is used to describe the state and output the features, then the features are inputted into BiCNet to plan the policy, and finally, the features and policy are fed into the critic network for joint optimization.
Different from Mapper’s description of local observations of an individual agent using a CNN respectively, we first collect the local observations of all the agents in the actor network of AB-Mapper method as shown in in Fig. 2. Then, we develop a 6-layer CNN to output all features used for BicNet to plan policy. The BicNet has the structure of a bidirectional recurrent neural network [30]. Such the network has forward and backward hidden layers so that the output node at each timestep contains complete past and future contextual information at the current moment in the input sequence. At each step of sequential decision-making, each agent can maintain its own internal state and share information with its collaborators, thus coordinating the agents’ actions. We choose BicNet as part of the actor network because the parameter space of BicNet communication is independent of the number of agents. Also, unlike CommNet and other communication networks that require information aggregation, the BicNet network can efficiently transfer information by simply inputting the state information of the time series. It is suitable for the action decisions of the agents in path planning and can be perfectly integrated with our experimental setup for path planning.

In Mapper, each agent has an independent critic network, but it lacks interaction of information between critic networks, making it impossible for a single agent to know which agent’s state action information may have an impact on itself. Applying attention mechanism to critic network is an effective method to solve the above problem. The main idea of the attention mechanism is to calculate the attention weight through three elements: query, key, and value [31]. It is a mainstream practice to influence the prediction of Q values by calculating attention weights, as used in the multi-agent environments of [32] and [33]. In these two works, the number of agents is small, and the state-action information of all agents is involved in calculating the Q value of one agent by a centralized critic network with attention. However, in an experimental setting with a large environmental dimension and many agents, it is impractical for each agent to pay attention to all the remaining agents because some agents are so far apart that their local states and actions have weak effects current agent. Therefore, there is no need to assign attention to agents far away. This attention mechanism can save many computing resources for nearby agents. Recently, Li et al. [34] proposed a method to assign the attention weight of an agent to all agents in the neighborhood with radius R. Similarly, in our AB-Mapper method, the critic network learns agents’ judgments by selectively focusing on the state and action information of a limited number of other agents around, as shown in Fig. 3. This centralized learning of judgments allows each agent to learn the state and action of the surrounding agents that affect the current agent, redistributing focuses to the agents that should be attended to. Therefore, in this paper, in order to adapt to the path planning task of multi-agent in a crowded environment, we impose a restriction on the number of attended agents on the critic network with an attention mechanism, as detailed below. We encode the state-action information \( (o_1, a_1, o_2, a_2, ..., o_j, a_j, o_n, a_n) \) of all agents through their respective encoders \( (g_1, g_2, ..., g_j, g_n) \) and input it to the critic network. Each encoder is a one-layer fully connected network (FCN), specified as

\[
e_j = g_j(o_j, a_j). \quad (4)
\]

At every timestep of path planning for agent \( j \), we input the encoded information of \( o_j \) by another FCN \( h_j(\cdot) \), and \( x_j \) into a MLP \( f_j(\cdot) \) to output the Q value of the agent \( j \),

\[
Q_j(o_j, a_j) = f_j(h_j(o_j), x_j)
\]

where \( x_j \) is the state of the remaining agents, with contributions to the action for agent \( j \), \( x_j = \sum_{i \in Z \setminus \{j\}} \alpha_i v_i \), where the \( Z \setminus \{j\} \) denotes the set of \( z \) nearest agents to the agent \( j \) among all agents, and \( \alpha_i \) is the associated attention weight,
where \( \delta(\cdot) \) is a softmax function, \( d_k \) is the dimension of \( k_i \), \( q_j \) denotes state encoding of the agent \( j \), and \( v_i \) denotes the state-action encodings of the nearest \( z \) agents of all agents to agent \( j \).

### IV. Experiments

#### A. Experimental setup

To fairly compare the performance of our AB-Mapper algorithm with the SOTA Mapper method, we use the same grid world simulation environments. Fig. 4 shows typical examples of the environments where the gray blocks are static obstacles, the orange circles represent the agents, the black blocks are the targets of the agents, and the blue triangles represent the dynamic obstacles. In these environments, each dynamic obstacle is navigated to a randomly selected target using the LRA* algorithm [35], and the agents must reach their respective target points within a prescribed maximum number of steps.

In the MAPF test map set used by Li et al. [34], the agent density is 0.025 and 0.05, respectively. We define the experimental environment with agent density greater than or equal to 0.025 as a crowded environment. In order to verify the ability of AB-Mapper to solve MAPF problems in a dynamic environment, especially in a dynamic crowded environment, we design dynamic crowded environments as (a), (b), and (c) and dynamic non-crowded environment as (d) in Fig. 4. We take the success rate (the number of agents successfully reaching their targets over the total number of agents) as the evaluation index of the algorithm. In order to verify the improvement of communication and attention mechanism, we apply BicNet and attention mechanism to solve MAPF problems, respectively, and two ablation experiments (Mapper with only BicNet, Mapper with only attention) in the crowded environment of Fig. 4. We cluster the initialized positions of the smart bodies in the middle region to achieve the crowding effect. We also set up a non-crowded environment with an agent density of 0.017, as shown in Fig. 4(d). In these four environments, the number of dynamic obstacles is 30. Because the MAPF test atlas has no dynamic obstacles, it is not comparable with our method.

#### B. Experimental parameters

In the experiments, we use the SOTA Mapper method as the BASELINE, and set the reward discount factor \( \gamma = 0.99 \) and the deviation route penalty weight \( \lambda = 0.3 \). The parameters of Mapper are consistent with the original paper, the learning rate is 0.0003, and the evolutionary algorithm is used once every 100 episodes. In addition to the basic experimental parameters, in the ablation experiment of Mapper with only BicNet, the critic network and actor network are highly coupled, so there is only one learning rate, which is set to 0.00004. In the ablation experiment of Mapper with only attention, the soft update parameter \( \tau \) of the critic network is 0.001, and the learning rate of the critic network is 0.0001. In our AB-Mapper network, the actor network has a learning rate of 0.00004, the critic network has a learning rate of 0.0001, and the critic network soft update parameter \( \tau \) is 0.001. In each class of environments, the number of neighbors that each agent pays attention to when using the selective local attention mechanism is shown in Table I, and we use distance as the selection criterion to choose only the state-action information of the nearest \( z \) agents for calculating the attention weights.

#### C. Experimental results

It can be seen in Fig. 5 that when the environment becomes crowded, due to the interaction of agents and the interference of dynamic obstacles, the non-stationary of the environment increases, and Mapper cannot exchange information, so a coordinated strategy cannot be planned. In addition, Mapper’s evolutionary algorithm will select a neural network model from the agent with the largest reward (the optimal agent) and give it to the agents with lower rewards, which is a risky practice. If the optimal agent fails to show good path planning ability in the initial training process, it is easy to
Fig. 5. The comparison result of success rate. It can be seen that when the environment becomes crowded, compared with AB-Mapper, Mapper has a low success rate and large variance. AB-Mapper is the combination of the advantages of BicNet and attention mechanism in order to plan the path efficiently.

From the success rate curve of Mapper with only BicNet in Fig. 5(a), it can be seen that the success rate has grown faster before about the first 1000 episodes, which is because of the interaction of information can make the actor network plan a coordinated strategy.

After about 1000 episodes, the Mapper with only BicNet success rate curve has a slower growth rate, as shown in Fig. 5(a), (b) and (d). In particular, there has been a certain degree of decline in Fig. 5(c). The above phenomenon occurs because the interaction of information in BicNet is continuous, and the information of the first agent flows to the last agent, which cannot provide a single agent with accurate and highly relevant agent information. However, the curves of Mapper with only attention in all sub-graphs of Fig. 5 can grow at a constant rate. In particular, the success rate of Mapper with only attention in Fig. 5(c) can exceed that of Mapper with only BicNet in the later stage of training, which is because the critic network with attention mechanism can accurately allocate attention weights to other agents that have a more significant impact, provide information about agents with solid relevance, and improve the stability of the policy during training. Finally, by comparing (c) and (d) in Fig. 5 the attention mechanism is also suitable for MAPF in the crowded environments. The final average success rate of each method could be observed from Table II.

By using the BicNet communication mechanism and selective local attention mechanism, AB-Mapper can reach the target point with a higher success rate than Mapper in dynamic environments, especially in crowded environments. This ensures the quality of path planning, and it is in favor of real applications.

### TABLE II

| Success Rate | Crowded environment | Mapper | Mapper with only attention | Mapper with only BicNet | AB-Mapper |
|--------------|---------------------|--------|----------------------------|-------------------------|-----------|
| I            | 2.50%               | 57.06% | 69.22%                     | 81.45%                  | 81.45%    |
| II           | 45.87%              | 49.34% | 62.36%                     | 88.53%                  | 81.77%    |
| III          | 21.86%              | 80.29% | 72.36%                     | 89.17%                  | 85.86%    |

V. Conclusion

In order to enable efficient path planning for multi-agent in dynamic crowded environments, this paper proposes a MAPF method based on the actor-critic reinforcement learning framework. We mainly improve on the Mapper algorithm in two aspects: on the one hand, the actor network introduces BicNet as a communication module, which has a bidirectional recursive information transfer mechanism. Therefore the actor network can plan coordinated strategies through the interaction of information during the sequential decision-making process; on the other hand, we design a centralized critic network that can allocate attention weights to a limited number of other agents around each agent. In the path planning process, the critic network helps an agent learn how to accurately allocate attention weights to other agents that have a more significant impact on the current agent and effectively judge the agent’s policy. Experimental results show that AB-Mapper outperforms Mapper in terms of success rate in dynamic environments, ensuring the solution.
quality of MAPF problems, especially in dynamic crowded environments.
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