THE KOSZUL HOMOLOGY ALGEBRA OF THE SECOND VERONESE IS GENERATED BY THE LOWEST STRAND

ALDO CONCA, LUKAS KATTHÄN, AND VICTOR REINER

To Craig Huneke on the occasion of his 65th birthday

ABSTRACT. We show that the Koszul homology algebra of the second Veronese subalgebra of a polynomial ring over a field of characteristic zero is generated, as an algebra, by the homology classes corresponding to the syzygies of the lowest linear strand.

1. INTRODUCTION

Let \( k \) be a field and \( R \) be a standard graded \( k \)-algebra. Let \( K(R) = \bigoplus K_i(R) \) be the Koszul complex with respect to a minimal system of generators of \( R_1 \) and let \( H(R) = \bigoplus H_i(R) \) be its homology. Indeed \( H(R) \) is bigraded,

\[
H(R) = \bigoplus_{(i,j)} H_i(R)_j
\]

where the first index \( 0 \leq i \leq \dim_k R_1 \) is the homological degree and the second index \( j \in \mathbb{N} \) is the internal degree coming from the graded structure of \( R \). In particular, \( \dim_k H_i(R)_j \) is the \((i,j)\)-th graded Betti number of \( R \) over the symmetric algebra \( \text{Sym}_k(R_1) \) of \( R_1 \). The differential graded algebra (DGA) structure on \( K(R) \) induces a graded-commutative \( k \)-algebra structure on \( H(R) \) that reflects important features of \( R \). For example, the Tate-Assmus theorem [4, Thm. 2.3.11] asserts that \( R \) is a complete intersection if and only if \( H(R) \) is generated, as a \( k \)-algebra, by \( H_1(R) \), and the Avramov-Golod theorem [4, Thm. 3.4.5] asserts that \( R \) is Gorenstein if and only if \( H(R) \) is a Poincaré duality algebra.

Recall that \( R \) is Koszul if \( k \) has a linear resolution as an \( R \)-module. It turns out that also the Koszul property of \( R \) imposes strong restrictions on the algebra structure of \( H(R) \). It has been proved in [1, Thm.3.1] and [2, Thm.5.1] that if \( R \) is Koszul then \( H_i(R)_j = 0 \) for \( j > 2i \) and the multiplication map \( \bigwedge^i H_i(R)_2 \to H_i(R)_{2i} \) is surjective. These results indicate that the Koszul homology \( H(R) \) of a Koszul algebra \( R \) tends to be generated by elements of low degrees and lead Avramov to ask the following question.

**Question 1.1.** Is the Koszul homology algebra \( H(R) \) of a Koszul algebra \( R \) generated, as a \( k \)-algebra, by the lowest linear strand, i.e. by \( \bigoplus_i H_i(R)_{i+1} \)?

In [3, Thm.3.1] the authors show that if \( R \) is Koszul then the map \( \bigwedge^{i-2} H_1(R)_2 \otimes H_2(R)_3 \to H_i(R)_{2i-1} \) is surjective. On the other hand they show that the answer to the question is negative in general, see [3, Thm. 3.15]. It remains open whether the answer is positive for classical algebras such as Veronese subalgebras and Segre products of polynomial rings. The goal of this paper is to prove that the answer is indeed positive for the second Veronese subring of a polynomial ring in characteristic 0.

Our approach will be to prove a somewhat stronger assertion, explained here, via combinatorial representation theory. Let \( S = k[x_1, \ldots, x_n] = \bigoplus_i S_i \). The second Veronese subalgebra \( S^{(2)} = \bigoplus_d S_{2d} \) is a direct summand of \( S \). This implies that the Koszul homology algebra \( H(S^{(2)}) \) of \( S^{(2)} \) is a direct summand of the Koszul homology \( H(m^2, S) \) associated to the second power \( m^2 \) of the maximal ideal \( m = (x_1, \ldots, x_n) \) of \( S \), see for example [6, Lemma 4.1] for the precise statements. In [6, Lemma 3.4, Remark 3.5] the authors describe a set of cycles of \( K(m^2, S) \) and provide some evidence that they generate (as an algebra) the algebra of Koszul cycles or, equivalently, the Koszul homology. We will show that this is indeed the case for \( H(m^2, S) \), see Theorem 2.3. Then it will follow easily that \( H(S^{(2)}) \) is generated by the elements in the lowest linear strand, see Corollary 2.4.
2. The set-up and statement of the results

Let $\kk$ be a field of characteristic zero and let $S = \bigoplus_{d \geq 0} S_d \cong \kk[x_1, \ldots, x_n]$ be the polynomial ring. The second Veronese subalgebra of $S$ is

$$S^{(2)} := \bigoplus_d S_{2d}.$$ 

Further, let $A := \kk[y_{ij}]$ be the polynomial ring in the entries of a generic symmetric $n \times n$ matrix. The map $y_{ij} \mapsto x_i x_j$ turns $S$ and $S^{(2)}$ into $A$-algebras. Thus, one can compute the Koszul homology of $S^{(2)}$ as $\text{Tor}_*^A(S^{(2)}, \kk)$. It turns out to be more convenient to consider $\text{Tor}_*^A(S, \kk)$ instead. Since the former is a direct summand of the latter, we can still extract information about the Koszul homology of $S^{(2)}$ from this.

An alternative point of view is the following. Let $m = (x_1, \ldots, x_n)$ denote the graded maximal ideal in $S$. Its square $m^2$ is generated by the set of all quadratic monomials in $S$. The Koszul complex

$$K = K(m^2) = K(m^2, S)$$

for this generating set is a DGA-structure on $S \otimes \bigwedge^* S_2$, whose homology $H_*(m^2)$, as a bigraded vector space, is isomorphic to $\text{Tor}_*^A(S, \kk)$.

Let $V$ be the vector space generated by the $x_i$. Then $S$ can be considered as the symmetric algebra $\text{Sym}_k(V)$ and the general linear group $\text{GL}(V)$ acts on it, preserving the usual grading. Thus $H_*(m^2)$ is also a representation of $\text{GL}(V)$, that is, a $\kk[\text{GL}(V)]$-module. Our first result is to give a set of $\kk[\text{GL}(V)]$-module generators for $H_*(m^2)$.

For $1 \leq i \leq n$, consider the element

$$Z_{i-1} := \sum_{j=1}^i (-1)^{j-1} x_j \otimes x_1 x_i \wedge x_2 x_i \wedge \ldots \wedge \hat{x_j} x_i \wedge \ldots \wedge x_{i-1} x_i \wedge x_i^2$$

Each $Z_i$ is a Koszul cycle in $S_1 \otimes \bigwedge^i S_2$, representing a (non-zero) homology class in $H_i(m^2)_{2i+1}$.

**Example 2.1.** Explicitly, one has

$Z_0 = x_1 \otimes 1$,

$Z_1 = x_1 \otimes x_2^2 - x_2 \otimes x_1 x_2$,

$Z_2 = x_1 \otimes x_2 x_3 \wedge x_2^2 - x_2 \otimes x_1 x_3 \wedge x_3^2 + x_3 \otimes x_1 x_3 \wedge x_2 x_3$,

$$\vdots$$

**Theorem 2.2.** As a $\kk[\text{GL}(V)]$-module, the Koszul homology $H_*(m^2)$ is generated by all squarefree monomials in $Z_0, \ldots, Z_{n-1}$.

Next, we construct a minimal generating set for $H_*(m^2)$ as an algebra over $\kk$. For each choice of an integer $t \geq 0$ and two sequences $a = (a_1, \ldots, a_t, a_{t+1})$, $b = (b_1, \ldots, b_t)$ of linear forms in $S_1$, consider the element

$$(1) \quad z_{a, b} := \sum_{\sigma \in S_{t+1}} \text{sgn}(\sigma) a_{\sigma(t+1)} \otimes (b_1 a_{\sigma(1)} \wedge \cdots \wedge b_t a_{\sigma(t)})$$

of $S_1 \otimes \bigwedge^t S_2$. Here $S_{t+1}$ denotes the symmetric group on $t + 1$ letters, permuting the subscripts in $(a_1, \ldots, a_{t+1})$, and $\text{sgn}(\sigma)$ is the $\{\pm 1\}$ sign of the permutation $\sigma$.

**Theorem 2.3.** The Koszul homology $H_*(m^2)$ is minimally generated as an algebra over $\kk$ by the homology classes of $z_{a, b}$ for sequences of variables $a = (x_{i_1}, \ldots, x_{i_{t+1}})$ and $b = (x_{j_1}, \ldots, x_{j_t})$ such that

(i) $i_1 < i_2 < \ldots < i_{t+1}$,

(ii) $j_1 \leq j_2 \leq \ldots \leq j_t$, and

(iii) $i_1 \leq j_1$. 


Equivalently, the above conditions on $a, b$ assert that the following is a semistandard (column-strict) tableau:

\[
\begin{array}{cccc}
i_1 & j_1 & j_2 & \cdots & i_t \\
i_2 \\
\vdots \\
i_t \\
i_{t+1}
\end{array}
\]

The cycles $z_{a,b}$ were introduced by Bruns, Conca and Römer [6, Lemma 3.4, Remark 3.5] in a more general context. There, it was suggested that they give generating sets for the Koszul homology of all Veronese subalgebras of the polynomial ring. In [5, Prop. 5.5], they provide some evidence that these elements generate, by showing that a subset of them generate the cycles of $K(m^c)$ as an algebra up through homological dimension 2 for each $c$.

**Corollary 2.4.** The Koszul homology of the second Veronese algebra is generated by its lowest strand.

**Proof.** The $A$-module $S$ splits into two direct summands, $M_1, M_2$, where $M_1 \cong S^{(2)}$ contains all elements of even degree and $M_2$ contains all elements of odd degree. Since all maps in a minimal free resolution of $S$ over $A$ are homogeneous, this carries over to $\text{Tor}^A(S, k)$. Thus $\text{Tor}_*^A(S^{(2)}, k)$ is itself the second Veronese subalgebra of $\text{Tor}_*^A(S, k)$ (with respect to the internal degrees).

Together with Theorem 2.3, this implies that every element of $\text{Tor}_*^A(S^{(2)}, k)$ can be written as a sum of products of an even number of generators of the form $z_{a,b}$. So $\text{Tor}_*^A(S^{(2)}, k)$ is generated by the quadratic monomials in the $z_{a,b}$. But those lie in the lowest strand of it, and thus the claim follows. \qed

Finally, we present an example showing how our results can fail when $k$ has positive characteristic.

**Example 2.5.** In characteristic 2, the $z_{a,b}$ do not generate $H_*(m^2)$. Consider the element

\[
z := x_1 \otimes x_2 x_3 \land x_4 x_5 + x_3 \otimes x_4 x_5 \land x_1 x_2 + x_5 \otimes x_1 x_2 \land x_3 x_4 + x_2 \otimes x_3 x_4 \land x_1 x_5 + x_4 \otimes x_1 x_5 \land x_2 x_3
\]

of $\text{Sym}^1(V) \otimes \wedge^2 \text{Sym}^2(V)$. The sum of the coefficients of the terms of $z$ is 1 mod 2. On the other hand, every $z_{a,b}$ for $t = 1$ has six terms and thus coefficient sum 0. Hence $z$ is not a linear combination of $z_{a,b}$ when $k$ has characteristic 2.

A combinatorial interpretation of this example is as follows. It is well-known (see, e.g., [9, Prop. 3.2]) that, within $H_i(m^2)$ (or $\text{Tor}_i^A(S, k)$), the homogeneous component with square-free multidegree $x_1 x_2 \cdots x_n$ is isomorphic as a $k$-vector space to the (reduced) simplicial homology $\tilde{H}_{i-1}(\Delta_n; k)$, where $\Delta_n$ is the matching complex on $n$ vertices. That is, $\Delta_n$ is the simplicial complex whose vertex set is indexed by all pairs $\{i, j\}$ with $1 \leq i < j \leq n$, and whose simplices are collections $\{\{i_m, j_m\}\}_{m=1,2,\ldots,t}$ which are pairwise disjoint, that is, they form the edges of a partial matching inside the complete graph $K_n$. It turns out that $\Delta_5$ is the Petersen graph (see [9, Fig. 4(b)]), and that under the above isomorphism, the elements $z_{a,b}$ correspond to cycles of length 6 in the Petersen graph, while $z$ corresponds to a cycle of length 5. By the parity argument above, the 5-cycle cannot be obtained as a linear combination of the 6-cycles.

The following questions remain open.

**Question 2.6.** In positive odd characteristic, do the cycles $z_{a,b}$ span the lowest strand of the Koszul homology $H_*(m^2)$?

**Question 2.7.** In positive characteristic (or over integers), are the Koszul homologies $H_*(m^2)$ or $H_*(S^{(2)})$ generated as algebras over $k$ by their lowest strands?

3. Generating the homology as a $\mathbb{k}[\text{GL}(V)]$-module

The Koszul homology $H_*(m^2) \cong \text{Tor}_*^A(S, k)$ is not only bigraded as a $k$-vector space, but also a bigraded representation for $\text{GL}(V) \cong \text{GL}_n(k)$. There is a very simple, explicit description of the multiplicities of its $\text{GL}(V)$-decomposition given by results of Józefiak-Pragacz-Weyman [7] and Reiner-Roberts [9].
When considered as a function from $k$-vector spaces $V$ to (bigraded) $GL(V)$-representations, the map $V \mapsto H_\ast(m^2)$ is also a polynomial functor, in the sense of Macdonald [8, Chap. I, App. A]. Therefore each graded component decomposes into irreducible polynomial $GL(V)$-representations, which are the Schur functors $S^\lambda(V)$ indexed by partitions $\lambda = (\lambda_1 \geq \cdots \geq \lambda_r)$ whose length (number of nonzero parts $\lambda_i$) is at most $n = \dim_k V$, that is, $\lambda_r \geq 0$; the weight $|\lambda| := \sum_i \lambda_i$ gives the homogeneity of $S^\lambda(V)$ as a polynomial representation.

It turns out that the only $GL(V)$-irreducibles $S^\lambda(V)$ which appear in $H_\ast(m^2)$ correspond to self-conjugate partitions $\lambda$, that is, those whose Ferrers diagram is symmetric under reflection across the diagonal. Each such $\lambda$ can be expressed $\lambda = (\mu_1^\prime \cdots, \mu_s^\prime)$ in the Frobenius notation for partitions [8, §1.1, page 3], where $s := \max\{i : \lambda_i \geq i\}$ is the Durfee square size of $\lambda$, and $\mu_i = \lambda_i - i$ for $i = 1, 2, \ldots, s$. The following statement combines [7, Thm. 3.19 at page 3] and [9, Thm. 1.2].

**Theorem 3.1.** As a bigraded $GL(V)$-representation

$$H_\ast(m^2) \cong \bigoplus_{\text{self-conjugate } \lambda} \text{Tor}_i^A(S, k) \cong \bigoplus_{\text{self-conjugate } \lambda} S^\lambda(V)$$

where the direct sum runs over all self-conjugate partitions $\lambda = (\mu_1^\prime \cdots) = (\mu_1 \cdots \mu_s)$ with $\ell(\lambda) \leq n$, and with the summand $S^\lambda(V)$ occurring uniquely in the bidegree $H_{|\mu|}(m^2)_{|\lambda|} \cong \text{Tor}_i^A(S, k)_{|\lambda|}$.

**Example 3.2.** The self-conjugate $\lambda = (7, 7, 6, 3, 3, 3, 2) = (\begin{array}{cccccc} 5 & 3 \\ 6 & 5 & 3 \\ 2 & 3 & 3 & 2 \end{array})$ has Durfee square of size $s = 3$:

$$\lambda = \begin{array}{cccccccc} x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \end{array}$$

Here $\mu = (6, 5, 3)$ gives the sizes of the rows strictly above the diagonal cells, marked here with an “$\times$”. Since $|\mu| = 14$, and $|\lambda| = 31$, the unique copy of $S^\lambda(V)$ appears in bidegree $H_{|\mu|}(m^2)_{|\lambda|}$, assuming $n = \dim_k V \geq 7$.

Our method for showing that the elements $z_{a,b}$ generate $H_\ast(m^2)$ is motivated by a proof of Euler’s result asserting that the number of self-conjugate partitions of $N$ is the same as the number of partitions of $N$ that use only odd, distinct part sizes: there is a bijection sending the self-conjugate partition $\lambda = (\begin{array}{c} \mu_1 \\ \vdots \\ \mu_s \end{array})$ to the partition consisting of the (odd) sizes $(2\mu_1 + 1, \ldots, 2\mu_s + 1)$ of its $s$ (distinct) self-conjugate hooks on the main diagonal

$$\{(\begin{array}{c} \mu_1 \\ \vdots \\ \mu_s \end{array}) \} = \{(\mu_1 + 1, 1^{\mu_1}), \ldots, (\mu_s + 1, 1^{\mu_s})\}.$$  

**Example 3.3.** The self-conjugate $\lambda$ above is sent to $(11, 9, 5)$ having distinct odd parts:

$$\begin{array}{cccccccc} x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \\ x & x & x & x & x & x & x & x \end{array}$$

The role of the hooks will be played by the elements $Z_i$ defined above. The goal of this section is the following more precise version of Theorem 2.2:

**Theorem 3.4.** For each self-conjugate $\lambda = (\begin{array}{c} \mu_1 \\ \vdots \\ \mu_s \end{array}) = (\mu_1 \cdots \mu_s)$ with $\ell(\lambda) \leq n$, the monomial $Z_{\mu_1} \cdots Z_{\mu_s}$ generates the $S^\lambda(V)$-isotypic component of $H_{|\mu|}(m^2)_{|\lambda|}$ as an (irreducible) $k[GL(V)]$-module.

Since irreducibility shows that any nonzero vector in $S^\lambda(V)$ generates it as a $k[GL(V)]$-representation, and since Theorem 3.1 shows $S^\lambda(V)$ occurs in $H_\ast(m^2)$ with multiplicity one, these two lemmas prove the theorem:

**Lemma 3.5.** All squarefree products of $\{Z_0, Z_1, \ldots, Z_{n-1}\}$ are nonzero in the Koszul homology $H_\ast(m^2)$.

**Lemma 3.6.** The product $Z_{\mu_1} \cdots Z_{\mu_s}$ in Theorem 3.4 lies in the $S^\lambda(V)$-isotypic component of $H_\ast(m^2)$. 
Proof of Lemma 3.5. Since every squarefree product is a factor of the full product $Z_0 Z_1 Z_2 \cdots Z_{n-1}$, it suffices to show that the latter is nonzero in $H_\ast(m^2)$. First note that for each $i$, $$Z_i = (-1)^i x_{i+1} \otimes x_1 x_{i+1} \wedge x_2 x_{i+1} \wedge \cdots \wedge x_i x_{i+1} + \text{[terms with } x_{i+1}^2]$$ Hence each $Z_i$ has exactly one term which contains no square. Therefore $Z_0 Z_1 \cdots Z_{n-1}$ contains the term $$T := \pm x_1 x_2 \cdots x_n \otimes \bigwedge_{i=1}^n \left( \bigwedge_{j=1}^{i-1} x_j x_i \right)$$ and all other terms contain a square. Thus $T$ cannot cancel against any other term, and so $Z_0 Z_1 \cdots Z_{n-1}$ is non-zero as an element of the Koszul complex. To see that $Z_0 Z_1 Z_2 \cdots Z_{n-1}$ is also non-zero in homology, we claim that $T$ does not occur in the boundary of any element of the Koszul complex. Indeed, a basis element whose boundary involves $T$ would need to be a scalar multiple of $$\frac{x_1 x_2 \cdots x_n}{x_{j_1} x_{j_2}} \otimes x_{j_1} x_{j_2} \wedge \bigwedge_{i=1}^n \left( \bigwedge_{j=1}^{i-1} x_j x_i \right)$$ with $1 \leq j_1 < j_2 \leq n$, but would vanish since $\bigwedge_{i=1}^n \bigwedge_{j=1}^i x_j x_i$ already contains every such product $x_{j_1} x_{j_2}$. \hfill \Box

We will need to consider the Koszul complex, and its homology, for varying spaces $V$. Let $K_\ast(V)$ denote the Koszul complex of the second Veronese subalgebra of the symmetric algebra on $V$, i.e. $$K_\ast(V) = K(m^2, \text{Sym}(V)), \quad \text{where } m := \bigoplus_{d \geq 1} \text{Sym}^d(V).$$ This is a polynomial functor of $V$ in the sense of [8, Ch. I, App. A]. Further, we define $H_\ast(V) := H_\ast(K_\ast(V))$, which is again a polynomial functor of $V$, because sub- and quotient-functors of polynomial functors are again polynomial. For a $\text{GL}(V)$-representation $W$, we write $I_\lambda W$ for the $S^\lambda(V)$-isotypic component of $W$. We will need a well-known fact about the interaction of polynomial functors with isotypic components.

Proposition 3.7. For any polynomial functor $F : V \mapsto F(V)$, and any linear map $U \overset{f}{\rightarrow} V$, the induced map $F(U) \overset{F(f)}{\rightarrow} F(V)$ preserves isotypic components, that is, $F(f)(I_\lambda F(U)) \subset I_\lambda F(V)$.  

Proof. One always has a direct sum decomposition of polynomial functors $F = \bigoplus_\lambda F_\lambda$ with the property that $F_\lambda(V) = I_\lambda(F(V))$; see [8, Ch. I, App. A, (5.5)]. The proposition then follows. \hfill \Box

A key step in proving Lemma 3.6 is a certain combinatorial lemma. For any self-conjugate partition $\lambda = (\mu^\ast) = (\mu_1^\ast \cdots \mu_s^\ast)$, define two smaller self-conjugate partitions $\nu = (\mu_1^\ast)$ and $\lambda := (\mu_2^\ast \cdots \mu_s^\ast)$. E.g., in Example 3.3, one has

$$\lambda = (\begin{smallmatrix} 6 & 5 & 3 \\ 6 & 5 & 3 \end{smallmatrix}) = \begin{array}{c|c|c} \times & & \times \\ \times & & \times \\ \times & & \times \end{array} \quad \nu = (\begin{smallmatrix} 6 \\ 6 \end{smallmatrix}) = \begin{array}{c} \times \\ \times \end{array} \quad \hat{\lambda} = (\begin{smallmatrix} 5 & 3 \\ 5 & 3 \end{smallmatrix}) = \begin{array}{c|c} \times & \times \\ \times & \times \end{array}$$

Lemma 3.8. With the above notation, if $\dim_\mathbb{C} V = \mu_1 + 1$, then the tensor product $S^\nu(V) \otimes S^\lambda(V)$ contains the irreducible $S^\lambda(V)$, but contains no other irreducibles $S^\rho(V)$ for self-conjugate partitions $\rho \neq \lambda$.  

Proof. The Littlewood-Richardson rule [8, §1.9] asserts that $$S^\lambda(V) \otimes S^\nu(V) = \bigoplus_{\rho} c_{\nu,\lambda}^\rho S^\rho(V)$$ where the sum is over partitions $\rho$ whose Ferrers diagram contains $\hat{\lambda}$, with $c_{\nu,\lambda}^\rho$ counting these objects:

- column-strict tableaux of the skew shape $\rho/\hat{\lambda}$,
- filled with $\mu_1 + 1$ ones and exactly one occurrence of each of $2, 3, \ldots, \mu_1 + 1$,
- containing a subsequence $1, 2, 3, \ldots, \mu_1, \mu_1 + 1$ read in a weakly southwesterly fashion.
This means that this subsequence of $\mu_1 + 1$ letters will occupy a vertical strip (no two in the same row), while the $\mu_1 + 1$ ones will occupy a horizontal strip (no two in the same column).

However, because $\dim V = \mu_1 + 1$, the summand $S^\rho(V)$ vanishes unless $\ell(\rho) \leq \mu_1 + 1$. This forces the aforementioned vertical strip to occupy the top $\mu_1 + 1$ rows of $\rho$. Since we are only concerned with self-conjugate $\rho$ having $S^\rho(V)$ in the expansion, one may also assume that $\rho_1 \leq \mu_1 + 1$, forcing the aforementioned horizontal strip to occupy the first $\mu_1 + 1$ columns of $\rho$. Together, these two conditions force $\rho = \lambda$. \qed

Proof of Lemma 3.6. We will show that the product $Z_{\mu_2} \cdots Z_{\mu_{s-1}} Z_{\mu_s}$ lies in $I_1 H_\lambda(V)$ by induction on $s$.

A key fact to note, both for the base case $s = 1$, and for the inductive step, is that Theorem 3.1 implies $H_{\mu_1}(V)^{2\mu_1 + 1} \cong S^\nu(V)$ where $\nu = (\mu_1^\ast)$. Since $Z_{\mu_1}$ lies in $H_{\mu_1}(V)^{2\mu_1 + 1}$, this take care of the base case.

In the inductive step, note that each of $Z_{\mu_2}, \ldots, Z_{\mu_{s-1}}, Z_{\mu_s}$ involves only variables $x_1, x_2, \ldots, x_{\mu_2 + 1}$, and therefore their product $Z_{\mu_2} \cdots Z_{\mu_{s-1}} Z_{\mu_s}$ may be considered an element of $H_\lambda(U)$ where $U$ is the subspace of $V$ with $k$-basis $x_1, x_2, \ldots, x_{\mu_2 + 1}$. By induction, this product lies in $I_1 H_\lambda(U)$. Proposition 3.7 applied to the inclusion $U \hookrightarrow V$ show that this same product, considered as an element of $H_\lambda(V)$, lies in $I_1 H_\lambda(V)$.

As observed above, $Z_{\mu_1}$ lies in $I_1 H_\lambda(V)$, so the product $(Z_{\mu_2} \cdots Z_{\mu_{s-1}} Z_{\mu_s})$ lies in the image of the multiplication map $I_1 H_\lambda(V) \otimes I_1 H_\lambda(V) \rightarrow H_\lambda(V)$. Since Theorem 3.1 implies $H_\lambda(V)$ only contains irreducibles $S^\nu(V)$ with self-conjugate $\rho$, Proposition 3.8 shows the image of this multiplication lies in $I_1 H_\lambda(V)$. \qed

This completes the proof of Theorem 3.4.

4. A MINIMAL SET OF GENERATORS

In this section, we prove Theorem 2.3. We will use the following technical lemma:

Lemma 4.1 (Garnir-type relations). Let $t \in \mathbb{N}$. Let $a = (a_1, \ldots, a_{t+2})$ and $b = (b_1, \ldots, b_t)$ be sequences of variables, that is $a_i, b_j \in \{x_1, \ldots, x_n\}$, with repetitions allowed. For $j = 1, \ldots, t+2$ set

$$a^{(j)} := (a_1, \ldots, \widehat{a}_j, \ldots, a_{t+2})$$
and
$$b^{(j)} := (a_j, b_2, \ldots, b_t).$$

Then

$$\sum_{j=1}^{t+2} (-1)^j z_{a^{(j)}, b^{(j)}} = 0$$

Proof. We compute:

$$\sum_{j=1}^{t+2} (-1)^j z_{a^{(j)}, b^{(j)}} = \sum_{j=1}^{t+2} (-1)^j \sum_{\sigma \in S_{t+1}} \text{sgn}(\sigma) a_{\sigma(1)}^{(j)} \otimes a_{\sigma(2)}^{(j)} \otimes \cdots \otimes a_{\sigma(t+1)}^{(j)} \wedge b_1 a_{\sigma(1)}^{(j)} \wedge \cdots \wedge b_t a_{\sigma(t+1)}^{(j)}$$

$$= \sum_{(\tau, j)} (-1)^j \text{sgn}(\tau) a_{\tau(1)}^{(j)} \otimes a_{\tau(2)}^{(j)} \otimes \cdots \otimes b_t a_{\tau(t)}$$

where the second sum runs over all injective maps $\tau : [t+1] \to [t+2]$ and $j \in [t+2]$ is the element which is not in the image of $\tau$. Here $\text{sgn}(\tau)$ is $+1,-1$ depending upon whether the number of inversion pairs $1 \leq i < j \leq t+1$ with $\tau(i) > \tau(j)$ is even or odd.

We now show that the above sum vanishes via a sign-reversing involution on its terms. For each $\tau$ as above, define a new injection $\tilde{\tau} : [t+1] \to [t+2]$ that first applies $\tau$ and then swaps the values $\tau(1)$ and $j$, that is,

$$\tilde{\tau}(i) = \begin{cases} 
\tau(i) & \text{if } i \neq 1, \\
1 & \text{if } i = 1.
\end{cases}$$

Now, the pairs $(\tau, j)$ and $(\tilde{\tau}, \tau(1))$ give rise to the same term in the sum. One can check that the signs of the two terms, namely $(-1)^j \text{sgn}(\tau)$ for the former, versus $(-1)^{\tau(1)} \text{sgn}(\tilde{\tau})$ for the latter, are opposite. \qed

Proof of Theorem 2.3. It follows from Theorem 3.4 that $H_\lambda(m^2)$ is minimally generated by any basis of the $\text{GL}(V)$-representation generated by the $Z_t$. We know that the $\text{GL}(V)$-representation generated by $Z_t$ is the hook-shaped irreducible $S^\nu$ where $\nu = (t+1,1^{t})$. The dimension of this representation is the number of semi-standard Young tableaux of that shape, and as discussed immediately after the statement of Theorem
2.3, there is an obvious bijection between our proposed basis and the set of those tableaux. Thus it suffices to show that our proposed basis is a spanning set.

Fix the value of \( t \). Note that \( z_{a,b} \) is linear in the entries of \( a \) and \( b \), and hence for any \( g \in \text{GL}(V) \), the element \( g.z_{a,b} \) can be written as a sum of elements of the form \( z_{a',b'} \). Moreover, we only need to consider the case where \( a \) and \( b \) are sequences of variables, again by linearity. Further, \( z_{a,b} \) is antisymmetric in the entries of \( a \) and symmetric in the entries of \( b \), hence we may assume that \((a,b)\) has \( a \) strictly increasing and \( b \) nondecreasing, that is, satisfying conditions (i), (ii) of the theorem.

To show that all such \( z_{a,b} \) lie in the span of those that also satisfy condition (iii), we will induct on the quantity \( \omega(a,b) := \# \{ j : a_1 > b_j \} \). For the base case, note that \((a,b)\) satisfies (3) if and only if \( \omega(a,b) = 0 \). If \( \omega(a,b) > 0 \), then let \( \bar{a} := (b_1, a_1, \ldots, a_{t+1}) \) and \( \bar{b} := (b_2, \ldots, b_t) \). We apply Lemma 4.1 to this \( \bar{a} \) and \( \bar{b} \). It is easy to see that for each \( j > 1 \) one has
\[
\omega(\bar{a}^{(j)}, \bar{b}^{(j)}) < \omega(\bar{a}^{(1)}, \bar{b}^{(1)}) = \omega(a,b),
\]
and so we can rewrite \( z_{a,b} \) as a linear combination of elements \( z_{\bar{a}^{(j)}, \bar{b}^{(j)}} \) to which induction applies. □
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