Skew orthogonal polynomials for the real and quaternion real Ginibre ensembles and generalizations

Peter J Forrester

Department of Mathematics and Statistics, The University of Melbourne, Victoria 3010, Australia

E-mail: p.forrester@ms.unimelb.edu.au

Received 7 March 2013, in final form 7 May 2013
Published 30 May 2013
Online at stacks.iop.org/JPhysA/46/245203

Abstract
There are some distinguished ensembles of non-Hermitian random matrices for which the joint probability density function can be written down explicitly, are unchanged by rotations, and furthermore which have the property that the eigenvalues form a Pfaffian point process. For these ensembles, in which the elements of the matrices are either real, or real quaternion, the kernel of the Pfaffian is completely determined by certain skew orthogonal polynomials, which permit an expression in terms of averages over the characteristic polynomial, and the characteristic polynomial multiplied by the trace. We use Schur polynomial theory, knowledge of the value of a Schur polynomial averaged against real, and real quaternion Gaussian matrices, and the Selberg integral to evaluate these averages.

PACS number: 05.40.−a

1. Introduction

Let $X'$ be an $N \times N$ random matrix with elements independent and distributed as standard real Gaussians, and let $X^q$ be a $2N \times 2N$ random matrix with successive $2 \times 2$ blocks of the form

$$
\begin{bmatrix}
  z_{jk} & w_{jk} \\
  -\bar{w}_{jk} & \bar{z}_{jk}
\end{bmatrix}
$$

with each $z_{jk}$ and $w_{jk}$ independently chosen standard complex Gaussians. Equivalently, the joint probability density function (PDF) of $X'$ is proportional to $e^{-\text{Tr}(X'X'\text{T})/2}$ and that of $X^q$ is proportional to $e^{-\text{Tr}(X^qX^q\text{T})/2}$. These are said to define the real and quaternion real Ginibre ensembles respectively [16]. Notice that the distribution of the former is unchanged by either of the mappings $X' \mapsto X'O$ and $X' \mapsto OX'$, for $O \in \text{O}(N)$, while the latter is unchanged by either of the mappings $X^q \mapsto X^qS$ and $X^q \mapsto SX^q$ for $S \in \text{Sp}(2N)$. Real and quaternion real matrix ensembles possessing these properties will be denoted $\text{RO}_N(g)$ and $\text{QS}_{2N}(g)$ respectively, where $g$ is the underlying joint PDF of the matrices. Thus $\text{RO}_N(e^{-\text{Tr}(XX\text{T})/2})$ corresponds to...
the real Ginibre ensemble, and \( \text{QS}_{2N}(e^{-XX^T/2}) \) corresponds to the quaternion real Ginibre ensemble.

For both these ensembles, the corresponding eigenvalue distribution has the property that the corresponding \( k \)-point correlation functions are given by a \( 2k \times 2k \) Pfaffian, in which the elements depend on a certain kernel function independent of \( k \). In the quaternion real case this was established in [20] and [10, exercise 15.9 Q.2], and was earlier conjectured by Mehta [27]. The understanding of this property for the real Ginibre ensemble came later, and is exhibited in the works [13, 29, 2]. More recently ensembles of real and quaternion real matrices with joint PDFs proportional to

\[
\frac{(\det G^\dagger G)^{\alpha_1}}{\det(1 + G^\dagger G)^{\alpha_2}}
\]

(1.1)

and

\[
(\det G^\dagger G)^{\beta_1} \det(1 - G^\dagger G)^{\beta_2}, \quad ||G^\dagger G|| < 1,
\]

(1.2)

with the parameters \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) such that the corresponding normalizations are well defined, have been shown to also have the property that their eigenvalues form a Pfaffian point process; see [12, 26, 7] in relation to the former, and [22, 4] for the latter. We remark that the joint PDF (1.1), for certain \( \alpha_1, \alpha_2 \) gives the distribution of the matrix \( G = A^{-1}B \), with \( A \) and \( B \) independent Ginibre matrices [23, 12, 26], while the joint PDF (1.2), for certain \( \beta_1, \beta_2 \) gives the distribution of sub-blocks \( G \) of unitary matrices with real, complex and real quaternion elements [32, 8, 11, 22, 4]. It is also the case that these point processes can be naturally projected onto the sphere in the case of (1.1) [18, 12] and the anti-sphere in the case of (1.2) [11, 25], providing us with the names spherical and anti-spherical ensembles respectively.

Another construction of random matrices with joint PDFs (1.1) and (1.2) allows for \( G \) to be rectangular. In the case of (1.1), let \( A = XX^\dagger \), where \( X \) is an \( M \times m_1 \), \( m_1 \geq M \) standard Gaussian matrix with real \( (\beta = 1) \), complex \( (\beta = 2) \) or real quaternion \( (\beta = 4) \) entries, and let \( Y \) similarly denote such Gaussian matrices, but now with \( m_1 \) replaced by \( N, N \leq M \). Then we know from [17] and [10, exercise 3.6 Q.3] that the rectangular random matrix \( G := A^{-1/2}Y \) has joint PDF given by (1.1) with \( \alpha_1 = 0 \) and \( \alpha_2 = (\beta/2)(m_1 + N) \). In relation to (1.2) the rectangular matrix is literally a rectangular sub-block of the unitary matrices with real, complex and real quaternion elements [32, 8]; specifically, for a block \( G \) of size \( N \times M \) from a \( K \times K \) unitary matrix (when the elements are real quaternions, all these sizes should be doubled) the joint PDF (1.2) results with \( \beta_1 = 0 \) and \( \beta_2 = (\beta/2)(K - N - M + 1 - 2/\beta) \). Now form the square matrix \( U(GG^\dagger)^{1/2} \), where \( U \) is a random unitary matrix with the elements real, complex or real quaternion as for \( G \). This random matrix has the same joint distribution as \( G \), but multiplied by the factor (det \( GG^\dagger \))\( \alpha \) with \( \alpha = (M - N)/2 \) in the real case, and \( \alpha = M - N \) in the complex and quaternion real cases [5], and thus gives rise to (1.1) and (1.2) with non-zero values of \( \alpha_1 \) and \( \beta_1 \) [6, 7] (see also section 3.2 below; this class of square random matrices formed from rectangular random matrices is referred to as an induced ensemble).

An important point is that the generalized partition function for the joint eigenvalue PDF (in the real case this requires summing over the allowed number of real eigenvalues—0, 2, \ldots, \( N \) for \( N \) even) can be expressed as a Pfaffian in which the matrix elements are a skew inner product \( \langle \cdot, \cdot \rangle \), of a polynomial basis of the monomials up to and including \( x^{2N-1} \); in the real case see [28, theorem 2.1] and [13, equations (8)–(10)], [12, proposition 3.1], and [22, equations (3), (6)], while for the quaternion real case see [20, 26, 7]. The skew orthogonal inner product for all the real cases of the above joint PDFs is the same except for the details of the one-body functions therein, and similarly for the quaternion real cases. Moreover, the kernel function for the correlation functions is completely determined once the polynomials
are chosen as \( \{Q_j(x)\}_{j=0,1,2,\ldots} \), each polynomial \( Q_j(x) \) monic and of degree \( j \), and having the skew orthogonality property
\[
(Q_{2j}, Q_{2k+1})_s = r_j \delta_{j,k} \quad (j \geq k) \quad (Q_{2j}, Q_{2k})_s = (Q_{2j+1}, Q_{2k+1})_s = 0. \tag{1.3}
\]

The common structure means that there is a common structure for the skew orthogonal polynomials. In the real case this was identified by Akemann et al [1, equations (4.6)–(4.7)] and reads
\[
Q_{2n}^j(z) = \langle \det(zI_{2n} - G) \rangle_{RO_{2n}} \\
Q_{2n+1}^j(z) = zQ_{2n}^j(z) + \langle \det(zI_{2n} - G) \rangle_{RO_{2n}} \tag{1.4}
\]
(in fact in general \( Q_{2n+1}^j(z) \) is not unique—any multiple of \( Q_{2n}^j(z) \) can be added without affecting (1.3)). Formally the same expressions hold in the quaternion real case,
\[
Q_{2n}^j(z) = \langle \det(zI_{2n} - G) \rangle_{QS_{2n}} \\
Q_{2n+1}^j(z) = zQ_{2n}^j(z) + \langle \det(zI_{2n} - G) \rangle_{QS_{2n}} \tag{1.5}
\]
a fact known earlier than for the real case, and due to Kanzieper [20].

It is our aim in this paper to show how to compute the matrix averages in (1.4) and (1.5) for the real and quaternion Ginibre ensemble, its induced counterpart, as well as the real and quaternion real versions of the spherical and anti-spherical ensembles specified by the joint PDFs (1.1) and (1.2). Our tools are to make use of various properties of Schur and zonal polynomials; another possible strategy, found fruitful in [1] and subject to further advances in [21], may be the use of supersymmetric integration techniques, although this is not pursued here. In addition to the utility of the explicit forms found in the computation of correlation functions, one finds that in all cases the common structure that \( Q_{2n}^j(z) \) and \( Q_{2n+1}^j(z) \) are monic, while \( Q_{2n+1}^j(z) \) is the sum of just two monomials \( z^{2n+1} \) and a multiple of \( z^{2n-1} \).

2. Schur polynomials, matrix integrals and generalized Selberg integrals

Let \( G \) be a square matrix. The theory of group characters tells us that there is a special symmetric polynomial in the eigenvalues of \( G \)—the Schur polynomial—indexed by a partition \( \kappa := (\kappa_1, \ldots, \kappa_N) \), and denoted \( s_\kappa(G) \). With the eigenvalues of \( G \) denoted \( \lambda_1, \ldots, \lambda_N \), the Schur polynomials have the explicit determinant form
\[
s_\kappa(\lambda_1, \ldots, \lambda_N) = \frac{\det[\lambda_j^{k_i+1}]_{j,k=1,\ldots,N}}{\det[\lambda_j^k]_{j,k=1,\ldots,N}}. \tag{2.1}
\]
The standard reference relating to Schur polynomials is [24, chapter 1].

One relatively simple property of the Schur polynomials is the expansion
\[
\det(zI_N - G) = \sum_{l=0}^N z^{N-l}(-1)^l s_{l'}(G), \tag{2.2}
\]
where \( l' \) denotes the partition with 1 repeated \( l \) times and all other parts zero. This follows immediately once one is familiar with the fact, easily deducible from (2.1), that \( s_{l'}(x) = e_l(x) \), where \( x := (x_1, \ldots, x_N) \) and \( e_l \) denotes the \( l \)th elementary symmetric polynomial. The expansion (2.2) will be used to substitute for \( \det(zI_{2n} - G) \) in (1.4) and (1.5).

This expansion in the second of the formulas in (1.4) and (1.5) leads to the product of a Schur polynomial and Tr \( (X) := e_1(X) \). Such a product can be expanded in terms of Schur polynomials by appealing to the Pieri formula (see e.g. [10, proposition 12.8.4])
\[
e_m(x)s_\kappa(x) = \sum_{\lambda_i \in \kappa \text{ a vertical strip}} s_\lambda(x). \tag{2.3}
\]
Here $\lambda/\kappa$ consists of those boxes of the diagram of $\lambda$ which are not in $\kappa$ and this is said to be a vertical $m$-strip if $\lambda/\kappa$ consists of $m$ boxes, all of which are in distinct rows. Thus

$$s_{\lambda}(G)\text{Tr}(G) = s_{\lambda_1}(G) + s_{\lambda_2}(G).$$

(2.4)

More sophisticated properties of the Schur polynomials are the evaluations of the matrix averages which result from these substitutions. In fact for $X$ real and unchanged by $X \mapsto XO$, $O \in O(N)$ we have [14, equation (3.6)] (see [30] for the case $A = \mathbb{I}$)

$$\langle s_\mu(AX) \rangle_X = \begin{cases} \frac{P_k^{(2)}(AA^T)}{(P_k^{(2)}(\mathbb{I}_N))^2}(P_k^{(2)}(XX^T))_X, & \mu = 2\kappa \\ 0, & \text{otherwise,} \end{cases}$$

(2.5)

where the partition $2\kappa$ is the partition obtained by doubling each part of $\kappa$, and $P_k^{(2)}(X)$ is the one parameter generalization of the Schur polynomial known as the symmetric Jack polynomial (the case $\alpha = 2$ as appears in (2.5) can equivalently be defined as the zonal polynomials associated with the symmetric space $gl(N, \mathbb{R})/O(N)$). Details of the theory of the symmetric Jack polynomials can be found in e.g. [10, chapter 12]; some integration formulas involving Jack polynomials, the derivation of which can found in [10, chapter 12], will be presented as assumed knowledge below. Similarly for $X$ quaternion real and unchanged by $X \mapsto XS$ and $X \mapsto XS \in \text{Sp}(2N)$ we have [14, equation (3.8)]

$$\langle s_\mu(AX) \rangle_X = \begin{cases} \frac{P_k^{(1/2)}(AA^T)}{(P_k^{(1/2)}(\mathbb{I}_N))^2}(P_k^{(1/2)}(XX^T))_X, & \mu = \kappa^2 \\ 0, & \text{otherwise,} \end{cases}$$

(2.6)

where $\kappa^2$ is the partition obtained by repeating each part of $\kappa$ twice.

The final main ingredient in our evaluations of the skew orthogonal polynomials are averages of Jack polynomials with respect to Selberg type densities. To present these formulas, let $\text{ME}_{\beta, N}(g(x))$ denote a matrix ensemble with eigenvalue PDF proportional to

$$\prod_{i=1}^N g(x_i) \prod_{1 \leq i < j \leq N} |x_i - x_j|^\beta.$$ 

The Selberg weight corresponds to the case $g(x) = x^\beta(1-x)^\beta$, $0 < x < 1$. Furthermore, introduce the generalized Pochhammer symbol

$$[\alpha]^{(\kappa)}_\kappa = \prod_{j=1}^N \frac{\Gamma(u - (j - 1)/\alpha + \kappa_j)}{\Gamma(u - (j - 1)/\alpha)}.$$ 

(2.7)

An integration formula conjectured by Macdonald and proved by Kaneko and Kadell (see [10, equation (12.153)]) tells us that

$$[P_\kappa^{(\alpha)}(x_1, \ldots, x_N)]_{\text{ME}_{\beta, N}(x^{1-\beta}y^{\beta})} = [P_\kappa^{(\alpha)}(\mathbb{I}_N)]_{\kappa} \frac{[\lambda_1 + (N-1)/\alpha + 1]^{(\kappa)}_{\kappa}}{[\lambda_1 + \lambda_2 + 2(N-1)/\alpha + 2]^{(\kappa)}_{\kappa}}.$$ 

(2.8)

Also required is the limiting case ($\lambda_2 \to \infty$ and scaling of the integration variables)

$$[P_\kappa^{(\alpha)}(x_1, \ldots, x_N)]_{\text{ME}_{\beta, N}(x^{1+\beta}y^{-\beta})} = [P_\kappa^{(\alpha)}(\mathbb{I}_N)]_{\kappa} [\lambda_1 + (N-1)/\alpha + 1]^{(\kappa)}_{\kappa},$$

and the variant [31] (see also [3, 15])

$$[P_\kappa^{(\alpha)}(x_1, \ldots, x_N)]_{\text{ME}_{\beta, N}(x^{1+\beta}y^{\beta})} = [P_\kappa^{(\alpha)}(\mathbb{I}_N)]_{\kappa} \frac{[\lambda_1 + (N-1)/\alpha + 1]^{(\kappa)}_{\kappa}}{(1)^{\alpha}[-\lambda_2 + \lambda_1 + 2 + 2(N-1)/\alpha]^{(\kappa)}_{\kappa}}.$$ 

(2.10)
3. Skew orthogonal polynomials for the Ginibre ensembles

3.1. The classical Ginibre ensembles

Using the explicit form of the skew inner products, the skew orthogonal polynomials for the real, and quaternion real, Ginibre ensembles have been computed in earlier literature.

**Proposition 1.** We have [13], [10, proposition 5.10.4]

\[ Q_{2n}^{\mathbb{R}}(z) = z^{2n}, \quad Q_{2n+1}^{\mathbb{R}}(z) = z^{2n+1} - 2nz^{2n-1} \tag{3.1} \]

and [20], [10, exercise 15.9, Q.2]

\[ Q_{2n+1}^{\mathbb{Q}}(z) = z^{2n+1}, \quad Q_{2n}^{\mathbb{Q}}(z) = 2^n n! \sum_{l=0}^{n} \frac{z^{2l}}{2^{ll}l!}. \tag{3.2} \]

Here we want to re-derive these results by a direct evaluation of (1.4) and (1.5). Consider first the real Ginibre ensemble. Substituting (2.2) in the first formula of (1.4) gives

\[ Q_{2n}^{\mathbb{R}}(z) = \sum_{l=0}^{2n} (-1)^l j_{l,1} \langle G \rangle_{\text{RO}_{2n}(\mathbb{R}, \Theta^{1/2})}. \tag{3.3} \]

According to (2.5) the only non-zero term of the averages in (3.4) is \( l = 0 \), so giving \( Q_{2n}^{\mathbb{R}}(z) = z^{2n} \) as stated in (3.1).

Substituting (2.2) in the second formula of (1.4), then making use of (2.4) tells us that

\[ \langle \det(z \mathbb{I} - G) \text{Tr} G \rangle_{\text{RO}_{2n}(\mathbb{R}, \Theta^{1/2})} = \sum_{l=0}^{2n} (-1)^l j_{l,1} \langle G \rangle_{\text{RO}_{2n}(\mathbb{R}, \Theta^{1/2})} + \langle s_{l+1} \rangle_{\text{RO}_{2n}(\mathbb{R}, \Theta^{1/2})}. \tag{3.4} \]

According to (2.5) the only non-zero term of the averages in (3.4) is \( l = 1 \) in the first, and so we have

\[ \langle \det(z \mathbb{I} - G) \text{Tr} G \rangle_{\text{RO}_{2n}(\mathbb{R}, \Theta^{1/2})} = -\frac{z^{2n-1}}{p_{l,1}(2n)} j_{l,2} \langle G \rangle_{\text{RO}_{2n}(\mathbb{R}, \Theta^{1/2})}. \tag{3.5} \]

Changing variables to \( H = GG^T \) in the RHS of (3.5), which introduces the Jacobian factor \( (\det H)^{-1/2} \) (see e.g. [10, proposition 3.2.7]), then changing variables to the eigenvalues and eigenvectors of the positive definite real symmetric matrix \( H \) (see e.g. [10, proposition 1.3.4]), shows that

\[ \langle p_{l,1}^{(2)} (GG^T) \rangle_{\text{RO}_{2n}(\mathbb{R}, \Theta^{1/2})} = \frac{(p_{l,1}^{(2)} (1/2n))}{p_{l,1}(2n)} \langle j_{l,2} \rangle_{\text{RO}_{2n}(\mathbb{R}, \Theta^{1/2})}. \tag{3.6} \]

where the final equality follows from (2.9). Substituting this in (3.5), then substituting the result in the second formula of (1.4) shows that \( Q_{2n+1}^{\mathbb{R}}(z) = z^{2n+1} - 2nz^{2n-1} \) as stated in (3.1).

We now turn our attention to the quaternion real Ginibre ensemble. Substituting (2.2) in the first formula of (1.5) gives

\[ Q_{2n}^{\mathbb{Q}}(z) = \sum_{l=0}^{2n} (-1)^l j_{l,1} \langle G \rangle_{\text{RO}_{2n}(\mathbb{Q}, \Theta^{1/2})}. \]

Use of (2.6) tells us that the average is non-zero when \( l \) is even only. Substituting this non-zero value gives

\[ Q_{2n}^{\mathbb{Q}}(z) = 2^n n! \sum_{l=0}^{n} \frac{z^{2l}}{2^{ll}l!} \langle p_{l,1}^{(2)} (GG^T) \rangle_{\text{RO}_{2n}(\mathbb{Q}, \Theta^{1/2})}. \tag{3.7} \]
Changing variables to $H = GG^\dagger$, which introduces the Jacobian factor $\det H$ (see [10, proposition 3.2.7]), then changing variables to the eigenvalues and eigenvectors of the positive definite self dual quaternion real matrix $H$ shows that

$$
\langle P^{1/2}(GG^\dagger)\rangle_{QS_{2n}(e^{-\text{tr}G^2/2})} = \langle P^{1/2}(x_1, \ldots, x_n)\rangle_{\text{ME}_{2n}(x e^{-x})}
$$

$$
= P^{1/2}(I_n) \prod_{l=1}^j (2(n - l + 1)),
$$

(3.8)

where the final equality follows from (2.9). Substituting in (3.7), we find after simple manipulation that the second formula of (3.2) is reclaimed.

With regards to the first formula in (3.2), (3.4) with $\text{RO}_{2n}(e^{-\text{Tr}GG^2/2})$ replaced by $\text{QS}_{2n}(e^{-\text{Tr}GG^2/2})$, we see from (2.6) that only the average over $s_{1, \ldots, n}(G)$, $l + 1$ even, gives a non-zero contribution. Thus we have

$$
\langle \text{det}(IZ_N - G)\text{Tr}G\rangle_{QS_{2n}(e^{-\text{tr}G^2/2})} = -\sum_{j=1}^n \frac{z^{2(n-j)}}{P^{1/2}(I_n)} \langle P^{1/2}(GG^\dagger)\rangle_{QS_{2n}(e^{-\text{tr}G^2/2})}.
$$

(3.9)

Substituting (3.7) and (3.9) in the second formula of (1.5) shows cancellation occurs, leaving us with $Q^{2n+1}_n(z) = z^{2n+1}$ as stated in (3.2).

3.2. The induced Ginibre ensemble

Let $G_{M \times N}^r$ ($M > N$) denote the $M \times N$ rectangular analogue of the construction of a real Ginibre matrix. With $O \in O(N)$, it is known [5] that the random matrix $G^r := O((G_{M \times N}^r)^T G_{M \times N}^r)^{1/2}$ has a joint PDF proportional to

$$
(\det (G^r)^T G^r)^{(M-N)/2} e^{-\text{Tr}G^r G^r}/2.
$$

(3.10)

A similar result holds true for quaternion real Gaussian matrices where, with $S \in \text{Sp}(2N)$, one has that [19] the random matrix $G^r := O((G_{M \times N}^r)^T G_{M \times N}^r)^{1/2}$ has a joint PDF proportional to

$$
(\det (G^r)^T G^r)^{M-N} e^{-\text{Tr}G^r G^r}/2.
$$

(3.11)

Thus in both cases the joint PDF for the classical Ginibre ensembles is generalized by the additional factors $(\det GG^\dagger)^\alpha$, for appropriate $\alpha$. We can use (1.4) and (1.5), now with $G$ chosen from the corresponding induced ensemble, to calculate the skew orthogonal polynomials.

Proposition 2. With $\alpha = (M - N)/2$, we have for the induced real Ginibre ensemble [5, two equations after (3.12)]

$$
Q^r_{2n}(z) = z^{2n}, \quad Q^r_{2n+1}(z) = z^{2n+1} - 2(n + \alpha)z^{2n-1},
$$

(3.12)

and with $\alpha = M - n$, we have for the induced quaternion real Ginibre ensemble [19, equation (33) with $n = 1$]

$$
Q^q_{2n+1}(z) = z^{2n+1}, \quad Q^q_{2n}(z) = 2n\Gamma(n + 1 + \alpha) \sum_{l=0}^n \frac{z^l}{2\Gamma(l + 1 + \alpha)}.
$$

(3.13)

Proof. The derivation of the first result in (3.12) goes through exactly as for the corresponding result in (3.1), which corresponds to the case $\alpha = 0$. For the second result in (3.12), we see that (3.5) again holds, provided we replace $G \in \text{RO}_{2n}(e^{-\text{Tr}GG^2/2})$ by $G \in \text{RO}_{2n}((\det GG^\dagger)^\alpha e^{-\text{Tr}GG^2/2})$. Doing this implies that (3.6) must be correspondingly modified,

$$
\langle P^{1/2}(GG^\dagger)\rangle_{\text{RO}_{2n}(\det GG^\dagger)^\alpha e^{-\text{tr}G^2/2}} = \langle P^{1/2}(x_1, \ldots, x_{2n})\rangle_{\text{ME}_{2n}(e^{-\text{tr}G^2/2})}
$$

$$
= P^{1/2}(I_{2n}) (2(n + \alpha)).
$$

(3.14)
where the final equality follows from (2.9). Substituting in the second formula of (1.5) gives the second formula in (3.12).

Turning our attention now to the induced quaternion real ensemble, we see that (3.7) again holds, but with $G \in \mathbb{QS}_2$, and $G \in (\det GG^\dagger)^{q_2} e^{-\operatorname{Tr} GG^\dagger/2}$, and that
\[
\langle P^{(1/2)}_j (GG^\dagger) \rangle_{\mathbb{QS}_2,(\det GG^\dagger)^{q_2} e^{-\operatorname{Tr} GG^\dagger/2}} = \langle P^{(1/2)}_j (x_1, \ldots, x_n) \rangle_{\mathbb{ME}_q, (x^{1/2}+ix^{1/2})}.
\]
\[
= P^{(1/2)}_j (\|x\|) \prod_{l=1}^j (2(n - l + 1 + \alpha)),
\]
where the final equality follows from (2.9). Substituting in (3.7) gives the second formula in (3.13).

The derivation of the evaluation of $Q^2_{2n+1}(z)$ proceeds in exactly the same way as done above for the evaluation of this polynomial in the classical quaternion real Ginibre ensemble. Again there is cancellation, and we are left with the monomial evaluation $Q^2_{2n+1}(z) = z^{2n+1}$. □

4. Spherical and anti-spherical ensembles

The strategy used to derive the evaluations of the skew orthogonal polynomials for the Ginibre and induced Ginibre ensembles can also be carried out for the real and quaternion real versions of the spherical and anti-spherical ensembles as specified by the joint PDFs (1.1) and (1.2). We consider first the case that $G$ is real.

Proposition 3. For the joint PDF (1.1) with $G$ real we have
\[
Q^2_{2n}(z) = z^{2n}, \quad Q^2_{2n+1}(z) = z^{2n+1} - z^{2n-1} \frac{\alpha_1 + n}{\alpha_2 - (2n + \alpha_1 + 1/2)},
\]
while for the joint PDF (1.2) with $G$ real we have
\[
Q^2_{2n}(z) = z^{2n}, \quad Q^2_{2n+1}(z) = z^{2n+1} - z^{2n-1} \frac{\beta_1 + n}{\beta_2 - (2n + \beta_1 + 1/2)}.
\]

Proof. The mechanism for the evaluation $Q^2_{2n}(z) = z^{2n}$ in both cases is precisely the same as our derivation of the first result in (3.1).

Consider then the evaluation of $Q^2_{2n+1}(z)$. The equations (3.4) and (3.5) again hold but with $RO_{2n}(e^{-\operatorname{Tr} GG^\dagger/2})$ replaced by $RO_{2n}((\det G^\dagger G)^{q_1} / \det(1 + G^\dagger G)^{q_2})$ and $RO_{2n}((\det G^\dagger G)^{q_1} / \det(1 + G^\dagger G)^{q_2})$ for the spherical and anti-spherical ensembles respectively. We similarly modify (3.6) so that in relation to (1.1) it reads
\[
\langle P^{(2)}_j (GG^\dagger) \rangle_{RO_{2n},((\det G^\dagger G)^{q_1} / \det(1 + G^\dagger G)^{q_2})} = \langle P^{(2)}_j (x_1, \ldots, x_{2n}) \rangle_{\mathbb{ME}_{2n, (x^{1/2}+ix^{1/2})}}
\]
\[
= P^{(2)}_j (\|x\|) \frac{\alpha_1 + n}{\alpha_2 - (2n + \alpha_1 + 1/2)},
\]
where to obtain the final equality use has been made of (2.10), and that in relation to (1.2) it reads
\[
\langle P^{(2)}_j (GG^\dagger) \rangle_{RO_{2n},((\det G^\dagger G)^{q_1} / \det(1 + G^\dagger G)^{q_2})} = \langle P^{(2)}_j (x_1, \ldots, x_{2n}) \rangle_{\mathbb{ME}_{2n, (x^{1/2}+ix^{1/2})}}
\]
\[
= P^{(2)}_j (\|x\|) \frac{\beta_1 + n}{\beta_2 - (2n + \beta_1 + 1/2)},
\]
where here the final equality follows from (2.8). Substituting these formulas in the analogue of (3.5), then substituting the result in the second formula of (1.4) gives the stated formulas for $Q_{2n+1}^j(z)$.

The real spherical ensemble, in the case $\alpha_1 = 0, \alpha_2 = N$ was first studied in [12]. However there a fractional linear transformation was used to map the domain from the real line and upper half plane to the unit circle and unit disc. A direct comparison with the results (4.1) is therefore not possible; in fact the corresponding skew orthogonal polynomials were found to be monomials. However, in the recent PhD thesis [4] a study of the induced real spherical ensemble has been undertaken. Then there is no advantage in introducing a linear fractional transformation. By making use of working which has a number of steps in common to those presented above, it is found that in the case of the parameters $\alpha_1 = L/2, \alpha_2 = (m + L + N)/2$ [4, equations (4.2.97), (4.2.98)]

$$Q_{2j}^j(x) = x^{2j}, \quad Q_{2j+1}^j(x) = x^{2j+1} - \frac{2j + L}{m - 2j - 1} x^{2j-1}. \quad (4.5)$$

This is precisely what is given by (4.1) with these choices of $\alpha_1, \alpha_2,$ and $N \mapsto 2n$ in the latter. The anti-spherical ensemble, with $\beta_1 = 0, \beta_2 = (L - N - 1)/2$ has been studied in [22, 10, 25], and in [9] the skew orthogonal polynomials were evaluated as

$$Q_{2j}^j(x) = x^{2j}, \quad Q_{2j+1}^j(x) = x^{2j+1} - \frac{2j}{L + 2j} x^{2j-1}. \quad (4.6)$$

This is indeed the same result as is obtained by setting $\beta_1 = 0, \beta_2 = (L - 2n - 1)/2$ in (4.2). The corresponding induced ensemble has been studied in [4], corresponding to the parameters $\beta_1 = L/2$ and $\beta_2 = (L_2 - N - 1)/2$. Indeed, substituting these values in (4.2), the latter with $N \mapsto 2n$, we reclaim the explicit form of the skew orthogonal polynomials found therein [4, (4.2.95), (4.2.96)].

We conclude with the calculation of the skew orthogonal polynomials for the spherical and anti-spherical ensembles in the case that $G$ is quaternion real.

**Proposition 4.** For the joint PDF (1.1) with $G$ quaternion real we have

$$Q_{2n+1}^j(z) = z^{2n+1},$$

$$Q_{2n}^j(z) = \frac{\Gamma(\alpha_1 + n + 1)}{\Gamma(2n + \frac{1}{2} + \alpha_1 - \alpha_2)} \sum_{j=0}^{n} (-1)^{n-j} \frac{\Gamma(n+j+\frac{1}{2}+\alpha_1-\alpha_2)}{\Gamma(j+1+\alpha_1)} z^{2j}, \quad (4.7)$$

while for the joint PDF (1.2) with $G$ quaternion real we have

$$Q_{2n+1}^j(z) = z^{2n+1},$$

$$Q_{2n}^j(z) = \frac{\Gamma(\beta_1 + n + 1)}{\Gamma(2n + \frac{1}{2} + \beta_1 + \beta_2)} \sum_{j=0}^{n} \frac{\Gamma(n+j+\frac{1}{2}+\beta_1+\beta_2)}{\Gamma(j+1+\beta_1)} z^{2j}. \quad (4.8)$$

**Proof.** The mechanism for the result $Q_{2n+1}^j(z) = z^{2n+1}$ in both cases is precisely the same as that already revealed for the corresponding result in (3.2).

For the evaluation of $Q_{2n}^j(z)$, the expression (3.7) again holds, upon replacing the quaternion real Ginibre ensemble $QS_{2n}(e^{-Y^T G^T G/2})$ by the ensemble of $2n \times 2n$ matrices with joint PDFs (1.1) and (1.2) as appropriate. Furthermore

$$\left| P_{1/2}^{(1/2)}(G G^T) \right|_{QS_{2n}(\det G^T \Gamma^{\frac{1}{2}} / \det(1+G G^T))}$$

$$= \left| P_{1/2}^{(1/2)}(x_1, \ldots, x_n) \right|_{\text{Me}_{2n}(\alpha_1+1, \alpha_2+1)}$$

$$= P_{1/2}^{(1/2)}(x_n)(-1)^j \frac{\Gamma(\alpha_1 + n + 1) \Gamma(2n - j + \frac{1}{2} + \alpha_1 - \alpha_2)}{\Gamma(2n + \frac{1}{2} + \alpha_1 - \alpha_2) \Gamma(n - j + 1 + \alpha_1)}. \quad (4.9)$$
where to obtain the final equality use has been made of (2.10), and
\[
\left\langle \frac{1}{2} (G G^T)_{QS_2 n} \left( \det G \right)^{\beta_1} \left( \det (I - G G^T) \right)^{\beta_2} \right\rangle_{\text{ME}_4 n}
\]
\[
= \frac{\Gamma(n + 1) \Gamma(2n - j + 1 + \beta_1 + \beta_2)}{\Gamma(2n + \frac{1}{2} + \beta_1 + \beta_2) \Gamma(n - j + 1 + \beta_1)},
\]
with the final equality now following from (2.8).
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