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Reviewer Comments to Author:

I thank the authors for improving the performance assessment of the method. They now include the regression results and different experimental setups for splitting the dataset and have taken measures to prevent information leakage. The manuscript is much stronger compared to initial version. However, I still have some concerns indicated below.

Major issues:
1 - Authors indicate that they did not use ComboScore because "... it was not clear from the literature how the synergy scores of different drug concentrations could be aggregated." However, NCI-60 study itself provides ComboScores and they give all the details about the procedure. As is, the statement in the paper claims no documentation exists but it does. Please clarify this.
2 - In the previous revision cycle I had asked the authors to compare their method with established methods from the literature such as DeepSynergy, AuDNNSynergy and Matchmaker. However, there is no comparison presented. While the authors claim that "Many of the works do not make available the predictors so that it is possible to redeploy them adequately". These have publicly available implementations. They indicate that the pipeline might not be fully available for preprocessing. In this case they need to contact the authors of the studies for clarification. They need to either feed SynPred's preprocessed data to these models, or feed the data used by other methods to SynPred. Authors also indicate that "OMICs data is not available for all pairs." This is actually a shortcoming which prohibits increasing the complexity of their architecture. I would like to see a comparison with methods that use smaller number of features but more complex architectures so that a user can decide which method to use. The authors can even easily modify these architectures to work with their synergy scores of interest and have them to work in classification or regression settings. The authors claim good performance, but is it better than the state of the art methods? If not, why should we use this method over others? What are other novel contributions?
3 - I did not understand whether authors used the complete ALMANAC dataset or just the samples that satisfy their "full-agreement" property. If they used only the fully-agreed samples, the results may be overoptimistic since these samples are probably easy examples to predict. All other models in the literature stated above use the complete dataset of interest and they do not carefully select the test examples. Authors are free to cherry pick examples for training, but for a fair comparison with others, they have to sample from the whole ALMANAC dataset for testing.

Minor issues:
1. For the different split schemes, please clarify if the training and validation sets are identical for all models which participate in the ensemble.

2. Please name the "test" dataset in the Table 2. It is not clear what is the difference between this test set and the analysis performed on DECREASE dataset mentioned in lines 439 - 447.

3. Figure 2, please add y axis label.

4. Please rephrase the following sentence: "We considered outliers, the synergy prediction values above or below 10 times the average of the remaining prediction values."
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