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Abstract

The hierarchy structure associated with a (2+1)-dimensional Nonlinear Schrödinger equation is discussed as an extension of the theory of the KP hierarchy. Several methods to construct special solutions are given. The relation between the hierarchy and a representation of toroidal Lie algebras are established by using the language of free fermions. A relation to the self-dual Yang-Mills equation is also discussed.
1 Introduction

There have been many studies on multi-dimensional integrable evolution equations. An example of such equations was given by Calogero [C], which is a (2 + 1)-dimensional extension of the Korteweg-de Vries equation,

$$u_t = \frac{1}{4}u_{xxy} + uu_y + \frac{1}{2}u_x \int_x u_y dx. \quad (1.1)$$

Bogoyavlensky [Bo1] showed that there is a hierarchy of higher-order integrable equations associated with (1.1). In the previous paper [IT1], two of the present authors generalized the Bogoyavlensky’s hierarchy based on the Sato theory of the Kadomtsev-Petviashvili (KP) hierarchy [Sa, SS, DJKM, JM, JMD, UT], and discussed the relationship to toroidal Lie algebras. We note that the relation between integrable hierarchies and toroidal algebras has been discussed also by Billig [Bi], Iohara, Saito and Wakimoto [ISW1, ISW2] by using vertex operator representations.

In this paper, we shall consider a (2 + 1)-dimensional extension of the nonlinear Schrödinger (NLS) equation [Bo2, Sc, St1, St2],

$$iu_T + u_{XY} + 2u \int_X (|u|^2)_{Y} dX = 0, \quad (1.2)$$

and the hierarchy associated with this equation. In the case \(X = Y\), this equation is reduced to

$$iu_T + u_{XX} + 2|u|^2 u = 0, \quad (1.3)$$

which is the celebrated Nonlinear Schrödinger (NLS) equation. Equation (1.2) is related to the self-dual Yang-Mills (SDYM) equation, and has been studied by several researchers from various viewpoints: Lax pairs [Bo2, Sc, St1], Hirota bilinear method [SOM, St2], twistor approach [St2], Painlevé analysis [St3], and so on. Strachan [St2] pointed out that (1.2) is transformed to Hirota-type equations,

$$(iD_T + D_X D_Y)G \cdot F = 0, \quad D_X^2 F \cdot F = 2G\bar{G}, \quad (1.4)$$

with the transformation \(u = G/F\). Here we have used the Hirota’s D-operators,

$$D^m_x \cdots D^n_y f \cdot g = (\partial_x - \partial_x')^m \cdots (\partial_y - \partial_y')^n f(x, \ldots, y)g(x', \ldots, y') \big|_{x' = x, y' = y}, \quad (1.5)$$

and the bar \(\bar{\cdot}\) denotes complex conjugation. Based on the bilinear equations (1.4), Sasa, Ohta and Matsukidaira [SOM] constructed determinant-type solutions. Their work strongly suggests that equation (1.2) may be related to the KP hierarchy.

The main purpose of the present paper is to generalize the results of the previous work [IT1] so that we can treat equation (1.2) and the SDYM equation. We shall use the language of formal pseudo-differential operators (PsDO for short) that have matrix coefficients. In other words, we will generalize the theory of the multi-component KP hierarchy [Di, Sa, UT] to the (2+1)-dimensional NLS hierarchy. We will also use the free fermion operators [DJKM, JM, JMD] to clarify the relation to the toroidal Lie algebras.
This paper is organized as follows: In Section 2, we introduce SDYM-type time evolutions to the 2-component KP hierarchy and show that the resulting hierarchy contains the $(2 + 1)$-dimensional NLS equation (1.2). We also discuss bilinear identity for the $\tau$-functions, and relation to the SDYM equation. In Section 3, we present two ways to construct special solutions. Relation to toroidal Lie algebras is explained in Section 4. Based on the Fock space representation, we derive the bilinear identities from the representation-theoretical viewpoint. Section 5 is devoted to the concluding remarks.

2 Formulation of the $(2 + 1)$-dimensional NLS hierarchy

2.1 2-component KP hierarchy

We first review the theory of the multi-component KP hierarchy [Di, Sa, UT] in the language of formal pseudo-differential operators with $(N \times N)$-matrix coefficients.

Let $\partial_x$ denote the derivation $\partial/\partial x$. A formal PsDO is a formal linear combination, $\hat{A} = \sum_n a_n \partial_x^n$, of integer powers of $\partial_x$ with matrix coefficients $a_n = a_n(x)$ that depend on $x$. The index $n$ ranges over all integers with an upper bound. The least upper bound is called the order of this PsDO. The first non-vanishing coefficient $a_N$ is called the leading coefficient. If the leading coefficient is equal to $I$, the unit matrix, the PsDO is said to be monic. It is convenient to use the following notation:

$$ [\hat{A}]_{\geq 0} \overset{\text{def}}{=} \sum_{n \geq 0} a_n \partial_x^n, \quad [\hat{A}]_{< 0} \overset{\text{def}}{=} \sum_{n < 0} a_n \partial_x^n, \quad (\hat{A})_k \overset{\text{def}}{=} a_k. \quad (2.1) $$

Addition and multiplication (or composition) of two PsDO’s are defined as follows. Addition of two PsDO’s is an obvious operation, namely, the termwise sum of the coefficients. Multiplication is defined by extrapolating the Leibniz rule

$$ \partial_x^n \circ f = \sum_{k \geq 0} \binom{n}{k} f^{(k)} \partial_x^{n-k}, \quad (2.2) $$

to the case where $n$ is negative. Here the circle “$\circ$” stands for composition of two operators, and $f^{(k)}$ the $k$-th derivative $\partial^k f/\partial x^k$ of $f$. More explicitly, the product $\hat{C} = \hat{A} \circ \hat{B}$ of two PsDO’s $\hat{A} = \sum_n a_n \partial_x^n$ and $\hat{B} = \sum_n b_n \partial_x^n$ is given by

$$ \hat{C} = \sum_{m,n,k} \binom{m}{k} a_m^{(k)} b_n \partial_x^{m+n-k} \quad (2.3) $$

Note that the $n$-th order coefficient $c_n = (\hat{C})_n$ is the sum of a finite number of terms. Any PsDO $\hat{A} = \sum_{n \leq N} a_n \partial_x^n$ with an invertible leading coefficient $a_N$ has an inverse PsDO. In particular, any monic PsDO is invertible. We shall frequently write $\hat{A} \hat{B}$ rather than $\hat{A} \circ \hat{B}$ if it does not cause confusion. One can make sense of the action of PsDO’s on $e^{\lambda x}$ by simply extrapolating the derivation rule $\partial_x^n e^{\lambda x} = \lambda^n e^{\lambda x}$ to negative powers of $\partial_x$.
Hereafter we consider only the 2-component case since it is sufficient for our purpose. However it is easy to generalize the results below to higher-component case. Let us introduce the 2-component version of the Sato-Wilson operator,

$$\hat{W} \overset{\text{def}}{=} I + \sum_{n=1}^{\infty} w_n \partial_x^{-n},$$

(2.4)

where $w_j = w_j(x, x^{(1)}, x^{(2)})$ denote the $(2 \times 2)$-matrix-valued functions that depend on infinitely many variables $(x, x^{(1)}, x^{(2)}) = (x, x_1^{(1)}, x_2^{(1)}, \ldots, x_1^{(2)}, x_2^{(2)}, \ldots)$. The 2-component KP hierarchy is defined by the Sato equation,

$$\frac{\partial \hat{W}}{\partial x_n^{(\alpha)}} = \hat{B}_n^{(\alpha)} \hat{W} - \hat{W} E_\alpha \partial_x^n, \quad \hat{B}_n^{(\alpha)} = \left[ \hat{W} E_\alpha \partial_x^n \hat{W}^{-1} \right] \geq 0,$$

(2.5)

for $n = 1, 2, \ldots$, $\alpha = 1, 2$, with $E_\alpha = (\delta_{i\alpha} \delta_{j\alpha})_{i,j=1,2}$.

### 2.2 From the 2-component KP hierarchy to the (2+1)-dimensional NLS hierarchy

We impose the constraint $[\hat{W} \partial_x \hat{W}^{-1}]_{<0} = 0$, which means that

$$\hat{W} \partial_x \hat{W}^{-1} = I \partial_x,$$

(2.6)

or equivalently,

$$\frac{\partial \hat{W}}{\partial x} = 0, \quad \left( \frac{\partial}{\partial x_n^{(1)}} + \frac{\partial}{\partial x_n^{(2)}} \right) \hat{W} = 0.$$

(2.7)

If a PsDO $\hat{A}$ satisfies the condition $[\partial_x, \hat{A}] = 0$, the correspondence

$$\hat{A} = \sum_{n \in \mathbb{Z}} a_n \partial_x^n \leftrightarrow A(\lambda) = \sum_{n \in \mathbb{Z}} a_n \lambda^n$$

(2.8)

preserves sums, products and commutators. Here $\lambda$ is used as a formal indeterminate (spectral parameter). Under this constraint, we can use the correspondence (2.8) and the remaining time evolutions are those of $x_n \overset{\text{def}}{=} x_n^{(1)} - x_n^{(2)}$. The evolution equations with respect to $x_n$ are obtained from (2.5):

$$\frac{\partial W(\lambda)}{\partial x_n} = B_n(\lambda) W(\lambda) - \lambda^n W(\lambda) Q,$$

(2.9)

$$B_n(\lambda) \overset{\text{def}}{=} B_n^{(1)}(\lambda) - B_n^{(2)}(\lambda) = \left[ \lambda^n W(\lambda) Q W(\lambda)^{-1} \right] \geq 0,$$

with $Q = E_1 - E_2$. For example, the explicit form of $B_1(\lambda)$ and $B_2(\lambda)$ are given by

$$B_1(\lambda) = \lambda Q + w_1 Q - Q w_1,$$

$$B_2(\lambda) = \lambda^2 Q + \lambda (w_1 Q - Q w_1) + (w_2 Q - Q w_2) - (w_1 Q - Q w_1) w_1.$$

(2.10)
We now introduce a new set of infinite time variables $y = (y_0, y_1, \ldots)$. Since the first one $y_0$ plays a special role, we will use the notation $\hat{y} = (y_1, y_2, \ldots)$. The time evolutions with respect to $\hat{y}$ are defined as

\[
\frac{\partial W(\lambda)}{\partial y_n} = C_n(\lambda)W(\lambda) + \lambda^n \frac{\partial W(\lambda)}{\partial y_0}, \quad C_n(\lambda) = -\left[\lambda^n \frac{\partial W(\lambda)}{\partial y_0} W(\lambda)^{-1}\right]_{\geq 0}.
\]

We remark that the variables $y$ are essentially the same as those appeared in the works on hierarchy structure of the SDYM equation \cite{N, T1, T2, T3, T4}.

Define a formal series $\Psi(\lambda)$ (called the formal Baker-Akhiezer function) as

\[
\Psi(\lambda) \overset{\text{def}}{=} \hat{W}_0(\lambda) = \left(I + \sum_{n=1}^{\infty} w_n \lambda^{-n}\right) \Psi_0(\lambda),
\]

\[
\Psi_0(\lambda) \overset{\text{def}}{=} \begin{pmatrix}
0 & e^{-\xi(x; \lambda)+\nu y_0+\nu \xi(\hat{y}; \lambda)}
0 & e^{\xi(x; \lambda)+\mu y_0+\mu \xi(\hat{y}; \lambda)}
\end{pmatrix},
\]

where $\xi(x; \lambda)$ is given by

\[
\xi(x; \lambda) \overset{\text{def}}{=} \sum_{n=1}^{\infty} x_n \lambda^n.
\]

Unlike the ordinary NLS case, the spectral parameter $\lambda = \lambda(y)$ may depend on the variables $y$ as

\[
\frac{\partial \lambda}{\partial y_n} = \lambda^n \frac{\partial \lambda}{\partial y_0}.
\]

Both of the additional spectral parameters $\mu, \nu$ are constants with respect to $x$ and $y$. Note that $\Psi_0(\lambda)$ obeys linear differential equations,

\[
\frac{\partial}{\partial x_n} \Psi_0(\lambda) = \lambda^n Q \Psi_0(\lambda), \quad \frac{\partial}{\partial y_n} \Psi_0(\lambda) = \lambda^n \frac{\partial}{\partial y_0} \Psi_0(\lambda).
\]

In terms of $\Psi(\lambda)$, the evolutions equations (2.9) and (2.11) are rewritten as

\[
\frac{\partial}{\partial x_n} \Psi(\lambda) = B_n(\lambda) \Psi(\lambda), \quad \frac{\partial}{\partial y_n} \Psi(\lambda) = \left(C_n(\lambda) + \lambda^n \frac{\partial}{\partial y_0}\right) \Psi(\lambda).
\]

The compatibility condition for (2.17) with $n = 1, 2$ gives

\[
2 \frac{\partial w_1^{(12)}}{\partial x_2} = \frac{\partial^2 w_1^{(12)}}{\partial x_1^2} + 8(w_1^{(12)})^2 w_1^{(21)},
\]

\[
-2 \frac{\partial w_1^{(21)}}{\partial x_2} = \frac{\partial^2 w_1^{(21)}}{\partial x_1^2} + 8(w_1^{(21)})^2 w_1^{(12)},
\]

\[
\text{for } n = 1, 2.
\]
where \( w_{ij}^{(12)} \) denotes the \((i, j)\)-element of the matrix \( w_1 \). If we set 
\[ u = -2w_{12}^{(12)}, \quad \bar{u} = 2w_{21}^{(21)}, \]
\[ t_1 = ix_1 \quad \text{and} \quad t_2 = 2ix_2, \]
then equations (2.19) are reduced to the NLS equation (1.3).

In the case of \( n = 1 \), equations (2.17), (2.18) can be written explicitly as
\[
\frac{\partial}{\partial x_1} \Psi (\lambda) = (\lambda Q + w_1 Q - Q w_1) \Psi (\lambda), \tag{2.20}
\]
\[
\frac{\partial}{\partial y_1} \Psi (\lambda) = \left( \lambda \frac{\partial}{\partial y_0} - \frac{\partial w_1}{\partial y_0} \right) \Psi (\lambda). \tag{2.21}
\]

The compatibility condition for (2.20) and (2.21) is reduced to the following nonlinear coupled equations:
\[
-\partial_{y_1} w_{12}^{(12)} = -\partial_{x_1} \partial_{y_0} w_{12}^{(12)} + w_{12}^{(12)} \cdot \partial_{y_0} (w_1^{(11)} - w_1^{(22)}),
\]
\[
\partial_{y_1} w_{21}^{(21)} = -\partial_{x_1} \partial_{y_0} w_{21}^{(21)} + w_{21}^{(21)} \cdot \partial_{y_0} (w_1^{(11)} - w_1^{(22)}),
\]
\[
\partial_{x_1} (w_1^{(11)} - w_1^{(22)}) = -2(w_{12}^{(12)} w_{21}^{(21)}). \tag{2.22}
\]

If we impose the conditions
\[ w_{21}^{(21)} = -w_{12}^{(12)}, \quad w_{12}^{(22)} = w_{12}^{(11)}, \quad x_j \in i\mathbb{R}, \quad y_j \in \mathbb{R}, \tag{2.23} \]
equations (2.22) yield the \((2 + 1)\)-dimensional NLS equation (1.2) by setting 
\[ u = w_{12}^{(12)}, \quad x = ix_1, \quad y = y_0, \quad t = -y_1. \]
In this sense, the evolution equations (2.5) and (2.11), with the reduction condition (2.6), give a hierarchy of integrable equations associated with the \((2 + 1)\)-dimensional NLS equation (1.2). We note that the linear equations (2.20), (2.21) are the Lax pair that has been given in several preceding works [Bo2, Sc, St1, St2].

### 2.3 Relation to the self-dual Yang-Mills equation

We first briefly review the classical theory of the self-dual gauge fields [Pr, Y]. Let 
\[ A_u = A_u(y, z, \bar{y}, \bar{z}) \] (\( u = y, z, \bar{y}, \bar{z} \)) be matrix-valued functions. Here the suffix does not denote the differentiation. Define the field strength \( F_{uv} \) \((u, v = y, z, \bar{y}, \bar{z})\) as
\[
F_{uv} = \partial_u A_v - \partial_v A_u + [A_u, A_v]. \tag{2.24}
\]
The self-dual Yang-Mills (SDYM) equations is formulated as
\[
F_{yz} = F_{\bar{y} \bar{z}} = 0, \quad F_{y\bar{y}} + F_{z\bar{z}} = 0, \tag{2.25}
\]
which is invariant under the gauge-transformation
\[
A_u \mapsto \tilde{A}_u = G^{-1} A_u G + G^{-1} (\partial_u G). \tag{2.26}
\]
Under the suitable choice of \( G \) of (2.26), we can take \( A_y = A_z = 0 \) and the self-duality equations (2.22) is reduced to
\[
\partial_y A_{\bar{z}} - \partial_{\bar{z}} A_y + [A_y, A_{\bar{z}}] = 0, \quad \partial_{\bar{y}} A_{\bar{y}} + \partial_{\bar{z}} A_{\bar{z}} = 0. \tag{2.27}
\]
The second equation ensures the existence of the potential \( w \) such that

\[
A_y = -\partial_z w, \quad A_z = \partial_y w.
\]  
(2.28)

In terms of \( w \), we can rewrite (2.27) as

\[
(\partial_y \partial_y + \partial_z \partial_z)w + [\partial_y w, \partial_z w] = 0.
\]  
(2.29)

We note that this equation appeared in several works on the SDYM [BLR, LM, Pa] and is associated with a cubic action [LM, Pa]. The nonlinear equations (2.29) can be obtained as the compatibility condition for the following linear equations:

\[
(\partial_y \partial_y - \lambda \partial_z)\Psi = 0, \quad (\partial_z \partial_z + \lambda \partial_y)\Psi = 0.
\]  
(2.30)

These equations are of the same form as (2.21). To treat these equations simultaneously, we introduce another set of variables \( z = (z_0, z_1, z_2, \ldots) \), which play the same role as \( y \), i.e.,

\[
\frac{\partial}{\partial z_n} \Psi(\lambda) = \left( C_n(\lambda) + \lambda^n \frac{\partial}{\partial z_0} \right) \Psi(\lambda).
\]  
(2.31)

In particular, the evolution equation with respect to \( z_1 \) is

\[
\frac{\partial}{\partial z_1} \Psi(\lambda) = \left( \lambda \frac{\partial}{\partial z_0} - \frac{\partial w_1}{\partial z_0} \right) \Psi(\lambda).
\]  
(2.32)

Setting \( y_0 = y, \ y_1 = \bar{z}, \ z_0 = z, \ z_1 = -\bar{y}, \) and \( w_1 = w \), we can identify (2.21) and (2.32) with the linear equations (2.30) for the SDYM.

### 2.4 Bilinear identity

**Theorem 1.** The formal Baker-Akhiezer functions \( \Psi(\lambda; x, y) \) satisfy the bilinear equation,

\[
\oint \frac{d\lambda}{2\pi i} \lambda^k \Psi(\lambda; x, y_0 - \xi(b, \lambda), \bar{y} + \bar{b}) \Psi(\lambda; x', y_0 - \xi(c, \lambda), \bar{y} + \bar{c}) \Psi(\lambda; x, y) = 0,
\]  
(2.33)

for \( k \geq 0 \). Here \( x, x', y, \bar{b}, \bar{c} \) are understood to be independent variables. The contour integral is understood symbolically, namely, just to extract the coefficient of \( \lambda^{-1} \): \( \oint \lambda^0 d\lambda/(2\pi i) = \delta_{n,-1} \).

**Proof.** In the case of \( x' = x, \ \bar{b} = \bar{c} = 0 \), it is clear that

\[
\oint \frac{d\lambda}{2\pi i} \lambda^k \Psi(\lambda; x, y) \Psi(\lambda; x, y)^{-1} = 0,
\]  
(2.34)

for \( k \geq 0 \). Iteration of the evolution equation of \( \Psi(\lambda; x, y) \) gives rise to higher order equations of the form,

\[
\partial_{x_i}^{\alpha_1} \partial_{x_2}^{\alpha_2} \cdots \Psi(\lambda; x, y) = B_{\alpha_1, \alpha_2, \ldots}(\lambda) \Psi(\lambda; x, y),
\]  
(2.35)
for \( k, \alpha_1, \alpha_2, \ldots \geq 0 \), and \( B_{\alpha_1, \alpha_2, \ldots} (\lambda) \) being a polynomial in \( \lambda \). Combining these equations with (2.34), we obtain the bilinear equations,

\[
\oint \frac{d\lambda}{2\pi i} \lambda^k \left( \partial_{x_1}^{\alpha_1} \partial_{x_2}^{\alpha_2} \ldots \Psi (\lambda; x, y) \right) \Psi (\lambda; x, y)^{-1} = 0, \tag{2.36}
\]

which can be cast into a single equation,

\[
\oint \frac{d\lambda}{2\pi i} \lambda^k \Psi (\lambda; x, y) \Psi (\lambda; x', y)^{-1} = 0. \tag{2.37}
\]

Next we use (2.18) to obtain

\[
(\partial_{y_1} - \lambda \partial_{y_0})^{\beta_1} (\partial_{y_2} - \lambda^2 \partial_{y_0})^{\beta_2} \ldots \Psi (\lambda; x, y) = C_{\beta_1, \beta_2, \ldots} (\lambda) \Psi (\lambda; x, y) \tag{2.38}
\]

for \( \beta_1, \beta_2, \ldots \geq 0 \), \( C_{\beta_1, \beta_2, \ldots} (\lambda) \) being a polynomial in \( \lambda \). This yields

\[
\oint \frac{d\lambda}{2\pi i} \lambda^k \left( (\partial_{y_1} - \lambda \partial_{y_0})^{\beta_1} (\partial_{y_2} - \lambda^2 \partial_{y_0})^{\beta_2} \ldots \Psi (\lambda; x, y) \right) \Psi (\lambda; x', y)^{-1} = 0, \tag{2.39}
\]

and we have

\[
\oint \frac{d\lambda}{2\pi i} \lambda^k \Psi (\lambda; x, y_0 - \xi (\bar{b}, \lambda), \bar{y} + \bar{b}) \Psi (\lambda; x', y_0, \bar{y})^{-1} = 0. \tag{2.40}
\]

Similar discussion with the differential equations for \( \Psi (\lambda)^{-1} \) gives the desirous result. \( \square \)

Now we derive the bilinear identity for \( \tau \)-functions of the \((2 + 1)\)-dimensional NLS hierarchy. In the 2-component case \([D], [J], \ldots\), we need three \( \tau \)-functions \( F(x, y) \), \( G(x, y) \) and \( \tilde{G}(x, y) \) that are consistently introduced by

\[
\Psi (\lambda) = \frac{1}{F(x, y)} \times \left( \frac{F(x^{(1)} - [\lambda^{-1}], x^{(2)}, y)}{\lambda^{-1} \tilde{G}(x^{(1)} - [\lambda^{-1}], x^{(2)}, y)} \frac{\lambda^{-1} G(x^{(1)}, x^{(2)} - [\lambda^{-1}], y)}{F(x^{(1)}, x^{(2)} - [\lambda^{-1}], y)} \right) \Psi_0 (\lambda),
\]

\[
\Psi (\lambda)^{-1} = \frac{1}{F(x, y)} \Psi_0 (\lambda)^{-1} \times \left( \frac{F(x^{(1)} + [\lambda^{-1}], x^{(2)}, y)}{-\lambda^{-1} \tilde{G}(x^{(1)}, x^{(2)} + [\lambda^{-1}], y)} \frac{-\lambda^{-1} G(x^{(1)}, x^{(2)} + [\lambda^{-1}], y)}{F(x^{(1)}, x^{(2)} + [\lambda^{-1}], y)} \right), \tag{2.42}
\]

where we have used the notation \([\lambda^{-1}] \overset{\text{def}}{=} (1/\lambda, 1/2\lambda^2, 1/3\lambda^3, \ldots)\). For the moment, we will forget the complex structure, i.e., \( \tilde{G} \) is not assumed to be the complex conjugate of \( G \). Note that \( F, G \) and \( \tilde{G} \) depend only on \( x_n = x_n^{(1)} - x_n^{(2)} \) under the condition (2.4). The denominator of the integral of (2.33) is of the form

\[
F(x, y_0 - \xi (\bar{b}, \lambda), \bar{y} + \bar{b}) F(x', y_0 - \xi (\bar{c}, \lambda), \bar{y} + \bar{c}), \tag{2.43}
\]

which is a power series. According to Theorem [4] one can insert any power series of \( \lambda \) in (2.33). If we insert (2.43) itself therein, the denominator cancels out, so that we obtain the following identities for the \((2 + 1)\)-dimensional NLS hierarchy:
Corollary 1. For any non-negative integer \( k \), the functions \( F \), \( G \) and \( \tilde{G} \) satisfy the bilinear equations,

\[
\oint \frac{d\lambda}{2\pi i} \left\{ \lambda^k \varepsilon^{((z-z')/2,\lambda)} F(x - [\lambda^{-1}, y + b\lambda]) F(x' + [\lambda^{-1}, y + \xi]) \\
- \lambda^{k-2} \varepsilon^{((z-z')/2,\lambda)} G(x + [\lambda^{-1}, y + b\lambda]) \tilde{G}(x' - [\lambda^{-1}, y + \xi]) \right\} = 0, \tag{2.44}
\]

\[
\oint \frac{d\lambda}{2\pi i} \lambda^{-k-1} \left\{ \varepsilon^{((z-z')/2,\lambda)} F(x - [\lambda^{-1}, y + b\lambda]) G(x' + [\lambda^{-1}, y + \xi]) \\
- \varepsilon^{((z-z')/2,\lambda)} G(x + [\lambda^{-1}, y + b\lambda]) F(x' - [\lambda^{-1}, y + \xi]) \right\} = 0, \tag{2.45}
\]

\[
\oint \frac{d\lambda}{2\pi i} \lambda^{-k-1} \left\{ \varepsilon^{((z-z')/2,\lambda)} \tilde{G}(x - [\lambda^{-1}, y + b\lambda]) F(x' + [\lambda^{-1}, y + \xi]) \\
- \varepsilon^{((z-z')/2,\lambda)} F(x + [\lambda^{-1}, y + b\lambda]) \tilde{G}(x' - [\lambda^{-1}, y + \xi]) \right\} = 0, \tag{2.46}
\]

where \( b\lambda \) denotes \((b_0, b_1, b_2, \ldots)\) with the constraint \( b_0 = -\xi(\tilde{b}, \lambda) \).

The bilinear identities (2.44)–(2.46) can be rewritten into a series of Hirota-type differential equations. The simplest examples are

\[
D_{x_1}^2 F \cdot F - 2G\tilde{G} = 0, \tag{2.47}
\]

\[
(D_{x_1}D_{y_0} - D_{y_1})G \cdot F = 0, \tag{2.48}
\]

\[
(D_{x_1}D_{y_0} + D_{y_1})\tilde{G} \cdot F = 0. \tag{2.49}
\]

These equations coincide with (1.4) if we set \( \tilde{G} = -\tilde{G}, x_1 = -iX, y_0 = Y, \) and \( y_1 = T \).

3 Special solutions of the hierarchy

3.1 Double-Wronskian solutions

We first apply the method due to one of the authors [11, 12, 13] to construct a special class of solutions for the \((2 + 1)\)-dimensional NLS hierarchy, which we shall seek in the form

\[
\Psi(\lambda) = (I\lambda^N + w_1\lambda^{N-1} + \cdots + w_N) \Psi_0, \tag{3.1}
\]

with \( w_n = w_n(x, y) \) being unknown functions.

As the data for the solution constructed below, let us consider a formal series \( \Xi(\lambda) = \sum_{j \in \mathbb{Z}} \xi_j \lambda^{-j} \) where \( \xi_j = \xi_j(x, y) \) are \((2 \times 2N)\)-matrix-valued functions of the form,

\[
\xi_j(x, y) = \begin{pmatrix} f_1^{(j)}(x, y) & \cdots & f_{2N}^{(j)}(x, y) \\
g_1^{(j)}(x, y) & \cdots & g_{2N}^{(j)}(x, y) \end{pmatrix}. \tag{3.2}
\]

Here we assume

\[
\det \begin{pmatrix} f_1^{(0)} & \cdots & f_1^{(N)} & g_1^{(0)} & \cdots & g_1^{(N)} \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots \\
f_{2N}^{(0)} & \cdots & f_{2N}^{(N)} & g_{2N}^{(0)} & \cdots & g_{2N}^{(N)} \end{pmatrix} \neq 0. \tag{3.3}
\]
We furthermore impose the following conditions for $\Xi(\lambda)$:

\begin{align*}
\cdot \frac{\partial}{\partial x_n} \Xi(\lambda) &= \lambda^n Q \Xi(\lambda) + \Xi(\lambda) \alpha_n \quad (n = 1, 2, \ldots), \quad (3.4) \\
\cdot \frac{\partial}{\partial y_n} \Xi(\lambda) &= \lambda^n \frac{\partial}{\partial y_0} \Xi(\lambda) + \Xi(\lambda) \beta_n \quad (n = 1, 2, \ldots), \quad (3.5) \\
\cdot \lambda \Xi(\lambda) &= \Xi(\lambda) \gamma, \quad (3.6)
\end{align*}

where $\alpha_n, \beta_n, \gamma$ are $(2N \times 2N)$-matrices.

We now consider a monic polynomial $W_N(\lambda)$ of the form

$$W_N(\lambda) = I_{\lambda}^N + w_1\lambda^{N-1} + \cdots + w_N,$$  

which is characterized uniquely by the linear equation

$$\oint \frac{d\lambda}{2\pi i\lambda} W_N(\lambda) \Xi(\lambda) = 0.$$  

Solving equation (3.8) explicitly by the Cramér formula, we have for example

$$w_1^{(12)} = (-1)^N \begin{vmatrix}
0, 1, \ldots, N; 0, 1, \ldots, N - 2 \\
0, 1, \ldots, N - 1; 0, 1, \ldots, N - 1
\end{vmatrix};$$

$$w_1^{(21)} = (-1)^{N+1} \begin{vmatrix}
0, 1, \ldots, N - 1; 0, 1, \ldots, N \\
0, 1, \ldots, N - 2; 0, 1, \ldots, N - 1
\end{vmatrix},$$

where we have used the notation due to Freeman and Nimmo [F]:

$$|k_1, \ldots, k_m; l_1, \ldots, l_n| \overset{\text{def}}{=} \begin{vmatrix}
f_{1}^{(k_1)} & \cdots & f_{1}^{(k_m)} & g_{1}^{(l_1)} & \cdots & g_{1}^{(l_n)} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
f_{2N}^{(k_1)} & \cdots & f_{2N}^{(k_m)} & g_{2N}^{(l_1)} & \cdots & g_{2N}^{(l_n)}
\end{vmatrix}. \quad (3.10)$$

**Proposition 1.** The monic polynomial $W_N(\lambda)$ characterized by (3.8) solves (2.5) and (2.11) simultaneously.

**Proof.** From (3.6), we obtain

$$\oint \frac{d\lambda}{2\pi i\lambda} \lambda^n W_N(\lambda) \Xi(\lambda) = 0,$$  

for any non-negative integer $n$. Differentiating (3.8) with respect to $x_n$ and applying (3.4), we have

$$\oint \frac{d\lambda}{2\pi i\lambda} \left( \frac{\partial W_N(\lambda)}{\partial x_n} + \lambda^n W_N(\lambda) Q \right) \Xi(\lambda) = 0.$$  

There exist polynomials $B_n(\lambda)$ and $R(\lambda)$ such that

$$\frac{\partial W_N(\lambda)}{\partial x_n} + \lambda^n W_N(\lambda) Q = B_n(\lambda) W_N(\lambda) + R(\lambda),$$  

(3.13)
where the degree of $R(\lambda)$ is at most $N - 1$. In view of (3.11) and (3.12), we obtain
\[ \oint R(\lambda) \Xi(\lambda) d\lambda = 0. \]

Differentiating (3.8) with respect to $y_n$ and applying (3.3), we have
\[
\oint \frac{d\lambda}{2\pi i} \left( \frac{\partial W_N(\lambda)}{\partial y_n} + \lambda^n \frac{W_N(\lambda)}{\partial y_0} \right) \Xi(\lambda) = 0. \tag{3.14}
\]
We can rewrite the second term in the left-hand side as follows:
\[
W_N(\lambda) \frac{\partial}{\partial y_0} = \frac{\partial}{\partial y_0} \circ W_N(\lambda) - \frac{\partial W_N(\lambda)}{\partial y_0}. \tag{3.15}
\]
Thus we obtain
\[
\oint \frac{d\lambda}{2\pi i} \left( \frac{\partial W_N(\lambda)}{\partial y_n} - \lambda^n \frac{\partial W_N(\lambda)}{\partial y_0} \right) \Xi(\lambda) = 0. \tag{3.16}
\]
Since the expression in parentheses is a polynomial in $\lambda$, we can apply exactly the same argument above to get the unique polynomial $C_n(\lambda)$ and show that $W_N(\lambda)$ satisfies (2.11).

Note that equations (3.4)–(3.6) are invariant under the transformations
\[
\Xi(\lambda) \mapsto \Xi(\lambda) H, \tag{3.17}
\]
\[
\alpha_n \mapsto H^{-1} \alpha_n H + H^{-1} \frac{\partial H}{\partial x_n}, \tag{3.18}
\]
\[
\beta_n \mapsto H^{-1} \beta_n H + H^{-1} \frac{\partial H}{\partial y_n} - H^{-1} \gamma \frac{\partial H}{\partial y_0}, \tag{3.19}
\]
\[
\gamma \mapsto H^{-1} \gamma H, \tag{3.20}
\]
where $H = H(x, y)$ is an $(2N \times 2N)$-invertible matrix. These formulas are a generalization of the transformations (2.22) of [12]. As discussed by one of the authors [12], this invariance property shows that the manifold from which the unknown functions $\{w_1, \ldots, w_N\}$ take values is essentially a Grassmann manifold.

We now consider the reality condition (2.23):

**Proposition 2.** Let $P_1$ be a $(2 \times 2)$-matrix and $P_2$ a $(2N \times 2N)$-matrix, both of which are invertible. If $\Xi_j$ satisfies the condition,
\[ \Xi_j = P_1 \Xi_j P_2, \tag{3.21} \]
then the corresponding $W_N$ satisfies
\[ P_1^{-1} W_N P_1 = W_N. \tag{3.22} \]
In particular, if $P_1$ is of the form
\[
P = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \tag{3.23}
\]
the coefficients \( w_j = (w_j^{(ab)})_{a,b=1,2} \) satisfies
\[
 w_j^{(22)} = w_j^{(11)}, \quad w_j^{(21)} = -w_j^{(12)},
\]
which agree with \((2.23)\).

**Proof.** Taking the complex conjugation of \((3.8)\), we have
\[
 \oint \frac{d\lambda}{2\pi i} \lambda (P_{1}^{-1}W_{N}(\lambda)P_{1})\Xi(\lambda) = 0.
\]
(3.25)

Then we find that two monic polynomials \( W_{N}(\lambda) \) and \( P_{1}^{-1}W_{N}(\lambda)P_{1} \) are characterized by the same data \( \Xi(\lambda) \). This proves the results.

We shall give an example that corresponds to soliton-type solutions. For the purpose, we choose the form of \( f_j \) and \( g_j \) of \((3.2)\) as
\[
 f^{(j)}_k(x,y) = a_kp_k^j \exp \left[ \sum_{n=1}^{\infty} p_k^n x_n + r_ky_0 + \sum_{n=1}^{\infty} r_k p_k^n y_n \right],
\]
\[
 g^{(j)}_k(x,y) = b_kp_k^j \exp \left[ -\sum_{n=1}^{\infty} p_k^n x_n + r'_ky_0 + \sum_{n=1}^{\infty} r'_k p_k^n y_n \right],
\]
(3.26)

where \( r_i, r'_i \ (i=1,\ldots,N) \) are arbitrary complex numbers, and \( p_i = p_i(y), \ a_i = a_i(y), \ b_i = b_i(y) \ (i=1,\ldots,N) \) are arbitrary (local) solution of the equations
\[
 \frac{\partial p_i}{\partial y_n} = p_i^n \frac{\partial p_i}{\partial y_0}, \quad \frac{\partial a_i}{\partial y_n} = p_i^n \frac{\partial a_i}{\partial y_0}, \quad \frac{\partial b_i}{\partial y_n} = p_i^n \frac{\partial b_i}{\partial y_0} \quad (n=1,2,\ldots).
\]
(3.27)

Moreover, \( p_i(y) \ (i=1,\ldots,N) \) are assumed to be pairwise distinct. Then \( \Xi(\lambda) \) satisfies the linear equations \((3.4)\)–\((3.6)\).

Furthermore, if we impose the condition
\[
 b_{2j} = a_{2j-1}, \quad a_{2j} = -\overline{b_{2j-1}}, \quad p_{2j} = \overline{p_{2j-1}},
 r_{2j} = r'_{2j-1}, \quad r'_{2j} = \overline{r_{2j-1}} \quad (j=1,\ldots,N),
 x^{(2)}_n = x^{(1)}_n, \quad y_n \in \mathbb{R} \quad (n=1,2\ldots),
\]
(3.28)

then the corresponding \( \Xi_j \) satisfies \((3.21)\) with \( P_1 \) of \((3.23)\). We conclude that the polynomial \( W_{N}(\lambda) \) constructed from the data above gives a solution of the \((2+1)\)-dimensional NLS hierarchy. Especially for equations \((2.22)\), the solution is given by quotient of the “double Wronskian” \((3.9)\).

### 3.2 Application of the Riemann-Hilbert problem

In case of the SDYM hierarchy, the Riemann-Hilbert problem plays an important role \([CFYG, U1, UN, W]\). We shall show how to apply this problem to the \((2+1)\)-dimensional NLS hierarchy.
We first consider two solutions $\Psi$ and $\Phi$ of (2.18), which are analytic functions on $|\lambda| > 1 - \epsilon$ (including $\lambda = \infty$) and $|\lambda| < 1 + \epsilon$ respectively. Here $\epsilon$ is a constant and $0 < \epsilon < 1$. We further assume that both $\Psi$ and $\Phi$ are invertible. If we define $g(\lambda)$ as

$$g(\lambda) = \Psi(\lambda)^{-1} \Phi(\lambda),$$

then $g(\lambda)$ is holomorphic on $1 - \epsilon < |\lambda| < 1 + \epsilon$ and satisfies

$$\frac{\partial g(\lambda)}{\partial y_n} = \lambda^n \frac{\partial g(\lambda)}{\partial y_0}.$$  

(3.30)

In other words, $g = g(\lambda; y)$ is invariant under the translation,

$$g(\lambda; y) = g(\lambda; y + b_\lambda) (\equiv g(\lambda; y_0 - \xi(\hat{b}, \lambda), \hat{y} + \hat{b})).$$

(3.31)

On the contrary, starting from $g$ with the property (3.31), we can reconstruct $\Psi$ and $\Phi$ that satisfy the analyticity requirements (the Riemann-Hilbert problem). Hereafter we assume that $\xi(\hat{b}, \lambda)$ and $\xi(\hat{c}, \lambda)$ are analytic functions on $|\lambda| < 1 + \epsilon$. This is a growth condition on the behavior of $b_n$ and $c_n$ as $n \to \infty$.

So far we have not included the NLS-type time evolutions $\underline{y}$. To this aim, we define $\tilde{g} = \tilde{g}(\lambda; \underline{x}, y)$ as

$$\tilde{g}(\lambda; \underline{x}, y) = \exp[\xi(\underline{x}, \lambda)Q]g(\lambda; \underline{y}) \exp[-\xi(\underline{x}, \lambda)Q],$$

(3.32)

where we assume $g(\lambda; \underline{y})$ enjoys the invariance (3.31). Starting from this $\tilde{g}$, we consider the Riemann-Hilbert decomposition of the matrix $g$ such that

$$\tilde{g}(\lambda; \underline{x}, y) = \tilde{W}(\lambda; \underline{x}, y)^{-1} \tilde{V}(\lambda; \underline{x}, y),$$

(3.33)

where $\tilde{W}(\lambda)$ and $\tilde{V}(\lambda)$ are analytic functions on $|\lambda| > 1 - \epsilon$ and $|\lambda| < 1 + \epsilon$ respectively.

**Proposition 3.** If we define $\tilde{\Psi}(\lambda)$ as

$$\tilde{\Psi}(\lambda) \overset{\text{def}}{=} \tilde{W}(\lambda) \exp[\xi(\underline{x}, \lambda)Q],$$

(3.34)

then $\tilde{\Psi}(\lambda)$ solves the bilinear identity (2.33).

**Proof.** The translational invariance $\tilde{g}(\lambda; \underline{x}, y + b_\lambda) = \tilde{g}(\lambda; \underline{x}, y + c_\lambda)$ reads

$$\tilde{W}(\lambda; \underline{x}, y + b_\lambda) \cdot \tilde{W}(\lambda; \underline{x}, y + c_\lambda)^{-1} = \tilde{V}(\lambda; \underline{x}, y + b_\lambda) \cdot \tilde{V}(\lambda; \underline{x}, y + c_\lambda)^{-1}.$$  

(3.35)

Since the right-hand-side is analytic on $|\lambda| < 1 + \epsilon$, we have

$$\int \frac{d\lambda}{2\pi i} \lambda^k \tilde{W}(\lambda; \underline{x}, y + b_\lambda) \cdot \tilde{W}(\lambda; \underline{x}, y + c_\lambda)^{-1} = 0,$$

(3.36)

where the contour is taken as the unit circle with the center at $\lambda = 0$.

On the other hand, the function $\tilde{g}(\lambda; \underline{x}, y)$ satisfies the differential equations

$$\frac{\partial \tilde{g}(\lambda; \underline{x}, y)}{\partial x_n} = \lambda^n [Q, \tilde{g}(\lambda; \underline{x}, y)].$$

(3.37)
for $n = 1, 2, \ldots$, which entails
\[
\lambda^n \tilde{W}(\lambda)Q\tilde{W}(\lambda)^{-1} + \frac{\partial \tilde{W}(\lambda)}{\partial x_n} \tilde{W}(\lambda)^{-1} = \lambda^n \tilde{V}(\lambda)Q\tilde{V}(\lambda)^{-1} + \frac{\partial \tilde{V}(\lambda)}{\partial x_n} \tilde{V}(\lambda)^{-1}. \tag{3.38}
\]
From the analyticity requirements, it follows that the left-hand-side is a polynomial of degree at most $n$, which we denote $B_n(\lambda)$. It is straightforward to shows that
\[
\frac{\partial \tilde{\Psi}(\lambda)}{\partial x_n} = B_n(\lambda) \tilde{\Psi}(\lambda), \tag{3.39}
\]
which are nothing but the evolution equations (2.17). With these equations, we can apply the same argument as the proof of Theorem 1. The resulting equation coincides with (2.33).

Sasa et al. constructed a class of solutions of the (2 + 1)-dimensional NLS equation (1.2) that are expressed in terms of two-directional Wronskians [SOM]. In the case of the SDYM, this class of solutions has been discussed by Corrigan et al. [CFYG] based on the Atiyah-Ward ansatz [W],
\[
G(\lambda; y) = \begin{pmatrix} \lambda^N & \varrho(\lambda; y) \\ 0 & \lambda^{-N} \end{pmatrix}. \tag{3.40}
\]
Substituting this $G$ for (3.32), we know that $\tilde{G}$ is of the same form;
\[
\tilde{G}(\lambda; \underline{x}, y) = \begin{pmatrix} \lambda^N & \tilde{\varrho}(\lambda; \underline{x}, y) \\ 0 & \lambda^{-N} \end{pmatrix}, \quad \tilde{\varrho}(\lambda; \underline{x}, y) = \varrho(\lambda; y) \exp[2\xi(\underline{x}, \lambda)]. \tag{3.41}
\]
Applying the same argument as that of Corrigan et al. [CFYG], we can obtain a class of solutions to the (2 + 1)-dimensional NLS hierarchy, which is an extension of the solutions of Sasa et al.

### 4 Relation to the toroidal Lie algebras

#### 4.1 Definitions and a class of representations

We start with the definitions of the $(M + 1)$-toroidal Lie algebra, which is the universal central extension of the $(M + 1)$-fold loop algebra [Kas, MEY]. Let $\mathfrak{g}$ be a finite-dimensional simple Lie algebra over $\mathbb{C}$. Let $R$ be the ring of Laurent polynomials of $M + 1$ variables $\mathbb{C}[s^{\pm 1}, t_1^{\pm 1}, \ldots, t_M^{\pm 1}]$. Also assume $M \geq 0$. The module of Kähler differentials $\Omega_R$ of $R$ is defined with the canonical derivation $d : R \to \Omega_R$. As an $R$-module, $\Omega_R$ is freely generated by $ds$, $dt_1, \ldots, dt_M$. Let $\gamma : \Omega_R \to \Omega_R/dR$ be the canonical projection. Let $\mathcal{K}$ denote $\Omega_R/dR$. Let $(\cdot, \cdot)$ be the normalized Killing form [Kac] on $\mathfrak{g}$. We define the Lie algebra structure on $\mathfrak{g}^{\text{tor}} \overset{\text{def}}{=} \mathfrak{g} \otimes R \oplus \mathcal{K}$ by
\[
[X \otimes f, Y \otimes g] = [X, Y] \otimes fg + (X[Y]) d(f)g, \quad [\mathcal{K}, \mathfrak{g}^{\text{tor}}] = 0. \tag{4.1}
\]
This bracket defines a universal central extension of $\mathfrak{g} \otimes R$ [Kas, MEY].
We have, for \( u = s, t_1, \ldots, t_M \), the Lie subalgebras
\[
\hat{\mathfrak{g}}_u \overset{\text{def}}{=} \mathfrak{g} \otimes \mathbb{C}[u^{\pm 1}] \oplus \mathbb{C} \, \text{d} \log u,
\]
with the brackets given by
\[
[X \otimes u^n, Y \otimes u^m] = [X, Y] \otimes u^{m+n} + m \delta_{m+n,0} (X|Y) K_u,
\]
which are isomorphic to the affine Lie algebra \( \hat{\mathfrak{g}} \) with the canonical central element \( K_u \overset{\text{def}}{=} \text{d} \log u \). In terms of the generating series,
\[
X(z) \overset{\text{def}}{=} \sum_{n \in \mathbb{Z}} X \otimes u^n \cdot z^{-n-1},
\]
the relation (4.3) is equivalent to the following operator product expansion (OPE, in short. See, for example, [Kac2]) :
\[
X(z) Y(w) \sim \frac{1}{z-w} [X, Y](w) + \frac{1}{(z-w)^2} (X|Y) K_u.
\]

We prepare the generating series of \( \mathfrak{g}^{\text{tor}} \) as follows:
\[
A_{m}(z) \overset{\text{def}}{=} \sum_{n \in \mathbb{Z}} A \otimes s^{t_m} \cdot z^{-n-1},
\]
\[
K^s_{m}(z) \overset{\text{def}}{=} \sum_{n \in \mathbb{Z}} s^{t_m} \text{d} \log s \cdot z^{-n},
\]
\[
K^{t_k}_{m}(z) \overset{\text{def}}{=} \sum_{n \in \mathbb{Z}} s^{t_m} \text{d} \log t_k \cdot z^{-n-1},
\]
where \( A \in \mathfrak{g}, \ m = (m_1, \ldots, m_M) \in \mathbb{Z}^M, \ t^m = t^m_1 \cdots t^m_M, \) and \( k = 1, \ldots, M. \) The relation \( \text{d}(s^{t_m}) = 0 \) can be neatly expressed by these generating series as
\[
\frac{\partial}{\partial z} K^s_{m}(z) = \sum_{k=1}^{M} m_k K^{t_k}_{m}(z),
\]
and the bracket (4.1) as
\[
X_m(z) Y_n(w) \sim \frac{1}{z-w} [X, Y]_{m+n}(w) + \frac{1}{(z-w)^2} (X|Y) K^s_{m+n}(w)
+ \sum_{k=1}^{M} \frac{m_k}{z-w} (X|Y) K^{t_k}_{m+n}(w).
\]

To construct a class of representations of \( \mathfrak{g}^{\text{tor}} \), we consider the space of polynomials,
\[
F_y \overset{\text{def}}{=} \bigotimes_{k=1}^{M} \left( \mathbb{C}[y_j^{(k)}, j \in \mathbb{N}] \otimes \mathbb{C}[e^{\pm y_0^{(k)}}] \right).
\]
We define the generating series
\[
\varphi^{(k)}(z) \overset{\text{def}}{=} \sum_{n \in \mathbb{N}} n y_n^{(k)} z^{n-1}, \quad V_m(y; z) \overset{\text{def}}{=} \prod_{k=1}^{M} \exp \left[ m_k \sum_{n \in \mathbb{N}} y_n^{(k)} z^n \right],
\]
for each \( k = 1, \ldots, M, \ m \in \mathbb{Z}^M. \)
Proposition 4. Let \((V, \pi)\) be a representation of \(\widehat{\mathfrak{g}}\) such that \(d \log s \mapsto c \cdot \text{id}_V\) for \(c \in \mathbb{C}\). Then we can define the representation \(\pi_{\text{tor}}\) of \(\mathfrak{g}_{\text{tor}}\) on \(V \otimes F_g\) such that

\[
\begin{align*}
X_m(z) &\mapsto X^\pi_m(z) \otimes V_m(z), \\
K^s_m(z) &\mapsto c \cdot \text{id}_V \otimes V_m(z), \\
K^{i_k}_m(z) &\mapsto c \cdot \text{id}_V \otimes \varphi^{(k)}(z)V_m(z),
\end{align*}
\]

where \(X \in \mathfrak{g}, m \in \mathbb{Z}\) and \(X^\pi_m(z) \overset{\text{def}}{=} \sum_{n \in \mathbb{Z}} \pi(X \otimes s^n)z^{-n-1}\).

Proof. By the OPE (4.11) and the property \(V_m(z)V_n(w) = V_{m+n}(w)\), we obtain

\[
\begin{align*}
(X(z) \otimes V_m(z))(Y(w) \otimes V_n(w)) \\
&\sim \left\{ \frac{1}{z-w}[X,Y](w) + \frac{c}{(z-w)^2}(X|Y) \right\} \\
&\quad \otimes \left\{ V_m(w) + \frac{\partial V_m(w)}{\partial w}(z-w) \right\} V_n(w) \\
&\sim \frac{1}{z-w}[X,Y](w) \otimes V_{m+n}(w) + \frac{c}{(z-w)^2}(X|Y) \otimes V_{m+n}(w) \\
&\quad + \sum_{k=1}^M \frac{m_k c}{z-w}(X|Y)\varphi^{(k)}(w)V_{m+n}(w).
\end{align*}
\]

(4.16)

Comparing the last line to (4.10), we have the desirable result. \(\square\)

Remark: In the preceding works \([BB, IT1, ISW1, ISW2]\), a much bigger Lie algebra that includes the derivations to \(\mathfrak{g}_{\text{tor}}\) is considered. Here we do not consider the derivations since those are not needed for our purpose, i.e., treating the \((2+1)\)-dimensional NLS hierarchy.

Hereafter we consider only the \(\mathfrak{sl}_2\) case to treat the \((2+1)\)-dimensional NLS hierarchy. The generators of \(\mathfrak{sl}_2\) is denoted by \(E, F\) and \(H\) as usual:

\[
[E, F] = H, \quad [H, E] = 2E, \quad [H, F] = -2F.
\]

(4.17)

We prepare the language of the 2-component free fermions \([JM]\). Note that the notation we use below is that of \([JM]\) and slightly different from that of \([IT1, JMD]\)...

\[
[A]_+ = \delta_{ij}\delta_{\alpha\beta}, \quad [A]_+ = [A]_+ = 0.
\]

(4.18)

In terms of the generating series defined as

\[
\psi^{(\alpha)}(\lambda) = \sum_{n \in \mathbb{Z}} \psi^{(\alpha)}_n \lambda^n, \quad \psi^{(\alpha)*}(\lambda) = \sum_{n \in \mathbb{Z}} \psi^{(\alpha)*}_n \lambda^{-n} \quad (\alpha = 1, 2),
\]

(4.19)
the relation (4.18) are rewritten as
\[
\begin{align*}
[\psi^{(\alpha)}(\lambda), \psi^{(\beta)*}(\mu)]_+ &= \delta_{\alpha\beta}\delta(\lambda/\mu), \\
[\psi^{(\alpha)}(\lambda), \psi^{(\beta)}(\mu)]_+ &= [\psi^{(\alpha)*}(\lambda), \psi^{(\beta)*}(\mu)]_+ = 0,
\end{align*}
\] (4.20)
where \(\delta(\lambda) \overset{\text{def}}{=} \sum_{n \in \mathbb{Z}} \lambda^n\) is the formal delta-function.

Consider a left \(\mathcal{A}\)-module with a cyclic vector \(|\text{vac}\rangle\) satisfying
\[
\psi_j^{(\alpha)}|\text{vac}\rangle = 0 \quad (j < 0), \quad \psi_j^{(\alpha)*}|\text{vac}\rangle = 0 \quad (j \geq 0).
\] (4.21)
This \(\mathcal{A}\)-module \(\mathcal{A}|\text{vac}\rangle\) is called the fermionic Fock space, which we denote by \(\mathcal{F}\). We also consider a right \(\mathcal{A}\)-module (the dual Fock space \(\mathcal{F}^*\)) with a cyclic vector \(\langle\text{vac}|\) satisfying
\[
\langle\text{vac}|\psi_j^{(\alpha)} = 0 \quad (j \geq 0), \quad \langle\text{vac}|\psi_j^{(\alpha)*} = 0 \quad (j < 0).
\] (4.22)
We further define the \textit{generalized vacuum vectors} as
\[
|s_1, s_2\rangle \overset{\text{def}}{=} \Psi_{s_2}^{(2)}\Psi_{s_1}^{(1)}|\text{vac}\rangle, \quad \langle s_1, s_2| \overset{\text{def}}{=} \langle\text{vac}|\Psi_{s_1}^{(1)*}\Psi_{s_2}^{(2)*},
\] (4.23)
\[
\Psi_s^{(\alpha)} \overset{\text{def}}{=} \begin{cases} 
\psi_s^{(\alpha)*}\cdots\psi_{-1}^{(\alpha)*} & (s < 0), \\
1 & (s = 0), \\
\psi_{-1}^{(\alpha)}\cdots\psi_0^{(\alpha)} & (s > 0),
\end{cases} \quad \Psi^{(\alpha)*} \overset{\text{def}}{=} \begin{cases} 
\psi_{s-1}^{(\alpha)*}\cdots\psi_0^{(\alpha)*} & (s < 0), \\
1 & (s = 0), \\
\psi_0^{(\alpha)*}\cdots\psi_{s-1}^{(\alpha)*} & (s > 0). 
\end{cases}
\] (4.24)

There exists a unique linear map (the \textit{vacuum expectation value}),
\[
\mathcal{F}^* \otimes_\mathcal{A} \mathcal{F} \longrightarrow \mathbb{C}
\] (4.25)
such that \(\langle\text{vac}| \otimes |\text{vac}\rangle \mapsto 1\). For \(a \in \mathcal{A}\) we denote by \(\langle\text{vac}|a|\text{vac}\rangle\) the vacuum expectation value of the vector \(\langle\text{vac}|a \otimes |\text{vac}\rangle\) (= \(\langle\text{vac}| \otimes a|\text{vac}\rangle\)) in \(\mathcal{F}^* \otimes_\mathcal{A} \mathcal{F}\). Using the expectation value, we prepare another important notion of the \textit{normal ordering}:
\[
: \psi_i^{(\alpha)}\psi_j^{(\beta)*} : \overset{\text{def}}{=} \psi_i^{(\alpha)}\psi_j^{(\beta)*} - \langle\text{vac}|\psi_i^{(\alpha)}\psi_j^{(\beta)*}|\text{vac}\rangle.
\]

\textbf{Lemma 1.} (\cite{DJKM, JM, JML}) The operators
\[
\begin{align*}
E(z) &= \psi^{(1)}(z)\psi^{(2)*}(z), \\
F(z) &= \psi^{(2)}(z)\psi^{(1)*}(z), \\
H(z) &= :\psi^{(1)}(z)\psi^{(1)*}(z): - :\psi^{(2)}(z)\psi^{(2)*}(z):,
\end{align*}
\] (4.26)
satisfy the OPE (1.3) with \(c = 1\), i.e., give a representation of \(\widehat{\mathfrak{sl}}_2\) on the fermionic Fock space \(\mathcal{F}\).

From Lemma \(\Box\) and Proposition \(\Box\) we have a representation of \(\mathfrak{g}^{\text{tor}}\) on \(\mathcal{F}^{\text{tor}} \overset{\text{def}}{=} \mathcal{F} \otimes F_y\). We will use this representation in what follows to derive bilinear identities. Note that the operators \(E(z), F(z)\) and \(H(z)\) are invariant under the following automorphism of fermions:
\[
\iota(\psi_j^{(\alpha)}) = \psi_{j+1}^{(\alpha)}, \quad \iota(\psi_j^{(\alpha)*}) = \psi_{j+1}^{(\alpha)*} \quad (j \in \mathbb{Z}, \ a = 1, 2).
\] (4.27)
4.2 Derivation of the bilinear identity from representation theory

We first introduce the following operator acting on $\mathcal{F}_y^{tor} \otimes \mathcal{F}_y^{tor}$:

$$
\Omega^{tor} \overset{\text{def}}{=} \sum_{m \in \mathbb{Z}^M} \sum_{\alpha=1,2} \int \frac{d\lambda}{2\pi i \lambda} \psi^{(\alpha)}(\lambda) V_{m}(y, \lambda) \otimes \psi^{(\alpha)*}(\lambda) V_{-m}(y', \lambda).
$$

(4.28)

Lemma 2. The operator $\Omega^{tor}$ enjoys the following properties:

(i) $[\Omega^{tor}, \mathfrak{s}_1^{tor} \otimes 1 + 1 \otimes \mathfrak{s}_1^{tor}] = 0,$

(4.29)

(ii) $\Omega^{tor}([s_2, s_1] \otimes 1)^{\otimes 2} = 0.$

(4.30)

Proof. Since the representation of $\mathfrak{s}_1^{tor}$ under consideration is constructed from Lemma 4, it is enough to show

$$
[\Omega^{tor}, \psi^{(\alpha)}(p)\psi^{(\beta)*}(p)V_{n}(y, p) \otimes 1 + 1 \otimes \psi^{(\alpha)}(p)\psi^{(\beta)*}(p)V_{n}(y, p)] = 0,
$$

(4.31)

for $\alpha, \beta = 1, 2$ and $n \in \mathbb{Z}^M$. From (4.20), we have

$$
\left[\psi^{(\alpha)}(p)\psi^{(\beta)*}(q), \psi^{(\gamma)}(\lambda)\right] = \delta_{\beta\gamma} \delta(q/\lambda)\psi^{(\alpha)}(p),
$$

$$
\left[\psi^{(\alpha)}(p)\psi^{(\beta)*}(q), \psi^{(\gamma)*}(\lambda)\right] = -\delta_{\alpha\gamma} \delta(p/\lambda)\psi^{(\beta)}(q).
$$

(4.32)

These equations and the relation $V_{m}(y, \lambda)V_{n}(y, \lambda) = V_{m+n}(y, \lambda)$ give the commutativity above.

If we translate Lemma 2 into bosonic language, then it comes out a hierarchy of Hirota bilinear equations. To do this, we present a summary of the boson-fermion correspondence in the 2-component case. Define the operators $H^{(n)}_n$ as $H^{(n)}_n \overset{\text{def}}{=} \sum_{j \in \mathbb{Z}} \psi_j^{(\alpha)}\psi_j^{(n+\alpha)}$, for $n = 1, 2, \ldots, \alpha = 1, 2$, which obey the canonical commutation relation $[H^{(n)}_m, H^{(\beta)}_n] = m\delta_{m+n,0}\delta_{\alpha\beta} \cdot 1$. The operators $H^{(n)}_n$ generate the Heisenberg subalgebra (free bosons) of $\mathcal{A}$, which is isomorphic to the algebra with the basis $\{nx_1^{(\alpha)}, \partial/\partial x_1^{(\alpha)} (\alpha = 1, 2, n = 1, 2, \ldots)\}$.

Lemma 3. ([DJKM, [M, [MD]]) For any $\nu \in \mathcal{F}$ and $s_1, s_2 \in \mathbb{Z}$, we have the following formulas,

$$
\langle s_1, s_2 | e^{H(x_1^{(1)} x_2^{(2)})} \psi^{(1)}(\lambda) | \nu \rangle = (-)^{s_2} \lambda^{s_1-1} e^{\xi(x_1^{(1)}, \lambda)} \langle s_1 - 1, s_2 | e^{H(x_1^{(1)} - \lambda^{-1}) x_2^{(2)}} | \nu \rangle,
$$

(4.33)

$$
\langle s_1, s_2 | e^{H(x_1^{(1)} x_2^{(2)})} \psi^{(1)*}(\lambda) | \nu \rangle = (-)^{s_2} \lambda^{-s_1} e^{-\xi(x_1^{(1)}, \lambda)} \langle s_1 + 1, s_2 | e^{H(x_1^{(1)} + \lambda^{-1}) x_2^{(2)}} | \nu \rangle,
$$

(4.34)

$$
\langle s_1, s_2 | e^{H(x_1^{(1)} x_2^{(2)})} \psi^{(2)}(\lambda) | \nu \rangle = \lambda^{s_1-1} e^{\xi(x_2^{(2)}, \lambda)} \langle s_1, s_2 - 1 | e^{H(x_1^{(1)} - \lambda^{-1}) x_2^{(2)}} | \nu \rangle,
$$

(4.35)

$$
\langle s_1, s_2 | e^{H(x_1^{(1)} x_2^{(2)})} \psi^{(2)*}(\lambda) | \nu \rangle = \lambda^{-s_2} e^{-\xi(x_2^{(2)}, \lambda)} \langle s_1, s_2 + 1 | e^{H(x_1^{(1)} + \lambda^{-1}) x_2^{(2)}} | \nu \rangle,
$$

(4.36)
where the “Hamiltonian” \( H(x^{(1)}, x^{(2)}) \) is defined as

\[
H(x^{(1)}, x^{(2)}) \equiv \sum_{\alpha=1,2} \sum_{n=1}^{\infty} x_n^{(\alpha)} H_n^{(\alpha)}.
\]

\[(4.37)\]

We prepare one more lemma due to Billig [3].

**Lemma 4.** ([3], Proposition 3. See also [SW2]) Let \( P(n) = \sum_{j \geq 0} n^j P_j \), where \( P_j \) are differential operators that may not depend on \( z \). If \( \sum_{n \in \mathbb{Z}} z^n P(n) f(z) = 0 \) for some function \( f(z) \), then \( P(\epsilon - z \partial_z) f(z)|_{z=1} = 0 \) as a polynomial in \( \epsilon \).

Now we are in position to state the bilinear identity for the \((2 + 1)\)-dimensional NLS hierarchy. Let \( SL_2^{\text{tor}} \) denote a group of invertible linear transformations on \( F_y^{\text{tor}} \) generated by the exponential action of the elements in \( \mathfrak{sl}_2 \otimes R \) acting locally nilpotently. Define the \( \tau \)-function associated with \( g \in SL_2^{\text{tor}} \) as

\[
\tau^{s_1, s_2, s_1'}(x^{(1)}, x^{(2)}, y) \equiv \text{tor} \langle s_1', s_2' | e^{H(x^{(1)}, x^{(2)})} g(y) | s_2, s_1 \rangle_{\text{tor}},
\]

\[(4.38)\]

where \( | s_2, s_1 \rangle_{\text{tor}} \equiv | s_2, s_1 \rangle \otimes 1 \) and \( \text{tor} \langle s_1', s_2' | \equiv \langle s_1', s_2' | \otimes 1 \). Hereafter we shall omit the superscripts “tor” if it does not cause confusion. Since \( g \in SL_2^{\text{tor}} \), the \( \tau \)-function \((4.38)\) have the following properties [JM]:

\[
\tau^{s_1 + \ell, s_2 - \ell + 1, s_1 + 1}_{s_2 + 1, s_1 + 1} = (-1)^\ell \tau^{s_1 + \ell, s_2 - \ell}_{s_2, s_1},
\]

\[(4.39)\]

\[
\left( \frac{\partial}{\partial x_j^{(1)}} + \frac{\partial}{\partial x_j^{(2)}} \right) \tau^{s_1, s_2}_{s_2, s_1} = 0,
\]

\[(4.40)\]

i.e., the \( \tau \)-function depends only on \( \{ x_j = x_j^{(1)} - x_j^{(2)} \} \) and \( \{ y_j \} \).

**Proposition 5.** For non-negative integers \( k, l_1 \) and \( l_2 \), the \( \tau \)-functions satisfy

\[
(-1)^{s_2' + s_2} \int \frac{d\lambda}{2\pi i} \lambda^{s_1' - s_1 + k - 2} e^{(x - x')/2\lambda} \\
\times \tau_{s_2 + l_2, s_1 + l_1}^{s_1' - 1, s_2'} (x - [\lambda^{-1}], y - \bar{b}_\lambda) \tau_{s_2, s_1}^{s_1 + 1, s_2'} (x' + [\lambda^{-1}], y + \bar{b}_\lambda)
\]

\[
+ \int \frac{d\lambda}{2\pi i} \lambda^{s_1' - s_1 + k - 2} e^{(x' - x)/2\lambda} \\
\times \tau_{s_2 + l_2, s_1 + l_1}^{s_1', s_2'} (x + [\lambda^{-1}], y - \bar{b}_\lambda) \tau_{s_2, s_1}^{s_1', s_2 - 1} (x' - [\lambda^{-1}], y + \bar{b}_\lambda) = 0.
\]

\[(4.41)\]

**Proof.** This is the direct consequence of Lemmas [3] [3] [3].

\[\square\]

Setting

\[
F = \tau_{0,0}^{0,0}, \quad G = \tau_{0,0}^{1,-1}, \quad \tilde{G} = -\tau_{0,0}^{-1,1},
\]

\[(4.42)\]

one can show that \((4.41)\) contains the bilinear equations \((2.44)-(2.46)\) with the condition \( \bar{b} + \bar{c} = 0 \).
We now turn to the 2-dimensional derivative NLS (DNLS) equation \[SU\],
\[
iu_t + u_{XY} + 2i\left( u \int X (|u|^2)_Y dX \right)_X = 0. \tag{4.43}
\]
This equation can also be treated in terms of the bilinear formulation \[SOM\]. Following Sasa et al., we set
\[
u = \frac{fg}{f^2}, \quad \overline{\nu} = -\frac{\tilde{f}\tilde{g}}{f^2}, \tag{4.44}
\]
where we have assumed
\[
f = \tilde{f}, \quad g = -\tilde{g}. \tag{4.45}
\]
The validity of this assumption will be discussed in the next section. These \(\nu\) and \(\overline{\nu}\) solve (4.43) if the variables \(f\) and \(g\) obey the Hirota equations,
\[
(iD_X D_Y - D_T) f \cdot g = 0, \tag{4.46}
\]
\[
(iD_X D_Y + D_T) \tilde{g} \cdot \tilde{f} = 0, \tag{4.47}
\]
\[
(iD_X D_Y + 2D_T) f \cdot \tilde{f} = D_Y \tilde{g} \cdot g, \tag{4.48}
\]
\[
iD_X f \cdot \tilde{f} = g \tilde{g}. \tag{4.49}
\]
We note that our bilinearization is slightly different from that of Sasa et al. The first two equations can be obtained from (4.41) by making the change of the variables,
\[
X = ix_1, \quad Y = y_0, \quad T = y_1, \quad f = \tau_{0,1}^0, \quad g = \tau_{0,1}^0, \quad \tilde{f} = \tau_{0,0}^0, \quad \tilde{g} = \tau_{0,0}^{1,-1}. \tag{4.50}
\]

The bilinear identity including the rest two can be obtained in the same way as Proposition 5.

**Proposition 6.** For non-negative integers \(k\), the \(\tau\)-functions satisfy
\[
(-1)^{s_1' + s_2'} \int \frac{d\lambda}{2\pi i} \lambda^{s_1' - s_2' + k - 2} e^{\xi((x-x')/2,\lambda)}
\]
\[
\times \tau_{s_2,s_1}^{s_1'-1,s_2'}(x-[\lambda^{-1}],y-[\lambda^{-1}]) \tau_{s_2,s_1+1}^{s_1'+1,s_2'}(x'+[\lambda^{-1}],y+[\lambda^{-1}])
\]
\[
+ \int \frac{d\lambda}{2\pi i} \lambda^{s_1' - s_2' + k - 2} e^{\xi((x-x')/2,\lambda)}
\]
\[
\times \tau_{s_2,s_1}^{s_1'+s_2'-1}(x+[\lambda^{-1}],y-[\lambda^{-1}]) \tau_{s_2,s_1+1}^{s_1'+s_2'+1}(x'-[\lambda^{-1}],y+[\lambda^{-1}])
\]
\[
= \tau_{s_2,s_1+1}^{s_1',s_2'}(x,y_0,\bar{y}-\bar{b}) \tau_{s_2,s_1}^{s_1'',s_2''}(x',y_0,\bar{y}+\bar{b}). \tag{4.51}
\]

**Proof.** Using
\[
\Omega_{\text{tor}} (|s_2,s_1\rangle_{\text{tor}} \otimes |s_2,s_1 + 1\rangle_{\text{tor}}) = (|s_2,s_1 + 1\rangle \otimes e^{m_y}) \otimes (|s_2,s_1\rangle \otimes e^{-m_y}) \tag{4.52}
\]
instead of (4.30), we can derive the desirous result. \(\square\)
Expanding (4.51), we can obtain Hirota-type differential equations including the following ones:

\[
\begin{align*}
(D_x D_{y_0} - 2 D_{y_1}) \tau_{0,0}^{1,0} \cdot \tau_{0,0}^{0,0} &= D_{y_0} \tau_{0,0}^{1,0} \cdot \tau_{0,0}^{0,1}, \\
D_x \tau_{0,0}^{1,0} \cdot \tau_{0,0}^{0,0} + \tau_{0,0}^{0,1} \tau_{0,0}^{1,0} &= 0.
\end{align*}
\]

These equations agree with (4.48) and (4.49).

### 4.3 Reality conditions and soliton-type solutions

In this section, we consider an algebraic meaning of the reality condition (3.21). To this aim, we introduce an automorphism \( \rho \) of the fermion algebra as

\[
\rho(\psi_n^{(\alpha)}) = \psi_{-n-1}^{(\alpha)*}, \quad \rho(\psi_n^{(\alpha)*}) = \psi_{-n-1}^{(\alpha)}, \quad (n \in \mathbb{Z}, \alpha = 1, 2),
\]

which have the following properties:

- \( \rho^2 = \text{id} \),
- \( \rho(H_n^{(\alpha)}) = -H_n^{(\alpha)} \) \( (\alpha = 1, 2) \),
- \( \langle \text{vac} | \rho(g) | \text{vac} \rangle = \langle \text{vac} | g | \text{vac} \rangle \), \( \forall g \in \text{SL}_2^{\text{tor}} \).

We note that the similar automorphism have been discussed by Jaulent, Manna and Martinez-Alonso [JMM]. Assuming the conditions

\[
x_n^{(i)} \in \mathbb{IR} \quad (n \in \mathbb{N}, i = 1, 2), \quad \rho(g) = \overline{g},
\]

we find that

\[
\begin{align*}
\langle 0, 0 | e^{H_n^{(1)}} \psi_n^{(1)} \rangle &= \langle 0, 0 | e^{H_n^{(2)}} \psi_n^{(2)} \rangle, \\
\langle 1, -1 | e^{H_n^{(1)}} \psi_n^{(1)} \rangle &= \langle 1, -1 | e^{H_n^{(2)}} \psi_n^{(2)} \rangle.
\end{align*}
\]

Under these conditions, the \( \tau \)-functions \( F, G, \tilde{G} \) of (4.42) satisfy the reality condition,

\[
\mathcal{F} = F, \quad \mathcal{G} = -G.
\]

Next we introduce another automorphism \( \sigma \) to treat the \( (2 + 1) \)-dimensional DNLS equation (4.43):

\[
\begin{align*}
\sigma(\psi_n^{(1)}) &= \psi_n^{(2)}, \quad \sigma(\psi_n^{(1)*}) = \psi_n^{(2)*}, \\
\sigma(\psi_n^{(2)}) &= \psi_{n+1}^{(1)}, \quad \sigma(\psi_n^{(2)*}) = \psi_{n+1}^{(1)*},
\end{align*}
\]

which have the following properties:

- If \( \iota(g) = g \), then \( \sigma^2(g) = g \),
- \( \sigma(H_n^{(1)}) = H_n^{(2)}, \quad \sigma(H_n^{(2)}) = H_n^{(1)} \),
- \( \langle 1, 0 | \sigma(g) | 0, 1 \rangle = \langle \text{vac} | g | \text{vac} \rangle \), \( \forall g \in \text{SL}_2^{\text{tor}} \).
Imposing the conditions
\[ x_n^{(1)} = x_n^{(2)} \quad (n \in \mathbb{N}), \quad \sigma(g) = \overline{g}, \tag{4.61} \]
we find that
\[ \langle 0, 0 | e^{H(x^{(1)} - x^{(2)})} g | 0, 0 \rangle = \langle 1, 0 | e^{H(x^{(1)} - x^{(2)})} g | 0, 1 \rangle, \tag{4.62} \]
\[ \langle 1, -1 | e^{H(x^{(1)} - x^{(2)})} g | 0, 0 \rangle = -\langle 0, 1 | e^{H(x^{(1)} - x^{(2)})} g | 0, 1 \rangle. \tag{4.63} \]
In this case, the \( \tau \)-functions \( f, g, \tilde{f}, \tilde{g} \) of (4.50) satisfy the reality condition (4.45).

As an example of special solutions, we consider soliton-type solutions given by
\[ \tau_{s_2,s_1}^{s_1',s_2'}(x^{(1)},x^{(2)}) = \langle s_1', s_2' | e^{H(x^{(1)} - x^{(2)})} g_N(y) | s_2, s_1 \rangle, \tag{4.64} \]
\[ g_N(y) \overset{\text{def}}{=} \prod \exp \left[ a_j \psi^{(1)}(p_j) \psi^{(2)*}(p_j) V_{m_j}(y;p_j) + b_j \psi^{(2)}(q_j) \psi^{(1)*}(q_j) V_{n_j}(y;q_j) \right]. \tag{4.65} \]
In the NLS case \( \rho(g_N) = \overline{g_N} \), the parameters should obey the conditions,
\[ q_j = \overline{p_j}, \quad b_j = -\overline{a_j} \quad (j = 1, \ldots, N). \tag{4.66} \]
In the DNLS case \( \sigma(g_N) = \overline{g_N} \), we have
\[ q_j = \overline{p_j}, \quad b_j = \overline{a_j p_j} \quad (j = 1, \ldots, N). \tag{4.67} \]

We conclude that the NLS case and the DNLS case have different complex structure that correspond to different real forms of the toroidal Lie algebra \( \mathfrak{s}l_2^{\text{tor}} \).

### 4.4 Bilinear identity for the SDYM hierarchy

The SDYM equation can also be treated also by the Hirota’s bilinear method [SOM]. Toward this aim, we shall take so-called “Yang’s \( R \)-gauge” defined as follows: Due to (2.25), there exist matrix-valued functions \( G \) and \( \overline{G} \) such that
\[
\begin{align*}
\partial_y G &= GA_y, \\
\partial_z G &= GA_z,
\end{align*}
\]
\[
\begin{align*}
\partial_y \overline{G} &= \overline{G} \overline{A_y}, \\
\partial_z \overline{G} &= \overline{G} \overline{A_z}.
\end{align*}
\tag{4.68}
\]
If we define the matrix \( J \) as \( J \overset{\text{def}}{=} GG^{-1} \), the self-duality equation (2.25) takes the form
\[ \partial_y \left( J^{-1} \partial_y J \right) + \partial_z \left( J^{-1} \partial_z J \right) = 0. \tag{4.69} \]

We then consider the gauge field \( J \) of the form,
\[ J = \frac{1}{f} \begin{pmatrix} 1 & -g \\ e & f^2 - eg \end{pmatrix}, \quad e = \frac{\tau_1}{\tau_5}, \quad f = \frac{\tau_2}{\tau_5}, \quad g = \frac{\tau_3}{\tau_5}. \tag{4.70} \]
The gauge field $J$ of (4.70) solves (4.69) if the $\tau$-functions satisfy the following seven Hirota-type equations [SOM],

\begin{align*}
\tau_5^2 + \tau_2 \tau_8 - \tau_4 \tau_6 &= 0, \\
D_y \tau_1 \cdot \tau_5 &= D_z \tau_4 \cdot \tau_2, \\
D_y \tau_2 \cdot \tau_6 &= D_z \tau_5 \cdot \tau_3, \\
D_y \tau_4 \cdot \tau_8 &= D_z \tau_5 \cdot \tau_7, \\
D_z \tau_1 \cdot \tau_5 &= D_y \tau_2 \cdot \tau_4, \\
D_z \tau_2 \cdot \tau_6 &= D_y \tau_3 \cdot \tau_5, \\
D_z \tau_4 \cdot \tau_8 &= D_y \tau_7 \cdot \tau_5,
\end{align*}

(4.71)–(4.77)

where we have introduced auxiliary dependent variables $\tau_4, \tau_6, \tau_7, \tau_8$.

The bilinear identity associated with these equations is given as follows:

**Proposition 7.** For non-negative integers $k$, the $\tau$-functions satisfy

\[ (-1)^{s_2+2s_1} \int \frac{d\lambda}{2\pi i} \lambda^{s'_1-s'_2+k-2s_1} e^{(i(x-x'))/2\lambda} \]

\[ \times \tau_{s_2,s_1}^{s'_1-s'_2} (x - [\lambda^{-1}], y - b\lambda) \tau_{s_2+1,s_1+1}^{s'_1+1,s'_2+1} (x' + [\lambda^{-1}], y + b\lambda) \\
+ \int \frac{d\lambda}{2\pi i} \lambda^{s'_1-s'_2+k-2s_1} e^{(i(x-x'))/2\lambda} \]

\[ \times \tau_{s_2,s_1}^{s'_1,s'_2-1} (x + [\lambda^{-1}], y - b\lambda) \tau_{s_2+1,s_1+1}^{s'_1+1,s'_2} (x' - [\lambda^{-1}], y + b\lambda) \\
= \tau_{s_2+1,s_1}^{s'_1,s'_2} (x, y_0, \tilde{y} - \tilde{b}) \tau_{s_2,s_1+1}^{s'_1+1,s'_2+1} (x', y_0, \tilde{y} + \tilde{b}) \\
- \tau_{s_2+1,s_1+1}^{s'_1,s'_2+1} (x, y_0, \tilde{y} - \tilde{b}) \tau_{s_2,s_1+1}^{s'_1+1,s'_2} (x', y_0, \tilde{y} + \tilde{b}). \tag{4.78} \]

**Proof.** This can be proved in the same fashion as Proposition 3. Use

\[ \Omega_{\text{tor}}^{\text{tor}} (|s_1, s_2\rangle \otimes |s_1 + 1, s_2 + 1\rangle^{\text{tor}}) \]

\[ = (|s_1 + 1, s_2\rangle \otimes e^{i y_0}) \otimes (|s_1, s_2 + 1\rangle \otimes e^{-i y_0}) \]

\[ - (|s_1, s_2 + 1\rangle \otimes e^{i y_0}) \otimes (|s_1 + 1, s_2\rangle \otimes e^{-i y_0}) \tag{4.79} \]

instead of (4.30).

Expanding (4.78) and applying (4.39), we can obtain the following Hirota-type equations,

\[ \tau_{s_2,s_1}^{s_1,s_2} \tau_{s_2+1,s_1+1}^{s_1+1,s_2+1} - \tau_{s_2+1,s_1+1}^{s_1+1,s_2+1} \tau_{s_2,s_1}^{s_1,s_2} = 0, \tag{4.80} \]

\[ D_{y_0} \tau_{s_2,s_1}^{s_1,s_2} \cdot \tau_{s_2+1,s_1+1}^{s_1+1,s_2+1} = D_{y_1} \tau_{s_2,s_1}^{s_1+1,s_2} \cdot \tau_{s_2+1,s_1+1}^{s_1+1,s_2+1}, \tag{4.81} \]

\[ D_{y_0} \tau_{s_2,s_1}^{s_1+1,s_2} \cdot \tau_{s_2+1,s_1+1}^{s_1+1,s_2+1} = D_{y_1} \tau_{s_2,s_1+1}^{s_1+1,s_2+1}, \tag{4.82} \]

which agree with (4.71)–(4.74) if we set

\[ \tilde{y} = y_0, \quad z = y_1, \]

\[ \tau_1 = \tau_{1,-1}^{0,0}, \quad \tau_2 = i \tau_{1,0}^{0,1}, \quad \tau_3 = \tau_{0,1}^{-1,1}, \quad \tau_4 = i \tau_{1,0}^{1,0}, \]

\[ \tau_5 = i \tau_{0,1}^{0,0}, \quad \tau_6 = i \tau_{0,1}^{0,1}, \quad \tau_7 = \tau_{0,0}^{-1,1}, \quad \tau_8 = i \tau_{0,1}^{1,0}. \tag{4.83} \]
If we introduce another set of variables \( \{ z_j (j = 0, 1, \ldots ) \} \) that play the same role as \( \{ y_j \} \) and set \( \bar{z} = z_0, \ y = -z_1 \), the corresponding \( \tau \)-functions solve (4.71)–(4.77) simultaneously. We remark that the introduction of the variables \( \{ z_j \} \) corresponds to the symmetry of the 3-toroidal Lie algebra as mentioned in Section 4.1.

To consider the reality condition for the \( SU(2) \)-gauge fields, we introduce an anti-automorphism \( \kappa \) as

\[
\kappa(\psi^{(a)}_n) = \psi^{(a)*}_n, \quad \kappa(\psi^{(a)*}_n) = \psi^{(a)}_n \quad (n \in \mathbb{Z}, \alpha = 1, 2),
\]

which have the following properties:

- \( \kappa^2 = id \),
- \( \langle \text{vac} | \kappa(g) | \text{vac} \rangle = \langle \text{vac} | g | \text{vac} \rangle, \ \forall g \in \text{SL}_2^{\text{tor}}. \)

Using \( \kappa \), we impose the following condition on \( g = g(y, z) \):

\[
\kappa(g(y, z)) = \overline{g(y, z)}.
\]

Then we find that the \( \tau \)-function (4.38) with \( \overline{s}^{(1)} = \overline{s}^{(2)} = 0 \) obeys

\[
\langle s'_1, s'_2 | g(y, z) | s_2, s_1 \rangle = \langle s_1, s_2 | g(y, z) | s'_2, s'_1 \rangle,
\]

and that \( e, f \) and \( g \) of (4.70) satisfies

\[
\overline{f} = -f, \quad \overline{e} = g.
\]

If we define \( \tilde{J} \) as

\[
\tilde{J} = \begin{pmatrix} \omega & 0 \\ 0 & \omega^{-1} \end{pmatrix} J \begin{pmatrix} \omega & 0 \\ 0 & \omega^{-1} \end{pmatrix}, \quad \omega = \frac{1 + i}{\sqrt{2}},
\]

then \( \tilde{J} \) satisfies (4.69) and the reality condition \( \overline{J} = ^t \tilde{J} \) (See, for example, [Pr]).

5 Concluding remarks

We have described the hierarchy structure associated with the \( (2 + 1) \)-dimensional NLS equation (1.2) based on the theory of the KP hierarchy, and discussed several methods to construct special solutions. Using the language of the free fermions, we have obtained the bilinear identities from the representation of the toroidal Lie algebras.

The solutions constructed explicitly in this paper are limited in the class of soliton-type. In case of the hierarchy of the \( (2 + 1) \)-dimensional KdV equation (1.1), an algebro-geometric construction of the Baker-Akhiezer function is indeed possible [IT2]. It may be also possible to discuss algebro-geometric (“finite-band”) solutions for the \( (2 + 1) \)-dimensional NLS hierarchy by extending our construction of the soliton-type solutions.

Furthermore, by extending our theory, it may be possible to consider \( (2+1) \)-dimensional generalizations of other soliton equations, such as the sine-Gordon equation, the Toda lattice, and so on. We will discuss the subjects elsewhere.
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