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Abstract
We use the Riemann–Hilbert approach, together with string and Toda equations, to study the topological expansion in the quartic random matrix model. The coefficients of the topological expansion are generating functions for the numbers \(\mathcal{N}_j(g)\) of 4-valent connected graphs with \(j\) vertices on a compact Riemann surface of genus \(g\). We explicitly evaluate these numbers for Riemann surfaces of genus 0, 1, 2, and 3. Also, for a Riemann surface of an arbitrary genus \(g\), we calculate the leading term in the asymptotics of \(\mathcal{N}_j(g)\) as the number of vertices tends to infinity. Using the theory of quadratic differentials, we characterize the critical contours in the complex parameter plane where phase transitions in the quartic model take place, thereby proving a result of David. These phase transitions are of the following four types: (a) one-cut to two-cut through the splitting of the cut at the origin, (b) two-cut to three-cut through the birth of a new cut at the origin, (c) one-cut to three-cut through the splitting of the cut at two symmetric points, and (d) one-cut to three-cut through the birth of two symmetric cuts.
INTRODUCTION AND MAIN RESULTS

Our starting point is the unitary ensemble of \( n \times n \) Hermitian random matrices,

\[
d\mu_{nN}(M; u) = \frac{1}{\hat{Z}_{nN}(u)} e^{-N \text{Tr} \mathcal{V}(M; u)} \, dM,
\]

with the quartic potential

\[
\mathcal{V}(z; u) = z^2 + u z^4 / 4.
\]

where \( u > 0 \) and \( N > 0 \) are parameters of the model, and

\[
\hat{Z}_{nN}(u) = \int_{H_n} e^{-N \text{Tr} \mathcal{V}(M; u)} \, dM.
\]

is the partition function.

As well known (see, e.g. [16]), the ensemble of eigenvalues of \( M \),

\[ Me_k = z_k e_k, \quad k = 1, \ldots, n, \]

is given by the probability distribution

\[
d\mu_{nN}(z; u) = \frac{1}{\hat{Z}_{nN}(u)} \prod_{1 \leq j < k \leq n} (z_j - z_k)^2 \prod_{j=1}^n \exp \left[ -N \left( \frac{z_j^2}{2} + \frac{u z_j^4}{4} \right) \right] \, dz_1 \cdots dz_n,
\]

\[ z = \{z_1, \ldots, z_n\}, \]
where
\[ Z_{nN}(u) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{1 \leq j < k \leq n} (z_j - z_k)^2 \prod_{j=1}^{n} \exp \left[ -N \left( \frac{z_j^2}{2} + \frac{u z_j^4}{4} \right) \right] dz_1 \cdots dz_n, \]
(1.5)
is the eigenvalue partition function. The partition functions \( \tilde{Z}_{nN}(u) \) and \( Z_{nN}(u) \) are related by the formula,
\[ \frac{Z_{nN}(u)}{\tilde{Z}_{nN}(u)} = \frac{1}{\pi^{n(n-1)/2}} \prod_{k=1}^{n} k! \]
(1.6)
(see, e.g. [16]).

We define the free energy of the unitary ensemble of \( n \times n \) Hermitian random matrices as
\[ \mathcal{F}_{nN}(u) = \frac{1}{n^2} \ln \frac{\tilde{Z}_{nN}(u)}{\tilde{Z}_{nN}(0)}. \]
(1.7)

Observe that by (1.6),
\[ \mathcal{F}_{nN}(u) = \frac{1}{n^2} \ln \frac{Z_{nN}(u)}{Z_{nN}(0)}. \]
(1.8)
The quantity
\[ Z_{nN}(0) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{1 \leq j < k \leq n} (z_j - z_k)^2 \prod_{j=1}^{n} \exp \left( -\frac{N z_j^2}{2} \right) dz_1 \cdots dz_n \]
(1.9)
is the partition function of the Gaussian unitary ensemble (GUE), and it is equal to
\[ Z_{nN}(0) = Z_{nN}^{\text{GUE}} = \left( \frac{n^2}{N} \right) \frac{(2\pi)^{n/2}}{(2n)^{n/2}} \prod_{k=1}^{n} k!. \]
(1.10)

We will be especially interested in the free energy in the case when \( n = N \). The free energy \( \mathcal{F}_{NN}(u) \) admits the asymptotic expansion,
\[ \mathcal{F}_{NN}(u) \sim \sum_{g=0}^{\infty} \frac{f_{2g}(u)}{N^{2g}}, \]
(1.11)
in the sense that for any integer \( M > 0 \), as \( N \to \infty \),
\[ \mathcal{F}_{NN}(u) = \sum_{g=0}^{M} \frac{f_{2g}(u)}{N^{2g}} + O(N^{-2(M+1)}). \]
(1.12)
In addition, the coefficients \( f_{2g}(u) \) are analytic functions of \( u \) in a neighborhood of the origin independent of \( g \). This was proven by Bleher and Its in [15], for any \( u > 0 \), and for general real
one-cut potentials \( V \) in [29]. More recently, probabilistic arguments have been used to study partition functions for generalized \( \beta \) ensembles (again with real one-cut potentials) in [17]. Moreover, the asymptotics of the partition function for the real Gaussian-type, Laguerre-type, and Jacobi-type one-cut potentials \( V \) were found using Riemann-Hilbert analysis in [20], and [21].

Asymptotic expansion (1.11) is called the topological expansion, and its study was initiated in the classical work of Bessis et al. [9]. As shown in [9], the functions \( f_{2g}(u) \) are generating functions for the number of topologically different 4-valent graphs with \( j \) vertices, \( N_g(j) \), on a closed Riemann surface of genus \( g \). We will discuss this remarkable fact later.

To evaluate the asymptotics of the Taylor coefficients of the functions \( f_{2g}(u) \), we will study an analytic continuation of the partition function \( \mathcal{P}_N(u) \) to the complex plane in \( u \) and singularities of the analytic continuation. Observe that integral (1.5) defining the eigenvalue partition \( \mathcal{P}_N(u) \) converges for \( \Re u > 0 \), and we will prove that topological expansion (1.11) is valid for any \( u \) with \( \Re u > 0 \). Also, we will prove that all the functions \( f_{2g}(u) \) are analytic in the half-plane \( \Re u > 0 \).

To extend the partition function \( \mathcal{P}_{nN}(u) \) to \( \Re u \leq 0 \), we will use a regularization of \( \mathcal{P}_{nN}(u) \). Assume first that \( u > 0 \), and let us make the change of variables

\[
z_j = \sigma^{1/2} \zeta_j \quad \text{and} \quad u = \sigma^{-2}, \quad \sigma > 0,
\]

in the integral in (1.5):

\[
\mathcal{P}_{nN}(u) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{1 \leq j < k \leq n} (z_j - z_k)^2 \prod_{j=1}^{n} \exp \left[ -N \left( \frac{z_j^2}{2} + \frac{u z_j^4}{4} \right) \right] \, dz_1 \cdots dz_n
\]

\[
= \sigma^{n^2/2} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{1 \leq j < k \leq n} (\zeta_j - \zeta_k)^2 \prod_{j=1}^{n} \exp \left[ -N \left( \frac{\sigma \zeta_j^2}{2} + \frac{\zeta_j^4}{4} \right) \right] \, d\zeta_1 \cdots d\zeta_n.
\]

Define now the quartic polynomial

\[
V(\zeta; \sigma) := \mathcal{V}(\sigma^{1/2} \zeta; \sigma^{-2}) = \frac{\sigma \zeta^2}{2} + \frac{\zeta^4}{4},
\]

The corresponding partition function of eigenvalues is given by

\[
\mathcal{Z}_{nN}(\sigma) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \prod_{1 \leq j < k \leq n} (\zeta_j - \zeta_k)^2 \prod_{j=1}^{n} \exp \left[ -N \left( \frac{\sigma \zeta_j^2}{2} + \frac{\zeta_j^4}{4} \right) \right] \, d\zeta_1 \cdots d\zeta_n,
\]

which converges for all \( \sigma \in \mathbb{C} \) and defines \( \mathcal{Z}_{nN}(\sigma) \) as an entire function on the complex plane. Note that

\[
\mathcal{Z}_{nN}(u) = \sigma^{n^2/2} \mathcal{Z}_{nN}(\sigma), \quad \sigma = u^{-1/2}.
\]

This formula gives an analytic continuation of the partition function \( \mathcal{Z}_{nN}(u) \) to the two-sheet covering of the complex plane.
Similar to (1.8) we define the free energy for the quartic polynomial (1.15) as

$$F_{nN}(\sigma) = \frac{1}{n^2} \ln \frac{Z_{nN}(\sigma)}{Z_{GUE}^{nN}},$$

(1.18)

where the value of $Z_{GUE}^{nN}$ is given in formula (1.10). From formulae (1.17) and (1.8) we obtain the relation between the free energies $\mathcal{F}_{nN}(u)$ and $F_{nN}(\sigma)$:

$$\mathcal{F}_{nN}(u) = \frac{\ln \sigma}{2} + F_{nN}(\sigma), \quad \sigma = u^{-1/2}.$$

(1.19)

In this work our goal will be

(1) to find and calculate critical curves of the matrix model with the quartic polynomial $V(z; \sigma)$ on the complex plane $\sigma \in \mathbb{C}$, and

(2) to prove the topological expansion of the free energy $F_{NN}(\sigma)$ in the one-cut region on the complex plane $\sigma$ and calculate the coefficients of the topological expansion.

Below we formulate our main results.

### 1.1 Phase diagram

The phase diagram of the complex quartic matrix model first appeared in the work [24] of David (see Figure 1 below and fig. 5 of [24]). Later in the work [6], Bertola and Tovbis found the phase diagram in the two-sheeted $u$-plane based on numerical computations, which under the change of parameters (1.13) is equivalent to Figure 1 (see fig. 6 in [6]). They also considered several other cases for the contour of integration in (1.5) other than the real axis, and among other things, in each case found the phase diagram (see fig. 4 through 9 in [6]) by computer-assisted methods. In [6] the authors did not provide a rigorous description of the phase diagram characterizing the boundaries of regions with different numbers of cuts. However, in [7], they developed such an analysis for a different configuration of contours of orthogonality, obtained explicit equations which provide an implicit characterization of the boundaries, and a proof that the regular case is open with respect to the parameters.

In the present work, one objective is to provide an explicit characterization of all the boundary curves shown in Figure 1, in terms of critical trajectories of new auxiliary quadratic differentials in the parameter space, originally discovered in [12] for the case of a cubic potential. Along the way we do provide an independent proof that the regular one-cut, two-cut, and three-cut regimes are open, which is more straightforward than the approach of [7] because it is tailored to the quartic situation.

The phase diagram of the matrix model with the quartic polynomial $V(z; \sigma)$ on the complex plane $\sigma \in \mathbb{C}$ is described in terms of the underlying equilibrium measure

$$d\nu_{eq}(z; \sigma) = \frac{1}{\pi i} [Q(z; \sigma)^{1/2}] dz.$$

(1.20)

Here $Q(z; \sigma)$ is a polynomial in $z$ of degree 6 and the intervals of the support of the equilibrium measure (the cuts) are critical trajectories of the quadratic differential $Q(z; \sigma) dz^2$. See the work of
The phase diagram of the complex quartic random matrix model in the $\sigma$-plane. This phase diagram first appeared in the work [24] of David. The Painlevé II double scaling limit corresponding to the multi-critical point $\sigma = -2$ was studied in [14], while the Painlevé I double scaling limit associated to the multi-critical points $\sigma = \pm i\sqrt{12}$ was investigated in [26]. The borders labeled by $\gamma_1$ through $\gamma_4$ separating the one-cut region from the three-cut region are the same lines shown in Figure 13 by labels I, XII, VII, and IX; and the borders labeled by $\gamma_5$ and $\gamma_6$ separating the two-cut region from the three-cut region are the same lines shown in Figure 15 by labels 1 and 2.

Kuijlaars and Silva [41] and §3 below. For the quartic polynomial (1.15) the equilibrium measure can have 1, 2, or 3 cuts. See the works of Bertola and Tovbis [6, 7] and §3 below. Figure 1 depicts the phase regions on the complex plane $\sigma$ corresponding to different numbers of cuts. There are three critical points on the phase diagram,

$$\sigma_1 = -2 \quad \text{and} \quad \sigma_{2,3} = \pm \sqrt{12} i,$$  

(1.21)
and six critical curves, separating different phase regions. We will denote by $C[a, b]$ a critical curve connecting the points $a$ and $b$. We will also denote by $C[a, e^{i\theta} \infty]$ a critical curve which goes from the point $a$ to $\infty$ on the complex plane approaching the direction with angle $\theta$ at infinity.

Observe that the phase diagram is symmetric with respect to the real axis $\sigma$, and the critical curves on the phase diagram are of the two types:

1. split of a cut, and
2. birth of a cut.

Notice that on the phase diagram 1 the curves

\[ \gamma_{1,2} = C[-2, \pm \sqrt{12} i] \]  

(1.22) correspond to the split of a cut, and the ones

\[ \gamma_{3,4} = C[\pm \sqrt{12} i, e^{\pi \pm \pi/4} \infty], \quad \gamma_{5,6} = C[-2, e^{\pi \pm \pi/4} \infty], \]  

(1.23) to the birth of a cut.

Our first main result in this paper is a description of the critical curves $\gamma_1, ..., \gamma_6$ in terms of critical trajectories of some auxiliary quadratic differentials. We will denote by $\Gamma[a, b]$ a trajectory of a quadratic differential connecting the points $a$ and $b$.

**Theorem 1.1.** Part I. Critical curves separating one-cut and three-cut regions. Let us make the substitution

\[ \sigma = -\frac{3\beta}{4} + \frac{4}{\beta}. \]  

(1.24) Then the critical curves $\gamma_1, \gamma_2, \gamma_3, \gamma_4$ mapped to the $\beta$-plane are critical trajectories of the quadratic differential $\Xi(\beta) d\beta^2$, where

\[ \Xi(\beta) = -\frac{(3\beta^2 + 16)^3(\beta^2 - 16)}{1024 \beta^6}. \]  

(1.25)

Part II. Critical curves separating two-cut and three-cut regions. The curves $\gamma_5$ and $\gamma_6$ are critical trajectories of the quadratic differential $\Upsilon(\sigma) d\sigma^2$, where

\[ \Upsilon(\sigma) = \frac{\sigma^2}{4} - 1. \]  

(1.26)

Let us comment on Theorem 1.1. According to formula (1.25), the quadratic differential $\Xi(\beta) d\beta^2$ has five finite critical points: one pole, $\beta_0 = 0$, and four zeros, $\beta_1, \beta_2, \beta_3, \beta_4$, where

\[ \beta_{1,2} = \pm 4, \quad \beta_{3,4} = \pm \frac{4i}{\sqrt{3}}, \]  

(1.27) as shown in Figure 12. The pole $\beta_0$ is of degree 6, the zeros $\beta_{3,4} = \pm \frac{4i}{\sqrt{3}}$ are of degree 3, and the zeros $\beta_{1,2} = \pm 4$ of degree 1. Correspondingly, there are five critical trajectories of the quadratic
differential emanating from $\beta_3$ and $\beta_4$, at the angle of $72^\circ$ to each other, and there are three critical trajectories emanating from each of the simple critical points, $\beta_1$ and $\beta_2$, at the angle of $120^\circ$ to each other. Finally, there are four critical trajectories emanating from the origin, at the angle of $90^\circ$ to each other. See Figure 12.

Observe that substitution (1.24) is a scaled Joukowski transformation. It maps the points as follows:

$$\beta = \pm 4 \mapsto \sigma = \mp 2, \quad \beta = \pm \frac{4i}{\sqrt{3}} \mapsto \sigma = \mp \frac{2\sqrt{12}}{3}i.$$  

Respectively, it maps the critical trajectories of the quadratic differential $\Xi(\beta)d\beta^2$ to the critical curves as follows:

$$\Gamma\left[4, \pm \frac{4i}{\sqrt{3}}\right] \mapsto C\left[-2, \pm \sqrt{12}i\right] = \gamma_{1,2},$$

$$\Gamma\left[\mp \frac{4i}{\sqrt{3}}, 0\right] (\Re \beta \geq 0) \mapsto C[\pm \sqrt{12}i, e^{\pi e^{\pi/4}i \pm \infty}] = \gamma_{3,4}.$$  

This gives the critical curves $\gamma_1, \gamma_2, \gamma_3, \gamma_4$ as the Joukowski type map of the critical trajectories of the quadratic differential $\Xi(\beta)d\beta^2$. Observe that the one-cut region on the $\beta$-plane is bounded by the trajectories

$$\Gamma\left[4, \pm \frac{4i}{\sqrt{3}}\right] \text{ and } \Gamma\left[\pm \frac{4i}{\sqrt{3}}, 0\right] (\Re \beta \geq 0).$$

See Figure 12.

Furthermore, the critical curves $\gamma_5, \gamma_6$, separating two-cut and three-cut regions, are critical trajectories of the quadratic differential $\Upsilon(\sigma)d\sigma^2$, where $\Upsilon(\sigma)$ is given in (1.26). Observe that $\Upsilon(\sigma)$ has two simple critical points $\sigma_{1,2} = \pm 2$, and the critical curves $\gamma_5, \gamma_6$ are the critical trajectories of the quadratic differential $\Upsilon(\sigma)d\sigma^2$ labeled by 1 and 2 in Figure 15. We prove Theorem 1.1 in §4.

Our second main result in this paper, which we prove in §3, is a description of the equilibrium measure in different phase regions on the phase diagram.

**Theorem 1.2.** Part I. One-cut region. Let $O_1$ be the open set on the complex plane $\sigma$ lying to the right of the curves $\gamma_1, \gamma_2, \gamma_3, \gamma_4$, see Figure 1. Then for all $\sigma \in O_1$

1. The equilibrium measure $\nu_{eq} = \nu_{eq}(\sigma)$ is regular.
2. $\nu_{eq}$ has a one-cut support $\Gamma[-b_1, b_1]$ which is a critical trajectory of the quadratic differential $(z^2 - z_0^2)^2(z^2 - b_1^2)dz^2$.
3. The critical points $b_1$ and $z_0$ of this quadratic differential depend analytically on $\sigma \in O_1$.

Part II. Two-cut region. Let $O_2$ be the open set on the complex plane $\sigma$ lying to the left of the curves $\gamma_5, \gamma_6$, see Figure 1. Then for all $\sigma \in O_2$
(1) The equilibrium measure $\nu_{eq} = \nu_{eq}(\sigma)$ is regular.
(2) $\nu_{eq}$ has a two-cut support $\Gamma[-b_2, -a_2] \cup \Gamma[a_2, b_2]$ where the support cuts are critical trajectories of the quadratic differential $z^2(z^2 - a_2^2)(z^2 - b_2^2)dz^2$.
(3) The critical points $a_2$ and $b_2$ of this quadratic differential depend analytically on $\sigma \in \mathcal{O}_2$.

Part III. Three-cut region. Let $\mathcal{O}_3$ be the open set on the complex plane $\sigma$ consisting of two connected components, $\mathcal{O}_3 = \mathcal{O}_{31} \cup \mathcal{O}_{32}$, lying to the left of the curves $\gamma_1, \gamma_3, \gamma_5$ and $\gamma_2, \gamma_4, \gamma_6$, see Figure 1. Then for all $\sigma \in \mathcal{O}_3$

(1) The equilibrium measure $\nu_{eq} = \nu_{eq}(\sigma)$ is regular.
(2) $\nu_{eq}$ has a three-cut support $\Gamma[-c_3, -b_3] \cup \Gamma[-a_3, a_3] \cup \Gamma[a_3, b_3]$, where the support cuts are critical trajectories of the quadratic differential $(z^2 - a_3^2)(z^2 - b_3^2)(z^2 - c_3^2)dz^2$.

Remark 1.3. In fact $\Re a_3, \Im a_3, \Re b_3, \Im b_3, \Re c_3$ and $\Im c_3$ are real-analytic functions of $\Re \sigma$ and $\Im \sigma$ for all $\sigma \in \mathcal{O}_3$. In [5], in the more general context where the external field is of even degree $2p$, $p \in \mathbb{N}$, among other things we establish the real-analyticity of the real and imaginary parts of the end-points for all $q$-cut regimes, $1 \leq q \leq 2p - 1$, with respect to the real and imaginary parts of the complex parameters in the external field.

1.2 | Topological expansion of the free energy and combinatorics of 4-valent graphs

Our third main result in this paper concerns the topological expansion of the free energy,

$$F_{NN}(\sigma) = \frac{1}{N^2} \ln \frac{Z_{NN}(\sigma)}{Z_{\text{GUE}}}.$$  (1.30)

The existence of the $\frac{1}{N^2}$ expansion of the free energy for general real potentials

$$\mathcal{V}(z) = \frac{z^2}{2} + \sum_{k=1}^{\nu} u_k z^k,$$

is proven in [29], where $u_k \in \mathbb{R}$ are such that the corresponding partition function exists. The analogous result for the complex cubic potential $\mathcal{V}(z) = \frac{z^2}{2} + uz^3$ was proven in [11], and in this work we extend this result for the complex quartic potential (1.2), or equivalently for (1.15).

**Theorem 1.4.** For all $\sigma$ in the one-cut region $\mathcal{O}_1$, the free energy $F_{NN}(\sigma)$ admits the topological expansion,

$$F_{NN}(\sigma) \sim \sum_{g=0}^{\infty} \frac{f_{2g}(\sigma)}{N^{2g}},$$  (1.31)

and the functions $f_{2g}(\sigma)$ are analytic in $\sigma$ for all $\sigma \in \mathcal{O}_1$. 

Remark 1.5. Due to (1.19), we also have

\[ F_{NN}(u) \sim \sum_{g=0}^{M} \frac{f_{2g}(u)}{N^{2g}}. \]  

(1.32)

In §6 we show that the coefficients \( f_{2g}(u) \) are analytic functions of \( u \) in a neighborhood of the origin independent of \( g \), more precisely in a disk of radius \( \frac{1}{12} \).

As mentioned before, (1.32) is referred to as the topological expansion of the partition function. Roughly, the quest for models of quantum gravity led to the 2-dimensional reduction in which large but finite collections of different geometries on Riemann surfaces are considered, and one seeks a natural probability measure on these geometries. F. David [23] and V. Kazakov [38] first introduced such random surfaces discretized using polygons to define models of two-dimensional quantum gravity, making use of the connection between graphical enumeration and integrals over large matrices discovered by t’Hooft [46]. To understand the probability measure, one needs to know how many of these geometries there are, and the problem in enumerative geometry that emerges is to count the number of graphs that can be embedded into a Riemann surface, according to the genus of the surface and the number of vertices of different valences. As discovered in the subsequent works [8, 19] and [9], the topological expansion above should be an expansion of generating functions, in which \( f_{2g}(u) \) is a combinatorial generating function whose \( j \)-th coefficient yields the number of labelled graphs with \( j \) vertices of valence 4, that can be embedded in a Riemann surface of genus \( g \). Yet another connection was discovered by Witten [47], to the intersection theory of the moduli space of Riemann surfaces, where intersection numbers can also be computed using matrix integrals.

Since the emergence of rigorous mathematical analysis of the partition function by Riemann-Hilbert methods in [29] and in [15], there have followed works aimed at extracting explicit information about the generating functions and about the important combinatorial coefficients. For example, in [30] the authors initiated an investigation of the generating functions in the topological expansion in the case that all vertices were of a fixed, even, valence. They made use of both the Toda equations and the string equations, and provided a description of structural properties of the generating functions in terms of inversion of certain differential operators. They extracted some explicit information for enumeration of maps on surfaces of genus 0, 1, and 2, along with recursive definitions for higher genus. (Explicit representation of the generating function means a complete solution of the combinatorial problem for each genus and maps of a fixed valence type.) Later, Ercolani [27, 28] continued this research, analyzing a hierarchy of partial differential equations coming from the Toda lattice equations (and the asymptotic expansion of the partition function) and derived semi-explicit characterizations of the \( f_{2g}(u) \) as rational functions of other auxiliary functions.

As already mentioned above, for the 3-valent case (the cubic matrix model), the Riemann-Hilbert analysis and topological expansion were established in [11] and [12], where in particular the authors explicitly evaluated the combinatorial coefficients explicitly for genus 0 and 1. Characterization results for the generating functions for other odd valences have recently been obtained by Ercolani and Waters [31].

An interesting difference in approach between the present work and the works [27, 28, 30, 31] is the following: we exploit the string equation and a (possibly new) explicit equation for the first derivative of the free energy (6.2) to obtain recursive relations, whereas in the works
of Ercolani and collaborators, they use the string equation and a hierarchy of partial differential equations derived from the Toda lattice system of ordinary differential equations. At present our equation for the first derivative of the free energy is only known for the quartic model, while the analysis of Ercolani and collaborators works for more general single valence settings.

In §6 we establish a number of results concerning these generating functions. We provide recursive relations in $g$, as well as explicit representations for $g=0,1,2$, and $3$. The representations (6.140), (6.141), and (6.142) respectively for $g=0,1$, and $2$ agree with the classical paper of Bessis, Itzykson, and Zuber [9], while we believe the result for $g=3$ is new. As with other representations, the recursive algorithm does yield explicit representations for any genus, but requires more effort as the genus increases. To that end, let us highlight the following result regarding enumeration of graphs.

**Theorem 1.6.** Let $\mathcal{N}_j(g)$ be the number of connected labeled $4$-valent graphs with $j$ vertices which are realizable on a closed Riemann surface of genus $g$, but not realizable on Riemann surfaces of lower genus. For the Riemann surface of genus three we have

$$\mathcal{N}_{j+4}(3) = \frac{16 \cdot 48^j (j + 3)!}{3(j)!} \times \left( \frac{2741}{10} (j + 5)! - \frac{291}{10} j(j + 4)! - \frac{2741}{1260} 4^j(j + 4)! - \frac{292}{315} 4^j(j + 3)! \right), \quad j \in \mathbb{N},$$  

(1.33)

where $\mathcal{N}_1(3) = \mathcal{N}_2(3) = \mathcal{N}_3(3) = \mathcal{N}_4(3) = 0$, that is to say all connected labeled 4-valent graphs with 1, 2, 3, or 4 vertices can be realized on the sphere, torus, or the two-holed torus.

We also highlight a result that describes the asymptotic behavior of the number of 4-valent graphs on a Riemann surface of arbitrary genus $g$, as the number of vertices grows to infinity. The following result is basically a corollary of Theorem 6.8.

**Theorem 1.7.** The asymptotics of the number of connected labeled 4-valent graphs on a Riemann surface of genus $g \in \mathbb{N} \cup \{0\}$, as the number of vertices tends to infinity, is given by

$$\mathcal{N}_j(g) = \mathcal{K}_g 48^j j! j^{\frac{5g-7}{2}} (1 + O(j^{-1/2})), \quad j \to \infty,$$  

(1.34)

where the constants $\mathcal{K}_g$ are the same as the ones in Theorem 6.8:

$$\mathcal{K}_g = \begin{cases} \frac{12}{(5g-5)!} \frac{1}{5g-3} C_{2g}, & g = 2k + 1, \\ \frac{12}{5g-5} \frac{2^{5g-4}}{(5g-3)!} C_{2g}, & g = 2k, \end{cases}$$  

where $\mathcal{K}_0 = 2^{-1} \pi^{-1/2}$, and $\mathcal{K}_1 = 24^{-1}$, where the constants $C_{2g}$ can be found recursively from the following relations
\[
C_{2g} = \frac{1}{2^{3g/2}} \sum_{\ell=1}^{g-1} C_{2g-2\ell} C_{2\ell} + \frac{(5g - 6)(5g - 4)}{2^{8g/3}} C_{2g-2}, \quad C_0 = -2^{23/2}, \quad g \in \mathbb{N}. \quad (1.36)
\]

**Remark 1.8.** It is worth noticing that the constants \(C_{2g}\) also arise in the asymptotic expansion of the one-parameter family of the Boutroux tronquée solutions \(u(\tau) = u(\tau; \alpha)\) to the Painlevé I equation

\[
u''(\tau) = 6u^2(\tau) + \tau
\]

as \(\tau \to -\infty\). Namely, as \(\tau \to -\infty\),

\[
u(\tau; \alpha) \sim \sqrt{-\frac{\tau}{6}} \sum_{k=0}^{\infty} a_k (-\tau)^{-5k/2},
\]

where the coefficients \(a_k\) do not depend on the parameter \(\alpha\), and they are given by the nonlinear recursion

\[
a_0 = 1, \quad a_{k+1} = \frac{25k^2 - 1}{8\sqrt{6}} a_k - \frac{1}{2} \sum_{m=1}^{k} a_m a_{k+1-m} \quad (1.37)
\]

(see, e.g., the works [10, 18, 22, 27, 28, 37]). Define now the rescaled Boutroux functions

\[
y(t) = -2^{8/5} 3^{2/5} u(-2^{9/5} 3^{6/5} t).
\]

Then it can be checked directly, by using (1.37), that as \(t \to \infty\),

\[
y(t) \sim \sum_{g=0}^{\infty} C_{2g} t^{(1-5g)/2},
\]

where the coefficients \(C_{2g}\) are given by nonlinear recursion (1.36). Therefore, the coefficients \(C_{2g}\) coincide with the coefficients of the asymptotic expansion of the rescaled Boutroux functions \(y(t)\) as \(t \to \infty\).

The appearance of the Boutroux tronquée solutions can be explained as follows. Under the substitution \(u = \sigma^{-2}\) (see formula (1.13)), the critical points \(\sigma = \pm i\sqrt{12}\) and \(\sigma = -2\) on the phase diagram, depicted on Figure 1 above, are mapped to the points \(u = -\frac{1}{12}\) and \(u = \frac{1}{4}\), respectively. The point \(u = -\frac{1}{12}\) is closer to the origin than the one \(u = \frac{1}{4}\), and it determines the asymptotic behavior of the Taylor coefficients of the functions \(f_{2g}(u)\) at the origin. But as shown in the paper [26] of Duits and Kuijlaars, the double scaling limit of the model at the critical point \(u = -\frac{1}{12}\) is described in terms of a Boutroux tronquée solution to the Painlevé I equation. It is noteworthy that the double scaling limit of the matrix model at the critical point \(u = -\frac{1}{12}\) gives rise to the 2D continuous quantum gravity of Polyakov (see, e.g., the papers [25] and [47], and references therein).
Remark 1.9. The formula (1.34) was formulated as a conjecture in the introduction of [33] (see pages 27 through 29 of [33] for the relevant references). Here we directly quote from [33]:

“The status of

\[ N_j(g) \sim K_g 48! j! j^{\frac{5g-7}{2}} \]

remains that of a conjecture. Nevertheless, the current level of development of the Riemann-Hilbert techniques, and the experience with other combinatorial problems for example, in random permutations [1], suggest that all the gaps in the above construction will be soon filled.”

Indeed in Theorem 1.7 above we have not only established this conjecture, but furthermore we have also characterized the constants \( K_g \) explicitly in terms of the constants \( C_{2g} \). It should be mentioned that in the recent preprint [31] mentioned above, the authors provide an analogue of (1.34) and (1.35) for the general single even-valence potential. The result in the preprint is stated for even numbers of vertices (see equation A.9 of [31]), but by comparing to our result the form of the asymptotics surely holds for both even and odd numbers of vertices. They omit the proof, but presumably it follows from a similar analysis done in the same paper for a different combinatorial problem (see Corollary 10.8 of [31]).

Remark 1.10. A very interesting direction of research is to explore the precise connection between the asymptotics of the labeled graphs embedded on a Riemann surface of genus \( g \) as the number of vertices go to infinity (as addressed in Theorem 1.7 for the 4-valent case, and in Theorem 1.4 of [11] for the 3-valent case) and the asymptotics of the number of the so-called rooted maps as the number of edges goes to infinity.

Let us recall some definitions regarding the latter asymptotics from [3]. Let \( \Sigma_g \) be the orientable surface of genus \( g \). A map on \( \Sigma_g \) is a graph \( G \) embedded on \( \Sigma_g \) such that all components of \( \Sigma_g \setminus G \) are simply connected regions. These components are called faces of the map. A map is rooted by distinguishing an edge, an end vertex of the edge and a side of the edge. Let us denote by \( M_{n,g} \) the number of rooted maps on \( \Sigma_g \) with \( n \) edges. In [2] Bender and Canfield showed that

\[ M_{n,g} \sim t_g n^{\frac{5g-5}{2}} 12^n \quad \text{as} \quad n \to \infty, \quad (1.38) \]

where the \( t_g \) are positive constants which can be calculated recursively. One can already observe the apparent similarity between (1.38) and (1.34), which becomes even more interesting when one observes that the first three values for \( t_g \) are given in [2] by

\[
t_0 = \frac{2}{\sqrt{\pi}} \equiv 4K_0, \quad t_1 = \frac{1}{24} \equiv K_1, \quad \text{and} \quad t_2 = \frac{7}{4320 \sqrt{\pi}} \equiv \frac{1}{4} K_2.\]

An analogous similarity can also be seen when one compares (1.38) with equation 1.25 of [11] which gives the asymptotics of the number of labeled 3-valent graphs as the number of vertices goes to infinity. For the asymptotics of the rooted maps see also the works [2, 3, 34–36] and references therein.
1.3 Outline

The paper is organized as follows:

- In §2 we derive the end-point equations in the one-cut, two-cut, and three-cut regimes. These endpoint equations are algebraic in the one-cut and two-cut case, thereby allowing for explicit solutions. In the one-cut and two-cut cases we find explicit expressions for the g-function and the Euler-Lagrange constants.
- In §3 we prove results about the structure of critical graphs in the z-plane using the theory of quadratic differentials. We also prove the openness of one-cut, two-cut, and three-cut regimes.
- In §4 we use auxiliary quadratic differentials to prove the phase diagram as depicted in Figure 1.
- In §5 we prove the topological expansion of the recurrence coefficients of the orthogonal polynomials using the Riemann-Hilbert analysis and the String equations.
- In §6 we derive the Toda equations. We use the equation for $P'$ to prove the topological expansion for the free energy. As a result we extract the combinatorial information about the connected labeled 4-valent graphs Riemann surfaces of various genera.
- Finally in the Appendix A we provide visual illustrations of 4-valent graphs on the sphere and the torus with one and two vertices. We hope this helps for a deeper understanding of the combinatorial formulae (6.140) through (6.143).

2 EQUILIBRIUM MEASURE

In this section we first discuss the equilibrium measure for a general complex polynomial $V(z)$, and then we will specify it to the equilibrium measure of the quartic complex polynomial (1.15).

2.1 Equilibrium measure for a general complex polynomial

Let

$$V(z) = \frac{z^{2p}}{2p} + \sum_{j=1}^{2p-1} \frac{v_j z^j}{j}$$

(2.1)

be a polynomial of even degree $2p$ with the leading coefficient $\frac{1}{2p}$ and complex coefficients $\frac{v_j}{j}$, $j = 1, \ldots, 2p - 1$. We follow the work of Kuijlaars and Silva [41], also see the works [4, 42, 43].

For a given $\varepsilon$, such that

$$\frac{\pi}{4p} > \varepsilon > 0,$$

consider the sectors

$$S^+_{\varepsilon} = \left\{ z \in \mathbb{C} \mid |\arg z| \leq \frac{\pi}{4p} - \varepsilon \right\},$$

$$S^-_{\varepsilon} = \left\{ z \in \mathbb{C} \mid |\arg z - \pi| \leq \frac{\pi}{4p} - \varepsilon \right\}.$$  

(2.2)
Observe that in these sectors,

\[ \lim_{z \to \infty} \Re V(z) = \infty. \]  

Let us define a class \( \mathcal{T} \) of admissible contours on the complex plane. By a contour we mean a continuous curve \( z = z(t), -\infty < t < \infty \), without self-intersections. We say that a contour \( \Gamma \) is admissible if

1. The contour \( \Gamma \) is a finite union of \( C^1 \) Jordan arcs.
2. There exists \( \varepsilon > 0 \) and \( r_0 > 0 \), such that \( \Gamma \) goes from \( S^\varepsilon_\to \) to \( S^\varepsilon_\to \) in the sense that \( \forall r > r_0, \exists t_0 < t_1 \) such that

\[ z(t) \in S^\varepsilon_\to \setminus D_r \quad \forall t < t_0; \quad z(t) \in S^\varepsilon_\to \setminus D_r \quad \forall t > t_1, \]

where \( D_r \) is the disk centered at the origin with radius \( r \). We will assume that the contour \( \Gamma \) is oriented from \((-\infty)\) to \((+\infty)\), where \((-\infty)\) lies in the sector \( S^\varepsilon_\to \) and \((+\infty)\) in the sector \( S^\varepsilon_\to \). The orientation defines an order on the contour \( \Gamma \).

An example of an admissible contour is the real line.

Let \( \Gamma \in \mathcal{T} \) be an admissible contour and \( \mathcal{P}(\Gamma) \) the space of probability measures \( \nu \) on \( \Gamma \) such that

\[ \int_{\Gamma} |\Re V(s)| \, d\nu(s) < \infty. \]  

Consider the following real-valued functional on \( \mathcal{P}(\Gamma) \):

\[ I_{V,\Gamma}(\nu) := \int_{\Gamma \times \Gamma} \log \frac{1}{|z - s|} \, d\nu(z) d\nu(s) + \int_{\Gamma} \Re V(s) \, d\nu(s). \]  

Then there exists a unique minimizer \( \nu_{V,\Gamma} \) of the functional \( I_{V,\Gamma}(\nu) \), so that

\[ \min_{\nu \in \mathcal{P}(\Gamma)} I_{V,\Gamma}(\nu) = I_{V,\Gamma}(\nu_{V,\Gamma}). \]  

See the work [44].

The probability measure \( \nu_{V,\Gamma} \) is called the equilibrium measure of the functional \( I_{V,\Gamma}(\nu) \). The support of \( \nu_{V,\Gamma} \) is a compact set \( J_{V,\Gamma} \subset \Gamma \). An important fact is that the equilibrium measure is uniquely determined by the Euler–Lagrange variational conditions. Namely, \( \nu_{V,\Gamma} \) is the unique probability measure \( \nu \) on \( \Gamma \) such that there exists a constant \( l \), a Lagrange multiplier, such that

\[ U^{\nu}(z) + \frac{1}{2} \Re V(z) = l, \quad z \in \text{supp} \, \nu, \]

\[ U^{\nu}(z) + \frac{1}{2} \Re V(z) \geq l, \quad z \in \Gamma \setminus \text{supp} \, \nu, \]
where

\[ U^\nu(z) = \int_{\Gamma} \log \frac{1}{|z-s|} \, d\nu(s) \quad (2.8) \]

is the logarithmic potential of the measure \( \nu \) \[44\].

Now we maximize \( I_V(\nu_V,\Gamma) \) over \( \Gamma \in \mathcal{T} \). The main result of the work of Kuijlaars and Silva concerns the existence and properties of the maximizing contour \( \Gamma_0 \in \mathcal{T} \). They prove that the maximizing contour \( \Gamma_0 \in \mathcal{T} \) exists, and the equilibrium measure

\[ \nu_{\text{eq}} = \nu_{V,\Gamma_0} \]

on \( \Gamma_0 \) is supported by a set \( J \subset \Gamma_0 \) which is a finite union of analytic arcs \( \Gamma_0[a_k, b_k] \subset \Gamma_0, \ k = 1, \ldots, q, \)

\[ J = \bigcup_{k=1}^q \Gamma_0[a_k, b_k], \quad a_1 < b_1 \leq a_2 < b_2 \leq \ldots \leq a_q < b_q, \]

that are critical trajectories of a quadratic differential \( Q(z) \, dz^2 \) (see the beginning of §3 for a review of definitions and basic facts about quadratic differentials), where \( Q(z) \) is a polynomial of degree

\[ \deg Q(z) = 2 \deg V(z) - 2 = 4p - 2. \quad (2.9) \]

Furthermore, Kuijlaars and Silva prove that the polynomial \( Q(z) \) is equal to

\[ Q(z) = \left(-\omega(z) + \frac{V'(z)}{2}\right)^2, \quad (2.10) \]

where

\[ \omega(z) = \int_J \frac{d\nu_{\text{eq}}(s)}{z-s} \quad (2.11) \]

is the resolvent of the measure \( \nu_0 \). Expanding

\[ \frac{1}{z-s} = \frac{1}{z} + \frac{s}{z^2} + \frac{s^2}{z^3} + \ldots, \]

we obtain that as \( z \to \infty, \)

\[ \omega(z) = \frac{1}{z} + \frac{m_1}{z^2} + \ldots, \quad m_k = \int_J s^k \, d\nu_{\text{eq}}(s). \quad (2.12) \]

In addition, the equilibrium measure \( \nu_{\text{eq}} \) is absolutely continuous with respect to the arc length and

\[ d\nu_{\text{eq}}(s) = \frac{1}{\pi i} Q_+(s)^{1/2} \, ds, \quad (2.13) \]
where \( Q_+(s)^{1/2} \) is the limiting value of the function
\[
Q(z)^{1/2} = - \int_J \frac{d\nu_{eq}(s)}{z-s} + \frac{V'(z)}{2}, \tag{2.14}
\]
as \( z \to s \in J \) from the left-hand side of \( J \) with respect to the orientation of the contour \( \Gamma_0 \) from \(( -\infty ) \) to \( \infty \). Observe that as \( z \to \infty \),
\[
Q(z)^{1/2} = - \left( \frac{1}{z} + \frac{m_1}{z^2} + \cdots \right) + \frac{1}{2} \left( z^{2p-1} + \sum_{j=1}^{2p-1} v_j z^{j-1} \right). \tag{2.15}
\]

A very important result of Kuijlaars and Silva is that the equilibrium measure \( \nu_{eq} \) is unique as the max-min measure. On the other hand, the contour \( \Gamma_0 \) is not unique because it can be deformed outside of the support \( J \) of \( \nu_{eq} \).

### 2.2 The \( g \)-function

We define the \( g \)-function as
\[
g(z) = \int_J \log(z-s) \, d\nu_{eq}(s), \tag{2.16}
\]
where for a fixed \( s \in J \), we consider a cut of \( \log(z-s) \) on the part of the curve \( \Gamma_0 \) where \( z < s \) with respect to the ordering on \( \Gamma_0 \). Observe that by (2.11),
\[
g'(z) = \int_J \frac{d\nu_{eq}(s)}{z-s} = \omega(z), \tag{2.17}
\]
In addition, by (2.8), the logarithmic potential \( U_{\nu_{eq}}(z) \) is equal to
\[
U_{\nu_{eq}}(z) = \int_J \log \frac{1}{|z-s|} \, d\nu_{eq}(s) = -\Re g(z) \tag{2.18}
\]
hence the Euler–Lagrange variational conditions (2.7) can be written as
\[
-\Re g(z) + \frac{1}{2} \Re V(z) = \ell, \quad z \in J, \tag{2.19}
\]
\[
-\Re g(z) + \frac{1}{2} \Re V(z) \geq \ell, \quad z \in \Gamma_0 \setminus J.
\]

### 2.3 Regular and singular equilibrium measures

An equilibrium measure \( \nu_{eq} \) is called regular if the following three conditions hold:

1. The arcs \( \Gamma_0[a_k, b_k], \ k = 1, \ldots, q \), of the support of \( \nu_{eq} \) are disjoint.
2. The end-points \( \{a_k, b_k, \ k = 1, \ldots, q\} \) are simple zeros of the polynomial \( Q(s) \).
(3) There is a contour $\Gamma_0$ containing the support $J$ of $\nu_{eq}$ such that

$$U''(z) + \frac{1}{2} \Re V(z) > \ell, \quad z \in \Gamma_0 \setminus J.$$  \hfill (2.20)

An equilibrium measure $\nu_{eq}$ is called singular (or critical) if it is not regular.

### 2.3.1 Regular equilibrium measures

Suppose that an equilibrium measure $\nu_{eq}$ is regular. Since the resolvent

$$\omega(z) = \int_J \frac{d\nu_{eq}(s)}{z - s}$$  \hfill (2.21)

is analytic on $\mathbb{C} \setminus J$, it follows from Equation (2.10) that if the equilibrium measure $\nu_0$ is regular then all the zeros of the polynomial $Q(z)$ different from the end-points $\{a_k, b_k, k = 1, \ldots, q\}$ are of even degree, hence $Q(z)$ can be written as

$$Q(z) = \frac{1}{4} h(z)^2 R(z),$$  \hfill (2.22)

where $h(z)$ is a polynomial,

$$h(z) = \prod_{j=0}^r (z - z_j),$$  \hfill (2.23)

with zeroes $z_0, \ldots, z_r$ different from the end-points $\{a_k, b_k, k = 1, \ldots, q\}$, and

$$R(z) = \prod_{k=1}^q (z - a_k)(z - b_k).$$  \hfill (2.24)

Thus,

$$Q(z) = \frac{1}{4} h(z)^2 R(z) = \frac{1}{4} \prod_{j=0}^r (z - z_j)^2 \prod_{k=1}^q (z - a_k)(z - b_k).$$  \hfill (2.25)

By taking the square root with the plus sign, we obtain that

$$Q(z)^{1/2} = \frac{1}{2} h(z) R(z)^{1/2} = \frac{1}{2} \prod_{j=0}^r (z - z_j) \left[ \prod_{k=1}^q (z - a_k)(z - b_k) \right]^{1/2},$$  \hfill (2.26)

Correspondingly, Equation (2.13) can be rewritten as

$$d\nu_{eq}(z) = \frac{1}{2\pi i} h(z) R_+(z)^{1/2} dz = \frac{1}{2\pi i} \prod_{j=0}^r (z - z_j) \left[ \prod_{k=1}^q (z - a_k)(z - b_k) \right]^{1/2}_+ dz.$$  \hfill (2.27)
Now we will apply the above results for the equilibrium measure of a general complex polynomial $V(z)$ to the quartic polynomial

$$V(z) = V(z; \sigma) = \frac{z^4}{4} + \frac{\sigma z^2}{2}, \quad \sigma \in \mathbb{C}.$$ 

### 2.4 Equilibrium measures for the quartic polynomials $V(z; \sigma)$

For the quartic polynomial in hand, Equation (2.10) for the polynomial $Q(z)$ reads

$$Q(z) = \left( -\omega(z) + \frac{z^3 + \sigma z}{2} \right)^2, \quad \omega(z) = \int \frac{d\nu_{\text{eq}}(s)}{z - s}.$$  \hspace{1cm} (2.28)

Since the polynomial $V(z)$ is even, the uniqueness of the equilibrium measure $\nu_{\text{eq}}$ implies that

1. $\nu_{\text{eq}}$ is even, $\nu_{\text{eq}}(-s) = \nu_{\text{eq}}(s)$.
2. The resolvent $\omega(z)$ is odd, $\omega(-z) = -\omega(z)$, and
3. The polynomial $Q(z)$ is even, $Q(-z) = Q(z)$.

Considering $z \to \infty$, we obtain that

$$Q(z) = \left( \frac{z^3 + \sigma z}{2} - \frac{1}{z} - \frac{m_2}{z^3} - \ldots \right)^2 = \frac{1}{4} \left[ z^6 + 2\sigma z^4 + (\sigma^2 - 4)z^2 - 4(\sigma + m_2) \right].$$ \hspace{1cm} (2.29)

Since $Q(z)$ is a polynomial of degree 6, the possible number of cuts $q$ in formula (2.25) can be $q = 1, 2,$ and 3. Let us consider them in more detail.

#### 2.4.1 One-cut equilibrium measure

When $q = 1$, formula (2.25) gives that

$$Q(z) = \frac{1}{4} (z - z_0)^2 (z - z_1)^2 (z - a_1)(z - b_1).$$ \hspace{1cm} (2.30)

Since the equilibrium measure $\nu_0$ is even and the polynomial $Q(z)$ is even, we have that

$$-a_1 = b_1, \quad -z_1 = z_0,$$ \hspace{1cm} (2.31)

hence

$$Q(z) = \frac{1}{4} (z^2 - z_0^2)^2 (z^2 - b_1^2).$$ \hspace{1cm} (2.32)

Equating this expression to the one (2.29), we obtain that

$$(z^2 - c^2)(z^2 - b^2) = z^6 + 2\sigma z^4 + (\sigma^2 - 4)z^2 - 4(\sigma + m_2).$$ \hspace{1cm} (2.33)
Comparing the coefficients at $z^4$ and $z^2$, we obtain the system of equations,

$$\begin{cases}
    b_1^2 + 2z_0^2 = -2\sigma, \\
    2b_1^2z_0^2 + z_4^0 = \sigma^2 - 4.
\end{cases} \tag{2.34}$$

From the first equation we have that

$$\sigma = -\frac{b_1^2}{2} - z_0^2.$$  

Substituting this expression into the second equation and simplifying we obtain that

$$b_1^2(b_1^2 - 4z_0^2) = 16.$$  

Thus, we have the system of equations,

$$\begin{cases}
    b_1^2 + 2z_0^2 = -2\sigma, \\
    b_1^2(b_1^2 - 4z_0^2) = 16.
\end{cases} \tag{2.35}$$

Solving it we obtain that

$$b_1^2 = \frac{2}{3} \left( -\sigma \pm \sqrt{12 + \sigma^2} \right) \quad \text{and} \quad z_0^2 = \frac{1}{3} \left( -2\sigma \mp \sqrt{12 + \sigma^2} \right). \tag{2.36}$$

As shown by Bleher and Its (see [13–15]), for real $\sigma > -2$, the one-cut equilibrium measure persists with a real $b_1 > 0$. This determines the sign in the latter formulae,

$$b_1 = \sqrt{\frac{2}{3} \left( -\sigma + \sqrt{12 + \sigma^2} \right)} \quad \text{and} \quad z_0 = \sqrt{\frac{1}{3} \left( -2\sigma - \sqrt{12 + \sigma^2} \right)}. \tag{2.37}$$

Observe that for $\sigma = -2$, we have $b_1 = 2$ and $z_0 = 0$. Theorem 1.1 tells us that the point $\sigma = -2$ corresponds to a split of the cut $[-2, 2]$ at $z_0 = 0$, when $\sigma$ is decreasing from $\sigma > -2$ to $\sigma < -2$. As shown in [14], the critical behavior of the quartic model at $\sigma = -2$ is governed by the Hastings-McLeod solution to the second Painlevé equation PII. In what follows we will show that formulae (2.37) are analytically extended from the real half-line $\sigma > -2$ to the whole one-cut region $\sigma \in \mathcal{O}_1$ on the complex plane.

Remark 2.1. Notice that the branch cuts for $z_0(\sigma)$ and $b_1(\sigma)$ are different. Indeed for $b_1(\sigma)$, since $-\sigma + \sqrt{12 + \sigma^2} \neq 0$ for all $\sigma$, there are only two branch cuts $L_{\pm}$ emanating from $\pm i\sqrt{12}$. However when we consider $z_0(\sigma)$, we notice that $-2\sigma - \sqrt{12 + \sigma^2}$ does vanish for $\sigma = -2$. So, for $z_0(\sigma)$, apart from the two branch cuts emanating from $\pm i\sqrt{12}$ (which we chose to be $L_{\pm}$: the same as the ones for $b_1(\sigma)$) there is one more branch cut $L$ which emanates from $-2$. In this work we choose $L_{\pm} = \pm i\sqrt{12 - t}$ and $L = -2 - t$, $t > 0$. We choose the branches so that for $\sigma > -2$:

$$z_0(\sigma) = iy_0 \quad \text{with} \quad y_0 > 0, \quad \text{and} \quad b_1(\sigma) > 0.$$
Since \( z^2_0(\sigma) \in (0, \infty) \) for \( \sigma \in (-\infty, -2) \), the branch cut in the \( z^2_0 \)-plane is the positive real axis and we fix the branch of \( z_0 \) by fixing \( 0 \leq \arg(z^2_0) < 2\pi \).

In the one-cut regime the \( g \) function can be explicitly computed. To this end, using (2.10), (2.17), and (2.32) we can write

\[
g(z; \sigma) = \frac{V(z) + \ell_\sigma^{(1)}}{2} + \frac{\eta_1(z; \sigma)}{2}, \quad z \in \mathbb{C} \setminus \Gamma_\sigma(-\infty, b_1],
\]

where

\[
\eta_1(z; \sigma) := -\int_{b_1}^{z} (s^2 - z^2_0) \sqrt{s^2 - b^2_1} \, ds, \quad z \in \mathbb{C} \setminus \Gamma_\sigma(-\infty, b_1],
\]

in which the path of integration does not cross \( \Gamma_\sigma(-\infty, b_1(\sigma)] \). Notice that

\[
\eta_{1,+}(z) = -\eta_{1,-}(z), \quad z \in J_\sigma,
\]

and

\[
\eta_{1,+}(z) - \eta_{1,-}(z) = 4\pi i, \quad z \in \Gamma_\sigma(-\infty, -b_1).
\]

Using several integration by parts and trigonometric substitutions we find

\[
\eta_1(z; \sigma) = \frac{z}{8} (b_1^2 + 4z^2 - 2z^2) \sqrt{z^2 - b^2_1} + 2 \log \left( \frac{z + \sqrt{z^2 - b^2_1}}{b_1} \right),
\]

where we have used (2.35) in simplifying the expression. Therefore we have the following explicit form of the \( g \)-function in the one-cut regime

\[
g(z; \sigma) = \frac{1}{2} \left( \frac{\sigma z^2}{2} + \frac{z^4}{4} + \ell_\sigma^{(1)} \right) - \frac{z}{16} (b_1^2 + 4\sigma + 2z^2) \sqrt{z^2 - b^2_1} + \log \left( \frac{z + \sqrt{z^2 - b^2_1}}{b_1} \right),
\]

where we have also used (2.35). Here the branches must be chosen to ensure that the branch cut for \( g \) is \( \Gamma_\sigma(-\infty, b_1] \). Also the constant \( \ell_\sigma^{(1)} \) can be found using the requirement that

\[
g(z; \sigma) = \log z + \mathcal{O}(z^{-1})
\]

as \( z \to \infty \). Indeed,

\[
\ell_\sigma^{(1)} = \frac{1}{12} \left( \sigma^2 - \sigma \sqrt{12 + \sigma^2} \right) + \log \left( -\sigma + \sqrt{12 + \sigma^2} \right) - \frac{1}{2} - \log 6.
\]

In what follows we use the notations

\[
\mathcal{G}_1^{(j)}(z; \sigma) := g_{+}(z; \sigma) - g_{-}(z; \sigma),
\]
and
\[
\mathcal{G}_2^{(j)}(z; \sigma) := g_+(z; \sigma) + g_-(z; \sigma) - V(z; \sigma) - \ell_\sigma^{(j)},
\]
for \( j = 1, 2, \) and 3, respectively associated with the one-cut, two-cut, and three-cut regimes. We have
\[
\begin{align*}
\mathcal{G}_1^{(1)}(z; \sigma) &= \begin{cases} 
0, & z \in \Gamma_{\sigma}(b_1, \infty), \\
\eta_1^+(z; \sigma), & z \in J_{\sigma}, \\
2\pi i, & z \in \Gamma_{\sigma}(-\infty, -b_1),
\end{cases} \\
\mathcal{G}_2^{(1)}(z; \sigma) &= \begin{cases} 
\eta_1(z; \sigma), & z \in \Gamma_{\sigma}(b_1, \infty) \\
0, & z \in J_{\sigma}, \\
\eta_1 \pm 2\pi i, & z \in \Gamma_{\sigma}(-\infty, -b_1).
\end{cases}
\end{align*}
\]
Note that for \( z \in J_{\sigma}, \) in particular we have
\[
\Re(g_+(z; \sigma)) + \Re(g_-(z; \sigma)) - \Re(V(z; \sigma)) - \Re(\ell_\sigma^{(1)}) = 0.
\]
Also, since \( \rho_{\psi}(s; \sigma) ds \) is a probability measure and thus real-valued on \( J_{\sigma}, \) we have
\[
\Re(g_+(z; \sigma)) + \Re(g_-(z; \sigma)) = 2 \int_{J_{\sigma}} \log |z - s| d\nu_{eq}(s).
\]
Comparing the last two equations with (2.8) and the first member of (2.7) implies that the Euler-Lagrange constant \( \ell \) is given by
\[
\ell \equiv \ell^{(1)} = -\frac{\Re(\ell^{(1)}_\sigma)}{2},
\]
where \( \ell^{(1)}_\sigma \) is explicitly given by (2.44).

### 2.4.2 Two-cut equilibrium measure

Consider now a regular equilibrium measure with two cuts,
\[
J = \Gamma[a_1, b_1] \cup \Gamma[a_2, b_2].
\]
When \( q = 2, \) formula (2.25) gives that
\[
Q(z) = \frac{1}{4} (z - c)^2(z - a_1)(z - b_1)(z - a_2)(z - b_2).
\]
Since the polynomial \( Q(z) \) is even, we have that \( c = 0 \) and, in general, we have the two cases for the end-points \( a_1 < b_1 < a_2 < b_2: \)
\[
1) \text{ Either } \quad -a_1 = b_2, \quad -b_1 = a_2.
\]
or
\begin{equation}
-a_1 = b_1, \quad -a_2 = b_2, \tag{2.55}
\end{equation}
but we will see that the latter case is impossible, hence \( Q(z) \) has the form
\begin{equation}
Q(z) = \frac{1}{4} z^2 \left( z^2 - a_2^2 \right) \left( z^2 - b_2^2 \right). \tag{2.56}
\end{equation}
Matching this expression to (2.29), we obtain that
\begin{equation}
z^2 \left( z^2 - a_2^2 \right) \left( z^2 - b_2^2 \right) = z^6 + 2\sigma z^4 + \left( \sigma^2 - 4 \right) z^2 - 4 \left( \sigma + m_2 \right), \tag{2.57}
\end{equation}
and equating the coefficients at \( z^4 \) and \( z^2 \) on the left and right, we obtain the system of equations,
\begin{equation}
a_2^2 + b_2^2 + 2\sigma = 0, \quad \left( a_2^2 - b_2^2 \right)^2 = 16. \tag{2.58}
\end{equation}
Solving it, we obtain that
\begin{equation}
a_2^2 = \mp 2 - \sigma, \quad b_2^2 = \pm 2 - \sigma. \tag{2.59}
\end{equation}
For any real \( \sigma < -2 \) we have that
\begin{equation}
a_2 = \sqrt{-2 - \sigma}, \quad b_2 = \sqrt{2 - \sigma} \tag{2.60}
\end{equation}
(see \[13\]). We will see below that the latter equations hold in the whole two-cut region \( \sigma \in \Theta_2 \) on the complex plane. Similar to the one-cut regime, in the two-cut regime the \( g \) function can also be explicitly computed. Using (2.10), (2.17), and (2.56) we can write
\begin{equation}
g(z; \sigma) = \frac{V(z) + e^{(2)}(z)}{2} + \frac{\eta_2(z; \sigma)}{2}, \quad z \in \mathbb{C} \setminus \Gamma_\sigma(-\infty, b_2], \tag{2.61}
\end{equation}
where
\begin{equation}
\eta_2(z; \sigma) := -\int_{b_2}^z s \sqrt{\left( s^2 - b_2^2 \right) \left( s^2 - a_2^2 \right)} \, ds, \tag{2.62}
\end{equation}
in which the path of integration does not cross \( \Gamma_\sigma(-\infty, b_2] \). The latter integral can be evaluated explicitly
\begin{equation}
\eta_2(z; \sigma) = -\frac{1}{4} \left( z^2 - \frac{b_2^2 + a_2^2}{2} \right) \sqrt{\left( z^2 - b_2^2 \right) \left( z^2 - a_2^2 \right)} \\
+ \frac{1}{4} \left( \frac{b_2^2 - a_2^2}{2} \right)^2 \log \left[ \frac{2z^2 - b_2^2 - a_2^2 + 2\sqrt{\left( z^2 - b_2^2 \right) \left( z^2 - a_2^2 \right)}}{b_2^2 - a_2^2} \right]. \tag{2.63}
\end{equation}
In view of (2.60) this can be simplified as

\[
\eta_2(z; \sigma) = -\frac{1}{4}(z^2 + \sigma)\sqrt{(z^2 + \sigma - 2)(z^2 + \sigma + 2)} + \log \left[ \frac{z^2 + \sigma + \sqrt{(z^2 + \sigma - 2)(z^2 + \sigma + 2)}}{2} \right].
\]  

(2.64)

So we have the following explicit form of the \( g \)-function in the two-cut regime

\[
g(z; \sigma) = \frac{1}{2} \left( \frac{\sigma z^2}{2} + \frac{z^4}{4} + \ell_+^{(2)} \right) - \frac{1}{8}(z^2 + \sigma)\sqrt{(z^2 + \sigma - 2)(z^2 + \sigma + 2)} + \frac{1}{2} \log \left[ \frac{z^2 + \sigma + \sqrt{(z^2 + \sigma - 2)(z^2 + \sigma + 2)}}{2} \right].
\]  

(2.65)

The constant \( \ell_+^{(2)} \) can be found using the requirement that

\[ g(z; \sigma) = \log z + \mathcal{O}(z^{-1}) \]

as \( z \to \infty \). In this way we obtain that

\[ \ell_+^{(2)} = \frac{\sigma^2}{4} - \frac{1}{2}. \]  

(2.66)

Recalling (2.45) and (2.46) and straightforward calculations we have

\[
\mathcal{G}_1^{(2)}(z; \sigma) = \begin{cases} 
0, & z \in \Gamma \sigma \{b_2, \infty), \\
\eta_2(z; \sigma), & z \in \Gamma \sigma \{a_2, b_2, \\
\pi i, & z \in \Gamma \sigma \{-a_2, a_2, \\
\eta_2(z; \sigma), & z \in \Gamma \sigma \{-b_2, -a_2, \\
2\pi i, & z \in \Gamma \sigma (-\infty, -b_2).
\end{cases}
\]  

(2.67)

and

\[
\mathcal{G}_2^{(2)}(z; \sigma) = \begin{cases} 
\eta_2(z; \sigma), & z \in \Gamma \sigma \{b_2, \infty), \\
0, & z \in \Gamma \sigma \{a_2, b_2, \\
\eta_2(z; \sigma) \mp \pi i, & z \in \Gamma \sigma \{-a_2, a_2, \\
0, & z \in \Gamma \sigma \{-b_2, -a_2, \\
\eta_2(z; \sigma) \mp 2\pi i, & z \in \Gamma \sigma (-\infty, -b_2),
\end{cases}
\]  

(2.68)

where we have used the fact that

\[ \int_{-a_2}^{a_2} s \sqrt{(s^2 - b_2^2)(s^2 - a_2^2)} = 0. \]

Notice that on the support we have

\[ g_+(z; \sigma) + g_-(z; \sigma) - V(z; \sigma) - \ell_+^{(2)} = 0. \]  

(2.69)
Taking the real part of this equation and comparing with (2.7) and (2.8) we find that the two-cut Euler-Lagrange constant $\ell$ is given by

$$\ell \equiv \ell^{(2)} = -\frac{\Re \ell_s^{(2)}}{2}.$$ \hspace{1cm} (2.70)

where $\ell_s^{(2)}$ is given by (2.66).

### 2.4.3 Three-cut equilibrium measure

Consider now a regular equilibrium measure with three cuts, when

$$J = \Gamma[a_1, b_1] \cup \Gamma[a_2, b_2] \cup \Gamma[a_3, b_3], \quad a_1 < b_1 < a_2 < b_2 < a_3 < b_3.$$ \hspace{1cm} (2.71)

In this case formula (2.25) gives that

$$Q(z) = \frac{1}{4} R(z) = \frac{1}{4} (z - a_1)(z - b_1)(z - a_2)(z - b_2)(z - a_3)(z - b_3).$$ \hspace{1cm} (2.72)

The evenness of $Q(z)$ implies that

$$-a_1 = b_3 \equiv c_3, \quad -b_1 = a_3 \equiv b_3, \quad -a_2 = b_2 \equiv a_3,$$ \hspace{1cm} (2.73)

hence

$$Q(z) = \frac{1}{4} \left( z^2 - a_3^2 \right) \left( z^2 - b_3^2 \right) \left( z^2 - c_3^2 \right).$$ \hspace{1cm} (2.74)

Matching this equation to (2.29), we obtain that

$$(z^2 - b_2^2)(z^2 - a_3^2)(z^2 - b_3^2) = z^6 + 2\sigma z^4 + (\sigma^2 - 4)z^2 - 4(\sigma + m_2),$$ \hspace{1cm} (2.75)

and equating the coefficients at $z^4$ and $z^2$, we obtain the system of two algebraic equations with three unknowns,

$$a_3^2 + b_3^2 + c_3^2 + 2\sigma = 0,$$ \hspace{1cm} (2.76)

$$a_3^4 + b_3^4 + c_3^4 - 2a_3^2b_3^2 - 2b_3^2c_3^2 - 2a_3^2c_3^2 = 16.$$

The above equations provide four real conditions to determine the six real unknowns $\Re a_3, \Im a_3, \Re b_3, \Im b_3, \Re c_3, \Im c_3$. Below we justify that the remaining two real conditions for determining the end points are given by

$$\Re \left( \int_{a_3}^{b_3} \sqrt{R(s)} ds \right) = 0,$$ \hspace{1cm} (2.77)

$$\Re \left( \int_{b_3}^{c_3} \left( \sqrt{R(s)} \right)_+ ds \right) = 0.$$ \hspace{1cm} (2.78)
To that end, we use (2.10), (2.17), and (2.74) to write the $g$-function as

$$g(z; \sigma) = \frac{V(z) + \ell^{(3)}(z; \sigma)}{2} + \frac{\eta_3(z; \sigma)}{2}, \quad z \in \mathbb{C} \setminus \Gamma_\sigma(-\infty, c_3],$$

(2.79)

where

$$\eta_3(z; \sigma) := -\int_{c_3}^{z} \sqrt{R(s)} \, ds = -\int_{c_3}^{z} \sqrt{(s^2 - a_3^2)(s^2 - b_3^2)(s^2 - c_3^2)} \, ds,$$

(2.80)

in which the path of integration does not cross $\Gamma_\sigma(-\infty, c_3]$. On the support we have

$$g_+(z; \sigma) + g_-(z; \sigma) - V(z) - \ell^{(3)} = \begin{cases} 0, & z \in \Gamma_\sigma[b_3, c_3] \\ \int_{a_3}^{b_3} \sqrt{R(s)} \, ds, & z \in \Gamma_\sigma[-a_3, a_3] \\ \int_{a_3}^{b_3} \sqrt{R(s)} \, ds + \int_{-b_3}^{-a_3} \sqrt{R(s)} \, ds, & z \in \Gamma_\sigma[-c_3, -b_3] \end{cases}$$

(2.81)

Taking the real part of this equation and comparing with (2.7) and (2.8) yields

$$\ell \equiv \ell^{(3)} = -\frac{\Re \ell^{(3)}}{2},$$

(2.82)

$$\Re \left( \int_{a_3}^{b_3} \sqrt{R(s)} \, ds \right) = 0, \quad \text{and} \quad \Re \left( \int_{-b_3}^{-a_3} \sqrt{R(s)} \, ds \right) = 0.$$  

(2.83)

Equations in (2.83) are the three-cut gap conditions. Note that, due to the symmetry of $R$, if one of the above gap conditions hold, the other one holds automatically as well, so the requirement (2.77) is justified. Since the equilibrium measure (2.13) is positive along the support, we have an immediate justification of the requirement (2.78).

3 | CRITICAL GRAPHS IN THE $z$-PLANE

This section is devoted to characterization of the boundaries between the one-cut, two-cut and the three-cut regimes in the $\sigma$-plane using the theory of quadratic differentials. Here we briefly recall some definitions and basic facts about quadratic differentials from [45]. The critical points of a quadratic differential $Q(z) \, dz^2$ are the zeroes and poles of $Q(z)$, while all other points are called regular points of $Q(z) \, dz^2$. For any fixed $0 \leq \theta < 2\pi$ the $\theta$-arc of a quadratic differential $Q(z) \, dz^2$ is defined as the smooth curve $L_\theta$ along which

$$\arg Q(z) \, dz^2 = \theta,$$  

(3.1)

and thus a $\theta$-arc can only contain regular points of $Q$, because at the singular points the argument is not defined. Through each regular point of a meromorphic quadratic differential passes exactly one $\theta$-arc. A maximal $\theta$-arc is called a $\theta$-trajectory. We will refer to a $\pi$-trajectory (resp. 0-trajectory) which is incident with a critical point as a critical trajectory (resp. critical orthogonal
trajectory). If \( b \) is a critical point of \( Q(z)dz^2 \), then the totality of the solutions to
\[
\Re\left( \int_{b}^{z} \sqrt{Q(s)} ds \right) = 0,
\]
(3.2)
is referred to as the critical graph of \( \int_{b}^{z} \sqrt{Q(s)} ds \) (see §5 of [45]). A critical (orthogonal) trajectory is called short if it is incident only with finite critical points. A simple closed geodesic polygon with respect to a meromorphic quadratic differential \( Q(z)dz^2 \) (also referred to as a \( Q \)-polygon) is a Jordan curve \( \Sigma \) composed of open \( \theta \)-arcs and their endpoints. The endpoints may be regular or critical points of \( Q(z)dz^2 \), which form the vertices of the \( Q \)-polygon. By a loop we mean a geodesic polygon whose single vertex is a singular point of the associated quadratic differential. If at least one of the end points of \( \Sigma \) is a singular point, we call it a singular geodesic polygon. Let \( \Sigma \) by a \( Q \)-polygon, and let \( V_{\Sigma} \) and \( \text{Int} \Sigma \) denote its set of vertices and interior respectively. The Teichmüller’s lemma states that
\[
\#V_{\Sigma} - 2 = \sum_{z \in V_{\Sigma}} (\text{ord}(z) + 2) \frac{\theta(z)}{2\pi} + \sum_{z \in \text{Int} \Sigma} \text{ord}(z),
\]
(3.3)
where \( \theta(z) \) is the interior angle of \( \Sigma \) at \( z \), and \( \text{ord}(z) \) is the order of the point \( z \) with respect to the quadratic differential: it is zero for a regular point, it is \( n \) \((-n)\) if \( z \) is a zero (pole) of order \( n \in \mathbb{N} \) of the quadratic differential.

### 3.1 The one-cut regime

Let us recall the definition of the function \( \eta \) introduced in §2.4:
\[
\eta_1(z; \sigma) := -\int_{b_1(\sigma)}^{z} \left( s^2 - z_0^2(\sigma) \right) \sqrt{s^2 - b_1^2(\sigma)} ds.
\]
(3.4)

We sometimes need to choose the starting point of integration to be \( \pm z_0(\sigma) \), so \( \eta \) as defined above may be denoted by \( \eta_{b_1} \), and \( \eta_{\pm z_0} \) denotes the right hand side of (3.4) when the starting point of integration is replaced by \( \pm z_0(\sigma) \) (e.g., see the caption of Figure 2a).

**Definition 3.1.** The one-cut regime \( O_1 \) in the \( \sigma \)-plane is defined as the collection of all \( \sigma \in \mathbb{C} \) such that

1. The critical graph \( \mathcal{J}_\sigma^{(1)} \) of all points \( z \) satisfying
\[
\Re[\eta_1(z; \sigma)] = 0,
\]
(3.5)
contains a single Jordan arc \( J_\sigma \) connecting \( -b_1(\sigma) \) to \( b_1(\sigma) \),

2. The points \( \pm z_0(\sigma) \) do not lie on \( J_\sigma \), and

3. There exists a complementary arc \( \Gamma_\sigma(b_1(\sigma), \infty) \) which lies entirely in
\[
\{ z : \Re[\eta_1(z; \sigma)] < 0 \},
\]
(3.6)
which encompasses \( (M(\sigma), \infty) \) for some \( M(\sigma) > 0 \).
Demonstration of the conformal mapping between the regions labeled by 1 through 12 in the $z$-plane to the $\eta_1$-plane. $\eta_1$ also maps the regions labeled by 13 to 24 to the entire plane as well. These conformal maps illustrate that the regions labeled by 1, 2, 13, and 14 are stable lands as shown in Figure 3a. The stable lands in Figures 3b through 3h can be justified similarly.

For a fixed $\sigma$ we refer to the collection of all $z$ satisfying $\Re[\eta_1(z;\sigma)] < 0$ as the $\sigma$-stable lands, and to the collection of all $z$ satisfying $\Re[\eta_1(z;\sigma)] > 0$ as the $\sigma$-unstable lands (see Figure 3, and the third component of Definition 3.1).

Remark 3.2. For almost all choices of branch cuts $L_{\pm}$, and $L$ (recall Remark 2.1) there are certain choices of $\sigma$ for which one of the components of definition 3.1 does not hold. For example, for the choice of $L_{\pm}$, and $L$ mentioned in Remark 2.1 we give the following three examples:

- For $\sigma = -1 + 1.9i$ the first component of Definition 3.1 does not hold, as shown in Figure 4c,
- For $\sigma \approx -1 + 1.7795i$ the second component of Definition 3.1 does not hold, as shown in Figure 4b,
- For $\sigma = -1.35 + 4i$ the third component of Definition 3.1 does not hold, as shown in Figure 3h.

Lemma 3.3. The set $\mathcal{J}_{\sigma}^{(1)}$ is symmetric with respect to the origin.

Proof. In view of the first part of Definition 3.1, this simply follows from the identity

$$\eta_1(-z; \sigma) = \eta_1(z; \sigma) \pm 2\pi i. \tag{3.7}$$

The following Lemma and Lemma 3.24 are particular cases of the more general Theorem which states that for a general polynomial potential of degree $p$, each one of the $q$-cut critical graphs, $1 \leq q \leq 2p - 1$, deforms continuously with respect to the parameters in the potential (see Theorem 3 of [5]).
FIGURE 3  This sequence of figures shows allowable regions in light blue through which the contour of integration (for the orthogonal polynomials) must pass, for a varying collection of values of $\sigma$. Regions in light blue are the $\sigma$-stable lands where $\Re \{ \eta_1(z; \sigma) \} < 0$ and the regions in white are the $\sigma$-unstable lands where $\Re \{ \eta_1(z; \sigma) \} > 0$. We denote the local critical arcs incident to $\pm b_1(\sigma)$ by $\ell^{(b_1)}_1$, $\ell^{(\pm b_1)}$, and $\ell^{(\pm b_1)}_3$ (labeled in counterclockwise direction), where $\ell^{(b_1)}_1$ and $\ell^{(-b_1)}_1$ are the ones which are part of $J_\sigma \equiv \Gamma \{ -b_1, b_1 \}$. When $\pm z_0(\sigma)$ are in the $\sigma$-unstable lands, the Teichmüller’s lemma for the geodesic polygon comprised of $\ell^{(b_1)}_2$ and $\ell^{(b_1)}_3$ with vertices at $b_1(\sigma)$ and $\infty$, necessitates that $\ell^{(1/b)}_2$ and $\ell^{(1/b)}_3$ approach infinity along two directions $\pi/4$ radians apart (see (a), (b) and (h) above), while when $\pm z_0(\sigma)$ are in the $\sigma$-stable lands, the Teichmüller’s lemma for the same geodesic polygon necessitates that $\ell^{(1/b)}_2$ and $\ell^{(1/b)}_3$ approach infinity along two directions $3\pi/4$ radians apart (see (d)–(f) above). In all figures above the first and the second requirements of Definition 3.1 is fulfilled. However, (g)–(h) correspond to $\sigma$ values where the third requirement of Definition 3.1 is not met, while for $\sigma$ values corresponding to (a) through (f), the orange dashed lines show that this requirement is fulfilled. In Figure 14b we show the location of these points with respect to the critical lines in the $\sigma$-plane.

FIGURE 4  Schematic of the continuous deformation of the critical graph $f_\sigma^{(1)}$ (the collection of all points $z$ satisfying $\Re \{ \eta_1(z; \sigma) \} = 0$ ) from a $\sigma \in \mathcal{C}_r$ where there is a connection from $-b_1$ to $b_1$, to a $\sigma \notin \mathcal{C}_r$ where $-z_0$ and $z_0$ both lie on $f_\sigma^{(1)}$, and finally to a $\sigma \notin \mathcal{C}_r$ where there is no connection from $-b_1$ to $b_1$. 

(a) $\sigma = 1 + i$. (b) $\sigma = 1 + 3.8i$. (c) $\sigma \approx 1 + 3.92i$. (d) $\sigma = 1 + 4i$. (e) $\sigma = 4i$. (f) $\sigma = -1 + 4i$. (g) $\sigma \approx -1.15 + 4i$. (h) $\sigma = -1.35 + 4i$. 

(a) (b) (c)
Lemma 3.4 ([5, Theorem 3]). The critical graph $\mathcal{J}_\sigma^{(1)}$ deforms continuously with respect to $\sigma$.

Consider the one-cut quadratic differential

$$Q_1(z;\sigma)dz^2 := (z^2 - z_0^2(\sigma))^2 (z^2 - b_1^2(\sigma))dz^2.$$  \hfill (3.8)

By Theorem 7.1 of [45], if all four singular points $\pm b_1$ and $\pm z_0$ are distinct, there are three $\theta$-trajectories, $0 \leq \theta < 2\pi$, emanating from $z = b_1(\sigma)$ and $z = -b_1(\sigma)$ each, while there are four $\theta$-trajectories emanating from $z = z_0(\sigma)$ and $z = -z_0(\sigma)$. Two adjacent $\theta$-trajectories make an angle of $2\pi/3$ when they arrive at $z = \pm b_1(\sigma)$, while two adjacent $\theta$-trajectories make an angle of $\pi/2$ when they arrive at $z = \pm z_0(\sigma)$ (see Figure 2a and its caption). The representation of the quadratic differential $Q_1(z;\sigma)dz^2$, near $z = \infty$ is

$$\frac{1}{\tilde{z}^4}Q_1\left(\frac{1}{\tilde{z}};\sigma\right)d\tilde{z}^2$$ \hfill (3.9)

for $\tilde{z}$ near zero. Therefore $z = \infty$ is a pole of order 10 for the quadratic differential $Q_1(z;\sigma)dz^2$. According to Theorem 7.4 of [45], for each $0 \leq \theta < 2\pi$, there are 8 directions along which $\theta$-trajectories approach $\infty$. More precisely, notice that near infinity $Q_1(z;\sigma)dz^2 \sim z^6dz^2$, thus

$$\eta_1(z;\sigma) = -\int_{b_1}^{z} \sqrt{Q_1(s;\sigma)}ds \sim -\frac{z^4}{4}, \quad z \to \infty.$$ \hfill (3.10)

Therefore the critical trajectories (solutions to $\Re[\eta_1(z;\sigma)] = 0$) approach to infinity along the directions $\frac{\pi}{8} + \frac{k\pi}{4}$, $k = 0,\ldots, 7$, and orthogonal trajectories (solutions to $\Im[\eta_1(z;\sigma)] = 0$) approach to infinity along the directions $\frac{k\pi}{4}$, $k = 0,\ldots, 7$.

Lemma 3.5. There are no singular finite geodesic polygons with one or two vertices associated to the quadratic differential (3.8).

Proof. Suppose that such a singular finite $Q_1$-polygon exists. For this geodesic polygon, the left hand side of (3.3) is either $-1$ or zero, while the right hand side of (3.3) is certainly a positive integer. This is because such a polygon cannot enclose a pole as the quadratic differential (3.8) has no finite poles, and because $\text{ord}(\pm b_1) = 1$, $\text{ord}(\pm z_0) = 2$, $\theta(\pm b_1) \in \left\{\frac{2\pi}{3}, \frac{4\pi}{3}\right\}$ and $\theta(\pm z_0) \in \left\{\frac{\pi}{2}, \pi, \frac{3\pi}{2}\right\}$ and the more singular points $\mathcal{S}'$ encloses, the larger the right hand side gets. Therefore (3.3) cannot hold for such a polygon and this finishes the proof.  

Definition 3.6. If all four singular points $\pm b_1$ and $\pm z_0$ are distinct, We denote the local critical arcs incident to $\pm b_1(\sigma)$ by $\ell_1^{(\pm b_1(\sigma))}$, $\ell_2^{(\pm b_1(\sigma))}$, and $\ell_3^{(\pm b_1(\sigma))}$ (labeled in counterclockwise direction), where $\ell_1^{(b_1(\sigma))}$ and $\ell_1^{(-b_1(\sigma))}$ are the ones which are part of $J_\sigma$ (see Definition 3.1).

In what follows in the paper, sometimes we also use the same notations for the critical trajectories incident with $\pm b_1(\sigma)$. We also usually suppress the dependence on $\sigma$ for these objects when it causes no confusion. Notice that Lemma 3.5 implies that the critical arcs $\ell_2^{(-b_1)}$ or $\ell_3^{(-b_1)}$ cannot be connected to either $\ell_2^{(-b_1)}$ or $\ell_3^{(-b_1)}$. 
Lemma 3.7. Let \( \gamma \in \{ \ell_2^{(b_1)}, \ell_3^{(b_1)}, \ell_2^{(-b_1)}, \ell_3^{(-b_1)} \} \). If neither \( z_0(\sigma) \) or \(-z_0(\sigma)\) lie on \( \gamma \), then \( \gamma \) must extend off to infinity.

Proof. First assume that \( z_0(\sigma) \) (and thus \(-z_0(\sigma)\) due to Lemma 3.3) does not lie on \( \mathcal{J}_1^{(1)} \). This means that no critical arcs emanating from \( \pm z_0(\sigma) \) can be connected to the critical arcs emanating from \( \pm b_1(\sigma) \). Now, due to Lemma 3.5 the only possibility left for the critical arcs \( \ell^{(\pm b_1)}_2 \) and \( \ell^{(\pm b_1)}_3 \) is that all of them must extend to infinity. Now, if \( z_0(\sigma) \) does lie on \( \mathcal{J}_1^{(1)} \), then \(-z_0(\sigma)\) also lies on \( \mathcal{J}_1^{(1)} \). Therefore one critical arc emanating from \( z_0(\sigma) \) must be connected to one of the critical arcs emanating from \( \pm b_1(\sigma) \), and one critical arc emanating from \(-z_0(\sigma)\) must be connected to one of the critical arcs emanating from \( \pm b_1(\sigma) \), these two connections mean that the only other possibility for the other two critical arcs (which \( \pm z_0(\sigma) \) do not hit) is to extend to infinity. \( \square \)

Definition 3.8. If \( \Re[\eta_1(\pm z_0(\sigma); \sigma)] \neq 0 \), we define \( \Delta^{(b_1)} \) (resp. \( \Delta^{(-b_1)} \)) to be the geodesic polygon with vertices \( b_1 \) (resp. \(-b_1\)) and \( \infty \), composed of \( \ell_2^{(b_1)} \) and \( \ell_3^{(b_1)} \) (resp. \( \ell_2^{(-b_1)} \) and \( \ell_3^{(-b_1)} \)) with interior angle \( \frac{2\pi}{3} \) at \( b_1 \) (resp. \(-b_1\)).

The following lemma is an immediate consequence of applying the Teichmüller’s lemma to the polygons \( \Delta^{(\pm b_1)} \).

Lemma 3.9. The critical trajectories \( \ell_2^{(b_1)} \) and \( \ell_3^{(b_1)} \) approach to infinity along two directions \( \pi/4 \) apart if the geodesic polygon \( \Delta^{(b_1)} \) does not enclose \( \pm z_0 \), while they approach to infinity along two directions \( 3\pi/4 \) apart if the geodesic polygon \( \Delta^{(b_1)} \) encloses one of \( \pm z_0 \). Due to symmetry the above statement is correct if we replace \( b_1 \) by \(-b_1\).

Definition 3.10. The subset \( \mathcal{O}_1^* \) in the \( \sigma \)-plane is the collection of all \( \sigma \in \mathbb{C} \) such that

1. The critical graph \( \mathcal{J}_1^{(1)} \) of all points \( z \) satisfying
   \[
   \Re[\eta_1(z; \sigma)] = 0, 
   \]
   contains a single Jordan arc \( J_\sigma \) connecting \(-b_1(\sigma)\) to \( b_1(\sigma) \),
2. The points \( \pm z_0(\sigma) \) do not lie on \( \mathcal{J}_1^{(1)} \), and
3. There exists a complementary arc \( \Gamma_\sigma(b_1(\sigma), \infty) \) which lies entirely in the component of the set
   \[
   \{ z : \Re[\eta_1(z; \sigma)] < 0 \},
   \]
   which encompasses \( (M(\sigma), \infty) \) for some \( M(\sigma) > 0 \).

Notice that \( \mathcal{O}_1^* \subseteq \mathcal{O}_1 \), since for the definition of \( \mathcal{O}_1^* \) the location of \( z_0 \) is further restricted than what is required for the definition of \( \mathcal{O}_1 \). In Theorem 4.5 the significance of distinguishing these two sets will become more clear. Here in the rest of this section we will focus on proving the following Theorem:

Theorem 3.11. The set \( \mathcal{O}_1^* \) is open.
We prove this Theorem by proving several lemmas associated to the different requirements of Definition 3.10. In the following three lemmas we establish some structural properties of the critical graph $\mathcal{F}^{(1)}_\sigma$.

**Lemma 3.12.** Suppose that $\sigma \in \mathcal{O}_1^*$ and $\Re[\eta_1(\pm z_0(\sigma); \sigma)] > 0$. Then there exist two disjoint curves $\mathcal{L}^{(1)}_\sigma$ and $\mathcal{L}^{(2)}_\sigma$ as subsets of $\mathcal{F}^{(1)}_\sigma$, which have no intersections with $\pm b_1(\sigma)$, $\pm z_0(\sigma)$, $J_{\sigma}$, $\ell^{(b_1)}_2$, $\ell^{(b_1)}_3$, $\ell^{(-b_1)}_2$, and $\ell^{(-b_1)}_3$. Moreover, the curve $\mathcal{L}^{(1)}_\sigma$ approaches to infinity along the two directions $3\pi/8$ and $5\pi/8$, the curve $\mathcal{L}^{(2)}_\sigma$ approaches to infinity along the two directions $-3\pi/8$ and $-5\pi/8$, and the rays $\ell^{(b_1)}_2$, $\ell^{(b_1)}_3$, $\ell^{(-b_1)}_2$, and $\ell^{(-b_1)}_3$ respectively approach to infinity along the directions $-\pi/8$, $\pi/8$, $7\pi/8$, and $-7\pi/8$.

**Proof.** Since $\Re[\eta_1(\pm z_0(\sigma); \sigma)] \neq 0$, all four rays $\ell^{(b_1)}_2$, $\ell^{(b_1)}_3$, $\ell^{(-b_1)}_2$, and $\ell^{(-b_1)}_3$ must extend off to infinity according to Lemma 3.7. By a conformal mapping argument, one can easily confirm that in a neighborhood $\mathcal{O}$ of $b_1(\sigma)$, for all $z \in \mathcal{O} \cap \Delta^{(b_1)}$ we have $\Re[\eta_1(z; \sigma)] < 0$. Since $\sigma \in \mathcal{O}^*$, some ray $\Gamma_{\sigma}(b_1(\sigma), \infty)$ must start from $b_1(\sigma)$ within the subset $\mathcal{O} \cap \Delta^{(b_1)}$ and stay within $\Delta^{(b_1)}$ (intersection of $\Gamma_{\sigma}(b_1(\sigma), \infty)$ with boundaries of $\Delta^{(b_1)}$) is not possible since on $\Gamma_{\sigma}(b_1(\sigma), \infty)$ we have $\Re[\eta_1(z; \sigma)] < 0$ while on the boundaries of $\Delta^{(b_1)}$ we have $\Re[\eta_1(z; \sigma)] = 0$.

Now, we show that the interior of $\Delta^{(b_1)}$ does not contain $\pm z_0(\sigma)$. It suffices to prove that the sign of $\Re[\eta_1(z; \sigma)]$ does not change in the interior of $\Delta^{(b_1)}$, because if so, then for all $z$ in the interior of $\Delta^{(b_1)}$ we would have $\Re[\eta_1(z; \sigma)] < 0$, while it is assumed that $\Re[\eta_1(\pm z_0(\sigma); \sigma)] > 0$. Notice that due to continuity, the sign of $\Re[\eta_1(z; \sigma)]$ could only change in the interior of $\Delta^{(b_1)}$ if there is a curve $\mathcal{L}$ separating the regions where $\Re[\eta_1(z; \sigma)] < 0$ and $\Re[\eta_1(z; \sigma)] > 0$ with the following properties: $\mathcal{L}$ is a solution of $\Re[\eta_1(z; \sigma)] = 0$, lies within $\Delta^{(b_1)}$ and not intersecting its boundaries $\ell^{(b_1)}_2$ and $\ell^{(b_1)}_3$. Being a critical trajectory, the curve $\mathcal{L}$ must go off to infinity. In the region circumscribed by $\mathcal{L}$ and the boundaries of $\Delta^{(b_1)}$ we have $\Re[\eta_1(z; \sigma)] < 0$ so it cannot contain $\pm z_0(\sigma)$. The interior of $\mathcal{L}$ (where $\Re[\eta_1(z; \sigma)] > 0$) cannot contain $z_0(\sigma)$ either, since if it does, $\mathcal{L}$ has to approach to infinity along two directions $3\pi/4$ radians apart by Teichmüller’s lemma, which then means that the boundaries of $\Delta^{(b_1)}$ must approach to infinity along two directions $5\pi/4$ radians apart. But this is a contradiction, since the symmetry relation (3.7) would imply that there has to be intersections between the boundaries of $\Delta^{(b_1)}$ and $\Delta^{(-b_1)}$, which is not possible as the only singular points for the quadratic differential (3.8) are $\pm b_1(\sigma)$ and $\pm z_0(\sigma)$. This finishes the proof that the interior of $\Delta^{(b_1)}$ does not contain $\pm z_0(\sigma)$.

Now it is clear that $\ell^{(b_1)}_2$ and $\ell^{(b_1)}_3$ must approach to infinity along the directions $-\pi/8$ and $\pi/8$ respectively, as any other choice either: a) does not allow $\Delta^{(b_1)}$ to encompass $M(\sigma), \infty$ for some $M(\sigma) > 0$, or b) violates Lemma 3.9. By the symmetry relation (3.7) we immediately conclude that $\ell^{(-b_1)}_2$, and $\ell^{(-b_1)}_3$ respectively approach to infinity along the directions $7\pi/8$, and $-7\pi/8$.

These rays provide four solutions at infinity. Since there are eight solutions at infinity, the other four solutions must come from two curves $\mathcal{L}^{(1)}_\sigma$ and $\mathcal{L}^{(2)}_\sigma$ each pointing towards infinity in two directions $\pi/4$ radians apart. Each of these curves do approach to infinity along two directions as they cannot be incident with $\pm z_0(\sigma)$ or $\pm b_1(\sigma)$. The curves $\mathcal{L}^{(1)}_\sigma$ and $\mathcal{L}^{(2)}_\sigma$ must be symmetric with respect to the origin due to (3.7). We denote the one in the upper-half plane by $\mathcal{L}^{(1)}_\sigma$ and the one in the lower-half plane by $\mathcal{L}^{(2)}_\sigma$. From what we proved earlier about the rays $\ell^{(b_1)}_2$, $\ell^{(b_1)}_3$, $\ell^{(-b_1)}_2$, and $\ell^{(-b_1)}_3$, it is now clear that the curve $\mathcal{L}^{(1)}_\sigma$ approaches to infinity along the two directions $3\pi/8$ and $5\pi/8$, the curve $\mathcal{L}^{(2)}_\sigma$ approaches to infinity along the two directions $-3\pi/8$ and $-5\pi/8$. □
The following lemmas can be proven using identical arguments and thus we only state the result (see Figure 3d).

**Lemma 3.13.** Suppose that \( \sigma \in \mathcal{O}_1^*, \Re[\eta_1(\pm z_0(\sigma); \sigma)] < 0 \), and \( \Re[z_0(\sigma)] < 0 \). Then there exist two disjoint curves \( \mathcal{L}_\sigma^{(3)} \) and \( \mathcal{L}_\sigma^{(4)} \) as subsets of \( \mathcal{J}_\sigma^{(1)} \), which have no intersections with \( \pm b_1(\sigma), \pm z_0(\sigma), J_\sigma, \ell_2^{(b_1)}, \ell_3^{(b_1)}, \ell_2^{(-b_1)}, \) and \( \ell_3^{(-b_1)} \). Moreover, the curve \( \mathcal{L}_\sigma^{(3)} \) approaches to infinity along the two directions \( 5\pi/8 \) and \( 7\pi/8 \), the curve \( \mathcal{L}_\sigma^{(4)} \) approaches to infinity along the two directions \( -3\pi/8 \) and \( -\pi/8 \), and the rays \( \ell_2^{(b_1)}, \ell_3^{(b_1)}, \ell_2^{(-b_1)}, \) and \( \ell_3^{(-b_1)} \) respectively approach to infinity along the directions \( -5\pi/8 \), \( \pi/8 \), \( 3\pi/8 \), and \( -7\pi/8 \).

**Lemma 3.14.** Suppose that \( \sigma \in \mathcal{O}_1^*, \Re[\eta_1(\pm z_0(\sigma); \sigma)] < 0 \), and \( \Re[z_0(\sigma)] > 0 \). Then there exist two disjoint curves \( \mathcal{L}_\sigma^{(5)} \) and \( \mathcal{L}_\sigma^{(6)} \) as subsets of \( \mathcal{J}_\sigma^{(1)} \), which have no intersections with \( \pm b_1(\sigma), \pm z_0(\sigma), J_\sigma, \ell_2^{(b_1)}, \ell_3^{(b_1)}, \ell_2^{(-b_1)}, \) and \( \ell_3^{(-b_1)} \). Moreover, the curve \( \mathcal{L}_\sigma^{(5)} \) approaches to infinity along the two directions \( \pi/8 \) and \( 3\pi/8 \), the curve \( \mathcal{L}_\sigma^{(6)} \) approaches to infinity along the two directions \( -5\pi/8 \) and \( -7\pi/8 \), and the rays \( \ell_2^{(b_1)}, \ell_3^{(b_1)}, \ell_2^{(-b_1)}, \) and \( \ell_3^{(-b_1)} \) respectively approach to infinity along the directions \( -\pi/8 \), \( 5\pi/8 \), \( 7\pi/8 \), and \( -3\pi/8 \).

**Lemma 3.15.** When \( z_0(\sigma) \in \mathcal{J}_\sigma^{(1)} \), the components \( \mathcal{L}_\sigma^{(j)} \) and \( \mathcal{L}_\sigma^{(j+1)} \), \( j = 1, 3, 5 \) (respectively for the curves defined in Lemmas 3.12, 3.13, and 3.14), are connected to the rest of the critical graph at \( \pm z_0 \).

**Proof.** This is the only possibility, as if \( \mathcal{L}_\sigma^{(j)} \) and \( \mathcal{L}_\sigma^{(j+1)} \) are not connected to the rest of the critical graph at \( \pm z_0 \), one would have too many (more than 8) solutions of the equation \( \Re[\eta_1(z; \sigma)] = 0 \) at \( \infty \). \( \square \)

**Lemma 3.16.** Any \( \sigma > -2 \) belongs to \( \mathcal{O}_1^* \) and \( \pm z_0(\sigma) \) belong to unstable lands.

**Proof.** For \( \sigma > -2 \), we know that \( b_1 > 0 \) and \( z_0 = iy_0 \), with \( y_0 > 0 \). The local structure of the critical trajectories in a neighborhood of the critical points can be easily found by finding a ray on which \( Q_1(z; \sigma)dz^2 < 0 \). Locally, the other critical trajectories will be then determined based on how many critical directions are incident with the critical point. It is clear that the real interval \( (-b_1, b_1) \) must be a short critical trajectory, because it is incident with \( \pm b_1, Q_1(z; \sigma) < 0 \) for all \( z \in (-b_1, b_1) \), and \( dz^2 > 0 \) for all infinitesimal real line segments \( dz \). Using the explicit formula (4.1) one can show that \( \Re[\eta_1(z_0(\sigma); \sigma)] > 0 \) for all \( \sigma > -2 \). Using (3.7), we immediately have \( \Re[\eta_1(\pm z_0(\sigma); \sigma)] > 0 \) for all \( \sigma > -2 \), as well. So far we have shown that all \( \sigma > -2 \) satisfy the first two requirements of Definition 3.10. Now, we prove that the third requirement is met as well. Notice that, for fixed \( \sigma > -2 \), the function \( \eta_1(x; \sigma) \) is real and negative for all \( x > b_1(\sigma) \). This means that the complementary arc \( \Gamma_\sigma(b_1(\sigma), \infty) \) in the third requirements of Definition 3.10, can be chosen as the real interval \( (b_1(\sigma); \infty) \) for \( \sigma > -2 \). \( \square \)

**Lemma 3.17.** Let \( \sigma_0 \in \mathcal{O}_1^* \) and not on the branch cuts of \( \Re[\eta_1(z_0(\sigma); \sigma)] \). Then there exists \( \delta > 0 \), such that for all \( \sigma \) in the \( \delta \)-neighborhood \( \{ \sigma : |\sigma - \sigma_0| < \delta \} \) of \( \sigma_0 \), the points \( \pm z_0(\sigma) \) do not lie on \( \mathcal{J}_\sigma^{(1)} \).

**Proof.** Since \( \sigma_0 \in \mathcal{O}_1^* \) we have \( \Re[\eta_1(z_0(\sigma_0); \sigma_0)] \neq 0 \), so without loss of generality assume that \( \Re[\eta_1(z_0(\sigma_0); \sigma_0)] > 0 \). Since the function \( \Re[\eta_1(z_0(\sigma); \sigma)] \) is continuous at \( \sigma_0 \), there exists \( \delta > 0 \),
such that the sign of $\Re[\eta_1(z_0(\sigma); \sigma)]$ is the same as sign of $\Re[\eta_1(z_0(\sigma_0); \sigma_0)]$ for all $\sigma$ in the $\delta$-neighborhood $\{\sigma : |\sigma - \sigma_0| < \delta\}$ of $\sigma_0$. □

**Lemma 3.18.** Let $\sigma_0$ and $\delta$ have the same meaning as in Lemma 3.17. For any $\hat{\sigma}$ in the $\delta$-neighborhood of $\sigma_0$, there is still a connection from $-b_1(\hat{\sigma})$ to $b_1(\hat{\sigma})$ and therefore there still exist two disjoint curves $L_1(\hat{\sigma})$ and $L_2(\hat{\sigma})$ as subsets of $F_\delta(1)$ with the same description as given in Lemma 3.12, Lemma 3.13, or Lemma 3.14.

**Proof.** Assume that, at $\hat{\sigma}$ there is no longer a connection from $-b_1(\hat{\sigma})$ to $b_1(\hat{\sigma})$. Therefore all six rays $\ell_1(b_1(\hat{\sigma}))$, $\ell_2(b_1(\hat{\sigma}))$, $\ell_3(b_1(\hat{\sigma}))$, $\ell_1(-b_1(\hat{\sigma}))$, $\ell_2(-b_1(\hat{\sigma}))$, $\ell_3(-b_1(\hat{\sigma}))$ must extend to infinity since none can be connected to either $z_0(\hat{\sigma})$ or $-z_0(\hat{\sigma})$ by the choice of $\delta$. The other two solutions at infinity must come from a curve $L$ symmetric with respect to the origin. Since we have four finite singular points, $L$ must have one singular point of order 2 ($z_0(\hat{\sigma})$ or $-z_0(\hat{\sigma})$) and one singular point of order one ($b_1(\hat{\sigma})$ or $-b_1(\hat{\sigma})$) on one side, and the other pair of singular points on the other side. By Teichmüller’s lemma this curve approaches to infinity along two rays $\pi$ radians apart as shown in Figure 4c.

Consider a path $\gamma : [0, 1] \to \{\sigma : |\sigma - \sigma_0| < \delta\}$, with $\gamma(0) = \sigma_0$ and $\gamma(1) = \hat{\sigma}$. Since the level sets $F_\sigma(1)$ deform in a continuous fashion with respect to $\sigma$ (for a schematic of three snapshots of this deformation see Figure 4), the above scenario requires existence of a value $\sigma_* = \gamma(t_*)$ for some $0 < t_* < 1$ such that $z_0(\sigma_*) \in F_\sigma(1)$. But this is impossible by the choice of $\delta$ in Lemma 3.17, as it would mean $\Re[\eta_1(z_0(\sigma_*), \sigma_*)] = 0$. □

**Lemma 3.19.** Let $\sigma_0$ and $\delta$ have the same meaning as in Lemma 3.17. Then for all $\sigma$ in the $\delta$-neighborhood of $\sigma_0$, there exists a complementary arc $\Gamma_\sigma(b_1(\sigma), \infty)$ which lies entirely in the component of the set

$$\{z : \Re[\eta_1(z; \sigma)] < 0\},$$

which encompasses $(M(\sigma), \infty)$ for some $M(\sigma) > 0$.

**Proof.** The structure of critical trajectories does not change unless $z_0(\sigma)$ hits the set $F_\sigma(1)$. By the choice of $\delta$ and $\sigma_0$, this does not happen for any $\sigma$ in the $\delta$-neighborhood of $\sigma_0$. □

Lemmas 3.17, 3.18, and 3.19 are together equivalent to Theorem 3.11.

### 3.2 The two-cut regime

Let us recall from §2.4.2 that the quadratic differential for the two cut regime is

$$Q_2(z; \sigma)dz^2 := z^2(z^2 - a_2^2(\sigma))(z^2 - b_2^2(\sigma))dz^2.$$  \hspace{1cm} (3.14)

From (2.60) we recall that $a_2 \neq b_2$ and $a_2, b_2 \neq 0$ away from $\sigma = \pm 2$. Identical to the one-cut quadratic differential (3.8), we can show that the solutions to $\Re[\eta_2(z; \sigma)]$ approach to infinity along the eight directions

$$\{\pi/8 + k\pi/4 : k = 0, \ldots, 7\}.$$
**Lemma 3.20.** There are no singular finite geodesic polygons with one or two vertices associated to the quadratic differential (3.14).

**Proof.** The proof is identical to the proof of Lemma 3.5. □

**Definition 3.21.** Define the subset $\mathcal{O}_2$ in the $\sigma$-plane as the collection of all $\sigma \in \mathbb{C}$ such that

1. The critical graph $\gamma_2^{(2)}(\sigma)$ of all points $z$ satisfying
   \[ \Re[\eta_2(z;\sigma)] = 0, \quad (3.15) \]
   contains a single Jordan arc connecting $-b_2(\sigma)$ to $-a_2(\sigma)$ and a single Jordan arc connecting $a_2(\sigma)$ to $b_2(\sigma)$,
2. There exists a complementary arc $\Gamma_\sigma(b_2(\sigma), \infty)$ which lies entirely in the component of the set
   \[ \{ z : \Re[\eta_2(z;\sigma)] < 0 \} , \quad (3.16) \]
   which encompasses $(M(\sigma), \infty)$ for some $M(\sigma) > 0$,
3. There exists a complementary arc $\Gamma_\sigma(-a_2(\sigma), a_2(\sigma))$ which lies entirely in the component of the set
   \[ \{ z : \Re[\eta_2(z;\sigma)] < 0 \} . \quad (3.17) \]

**Theorem 3.22.** The set $\mathcal{O}_2$ as defined in Definition 3.21 is open.

The following Lemmas, collectively, establish the above Theorem.

**Lemma 3.23.** The set $\gamma_2^{(2)}(\sigma)$ is symmetric with respect to the origin.

**Proof.** In view of the first part of Definition 3.21, this simply follows from the identity
\[ \eta_2(-z; \sigma) = \eta_2(z; \sigma) \pm 2\pi i. \quad (3.18) \]
□

**Lemma 3.24 ([5, Theorem 3]).** The critical graph $\gamma_2^{(2)}$ deforms continuously with respect to $\sigma$.

**Lemma 3.25.** If $0 \in \gamma_2^{(2)}$, either $\ell_2^{(a_2)}$ must connect to $\ell_2^{(-a_2)}$, or $\ell_3^{(a_2)}$ must connect to $\ell_3^{(-a_2)}$ at the origin.

**Proof.** This is necessary due to symmetry and to avoid too many (more than 8) solutions of the equation $\Re[\eta_2(z;\sigma)] = 0$ at $\infty$. □

**Corollary 3.26.** If for some $\sigma$ we have $0 \in \gamma_2^{(2)}$, then $\sigma \notin \mathcal{O}_2$.

**Proof.** This is obvious now from the previous Lemma, since any path $\Gamma_\sigma(-a_2, a_2)$ cannot entirely lie in $\{ z : \Re[\eta_2(z;\sigma)] < 0 \}$ as $\gamma_2^{(2)}$ has formed a barrier between $-a_2$ and $a_2$ (see Figure 5b). □
This sequence of figures shows allowable regions in light blue through which the contour of integration (for the orthogonal polynomials) must pass, for a varying collection of values of $\sigma$. Regions in light blue are the $\sigma$-stable lands where $\Re[\eta_2(z;\sigma)] < 0$ and the regions in white are the $\sigma$-unstable lands where $\Re[\eta_2(z;\sigma)] > 0$. (a) corresponds to a $\sigma \in \mathcal{O}_2$ as all conditions of Definition 3.21 are satisfied. (b)-(c) do not correspond to $\sigma \in \mathcal{O}_2$, as the third requirement of the definition 3.21 is not satisfied.

Snapshotsofthecontinuousevolutionofthe critical graph $\mathcal{J}(1)$ to the critical graph $\mathcal{J}(2)$ as $\sigma$ varies from $\sigma_1 = -1.9$ to $\sigma_2 = -2.1$ through the multi-critical point $\sigma_{cr} = -2$ (locate the $\sigma$-values in Figure 1). At the critical value, just before the split, the point $z_0$ gets trapped at the origin between different portions of the critical graph.

**Lemma 3.27.** Any $\sigma < -2$ belongs to $\mathcal{O}_2$.

**Proof.** This can be proven in an identical way as Lemma 3.16 and we do not provide the details here.

**Lemma 3.28.** Let $\sigma_0 \in \mathcal{O}_2$ and not on the branch cuts of $\Re[\eta_2(0;\sigma)]$. Then there exists $\delta > 0$, such that for all $\sigma$ in the $\delta$-neighborhood $\{\sigma : |\sigma - \sigma_0| < \delta\}$ of $\sigma_0$, the point at the origin does not lie on $\mathcal{J}_\sigma^{(2)}$.

**Proof.** Since $\sigma_0 \in \mathcal{O}_2$ we have $\Re[\eta_2(0;\sigma_0)] \neq 0$. Since the function $\Re[\eta_2(0;\sigma)]$ is continuous at $\sigma_0$, there exists $\delta > 0$, such that the sign of $\Re[\eta_2(0;\sigma)]$ is the same as sign of $\Re[\eta_2(0;\sigma_0)]$ for all $\sigma$ in the $\delta$-neighborhood $\{\sigma : |\sigma - \sigma_0| < \delta\}$ of $\sigma_0$. 


The points $±a_2$ and $±b_2$ are all simple zeros of the quadratic differential. So three critical trajectories emanate from each one. We denote the local critical arcs incident to $p$ by $κ_1^{(p)}$, $κ_2^{(p)}$, $κ_3^{(p)}$ (labeled in counterclockwise direction), where $κ_1^{(p)}$ is the critical arc emanating from $p$ which makes the connection prescribed in the first requirement of Definition 3.21, $p = ±a_2, ±b_2$.

**Lemma 3.29.** Let $σ ∈ Ω$. The critical arcs $κ_2^{(-b_2)}$, $κ_3^{(-b_2)}$, $κ_2^{(-a_2)}$, $κ_3^{(-a_2)}$, $κ_2^{(a_2)}$, $κ_3^{(a_2)}$, $κ_2^{(b_2)}$, respectively approach to infinity along the directions $7π/8$, $−7π/8$, $−5π/8$, $5π/8$, $3π/8$, $−3π/8$, $−π/8$, and $π/8$. Moreover, the $σ$-stable and $σ$-unstable lands having these critical arcs as boundaries are as given in Figure 5a, and in particular, $ℜ[η_2(0; σ)] < 0$.

**Proof.** It is easy to verify that no two critical arcs from the set $L_\sigma := \{κ_2^{(p)}, κ_3^{(p)} : p = ±a_2, ±b_2\}$, can be connected to one another, as it would violate Lemma 3.20, or would lead to geodesic polygons with more than two vertices which are not allowed by Teichmüller’s Lemma. Moreover, no critical arc from the set $L$ can be connected to the origin due to the third requirement of the Definition 3.21. Therefore all critical arcs from the set $L$ must approach infinity.

Notice that the point at the origin cannot be enclosed by the geodesic polygon with vertices $b_2$ and $∞$ defined by $κ_2^{(b_2)}$, $κ_3^{(b_2)}$. This is because, due to the symmetry of the critical graph with respect to the origin, $κ_2^{(b_2)}$ and $κ_3^{(b_2)}$ are respectively reflections of $κ_2^{(-b_2)}$ and $κ_3^{(-b_2)}$ through the origin. So if the the geodesic polygon with vertices $b_2$ and $∞$ defined by $κ_2^{(b_2)}$, $κ_3^{(b_2)}$ encloses the origin, so does the geodesic polygon with vertices $−b_2$ and $∞$ defined by $κ_2^{(-b_2)}$, $κ_3^{(-b_2)}$. But this would mean that there is an intersection between at least one ray emanating from $b_2$ and one ray emanating from $−b_2$ at a regular point, which is impossible. For a similar reason, one can show that the endpoints $−b_2, −a_2$ and $a_2$ cannot be enclosed by the geodesic polygon with vertices $b_2$ and $∞$ defined by $κ_2^{(b_2)}$, $κ_3^{(b_2)}$. Now the Teichmüller’s Lemma implies that the critical rays $κ_2^{(b_2)}$ and $κ_3^{(b_2)}$ must approach $∞$ along two directions $π/4$ radians apart. Therefore, in order to satisfy the third requirement of the Definition 3.21, $κ_2^{(b_2)}$ and $κ_3^{(b_2)}$ must respectively approach to $−π/8$, and $π/8$.

Now, we notice that the geodesic polygon with three vertices $a_2, b_2$, and $∞$, comprised of $κ_1^{(b_2)}$, $κ_3^{(b_2)}$, and $κ_2^{(a_2)}$ cannot enclose the origin, because in that case, by symmetry it would enforce the geodesic polygon with three vertices $−a_2, −b_2$, and $∞$, comprised of $κ_1^{(-b_2)}$, $κ_3^{(-b_2)}$, and $κ_2^{(-a_2)}$ also enclose the origin, which then implies the failure of the fourth requirement of the Definition 3.21 (see Figure 5c). The same argument shows that the geodesic polygon with three vertices $a_2, b_2$, and $∞$, comprised of $κ_1^{(b_2)}$, $κ_2^{(b_2)}$, and $κ_3^{(a_2)}$ cannot enclose the origin as well. The Teichmüller’s lemma for these geodesic polygons now ensures that (a) the critical rays $κ_3^{(b_2)}$, and $κ_2^{(a_2)}$ must approach infinity along two directions $π/4$ radians apart, and (b) the critical rays $κ_2^{(b_2)}$ and $κ_3^{(a_2)}$ must approach infinity along two directions $π/4$ radians apart. Due to what we have already found about $κ_2^{(b_2)}$ and $κ_3^{(b_2)}$, we immediately conclude that $κ_2^{(a_2)}$ and $κ_3^{(a_2)}$, respectively approach to infinity along the directions $3π/8$ and $−3π/8$. The angles of approach to infinity for $κ_2^{(-b_2)}$, $κ_3^{(-b_2)}$, $κ_2^{(-a_2)}$, and $κ_3^{(-a_2)}$ are found by symmetry.

As shown above, the origin does not belong to any of the three geodesic polygons having $b_2$ as a common vertex, and due to symmetry, it does not belong to any of the three geodesic polygons having $−b_2$ as a common vertex. So the origin has to belong to the geodesic polygon with three vertices $±a_2$ and $∞$ (see Figure 5a). By a straightforward conformal mapping argument similar to
the one shown in Figure 2, we can show that one has the \( \sigma \)-stable and \( \sigma \)-unstable lands as shown in Figure 5a, which in particular implies \( \Re[\eta_2(0; \sigma)] < 0 \).

Lemma 3.30. Let \( \sigma_0 \) and \( \delta \) have the same meaning as in Lemma 3.28. For any \( \sigma \) in the \( \delta \)-neighborhood of \( \sigma_0 \), the first requirement of Definition 3.21 is still met.

Proof. For the sake of arriving at a contradiction, assume that for some \( \tilde{\sigma} \) in the \( \delta \)-neighborhood of \( \sigma_0 \), there is no connection between \(-b_2(\tilde{\sigma})\) to \(-a_2(\tilde{\sigma})\), and thus, due to symmetry, no connection between \( a_2(\tilde{\sigma}) \) to \( b_2(\tilde{\sigma}) \). By the choice of \( \delta \), for all \( \sigma \) in the \( \delta \)-neighborhood of \( \sigma_0 \), in particular for \( \tilde{\sigma} \), the point at the origin does not lie on \( \mathcal{J}_\sigma^{(2)} \). Therefore \( \Re[\eta_2(0; \tilde{\sigma})] \neq 0 \). This means that all critical arcs in the set \( \{\ell_1^{(p)}, \ell_2^{(p)}, \ell_3^{(p)} : p = \pm a_2, \pm b_2\} \) must approach to infinity (again, it is easy to observe that no two critical arcs in the set \( \{\ell_1^{(p)}, \ell_2^{(p)}, \ell_3^{(p)} : p = \pm a_2, \pm b_2\} \) can be connected to one another, as it would violate the Teichmüller’s lemma). But this would mean one has twelve solutions at \( \infty \), which is a contradiction.

Lemma 3.31. Let \( \sigma_0 \) and \( \delta \) have the same meaning as in Lemma 3.28. For any \( \sigma \) in the \( \delta \)-neighborhood of \( \sigma_0 \), the third and the fourth requirements of Definition 3.21 are still met.

Proof. Due to continuous deformation of \( \mathcal{J}_\sigma^{(2)} \) with respect to \( \sigma \), as \( \sigma \) varies from \( \sigma_0 \) in the \( \delta \)-neighborhood of \( \sigma_0 \), the critical trajectories \( \ell_2^{(\pm a_2)}, \ell_3^{(\pm a_2)}, \ell_2^{(\pm b_2)}, \) and \( \ell_3^{(\pm b_2)} \) continuously deform without hitting the origin. This ensures that one has the same structure for the critical graph as shown in Figure 5a. Thus, the third and the fourth requirements of the Definition 3.21 are still met.

Lemmas 3.28, 3.30, and 3.31 together imply Theorem 3.22.

3.3 The three-cut regime

The quadratic differential for the three-cut regime is

\[
Q_3(z; \sigma)dz^2 := (z^2 - a_3^2(\sigma))(z^2 - b_3^2(\sigma))(z^2 - c_3^2(\sigma))dz^2. \tag{3.19}
\]

Also denote

\[
\eta_3(z; \sigma) := \int_{c_3}^{z} \sqrt{(s^2 - a_3^2(\sigma))(s^2 - b_3^2(\sigma))(s^2 - c_3^2(\sigma))} ds \tag{3.20}
\]

Identical to the one-cut quadratic differential (3.8), we can show that the three-cut critical trajectories (solutions of \( \Re[\eta_3(z; \sigma)] = 0 \)) approach to infinity along the eight directions

\[
\{\pi/8 + k\pi/4 : k = 0, ..., 7\}.
\]

Definition 3.32. Define the subset \( \mathcal{O}_3 \) in the \( \sigma \)-plane as the collection of all \( \sigma \in \mathbb{C} \) such that the points \( a_3(\sigma) \neq 0, b_3(\sigma), \) and \( c_3(\sigma) \) as solutions of (2.76), (2.77), and (2.78) are distinct and
The critical graph $\mathcal{J}^{(3)}_\sigma$ of all points $z$ satisfying
\[ \Re[\eta_3(z;\sigma)] = 0, \]
contains a single Jordan arc connecting $-c_3(\sigma)$ to $-b_3(\sigma)$, a single Jordan arc connecting $-a_3(\sigma)$ to $a_3(\sigma)$, and a single Jordan arc connecting $b_3(\sigma)$ to $c_3(\sigma)$.

There exists a complementary arc $\Gamma_\sigma(c_3(\sigma), \infty)$ which lies entirely in the component of the set
\[ \{z : \Re[\eta_3(z;\sigma)] < 0\}, \]
which encompasses $(M(\sigma), \infty)$ for some $M(\sigma) > 0$.

There exists a complementary arc $\Gamma_\sigma(a_3(\sigma), b_3(\sigma))$ which lies entirely in the component of the set
\[ \{z : \Re[\eta_3(z;\sigma)] < 0\}. \]

**Theorem 3.33.** $\mathcal{O}_3$ is an open set.

**Proof.** Let $\sigma_0 \in \mathcal{O}_3$. For the sake of arriving at a contradiction, let us assume that there is no neighborhood of $\sigma_0$ consisting only of $\sigma \in \mathcal{O}_3$. This means that there exists a sequence $\{\sigma_k\}_{k=1}^{\infty}$ converging to $\sigma_0$, so that $\sigma_k \notin \mathcal{O}_3$. Since for all $\sigma$, the equilibrium measure and the Riemann-Hilbert contour exists and is unique (41) uniqueness in the gaps are up to homotopy $\sigma_k$ belongs to $\overline{\mathcal{O}_1} \cup \overline{\mathcal{O}_2}$. Therefore there is a subsequence $\{\hat{\sigma}_j\}_{j=1}^{\infty}$ of $\{\sigma_k\}_{k=1}^{\infty}$ convergent to $\sigma_0$, with $\hat{\sigma}_j$ either all belong to $\overline{\mathcal{O}_1}$ or all belong to $\overline{\mathcal{O}_2}$. Without loss of generality, let us assume that $\hat{\sigma}_j$ all belong to $\overline{\mathcal{O}_1}$. Now consider a subsequence $\{\check{\sigma}_\ell\}_{\ell=1}^{\infty}$ of $\{\hat{\sigma}_j\}_{j=1}^{\infty}$ convergent to $\sigma_0$ so that all $\check{\sigma}_\ell$ belong to $\mathcal{O}_1$. Notice that we can always choose such a sequence, because even if there are infinitely many members of $\{\hat{\sigma}_j\}_{j=1}^{\infty}$ belonging to $\overline{\mathcal{O}_1} \setminus \mathcal{O}_1$, for each $j$ we can consider a sequence $\{\sigma_m^{(j)}\}_{m=1}^{\infty}$ convergent to $\hat{\sigma}_j$, and then via a diagonal process we can choose a sequence entirely in $\mathcal{O}_1$ convergent to $\sigma_0$. But since $\mathcal{O}_1$ is open, a sequence entirely in $\mathcal{O}_1$ can only converge to $\sigma_0 \notin \mathcal{O}_3$, only if $\sigma_0 \in \overline{\mathcal{O}_1} \setminus \mathcal{O}_1$. But if $\sigma_0 \in I \cup XII$ we know that $a_3(\sigma_0) = b_3(\sigma_0)$, and if $\sigma_0 \in VII \cup IX$ we know that $b_3(\sigma_0) = c_3(\sigma_0)$ (see Figure 1), in either case we would have $\sigma_0 \notin \mathcal{O}_3$, which is a contradiction.

**3.4 Evolution of the critical graphs and the support of the equilibrium measure through phase transitions**

The critical contours in Figure 1 divide the complex $\sigma$-plane into the one-cut, two-cut and three-cut regimes. We observe that the phase transition from the one-cut to the two-cut regime occurs only through the multi-critical point at $\sigma = -2$. Indeed, in the following figures one can see how the support of the equilibrium measure splits into two symmetric cuts as $\sigma$ is altered from one-cut regime through $\sigma = -2$ to the two-cut regime:

Figures 7, and 8 below show how the critical graph continuously evolves (see Lemmas 3.4 and 3.24) as $\sigma$ changes from a non-critical real value to a critical value.

In Figures 9 through 11 we show how the support of the equilibrium measure evolves when it is altered from pre-critical one-cut or two-cut values to post-critical three-cut ones.
FIGURE 7  Snapshots of the continuous evolution of the critical graph $f^{(1)}_c(\sigma)$ as $\sigma$ changes from $-1$ in the vertical direction up to the critical value $\sigma_{cr} \approx -1 + 1.7795i$ (locate the $\sigma$-values in Figure 1). At the critical value, just before the split of the support of the equilibrium measure, the point $z_0$ gets trapped between various portions of the critical graph.

FIGURE 8  Snapshots of the continuous evolution of the critical graph $f^{(2)}_c(\sigma)$ as $\sigma$ changes from $-3$ in the vertical direction up to the critical value $\sigma_{cr} \approx -3 + 1.5025i$ (locate the $\sigma$-values in Figure 1). At the critical value, just before the birth of a cut at the origin, the origin gets trapped between different portions of the critical graph.

FIGURE 9  Snapshots of the continuous evolution of the support of the equilibrium measure in transition from the one-cut into the three-cut regime: the support of the equilibrium measure is at the onset of splitting into three symmetric cuts with respect to the origin at a critical value $\sigma_{cr} \in \gamma_1$, See Figure 1.
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Figure 10 Snapshots of the continuous evolution of the support of the equilibrium measure in transition from the one-cut into the three-cut regime via birth of two symmetric cuts at \( \pm z_0(\sigma_{cr}) \), for some \( \sigma_{cr} \in \gamma_3 \), see Figure 1. Also, see Figure 14b to see the respective location of points with respect to the critical contours in the \( \sigma \)-plane.

Figure 11 Snapshots of the continuous evolution of the support of the equilibrium measure in transition from the two-cut into the three-cut regime: at a critical value \( \sigma_{cr} \in \gamma_5 \) (see Figure 1) a cut is about to be born at the origin yielding a system of three symmetric cuts with respect to the origin.

4 | Phase Diagram in the \( \sigma \)-Plane and Auxiliary Quadratic Differentials

Similar to the approach taken in [12], to analytically describe the transitions from the one-cut to the three-cut regime and from the two-cut to the three-cut regime we can use the critical trajectories of the associated auxiliary quadratic differentials.

4.1 | One-cut to three-cut transition

In this subsection we search for an analytic description for the values of \( \sigma \) such that \( z_0(\sigma) \in \mathcal{F}_\sigma^{(1)} \), that is, \( \Re[\Psi(\sigma)] = 0 \) where

\[
\Psi(\sigma) := \eta_1(z_0(\sigma); \sigma) = \frac{-\sigma}{4} \sqrt{\frac{1}{3} \left( -2\sigma - \sqrt{-12 + \sigma^2} \right) \sqrt{-12 + \sigma^2}} 
+ 2 \log \left( \sqrt{\frac{1}{3} \left( -2\sigma - \sqrt{-12 + \sigma^2} \right) + \sqrt{-12 + \sigma^2}} \right)
\]

(4.1)
If we compute
\[
\left[ \frac{d\Psi}{d\sigma} \right]^2 = \frac{1}{12} \left( 12 + \sigma^2 + 2\sigma \sqrt{12 + \sigma^2} \right),
\]  (4.2)
we do not obtain a meromorphic quadratic differential, which is the preferred object to deal with (as opposed to what we had in (4.11)). However, if we express \( \sigma \) and \( z_0(\sigma) \) in terms of \( b_1 \equiv b_1(\sigma) \) via (2.35), then a direct calculation shows that in the variable \( b_1 \) we do obtain a meromorphic quadratic differential:
\[
\Xi(b_1) := \left[ \frac{d\Psi}{db_1} \right]^2 = \frac{(16 - b_1^4) (16 + 3b_1^4)^3}{256b_1^{10}}.
\]  (4.3)

We can make things a bit simpler, as in the variable \( \beta := b_1^2 \) we arrive at:
\[
\Xi(\beta) = \left[ \frac{d\Psi}{d\beta} \right]^2 = \frac{(16 - \beta^2)(16 + 3\beta^2)^3}{1024\beta^6}.
\]  (4.4)

Thus we can express \( \Psi \) as
\[
\Psi(\beta) = \int_{-4i/\sqrt{3}}^{\beta} \sqrt{\Xi(s)} \, ds.
\]  (4.5)

The initial point of integration is chosen to be \( \beta = -4i/\sqrt{3} \) as this corresponds to \( b_1 = z_0 \) (and \( \sigma = i \sqrt{12} \)) where \( \Psi = 0 \). Therefore, the preimage (under the map \( \sigma \mapsto \beta \)) of the critical trajectories of the quadratic differential \( \Xi(\beta)d\beta^2 \) includes, and as described further below not equal to, the set \( \{ \sigma : \Re[\eta_1(z_0(\sigma); \sigma)] = 0 \} \). So one is naturally directed to study the critical trajectories of the auxiliary quadratic differential \( \Xi(\beta)d\beta^2 \). Notice that it has two simple zeros at \( \pm 4 \), two zeros of order three at \( \pm 4i/\sqrt{3} \), a pole of order six at zero and a pole of order six at infinity (recall (3.9)). Therefore three critical trajectories emanate from \( \beta = 4 \) and \( \beta = -4 \) each, while five critical trajectories emanate from \( \beta = 4i/\sqrt{3} \) and \( \beta = -4i/\sqrt{3} \) each (Theorem 7.1 of [45]). Also, there are 4 critical trajectories incident with \( \beta = 0 \) and \( \beta = \infty \) (Theorem 7.4 of [45]). The local structure of the critical trajectories in a neighborhood of the critical points can be easily found by finding a ray on which \( \Xi(\beta)d\beta^2 < 0 \). Locally, the other critical trajectories will be then determined based on how many critical directions are incident with the critical point. For example, it is simple to check that \( \Xi(\beta)d\beta^2 < 0 \) when \( \beta = \epsilon i + 4i/\sqrt{3}, \epsilon > 0 \). The other four critical directions at \( 4i/\sqrt{3} \) are now determined by forming equal angles \( 2\pi/5 \) between adjacent critical directions. Similar analysis gives the local structure in the neighborhood of other critical points. At infinity \( \Xi(\beta)d\beta^2 \sim -\frac{27}{1024}\beta^2d\beta^2 \), thus the integral of its square root behaves like \( \frac{3i\sqrt{3}}{64}\beta^2 \) and thus the four solutions to \( \Re[\Psi(\beta)] = 0 \) near infinity respectively have asymptotic angles \( 0, \pi/2, \pi, \) and \( 3\pi/2 \). Using this for solutions near infinity, and having already determined the local critical structure near finite critical points, the only global structure (connection of critical trajectories) consistent with the Teichmüller’s lemma is shown in Figure 12. A calculation shows that \( \Psi(\beta) \) as defined in (4.5) differs from \( \Psi(-\beta) \) and from \( \Psi(\bar{\beta}) \) by additive purely imaginary quantities. This explains the symmetry with respect to the origin and the real axis in Figure 12.
FIGURE 12  The red lines show the critical graph $T$ of the auxiliary quadratic differential $2^{-10} \beta^{-6}(16 - \beta^2)(16 + 3\beta^2) d\beta^2 \equiv \Xi(\beta) d\beta^2$ in the $\beta$-plane. The black dots show the critical points of $\Xi(\beta) d\beta^2$: simple zeros at $\pm 4$, zeros of order three at $\pm 4i/\sqrt{3}$, pole of order six at zero. The actual critical graph in the $\sigma$-plane corresponding to the transition from the one-cut regime to the three-cut regime is a subset of the image of $T$ under the Joukowsky map $\sigma = -\frac{3}{4}\beta + \frac{4}{\beta}$ (see Figure 13) which maps both the interior and the exterior of the circle of radius $4/\sqrt{3}$ onto the complement of the imaginary line segment in the $\sigma$-plane connecting $-i\sqrt{12}$ to $i\sqrt{12}$.

From (2.36) we can simply express $z_0^2$ and $\sigma$ in terms of $\beta$ as

$$z_0^2 = \frac{\beta}{4} + \frac{4}{\beta}, \quad (4.6)$$

$$\sigma = -\frac{3}{4}\beta + \frac{4}{\beta}. \quad (4.7)$$

We observe that the map from the $\beta$-plane to the $\sigma$-plane is a Joukowsky map which maps both the interior and the exterior of the circle of radius $4/\sqrt{3}$ onto the complement of the imaginary line segment in the $\sigma$-plane connecting $-i\sqrt{12}$ to $i\sqrt{12}$. Therefore the image $\hat{\Sigma}$ of the critical trajectories of $\Xi(\beta) d\beta^2$ in the $\beta$-plane under the Joukowsky map $\beta \mapsto \sigma$ provides all the candidates for the 1-cut to 3-cut phase transition in the $\sigma$-plane.

Inverting the Joukowsky map we obtain

$$\beta^{(+)}(\sigma) = \frac{2}{3} \left( -\sigma \pm \sqrt{12 + \sigma^2} \right). \quad (4.8)$$
The image $\hat{\Sigma}$ of the critical graph $\tau$ of $2^{-10}\beta^{-6}(16 - \beta^2)(16 + 3\beta^2)\, d\beta^2 \equiv \Xi(\beta)\, d\beta^2$ under the Joukowsky map $\beta \mapsto \sigma = -\frac{3}{4}\beta + \frac{4}{\beta}$. The red dots at $\pm 2$ and $\pm i\sqrt{12}$ are the images of the critical points of $\Xi(\beta)\, d\beta^2$. The components I, II, III, IV, V, X, XI, and XII are the images of the parts of $\tau$ in the exterior of the circle of radius $4/\sqrt{3}$, while the components VI, VII, VIII, and IX are the images of the parts of $\tau$ in the interior of the circle of radius $4/\sqrt{3}$ (see Figure 12).

We choose the branch cuts for the square root to be the two rays connecting $i\sqrt{12}$ to $-\infty + i\sqrt{12}$ and $-i\sqrt{12}$ to $-\infty - i\sqrt{12}$, and we fix the branch according to $\arg(\sigma - i\sqrt{12}) = 0$ for $\sigma = x + i\sqrt{12}, x > 0$. However, recalling (2.37), our one-cut computations are based on $\beta^{(+)}$, not $\beta^{(-)}$. Therefore, among the twelve components of $\hat{\Sigma}$, the actual candidates for 1-cut to 3-cut phase transition in the $\sigma$-plane are those which get mapped by $\beta^{(+)}$ to the critical trajectories of $\Xi(\beta)\, d\beta^2$ in the $\beta$-plane. By straight-forward calculations we observe that $\beta^{(+)}$ does not map the components of $\hat{\Sigma}$ labeled by II, III, IV, V, and X to $\tau$, while it does map the components of $\hat{\Sigma}$ labeled by I, XII, VI, VII, VIII, IX, and XI respectively to the components of $\tau$ labeled by I, 12, 6, 7, 8, 9, and 11 (Actually it can be checked that $\beta^{(-)}$ maps the components of $\hat{\Sigma}$ labeled by II, III, IV, V, and X respectively to the components of $\tau$ labeled by 2, 3, 4, 5, and 10). This means that the only places in the $\sigma$-plane at which one-cut to two-cut phase transition could happen are the components of $\hat{\Sigma}$ labeled by I, XII, VI, VII, VIII, IX, and XI, see Figure 14a.

We will later show that for another reason the one-cut to three-cut phase transition could not happen along the component labeled by XI, and for yet another reason it cannot happen along the components labeled by VI and VIII.

**Lemma 4.1.** Let $\sigma \in I \cup VI \cup XII \cup VIII$ and different from $-2$ and $\pm i\sqrt{12}$. Then one of the following three possibilities holds:

a) $\pm z_0(\sigma) \in J_\sigma$

b) $z_0(\sigma) \in \ell_{2}^{(-b_1(\sigma))}$ and $-z_0(\sigma) \in \ell_{2}^{(b_1(\sigma))}$

c) $z_0(\sigma) \in \ell_{3}^{(b_1(\sigma))}$ and $-z_0(\sigma) \in \ell_{3}^{(-b_1(\sigma))}$.
Proof. This follows from continuous deformations of $z_0(\sigma)$ and $J_\sigma^{(1)}$ with respect to $\sigma$. So we start from some $\sigma_0 > -2$ where we know the structure $J_\sigma^{(1)}$, and $\pm z_0(\sigma_0) = \pm iy_0$, for some $y_0 > 0$ (see, e.g., Figure 7a for $\sigma_0 = -1$). If we continuously deform $z_0(\sigma)$ and $J_\sigma^{(1)}$ starting from $\sigma_0$ it is clear that $z_0(\sigma_1)$ can only hit $J_{\sigma_1}$, $\ell_{\sigma}^{(-b_1(\sigma_1))}$, or $\ell_{\sigma}^{(b_1(\sigma_1))}$. The three possibilities in the statement of the Lemma now follow from Lemma 3.3, more precisely: i) if $z \in \ell_{\sigma}^{(-b_1(\sigma))}$ then $-z \in \ell_{\sigma}^{(b_1(\sigma))}$, ii) if $z \in \ell_{\sigma}^{(-b_1(\sigma))}$ then $-z \in \ell_{\sigma}^{(b_1(\sigma))}$, and iii) if $z \in J_{\sigma}$ then $-z \in J_{\sigma}$.

Theorem 4.2. For $\sigma \in I \cup XII$, it holds that $\pm z_0(\sigma) \in J_{\sigma}$.

Proof. We only prove the theorem for $\sigma \in I$, as the theorem for $\sigma \in XII$ can be proven identically. Notice that for $\sigma = -2 \in I$ (see the caption of Figure 14a), we indeed have $\pm z_0(-2) = 0 \in J_{-2} = [-2, 2]$. Obviously for all $\sigma \in I$, we need to have $z_0(\sigma)$ either belong to $J_{\sigma}$ or to $J_{\sigma} \setminus J_{\sigma}$. For the sake of arriving at a contradiction, let us assume that for some $\sigma_1 \in I$, $z_0(\sigma_1)$ belongs to $J_{\sigma} \setminus J_{\sigma}$. Due to continuity in deformations of $z_0(\sigma)$ and $J_\sigma^{(1)}$, there has to be some intermediate $\sigma_0 \in I$ between $\sigma = -2$ and $\sigma_1$ so that $z_0(\sigma_0)$ simultaneously belongs to $J_{\sigma_0}$ and $J_{\sigma_0} \setminus J_{\sigma_0}$. But this would lead to a geodesic polygon with two vertices at one of $\pm b_1(\sigma_0)$ and $z_0(\sigma_0)$ which is impossible due to Lemma 3.5. One gets the same contradiction using the identical argument for $-z_0(\sigma_1)$.

Lemma 4.3. In $K_1$ we have $\Re[\eta_1(\pm z_0(\sigma); \sigma)] > 0$ while in $K_2 \cup K_3$ we have $\Re[\eta_1(\pm z_0(\sigma); \sigma)] < 0$.

Proof. Consider the region $K_1$ shown in Figure 14a, under the map $\beta^{(+)}$ (see (4.8)) this region is mapped to the region bounded by the components 1, 12, 6, and 8 shown in Figure 12, which we denote by $K_1$. Also, the region $K_2$ gets mapped by $\beta^{(+)}$ to the interior of the components 6 and 7 of Figure 12, which we denote by $K_2$, while the region $K_3$ is mapped by $\beta^{(+)}$ to the interior of the components 8 and 9 of Figure 12, which we denote by $K_3$. 

**FIGURE 14** Part (a) shows the remaining candidates (all values of $\sigma$ on the blue curves) for the one-cut to three-cut transitions. Part (b) shows an enlarged picture in a neighborhood of the tri-critical point $i\sqrt{12}$. 
Consider the conformal map \((4.5)\) restricted to \(K_1 \cup K_2\). It is straightforward to see that \(\Psi\) maps \(K_1 \cup K_2\) to the entire \(\Psi\)-plane, where \(K_1\) is either mapped to the right-half or the left-half plane. Indeed, \(\Psi\) maps \(K_1\) to the right half plane and \(K_2\) to the left half plane. To see this it is enough to find a single point \(\beta_0 \in K_1\) and show that \(\Re[\Psi(\beta_0)] > 0\). Recall that the set \(\{\sigma : \sigma > -2\}\) is inside \(K_1\), and its image \((0, 4) \subset K_1\). From Lemma 3.16 we know that \(\Re[\Psi(\beta)] > 0\) for all \(\beta \in (0, 4)\) and thus for all \(\beta \in K_1\), and consequently \(\Re[\Psi(\sigma)] < 0\) for all \(\sigma \in K_2\). Consequently, \(\Re[\Psi(\sigma)] > 0\) for all \(\sigma \in K_1\) and \(\Re[\Psi(\sigma)] < 0\) for all \(\sigma \in K_2\).

Similarly, by considering the conformal map \(\Psi^*(\beta) = \int_{\beta}^{4} i \sqrt{3} \sqrt{\Xi(s)} ds\), restricted to \(K_1 \cup K_3\), we can show that \(\Re[\Psi(\sigma)] < 0\) for all \(\sigma \in K_3\). So we have justified that when \(\sigma\) passes from \(K_1\) to \(K_2\) (resp. \(K_3\)) through VI (resp. VIII), the function \(\Re[\Psi(\sigma)]\) changes sign from positive to negative, that is, \(z_0(\sigma)\) moves from an unstable land to a stable land. We have the same conclusion for \(-z_0(\sigma)\) due to (3.7).

**Theorem 4.4.** It holds that

- \(-z_0(\sigma) \in \ell^{(b_1)}_2\) and \(z_0(\sigma) \in \ell^{(-b_1)}_2\) for \(\sigma \in VI\),
- \(z_0(\sigma) \in \ell^{(b_1)}_3\) and \(-z_0(\sigma) \in \ell^{(-b_1)}_3\), for \(\sigma \in VIII\),
- \(-z_0(\sigma) \in \ell^{(b_1)}_3\) and \(z_0(\sigma) \in \ell^{(-b_1)}_3\), for \(\sigma \in VII\), and
- \(-z_0(\sigma) \in \ell^{(b_1)}_2\) and \(z_0(\sigma) \in \ell^{(-b_1)}_2\), for \(\sigma \in IX\).

**Proof.** We only prove this for \(\sigma \in VI\) and \(\sigma \in VII\), as the proof for \(\sigma \in VIII\) and \(\sigma \in IX\) can be done identically. We first show this locally in an \(\varepsilon\)-neighborhood \(D_\varepsilon(i \sqrt{12})\) of \(i \sqrt{12}\), for small enough \(\varepsilon > 0\). Notice that as \(\sigma\) approaches to \(i \sqrt{12}\), \(\mp z_0(\sigma)\) approaches to \(\pm b_1(\sigma)\). So we consider the asymptotics of \(\eta_1(-z_0(\sigma); \sigma)\) as \(\sigma\) approaches to \(i \sqrt{12}\). We indeed find that the order of vanishing is \(5/4\):

\[
\eta_1(-z_0(\sigma); \sigma) = \frac{4\sqrt{2}}{5} 3^{-1/8} e^{3\pi i/8} (\sigma - i \sqrt{12})^{5/4} \left(1 + O\left((\sigma - i \sqrt{12})^{1/4}\right)\right).
\] (4.9)

From the properties of the auxiliary quadratic differential we know that the local angle between the components labeled by 1 and 6 in Figure 12 is \(2\pi/5\). The map \((4.7)\) is not conformal at \(\beta = -4i/\sqrt{3}\), indeed

\[
\sigma\left(-\frac{4i}{\sqrt{3}}\right) = i \sqrt{12}, \quad \sigma'\left(-\frac{4i}{\sqrt{3}}\right) = 0, \quad \sigma''\left(-\frac{4i}{\sqrt{3}}\right) = -\frac{3\sqrt{3}}{8} i.
\]

This means that the local angle at \(i \sqrt{12}\) between the images I and VI (see Figure 14a) of 1 and 6 is \(4\pi/5\). This analysis also gives us the local angles \(\vartheta_1, \vartheta_6, \vartheta_7\) respectively of components I, VI, and VII made with the ray \(x + i \sqrt{12}, x > 0\):

\[
\vartheta_1 = \frac{-7\pi}{10}, \quad \vartheta_6 = \frac{\pi}{10}, \quad \vartheta_7 = \frac{9\pi}{10}, \quad \text{where} \quad \sigma - i \sqrt{12} = pe^{i\theta}, \quad -\pi < \theta < \pi.
\]
We can now notice that

- If $\sigma \in I$, the leading order approximation of $\eta_1(-z_0(\sigma); \sigma)$ given by (4.9), is purely imaginary $iy_1(\rho)$, with $y_1(\rho) < 0$, as $3\pi/8 + 5\theta_1/4 = -\pi/2$.
- If $\sigma \in VI$, the leading order approximation of $\eta_1(-z_0(\sigma); \sigma)$ given by (4.9), is purely imaginary $iy_6(\rho)$, with $y_6(\rho) > 0$, as $3\pi/8 + 5\theta_6/4 = \pi/2$, and
- If $\sigma \in VII$, the leading order approximation of $\eta_1(-z_0(\sigma); \sigma)$ given by (4.9), is purely imaginary $iy_7(\rho)$, with $y_7(\rho) < 0$, as $3\pi/8 + 5\theta_7/4 = 3\pi/2$.

This means that as $\sigma$ approaches to VI, from $K_1 \cap D_\epsilon(i\sqrt{12})$, $-z_0(\sigma)$ must approach $l(\pm b_1(\sigma))$ from the right (We orient $l(\pm b_1(\sigma))$, $l(\pm b_3(\sigma))$, and $l'(\pm b_2(\sigma))$ in the outward direction as they emanate from $\pm b_1(\sigma)$, where we know that $\Im(\eta(z; \sigma)) > 0$ (see Figure 2a and b), and as $\sigma$ approaches to VII, from $K_2 \cap D_\epsilon(i\sqrt{12})$, $z_0(\sigma)$ must approach $l'(\pm b_1(\sigma))$ from the right, and as $\sigma$ approaches to VII, from $K_2 \cap D_\epsilon(i\sqrt{12})$, $z_0(\sigma)$ must approach from the right to $l'(\pm b_1(\sigma))$.

Now we extend this local result to the entirety of VI and VII using the same argument presented in Theorem 4.2.

Due to Lemma 4.4, the values of $\sigma \in VI \cup VIII$ do not belong to $O_1^\ast$. However, in the following Theorem we show that they do belong to the larger set $O_1$ (recall the Definitions 3.1 and 3.10).

**Theorem 4.5.** All $\sigma \in VI \cup VIII$ belong to $O_1$.

**Proof.** By Theorem 4.4, at $\sigma_* \in VI$, we have $-z_0(\sigma_*) \in \ell_2^{(b_1)}$ and $z_0(\sigma_*) \in \ell_2^{(-b_1)}$. By Lemma 3.15, there are no disconnected components for the critical graph and one has four critical trajectories incident at right angles at both $\pm z_0(\sigma_*)$. Among these four critical trajectories, two must come from the two legs $\ell_2^{(b_2(\sigma_*)}$ and $\ell_2^{(b_3(\sigma_*)}$ of $\mathcal{L}_2^{(b_1)}$ which make a $\pi/2$ angle with each other at $-z_0(\sigma_*)$ and approach to infinity respectively along the directions $-5\pi/8$ and $-3\pi/8$, while the other two must come from $\ell_2^{(b_1)}$ folding at a $\pi/2$ angle into a short critical trajectory $\ell_2^{(b_1(\sigma_*)}$ (connecting $b_1(\sigma_*)$ to $-z_0(\sigma_*)$) and another component $\ell_2^{(b_1(\sigma_*)}$ connecting $z_0(\sigma_*)$ to infinity along the angle $-\pi/8$. Notice that $\ell_2^{(b_1)}$ must still approach to infinity at the angle $\pi/8$ when $\sigma_* \in VI$, due to continuity of deformations and that it has not been hit by $\pm z_0(\sigma_*)$. Thus, when $\sigma_* \in VI$, one still has the region $\Omega_1^{(\sigma_*)}$ which encompasses $(M(\sigma_*), \infty)$ for some $M(\sigma_*) > 0$ (see Figure 3c).

Notice that there is still a single connection from $-b_1(\sigma_*)$ to $b_1(\sigma_*)$ to avoid having too many solutions at $\infty$. This proves that any $\sigma \in VI$ belongs to $O_1$. An identical argument shows that any $\sigma \in VIII$ belongs to $O_1$.

**Theorem 4.6.** The regions $K_2$ and $K_3$ shown in Figure 14a both belong to $O_1^\ast$.

**Proof.** We only prove this for $K_2$ as the proof for $K_3$ is identical. As $\sigma$ moves from $\sigma_* \in VI$ to some $\sigma_1 \in K_2$, $\pm z_0(\sigma_1)$ must lie in $\sigma_1$-stable lands by Lemma 4.3. Recalling Figure 3c for $\sigma_* \in VI$, this is...
only possible if at the onset of the entrance of \( z_0 \) into the stable lands, \( L^{(\sigma_*)}_{2,l} \) and \( \ell^{(b_1(\sigma_*))}_2 \) form the new hump \( L^{(4)}_{\sigma} \) (these notations are introduced partially in the proof of Theorem 4.5 and in the statement of Theorem 3.13), as the other possibility where \( \ell^{(b_1(\sigma_*))}_2 \) and \( \ell^{(b_1(\sigma_*))}_2 \) form the new \( \ell^{(b_1)}_2 \) is not allowed by the Teichmüller’s lemma regardless of which stable land \( z_0 \) enters. This means that one indeed has Figure 3d once \( \sigma \) moves from \( \sigma_* \in VI \) to some \( \sigma_1 \in K_2 \). Since at \( \sigma_1 \), \( \ell^{(b_1)}_3 \) still approaches to \( \infty \) along the \( \pi/8 \) direction, \( \ell^{(b_1)}_2 \) approaches to \( \infty \) along the \( -5\pi/8 \) direction. At \( \sigma_1 \) one indeed has a contour \( \Gamma_{\sigma_1}(b_1(\sigma_1), \infty) \) entirely in the stable lands which encompasses \( (M(\sigma_1), \infty) \) for some \( M(\sigma_1) > 0 \) (see the orange dashed lines in Figure 3d). One always has this connection to infinity as long as \( z_0(\sigma) \) does not hit \( \ell^{(b_1)}_3 \) which could block this access to the positive real axis (see Figures 3e and f). But for all \( \sigma \in K_2 \) this does not happen which finishes the proof that \( K_2 \subset \mathcal{O}^*_1 \).

\[ \square \]

**Theorem 4.7.** The lines VII and IX form part of the boundaries of the one-cut region. More precisely, for all \( \sigma \in VII \cup IX \), and all \( \sigma \in K_4 \cup K_5 \) the one-cut definition does not hold.

**Proof.** We only provide the proof for \( \sigma \in VII \cup K_4 \), as the proof for \( \sigma \in IX \cup K_5 \) is exactly identical. Recall that by \( K_4 \), we denote the infinite region in the \( \sigma \)-plane bounded by \( L_+ \) and VII (see Remark 2.1 and Figure 14a). At \( \sigma_* \in VII \), by Theorem 4.4, we know that \( \pm z_0(\sigma_*) \in \ell^{(\pm b_1(\sigma_*))}_3 \), and by a similar reasoning to that provided in the proof of Theorem 4.5, we know that the structure of the stable and unstable lands are as depicted in Figure 3g. This shows that no \( \sigma \in VII \) belongs to \( \mathcal{O}_1 \) since the third requirement of Definition 3.1 cannot be met.

We denote the four critical trajectories incident with \( -z_0(\sigma_*) \), as

- \( L^{(\sigma_*)}_{4,l} \) and \( L^{(\sigma_*)}_{4,r} \) obtained from folding of \( L^{(z_0)}_4 \) in two perpendicular components at \( -z_0(\sigma_*) \), in the limiting process \( K_2 \ni \sigma_0 \rightarrow \sigma_* \in VII \) (for the notation \( L_4 \) recall Lemma 3.13),
- the short critical trajectory \( \ell^{(b_1(\sigma_*))}_3 \) (connecting \( b_1(\sigma_*) \) to \( -z_0(\sigma_*) \)), and \( \tilde{\ell}^{(b_1(\sigma_*))}_3 \) connecting \( z_0(\sigma_*) \) to infinity along the angle \( \pi/8 \), which are obtained from folding of \( \ell^{(b_1(\sigma_*))}_3 \) in two perpendicular components at \( -z_0(\sigma_*) \), in the limiting process \( K_2 \ni \sigma_0 \rightarrow \sigma_* \in VII \).

By a similar argument to that shown in the proof of Lemma 4.3, we can show that \( \Re[\eta_1(\pm z_0(\sigma); \sigma)] > 0 \) for all \( \sigma \in K_4 \). In other words, as \( \sigma \) moves from \( \sigma_* \in VII \) to some \( \sigma_1 \in K_4 \), \( \pm z_0(\sigma_1) \) must lie in \( \sigma_1 \)-unstable lands. This is only possible if at the onset of the entrance of \( z_0 \) into the unstable lands, \( L^{(\sigma_*)}_{4,l} \) and \( \ell^{(b_1(\sigma_*))}_3 \) together form the new \( \ell^{(b_1)}_3 \) and \( \ell^{(b_1(\sigma_*))}_3 \) together form the \( \ell^{(b_1)}_2 \) which provides the necessary solutions at \( \infty \). Notice that the other possibilities lead to contradiction with Teichmüller’s lemma, regardless of which unstable land \( z_0 \) enters. This means that one indeed has the Figure 3h, which proves that all \( \sigma \in K_4 \) cannot belong to \( \mathcal{O}_1 \) as the third requirement of Definition 3.1 cannot be met. \[ \square \]

**Theorem 4.8.** The lines I and XII form part of the boundaries of the one-cut region. More precisely, for all \( \sigma \in I \cup XII \), and all \( \sigma \in K_6 \cup K_7 \) the one-cut definition does not hold.

**Proof.** We only provide the proof for \( \sigma \in I \cup K_6 \), as the proof for \( \sigma \in XII \cup K_7 \) is exactly identical. First notice that on I the second requirement of Definition 3.1 cannot be met due to Theorem 4.2.

Now we show that any point \( \sigma \in K_6 \) does not belong to \( \mathcal{O}_1^* \). For the sake of arriving at a contradiction, assume that there exists a \( \sigma_1 \in K_6 \) which belongs to \( \mathcal{O}_1^* \). We can now deform the
branch-cut $L_+$ (see Remark 2.1) so that the point $\sigma_1$ and the component VII lie on the same side of $L_+$. But since $O_1^\ast$ is open, this means that all $\sigma$ bounded by the deformed branch cut $L_+$, and the component VII must belong to $O_1^\ast$. This contradicts Theorem 4.7.

Theorems 4.5, 4.6, 4.7, 4.8 and the fact that $K_1 \subset O_1^\ast$ can be formulated as the following Theorem.

**Theorem 4.9.** The one-cut region is the region labeled so in Figure 1.

This characterization, immediately implies the openness on the one-cut region.

**Corollary 4.10.** The set $O_1$ is open.

**4.2 Two-cut to three-cut transition**

Due to the symmetry with respect to the origin, the transition from the two-cut regime to the three-cut regime could only occur through birth of a cut at the origin. Define

$$\Phi(\sigma) := \eta_2(0; \sigma) = -\frac{\sigma\sqrt{\sigma^2 - 4}}{4} + \log \left[ \frac{\sigma + \sqrt{\sigma^2 - 4}}{2} \right].$$

(4.10)

The values of $\sigma$ for which such a transition takes place are those at which the real part of (4.10) vanishes. A calculation shows

$$Y(\sigma) := \left[ \frac{d\Phi}{d\sigma} \right]^2 = \frac{1}{4}(\sigma^2 - 4).$$

(4.11)

Thus the auxiliary quadratic differential associated to the transition from the two-cut regime to the three-cut regime is $Y(\sigma)d\sigma^2$, since we can express $\Phi(\sigma)$ as

$$\Phi(\sigma) = \int_2^{\sigma} \sqrt{Y(\sigma)}d\sigma,$$

(4.12)

where we have chosen the lower bound of integration as such since at $\Phi(2) = 0$. The auxiliary quadratic differential $Y(\sigma)d\sigma^2$ has two simple zeros at $\pm 2$ and a pole of order 6 at infinity (recall (3.9)). Therefore three critical trajectories emanate from $\sigma = 2$ and $\sigma = -2$ each, and four critical trajectories are incident with infinity. At infinity $Y(\sigma)d\sigma^2 \sim \frac{1}{4}\sigma^2d\sigma^2$, thus the integral of its square root behaves like $\frac{1}{4}\sigma^2$ and thus the four solutions to $\Re[\Phi(\sigma)] = 0$ near infinity respectively have asymptotic angles $\pi/4, 3\pi/4, 5\pi/4,$ and $7\pi/4$. Since $Y(\sigma)d\sigma^2 < 0$ at any point in $(-2, 2)$, we can immediately determine the local structure of critical trajectories at $\pm 2$. A calculation shows that $\Phi(\sigma)$ as defined in (4.12) differs from $\Phi(-\sigma)$ and from $\Phi(\bar{\sigma})$ by additive purely imaginary quantities which imposes a symmetry with respect to the origin and with respect to the real axis in the critical graph of $Y(\sigma)d\sigma^2$, which also means that one has a symmetry with respect to the imaginary axis as well. This symmetry ensures that the geodesic polygon with vertices $\sigma = 2$ and $\infty$ must **entirely lie in the right half-plane**, because if the polygon were to hit the imaginary axis at say $iy_*$, it would make $\sigma = iy_*$ (and also $\sigma = -iy_*$) a non-regular point of the quadratic differential $Y(\sigma)d\sigma^2$,
The critical graph $\Sigma$ of the auxiliary quadratic differential $\frac{1}{4}(\sigma^2 - 4)d\sigma^2 \equiv Y(\sigma)d\sigma^2$ whose components are the candidates for the two-cut to the three-cut transition. The black dots show the critical points of $Y(\sigma)d\sigma^2$ which are simple zeros at $\pm 2$.

which is a contradiction (recall that through each regular point of a meromorphic quadratic differential passes exactly one $\theta$-arc). Based on what we discussed above and what we know about the asymptotic angles at infinity, the critical graph shown in Figure 15 is indeed correct.

We can prove the following Lemma similarly as we proved Lemma 4.3, thus we do not provide the details.

**Lemma 4.11.** In $U_1$ we have $\Re[\eta_2(0;\sigma)] < 0$ while in $U_2 \cup U_3$ we have $\Re[\eta_2(0;\sigma)] > 0$.

**Theorem 4.12.** The two-cut regime is the region labeled so in Figure 1.

**Proof.** Firstly, recalling Lemma 3.27 and Theorem 3.22 we can show that $U_1 \subset O_2$. By Corollary 3.26, none of the lines labeled by 1 to 5 in Figure 15 belong to $O_2$. Now, we show that no $\sigma \in U_4$ can belong to $O_2$. Indeed as described above, the region $U_4$ must lie entirely in the right half plane which itself belongs to the one-cut region by Theorem 4.9, so $U_4 \subset O_1$. Due to the uniqueness of the support of the equilibrium measure no $\sigma \in U_4$ can belong to $O_2$. Recalling Lemma 3.25, we know that for $\sigma_0 \in 1$, either $\ell^{(a_2)}_2$ must connect to $\ell^{(-a_2)}_2$, or $\ell^{(a_2)}_3$ must connect to $\ell^{(-a_2)}_3$ at the origin (see, e.g., Figure 5b). Similar to the argument provided in Theorem 4.7 we can show that the only possible transition for the critical graph of $Q_2(z;\sigma)dz^2$ as $1 \ni \sigma_0 \to \sigma_1 \in U_2$ is the one shown from Figure 5b c. This makes sure that no point in $U_2$ could belong to $O_2$ (recall Theorem 3.22).

Identically one can show that no point in $U_3$ could belong to $O_2$.

**Remark 4.13.** The line labeled by VII (resp. IX) in Figure 14a has no intersection with the line labeled by 1 (resp. 2) in Figure 15. This is obvious due to the uniqueness of the support of the equilibrium measure. Indeed, if there was an intersection point $\sigma$, then it would simultaneously
be a degenerate one-cut and a degenerate two-cut $\sigma$. Another contradiction would be that if there was an intersection point $\sigma$, then we would have had a way to continuously make a transition from a two-cut $\sigma_2$ to a one-cut $\sigma_1$ through some $1 \ni \sigma_0 \neq -2$. But we know that the only way for such a transition is through degeneration of the gap from $-a_2$ to $a_2$, that is, $\pm a_2 \to 0$ which is only possible if $\sigma \to -2$ (recall (2.60)).

**Theorem 4.14.** The three-cut regime is the region labeled so in Figure 1.

**Proof.** By Theorems 4.9 and 4.12 we have already proven that in the region labeled as the “three-cut regime” in Figure 1 the one-cut and two-cut requirements are not satisfied. Since for all $\sigma$, the equilibrium measure and the Riemann-Hilbert contour exists and is unique (see [41], where uniqueness of the contour outside of the support of the equilibrium measure is up to homotopy) we conclude that all sigma in that region must necessarily satisfy the requirements of Definition 3.32. □

## 5 | THE RIEMANN-HILBERT PROBLEM IN THE ONE-CUT REGIME, STRING EQUATIONS AND TOPOLOGICAL EXPANSION OF THE RECURRENCE COEFFICIENTS

In this section we follow [15]. For simplicity of notation, let us use $b$ instead of $b_1$ in this section. Assume that $\sigma$ belongs to the one-cut regime and let us consider the set of monic orthogonal polynomials $P_n(z; N)$, $\deg P_n(z; N) = n$, satisfying

$$
\int_{\Gamma_\sigma} P_n(s; N)P_k(s; N)e^{-NV(s)}ds = h_n(N)\delta_{n,k}, \quad k = 0, 1, \ldots, n, \tag{5.1}
$$

where we suppress the dependence on $\sigma$ in all of the quantities and functions. Since the potential $V$ is even, these polynomials satisfy the following recurrence relation

$$
zP_n(z; N) = P_{n+1}(z; N) + y_n^2(N)P_{n-1}(z; N). \tag{5.2}
$$

Corresponding to this system of orthogonal polynomials one has the following Riemann-Hilbert problem [32]

- **RH-Y1** $Y(z; n, N)$ is holomorphic in $\mathbb{C} \setminus \Gamma_\sigma$.
- **RH-Y2** $Y_+(z; n, N) = Y_-(z; n, N)J_Y(z; N)$, $z \in \Gamma_\sigma$, where

$$
J_Y(z; N) = \begin{pmatrix} 1 & w(z; N) \\ 0 & 1 \end{pmatrix}, \quad w(z; N) := e^{-NV(z)}. \tag{5.3}
$$

- **RH-Y3** $Y(z; n, N) = (I + O(z^{-1}))\begin{pmatrix} z^n & 0 \\ 0 & z^{-n} \end{pmatrix}$, as $z \to \infty$. 
The representation of the solution of this Riemann-Hilbert problem in terms of OPs is due to Fokas et al. [32] and is given by

\[
\begin{pmatrix}
P_n(z; N) \\
- \frac{2\pi i}{h_{n-1}(N)} P_{n-1}(z; N)
\end{pmatrix} - \frac{\mathcal{C}[P_n w](z; N)}{\mathcal{C}[P_{n-1} w](z; N)},
\]

(5.4)

where \(\mathcal{C}[f]\) is the Cauchy transform of the function \(f\) with respect to the contour \(\Gamma_\sigma\). Using the three-term recurrence relation and the orthogonality conditions one can easily observe that

\[
y^2_n(N) = \frac{h_n(N)}{h_{n-1}(N)}.
\]

(5.5)

For a parameter \(\kappa > 0\), define

\[
V_\kappa(z; \sigma) \equiv V / \kappa.
\]

(5.6)

Doing the one-cut endpoint calculations for \(V_\kappa\), similar to those done in §2.4.1, we find

\[
\rho_V(z; \sigma, \kappa) = \frac{1}{2\pi i\kappa} (z^2 - z_0^2(\kappa; \sigma)) \left( \sqrt{z^2 - b^2(\kappa; \sigma)} \right) +,
\]

(5.7)

and

\[
b(\kappa; \sigma) = \sqrt{\frac{2}{3} \left( -\sigma + \sqrt{12\kappa + \sigma^2} \right)} \quad \text{and} \quad z_0(\kappa; \sigma) = \sqrt{\frac{1}{3} \left( -2\sigma - \sqrt{12\kappa + \sigma^2} \right)}.
\]

(5.8)

The multi-critical points are obtained when \(z_0 = b\) and when \(z_0 = 0\), these possibilities respectively correspond to

\[
12\kappa + \sigma^2 = 0, \quad \text{and} \quad -2\sigma - \sqrt{12\kappa + \sigma^2} = 0.
\]

(5.9)

Therefore, the multi-critical points are

\[
\sigma = \pm i \sqrt{12\kappa}, \quad \text{and} \quad \sigma = -2\sqrt{\kappa},
\]

(5.10)

and we have a similar picture as Figure 1 for the critical lines corresponding to transition from the one-cut to the three-cut regime for \(V_\kappa\). We also have the following formulae for the corresponding \(g\)-function

\[
g(z; \sigma, \kappa) = \frac{1}{\kappa} g(z; \sigma, 1),
\]

(5.11)

and the Euler-Lagrange constant

\[
\ell_\ast^{(1)}(\sigma, \kappa) = \frac{1}{\kappa} \ell_\ast^{(1)}(\sigma, 1),
\]

(5.12)

where \(g(z; \sigma, 1)\), and \(\ell_\ast^{(1)}(\sigma, 1)\) are respectively given by (2.43) and (2.44).

Note that for \(\sigma\) in the one-cut regime the expressions in (5.8) are locally analytic in \(\sigma\) and \(\kappa\). In particular, for any fixed \(\sigma\), there exists \(\varepsilon(\sigma) > 0\) such that \(b(\kappa; \sigma)\) and \(z_0(\kappa; \sigma)\) are analytic in \(\kappa\) in the interval

\[
1 - \varepsilon(\sigma) < \kappa < 1 + \varepsilon(\sigma), \quad 0 < \varepsilon(\sigma) < 1.
\]

(5.13)
In particular, let

\[ x = \frac{n}{N}. \]  

(5.14)

For this choice of \( x \), we have

\[ NV(z) = nV_x(z). \]  

(5.15)

Note that the orthogonal polynomials (and hence their norms) with respect to \( e^{-NV(z)} \) and \( e^{-nV_x(z)} \) are identical as they are built by bordered Hankel determinants out of moments of the identical weight functions. The Riemann-Hilbert problem corresponding to \( e^{-nV_x(z)} \) would be exactly similar to RH-\( Y_1 \) through RH-\( Y_3 \), except that one should make replacements \( V \mapsto V_x \) and \( N \mapsto n \) in RH-\( Y_2 \). As a result of the Riemann-Hilbert analysis for orthogonal polynomials on the line with respect to the weight \( e^{-nV_x(z)} \) we obtain a \( 1/N \) asymptotic expansion for \( \gamma^2_n \):

\[ R_n(x; \sigma) := \gamma^2_n(x; \sigma) \sim \sum_{j=0}^{\infty} \frac{r_j(x; \sigma)}{N^j}, \quad \text{as} \quad N \to \infty, \]  

(5.16)

where

\[ r_0(x; \sigma) = \frac{b^2(x; \sigma)}{4}. \]  

(5.17)

The Riemann-Hilbert analysis is standard and we do not provide the details here. For one-cut real potentials see for example [20, 21], and for complex one-cut potentials see for example [6, 12, 39, 40].

Now, recall (see e.g. [16]) the string equations

\[ \gamma_n[V'(Q)]_{n,n-1} = \frac{n}{N}, \quad \text{and} \quad [V'(Q)]_{n,n} = 0, \]  

(5.18)

where

\[ Q = \begin{pmatrix}
0 & \gamma_1 & 0 & 0 & \cdots \\
\gamma_1 & 0 & \gamma_2 & 0 & \cdots \\
0 & \gamma_2 & 0 & \gamma_3 & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
\end{pmatrix}. \]  

(5.19)

The relevant quantities reduce to:

\[ [Q]_{n,n-1} = \gamma_n, \quad [Q]_{n,n} = 0, \quad [Q^3]_{n,n-1} = \gamma_n\gamma^2_n + \gamma^3_n + \gamma_n\gamma^2_{n+1}, \quad [Q^3]_{n,n} = 0. \]  

(5.20)

Therefore the second string equation is automatically satisfied and the first one can be written as

\[ \gamma^2_n(x; \sigma)(\sigma + \gamma^2_n(x; \sigma) + \gamma^2_n(x; \sigma) + \gamma^2_{n+1}(x; \sigma)) = x, \]  

(5.21)

or

\[ R_n(x; \sigma)(\sigma + R_{n-1}(x; \sigma) + R_n(x; \sigma) + R_{n+1}(x; \sigma)) = x. \]  

(5.22)
Note that
\[ R_{n\pm 1}(x; \sigma) \sim \sum_{j=0}^{\infty} \frac{r_j(x \pm N^{-1}, \sigma)}{N^j}, \quad \text{as } N \to \infty. \] (5.23)

Evaluation of Taylor expansions of \( r_j \), centered at \( x = n/N \), at \( x \pm N^{-1} \) yields
\[ R_{n+1}(x; \sigma) \sim \sum_{j=0}^{\infty} \frac{1}{N^j} \sum_{\ell=0}^{\infty} \frac{r_j^{(\ell)}(x; \sigma)}{\ell!N^\ell}, \quad \text{as } N \to \infty. \] (5.24)

and
\[ R_{n-1}(x; \sigma) \sim \sum_{j=0}^{\infty} \frac{1}{N^j} \sum_{\ell=0}^{\infty} \frac{(-1)^\ell r_j^{(\ell)}(x; \sigma)}{\ell!N^\ell}, \quad \text{as } N \to \infty. \] (5.25)

Direct computation gives the following asymptotic expansion for the left hand side of (5.21) in inverse powers of \( N \):
\[ R_n(x; \sigma)(\sigma + R_{n-1}(x; \sigma) + R_n(x; \sigma) + R_{n+1}(x; \sigma)) \sim \sum_{j=0}^{\infty} \frac{\hat{r}_j(x; \sigma)}{N^j}, \] (5.26)

where
\[ \hat{r}_j(x; \sigma) = \sigma r_j(x; \sigma) + \sum_{\ell=0}^{j} r_\ell(x; \sigma) \left[ 3r_{j-\ell}(x; \sigma) + \sum_{m=0}^{j-\ell-1} (1 + (-1)^{j-\ell-m}) \frac{r_m^{(j-\ell-m)}(x; \sigma)}{(j-\ell-m)!} \right]. \] (5.27)

So the string equation (5.21) can be written as
\[ \hat{r}_0(x; \sigma) = x, \quad \text{and} \quad \hat{r}_j(x; \sigma) = 0, \quad j \in \mathbb{N}. \] (5.28)

**Lemma 5.1.** \( \gamma_n^2(\sigma) \) has a power series expansion in in inverse powers of \( N^2 \).

**Proof.** We prove that \( r_{2k-1}(x; \sigma) = 0, k \in \mathbb{N} \), by induction. For \( k = 1 \) it can be seen as follows. Using (5.27) we write (5.28) for \( j = 1 \) to get
\[ \hat{r}_1(x; \sigma) = r_1(x; \sigma)(\sigma + 6r_0(x; \sigma)) = 0. \] (5.29)

Using (5.8) and (5.17) we can show
\[ \sigma + 6r_0(x; \sigma) = \sqrt{12x + \sigma^2}, \] (5.30)

which is nonzero as we are away from the multicritical points \( \pm i\sqrt{12x} \) (see (5.9), (5.10) and above). Therefore
\[ r_1(x; \sigma) = 0. \] (5.31)
Assume that all \( r_{2k-1}(\kappa; \sigma) = 0 \), for \( k \in 2, 3, \ldots, k_0 \) (induction hypothesis). So we can update the definition (5.16) of \( \gamma_n \) to be

\[
R_n(\kappa; \sigma) \sim \sum_{j=0}^{k_0-1} \frac{r_{2j}(\kappa; \sigma)}{N^{2j}} + \sum_{j=k_0}^{\infty} \frac{r_j(\kappa; \sigma)}{N^j}, \quad \text{as } N \to \infty,
\]

and thus we have analogues of equations (5.23), (5.24), (5.25), (5.26) and (5.27). Now we show that \( r_{2k_0+1}(\kappa; \sigma) = 0 \). Using (5.27) we write (5.28) for \( j = 2k_0 + 1 \). Note that the functions \( r_{2k-1}, 1 \leq k \leq k_0 \) and their derivatives should be disregarded as being zero, due to the update in the definition of \( \gamma_n \) by the induction hypothesis. Therefore we get

\[
\hat{r}_{2k_0+1}(\kappa; \sigma) = r_{2k_0+1}(\kappa; \sigma)(\sigma + 6r_0(\kappa; \sigma)) = 0,
\]

which implies that \( r_{2k_0+1}(\kappa; \sigma) = 0 \), and thus

\[
R_n(\kappa; \sigma) \sim \sum_{j=0}^{\infty} \frac{r_{2j}(\kappa; \sigma)}{N^{2j}}.
\]

We can actually find the following recursive formula for all \( r_{2j} \). Indeed,

\[
r_{2j}(\kappa; \sigma) = -\frac{\Lambda_{2j}(\kappa; \sigma)}{\sigma + 6r_0(\kappa; \sigma)}, \quad j \in \mathbb{N},
\]

where

\[
\Lambda_{2j}(\kappa; \sigma) := 3 \sum_{\ell=1}^{j-1} r_{2\ell}(\kappa; \sigma) r_{2j-2\ell}(\kappa; \sigma) + 2 \sum_{\ell=0}^{j-1} r_{2\ell}(\kappa; \sigma) \sum_{m=0}^{j-\ell-1} \frac{r_{2m}(\kappa; \sigma)}{(2j-2\ell-2m)!}.
\]

Here it is worthwhile to provide explicit formulae for some \( r_{2k} \). We recall that \( r_0 \) is given by (5.17). Using (5.21), (5.27) and (5.28) we can show

\[
r_2(\kappa; \sigma) = -\frac{r_0(\kappa; \sigma)r_0''(\kappa; \sigma)}{\sigma + 6r_0(\kappa; \sigma)},
\]

and

\[
r_4(\kappa; \sigma) = -\frac{1}{12}r_0(\kappa; \sigma)r_0^{(4)}(\kappa; \sigma) + 3r_2^2(\kappa; \sigma) + r_2(\kappa; \sigma)r_0''(\kappa; \sigma) + r_0(\kappa; \sigma)r_2''(\kappa; \sigma) \frac{\sigma + 6r_0(\kappa; \sigma)}{\sigma + 6r_0(\kappa; \sigma)}.
\]

We can find the following recursive formula for all \( r_{2j} \). Indeed,

\[
r_{2j}(\kappa; \sigma) = -\frac{\Lambda_{2j}(\kappa; \sigma)}{\sigma + 6r_0(\kappa; \sigma)}, \quad j \in \mathbb{N},
\]

where

\[
\Lambda_{2j}(\kappa; \sigma) := 3 \sum_{\ell=1}^{j-1} r_{2\ell}(\kappa; \sigma) r_{2j-2\ell}(\kappa; \sigma) + 2 \sum_{\ell=0}^{j-1} r_{2\ell}(\kappa; \sigma) \sum_{m=0}^{j-\ell-1} \frac{r_{2m}(\kappa; \sigma)}{(2j-2\ell-2m)!}.
\]

\section{TOPOLOGICAL EXPANSION OF THE FREE ENERGY}

\begin{proposition}
For \( \sigma \) in the one-cut regime we have

\[
\frac{\partial^2 F}{\partial \sigma^2} = \frac{N^2}{4n^2} R_n(R_{n-1} + R_{n+1}),
\]
\end{proposition}
and
\[
\frac{\partial F}{\partial \sigma} = -\frac{N^2}{2n^2} R_n \left( \frac{n}{N} + R_{n-1} R_{n+1} \right). \tag{6.2}
\]

**Proof.** By the Heine’s identity for Hankel determinants and noting that \( h_k = D_{k+1}/D_k \), where \( D_k \) is the \( k \times k \) Hankel determinant generated by the weight \( e^{-NV(z;\sigma)} \), we have
\[
Z_{nN}(\sigma) = n! \prod_{k=0}^{n-1} h_k, \tag{6.3}
\]
hence
\[
F \equiv F_{nN}(\sigma) = \ln n! + \frac{1}{n^2} \sum_{k=0}^{n-1} \ln h_k. \tag{6.4}
\]
Differentiating equation (5.1) with \( j = k \), we obtain that
\[
\frac{\partial h_k}{\partial \sigma} = -\frac{N}{2} \int_{\Gamma} z^2 P_k^2(z) e^{-NV(z)} \, dz
= -\frac{N}{2} \int_{\Gamma} \left[ P_{k+1}(z) + \gamma_k^2 P_{k-1}(z) \right]^2 e^{-NV(z)} \, dz
= -\frac{N}{2} \left( h_{k+1} + \gamma_k^4 h_{k-1} \right) = -\frac{Nh_k}{2} \left( \gamma_k^2 + \gamma_k^2 \right), \tag{6.5}
\]

hence
\[
\frac{\partial \ln h_k}{\partial \sigma} = -\frac{N}{2} \left( \gamma_{k+1}^2 + \gamma_k^2 \right), \tag{6.6}
\]
and by (6.4),
\[
\frac{\partial F}{\partial \sigma} = -\frac{N}{2n^2} \sum_{k=0}^{n-1} \left( \gamma_{k+1}^2 + \gamma_k^2 \right). \tag{6.7}
\]

It is convenient to introduce also the \( \psi \)-functions,
\[
\psi_k(z) := \frac{1}{\sqrt{h_k}} P_k(z) e^{-NV(z)/2}. \tag{6.8}
\]

They satisfy the orthogonality conditions,
\[
\int_{\Gamma} \psi_j(z) \psi_k(z) \, dz = \delta_{jk}, \tag{6.9}
\]
and the recurrence relation,
\[
z \psi_k(z) = \gamma_{k+1} \psi_{k+1}(z) + \gamma_k \psi_{k-1}(z). \tag{6.10}
\]
Define the vector function
\[ \vec{\Psi}_k(z) = \begin{pmatrix} \psi_k(z) \\ \psi_{k-1}(z) \end{pmatrix}, \quad k \geq 1. \] (6.11)

Then \( \vec{\Psi}_k(z) \) satisfies the ODE
\[ \vec{\Psi}'_k(z) = N A_k(z) \vec{\Psi}_k(z), \] (6.12)
where
\[ A_k(z) = \begin{pmatrix} -\frac{V'(z)}{2} - \gamma_k u_k(z) & \gamma_k v_k(z) \\ -\gamma_k v_{k-1}(z) & \frac{V'(z)}{2} + \gamma_k u_k(z) \end{pmatrix}, \] (6.13)
and
\[ u_k(z) = [W(Q, z)]_{k,k-1}, \quad v_k(z) = [W(Q, z)]_{kk}, \] (6.14)
where
\[ W(Q, z) = \frac{V'(Q) - V'(z)}{Q - z}. \] (6.15)

(see equation (1.5.2) in [16]) For the quartic polynomial (1.15), we obtain from (6.15) that
\[ W(Q, z) = Q^2 + Q z + z^2 + \sigma, \] (6.16)
hence
\[ u_k(z) = \gamma_k z, \quad v_k(z) = \gamma_k^2 + \gamma_{k+1}^2 + z^2 + \sigma. \] (6.17)

Substituting these formulae in (6.13), we obtain that
\[ \frac{1}{N} \psi'_k(z) = -\left( \frac{z^3 + \sigma z}{2} + \gamma_k^2 z \right) \psi_k(z) + \gamma_k (\gamma_k^2 + \gamma_{k+1}^2 + z^2 + \sigma) \psi_{k-1}(z), \] (6.18)

Differentiating (5.5) with respect to \( \sigma \), and using (6.6) yields
\[ \frac{\partial \gamma_k}{\partial \sigma} = \frac{N \gamma_k}{4} (\gamma_{k-1}^2 - \gamma_{k+1}^2), \] (6.19)
hence
\[ \frac{\partial \gamma_k^2}{\partial \sigma} = \frac{N \gamma_k^2}{2} (\gamma_{k-1}^2 - \gamma_{k+1}^2). \] (6.20)
Differentiating equation (6.7), we obtain that

\[
\frac{\partial^2 F}{\partial \sigma^2} = -\frac{N^2}{2n^2} \sum_{k=0}^{n-1} \left( \frac{\partial \gamma^2_{k+1}}{\partial \sigma} + \frac{\partial \gamma^2_k}{\partial \sigma} \right)
\]

\[
= -\frac{N^2}{4n^2} \sum_{k=0}^{n-1} \left[ \gamma^2_{k+1} \left( \gamma^2_k - \gamma^2_{k+2} \right) + \gamma^2_k \left( \gamma^2_{k-1} - \gamma^2_{k+1} \right) \right]
\]

\[
= \frac{N^2}{4n^2} \sum_{k=0}^{n-1} \left( I_{k+1} - I_k \right), \quad (6.21)
\]

where

\[
I_k = \gamma^2_k \left( \gamma^2_{k-1} + \gamma^2_{k+1} \right), \quad I_0 = 0. \quad (6.22)
\]

Observe that the last sum in (6.21) is telescopic and \( I_0 = 0 \), hence

\[
\frac{\partial^2 F}{\partial \sigma^2} = \frac{N^2}{4n^2} \gamma^2_n \left( \gamma^2_{n-1} + \gamma^2_{n+1} \right), \quad (6.23)
\]

(cf. equation (1.4.21) in [16]) which is exactly (6.1) recalling the notation introduced in (5.16).

From Equation (6.18) we have that

\[
\frac{\partial F}{\partial \sigma} = \frac{1}{n^2Z} \frac{\partial Z}{\partial \sigma}, \quad (6.24)
\]

and from (1.16) we have

\[
\frac{\partial Z}{\partial \sigma} = -\frac{N}{2} \int_{\Gamma} \cdots \int_{\Gamma} \left( \sum_{k=1}^{n} z^2_k \right) \prod_{1 \leq j < k \leq n} (z_j - z_k)^2 \prod_{k=1}^{n} e^{-NV(z_k)} dz_1 \cdots dz_n, \quad (6.25)
\]

hence

\[
\frac{\partial F}{\partial \sigma} = -\frac{N}{2n^2} \left( \sum_{k=1}^{n} z^2_k \right), \quad (6.26)
\]

where

\[
\langle f(z_1, \ldots, z_n) \rangle = \frac{\int_{\Gamma} \cdots \int_{\Gamma} f(z_1, \ldots, z_n) \prod_{1 \leq j < k \leq n} (z_j - z_k)^2 \prod_{k=1}^{n} e^{-NV(z_k)} dz_1 \cdots dz_n}{\int_{\Gamma} \cdots \int_{\Gamma} \prod_{1 \leq j < k \leq n} (z_j - z_k)^2 \prod_{k=1}^{n} e^{-NV(z_k)} dz_1 \cdots dz_n}. \quad (6.27)
\]

By the permutation symmetry,

\[
\left( \sum_{k=1}^{n} z^2_k \right) = n \left( z^2_1 \right) = n \int_{\Gamma} z^2 p(z) dz, \quad (6.28)
\]
where
\[ p(z) = \frac{1}{Z} \int_{\Gamma} \cdots \int_{\Gamma} \prod_{1 \leq j < k \leq n} (z_j - z_k)^2 \prod_{k=1}^n e^{-N V(z_k)} \, dz_2 \cdots dz_n \bigg|_{z_1 = z}, \tag{6.29} \]
is the one-point density function. Thus, from (6.26) we obtain that
\[ \frac{\partial F}{\partial \sigma} = -\frac{N}{2n} \int_{\Gamma} z^2 p(z) \, dz. \tag{6.30} \]
The one-point density function \( p(z) \) can be expressed in terms of the orthogonal polynomials \( P_k(z) \) as
\[ p(z) = \frac{1}{n} \sum_{k=0}^{n-1} \psi_k(z)^2, \tag{6.31} \]
where \( \psi_k(z) \) are defined in (6.8) (see, e.g., formula (1.2.24) in [16]). By the Christoffel-Darboux formula, Equation (6.31) can be reduced to
\[ p(z) = \frac{\gamma_n}{n} \left[ \psi_n'(z)\psi_{n-1}(z) - \psi_{n-1}'(z)\psi_n(z) \right]. \tag{6.32} \]
(cf. formula (1.3.5) in [16]). By Equations (6.18),
\[ \frac{1}{N} \psi_n'(z) = -\left( \frac{z^3 + \sigma z}{2} + \gamma_n^2 z \right) \psi_n(z) + \gamma_n (\gamma_n^2 + \gamma_{n+1}^2 + z^2 + \sigma) \psi_{n-1}(z), \]
\[ \frac{1}{N} \psi_{n-1}'(z) = -\gamma_n (\gamma_{n-1}^2 + \gamma_n^2 + z^2 + \sigma) \psi_n(z) + \left( \frac{z^3 + \sigma z}{2} + \gamma_n^2 z \right) \psi_{n-1}(z). \tag{6.33} \]
Substituting these formulae into (6.32), we obtain that
\[ p(z) = \frac{N}{n} \left[ \gamma_n^2 (\gamma_{n-1}^2 + \gamma_n^2 + z^2 + \sigma) \psi_n(z) \right. \]
\[ \left. -\gamma_n (z^3 + \sigma z + 2\gamma_n^2 z) \psi_n(z) \psi_{n-1}(z) \right. \]
\[ \left. + \gamma_n^2 (\gamma_n^2 + \gamma_{n+1}^2 + z^2 + \sigma) \psi_{n-1}^2(z) \right]. \tag{6.34} \]
Substituting this furthermore in (6.30), we obtain that
\[ \frac{\partial F}{\partial \sigma} = -\frac{N^2}{2n^2} \left[ \int_{\Gamma} \gamma_n^2 (\gamma_{n-1}^2 + \gamma_n^2 + z^2 + \sigma) z^2 \psi_n^2(z) \, dz \right. \]
\[ \left. -\int_{\Gamma} \gamma_n (z^3 + \sigma z + 2\gamma_n^2 z) \psi_{n-1}^2(z) \psi_n(z) \, dz \right. \]
\[ \left. +\int_{\Gamma} \gamma_n^2 (\gamma_n^2 + \gamma_{n+1}^2 + z^2 + \sigma) z^2 \psi_{n-1}^2(z), \, dz \right]. \tag{6.35} \]
Iterating three term recurrence relation (6.10), we obtain that

\[
\begin{align*}
    z^2 \psi_n(z) &= \gamma_{n+1} \gamma_{n+2} \psi_{n+2}(z) + (\gamma_n^2 + \gamma_{n+1}^2) \psi_n(z) + \gamma_{n-1} \gamma_n \psi_{n-2}(z), \\
    z^2 \psi_{n-1}(z) &= \gamma_n \gamma_{n+1} \psi_{n+1}(z) + (\gamma_{n-1}^2 + \gamma_n^2) \psi_{n-1}(z) + \gamma_{n-2} \gamma_{n-1} \psi_{n-3}(z), \\
    z^3 \psi_n(z) &= \gamma_{n+1} \gamma_{n+2} \gamma_{n+3} \psi_{n+3}(z) + \gamma_{n+1} (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) \psi_{n+1}(z) \\
    &\quad + \gamma_n (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) \psi_{n-1}(z) + \gamma_{n-2} \gamma_{n-1} \gamma_n \psi_{n-3}(z),
\end{align*}
\]

(6.36)

hence

\[
\begin{align*}
    \int_{\Gamma} z^2 \psi_n^2(z) \, dz &= \gamma_n^2 + \gamma_{n+1}^2, \\
    \int_{\Gamma} z^4 \psi_n(z) \, dz &= \gamma_{n+1}^2 \gamma_{n+2}^2 + (\gamma_n^2 + \gamma_{n+1}^2)^2 + \gamma_{n-1}^2 \gamma_n^2, \\
    \int_{\Gamma} z^3 \psi_{n-1}(z) \psi_n(z) \, dz &= \gamma_n (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) \\
    \int_{\Gamma} z^5 \psi_{n-1}(z) \psi_n(z) \, dz &= \gamma_n \gamma_{n+1} (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) \\
    &\quad + \gamma_n (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) + \gamma_{n-2} \gamma_{n-1} \gamma_n.
\end{align*}
\]

(6.37)

This gives that

\[
\begin{align*}
    A &:= \int_{\Gamma} \gamma_n^2 (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) z^2 \psi_n^2(z) \, dz \\
    &= \gamma_n^2 (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) + \gamma_n (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) + \gamma_{n-2} \gamma_{n-1} \gamma_n, \\
    &= \gamma_n^2 \gamma_{n+1} (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) + (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2)(\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) \\
    &\quad + (\gamma_{n-2} \gamma_{n-1} \gamma_n), \\
    B &:= \int_{\Gamma} \gamma_n (z^3 + \sigma z + 2\gamma_n^2 z^2) \psi_n(z) \psi_{n-1}(z) \, dz \\
    &= \gamma_n^2 \gamma_{n+1} (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) + (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2)(\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) \\
    &\quad + (\sigma + 2\gamma_n^2) \gamma_n^2 \gamma_{n+1} (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2), \\
    C &:= \int_{\Gamma} \gamma_n^2 (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) z^2 \psi_n^2(z) \, dz \\
    &= \gamma_n^2 (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) + (\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2)(\gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2) \\
    &\quad + (\gamma_{n-2} \gamma_{n-1} \gamma_n),
\end{align*}
\]

(6.38)

and by (6.35),

\[
\frac{\partial F}{\partial \sigma} = -\frac{N^2}{2n^2} (A - B + C).
\]

(6.39)
The expression \((A - B + C)\) turns out to be remarkably simple:

\[
A - B + C = \gamma_n^2 \left[ \gamma_n^2 \left( \sigma + \gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2 \right) + \gamma_{n-1}^2 \gamma_{n+1}^2 \right].
\]

By string Equation (5.21),

\[
\gamma_n^2 \left( \sigma + \gamma_{n-1}^2 + \gamma_n^2 + \gamma_{n+1}^2 \right) = \frac{n}{N},
\]

hence

\[
A - B + C = \gamma_n^2 \left( \frac{n}{N} + \gamma_{n-1}^2 \gamma_{n+1}^2 \right)
\]

and

\[
\frac{\partial F}{\partial \sigma} = -\frac{N^2}{2n^2} \gamma_n^2 \left( \frac{n}{N} + \gamma_{n-1}^2 \gamma_{n+1}^2 \right).
\]

Recalling the notation introduced in (5.16) we have arrived at (6.2).

A straightforward calculation shows that \(R_{n-1}R_{n+1}\) (and thus \(\frac{\partial F}{\partial \sigma}\) according to (6.2) and (5.34)) have power series expansion in inverse powers of \(N^2\). Indeed, from (5.34) we have

\[
R_{n+1}(\chi; \sigma) \sim \sum_{j=0}^{\infty} \frac{1}{N^{2j}} \sum_{\ell=0}^{\infty} \frac{r_{2j}^{(\ell)}(\chi; \sigma)}{\ell! N^\ell}, \quad \text{as} \quad N \to \infty.
\]

and

\[
R_{n-1}(\chi; \sigma) \sim \sum_{j=0}^{\infty} \frac{1}{N^{2j}} \sum_{\ell=0}^{\infty} \frac{(-1)^\ell r_{2j}^{(\ell)}(\chi; \sigma)}{\ell! N^\ell}, \quad \text{as} \quad N \to \infty.
\]

Note that (6.44) and (6.45) can be written as

\[
R_{n+1}(\chi; \sigma) \sim \sum_{m=0}^{\infty} \hat{A}_m(\chi; \sigma) N^{-m}, \quad \text{and} \quad R_{n-1}(\chi; \sigma) \sim \sum_{m=0}^{\infty} \hat{B}_m(\chi; \sigma) N^{-m},
\]

where

\[
\hat{A}_m(\chi; \sigma) = \sum_{2j+\ell=m \atop j, \ell \in \mathbb{N} \cup \{0\}} \frac{r_{2j}^{(\ell)}(\chi; \sigma)}{\ell!}, \quad \text{and} \quad \hat{B}_m(\chi; \sigma) = \sum_{2j+\ell=m \atop j, \ell \in \mathbb{N} \cup \{0\}} \frac{(-1)\ell r_{2j}^{(\ell)}(\chi; \sigma)}{\ell!}
\]

In particular, note that

\[
\hat{A}_{2k}(\chi; \sigma) = \hat{B}_{2k}(\chi; \sigma), \quad \text{and} \quad \hat{A}_{2k-1}(\chi; \sigma) = -\hat{B}_{2k-1}(\chi; \sigma), \quad k \in \mathbb{N}.
\]

Therefore

\[
R_{n-1}(\chi; \sigma)R_{n+1}(\chi; \sigma) \sim \sum_{j=0}^{\infty} C_j(\chi; \sigma) N^{-j},
\]
where

\[ C_j(\chi; \sigma) = \sum_{m', k \in \mathbb{N} \cup \{0\}} \hat{A}_{m'}(\chi; \sigma) \hat{B}_k(\chi; \sigma) \]

\[ = \sum_{2m+k=j, m, k \in \mathbb{N} \cup \{0\}} \hat{A}_{2m}(\chi; \sigma) \hat{B}_k(\chi; \sigma) + \sum_{2m+1+k=j, m, k \in \mathbb{N} \cup \{0\}} \hat{A}_{2m+1}(\chi; \sigma) \hat{B}_k(\chi; \sigma) \]

\[ = \sum_{2m+k=j, m, k \in \mathbb{N} \cup \{0\}} \hat{B}_{2m}(\chi; \sigma) \hat{B}_k(\chi; \sigma) - \sum_{2m+1+k=j, m, k \in \mathbb{N} \cup \{0\}} \hat{B}_{2m+1}(\chi; \sigma) \hat{B}_k(\chi; \sigma), \quad (6.50) \]

where we have used (6.48). Now we show that \( C_j = 0 \) for odd \( j \). Let \( j = 2M+1 \), thus \( m \) runs from 0 to \( M \). Then (6.50) can be written as

\[ C_{2M+1}(\chi; \sigma) = \sum_{m=0}^{M} \hat{B}_{2m}(\chi; \sigma) \hat{B}_{2(M-m)+1}(\chi; \sigma) - \sum_{m=0}^{M} \hat{B}_{2m+1}(\chi; \sigma) \hat{B}_{2(M-m)}(\chi; \sigma) \]

\[ = \sum_{m=0}^{M} \hat{B}_{2m}(\chi; \sigma) \hat{B}_{2(M-m)+1}(\chi; \sigma) - \sum_{\ell=0}^{M} \hat{B}_{2\ell}(\chi; \sigma) \hat{B}_{2(M-\ell)+1}(\chi; \sigma) = 0, \quad (6.51) \]

where in the second summation we have used \( \ell \equiv M - m \). Therefore we have

\[ R_{n-1}(\chi; \sigma) R_{n+1}(\chi; \sigma) \sim \sum_{j=0}^{\infty} \frac{C_{2j}(\chi; \sigma)}{N^{2j}}, \quad (6.52) \]

where

\[ C_{2M}(\chi; \sigma) = \sum_{m=0}^{M} \hat{A}_{2m}(\chi; \sigma) \hat{A}_{2(M-m)}(\chi; \sigma) - \sum_{m=1}^{M} \hat{A}_{2m-1}(\chi; \sigma) \hat{A}_{2(M-m)+1}(\chi; \sigma). \quad (6.53) \]

Put

\[ D_0(\chi; \sigma) \equiv C_0(\chi; \sigma) + \chi, \quad \text{and} \quad D_{2j}(\chi; \sigma) \equiv C_{2j}(\chi; \sigma), \quad j \in \mathbb{N}. \quad (6.54) \]

So we can write

\[ \frac{\partial F}{\partial \sigma} = - \frac{1}{2\chi^2} R_n(\chi; \sigma)(\chi + R_{n-1}(\chi; \sigma)R_{n+1}(\chi; \sigma)) \sim \sum_{g=0}^{\infty} \frac{E_{2g}(\chi; \sigma)}{N^{2g}}, \quad (6.55) \]

where

\[ E_{2g}(\chi; \sigma) = - \frac{1}{2\chi^2} \sum_{k=0}^{g} r_{2k}(\chi; \sigma) D_{2g-2k}(\chi; \sigma). \quad (6.56) \]

Integrating (6.55) we get

\[ F(\chi; \sigma) \sim \sum_{g=0}^{\infty} \frac{f_{2g}(\chi; \sigma)}{N^{2g}}. \quad (6.57) \]
From recurrence Equations (5.37), (5.38) with initial data (5.17), (5.8) we obtain the analyticity of the coefficients \( r_{2j}(\sigma) \equiv r_{2j}(1; \sigma) \) with respect to \( \sigma \in \mathcal{O}_1 \). Then from Equations (6.47), (6.53), and (6.54) we obtain the analyticity of the coefficients \( D_{2j}(\sigma) \equiv D_{2j}(1; \sigma) \), \( \sigma \in \mathcal{O}_1 \). Finally, from Equation (6.56) we get the analyticity of the coefficients \( E_{2g}(\sigma) \equiv E_{2g}(1; \sigma) \). Now, in view of (6.55), (6.57), Remark 2.1, and Theorem 4.9, this implies the analyticity of the coefficients \( f_{2g}(\sigma) \equiv f_{2g}(1; \sigma) \) with respect to \( \sigma \in \mathcal{O}_1 \). We have thus proven Theorem 1.4.

Because of (6.57) and (1.19), \( \mathcal{F}(\kappa; u) \) also has an asymptotic expansion in inverse powers of \( N^2 \):

\[
\mathcal{F}(\kappa; u) \sim \sum_{g=0}^{\infty} \frac{f_{2g}(\kappa; u)}{N^{2g}}. \tag{6.58}
\]

### 6.1 Derivation of \( \mathcal{F}'(u) \)

In this subsection we suppress the dependence of objects on \( n \) and \( N \) as these parameters are fixed. Let us rewrite the Equations (1.15), (1.17), and (1.19) as

\[
V \left( u^{\frac{1}{4}} \xi; u^{-\frac{1}{2}} \right) = V(\xi, u), \tag{6.59}
\]

\[
Z \left( u^{-\frac{1}{2}} \right) = u^{\frac{n^2}{4}} Z(u), \tag{6.60}
\]

and

\[
F \left( u^{-\frac{1}{2}} \right) = \frac{\ln u}{4} + \mathcal{F}(u). \tag{6.61}
\]

We consider also monic orthogonal polynomials \( P_k(\xi; u) = \xi^k + \cdots \) such that

\[
\int_{\mathbb{R}} P_j(\xi; u)P_k(\xi; u)e^{-N\mathcal{V}(\xi, u)}d\xi = h_k(u)\delta_{jk}. \tag{6.62}
\]

In (5.1), make the change of variables \( z = u^{\frac{1}{4}} \xi \), and recalling that \( \sigma = u^{-\frac{1}{2}} \) we get

\[
\int_{\mathbb{R}} P_j \left( u^{\frac{1}{4}} \xi; u^{-\frac{1}{2}} \right) P_k \left( u^{\frac{1}{4}} \xi; u^{-\frac{1}{2}} \right) e^{-N\mathcal{V} \left( u^{\frac{1}{4}} \xi; u^{-\frac{1}{2}} \right)} u^{\frac{1}{4}} d\xi = h_k \left( u^{-\frac{1}{2}} \right) \delta_{jk}. \tag{6.63}
\]

Note that deformation of the integration contour back to the real line is possible by the Cauchy theorem. We can write (6.63) as

\[
\int_{\mathbb{R}} \left[ u^{\frac{1}{4}} - iP_j \left( u^{\frac{1}{4}} \xi; u^{-\frac{1}{2}} \right) \right] \left[ u^{\frac{1}{4}} P_k \left( u^{\frac{1}{4}} \xi; u^{-\frac{1}{2}} \right) \right] e^{-N\mathcal{V} \left( u^{\frac{1}{4}} \xi; u^{-\frac{1}{2}} \right)} d\xi = u^{\frac{k}{2} - \frac{1}{4}} h_k \left( u^{-\frac{1}{2}} \right) \delta_{jk}. \tag{6.64}
\]

Comparing with (6.62) yields

\[
P_k(\xi; u) = u^{\frac{k}{2}} P_k \left( u^{\frac{1}{4}} \xi; u^{-\frac{1}{2}} \right), \tag{6.65}
\]
\[ h_k(u) = u^{-\frac{k}{2} - \frac{1}{4}} h_{k-1} \left( u^{-\frac{1}{2}} \right). \] (6.66)

We have the three-term recurrence relation
\[ \zeta P_k(\zeta; u) = P_{k+1}(\zeta; u) + R_k(u) P_{k-1}(\zeta; u). \] (6.67)

Like (5.5) we have
\[ R_k(u) = h_k(u) h_{k-1}(u) = u^{-\frac{1}{2}} R_k \left( u^{-\frac{1}{2}} \right), \] (6.68)

where \( R_k(\sigma) \equiv \gamma_k^2(\sigma) \). The string Equation (5.21) can be written as
\[ R_n \left( u^{-\frac{1}{2}} \right) \left[ u^{-\frac{1}{2}} + R_{n-1} \left( u^{-\frac{1}{2}} \right) + R_n \left( u^{-\frac{1}{2}} \right) + R_{n+1} \left( u^{-\frac{1}{2}} \right) \right] = \chi. \] (6.69)

Therefore
\[ u^{\frac{1}{2}} R_n(u) \left[ u^{-\frac{1}{2}} + u^{\frac{1}{2}} R_{n-1}(u) + u^{\frac{1}{2}} R_n(u) + u^{\frac{1}{2}} R_{n+1}(u) \right] = \chi, \] (6.70)

or
\[ R_n(u) [1 + u R_{n-1}(u) + u R_n(u) + u R_{n+1}(u)] = \chi. \] (6.71)

This is the string equation for \( R_n(u) \) (which is the analogue of Equation 4.33 in [9]).

Remark 6.2. Note that the orthogonal polynomial objects, like \( P, P, h, h, R \) and \( \mathcal{R} \) are functions of \( n \) and \( N \), or equivalently \( n \) and \( \chi \equiv n/N \). This explains the notations used below.

We have the topological expansion of the recurrence coefficient \( \mathcal{R}_n(\chi; u) \),
\[ \mathcal{R}_n(\chi; u) \sim \sum_{g=0}^{\infty} \frac{r_{2g}(\chi; u)}{N^{2g}}, \] (6.72)

where the coefficients \( r_{2g} \) are analytic functions of \( u \) and \( \chi \) at the point \( u = 0, \chi = 1 \). Note that
\[ \mathcal{R}_{n+1}(\chi; u) \sim \sum_{g=0}^{\infty} \frac{r_{2g}(\chi \pm N^{-1}; u)}{N^{2g}}, \quad \text{as } N \to \infty. \] (6.73)

Evaluation of Taylor expansions of \( r_{2g} \), centered at \( \chi = n/N \), at \( \chi \pm N^{-1} \) yields
\[ \mathcal{R}_{n+1}(\chi; u) \sim \sum_{g=0}^{\infty} \frac{1}{N^{2g}} \sum_{\ell=0}^{\infty} \frac{r^{(\ell)}(\chi; u\ell!N^{\ell})}{N^{\ell}}, \quad \text{as } N \to \infty, \] (6.74)
and
\begin{equation}
\mathcal{R}_{n-1}(x; u) \sim \sum_{g=0}^{\infty} \frac{1}{N^{2g}} \sum_{\ell=0}^{\infty} \frac{(-1)^\ell r_2^{(\ell)}(x; u)}{\ell! N^\ell}, \quad \text{as } N \to \infty.
\end{equation}
(6.75)

Now we can write the large-\(N\) series expansion for the left-hand side of the string equation, indeed
\begin{equation}
\mathcal{R}_n(u)[1 + u\mathcal{R}_{n-1}(u) + u\mathcal{R}_n(u) + u\mathcal{R}_{n+1}(u)] \sim \sum_{g=0}^{\infty} \frac{\hat{r}_2^g(x; u)}{N^{2g}}
\end{equation}
(6.76)
where
\begin{equation}
\hat{r}_0(x; u) = r_0(x; u)(1 + 3ur_0(x; u))
\end{equation}
(6.77)
and
\begin{equation}
\hat{r}_2^g(x; u) = \sum_{\ell=0}^{g} r_{2g-2\ell}(x; u) \left[ 3ur_{2\ell}(x; u) + 2u \sum_{k=0}^{\ell-1} \frac{r_{2k}(x; u)}{(2\ell - 2k)!} \right], \quad g \in \mathbb{N}.
\end{equation}
(6.78)

So, the string Equations (6.71) can be written as
\begin{equation}
r_0(x; u)(1 + 3ur_0(x; u)) = x,
\end{equation}
(6.79)
and for \(g \in \mathbb{N}\)
\begin{equation}
(1 + 3ur_0(x; u))r_{2g}(x; u) + \sum_{\ell=1}^{g} r_{2g-2\ell}(x; u) \left[ 3ur_{2\ell}(x; u) + 2u \sum_{k=0}^{\ell-1} \frac{r_{2k}(x; u)}{(2\ell - 2k)!} \right] = 0.
\end{equation}
(6.80)

\begin{equation}
(1 + 6ur_0(x; u))r_{2g}(x; u) + 3u \sum_{\ell=1}^{g} r_{2g-2\ell}(x; u) r_{2\ell}(x; u)
+ 2u \sum_{\ell=1}^{g} r_{2g-2\ell}(x; u) \sum_{k=0}^{\ell-1} \frac{r_{2k}(x; u)}{(2\ell - 2k)!} = 0.
\end{equation}
(6.81)

\begin{equation}
(1 + 6ur_0(x; u))r_{2g}(x; u) + 3u \sum_{\ell=1}^{g-1} r_{2g-2\ell}(x; u) r_{2\ell}(x; u)
+ 2u \sum_{\ell=1}^{g} r_{2g-2\ell}(x; u) \sum_{k=0}^{\ell-1} \frac{r_{2k}(x; u)}{(2\ell - 2k)!} = 0.
\end{equation}
(6.82)

Therefore we can explicitly find \(r_{2g}\) recursively from
\begin{equation}
r_0(x; u) = \frac{-1 + \sqrt{1 + 12xu}}{6u},
\end{equation}
(6.83)
and
\[ r_{2g}(x; u) = -u \frac{\mathcal{A}_{2g}(x; u)}{\sqrt{1 + 12xu}}, \quad g \in \mathbb{N}, \tag{6.84} \]

where
\[ \mathcal{A}_{2g}(x; u) := 3 \sum_{\ell=1}^{g-1} r_{2g-2\ell}(x; u) r_{2\ell}(x; u) + 2 \sum_{\ell=1}^{g} r_{2g-2\ell}(x; u) \sum_{k=0}^{\ell-1} \frac{r_{2k}(2\ell-2k)(x; u)}{(2\ell-2k)!}. \tag{6.85} \]

Indeed, the first few \( r_{2g} \)'s are given by
\[ r_2(x; u) = \frac{u(-1 + \sqrt{1 + 12xu})}{(1 + 12xu)^2}, \tag{6.86} \]
\[ r_4(x; u) = \frac{63u^3(-3 - 8xu + 3\sqrt{1 + 12xu})}{(1 + 12xu)^{9/2}}, \tag{6.87} \]
\[ r_6(x; u) = \frac{54u^5(-2699 - 12788xu + (2699 + 444xu)\sqrt{1 + 12xu})}{(1 + 12xu)^7}, \tag{6.88} \]
\[ r_8(x; u) = \frac{27u^7}{(1 + 12xu)^{19/2}} \times \left( 13386672x^2u^2 - 58115796xu - 9348347 + (7280964xu + 9348347)\sqrt{1 + 12xu} \right). \tag{6.89} \]

In fact we can prove the following lemma for any \( g \in \mathbb{N} \).

**Lemma 6.3.** For any \( g \in \mathbb{N} \), we can write
\[ r_{2g}(x; u) = C_{2g}(x) \left( u + \frac{1}{12x} \right)^{1-5g} \left( q_g(x; u) + \sqrt{u + \frac{1}{12x}} \hat{q}_g(x; u) \right), \tag{6.90} \]

where \( q_g \) and \( \hat{q}_g \) are polynomials with \( q_g(x; -\frac{1}{12x}) = 1 \), and the constants \( C_{2g}(x) \) can be found recursively from the following relations
\[ C_{2g}(x) = \frac{1}{2^3 3^{\frac{3}{2}} x^{\frac{3}{2}}} \sum_{\ell=1}^{g-1} C_{2g-2\ell}(x) C_{2\ell}(x) + \frac{(5g - 6)(5g - 4)}{2^8 3^{\frac{3}{2}} x^{\frac{3}{2}}} C_{2g-2}(x), \quad g \in \mathbb{N}, \tag{6.91} \]

with
\[ C_0(x) = -2^{\frac{1}{2}} 3^{\frac{1}{2}} x^{\frac{3}{2}}, \tag{6.92} \]

appearing in the series expansion of \( r_0 \) near \(-\frac{1}{12x} \):
\[ r_0(x; u) = \left( 2x + C_0(x) \sqrt{u + \frac{1}{12x}} \right) \left( 1 + \sum_{j=1}^{\infty} \frac{(12x)^j}{j} \right). \]
Proof. The only contributing terms to the leading singular behavior of \( r_{2g} \) are the first sum in (6.85) and the single term corresponding to \( \ell = g \) and \( k = g - 1 \) in the second sum in (6.85). □

Lemma 6.4. For any \( g, \ell \in \mathbb{N} \), we have

\[
\mathcal{R}'(\chi; u) = \frac{\partial}{\partial \chi^\ell} \mathcal{R}_g(\chi; u) = \frac{C_{2g}(\chi)}{24\ell^2 \chi^{2\ell}} \prod_{j=1}^\ell (5g + 2j - 3) \left( u + \frac{1}{12\chi} \right)^{-\frac{1}{2}} \times \left( q_{g,\ell}(\chi; u) + \sqrt{u + \frac{1}{12\chi}} \widehat{q}_{g,\ell}(\chi; u) \right),
\]

(6.93)

where \( q_{g,\ell} \) and \( \widehat{q}_{g,\ell} \) are polynomials, with \( q_{g,\ell}(\chi; -\frac{1}{12\chi}) = 1 \).

As shown in [11], the generating function for the constants \( \mathcal{R}_g \equiv C_{2g}(1) \) satisfies the Painlevé I differential equation. Indeed, if one defines

\[
u(\tau) := -2^{-\frac{8}{3}} \frac{3}{5} y \left( -2^{-\frac{9}{5}} \frac{3}{5} \tau \right),
\]

where

\[
y(t) := \sum_{g=0}^{\infty} C_{2g} t^{\frac{1-5g}{2}}, \quad (6.94)
\]

then in view of (6.91), one can check that \( \nu \) satisfies the standard form of Painlevé I:

\[
u''(\tau) = 6\nu^2(\tau) + \tau.
\]

(6.95)

6.2 Large \( N \) expansion of \( \mathcal{F}'(u) \)

From (6.61) we have

\[
\mathcal{F}'(u) = \left. \left( -\frac{1}{2} u^{-\frac{3}{2}} \right) F'(\sigma) \right|_{\sigma = u^{-\frac{1}{2}}} - \frac{1}{4u}.
\]

(6.96)

Now, from (6.2) we have

\[
F'(\sigma) \bigg|_{\sigma = u^{-\frac{1}{2}}} = -\frac{1}{2\sqrt{u}} \mathcal{R}_n \left( u^{-\frac{1}{2}} \right) \left( \chi + \mathcal{R}_{n-1}(u) \mathcal{R}_{n+1}(u) \right) R_n \left( u^{-\frac{1}{2}} \right).
\]

(6.97)

Therefore

\[
\mathcal{F}'(u) = \frac{1}{4\sqrt{u}} \mathcal{R}_n(u) \left( \frac{\chi}{u} + \mathcal{R}_{n-1}(u) \mathcal{R}_{n+1}(u) \right) - \frac{1}{4u}.
\]

(6.98)
From (6.96) and (6.55) we have the following asymptotic expansion for $\mathcal{F}'(u)$ in inverse powers of $N^2$:

$$
\mathcal{F}'(u) \sim \sum_{g=0}^{\infty} \frac{g^2_e(\varphi; u)}{N^{2g}}.
$$

(6.99)

We can find $g^2_e$ by substituting (6.72) into (6.98). Indeed, we find

$$
R_{n+1}(\varphi; u) \sim \sum_{m=0}^{\infty} A_m(\varphi; u)N^{-m}, \quad \text{and} \quad R_{n-1}(\varphi; u) \sim \sum_{m=0}^{\infty} B_m(\varphi; u)N^{-m},
$$

(6.100)

where

$$
A_m(\varphi; u) = \sum_{2j+\ell = m} \frac{r^{(\ell)}(\varphi; u)}{\ell!}, \quad \text{and} \quad B_m(\varphi; u) = \sum_{2j+\ell = m} \frac{(-1)^\ell r^{(\ell)}(\varphi; u)}{\ell!}
$$

(6.101)

In particular, note that

$$
A_{2k}(\varphi; u) = B_{2k}(\varphi; u), \quad \text{and} \quad A_{2k-1}(\varphi; u) = -B_{2k-1}(\varphi; u), \quad k \in \mathbb{N}.
$$

(6.102)

Therefore

$$
R_{n-1}(\varphi; u)R_{n+1}(\varphi; u) \sim \sum_{j=0}^{\infty} C_j(\varphi; u)N^{-j},
$$

(6.103)

where

$$
C_j(\varphi; u) = \sum_{m' + k = j} A_{m'}(\varphi; u)B_k(\varphi; u)
$$

$$
= \sum_{2m+k = j} A_{2m}(\varphi; u)B_k(\varphi; u) + \sum_{2m+1+k = j} A_{2m+1}(\varphi; u)B_k(\varphi; u)
$$

$$
= \sum_{2m+k = j} B_{2m}(\varphi; u)B_k(\varphi; u) - \sum_{2m+1+k = j} B_{2m+1}(\varphi; u)B_k(\varphi; u),
$$

(6.104)

where we have used (6.102). Now we show that $C_j = 0$ for odd $j$. Let $j = 2M + 1$, thus $m$ runs from 0 to $M$. Then (6.104) can be written as

$$
C_{2M+1}(\varphi; u) = \sum_{m=0}^{M} B_{2m}(\varphi; u)B_{2(M-m)+1}(\varphi; u) - \sum_{m=0}^{M} B_{2m+1}(\varphi; u)B_{2(M-m)}(\varphi; u)
$$

$$
= \sum_{m=0}^{M} B_{2m}(\varphi; u)B_{2(M-m)+1}(\varphi; u) - \sum_{\ell=0}^{M} B_{2\ell}(\varphi; u)B_{2(M-\ell)+1}(\varphi; u) = 0,
$$

(6.105)
where in the second summation we have used $\ell \equiv M - m$. Therefore we have

$$
\mathcal{R}_{n-1}(\chi; u)\mathcal{R}_{n+1}(\chi; u) \sim \sum_{k=0}^{\infty} \frac{C_{2k}(\chi; u)}{N^{2k}},
$$

(6.106)

where

$$
C_{2k}(\chi; u) = \sum_{m=0}^{k} A_{2m}(\chi; u) A_{2(k-m)}(\chi; u) - \sum_{m=1}^{k} A_{2m-1}(\chi; u) A_{2(k-m)+1}(\chi; u).
$$

(6.107)

From (6.72), (6.98), (6.99), and (6.107) we find

$$
\mathcal{E}_0(\chi; u) = \frac{1}{4\chi^2} \left( r_0^2(\chi; u) + \frac{\chi}{u} \right) r_0(\chi; u) - \frac{1}{4u},
$$

(6.108)

and

$$
\mathcal{E}_{2g}(\chi; u) = \frac{1}{4\chi^2} \left[ \left( r_0^2(\chi; u) + \frac{\chi}{u} \right) r_{2g}(\chi; u) + \sum_{k=1}^{g} C_{2k}(\chi; u) r_{2g-2k}(\chi; u) \right]
$$

(6.109)

**Lemma 6.5.** For any $g \in \mathbb{N}$, we can write

$$
\mathcal{E}_{2g}(\chi; u) = \frac{2^4 3^2}{3 - 5g} C_{2g}(\chi) \left( u + \frac{1}{12x} \right)^{\frac{1-5g}{2}} \left( \mathcal{P}_g(\chi; u) + \sqrt{u + \frac{1}{12x}} \mathcal{\hat{P}}_g(\chi; u) \right),
$$

(6.110)

where $\mathcal{P}_1$ and $\mathcal{\hat{P}}_1$ are Taylor series centered at zero with radius of convergence $1/12x$, while $\mathcal{P}_g$ and $\mathcal{\hat{P}}_g$ are polynomials for $g \in \mathbb{N} \setminus \{1\}$. For all $g \in \mathbb{N}$ we have $\mathcal{P}_g(\chi; -\frac{1}{12x}) = 1$.

**Proof.** Differentiating (1.19) gives

$$
\frac{\partial^2 F}{\partial \sigma^2} = 4u^3 \frac{\partial^2 \mathcal{F}}{\partial u^2} + 6u^2 \frac{\partial \mathcal{F}}{\partial u} + \frac{u}{2},
$$

(6.111)

where we recall that $\sigma = u^{-1/2}$. Now recalling (6.1) and (6.68) we obtain

$$
4u^2 \frac{\partial^2 \mathcal{F}}{\partial u^2} + 6u \frac{\partial \mathcal{F}}{\partial u} + \frac{1}{2} = \frac{1}{4\chi^2} \mathcal{R}_n(\chi; u)(\mathcal{R}_{n-1}(\chi; u) + \mathcal{R}_{n+1}(\chi; u))
$$

(6.112)

Using (6.72), (6.74), and (6.75) we find

$$
4u^2 \frac{\partial^2 \mathcal{F}}{\partial u^2} + 6u \frac{\partial \mathcal{F}}{\partial u} + \frac{1}{2} \sim \frac{1}{2\chi^2} \sum_{g=0}^{\infty} \frac{A_{2g}(\chi; u)}{N^{2g}},
$$

(6.113)

where

$$
A_{2g}(\chi; u) = \sum_{k=0}^{g} r_{2g-2k}(\chi; u) \sum_{\ell=0}^{k} \frac{r_{2\ell}^{(2\ell)}(\chi; u)}{(2\ell)!}
$$

(6.114)

So we have

$$
4u^2 f_0'' + 6u f_0' + \frac{1}{2} = \frac{1}{2\chi^2} r_0^2(\chi; u),
$$

(6.115)
and

\[ 4u^2 f''_{2g} + 6u f'_{2g} = \frac{1}{2x^2} A_{2g}(x; u). \]  

(6.116)

Note that solving the differential Equation (6.115) for \( f'_{0} \equiv \mathcal{E}_{0} \) yields the expected expression (6.127) which was directly found from (6.108). From Lemma 6.3 and (6.109) we know that

\[ f'_{2g}(x; u) \equiv \mathcal{E}_{2g}(x; u) = C_{2g}(x) \left( u + \frac{1}{12x} \right) ^{\alpha(g)} \left( p(x; u) + \sqrt{u + \frac{1}{12x}} \hat{p}(x; u) \right), \]  

(6.117)

for some polynomials \( p \) and \( \hat{p} \), with \( p(x; -\frac{1}{12x}) = 1 \). Our goal is to determine \( \mathcal{E}_{2g}(x) \) and \( \alpha(g) \) through the equality (6.116). We obviously have

\[ f''_{2g}(x; u) = \alpha(g)\mathcal{E}_{2g}(x) \left( u + \frac{1}{12x} \right) ^{\alpha(g)-1} \left( t(x; u) + \sqrt{u + \frac{1}{12x}} \hat{t}(x; u) \right), \]  

(6.118)

for some polynomials \( t \) and \( \hat{t} \), with \( t(x; -\frac{1}{12x}) = 1 \). Therefore

\[ \frac{1}{2x^2} A_{2g}(x; u) = \frac{1}{36x^2} \alpha(g)\mathcal{E}_{2g}(x) \left( u + \frac{1}{12x} \right) ^{\alpha(g)-1} \left( \mathcal{P}(x; u) + \sqrt{u + \frac{1}{12x}} \hat{\mathcal{P}}(x; u) \right), \]  

(6.119)

where \( \mathcal{P} \) and \( \hat{\mathcal{P}} \) are polynomials, with \( \mathcal{P}(x; -\frac{1}{12x}) = 1 \). Let us rewrite \( A_{2g} \) as

\[
A_{2g}(x; u) = 2r_{2g}(x; u)r_{0}(x; u) + r_{0}(x; u) \sum_{\ell=1}^{g} \frac{r^{(2\ell)}_{2g-2\ell}(x; u)}{(2\ell)!} 
+ \sum_{k=1}^{g-1} r^{(2k)}_{2g-2k}(x; u) + \sum_{k=1}^{g-1} r^{(2k)}_{2g-2k}(x; u) \sum_{\ell=1}^{k} \frac{r^{(2\ell)}_{2k-2\ell}(x; u)}{(2\ell)!}.
\]

(6.120)

From Lemma 6.4 we have

\[ r^{(2\ell)}_{2k-2\ell}(x; u) = c_{k,\ell}(x) \left( u + \frac{1}{12x} \right) ^{\frac{1-5k+\ell}{2}} \left( 1 + O \left( \sqrt{u + \frac{1}{12x}} \right) \right), \quad k, \ell \in \mathbb{N}. \]  

(6.121)

Therefore

\[ r^{(2\ell)}_{2g-2k}(x; u) r^{(2\ell)}_{2k-2\ell}(x; u) = c_{k,\ell}(x) C_{2g}(x) \left( u + \frac{1}{12x} \right) ^{\frac{2-5g+\ell}{2}} \left( 1 + O \left( \sqrt{u + \frac{1}{12x}} \right) \right), \]  

(6.122)

for \( k, \ell \in \mathbb{N} \). Also from Lemma 6.3 we have

\[ r^{(2\ell)}_{2g-2k}(x; u) r^{(2\ell)}_{2k}(x; u) = C_{2g}(x) C_{2g-2k}(x) \left( u + \frac{1}{12x} \right) ^{\frac{2-5g}{2}} \left( 1 + O \left( \sqrt{u + \frac{1}{12x}} \right) \right), \]  

(6.123)
for \( k \in \{1, \ldots, g-1\} \). In view of the equations above, (6.83) and Lemma 6.3 we conclude that the most singular term in \( A_{2g} \) is in fact \( 2r_{2g}(\kappa; u)r_0(\kappa; u) \). Therefore

\[
A_{2g}(\kappa; u) = 4\kappa C_{2g}(\kappa) \left( u + \frac{1}{12\kappa} \right)^{\frac{1-5g}{2}} \left( \bar{\psi}_g(\kappa; u) + \sqrt{u + \frac{1}{12\kappa}} \bar{\psi}_g(\kappa; u) \right),
\]

(6.124)

where \( \bar{\psi} \) and \( \bar{\psi}_g \) are polynomials, with \( \bar{\psi}(\kappa; -\frac{1}{12\kappa}) = 1 \). Comparing (6.119) and (6.124) we find that \( \bar{\psi} = \mathcal{P}, \bar{\psi}_g = \hat{\mathcal{P}} \) and moreover

\[
\alpha(g) = \frac{3 - 5g}{2},
\]

(6.125)

and thus

\[
\hat{\psi}_{2g}(\kappa) = \frac{2^{1+3\kappa}}{3-5g} C_{2g}(\kappa).
\]

(6.126)

We would like to point out that the branching singularity described by Lemma 6.5 has been observed in the physical literature, for example, see [25].

### 6.3 Number of 4-valent graphs on a compact Riemann surface of genus \( g \)

In what follows we will use \( \kappa = 1 \), and simpler notations \( \mathcal{E}_{2g}(1; u) \equiv \mathcal{E}_{2g}(u), g \in \mathbb{N} \cup \{0\} \). From (6.109) the first few \( \mathcal{E}_{2g} \)'s are explicitly by

\[
\mathcal{E}_0(u) = \frac{1}{216u^3} \left[ -1 - 18u + (1 + 12u)^{3/2} \right] - \frac{1}{4u},
\]

(6.127)

\[
\mathcal{E}_2(u) = \frac{(1 + 12u)^{-1}}{24u} \left[ 1 - \sqrt{1 + 12u} \right],
\]

(6.128)

\[
\mathcal{E}_4(u) = \frac{7u(1 + 12u)^{-7/2}}{4} \left[ 1 - \frac{1}{14}(1 + 12u) - \frac{13}{14} \sqrt{1 + 12u} \right],
\]

(6.129)

\[
\mathcal{E}_6(u) = \frac{2450u^3(1 + 12u)^{-6}}{4} \times \left[ 1 + \frac{291}{2450}(1 + 12u) + \left( -\frac{3033}{2450} + \frac{146}{1225}(1 + 12u) \right) \sqrt{1 + 12u} \right].
\]

(6.130)

We can write power series expansions for \( \mathcal{E}_0(u), \mathcal{E}_2(u), \mathcal{E}_4(u), \) and \( \mathcal{E}_6(u) \) we will find:

\[
\mathcal{E}_0(u) = \sum_{j=0}^{\infty} \frac{(-1)^{j+1} 3^{j+1}(2j + 1)!}{j!(j+3)!} u^j,
\]

(6.131)
and

\[ \mathcal{E}_2(u) = \frac{1}{2} \sum_{j=0}^{\infty} (-1)^{j+1} 12^j \left[ 1 - \frac{(2j + 2)!}{4^{j+1}(j+1)!} \right] u^j, \quad (6.132) \]

\[ \mathcal{E}_4(u) = \frac{1}{16} \sum_{j=0}^{\infty} (-1)^j 12^j \left[ \frac{(2j + 5)!(28j + 65)}{30 \cdot 4^j j!(j + 2)(2j + 5)} - 13(j + 2)(j + 1) \right] u^{j+1}, \quad (6.133) \]

and

\[ \mathcal{E}_6(u) = \frac{1}{4} \sum_{j=0}^{\infty} \frac{(-1)^j 12^j}{j!} \times \left\{ \frac{32892}{j} \left[ \frac{(2j + 11)!}{60480 \cdot 4^j (j + 5)!} - \frac{(j + 6)!}{5!} \right] + \frac{291(j + 5)!}{10} + \frac{73(j + 9)!}{315 \cdot 4^j (j + 4)!} \right\} u^{j+4}. \quad (6.134) \]

Integrating these from 0 to \( u \), and comparing to (6.58) we obtain

\[ f_0(u) = \sum_{j=1}^{\infty} \frac{(-1)^j 3^j (2j - 1)!}{j!(j + 2)!} u^j, \quad (6.135) \]

and

\[ f_2(u) = \frac{1}{24} \sum_{j=1}^{\infty} \frac{(-1)^j 12^j}{j} \left[ 1 - \frac{(2j)!}{4^j (j!)^2} \right] u^j, \quad (6.136) \]

\[ f_4(u) = \sum_{j=3}^{\infty} \frac{(-1)^j 12^j}{2304} \left[ \frac{8(2j)!(28j + 9)}{15 \cdot 4^j (j - 2)! j!} - 13j(j - 1) \right] u^j, \quad (6.137) \]

and

\[ f_6(u) = \sum_{j=1}^{\infty} f_6^{(j+4)} u^{j+4}, \]

where

\[ f_6^{(j+4)} = \frac{1}{48} \frac{(-1)^j 12^j}{(j - 1)!(j + 4)} \times \left\{ \frac{32892}{j} \left[ \frac{(j + 5)!}{5!} - \frac{(2j + 9)!}{15120 \cdot 4^j (j + 4)!} \right] - \frac{291(j + 4)!}{10} - \frac{292(2j + 7)!}{315 \cdot 4^j (j + 3)!} \right\}. \quad (6.138) \]

Remark 6.6. The formulae (6.135), (6.136), and (6.137) respectively reconfirm the formulae (5.15), (7.21), and (7.33) of [9].

The Wick’s theorem and the Feynman graph representation (see, e.g. [48]) give that

\[ f_{g2}(u) = \sum_{j=1}^{\infty} \frac{(-1)^j N_j(g)u^j}{j! 4^j}, \quad (6.139) \]
where $N_j(g)$ is the number of connected labeled 4-valent graphs with $j$ vertices which are realizable on a closed Riemann surface of genus $g$ which are not realizable on Riemann surfaces of lower genus. Comparing (6.139) with the formulae (6.135) through (6.138) we can compute $N_j(g)$. For the sphere we find

$$N_j(0) = \frac{12^j(2j - 1)!}{(j + 2)!}, \quad j \in \mathbb{N}. \quad (6.140)$$

For the torus we obtain

$$N_j(1) = \frac{12^j(4j!)^2 - (2j)!}{24j(j!)}, \quad j \in \mathbb{N}. \quad (6.141)$$

For the Riemann surface of genus two we get

$$N_{j+1}(2) = \frac{12^j(2j + 2)!(28j + 37)}{360(j + 1)(j - 1)!} - 13j(j + 1)j!48^{j-1}, \quad j \in \mathbb{N}, \quad (6.142)$$

where $N_1(2) = 0$, which is clear as all three labeled 4-valent graphs with one vertex are realizable on the sphere and the torus. Also notice that the above formula yields $N_2(2) = 0$, which is consistent with the fact that all 96 labeled 4-valent graphs with two vertices are already realizable on the sphere and the torus (see Appendix A). Finally for the Riemann surface of genus three we arrive at

$$N_{j+4}(3) = \frac{16 \cdot 48^j(j + 3)!}{3(j!)^3} \times \left( \frac{2741}{10}(j + 5)! - \frac{291}{10}j(j + 4)! - \frac{2741}{1260} \frac{(2j + 9)!}{4^j(j + 4)!} - \frac{292j(2j + 7)!}{315 \cdot 4^j(j + 3)!} \right), \quad (6.143)$$

for $j \in \mathbb{N}$, where $N_1(3) = N_2(3) = N_3(3) = N_4(3) = 0$.

Remark 6.7. We emphasize that, with increasing effort, similar analysis allows for computing any $N_j(g), \ j, g \in \mathbb{N}$.

We have the following asymptotic formulae for $N_j(g)$, as $j \to \infty$ for $g = 0, 1, 2, 3$:

$$N_j(0) = \frac{1}{\sqrt{2j^3}} \left( \frac{48j}{e} \right)^j \left( 1 - \frac{73}{24j} + \frac{8209}{1152j^2} - \frac{6341837}{414720j^3} + O(j^{-4}) \right), \quad (6.144)$$

$$N_j(1) = \frac{\sqrt{2\pi}}{24\sqrt{j}} \left( \frac{48j}{e} \right)^j \left( 1 - \frac{1}{\sqrt{\pi \sqrt{j}}} + \frac{1}{12j} + \frac{1}{24\sqrt{\pi j^{3/2}}} + O(j^{-2}) \right), \quad (6.145)$$

$$N_j(2) = \frac{7\sqrt{2j^2}}{1080} \left( \frac{48j}{e} \right)^j \left( 1 - \frac{195\sqrt{\pi}}{224\sqrt{j}} - \frac{121}{168j} + \frac{715\sqrt{\pi}}{896j^{3/2}} + O(j^{-2}) \right), \quad (6.146)$$

$$N_j(3) = \frac{245\sqrt{2\pi j^{9/2}}}{995328} \left( \frac{48j}{e} \right)^j \left( 1 - \frac{43136}{8575\sqrt{\pi \sqrt{j}}} - \frac{12709}{2940j} + \frac{30928}{1029\sqrt{\pi j^{3/2}}} + O(j^{-2}) \right), \quad (6.147)$$
Denote
\[ f_{2g}(j) := \frac{(-1)^{j} N_j(g)}{j^{14j}}, \quad \text{thus} \quad f_{2g}(u) = \sum_{j=1}^{\infty} f_{2g}(j) u^j. \tag{6.148} \]

**Theorem 6.8.** For all \( g \in \mathbb{N} \cup \{0\} \), as \( j \to \infty \) we have
\[ f_{2g}(j) = \frac{\mathcal{K}_g}{u_c} j^{5g-7} \left( 1 + O(j^{-1/2}) \right), \tag{6.149} \]
where \( u_c = -\frac{1}{12} \). The constants \( \mathcal{K}_g \) are explicitly given in terms of the constants \( C_{2g} \) by
\[ \mathcal{K}_g = \begin{cases} \frac{12^{g-1}}{5g-5} \frac{1}{2^{g-3}} C_{2g}, & g = 2k + 1, \\ \frac{12^{g-1}}{5g-5} \frac{1}{2^{g-3}} \left( \frac{5g-4}{2} \right)! \sqrt{\pi} (5g-3)! C_{2g}, & g = 2k, \end{cases} \tag{6.150} \]
while \( \mathcal{K}_0 = 2^{-1} \pi^{-1/2} \), and \( \mathcal{K}_1 = 24^{-1} \).

**Proof.** For \( g = 0 \) and \( g = 1 \) the expression (6.149) with the quantities \( \mathcal{K}_0 = 2^{-1} \pi^{-1/2} \) and \( \mathcal{K}_1 = 24^{-1} \) can be immediately found from (6.144), (6.145), (6.148), and the Stirling formula. For \( g \in \mathbb{N} \setminus \{1\} \), by (6.110) we have that
\[ \mathcal{E}_{2g}(u) = \sum_{\ell=0}^{m_g} \mathcal{E}_{g, \ell} \left( u + \frac{1}{12} \right)^{\frac{3-5g+\ell}{2}}, \quad \mathcal{E}_{0,g} = \frac{2^{13/3}}{3 - 5g} C_{2g}, \tag{6.151} \]
for some \( m_g \in \mathbb{N} \) and some constants \( \mathcal{E}_{g, \ell} \). For these finite sum of powers of \( u - u_c \), we can use the generalized binomial theorem to write their Taylor series, and thus the Taylor series of \( \mathcal{E}_{2g} \), centered at zero with radius of convergence \( \frac{1}{12} \). Therefore
\[ \mathcal{E}_{2g}(u) = \sum_{j=0}^{\infty} \mathcal{E}_{2g}^{(j)} u^j, \quad |u| \leq \frac{1}{12}, \tag{6.152} \]
where
\[ \mathcal{E}_{2g}^{(j)} = 12^j \sum_{\ell=0}^{m_g} \mathcal{E}_{g, \ell} \frac{12^{3-5g-\ell}}{j!} \left( \frac{\ell}{2} \right). \tag{6.153} \]

By integrating (6.152) we find
\[ f_{2g}(u) = \sum_{j=1}^{\infty} f_{2g}(j) u^j, \tag{6.154} \]
where

\[
    f_{2g}^{(j)} = \frac{12j^{-1}}{j} \sum_{\ell=0}^{m_{g}} C_{\ell, g} 12^{\frac{5g-2}{2}} \left( \frac{3-5g+\ell}{j-1} \right).
\]  
(6.155)

Notice that for \( \ell \in \mathbb{R} \) and as \( j \to \infty \), one has \( \left( r+\ell \right) \binom{j}{\ell} = c(r, \ell) j^{-\ell} (1 + O(j^{-1})) \). Therefore, considering the large \( j \) asymptotics, the main contribution in (6.155) comes from \( \ell = 0 \) and we thus have

\[
    f_{2g}^{(j)} = \frac{12j^{5g-5}}{j} C_{0, g} \left( \frac{3-5g}{j-1} \right) \left( 1 + O\left( \frac{1}{\sqrt{j}} \right) \right).
\]  
(6.156)

By a straightforward calculation we find

\[
    \binom{3-5g}{j-1} = \begin{cases}
    (-1)^{j-1} \binom{j + \frac{5g-7}{2}}{2} ! (j-1)! , & g = 2k + 1, \\
    \left( \frac{5g-5}{2} \right)! (j-1)! , & k \in \mathbb{N}, \\
    (-1)^{j-1} \binom{\frac{5g-4}{2}}{2} ! (2j + 5g - 7)! , & g = 2k, \\
    2^{2j-3}(5g - 4)! (j-1)! \left( j + \frac{5g-8}{2} \right)! , & g = 2k + 1,
    \end{cases}
\]  
(6.157)

Therefore by (6.156) we have

\[
    f_{2g}^{(j)} = \frac{12j^{5g-5}}{j} C_{0, g} \left( \frac{3-5g}{j-1} \right) \left( 1 + O\left( \frac{1}{\sqrt{j}} \right) \right),
\]  
(6.158)

for \( k \in \mathbb{N} \). Now, the formulae (6.149) and (6.150) immediately follow by applying the Stirling’s formula and using the second member of (6.151).

**Corollary 6.9.** The asymptotics of the number of connected labeled 4-valent graphs on a Riemann surface of genus \( g \), as the number of vertices tends to infinity, is given by

\[
    \mathcal{N}_j(g) = K_g 48^j j^{\frac{5g-7}{2}} \left( 1 + O(j^{-1/2}) \right), \quad j \to \infty,
\]  
(6.159)

where the constants \( K_g \) are the same as the ones in Theorem 6.8.

**Remark 6.10.** One shall check that the description (6.150)-(6.159) is in agreement with the asymptotic expressions (6.146) and (6.147) obtained from the explicit formulae (6.142) and (6.143) for \( \mathcal{N}_j(2) \) and \( \mathcal{N}_j(3) \). Checking this agreement requires knowing the values of \( C_4 \) and \( C_6 \), which can
be recursively found from (6.91) and (6.92). We find

\[ C_4 = \frac{7^2}{2^{153}3^{13/2}}, \quad \text{and} \quad C_6 = \frac{5^27^2}{2^{21}3^{10}}. \]  

(6.160)

Using these, from (6.150) we obtain

\[ \kappa_8 = \frac{7}{1080\sqrt{\pi}} \quad \text{and} \quad \kappa_6 = \frac{245}{995328}, \]  

(6.161)

which together with (6.159) are in agreement with (6.146) and (6.147) respectively.
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APPENDIX A: NUMBER OF LABELED CONNECTED 4-VALENT GRAPHS WITH ONE OR TWO VERTICES ON THE SPHERE AND THE TORUS

In this appendix we would like show some illustrations for a deeper understanding of (6.140) and (6.141). We specifically do this for graphs with one and two vertices where the number of graphs are not too large, which allows for a complete discussion here. To this end, notice that (6.140) and (6.141) give

\[ \mathcal{N}_1(0) = 2, \quad \mathcal{N}_1(1) = 1, \quad \mathcal{N}_2(0) = 36, \quad \mathcal{N}_2(1) = 60. \]  

(A.1)

It is easy to verify the first two members of (A.1). Consider a labeled 4-valent graph with a single vertex \( v \). label the edges emanating from \( v \) in a counterclockwise way by \( e_1, e_2, e_3, \) and \( e_4 \). For the simplicity of the Figures A1–A5 an edge \( e_k \) will be simply denoted by \( k \) on the graphs. It is clear that there are two ways to make a desired graph on the sphere in which one connects the adjacent
FIGURE A1 All eight labeled connected 4-valent graphs with two vertices, where $e_1$ connects to $e_2$ and realizable on the sphere. Identically, for the case where $e_1$ connects to $e_4$, there are also eight distinct graphs. For the simplicity of the Figures A1–A5 an edge $e_k$ will be simply denoted by $k$ on the graphs.

FIGURE A2 All five labeled connected 4-valent graphs with two vertices, where $e_1$ connects to $e_6$ and realizable on the sphere. Identically, for each of the cases where $e_1$ connects to $e_5$, $e_7$, or $e_8$, there are also five distinct graphs. this Figure together with Figure A1 confirm that $N_2(0) = 2 \cdot 8 + 4 \cdot 5 = 36$.

FIGURE A3 All four labeled connected 4-valent graphs with two vertices, where $e_1$ connects to $e_2$ which are not realizable on the sphere(compare with Figure A1). Identically, for the case where $e_1$ connects to $e_4$, there are also four distinct graphs.

edges ($N_1(0) = 2$). The graph in which the opposite edges are connected cannot be realized on the sphere, but can be realized on the torus ($N_1(1) = 1$).

Now we justify the third member of (A.1). Label the vertices by $v_1$ and $v_2$. Label the edges emanating from $v_1$ in a counterclockwise way by $e_1, e_2, e_3, e_4$, and label the edges emanating from $v_2$ in a counterclockwise way by $e_5, e_6, e_7, e_8$. When $e_j$ connects to $e_k$ we use the notation $e_j \leftrightarrow e_k$.

We exhaust all possibilities for which 4-valent connected labeled graphs with two vertices can be realized on the sphere. Let us start with $e_1$. This edge can be connected to any other labeled edge except for $e_3$, because obviously if these edges are connected then either $e_2$ or $e_4$ would have no destination. Now we show that $e_1$ can be connected to $e_2$ or $e_4$ in eight distinct graphs, while
**FIGURE A4** All three labeled connected 4-valent graphs with two vertices, where $e_1 \leftrightarrow e_3 \& e_2 \leftrightarrow e_5$.

Identically, for each of the cases $e_1 \leftrightarrow e_3 \& e_2 \leftrightarrow e_6$, $e_1 \leftrightarrow e_3 \& e_2 \leftrightarrow e_7$, and $e_1 \leftrightarrow e_3 \& e_2 \leftrightarrow e_8$ there are three distinct graphs. Thus there exists $4 \cdot 3 = 12$ distinct graphs with two vertices and $e_1 \leftrightarrow e_3$ realizable on the torus.

**FIGURE A5** All ten labeled connected 4-valent graphs with two vertices, where $e_1$ connects to $e_6$ which are not realizable on the sphere (compare with Figure A2). Identically, for each one of the cases $e_1 \leftrightarrow e_5$, $e_1 \leftrightarrow e_7$, and $e_1 \leftrightarrow e_8$ there also exist 10 distinct graphs. This means that there are totally 40 distinct graphs, not realizable on the sphere, where $e_1$ connects to one of the edges emanating from $v_3$.

It can be connected to either $e_5, e_6, e_7$, or $e_8$ in five distinct graphs, which confirms that $N_2(0) = 2 \cdot 8 + 4 \cdot 5 = 36$. Figure A1 shows all eight connected labeled 4-valent graphs with two vertices on the sphere with a connection between $e_1$ and $e_2$, while Figure A2 shows all five connected labeled 4-valent graphs with two vertices on the sphere with a connection between $e_1$ and $e_6$.

Now we try to justify that $N_2(1) = 60$. Notice that there are three distinct graphs if one enforces two pairwise connections. Since we have already realized two graphs with $e_1 \leftrightarrow e_2$ and $e_3 \leftrightarrow e_6$ on the sphere (see the first two graphs in Figure A1) there is only one remaining graph with $e_1 \leftrightarrow e_2$ and $e_3 \leftrightarrow e_6$ to be realized on the torus. Similarly, there is one graph left to be realized on the torus with the specifications: 1) $e_1 \leftrightarrow e_2$ and $e_3 \leftrightarrow e_7$, 2) $e_1 \leftrightarrow e_2$ and $e_3 \leftrightarrow e_8$, and 3) $e_1 \leftrightarrow e_2$ and $e_3 \leftrightarrow e_5$. Figure A3 shows all graphs with $e_1 \leftrightarrow e_2$ which can be realized on the torus but not on the sphere.

In Figure A2 we have already realized two graphs with $e_1 \leftrightarrow e_6 \& e_2 \leftrightarrow e_3$, two graphs with $e_1 \leftrightarrow e_6 \& e_2 \leftrightarrow e_5$, and only one graph with $e_1 \leftrightarrow e_6 \& e_2 \leftrightarrow e_7$. So there remains one graph with $e_1 \leftrightarrow e_6 \& e_2 \leftrightarrow e_3$, one graph with $e_1 \leftrightarrow e_6 \& e_2 \leftrightarrow e_5$, and two graphs with $e_1 \leftrightarrow e_6 \& e_2 \leftrightarrow e_7$ to be realized on the torus (see the first four graphs in Figure A5). Although no graphs with $e_1 \leftrightarrow e_6 \& e_2 \leftrightarrow e_8$, and no graphs with $e_1 \leftrightarrow e_6 \& e_2 \leftrightarrow e_4$ could be realized on the sphere, one can check that all six such graphs could indeed be realized on the torus as shown in the last six graphs in Figure A5. In total, this gives 10 distinct graphs with $e_1 \leftrightarrow e_6$ which cannot be realized on the sphere but can be realized on the torus. Identically, for each one of the cases $e_1 \leftrightarrow e_5, e_1 \leftrightarrow e_7$, and $e_1 \leftrightarrow e_8$ there also exist 10 distinct graphs that cannot be realized on the sphere but can be realized
on the torus. Thus far we have obtained $2 \cdot 4 + 4 \cdot 10 = 48$ distinct graphs with two vertices that cannot be realized on the sphere but can be realized on the torus based on Figures A3 and A5. The only remaining case to focus on is the number of graphs with two vertices and $e_1 \leftrightarrow e_3$ realizable on the torus (notice that $e_1 \leftrightarrow e_3$ is not possible on the sphere). But this is now obvious as we describe now: Fix $e_1 \leftrightarrow e_3$ and any of the four possible destinations $e_5, e_6, e_7,$ or $e_8$ (notice that $e_4$ cannot be a destination for $e_2$ as it renders the graph disconnected). As described earlier, there are three distinct graphs with two enforced pairwise edge connections. Thus there exists $4 \cdot 3 = 12$ distinct graphs with two vertices and $e_1 \leftrightarrow e_3$ which cannot be realized on the sphere but can be realized on the torus. This finishes our justification for $N_2(1) = 48 + 12 = 60$. 