Quantum limits on noise for a class of nonlinear amplifiers
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Nonlinear amplifiers such as the transistor are ubiquitous in classical technology, but their quantum analogues are not well understood. We introduce a class of nonlinear amplifiers that amplify any normal operator and add only a half-quantum of vacuum noise at the output. In the large-gain limit, when used in conjunction with a noisy linear detectors, these amplifiers implement ideal measurements of the normal operator.

I. INTRODUCTION

The fundamental physical limit on signal amplification, linear or otherwise, arises from quantum theory, in particular from the requirement of unitarity. The noise properties of quantum linear amplifiers, devices for which the output signal is linearly related to the input signal, are well understood [1–5]. Linear amplifiers that come close to adding the minimum amount of noise i.e., one half units of number quanta, are called quantum-limited. Such quantum-limited amplifiers have become the measurement workhorse for quantized microwave circuits and mechanical oscillators [6]. They also show promise for signal transduction [7,8] and for the advancement of fundamental science, e.g., in the axion dark-matter experiment [9]. Although many of these amplifiers are fundamentally nonlinear [10], they are typically operated in linear regimes where residual nonlinearities may be treated as imperfections and so they can be treated with a linear theory.

While amplifiers that operate in a non-linear regime are not common in quantum technologies, genuinely nonlinear amplifiers are widely used in classical electronics, e.g., for rectification, switching, and logic. A genuine nonlinear amplifier is a device in which the output is not linear in some property of the input signal such as signal amplitude. In some situations, it is known that such nonlinear amplifiers can add less noise than linear amplifiers [11]. This suggests that nonlinear amplifiers may be a useful quantum technology, if it is possible to formulate a consistent theory that takes into account the quantum nature of the noise. In addition, a systematic theory of quantum nonlinear amplifiers could help elucidate quantum limits on switching and classical logic [12].

Despite this promise, the analysis of nonlinear quantum amplifiers is in its infancy. We now briefly summarize the early work in the field. Bondurant [13] proposed a nonlinear phase-insensitive amplifier with no additive noise. This allows construction of a receiver that saturates the Helstrom limit for binary discrimination of coherent states, using a conceptually simpler approach than the earlier proposal by Dolinar [14]. Kouznetsov and coworkers [15], derived general bounds on the noise added by nonlinear amplifiers and found that the added noise could be less than that of a linear amplifier. They also derived specific approximate input-output relations for nonlinear amplifiers. In a more concrete approach, a number of authors have proposed input-output relations for nonlinear amplifiers specific to photon counting [16,17]. So far this early work on nonlinear amplification has received little attention.

The purpose of this article is to systematically develop the basic notions of quantum nonlinear amplifiers. Our presentation is guided by the realization that nonlinear amplification may be viewed as a kind of transduction between different observables in the same system or between observables in different systems. For example, nonlinear quantum amplifiers may transduce some observable that is nonlinear in the field modes into a linear quadrature of the field modes, as illustrated schematically in Fig. 1.

In Section II, we briefly review the established theory of phase-preserving quantum linear amplifiers. In Section III, we develop a class of two-mode amplifiers that amplify any normal operator (operators that commute with their adjoint). For these amplifiers the added noise
at the output can be less than a half-quantum of vacuum fluctuations, independent of gain. Moreover these amplifiers can facilitate measurement of the normal operator with a noisy linear detector, as illustrated in Fig. 1. Since the class of normal operators includes both Hermitian and unitary operators, this constitutes a practical route to ideal measurements of a broad range of operators. We present explicit Hamiltonians generating these amplifiers; such interactions generalize the von Neumann model of measurement. We illustrate the general formalism with examples, including a photon number resolving detector built from a nonlinear amplifier, which show an improvement of measurement efficiency over linear amplification techniques.

In Section IV we introduce a class of three-mode nonlinear amplifiers that also amplify normal operators. In these amplifiers the amplified output signal is encoded into a system of two meters, which is similar to the famous model of Arthurs and Kelly [18]. This realization of the normal operator nonlinear amplifier provides a further improvement in the noise properties over the two mode realization.

In Section V we discuss single mode nonlinear amplifiers. These amplifiers enable measurement of any function of a field quadrature of that mode. Such amplifiers also require some single mode squeezing. The added noise in these amplifiers is $O(e^{-r})$, where $r$ is the squeezing factor, so the noise may be exponentially decreased by increasing the squeezing. We conclude with a summary and discussion of some open questions in Section VI.

II. PHASE-PRESERVING LINEAR AMPLIFICATION

Real measurement devices are inherently noisy. It is thus common to amplify signals prior to measurement. A quantum amplifier works by transforming some combination of the “input” mode operators unitarily to “output” mode operators in a way that facilitates more precise measurements by subsequent noisy detection. In this section we briefly review the theory of quantum linear amplifiers, established in the work of Haus and Mullen [1], generalized and refined by Caves [2]. Readers seeking a detailed general introduction to this subject are encouraged to consult references [1-5].

Consider a signal carried in a single bosonic mode $a_{in}$, obeying $[a_{in}, a_{in}^\dagger] = 1$. In the Heisenberg picture, the amplifier acts to transform $a_{in}$ into $a_{out} = U^\dagger a_{in} U$. The simplest amplifiers are the linear amplifiers with input-output relations

$$a_{out} = \tau_0 a_{in} + \tau_1 a_{in}^\dagger + \tau_2 b_{in} + \tau_3 b_{in}^\dagger,$$  

(1)

where $b_{in}$ is an internal mode of the device. Unitarity of this transformation is equivalent to the condition that $a_{out}$ satisfies the bosonic commutation relation, which constrains the coefficients $\tau_i$ [2]. Moreover since $a_{out}$ is linearly related to the input operators, this is a linear transformation on the input operators $a_{in}$ and $b_{in}$.

The most widely-studied linear amplifiers are the phase-preserving linear amplifiers, for which the added noise is independent of the phase of the input signal [1, 2]. These are a special case of Eq. (1) with

$$a_{out} = g a_{in} + \sqrt{g^2 - 1} b_{in}^\dagger,$$

(2)

where $g > 1$ is the amplitude gain, $L = \sqrt{g^2 - 1} b_{in}^\dagger$ is the added noise operator arising from the coupling to the internal mode $b_{in}$. Eq. (2) can be realized via a parametric interaction generating the two-mode squeeze operator $S(r) = \exp[r(ab-ba^\dagger)]$, where the squeezing parameter $r$ is related to the gain by $g = \cosh r$ [4]. Typically one assumes the initial states in modes $a$ and $b$ are uncorrelated. If $\langle b_{in} \rangle = 0$, as is the case when the $b$ mode starts in vacuum, the output contains an amplified version of the input: $\langle a_{out} \rangle = g \langle a_{in} \rangle$ [2].

The noise of an amplifier is defined to be the symmetrically ordered second moment of the operator carrying the signal

$$\langle |\Delta a_{out}|^2 \rangle = g^2 \langle |\Delta a_{in}|^2 \rangle + (g^2 - 1) \langle |\Delta b_{in}|^2 \rangle,$$  

(3)

where for some operator $O$, $\Delta O := O - \langle O \rangle$ and $|O|^2 := \frac{1}{2} (O^\dagger O + O O^\dagger)$. The first term of Eq. (3) represents the amplified noise intrinsic to the signal and the second term represents the noise added by the amplifier. Applying the uncertainty principle to the added noise operator gives [2]

$$\langle |\Delta L|^2 \rangle \geq \frac{1}{g^2} \langle [L, L^\dagger] \rangle = \frac{1}{2} (g^2 - 1),$$

(4)

which implies that for non-trivial gain, i.e., for $g > 1$, the added noise on the bosonic mode is bounded below by 1/2 in units of number quanta. Note also that the added noise is independent of the input signal, but does depend on the gain.

The symmetric variance of $a$ written in terms of quadratures, is $\langle |\Delta a|^2 \rangle = \frac{1}{2} (\langle \Delta x^2 \rangle + \langle \Delta p^2 \rangle)$. Thus we may write Eq. (2) in terms of Hermitian quadrature components $x_{out}$ and $p_{out}$ that are related to the modal annihilation operator by $a_{out} = (x_{out} + i p_{out})/\sqrt{2}$ and obey $[x_{out}, p_{out}] = i$. The added noise with respect to these quadrature components is

$$\langle |\Delta x_{out}|^2 \rangle = g^2 \langle |\Delta x_{in}|^2 \rangle + (g^2 - 1) \langle |\Delta b_{in}|^2 \rangle,$$

$$\langle |\Delta p_{out}|^2 \rangle = g^2 \langle |\Delta p_{in}|^2 \rangle + (g^2 - 1) \langle |\Delta b_{in}|^2 \rangle,$$

(5a)

(5b)

and the added noise is termed phase-insensitive if $\langle |\Delta b_{in}|^2 \rangle = \langle |\Delta p_{in}|^2 \rangle$.

One of the main uses of quantum amplification is in measurement. A general quantum measurement is represented by a positive operator valued measure (POVM) whose elements correspond to measurement
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in both quadratures. Finally, Eq. (10) highlights the fact
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An important special case of Eqs. (8) and (9) is when the signal operator \( f \) is Hermitian. In this case no signal
is carried in the \( p_{out} \) quadrature of \( a_{out} \) and the signal
and noise of the output quadrature \( x_{out} \) are given by
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respectively. As before, the added noise is independent
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In order to demonstrate the utility of this kind of amplifier, we consider the task of estimating the expectation of a Hermitian operator \( f_\text{in} \) in a given input state. We apply the amplifier described by Eq. (6) with mode \( b \) in vacuum and then perform a homodyne measurement whose outcome enables estimation of the expectation value. We then define the estimator

\[
\hat{f}_\text{in} = \mathbb{E}[x_{\text{out}}]/\sqrt{2g},
\]

(12)

where the hat \( \hat{\cdot} \) denotes an estimator and \( \mathbb{E}[\cdot] \) denotes an expectation over measurement trials. This estimator is unbiased: \( \mathbb{E}[\hat{f}_\text{in}] = \langle f_\text{in} \rangle \). The variance of the estimator quantifies its precision:

\[
\text{Var}[\hat{f}_\text{in}] = \text{Var}[f_\text{in}] + \frac{1}{4g^2},
\]

(13)

where \( \text{Var}[O] = \langle O^2 \rangle - \langle O \rangle^2 \) is the variance of a projective measurement of the operator \( O \). Thus, in the large gain limit \( g \to \infty \), this strategy using nonlinear amplification followed by linear (homodyne) detection will yield an estimator with the same variance as a perfect projective measurement of \( f_\text{in} \). Furthermore, as noted above, if the internal mode \( b \) is prepared in a squeezed vacuum state, the added noise may be further reduced at finite gain.

### A. Hamiltonian and Unitary realization

In order to aid the realization of amplifiers with the properties described above, we now turn our attention to constructing a physical interaction that gives rise to the input-output relation in Eq. (6). We introduce an internal mode \( b \) and consider the interaction

\[
H_I = -i\kappa(f^\dagger b - fb^\dagger),
\]

(14)

where \( \kappa \) is a coupling constant, and \( f \) and \( b \) are operators defined at the input. Realizing a large gain in such a Hamiltonian could be achieved by introducing a pump mode in a high-amplitude coherent state, which is thus approximately classical. The unitary generated by this Hamiltonian is \( U = \exp(-iH_I t) \) (we set \( \hbar = 1 \) throughout), which results in the following input-output relation on the \( b \) mode,

\[
b_{\text{out}} = U^\dagger b_{\text{in}} U = gf_{\text{in}} + b_{\text{in}},
\]

(15)

with gain \( g = \kappa t \). For a detailed derivation of Eq. (15), see Appendix A1. To bring Eq. (15) into the form of Eq. (6), we assume that \( b \) is an oscillator mode and perform a continuous-variable (CV) SWAP gate between modes \( a \) and \( b \) after the action of \( U \). The CV SWAP exchanges the full Hilbert space of the two modes [26].

We now turn our attention to the specific case in which \( f \) is Hermitian. In this situation Eq. (14) becomes

\[
H_I = \sqrt{2\kappa}fp,
\]

(16)

where \( p \) is the momentum operator on the internal mode \( b \). In practice, \( p \) may be replaced with any quadrature operator. We shall refer to the unitary generated by \( H_I \) as \( V \). In Appendix A2 we show that \( V \) induces the correct input-output relation for the \( b \) mode. Performing a SWAP operation between \( a \) and \( b \) modes after implementing \( V \), we arrive at Eq. (6).

One of the interesting things about the Hamiltonian constructions of Eqs. (14) and (16) is that they are more general than the input-output relation given in Eq. (6), because here \( f \) need not be a modal operator. For example, the \( f \) appearing in Eq. (14) could be a qubit operator such as \( f = |0\rangle\langle 1| - |1\rangle\langle 0| \), which is normal but non-Hermitian. In this case, Eq. (9) still applies, with \( a_{\text{out}} \leftrightarrow b_{\text{out}} \). For the Hermitian example of Eq. (16) there are a few instances already recognised and experimentally implemented in the literature. Thus the “longitudinal interaction” of references [27–29] can be viewed as a nonlinear amplifier for which \( f = \sigma_z \), and the \( x \) quadrature is used instead of \( p \). The corresponding interaction Hamiltonian is proportional to \( \sigma_x(b + b^\dagger) \), and thus Eq. (11) applies. The same is true of the standard optomechanical interaction Hamiltonian \( a^\dagger a(b + b^\dagger) \). In this case input amplitude fluctuations in mode \( a \) get amplified into output quadrature fluctuations [30]. This amplification action has been experimentally implemented in Ref. [31].

### B. Use with noisy linear measurements

We now show that preamplification by a nonlinear amplifier followed by a noisy linear measurement, can result in an ideal (i.e., a projective) measurement of the normal operator \( f_{\text{in}} \) in the large gain limit, as depicted in Fig. 1. Linear measurements in the optical and microwave domains are typically destructive. For this reason, we focus on determining the POVM elements.

We noted previously that in the large gain limit, the first and second moments of the amplified signal for Hamiltion \( f \) match the statistics of an ideal projective measurement of \( f \). This suggests that these types of amplifiers are intimately related to the von Neumann measurement model. Indeed, Eq. (16) is the classic von Neumann measurement model (see Chap. VI, Sec. 3 in Ref. [32]). Note that in this section we take the amplifier unitaries from Sec. IIIA, i.e., without making a CV SWAP between the two modes, which means that the output signal is in the \( b \) mode and thus the linear measurement is performed on that mode.

In the case when \( f_{\text{in}} \) is normal, it is transduced with gain into mode \( b \). When this amplification is followed by

---

4 Moreover, these also lead to the canonical Kraus operators, which can be taken as the square root of the POVM elements.

5 Specifically “For this we choose the particular form \( \frac{\hbar}{2m^2} \frac{\partial}{\partial r} \)” which is \( H_{\text{eff}} = \hbar xp \) in modernized notation.
a noisy heterodyne measurement of mode $b$, it results in an effective POVM on mode $a$ with elements

$$E_\beta = \langle 0_b | U^\dagger M_\beta U | 0_b \rangle,$$

where $\beta$ is the complex measurement outcome and $U$ is the unitary amplifier gain $g = \kappa t$. In Reference [20] it is shown that inefficient heterodyne detection corresponds to the POVM

$$M_\beta = \frac{1}{\pi^2 \sigma^2} \int d^2 \gamma e^{-|\gamma - \beta|^2/\sigma^2} |\gamma\rangle \langle \gamma|,$$

where $|\gamma\rangle$ is a coherent state, $\sigma^2 = (1 - \eta)/\eta$, and $\eta$ is the detector efficiency. This may be interpreted as a Gaussian smearing of the perfect heterodyne POVM element [21]. Using the spectral representation of $f_{\text{in}}$, see Eq. (7), detailed calculations that are given in Appendix B lead to the POVM $^6$

$$E_\beta(\sigma, g) = \sum_i \frac{g^2}{\pi(\sigma^2 + 1)} \exp \left[ -g^2 \frac{|\beta - f_i|^2}{\sigma^2 + 1} \right] |e_i\rangle \langle e_i|.

(19)$$

Equation (19) describes complex valued outcomes $\beta$ that are normally distributed about the discrete eigenvalues $f_i$ of $f_{\text{in}}$. The complex plane may be tiled with decision regions $R_i \ni f_i$, and the outcome $\beta$ associated to the label $i$ for which $\beta \in R_i$ (see Chapter 2 of Ref. [33]). In the limit $g \to \infty$, the function inside the sum in Eq. (19) limits to $\delta(\beta - f_i)$, so in this limit the decision regions turn the POVM into a projective measurement of $f$:

$$\lim_{g \to \infty} \int_{R_i} d^2 \beta E_\beta(\sigma, g) = |e_i\rangle \langle e_i|.

(20)$$

Furthermore, outside of this limit, the signal-to-noise ratio (SNR) increases with gain. For example if the primary mode is prepared in an eigenstate $|e_i\rangle$, then the signal-to-noise ratio is $\text{SNR} = |f_i|/\sqrt{\left(\sigma^2 + 1\right)/g^2}$, and thus for any $g > 1$ the SNR will then be correspondingly larger than the $g = 1$ value.

Now consider the case when $f_{\text{in}}$ is Hermitian and diagonal in the orthonormal basis $|i\rangle$. We apply the amplifier unitary $V$ that is generated by the Hamiltonian in Eq. (16), and then perform an inefficient or noisy homodyne measurement on mode $b$ with POVM elements

$$M_x = \frac{1}{\sqrt{\pi} \sigma} \int dy e^{-(-y-x)^2/\sigma^2} |y\rangle \langle y|,

(21)$$

where $|y\rangle$ is a quadrature eigenstate and $\sigma^2 = (1 - \eta)/4\eta$ [20, 21]. Mode $b$ is prepared in a Gaussian position wave function centered at $x = 0$

$$|\phi\rangle_b = \int dx \phi(x) |x\rangle_b \text{ where } \phi(x) = e^{-x^2/2\sigma^2} \left(\frac{\pi \sigma^2}{2}\right)^{1/4},

(22)$$

here the position variance of this wavefunction is $\text{Var}[x] = 1/\pi$. In this case, preamplification followed by a homodyne measurement results in an effective measurement of $f$ with POVM elements

$$E_x(\sigma, g, \epsilon) = \langle \phi|_b V^\dagger M_x V |\phi\rangle_b

= \sum_i \frac{g}{\sqrt{\pi(\sigma^2 + \epsilon^2)}} \exp \left[ -g^2 \frac{(x - f_i)^2}{\sigma^2 + \epsilon^2} \right] |i\rangle \langle i|.

(23)$$

The case of $\epsilon^2 = 1$ corresponds to the probe being prepared in vacuum. Then as the probe wave function becomes squeezed in the position quadrature, the contribution from $\epsilon^2 = e^{-2r}$ becomes negligible as the squeezing parameter $r$ increases from zero. Once again, in the large-gain limit, the POVM elements approach an ideal projective measurement of $f_{\text{in}}$, when the outcomes $x$ are properly coarse-grained into decision regions.

For the case of $f_{\text{in}} = a^\dagger a$, the implementation of an effective projective measurement of $f_{\text{in}}$ via this approach of combining preamplification with a noisy measurement has been realized in an optomechanical system [31]. Figure 4 of Ref. [31] shows that as the gain increases the effective measurement of the photon number, via an inefficient homodyne measurement, approaches the ideal limit. For the case of $f_{\text{in}} = \sigma_x$, the improvement of measurement quality has been observed in two experiments using superconducting qubits coupled to microwave cavities.

In these experiments, the longitudinal interaction [27] is used to implement an amplifier that allows higher SNR (see Fig. 2 (b) of Ref. [28]) or lower average measurement error (see Fig. 3 of Ref. [29]) for qubit readout relative to the usual dispersive measurement accomplished via noisy heterodyne detection.

C. Example: Quadratic amplifiers

Suppose that we are interested in estimating second moments of $a$, i.e. the quantities $\langle a^2 \rangle$, $\langle a^\dagger a \rangle$, and $\langle a^{12} \rangle$. One way to obtain an estimate of this signal is to calculate higher order moments of $a$ from the outcomes of linear measurements, and from this data to infer the second moments. Such techniques can be inefficient, since bounding errors on the estimates of second moments requires the computation of fourth moments (see for example [34]). An alternative is to use a nonlinear amplifier followed by a linear detector. We now consider the family of such amplifiers for which the signal operator $f_{\text{in}}$ is quadratic in $a$ and $a^\dagger$, and analyze the effective measurements resulting from following these amplifiers with linear measurements.

---

6 This result is for the case where $f_{\text{in}}$ has a discrete spectrum. To obtain the continuous spectrum case one replaces the sum over $i$ with an integral.
Quadratic amplifiers are described by signal operators of the general form\footnote{One might expect the anti-normally ordered term $aa\dagger$ to appear in Eq. (24), using the commutation relations one can see that $aa\dagger = a\dagger a + \mathbb{1}$ which re-scales the $\beta$ term and adds the $\delta$ term.}

\begin{equation}
    f_{\text{in}} = a\alpha^2 + \beta a\dagger a + \gamma a^{12} + \delta \mathbb{1},
\end{equation}

where $\alpha, \beta, \gamma, \delta \in \mathbb{C}$ and normality of $f_{\text{in}}$ is enforced (see Appendix C) by asserting $|\alpha|^2 = |\gamma|^2$, $\alpha\beta^* = \beta\gamma^*$, and $\delta$ is unconstrained. Notice in Eq. (24) we have dropped the ‘in’ designation on the modal operators for notational compactness. Thus, as shown in the previous section, these amplifiers, used in conjunction with linear detectors, can measure operators quadratic in the field modes with half a quantum of added noise.

We now examine two simple cases of the quadratic amplifiers given in Eq. (24). These are the signal operators

\begin{equation}
    f_{\pm} = \pm \frac{1}{2}(a^2 + a^{12}) + a\dagger a + \frac{1}{2} \mathbb{1}.
\end{equation}

It is easy to verify that the signal operator $f_+$ corresponds to $x^2$. Then Eq. (11) tells us that the operator $x^2$ is transduced into the $x_{\text{out}}$ quadrature, which implies that the $n$th moment of $f_{\text{in}}$ is transduced into the $n$th moment $x_{\text{out}}$. Because $x^2$ is Hermitian, the added noise may again be suppressed by squeezing the internal mode $b$ of the amplifier as discussed above. Similarly, the $f_-$ signal operator is seen to correspond to $p^2$, and hence $p^2$ is transduced into $x_{\text{out}}$ by the $f_-$ amplifier.

Photon number amplifiers have applications in microwave and optical photon number detection. To obtain a photon number amplifier $f_n$ from Eq. (24), we choose $f_n \equiv f_{\text{in}} = a\dagger a$. In the optical domain, significant experimental progress has been made on number resolving detectors and their ultimate limitations \cite{35,36}. Nevertheless, they remain costly and inefficient. In the microwave domain, much theoretical \cite{37} and experimental \cite{38} effort has gone into developing number resolving detectors for itinerant microwave photons. For this reason we investigate this amplifier in more detail below.

If one assumes a Fock state $|n\rangle$ in the input mode $a_{\text{in}}$ and vacuum or squeezed vacuum in the $b_{\text{in}}$ mode, then from Eq. (11) we have

\begin{equation}
    \langle x_{\text{out}} \rangle = \sqrt{2}gn \quad \text{and} \quad \langle |\Delta x_{\text{out}}|^2 \rangle = \frac{1}{2} \text{ or } \frac{1}{2} e^{-2\gamma},
\end{equation}

which implies a signal-to-noise ratio $\text{SNR} = \langle x_{\text{out}} \rangle / \sqrt{\langle |\Delta x_{\text{out}}|^2 \rangle}$ of $2gn$ for the vacuum input and $2e^{-2\gamma}gn$ for a squeezed input. Thus with this amplifier and a linear detector, one can measure the photon number in a single shot when $g \gg 1$.\footnote{Making the gain more nonlinear in the photon number could be even more advantageous, e.g., with $f_M = (a\dagger a)^M$, the SNR becomes $\text{SNR} = 2gn^M$ when $b_{\text{in}}$ is in vacuum.} This number amplifier is related to but distinct from earlier work \cite{16,17} that has proposed photon number amplifiers with input-output relations of the form $a_{\text{out}}\dagger a_{\text{out}} \propto g a_{\text{in}}\dagger a_{\text{in}}$, i.e., input photon number is transduced into output photon number. The primary difference between our nonlinear number amplifier and these other proposals is that our signal is stored in a field quadrature. This permits a number resolving measurement to be implemented using linear detectors, which is easier to implement than with existing number resolving detectors. Recently an input-output relation $a_{\text{out}} = gn \otimes |\psi_0\rangle\langle\psi_0| + b_{\text{in}}$ was proposed in Ref. \cite{39}. This differs from our input-output relation Eq. (6) by the further inclusion of a projector $|\psi_0\rangle\langle\psi_0|$ onto a third system with Hilbert space $\mathcal{H}_c$.

We now compare the statistical efficiency of estimating the mean photon number of a signal using our nonlinear amplifiers to what can be achieved using linear amplifiers. Suppose that instead of a nonlinear amplifier and a linear detector as considered in the previous subsection, we have a phase-preserving linear amplifier, see Eq. (2), together with a linear detector. We consider the linear amplifier to be applied to the mode $a$ with the internal mode $b$ in vacuum, followed by a heterodyne measurement of mode $a$, resulting in the outcome $\alpha \in \mathbb{C}$. We define the estimator for the mean photon number as

\begin{equation}
    \hat{n} = \frac{|\alpha|^2}{g^2} - 1.
\end{equation}

Computing the mean and variance of $\hat{n}$ yields (see Appendix D for the derivation)

\begin{align}
    \mathbb{E} [\hat{n}] &= \langle a\dagger a \rangle \quad (28a) \\
    \text{Var} [\hat{n}] &= \text{Var} [a\dagger a] + \langle a\dagger a \rangle + 1. \quad (28b)
\end{align}

Here $\text{Var} [a\dagger a]$ is the variance of a projective measurement of the photon number operator. Comparing the variance in Eq. (28b) to Eq. (13), we see that for $g > 1/2$ the scheme of nonlinear amplification with $f = a\dagger a$ followed by homodyne detection provides a clear improvement for number measurement over this entirely linear scheme.

\section{IV. THREE-MODE NONLINEAR AMPLIFIERS}

In this section we consider a special class of three-mode nonlinear amplifiers that amplify normal operators, and that have improved noise properties relative to their two mode counterparts in Section III. Detailed calculations for the results below can be found in Appendix E.

In this setup we wish to measure or to amplify a normal operator $f$ on system $a$. To do so we couple the real and imaginary parts of the normal operator $f$ to two independent probe systems or “meters” and then subsequently measure both meter systems to simultaneously reveal information about $f_R$ and $f_I$. Inspired by the model of Arthurs and Kelly \cite{18}, we consider the Hamiltonian

\begin{equation}
    H_m = \kappa (f_R p_h + f_I p_i)
\end{equation}

where $p_i$ is the momentum operator for the $i$'th internal mode. The unitary transformation generated by $H_m$ is
denoted by \( W \). This unitary amplifies (or transduces) the real and imaginary parts of \( f \) into the position quadratures of the two meters in modes \( b \) and \( c \), respectively. This is apparent from the input-output relations for the position operator of both meters

\[
x_b^{\text{out}} = g f_R + x_b^{\text{in}}, \quad \text{and} \quad x_c^{\text{out}} = g f_t + x_c^{\text{in}},
\]

where \( g = \kappa t \) as before. The corresponding noise in the position quadratures at the output is

\[
\begin{align}
\langle (\Delta x_b^{\text{out}})^2 \rangle &= g^2 \langle (\Delta f_R)^2 \rangle + \langle (\Delta x_b^{\text{in}})^2 \rangle, \\
\langle (\Delta x_c^{\text{out}})^2 \rangle &= g^2 \langle (\Delta f_t)^2 \rangle + \langle (\Delta x_c^{\text{in}})^2 \rangle.
\end{align}
\]

These expressions resemble Eq. (10), the noise in those expressions is either unequally correlated (perhaps due to squeezing) between the two quadratures or equal to the minimal value of \( \frac{1}{\kappa^2} \) in both quadratures. In contrast, here we can start with the two auxiliary modes in uncorrelated squeezed states. This allows us to generate a reduction of the added noise in both meters, specifically

\[
\langle (\Delta x_i^{\text{in}})^2 \rangle = \frac{\kappa^2}{4} e^{-2r} \quad \text{for} \quad i \in \{ b, c \}.
\]

Thus the total added noise can approach zero as \( r \to \infty \).

We now show that when supplemented with linear detectors, this two meter measurement results in a POVM that measures the normal operator \( f \). Since there are two meters in this setup, the heterodyne detection by a single meter in Sec. III is now replaced with two meters that output the measurements of two noisy homodyne detectors. We prepare the two meters in uncorrelated Gaussian states, see Eq. (22). To derive the expressions below, we have assumed equally noisy homodyne detectors, as characterized by \( \sigma^2 \), and the position wave functions of meters \( \phi_b \) and \( \phi_c \) have the same variance.

In this situation the coupled amplification and homodyne measurements result in a POVM on the Hilbert space \( \mathcal{H}_a \) of mode \( a \):

\[
E_{x_b, x_c} = \langle \phi_b, \phi_c | W^\dagger M_{x_b} M_{x_c} W | \phi_b, \phi_c \rangle = \sum_k \frac{g^2}{\pi(\sigma^2 + \epsilon^2)} \times \\
\exp \left[ -g^2 \frac{(x_b - f_R^k)^2 + (x_c - f_t^k)^2}{\sigma^2 + \epsilon^2} \right] |e_k\rangle \langle e_k|.
\]

(33)

Here \( x_b \) and \( x_c \) are the outcomes of the two independent noisy homodyne measurements and \( \epsilon^2/2 \) is the variance of the position wave function of the meters. Clearly the two measurement outcomes of this POVM are peaked around the real and imaginary eigenvalues values of the normal operator \( f \).

To facilitate a direct comparison of this POVM to the POVM in Eq. (19), we change variables and define a single complex outcome from the two real outcomes, \( \beta = x_b + ix_c \). Recognizing \( f_k = f_R^k + if_t^k \), we then see that Eq. (33) can be written as

\[
E_\beta(\sigma, g, \epsilon) = \sum_k \frac{g^2}{\pi(\sigma^2 + \epsilon^2)} \exp \left[ -g^2 \frac{|\beta - f_k|^2}{\sigma^2 + \epsilon^2} \right] |e_k\rangle \langle e_k|.
\]

(34)

Now we relate the meter variances to the initial squeezing, \( \epsilon^2 = e^{-2r} \). This implies that for \( r > 0 \), the POVM in Eq. (34) has less noise than the POVM in Eq. (19). Nevertheless, in the high-gain limit, both of these POVMs limit to the ideal measurement of the normal operator \( f \).

V. SINGLE MODE NONLINEAR AMPLIFIER

In a single mode, a linear transformation from the input annihilation operator to the output operator has the form

\[
a_{\text{out}} = \mu a_{\text{in}} + \nu a_{\text{in}}^\dagger,
\]

(35)

where \( \mu = \cosh r \) and \( \nu = -e^{2i\phi} \sinh r \); c.f. Eq. (1). A device that implements this transformation is known as a single-mode linear amplifier. The transformation in Eq. (35) is enacted by a single-mode squeezing operator [25]. In some situations this is known as phase sensitive amplification because the gain and noise both depend on the squeezing angle \( \phi \), i.e. on which quadratures are squeezed and antisqueezed [2]. In microwave quantum optics, phase sensitive amplifiers are used to turn heterodyne measurements into homodyne measurements by selectively amplifying a desired quadrature. It is well known that phase-sensitive amplifiers can also be used to improve the quality of inefficient homodyne measurement when used as a preamplifier, see e.g. Refs [2, 7, 21, 40–42] and [43–45][9]. This is also explained in detail by Dall’Arno et al. [20].

Our goal in this section is to develop single-mode nonlinear amplifiers. Such amplifiers could be used to, e.g., coherently transduce \( f \) that is non-linear in \( a_{\text{in}} \) into a linear quadrature such as \( p_{\text{out}} \) for quantum control purposes, or to allow perfect measurements of \( f \) with a linear detector. Because the analysis is necessarily phase sensitive, we define a rotated mode \( \phi_\theta = ae^{i\theta} \) and a rotated quadrature \( x_\theta = (a_\theta + a_\theta^\dagger)/\sqrt{2} \). For a single mode, we propose nonlinear amplifier input-output relations of the form

\[
a_{\text{out}} = \gamma f_{\text{in}}(x_\theta) + \tilde{\mu} a_\theta + \tilde{\nu} a_\theta^\dagger,
\]

(36)

where \( f \) is any well behaved function of the rotated quadrature \( x_\theta \), and \( \gamma = ge^{i\varphi} \), \( \tilde{\mu} = \mu e^{i\varphi} \), \( \tilde{\nu} = \nu e^{i\varphi} \). When the signal operator \( f \) is nonlinear in \( x_\theta \), a device

\[9\] In these references the noise channel preceding measurement can be composed with the measurement operators to give an effective noisy POVM that is purified by pre-amplification.
that implements this transformation is called a nonlinear amplifier. It has been shown that the unitarity constraint is enforced by ensuring that $|\hat{\mu}|^2 - |\hat{\nu}|^2 = 1$ and $\text{Re}[\hat{\mu}^* \gamma - \hat{\nu}^* \gamma] = 0$ \cite{46}. These input-output relations may be realized via Hamiltonian evolution \cite{46} or via measurement-based approaches \cite{47}.

The amplifier described above contains a phase redundancy. To simplify the analysis, we specialize to $\theta = 0$, $\phi = \pi/2$, $\phi = -\pi/2$, which gives the input-output relation

$$a_{\text{out}} = igf_{\text{in}}(x_{\text{in}}) + \cosh r a_{\text{in}} + \sinh r a_{\text{in}}^\dagger.$$  \hspace{1cm} (37)

If we measure the quadrature $x_{\text{out}}$, we obtain no information about the signal operator: $x_{\text{out}} = e^r x_{\text{in}}$. If, however, we look at the $p_{\text{out}}$ quadrature, then we find

$$p_{\text{out}} = \sqrt{2}gf_{\text{in}}(x_{\text{in}}) + e^{-r}p_{\text{in}}.$$  \hspace{1cm} (38)

Examining the second moment of $p_{\text{out}}$ in the large gain limit yields

$$\langle (\Delta p_{\text{out}})^2 \rangle \approx 2g^2 \langle (\Delta f_{\text{in}}(x_{\text{in}}))^2 \rangle + O(ge^{-r}),$$  \hspace{1cm} (39)

since $e^{-r}$ and $e^{-2r}$ both tend to zero as $r$ increases (see Appendix F for more details). Thus in the limit that $r \to \infty$, these amplifiers can i) transduce $f_{\text{in}}(x_{\text{in}})$ into the linear quadrature $p$, and ii) allow perfect measurements of $f_{\text{in}}(x_{\text{in}})$ with a linear detector, without adding noise. The simplest nontrivial case is $f_{\text{in}}(x) = x^2$, which would allow measurement of $x^2$ without obtaining any information about $\text{sgn}(x)$.

\section{VI. CONCLUSIONS}

Dramatic improvement in linear amplifier performance has significantly advanced quantum technology by facilitating precise measurements of microwave circuits and quantum mechanical oscillators. In this work, we have introduced classes of non-linear amplifiers that have better noise properties than linear amplifiers. A critical aspect of the analysis and results obtained here is their illumination of the beneficial role of nonlinear amplification in the quantum theory of measurement. We hope that implementation of detectors based on these principles will enable our “grubby, classical hands” \cite{2} to access more of the pristine quantum realm.

There are four main achievements of this work. First, we have introduced a large class of nonlinear amplifiers that have negligible added noise. Second, we have provided a unitary interaction model for normal operators, extending von Neumann’s measurement model for Hermitian operators. Third, we have demonstrated that these nonlinear amplifiers, when coupled with linear measurement devices, can achieve better statistical efficiency at estimating signals stored in nonlinear mode observables than is achievable with linear amplification and measurement. Finally, we have shown that these nonlinear amplifiers, when coupled with noisy linear measurements, can nevertheless achieve perfect measurement of normal operators in the large-gain limit. This may find application in fault tolerant measurements of stabilizers and logical operators in bosonic codes with translation \cite{48} and rotation \cite{49} symmetries.

There are several key insights gained from these results. We take the point of view that amplification or transduction is a perspective through which one can analyze any quantum channel, rather than a property of a particular class of channels. Moreover it is fruitful to think of amplification in terms of transduction, i.e., translating a signal stored in one physical quantity to a signal stored in another. An example of this is the transduction of photon number into a quadrature. Another observation is that preservation of the commutation relations from input to output is equivalent to the existence of a unitary operation that implements our nonlinear amplifiers. If the signal operator is normal, then the commutation relations are enforced entirely by the internal mode. As noted in Sec. III A, the unitary realization given in this work does not require the signal operator $f_{\text{in}}$ to be bosonic. It could alternatively be a spin operator such as $\sigma_z$ or $J_z^2$. Lastly, our work elevates normal operators to the status of observables by providing an explicit measurement models for them. The measurement models that we have introduced generalize the von Neumann \cite{32} model for Hermitian operators, and the Arthurs-Kelly model \cite{18} for simultaneous position and momentum measurements. Thus the class of operators that defines projection-valued measurements is now seen to coincide with the class that can be measured using the coupling to a single (or two) oscillator modes equipped with linear measurement devices.

There are many open questions remaining. In the current work we have only explored two specific kinds of nonlinear input–output relation. However, there are many other classes of nonlinear amplifiers that are also conceptually simple. For example, in a single mode one could sensibly consider a Kerr nonlinearity to be a nonlinear amplifier \cite{50,51}. For multiple modes the possibilities are endless. For example, Bondurant \cite{13} constructs the input-output relation $a_{\text{out}} = [ae^{igc}d + be^{i\phi}] / \sqrt{\Sigma}$, where $a, b, c$ and $d$ are bosonic operators. This can be easily generalized to $a_{\text{out}} = (af_{\text{in}}(c,d)) + b / \sqrt{2}$, where $f_{\text{in}}$ is a unitary operator.

Perhaps the most important topic for future work on nonlinear amplifiers is to analyze common experimental nonlinearities and determine what measurements they can enable. We note that many amplifiers in the microwave domain are operated in a linearized regime \cite{52,53}. It is interesting to analyze such devices in the nonlinear regime \cite{54}, as well as other nonlinear Hamiltonians, to see what signal operators the devices are capable of measuring outside their linear mode of operation.
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Appendix A: Unitary realization

To realize our nonlinear amplifiers we consider the interaction Hamiltonian between the system of interest, with Hilbert space $\mathcal{H}_a$, and a one-dimensional pointer system described by the Hilbert space $\mathcal{H}_b = L^2(\mathbb{R})$.

1. $f$ is normal

For some normal operator $f$ on mode $a$ we take the interaction Hamiltonian $H_I = -i\kappa(f^\dagger b - fb^\dagger)$, where $[b, b^\dagger] = 1$. This generates a unitary operator $U(t) = \exp(-iH_I t)$, that we order via the Zassenhaus formula

$$U(t) = e^{-iH_I t} = e^{-\langle f^\dagger b - fb^\dagger \rangle \kappa t} = e^{\gamma f^\dagger b} e^{-\gamma f^\dagger b} e^{-\frac{\kappa}{2} \left[ -fb^\dagger, f^\dagger b \right]} = e^{\gamma f^\dagger b} e^{-\gamma f^\dagger b} e^{-\frac{\kappa}{2} f^\dagger f},$$

we have also defined $g = \kappa t$. The series terminates because $[f^\dagger b, -fb^\dagger] = -f^\dagger f$ and both $f$ and $f^\dagger$ commute with $f^\dagger f$. The auxiliary mode operator $b$ evolves as follows:

$$b_{\text{out}} = U^\dagger(t) b U(t) = e^{\frac{\kappa}{2} f^\dagger f} e^{-\gamma f^\dagger b} e^{g f^\dagger b} \left( b, e^{g f^\dagger b} \right) + e^{\gamma f^\dagger b} b e^{-\frac{\kappa}{2} f^\dagger f}$$

(A1)

$= e^{-\frac{\kappa}{2} f^\dagger f} e^{-g f^\dagger b} e^{g f^\dagger b} \left( b, e^{g f^\dagger b} \right) e^{-g f^\dagger b} b e^{-\frac{\kappa}{2} f^\dagger f} + b$

(A2)

$= e^{-\frac{\kappa}{2} f^\dagger f} e^{-g f^\dagger b} e^{g f^\dagger b} \left( b e^{g f^\dagger b} \right) e^{-g f^\dagger b} b e^{-\frac{\kappa}{2} f^\dagger f} + b$

(A3)

$= g f + b$

(A4)

Then if a SWAP operation is performed between the $a$ and $b$ modes the input-output relation is exactly Eq. (6).

2. $f$ is Hermitian

Taking the coupling Hamiltonian $H = \sqrt{2}\kappa f_a p_b$, with $p_b$ the momentum operator $-i\hbar \partial_x$ on $\mathcal{H}_b$. This is interesting because it is the von Neumann model of measurement, which realizes measurement of a self-adjoint operator $f_a$ via an interaction between the system and a 1D pointer system. We take $x_b$ to be the position operator on the pointer Hilbert space $\mathcal{H}_b$ and define $V = e^{-iHt/\hbar}$.

We will make use of the following identity for two operators $X$ and $Y$ that commute with the commutator $C := [X, Y]$, then

$$e^{sX} Ye^{-sX} = Y + s[X, Y].$$

(A6)
To compute the input-output relations in our application we identify \( X = if_a \otimes p_b, \ Y = 1 \otimes x_b \) and \( s = gt = \sqrt{2}ct. \) Thus

\[
X, Y = i[if_a \otimes p_b, 1 \otimes x_b] = f_a \otimes I = C
\]

\[
|C, X| = i[if_a \otimes I, f_a \otimes p_b] = 0
\]

\[
|C, Y| = [f_a \otimes I, 1 \otimes x_b] = 0.
\]

Then we find

\[
x_b^{\text{out}} = V^\dagger x_b V = x_b + \sqrt{2}gf_a.
\]

Since \( H \) commutes with \( p_b \), so we have \( V^\dagger p_b V = p_b \). It is easy to find input-output relation for the annihilation operator:

\[
a_b^{\text{out}} = V^\dagger a_b V = \frac{1}{\sqrt{2}} V^\dagger (x_b + ip_b) V = \frac{1}{\sqrt{2}} (x_b + \sqrt{2}gf_a + ip_b) = a_b + gf_a.
\]

**Appendix B: Purified POVM**

The purpose of this section is to show that the combination of a nonlinear amplifier and linear measurement results in an ideal measurement of the operator \( f_{in} \) in the large gain limit.

1. \( f_{in} \) is normal and the linear measurement is heterodyne

An ideal heterodyne measurement with complex outcomes \( \gamma \) is described by the POVM elements

\[
E'_\beta = \frac{1}{\pi} |\gamma\rangle\langle\gamma|,
\]

where \( \gamma \) labels the complex outcome and \( |\gamma\rangle \) is a coherent state. Consider preparing a mode \( b \) in the vacuum state \( |0_b\rangle \), performing the unitary transformation \( U \) generated by the Hamiltonian Eq. (14) to the joint system, and performing ideal heterodyne measurement on the \( b \) mode. The POVM element associated with the outcome \( \gamma \) is

\[
\Upsilon_\gamma = \langle 0_b| U^\dagger E'_\beta U |0_b\rangle = \frac{1}{\pi} e^{g[f^\gamma + g^\gamma]} e^{-\gamma^2 f^\dagger f} e^{-\gamma^2} \]

\[
= \frac{1}{\pi} \sum_i \exp \left[ -\left( \gamma^* \gamma - g(f_i^\gamma + f_i^\gamma^*) + g^2 f_i^2 f_i^* \right) \right] |e_i\rangle \langle e_i| \]

\[
= \frac{1}{\pi} \sum_i e^{-|\gamma| - g^2 f_i^2} |e_i\rangle \langle e_i|. \]

Note that this is an operator on the \( a \) mode. Above we used Eq. (A1) to find \( U |0_b\rangle = e^{g[f^0]} |0_b\rangle e^{-\frac{g^2}{2} f^\dagger f} \) and the spectral theorem representation of \( f \) see Eq. (7).

Consider a noisy heterodyne measurement, see Dall’Arno et al. [20], given by the POVM elements

\[
M_\beta = \frac{1}{\pi\sigma^2} \int d^2 \gamma e^{-|\gamma - \beta|^2/\sigma^2} E'_\gamma = \frac{1}{\pi^2\sigma^2} \int d^2 \gamma e^{-|\gamma - \beta|^2/\sigma^2} |\gamma\rangle\langle\gamma|, \quad \text{where} \quad \sigma^2 := \sigma^2(\eta) = \frac{1 - \eta}{\eta}, \]

where \( \eta \) is the efficiency of the heterodyne detection. Exploiting linearity, we have the effective POVM elements
We can check that the POVM elements resolve the identity

\[
E_\beta = \langle 0 | b U^\dagger M_\beta U | 0 \rangle_b = \frac{1}{\pi \sigma^2} \int d^2 \gamma e^{-|\gamma - \beta|^2/\sigma^2} \Upsilon_\gamma \tag{B6}
\]

\[
= \frac{1}{\pi \sigma^2} \sum_i \int d^2 \gamma e^{-|\gamma - \beta|^2/\sigma^2} e^{-|\gamma - \theta_i|^2} |e_i \rangle \langle e_i| \tag{B7}
\]

\[
= \frac{1}{\pi \sigma^2} \sum_i \int d^2 \alpha e^{-|\alpha|^2/\sigma^2} e^{-|\alpha + \beta - \theta_i|^2} |e_i \rangle \langle e_i| \tag{B8}
\]

\[
= \frac{1}{\pi \sigma^2} \sum_i \frac{\pi}{1 + 1/\sigma^2} \exp \left[-\frac{|\beta - \theta_i|^2}{1 + \sigma^2}\right] |e_i \rangle \langle e_i| \tag{B9}
\]

\[
= \sum_i \frac{1}{\pi (1 + \sigma^2)} \exp \left[-\frac{|\beta - \theta_i|^2}{1 + \sigma^2}\right] |e_i \rangle \langle e_i| \tag{B10}
\]

using the convolution of two complex Gaussians.

If we now change variables by dividing the outcome \( \beta \) by the gain \( g \) to obtain an outcome \( \phi = \beta/g \) (the associated change of measure is \( d^2 \phi = g^2 d^2 \beta \)). With respect to this new variable the corresponding POVM elements are

\[
E_\phi = \sum_i \frac{g^2}{\pi (1 + \sigma^2)} \exp \left[-\frac{g^2 |\phi - \theta_i|^2}{1 + \sigma^2}\right] |e_i \rangle \langle e_i|. \tag{B11}
\]

We can check that the POVM elements resolve the identity

\[
\int d^2 \phi E_\phi = \int d^2 \phi \sum_i \frac{g^2}{\pi (1 + \sigma^2)} \exp \left[-\frac{g^2 |\phi - \theta_i|^2}{1 + \sigma^2}\right] |e_i \rangle \langle e_i| = \sum_i e^{-\frac{\pi^2}{1 + \sigma^2} |f_i|^2} e^{\frac{\pi^2 |f_i|^2}{1 + \sigma^2}} |e_i \rangle \langle e_i| = \mathbb{1}. \tag{B12}
\]

We can rewrite Eq. (B11) in terms of the efficiency \( \eta \) of the noisy heterodyne measurement, this is

\[
M_\phi = \sum_i \frac{\eta g^2}{\pi} e^{-\eta g^2 |\phi - \theta_i|^2} |e_i \rangle \langle e_i|. \tag{B13}
\]

Both Gaussian functions in Eq. (B11) and Eq. (B13) limit to delta functions in the large gain limit.

2. \( f_{in} \) is Hermitian and the linear measurement is homodyne

We model a noisy homodyne measurement by the POVM elements

\[
M_x = \frac{1}{\sqrt{\pi \sigma}} \int dy e^{-(y-x)^2/\sigma^2} |y\rangle \langle y|, \tag{B14}
\]

which is the case for inefficient quadrature detection \([20, 21]\). We now consider using the nonlinear amplifier unitary \( V \) for Hermitian \( f_{in} \) [generated by Eq. (16)] and measuring mode \( a \) using the noisy homodyne POVM in Eq. (21). Additionally mode \( b \) starts in a state \( |\phi\rangle_b = \int_{-\infty}^{\infty} dx \phi(x) |x\rangle_b \) with Gaussian wave function centered at \( x = 0 \), i.e. \( \phi(x) = \exp[-x^2/2\sigma^2]/(\pi \sigma^2)^{1/4} \).

The corresponding POVM elements are

\[
E_x = \langle \phi\rangle_b V^\dagger M_x V |\phi\rangle_b = \langle \phi\rangle_b V^\dagger \left( \mathbb{1} \otimes \frac{1}{\sqrt{\pi \sigma}} \int dy e^{-(y-x)^2/\sigma^2} |y\rangle \langle y| \right) V |\phi\rangle_b \tag{B15}
\]

\[
= \langle \phi\rangle_b V^\dagger \sum_i |i\rangle \otimes \frac{1}{\sqrt{\pi \sigma}} \int dy e^{-(y-x)^2/\sigma^2} |y\rangle \langle y| V |\phi\rangle_b \tag{B16}
\]

\[
= \sum_i \frac{1}{\sqrt{\pi \sigma}} \int dy e^{-(y-x)^2/\sigma^2} \langle \phi\rangle_b V^\dagger |y\rangle \langle y| V |\phi\rangle_b |i\rangle \langle i| \tag{B17}
\]

\[
= \sum_i \frac{1}{\sqrt{\pi \sigma}} \int dy e^{-(y-x)^2/\sigma^2} |y - gf_i|\phi\rangle_b |i\rangle \langle i| \tag{B18}
\]
Note that \(|y - gf|^2\) is simply the overlap between a position eigenstate and a Gaussian so 
\(|y - gf|^2 = e^{-(y-gf)^2/2}/\sqrt{\pi \epsilon^2}\). Using this we integrate the resulting Gaussian convolution

\[
E_x = \sum_i \frac{1}{\sqrt{\pi \sigma}} \frac{1}{\sqrt{\pi \epsilon^2}} \int dy e^{-(y-x)^2/\sigma^2} e^{-(y-gf)^2/\epsilon^2} [i] \langle i | = \sum_i \frac{1}{\sqrt{\pi (\sigma^2 + \epsilon^2)}} \exp \left[ -\frac{(x-gf)^2}{(\sigma^2 + \epsilon^2)} \right] |i\rangle \langle i |. \tag{B19}
\]

Changing variables to \(x' = x/g\) the POVM becomes

\[
E_x' = \sum_i \frac{g}{\sqrt{\pi (\sigma^2 + \epsilon^2)}} \exp \left[ -\frac{g^2 (x' - f_i)^2}{\sigma^2 + \epsilon^2} \right] |i\rangle \langle i |, \tag{B20}
\]

and \(\sigma^2 = \frac{1-\eta}{4\eta}\) where \(\eta\) is the homodyne detection efficiency. This converges to a projective measurement of \(f\) in the same sense as described in the previous subsection. We can check that the POVM resolves the identity:

\[
\int dx' E_x' = \sum_i \int dx' \frac{g}{\sqrt{\pi (\sigma^2 + \epsilon^2)}} \exp \left[ -\frac{g^2 (x' - f_i)^2}{\sigma^2 + \epsilon^2} \right] |i\rangle \langle i | = \sum_i |i\rangle \langle i | = \mathbb{1}. \tag{B21}
\]

Appendix C: Commutation constraints on two mode quadratic amplifiers

A generic quadratic operator has the form

\[
f_{in} = \alpha a^2 + \beta a^\dagger a + \gamma a^2 + \delta \mathbb{1} \tag{C1}
\]

where \(\alpha, \beta, \gamma, \delta \in \mathbb{C}\). To enforce normality, we require

\[
0 = [f_{in}, f_{in}^\dagger] = \alpha \beta^* \left[ a^2, a^\dagger a \right] + \alpha \alpha^* \left[ a^2, a^2 \right] + \beta \alpha^* \left[ a^\dagger a, a^2 \right] + \beta \gamma^* \left[ a^\dagger a, a^\dagger a \right] + \gamma \beta^* \left[ a^2, a^\dagger a \right] + \gamma \gamma^* \left[ a^2, a^2 \right]
\]

\[
= 2(\alpha \beta^* - \beta \gamma^*) a^2 + 2(\alpha \alpha^* - \gamma \gamma^*) (a a^\dagger + a^\dagger a) + 2(\beta \alpha^* - \gamma \beta^*) a^\dagger a \tag{C2}
\]

which results in the conditions \(|\alpha|^2 = |\gamma|^2\), \(\alpha \beta^* = \beta \gamma^*, \beta \alpha^* = \gamma \beta^*,\) and \(\delta\) is unconstrained. The last two conditions are simply complex conjugates of each other, so are redundant.

Appendix D: Statistical Efficiency of the two mode example

The heterodyne measurement is given by the POVM \(E_\alpha\) and the probability of obtaining the outcome \(\alpha\) is \(\text{Pr}(\alpha|\rho)\):

\[
E_\alpha = \frac{1}{\pi} |\alpha\rangle \langle \alpha |, \quad \text{Pr}(\alpha|\rho) = \frac{1}{\pi} \langle \alpha | \rho | \alpha \rangle. \tag{D1}
\]

The expectation of the heterodyne outcome after amplification is:

\[
\mathbb{E} \left[ (\alpha^*)^n \alpha^m \right] = \langle A^m (A^\dagger)^n \rangle = \left( \langle (ga + \sqrt{g^2 - 1}b)^m (ga^\dagger + \sqrt{g^2 - 1}b)^n \rangle \right). \tag{D2}
\]

In particular if the \(b\) mode is in vacuum:

\[
\mathbb{E} \left[ |\alpha|^2 \right] = g^2 \langle a^\dagger a \rangle + g^2 \quad \text{and} \quad \mathbb{E} \left[ |\alpha|^4 \right] = g^4 \langle a^2 (a^\dagger)^2 \rangle. \tag{D3}
\]

In the main text we defined the estimator (denoted by the hat) \(\hat{n} = \frac{|\alpha|^2}{g^2} - 1\), with mean \(\langle a^\dagger a \rangle\) and variance

\[
\text{Var} \left[ \hat{n} \right] = \mathbb{E} \left[ \hat{n}^2 \right] - \mathbb{E} \left[ \hat{n} \right]^2 = \mathbb{E} \left[ \frac{|\alpha|^4}{g^4} - 2 \frac{|\alpha|^2}{g^2} + 1 \right] - \langle a^\dagger a \rangle^2 = \langle a^2 (a^\dagger)^2 \rangle - 2 \langle a^\dagger a \rangle - \langle a^\dagger a \rangle^2 - 1
\]

\[
= \langle (a^\dagger a)^2 - 3a^\dagger a + 2 \rangle - 2 \langle a^\dagger a \rangle - \langle a^\dagger a \rangle^2 - 1 \tag{D4}
\]

\[
= \text{Var} \left[ a^\dagger a \right] + \langle a^\dagger a \rangle + 1 \tag{D5}
\]

where \(\text{Var} \left[ a^\dagger a \right]\) is the variance of a projective measurement of the operator \(a^\dagger a\).
Appendix E: An Arthurs-Kelly like model

Arthurs and Kelly introduced a model for simultaneous measurements of position and momentum [18]. The model coupled the position and momentum of a single system to two independent probe systems or “meters” and then a subsequent measurement of those meter systems revealed information about both position and momentum. We generalize this model to provide a different measurement model for a normal operator that relies on two probe systems and subsequent position measurements. Thus the simultaneous measurements of position and momentum of a single meter in our model (heterodyne detection) gets replaced with two meters and two homodyne detectors.

1. Hamiltonian and input-output relations

We have three modes now \( \mathcal{H}_a \otimes \mathcal{H}_b \otimes \mathcal{H}_c \), the normal operator \( f = (f_R + i f_I) / \sqrt{2} \) is on mode \( a \) and \( x, p \) for \( i, j \in b, c \) are the position and momentum operators on \( \mathcal{H}_j \) such that \( [x_j, p_k] = i \delta_{j,k} \). The interaction Hamiltonian is

\[
H_m = \kappa (f_R \otimes p_a \otimes I_c + f_I \otimes I_b \otimes p_c). \tag{E1}
\]

Because \( [p_b, p_c] = [f, p_b] = [f, p_c] = 0 \) and \( [f, f_I] = 0 \) the corresponding unitary \( W = \exp[-i H_m t] \) can be written as

\[
W = \exp[-i \kappa t (f_R p_b + f_I p_c)] = e^{-i g f_R p_b} e^{-i g f_I p_c} = e^{-i g f_I p_c} e^{-i g f_R p_b}, \tag{E2}
\]

where \( g = \kappa t \) as before. The input-output relations for the meters are

\[
x_b^{\text{out}} = W^\dagger x_b^{\text{in}} W = g f_R + x_b^{\text{in}} \quad \text{and} \quad x_c^{\text{out}} = W^\dagger x_c^{\text{in}} W = g f_I + x_c^{\text{in}}, \tag{E3}
\]

As \( [f_R, x_b^{\text{in}}] = 0 \) etc. it is easy to compute the expected noise at the output.

2. Use with measurements: the effective POVM

The position wave functions \( \phi_i(x) \) of the meter states, \( |\phi_i\rangle = \int_{-\infty}^{\infty} dx \phi_i(x) |x\rangle \), are a Gaussian centered at \( x = 0 \)

\[
\phi_i(x) = \frac{1}{(\pi \sigma_i^2)^{1/4}} e^{-x^2/(2 \sigma_i^2)}. \tag{E4}
\]

The ideal position (homodyne) measurement on the meters \( b \) and \( c \) is described by the projector \( P_{y_b, y_c} = |y_b, y_c\rangle \langle y_b, y_c| \) where \( x_i |y_i\rangle = y_i |y_i\rangle \). To describe inefficient detection we use the POVM \( M_{y_b, y_c} = I_a \otimes M_{y_b} \otimes M_{y_c} \), where \( M_x \) is the noisy homodyne POVM is given in Eq. (21). The POVM operator for the effective measurement on \( \mathcal{H}_a \) is

\[
E_{y_b, y_c} = \langle \phi_b, \phi_c | W^\dagger M_{y_b, y_c} W | \phi_b, \phi_c \rangle = \langle \phi_b, \phi_c | W^\dagger (I_a \otimes M_{y_b} \otimes M_{y_c}) W | \phi_b, \phi_c \rangle, \tag{E5}
\]

technically we should include the measure i.e. \( dy_b dy_c E_{y_b, y_c} \).

Our goal is for Eq. (E5) to measure the normal operator \( f \). First note that as \( [f_R, f_I] = 0 \) this implies the operators can be simultaneously diagonalized

\[
f = \sum_k i_k |e_k\rangle \langle e_k| = \sum_k \frac{i f_R + i f_I}{\sqrt{2}} |e_k\rangle \langle e_k| = \frac{f_R + i f_I}{\sqrt{2}} \tag{E6}
\]

\[
= \sum_k \frac{i f_R^* + i f_I^*}{\sqrt{2}} |e_k\rangle \langle e_k| = \tilde{f}_R + i \tilde{f}_I \tag{E7}
\]

Using this fact with the orthogonality of the eigenvectors of \( f \), i.e., \( \langle e_k | e_{k'} \rangle = \delta_{k, k'} \), and the completeness of the
eigenvalues, i.e. $\sum_k |e_k\rangle\langle e_k| = I_a$, we find

$$E_{y_b,y_c} = \frac{1}{\sqrt{\pi}} \frac{1}{\sqrt{\pi}} \int dy_b \int dy_c e^{-\frac{(y_b-y_0)^2}{\pi^2}} e^{-\frac{(y_c-y_0)^2}{\pi^2}} |\langle y_b | e^{-i\gamma^R_k p_b} | \phi_b \rangle|^2 |\langle y_c | e^{-i\gamma^R_k p_c} | \phi_c \rangle|^2$$

$$= \frac{1}{\sqrt{\pi}} \frac{1}{\sqrt{\pi}} \sum_k \int dy_b \int dy_c e^{-\frac{(y_b-y_0)^2}{\pi^2}} e^{-\frac{(y_c-y_0)^2}{\pi^2}} \left( |e_k\rangle\langle e_k| \otimes |\langle y_b | e^{-i\gamma^R_k p_b} | \phi_b \rangle|^2 \right) \times \left( |e_k\rangle\langle e_k| \otimes |\langle y_c | e^{-i\gamma^R_k p_c} | \phi_c \rangle|^2 \right)$$

$$= \frac{1}{\sqrt{\pi}} \frac{1}{\sqrt{\pi}} \sum_k \int dy_b \int dy_c e^{-\frac{(y_b-y_0)^2}{\pi^2}} e^{-\frac{(y_c-y_0)^2}{\pi^2}} \left( |\langle y_b | e^{-i\gamma^R_k p_b} | \phi_b \rangle|^2 |\langle y_c | e^{-i\gamma^R_k p_c} | \phi_c \rangle|^2 |e_k\rangle\langle e_k| \right).$$

Let’s simplify the term labeled $K$. We use the form of the position wave function and $i\langle x | e^{-i\gamma^R_k x} = i\langle x - \gamma \rangle$ we find

$$K = \int dx_b |\phi(x_b)|^2 \langle y_b - g^R_k x_b | 2 \int dx_c |\phi(x_c)|^2 \langle y_c - g^R_k x_c |^2 = \frac{e^{-(y_b - g^R_k x_b)^2/\pi^2}}{\sqrt{\pi^2}} \frac{e^{-(y_c - g^R_k x_c)^2/\pi^2}}{\sqrt{\pi^2}}.$$

This lets us write the POVM as

$$E_{y_b,y_c} = \frac{1}{\sqrt{\pi}} \frac{1}{\sqrt{\pi}} \int dy_b e^{-\frac{(y_b-y_0)^2}{\pi^2}} e^{-\frac{(y_c-y_0)^2}{\pi^2}} \frac{1}{\sqrt{\pi}} \frac{1}{\sqrt{\pi}} \int dy_c e^{-\frac{(y_b-y_0)^2}{\pi^2}} e^{-\frac{(y_c-y_0)^2}{\pi^2}} |e_k\rangle\langle e_k|.$$

Performing both Gaussian integrals we obtain

$$E_{y_b,y_c} = \sum_k \frac{e^{-(y_b - g^R_k x_b)^2/\pi^2}}{\sqrt{\pi^2}} \frac{e^{-(y_c - g^R_k x_c)^2/\pi^2}}{\sqrt{\pi^2}} |e_k\rangle\langle e_k|.$$

Finally we change variables (and the measure) to $\tilde{y}_b = y_b/g$ and $\tilde{y}_c = y_c/g$ the POVM becomes

$$E_{\tilde{y}_b,\tilde{y}_c} = \sum_k \frac{g^2}{\sqrt{\pi}} \frac{1}{\sqrt{\pi}} \exp \left[ -g^2 \frac{(\tilde{y}_b - \frac{1}{\gamma_k^R})^2}{\epsilon_1^2 + \sigma_2^2} \right] \exp \left[ -g^2 \frac{(\tilde{y}_c - \frac{1}{\gamma_k^R})^2}{\epsilon_1^2 + \sigma_2^2} \right] |e_k\rangle\langle e_k|.$$

Assuming equal squeezing ($\epsilon^2 = \epsilon_b^2 = \epsilon_c^2$) and homodyne noise ($\sigma^2 = \sigma_b^2 = \sigma_c^2$) we obtain

$$E_{\tilde{y}_b,\tilde{y}_c} = \sum_k \frac{g^2}{\pi} \exp \left[ -g^2 \frac{(\tilde{y}_b - \frac{1}{\gamma_k^R})^2 + (\tilde{y}_c - \frac{1}{\gamma_k^R})^2}{\sigma^2 + \epsilon^2} \right] |e_k\rangle\langle e_k|.$$

By parameterizing $\phi = \tilde{y}_b + i\tilde{y}_c$ and $f_k = \frac{1}{\gamma_k^R} + i\frac{1}{\gamma_k^R}$, i.e. the parameterization in Eq. (E7),

$$E_{\phi} = \sum_k \frac{g^2}{\pi} \exp \left[ -g^2 \frac{\phi - f_k^2}{\sigma^2 + \epsilon^2} \right] |e_k\rangle\langle e_k|.$$

This is a valid POVM because it is manifestly positive and it is complete: $\int d\phi E_{\phi} = 1_a$. The complex measurement outcome $\phi$ is centered around the complex eigenvalues of $f$.

**Appendix F: Single mode example**

In the main text we proposed nonlinear amplifier input-output relations of the form $a_{out} = \gamma f_{in} (x_{\theta}) + \tilde{\mu} a_{\theta} + \tilde{\nu} a_{\theta}^\dagger$. Using a parametrization similar to Ref. [46] we have

$$\gamma = g e^{i\phi} \quad a_{\theta} = a e^{i\theta}$$

$$\mu = \cosh r \quad \tilde{\mu} = \mu e^{i\theta}$$

$$\nu = -e^{2i\phi} \sinh r \quad \tilde{\nu} = \nu e^{i\theta}.$$
The commutation relations to be preserved from input to output when \( \text{Re} \{ \mu \gamma - \nu^* \gamma \} = 0 \). This becomes

\[
0 = \text{Re} \{ \tilde{\mu} \gamma^* - \tilde{\nu}^* \gamma \} = g \cosh r \cos(\theta - \varphi) + g \sinh r \cos(\theta - \varphi - 2\phi) = \cosh r \cos(\theta - \varphi) + \sinh r \cos(\theta - \varphi - 2\phi),
\]

note the sign here is different from previous works [46] because we have a different convention for the sign of the squeeze coefficients, specifically \( \nu \). Nevertheless the condition is satisfied if \( \cos(\theta - \varphi) = 0 \) and \( \cos(\theta - \varphi - 2\phi) = 0 \). Now let \( \theta = 0 \) so that \( \cos(-\varphi) = \cos(\varphi) = 0 \) and \( \cos(-\varphi - 2\phi) = \cos(\varphi + 2\phi) = 0 \). Thus \( \varphi = \pm \pi/2 \) is a valid solution for the first equation. We choose the \( \varphi = \pi/2 \) solution. This means \( \cos(-\pi/2 + 2\phi) = -\sin(2\phi) = 0 \) which in turn means we can take \( \phi = 0 \). Summarizing we have

\[
\theta = 0 \quad \text{(rotated quadrature angle),} \quad \varphi = \pi/2 \quad \text{(gain phase),} \quad \phi = -\pi/2 \quad \text{(squeezing angle).} \tag{F1}
\]

Using these parameters we obtain Eq. (37) in the main text: \( a_{\text{out}} = igf(x) + \cosh r a + \sinh r a^\dagger \). It is easy to verify that \( a_{\text{out}} \) preserves the commutation relations

\[
\begin{align*}
[a_{\text{out}}, a_{\text{out}}^\dagger] &= ig \left( (\sinh r + \cosh r) [f(x), a] + (\cosh r + \sinh r) [f(x), a^\dagger] \right) + 1 \tag{F2} \\
&= ig(\sinh r + \cosh r) ([f(x), a] + [f(x), a^\dagger]) + 1 \tag{F3} \\
&= \sqrt{2}ig(\sinh r + \cosh r) [f(x), x] + 1 \tag{F4} \\
&= 1 \tag{F5}
\end{align*}
\]

The output quadrature

\[
x_{\text{out}} = \frac{(a_{\text{out}} + a_{\text{out}}^\dagger)}{\sqrt{2}} = (\cosh r a_{\text{in}} + \sinh r a_{\text{in}}^\dagger + \cosh r a_{\text{in}}^\dagger + \sinh r a_{\text{in}}) = e^r(a_{\text{in}} + a_{\text{in}}^\dagger)/\sqrt{2} = e^r x_{\text{in}}. \tag{F6}
\]

The orthogonal output quadrature, i.e. \( p_{\text{out}} = -i(a_{\text{out}} - a_{\text{out}}^\dagger)/\sqrt{2} \), is

\[
p_{\text{out}} = \frac{-i}{\sqrt{2}}(igf(x_{\text{in}}) + \cosh r a_{\text{in}} + \sinh r a_{\text{in}}^\dagger + igf(x_{\text{in}}) - \cosh r a_{\text{in}}^\dagger - \sinh r a_{\text{in}}) = \sqrt{2}gf(x_{\text{in}}) + e^{-r}p_{\text{in}}. \tag{F7}
\]

Now we work out the symmetrically ordered noise

\[
\begin{align*}
\langle |\Delta p_{\text{out}}|^2 \rangle &= 2g^2\langle f(x_{\text{in}})^2 \rangle + \sqrt{2}ge^{-r}\langle f(x_{\text{in}})p_{\text{in}} + p_{\text{in}}f(x_{\text{in}}) \rangle + e^{-2r}\langle p_{\text{in}}^2 \rangle \\
&\quad - \left[ 2g^2\langle f(x_{\text{in}})^2 \rangle + \sqrt{2}ge^{-r}\langle \langle f(x_{\text{in}}) \rangle p_{\text{in}} \rangle + \langle p_{\text{in}} \rangle \langle f(x_{\text{in}}) \rangle \rangle + e^{-2r}\langle p_{\text{in}}^2 \rangle \right] \tag{F8} \\
&= 2g^2\langle |\Delta f(x_{\text{in}})|^2 \rangle + \sqrt{2}ge^{-r}\langle \langle f(x_{\text{in}}) \rangle p_{\text{in}} + p_{\text{in}} \rangle \langle f(x_{\text{in}}) \rangle \rangle - \langle \langle f(x_{\text{in}}) \rangle p_{\text{in}} \rangle + \langle p_{\text{in}} \rangle \langle f(x_{\text{in}}) \rangle \rangle \rangle + e^{-2r}\langle |\Delta p_{\text{in}}|^2 \rangle \tag{F9}
\end{align*}
\]

In the large squeezing limit we obtain the results stated in the main text.