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Real-Time PET Imaging for Range Verification of Helium Radiotherapy
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Real-time range verification of particle beams is important for optimal exploitation of the tissue-sparing advantages of particle therapy. Positron Emission Tomography (PET) of the beam-induced positron emitters such as $^{15}$O ($T_{1/2} = 122$ s) and $^{11}$C ($T_{1/2} = 1223$ s) has been used for monitoring of therapy in both clinical and preclinical studies. However, the half-lives of these nuclides preclude prompt feedback, i.e., on a sub-second timescale, on dose delivery. The in vivo verification technique relying on the in-beam PET imaging of very short-lived positron emitters such as $^{12}$N ($T_{1/2} = 11$ ms), recently proposed and investigated in feasibility experiments with a proton beam, provides millimeter precision in range measurement a few tens of milliseconds after the start of an irradiation. With the increasing interest in helium therapy, it becomes relevant to study the feasibility of prompt feedback using PET also for helium beams. A recent study has demonstrated the production of very short-lived nuclides ($T_{1/2} = 10$ ms attributed to $^{12}$N and/or $^{13}$O) during irradiation of water and graphite with helium ions. This work is aimed at investigating the range verification potential of imaging these very short-lived nuclides. PMMA targets were irradiated with a 90 AMeV $^4$He pencil beam consisting of a series of pulses of 10 ms beam-on and 90 ms beam-off. Two modules of a modified Siemens Biograph mCT PET scanner ($21 \times 21$ cm$^2$), installed 25 cm apart, were used to image the beam-induced PET activity during the beam-off periods. For the irradiation of PMMA, we identify the very short-lived activity earlier observed to be $^{12}$N ($T_{1/2} = 11.0$ ms). The range precision determined from the $^{12}$N activity profile that is measured after just one beam pulse was found to be 9.0 and 4.1 mm ($1\sigma$) with $1.3 \times 10^7$ $^4$He ions per pulse and $6.6 \times 10^7$ $^4$He ions per pulse, respectively. When considering $4.0 \times 10^7$ $^4$He ions, which is about the intensity of the most intense distal layer spot in a helium therapy plan, a range verification precision in PMMA of 5.7 mm ($1\sigma$) can be realized. The range precision scales approximately with the inverse square root of the number of $^4$He ions, i.e., the relative statistical accuracy of the number of coincidence events. Thus, when summing data over about 10 distal layer spots, this study shows good prospects for obtaining 1.8 mm ($1\sigma$) precision in range verification, within 50 ms after the start of a helium irradiation by in-beam PET imaging (scanner 29% solid angle) of $^{12}$N.
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INTRODUCTION

Charged particles (in particular protons and carbon ions) are increasingly used for radiotherapy of cancers. The main rationale for their use, compared to irradiation with photons, is their favorable dose distribution: a reduced integral dose and an energy-dependent depth for the dose maximum (so called Bragg peak). Such dose distributions fulfill the therapeutic goal of having a sufficient dose in the tumor while minimizing the dose to co-irradiated healthy tissues. While protons and carbon ions remain the main charged particles used in cancer therapy, a renewed interest in therapy with helium ions has developed in recent years [1–5], with implementation planned for centers such as the Heidelberg Ion Beam Therapy Center (HIT) [6–8]. In pioneering clinical trials at the Lawrence Berkeley Laboratory, around 2,000 patients were treated with helium ions [9–11]. The rising interest in helium ions is driven by their advantages over protons and carbon ions: a smaller lateral penumbra compared to protons (see e.g., [4, 12]); and factors related to their lesser fragmentation [13] and potentially cheaper implementation cost relative to carbon ions.

In spite of the theoretical benefits attributed to the precise dose deposition of charged particles, the practical realization is hampered by the enhanced sensitivity of particle beams to differences between the data and models on which treatment plans are based and the actual situation during patient irradiation. These deviations originate, among others, from range uncertainties due to factors such as inaccuracies in the patient model (CT imaging and conversion to stopping power required for dose calculation), patient motion, setup errors and anatomical changes [14, 15]. Consequently, mitigation strategies including the use of larger safety margins [15, 16], robust optimization [17–21], and review [22]) and sub-optimal beam directions [23] are adopted to provide robustness against these effects. Such strategies ensure tumor coverage at the expense of a larger dose to healthy tissue/organs at risk (OAR), and thus sub-optimally exploit the inherent dosimetric benefit of charged particle therapy. Motivated by the need to fully exploit these benefits, dual energy CT ([24, 25] and review by [26]) and proton imaging [27–29], which provide better information on the relative stopping power and thus lead to less range uncertainties, are being investigated. In addition to these imaging techniques, in vivo range verification techniques have been introduced and are being investigated as quality assurance tools for monitoring of the accuracy of dose delivery (see e.g., reviews [23, 30, 31]). A treatment protocol employing such a technique could enable the use of smaller range margins during treatment planning and/or the use of more optimal beam directions, i.e., also stopping the beam in close vicinity of OARs, effectively reducing the volume of irradiated healthy tissue. This contributes to minimizing the probability of complications, which increases the quality of life and reduces follow-up health care costs.

Given the absence in particle therapy of primary radiation exiting the patient body, in vivo verification techniques rely on the detection of secondary emissions resulting from particle interactions in the body: annihilation photons ([32–36] among others; review papers [37–39]), prompt gamma rays ([40–48] among others and review [49]), other secondary particles [50–52], and ionic-acoustic waves [53–57].

Positron Emission Tomography (PET) imaging is the pioneering technique for in vivo range verification [32]. The technique relies on the imaging of the photons originating from the annihilation of positrons emitted in the radioactive decay of beam-induced radionuclides. An advantage of the PET technique is that it is based on a well-established nuclear medicine imaging technology and thus requires less effort in translation to routine clinical use. Three main strategies have been proposed for clinical implementation: “In-beam” imaging during the irradiation with a scanner integrated into the beam delivery nozzle [36, 58, 59]; “in-room” imaging after completion of the irradiation with a PET scanner installed in the treatment room and starting within about 2 min after the irradiation [35, 60, 61]; and offline imaging after completion of the irradiation with a PET scanner installed outside the treatment room and starting more than 5 min after irradiation [62–65]. The delayed data acquisition with respect to the irradiation, in the in-room and offline implementations, presents an advantage for the PET in vivo verification technique. For these implementations, the PET signal is essentially free of background signal interference from other beam-induced signals (neutrons, prompt photons and other secondary particles). Handling such interference is possible with the in-beam PET implementation. Its realization depends on the width and period of the beam pulses; coincidence window and time resolution of the scanner and may require pile-up rejection. A simulation study evaluating the performance of these strategies in terms of achievable count statistics (not including very-short lived positron emitters), image quality, cost of integration and impact on the treatment workflow is presented in [66]. Although, according to [66], the in-beam strategy gives the best performance, it faces a foremost challenge of a high integration cost. Consequently, the authors recommend the in-room strategy as a compromise between the high cost of integration of in-beam PET and the loss of count statistics as well as workflow impediments associated with the offline strategy.

The retrieval of prompt feedback (i.e., on a sub-second timescale) on dose delivery by individual irradiation spots requires the collection of sufficient counting statistics within a short period. The in-beam PET implementation, previously investigated at synchrocyclotrons, are incapable of providing such statistics due to the imaging of positron emitting nuclides with half-lives between 2 and 20 min during the irradiation pauses. For example, Pennazio et al. [59] reach a 1–2 mm range precision 190 s after the start of the irradiation. Thus, the absence of prompt feedback precludes the intra-fraction initiation of corrective actions to improve the dose delivery accuracy. We have shown that in addition to these longer-lived nuclides, very short-lived nuclides such as $^{12}$N ($T_{1/2} = 11$ ms) are copiously produced during proton irradiation of carbon-rich tissues [67, 68]. Based on this finding, Buitenhuis et al. [69] and Ozoemelam et al. [70] performed experiments on the potential of imaging $^{12}$N for range verification. A drawback of $^{12}$N imaging is the positron range blurring, due to the high positron endpoint energy of 16.4 MeV, which will impact the retrieval of range information. Despite the large $^{12}$N positron range, millimeter
precision range measurements can be performed when imaging the $^{12}\text{N}$ produced by $5 \times 10^8$ protons on both graphite and PMMA targets [69, 70].

As treatment with helium ions regains new interest, the optimal use of this ion would also benefit from an in-vivo verification technique. In contrast to protons and other therapeutic ions, there is a paucity of studies on PET monitoring of helium beam therapy. Early investigations [32] show that positron emitting isotopes ($^{15}\text{O}$ (T$_{1/2}$ = 2.05 min) and $^{11}\text{C}$ (T$_{1/2}$ =20.3 min)) are produced on carbon-rich materials and soft tissues, and could potentially indicate the range of helium beams, provided that technical limitations of the prevalent imaging hardware could be resolved. The limitations experienced at that time include the unavailability of on-line detection systems which allow the detection of short-lived nuclides and reduce biological washout of the nuclides; signal deterioration by background radiation; poor detector spatial resolution and sensitivity. Several decades after this investigation, most of these limitations have received significant attention and detection systems for on-line monitoring with improved detector resolution and sensitivity [35, 36, 59, 69–73] and methods for suppressing background radiation [69, 74] have been developed. More recent investigations into the feasibility of in-beam PET for therapeutic $^3\text{He}$ beams [75] and off-line PET with $^4\text{He}$ beams [76] provide a quantitative estimation of the production rates of the relevant radionuclides mentioned in Ref. [32], and highlight significant reduction in measured activity levels, especially in oxygen-rich materials, when changing from an in-beam detection to off-line strategies. As the imaging of the longer-lived nuclides, presented in these studies, does not provide prompt feedback on beam-delivery, alternative approaches based on the detection of prompt gamma photons have been investigated [77, 78].

The production of a very short-lived activity with a half-life of about 10 ms, attributed to $^{12}\text{N}$ and/or $^{17}\text{O}$, was observed during irradiation of both carbon-rich and oxygen-rich targets with helium ions [79]. This activity could potentially be used to obtain prompt feedback on dose delivery. In this paper, we investigate the near-real time range verification capabilities, especially the precision, in helium beam radiotherapy by PET imaging of this very short-lived activity.

**MATERIALS AND METHODS**

**Irradiation Setup**

The experiment was performed at the AGOR cyclotron of the KVI-Center for Advanced Radiation Technology (KVI-CART), University of Groningen. Figure 1 shows the experimental setup. A beam of 90 AMeV $^4\text{He}$ ions was used to irradiate PMMA 

![FIGURE 1 | Setup for imaging beam-induced positron activity. The $^4\text{He}$ beam direction is indicated by the red arrow. The beam bombards PMMA targets installed in-between two modules of a Siemens Biograph mCT PET Scanner, Scanner head A, and B. The beam intensity monitor (BIM) is indicated.]
targets (see section Target and PET Scanner Setup). The beam was delivered through a horizontal beam line to the experimental area. The intensity of the beam was monitored with an air ionization chamber [beam intensity monitor (BIM)] placed after the exit window of the beam line. A paddle-shaped (100 × 100 mm² area and 1 cm thick) NE102A plastic scintillation detector, capable of counting each 4He ion at low beam intensity, was used to calibrate the BIM in terms of beam intensity. The width of the beam at the target position was 6.5 mm FWHM in both vertical and horizontal direction, as measured using a harp-type (wire grid) beam profiler. To allow imaging of the short-lived PET nuclides without interference from the prompt radiation associated with the beam pulses, the 4He beam was delivered in pulses consisting of 10 ms beam on and 90 ms beam off. The beam pulsing was realized with an electrostatic beam chopper in the injection line of the cyclotron. The chopper was controlled by a pulse generator that was also used to switch the detectors on and off. Two beam intensities were used: 1.3 × 10⁷ and 6.6 × 10⁷ 4He ions per 10 ns pulse. After switching the beam on, the full beam intensity is reached within about 0.5 ms. Switching off the beam is slower: the intensity drops to 3% of its value after 3.0 ms. The targets were irradiated for 600 cycles (60 s) with data acquired during the beam pauses and an additional 70 s, while still pulsing the detectors, after the end of the irradiation. The data from the first second of irradiation are used to determine the range precision using the very short-lived activity (see section Range Verification Using 12N). The longer irradiation time enables to compare the number of counts from the very short-lived and the longer-lived activities (see section Time Spectrum of Activity).

**Target and PET Scanner Setup**

The dimensions of the PMMA targets (width × height × length) were 120 × 120 × 100 mm³. The targets were installed with their short side parallel to the beam direction. As the ion range in PMMA calculated using SRIM [80] is 55 mm, the target thickness was sufficient to completely stop the ion beam and the positrons emitted by 12N/13O. Table 1 shows the threshold for production of 12N/13O and other short-lived positron emitters during irradiation of carbon and oxygen with 4He. Only the reaction channels with the lowest threshold energy are shown. The lowest threshold energy, for the production of 15Ne on 16O, of 29.7 MeV represents a helium range in water of 0.7 mm. The other reactions have threshold energies from 50.6 to 75.4 MeV, corresponding to a helium range in water from 1.9 to 3.9 mm. Thus, the distal edge of the activity profile is located few mm proximal to the ion range. Compared to protons, the proximal shift of the activity distal edge relative to the range is smaller because of the higher stopping power of helium.

The target was mounted such that the center of the field of view (FoV) of the scanner corresponded to a depth of 55 mm in the target. The central axes of the target and the scanner FoV were aligned with the beam direction. The distance between the centers of the two scanner modules was 252 mm. To investigate the range verification performance, PET data was acquired for the following target configurations: nominal and insertion of 1.9 ± 0.1, 3.0 ± 0.1, 4.9 ± 0.1, and 9.4 ± 0.3 mm PMMA range shifters at the proximal surface of the targets.

**PET System**

The PET system used in this experiment is 1/6 of a Siemens Biograph mCT clinical scanner with custom-modified detectors. Two detector panels were installed opposite each other for PET imaging of the beam-induced positron activity. Each panel has an area 210 × 210 mm² and is composed of a 4 × 4 array of block detectors. A block detector comprises a 13 × 13 array of 4 × 4 × 20 mm³ LSO scintillation crystals read out by 4 photomultiplier tubes (PMTs). The energy signals are transmitted through Ethernet cables (CAT 6A twisted pair cables with RJ-45 jacks) to two Detector Electronics Assemblies (DEA) which encode position, energy and time of arrival of the photons. A coincidence unit receives the processed signals from the DEA, determines valid coincidence events and transmits the data to a data acquisition computer. A coincidence time window of 4 ns and an energy discrimination window of 435–650 keV were used. The panels were installed such that they curve around the vertical axis with a radius of curvature of 42 cm (see Figure 1). Custom modifications were implemented to ensure good detector performance under the high radiation levels present during the beam irradiation. As each block detector is exposed to a γ-ray flux of around 10⁹ s⁻¹, estimated from [81], during the beam-on periods, which exceeds the capacity of the PMTs, the PMT voltage dividers were modified such that the detectors can be effectively switched off during the beam-on periods. The detector pulsing is controlled by a TTL signal that is synchronized with the beam pulsing. After the detector is switched on, a period of 300 µs is required for the detector to become operational, while a shorter time of 130 µs is required to switch the PMT off. Despite the short time required to switch the PMT on, a longer delay of the start of the data acquisition after switching off the beam was used. An optimum delay of 3 ms was experimentally determined and applied as a compromise between exposure of the detector to prompt radiation resulting from the tail of the beam-on pulse and early detection of the beam-induced PET counts. Although the PMT becomes operational within 300 µs, a temporarily lowering of the PMT gain with a recovery time of about 25 ms was observed. This effect was investigated and quantified with ⁶⁸Ge radioactive sources in a coincidence setup with 2 block detectors as well as with data from part of the post-irradiation period (50–70 s after end of irradiation) using the complete scanner. In this period, the PET activity is due to the

**TABLE 1 | Reaction threshold energies for the production of very short-lived positron emitters produced by ⁴He on carbon and oxygen (https://www.mndc.bnl.gov/qcalc/index.jsp).**

| Nuclide | Target ¹²C | Target ¹⁶O |
|---------|------------|------------|
| Reaction channel | Threshold (MeV) | Reaction channel | Threshold (MeV) |
| ¹⁵N | triton n | 50.6 | alpha triton p | 56.4 |
| ¹³O | 3n | 59.9 | alpha 3n | 65.1 |
| ³C | alpha 3n | 70.8 | 2alpha 3n | 75.4 |
| ⁸B | alpha triton n | 61.2 | 2alpha triton n | 66.4 |
| ¹⁶Ne | (not possible) | – | 2n | 29.7 |

Only the reaction channels with the lowest threshold energy are given.
decay of long-lived positron emitters, thus the time spectrum should have a constant activity within the 90 ms detector-on period. The time spectrum of coincidence events from both these investigations is shown in Figure 2. A period of about 5 ms is required to attain 90% of the maximum count rate in the 435–650 keV pulse height window used. We compared the detector recovery for irradiation with the two beam intensities applied in this study. No significant difference was observed for the intensity range used here. It cannot be excluded that an intensity dependence exists over a larger intensity range. The time spectra have been corrected with a time dependent normalization factor as shown in Figure 2 to take the PMT gain recovery into account. Applying this correction on the data collected 30–50 s after the completion of the 60 s irradiation results in a constant count rate in the detector-on period, correctly reflecting the constant PET activity.

**Image Reconstruction**

The images of the beam-induced activity were reconstructed using the algorithm introduced in Ref. [69] and further described in Ref [70]. The reconstruction algorithm creates a 2D histogram of the intersection of the Lines of Response (LoR) with the plane coinciding with the helium pencil beam (i.e., the beam central axis). The Depth of Interaction (DoI) in the detector was set to a depth of 8 mm. Although more sophisticated algorithms such as the 3D maximum-likelihood expectation-maximization [82] provide a more accurate depiction of the activity distribution, these require high count statistics and a significant processing time. As the imaging of the short-lived nuclides is aimed at near real-time feedback using the relatively small short-lived positron activity and also given the accurate knowledge of the position of the pencil beam, the image reconstruction algorithm used here is considered sufficient for this purpose. A reconstruction grid over an area of 208 × 208 with 8 × 8 mm² pixel was used.

The LoR is determined from the IDs of the two coincident crystals. This information and the time tags of the coincidence events were recorded in a list-mode data file by the PET system. Time tags were inserted into the data stream at 1 ms intervals. The inclusion of the time tags was necessary to ensure proper identification of the short-lived nuclide activity contribution (See section Reconstruction of the Short-Lived Positron Emitter Contribution). The time tag values were inserted relative to the beginning of data acquisition. The beam pulsing was synchronized with the detector switching, but could not be synchronized with the start of the PET data acquisition. Irradiation was started shortly after the start of the data acquisition of the scanner. Due to the asynchronous start of data acquisition and irradiation, the exact start of the irradiation with respect to the time tags was determined through an analysis of the variations in the event rate. The data acquisition generally starts with a low pre-irradiation count rate followed by a marked increase in the coincidence rate due to beam-induced activity. As targets with no measurable initial activity were used in all measurement runs, the clear gradient in the count rate, seen in the acquired data, was used to identify the first beam-off period which served as reference for the subsequent pulses, which were identified by adding 100 ms time tag intervals.

The recovery of the coincidence rate (section PET System) was taken into account during the image reconstruction by weighting each LoR by a factor equal to the inverse of the coincidence recovery factor associated with the time bin of the LoR. Further to this correction, the 2D images were corrected for the non-uniform sensitivity of the PET system determined through measurements with calibrated ⁶⁸Ge line sources crossing the center of the scanner FoV. The absolute sensitivity of the scanner, measured with a calibrated ⁶⁸Ge point source (activity accuracy 0.6% ± 1σ) in the center of the FoV, was 2.2%.

**Reconstruction of the Short-Lived Positron Emitter Contribution**

The beam-induced positron emitters are indistinguishable on the basis of the 511 keV annihilation photons. To reconstruct the distribution of the short-lived nuclides, a weighted subtraction of images reconstructed for two different time windows in the beam-off period was performed. The first image, also referred to as the early image, was reconstructed using events from the time period 1–59 ms and contains contributions from both ¹²N and longer-lived nuclides. The second image, referred to as the late image, was reconstructed using events from the period 60–86 ms and contains only counts from longer-lived nuclides. A weighting factor of 2.19, corresponding to the ratio of the duration of the early to late time windows, was used to scale the late image before the image subtraction step.

**Detection of Range Shifts**

To determine the shift in the range of the ⁴He ions due to changes in target configuration, 1D activity profiles, with bin
width of 8 mm, along the direction of the ion beam were obtained from the 2D images reconstructed using the method described in section Reconstruction of the Short-Lived Positron Emitter Contribution. The 1D activity profile is a projection of the 2D image on the horizontal axis. The algorithm for detection of the range shift follows that used in Ref. [83] where the points in a given profile are shifted in the x-direction and compared to a reference profile to obtain the shift which minimizes the summed absolute difference between the two profiles. In this work, the activity profiles were normalized to their respective maximum and linearly interpolated in 0.08 mm bin widths and shifted in 0.08 mm steps relative to a reference profile. For each shift $\delta$ the root mean square difference between the profiles was calculated as

$$g(\delta) = \sqrt{\frac{\sum_{i=1}^{T} (A_{\text{ref}}(i) - A_{\text{shift}}(i - \delta))}{T}}$$ (1)

where $i$ is the index of the reference ($A_{\text{ref}}$) and range-shifted ($A_{\text{shift}}$) activity profiles; $T$ is the number of bins in the profile. Indices in the activity profiles, starting from 500 bins (i.e., 40 mm) from the downstream edge of the FoV (depth bin = 0) to the 80% activity level on the proximal slope of the activity peak, were included in the comparison. The proximal slope represents the edge of the target where the beam enters the target. Figure 3 shows the Region of Interest (ROI) used for profile comparison. Because of potentially non-overlapping ROIs, the bin offset between the proximal edges of the ROIs, $\delta_o$, was determined. For a proximal shift of the profile as depicted in Figure 3, $\delta_o$ bins with zero counts were appended to the left side of the profile with a corresponding number of bins removed from the right side of the profile. For a distal shift, the appendage and clipping of bins was performed on the range-shifted profile. The range shift in mm was found as

$$A_{\text{ref}} - A_{\text{shift}} = [\delta_o + \text{argmin}_3(g(\delta))] * 0.08$$ (2)

RESULTS

Time Spectrum of Activity

Figure 4 (left) shows the time spectrum of the beam-off periods of the first five pulses summed over ten irradiations with $6.6 \times 10^7$ $^4$He ions per pulse. Each irradiation was performed with a fresh target. The decay of a short-lived contribution on top of a longer-lived contribution is clearly seen. A fit of the first pulse, as shown in Figure 4 (right), gives a contribution with a half-life of $11.1 \pm 0.3$ ms. This fit value is consistent with $^{12}$N and thus resolves the $^{12}$N/$^{13}$O ambiguity in our previous study [79]. In the subsequent text we will therefore refer to the very short lived contribution as being due to $^{12}$N. Figure 5 shows the evolution of the longer-lived activity contributions within the first 10 s of a single irradiation. Shown are the total counts from long-lived contributions in the time window 1–59 ms, as well as the ratio of the long-to-total counts. At the start of the irradiation, 71% of the total count is due to $^{12}$N. However, this fraction reduces to only 9% by 10 s into the irradiation due to a build-up of relatively fast decaying longer-lived nuclides. To identify and retrieve the fractions of these nuclides, the spectrum was fitted with a three-component exponential growth-in function:

$$F(t) = F_1 (1 - \exp^{-\lambda_1 t}) + F_2 (1 - \exp^{-\lambda_2 t}) + F_3 (1 - \exp^{-\lambda_3 t}) + C t$$ (3)

with $F_1$, $F_2$, $F_3$, and $C$ representing the contributions of three components and a constant. The decay constants of the components are represented by $\lambda_1$, $\lambda_2$, and $\lambda_3$. The combination of components consisting of $^{9}$C ($T_{1/2} = 127$ ms), $^{8}$B ($T_{1/2} = 770$ ms), $^{18}$Ne ($T_{1/2} = 1.7$ s), $^{12}$N ($T_{1/2} = 79$ ms), $^{14}$O ($T_{1/2} = 19.3$ s), $^{17}$F ($T_{1/2} = 64.8$ s), $^{14}$O ($T_{1/2} = 70.6$ s), $^{15}$O ($T_{1/2} = 122$ s), $^{13}$N ($T_{1/2} = 598$ s), $^{11}$C ($T_{1/2} = 1223$ s), and $^{18}$F ($T_{1/2} = 6586$ s), as expected from the measurements presented in ref. [79], was found to give the best fit to data.

Imaging of $^{12}$N

The reconstructed images after corrections for the detector coincidence recovery and scanner sensitivity, as described in section Image Reconstruction, are displayed in Figure 6. The images were reconstructed from events arising from the first pulse (left column) and the sum of the first 10 pulses (right column) during the irradiation of PMMA with pencil beams of $1.3 \times 10^7$ $^4$He ions per pulse. The $^{12}$N images were reconstructed with $\sim200$ and 2,000 counts (without corrections for scanner uniformity and detector recovery) due to the decay of $^{12}$N, respectively. A higher variance in pixel values and also pixels with negative values are seen in...
Time spectrum of beam-induced activity. Left: Coincidence counts vs. time for the first five beam periods. The data shown are summed over 10 irradiations with $6.6 \times 10^7$ $^4$He ions per pulse. The beam-on periods during which the detectors are switched off are easily recognized. Right: Fit of the corrected data after the first irradiation pulse with a single decay contribution and a constant. The fit considers data in the interval 2–86 ms.

The contribution of long-lived nuclides vs. time, during the first 10 s of the irradiation. Blue data, left vertical axis: total counts from long-lived contributions in the time window 1–59 ms of each beam-off period, with a fit to the data using Equation (3); red data, right vertical axis (indicated by the rightward arrow): ratio of the long-lived to total counts. The respective contributions of the indicated nuclides and the longer-lived nuclides are represented with the dashed lines.

The range verification performance of imaging $^{12}$N was assessed through irradiation of PMMA targets in various configurations. The pixel values of 2D images were summed along the vertical axis into 1D activity profiles. To minimize the effect of the rather quick build-up of the long-lived nuclides as an irradiation progresses (see Figures 4, 5) which increases the statistical uncertainty in the $^{12}$N profiles, only data obtained from the first second of an irradiation, containing $10^4$ $^4$He ion pulses, were evaluated. In the first second of irradiation, the fractional contribution of the long-lived nuclides to the total count is smallest and varies between 29% in the first pulse to 68% in the 10th pulse (mean value $= 0.58 \pm 0.14$). Nevertheless, the count variation is averaged out in the analysis that follows and we thus consider the $^{12}$N profiles from the 10 pulses in the first second as nominally identical.

The range shift relative to a nominal (reference) target configuration was determined by comparing the 1-dimensional range-shifted profile of the modified target configuration with the reference profile. The best matching shift was retrieved as described in section Detection of Range Shifts. The reference profile was obtained from the average of 2 independently measured profiles and corresponds to a statistics of $1.32 \times 10^9$ $^4$He ions. The independently measured profiles were obtained as follows...
a. The count data of 100 pulses were randomly sampled with replacement (the randomly sampled data can be re-used) from the first second (10 pulses) of irradiation with $6.60 \times 10^7$ $^4$He ions per pulse, giving a data set equivalent to the sum of 10 pulses or $6.60 \times 10^8$ $^4$He ions.

b. The sampled count data were summed and reconstructed into 1-dimensional profiles.

The range shifts for the range-shifted target configurations when irradiating the targets with the experimentally applied $^4$He beam intensities ($1.34 \times 10^7$ and $6.60 \times 10^7$ $^4$He ions per pulse) were determined as the mean of the shifts of the 10 profiles reconstructed from the first second of irradiation. The uncertainties associated with the measured range shifts were determined from the standard deviation of the shifts.

As clinical applications may involve irradiations using beam intensities other than $1.34 \times 10^7$ and $6.60 \times 10^7$ $^4$He ions per pulse, a bootstrap sampling technique [84] was used to generate quasi-independent samples. Sampling from the first 10 pulses of an irradiation was performed to combine counts from
multiples pulses, thus providing $^{12}$N counts consistent with an irradiation with a higher number of $^4$He ions per pulse. Samples having statistics corresponding to irradiances with $(2.68, 6.71, 10.7, \text{ and } 13.4) \times 10^7$ $^4$He ions were generated by summing the counts from two, five, eight and ten pulses of $1.34 \times 10^7$ $^4$He ions randomly sampled with replacement from the first second of the irradiation. The same sampling was performed for irradiances with $6.60 \times 10^7$ $^4$He ions per pulse to obtain statistics corresponding to irradiances with $(1.32, 3.3, 5.28, \text{ and } 6.60) \times 10^8$ $^4$He ions. To get good quality estimators (the mean and standard deviation) while approaching statistical independence, 500 bootstrapped samples were generated. After the bootstrapped sampling, the 1-dimensional profiles for each of these samples were constructed and the range shift determined using the procedure described in section Detection of Range Shifts.

In Figure 8, the $^{12}$N profiles are shown for the nominal target configuration and with PMMA range shifters of $1.9 \pm 0.1, 4.9 \pm 0.1, \text{ and } 9.4 \pm 0.3$ mm directly upstream of the target. The $^{12}$N profiles displayed were obtained for statistics corresponding to an irradiation with $6.60 \times 10^8$ $^4$He ions (realized by bootstrap sampling with replacement from 10 pulses of irradiation with $6.6 \times 10^7$ $^4$He ions per pulse, as described above). Four out of the 500 bootstrapped sample profiles are shown alongside the reference profile for each case. As seen in Figure 8, the introduction of range shifters upstream of the target moves the profiles upstream with respect to the reference profile.

The distribution of the range shifts obtained from the bootstrapped samples is shown in Figure 9 for two values of the number of $^4$He ions per pulse. The mean value of the shifts of the sampled profiles is taken as the measured range shift due to the change in the target configuration. The measured range shifts for different configurations are summarized in Table 2. The precision of the measured range shifts was determined as the standard deviation of the range shifts from the 500 bootstrapped samples. The weighted mean deviations from the pre-set shifts are also given in Table 2. The weighted mean deviations indicate that the pre-set shifts are reproduced within the error bars for the respective number of ions.

The precision in the range shift measurement using $^{12}$N profiles as function of the number of $^4$He ions is shown in Figure 10. The data points represent the mean precision of the different configurations. The data points were then fitted with a power law function of the form: $BN^{-0.5}$, where $N$ is the number of $^4$He ions, the exponent 0.5 representing the effect of counting statistics. The fit parameter is: $B = (363.2 \pm 9.3) \times 10^2$. The higher precision as the number of $^4$He ions increases is clearly seen and conforms quite well to the fitting function. It shows that non-statistical contributions, for e.g., scanner spatial resolution, to the precision are very small. Using this fitting model and parameters, we estimate that the precision on the measured range shifts when irradiating PMMA with $4.0 \times 10^7$ (a single distal layer spot), $1.2 \times 10^8$ (3 distal layer spots), and $4.0 \times 10^9$ (10 distal layer spots) $^4$He ions is $5.7 \text{ mm} (1\sigma), 3.3 \text{ mm} (1\sigma), \text{ and } 1.8 \text{ mm} (1\sigma)$, respectively.

DISCUSSION

Although PET-based range verification can be implemented through the imaging of longer-lived positron emitters such as $^{15}$O ($T_{1/2} = 122$ s) and $^{11}$C ($T_{1/2} = 1218$ s) during irradiations with $^3$He ions [75] and $^4$He ions [32, 76], the realization of a fast feedback on the ion range is hampered by the half-lives of the positron emitters which necessitate rather long data acquisition periods. We present, in this current study, the performance of a PET-based near real time range verification technique for helium beam radiotherapy which relies on the imaging of the short-lived positron emitter $^{12}$N with half-life of 11 ms.

A PET scanner consisting of two modified PMT-based detector modules from a Siemens Biograph mCT PET scanner was used to monitor the beam-induced activity following irradiation with $^4$He ions. As mentioned in section PET System, the PMTs were switched off during the beam-on as a protective measure against the high radiation flux during the beam-on periods. Despite the fast recovery of the PMT signal of about 300 $\mu$s, it was observed that recovery of the coincidence count rate took 20–30 ms. Further investigations into the origin of this effect showed it to be due to a time-dependent gain shift of the PMTs. This recovery has been accounted for in the data analysis through the time-dependent efficiency correction factor. For future applications, a PMT gain shift correction could be implemented in either hardware or software, leading to 30% more coincidence counts and thus about 15% better precision in range measurement as the precision is largely determined by the counting statistics.
Analysis of the time spectrum of the coincidence events (Figure 4) shows that a very short-lived contribution with half-life of 11.1 ± 0.3 ms is produced, confirming our previous study [79]. Whereas, our previous study makes no specific claims as to which combination of the short-lived nuclides $^{12}$N ($T_{1/2} = 11.000 \pm 0.016$ ms) and $^{13}$O ($T_{1/2} = 8.58 \pm 0.05$ ms) is produced, the half-life of the activity contribution seen here strongly suggests that almost exclusively $^{12}$N is produced on PMMA.

The images of the activity contributions were reconstructed using the intersection of the LoR with the vertical plane containing the beam central axis. A weighted subtraction of two images, reconstructed using data acquired early and late into the beam-off period, was adopted to disentangle the $^{12}$N contribution from the longer-lived ones. This approach, however, impacts the uncertainties in the $^{12}$N distribution and the precision of the range measurement. A potentially more robust approach, that would be worth further study, for retrieval of the short-lived contribution could involve a half-life analysis of the pixel values of dynamic images acquired during the beam-off period as implemented for dual-isotope imaging in standard PET.
FIGURE 9 | Histograms of the measured range shifts for target configurations with 1.9 mm (A,B), 4.9 mm (C,D), and 9.4 mm (E,F) PMMA affixed to the PMMA target proximal surface. The shifts obtained using datasets equivalent to an irradiation of a PMMA target with $1.3 \times 10^8$ and $6.6 \times 10^8$ $^4$He ions are shown in the left and the right column, respectively. The histograms are fitted with a Gaussian with the mean values indicated by the blue dotted line.
The measured shifts are relative to the nominal (0 mm pre-set range shift) configuration. The uncertainty in the shifts is obtained from the standard deviation of the range shifts of 500 bootstrapped samples from the 10 measured profiles within the first second of the irradiation. The weighting for the mean deviation is the respective uncertainty on the measured shift. The uncertainty on the weighted mean deviation was multiplied by square root of 5 to be compatible with the respective number of helium ions.

| No. of ⁴He ions | Pre-set range shift [mm] | Measured shift [mm] | Weighted mean deviation pre-set—measured shift [mm] |
|----------------|--------------------------|---------------------|-----------------------------------------------|
|                | 0.0                      | 1.9                 | 3.0                                           | 4.9                          | 9.4                          |
| 2.7 × 10⁷      | 4.6 ± 9.3                | 3.3 ± 6.5           | 4.7 ± 5.6                                     | 4.2 ± 5.1                    | 11.6 ± 6.9                   | −1.2 ± 6.3                   |
| 6.7 × 10⁷      | 3.9 ± 7.6                | 4.7 ± 3.4           | 3.3 ± 2.5                                     | 3.1 ± 6.0                    | 12.7 ± 5.7                   | −1.5 ± 3.7                   |
| 1.3 × 10⁸      | 0.1 ± 2.2                | 2.6 ± 3.6           | 1.9 ± 2.8                                     | 5.5 ± 3.2                    | 11.8 ± 2.9                   | −0.4 ± 2.8                   |
| 6.6 × 10⁸      | 0.3 ± 1.4                | 2.0 ± 1.4           | 1.1 ± 1.4                                     | 5.9 ± 1.8                    | 10.5 ± 1.1                   | −0.2 ± 1.4                   |

The precision, as a function of the number of ⁴He ions per pulse, for longer lived contributions. A foremost challenge, however, foreseen in this approach is its susceptibility to the low counting statistics observed during irradiation.

With the image subtraction technique used in this work, we measured the shifts in the activity profiles relative to a reference profile for range shifters of different thickness. The observed mean deviations from the ground truth are consistent with the precision for the respective number of ⁴He ions per pulse. The precision, as a function of the number of ⁴He ions per pulse, for measuring range shifts was evaluated by calculating the standard deviation of the measured shifts for several profiles using bootstrap sampling. It is clear from Figure 10 that increasing the number of helium ions per pulse results, as expected, in a better precision of the range shift measurement. The precision of the range measurement should be ideally better than 2 mm in order for it to be clinically relevant [86, 87]. For the delivery of a dose of 1 Gy during irradiations with protons, the most intense distal layer spot contains about 2 × 10⁸ protons [43]. Given the 4 times higher stopping power of ⁴He ions, the delivery of the same dose would require a conservative estimate of 4 × 10⁷ ⁴He ions in the highest weight distal layer spot. As such, the corresponding precision of 5.7 mm (1σ) for a single spot in this layer is poorer than the desired value of 2 mm. One approach to reach better statistics is to group neighboring spots together. By aggregating 10 distal layer spots, all containing a total of 4 × 10⁸ ⁴He ions, we calculate that the precision of range shift measurement using ¹²N, in an optimized irradiation condition, is 1.8 mm (1σ). For a precision of 2 mm to be clinically useful, the range accuracy (difference between measured dose range and dose range in the treatment plan) needs to be smaller than the precision.

The experimental results presented in this work apply to a scanner with a solid angle coverage of 29% and a pulsed irradiation with a beam pulse duration of 10 ms and a 3 ms delay between irradiation and data acquisition. We envision that in future clinical deployment, the range verification precision could be further improved by increasing the solid angle coverage of the scanner, reducing the pulse duration and minimizing the delay before data acquisition starts as much as possible. Table 3 shows the realizable precision for various scanner geometries, scanner panel separation distances and beam delivery and data acquisition time structures. The values given in Table 3 have been estimated using the inverse dependence of the precision on \( \sqrt{R} \), where \( R \) represents the ratio of the ¹²N counts for the extrapolated system and the one used here. The ratio of the ¹²N counts seen by two different scanner geometries depends mainly on the solid angle coverage of the system provided that other factors are the same. These factors include the amount of beam-induced activity, intrinsic detector efficiency, the amount of attenuation in the target and the 511 keV net peak fraction. The values in Table 3 are thus valid for a 12-cm thick PMMA target (equivalent to 15 cm of water). Additional factors in precision of 1.15, 1.13, and 1.10 account for the additional count rate for (1) an optimal system with no PMT gain shift, (2) a reduction of the pulse duration from 10 to 3 ms and (3) elimination of the 3 ms delay before the start of the data acquisition, respectively.
As seen in Table 3, for the highest weighted distal layer spot, a gain in precision by a factor of 2 is expected when imaging with a scanner having 56% solid angle coverage, optimized irradiation pulse duration and prompt data acquisition. Using such a scanner with an aggregation of 10 highly weighted distal layer spots, a precision of 0.9 mm ($1\sigma$) can be realized.

For in vivo verification purposes, the measured $^{12}$N activity range needs to be connected to the dose range, the clinically relevant quantity. The minimum distance between the edges of a positron emitter activity and the dose is the range of a relevant quantity. To this end, the production cross sections of the relevant very short-lived positron emitters need to be determined in future work.

Clinical implementation of range verification based on $^{12}$N imaging will require a modification of the standard pencil beam delivery scheme in which beam spots are delivered as fast as possible in order to minimize the overall duration of the irradiation. $^{12}$N imaging of individual spots as we present in this work needs a beam pause of about 50 ms between spots. Having such pauses throughout a full irradiation would extend the duration too much. However, such a pause only makes sense for spots (or accumulation of some neighboring spots) that have sufficient intensity to give sufficiently accurate range information. This limits the introduction of beam pauses between spots to at most the few most distal layers. The extension of an irradiation can be further limited by introducing beam pauses only between distal layer spots located in carefully selected critical regions. This strategy of using so-called probe beams has in recent years been proposed by several authors [88–90]. It is expected that information from these spots can be used to assess the accuracy of the remaining spots in the treatment plan. The delivery scheme may thus be planned such that the beam is first delivered to these critical regions with sufficient beam-off time to measure the $^{12}$N decay. Depending on the outcome of this initial range verification, a decision can then be reached on the continuation of beam delivery or the implementation of corrective actions.

Imaging making use of the PET events from both the short and long-lived activities will enhance the count statistics and the range measurement precision. However, as an irradiation progresses, the events from the long-lived activities created during previously irradiated spots, layers and treatment fields, make real-time feedback impossible. Real-time feedback including the longer-lived activities shown in Figure 5, when using the image reconstruction method adopted in this study, works only in the very beginning of an irradiation. The 2D image reconstruction method is unable to discriminate positron annihilation events that originate from different lateral positions along the direction between the scanner panels. One way to

---

**TABLE 3** | Estimation of the precision for helium ion range measurement using various scanner geometries and time structures of beam delivery and data acquisition.

| Panel separation distance (cm) | Scanner panel size (cm) | Solid angle (%) | Relative count | $10^7$ $^4$He ions per spot | $4.0 \times 10^7$ $^4$He ions per spot | $1.2 \times 10^8$ $^4$He ions per spot | $4.0 \times 10^8$ $^4$He ions per spot |
|-------------------------------|-------------------------|----------------|---------------|----------------------------|-----------------------------------|-----------------------------------|-----------------------------------|
|                               |                         |                | $T_{on} = 10\ ms$ | $T_{on} = 3\ ms$ | $T_{on} = 3\ ms$ | $T_{on} = 3\ ms$ | $T_{on} = 3\ ms$ | $T_{on} = 3\ ms$ | $T_{on} = 3\ ms$ | $T_{on} = 3\ ms$ |
| 25                            | $21 \times 21$          | 29             | 1.0           | 11.5                      | 8.1                               | 5.7                               | 4.1                               | 3.3                               | 2.3                               | 1.8                               | 1.3                               |
|                               | $42 \times 21$          | 57             | 2.0           | 8.1                      | 5.7                               | 4.1                               | 2.9                               | 2.3                               | 1.7                               | 1.3                               | 0.9                               |
| 30                            | $21 \times 21$          | 22             | 0.8           | 13.0                      | 9.2                               | 6.5                               | 4.6                               | 3.8                               | 2.7                               | 2.1                               | 1.5                               |
|                               | $42 \times 21$          | 45             | 1.6           | 9.2                      | 6.5                               | 4.6                               | 3.3                               | 2.7                               | 1.9                               | 1.5                               | 1.0                               |
|                               | $53 \times 21$          | 56             | 1.9           | 8.2                      | 5.8                               | 4.1                               | 2.9                               | 2.4                               | 1.7                               | 1.3                               | 0.9                               |
| 50                            | $21 \times 21$          | 10             | 0.3           | 19.6                     | 13.9                              | 9.8                               | 6.9                               | 5.7                               | 4.0                               | 3.1                               | 2.2                               |
|                               | $42 \times 21$          | 20             | 0.7           | 13.9                     | 9.8                               | 6.9                               | 4.9                               | 4.0                               | 2.8                               | 2.2                               | 1.6                               |
|                               | $63 \times 21$          | 29             | 1.0           | 11.3                     | 8.0                               | 5.7                               | 4.0                               | 3.3                               | 2.3                               | 1.8                               | 1.3                               |

*Attenuation effects of a 12 cm thick PMMA object have been included in the estimates. $T_{on}$ is the beam-on period and $T_{d}$ is the time delay between the beam-off and detector-on.*
disentangle these is event selection using a Time-of-Flight (ToF) system with a Coincidence Resolving Time (CRT) of at least 130 ps (given the 20 mm RMS $^{12}\text{N}$ positron range) and verifying the spots or group of spots separated laterally by this distance. The use of PET scanners with significantly better CRT than the 550 ps of our present scanner is being considered to investigate the utility of ToF in the reconstruction.

CONCLUSION

The proof-of-principle of real-time range verification using short-lived positron emitters has been demonstrated for helium beam radiotherapy by irradiating PMMA targets. We showed that monitoring an irradiation on the basis of $^{12}\text{N}$ activity imaging, at clinical beam intensity, is feasible and that near real-time feedback can be retrieved within 50 ms (i.e., 5 half-lives of $^{12}\text{N}$) into an irradiation. The attainable precision of range measurements was found to be promising for future clinical application. The range measurement precision with the most intense distal pencil beam spot of $4 \times 10^{7}$ ions, using a scanner with a sensitivity of 2.2% at the center of the FoV and solid angle coverage of 29%, is $5.7 \text{ mm (1}\sigma)$. By aggregating counts from 10 distal layer spots, further improvement by a factor of 3.2 [1.8 mm (1$\sigma$)] can be achieved. Aggregated imaging of 10 distal layer spots with a scanner of 56% solid angle coverage and beam spot durations much shorter than 10 ms will lead to a precision gain by a factor of 6.3 [0.9 mm (1$\sigma$)]. The increase of long-lived positron emitter activity as an irradiation progresses decreases the precision of real-time feedback via $^{12}\text{N}$ imaging. In future studies, methods to reduce the effect of the long-lived nuclides will be explored. Furthermore, given the characteristic timescales of the fast component of biological washout in tissues occurring within several tens of seconds after production [91], the very short-lived nuclides utilized in this work are not susceptible to the washout effect.
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