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ABSTRACT Spectrum access system (SAS) is a three-tier layered spectrum sharing architecture proposed by the federal communications commission (FCC) for citizen broadband radio service (CBRS) 3.5 GHz band. The available 150 MHz spectrum is dynamically shared among Incumbent Access (IA), Primary Access Licensees (PAL) and General Authorized Access (GAA) users. IA users are the highest priority federal military users, PAL users are the licensed users and the GAA users are the least priority unlicensed users. In this scenario, PAL operators are willing to give access to their idle spectrum to GAA users to generate extra revenue. SAS will ensure to protect IA users and PAL users from interference caused by lower-tier users. It is the responsibility of SAS to allocate resources to GAA users but the method to do so is left open. In this article, a novel auction algorithm based on Q-learning for dynamic spectrum access (SAS-QLA) is proposed. In SAS-QLA, multiple GAA users dynamically and intelligently bid using Q-learning to access PAL reserved idle channels. SAS will decide to allocate the channels to GAA users with maximum bidding offers. GAA users have their own quality of service (QoS) demands i.e., transmission rate, packet loss, bidding efficiency, and maintain the preference of available PAL reserved idle channels based on Q-learning considering the available QoS. The proposed scenario is also modeled as a knapsack NP-hard problem and solved using dynamic programming and distributed relaxation method. Numerical results demonstrate the effectiveness of the SAS-QLA algorithm in improving the bidding efficiency, maximizing the data rate per unit cost and spectrum utilization.
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I. INTRODUCTION

OVER the decade, the demand for internet-based applications, the internet of things (IoT), and machine-to-machine communications is increasing exponentially. To meet the requirements, flexible and rapid access to the radio spectrum is needed. Fifth-generation (5G) cellular communication systems provide efficient data connectivity with high speed [1]. The Radio spectrum is a limited resource and the efficient use of the radio spectrum is the main concern of cellular network operators, industry, and government. The federal communications commission (FCC) proposed to share the radio spectrum held by the government with commercialized access in the USA [2].

The citizens broadband radio service band (CBRS) 3.5 GHz (3550 MHz – 3700 MHz) band was proposed to be shared with licensed and unlicensed users [3]. A centralized framework based on the spectrum access system (SAS) was introduced to share the radio spectrum held by the government with licensed and unlicensed users. Moreover, three types of users are introduced in the SAS framework [4].
Incumbent access (IA) users are the highest priority users such as navy radars and fixed earth stations. Primary access licensee (PAL) users are the second priority, commercial license holders. PAL users pay for the license to get a guaranteed quality of service (QoS). General authorized access (GAA) users were introduced as unlicensed users that opportunistically access the available radio spectrum. In SAS based CBRS framework 150 MHz band is distributed between PAL and GAA users. 70 MHz band (3550 MHz - 3620 MHz) is dedicated to PAL users and the 80 MHz (3620 MHz - 3700MHz) band is reserved for unlicensed GAA users. PAL operators can acquire the radio spectrum through competitive bidding for a region for up to three years. Moreover, there can be a maximum of four PAL operators and each PAL operator can get a maximum of four radio bands of 10 MHz each from 70 MHz dedicated radio spectrum for PAL users. The 80 MHz (3620 MHz - 3700 MHz) radio spectrum band is reserved for GAA users and can be used for unlicensed services. QoS is not guaranteed to GAA users but the users can opportunistically access the PAL reserved radio spectrum to get the required QoS if the quality of PAL users is not compromised. Furthermore, PAL users cannot use GAA reserved radio spectrum [5]. SAS is the central entity in the CBRS-SAS framework to authorize spectrum sharing between PAL and GAA users. It is also the responsibility of SAS to protect IA users from interference caused by PAL and GAA users [6].

The SAS based CBRS architecture is different from conventional cellular networks and a lot of research has been done in the domains of spectrum access, adaptive resource allocation for multiple tiers of users, spectrum pricing, maintaining QoS, protocols, and standards, operational security and interference management [7], [8]. In the recent three years, most of the work focuses on spectrum sharing and spectrum trading between PAL and GAA users. Spectrum trading is an efficient method for PAL operators to sell the licensed PAL reserved idle radio spectrum to GAA users [9]. FCC proposed a set of rules to dynamically share the available spectrum among IU, PAL, and GAA users [10]. In SAS based CBRS framework spectrum trading is allowed where idle spectrum held by PAL operators can be leased to GAA users for financial gains and to use the available spectrum efficiently while satisfying the rules of spectrum sharing. However, the methods to trade and allocate the spectrum to GAA users are left open in the current release of CBRS alliance technical specifications [11].

In this paper, a novel auction algorithm SAS-QLA based on Q-learning for dynamic spectrum access in the SAS-based CBRS framework is proposed. The proposed algorithm aims to improve spectrum access for GAA users. In the SAS-QLA algorithm, reinforcement learning is used that allows the GAA users to improve their bidding strategy based on their past payoff knowledge to compete for the available idle channel. The GAA users can consider factors like transmission opportunity, environmental factors, and current state to make their bid independently. Meanwhile, PAL operators ensure to generate profits and lease radio spectrum to the GAA users with a maximum bid. Moreover, a mathematical model to allocate the available idle PAL reserved channel to the best bidder i.e., GAA user, is proposed that is based on the classical Knapsack problem. The formulated NP-hard problem is solved using the dynamic programming and distributed relaxation method.

In the defined scenario of SAS-based architecture where GAA users have to select a channel from the list of available idle PAL reserved channels with the best data rate and minimum cost. This problem can be modeled as a knapsack problem as the GAA users have the only option to accept the channel for transmission or reject the channel. In the scenario of a greedy knapsack problem, a portion of the item can also be sacked. In our case, it is not feasible as GAA users cannot take a portion of the channel. Therefore, the problem is modeled as a knapsack 0-1 problem because each channel has an individual weight and a value that will be used by GAA users to decide whether to accept or reject the channel. There are some well-known algorithms available to solve the knapsack problems i.e., greedy algorithms [12], dynamic programming [13], branch and bound [14], e-t-c. A dynamic programming algorithm is used in the scenario where a problem can be segmented into sub-problems. To solve a problem, a dynamic programming algorithm solves individual sub-problems to get a solution for a particular sub-problem. In the end, it joins all the solutions to get an optimal solution. Whereas genetic algorithms find the optimal solution from a list of available solutions. Genetic algorithms are suitable when there is already a solution set is available. Branch and bound algorithms are suitable for combinatorial and discrete optimization problems. The distributed relaxation method is a well-known assignment algorithm that works like an auction. The distributed relaxation method allows the persons to bid simultaneously for multiple items with an option to raise the bids. When all the bids are in, the item is awarded to the highest bidding person. In our scenario, the distributed relaxation method is used, as it allows the GAA users to bid for the multiple PAL reserved channels in a spectrum pool. Once the SAS receives the bids from all participating GAA users then the PAL channel will be allocated to the GAA user with the highest bid. The distributed relaxation method is competitive and suitable for large problems as compared to the existing method. Hence, we select the dynamic programming and distributed relaxation method for comparison with our proposed algorithm because these two algorithms give the best solution in comparison with the existing methods and algorithms and our numerical results show that the SAS-QLA algorithm outperforms these two algorithms if SAS gives preference to GAA users.

Above all, the paper provides the following contributions.

1) An algorithm, SAS-QLA, based on Q-learning that uses reinforcement learning is proposed to enhance the bidding strategy of GAA users to access PAL reserved radio channels.
2) We modeled the proposed scenario using the Knapsack problem as the GAA users have the only option to accept the channel. Therefore, the problem is modeled as a knapsack 0-1 problem because each channel has an individual weight and a value that will be used by GAA users to decide whether to accept or reject the channel. There are some well-known algorithms available to solve the knapsack problems i.e., greedy algorithms [12], dynamic programming [13], branch and bound [14], e-t-c. A dynamic programming algorithm is used in the scenario where a problem can be segmented into sub-problems. To solve a problem, a dynamic programming algorithm solves individual sub-problems to get a solution for a particular sub-problem. In the end, it joins all the solutions to get an optimal solution. Whereas genetic algorithms find the optimal solution from a list of available solutions. Genetic algorithms are suitable when there is already a solution set is available. Branch and bound algorithms are suitable for combinatorial and discrete optimization problems. The distributed relaxation method is a well-known assignment algorithm that works like an auction. The distributed relaxation method allows the persons to bid simultaneously for multiple items with an option to raise the bids. When all the bids are in, the item is awarded to the highest bidding person. In our scenario, the distributed relaxation method is used, as it allows the GAA users to bid for the multiple PAL reserved channels in a spectrum pool. Once the SAS receives the bids from all participating GAA users then the PAL channel will be allocated to the GAA user with the highest bid. The distributed relaxation method is competitive and suitable for large problems as compared to the existing method. Hence, we select the dynamic programming and distributed relaxation method for comparison with our proposed algorithm because these two algorithms give the best solution in comparison with the existing methods and algorithms and our numerical results show that the SAS-QLA algorithm outperforms these two algorithms if SAS gives preference to GAA users.

Above all, the paper provides the following contributions.

1) An algorithm, SAS-QLA, based on Q-learning that uses reinforcement learning is proposed to enhance the bidding strategy of GAA users to access PAL reserved radio channels.
2) We modeled the proposed scenario using the Knapsack problem as the GAA users have the only option to accept the channel. Therefore, the problem is modeled as a knapsack 0-1 problem because each channel has an individual weight and a value that will be used by GAA users to decide whether to accept or reject the channel. There are some well-known algorithms available to solve the knapsack problems i.e., greedy algorithms [12], dynamic programming [13], branch and bound [14], e-t-c. A dynamic programming algorithm is used in the scenario where a problem can be segmented into sub-problems. To solve a problem, a dynamic programming algorithm solves individual sub-problems to get a solution for a particular sub-problem. In the end, it joins all the solutions to get an optimal solution. Whereas genetic algorithms find the optimal solution from a list of available solutions. Genetic algorithms are suitable when there is already a solution set is available. Branch and bound algorithms are suitable for combinatorial and discrete optimization problems. The distributed relaxation method is a well-known assignment algorithm that works like an auction. The distributed relaxation method allows the persons to bid simultaneously for multiple items with an option to raise the bids. When all the bids are in, the item is awarded to the highest bidding person. In our scenario, the distributed relaxation method is used, as it allows the GAA users to bid for the multiple PAL reserved channels in a spectrum pool. Once the SAS receives the bids from all participating GAA users then the PAL channel will be allocated to the GAA user with the highest bid. The distributed relaxation method is competitive and suitable for large problems as compared to the existing method. Hence, we select the dynamic programming and distributed relaxation method for comparison with our proposed algorithm because these two algorithms give the best solution in comparison with the existing methods and algorithms and our numerical results show that the SAS-QLA algorithm outperforms these two algorithms if SAS gives preference to GAA users.
sack problem and solved the problem using the dynamic programming method and distributed relaxation method. 3) A detailed comparison of the three algorithms is given that shows that the proposed SAS-QLA algorithm achieves guaranteed QoS for GAA users while satisfying rules proposed by FCC and also maximize the PAL operator’s profit.

The remainder of the paper is organized as follows. Section II summarizes the related work. Section III presents the network model, proposed GAA bidding scenario, and detailed problem formulation. Section IV gives the detailed problem solution with the proposed SAS-QLA algorithm, formulation of the Knapsack 0-1 problem, and its solution i.e., dynamic programming method and distributed relaxation method. Furthermore, Results and performance evaluation are provided to analyze the performance of bidding and allocation algorithms in section V. Finally, we conclude our work in Section VI.

II. RELATED WORK

In the last decade, the problems related to dynamic spectrum sharing have been discussed and investigated in many research efforts. The key focus of these research efforts was to design adaptive mechanisms and algorithms to allocate radio resources as well as admission control, interference management, spectrum pricing, and end users' requirements of quality of service [15], [16], [17]. In 3GPP release 15 [18], the concept of physical resource sharing between mobile network operators was proposed.

In this section, we summarize related work on spectrum trading and its impact on the economical model of dynamic spectrum access in 5G and beyond. Moreover, recent trends and techniques for allocation of radio resources in spectrum access system (SAS) based architecture proposed for citizens broadband radio service (CBRS) 3.5 GHz band are also discussed.

Generally, Spectrum trading methods are adopted by licensed mobile network operators (MNOs) to enhance their financial gains and spectrum utility by leasing their unused spectrum to unlicensed users with proper marketing strategies [19], [20], [21]. There are a lot of surveys published in the domain of spectrum trading, marketing strategies, spectrum pricing mechanisms, controlling dynamic network traffic, power allocation for radio resource management and spectrum hand-off, etc. [22], [23], [24], [25] Authors in [26], [27], [28], [29] study the diversity of existence of licensed and unlicensed users in a spectrum band using different strategies including game-theory based spectrum allocation and spectrum leasing to secondary users based on different pricing strategies. Authors in [30] considered heterogeneity using a game-theory-based approach for the coexistence of wireless infrastructure providers, end-user devices, and virtual network operators. Moreover, in [31] authors proposed an algorithm to investigate the uniqueness of equilibrium points using an iterative three-layer game model. As a game-theory-based approach is efficient in case of static physical scenarios so to meet the quality of service (QoS) requirements of licensed and unlicensed users in a real-time environment is still a major challenge.

To address the issues of generating additional profit for cellular and satellite network operators, researchers are paying much attention to share the idle spectrum held by network operators with cognitive users [32]. In comparison with classical wireless networks, the radio spectrum allocation problem in satellite-terrestrial networks is different in the context of the presence of high priority satellite users with their individual bandwidth requirements, the presence of heterogeneous cognitive users, and their unpredictable demands [33], [34], [35]. It is important to mention that the work proposed in [33], [34], [35] is based on the assumption that idle radio spectrum band is available continuously. However, the licensed users dynamically keep joining and leaving the spectrum. Hence, the assumption of continuous availability of radio spectrum is not practical as the approaches are unable to solve the discrete bandwidth strategies.

Authors in [36] improved the heterogeneous spectrum sensing using big data-based intelligent spectrum sensing technique. The authors discussed the machine learning techniques i.e., k-means clustering, distributed learning, extreme learning, reinforcement learning, kernel-based learning, deep learning, and transfer learning. The authors proposed a machine learning-based big spectrum data clustering mechanism to detect vast accessible spectrum resources for heterogeneous spectrum communications. In [37] authors proposed a solution for finding idle channels with guaranteed spectrum sensing performance with higher detection probability, high spectrum access probability, and lower error probability in cognitive radio networks. The authors proposed the multi-slot double threshold spectrum sensing with Bayesian fusion based on reinforcement learning to sense big industrial spectrum data. The authors modeled the channel prediction and selection using reinforcement learning based on Thompson sampling which results in efficiently finding the required idle channels by sensing the big spectrum data accurately. The problem of the age of information (AoI)- aware radio resource management for Manhattan grid vehicle-to-vehicle network is investigated in [38]. The authors proposed a proactive algorithm that includes decentralized online testing at the vehicle user equipment (VUE) pairs and a centralized offline training at roadside units (RSUs) and modeled the stochastic decision-making procedure as a discrete-time single-agent Markov decision process (MDP). The proposed algorithm shows significant performance gains over the existing baseline algorithms.

Authors in [39] proposed the spectrum allocation to unlicensed users using reinforcement learning and game theory to achieve Nash equilibrium and to minimize the interference of licensed users caused by unlicensed users. However, the pricing and auction strategies to allocate available spectrum to unlicensed users are still left open. In [40], the authors used a carrier sensing mechanism to formulate the super-radio
formation algorithm to investigate the co-existence of users in shared spectrum access for the 3.5 GHz CBRS band. A channel allocation method to share the radio resources among different categories of users is proposed by authors in [41]. The proposed algorithm achieves the minimum throughput requirement for each category by assigning resource blocks among all stakeholders. The implementation and evaluation of CBRS-based SAS architecture, hardware experiments, and field trials are discussed in [42] and [43]. In recent research [44], the authors proposed the privacy techniques to protect high priority incumbent users from low priority licensed and unlicensed users. The authors used the concept of beamforming with constraints of limiting transmit power to alleviate interference and increase the detection probability of incumbent users. The resource allocation techniques and auction or pricing strategies are not considered. The authors in [45] considered the privacy of users in the SAS framework. The authors use the concept of blockchain technology to get the details of GAA users including their physical location, identity, and spectrum usage. The cryptographic methods were applied to protect the information. Authors in [46] proposed to use the concept of decentralization for the SAS-CBRS-based framework. However, FCC proposed the centralized SAS in the CBRS band. Moreover, in the case of decentralized SAS, the privacy of incumbent users can be compromised. So, this concept is practically not feasible.

Radio spectrum allocation to heterogeneous wireless technologies i.e., wireless fidelity (Wi-fi), Worldwide Interoperability for Microwave Access (WiMAX) networks, and cellular networks are considered in [47]. The authors applied a genetic algorithm and a Hungarian algorithm to solve the problem that was modeled as a multi-objective optimization problem. The concept of using the genetic algorithm to find the optimal solution for the stated problem is a good idea, but it takes a lot of time to find the optimal solution. Hence, the efficiency of the system is not taken into account. In [48], we proposed an improved Hungarian method to improve the computational efficiency for allocating idle PAL reserved channels to GAA users. We proposed the concept to find the optimal value of achieving higher data rates at lower costs. However, the revenue of PAL operators was not considered. Moreover, PAL operators are the main stakeholders of the CBRS-SAS architecture so it is important to consider the profit of PAL operators while considering the quality-of-service requirements of incumbent access, primary access licensee, and general authorized access users.

The recent research papers discussed in Section II show the tremendous efforts of the researchers towards radio network selection and dynamic allocation of radio spectrum in multi-tier environment; However, a need of proper mechanisms is still required to consider practical scenarios for allocation of radio channels to GAA users in presence of high priority users i.e., incumbent access users and primary access licensees while strictly following the rules proposed by FCC for allocation of radio channels in a multi-tier environment. Moreover, a pricing strategy is also required to enhance the spectrum utility and increase the revenue of commercial PAL operators.

III. SYSTEM MODEL
A. NETWORK SCENARIO
The spectrum access system (SAS) is proposed to be a central entity to manage the 3.5 GHz (3550 MH - 3700 MHZ) citizens broadband radio service (CBRS) band usage. The SAS-based CBRS framework is shown in Figure 1. The SAS is the central entity, which authorizes the tiered users in the CBRS band i.e., incumbent access (IA) users, primary access licensee (PAL) users, and general authorized access (GAA) users. SAS is also responsible to maintain the required quality of service (QoS) of IA and PAL users but does not protect the GAA users from the interference of guaranteed access to the spectrum. As the CBRS band was initially reserved for the US navy radar system and is now available for commercial usage. So, IA users can access the whole 150MHz (3550 MHz - 3700 MHz) spectrum. 70 MHz (3550 MHz - 3620 MHz) spectrum is reserved for PAL users. This 70 MHz radio spectrum band is divided into seven bands of 10 MHz each and assigned to a maximum of four PAL operators through competitive bidding.

The CBRS-SAS system consists of the following network elements.
- Spectrum Access System (SAS)
- Environmental Sensing Capability (ESC) sensor
- Citizen Broadband Radio Service Device (CBSD)
- Domain Proxy (DP)
- Network Management System (NMS);
- FCC external databases
- End devices

SAS is the main authorizing entity to allocate channels to IA, PAL, and GAA users and involves in radio spectrum management and distribution. It is also the responsibility of SAS to protect IA users from lower-tier users and also protect PAL users from interference caused by GAA users to ensure QoS is provided to PAL users. SAS also manages the transmission power to citizen broadband radio service devices CBSD. The CBSD is an eNodeB that supports transmissions in the 3.5 GHz radio spectrum band and supports protocols defined by the federal communications commission FCC in its technical specification [49]. SAS uses external databases to store the information of all users, CBSDs, transmit power, and the information of radio channels that are occupied or still available for allocation. The detection of navy radars and IA users is carried out using environmental capability ESC sensors. SAS uses the information provided by ESC sensors to vacate the radio channels for use of IA users. SAS uses domain proxy (DP) to manage CBSDs aggregation and proxy functions to manage large-scale networks. DP can also be integrated with an element management system (EMS) or network management system (NMS). It is an optional element to scale large networks.
port frequency transmission in the 3.5 GHz radio spectrum band.

In this paper, a scenario is considered where multiple GAA users are seeking opportunities to access the radio spectrum and bid for the available idle PAL reserved channel to get guaranteed QoS. The bidding strategy proposed for GAA users is based on reinforcement learning that also increases the revenue of PAL operators. The GAA users bid according to the future reward expected, current state, and QoS requirements. The radio channel assignment will also be implemented using dynamic programming i.e., a solution for the knapsack problem and distributed relaxation method.

Consider a CBRS-based SAS framework scenario, where there are multiple idle PAL reserved channels available and several GAA users are seeking the available opportunities to access idle channels. The availability of PAL reserved idle channels can be modeled as a two-state Markov chain as the PAL users are not active all the time and the joining and leaving network is discontinuous. The available channels are assumed to be perfectly orthogonal eliminating the chances of experiencing interference if some constraints for out-of-band emissions are applied.

Let the number of incumbent users be \( i \). The vector of incumbent user’s set is represented as:

\[
i = \{i_1, i_2, \ldots, i_x\}
\]

The set of PAL users is given by:

\[
p = \{p_1, p_2, \ldots, p_y\}
\]

and GAA user’s set is written as

\[
g = \{g_1, g_2, \ldots, g_z\}
\]

Let \( d \) represents the set of frequency spectrum available in a census tract, \( j \) denotes the set of PAL reserved channels in a census tract such that \( j \subseteq d \) and \( h \) represents the set of GAA reserved channels. and PAL reserved channels set is represented as:

\[
j = \{j_1, j_2, \ldots, j_l\}
\]

The set of GAA reserved channels is shown as:

\[
h = \{j_{l+1}, j_{l+2}, \ldots, j_n\}
\]

and the set of all channels in a census tract is given as

\[
d = \{j_1, j_2, \ldots, j_l, j_{l+1}, j_{l+2}, \ldots, j_n\}
\]

The vector \( j \) represents the vector containing PAL reserved channels and the value of each element of vector \( j \) can be 0 or 1 i.e., \( j \in \{0,1\} \). To see, whether the PAL users are active in any particular channel from the vector \( j \) can be implemented as a Poisson process of switch 2 state \( S \) i.e., idle or busy. The state \( S \) of PAL users is represented as \( S' = j * a_g \), where \( a_g \) shows whether the transmission opportunity to GAA user \( g \) is available or not at time \( t \). The value of \( a_g \) is 0 or 1, \( a_g \in \{0,1\} \). State 0 shows that the channel is idle and
state 1 represents the channel is occupied. We assume GAA users can access the available Idle channel from vector $j$ and transmit at constant power. Moreover, we assume that GAA users move slowly such that their channel conditions variate slowly. The notations used in problem formulation are listed in Table 1.

### TABLE 1: Notations Used.

| Set | Description             |
|-----|-------------------------|
| $i$ | Vector of incumbent users |
| $p$ | Vector of PAL users in PAL reserved channels |
| $g$ | Set of GAA users        |
| $j$ | Set of PAL reserved frequency channels |
| $h$ | Set of GAA reserved frequency channels |
| $d$ | Set of all available frequency channels |
| $a^t$ | Transmission opportunity, available or busy |
| $S$ | Set of possible state space |

#### B. RADIO SPECTRUM BIDDING SCENARIO

Considering the fact that PAL users are not always active so PAL operators can take advantage to trade the radio channels with GAA users by using different marketing approaches. This scenario can be modeled as an auction or trading market, where PAL operators can sell the idle radio channels to GAA users to increase their revenue. The GAA users look for available opportunities and bid accordingly, while the PAL operators offer their available idle channels for bidding. The scenario creates a win-win business opportunity for both parties.

We made the following assumptions in this article.

1) GAA users can bid for one or more than one channel simultaneously and get the required QoS as committed by the PAL operator.

2) SAS can receive offers from all GAA users who applied for radio spectrum. SAS will select the GAA users on the basis of the maximum bid for each available channel.

3) The bids of GAA users are not shared with each other. Hence assuming a symmetric independent private value (SIPV) [50].

4) SAS keeps the information of bids offered by all GAA users as SAS has to decide on the basis of offered bids to allocate the radio channels to GAA users.

5) SAS allocates a common channel with GAA users to carry the information used in the SAS-QLA algorithm. Moreover, SAS creates a pool of available PAL reserved channels that can be used for trading with GAA users. The spectrum pool of available PAL reserved channels of all four PAL operators is shown in Figure 2. The characteristics of PAL reserved channels of all operators may vary from each other and depends on channel fading and interference level. Random distribution of GAA users and complex spectrum environments leads to quality diversity. Due to this diversity, GAA users can make a rational selection from the spectrum pool as the prices of ideal channels are high. Furthermore, to maximize the profit of PAL operators, a proper pricing mechanism is required for SAS, which is based on GAA users bidding behaviors and QoS provided to GAA users.

#### C. Q-LEARNING MODEL

Q-learning is a model-free off-policy reinforcement learning used to find the next course of action based on the current state of the agent. The objective of the Q-learning model is to maximize the total reward and selects the action at random as it learns from the actions that lie outside the current policy therefore a policy is not required. In the scenario of using Q-learning, an agent that in our scenario is a GAA user; performs a task at a particular state to see the consequences of the actions in terms of the immediate reward or the penalty for performing the particular action in the current state. The value of the state is estimated for each action in the particular state. It will similarly try all actions in all states to learn the best action for a particular state based on the achieved long-term discounted reward. The optimal policy will be achieved when the GAA users gained the maximum expected discounted reward. Q-learning is an iterative process, the GAA users can exploit the reward based on the discount factor after performing an action for its particular state to initialize it from start. In Q-learning, a sequence of multiple stages is defined as incremental dynamic programming for the GAA user’s experience. The GAA users can perform the following tasks in their nth stage:

- Observe the current state.
- Choose an action to perform for the current state.
- After the action it can observe the next state.
- It receives an immediate reward.
- Adjust the initial values using a learning factor.

The detailed formulation of the Q-learning process in the proposed SAS-QLA algorithm is discussed in the following section.

#### D. SAS-QLA FORMULATION

GAA users’ main intention is to get guaranteed QoS at a reasonable price. GAA users can also opt for high-quality available channels with increased transmission capacity at a higher cost. Moreover, even with the same budget, GAA users can also select the channels based on differentiated services (DiffServ) with different service classes. Furthermore, GAA users can improve their bidding strategy in the SAS channel auction by using Q-learning based on reinforcement learning. GAA users also maintain a bidding vector that contains the best cost factor for each available idle PAL reserved channel. We define a function $F_{QSAS}$ based on Q-learning for GAA users that return the auction policy by getting observations as input.

To implement a Q-learning-based reinforcement learning algorithm a policy with a value function and reward function is required to make a decision strategy for channel allocation to GAA users. For each moment $t$, each GAA user $g$ emits an...
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action $\delta_g^t$. In the next moment $t + 1$ each GAA user receives a reward in response to its action given by $\omega_g^t$ and move to next state $S_{g}^{t+1}$. We consider a scenario, where each GAA user in CBRS-SAS architecture can make spectrum bidding policy individually. The SAS-QLA algorithm is modeled according to the utility perceived for the current selection of action and the history of states visited to allocate the channels to GAA users. Hence, it is important to define states, actions, rewards, and learning policies for GAA users before applying the SAS-QLA algorithm.

1) States
In our defined scenario in section III-B, GAA user current occupied channel is defined as a state $S_{g}^t = \{\gamma_g^t\} \in S$. $S$ represents the finite set of possible state space. Let’s denote $S = \{S_k\}$, where $k$ shows the number of states. $S_k = \{g_n\}$, where $g_n = \{0, 1\}$ and $n = 1, 2, ..., z$. State transition of GAA users from $S_{g}^t$ to $S_{g}^{t+1}$ can be determined by two stochastic events. First one is whether the channel is occupied and another is spectrum opportunity is not available. The GAA users will move to next state $S_{g}^{t+1}$, when one of these two events occur.

2) Actions
SAS will perform an action when it has to assign the available PAL reserved channels to bidding GAA users. We define action of GAA users as $\delta_g^t = \{\alpha_g^t, P_g^t\}$, where $\alpha_g^t$ shows the preferred channel and $P_g^t$ represents the bidding price. GAA users evaluate each action $\delta_g^t$ that is based on Q-learning function for every state $S_{g}^t \in S$. In result to this evaluation, an immediate reward $\omega_g^t$ is received at GAA users’ end and the state of GAA users change from $S_{g}^t$ to $S_{g}^{t+1}$.

3) Reward Function
GAA users select the channel from available idle PAL reserved channel that gives the maximum reward that is received from the reward function $\omega_g^t\{S_{g}^t, \delta_g^t\}$ for each action $\delta_g^t$ at particular state $S_{g}^t$. So, maximizing the reward value for GAA users at each state with particular actions can be defined as

$$\omega_g^t = \sum_{j=1}^{l} \alpha_{g,j}^t \cdot P_{g,j}^t$$

subject to the constraints:

$$\alpha_{g,j} \in \{0, 1\}; \sum_{g} \alpha_{g,j} \leq j$$

where $j$ is the PAL reserved channel set available for lease to GAA users $g \in \{1, 2, 3, ..., z\}$ at time $t$. The reward $\omega_g^t$ for GAA users depends on the transmission capacity of each channel $j$ by paying price $P_{g,j}^t$.

4) Learning Policy
Learning policy deals with the mapping of history of visited states, utility received and probability of selected action $\delta_g^t$ into currently selected action.

For this purpose a Q-learning function $\zeta_g^{t+1}(S_g^t, \delta_g^t)$ for GAA users is

$$(S_g^t, \delta_g^t) = (1 - \eta_g)\zeta_g^{t}(S_g^t, \delta_g^t) + \eta_g[\omega_g + \sigma_g \cdot \max \zeta_g^{t+1}(S_{g}^{t+1}, \delta_{g}^{t+1})]$$
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The optimal policy \((\delta_{g}^{t+1})^*\) is defined as an expected sum of \(\omega_g\), that is discounted by \(\sigma_g^t\). The Q-learning modifies the action value Q-learning function to obtain the true value using the optimal policy \((\delta_{g}^{t+1})^*\), i.e.,

\[
(\delta_{g}^{t+1})^* = \arg\max \ z_{g}^{t+1}(S_{g}^t, \delta_{g}^t) \tag{3}
\]

Q-learning is an off-policy reinforcement learning algorithm that learns from the actions that are random and finds the best action to take for the given current state. The parameters used in the Q-learning process are the learning rate, discount factor, and maximum reward. The learning factor defined in our proposed SAS-QLA algorithm is \(\eta_g\) which varies from 0 to 1. This factor shows the learning ability of the Q-learning function. If it is set to 0, it means nothing is learned and Q-values are not updated as it is using exclusively the prior knowledge to decide. The high value of the learning factor shows that the learning process will be quick and the algorithm will converge speedily because it will ignore the old prior information and just considers the most recent information. In case of problems with deterministic solutions, the learning rate is set to 1. In stochastic problems just like in our scenario, the Q-learning function in SAS-QLA algorithm converges under technical conditions to use the prior knowledge that is why it is set to 0.1. The discount factor \(\sigma_g\) in the SAS-QLA algorithm also varies between 0 to 1. The discount factor is the deciding factor that helps the Q-learning function choose between future rewards and immediate rewards and determines the importance of future rewards. If a high value is set for the discount factor, then the future reward will be high but, in our scenario, it makes the base price set by the PAL users too high than the bidding price offered by GAA users, so it will be good to use the less value for the discount factor to converge the algorithm quickly and make the auction successful. The third important parameter for the Q-learning function is the maximum reward i.e., \(\eta_g, \sigma_g, \max \ z_{g}^{t+1}(S_{g}^t, \delta_{g}^t)\) defined in equation 2. It shows the maximum reward that can be achieved from state \(S_{g}^t\) weighted by the learning factor and the discount factor. The Q-learning is an iterative algorithm so initial conditions are assumed before the next update. The first reward can be used to reset the initial conditions.

Based on the defined optimal policy, each GAA user will make a positive preference decision. \(\eta_g\) is the learning rate that remains in the range of 0 < \(\eta_g\) < 1. This parameter determines the Q-function updating speed. The reward for GAA users change too frequently if the value of \(\eta_g\) is close to 1. \(\delta_g^t\) is the discount factor that is used to determine the current value i.e., 0 < \(\delta_g^t\) < 1 of future reward. If the value of discount factor \(\sigma_g^t\) approaches 1, then it shows that future interaction plays an important role to define total utility values. The Q-function \(z_{g}^{t+1}(S_{g}^t, \delta_{g}^t)\) takes two values to update its evaluation.

1) The projected value (\(\zeta\)-value) of new state \(\zeta_{g}^{t+1}(S_{g}^{t+1}, \delta_{g}^{t+1})\).
2) The instantaneous reinforcement value \(\omega_{g}^{t+1}(S_{g}^t, \delta_{g}^t)\).

IV. PROPOSED SOLUTIONS
A. SAS-QLA ALGORITHM
In an example of an auction market, GAA users must offer higher bids than SAS-QLA iterative price for GAA users to have more chances of getting access to the radio spectrum. In this scenario, SAS acts as an auctioneer on behalf of PAL operators to give access to GAA users with maximal bidding prices. The price requested by PAL operators may vary according to the market fluctuations and GAA users offer to payoff based on their own preference for the channel and QoS requirements. GAA users also use evaluation of future behaviors and current transaction state to set their preferences.

To implement this auction scenario using the SAS-QLA algorithm, it is assumed that GAA users strictly follow the truth-telling policy, and there is no motivation to misrepresent their information.

1) GAA Bidding Price
GAA user \(g\) maintains a preference list \(PL_g^t\) over time \(t\) to access channel \(m\). The optimal bid a GAA user can is higher than or equal to \(P_{g,m}^t\) i.e., \(P_{g,m}^t \geq P_{g,j}^t\). Hence, a preference list is defined for GAA user \(g\) to access channel \(j\) over time \(t\) as:

\[
PL_{g,j}^t = \psi, B_j^t + \zeta_{g}^{t+1}(S_{g}^t, \delta_{g}^t) \tag{4}
\]

where \(B_j^t\) is a buffer that holds the total accumulative packets, \(\zeta_{g}^{t+1}(S_{g}^t, \delta_{g}^t)\) is the future reward and \(\psi\) is a factor to regulates the trade-off between future market and current packet expectations.

We define a random variable \(\lambda_j^t\) independent of time here, that stores the number of packets arrived in the buffer in time slot \(t\). The arrival rate is supposed to follow Poisson distribution with \(\lambda\) packets per second. The buffer capacity is set to be \(C_g\). The buffer state \(S_g^t\) of GAA user \(g\) is calculated as:

\[
B_{S_g}^t = \min\{(B_{S_g}^{t-1} - R_{S_g}^{t-1}) + \lambda_j^t, C_g\} \tag{5}
\]

where, \(R_{S_g}^t\) shows the immediate gain received after transmitting packets. The factor \((B_{S_g}^{t-1} - R_{S_g}^{t-1})^+ = \max(0, (B_{S_g}^{t-1} - R_{S_g}^{t-1}))\)

2) SAS-QLA Implementation
In the SAS-QLA algorithm, we made an assumption that SAS will auction the available PAL reserved channels for a time period of \(T\) and the cost payable to PAL operators and reward payoff of GAA users remain the same for this period. SAS releases the radio channels to GAA users when the transaction is completed and the received bidding price satisfies the received price constraint \(C_{p,j}\) for the channel \(j\). After receiving payoff \(P_{g,j}^t\) from the GAA user, SAS completes the transaction and calculates the reward defined by:

\[
P_{g,j}^t = \psi, B_j^t \tag{6}
\]

So, SAS aims to maximize the profit for PAL operators and ensures that the radio channel will be leased to GAA users not
less than the reserved price. Accordingly, the optimization problem for maximizing PAL operator’s profit can be written as:
\[
\tau(S_g, P^t_g) = \arg\max_{P_{t,j}} (P^t_{P_i,j})
\]
subject to:
\[
P^t_g > C^t_{p,j}
\]
and
\[
P^t_{P_i,j} = P^t_{g,j}
\]

3) SAS-QLA Algorithm Convergence
The convergence of SAS-QLA algorithm depends on the time varying learning factor \(\eta\). The factor \(\eta\) uses the results derived from Robbins-Monro theory [51] and set the following conditions to be met for convergence of equation (2) to optimal value uniformly over \(\omega_{\text{g}}^{t+1} (S^t_{\text{g}}, \delta^t_{\text{g}})\) \(S^t_{\text{g}}\) and \(\delta^t_{\text{g}}\) with probability of 1. The conditions are as:
1) The state space and action space must be finite.
2) Variable \(\omega_{\text{g}}^{t} (S^t_{\text{g}}, \delta^t_{\text{g}})\) must be finite.
3) \(\sum_{t=0}^{\infty} \eta_{g} = \infty \) and \(\sum_{t=0}^{\infty} (\eta_{g})^2 < \infty\).
4) If the variable \(\omega_{\text{g}}^{t}\) approaches to 1 then it represents that all strategies converge to cost-free terminal state with probability 1.

In Section III-D, the variables \(S^t_{\text{g}}\) and \(\delta^t_{\text{g}}\) are defined. The variable shows the available channels. The radio channels that can be occupied or released are from the finite set. Hence the first condition is satisfied for condition 1. The reward function defined in equations (1) and (2) shows that \(\omega_{\text{g}}^{\text{min}} < \omega_{\text{g}}^{\text{max}}\). As \(\omega_{\text{g}}^{\text{max}}\) is finite. So, variable \(\omega_{\text{g}}^{t} = E[(\omega_{\text{g}}^{t})^2 - (E(\omega_{\text{g}}^{t}))^2]\) is also finite. It proves that condition 2 holds. In SAS-QLA algorithm \(\eta_g\) is defined as:
\[
\eta_g = \begin{cases} 
\frac{1}{t} & t>0 \\
0 & t = 0
\end{cases}
\]

So, this proves that condition 3 holds as well. If the factor \(\omega_{\text{g}}^{t} = 1\), then the model implemented shows the optimal strategy for achieving maximum gains, whereas, the objective is to maximize the reward function. In this scenario, all policies and strategies approach a terminal state with a probability factor of 1 which is true for the finite horizon model. This shows that condition 4 is also satisfied.

B. KNAPSACK PROBLEM AND DYNAMIC PROGRAMMING ALGORITHM
Knapsack-based dynamic resource allocation model proposed in [52] allows the SAS to select the most suitable GAA users based on their bids to allocate idle PAL reserved channels. The 0-1 Knapsack problem is modeled as a combinatorial optimization problem. It is a scenario in which a constrained knapsack with a fixed size is filled with the most important and profitable elements. In this article, SAS considers a pool of available idle PAL reserved channels as a limited sack of capacity \(C\). Each GAA user that can be placed in the sack has a certain weight \(w_{\text{g}}\) and a factor of profit \(p_{\text{g}}\). So, the problem defined here is to give space to GAA users in the sack while SAS ensures that maximum profit is guaranteed to PAL operators, and required QoS is provided to GAA users are modeled as constraints. So, the knapsack problem for allocation of radio channels to GAA users can be modeled as a combinatorial optimization problem, formulated as:
\[
\max \sum_{j=1}^{n} \sum_{g=1}^{z} p_{j,g} x_{j,g}
\]
subject to:
\[
\sum_{g=1}^{z} w_{g} x_{g} \leq C
\]

where, \(x_{g}\) represents the binary variable that shows whether a GAA user is selected or not.

Suppose there are \(g\) GAA users seeking opportunities to access idle PAL channels available in the sack managed by SAS. The GAA user pays a price (profit of PAL operators for leasing the PAL idle reserved channel) \(p_{\text{g}}\), weight \(w_{\text{g}}\) and capacity \(C\), where \(p_{j}, w_{j}\) and \(C\) are the positive integers. The optimal solution of the problem modeled in equation (11) is given by:
\[
v_{g} = \max \{v_{g-1}(C), v_{g-1}(C)\}
\]
where, \(v_{g}\) represents the optimal solution. The optimization problem defined in equation (11) is actually a multi-dimensional Knapsack problem and modeled as NP-hard problem [53]. There are different solutions available to solve resource allocation problem that is modeled as knapsack problem. The well-known solution to this problem is the use of dynamic programming (DP) approaches.

Dynamic programming solution modeled in [54] is used to solve knapsack optimization problems. Dynamic programming aims to achieve optimal solution. An optimal solution to a particular problem is combined with similar, overlapping and smaller sub-problems. The key steps of dynamic programming solution are:

1) Decomposition of problem into sub-problems
Suppose, the maximum cost \(w\) is obtained and stored in an array \(M(g,w)\) by selecting GAA users \(0 < g < z\) while satisfying the maximum load of PAL operators \(C\). If all entries of this array are computed, then the array entry \(M(g,w_{g})\) contains the maximum profit for PAL operators in terms of cost is the solution to our problem.

2) The recursive equation
After selecting an optimal solution next step is to recursively define the optimal solutions of the sub-problems. In our scenario, we have two sub-problems; whether a GAA user is given access to PAL reserved...
channel or rejected of low bid. The recursive equations are mathematically represented as:

$$M(g, W) = \begin{cases} 
0 & \text{if } g = 0 \\
M(g - 1, w) & \text{if } w > w_g \\
v_g & \text{else} 
\end{cases}$$  \hspace{1cm} (14)$$

After the step of recursive equations, a dynamic programming solution is achieved for the problem modeled in equation (11).

C. DISTRIBUTED RELAXATION METHOD

Distributed relaxation method was first proposed in [55] to solve the classical assignment problems. The algorithm acts like an auction, where unassigned GAA users bid for the idle PAL reserved channels. SAS will receive bids from all users, once SAS completes the bidding process, then the particular radio channel for which the highest bid is received is assigned to that GAA user. In the worst scenario, the time complexity to assign GAA users a channel becomes $O(gAlog(gC))$, where $g$ is the number of GAA users, $A$ is representing the number of pairs i.e., GAA users and PAL reserved idle channels and $C$ is the maximum cost that a GAA user offer for the required channel.

The distributed relaxation method solves the problem given in equation (11) with the condition of having $g \times j$, where $G$ is the number of GAA users and $g$ represents the number of available PAL reserved channels. To solve this optimization problem, distributed relaxation method uses the concept of cost equilibrium bidding strategy. In the practical scenario, for all available idle PAL reserved channels $j$, every GAA user has different interests to meet their requirements. Let’s suppose SAS issues a pool of $n$ radio channels. A GAA user $g$ has to pay a certain price $P$ to get the access. Based on the interest of each GAA user for the particular radio channel, an interest factor $t_g$ for $g^{th}$ GAA user to determine the value of interest for each GAA user. Preference for each GAA user can be determined as:

$$Pref_g = t_g - P$$  \hspace{1cm} (15)$$

To successfully allocate the idle PAL reserved channel $l$ from the pool of channels $j$ to GAA user $g$, the factor $Pref_g$ must be at maximum. For all GAA users with maximum $Pref_g$ for a particular channel meet the cost equilibrium and assigned with their desired channel. The main steps of distributed relaxation method are given below.

1) The first step deals with the initialization that deals with the random allocation of GAA users to idle PAL reserved channels.

2) SAS assigns the minimum bid for each idle channel from the pool $j$ to $\frac{1}{g}$, where $g$ is the number of GAA users participating in the auction process.

3) In third step a GAA user who is not satisfied from the allocation by SAS in step 1 increase the bidding price i.e., $Newprice = oldprice + pref_g + increment.$

4) Profits for PAL operators are updated by subtracting the updated bidding cost for allocating channels to each GAA user and updating the profit array.

5) Repeat step 3 to select a GAA user with maximum unsatisfactory factor and complete the auction process using step 4 and step 5. Complete the auction process till every GAA user is satisfied with the channel assigned and also meets the cost equilibrium.

V. NUMERICAL RESULTS

A. PARAMETERS SETTING

In order to evaluate the performance of the proposed scheme in the SAS-based CBRS spectrum sharing framework, we consider a scenario where there are four PAL operators offering their available radio frequency channels to be auctioned and added to a spectrum pool managed by SAS. To see the impact of GAA user’s load in the SAS system, the number of GAA users who took part in a spectrum auction held by SAS is varied from 10 to 500. The scenario is depicted in Figure 1. PAL operators add the information of their unused frequency channels through a common channel to SAS. The SAS creates a pool of available PAL unused frequency channels and holds an auction. The GAA users who need guaranteed QoS for delay-sensitive applications take part in the auction process. We proposed the SAS-QLA algorithm to bid intelligently in the auction based on the available current state, future reward, and transmission requirements. The data rate available to GAA users is modeled using the Shannon capacity theorem [56] expressed as:

$$Datarate = B_j^l \log_2 \left( 1 + \frac{S_j}{N_0^2} \right)$$  \hspace{1cm} (16)$$

Where $B_j^l$ is the bandwidth available to GAA user $g$ for PAL reserved channel $j$ and $\frac{S_j}{N_0^2}$ is the signal to noise ratio received by GAA user $g$ for using PAL reserved channel $j$.

The following simulation parameters for GAA users are defined for the implementation of the scenario discussed above. GAA users’ transmit power is restricted to 1W to limit interference caused by GAA users and remain same for all GAA users. Bandwidth $B$ of sub-carriers is defined as 10 KHz per carrier to find the data rate in the equation 16 as defined in [11]. The default value of discount factor is selected as 0.5 because the effective price where the bidding price is higher than the reserve price is in range of 0.3 to 0.8. Learning rate is varied from 0 to 1. The macro-cell based urban propagation model is selected for the simulations with the Rayleigh multi-path fading model and cell radius of 1 Km. The simulation parameters used in our simulations are shown in Table 2.

All the simulation experiments are executed 50 times to obtain the mean value to minimize the randomness and to get stable results.
B. PERFORMANCE EVALUATION

In this article, we evaluate the performance of our proposed algorithm SAS-QLA to allocate the idle PAL reserved radio channels to GAA users using spectrum trading based on Q-learning that uses reinforcement learning. The proposed radio spectrum allocation algorithm is compared with the dynamic programming solution for the knapsack problem and distributed relaxation method based on the auction method to assign channels to GAA users.

The cumulative distribution function (CDF) of radio channels allocation to 300 GAA users is represented for the scenario in Figure 3, where multiple PAL operators took part in the auction process. Separate readings are calculated for the auction process where a single PAL operator is present and also considered for the auction process with multiple PAL operators. In case when only one PAL operator took part in the auction process, the number of available channels for competing GAA users in an auction was too less, that is the reason only 40% of the GAA users get access to PAL reserved channels using the SAS-QLA algorithm. The percentage is up to 20% less in case of using dynamic programming and distributed relaxation method. When more PAL operators took part in the auction, more radio channels in the pool become available to GAA users so the percentage of GAA users getting access to PAL reserved channels increased from 40% to approximately 100% when 300 GAA users applied. In the case of more than 300 GAA users, the percentage may vary because of the limited availability of radio channels. This result shows that the proposed SAS-QLA algorithm is accommodating up to 20% more GAA users in available PAL reserved channels in comparison with distributed programming and distributed relaxation method.

In this article, we analyzed the impact of discount factor $\sigma$ and learning factor $\eta$ defined in equation (2) and equation (10), respectively, for the convergence of our proposed SAS-QLA algorithm. The value of the discount factor remains between 0 and 1. So, we compare the effect of the $\sigma$ factor for values between 0 and 1. The impact of the discount factor on the convergence of the SAS-QLA algorithm is represented in Figure 4. It is clear from the Figure 4 that the bidding price and the reserve price grow much faster when the value of $\sigma$ is greater than 0.8. We can see that when the discount factor $\sigma$ is greater than 0.8 the reserved prices increased up to 5 times when it approaches the value 1. The price remains under $50 when the discount factor is less than 0.8. It means that the future reward defined in equation (1), (2) and (3) has the high impact on SAS-QLA algorithm. When the discount factor $\sigma$ is too less or too high, the bidding price of GAA users becomes lower than the reserved price of PAL operators set by SAS. So, for the successful trading of radio channels, the bidding price of GAA users must be greater than the reserved price set by PAL operators. Hence, discount factor $\sigma$ must be in the range of 0.05 to 0.7 for successful allocation of available radio channels to GAA users. If the discount factor $\sigma$ is greater than 0.8 or less than 0.05 then the bidding price of GAA users becomes lower than the PAL operators reserved price. In this case, SAS will not consider the bidding price of GAA users. In our simulations and parameters settings, we consider the default value of discount factor $\sigma$ as 0.5.

The speed of updating the SAS-QLA algorithm depends on the learning rate $\eta$ of the algorithm defined in equation (2) and (10). The effect of learning factor $\eta$ is depicted in Figure 5. Learning factor $\eta$ is not much useful in the
The average data rate per unit cost is shown in Figure 6. The experiment is conducted for GAA users ranging from 10 to 500. When there is less number of GAA users participating in the auction managed by SAS, then the overall demand for the available PAL idle channels in the pool is less. So, GAA users get the best QoS at less price. As the number of GAA users increases, the participants in the auction of the PAL idle reserved channels become more competitive as a result of the overall net data rate per unit cost being reduced which is also evident from the graph.

One of the purposes of the PAL reserved channels auction was to increase the revenue of PAL operators as PAL users are not active all the time so PAL operators can take advantage by leasing the channels to GAA users to increase their revenue. The net revenue gained by PAL operators is shown in Figure 7. The GAA users use the SAS-QLA algorithm to bid intelligently based on the current state and future reward. In the case of using dynamic programming and distributed relaxation method, both methods select the maximum cost offered by GAA users without offering intelligent bidding. If the preference of SAS is to maximize the net revenue for PAL operators, then selecting the dynamic programming method will return the maximum revenue. In the case of using the SAS-QLA algorithm, the SAS maintains a preference list with respect to giving the benefit to the GAA users by allocating the maximum data rate at minimum cost. Hence, the net revenue for PAL operators in the case of using the SAS-QLA algorithm will be less as compared to dynamic programming and distributed relaxation method. In the scenario, where giving the benefit to the GAA users is the priority, then the SAS-QLA algorithm outperforms the other two methods, which is evident from the Figure 6 because of the GAA user’s ability to bid intelligently. Hence, it is clear from Figure 7 that if SAS opts to prefer the PAL operators over GAA users, PAL operators will get 23% more revenue in comparison with the SAS-QLA algorithm and 9% more revenue in comparison to the distributed relaxation method while satisfying FCC rules and also GAA users getting their desired QoS at the best price using our proposed SAS-QLA algorithm. If the priority is to prefer the best data rate per unit cost, then it is evident from the results as depicted in Figure 6, that SAS will opt for the SAS-QLA algorithm as the proposed algorithm gives a 43% improved data rate per unit cost and a 32 % more data rate per unit cost in comparison with the dynamic programming and the distributed relaxation method respectively.

Figure 8 shows the overall fairness of the algorithms based on Jain’s fairness index (JFI) on a scale of 0 to 1. The fairness index of the algorithms depends on the factor that how many GAA users are assigned channels out of the total GAA users who became part of the spectrum auction. We can see from the graph that the overall fairness of the algorithm reduces as
GAA users in the system are increased. It is evident from the spectrum trading that as GAA users in the spectrum auction increase, more GAA users will remain unassigned because of the limited availability of radio channels. Hence, the overall Jain’s fairness index reduces as the number of GAA users increases. On contrary, when the number of GAA users in the auction is limited the JFI value approaches 1 approximately. In comparison to dynamic programming and distributed relaxation method, the proposed algorithm SAS-QLA is accommodating more GAA users with the best QoS and the overall JFI remains better than other algorithms.

Figure 9 depicts the execution efficiency of the proposed SAS-QLA algorithm, dynamic programming method, and distributed relaxation method to allocate idle PAL reserved channels to GAA users. The distributed relaxation method outperforms other algorithms because it allocates the available preferred channels to GAA users without using any learning strategy. The proposed SAS-QLA algorithm allocates 500 GAA users in almost 250ms. Dynamic programming takes 300 ms to allocate available channels to GAA users because this algorithm searches for the best match in the worst scenario; the time complexity of dynamic programming is $O(n^3)$. The proposed SAS-QLA algorithm is quite efficient as compared to dynamic programming but in comparison with distributed relaxation method, the SAS-QLA algorithm is achieving the best data rate per unit cost and fairness index.

The simulation results presented show that the proposed SAS-QLA algorithm efficiently allocates the GAA users according to their requirements. The SAS-QLA algorithm allows the GAA users to bid according to the future reward, their current states, and transmission requirement. The bidding price and reserved price of GAA users are executed locally. When preference of the SAS is to give benefits to GAA users instead of PAL operators than the SAS-QLA algorithm outperforms the dynamic programming method and distributed relaxation method to achieve better bidding efficiency, the data rate per unit cost, and better GAA load management. Maximum GAA users are accommodated while meeting their desired QoS.

VI. CONCLUSION

In this paper, we proposed a Q-learning-based auction algorithm that in turn is based on reinforcement learning in order to meet the requirements of GAA users in CBRS-SAS architecture. GAA users are the least priority users in CBRS-SAS architecture. The SAS as a central controlling entity does not guarantee to provide the required QoS to GAA users. For delay-sensitive real-time applications, GAA users need guaranteed QoS. GAA reserved channels are not a good option for delay-sensitive applications. As a matter of fact, PAL users are licensed users and have guaranteed QoS provisioning from SAS but PAL users are not active all the time to fully utilize the PAL reserved channels. PAL operators paid a license fee to get access to these PAL reserved channels. In order to increase the revenue, the PAL operators can use this opportunity to auction these channels. The PAL operators share a list of available idle channels with SAS, where SAS manages a pool of available idle channels shared by all PAL operators who want to take part in spectrum trading with GAA users.

Our proposed algorithm allows the GAA users to bid according to the future reward, their current state, and experienced environment. The PAL operators also share a vector of reserved price i.e., SAS only accepts the bids of GAA users for available idle channels when the bid price is higher than the reserved price. Finally, the practicality of the SAS-QLA algorithm is validated using SAS-QLA convergence analysis.

The simulation results of the SAS-QLA algorithm confirm that the proposed algorithm is much more efficient in allocating maximum numbers of GAA users while satisfying their QoS requirements. SAS-QLA algorithm also maximizes the data rate per unit cost while the execution efficiency is not disturbed. Jain’s fairness index (JFI) shows that when the number of GAA users is less, who take part in the auction process the JFI approaches 1 i.e., the maximum
limit. When the GAA users in the spectrum auction process increase to 500, the SAS-QLA algorithm outperforms the other algorithms and accommodates 10% more users in comparison with distributed relaxation and 20% more users in comparison to dynamic programming. The proposed SAS-QLA algorithms provide an approximate optimal solution that converges fast.
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