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I. FURTHER PROPERTIES OF THE RANDOM MATRIX ENSEMBLE

A. General constraints

By first considering the quantity \( \langle (z_{ij} \pm z_{ji})^2 \rangle \geq 0 \) and consulting the correlations defined in Eqs. (2) of the main text, one finds that

\[
-1 \leq \Gamma \leq 1.
\]

Further, given that \( \langle (\sum_j z_{ij} \pm \sum_k z_{ki})^2 \rangle \geq 0 \), we see that

\[
\frac{c + r}{2} + 1 \pm (\gamma + \Gamma) \geq 0.
\]

Further constraints on the correlations arise due to the specific choice of numerical method used to generate the random matrices. This is discussed in Section IV.

B. Correlations between elements that share no index

In this section, we examine the possibility of correlations between matrix elements that share no index. That is, we suppose that \( \langle z_{ij} z_{kl} \rangle = f \sigma^2 / N^2 \), where none of \( i, j, k \) or \( l \) are equal.

We introduce the following quantity,

\[
\mu^* = \frac{1}{N} \sum_{ij} a_{ij} \equiv \mu + \xi.
\]

This is the (re-scaled) average matrix element in a single realisation of the random matrix. We have defined the deviation \( \xi \) from the ensemble re-scaled mean \( \mu \) for a single random matrix realisation. Consider now the variance of \( \xi \),

\[
\langle \xi^2 \rangle = \frac{1}{N^2} \sum_{ijkl} \langle (a_{ij} - \mu/N)(a_{kl} - \mu/N) \rangle
\approx \frac{1}{N^2} \left[ N^2 \frac{\sigma^2}{N} + N^2 \frac{\sigma^2}{N} + N^3 \frac{2 \gamma \sigma^2}{N^2} + N^3 \frac{r \sigma^2}{N^2} + N^3 \frac{c \sigma^2}{N^2} + N^4 \frac{f \sigma^2}{N^2} + \right]
\]

\[
= f \sigma^2 + \frac{\sigma^2}{N} [1 + \Gamma + 2 \gamma + r + c].
\]

When \( f \neq 0 \), we see that the average matrix element varies between realisations of the random matrix, even in the limit \( N \to \infty \). These correlations therefore give rise to an effective mean \( \mu^*/N = N^{-2} \sum_{ij} a_{ij} \) that varies between realisations of the matrix.

However, one notes that we could never measure \( f \) from any one instance of the random matrix even in the limit \( N \to \infty \). Suppose we first measure the mean \( \mu^*/N \) for this matrix and then consider the quantities

\[
(\sigma^*)^2 = \frac{1}{N} \sum_{(i,j)} (a_{ij} - \mu^*/N)^2,
\]
\[ f^* = \frac{1}{N^2(\sigma^*)^2} \sum_{(i,j,k,l)} (a_{ij} - \mu^*/N)(a_{kl} - \mu^*/N), \]  
(5)

where none of the indices in brackets take equal values in the sums. We would always find \( f^* = 0 \). That is, in the thermodynamic limit, any single matrix drawn from a distribution with statistics \( f \neq 0, \mu, \sigma^2, \Gamma, \gamma, c \) and \( r \) is indistinguishable from one drawn from a distribution with statistics \( f^* = 0, \mu^*, (\sigma^*)^2, \Gamma^*, \gamma^*, c^* \) and \( r^* \). There is therefore no need to consider the case \( f \neq 0 \) if what we desire is to predict the eigenvalue spectrum of any one realisation of the random matrix.

II. CALCULATION OF THE OUTLIER EIGENVALUE

A. Finding the outlier using the resolvent matrix

The eigenvalues of the random matrix \( z - \mathbb{1} \) are confined to an elliptic region in the complex plane. This is shown explicitly in Section III. It has been shown previously [1–7], and is again demonstrated in Section III C, that low-rank perturbations to large random matrices leave the bulk of the eigenvalue spectrum undisturbed, but give rise to the possibility of a small number of outlier eigenvalues. Although the bulk region of the eigenvalue spectrum is unaffected by type-2 correlations, we find that the outlier eigenvalue is highly dependent on these correlations.

We introduce a perturbation to \( z - \mathbb{1} \) in the form of a uniform matrix with entries \( \mu/N \) to produce the matrix \( a \) [see Eq. (1) in the main text]. The outlier eigenvalue that is possessed by \( a \) but not by \( z - \mathbb{1} \) satisfies

\[ \det \left( \mathbb{1}(1 + \lambda) - \tilde{z} - \frac{1}{N^2} \mu \right) = 0, \]  
(6)

We now define the resolvent matrix

\[ G(\omega|\{z_{ij}\}) = [(1 + \omega)\mathbb{1} - \tilde{z}]^{-1}. \]  
(7)

If we presume that the outlier \( \lambda \) of \( a \) resides outside the bulk region, we recover the known result (using Sylvester’s determinant identity) [3, 7]

\[ \det \left( \mathbb{1} - \frac{1}{N} \mu G(\lambda|\{z_{ij}\}) \right) = 1 - \frac{\mu}{N} \sum_{ij} G_{ij}(\lambda|\{z_{ij}\}) = 0, \]  
(8)

In order to find the outlier eigenvalue, one is tasked with finding the resolvent matrix and solving Eq. (8) for \( \lambda \).

One object that appears in Eq. (8) is the sum over all elements of the resolvent matrix. In many applications, the resolvent matrix turns out to be diagonal [6, 8] and one often uses this fact in order to simplify its calculation. In our case however, because of the presence of type-2 correlations [the correlations parametrised by \( r, c \) and \( \gamma \) – see Eq. (2) in the main text], the off-diagonal elements of the resolvent matrix turn out to be non-negligible.

Our strategy for obtaining the resolvent matrix defined in Eq. (7) is as follows: We first demonstrate the equivalence of the resolvent matrix elements to the response functions of a linear dynamical system. Using established path-integral methods [9], we then determine the response functions
of this dynamical system. We show that only the correlations between \( z_{ij} \) and \( z_{ki} \) (parametrised by \( \gamma \)) provide non-vanishing contributions and that in-row and in-column correlations (quantified by \( r \) and \( c \) respectively) make no difference to the value of the outlier.

B. Equivalence between the resolvent matrix and the response functions for a linear dynamical system

Consider the following linear dynamical system for the quantities \( x_i(t) \),

\[
\dot{x}_i = -x_i + \sum_{j \neq i} z_{ij} x_j + h_i(t),
\]

where \( \{h_i(t)\} \) are arbitrary time-varying external fields. Defining response functions \( R_{ij}(t, t'|\{z_{ij}\}) = \delta x_i(t) \delta h_j(t') \) (for a particular instance of the random matrix), we obtain

\[
\frac{\partial}{\partial t} R_{ij}(t, t'|\{z_{ij}\}) = -R_{ii}(t, t'|\{z_{ij}\}) + \sum_{k \neq i} z_{ik} R_{kj}(t, t'|\{z_{ij}\}) + \delta_{ij} \delta(t - t').
\]

Using time translational invariance in the stationary state, taking the Laplace transform and rearranging, we find

\[
\hat{R}_{ij}(u|\{z_{ij}\}) = [(1 + u)I - z_{ij}]^{-1} = G_{ij}(u|\{z_{ij}\}).
\]

That is, the Laplace transforms of the response functions are the same as the resolvent matrix entries [c.f. Eq. (7)].

The above reasoning assumes that the Laplace transform of the response function exists and is an analytic function of \( u \). In the region of the complex plane occupied by the bulk of the eigenvalue spectrum of \( a \), the resolvent is no longer analytic \([10]\) and the equality in Eq. (11) between the Laplace transform of the response functions and the resolvent matrix no longer holds. However, since we are interested in outlier eigenvalues that lie outside the bulk region of the eigenvalue spectrum, we may still exploit this equivalence.

Following Refs. [2, 10, 11], we examine the disorder-averaged resolvent

\[
G_{kl}(u) = \int \left( \prod_{ij} d z_{ij} \right) P(\{z_{ij}\}) G_{kl}(u|\{z_{ij}\}).
\]

We calculate the corresponding disorder-averaged response functions in the following section.

C. MSRJD path integral and universality

To derive the disorder-averaged response functions of our system, we follow Refs. [9, 12] and construct the MSRJD generating functional \([13–15]\) for the dynamical system in Eq. (9) as follows

\[
Z[\psi, h|\{z_{ij}\}] = \int D[x, \tilde{x}] \exp \left( i \sum_t \int dt \left[ \tilde{x}_i(t) \left( \dot{x}_i(t) + x(t) - \sum_{j \neq i} z_{ij} x_j(t) - h_i(t) \right) \right] \right) 
\times \exp \left( i \sum_t \int dt x_i(t) \psi_i(t) \right).
\]

(12)
The response functions can be obtained from the generating functional as derivatives with respect to the source terms and external fields,

\[
R_{ij}(t, t') \{ z_{ij} \} = -i \frac{\delta^2 Z}{\delta \psi_i(t) \delta h_j(t')}. \tag{13}
\]

Using the statistics in Eq. (2) of the main text, we average over the disorder in Eq. (12) to obtain (where we use an overbar instead of angular brackets to denote an average over instances of the random matrix for notational convenience)

\[
\exp \left[ -i \sum_{i \neq j} \int dtz_{ij} \dot{x}_i(t)x_j(t) \right] = 1 - \frac{1}{2} \int dtdt' \sum_{i \neq j} \sum_k z_{ij}z_{kl} \dot{x}_i(t)x_j(t)\dot{x}_k(t')x_l(t') + \cdots
\]

\[
= \prod_{i \neq j} \left\{ 1 - \frac{1}{2} \int dtdt' \left[ \frac{\sigma^2}{N} \dot{x}_i(t)\dot{x}_i(t')x_j(t)x_j(t') + \frac{\Gamma \sigma^2}{N} \dot{x}_i(t)x_i(t')\dot{x}_j(t')x_j(t)
\right.
\]

\[
\left. + \frac{2\gamma \sigma^2}{N^2} \sum_{k \neq i, k \neq j} \dot{x}_i(t)x_j(t)\dot{x}_k(t')x_j(t') + \frac{r \sigma^2}{N^2} \sum_{k \neq i, k \neq j} \dot{x}_i(t)x_j(t)\dot{x}_i(t')x_k(t')
\right.
\]

\[
\left. + \frac{c \sigma^2}{N^2} \sum_{k \neq i, k \neq j} \dot{x}_i(t)x_j(t)\dot{x}_k(t')x_j(t') \right] + \cdots \tag{14}
\]

Assuming that the higher order moments of \( z_{ij} \) decay more quickly with \( N \) than \( N^{-1} \), we can truncate the series in the curly brackets and re-exponentiate to obtain the following disorder-averaged generating functional

\[
\overline{Z[\rho, h]} = \int D[\mathbf{x}, \dot{\mathbf{x}}] \exp \left( i \sum_i \int dtx_i(t)\psi_i(t) \right) \exp \left( i \sum_i \int dt \left[ \dot{x}_i(t) \left( \dot{x}_i(t) + x_i(t) - h_i(t) \right) \right] \right)
\]

\[
\times \exp \left( -\frac{1}{2} \int dtdt' \left[ \frac{\sigma^2}{N} \sum_{(i,j)} \dot{x}_i(t)\dot{x}_i(t')x_j(t)x_j(t') + \frac{\Gamma \sigma^2}{N} \sum_{(i,j)} \dot{x}_i(t)x_i(t')\dot{x}_j(t')x_j(t)
\right.
\]

\[
\left. + \frac{\gamma \sigma^2}{N^2} \sum_{(i,j,k)} \dot{x}_i(t)x_j(t)\dot{x}_k(t')x_j(t') + \frac{r \sigma^2}{N^2} \sum_{(i,j,k)} \dot{x}_i(t)x_j(t)\dot{x}_j(t')x_k(t')
\right.
\]

\[
\left. + \frac{c \sigma^2}{N^2} \sum_{(i,j,k)} \dot{x}_i(t)x_j(t)\dot{x}_k(t')x_j(t') \right] \tag{15}
\]

where none of the indices in brackets take equal values in the sums. Taking functional derivatives of the disorder-averaged generating functional in Eq. (15) in a similar fashion to Eq. (13) yields the disorder-averaged response functions.

We highlight the fact that at no point did we have to assume that the random matrix elements \( z_{ij} \) were drawn from any particular distribution. Any deductions we now make about the eigenvalue spectra will therefore apply to any ensemble of random matrices with the statistics in Eq. (2) of the main text, with the caveat that higher order moments must decay sufficiently quickly with \( N \) that the re-exponentiation in Eq. (15) applies. This is known as the universality property [16, 17].
D. The effective bare action and the series expansion for the dressed response functions

We now proceed to calculate the disorder-averaged response functions $R_{ij}(t, t')$. From Eq. (15), one reads off the action

\[ S = \sum_{i} \int dt \left[ \tilde{x}_i(t) \left( \dot{x}_i(t) + x_i(t) - h_i(t) \right) \right] - \frac{1}{2} \int dt dt' \left[ \frac{\sigma^2}{N} \sum_{(i,j)} \dot{x}_i(t) \dot{x}_j(t') x_j(t) x_j(t') + \frac{\Gamma \sigma^2}{N} \sum_{(i,j)} \dot{x}_i(t) x_i(t') \dot{x}_j(t') x_j(t) \right. \\
+ \frac{2 \gamma \sigma^2}{N^2} \sum_{(i,j,k)} \dot{x}_i(t) x_j(t') \dot{x}_k(t') x_j(t') + \frac{r \sigma^2}{N^2} \sum_{(i,j,k)} \dot{x}_i(t) x_j(t) \dot{x}_i(t') x_k(t') \left. \right] + \frac{c \sigma^2}{N^2} \sum_{(i,j,k)} \dot{x}_i(t) x_j(t) \dot{x}_k(t') x_j(t'). \]  

(16)

We identify two contributions: (1) a ‘bare’ term which would still be present if we were to set $\gamma = r = c = 0$, and (2) an ‘interaction’ term, which results from the correlations between non-transpose pairs of elements. The bare and interaction terms are (respectively)

\[ S_0 = \sum_{i} \int dt \left[ \tilde{x}_i(t) \left( \dot{x}_i(t) + x_i(t) - h_i(t) \right) \right] - \frac{1}{2} \int dt dt' \left[ \frac{\sigma^2}{N} \sum_{(i,j)} \dot{x}_i(t) \dot{x}_j(t') x_j(t) x_j(t') + \frac{\Gamma \sigma^2}{N} \sum_{(i,j)} \dot{x}_i(t) x_i(t') \dot{x}_j(t') x_j(t) \right], \]

\[ S_{\text{int}} = - \int dt dt' \left[ \frac{\gamma \sigma^2}{N^2} \sum_{(i,j,k)} \dot{x}_i(t) x_j(t') \dot{x}_k(t') x_j(t') \right] - \frac{1}{2} \int dt dt' \frac{r \sigma^2}{N^2} \sum_{(i,j,k)} \dot{x}_i(t) x_j(t) \dot{x}_i(t') x_k(t') + \frac{c \sigma^2}{N^2} \sum_{(i,j,k)} \dot{x}_i(t) x_j(t) \dot{x}_k(t') x_j(t'). \]  

(17)

One can show (see Section III) that the bare action can be replaced by a statistically equivalent quadratic action in the large-$N$ limit

\[ S_0^{\text{eff}} = \sum_{i} \int dt \left[ \tilde{x}_i(t) \left( \dot{x}_i(t) + x_i(t) - \Gamma \sigma^2 \int dt' R_0(t, t') x_i(t') - h_i(t) \right) \right] - \frac{1}{2} \sum_{i} \int dt dt' C(t, t') \dot{x}_i(t) \dot{x}_i(t'). \]  

(18)

Such an action corresponds to the following stochastic process

\[ \dot{x}_i = -x_i + \Gamma \sigma^2 \int_0^t dt' R^0(t, t') x_i(t') + \eta_i(t) + h_i(t), \]  

(19)

where $\eta_i(t)$ is a Gaussian noise term, and we have the self-consistency relations

\[ R^0(t, t') \equiv \left\langle \frac{\delta x_i(t)}{\delta h_i(t')} \right\rangle_0, \]

\[ C(t, t) \equiv \left\langle x_i(t) x_i(t') \right\rangle_0 = \left\langle \eta_i(t) \eta_i(t') \right\rangle_0. \]  

(20)
Here, \( \langle \cdots \rangle_0 \) denotes an average over realisations of the noise variables \( \{ \eta_i(t) \} \), and \( R^0(t, t') \) is the bare response function. One notes that these dynamical equations are decoupled for different values of the index \( i \) and that each value of \( i \) is statistically equivalent. Importantly, this decoupling indicates a diagonal bare resolvent.

The bare auto-response functions can be found via the functional differentiation of Eqs. (19), followed by an average over realisations of the noise. After taking the Laplace transform in the stationary state, one finds

\[
\Gamma \sigma^2 ( \hat{R}^0 )^2 - (1 + u) \hat{R}^0 + 1 = 0,
\]

which in combination with the constraint \( |\hat{R}^0(u)|^2 < \frac{1}{\sigma^2} \) (see Section III) yields the following piecewise expression

\[
\hat{R}^0(u) = \begin{cases}
\frac{1}{2\Gamma \sigma^2} \left[ 1 + u + \sqrt{(1 + u)^2 - 4\Gamma \sigma^2} \right] & \text{if } 1 + u > \sigma(1 + \Gamma), \\
\frac{1}{2\Gamma \sigma^2} \left[ 1 + u - \sqrt{(1 + u)^2 - 4\Gamma \sigma^2} \right] & \text{if } 1 + u < -\sigma(1 + \Gamma).
\end{cases}
\]

This can be written in the form given in the main paper,

\[
\hat{R}^{(0)}(u) = \frac{(1 + u)}{2\Gamma \sigma^2} \left[ 1 + \sqrt{1 - 4\Gamma \sigma^2/(1 + u)^2} \right],
\]

valid for real \( u \) and \( |1 + u| > \sigma(1 + \Gamma) \).

We note that this agrees with expressions obtained in, for example, Refs. [8, 10] by other means. Having found the ‘bare’ response functions, we now wish to find the disorder-averaged ‘dressed’ response functions in the case where the correlations quantified by \( \gamma, r \) and \( c \) are non-zero. To do this, we largely follow the procedure in Ref. [9]. We first notice that the dressed response functions can be written as an average over paths [see Eq. (13)]

\[
R_{ij}(t, t') = -i \frac{\delta^2 Z}{\delta \psi_i(t) \delta h_j(t')} = -i \langle x_i(t) \hat{x}_j(t') \rangle_S
\]

where we have introduced the notation

\[
\langle \cdots \rangle_S = \int D[x, \bar{x}] [\cdots] e^S.
\]

Because we can write the response functions as an average in this way, we can calculate them using a perturbative expansion, with the interaction terms playing the role of the ‘perturbation’. Such an expansion is arrived at by noticing

\[
\langle x_i(t) \hat{x}_j(t') \rangle_S = \langle x_i(t) \hat{x}_j(t') e^{S_{\text{int}}} \rangle_0 = \sum_r \frac{1}{r!} \langle x_i(t) \hat{x}_j(t') (S_{\text{int}})_r \rangle_0,
\]

where \( \langle \cdots \rangle_0 \) indicates an average with respect to the effective bare action only. Since the effective bare action is quadratic in \( x_i(t) \) and \( \hat{x}_j(t) \), Wick’s theorem holds for the averages \( \langle \cdots \rangle_0 \). We can therefore obtain a series that we can evaluate entirely in terms of quantities that are calculable from the non-interacting theory [i.e. from the bare response functions in Eq. (22)].
E. Diagrammatic formalism

We now evaluate the series for the dressed response functions in Eq. (26). Diagrams are extremely useful here to keep track of all of the possible Wick pairings. In this section we introduce the diagrammatic convention, following Ref. [9]. We note that similar rainbow diagrams were arrived at in a different way in Ref. [18]. We then use these conventions throughout the rest of the calculation.

We first focus on a specific example. Consider the following second-order term in the expansion in Eq. (26)

\begin{equation}
A_{ij}(t,t') = \frac{1}{2!} \left( \frac{\gamma \sigma^2}{N^2} \right)^2 \int dt dt' dt'' dt''' \sum_{(k,l,m)} \sum_{(k',l',m')} \left[ \langle x_i(t) \hat{x}_j(t') \hat{x}_k(T) \hat{x}_m(T') \rangle_0 \langle x_l(T) \hat{x}_l(T') \rangle_0 \langle x_k(T') \hat{x}_m(T''') \rangle_0 \langle x_l(T'') \hat{x}_j(t') \rangle_0 \right].
\end{equation}

The average in this expression is found by considering every possible combination of pairs of the Gaussian variables \( \{x_a(s)\} \) and \( \{\hat{x}_b(s')\} \). First, we note that pairings such as \( \langle \hat{x}_k(T) \hat{x}_l(T') \rangle_0 \) evaluate to zero, regardless of the values of \( k, l, T \) and \( T' \). This can be seen by considering

\begin{equation}
\langle \hat{x}_k(T) \hat{x}_l(T') \rangle_0 = \frac{\partial^2 Z_0[\psi = 0, h]}{\partial h_k(t) \partial h_l(T')} = 0,
\end{equation}

where we used \( Z_0[\psi = 0, h] = 1 \) for all \( h \).

Further, the pairing \( \langle \hat{x}_k(T) x_l(T') \rangle_0 \) is zero for \( k \neq l \) because the matrix of bare response functions is diagonal. We also note that the bare response function \( R_{il}(t,t') \) is only non-zero for \( t > t' \) due to causality. The vanishing of so-called ‘vacuum diagrams’ and the significance of time-ordering is known as the Dekker-Haake theorem [19? ].

To find the average in the angular brackets in Eq. (27) we must sum every possible product of pairwise averages of the dynamic variables. That is, we sum every possible pairing of the form

\begin{equation}
A_{ij}(t,t') = \frac{1}{2!} \left( \frac{\gamma \sigma^2}{N^2} \right)^2 \int dt dt' dt'' dt''' \sum_{(k,l,m)} \sum_{(k',l',m')} \left[ \langle x_i(t) \hat{x}_m(T) \rangle_0 \langle x_l(T) \hat{x}_l(T') \rangle_0 \langle x_k(T') \hat{x}_m(T''') \rangle_0 \langle x_l(T'') \hat{x}_j(t') \rangle_0 \right]
\end{equation}

The particular Wick pairing above can be represented by the following diagram

In this diagram, each variable (i.e. an \( x \) or an \( \hat{x} \)) is represented by a small node. Nodes that are placed closely together share time coordinates. All the internal indices \( k, l, m, k', l' \) and \( m' \) are summed over. Indices associated with a pair of closely placed nodes are forbidden to take the same value in this summation (e.g. \( l' \) and \( m' \)). Dashed undirected curves connect dynamic variables...
that are also forbidden from sharing a value (e.g. \(k\) and \(m\) in the above example). On the other hand, solid undirected curves connect dynamic variables that share an index. Finally, a directed horizontal edge points from a hatted variable to an unhatted variable, indicating that these are averaged as a pair (e.g. \(x_k\) and \(\hat{x}_{m'}\)). Each directed edge therefore corresponds to a factor of the bare response function.

The above diagram evaluates to (after carrying out sums over free indices)

\[
A_{ij}^{1}(t, t') = \frac{1}{2!} \left( \frac{\gamma \sigma^2}{N^2} \right)^2 \int dT dT' dT'' dT''' \sum_{i, k, l} R_0^{ii}(t, T) R_0^{ll}(T', T) R_0^{kk}(T, T'') R_0^{l'l'}(T'', T') \bar{R}_0^{jj}(T', t').
\]

(30)

We note now that we could have considered a Wick pairing with the following exchange of indices and time coordinates: \(k \leftrightarrow k', l \leftrightarrow l', m \leftrightarrow m', T \leftrightarrow T'', T' \leftrightarrow T''' \) [keeping the nodes \((i, t)\) and \((j, t')\) fixed]. In doing so, we would have obtained a diagram with the same structure and value. The number of ways of reordering the dashed and undashed coordinates is 2!, cancelling the prefactor in Eq.(27). This is a general rule that holds for all diagrams. This means that we can drop the specific labellings in the inner nodes in the diagrams in conjunction with the factorials in the sum in Eq. (26). This simplifies our task of evaluating every possible Wick pairing to performing a sum over all the possible different architectures of diagram, ignoring diagrams that vanish trivially.

**F. Dressed response function and final expression for the outlier**

Having introduced the diagrammatic formalism, we wish to find the dressed response functions for the case \(\gamma \neq 0\) but with \(r = c = 0\). We show in Section II G that these additional type-2 correlations do not affect the response functions and consequently the outlier.

We begin with the expansion in Eq. (26). To lowest order in \(S_{\text{int}}\), the dressed and bare response functions are equal. Next, considering the term linear in \(S_{\text{int}}\), we obtain diagrams of the form

These are the only first-order diagrams that do not vanish trivially as described in Section II E. However, the first of these diagrams evaluates to zero since there are two nodes that are connected by a directed edge but simultaneously cannot share the same index value; because the bare resolvent is diagonal, this diagram must vanish. We omit further diagrams with similar architecture. The second diagram yields the following first-order approximation for the Laplace transform of the dressed response functions

\[
\hat{R}_{ij}(u) = \hat{R}_{ij}^0(u) + \frac{\gamma \sigma^2}{N} \hat{R}_{ii}^0(u) \hat{R}_{jj}^0(u) + \cdots,
\]

(31)
where $\hat{R}_0(u) = N^{-1} \sum_i \hat{R}_0^i(u)$. Some example second-order diagrams in $S_{\text{int}}$ are as follows

\[
B^1_{ij}(t, t') =
\]

\[
B^2_{ij}(t, t') =
\]

\[
B^3_{ij}(t, t') =
\]

Evaluating these diagrams we obtain

\[
\hat{B}^1_{ij}(u) = \frac{1}{N} (\gamma \sigma^2)^2 \hat{R}^0_{ii}(u) \left[ \hat{R}^0(u) \right]^3 \hat{R}^0_{jj}(u),
\]

\[
\hat{B}^2_{ij}(u) = \frac{1}{N} (\gamma \sigma^2)^2 \left[ \hat{R}^0(u) \right]^3 \sum_k \hat{R}^0_{ik}(u) \hat{R}^0_{kj}(u),
\]

\[
\hat{B}^3_{ij}(u) = \frac{1}{N^3} (\gamma \sigma^2)^2 \left[ \hat{R}^0(u) \right]^3 \sum_{m,l,k} \hat{R}^0_{ik}(u) \hat{R}^0_{kl}(u) \hat{R}^0_{lm}(u).
\]

When calculating the quantity $N^{-1} \sum_{ij} \hat{R}_{ij}(u)$ [which is crucial for the outlier eigenvalue – see Eq. (8)], we encounter the term $N^{-1} \sum_{ij} \hat{B}^1_{ij}(u)$ which is of the order $N^0$ and survives in the thermodynamic limit. However, the term $N^{-1} \sum_{ij} \hat{B}^2_{ij}(u)$ is of the order $N^{-1}$ and $N^{-1} \sum_{ij} \hat{B}^3_{ij}(u)$ is of the order $N^{-2}$, so that these two contributions vanish as $N \to \infty$.

With these examples in mind, we can consider more generally which diagrams contribute in the thermodynamic limit. Because the bare resolvent is diagonal, the order of magnitude of the contribution of each diagram (in $N^{-1}$) to the sum $N^{-1} \sum_{ij} \hat{R}_{ij}(u)$ can be deduced from the number of separate groups of directed edges. By ‘group’, we mean a set of directed edges that are connected by solid undirected arcs. This can be seen as follows:

In the first diagram above, there are five separate groups of undirected edges, giving rise to a factor of $N^5$ when all site indices are summed over. This is accompanied by a factor of $N^{-5}$, which arises from the square of the interaction term $S_{\text{int}} \propto N^{-2}$ combined with the prefactor in the object $N^{-1} \sum_{ij} \hat{B}^1_{ij}(u)$. The term $N^{-1} \sum_{ij} \hat{B}^1_{ij}(u)$ is hence of order $N^0$. However, in the second diagram there are only four distinct groups of directed edges, leading to a factor $N^4$. Together with the same factor of $N^{-5}$ as before, this means that $N^{-1} \sum_{ij} \hat{B}^2_{ij}(u)$ is of order $N^{-1}$. Further, there are only 3 groups of undirected edges in the third diagram, meaning that $N^{-1} \sum_{ij} \hat{B}^3_{ij}(u)$ is of order $N^{-2}$. Hence, $N^{-1} \sum_{ij} \hat{B}^2_{ij}(u)$ and $N^{-1} \sum_{ij} \hat{B}^3_{ij}(u)$ do not contribute in the thermodynamic limit.

We can generalise this observation to higher orders. Accompanying the term $S_{\text{int}}^r$ is a factor of $N^{-2r+1}$. At the $r$th order, there are also $2r + 1$ directed edges. The only way to construct a diagram at the $r$th order with $2r + 1$ disconnected directed edges is with an architecture like the diagram corresponding to $\hat{B}^1_{ij}(u)$. Similar deductions were used to justify neglecting so-called
‘non-planar’ diagrams in the thermodynamic limit in other studies (known as ’t Hooft’s theorem in QCD [20, 21]).

Thus, the series for the dressed response functions simplifies greatly and we obtain the diagrammatic series in Fig. 2 of the main text. This series evaluates to

\[ \hat{R}_{ij} = \hat{R}_{0}^{ij} + \frac{\gamma\sigma^2}{N} \hat{R}_{0}^{ii} \hat{R}_{0}^{jj} + \frac{(\gamma\sigma^2)^2}{N} \hat{R}_{0}^{ii} (\hat{R}_{0}^{0})^3 \hat{R}_{0}^{jj} + \frac{(\gamma\sigma^2)^3}{N} \hat{R}_{0}^{ii} (\hat{R}_{0}^{0})^5 \hat{R}_{0}^{jj} + \cdots \]  

(33)

Evaluating the geometric series, we find

\[ \frac{1}{N} \sum_{ij} \hat{R}_{ij} = \hat{R}_{0}^{0} \left[ 1 - \gamma\sigma^2 (\hat{R}_{0}^{0})^2 \right]^{-1} \]  

(34)

We also note that the sum of only the diagonal elements is given by (in the thermodynamic limit)

\[ \frac{1}{N} \sum_{i} \hat{R}_{ii} = \frac{1}{N} \sum_{i} \hat{R}_{0}^{ii} = \hat{R}_{0}^{0}, \]  

(35)

with \( \hat{R}_{0}^{0} \) as in Eq. (22). That is, the inclusion of the interaction term preserves the average auto-response function, which is a requirement for our use of Wick’s theorem (see Section II H).

We can now calculate the outlier in this case. Referring to Eq. (8) and substituting the expression in Eq. (22) for \( \hat{R}_{0}^{0}(u) \) into Eq. (34), one obtains the result in Eq. (14) of the main text, which we repeat here,

\[ \lambda_{\text{outlier}} = -1 + \mu + \frac{\mu}{2} \left( 1 + \Gamma \right) \left( \sqrt{1 + 4\gamma\sigma^2/\mu^2} - 1 \right). \]  

(36)

where the expression is valid for \( |\mu| > \sigma(1 - \gamma) \) and there is no outlier for \( |\mu| < \sigma(1 - \gamma) \). It now remains to show two things: (1) that the contributions from correlations proportional to \( r \) and \( c \) can indeed be ignored, and (2) that the bare action can be replaced by the effective quadratic action in Eq. (18). These points are addressed in subsections II G and II H respectively.

G. In-row and in-column correlations have no effect on the outlier eigenvalue

We have established in Section II E that the correlations quantified by \( \gamma \) affect the sum over all elements of the resolvent matrix \( G_{ij} \), but have no effect on the diagonal elements of the resolvent matrix (or, equivalently, the auto-response functions). We now show that the remaining correlations quantified by \( r \) and \( c \) have no effect on the diagonal elements nor the sum \( N^{-1} \sum_{ij} G_{ij} \). That is, they have no effect whatsoever on the eigenvalue spectrum.

Consider first the following contribution to the interaction term

\[ s_{\text{int}}^{(1)} = -\frac{1}{2} \int dt dt' \left[ \frac{r\sigma^2}{N^2} \sum_{(i,j,k)} \hat{x}_i(t) x_j(t) \hat{x}_i(t') x_k(t') \right]. \]  

(37)

To first order, this gives rise only to diagrams of the form
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Since the bare response function matrix is diagonal, the first-order term proportional to $r$ vanishes. Considering now the second-order contributions, we obtain diagrams such as the following:

The second and the last of these diagrams vanish once again. Following the reasoning in Section II F, we can deduce that the first diagram is of order $N^{-2}$ and so also vanishes in the thermodynamic limit.

Similar deductions can be made for higher-order diagrams: We showed in Section II F that only diagrams that had all their directed edges disconnected from one another contributed in the thermodynamic limit. For this interaction term, no such diagrams are possible. Therefore, the interaction term proportional to $r$ does not have any effect on the eigenvalue spectrum in the thermodynamic limit.

A very similar argument can be made about the following interaction term as well:

\[
S^{(2)}_{\text{int}} = -\frac{1}{2} \int dt dt' \left[ \frac{c q^2}{N^2} \sum_{(i,j,k)} \hat{x}_i(t)x_j(t')\hat{x}_k(t) x_j(t') \right].
\]  

Hence, in-row and in-column correlations have no effect on the response functions. Therefore these correlations do not affect the outlier eigenvalue.

H. Justification for the use of Wick’s theorem – saddle-point integration to obtain a quadratic action

We show in this section how the generating functional can be manipulated so as to make the bare action $S_0$ in Eq. (17) quadratic. This means that we can proceed with the calculation of the dressed response function, using the expansion in Eq. (26), as if Wick’s theorem still holds despite the bare action being originally quartic in the variables $x_i$ and $\hat{x}_i$.

We begin by introducing

\[
C(t, t') = \frac{1}{N} \sum_i x_i(t)x_i(t'),
\]
\[
L(t, t') = \frac{1}{N} \sum_i \dot{x}_i(t) \dot{x}_i(t') ,
\]
\[
K(t, t') = \frac{1}{N} \sum_i x_i(t) \dot{x}_i(t').
\]  

(39)

Following Refs. [19] we impose these definitions through Dirac-delta functions in the form of complex exponentials in the disorder-averaged generating functional in Eq. (15), recalling the action in Eq. (17). We then have

\[
\bar{Z}[\psi, h] = \int DCD\hat{CD}D\hat{LD}\hat{KD}\hat{K} \int D[x, \bar{x}] \exp \left( i \sum_i \int dt \, x_i(t) \psi_i(t) \right) \exp \left( S_{\text{int}}[x, \bar{x}] \right) \exp \left( i \sum_i \int dt \left[ \hat{x}_i(t) \left( \dot{x}_i(t) + x_i(t) - h_i(t) \right) \right] \right)
\]

\[
\times \exp \left( -i \sum_i \int dt dt' \left[ \hat{C}(t, t') x_i(t) x_i(t') + \hat{L}(t, t') \hat{x}_i(t) \hat{x}_i(t') + \hat{K}(t, t') \dot{x}_i(t) \dot{x}_i(t') \right] \right)
\]

\[
\times \exp \left( -N \frac{1}{2} \int dt dt' \left[ a^2 C(t, t') L(t, t') + \Gamma a^2 K(t, t') K(t, t') \right] \right)
\]

\[
\times \exp \left( iN \int dt dt' \left[ \hat{C}(t, t') C(t, t') + \hat{L}(t, t') L(t, t') + \hat{K}(t, t') K(t, t') \right] \right).
\]  

(40)

One then carries out a saddle-point integration in the limit \( N \to \infty \), and finds

\[
C(t, t') = \frac{1}{N} \sum_i \langle x_i(t) x_i(t') \rangle \Omega,
\]

\[
L(t, t') = \frac{1}{N} \sum_i \langle \dot{x}_i(t) \dot{x}_i(t') \rangle \Omega = 0,
\]

\[
K(t, t') = \frac{1}{N} \sum_i \langle x_i(t) \dot{x}_i(t') \rangle \Omega,
\]

\[
i \dot{C}(t, t') = \frac{\sigma^2}{2} L(t, t') = 0,
\]

\[
i \dot{L}(t, t') = \frac{\sigma^2}{2} C(t, t'),
\]

\[
i \dot{K}(t, t') = \Gamma \sigma^2 K(t', t),
\]

(41)

where

\[
\langle \cdot \rangle \Omega = \frac{\int D[x, \bar{x}] \left[ \cdot \right] e^\Omega}{\int D[x, \bar{x}] e^\Omega},
\]

\[
e^\Omega = \exp \left( S_{\text{eff}}[x, \bar{x}] + S_{\text{int}}[x, \bar{x}] \right),
\]  

(42)

where \( R^0(t, t') = -i K(t, t') \) and \( S_{\text{eff}}^0[x, \bar{x}] \) is given in Eq. (18). After the saddle-point integration, the generating functional can be written as

\[
\bar{Z}[\psi, h] = \mathcal{N} \int D[x, \bar{x}] \exp \left( S_{\text{eff}}^0[x, \bar{x}] + S_{\text{int}}[x, \bar{x}] + i \sum_i \int dt \, x_i(t) \psi_i(t) \right).
\]  

(43)
where $N$ is a normalisation constant. Eq. (43) (with $S_{\text{int}} = 0$) then describes the effective stochastic process defined self-consistently in Eqs. (19) and (20). Crucially, the action for this effective process $S^\text{eff}_0[x, \hat{x}]$ is quadratic in the variables $\{x_i(t), \hat{x}_i(t)\}$. This justifies the use of Wick’s theorem for averages against the bare action. The bare response function can be found directly from the effective process by first functionally differentiating then taking the Laplace transform. One obtains the expression in Eq. (21).

Because of self-consistent nature of the effective process in Eq. (19) and because the interaction term enters into the average in Eq. (42), Eq. (21) cannot be used unless the dressed auto-response functions are the same as the bare auto-response functions. That is to say, we can assume an effective quadratic bare action in the thermodynamic limit (and therefore that Wick’s theorem holds) only if the auto-response function, which corresponds to the average diagonal element of the resolvent matrix, is unaffected by the inclusion of the interaction term. This is something we must check \textit{a posteriori}. This does indeed turn out be true in the present case [see Eq. (35)].

I. Piecewise nature of the bare response function

From the self-consistent process in Eqs. (19) and (20) associated with the effective bare action, we deduced that the bare response function must satisfy the quadratic equation in Eq. (21). This equation has two solutions, but the response function is single-valued. We wish to decide which of these solutions is the correct one.

Let us consider the Laplace transform of the process in Eq. (19)

$$
1 + u - \Gamma \sigma^2 \hat{R}_0(u) \hat{x}_i(u) = x_i(0) + \hat{\eta}_i(u). \tag{44}
$$

Multiplying both sides by their complex conjugates, taking an average over realisations of the noise and using Eq. (21), one finds

$$
\langle |\hat{x}_i(u)|^2 \rangle_0 = \frac{|x_i(0)|^2}{|\hat{R}_0(u)|^{-2} - \sigma^2}. \tag{45}
$$

In order for this equation to be consistent, we must have that the quantity on the right-hand side is greater than zero. This means that

$$
|\hat{R}_0(u)|^2 < \frac{1}{\sigma^2}. \tag{46}
$$

Using this condition, the correct solution to Eq. (21) for each value of $u$ can be deduced, yielding Eq. (22).

III. THE BULK SPECTRUM

One cannot use the same series expansion techniques that were used to calculate the outlier eigenvalue to evaluate the resolvent in the bulk region of the eigenvalue spectrum. This is because the resolvent is no longer an analytic function in the bulk region. Fortunately, one only requires the diagonal elements of the resolvent matrix to evaluate the bulk eigenvalue density, so we can use more traditional methods in this case.
Here, we employ a method that was originally developed by Sommers et al [10] to show that the type-2 correlations do not effect the bulk eigenvalue spectrum in the limit $N \to \infty$ so that the familiar elliptic law is recovered.

**A. The eigenvalue potential**

For completeness, we summarise some helpful results from previous works Refs. [6, 10]. We define the eigenvalue potential of the ensemble of (real) random matrices $\mathbf{a}$ as

$$
\Phi(\omega) = -\frac{1}{N} \ln \det \left( (\mathbb{1}\omega^* - \mathbf{a}^T)(\mathbb{1}\omega - \mathbf{a}) \right).
$$

This potential is related to the trace of the resolvent matrix $G(\omega, \omega^*) = \frac{1}{N} \sum_i G_{ii}(\omega, \omega^*)$ via

$$
G(x, y) = \frac{\partial \Phi(\omega, \omega^*)}{\partial \omega},
$$

where $\omega = x + iy$. The eigenvalue density $\rho$ is obtained via

$$
\frac{\partial \text{Re}[G]}{\partial x} - \frac{\partial \text{Im}[G]}{\partial y} = \text{Re} \left[ \frac{\partial G(\omega, \omega^*)}{\partial \omega^*} \right] = 2\pi \rho.
$$

Therefore, when the trace of the resolvent matrix is analytic, the eigenvalue density must be zero.

**B. Replica method and Hubbard-Stratonovich transformation**

We note that in order to evaluate the potential in Eq. (47), we need to perform the ensemble average of a logarithmic quantity. To do this we use the replica method (see e.g. [22]). This involves writing the logarithm as $\ln x = \lim_{n \to 0} \frac{1}{n} (x^n - 1)$. Using a Gaussian integral, we can write an $n$-fold replicated version of the determinant in Eq. (47)

$$
\det \left( (\mathbb{1}\omega^* - \mathbf{a}^T)(\mathbb{1}\omega - \mathbf{a}) \right)^{-n} = \prod_{i, \alpha} \left( \frac{d^2 z_i^\alpha}{\pi} \right)
$$

$$
\times \exp \left[ -\epsilon \sum_i |z_i^\alpha|^2 - \sum_{i, j, k, \alpha} z_i^{\alpha*} (\omega^* \delta_{ik} - (a^T)_{ik})(\omega \delta_{kj} - a_{kj}) z_j^\alpha \right]
$$

$$
= \prod_{i, \alpha} \left( \frac{d^2 z_i^\alpha d^2 y_i^\alpha}{2\pi^2} \right) \exp \left[ -\sum_{i, \alpha} y_i^{\alpha*} y_i^\alpha + \epsilon z_i^{\alpha*} z_i^\alpha \right]
$$

$$
\times \exp \left[ i \sum_{i, \alpha} z_i^{\alpha*} (a_{ji} - \omega^* \delta_{ij}) y_j^\alpha \right] \exp \left[ i \sum_{i, \alpha} y_i^{\alpha*} (a_{ij} - \omega \delta_{ij}) z_j^\alpha \right],
$$

where $\epsilon$ is a positive infinitesimal quantity introduced so as to avoid singularities which occur when $\omega$ is equal to one of the eigenvalues of $\mathbf{a}$. In the second line we have performed a Hubbard–Stratonovich transformation [23] in order to linearise the terms in the exponential involving $a_{ij}$. 

Following for example Edwards and Jones \[2\], one can show that after taking the disorder average of this quantity, the entire exponent can be written as the sum of \(n\) replicated terms in the limit \(N \to \infty\). That is, the replicas decouple and we can write

\[
\det \left[ \left( \mathbb{1} \omega^* - a^T \right) \left( \mathbb{1} \omega - a \right) \right] = \left[ \det \left[ \left( \mathbb{1} \omega^* - a^T \right) \left( \mathbb{1} \omega - a \right) \right] \right]^{-n},
\]

and thus the following holds (as was noted in other works \[10, 11\])

\[
\ln \det \left[ \left( \mathbb{1} \omega^* - a^T \right) \left( \mathbb{1} \omega - a \right) \right] = \ln \det \left[ \left( \mathbb{1} \omega^* - a^T \right) \left( \mathbb{1} \omega - a \right) \right].
\]

We arrive at the following expression for the eigenvalue potential after taking the disorder average [in a similar fashion to Eq. (14)]

\[
\exp \left[ -N \Phi(\omega) \right] = \int \prod_i \left( \frac{d^2 z_i d^2 y_i}{2\pi^2} \right) \exp \left[ -\sum_i y_i^* y_i + \epsilon z_i^* z_i \right] \times \exp \left[ -i \sum_i z_i^* y_i (\omega^* + 1) + z_i y_i^* (\omega + 1) + \frac{i\mu}{N} \sum_{ij} z_i^* y_j + z_j y_i^* \right] \times \exp \left[ -\frac{\sigma^2}{2N} \sum_{ij} \left( z_i^* y_j + z_i y_j^* \right) \left( z_i^* y_j + z_i y_j^* \right) + \Gamma \left( z_i^* y_j + z_i y_j^* \right) \left( z_i^* y_j + z_j y_i^* \right) \right] \times \exp \left[ -\frac{\gamma\sigma^2}{N^2} \sum_{(i,j,k)} \left( z_i^* y_j + z_i y_j^* \right) \left( z_k y_i + z_k y_i^* \right) \right] \times \exp \left[ -\frac{\sigma^2}{2N^2} \sum_{(i,j,k)} r \left( z_i^* y_j + z_i y_j^* \right) \left( z_i^* y_k + z_i y_k^* \right) + c \left( z_i^* y_j + z_i y_j^* \right) \left( z_i^* y_k + z_i y_k^* \right) \right].
\]

(53)

C. Independence of the bulk eigenvalue density from type-2 correlations and non-zero mean

We wish to evaluate the integral in Eq. (53) in the limit \(N \to \infty\) and thus deduce the bulk eigenvalue spectrum. To this end, we now introduce the order parameters

\[
u = \frac{1}{N} \sum_i z_i^* z_i, \quad \nu^* = \frac{1}{N} \sum_i y_i^* y_i, \quad \nu^* = \frac{1}{N} \sum_i y_i^* z_i, \quad (54)
\]

which we impose in the integral Eq. (53) using Dirac delta functions in their complex exponential representation. We can thus rewrite Eq. (53) as

\[
\exp \left[ -N \Phi(\omega) \right] = \int \mathcal{D} [\cdots] \exp \left[ N(\Psi + \Theta + \Omega) \right],
\]

(55)

where \(\mathcal{D} [\cdots]\) denotes integration over all of the order parameters and their conjugate (‘hatted’) variables, and where

\[
\Psi = i\nu u + i\nu^* v + i\nu^* w + i\nu^* w^* w,
\]
\[
\Theta = -\epsilon u - v - \sigma^2 uv - iw(\omega^* + 1) - i\omega^*(\omega + 1) - \frac{1}{2}\sigma^2 \Gamma [w^2 + (w^*)^2],
\]

\[
\Omega = N^{-1} \ln \left[ \int \prod_i \left( \frac{d^2 z_i d^2 y_i}{2\pi^2} \right) \exp \left\{ -i \sum_i (\hat{u} z_i^* z_i + \hat{v} y_i^* y_i + \hat{w} y_i^* z_i + \hat{w}^* z_i^* y_i) \right\} \exp \left[ \chi (\{z_i, z_i^*\}) \right] \right].
\]

(56)

The quantity \(\chi (\{z_i, z_i^*\})\) contains all the terms in the exponent of Eq. (53) that are proportional to any of the following quantities: \(N^{-1} \sum_i (y_i^*)^2\), \(N^{-1} \sum_i (z_i^*)^2\), \(N^{-1} \sum_i z_i y_i\), \(N^{-1} \sum_i y_i\), \(N^{-1} \sum_i z_i\) and their complex conjugates.

We wish to show now that, in the saddle-point approximation, the order parameters in Eq. (54) are unaffected by the terms in \(\chi (\{z_i, z_i^*\})\). In particular, we wish to show that \(iw^*\), which in the saddle-point approximation corresponds to the trace of the resolvent [see Eq. (48) and Refs. [6, 11]], is unaffected by setting \(\chi (\{z_i, z_i^*\}) = 0\).

Extremising the quantity \(\Psi + \Theta + \Omega\) with respect to the conjugate order parameters \(\hat{u}, \hat{v}, \hat{w}\) and \(\hat{w}^*\), we obtain saddle-point conditions of the form

\[
w^* = N^{-1} \sum_i \langle y_i^* z_i \rangle_{\Omega},
\]

\[
\langle \cdots \rangle_{\Omega} = \frac{1}{\Omega} \int \prod_i \left( \frac{d^2 z_i d^2 y_i}{2\pi^2} \right) \left[ \cdots \right] \exp \left\{ -i \sum_i (\hat{u} z_i^* z_i + \hat{v} y_i^* y_i + \hat{w} y_i^* z_i + \hat{w}^* z_i^* y_i) \right\} \times \exp \left[ \chi (\{z_i, z_i^*\}) \right],
\]

(57)

with similar expressions for the other order parameters. Taking inspiration from our earlier calculation of the response functions in Section II, we expand the exponent containing \(\chi\) as a series and evaluate the resulting series for \(\langle y_i^* z_i \rangle_{\Omega}\) as a set of Gaussian integrals. One finds that all the non-zero-order terms in \(\chi\) in the series vanish in the thermodynamic limit. This is true for all the other order parameters in Eq. (54) also. Similar observations were made in Refs. [2, 10, 11]. One can thus set \(\chi = 0\) in the expression for \(\Omega\). This means that the terms proportional \(\mu, \gamma, r\) and \(c\) do not contribute in the thermodynamic limit to the bulk spectrum.

Once \(\chi\) is discarded, one finds

\[
\Omega = -\ln(\hat{w} \hat{w}^* - \hat{u} \hat{v}).
\]

(58)

The expression in Eq. (56) is then precisely the form that was derived in [24], from which the familiar elliptic law can be obtained. Therefore, neither the non-zero mean nor the type-2 correlations affect the bulk spectrum in the thermodynamic limit and we obtain Girko’s elliptic law [given in Eq. (7) of the main text].
IV. GENERATING RANDOM MATRICES WITH GENERAL CORRELATIONS

A. Procedure

In order to test the predictions for the bulk spectrum and outlier eigenvalue, we developed an efficient method for generating random matrices with the statistics given in Eq. (2) of the main text.

We decompose $z_{ij}$ (for $i \neq j$) as,

$$z_{ij} = \beta_i + \kappa_j + \omega_{ij}, \quad (59)$$

where $\beta_i$, $\kappa_j$, and $\omega_{ij}$ are zero-mean random variables that are correlated in such a way as to reproduce the desired correlations in $z_{ij}$. More specifically, we require

$$\begin{align*}
\langle \beta_i^2 \rangle &= \frac{\sigma^2}{N^2} \begin{bmatrix} r & \gamma \\ \gamma & c \end{bmatrix}, \\
\langle \beta_i \kappa_i \rangle &= \frac{\sigma^2}{N^2} \begin{bmatrix} 1 - \frac{r+c}{N} & \Gamma - \frac{2\gamma}{N} \\ \Gamma - \frac{2\gamma}{N} & 1 - \frac{r+c}{N} \end{bmatrix},
\end{align*}$$

where all other correlations are nil. Using these covariances, we sample $N$ correlated pairs $(\beta_i, \kappa_i)$, and a further $\frac{N(N-1)}{2}$ correlated pairs $(\omega_{ij}, \omega_{ji})$. We can then combine the $\{\beta_i, \kappa_j, \omega_{ij}\}$ using Eq. (59) to produce a single realisation of the matrix $z$.

In order for this method to work, the covariance matrices in equations (60) and (61) must be positive semi-definite. This implies the following conditions,

$$\begin{align*}
r &\geq 0, \\
c &\geq 0, \\
|\gamma| &\leq \sqrt{rc}, \\
r + c &\leq N, \\
\left| \Gamma - \frac{2\gamma}{N} \right| &\leq 1 - \frac{r+c}{N}.
\end{align*}$$

These conditions are more stringent than the constraints given in Section I A. This is due to the decomposition of $z_{ij}$ chosen in Eq. (59), which, at the cost restricting the values of the parameters we can test, makes the production of matrices with generalised correlations very efficient.

B. Non-Gaussian distributions used in Fig. 3

In order to verify both the accuracy of our prediction for the eigenvalue spectrum and its universal nature, we draw the elements of $z_{ij}$ from two different non-Gaussian distributions in Fig. 3 of the main paper.

Consider two correlated random variables $x$ and $y$, both with zero mean, which have the following statistics

$$\begin{bmatrix} \langle x^2 \rangle & \langle xy \rangle \\ \langle xy \rangle & \langle y^2 \rangle \end{bmatrix} = \begin{bmatrix} v_x & c_{xy} \\ c_{xy} & v_y \end{bmatrix}. \quad (63)$$
The variables $x$ and $y$ will have the above statistics if they are drawn from the following distribution,

$$
P(x, y) = \frac{1}{2\sqrt{3v_x}} \theta \left(\sqrt{3v_x} - x\right) \theta \left(x + \sqrt{3v_x}\right)$$

$$\times \left[\left(1 + \frac{c_{xy}}{\sqrt{v_xv_y}}\right) \delta\left(\sqrt{v_y}x - y\right) + \left(1 - \frac{c_{xy}}{\sqrt{v_xv_y}}\right) \delta\left(\sqrt{v_y}x + y\right)\right],$$

but the marginal distribution of either variable will be a uniform distribution.

All the correlated pairs of variables $(\beta_i, \kappa_i)$ and $(\omega_{ij}, \omega_{ji})$ [see Eq. (59)] were drawn from such a distribution [with statistics given by Eqs. (60) and (61)] to produce the points in Fig. 3(b) in the main text.

Similarly, the following distribution also gives the same statistics as Eq. (63), but the marginal distribution is a Bernoulli distribution

$$P(x, y) = \frac{1 + c_{xy}}{4} \left[\delta(x - \sqrt{v_x})\delta(y - \sqrt{v_y}) + \delta(x + \sqrt{v_x})\delta(y + \sqrt{v_y})\right]$$

$$+ \frac{1 - c_{xy}}{4} \left[\delta(x - \sqrt{v_x})\delta(y + \sqrt{v_y}) + \delta(x + \sqrt{v_x})\delta(y - \sqrt{v_y})\right].$$

This distribution was used to produce the points in Fig. 3(a) in the main text.
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