Unraveling intricate processes of glassy dynamics from static structure by machine learning relative motion
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The recent developments in machine learning methodologies have enabled accurate predictions of glassy dynamics. The machine learning models developed thus far ensure that the hidden characteristic features of the local structures around each particle can be autonomously related to the hotspots where particles are more prone to move. Herein, we present a distinct approach for developing a novel graph neural network model that learns the relative motion between neighboring particle pairs as its target quantity, in addition to the self-displacement of each particle. This enables precise predictions of the distance of separation of each neighbor pair from its static structure. Furthermore, if we enable the model to simultaneously learn the self-displacement and relative motion, it can predict the particle propensity for self-motion within a short period, with an accuracy drastically higher than those of existing models. This is achieved by utilizing the physical information underlying these quantities that complement the intricate dynamics of both the short-time collective vibrations and structural changes. This model represents a new state-of-the-art prediction method for glassy dynamics, thus introducing a new approach for elucidating the crossover from short-time vibrational motion to long-time structural relaxation in glasses.

I. INTRODUCTION

When a liquid is rapidly cooled, it freezes into a glass which retains a random amorphous structure. This phenomenon, referred to as the glass transition, is ubiquitous, but its origin still remains unclarified. The elucidation of this origin has been an important research topic for decades [1]. Along with the drastic slowdown of atomic motion accompanying the glass transition, localized domains of particles that rearrange more preferentially than others grows up [2–4]. Because particles are randomly arranged, it is difficult to identify the structural features of a glass-forming liquid that determines where such domains appear. Local geometric [5] or non-geometric orders derived from static structures [6, 7] have accumulated evidences for the structure–dynamics correspondence. However, the underlying structural origin remains elusive.

The recent developments in machine learning methodologies and network analyses, along with the improvements in computational capability and the processing of large volumes of data, have enabled the accurate determination of the structure–dynamics correspondence in glassy systems [8–14]. In particular, Bapst et al. demonstrated the capability of graph neural networks (GNNs) in determining this correlation [13]. GNNs are a class of deep learning algorithms that operate on a graph and are highly capable of expressing complex features without intervening physical insights. GNNs can express molecular assemblies by embedding the characteristics of particles (atoms) and the relation between pairs of these particles as features of the nodes and edges in a graph, respectively. Therefore, they have recently been implemented in various applications in the field of materials science [15–18]. Furthermore, Bapst et al. utilized these features of GNNs to predict the particle propensity in a glass-forming liquid based on its static structure and reported an unprecedented accuracy in these predictions [13]. This high accuracy in the predictions of glassy dynamics has enabled the development of further applications, as evidenced by the application of inverse modeling [19]. This has also led to the development of a cost-effective machine learning model that can overcome the high computational cost of GNNs [14] by identifying structural descriptors internally designed by GNNs.

In most previous studies, the dynamics was probed via quantities defined for each particle, including particle displacement. However, the dynamics of structural arrangement in glasses concerns the interexchange of positional relations between particles rather than the movement of a single particle. Therefore, by setting a dynamical variable that characterizes relative motion between pairs of particles as the target quantity to be learnt, such rearranging motion can be directly probed by machine learning, which may help capture different physical process that underlies the intricate processes of dynamics. In the short-time scale, there exists a collective motion including quasi-localized vibrations and phonons [20–22], where the former is known to bear low energy barriers for long-time structural rearrangements [6, 7, 22–24]. As such transient dynamics are collective in their nature, the existing machine learning models targeting at particle-level dynamic descriptors are not capable of capturing such intricate dynamics, which leaves us a challenge of endowing GNNs with the capability of learning such fluctuations.

Herein, we show that this nontrivial task can be achieved using the proposed GNN model, which completely learns the relative motion between particles, along with the particle-level motion. This enables us to predict the short-time dynamics with significantly improved precision than the previous models. The proposed model, therefore, updates the state-of-the-art GNN model [13–14] in terms of prediction ability and forms a new ground basis for exploration of glassy slow relaxation by machine learning.
II. RESULTS

A. Predicting pair-distance change as edge feature

Here, we propose a new GNN model, “BOnd TAargeting Network (BOTAN)”, that can learn a target characteristic quantity assigned on edges corresponding to pairs of close-by particles. BOTAN is a straightforward extension of the GNN used in the previous study [13], which we term as NT-GNN (“node-targeting GNN”) because it was trained using only the particle propensity for motion at each node of the graph. BOTAN and NT-GNN are based on the interaction network [25][26]. Interaction network consists of an encoder–process–decoder architecture, where features of nodes and edges in a graph are mutually computed by exchanging messages between a pair of two-layer multi-layer perceptrons (MLPs) assigned for nodes and edges. This architecture is suitable in extracting intricate relationships from simulation data computed with high precision. Moreover, because the network treats node and edge features equivalently, regressing the network toward the characteristic quantities on edges as well as nodes is possible by decoding edge embeddings by an MLP (see Methods). BOTAN shares some common characteristics with a recent study exploiting interaction network [27].

As a new target quantity for learning interparticle relative motion, we introduce pair-distance change after time $t$,

$$E_{ij}(t) = r_{ij}(t) - r_{ij}(0),$$

where $r_{ij}(t)$ is the distance between a pair of particles $i$ and $j$ at time $t$. Here, only the pairs are considered within a threshold distance $(r_c = 2.0)$ at the initial time, $t = 0$. We track these pairs to determine whether they were separated subsequently, in order to detect the structurally rearranging regions. This concept is nearly similar to previous ideas of counting the replacement of neighboring pairs [6] [28][30], where it has also been referred to as “bond breakage” [8][31][33].

To reveal the predictive ability of BOTAN, we train it with a dataset to predict the pair-distance changes. The dataset for learning is trajectory data of a 3D binary Kob–Andersen Lennard–Jones (KALJ) mixture with 80:20 (types A and B) composition [34], wherein the pairwise force is smoothed at its cutoff [35][36]. The actual target quantity of machine learning is the ensemble average over the result of 32 independent simulation runs generated from each of initial configurations, so-called the isoconfigurational ensemble [6][37].

In the remainder of this article, we use the dimensionless units based on the Lennard-Jones potential and target quantities of learning that are always the average on isoconfigurational ensembles for which explicit notations are abbreviated. Machine learning hyperparameters are set similar to NT-GNN [13]. In particular, the standard $L_2$-norm loss function is used for learning and the input graph is constructed in a manner that pairs of nodes are connected by an edge when the corresponding pair distance is lower than $r_c$, resulting in approximately 166,000 edges. The model is trained with the dataset generated from 400 initial configurations, where for small $t$, a large number of epochs are required for the convergence of the loss function (see Supplemental Information, Fig. S1 for learning curve of this training). For training, different epoch numbers are set for the different time points and temperatures to avoid overlearning due to the limited volume of these data (see Supplemental Information, Table S1). Prediction of the model is examined with test dataset generated from other 100 initial configurations (see Methods for all details).

Fig. 1 depicts the prediction of the pair-distance change, $E_{ij}(t)$, for a particle configuration in the test dataset, using BOTAN trained at $t = (a) 130$ and (b) 4120 under the lowest temperature considered $T = 0.44$. These time points correspond to 0.03$\tau_a$ and $\tau_a$, with $\tau_a$ the $\alpha$-relaxation time. From left to right in each, (1) predicted values, (2) the “actual” distance change directly evaluated as the isoconfigurational ensemble average from the simulation, and (3) the error map, are shown in color maps projected onto segments representing pairs initially in the distance of $r_{ij}(t = 0) < 1.35$. They show that BOTAN reproduces spatial distribution of pair-distance changes well; particularly for short-time prediction (a) $t = 130$, we find that BOTAN discerns where specific pairs become dissociated. Over a long-time (b) $t = 4120$, which is equal to the $\alpha$-relaxation time $\tau_a$, the prediction becomes more diffuse but still captures the spatial contrast between mobile and immobile regions.

In Fig. 2, the prediction accuracy of BOTAN over $E_{ij}(t)$ is illustrated using the Pearson correlation coefficient, which quantifies the proximity between the predicted and ground truth data. This proximity should be quantified carefully to ensure that the comparison is performed over equivalent particle pairs. Therefore, among pairs of type A particles (pairs related to type B are excluded from consideration), pairs within the first neighboring distance $r_{ij}(t = 0) < 1.35$ are chosen in this comparison, because a neighbor pair in the first and second neighbor shells is expected to exhibit different distance changes on average. The prediction accuracy thus evaluated is high in the short time, wherein the prediction accuracy monotonically declines. This result is in clear contrast to that of the previous NT-GNN [13], where the prediction accuracy of particle propensity decreases in the early stages of structural relaxation.

Predicting particle propensity as node feature

BOTAN is modeled by adding a decoder applied to edge embeddings; however, this decoder can be possibly retained for node embeddings. This leads to an idea to train BOTAN with target quantities for both, that is, particle propensity for the self-displacement

$$S_i(t) = |r_i(t) - r_i(0)|$$

in addition to the pair-distance changes $E_{ij}(t)$. Here, $r_i(t)$ denotes the 3D position of particle $i$ at time $t$. The actual target quantities are again their isoconfigurational ensemble averages. The simultaneous learning of these quantities can be realized by setting the loss function as a weighted sum of $L_2$-norm losses for $S_i(t)$ and $E_{ij}(t)$. The model is then trained.
FIG. 1. Prediction of pair distance change $E_{ij}(t)$ and the ground truth data at a temperature $T = 0.44$ for two times $t = (a) 130 (0.03 \tau_\alpha)$ and (b) 4120 ($\tau_\alpha$), respectively. From left to right, (1) predictions, (2) ground truth data computed out of the simulation result, and (3) prediction errors computed as difference between them. A specific cross section ($11.1 < z < 11.9$, with the width of 0.8) is cut out of the 3D box system. The distributions are shown in color maps that are projected on each line. Lines represent pairs of particles $i$ and $j$ and only the pairs satisfying $r_{ij}(t=0) < 1.35$ are shown in the plot.

FIG. 2. Pearson correlation coefficients between predicted and actual values of pair-distance change $E_{ij}(t)$ as a function of time $t$, at temperatures $T = 0.44$, 0.50, 0.56, and 0.64. Error bars depict the median, best, and worst of five independently trained models. Dotted lines indicate the $\alpha$-relaxation time for respective temperature.

First, we compare the prediction ability of BOTAN with that of NT-GNN by Bapst et al. Figure 3 shows predictions for $t = (a) 130$ and (b) 4120 for $T = 0.44$ of NT-GNN and of BOTAN, in addition to the “actual” propensity directly evaluated from the trajectory data in the test dataset. As all the snapshots are shown in the same cross section as in Fig. 1 the spatial correspondence can be seen between the predictions of $S_i(t)$ and $E_{ij}(t)$. For short time prediction ($t = 0.03 \tau_\alpha$) in Fig. 3 (a), BOTAN is superior in predicting spatially heterogeneous patterns of particle propensity after a large number of epochs of training. Contrarily, prediction over a longer time $t = \tau_\alpha$ remains at the same level of accuracy as in the previous model, indicating that the addition of edge targets in BOTAN has not improved its ability over the long-time structural relaxation.

To determine the cause for the improvement in the short-time prediction and to get one step closer to the reason, two kinds of additional plots are created in Fig. 4. One is error maps of predictions as the difference between the predicted and ground truth propensity map, plotted for NT-GNN and BOTAN. The other is “locally-averaged” displacement field over nearest neighbors computed from the particle trajectory as the ground-truth data, which indicates particle motion that is not directly related to interparticle rearrangement. In this way, we intend to extract thermal collective motion including quasi-localized vibrations and phonons \cite{21,22}, existing behind the glassy structural relaxation.

In the error map of NT-GNN, the existence of large scale
heterogeneity represents its inability to capture the full heterogeneity in the map. However, this locally averaged displacement field, plotted with 3D vectors, demonstrates the existence of large-scale collective motion underlying the glassy structural relaxation, which considerably exceeds the length scale of the particle size. On comparing them, it is observed that the displacements are spatially correlated with the prediction errors, being parallel with the contour lines of the prediction error map. In the prediction result of BOTAN, on the other hand, these errors are not perfectly but clearly suppressed. Considering these results, the loss of accuracy in the prediction can be presumed to be related to collective thermal fluctuations, which the GNN cannot directly capture in nature, as discussed in the following.

B. Prediction accuracy improved by learning relative motion

GNNs are effective tools that can identify hidden features from relational data. Glassy systems remain in a metastable state at low temperatures for a long time, without any major changes in their structure; this can account for the high accuracy of NT-GNN in predicting particle propensity [13]. However, in the previous study conducted by [13], a decline was observed in the prediction accuracy of NT-GNN in terms of the short-time dynamics around the plateau of the self-intermediate function, despite the expected ease of prediction. In computing the particle propensity, particle motion is averaged over a long time to hide short-time fluctuations, which might take place in the form of quasi-localized vibrations or phonon fluctuations. Such spatially-extended motion makes its relationship with the structure nontrivial, which can be the reason for the decline in the prediction accuracy of NT-GNN [13].

Regarding the short-time dynamics, the pair-distance change $E_{ij}(t)$ has its own significance in spite of its extreme simplicity. The dynamic heterogeneity in glassy dynamics is often characterized through the self-motion of a tracer particle. The particle propensity, a previous target quantity of learning, falls into this category, whereas other quantities include self-intermediate scattering function, self-part of the van-Hove functions, and four-point functions (space-time density correlation) [2]. In the meanwhile, another aspect of the dynamics can be captured by quantifying structural rearrangement, which is more intimately linked to viscous relaxation process rather than the diffusion. An easy way to realize it is to count the replacement of neighboring pairs [6, 28, 29], which is also termed as “bond breakage” [3, 31, 32]. For the 3D KALJ liquid, an author has shown that the dynamic length scale characterized by the bond breakage and four-point density correlation is similar [32]. However, these two types of quantities are influenced by the details of the dynamics in a different manner; As an obvious example, when particles are directly driven by elastic sound waves, the resulting particle motion is collective and still results in a finite particle propensity, even without structural rearrangement.

From these viewpoints, we assess the prediction accuracy of BOTAN in comparison with the previous model and further
investigate the short-time collective fluctuations affecting the dynamics by computing the Pearson correlation coefficients. Because two types of particles (A and B) of a 3D KALJ liquid are expected to exhibit different propensities over a long period, the Pearson correlation coefficient is estimated using only the data for type A particles. Figure 5 shows the prediction accuracy of BOTAN and of NT-GNN with regard to the particle propensity $S_i(t)$. The trend of time dependence is in agreement with the previous results [13]: in the shorter time before reaching the plateau region ($t < 0.2$), the Pearson correlation coefficients assume high value, then it falls below 0.5, and afterwards gradually increases to reach its peak at around the $\alpha$-relaxation time. Conversely, BOTAN exhibits remarkable improvement in the prediction accuracy in the time region of $t < 100$ for all the temperatures under investigation. In fact, BOTAN first learns the short-time dynamics on edges and then acquires the ability to predict particle propensity at the nodes, as inferred from the dependence of the Pearson coefficients on the number of epochs during training (see Supplemental Information, Fig. S3). Overall, BOTAN internally fixes the prediction errors over $S_i(t)$ with high precision using information learned from pair-distance changes.

Finally, we determine the level of prediction accuracy that can be achieved by training NT-GNN by replacing target variables into a quantity in which the effect of collective thermal fluctuations is restricted to a certain extent. For this purpose, we introduce and briefly examine two quantities that characterize particle rearrangements being less affected by such collective motion. One is the relative displacement that they would have under an uniform strain.

\[
\mathcal{R}_c(t) = \frac{1}{N_{\text{n.n.}}} \sum_{j \in \text{n.n.}} \left| \left[ r_i^\alpha(t) - r_j^\alpha(t) \right] - \left[ r_i^\beta(0) - r_j^\beta(0) \right] \Lambda_{\alpha\beta} \right|
\]

wherein the vector and tensor components $\alpha, \beta \in \{x, y, z\}$ are explicitly denoted for clarity. Here, $\epsilon_{\text{sg}}$ represents the local strain tensor, which is evaluated from change in the local arrangement of neighboring particles in the distance of 1.6 (See “Methods”). When this local strain reduces to zero ($\epsilon_{\text{sg}} = 0$), which is valid in the limit of $t \to 0$, this quantity reduces to a more easily interpretable form $C_c(t) = |\Delta r_i(t) - N_{\text{n.n.}}^{-1} \sum_{j \in \text{n.n.}} \Delta r_j(t)|$, clearly manifesting itself as the relative displacement with respect to neighbor environments.

The other quantity is a further variant but widely used and defined as the mean-square of difference between the actual displacement and the uniform strain displacement of the neighbors.

\[
D_c(t) = \frac{1}{N_{\text{n.n.}}} \sum_{j \in \text{n.n.}} \sum_{\alpha} \left[ \left| r_i^\alpha(t) - r_j^\alpha(t) \right| - \left| r_i^\beta(0) - r_j^\beta(0) \right| \Lambda_{\alpha\beta} \right]^2.
\]

This quantity is close to $\mathcal{R}_c(t)$ in its form; the difference lies in the squared sum that is more distinctly affected by a specific $i$-$j$ pair if a specific $i$-$j$ pair becomes further away than other pairs. Therefore, $D_c(t)$ is more susceptible to hot spots where particle rearrangement preferably occurs.

In Fig. 5, Pearson correlation coefficients between predictions of NT-GNN and the actual values of neighbor-relative particle propensities $R_c(t)$ and $D_c(t)$ are also shown. The correlation coefficient is evaluated only for type-A particles, as a proximity between the predicted and ground truth values (see Supplemental Information Figs. S3 and S4 for visualization of the corresponding predicted and ground truth values of these quantities). The prediction accuracy of NT-GNN improves over these quantities, especially in the time regions shorter than 0.1$\tau$. This clearly implies that spatially extended static fluctuations cause decline in the prediction accuracy of $S_i(t)$ by NT-GNN in the short time, and that this decline in the prediction accuracy is recovered because, in these quantities, effect of these spatially-extended static fluctuations are removed to a certain extent.

III. DISCUSSIONS

In conclusion, our model, BOTAN, predicts intricate processes in glassy dynamics from the static structure, with a precision exceeding the original GNN model by Bapst et al. (NT-GNN). Effectively the same dataset and neural network is necessary for achieving this level of prediction accuracy. The difference is that BOTAN learns relative motion via pair-distance changes computed directly from the dataset. BOTAN learns...
FIG. 5. Pearson correlation coefficients between predicted and actual particle propensities $S_i(t)$ are plotted between BOTAN and the original NT-GNN, as functions of time $t$ for $T = (a) 0.44$, (b) 0.50, (c) 0.56, and (d) 0.64. Predictions of “neighbor-relative propensities” $R_i(t)$ and $D_i(t)$ are also compared to the actual values. Errorbars show the median, best, and worst of five independently trained models.

details of relative motion in the short time via pair-distance changes which surpasses particle propensity in its number by an order of magnitude. BOTAN leverages the highly precise information it learns on relative motion for making prediction of particle propensity far more accurately than in previous studies [13, 14]. Surprisingly, when the pair-distance change and particle propensity are learnt together, BOTAN can incorporate the effect of spatially-extended fluctuations on the particle propensity into its prediction. In other words, although particle propensity is affected both by spatially extended fluctuations and structural rearrangement processes, BOTAN acquires the ability to distinguish between these two effects by complementing detailed information on the structural rearrangement, learnt via the relative motion.

The high predictive performance of BOTAN demonstrates that the static structure is more related to the relative dynamics based on pairs than the particle. Essentially, the static structure determines neighbor pairs with a lower energy barrier for “bond breakage.” Thus far, this concept has not been extensively analyzed for van der Waals molecular liquids, including the KALJ liquid. The neighbor pairs with a lower energy barrier for “bond breakage” appear to be autonomously identified by the model. BOTAN leverages this feature and appears to “know” better than any previous models the forthcoming transient state that the system will assume through the neighbor exchange processes. Therefore, it may contribute toward the realization of an intimate link between short-time dynamics and long-time structural relaxation, thus addressing the underlying time-scale gap. It is also a next key issue to identify the additional structural descriptor used by BOTAN for determining the pairs with lower energy barrier for bond breakage, and make use of it for developing cost-effective and stable model in line with attempts devoted toward the previous NT-GNN model [14].

BOTAN’s machine learning principles can be used for new versatile applications, because BOTAN can acquire ability to predict spatially-extended dynamics. As immediate applications, first, BOTAN may be used for studying the dynamics wherein spatially-extended motion is involved, including quasi-localized and phonon vibrations, deformation of glasses under external strains (also studied by Bapst et al. [13]), or more diverse problems including e.g. dense active matter [41].

Moreover, as BOTAN exhibits high prediction ability over millions of molecular dynamics simulations steps, its prediction result may possibly be leveraged as new “reaction co-ordinates” along which the fluctuations should be enhanced for efficient sampling of molecular trajectory. Extensions to the recently discussed machine-learning-aided sampling technique [42, 43] would be an intriguing direction.

As BOTAN belongs to an elementary class of GNNs, incorporation of recent high-profile models in the field of data science may be another interesting direction. One approach is to incorporate the glassy dynamics into dynamic GNNs [44, 45]. We can construct GNNs that dynamically follow the structural changeover in glasses by accumulating highly-precise short-time predictions by internally reconfiguring the edges.
This may also be fruitful to leverage explainable graph networks [46, 47] to determine the underlying principles GNN internally learns for raising precision of their predictions.
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METHODS

A. Dataset details

We employ a Kob–Andersen-type binary Lennard–Jones mixture in three dimensions [13, 34] which is usually given by an interatomic pairwise potential

\[ u(r) = 4\epsilon_{\mu\nu} \left( \frac{\sigma_{\mu\nu}}{r} \right)^{12} - \left( \frac{\sigma_{\mu\nu}}{r} \right)^{6}. \]

\( \mu, \nu \in \{A, B\} \) denotes the particle types, where the species A consists 80% of the total number. The interaction energy and particle size are defined as \( \epsilon_{AA} = 1.0, \epsilon_{AB} = 1.5, \epsilon_{BB} = 0.5, \sigma_{AA} = 1.0, \sigma_{AB} = 0.8, \) and \( \sigma_{BB} = 0.88 \). In this study, distances, time, and temperature are denoted in units of \( \sigma_{AA}, \tau = \sqrt{m\sigma_{AA}/\epsilon_{AA}}, \) and \( \epsilon_{AA}/k_B, \) with \( k_B \) the Boltzmann constant.

For improving the accuracy of numerical integration over a large number of steps, the pairwise potential is modified in the track of previous studies as [35, 36]

\[ U(r) = u(r) - u(r_c) - (r - r_c) \frac{du(r)}{dr} \bigg|_{r=r_c}, \]

so that the force and the potential vanish at the cutoff length \( r = r_c \). The cutoff lengths are set differently for different combinations of pair species depending on the combination of pair species as \( r_c = 2.5\sigma_{\mu\nu} \).

The procedure of dataset generation is similar to that in the previous study [13] except that the system size is fixed. For all the simulations, the number density of the system is fixed at \( N/V = 1.2 \). Time step of numerical integration is kept at \( \Delta t = 10^{-3} \) throughout. We set four target temperature, \( T = 0.44, 0.50, 0.56, \) and 0.64, for which the respective relaxation times \( \tau_\alpha \) are summarized in Table I. For each four target temperatures, 500 independent particle configurations are generated as follows. After keeping the temperature at \( T = 5.0 \) for the time lapse of \( t_0 = 10^3 \), the system is cooled rapidly (in \( t_{cool} = 20 \)) to the target temperature. The temperature is subsequently kept constant until the system reaches the steady state up to time scale of \( 40\tau_\alpha \). The final particle configuration thus obtained is used as the initial one at \( t = 0 \) in the production run for generating the dataset. From the 500 initial configurations, we have introduced the isofngerational ensemble [6, 37] by running 32 separate microcanonical (NVE) simulations all starting from the same configuration; however, the initial velocities are randomly given from the Maxwell-Boltzmann distribution at the target temperature. These simulations are conducted approximately up to \( 30\tau_\alpha \), where the particle configurations are sampled at logarithmically increasing time points. Among the 500 initial configurations, 400 configurations (12,800 runs) are used for training and the other 100 (3,200 runs) are for testing.

B. Machine learning model architecture

In this subsection, we explain the neural network architecture of BOTAN and NT-GNN, and also provide information that was not provided in the previous study conducted by Bapst et al. [13]. Let \( G(V, E) \) be a graph that includes a set of nodes \( V \) and edges \( E \). For a pair of nodes \( v, u \in V \), an edge between \( v \) and \( u \) is represented as \( e_{vu} \). The neighboring edges of a vertex \( v \in V \) are represented as \( N(v) \subset E \). Given input feature vectors \( h_v^m \) and \( h_e^m \) for a node \( v \in V \) and an edge \( e \in E \) respectively, the goal is to compute the corresponding output features \( h_v^{out} \) and \( h_e^{out} \). As shown in a block diagram in FIG. 6 and by denoting an encoder, a multi-layer perceptron (MLP) and a decoder as \( EN(\cdot) \), MLP(\cdot) and DE(\cdot), each layer to compute feature vectors for node \( v \) is formulated as follows. First, input feature vectors are encoded by respective encoders

\[ h_v^0 = EN(h_v^m), \quad h_e^0 = EN(h_e^m). \]

Then, update of the edge and node features via MLPs are repeated for \( n \) times

\[ h_v^{m+1} = MLP(h_v^{m-1} \oplus h^m_e \oplus h_v^0), \quad h_e^{m+1} = MLP(h_e^{m-1} \oplus \sum_{e \in N(v)} h_e^m \oplus h_e^0) \]

where \( m \) stands for the iteration index of \( n \) repeat cycle \( (0 < m < n) \). In each cycle, messages are passed between nodes and edges, wherein encoded feature vectors are concatenated together before every update. The decoders placed as the final layer yields the output features on each node and edge

\[ h_v^{out} = DE(h_v^0), \quad h_e^{out} = DE(h_e^0). \]
In practice, EN(•), MLP(•) and DE(•) are all implemented by two hidden layers of 64 units with rectified linear units (ReLU) non-linearity. At every repeat cycle of update on edges and nodes in Eqs. (5) and (6), information of the neighbor shell (inside the distance of 2σAA) is propagated. We set the number of this repetition as n = 7 so that the information propagates over the whole system (with a box length of 15.06) in a single epoch of learning.

In addition to the node output feature $\hat{h}_v^{\text{out}}$ which have been exploited to learn particle propensity in previous studies [13, 14], we introduced the decoder for the edge feature $\hat{h}_e^{\text{out}}$ in this model, which is an essential innovation in the present study. It is essential that edges receive messages from both neighbor nodes v,u in each repetitive cycle of message passing in Eq. (5), though this detail does not affect the results and was not explicitly addressed in the study by Bapst et al. [13].

In this study, a graph data for learning is constructed based on the particle configuration wherein the particles are represented by its nodes. Edges are assigned to pairs of particles i and j within a distance threshold value $r_{ij}(t = 0) \leq r_e$, so that the neighborhood relation can be represented. We choose a threshold length $r_e = 2.0σ_{AA}$ that has the best predictive performance on particle propensity [13]. Then these graphs are fed into the GNN by encoding particle types (A and B) and 3D relative positions between particles independently into the nodes and edges as single floating-point numbers, wherein the types (A and B) are converted to 0 and 1.

### C. Learning and inference procedure

The learning setups and hyperparameters in the present study are similar to those used by Bapst et al. [13]. Dataset is learned to minimize the loss function, wherein the neural network is optimized by Adam algorithm without norm regularization with the learning rate of $10^{-4}$ with a standard implementation in PyTorch. For learning on output features on each node and edge, loss functions are defined by

$$L_M = pL_S + (1 - p)L_E,$$  \hspace{1cm} (8)

wherein the prediction of the particle propensity $S_i(t)$ and distance change $E_{ij}(t)$ is performed simultaneously. $p$ is treated as a hyperparameter ($0 \leq p \leq 1$) as it decides the weight of learning between nodes and edges. While on the one hand, when we employ the pair-distance changes as the target quantity, this parameter is set to $p = 0$ (corresponding to Figs. [1] and [2], on the other hand, the model reduces to the previous NT-GNN [13]. For the simultaneous learning on nodes and edges, we make the choice of $p = 0.4$ in this study, which is justified by the ablation experiment in which Pearson correlation coefficients are calculated with changing $p$ (see Supplemental Information, Fig. S3).

$L_S$ and $L_E$ are standard $L_2$-norm loss functions, which may be written down as

$$L_S = \sum_{j=1}^{N} \left[ \langle \hat{S}_j(t;\{r_i\}) - \langle S_j(t) \rangle \rangle - \langle S_j(t) \rangle \rangle \right]^2,$$  \hspace{1cm} (9)

$$L_E = \sum_{j=1}^{N} \sum_{k=1}^{N} \left[ \langle \hat{E}_{jk}(t;\{r_i\}) - \langle E_{jk}(t) \rangle \rangle \right].$$  \hspace{1cm} (10)

Here, $\langle \cdot \rangle$ represents the average over the isoconfigurational ensemble and $\langle S_j(t) \rangle$ and $\langle E_{jk}(t) \rangle$ denote the values of particle propensity and pair-distance change predicted by the GNN from the initial configuration used for generating the isoconfigurational ensemble.

The data loaded for training are augmented by applying random rotation of the simulation box to the particle positions, as all the target quantities for learning are scalar variables with rotational invariance. In the training performed with NT-GNN, the minibatch sizes of the graph input are fixed at 5 and the number of epochs for learning are fixed at 1000, to ensure that overlearning does not occur in all the cases. The training scenarios performed with BOTAN (with edge targets), without the minibatching of the graph input, requires a larger number of epochs under the present setting of hyperparameters. Consequently, we need to stop learning at an epoch before overlearning occurs.

In all these training scenarios, all the particles (particle pairs) are learned simultaneously, regardless of the particle types. The training with NT-GNN over 1000 epochs required approximately 2 h when using one NVIDIA A100 Tensor Core GPU (40 GB SXM). It is essentially the same for BOTAN, except that there may exist a substantial overhead arising from computation of interparticle distances, of which the actual elapsed time depends on its implementation.
D. Other details

In Figs. 1, 3, and 4 color maps are plotted by interpolating the propensities (and the prediction error) of particles which are inside a specific cross section within the thickness of 0.8. In Fig. 1, on the other hand, neighbor pairs are selected so that their initial distance is lower than 1.35 and fits within the same cross section. The locally-averaged displacement fields in Fig. 4 are defined as an isoconfigurational ensemble average inside the first neighbor shell.

\[
\langle \Delta r^\text{new}(t) \rangle_{IC} = \left\langle \sum_j \left[ \mathbf{r}_j(t) - \mathbf{r}_j(0) \right] \Theta \left( r_c - r_{ij}(0) \right) \right\rangle_{IC},
\]

where \( \Theta(x) \) denotes Heaviside’s step function and \( r_c \) is the cutoff length of coarse-graining \( r_c \) set at 1.35. Each of them is plotted in a cross-section with a thickness of 1.2, where the 3D vectors are enlarged for better visibility.

The local strain tensor \( \epsilon_{\alpha\beta} \) in Eqs. (2) and (3) is chosen as the one that minimizes \( D_2(t)^2 \) with respect to \( \Lambda_{\alpha\beta} \), as proposed in the original paper by Falk and Langer \[39\]. We have taken the isoconfigurational ensemble averages of \( R_s(t) \) and \( D_2(t) \), and conducted the machine learning. This results in the choice of

\[
\Lambda_{\alpha\beta} = \sum_{x=y,z} Y^{-1}_{\beta\gamma} X_{\gamma\gamma}
\]

wherein the tensors \( X_{\alpha\beta} \) and \( Y_{\alpha\beta} \) denote 3 \times 3 matrices given by

\[
X_{\alpha\beta} = \left\langle \sum_{m:n:n} \left[ r^{\alpha\beta}_m(0) - r^{\alpha\beta}_n(t) \right] [r^{\alpha\beta}_m(0) - r^{\alpha\beta}_n(0)] \right\rangle_{IC}
\]

\[
Y_{\alpha\beta} = \sum_{m:n:n} \left[ r^{\alpha\beta}_m(0) - r^{\alpha\beta}_n(t) \right] [r^{\alpha\beta}_m(0) - r^{\alpha\beta}_n(0)].
\]
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