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Abstract

Forecast evaluation plays a key role in how empirical evidence shapes the development of the discipline. Domain experts are interested in error measures relevant for their decision making needs. Such measures may produce unreliable results. Although reliability properties of several metrics have already been discussed, it has hardly been quantified in an objective way. We propose a measure named Rank Stability, which evaluates how much the rankings of an experiment differ in between similar datasets, when the models and errors are constant. We use this to study the evaluation setup of the M5. We find that the evaluation setup of the M5 is less reliable than other measures. The main drivers of instability are hierarchical aggregation and scaling. Price-weighting reduces the stability of all tested error measures. Scale normalization of the M5 error measure results in less stability than other scale-free errors. Hierarchical levels taken separately are less stable with more aggregation, and their combination is even less stable than individual levels. We also show positive tradeoffs of retaining aggregation importance without affecting stability. Aggregation and stability can be linked to the influence of much debated magic numbers. Many of our findings can be applied to general hierarchical forecast benchmarking.
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1. Introduction

The M5 Forecasting Competition has introduced three main innovations compared to the previous versions of the competition: focus on intermittent series, consideration of hierarchies and incorporation of external covariates. Many real-world forecasting problems closely follow the setup of the M5 Competition (e.g., Bandara et al., 2019).

Comparing performance of forecasting models is a difficult task that has received much attention (Fildes, 1992; Tashman, 2000; Armstrong, 2001). If we compare many models on individual time series, the low sample size and temporal dependency tend to produce spurious rankings. To address this problem, we can average errors across a set of time series to increase the sample size. However, averaging errors does not always have meaning, e.g., averaging sales and precipitation.

Even when series can be compared, they may have largely varying scales. In such scenarios time series with higher scales dominate the overall error, effectively resulting in the single series scenario mentioned before (Armstrong, 2001). Scale-invariant error measures tackle some of these issues (Makridakis, 1993; Hyndman and Koehler, 2006), they are dimensionless and normalize the scale of the series. But with scale-free errors we pay the price of losing degrees of importance. For example, if we are
forecasting sales of products for budgeting purposes, it is natural that errors should be proportional to their dollar value. Hierarchies, by construction, introduce large variation in scale, so normalizing aggregated time series virtually removes their influence. Moreover, the way time series are normalized is still an active area of research with many alternatives (Botchkarev, 2018).

Consequently, it becomes hard to find an evaluation measure that is both meaningful and does not risk producing spurious results, it seems that there is a trade-off between the two. The dataset used in the experiment is equally important. There has been much research on the topic (Armstrong and Lusk, 1983). There is a lack of objective and especially quantitative comparison. Interpretability is of course subjective, but the reliability is not directly compared, only argued in terms such as “influenced by outliers”, or “problems with values close to zero” or “not a representative sample”. We therefore lack a systematic way of comparing benchmarking methods. For example: How do current evaluation methods fare in this spectrum? What are the effects of scale-normalization, and how do the scale-free alternatives compare? Is there a possibility of good trade-offs? Is there room for improvement? Does the problem fade with larger dataset sizes? What is the effect of non-independent data? What is the effect of aggregation? The M5 is an excellent opportunity to study this problem, because it introduced hierarchies and scales (in the form of dollar value of each sales time series) in a domain where errors among series can be compared, featured tens of thousands of time series and hundreds of forecasting methods, all of this in a competition setting where data leakage was almost perfectly controlled.

We study the reliability or spuriousness of an experiment by capturing it in a single number. The number is “Rank Stability”, or how much the ranking produced by an experiment changes when we apply the same setup on “equivalent” datasets. Equivalent datasets are the scenarios where we expect the results of the original experiment to hold, e.g., data of similar nature, or the same data at other time frames. The basis is that if the ranking changes, then the experimental setup is not stable.

In Section 2 we define and motivate Rank Stability. In Section 3 a range of experiments are performed to measure the stability of the M5 setup across the two dimensions where the M5 would be extrapolative, similar datasets and other time frames. We compare the M5 setup to alternative popular error measures on the same data, isolating possible causes of instability. Section 3.1 shows the stability on similar datasets, approximated by splitting the M5 dataset. The influence of the cross-sectional hierarchical aggregation is finely studied in Section 3.2, and total aggregation level, collapsing all series and all time-points to one point is in Section 3.3. Section 3.4 is devoted to the stability across time and how it is influenced by aggregation. Section 3.5 briefly reports the results of the supporting experiments, the agreement in rankings among error measures and how a benchmark procedure might be affected by magic numbers. In Section 4, we show how the tradeoff between stability and the importance assigned to aggregation can be controlled. Finally, Section 5 concludes the paper by summarising the overall findings.

2. Methodology

When benchmarking models using an empirical experiment, what we usually want is to obtain the relative performance among the methods, so that the best ones are identified. We are often not interested in the numeric values of the errors of each method. Also, often the goal is to identify a set of best-performing models, not just one. The methodologies of these top methods are often carefully studied afterwards, featured in the conclusions of the experiment and built upon in further research. They can also be combined in an ensemble for better accuracy. For these reasons, we argue that to measure the quality of an experiment, the primary object of interest is the ranking it produces.

Moreover, often the resulting ranking in the specific dataset that was used in the experiment is not the interest. In forecasting, by the time we can measure the errors, the events of interest have already passed and a posteriori identifying which were the best methods is rarely useful. We want the ranking obtained in the experiment to be predictive in future and similar applications. This is the concept behind rank stability, to measure how similar are the rankings produced by a benchmark experiment when applied again in similar circumstances. Designing experiments with good rank stability has been intuitively behind much of the efforts in forecasting research. For example, the use of scale-free error
measures to prevent a few series from dominating the error average mitigates a possible source of rank
instability, because extrapolating which methods are best from a few time series is not very reliable.
In this section, we define a measure of Rank Similarity and Rank Stability to measure the object of
interest, the rankings.

2.1. Benchmarking procedure

A benchmarking procedure, setup or experiment is a tuple of a dataset, a set of methods and an
error measure.

2.2. Rank Similarity

Comparing rankings has received much interest, because it is an important part of learning-to-rank
(Burges et al., 2005) machine learning tasks. There are many alternatives for comparing rankings
(Pinto da Costa and Soares, 2005). For simplicity and familiarity, we choose the most classic, the
Spearman’s rank correlation, which is the linear correlation among two ranking vectors. Given two
ranking vectors $R_1$ and $R_2$, the ranking similarity $S$ can be formulated as shown in Equation 1, where
$\text{Cov}(R_1, R_2)$ refers to the covariance between $R_1$ and $R_2$ and $\sigma_{R_1}$ and $\sigma_{R_2}$ represent the standard
deviations of the $R_1$ and $R_2$ rankings, respectively.

$$S = \frac{\text{Cov}(R_1, R_2)}{\sigma_{R_1} \sigma_{R_2}}$$

While no rank similarity measure is perfect, we highlight two potential issues with Spearman’s
correlation.

1. The correlation depends on the number of methods that are being ranked. For example, the
correlation if we flip 1st and 2nd position when ranking 5 methods is not the same as when are
ranking 50.

2. It does not matter where in the rankings the differences appear. The correlation if we flip 1st
with 2nd or the 49th with 50th is the same.

To reduce the effects from these problems, we consider the correlations at increasingly larger subsets
of the methods available from the M5 submissions. For the main experiment, we show the correlations
of the Top 10, Top 20, etc. methods, ranked according to the original results of the M5. This fix is
not perfect since we are subsetting models a posteriori and some methods might be left out when they
could have performed in the top.

2.3. Rank Stability

Rank stability is a measure of the extrapolation capacity of a benchmarking experiment to an
equivalent dataset. Equivalent can mean datasets of similar nature (e.g. in the M5, sales of another
set of stores), same dataset in other time periods, etc. It can in general be any scenario for which
the original experimental results can be considered relevant or extrapolated to. We define the rank
stability of an experiment as how much the ranking changes on average, across equivalent datasets.
For this, we use the Rank Similarity defined before. Thus, we define the rank stability as the average
rank similarity produced by a benchmark procedure on equivalent datasets.

Rank stability represents a desirable property of any benchmarking procedure, but it is a necessary,
not sufficient condition. We can have a perfectly stable benchmarking procedure that is useless because
it does not rank according to anything of interest (e.g. ranking according to the alphabetical order of
the models’ names). Rank Stability is not ideal to discern what causes the instability because it captures
all potential sources of instability such as model similarity, time series similarity, ill-suited
error measures, randomness in the data, etc. and combinations of them. Additionally, Rank Stability
captures effects that might be difficult to model explicitly, such as statistical dependency in time series
within a dataset, either natural dependence (e.g. similar products in the same store) or because they
are hierarchically related. Similar ideas to Rank Stability have been used to compare search engines
(Lempel and Moran, 2005) (identically named rank stability), or the change across time of the ranking of individuals in a group according to a personality type (named rank-order consistency) Roberts and DelVecchio (2000).

2.4. Different Error Measures

We calculate rank stabilities for several popular error measures. This is not an exhaustive list of errors, but they comprise variations along several axis: scale-free vs scaled, absolute vs squared error, scaling based on training vs test periods. Therefore, using them in this study allows us to understand how they compare against the M5’s WRMSSE measure and pinpoint the potential causes of problems. In Equations 2 to 6, \( Y_t \) and \( F_t \) denote the actual and forecast values at time step \( t \), respectively, where \( h \) is the length of the forecast horizon and \( n \) is the length of the observed period of the series. These definitions are per each series in the dataset, where as for summarising across series, we consider the mean of the per-series errors.

- **Mean Absolute Error (MAE)**

  \[
  MAE = \frac{1}{h} \sum_{t=n+1}^{n+h} (Y_t - F_t) \tag{2}
  \]

- **Symmetric Mean Absolute Percentage Error (SMAPE)**

  \[
  SMAPE = \frac{200}{h} \sum_{t=n+1}^{n+h} \left( \frac{|Y_t - F_t|}{Y_t + F_t} \right) \tag{3}
  \]

- **Mean Absolute Scaled Error (MASE)**

  \[
  |q_t| = \frac{Y_t - F_t}{\frac{1}{n-1} \sum_{i=2}^{n} |Y_i - Y_{i-1}|}
  \]

  \[
  MASE = \frac{1}{h} \sum_{t=n+1}^{n+h} (|q_t|) \tag{4}
  \]

- **Root Mean Squared Scaled Error (RMSSE)**

  \[
  |sq_t| = \sqrt{\frac{(Y_t - F_t)^2}{\frac{1}{n-1} \sum_{i=2}^{n} |(Y_i - Y_{i-1})|^2}}
  \]

  \[
  RMSSE = \sqrt{\frac{1}{h} \sum_{t=n+1}^{n+h} (|sq_t|)} \tag{5}
  \]

- **Weighted Absolute Percentage Error (WAPE)**

  \[
  WAPE = \frac{\sum_{t=n+1}^{n+h} |Y_t - F_t|}{\sum_{t=n+1}^{n+h} |Y_t|} \tag{6}
  \]

We introduce the price weighted variants as was done in the M5 Forecasting Competition with the RMSSE to get WRMSSE. For them, we use the prefix PRICE, resulting in PRICE\_MAE, PRICE\_SMAPE, PRICE\_MASE, and PRICE\_RMSSE. The PRICE\_RMSSE is the same as the WRMSSE used in the M5 Competition. The price weighting for the base errors is done as in Equation 7, where \( w_i \) and \( e_i \) indicate the weight and the error produced by a particular base error measure for the \( i \)th time series in the hierarchy. The weight \( w_i \) for the \( i \)th time series is calculated as per
Equation 8, where $k$ denotes the total number of levels (12 in this case), $\$Sales_i$ is the dollar sales of the $i$th series and $\$Sales_{Total}$ the total dollar sales. The dollar sales in this context refers to the total number of units sold during the last 28 days of the training period multiplied by their respective prices (Makridakis et al., 2020).

\[
\text{PRICE\_ERROR} = \sum_{i=1}^{42840} w_i * e_i
\]  

(7)

\[
w_i = \frac{1}{k} \cdot \frac{\$Sales_i}{\$Sales_{Total}}
\]  

(8)

3. Experiments

In this section, we describe the set of experiments carried out on the M5 dataset to analyze the benchmarking procedure using Rank Stability and Rank Similarity. Rank stability is measured along the two main dimensions of cross-sectionally equivalent datasets, i.e. different datasets but of the same nature, and temporally equivalent, i.e. the same set of time series but for different time frames. We isolate the effect that hierarchical aggregation has on stability, one of the main novelties introduced in the M5. These main experiments are supported by others to check how stability relates to other desirable properties of a benchmark procedure, such as robustness to hyperparameter tuning.

When calculating the rank stability for the scale-free measures WAPE, SMAPE, MASE, and RMSSE, it is calculated by averaging the per-level averages of the errors, so that the series at the top level has around 30k times more weight than a series at the bottom level. The reason for doing this is to exaggerate the influence of scale-free errors in the higher levels so that we can better compare the effect of aggregation on scale-free measures. This way of computing the scale-free error measures can be formulated as in Equation 9, where $e_{i,j}$ stands for the error of the $i$th series at the $j$th level of the hierarchy, $n_j$ is the total number of series at level $j$ and $k$ is the total number of levels in the hierarchy.

\[
E = \frac{1}{k} \sum_{j=1}^{k} \left( \frac{1}{n_j} \sum_{i=1}^{n_j} e_{i,j} \right)
\]  

(9)

3.1. Rank Stability of Cross-sectionally Equivalent Datasets

Getting access to large datasets of similar nature is generally difficult. In the case of the M5, this is out of our reach. Therefore, we approximate this ideal experiment by repeatedly splitting a given dataset into two separate datasets having equal number of time series, and comparing the ranking on one set to the other. This way we get separate datasets of similar nature, but with half the sample size of the original dataset. In the case of the M5 Competition, this results in two datasets each having 15245 series at the bottom-most level of the hierarchy. The rank stabilities are averaged over 76 different splits, for computational reasons.

Ideally, the ranking should be very similar in the two halves. The more the ranking on one half of each split deviates from the other, the less rank stability we get. Even though we are greatly reducing the dataset size, halves of each split in M5 dataset already contains around 15000 series (before aggregating). Therefore, if the ranking results between the two halves vary considerably, it is a clear indication of the instability of ranks in the original dataset containing all 30490.

Table 1 presents the rank stability values of the error measures explained in Section 2.4. We report these values for the top 5, 10, 20, and 50 methods submitted to the M5 to give a better perspective on how the rank correlation behaves depending on the number of methods. SMAPE and WAPE are the most stable error measures consistently across all subsets of methods. The scale-free measures achieve overall higher stability. The only difference between the SMAPE, WAPE, and MASE is how the scale (the denominator) is computed, but MASE has much lower stability. The RMSSE (partly used in
the competition) also has low stability and calculates the scale in a similar way to MASE (an average quantity across the history of the series), pointing towards a possible cause of instability.

We observe in Table 1 that the price-weighted versions of the scale-free errors have considerably reduced stability of their non-weighted alternatives. Price-weighting introduces back a form of scaling, undoing the scale normalization and affecting stability. PRICE MAE has a direct and natural interpretation as error in dollars while achieving better stability than the price-weighted scale-free errors. Price-weighted scale-free errors, in this case, combine possible problems coming from the calculation of the scale (values close to zero, abrupt changes during the observed history) with the effects of scaling. In this light, PRICE MAE seems a reasonable alternative for both stability and meaningfulness.

| Error      | Top 5 | Top 10 | Top 20 | Top 50 |
|------------|-------|--------|--------|--------|
| MAE        | 0.74  | 0.69   | 0.51   | 0.64   |
| MASE       | 0.58  | 0.50   | 0.66   | 0.70   |
| RMSSE      | 0.58  | 0.52   | 0.69   | 0.70   |
| SMAPE      | 0.83  | 0.75   | 0.83   | 0.80   |
| WAPE       | 0.83  | 0.86   | 0.88   | 0.88   |
| PRICE MAE | 0.60  | 0.77   | 0.58   | 0.66   |
| PRICE MASE| 0.31  | 0.37   | 0.22   | 0.50   |
| PRICE RMSSE| 0.29 | 0.41   | 0.24   | 0.56   |
| PRICE SMAPE| 0.62 | 0.73   | 0.70   | 0.62   |

Table 1: Rank Stability of Different Error Measures on Two Subsets of the M5 Competition Dataset

The quantitative nature of Rank Stability gives us rich information about the benchmarking procedure. For example, PRICE RMSSE (the measure used in the M5), achieves a rank correlation of only 0.29 on the Top 5 subset of methods, on equivalent datasets of more than 15000 time series each. Therefore the PRICE RMSSE rankings in this dataset are not random but neither are they particularly extrapolative or reliable.

As mentioned in Section 3, the scale-free error measures shown in Table 1 are computed by averaging the per-hierarchical-level error averages. This is not the way scale-free errors are usually reported. In Table 2, we report the rank stabilities of the scale-free errors in the usual way, measured by pooling all the series across all the hierarchical levels and simply taking the average of the errors. This results in perfect stability for the top 5 methods and almost perfect stability for all the other subsets across all the scale-free measures. Thus, when the errors are calculated in this manner, we can get near perfect stability but the influence of the more aggregate levels is now negligible.

| Error      | Top 5 | Top 10 | Top 20 | Top 50 |
|------------|-------|--------|--------|--------|
| MASE       | 1.00  | 0.97   | 0.99   | 0.99   |
| RMSSE      | 1.00  | 0.96   | 0.99   | 0.99   |
| SMAPE      | 1.00  | 0.99   | 1.00   | 0.99   |
| WAPE       | 1.00  | 0.99   | 0.98   | 0.98   |

Table 2: Rank Stability of Scale-Free Error Measures by Pooling All the Series at All Hierarchical Levels Together and Averaging

The results in Tables 1 and 2 show that the difference of the rank stabilities among the different subsets of methods is not very large to affect our qualitative conclusions. Therefore, for simplicity and since more methods allow for better comparison, for the rest of this study we report only the results based on rankings of the top 50 methods.
3.2. Rank Stability of Cross-sectionally Equivalent Datasets, per Hierarchical Level

Using the same experiment as in Section 3.1, we calculate rank stability at each hierarchical level. The objective is to see the effects of aggregation on rank stability. We can see from Table 3 and Figure 1 that the stability of ranks from all error measures (roughly) decreases the more we aggregate the series. This highlights the influence of having a few series dominating the error calculation. The highest stability is seen at the bottom-most level (Level 12) for almost all the error measures. The stability of the bottom level is higher than the combination of all the levels, reported in Table 1, although the combination has many more time series than just the bottom-most level. Having a larger number of time series does not automatically guarantee that the benchmarking will be more stable, it largely depends on the error measure.

| Level | MAE  | MASE | RMSSE | SMAPE | WAPE | PRICE_MAE | PRICE_MASE | PRICE_RMSSE | PRICE_SMAPE |
|-------|------|------|-------|-------|------|-----------|-----------|-------------|-------------|
| 1     | 0.71 | 0.71 | 0.80  | 0.69  | 0.71 | 0.71      | 0.71      | 0.80        | 0.69        |
| 2     | 0.60 | 0.58 | 0.67  | 0.59  | 0.59 | 0.66      | 0.62      | 0.69        | 0.61        |
| 3     | 0.60 | 0.58 | 0.61  | 0.60  | 0.59 | 0.63      | 0.60      | 0.63        | 0.58        |
| 4     | 0.63 | 0.61 | 0.71  | 0.61  | 0.61 | 0.67      | 0.62      | 0.71        | 0.61        |
| 5     | 0.44 | 0.85 | 0.88  | 0.84  | 0.86 | 0.58      | 0.51      | 0.60        | 0.53        |
| 6     | 0.59 | 0.62 | 0.68  | 0.69  | 0.65 | 0.64      | 0.57      | 0.63        | 0.52        |
| 7     | 0.63 | 0.88 | 0.88  | 0.87  | 0.91 | 0.45      | 0.71      | 0.74        | 0.73        |
| 8     | 0.59 | 0.74 | 0.80  | 0.75  | 0.76 | 0.56      | 0.61      | 0.64        | 0.60        |
| 9     | 0.62 | 0.88 | 0.91  | 0.89  | 0.90 | 0.41      | 0.71      | 0.76        | 0.75        |
| 10    | 0.97 | 0.98 | 0.99  | 0.99  | 0.98 | 0.81      | 0.92      | 0.93        | 0.97        |
| 11    | 0.97 | 0.99 | 0.98  | 0.99  | 0.98 | 0.85      | 0.90      | 0.93        | 0.97        |
| 12    | 0.98 | 0.99 | 0.99  | 1.00  | 0.96 | 0.89      | 0.84      | 0.93        | 0.98        |

Table 3: Rank Stability on Different Levels of the Hierarchy in the M5 Dataset

Figure 1: Visualisation of Rank Stability across Different Levels of the Hierarchy in the M5 Dataset

PRICE_RMSSE shows a relatively good per-level stability, compared to others. When combining levels (Table 1) the stability greatly decreases, to the point of being considerably worse than each individual level, suggesting discrepancies in rankings between levels.
3.3. Rank Stability of Cross-sectionally Equivalent Datasets at Total Aggregation Level

We calculate the stability for the total aggregation level of the M5 dataset, representing full cross-sectional and temporal aggregation. With total aggregation, the sum of all sales of all products through the 28 days of the original test period results in just a single point. The purpose of this experiment is to exaggerate the aggregation even further to clarify its effects. Total aggregation is a reasonable objective in business contexts, where in addition to measuring the accuracy on a daily basis, it is also important to achieve good accuracy for the whole 28 days of all products. For example, a good method on a day-to-day basis is not necessarily good for the sum of the whole period, and operationally many decisions may be running at longer time-spans.

The results are as mentioned in Table 4. Total aggregation further decreases the rank stability compared to the cross-sectional top level. The stability becomes the same for almost all measures because they become mathematically equivalent for ranking, e.g. RMSE becomes MAE for one data point and scales become irrelevant when comparing on one time series. Only the SMAPE behaves different.

| Error       | Total Aggregation | Top Level |
|-------------|-------------------|-----------|
| MAE         | 0.66              | 0.71      |
| MASE        | 0.66              | 0.71      |
| RMSSE       | 0.66              | 0.80      |
| SMAPE       | 0.65              | 0.69      |
| WAPE        | 0.66              | 0.71      |
| PRICE,MAE   | 0.66              | 0.71      |
| PRICE,MASE  | 0.66              | 0.71      |
| PRICE,RMSSE | 0.66              | 0.80      |
| PRICE,SMAPE | 0.65              | 0.69      |

Table 4: Rank Stability Comparison on Total Aggregation Level and Top Level of the Hierarchy in the M5 Dataset

3.4. Rank Stability across Different Time Frames

We analyze rank stability among different time frames of the same dataset. We approximate this scenario in the M5 Competition by splitting the 28-days test period of the full M5 dataset into two parts, the first 14 and the last 14 days. We check how the ranking changes among the two halves. This approximation might have the limitation that the horizons are different, so they do not represent exactly comparable datasets since the short/long-term behavior is confounded with the time frame.

According to Table 5, all error measures have very small or even negative correlation values. The PRICE,RMSSE measure shows a correlation of -0.14 between the two time frames, suggesting that the ranking across time is not only unstable, but the better methods the methods are in the first 14 days, the worse they are in the last 14 days. Rank stability does not tell us about the possible cause. It can be either that the two time frames are “clearly different” (structural breaks), that the methods differ greatly in terms of the short range or longer range forecasts (even though the difference is just 14 days) or if the benchmarkings are “random” due to problems with the error measures. If we do not get stable rankings for over 40K time series across consecutive 14 day periods, it is very unlikely that a ranking over 28 days will hold for other time periods. A possible consequence of this result is the need to average over longer time frames to get stable rankings, but this hypothesis should be tested empirically.

Table 6 shows the rank stability results disaggregated by hierarchical level. The same results are illustrated in Figure 2 across different levels. The comparison across hierarchical levels sheds some light on the causes of the temporal instability. At the bottom level, the rankings are more stable than when combining all levels, therefore causes such as difference between short-term and long-term
Table 5: Rank Stability on All Levels of the Hierarchy in the M5 Dataset in the Rolling Average Scenario

| Level | MAE  | MASE | RMSSE | SMAPE | WAPE | PRICE MAE | PRICE MASE | PRICE RMSSE | PRICE SMAPE |
|-------|------|------|-------|-------|------|-----------|------------|-------------|-------------|
| 1     | 0.15 | 0.15 | 0.24  | 0.07  | 0.15 | 0.15      | 0.15       | 0.24        | 0.07        |
| 2     | −0.03| 0.06 | 0.07  | −0.02 | 0.08 | −0.05     | −0.04      | 0.07        | −0.09       |
| 3     | 0.27 | 0.26 | 0.12  | 0.24  | 0.29 | 0.30      | 0.25       | 0.16        | 0.20        |
| 4     | −0.01| −0.10| −0.07 | −0.12 | −0.09| 0.09      | −0.11      | 0.00        | −0.20       |
| 5     | −0.20| 0.64 | 0.64  | 0.60  | 0.64 | −0.06     | −0.15      | −0.13       | −0.17       |
| 6     | 0.09 | −0.02| −0.03 | 0.01  | −0.02| 0.17      | −0.05      | 0.03        | −0.06       |
| 7     | 0.01 | 0.60 | 0.65  | 0.60  | 0.68 | −0.36     | 0.06       | 0.11        | 0.09        |
| 8     | 0.15 | 0.28 | 0.34  | 0.31  | 0.31 | 0.34      | 0.14       | 0.18        | 0.08        |
| 9     | 0.21 | 0.68 | 0.70  | 0.72  | 0.73 | 0.05      | 0.35       | 0.39        | 0.35        |
| 10    | 0.44 | 0.67 | 0.75  | 0.85  | −0.02| 0.73      | 0.75       | 0.77        | 0.82        |
| 11    | 0.45 | 0.69 | 0.75  | 0.71  | −0.04| 0.80      | 0.76       | 0.75        | 0.87        |
| 12    | 0.56 | 0.91 | 0.74  | 0.83  | 0.40 | 0.84      | 0.63       | 0.74        | 0.79        |

Table 6: Rank Stability on Different Levels of the Hierarchy in the M5 Dataset in the Rolling Average Scenario

behavior, structural breaks, etc. lose importance. Compared to the “cross-sectional” stability results of Section 3.2, the temporal case is less stable and degrades much faster when aggregating, though both experiments represent the same amount of data points.

Figure 2: Visualisation of Rank Stability across Different Levels of the Hierarchy in the M5 Dataset, Two Time Frames Scenario
3.5. Supporting Experiments

We do additional experiments measuring Rank Similarity when changing the benchmarking procedure itself. Therefore these experiments do not represent the concept of Rank Stability as we define it, which is Rank Similarity across datasets. This involves magic numbers related experiments as well as comparisons among error measures. The idea of magic numbers is to correct the forecasts of a model by multiplying them by a constant to improve accuracy. Magic numbers were used in the M5 Competition, and there was discussion about their methodology and interpretation in the M5 Competition Kaggle forums (Coulibaly, 2020; Yakovlev, 2020; Fan, 2020) and the ISF conference Prakash and Jaganathan (2020). The second and the fifth methods in terms of the final rankings of M5 have also used these multipliers (Makridakis et al., 2020). To illustrate their effect, we experiment by adjusting all methods’ forecasts to an optimal magic number. Then we measure how much the ranking of the magically adjusted methods differs from the non-adjusted models, measured in terms of Rank Similarity. For simplicity and computational efficiency, we compare three errors, namely \( \text{PRICE}_{\text{RMSSE}} \), \( \text{MAE} \) and \( \text{SMAPE} \) at just two hierarchical levels, the top and the bottom. The optimal magic number for each method is found by grid search using 500 equidistant points in-between 0 and 2. The number that gives the smallest error in the test period is chosen as the magic number for each method, error and hierarchical level. The results from the magic numbers experiment follow stability; the more we aggregate, the higher the effects from magic numbers. For more details on this experiment as well as the rank similarity among error measures experiment, refer to the Appendix.

4. Aggregation Tradeoffs

The negative effect of aggregation on stability of benchmarking has been evidenced in our experiments. When the aggregated time series are given their proportional relevance in an error measure, the rankings become much less stable. On the other hand, the traditional scale-free measures achieve almost perfect stability, but they remove practically all influence of the aggregated levels. But between these two extremes we can find a better tradeoff of practitioners interest and rankings that are reliable/extrapolative. We experiment with controlling the influence of the top level in the \( \text{PRICE}_{\text{RMSSE}} \) measure in the experiment of Section 3.1, but only considering the bottom and the top level. We introduce a weight for the top level, in the range between 0 and 1. The effect of this weight on the stability is illustrated in Figure 3, for both Top50 and Top10 subsets. The higher the weight of the top level, the lower the rank stability. However, the stability does not degrade linearly with the weight, which indicates the potential of beneficial tradeoffs. For small weights of around 0.05 for the Top50 and 0.18 for the Top10, the stability degrades relatively slowly, and it is not much different from the optimal stability achieved with only the bottom level.

A weight of 0.05 might seem small, but it has the direct interpretation of the top level having a relative importance of 1,500 times an average series in the bottom level (rather than the original 30490). We can still assign considerable importance to the top levels and retain stability. The decrease in stability is non-monotonic, first degrades and the improves. We interpret this as the rankings at the bottom level and top level tend to disagree (negative correlation) and therefore their combination reduces stability. We derive the conclusion that there are non-trivial tradeoffs in stability when considering the importance of higher aggregated series.

5. Discussion & Conclusions

We have found that the ranking produced by the M5 Competition is likely to change if the same setup is applied to other datasets or even time frames in the same dataset. The result might seem surprising considering the 42840 time series that comprise the dataset. We have formalized the amount of change expected of a benchmarking procedure into a measure that we name Rank Stability. We have identified the driving factor of this problem as the varying scale or importance among the series in the dataset. In the case of the M5, this was introduced by the error measure and hierarchical aggregation.
Long-standing scale-free measures such as MASE or SMAPE are much more stable than the M5’s \( \text{WRMSSE} \) (\( \text{PRICE,RMSSE} \) in this paper). But, they do not assign proportional importance to the hierarchically aggregated time series. Introducing importance or scale into the series, either based on price-weighting (as done in the Competition) or proportional to the aggregation level, reduces the stability of all error measures. The stability is generally lower the more we aggregate, but there are complex interactions between aggregation and error measures. Combining errors of time series across levels results in lower stability than individual levels, but the decrease in stability is relatively stronger in errors such as MASE and RMSSE rather than others such as SMAPE, WAPE or even MAE. The family of errors that calculates the scale based on historical data (MASE / RMSSE) has lower stability than the family that calculates the scale on the test period (SMAPE / WAPE), though this may be particular of the M5 data.

The low rank stability found in the M5 helps explain some phenomena such as the “Shake-off” reported in Kaggle, the influence of magic numbers and makes fine-grain conclusions based on the ranking of the M5 less reliable, though conclusions at large, such as the effectiveness of model families like decision trees, are likely to hold. We have identified the difficulties in benchmarking aggregation, which are likely to be relevant outside of the M5, in general hierarchical forecasting. So far it seems difficult to simultaneously achieve rank stability while considering scale differences, but we have found that there are positive tradeoffs allowing us to get most of the stability while sacrificing a fraction of the scale. Also, some error measures are better than others, for example \( \text{PRICE,MAE} \) is more stable than \( \text{PRICE,RMSSE} \) in the M5 and also does not depend on arbitrary normalization. Rank Stability will help analyze and design experiments in the future, and hopefully the results reported here on the M5 will raise awareness to the nuances of the benchmarking process.
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Appendix A. Supporting Experiments: Magic Numbers

The magic numbers experiment acts as a proxy for the susceptibility of benchmarking procedures. A magic number can be seen as one hyperparameter that affects the forecast in a very simple way (just a product) and yet can have an enormous influence on the ranking. For example, this hyperparameter might have been adjusted in an experiment where data leakage is possible or, in a competition, when simply picking among many alternatives that differ only in this hyperparameter. As an exaggerated example, at the total aggregation level, a properly tuned magic number can give us perfect forecasts for any method. The influence of magic numbers can be a consequence of the lack of degrees of freedom.

We report the results of the experiment in Table A.7. These results comply with the general stability experiments; stability decreases the more we aggregate. There is also a strong dependence on the error measure. For example, for the SMAPE at the bottom level, all methods have an optimal magic number of 0, and thus results in no ranking. In summary, while the effect of this “magic” hyperparameter due to aggregation follows stability or is predicted by it (less stable procedures are more susceptible to fine tuning), a procedure such as the SMAPE bottom level can be very stable and still be affected by these problems.

Appendix B. Supporting Experiments: Rank Similarity among Error Measures

We measure the rank similarity of all error measures by using the complete dataset, and the same forecasting methods to compare the rankings produced by other error measures against the original ranking of the M5 Competition. This experiment can give further perspective on the effects of the error by contrasting their specific differences, e.g. scale-free vs price-weighted. These results are shown in Table B.8. From this experiment, we can see that the more stable error measures such as SMAPE and WAPE as indentified in Section 3.1, are not much correlated to the PRICE RMSSE measure. Interestingly, PRICE MAE is also not strongly correlated to PRICE RMSSE. Correlations with PRICE MAE are low in general. The largest agreement between price-weighted and nonweighted versions of the scale-free measures is seen on MASE, while the largest disagreement between the price weighted and nonweighted versions is seen on MAE. An important caveat to all these results is that the less stable a measure, the less reliable are these correlations.
| Error     | MAE   | MASE  | RMSSE | SMAPE | WAPE  | PRICE_MAE | PRICE_MASE | PRICE_RMSSE | PRICE_SMAPE |
|-----------|-------|-------|-------|-------|-------|-----------|------------|-------------|-------------|
| MAE       | 1.00  | 0.68  | 0.63  | 0.62  | 0.66  | 0.26      | 0.86       | 0.79        | 0.78        |
| MASE      | 0.08  | 1.00  | 0.94  | 0.89  | 0.73  | 0.27      | 0.76       | 0.70        | 0.57        |
| RMSSE     | 0.63  | 0.94  | 1.00  | 0.84  | 0.70  | 0.21      | 0.70       | 0.73        | 0.50        |
| SMAPE     | 0.62  | 0.89  | 0.84  | 1.00  | 0.67  | 0.01      | 0.60       | 0.49        | 0.68        |
| WAPE      | 0.66  | 0.73  | 0.70  | 0.67  | 1.00  | 0.20      | 0.53       | 0.54        | 0.39        |
| PRICE_MAE | 0.26  | 0.27  | 0.21  | 0.01  | 0.20  | 1.00      | 0.47       | 0.50        | −0.05       |
| PRICE_MASE| 0.86  | 0.76  | 0.70  | 0.60  | 0.53  | 0.47      | 1.00       | 0.93        | 0.71        |
| PRICE_RMSSE | 0.79 | 0.70  | 0.73  | 0.49  | 0.54  | 0.50      | 0.93       | 1.00        | 0.56        |
| PRICE_SMAPE | 0.78 | 0.57  | 0.50  | 0.68  | 0.39  | −0.05     | 0.71       | 0.56        | 1.00        |

Table B.8: Rank Similarity Matrix of All Error Measures