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ABSTRACT

Deep convolutional neural networks have shown remarkable results on multiple detection tasks. Despite the significant progress, the performance of such detectors are often assessed in public benchmarks under non-realistic conditions. Specifically, impact of conventional distortions and processing operations such as compression, noise, and enhancement are not sufficiently studied. This paper proposes a rigorous framework to assess performance of learning-based detectors in more realistic situations. An illustrative example is shown under deepfake detection context. Inspired by the assessment results, a data augmentation strategy based on natural image degradation process is designed, which significantly improves the generalization ability of two deepfake detectors.
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1. INTRODUCTION

The performance of the deep convolutional neural networks (DCNN) based detectors are often measured through publicly available benchmarks. However, it has been shown that many DCNN-based methods are vulnerable to real-world perturbation and post-processing operations \[1\2\3\]. In realistic situations, images can face unpredictable distortions from the extrinsic environment, such as noise and poor illumination conditions, or constantly undergo various processing operations to ease transmission. This could create critical challenges for safety and security applications, for instance, in surveillance, in autonomous vehicles, and in digital forensics.

Take deepfake detection as an example. Deepfakes refer to manipulated face contents using deep learning techniques. The advanced deepfake creation algorithms and open source software make it accessible and cheap to the public, posing risks to the security and authenticity of media. Although current deepfake detectors have been pushing the limits of all available benchmarks, they are for most parts, developed under ideal conditions. Malicious agents could easily fool the detector by adding noise imperceptible to human eyes or by applying more aggressive compression ratios to the targeted content. Therefore, it is desired to design a more comprehensive and systematic approach with an in-depth analysis of how the different processing operations impact the detection performance.

In this work, an assessment framework is presented for generic learning-based detection systems, which extensively evaluate the performance of a detector towards different real-world modifications. To generate a broad range of variations on test data in a realistic manner, common post-processing operations such as image transcoding, smoothing, enhancement, resizing, and synthetic noises are employed. The effectiveness of our framework is illustrated under the deepfake detection context, where thorough experiments are conducted and insightful conclusions are drawn. In the end, we have designed a data augmentation strategy based on realistic image degradation modeling process, which significantly improves the generalization ability of a deepfake detector at marginal impact on the performance in ideal conditions.

2. RELATED WORK

Several studies have investigated the vulnerability of CNN-based model to real-world and common image corruptions. Dodge and Karam \[1\] first measured the performance of image classification models on data suffered from noise, contrast variation and image blur. Hendrycks et al. \[3\] proposed a benchmark to evaluate the robustness of image recognition models towards common corruptions. Extensive work \[4\5\] has been carried out in object detection and semantic segmentation and applied to safety-critical applications. Current activities in this area mostly focus on corruptions during data acquisition and apply to only one type of computer vision task. Our proposed assessment framework offers a more general solution and in addition considers the impact of realistic image processing operations in the end-to-end workflow.

Face manipulation detection is a classical problem in computer vision. Currently, the large majority of proposed detectors treat it as a binary classification task. Similar to other computer vision tasks, a number of large-scale datasets, benchmarks, and competitions \[6\7\8\9\] are released and or-
organized to assist the community to resolve this problem. For instance, FaceForensics++ \cite{6} is one of the most popular face forensics dataset. Facebook released one of the biggest deepfake datasets, DFDC \cite{9}, and organized a competition based on the latter. As a results, a large amount of deepfake detection methods \cite{10,11,12,13} have been proposed. One of the first deep learning-based methods for deepfake detection was proposed by Zhou et al. in \cite{10}. Rössler et al. \cite{6} proposed to finetune Xception network on face manipulation dataset and showed outstanding results on the FFpp benchmark. Nguyen et al. \cite{12} leveraged capsule network to detect face manipulation. Besides focusing on spatial domain, recent works \cite{14} attempt to resolve the problem in the frequency domain.

3. PROPOSED ASSESSMENT FRAMEWORK

In this section, we describe a rigorous assessment framework for generic detection and recognition tasks to assess their performance in more realistic conditions. It is hoped that this framework will serve as a broad benchmarking approach to evaluate robustness in realistic image processing and corruptions mechanisms while at the same time providing insights on improving the approach under assessment. In general, our framework contains six categories of processing operations or corruptions with more than ten minor types. Each type consists of over five different severity levels. The details of all operations used in evaluations are described below with the illustration of a typical example in Fig. 1.

**Compression:** JPEG compression is included in the proposed framework with multiple compression factors. As deep learning-based compression technique are becoming increasingly popular, the technique developed by Ballé et al. \cite{15} is also included in this framework.

**Smoothing:** Image blurring, also known as smoothing, is a widely employed operation to reduce noise which simultaneously results in a reduction of details. Three frequently used filters with various kernel sizes are considered in our framework, including Gaussian, Median, and Average filters.

**Noise:** The acquisition of images can be easily affected by noise. Our framework applies Additive White Gaussian noise (AWGN) with 5 levels of variance. To better reflect the realistic situations, a synthetic Poissonian-Gaussian noise is also considered, the parameters of which are learned from real-world noisy images.

**Enhancement:** Image enhancement is generally a very frequently used technique of adjusting images for better display or further image analysis. We change the contrast and brightness of images by separately applying linear adjustment and Gamma correction.

**Resizing:** Low-resolution data can significantly reduce the performance of modern deep learning-based detectors \cite{16,17}. This is often the case when the detector is employed in an outdoor environment, where captured data could have limited resolution. In this framework, we mainly measure the impact of image downscaling.

**Combinations:** A mixture of two or three operations above is also considered, such as combining JPEG compression and Gaussian noise, making the test data better reflect more complex real-world scenarios.

To validate the assessment framework, one detector should be trained on its original target datasets, such as FFpp for deepfake detection tasks. Processing operations and corruptions are not applied on training data. Furthermore, several parameters were used for processing operations to better understand their impact on the detection.

4. ILLUSTRATIVE EXAMPLE FOR DEEPFAKE DETECTION

The proposed framework is assessed in a deepfake detection scenario, where the robustness of two deepfake detectors are evaluated in presence of realistic processing operations.

4.1. Assessment Datasets

To show the effectiveness of our assessment framework, it is applied to two widely used Deepfake detection databases. FaceForensics++ \cite{6} is used as the main database for our assessment framework. It contains 1000 pristine and 4000 manipulated contents generated by four different approaches. Video contents are also compressed with two quality settings.
using the H.264, denoted as C23 and C40. Consequently, video contents corresponding to three quality levels are used in the training, while only the highest quality contents are used in the final assessment. **Celeb-DF** [7] is a high-quality face forensics dataset. Additional experiments were conducted on the latter to validate the effectiveness of our framework. The test data was selected as recommended in [7] while the validation and training data was split in 20% versus 80% respectively.

### 4.2. Detection Methods

In this section, two deep learning-based deepfake detection approaches are evaluated to demonstrate the usefulness of the proposed assessment framework. Both have been reported to have outstanding performance on public benchmarks.

**Capsule-Forensics** [12] combines traditional CNN and Capsule networks, which requires fewer parameters and at the same time achieves high detection accuracy. The model is trained from scratch on the above-mentioned two datasets.

**XceptionNet** was first introduced in [18] and became a popular CNN architecture used in multiple computer vision tasks. Kößler et al. [6] further adopted it for deepfake detection. It has been shown to outperform several alternative detectors in FFpp benchmark on both uncompressed and compressed contents. We leverage the model pretrained on ImageNet and finetune on the above-mentioned two datasets respectively.

### 4.3. Experiments and Results

#### 4.3.1. Implementation Details

For training, the Capsule-Forensics model was trained using the Adam optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.999$, and a learning rate of $5 \times 10^{-4}$ for 25 epochs. The XceptionNet was finetuned for 10 epochs with learning rate of $1 \times 10^{-3}$.

For both datasets, 100 frames were randomly extracted from each video for training purpose and 32 frames were extracted for validation and testing. Extracted frames were preprocessed and cropped around face regions. Processing operations and corruptions from our assessment framework were used only to test data for further evaluation.

During the evaluation, the Accuracy (ACC), the Area Under Receiver Operating Characteristic Curve (AUC), and F1-score were used as performance metrics in all experiments.

#### 4.3.2. Assessment Results

The two deepfake detectors were trained on the original unaltered training sets of both FFpp and Celeb-DF. Table 1 shows the evaluation results using our assessment framework. Due to the page limit, only AUC scores and a subset of operations and intensity values are presented in this paper.

### 5. IMPROVED TRAINING STRATEGY BY DATA AUGMENTATION

To reduce the strong negative impact of real-world processing and corruptions on model performance observed above, we propose a simple yet efficient data augmentation approach that leads to a robustness improvement.
Previous experimental results suggest that properly mixing low quality training data, slightly improves the generalization ability of detectors. Some researchers have explored using Gaussian noise corrupted data \cite{19, 20} or stylized data \cite{4} for training to improve model performance under corruption. However, according to our experiments with deepfake detectors, Gaussian noise-based augmentation only benefits limited type of realistic corruption and meanwhile deteriorates the performance on original unaltered data. Based on the observation of data distortions in realistic conditions, a carefully designed augmentation chain was conceived. It mainly includes 4 realistic data degradation types with various intensity levels. Each process will be randomly applied to certain proportion of data. Figure 3 illustrates the performance improvement of two models on four types of distortions and processing after using our augmentation scheme.

Enhancement: At the beginning of the augmentation chain, there is 50% probability that either the brightness or the contrast of the training data will be non-linearly modified by a factor randomly sampled from $[0.5, 1.5]$.

Smoothing: For each batch of training data, an image blurring technique will be applied with probability of 50%. Either Gaussian blur or Average blur filter is used with a kernel size varying from $[3, 15]$.

Additive Gaussian Noise: Gaussian noise is added in the augmentation chain with probability of 30%. The standard deviation value is randomly sampled from $[0, 50]$.

**JPEG Compression**: In the end, JPEG compression is applied with a probability of 70%. Each time the quality factor is randomly sampled from $[10, 95]$.

**6. CONCLUSION**

Many detectors are designed to be as high performing as possible on specific benchmarks. But this often results in sacrificing generalization ability to more realistic situations. The proposed assessment framework is capable of assessing detectors in more realistic conditions and provides valuable insights on designing more robust techniques. A carefully conceived augmentation chain based on a natural data degradation process is proposed and significantly improves the model robustness against various distortions.
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