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Abstract. We define a cipher that is an extension of GOST, and study the permutation group generated by its round functions. We show that, under minimal assumptions on the components of the cipher, this group is the alternating group on the plaintext space. This we do by first showing that the group is primitive, and then applying the O’Nan-Scott classification of primitive groups.

1. Introduction

When DES was about to be broken by brute force, and Triple DES was introduced as a replacement, Kaliski, Rivest and Sherman considered in [KRS88] the question, whether DES (that is, the set of transformations it defines) is a group. Had this been the case, Triple DES would have been no different from DES. They gave evidence for the fact that DES was indeed not a group, and also showed that if the group generated by a cipher is too small, then certain attacks based on the birthday paradox are possible. Note, however, that Murphy, Paterson and Wild [MPW94] have constructed a weak cipher that generates the whole symmetric group — therefore the latter requirement alone is not enough to guarantee the strength of the cipher.

Coppersmith and Grossman defined a set of functions which can be adapted for constructing a block cipher, and studied the permutation group generated by them [CG75]. Even and Goldreich defined certain DES-like functions, and proved that the permutation group generated by these functions is the alternating group [EG83]. Wernsdorf later showed that the group generated by the round functions of DES is the alternating group [Wer93], and Sparr and Wernsdorf showed that the same holds for KASUMI [SW15] and AES [SW08]. Since the group generated by a cipher (with independent round keys) is a normal subgroup of the group generated by the round functions, and the alternating group is a simple group, it follows that the former group is also alternating.
In [CDVS09b, CDVS09a, ACDVS14] another approach to these questions was taken, in that one first shows that the group generated by the round functions of an AES-like cipher is a primitive permutation group, provided the S-boxes satisfy some cryptographic assumptions, such as being weakly APN functions. This shows that the cipher has no imprimitivity trapdoor [Pat99]. And then the O’Nan-Scott classification of finite primitive groups [LPS88, Li03] is used to show that the group must be alternating or symmetric. In this paper we apply this point of view to an extension of the cipher GOST 28147-89 [Dol10], or GOST for short, and show that its round functions generate the alternating group. It might be noted that we require only minimal assumptions on the components of this cipher, basically only that the S-boxes are bijective, and that the rotation has the “right” extent. This appears to indicate that the Feistel structure plays an important role in guaranteeing that the group is large.

Oliynykov considered in [Oli11] ciphertext-only attacks on Feistel networks, and proved that the use of secret, non-bijective S-boxes allows for the introduction of trapdoors. In particular, the author applied his results to GOST.

In Section 2 we describe GOST. In Section 3 we introduce our extension of GOST. In Section 4 we show that the group generated by the round functions of this GOST-like cipher is primitive. In Section 5 we analyse the cases in the O’Nan-Scott classification, to conclude that the group generated by the round functions of our GOST-like cipher is the alternating group.

2. The group generated by the round functions of GOST

Consider the set $V^0 = \mathbb{F}_2^n$, for some $n > 1$. (Here $\mathbb{F}_2$ is the field with two elements, and see Remark 2.3 for the actual values in GOST of this, and the other parameters we are going to introduce in the following.) We consider two group structures on $V^0$. The first operation is the bitwise sum (XOR), which will be denoted by $\oplus$. The bitwise sum makes $V^0$ into a vector space over $\mathbb{F}_2$.

The second operation, denoted by $\boxplus$, is the sum modulo $2^n$. That is, we represent $a, b \in V^0$ as

$$a = (a_0, a_1, \ldots, a_{n-1}), \quad b = (b_0, b_1, \ldots, b_{n-1}),$$

with $a_i, b_i \in \{0, 1\}$ integers, and let

$$a \boxplus b = (c_0, c_1, \ldots, c_{n-1}),$$

where

$$(a_0 + a_12 + a_22^2 + \cdots + a_{n-1}2^{n-1}) + (b_0 + b_12 + b_22^2 + \cdots + b_{n-1}2^{n-1}) \equiv c_0 + c_12 + c_22^2 + \cdots + c_{n-1}2^{n-1} \pmod{2^n},$$

with $c_i \in \{0, 1\}$ integers. (Here $+$ denotes the ordinary sum of integers.) Therefore $V^0$ under $\boxplus$ is the same thing as the group $\mathbb{Z}_{2^n}$ of integers modulo $2^n$, and we will denote it by $(\mathbb{Z}_{2^n}, \boxplus)$. We use $\boxminus a$ to indicate the opposite of $a \in V^0$ with respect to $\boxplus$. 

We record a few elementary facts that we will be using repeatedly without further mention.

**Lemma 2.1.**

- The subgroups of \((\mathbb{Z}_{2^n}, \oplus)\) are linearly ordered; they are the \(\langle 2^q \rangle\), for \(0 \leq q \leq n\).
- The endomorphisms of \((\mathbb{Z}_{2^n}, \oplus)\) are of the form \(x \mapsto zx\), where \(z\) is an integer, \(0 \leq z < 2^n\). Such a map is an automorphism if and only if \(z\) is odd.
- Every subgroup of \((\mathbb{Z}_{2^n}, \oplus)\) is fully invariant (that is, it is sent into itself by any endomorphism of \((\mathbb{Z}_{2^n}, \oplus)\)) and thus characteristic (that is, it is sent onto itself by any automorphism of \((\mathbb{Z}_{2^n}, \oplus)\)).
- The element \(2^{n-1} = (0, 0, \ldots, 0, 1)\) is the only involution (that is, element of order 2) of \((\mathbb{Z}_{2^n}, \oplus)\). Therefore \(2^{n-1}\) is fixed by any automorphism of \((\mathbb{Z}_{2^n}, \oplus)\), and it is sent to zero by any endomorphism which is not an automorphism.

In GOST 28147-89 [Dol10] the plaintext space is \(V = V^1 \times V^2\), where \(V^1, V^2\) are two copies of \(V^0\), and the key space \(K\) is another copy of \(V^0\). Clearly \(V\) inherits both group structures componentwise from \(V^1, V^2\).

**Definition 2.2.** When considering a subset of \(V^i\), for \(i = 0, 1, 2\), we will call it

- a subspace if it is a subgroup (and thus a vector subspace) of \((\mathbb{F}_2^n, +)\), and
- a \(\oplus\)-subgroup, or simply a subgroup, if it is a subgroup of \((\mathbb{Z}_{2^n}, \oplus)\).

This terminology can be extended to the subsets of \(V\).

**Definition 2.3.** We will consider \(V^i\), for \(i = 0, 1, 2\), as the Cartesian product

\[
V^i = V^i_1 \times \cdots \times V^i_\delta = V^i_1 || \cdots || V^i_\delta
\]

of \(\delta > 1\) subspaces \(V^i_j\), all of the same dimension \(m > 1\). (Here || denotes concatenation of strings.)

An element \(\gamma\) of the symmetric group \(\text{Sym}(V^i)\) on \(V^i\) is called a bricklayer transformation with respect to (2.1) if it preserves the direct product decomposition, that is, if there are S-boxes \(\gamma_j \in \text{Sym}(V^i_j)\) such that, writing \(v \in V^i\) as

\[
v = (v_1, \cdots, v_\delta),
\]

with \(v_j \in V^i_j\), we have

\[
v\gamma = (v_1\gamma_1, \cdots, v_\delta\gamma_\delta).
\]

We will refer to each \(V^i_j\) as a brick.

Let \(S = \gamma R \in \text{Sym}(V^i)\), where \(\gamma \in \text{Sym}(V^i)\) is a bricklayer transformation and \(R\) is the right rotation by \(r\) bits (we refer to \(r\) as the extent of the rotation), with \(m \leq r \leq (\delta - 1)m\), that is

\[
(a_0, \ldots, a_{n-1})R = (a_{n-r}, \ldots, a_{n-1}, a_0, \ldots, a_{n-r-1}).
\]
Remark 2.4. In the case of GOST, the actual values of the parameters are: \( n = 32, m = 4, \delta = 8 \) and \( r = 11 \).

For \( (k_1, k_2) \in V = V^1 \times V^2 \), consider the \( \boxplus \)-translation on \( V \) by \( (k_1, k_2) \)
\[
\rho_{(k_1, k_2)} : V_1 \times V_2 \to V_1 \times V_2,
\]
\[
(x_1, x_2) \mapsto (x_1 \boxplus k_1, x_2 \boxplus k_2).
\]

We now introduce a formal \( 2n \times 2n \) matrix, which implements the Feistel structure,
\[
\Sigma = \begin{bmatrix} 0 & 1 \\ 1 & S \end{bmatrix},
\]
where \( 0 \) and \( 1 \) are \( n \times n \) matrices. This acts (on the right) on \( (x_1, x_2) \in V = V^1 \times V^2 \) by
\[
(x_1, x_2)\Sigma = (x_2, x_1 + x_2S).
\]
Note that \( \Sigma \) has the formal inverse matrix
\[
\Sigma^{-1} = \begin{bmatrix} S & 1 \\ 1 & 0 \end{bmatrix}.
\]

A round function of GOST with respect to the round key \( k \in K \) can now be described as
\[
\tau_k = \rho_{(0, k)} \Sigma \rho_{(\boxplus k, 0)}.
\]
(As we let permutations act on the right, this is a left-to-right composition.) In fact
\[
(x_1, x_2)\tau_k = (x_1, x_2) \rho_{(0, k)} \Sigma \rho_{(\boxplus k, 0)}
\]
\[
= (x_1, x_2 \boxplus k) \Sigma \rho_{(\boxplus k, 0)}
\]
\[
= (x_2 \boxplus k, x_1 + (x_2 \boxplus k)S) \rho_{(\boxplus k, 0)}
\]
\[
= (x_2, x_1 + (x_2 \boxplus k)S).
\]

Thus the group generated by the round functions of GOST is
\[
\mathcal{G} = \langle \tau_k : k \in K \rangle.
\]

3. A LARGER GROUP

In our notation, in an actual GOST round \( \tau_k \) the key addition (\( \boxplus \)-translation) preceding \( \Sigma \), and that following \( \Sigma \), are related: the first one acts only on \( V^2 \), the second one only on \( V^1 \), and the extents of the two translations are one the \( \boxplus \)-opposite of the other. In this paper we will be studying a GOST-like system in which a round generalizes the one of GOST: we allow to \( \boxplus \)-sum two arbitrary (unrelated) pairs of keys before and after applying the Feistel transformation \( \Sigma \). So in our cipher the plaintext \( V \) is the same as that of GOST, while the key space is \( \mathcal{H} = K \times K = V \), and a round takes the form
with \( k, h \in \mathcal{H} \). Such a round operates on \((x_1, x_2) \in V = V^1 \times V^2\) by
\[
(x_1, x_2) \rho_k \Sigma \rho_h = (x_2 \boxplus k_2, x_1 \boxplus k_1 + (x_2 \boxplus k_2)S) \rho_h
= (x_2 \boxplus k_2 \boxplus h_1, (x_1 \boxplus k_1 + (x_2 \boxplus k_2)S) \boxplus h_2),
\]
where \( k_i, h_i \in V^i \).

The corresponding group will thus be
\[
\Gamma = \langle \rho_k \Sigma \rho_h : k, h \in \mathcal{H} \rangle
\]
Clearly our group \( \Gamma \) contains the group \( \mathcal{G} \) generated by the round functions of GOST.

We collect a couple of elementary observations.

(1) \( \Sigma \in \Gamma \). This follows from setting \( k = h = 0 \) in \( (3.1) \).

(2) For all \( k \in \mathcal{H} \), we have that \( \rho_k \in \Gamma \). It suffices to set \( h = 0 \) in \( (3.1) \) and then note that \( \rho_k = (\rho_k \Sigma) \Sigma^{-1} \) is in \( \Gamma \), as both factors are.

Therefore
\[
(3.2) \quad \Gamma = \langle \mathcal{T}, \Sigma \rangle,
\]
where
\[
\mathcal{T} = \{ \rho_k : k \in \mathcal{H} \}
\]
is the group of \( \boxplus \)-translations on \( V \). In particular, \( \Gamma \) acts transitively on \( V \).

We now state our main result.

**Theorem 3.1.** Let \( n = \delta m \), with \( \delta \geq 4 \) and \( m \geq 2 \). Consider the \( \mathbb{F}_2 \)-vector spaces \( V^i = \mathbb{F}_2^n \), for \( i = 1, 2 \), and \( V = V^1 \times V^2 \), under the operation \( + \). For \( i = 1, 2 \), write
\[
(3.3) \quad V^i = V^i_1 \times \cdots \times V^i_\delta,
\]
where each \( V^i_j \) is a subspace of dimension \( m \) over \( \mathbb{F}_2 \).

Let \( \boxplus \) be the operation on \( V^i, V \) defined in the previous Section, so that each \((V^i, \boxplus)\) is cyclic, of order \( 2^n \). Let \( \mathcal{T} \) be the group of \( \boxplus \)-translations \( \rho_k : x \mapsto x \boxplus k \) on \( V \), for \( k \in V \).

Consider

(1) A bricklayer transformation \( \gamma \) with respect to \( (3.3) \).

(2) The right rotation \( R \) by \( r \) bits on \( V^i \).

(3) \( S = \gamma R \).

(4) The formal matrix
\[
\Sigma = \begin{bmatrix} 0 & 1 \\ 1 & S \end{bmatrix},
\]
which operates on \( V = V^1 \times V^2 \) by
\[
(x_1, x_2) \Sigma = (x_2, x_1 + x_2S).
\]

Consider the GOST-like cipher with plaintext and key space \( V \), in which a round has the form
\[
\rho_k \Sigma \rho_h,
\]
for the round keys \( k, h \in V \).

Then the group generated by the round functions is
\[
\Gamma = \langle T, \Sigma \rangle,
\]
where \( T = \{ \rho_k : k \in V \} \) is the set of \( \oplus \)-translations on \( V \).

Assume that
1. the rotation extent \( r \) satisfies \( m \leq r \leq (\delta - 1)m \), and
2. the bricklayer transformation \( \gamma \) is bijective (equivalently, each S-box is bijective, or \( S \) is bijective).

Then
\[
\Gamma = \text{Alt}(V).
\]

Here \( \text{Alt}(V) \) is the alternating group, consisting of the even permutations on the set \( V \). We record the following

**Lemma 3.2.** All permutations of \( \Gamma \) are even, that is, \( \Gamma \leq \text{Alt}(V) \).

**Proof.** The group \( T \) of \( \oplus \)-translations is generated by \( \rho_{(0,1)} \) and \( \rho_{(1,0)} \). Both maps are even permutations, as each of them is the product of \( 2^n \) cycles of length \( 2^n \).

We now show that \( \Sigma \) is also an even permutation. \( \Sigma \) can be considered as the composition of two permutations of order 2 of \( V \). The first permutation
\[
(x_1, x_2) \mapsto (x_2, x_1),
\]
which exchanges the coordinates, has the \( 2^n \) fixed points \((x, x)\), for \( x \in V^0 \), and thus it is the product of an even number
\[
\frac{2^{2n} - 2^n}{2} = 2^{2n-1} - 2^{n-1}
\]
of 2-cycles, as \( n > 1 \). The second permutation
\[
(x_2, x_1) \mapsto (x_2, x_1 + x_2S)
\]
has also order 2, and has also \( 2^n \) fixed points, which correspond to the value \( x_2 = 0S^{-1} \), and thus it is also even. \( \square \)

**Remark 3.3.** The arguments of Section 4 could be extended to cover any rotation different from the identity. For the arguments of Subsection 5.2 to work with any rotation different from the identity, however, we would need to add extra hypotheses on the behaviour of the last S-box. Therefore we have preferred to stick to this setting, which requires only two natural assumptions on the cipher.
Let us consider a cipher consisting of a fixed number of rounds as in Theorem 3.1 with independent round keys. The group $\Gamma'$ generated by (the transformations of) this cipher will be a normal subgroup of $\Gamma$. (See Lemma 3.4 below.) Since the alternating group acting on at least 5 letters is simple, it follows $\Gamma'$ is also the alternating group on $V$.

**Lemma 3.4.** Let $\Gamma$ be a group generated by elements $g_i$, for some index set.

Let $N$ be a positive integer.

Let $\Gamma'$ be the subgroup of $\Gamma$ generated by all products

$$g_{i_1}g_{i_2} \cdots g_{i_N}.$$ 

Then $\Gamma'$ is a normal subgroup of $\Gamma$.

**Proof.** We have to show that for all choices of generators $g = g_{i_0}, g_{i_1}, g_{i_2}, \ldots, g_{i_N}$ of $\Gamma$, the conjugate $g^{-1}(g_{i_1}g_{i_2} \cdots g_{i_N})g$ lies in $\Gamma'$.

We have

$$g^{-1}(g_{i_1}g_{i_2} \cdots g_{i_N})g = (g^N)^{-1}(g^{N-1}g_{i_1})(g_{i_2} \cdots g_{i_N}g) \in \Gamma'.$$

Clearly our result for $\Gamma$ has no immediate implication about the size of the smaller group $G$ of GOST.

**4. Primitivity**

We recall a couple of basic properties of imprimitive groups. Let $G$ be a finite group acting transitively on a set $V$.

**Lemma 4.1.** A block (of imprimitivity) is of the form $vH$, for some $v \in V$, and some proper subgroup $H$ of $G$ which properly contains the stabiliser of $v$ in $G$.

**Lemma 4.2.** If $T$ is a transitive subgroup of $G$, then a block for $G$ is also a block for $T$.

In our case, $T$ is a transitive subgroup of $\Gamma$. We first record a trivial observation, which is an immediate consequence of the fact that the map $v \mapsto \rho_v$ is an isomorphism $(V, \ominus) \to T$.

**Lemma 4.3.** The subgroups of $T$ are of the form

$$\{ \rho_u : u \in U \},$$

where $U$ is a subgroup of $(V, \ominus)$.

We obtain

**Lemma 4.4.** If $\Gamma$ acting on $V$ has a block system, then this consists of the cosets of a $\ominus$-subgroup of $V$, that is, it is of the form

$$\{ W \ominus v : v \in V \}$$

where $W$ is a non-trivial, proper subgroup of $(V, \ominus)$. 
According to Lemma 4.4, to prove the primitivity of $\Gamma$ we have to show that no subgroup of $(V, \Box)$ is a block. Goursat has characterized \textmd{[Gou89, Sections 11–12]} the subgroups of the direct product of two groups in terms of suitable sections of the direct factors. (See also \textmd{[Pet09].})

**Theorem 4.5 (Goursat’s Lemma).** Let $(G_1, \Box)$ and $(G_2, \Box)$ be two groups. There exists a bijection between

1. the set of all subgroups of the direct product $G_1 \times G_2$, and
2. the set of all triples $(A/B, C/D, \psi)$, where
   - $A$ is a subgroup of $G_1$,
   - $C$ is a subgroup of $G_2$,
   - $B$ is a normal subgroup of $A$,
   - $D$ is a normal subgroup of $C$, and
   - $\psi: A/B \to C/D$ is a group isomorphism.

In this bijection, each subgroup of $G_1 \times G_2$ can be uniquely written as

\begin{equation}
U_\psi = \{ (a, c) \in A \times C : (a \Box B)\psi = c \Box D \}.
\end{equation}

Let us consider the case when $G_1 = G_2 = \mathbb{Z}_{2^n}$, with operation $\Box$. Then $A = \langle 2^s \rangle$ and $C = \langle 2^t \rangle$ for some $s, t$, with $0 \leq s, t \leq n$. Assume first that $s \leq t$. Therefore there is an odd integer $z \geq 1$ such that

\begin{equation}
(2^s \Box B)\psi = z2^t \Box D.
\end{equation}

Let us consider the endomorphism $\varphi: x \mapsto z2^{t-s}x$ of $\mathbb{Z}_{2^n}$. Since $2^s \varphi = z2^t$, we have that $\varphi$ induces $\psi$, that is, for $a \in A$

\begin{equation}
(a \Box B)\psi = a\varphi \Box D.
\end{equation}

If $t \leq s$, we have similarly that for the endomorphism $\varphi: x \mapsto z2^{s-t}x$ of $\mathbb{Z}_{2^n}$ one has

\begin{equation}
(c \Box D)\psi^{-1} = c\varphi \Box B.
\end{equation}

We claim

**Lemma 4.6.** In the above notation, we have

\begin{equation}
U_\psi = \{ (a, a\varphi \Box d) : a \in A, d \in D \} \quad \text{when } s \leq t,
\end{equation}

\begin{equation}
U_\psi = \{ (c\varphi \Box b, c) : c \in C, b \in B \} \quad \text{when } t \leq s.
\end{equation}

**Proof.** We will prove only the first equality, the proof of the other being analogous.

Note first that the right-hand side of \textmd{(4.4)} is contained in $U_\psi$, since for $a \in A$ and $d \in D$ we have

\begin{equation}
(a \Box B)\psi = a\varphi \Box D = a\varphi \Box d \Box D,
\end{equation}

that is, $(a, a\varphi \Box d) \in U_\psi$. 

We now prove that $U_\psi$ is contained in the right-hand side of (4.4). If $(a, c) \in U_\psi$ we have, using (4.2)
$$a \varphi \boxplus D = (a \boxplus B)\psi = c \boxplus D,$$
so that $c = a \varphi \boxplus d$ for some $d \in D$. \hfill □

We now show that no subgroup $U$ of $\mathbb{Z}_{2^n} \times \mathbb{Z}_{2^n}$ is a block. By Lemma 4.4, we
have to prove the following

Lemma 4.7. There is no nontrivial, proper $\boxplus$-subgroup $U$ of $V$, and $(v_1, v_2) \in V$
such that

\begin{equation}
U \Sigma = U \boxplus (v_1, v_2).
\end{equation}

Proof. By Theorem 4.5 and Lemma 4.6, there is $\varphi \in \text{End}(\mathbb{Z}_{2^n})$ such that

\begin{equation}
U = \{ (a, a \varphi \boxplus d) : a \in A, d \in D \}
\end{equation}

for some $A \leq \mathbb{Z}_{2^n}$ and $D \leq A \varphi$, or

\begin{equation}
U = \{ (c \varphi \boxplus b, c) : c \in C, b \in B \}
\end{equation}

for some $C \leq \mathbb{Z}_{2^n}$ and $B \leq C \varphi$.

Suppose first that $U$ satisfies (4.6) and (4.7). By the definition (2.2) and (2.3)
of $\Sigma$, we have

$$ (a, a \varphi \boxplus d)\Sigma = (a \varphi \boxplus d, a + (a \varphi \boxplus d)S). $$

Setting $a = d = 0$, we see that $(0, 0)\Sigma = (0, 0S)$ so that we can take $v_1 = 0$ and
$v_2 = 0S$. We have thus that for any $a \in A, d \in D$, there are $x \in A, y \in D$ such that

\begin{equation}
(a \varphi \boxplus d, a + (a \varphi \boxplus d)S) = (x, x \varphi \boxplus y \boxplus 0S) \in U \boxplus (0, 0S),
\end{equation}

that is, $x = a \varphi \boxplus d$ and $y \boxplus 0S = a + (a \varphi \boxplus d)S \boxplus (a \varphi \boxplus d)\varphi$, and so

\begin{equation}
a + (a \varphi \boxplus d)S \boxplus (a \varphi \boxplus d)\varphi \in 0S \boxplus D.
\end{equation}

Note that in the equation $x = a \varphi \boxplus d, a$ and $x$ range in $A$ while $d$ ranges in $D$.
Since $D \leq A \varphi$, we obtain that $A \varphi = A$, and so $s = t$, and $\varphi$ is an automorphism
of $\mathbb{Z}_{2^n}$.

Setting $a = 0$ in (4.10), we see that $DS \subseteq 0S \boxplus D$. Since $S$ is bijective, we have
$|DS| = |D| = |0S \boxplus D|$, so that

\begin{equation}
DS = 0S \boxplus D.
\end{equation}

When $D = \mathbb{Z}_{2^n}$, since $\varphi$ is an automorphism of $\mathbb{Z}_{2^n}$, we have also $C = B = A = \mathbb{Z}_{2^n}$ in Theorem 4.5 so that $U = V$, a trivial block.

In Subsection 4.1 (see Corollary 4.15) we will show that for $D < \mathbb{Z}_{2^n}$, the
identity (4.11) can only hold when $D = \{ 0 \}$. Then in Subsection 4.2 we deal with
the case $D = \{ 0 \}$, that is,

$$ U = \{ (a, a \varphi) : a \in A \}. $$
It remains to deal with case (4.8). Recalling that \( U^\Sigma = U \boxplus (0, 0S) \), we argue as in the first case and deduce that for \( c \in C, b \in B \), there are \( x \in C, y \in B \) such that

\[
(c, (c \varphi \boxplus b) + cS) = (x \varphi \boxplus y, x \boxplus 0S).
\]

Setting \( y = 0 \), we obtain \( C = C \varphi \), and so \( \varphi \) is an automorphism. But then, by (4.3), we have \( |B| = |D| \) and so \( A = C \) and \( B = D \). Setting \( a = c \varphi \boxplus b \) in (4.8), we obtain

\[
U = \{ (a, (a \boxplus b) \varphi^{-1}) : a \in A, b \in B \} = \{ (a, a \varphi^{-1} \boxplus b \varphi^{-1}) : a \in A, b \in B \} = \{ (a, a \varphi^{-1} \boxplus d) : a \in A, d \in D \},
\]

so that we have reduced to the previous case.

\[ \square \]

**4.1. The case \( DS = 0S \boxplus D \), with \( D \neq \{ 0 \} \).** For \( v \in F_2^n \), we denote by \( v[h,k] \) the string of bits consisting of the bits of \( v \) from the \( h \)-th bit to the \( k \)-th bit. (We start counting from 0.) For example if \( v = (0,1,1,0) \), then \( v[1,3] = (1,1,0) \). For any \( W \subseteq F_2^n \) we denote by \( W_{[h,k]} \) the set \( \{ v[h,k] : v \in W \} \).

According to Lemma 2.1, a subgroup \( D \) of \( \mathbb{Z}_{2^n} \) is of the form \( \langle 2^q \rangle \), for some \( 0 \leq q < n \). So the representation of each element of \( D = \langle 2^q \rangle \) as an element of \( F_2^n = F_2^q \times F_2^{n-q} \) is of the form \( 0_{[0,q-1]} \parallel d_{[q,n-1]} \) with \( d_{[q,n-1]} \in F_2^{n-q} \). Recall that \( F_2^n = F_2^m \parallel \cdots \parallel F_2^m \).

We shall use the following compact notation:

1. A white box \( \begin{array}{c} \hline \end{array} \) denotes a subset of \( F_2^m \) of cardinality 1;

2. A ruled box \( \begin{array}{c} |\hline|\hline|\hline|\hline| \end{array} \) denotes a subset of \( F_2^m \) of cardinality \( 1 < t < 2^m \);

3. A black box \( \begin{array}{c} \hline \end{array} \) denotes the full set \( F_2^m \).

We will say that a box has white, ruled or black *type*.

We will also speak of

4. A riddle box \( \begin{array}{c} ? \end{array} \) which is any of the above.
Definition 4.8. Let $D$ be a subset of 
$$
\mathbb{F}_2^n = V_1 \times V_2 \times \cdots \times V_\delta,
$$
where each subspace $V_i$ has dimension $m$. We shall say that $D$ has a type if 
$$
D = (D \cap V_1) \times (D \cap V_2) \times \cdots \times (D \cap V_\delta).
$$
If $D$ has a type, the type of $D$ will be a sequence of $\delta$ white, ruled or black boxes, 
where the $i$-th box represents the set $D \cap V_i$.

Remark 4.9. A subgroup $D = \langle 2^q \rangle$ of $\mathbb{Z}_{2^n}$ has one of the following two types.

1. When $q \equiv 0 \pmod{m}$, the subgroup has type:

   
   $q$
   
   Here there are no ruled boxes, and the $q$-th bit occurs as the first bit of a 
   black box. Note that there are no white boxes when $q = 0$ (the subgroup is 
   the full group $\mathbb{Z}_{2^n}$), and there are no black boxes when $q = 2^n$ (the subgroup 
   is $\{0\}$).

2. When $q \not\equiv 0 \pmod{m}$, there is a ruled box:

   $q$

   where the $q$-th bit is inside the ruled box.

Definition 4.10. A subgroup of $\mathbb{Z}_{2^n}$ of the first type of Remark 4.9 will be called 
a whole subgroup.

In the next Lemma we consider the behaviour of the bitwise sum with respect 
to types.

Lemma 4.11. If $D$ is a subset of $\mathbb{Z}_{2^n}$ having a type and $v \in \mathbb{Z}_{2^n}$, then $D$ and 
v + $D$ have the same type.

Proof. Since $D$ has a type, 
$$
D = D_1 \times \cdots \times D_\delta,
$$
where $D_i = D \cap V_i$ for each 
i $\in \{1, \ldots, \delta\}$. Writing 
v = $(v_1, \cdots, v_\delta)$, clearly we have 
$$
D + v = (D_1 + v_1) \times \cdots \times (D_\delta + v_\delta)
$$
and so $D + v$ has a type. Since $|D_i| = |D_i + v_i|$, the two types coincide.

The behaviour of the modular sum $\boxplus$ with respect to types is more complex and 
can be described easily only for subgroups, as in the following lemma.
Lemma 4.12. If \( D \) is a subgroup of \( \mathbb{Z}_{2^n} \) and \( v \in \mathbb{Z}_{2^n} \), then \( D \) and \( v \Box D \) have the same type.

Proof. The binary representation of an element \( d \) of \( D = \langle 2^q \rangle \) has the form

\[
    d = 0_{[0,q-1]} \parallel d_{[q,n-1]},
\]

where \( 0_{[0,q-1]} \) is a zero vector of length \( q \). Write \( v = v_{[0,q-1]} \parallel v_{[q,n-1]} \). Then an element \( v \Box d \) of \( v \Box D \) can be written as

\[
    v \Box d = (v_{[0,q-1]} \parallel v_{[q,n-1]}) \Box (0_{[0,q-1]} \parallel d_{[q,n-1]}) = (v_{[0,q-1]} \Box 0_{[0,q-1]} \parallel (v_{[q,n-1]} \Box d_{[q,n-1]}) = v_{[0,q-1]} \parallel (v_{[q,n-1]} \Box d_{[q,n-1]}).
\]

As \( d_{[q,n-1]} \) ranges in \( \mathbb{F}_2^{n-q} \), so does \( v_{[l,n-1]} \Box d_{[q,n-1]} \). Therefore \( D \) and \( v \Box D \) have the same type. \( \square \)

Clearly a bricklayer transformations will map any set having a type to another set having the same type, since each S-box is a bijection.

Lemma 4.13. If \( D \) is a subgroup of \( \mathbb{Z}_{2^n} \), then \( D \), \( D\gamma \) and \( 0\gamma \Box D \) have the same type, for any bricklayer transformation \( \gamma \in \text{Sym}(V) \).

Moreover, if \( D \) is whole, then \( D\gamma = 0\gamma \Box D \).

Proof. Clearly \( D \) and \( D\gamma \) share the same type and by Lemma 4.12 this is the same type as \( 0\gamma \Box D \).

If \( D \) is a whole subgroup, then

\[
    D = 0_{[0,m-1]} \parallel \cdots \parallel 0_{[(l-1)m,lm-1]} \parallel D_l \parallel \cdots \parallel D_\delta
\]

for some \( l \leq \delta \), and thus

\[
    D\gamma = 0_{\gamma l} \parallel \cdots \parallel 0_{\gamma l-1} \parallel D_l \gamma_l \parallel \cdots \parallel D_\delta \gamma_\delta.
\]

Since \( D_i = \mathbb{F}_{2^m} \) for any \( i \in \{l, \ldots, \delta\} \), \( D\gamma = 0\gamma \Box D \). \( \square \)

Lemma 4.14. If \( D \) is a proper, nontrivial subgroup of \( \mathbb{Z}_{2^n} \), then \( DS \) and \( D \) have different types.

Proof. By Lemma 4.13 we know that \( D \) and \( D\gamma \) have the same type. We will now prove that an application of \( R \) changes the type, which will yield the claim. According to Remark 4.9 we distinguish the following three possibilities for the type of \( D\gamma \):
As in Definition 4.8 we count the boxes from 1 to \( \delta \).

- Consider first case a), when we have both black and white boxes, and the riddle box can be of any type.
  
  If \( r = 2m \), then the white box preceding the riddle box is sent by \( R \) onto the black box following the riddle box, a contradiction.

  Similarly, if \( r = (\delta - 1)m \), the first white box is sent by \( R \) onto the last black box. For later use, we regard this as \( R^{-1} \) sending the last black box onto the first white box.

  Now note first that every \( m \)-bit box that is contained in the stretch of white boxes will be white, even if it is not aligned with one of the bricks \( V_{ij} \). This is simply because all bits in this stretch take a single value each. Similarly, every \( m \)-bit box that is contained in the stretch of black boxes will be black, even if it is not aligned with one of the bricks. This is because all bits in this stretch take two values each, independent of one another.

  To deal with the intermediate cases \( 2m \leq r \leq (\delta - 1)m \), start with the case \( r = 2m \), and shift the black box next to the riddle box right by one bit. As just noted, this will still be black, and for \( r = 2m + 1 \), the rotation \( R \) will take the white box next to the riddle box onto the shifted black box, a contradiction.

  We keep shifting the black box to the right one bit at a time, until we hit the rightmost black box. In this way we will have covered all rotations \( R \), for \( 2m \leq r \leq \vartheta m \), where \( \delta - \vartheta + 1 \) is the position of the riddle box.

  To cover the remaining rotations, start with the last black box, which for \( r = \vartheta m \) is taken by the left rotation \( R^{-1} \) onto the white box adjacent to the riddle box. Shift the latter white box left by one bit. By the remark above, this will still be white, and the left rotation \( R^{-1} \) by \( r = \vartheta m + 1 \) bits will take the last black box onto it, a contradiction.

  Shifting bit by bit the white box to the left, until it overlaps completely the first white box, we see that for \( 2m \leq r \leq (\delta - 1)m \), one or both of the following possibilities will have occurred.
(1) The rotation $R$ sends a white box onto a black box, or over two adjacent black boxes. Since in a white box all bits take a single value, while in a black box each bit takes two values, independent of one another, this is a contradiction.

(2) The left rotation $R^{-1}$ sends a black box onto a white box, or over two adjacent white boxes. This is again a contradiction.

If $m \leq r < 2m$, then $R$ sends the last black box, either onto the first white box, or in any case to overlap the first white box in the last $2m - r > 0$ bits of the latter. Once more, this is a contradiction.

- Consider now case b). Here we do not have black boxes and the ruled box is the rightmost one, at position $\delta$. Under the rotation to the right by $r$ bits, the ruled box is moved onto a white box, or comes to overlap two adjacent white boxes. This implies that all bits of the ruled box take a single value each, so that the ruled box is a singleton, that is, it is also white, a contradiction.

- Finally, in case c) we do not have white boxes, and the ruled box is the leftmost one. Applying a rotation to the right by $r$ bits, the ruled box is moved onto a black box, or comes to overlap two adjacent black boxes. Since concatenation of boxes means concatenation of strings, and in a black box each bit takes two values, independent of one another, this would make the ruled box black, a contradiction.

Corollary 4.15. If $D \neq \{0\}$ is a subgroup of $\mathbb{Z}_{2^n}$, then $DS \neq 0S \boxplus D$.

Proof. It follows from Lemma 4.14 and Lemma 4.12.

4.2. The diagonal case $D = \{0\}$. Here we deal with the case when a subgroup of the form

$$U = \{(a, a\varphi) : a \in A \},$$

for some $0 \neq A \leq \mathbb{Z}_{2^n}$ and $\varphi \in \text{Aut}(\mathbb{Z}_{2^n})$, is a block. Since

$$(a, a\varphi)\Sigma = (a\varphi, a + a\varphi S),$$

as in the discussion following Lemma 4.7 we have

$$U\Sigma = U \boxplus (0, 0S).$$

Therefore for each $a \in A$ there is $x \in A$ such that

$$(a\varphi, a + a\varphi S) = (x, x\varphi \boxplus 0S),$$

so that $x = a\varphi$, and substituting

$$(a\varphi)^2 = (a + a\varphi S) \boxminus 0S.$$  

Since $\varphi$ is an automorphism, we have $2^{n-1}\varphi = 2^{n-1}$. Now for any $y$ it is easy to see that

$$y + 2^{n-1} = y \boxplus 2^{n-1},$$

□
as in both cases we are just changing the most significant bit of \( y \). Therefore, setting \( a = 2^{n-1} \in A \) in (4.12), we obtain
\[
2^{n-1} = 2^{n-1} \oplus 2^{n-1}S \ominus 0S,
\]
or in other words
\[
2^{n-1}S = 0S,
\]
contradicting the fact that \( S \) is a bijection.

5. O’Nan-Scott

We have shown in the previous section that the subgroup \( \Gamma \) of \( \text{Sym}(V) \) is primitive. We may thus prove Theorem 3.1 by appealing to the O’Nan-Scott classification of primitive groups [LPS88]. However, since by (3.2) \( \Gamma \) contains the group \( T \) of translations, which is an abelian subgroup acting regularly on \( V \), we are able to appeal to a particular case of the O’Nan-Scott classification, obtained by Li [Li03, Theorem 1.1], which describes the primitive groups containing an abelian regular subgroup. In the particular case when \( \Gamma \) acts on a set whose order is a power of 2, Li’s result can be stated as follows.

**Theorem 5.1** ([Li03], Theorem 1.1). Let \( \Gamma \) be a primitive group acting on a set \( V \) of cardinality \( 2^b \), with \( b > 1 \). Suppose \( \Gamma \) contains a regular abelian subgroup \( T \).

Then \( \Gamma \) is one of the following.

1. **Affine**, \( \Gamma \leq \text{AGL}(b, 2) \).
2. **Wreath product**, that is
\[
\Gamma \cong (K_1 \times \cdots \times K_l).O.P,
\]
   with \( 2^b = c^l \) for some \( c \) and \( l > 1 \). Here \( T = T_1 \times \cdots \times T_l \), with \( T_i \leq K_i \) and \( |T_i| = c \) for each \( i \), \( K_1 \cong \ldots \cong K_l \), \( O \leq \text{Out}(K_1) \times \cdots \times \text{Out}(K_l) \), \( P \) permutes transitively the \( K_i \), and either \( K_i = \text{Sym}(c) \) or \( K_i = \text{Alt}(c) \).
3. **Almost simple**, i.e., \( K \leq \Gamma \leq \text{Aut}(K) \) for a nonabelian simple group \( K \).

Here the notation \( S.T \) denotes an extension of the group \( S \) by the group \( T \).

Case (2) is the case of the (wreath product in) **product action**. In dealing with this, we will be supplementing Li’s statement with the information from [LPS88].

In the next three subsections we will examine the three cases of Theorem 5.1 and show that only the almost simple case can hold, with \( \Gamma = \text{Alt}(V) \).

Recall that in our case \( |V| = 2^b \), with \( b = 2n \), \( n = \delta m \) with \( \delta \geq 4 \) and \( m \geq 2 \). These conditions imply that \( b \geq 16 \) and \( n \geq 8 \).

5.1. **The affine case.** Suppose case (1) of Theorem 5.1 holds, that is, \( \Gamma \leq \text{AGL}(2n, 2) \). Then \( \text{AGL}(2n, 2) \) should contain the cyclic subgroup \( \mathbb{Z}_{2^n} \).

It is well known that if \( p \) is a prime, then the exponent of the \( p \)-Sylow subgroup of \( \text{GL}(2n, p) \) is the smallest power \( p^k \) such that \( p^k \geq 2n \). In our case the exponent
of the 2-Sylow subgroup of $GL(2n, 2)$ is the smallest power $2^k \geq 2n$, so that $k \geq \log_2(n) + 1$, and

$$k = \lceil \log_2(n) + 1 \rceil = \lceil \log_2(n) \rceil + 1.$$ 

Since $AGL(2n, 2)$ is the extension of an elementary abelian group by $GL(2n, 2)$, the exponent of the 2-Sylow subgroup of $AGL(2n, 2)$ can only increase by a factor of two with respect to that of $GL(2n, 2)$. Therefore if there is an element of order $2^n$ in $AGL(2n, 2)$, then

$$\lceil \log_2(n) \rceil + 2 \geq n,$$

which fails for $n > 5$. (Recall that we have $n \geq 8$.)

5.2. The wreath product case. This is case III(b) (wreath product in product action) of [LPS88]. Therefore

$$V = W_1 \times \cdots \times W_l,$$

with $K_i$ acting transitively on the subsets $W_i$, each of the latter having cardinality $c > 1$. Since $T_i$ is a subgroup of order $c$ of the $\oplus$-translation group $T \cong \mathbb{Z}_{2^n} \times \mathbb{Z}_{2^n}$, and $T = T_1 \times \cdots \times T_l$, it follows that $l = 2$, $c = 2^n$, and $T_i \cong \mathbb{Z}_{2^n}$. By Lemma 4.3, $T_i = \{ \rho_u : u \in U_i \}$, where the $U_i$ are subgroups of $V$. Since $T$ acts regularly on $V$, we have $W_i = 0$ for $K_i = 0$, so that the $W_i$ are subgroups of $V$.

Since $\Gamma = \langle T, \Sigma \rangle$, $T$ is contained in the normal subgroup $K_1 \times K_2$, and $P$ permutes the $K_i$ by conjugation, it follows that

$$\Sigma^{-1} K_1 \Sigma = K_2.$$

We have thus

$$W_1 \Sigma = 0 K_1 \Sigma = 0 \Sigma K_2 = 0 \Sigma T_2 = (0, 0S) \oplus W_2.$$ 

(Here and in the following, recall (2.2) and (2.3).)

We now prove that (5.1) cannot hold, with arguments similar to those of Section 4.2.

We appeal once again to Goursat’s Lemma to describe the subgroups $W_1, W_2$ of $V = V^1 \times V^2$. Note that, in the notation of Theorem 4.5, the subgroup $U_\psi$ of the direct product contains $B \times D$. Since $W_1 \cong \mathbb{Z}_{2^n} \cong W_2$ are indecomposable, one of $B$ and $D$ must be trivial. In (4.4) of Lemma 4.6, $D$ is the image of $B$ under an endomorphism, and in (4.5) $B$ is the image of $D$ under an endomorphism. It follows that in the notation of Lemma 4.6 $W_1, W_2$ are of one of the two forms

$$\{ (x, x \sigma) : x \in \mathbb{Z}_{2^n} \}, \quad \{ (y \tau, y) : y \in \mathbb{Z}_{2^n} \},$$

where $\sigma, \tau \in \text{End}(\mathbb{Z}_{2^n})$. There are four cases to consider.

The first case is

$$W_1 = \{ (x, x \sigma) : x \in \mathbb{Z}_{2^n} \}, \quad W_2 = \{ (y, y \tau) : y \in \mathbb{Z}_{2^n} \},$$
for $\sigma, \tau \in \text{End}(\mathbb{Z}_{2^n})$. In this case (5.1) states that for each $y \in \mathbb{Z}_{2^n}$ there is a unique $x \in \mathbb{Z}_{2^n}$ such that

$$(x\sigma, x + xS) = (y, y\tau \oplus 0S).$$

Therefore $y = x\sigma$, and $\sigma \in \text{Aut}(\mathbb{Z}_{2^n})$. Set $x = 2^{n-1}$. We get

$$2^{n-1} + 2^{n-1}S = 2^{n-1}\tau \oplus 0S.$$ 

If $\tau$ is also an automorphism, we get $2^{n-1}S = 0S$, a contradiction to the fact that $S$ is bijective. If $\tau$ is a proper endomorphism, that is, an endomorphism which is not an automorphism, we get

(5.2) $$2^{n-1} + 2^{n-1}S = 0S.$$

Regarding this as an identity in $V^0$, it states that $0S$ and $2^{n-1}S$ differ only in the last bit. Clearly $0$ and $2^{n-1}$ differ only in the last bit, so that $0_\gamma$ and $2^{n-1}_\gamma$ differ only in their component in $V^0_\delta$. But then, once one applies the right rotation $R$ by $r$ bits, with $m \leq r \leq (\delta - 1)m$, we have that the components in $V^0_\delta$ of $0S = 0_\gamma R$ and $2^{n-1}S = 2^{n-1}_\gamma R$ coincide, contradicting (5.2).

The second case is

$$W_1 = \{ (x, x\sigma) : x \in \mathbb{Z}_{2^n} \}, \quad W_2 = \{ (y\tau, y) : y \in \mathbb{Z}_{2^n} \},$$

for $\sigma, \tau \in \text{End}(\mathbb{Z}_{2^n})$. We thus have that for each $x \in \mathbb{Z}_{2^n}$ there is a unique $y \in \mathbb{Z}_{2^n}$ such that

$$(x\sigma, x + xS) = (y\tau, y \oplus 0S).$$

Setting $x = 0$, we see that $\tau$ is an automorphism, and similarly $\sigma$ is an automorphism. Setting $x = 2^{n-1}$, we have also $y = 2^{n-1}$, so that we get once more

$$2^{n-1}S = 0S.$$

The third case is

$$W_1 = \{ (x\sigma, x) : x \in \mathbb{Z}_{2^n} \}, \quad W_2 = \{ (y, y\tau) : y \in \mathbb{Z}_{2^n} \},$$

for $\sigma, \tau \in \text{End}(\mathbb{Z}_{2^n})$. Thus we have that for each $x \in \mathbb{Z}_{2^n}$ there is a unique $y \in \mathbb{Z}_{2^{n-1}}$ such that

$$(x, x\sigma + xS) = (y, y\tau \oplus 0S).$$

Therefore $x = y$, and for each $y \in \mathbb{Z}_{2^n}$ we have

$$y\sigma + yS = y\tau \oplus 0S.$$ 

If $\sigma, \tau$ are both automorphisms, or both proper endomorphisms, setting $y = 2^{n-1}$ we get once more $2^{n-1}S = 0S$, a contradiction. If one of $\sigma, \tau$ is an automorphism, and the other is a proper endomorphism, then setting $y = 2^{n-1}$ we get as above

$$2^{n-1}S + 2^{n-1}S = 0S,$$

a contradiction.

The fourth case is

$$W_1 = \{ (x\sigma, x) : x \in \mathbb{Z}_{2^n} \}, \quad W_2 = \{ (y, y\tau) : y \in \mathbb{Z}_{2^n} \},$$
for $\sigma, \tau \in \text{End}(\mathbb{Z}_2^n)$. We thus have that for each $x \in \mathbb{Z}_2^n$ there is a unique $y \in \mathbb{Z}_2^n$ such that

$$(x, x\sigma + xS) = (y\tau, y 0S).$$

It follows that $\tau$ is an automorphism, and $y = x\tau^{-1}$. Thus for each $x \in \mathbb{Z}_2^n$ one has

$$x\sigma + xS = x\tau^{-1} 0S,$$

so this case reduces to the previous one.

5.3. **The almost simple case.** In the almost simple case (3) of Theorem 5.1 note that $K$ is a transitive subgroup of the primitive group $\Gamma$, so the intersection of a one-point stabiliser in $\Gamma$ with $K$ is a proper subgroup of $K$ of index $2^b$, with $b \geq 16$. By Theorem 1 and Section (3.3) in [Gur83], there are two possibilities for $K$.

The first possibility is for $K$ to be the group $\text{PSL}_\alpha(\beta)$, where in our case

(i) $\beta^{\alpha - 1}/(\beta - 1) = 2^b$,

(ii) $\beta$ is a power $\pi^e$ of a prime $\pi$;

(iii) $\alpha$ is a prime such that if $\alpha > 2$ then $\pi \equiv 1$ (mod $\alpha$).

(i) implies that $\beta$, and thus $\pi$, are odd. Hence

$$2^b = (\beta^{\alpha - 1}/(\beta - 1) = \beta^{\alpha - 1} + \beta^{\alpha - 2} + \cdots + \beta + 1 \equiv \alpha \pmod{2},$$

so that $\alpha = 2$. Thus

$$\pi^e = \beta = 2^b - 1 = (2^n - 1)(2^n + 1),$$

where both factors of the last term are greater than 1, as $n > 1$. If $e = 1$, this contradicts the fact that $\pi$ is a prime. If $e > 1$, then $\pi$ divides both $2^n - 1$ and $2^n + 1$, which contradicts the fact that these two numbers are coprime.

The other possibility is for $K$ to be the alternating group $\text{Alt}(2^b)$ of degree $2^b$. Since the automorphism group of $\text{Alt}(2^b)$ is $\text{Sym}(2^b)$, we obtain that $\Gamma$ is either $\text{Alt}(2^b)$ or $\text{Sym}(2^b)$. In view of Lemma 3.1, we have $\Gamma = \text{Alt}(\mathcal{V})$, as claimed.
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