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Abstract: An approximate algorithm combining P systems and active evolutionary algorithms (AEAPS) to solve traveling salesman problems (TSPs) is proposed in this paper. The novel algorithm uses the same membrane structure, subalgorithms and transporting mechanisms as Nishida’s algorithm, but adopts two classes of active evolution operators and a good initial solution generating method. Computer experiments show that the AEAPS produces better solutions than Nishida’s shrink membrane algorithm and similar solutions with an approximate optimization algorithm integrating P systems and ant colony optimization techniques (ACOPS) in solving TSPs. But the necessary number of iterations using AEAPS is less than both of them.
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1 Introduction

Membrane computing, a milestone in natural computing, was introduced by Gheorghe Păun [1] in 1998. This computational model, which was inspired by the structure and the behavior of living cells, was proposed. In the following more than ten years, a sizeable group of researchers were seduced by membrane computing. Membrane algorithm is one of the research hotspots after Nishida [2–4] first proposed this concept by combining P systems and meta-heuristic search methodologies. Huang [5, 6] and Cheng [7] combined genetic algorithm and differential evolution with membrane systems to solve some single- and multi-objective optimization problems. Quantum-inspired evolutionary algorithm based on P systems was proposed to solve some classical theoretical [8,9] and practical problems [10–17]. Also some novel membrane algorithms based on particle swarm optimization [18] and artificial fish swarm algorithm [19] were proposed.

Evolutionary algorithm is based on survival of the fittest. Creatures do not have ability to decide their mutation directions and choose advantageous gene to their offspring. But based on the researches in biology, this stochastic evolution theory could not explain some problems in creature’s adaptability. The modern biology research shows that the evolution process is not completely stochastic [20–22]. So called stress-induced mutation mechanisms were proposed. Specifically, when creatures are maladapted to their environment, that is, when they are stressed, stress-induced mutation mechanisms produce mutations [23–26]. These facts have been considered in evolutionary algorithm for solving optimization problems [27].

In this paper an approximate algorithm combining P systems and active evolutionary algorithms (AEAPS) is proposed in order to solve traveling salesman problems (TSPs) in the special case of complete graphs with Euclidean distance. It follows the nested membrane structure adopted by Nishida [2], and adopts genetic algorithm (GA), tabu search and active evolutionary algorithms (AEA) as the subalgorithms. Experiment results are compared with Nishida’s
algorithm and an approximate optimization algorithm integrating P systems and ant colony optimization techniques (ACOPS) [28, 29].

In Section 2, a brief introduction of P systems and Nishida’s membrane algorithm for TSPs is given. Details of AEA designed for TSPs and AEAPS is discussed in Section 3. The experiment results and analysis are mentioned in Section 4. Conclusions are drawn in Section 5.

2 P Systems and membrane algorithm

2.1 P Systems

P systems could be divided into three groups: cell-like P systems, tissue-like P systems and neural-like P systems [30]. The structure of cell-like P systems is the basic structure of other P systems. The membrane structure of a cell-like P system is shown in Fig. 1. The outermost membrane is the skin membrane. Outside of the skin membrane is the environment. Usually, there are some other membranes inside the skin membrane. We call the spaces between membranes regions. The region just inside the skin membrane is the outermost region, and the region in an elementary membrane is an elementary region. In membrane computing, regions contain multisets of objects and sets of evolution rules.

A cell-like P system is formally defined as follows [1, 31]:

\[
\Pi = [V, T, \mu, w_1, \ldots, w_m, R_1, \ldots, R_m, i_0].
\]

where:
(i) \( V \) is an alphabet; its elements are called objects;
(ii) \( T \subseteq V \) is the output alphabet;
(iii) \( \mu \) is a membrane structure consisting of \( m \) membranes; \( m \) is called the degree of \( \Pi \);
(iv) \( w_i, 1 \leq i \leq m, \) is a string representing the initial multiset over \( V \) associated with region \( i, \) \( 1 \leq i \leq m; \)
(v) \( R_i, 1 \leq i \leq m, \) is a finite set of evolution rules associated with region \( i, \) \( 1 \leq i \leq m; \)
(vi) \( i_0 \) is a number between 1 and \( m \) which specifies the output membrane of \( \Pi \).

The rules of \( R_i, 1 \leq i \leq m, \) have the form \( a \rightarrow v, \) where \( a \in V \) and \( v \in (V \times \{\text{here, out, in}\})^*. \)

The multiset \( v \) consists of pairs \((b,t), b \in V \) and \( t \in \{\text{here, out, in}\}. \) here means when the rule is used in one region, \( b \) will stay in the region; out means that \( b \) exits the region and in means that \( b \) will be communicated to one of the membranes contained in the current region.
2.2 The membrane algorithm for TSPs

Membrane algorithm is designed with the hierarchical or network structure of membranes and rules of P systems, and the concepts and principles of meta-heuristic search methodologies. It is a new kind of parallel-distributed framework for solving optimization problems. Nishida first proposed a membrane algorithm using cell-like P systems (nested membrane structure) [2] to solve TSPs. Nishida also proposed some improved membrane algorithms based on tissue-like P systems, such as compound membrane algorithm [3] and shrink membrane algorithm [4]. All the basic concepts of improved algorithms are based on the membrane algorithm. For example, compound membrane algorithm has two phases. The first phase is using membrane algorithm generating good initial solutions for phase 2; and the second phase is also similar to membrane algorithm but using good initial solutions. The shrink membrane algorithm incorporates dynamic membrane structure into compound membrane algorithm. The membrane algorithm with nested membrane structure is a special case of multi-deme evolutionary algorithm [32]. In this paper, we only research membrane algorithm with this structure.

In Nishida’s membrane algorithm, nested membrane structure, rules in membrane separated regions and transporting mechanisms through membrane from P systems are adopted. The structure of the membrane algorithm is shown in Fig. 2.

In solving TSPs, the membrane algorithm can be described as follows:
1. Generate one initial solution in region 0 and two initial solutions in all regions from 1 to \( m-1 \) respectively;
2. In one iteration, the solution in region 0 is updated by tabu search and the solutions in regions from 1 to \( m-1 \) are updated by genetic algorithm, simultaneously;
3. Regions from 1 to \( m-2 \) send the best solution to adjacent inner region, and the worst solution to adjacent outer respectively. Region 0 sends the worst solution to region 1 and region \( m-1 \) sends the best solution to region \( m-2 \).
4. Erases solutions but the best two in regions from 1 to \( m-1 \) and the best one in region 0.
5. Jump to step 2 if the termination condition is not satisfied; otherwise the output of the algorithm is the solution in region 0.

3 AEAPS for TSPs

In active evolution organisms adapt their behaviour to changing environment. In TSPs, the “environment” means the structure characteristics of a solution, like without crossings in its path of traveling. If a solution is maladapted to the “environment”, some active mutation mechanisms should be considered to improve it. In this section we propose two classes of active evolution conditions and show how to deal with these conditions; then we give a simple method of obtaining good initial solutions; finally, every step of AEAPS is described.
Figure 3: Triangle inequality for \((G, w)\)

3.1 1st class active evolution condition

TSP is one of the well-known combinatorial optimization problems. The TSP problem is about finding the Hamilton cycle, i.e., the optimum shortest path of a given weighted undirected and connected graph \((G, w)\) with \(N\) nodes and where \(w\) is a distance metric. This distance is symmetric, which means \(w(i, j) = w(j, i)\). In the two-dimensional space, the distance between vertex \(i\) and vertex \(j\) is

\[
w(i, j) = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}.
\]  

(2)

where \(i\) and \(j\) have the coordinates \((x_i, y_i)\) and \((x_j, y_j)\), respectively.

The value of one solution is

\[
V = \sum_{i=1}^{N-1} w(i, i+1) + w(N, 1).
\]  

(3)

Since \(w\) is a distance, then it satisfies the triangle inequality, i.e., \(w(i, j) \leq w(i, k) + w(j, k)\), for any vertices \(i \neq j\), and \(k \neq i, j\) (see Fig. 3).

It has been shown that 2-Opt iterative improvement method [10, 33, 35] leads to optimum solutions for the TSP without any crossings. This means that any optimal path contains edges of the graph that do not intersect each other. If we consider four nodes, the total graph associated with these four nodes shows convex and concave quadrilaterals. When the convex quadrilateral is considered, any two edges are disjoint (they do not intersect each other). This is no longer true for the concave quadrilateral. In Fig. 4, we select \(a\) as the starting node, and there can be 6 possible solutions. Solutions \(abcd\) and \(adcb\) have no crossings, and solutions \(abdc\), \(acbd\), \(aebd\) and \(adbc\) have crossings. One can easily show that the solutions without crossings are better than those with crossings, by referring to the triangle inequality. For example, the path \(abdc\), has two edges, \((a, b)\) and \((d, c)\), overlapping the path \(abcd\) \(((d, c) = (a, d))\). For the path \(abdc\), we have \(w(b, d) = w(b, a) + w(a, d)\) and \(w(c, a) = w(c, o) + w(o, a)\). According to the triangle inequality, we have

\[
\begin{align*}
w(b, d) + w(c, a) &= w(b, o) + w(o, d) + w(c, o) + w(o, a) \\
&= w(b, o) + w(c, o) + w(o, a) + w(o, a) \\
&\geq w(b, c) + w(a, d)
\end{align*}
\]  

(4)

So we found solution \(abcd\) without crossings is better than solution \(abdc\) with crossings. With this method, other solutions with crossings can also be transformed into a better one without crossings. One can conclude stating that for the TSP problem, with Euclidian distance, for any solution with crossings there is always a better one without crossings.

In our AEAPS method we use a specific stress-induced mutation to the current solution. This mutation operator is different from the usual one theory of evolution. This is an active evolution
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Figure 4: Example with four nodes

Figure 5: A 1\textsuperscript{st} class active evolution condition applied

3.2 2\textsuperscript{nd} class active evolution condition

If the distance from \( i \) to the next node, \( i + 1 \), is larger than some value \( D \), \( i \) is called a 2\textsuperscript{nd} class active evolution node. In this case insert a new node between \( i \) and \( i + 1 \). Also compute 
\[
D_i = e \times \text{total\_distance}_i / (N - 1),
\]
where \( e \) is a parameter, \( \text{total\_distance}_i \) is the total distance between \( i \) and the other nodes and \( N \) is the number of nodes.

In AEAPS we consider an approach similar to 2.5-Opt iterative improvement scheme [36] for dealing with 2\textsuperscript{nd} class active evolution nodes. This method is described below, where \( i \) is a 2\textsuperscript{nd} class active evolution node and \( i + 1 \) is the next node after \( i \) in the current solution:

1. Find the nearest \( N_2 \) nodes to \( i \) and put them all into a set \( A \); similarly build the set \( B \) for \( i + 1 \);
2. Select one element from \( A \cap B \) and name it \( j \);
3. Eliminate \( j \) from the solution and insert it between \( i \) and \( i + 1 \);
4. If the value of the new solution is less than the old one, keep the new one, otherwise keep the old one.

An illustration of the use a 2\textsuperscript{nd} class active evolution node is shown in Fig. 6.

3.3 Initial solutions

Nishida proposed a membrane algorithm, called compound membrane algorithm, which has two phases. The function of the first phase is producing good solutions which are used as initial
solutions for phase two. The better initial solutions can improve the final output solution. As Nishida said the computation time of compound membrane algorithm is quite prohibitive. We propose a simpler and faster method for generating good initial solutions. The method is as follows:

1. Select one node randomly as the starting node, and name it current node;
2. Find the nearest neighbour of the current node which is not selected, and name it current node;
3. Repeat step 2 until all nodes are selected; a good initial solution has been then found.

If we repeat the above steps for $2 \times m - 1$ times, we get enough initial solutions for each region of the P system. We have one solution in region 0 and two solutions in each of the regions 1 to $m - 1$.

### 3.4 AEAPS algorithm

AEAPS uses the basic idea of the membrane algorithm proposed by Nishida; a nested membrane structure with $m$ regions is considered. We still use tabu search in region 0 and genetic algorithms in regions 1 to $m-1$ as sub-algorithms. Finally, the same communication mechanisms between adjacent regions are used; the best and worst solutions are sent to adjacent inner and outer regions, respectively. Unlike the Nishida's algorithm, AEAPS adds two classes of active evolution operators in every region and use a new initial solution generation method.

The overall membrane algorithm can be described as follows:

1. Generate initial solutions by using the method mentioned in Section 3.3, one for region 0 and two for each of the regions from 1 to $m - 1$;
2. Modify solutions simultaneously in each of the regions 1 to $m - 1$ by using genetic algorithms, simultaneously;
3. Find out all 1st class active evolution nodes in every solution and revise them; then find out all 2nd class active evolution nodes and also revise them all;
4. Use tabu search in region 0;
5. Use the communication mechanisms between adjacent regions (as proposed by Nishida);
6. Remove all solutions but the best one from region 0 and best two in each of the regions 1 to $m - 1$;
7. Jump to step 2 if the number of iterations is not satisfied; otherwise the output of the algorithm is the solution in region 0.

### 4 Experiments and Results

We have tested the searching efficiency of AEAPS on two benchmark problems, eil51, with 51 nodes, and kroA100, with 100 nodes, from TSPLIB [37], running 10 times each. The parameters in experiments are chosen as follows: $m = 50$, $e = 0.1$, $N_1 = 25$, $N_2 = 35$. The number of iterations is 300. Table 1 shows the results. A comparison of simulated annealing (SA), shrink
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Figure 7: Curves of solving kroA100 problem by AEAPS

membrane algorithm (SMA) and AEAPS is shown in Table 2. We have implemented AEAPS in C and tested the algorithm on a Microsoft Visual C++ 6.0 platform with Windows 7 and using a computer with 2.4GHz CPU and 2G RAM.

Table 1. Results of AEAPS for eil51 and kroA100

|       | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| eil51 | 431 | 429 | 428 | 428 | 426 | 430 | 429 | 428 | 429 | 427 |
| kroA100 | 21282 | 21282 | 21320 | 21282 | 21389 | 21282 | 21373 | 21379 | 21282 | 21282 |

Table 2. A comparison of SA, SMA and AEAPS

|       | SA  |     |     | SMA |     |     | AEAPS |     |     |     |
|-------|-----|-----|-----|-----|-----|-----|-------|-----|-----|-----|
|       | Best | Average | Worst | Best | Average | Worst | Best | Average | Worst |
| eil51  | 430  | 438  | 445  | 429  | 430  | 433  | 426  | 429  | 431  |
| kroA100 | 21369 | 21763 | 22564 | 21299 | 21504 | 21750 | 21282 | 21315 | 21389 |

Results of SA and SMA from [4] are shown in the tables. From Table 1 and 2, one can see that AEAPS gets better results than SA and SMA for both eil51 and kroA100. Fig. 7 shows the curves of average values for all the solutions and the average value of the solution in region 0 for the kroA100 problem solved by AEAPS. For initial solutions which are generated by the method in Section 3.3, the average value of the initial solutions in AEAPS is much smaller than those using the membrane algorithm [4]. Compared to Nishida’s algorithm for solving the same problem by the 50 membranes, AEAPS converges to remarkably fast to good solutions, in approximately 50 steps.

Zhang [28, 29] proposed ACOPS for TSP, which uses a smaller number of function evaluations to achieve better solutions. Experimental comparisons between Nishida’s algorithm, ACOPS and AEAPS are listed in Table 3 and Table 4. Results of Nishida’s algorithm and ACOPS are from [28]. The results of Nishida’s algorithm were calculated by using 50 membranes and 10000 iterations. In ACOPS the number of function evaluations (NoFE) is the
stopping criterion. An equivalent number of iterations was obtained by using the product of average iterations for elementary membranes \((g_{\text{min}} + g_{\text{max}})/2\) and the number of communications \(2(g_{\text{min}} + g_{\text{max}}) \times \text{NoFE}/(N + m)\). In solving ulysses22, eil51, eil76, eil101 and kroA100 problems, the parameters of AEAPS have the values: \(m = 50\), \(e = 0.1\), \(N_1 = 25\), \(N_2 = 35\), and the maximal number of iterations is 300. In solving ch150, gr202 and tsp225 problems, the parameters of AEAPS are: \(m = 50\), \(e = 0.1\), \(N_1 = 40\), \(N_2 = 50\), and the maximal number of iterations is 500. The results of the AEAPS are obtained from 10 independent runs.

Table 3. Number of iterations in Nishida’s algorithm, ACOPS and AEAPS with 8 TSPs

| Problem   | Nishida’s algorithm | ACOPS     | AEAPS     |
|-----------|---------------------|-----------|-----------|
| ulysses22 | 1.0e+5              | 7.7e+2    | 3.0e+2    |
| eil51     | 1.0e+5              | 7.3e+2    | 3.0e+2    |
| eil76     | 1.0e+5              | 7.5e+2    | 3.0e+2    |
| eil101    | 1.0e+5              | 7.6e+2    | 3.0e+2    |
| kroA100   | 1.0e+5              | 9.6e+2    | 3.0e+2    |
| ch150     | 1.0e+5              | 7.8e+2    | 5.0e+2    |
| gr202     | 1.0e+5              | 6.8e+2    | 5.0e+2    |
| tsp225    | 1.0e+5              | 3.1e+2    | 5.0e+2    |

Table 4. Results of Nishida’s algorithm, ACOPS and AEAPS with 8 TSPs

| Problem   | Nishida’s algorithm | ACOPS     | AEAPS     |
|-----------|---------------------|-----------|-----------|
| ulysses22 | 75.31               | 75.31     | 75.31     |
| eil51     | 429                 | 431       | 431       |
| eil76     | 556                 | 551       | 558       |
| eil101    | 669                 | 647       | 655       |
| kroA100   | 21651               | 21285     | 21282     |
| ch150     | 7073                | 6549      | 6554      |
| gr202     | 509.7               | 489.2     | 491.3     |
| tsp225    | 4073.1              | 3899.6    | 3938.7    |

As compared with Nishida’s algorithm, AEAPS uses much smaller number of iterations to achieve better solutions. As compared with ACOPS, AEAPS uses smaller number of iterations only except for the tsp225 and gets better results for the first 5 TSPs, similar results for ch150 problem and slightly worse results for the last 2 TSPs.

5 Conclusions

This work is the first attempt to discuss the role of active evolutionary operators in membrane algorithms. We present an approximate algorithm combining nested membrane structure, rules within regions and communication mechanisms of the P systems, and two classes of active
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evolution operators and a good initial solution generating method. AEAPS is used to solve Euclidean TSPs, well-known NP-hard problems. The experiment results show that AEAPS performs better than SA and Nishida’s membrane algorithm and similar with ACOPS, which requires a smaller number of iterations. In order to improve the performance of AEAPS, especially in solving large scale TSPs, our future studies will focus on other membrane structure options and communication mechanisms.
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