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Abstract—The number of radio frequency (RF) chains can be reduced through beam selection in lens-based millimeter-wave (mmWave) massive MIMO systems, where the equivalent channel between RF chains and multiple users is required at the BS to achieve the multi-user multiplexing gain. However, to the best of our knowledge, there is no dedicated codebook for the equivalent channel feedback in such systems. In this paper, we propose the dimension-reduced subspace codebook, which achieves a significant reduction of the feedback overhead and codebook size. Specifically, we firstly utilize the limited scattering property of mmWave channels to generate the high-dimensional vectors in the channel subspace. Then, according to the function of lens and beam selector, we propose the dimension-reduced subspace codebook to quantify the equivalent channel vector. Moreover, the performance analysis of the proposed codebook is also provided. Finally, simulation results show the superior performance of the proposed dimension-reduced subspace codebook compared with conventional codebooks.
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I. INTRODUCTION

MILLIMETER-Wave (mmWave) massive MIMO has been regarded as a promising key technique for 5G due to the large available bandwidth and high spectrum efficiency [1]. One key challenge for practical mmWave massive MIMO systems, where each antenna is usually equipped with a radio frequency (RF) chain, is the unaffordable hardware cost and energy consumption caused by a large number of RF chains. To reduce the number of RF chains, the new concept of lens-based mmWave massive MIMO has been recently proposed [2]–[5]. By utilizing the energy focusing property of lens, mmWave signals from different directions are concentrated on different antennas, so that the traditional spatial channel is transformed into beamspace channel. Due to the severe path loss of mmWave signals, the number of effective channel paths is limited [6]. As a result, the beamspace channel is sparse. Then, using a beam selector, the number of RF chains can be significantly reduced, so the dimensions of equivalent channels can be also reduced.

The dimension-reduced channel state information (CSI) between RF chains and users, which is called as equivalent CSI, is required at the BS to perform channel adaptive techniques such as precoding and power allocation. However, to the best of our knowledge, there is no dedicated codebook to realize the equivalent CSI feedback in the emerging lens-based mmWave massive MIMO systems. The classical Grassmannian codebook [7] and random vector quantization (RVQ)-based codebook [8] are not directly applicable here, since the dimension-reduced equivalent CSI in lens-based mmWave massive MIMO systems is not Rayleigh distributed.

In this paper, to fill in this gap, we propose the dimension-reduced subspace codebook for equivalent CSI feedback in lens-based mmWave massive MIMO systems. Firstly, we utilize the limited scattering property of mmWave channels to generate the high-dimensional vectors in the channel subspace, which depends on the angle-of-departure (AoD) of channel path. Then, according to the function of lens and beam selector, we propose the dimension-reduced subspace codebook to quantify the equivalent channel vector using less bits than traditional codebooks. Moreover, we provide the performance analysis of the proposed codebook, which is verified by simulation results.

Notation: Lower-case and upper-case boldface letters denote vectors and matrices, respectively; $(\cdot)^\mathbf{T}$, $(\cdot)^\mathbf{H}$ and $(\cdot)^{-1}$ denote the transpose, conjugate transpose, and inverse of a matrix, respectively; $\Phi^\dagger = \Phi (\Phi^\mathbf{H} \Phi)^{-1}$ is the Moore-Penrose pseudo-inverse; $\mathbf{E} \{ \cdot \}$ denotes the expectation operator; $\mathbf{I}_P$ denotes the identity matrix of size $P \times P$.

II. SYSTEM MODEL

In this section, we briefly introduce the typical mmWave massive MIMO channel model at first. Then, we present the equivalent channel in lens-based mmWave massive MIMO systems.

A. mmWave Massive MIMO Channel Model

We consider a mmWave massive MIMO system with $M$ antennas at the base station (BS) and $K$ single-antenna users ($M \gg K$) in this paper. We adopt the widely used ray-based mmWave channel model [9], where the downlink channel
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vector $h_k \in \mathbb{C}^{M \times 1}$ between the BS and the $k$-th user can be described as

$$h_k = \sum_{i=1}^{P_k} g_{k,i} a(\psi_{k,i}), \quad (1)$$

where $P_k$ is the number of resolvable paths from the BS to the $k$-th user, $g_{k,i}$ is the complex gain of the $i$-th path of the $k$-th user, which is identically and independently distributed (i.i.d.) with zero mean and unit variance, and $a(\psi_{k,i}) \in \mathbb{C}^{M \times 1}$ is the BS antenna response of the $i$-th path of the $k$-th user. We consider the widely used uniform linear array (ULA) at the BS, so $a(\psi_{k,i})$ can be expressed as

$$a(\psi_{k,i}) = \frac{1}{\sqrt{M}} \left[ 1, e^{-j2\pi \psi_{k,i}}, \ldots, e^{-j2\pi \psi_{k,i}(M-1)} \right]^T, \quad (2)$$

where $\psi_{k,i} = \frac{d}{\lambda} \sin(\theta_{k,i})$ with $\theta_{k,i}$ denoting the AoD of the $i$-th path of the $k$-th user, $d$ denoting the distance between BS antennas, and $\lambda$ denoting the wavelength of the carrier frequency. Note that (1) can be also expressed in the matrix-vector form as

$$h_k = A_k g_k, \quad (3)$$

where $g_k = [g_{k,1}, g_{k,2}, \ldots, g_{k,P_k}]^T \in \mathbb{C}^{P_k \times 1}$, and $A_k = [a(\psi_{k,1}), a(\psi_{k,2}), \ldots, a(\psi_{k,P_k})] \in \mathbb{C}^{M \times P_k}$.

### B. Equivalent Channel in Lens-Based MmWave Massive MIMO

The spatial channel $h_k$ in (3) can be transformed into the beamspace channel through a carefully designed lens which performs as a phase shifter [2]. Specifically, as shown in Fig. 1, such lens can be characterized as a spatial discrete fourier transform (DFT) matrix $U \in \mathbb{C}^{M \times M}$, which is composed of the array steering vectors of $M$ uniformly distributed orthogonal directions (beams) as $U = [1, a(\delta), \ldots, a(\delta(M-1))]^H$ with $\delta = \frac{1}{\lambda}$. Therefore, the received signal $y_k$ at the $k$-th user can be expressed as

$$y_k = \sqrt{\frac{\gamma}{K}} h_k^H U^H S V x_d + n_k = \sqrt{\frac{\gamma}{K}} (h^b_k)^H S V x_d + n_k, \quad (4)$$

where $\gamma$ is the transmit power, $x_d = [x_{d,1}, x_{d,2}, \ldots, x_{d,K}]^T \in \mathbb{C}^{K \times 1}$ is the data vector intended for $K$ users with normalized power $E[|x_{i,k}|^2] = I_K$, and the beamspace channel vector $h_k^b \in \mathbb{C}^{M \times 1}$ can be expressed as

$$h_k^b = U h_k, \quad (5)$$

where the elements of $h_k^b$ are channel coefficients associated with $M$ orthogonal beams. Note that $h_k^b$ is sparse due to the limited scattering of mmWave channel [2]. $S \in \mathbb{C}^{M \times N_{RF}}$ is the beam selector with $N_{RF}$ denoting the number of RF chains at the BS. Each column of $S$ has and only has one non-zero element ‘1’, and the location of this non-zero element in one column of $S$ should be different from that in another column. $n_k$ is the complex Gaussian noise at the $k$-th user with zero mean and unit variance. We define the dimension-reduced equivalent channel $h_k^e \in \mathbb{C}^{N_{RF} \times 1}$ as

$$h_k^e = S h_k^b, \quad (6)$$

thus we have

$$y_k = \sqrt{\frac{\gamma}{K}} (h^e_k)^H V x_d + n_k, \quad (7)$$

where $V = [v_1, v_2, \ldots, v_K] \in \mathbb{C}^{N_{RF} \times K}$ is the zero-forcing (ZF) precoding matrix consisting of $K$ different unit-norm precoding vectors $v_i \in \mathbb{C}^{N_{RF} \times 1}$, which can be described as the normalized i-th column of $(H^e)^H$, i.e., $v_i = \frac{(H^e)^H(:,i)}{\| (H^e)^H(:,i) \|}$, where $H^e = [h^e_1, h^e_2, \ldots, h^e_K] \in \mathbb{C}^{N_{RF} \times K}$. Note that the equivalent channel (6) is not Rayleigh distributed, and no dedicated codebook has been designed to quantize equivalent channel in the literature. This gap can be filled by the proposed dimension-reduced subspace codebook in the next section.

### III. PROPOSED DIMENSION-REDUCED SUBSPACE CODEBOOK

In this section, we briefly review the equivalent channel feedback in lens-based mmWave massive MIMO systems based on the classical codebook at first. Then, we propose the dimension-reduced subspace codebook to quantize the equivalent channel vector better. Finally, we provide the performance analysis of the proposed codebook by quantifying the required number of feedback bits.

#### A. Equivalent Channel Feedback

We assume that each user knows its equivalent channel vector $h_k^e$ through channel estimation [9]. Then, the $k$-th user quantizes $h_k^e$ to $B$ bits using a codebook $D_k = \{d_{k,1}, d_{k,2}, \ldots, d_{k,B} \}$. Considering the classical RVQ-based codebook, the quantization vector $d_{k,i} \in \mathbb{C}^{N_{RF} \times 1}$ is randomly generated by selecting vectors independently from the uniform distribution on the complex $N_{RF}$-dimensional unit sphere [8]. The number of required feedback bits $B$ should scale linearly with $N_{RF}$ to limit the system capacity loss within an acceptable level.

To realize channel feedback, the $k$-th user will find $d_{k,F_k}$ that is the closest to $h_k^e$, where “closeness” is measured by the angle between two vectors. That is, the index $F_k$ is computed according to

$$F_k = \arg \min_{i \in \{1, 2, \ldots, 2^B \}} \sin^2(\angle(h_k^e, d_{k,i})) = \arg \max_{i \in \{1, 2, \ldots, 2^B \}} |d_{k,i}^H \tilde{h}_k^e|^2, \quad (8)$$
where \( \hat{h}_k^e = \frac{b_k^e}{\|b_k^e\|} \) denotes the equivalent channel direction. Since the equivalent channel magnitude \( \|h_k^e\| \) is just a scalar, we follow the widely used assumption that the channel magnitude \( \|h_k^c\| \) can be fed back to the BS perfectly. The index \( P_k \) can be fed back through \( B \) bits, then the BS can obtain the feedback equivalent channel vector \( \hat{h}_k^c = \|h_k^c\|d_k,P_k \). However, since the equivalent channel vector \( h_k^e \) is not Rayleigh distributed, the classical RVQ-based codebook is not optimal in lens-based mmWave massive MIMO systems.

In the next subsection, we will propose the dimension-reduced subspace codebook to quantize this equivalent channel better.

### B. Proposed Dimension-Reduced Subspace Codebook

Considering \( h_k = A_k g_k \) in (3), we can find that the channel vector \( h_k \) is actually distributed on the column space of \( A_k \in \mathbb{C}^{M \times P_k} \), which is formed by linear combination of \( A_k \)'s column vectors. Due to the severe propagation loss of mmWave signals (10), the number of paths is much smaller than the number of BS antenna, i.e., \( P_k \ll M \). Therefore, \( P_k \) column vectors of \( A_k \) only form a subspace of the full \( M \)-dimensional space, which depends on \( P_k \) different AoDs. This subspace is called channel subspace in the rest of this paper. Therefore, we firstly propose to generate high-dimensional vectors in the channel subspace. Since the AoDs vary slower than path gains, we assume that AoDs are slow varying (11) and can be accurately estimated through beamspace channel estimation (12). Then, we can generate the high-dimensional vector \( c_{k,i} \in \mathbb{C}^{M \times 1} \) as

\[
c_{k,i} = A_k w_{k,i},
\]

where \( w_{k,i} \in \mathbb{C}^{P_k \times 1} \) is isotropically distributed on the complex \( P_k \)-dimensional unit sphere. The high-dimensional vector \( c_{k,i} \) is distributed on the column space of \( A_k \), i.e., the channel subspace.

Then, based on the high-dimensional vector \( c_{k,i} \), we propose the dimension-reduced subspace codebook \( D_k = \{d_{k,1}, d_{k,2}, \ldots, d_{k,2^a}\} \) to quantize the equivalent channel vector \( h_k^e \), where the quantization vector \( d_{k,i} \in \mathbb{C}^{N_{RF} \times 1} \) can be expressed as

\[
d_{k,i} = S^H U c_{k,i},
\]

where \( U \) and \( S \) are used to reflect the function of lens and beam selector in lens-based mmWave massive MIMO systems, respectively. Note that to ensure the unit-norm vector requirement of \( d_{k,i} \), \( d_{k,i} \) should be normalized as

\[
d_{k,i} = \frac{d_{k,i}}{\|d_{k,i}\|}
\]

Considering (5) and (6), we can find that the quantization vector \( d_{k,i} \) in the proposed dimension-reduced subspace codebook \( D_k \) has the same distribution as the equivalent channel vector \( h_k^e \). Thus, the proposed codebook is expected to enjoy better quantization performance than the classical RVQ-based codebook without considering the special channel characteristics of lens-based mmWave massive MIMO systems. Such intuitive conclusion will be verified by the theoretical analysis of the proposed codebook in terms of the required number of feedback bits in the next subsection.

### C. Performance Analysis of The Proposed Codebook

After the channel feedback based on the proposed dimension-reduced subspace codebook, the BS can perform downlink precoding based on the feedback equivalent channel matrix \( H^e = [h_1^e, h_2^e, \ldots, h_K^e] \in \mathbb{C}^{N_{RF} \times K} \). We can rewrite (7) as

\[
y_k = \sqrt{\frac{\gamma}{K}}(h_k^e)^H v_k x_{d,k} + \sqrt{\frac{\gamma}{K}} \sum_{i=1,i \neq k}^K (h_i^e)^H v_i x_{d,i} + n_k,
\]

where the second term denotes the multi-user interference. Thus, the per user rate \( R \) with limited channel feedback based on the proposed dimension-reduced subspace codebook is

\[
R = \log_2 \left( 1 + \frac{\gamma}{K} |(h_k^e)^H v_k|^2 \right).
\]

For the ideal case of perfect CSI at the BS, i.e., \( \hat{H}^e = H^e \), the ZF precoding vector \( v_{ideal} \) is obtained as the normalized \( i \)-th column of \( (H^e)^H \). Thus, \( v_{ideal} \) is orthogonal to the \( k \)-th user’s equivalent channel vector \( h_k^e \) for any \( i \neq k \), which means that we can obtain the ideal per user rate as

\[
R_{ideal} = \log_2 \left( 1 + \frac{\gamma}{K} |(h_k^e)^H v_{ideal,k}|^2 \right).
\]

We define the rate gap \( \Delta R(\gamma) \) as the difference between the per user rate with ideal CSI and that with limited channel feedback:

\[
\Delta R(\gamma) = R_{ideal} - R.
\]

Following the results from (8), the rate gap \( \Delta R(\gamma) \) can be upper bounded as

\[
\Delta R(\gamma) \leq \log_2 \left( 1 + \frac{\gamma(K-1)}{K} E[\|h_k^e\|^2] E[\sin^2(\angle(h_k^e, h_i^e))] \right).
\]

We can observe from (16) that the rate gap \( \Delta R(\gamma) \) depends on the equivalent channel norm \( \|h_k^e\| \) and the quantization error \( \sin^2(\angle(h_k^e, h_i^e)) \). In the rest of this paper, we can omit the subscript \( k \) without loss of generality, where \( h^e \), \( A \), and \( P \) denote the equivalent channel, steering matrix, and number of resolvable paths, respectively. Next, we will discuss the quantization error \( E[\sin^2(\angle(h^e, h_i^e))] \) in (16). Before that, we will prove Lemma 1 and Lemma 2 below which will be useful for the analysis of the quantization error.

**Lemma 1:** Denoting \( T = S^H UA \), we have \( T^{H}T = I_P \).

**Proof:** Since the \( i \)-th row vector \( A(\delta(j-1))^H \) of \( U \) and the \( j \)-th column vector \( A(\psi_i) \) of \( A \) is asymptotically orthogonal if \( \psi_i \neq \delta(j-1) \) when \( M \to \infty \), \( UA \) has and only has one non-zero element “1” in each column, and the location of this non-zero element in one column is different from that in another column. Generally, the beam selector \( S \) is designed to choose \( N_{RF} \) rows of \( UA \) which includes non-zero elements (13). Note that for the multi-user scenario, \( N_{RF} \) is usually larger than \( P \). Thus, \( T \in \mathbb{C}^{N_{RF} \times P} \) has and only has one non-zero element “1” in each column, and the locations of non-zero elements are different for different columns. Therefore, we have \( T^{H}T = I_P \).
Lemma 2: \( \| \mathbf{h}^c \| = \| \mathbf{S}^H \mathbf{U} \mathbf{A} \mathbf{g} \| = \| \mathbf{g} \|. \)

Proof: Combining (3), (5) and (6), we have
\[
\mathbf{h}^c = \mathbf{S}^H \mathbf{U} \mathbf{A} \mathbf{g}.
\]
(17)

By denoting \( \mathbf{S}^H \mathbf{U} \mathbf{A} = \mathbf{T} = [\mathbf{t}_1, \mathbf{t}_2, \ldots, \mathbf{t}_P] \), we have
\[
\| \mathbf{h}^c \| = \| \mathbf{T} \mathbf{g} \| = \left\| \sum_{p=1}^P \mathbf{t}_p g_p \right\| \quad (a) \quad \sum_{p=1}^P \| \mathbf{t}_p g_p \| = \| \mathbf{g} \|, \quad \sum_{p=1}^P \| \mathbf{t}_p \| = \left\| \mathbf{g} \right\|, \tag{18}
\]
where (a) is true due to the orthogonality among column vectors \( \mathbf{t}_p \) of \( \mathbf{T} \) (see Lemma 1), and (b) is true due to \( \| \mathbf{t}_p \| = 1 \) (see Lemma 1).

Now, we will provide an upper bound of the quantization error in (16) in the following Lemma 3.

Lemma 3: The quantization error \( \mathbb{E} \left[ \sin^2(\angle(\mathbf{h}^c, \hat{\mathbf{h}}^c)) \right] \) of equivalent channel vector can be upper bounded as
\[
\mathbb{E} \left[ \sin^2(\angle(\mathbf{h}^c, \hat{\mathbf{h}}^c)) \right] < 2^{-\frac{B}{3}}. \tag{19}
\]

Proof: Since \( \| \hat{\mathbf{h}}^c \| = 1 \), \( \mathbf{h}^c = \| \mathbf{h}^c \| \mathbf{d}_F \), and \( \| \mathbf{d}_F \| = 1 \), we have
\[
\mathbb{E} \left[ \sin^2(\angle(\mathbf{h}^c, \hat{\mathbf{h}}^c)) \right] = 1 - \mathbb{E} \left[ \cos^2(\angle(\mathbf{h}^c, \hat{\mathbf{h}}^c)) \right] = 1 - \mathbb{E} \left[ \| \mathbf{d}_F \|^2 \right]. \tag{20}
\]

By denoting \( \mathbf{g} = \frac{\mathbf{g}}{\| \mathbf{g} \|} \) and using Lemma 2, we can get \( \hat{\mathbf{h}}^c = \frac{\mathbf{T} \mathbf{g}}{\| \mathbf{T} \mathbf{g} \|} = \mathbf{T} \mathbf{g} \). Considering (10) and using \( \| \mathbf{w}_F \| = 1 \), we have \( \mathbf{d}_F = \mathbf{T} \mathbf{w}_F \). Therefore,
\[
\mathbb{E} \left[ \| \mathbf{d}_F \|^2 \right] = \mathbb{E} \left[ \| \mathbf{w}_F \| \right]^2 \mathbb{E} \left[ \| \mathbf{T} \| \right]^2 (a) = \mathbb{E} \left[ \| \mathbf{w}_F \|^2 \right], \tag{21}
\]
where (a) follows from the results \( \mathbf{T}^H \mathbf{T} = \mathbf{I}_F \) in Lemma 1. Since \( \mathbf{w}_F \) and \( \mathbf{g} \) are isotropically distributed \( P \)-dimensional vectors, \( \mathbb{E} \left[ \| \mathbf{w}_F \|^2 \right] \) can be lower bounded as (3):
\[
\mathbb{E} \left[ \| \mathbf{w}_F \|^2 \right] > 1 - 2^{-\frac{B}{3}}. \tag{22}
\]

Combine (20), (21), and (22), we can obtain (19). Substituting (19) into (16), we have
\[
\Delta R(\gamma) \leq \log_2 \left( 1 + \frac{\gamma(K-1)}{K} \mathbb{E} \| \mathbf{h}^c \|^2 2^{-\frac{B}{3}} \right). \tag{23}
\]

Let the rate gap \( \Delta R(\gamma) \leq 1 \) bps/Hz, (8), then the number of feedback bits \( B \) should scale according to
\[
B \geq \frac{P-1}{3} \text{SNR} + (P-1) \log_2 (K-1), \tag{24}
\]
where \( \text{SNR} = 10 \log_{10} \frac{P}{N_{\text{RF}}} \mathbb{E} \| \mathbf{h}^c \|^2 \) is the signal-to-noise ratio (SNR) at the receiver. We can observe from (24) that the slope of the required number of feedback bits \( B \) is \( P-1 \) when SNR increases. In other words, the required number of feedback bits \( B \) only scales linearly with \( P-1 \) to maintain a constant rate gap. Since \( P \ll N_{\text{RF}} \), the proposed dimension-reduced subspace codebook require much less feedback overhead than the classical RVQ-based codebook where the number of feedback bits scales linearly with \( N_{\text{RF}} \). In next section, we will verify our analysis through simulations.

IV. SIMULATION RESULTS

A simulation study was carried out to verify the performance of the proposed dimension-reduced subspace codebook in lens-based mmWave massive MIMO systems. The key system parameters are set as: 1) the number of BS antennas, the number of RF chains, and the number of users and the number of resolvable paths are \( (M, N_{\text{RF}}, K, P) = (128, 24, 8, 3) \); 2) the AoDs are randomly chosen from uniform distribution \([\pi \mathbb{U} [-\frac{\pi}{2}, \frac{\pi}{2}], \pi \mathbb{U} [\pi/2, \pi] \); 3) the number of feedback bits \( B = \frac{P-1}{3} \text{SNR} + (P-1) \log_2 (K-1) \) for all considered codebooks for fair comparison.

Fig. 2 shows per user rate of the ideal case of perfect CSI at the BS and the practical case of limited channel feedback, where the proposed codebook and the classical RVQ-based codebook are compared. We can observe that the rate gap between the ideal case of perfect CSI at the BS and the practical case of limited channel feedback using the proposed codebook remains constant when SNR increases, which is consistent with our theoretical analysis in Section III-C. On the contrary, for the classical RVQ-based codebook, the rate gap increases with the SNR. We can also find that the proposed codebook outperforms the classical RVQ-based codebook.

V. CONCLUSIONS

In this paper, we have investigated the problem of codebook design for equivalent channel feedback in lens-based mmWave massive MIMO systems for the first time. Specifically, we firstly proposed to utilize the limited scattering property of mmWave channels to generate the high-dimensional vectors in the channel subspace. After that, we further proposed the dimension-reduced subspace codebook to quantize the equivalent channel vector according to the function of lens and beam selector. We also provided the performance analysis of the proposed dimension-reduced subspace codebook. Simulation results verified that the proposed codebook has better performance than the traditional codebook.
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