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Abstract—Chance-constrained programming (CCP) is a promising approach to handle uncertainties in optimal power flow (OPF). However, conventional CCP usually assumes that uncertainties follow Gaussian distributions, which may not match reality. A few papers employed the Gaussian mixture model (GMM) to extend CCP to cases with non-Gaussian uncertainties, but they are only appropriate for cases with uncertainties on the right-hand side but not applicable to DC OPF that containing left-hand side uncertainties. To address this, we develop a tractable GMM-based chance-constrained DC OPF model. In this model, we not only leverage GMM to capture the probability characteristics of non-Gaussian distributed uncertainties, but also develop a linearization technique to reformulate the chance constraints with non-Gaussian distributed uncertainties on the left-hand side into tractable forms. A mathematical proof is further provided to demonstrate that the corresponding reformulation is a safe approximation of the original problem, which guarantees the feasibility of solutions.
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I. INTRODUCTION

In the past decade, distributed generation (DG) has been widely integrated into power systems to reduce fossil fuel consumption and cut down carbon emission [1]. However, the growing penetration of DG brings a severe threat to the safety of power systems because its intermittent characteristic may harm the power balance between demand- and generation-side [2]. Moreover, since DG is stochastic and hard to predict perfectly, uncertainties will be introduced in optimal power flow (OPF) problem. Therefore, integrating a large amount of DG also exacerbates the difficulty of deciding the power scheduling of generators.

Traditionally, the uncertainties in OPF are handled by robust optimization [3]. However, since robust optimization does not allow constraint violation with any realization of uncertainties, the derived solutions are usually overly conservative. Recently, chance-constrained programming (CCP) has become more and more popular [4], [5]. It only requires constraints that should be satisfied with a pre-determined probability but allows violations in extreme conditions. Thus, the corresponding solution is less conservative but can still guarantee system security in most cases. Reference [6] proposed a CCP model to formulate the OPF problem. Reference [7] developed a penalty function method to handle the chance constraints in DC OPF. Reference [8] built a CCP framework to leverage the flexibility of thermostatically controlled loads to minimize the energy cost of distribution networks. However, most existing works, including [4], [6]–[8], were based on the Gaussian assumption that uncertainties followed Gaussian distribution. Under this assumption, chance constraints can be reformulated into a second-order cone form.

In many practical cases, the uncertainties may not be normally distributed, where the previous second-order cone formulation is no longer valid. In order to make CCP applicable to non-Gaussian distributed uncertainties, some published works combined a state-of-art statistic technique, Gaussian mixture model (GMM), with CCP in OPF to approximate the original irregular distribution with multiple Gaussian distributions. For instance, reference [9] utilized GMM to fit the original irregularly distributed wind generation on the right-hand side and developed a tractable reformulation for the probabilistic OPF. Reference [10] also employed GMM to describe the distribution of DG and proposed an analytical reformulation to convert chance constraints into deterministic forms. Reference [11] combined GMM with variational Bayesian inference to describe the uncertain wind generation in OPF. In [12], an online-offline double-track distribution fitting approach was proposed to improve the computational efficiency of GMM in probabilistic OPF. In general, these GMM-based methods can better capture the characteristics of uncertainties from DG. They can also reformulate the chance constraints with non-Gaussian distributed uncertainties on the right-hand side into linear forms by finding the corresponding quantile values.

However, most of them, including [9]–[12], are only suitable for the right-hand side uncertainties. If chance constraints involve non-Gaussian distributed uncertainties on the left-hand side (e.g. chance-constrained DC OPF), this GMM-based method is not applicable (this will be further explained in Section II-B).

The main contribution of this paper is a novel chance-constrained DC OPF model that can handle the non-Gaussian distributed left-hand side uncertainties. This model leverages GMM to capture the probability characteristics of uncertainties. By introducing auxiliary variables, we then develop a bilinear counterpart for the GMM-based chance constraints with left-hand side uncertainties. We further develop a novel linearization technique to reformulate the bilinear terms in
the counterpart into linear forms with binary variables that can be directly handled by off-the-shelf solvers. A detailed mathematical proof is also provided to verify that the previous linearized form is a safe approximation of the original model, which guarantees the feasibility of the proposed linearization technique. To the best of our knowledge, this is the first time that the GMM-based chance-constrained method can be extended to handle the DC OPF with left-hand side uncertainties.

The remaining parts are organized as follows. Section II describes the problem formulation. Section III presents the proposed linearization technique. Section IV shows simulation results and Section V concludes this paper.

II. PROBLEM FORMULATION

A. Chance-constrained DC optimal power flow

We consider a transmission network with multiple generators and stochastic wind generation. Our target is to minimize the total cost of all the generators. By using $i$ to index different buses in the network, the chance-constrained DC optimal power flow problem (CC-OPF) is formulated as follows according to [4], [13]:

$$\min_{\overline{p}, \theta, a} \mathbb{E}_w \left( \sum_{i \in G} c_i^f (\overline{p}_i - \alpha_i (e^T \omega)) \right), \quad \text{(CC-OPF)}$$

s.t.:

1. $\sum_{i \in G} \alpha_i = 1,$
2. $\sum_{i \in V} (\overline{p}_i + \mu_i - d_i) = 0,$
3. $B \theta = \overline{p} + \mu - d,$
4. $\mathbb{P} \left( \beta_{ij} (\overline{\theta}_i - \overline{\theta}_j + [\hat{B} (\omega - (e^T \omega) \alpha)]_i - [\hat{B} (\omega - (e^T \omega) \alpha)]_j) \right) \leq -f_{ij}^\max \geq 1 - \epsilon, \forall (i, j) \in B,$
5. $\mathbb{P} \left( \beta_{ij} (\overline{\theta}_i - \overline{\theta}_j + [\hat{B} (\omega - (e^T \omega) \alpha)]_i - [\hat{B} (\omega - (e^T \omega) \alpha)]_j) \geq -f_{ij}^\max \right) \geq 1 - \epsilon, \forall (i, j) \in B,$

where $\overline{p}_i$ represents the output of generator in bus $i$ with generation $x$. Symbol $\omega \sim \mathcal{N}(\mu, \sigma)$ denotes the random fluctuations on nominal wind outputs, where their expectations are zeros (i.e., $\mathbb{E}(\omega) = 0$). Symbol $B \in \mathbb{R}^{|V| \times |V|}$ represents the weighted Laplacian matrix defined as:

$$B_{ij} = \begin{cases} -\beta_{ij}, & \text{if } (i, j) \in B, \\ \sum_{k:(k,j) \in B} \beta_{kj}, & \text{if } i = j, \\ 0, & \text{otherwise}. \end{cases}$$

Symbol $\hat{B} \in \mathbb{R}^{|V| \times |V|}$ is the pseudo-inverse of matrix $B$, which is defined as follows:

$$\hat{B} = \begin{bmatrix} \hat{B}^{-1} & 0 \\ 0 & 0 \end{bmatrix}$$

where $\hat{B}$ the submatrix of $B$ by removing the last row and column. Other symbols’ definitions can be found in Table I.

Due to the stochastic fluctuations from wind generation, power injections at all buses are uncertain. In order to maintain the equilibrium between generation and demand, we require that the output of generator $i$ is equal to a nominal value $\overline{p}_i$ plus the corresponding adjustment $-\alpha_i (e^T \omega)$. To ensure that all fluctuations of wind generation are compensated, the summation of $\alpha_i$ should be one, i.e., Eq. (1). Constraint (2) assures the equilibrium in generation and demand. Eq. (3) represents the DC OPF calculation. Eqs. (4)-(5) restrict that the branch power flows are less than the maximum allowable values; Eqs. (6)-(7) guarantee that the output of each generator keeps in the corresponding feasible region. The detailed derivation of CC-OPF can be found in [4].

B. Discussion about CC-OPF

All the chance constraints in problem CC-OPF can be written as the following generic form:

$$\mathbb{P} (a(x)^T \omega \leq b(x)) \geq 1 - \epsilon.$$  \hspace{2cm} (10)

Obviously, it contains uncertainties on the left-hand side. If the random vector $\omega$ follows normal distribution, i.e., $\omega \sim \mathcal{N}(\mu, \sigma)$, then (10) can be reformulated as:

$$\Phi^{-1} (1 - \epsilon) \sqrt{\mathbb{V}(x)} \Sigma a(x) + a(x)^T \mu \leq b(x),$$

where $\Phi^{-1} (\cdot)$ is the inverse of the standard normal distribution’s cumulative distribution function (CDF).

If (10) only contains right-hand side uncertainties, i.e., vector $a$ is not related to $x$, then the original constraint can be directly reformulated as [9]-[12]:

$$Q_{a^\top \omega}^{-1} (1 - \epsilon) \leq b(x),$$

where $Q_{a^\top \omega}^{-1} (1 - \epsilon)$ represents the quantile of $a^\top \omega$ with the violation probability $\epsilon$. Since the quantile has no concern with $x$, it can be calculated based on historical data in advance.

However, in practice, chance-constrained DC OPF contains non-Gaussian distributed uncertainties on the left-hand side, as shown in (10). Therefore, either (11) or (12) cannot be directly applied in this task.
III. Solution Methodology

A. Gaussian mixture model

To overcome the aforementioned challenge, we introduce GMM. The key idea of GMM is to approximate the target distribution with a Gaussian mixture distribution (i.e., a linear combination of multiple Gaussian distributions) based on historical data. Specifically, the PDF of a Gaussian mixture distribution, i.e., \( p^{\text{GMM}}(\omega) \), can be expressed as follows:

\[
p^{\text{GMM}}(\omega) = \sum_{j \in \mathcal{J}} \pi_j p^N(\zeta_j | \mu_j, \Sigma_j),
\]

where set \( \mathcal{J} \) is the index set of component numbers (i.e., number of Gaussian distributions); \( \pi_j \) is the weight of component \( j \); \( p^N(\zeta_j | \mu_j, \Sigma_j) \) denotes the PDF of a Gaussian distribution with \( \mu_j \) as its expectation and \( \Sigma_j \) as its covariance. Reference [15] pointed out that any smooth density can be approximated with any specific, non-zero amount of error by a GMM with enough components.

With historical data, we can use Expectation Maximization method to get the parameters (i.e. weight \( \pi_j \), expectation \( \mu_j \), and covariance \( \Sigma_j \)) in (13). To obtain the best fitting results, a cross-validation technique is also adopted to tune the hyper-parameter \( J \). Then, the target distribution, i.e. actual distribution of \( \omega \), can be well approximated with (13).

B. Counterpart of GMM-based chance constraints

We decompose the original chance constraint (10) into a linear combination of multiple chance constraints with normally distributed uncertainties. This decomposition is based on the following Lemma [15].

**Lemma 1.** If the distribution of the random variable \( \omega \) can be expressed as a Gaussian mixture distribution, i.e., Eq. (13), then we have

\[
\mathbb{P}(a(x)^T \omega \leq b(x)) = \sum_{j \in \mathcal{J}} \pi_j \mathbb{P}(a(x)^T \zeta_j \leq b(x)).
\]

Based on Lemma 1, Eq. (10) can be reformulated as:

\[
\sum_{j \in \mathcal{J}} \pi_j \mathbb{P}(a(x)^T \zeta_j \leq b(x)) \geq 1 - \epsilon.
\]

By introducing auxiliary variables \( y_j \) for each component of the GMM, we can get the counterpart of (15), as follows:

\[
\sum_{j \in \mathcal{J}} \pi_j y_j \geq 1 - \epsilon, \quad y_j \geq 0.5, \quad \forall j \in \mathcal{J},
\]

\[
\Phi^{-1}(y_j) \sqrt{a(x)^T \Sigma_j a(x) + \mu_j^T a(x)} \leq b(x), \quad \forall j \in \mathcal{J}.
\]

where \( \Phi^{-1}(\cdot) \) is the inverse of the standard normal distribution’s CDF. Eq. (17) eliminates the intractable probability. However, it is still nonconvex for off-the-shelf solvers due to term \( \Phi^{-1}(y_j) \sqrt{a(x)^T \Sigma_j a(x)} \) (note \( y_j \) is also a variable). Moreover, the explicit mathematical expression of \( \Phi^{-1}(\cdot) \) is also hard to obtain, which further increases the difficulty of the power dispatch.

C. Linearization technique for intractable terms

To make the counterpart (17) tractable, we propose a novel linearization technique to convert the intractable terms into linear and second-order cone constraints with binary variables. Then, the OPF problem becomes a mixed-integer program that can be efficiently solved by off-the-shelf solvers.

Firstly, we introduce two auxiliary variable \( s_j \) and \( t_j \) to re-express (17) into the following form:

\[
\Phi(s_j) \geq y_j, \quad \forall j \in \mathcal{J},
\]

\[
\sqrt{a(x)^T \Sigma_j a(x) + \mu_j^T a(x)} \leq t_j, \quad \forall j \in \mathcal{J},
\]

\[
s_j \cdot t_j + \mu_j^T a(x) \leq b(x), \quad \forall j \in \mathcal{J}.
\]

Obviously, the above inequalities are an inner approximation of (17). Among the above three constraints, Eq. (19) is convex (second-order cone constraint). However, Eq. (18) is intractable since the CDF \( \Phi(s_j) \) is not an elementary function, i.e., it contains integration operator, which can not be handled by off-the-shelf solvers. Moreover, Eq. (20) is non-convex due to the bilinear term \( s_j \cdot t_j \).

To make (18) tractable, we adopt piece-wise linearization to approximately represent \( \Phi(s_j) \). Then, Eq. (18) can be approximated by:

\[
\min \{ \lambda_1 s_j + \lambda_2 n, \forall n \in \mathcal{N} \} \geq y_j, \quad \forall j \in \mathcal{J},
\]

where \( \lambda_1 \) and \( \lambda_2 \) define the \( n \)-th line segment, which is constructed by connecting two different points on the function \( \Phi(s_j) \), as shown in Fig. 1(a). Set \( \mathcal{N} = \{ 1, 2, \cdots , N \} \) is the line segment number. Note (21) is a linear constraint and tractable for off-the-shelf solvers.

**Proposition 1.** Eq. (21) is an inner approximation of (18).

**Proof:** The Hessian matrix of function \( \Phi(s_j) \) is

\[
\Phi''(s_j) = \frac{1}{2\sqrt{\pi}} \cdot (-s_j) \cdot e^{-s_j^2/2} \leq 0, \forall s_j \in \mathbb{R}_+.
\]

Thus, when \( s_j \geq 0 \) (\( y_j \geq 0.5 \)), function \( \Phi(s_j) \) is concave. According to the definition of the concave function, we have

\[
\psi \Phi(x_1) + (1 - \psi) \Phi(x_2) \leq \Phi(\psi x_1 + (1 - \psi) x_2).
\]

That is to say, the graph of \( \Phi(s_j) \) is always above the previous
line segments, so
\[ \Phi(s_j) \geq \min \{ \lambda_1 s_j + \lambda_2, \forall n \in {\mathcal N} \}, \forall s_j \in {\mathbb R}_+ \] (24)

We further develop a safe approximation for (20). The key idea is to discretize one variable \( s_j \) and then employ the big-M method to restrict the value of the bilinear term. Supposing that the lower and upper bounds of \( s_j \) are \( s_j^{\text{max}} \) and \( s_j^{\text{min}} \), respectively, variable \( s_j \) can be standardized with a new variable \( v_j \in [0, 1] \):
\[ s_j = (s_j^{\text{max}} - s_j^{\text{min}}) v_j + s_j^{\text{min}}. \] (25)

The value of \( v_j \) can be expressed as a discrete form:
\[ v_j = \sum_{l \in {\mathcal L}} 2^l \cdot z_{j,l}, \quad z_{j,l} \in \{0, 1\}, \quad \forall l \in {\mathcal L}, \] (26)
where \( {\mathcal L} = \{LB, LB+1, \ldots, UB\} \) is the index set of powers; parameters \( LB = -\infty \) and \( UB = -1 \). By using \( BL_j \) to denote the bilinear term \( v_j t_j \), we have
\[ BL_j = \sum_{l \in {\mathcal L}} 2^l \cdot b_{j,l}, \] (27)
\[ t_{\min} z_{j,l} \leq b_{j,l} \leq t_{\max} z_{j,l}, \forall l \in {\mathcal L}, \] (28)
\[ -t_{\max}(1 - z_{j,l}) \leq b_{j,l} - t_j \leq t_{\max}(1 - z_{j,l}), \forall l \in {\mathcal L}. \] (29)

Then, the bilinear constraint (20) can be reformulated as
\[ (s_j^{\text{max}} - s_j^{\text{min}}) BL_j + s_j^{\text{min}} t_j + \mu_j^a(x) \leq b(x), \forall j \in {\mathcal J}. \] (30)

Essentially, the proposed discretization method chooses multiple discrete points to replace the original continuous feasible region of \( s_j \), as shown in Fig. 1(b). Note since we shrink the feasible region of \( s_j \), this discretization is also an inner approximation method. The stepsize for choosing points is \( 2^{LB} \).

If \( LB = -\infty \), the set formed by the chosen discrete points is the same with the original feasible region. Nevertheless, with a relatively large stepsize (e.g. \( LB = -4 \)), guaranteed optimality can be also achieved.

D. Reformulation of CC-OPF

Observing that the expectation of uncertain parameter \( \omega \) is zero, the objective is equivalent to
\[ \mathbb{E}_{\omega} \left( \sum_{i \in {\mathcal G}} c_i (p_i - \alpha_i (e^\top \omega)) \right) = \sum_{i \in {\mathcal G}} \mathbb{E}_{\omega} \left( c_i (p_i - \alpha_i (e^\top \omega)) \right) = \sum_{i \in {\mathcal G}} \left( c_i^2 \bar{p}_i^2 + c_i^2 \bar{p}_i^2 + c_i^2 \alpha_i^2 e^\top \Sigma e \right), \] (31)
where \( \Sigma \) is the covariance matrix of \( \omega \). Based on the linearization technique for (18) and discretization method for the counterpart (20), all the intractable terms can be removed. Then, the CC-OPF can be reformulated as:
\[ \min_{p, \theta, \alpha} \sum_{i \in {\mathcal G}} \left( c_i^2 \bar{p}_i^2 + c_i^2 \bar{p}_i^2 + c_i^2 \alpha_i^2 e^\top \Sigma e \right), \quad \text{(CC-OPF-2)} \]
\[ \text{s.t.:} \quad \text{Eqs. (1), (3), (19), (21), (26)-(30) for all } \forall m \in {\mathcal M}. \]

Note in CC-OPF we have multiple chance constraints, i.e., Eqs. (4)-(7). Each chance constraint should be linearized into (19), (21), (26)-(30) based on the technique proposed in Section III-C. Thus, we employ \( m \) to index the original chance constraint and use \{ (19), (21), (26)-(30) \} \( \forall m \in {\mathcal M} \) to cover reformulations for all chance constraints.

Remark 1. CC-OPF-2 is a safe approximation of CC-OPF because both the linearization technique for the CDF \( \Phi(\cdot) \) and discretization method for bilinear term \( s_j t_j \) are inner approximations. Thus, a feasible solution of CC-OPF-2 must be also feasible for CC-OPF.

Remark 2. CC-OPF-2 is a mixed-integer second-order cone program. It can be efficiently solved by some mature algorithms (e.g. branch-and-bound) in off-the-shelf solvers.

IV. CASE STUDY

A. Simulation setting up

The case study is based on the IEEE 9 bus system, as shown in Fig. 2. The historical data of uncertainties are constructed based on the true wind farm SCADA data [16], and the corresponding probability density function of the dataset will be presented in Fig. 3. The point number \( N \) in (21) for piecewise linearization is set as 10. The parameters of generators can be found in Table II.

All numerical experiments are implemented on an Intel(R) 8700 3.20GHz CPU with 16 GB memory. We employ CVXPY to build our optimization problem and Gurobi to solve it. To validate the superiority of the proposed model, we introduce two benchmarks, as follows:

1) B1: CCP with Gaussian assumption.
2) B2: Robust optimization model.

B. Effectiveness of GMM

Fig. 3 demonstrates the fitted probability density functions (PDFs) and CDFs. The component number of GMM in the proposed model is 3. Obviously, the samples in the original dataset are non-Gaussian distributed. Thus, the actual PDF is far away from that of the Gaussian distribution. As a result, benchmark B1 can not well fit the actual PDF since it is
The proposed model is also acceptable. In practice, the computational efficiency of the system. The costs of other Gaussian distributed uncertainties with all realizations of uncertainties, which harms the energy efficiency. The costs of B1 are slightly lower than the proposed model. However, the results of violation probability are always higher than the given risk parameter \( \epsilon \). That is to say, the reliability of B1 cannot ensure the probability requirement with a predetermined confidence level. Conversely, although the costs of the proposed model are higher than those in B1, the violation probabilities stay in the safe range, i.e, the probabilities are lower than \( \epsilon \). In other words, the proposed GMM-based model can still ensure operation safety with a predetermined probability even with non-Gaussian distributed uncertainties on the left-hand side. These results show the high reliability of the proposed model.

Since the proposed model introduces binary variables for the linearization of the bilinear terms, the corresponding computational burden is larger than the rest of the models. However, as shown in Table III, in our case study, the solving times are around 1s, which is far less than the policy update interval in practice. Thus, the computational efficiency of the proposed model is also acceptable.

### Table III

| Risk parameter \( \epsilon \) | 0.05 | 0.10 | 0.15 | 0.20 |
|-------------------------------|------|------|------|------|
| **Energy Cost ($)**           |      |      |      |      |
| Proposed                      | 1050.54 | 1049.65 | 1049.14 | 1048.57 |
| B1                            | 1048.75 | 1047.99 | 1047.45 | 1047.04 |
| B2                            | 1065.38 |        |        |        |
| **Solving Time (s)**          |      |      |      |      |
| Proposed                      | 0.18 | 0.15 | 1.79 | 0.18 |
| B1                            | 0.05 | 0.05 | 0.04 | 0.03 |
| B2                            |        | 0.03 |        |        |
| **Violation probability (%)** |      |      |      |      |
| Proposed                      | 4.01 | 7.69 | 10.51 | 14.39 |
| B1                            | 13.19 | 18.86 | 23.43 | 27.69 |
| B2                            |        |        |        |        |

These results show the high reliability of the proposed model. In the meantime, the violation probabilities stay in the safe range, i.e., the probabilities are lower than \( \epsilon \). That is to say, the reliability of B1 cannot ensure the probability requirement with a predetermined confidence level. Conversely, although the costs of the proposed model are higher than those in B1, the violation probabilities stay in the safe range, i.e., the probabilities are lower than \( \epsilon \). In other words, the proposed GMM-based model can still ensure operation safety with a predetermined probability even with non-Gaussian distributed uncertainties on the left-hand side. These results show the high reliability of the proposed model.

Since the proposed model introduces binary variables for the linearization of the bilinear terms, the corresponding computational burden is larger than the rest of the models. However, as shown in Table III, in our case study, the solving times are around 1s, which is far less than the policy update interval in practice. Thus, the computational efficiency of the proposed model is also acceptable.

V. CONCLUSIONS

In this paper, a novel GMM-based CCP OPF model is proposed to handle the non-Gaussian distributed uncertainties from stochastic DG on the left-hand side. This model leverages GMM to fit the irregular CDF of the original samples. To ensure the tractability of the proposed model, a novel linearization technique is further developed to convert the original intractable terms into linear forms with binary variables that can be directly handled by off-the-shelf solvers. To verify the superiority of the proposed model, we conduct a case study based on the IEEE 9 bus system. Numerical results demonstrate that the proposed model can better capture the characteristics of samples’ probability distribution. Simulation results also confirm that the proposed one can better ensure reliability than the CCP with Gaussian assumption.
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