K-means-driven Gaussian Process data collection for angle-resolved photoemission spectroscopy
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Abstract

We propose the combination of k-means clustering with Gaussian Process (GP) regression in the analysis and exploration of 4D angle-resolved photoemission spectroscopy (ARPES) data. Using cluster labels as the driving metric on which the GP is trained, this method allows us to reconstruct the experimental phase diagram from as low as 12% of the original dataset size. In addition to the phase diagram, the GP is able to reconstruct spectra in energy-momentum space from this minimal set of data points. These findings suggest that this methodology can be used to improve the efficiency of ARPES data collection strategies for unknown samples. The practical feasibility of implementing this technology at a synchrotron beamline and the overall efficiency implications of this method are discussed with a view on enabling the collection of more samples or rapid identification of regions of interest.

1. Introduction

Machine Learning and Artificial Intelligence have fundamentally changed the way we conduct scientific experiments [1, 2], particularly when it comes to data collection and analysis [3, 4]. In a traditional experiment, scientists would either adjust measurement conditions based on intuition and past experience or by an exhaustive systematic search. Both approaches are wasting staff, device and computation time, and data storage. Uncertainty quantification within ML frameworks has allowed scientists to autonomously steer experiments, select measurements based on their information content, and avoid the acquisition of redundant information [5]. This way, a high-information-density dataset is collected. These methods liberate the human scientists from micromanaging decision making during an experiment and let them focus on the scientific meaning of the result.

Data collection and analysis focused on high-throughput materials discovery are being improved by a multitude of machine learning and statistical analysis techniques [6–10]. The ability to quickly analyze data as it is collected and make informative decisions on how to continue the experiment is currently being investigated heavily, using a variety of machine learning techniques and other statistical methods, such as Gaussian process (GP) regression [11–15]. As sample preparation rates accelerate towards high throughput experimentation, allocated experiment time must follow suit to ensure proper analysis of the increased number of samples. As detectors become more advanced and have higher resolution, more storage space is needed to archive the data. Therefore, it becomes necessary to develop methods of conducting measurements in a fashion that maximizes information content per data set, allowing several experimental samples to be analyzed in the time frame previously allocated to just one sample.
Angle-resolved photoemission spectroscopy (ARPES) is a technique that is used to study properties of quantum materials and make inferred decisions for material synthesis. ARPES experiments are based on the photoelectric effect, and are used to study relationships between the energy and momentum of electrons in materials [16]. Specifically, this method can study band structure and lifetime of charged excitations in materials. In the past, only homogeneous samples have been studied, but more recently, apparatuses capable of resolving these properties in samples that are heterogeneous on the nanometer scale have become available [17]. Distinct electronic phases with abrupt boundaries can occur in samples because the momentum-energy relationships are strongly affected by interactions between electrons that are in turn affected by local variations in disorder, structure, and composition. Understanding the details of these phases provides clues on how to control the interactions to enhance properties such as superconductivity or to develop new exotic materials such as topological insulators [18–20].

The phase and electronic property information that is encoded in ARPES spectra is of interest for determining future material preparation and is encoded in 2D spectral images. These spectra can contain pure or mixed phase information depending on the location the sample was scanned and the relative sizes of the probe and sample features. Interesting physics lie in the mixed phase regions, and this information is sought when determining new samples to produce. It is therefore necessary to be able to decompose and group a collection of spectra to study the underlying physics. It has been shown that a useful method of showing which x-ray spectra correspond to different components of an experiment sample (i.e. chemical composition, particle spacing, etc) is measurement decomposition. Decomposition methods such as Principle Component Analysis (PCA) [21] and Non-negative matrix factorization (NMF) [22] have successfully been used to obtain useful material information from spectra that are considered to be a linear combination of several different base spectra [23]. Another route is to identify areas of similarity on a sample, thus making a phase map of the sample; that is, identifying areas of a sample that hold similar spectral characteristics. From there we can identify phase borders and thus isolating phase regimes. One such technique to accomplish this, is k-means clustering. K-means clustering labels similar data points in a collected dataset with a cluster identifier, and has been shown to be successful at identifying and separating electronic properties of materials [24].

In this paper we demonstrate the potential of combining two machine learning techniques to autonomously steer measurements in order to quickly obtain the best representation of the overall sample in a time frame superior to standard grid scanning methods. By combining k-means clustering which identifies regions of similarity and using those metrics to drive the autonomous decision making, important information and sample space understanding is obtained at a rate superior to grid scanning and random scanning, and that the autonomous method consistently generates a superior model of the overall sample. From here on, we refer to this method as a K-Means-Driven Gaussian Process data collection, or KMGP.

This paper will follow the layout described here. Section 2 describes the machine learning algorithms being used, and the science they are applied to. Section 3 focuses on results. Section 4 presents the discussion, and section 5 contains conclusions and future work.

2. Methods

2.1. Autonomous experimentation

2.1.1. An introduction to autonomous experimentation

Over the past few decades, the complexity of material’s composition-processing-structure-property relations, being explored at experimental facilities across the globe, has risen to unprecedented levels. This development is partly driven by ever-increasing data-collection rates. However, the data-collection rates cannot keep pace with the increase in the number of dimensions of the parameter spaces that underlie materials discovery. This gives rise to methods that are trying to optimize the scientific value of each measurement. As early as the late 1800 s, statisticians came up with rules to make experiments more efficient. The field became widely known as ‘Design of Experiment’ (DOE). The work ‘Note on the Theory of the Economy of Research’ by C S Peirce might have been the first work on optimal experimental design for general regression models. Work on optimal experiments for polynomial models even preceded Peirce’s work [25]. A more recent, and very popular method of DOE is the method known as the latin-hyper-cube method, which is still widely used [26]. With the emergence of machine learning, a sub-field developed, called ‘active learning’ [27]. Active learning is concerned with methods which optimize the data collection in order to reconstruct a model function as efficiently as possible. One particularly successful strategy is to collect data in regions where the uncertainty or the potential for information gain is high, shifting the focus to probability theory and statistics. To model the uncertainty, Gaussian processes (GPs) are commonly used.
due to their computational simplicity and analytical tractability. We will introduce GPs in the following section. As we will see, a GP, given some data points, provides a posterior mean function and an uncertainty. One strategy is to perform the next measurement where this uncertainty is a maximum. The scheme for such procedures is explained by Noack et al [5, 28].

2.1.2. The basics of GP regression

Building a GP regression model from data \( D = \{ \{ x_1, y_1 \}, ..., \{ x_N, y_N \} \} \), where \( y_i = f(x_i) + \epsilon \), and \( x \in \mathcal{X} \), is done by defining a Gaussian probability density function as

\[
p(f) = \frac{1}{\sqrt{(2\pi)^d|K|}} \exp\left\{ -\frac{1}{2} (f - \mu)^T K^{-1} (f - \mu) \right\},
\]

where \( \mu = [\mu(x_1), ..., \mu(x_N)]^T \) is the mean, \( f = [f(x_1), ..., f(x_N)]^T \) contains the latent function values and \( K = K(\phi, x_i, x_j) \) is the prior covariance over the data with \( x \in \mathcal{X} \). \( \phi \) is a set of hyper-parameters and \( \mathcal{X} \) is commonly referred to as the index set, or the input, sample or parameter space. The noise, given a function \( f \) as the mean, follows the density

\[
p(y) = \frac{1}{\sqrt{(2\pi)^d|\sigma^2I|}} \exp\left\{ -\frac{1}{2} (y - f)^T (\sigma^2_n I)^{-1} (y - f) \right\},
\]

where \( I \) is the identity matrix and \( \sigma^2_n \) are the i.i.d. (i.e. homogeneous or input-independent) measurement variances. From equations (1) and (2), we can calculate \( p(f(x_0) | x_0, D) \), i.e. the probability distribution for a measurement outcome at \( x_0 \), given the dataset. The mean and variance of this distribution are

\[
m(x_0) = \mu + k^T (K + \sigma^2_n I)^{-1} (y - \mu)
\]

\[
\sigma^2(x_0) = k(x_0, x_0) - k^T (K + \sigma^2_n I)^{-1} k,
\]

respectively. The covariance matrix entries are defined by positive semi definite kernel functions \( k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) such that

\[
K_{\phi}(\phi) = k(x_i, x_i; \phi) \text{ and } k = k(x_0, x_0; \phi).
\]

Popular choices of kernel functions are the Matérn kernels

\[
k(x_1, x_2) = \frac{1}{2^{v-1} \Gamma(v)} \left( \frac{\sqrt{2v} \rho}{l} \right)^v B_v \left( \frac{\sqrt{2v} \rho}{l} \right)
\]

and the exponential kernel

\[
k(x_1, x_2) = \exp \left( -\frac{\rho^2}{2l^2} \right),
\]

where \( \rho = r(||x_1 - x_2||) \) is a function of some norm, \( l \) is the length scale, \( B_v \) is the modified Bessel function and \( v \) is a parameter controlling the differentiability of the kernel function. The exponential kernel function was used for this work. The mean function and the hyper-parameters are found by maximizing the marginal log-likelihood

\[
\log(L(D; \phi, \mu)) = -\frac{1}{2} (y - \mu)^T (K(\phi) + \sigma^2_n I)^{-1} (y - \mu)
\]

\[
-\frac{1}{2} \log((K(\phi) + \sigma^2_n I)) - \frac{\dim(y)}{2} \log(2\pi).
\]

When applied to experimentation, the GP described above works by interpolating some function that is defined over a parameter space which is defined by the user. The parameter space can be composed of sample positional coordinates or experimental parameters, such as concentrations or temperatures. For this work,
the function we are interpolating is a labeled phase diagram of a given ARPES sample. That phase diagram is constructed by dividing up the collected data by k-means clustering.

2.2. K-Means clustering

K-Means clustering is an unsupervised machine learning method that seeks to segregate observations into a defined number of clusters. Given a set of \( n \) observables (in this work, spectra) \( s = (s_1, s_2, \ldots, s_n) \), the objective is to divide the observables into \( K \) clusters: \( C = (C_1, C_2, \ldots, C_K) \). This is done by minimizing the sum of squares

\[
W(s, C) = \sum_{k=1}^{K} \sum_{i \in C_k} ||s_i - c_k||^2
\]

where \( c_k = \frac{1}{n_k} \sum_{i \in C_k} s_i \) is the centroid of cluster \( C_k \), \( n_k \) is the number of points in cluster \( C_k \), and \( || \cdot || \) is the Euclidean norm \([25]\).

2.3. K-Means and GP driven autonomous experiments

As discussed in the previous section, GP-driven autonomous experiments aim to interpolate collected data as a function of various experimental parameters. In this specific case, the autonomous decision making is based on ARPES spectra collected at various \( x \)-\( y \) coordinates in sample space. However, instead of having the GP interpolate entire spectra across the sample, we are interpolating the cluster label of the data \( D = \{(x_1, y_1), \ldots, (x_N, y_N)\} \) defined to each specific spectrum over the sample space.

The first step is to define how many clusters the collected spectra are divided into. While this is usually done with \textit{a priori} knowledge, there are several metrics in place to quantify this number. We use the silhouette score in this work. Starting with a collection of initial spectra and measurement locations, an initial clustering from \( k = 2 \) to \( k = 10 \) is performed. For each value of \( k \), a silhouette score is calculated for all \( n \) points, which is defined as

\[
sil = \frac{1}{n} \sum_{i=1}^{n} \frac{b(i) - a(i)}{\max\{a(i), b(i)\}},
\]

where \( a(i) \) is the mean distance between spectrum \( i \) and all other spectra in a cluster, and \( b(i) \) is the smallest distance between spectrum \( i \) and all other points in other clusters which do not contain spectrum \( i \). The silhouette score is a normalized measure of the maximum distance between points in one cluster and all the other points of another cluster. The silhouette score is calculated for each value of \( k \), and the optimal number of clusters is given by the maximum score.

Using the determined optimal number of clusters, the data is then clustered and given a label. These labels are used to identify different ‘phases’ based on the calculated centroids. The remaining phase labels are then interpolated via the GP. Then following standard GP practices, the point of the interpolated phase map that has the highest variance is measured next. Once the new spectrum is collected, the clustering algorithm and GP is then repeated until the desired number of points have been scanned.

2.4. ARPES experiment and its applicability to materials discovery

The datasets considered here derive from spatial-, energy- and momentum-resolved angle resolved photoemission (ARPES) data acquired at the MAESTRO beamline at the Advanced Light Source. ARPES measures the probability that a focused soft x-ray photon beam ejects a bound electron from a material into the surrounding space at a given angle \( \theta \) and kinetic energy. These quantities can be used to infer the initial state of the electron, namely its binding energy \( \omega \) and momentum \( \hbar k \) (in units where Planck’s constant \( \hbar \) is set equal to 1). The momentum is generally a vector in three dimensional \((x, y, z)\)-space, and energy \( \omega \) adds a fourth measured quantity. The measured ARPES spectral function, called \( A(k, \omega) \)[16], can be represented as a four-dimensional image, with each voxel corresponding to a measurement of the probability of detecting an electron at coordinate \((k, \omega)\).

For many materials of interest, the electrons are completely, or approximately, confined to an \((x, y)\) plane, and therefore the spectral function \( A(k, \omega) \) spans a three dimensional space that can be readily visualized. An example for electrons in graphene, a single monolayer of carbon atoms arranged in a honeycomb lattice is shown figure 1 [30]. The bright features correspond to the allowed energy bands of the material, which are eigenvalues of the Schrödinger equation for carbon valence electrons on a honeycomb lattice [31]. All
Figure 1. ARPES spectral function for the electrons in graphene, a single monolayer of carbon atoms arranged in a honeycomb lattice [30]. The bright features seen in the figure are the allowed energy bands of the material. These allowed energy bands are acquired from eigenvalues of the Schrödinger equation. In ARPES, spectra are collected as a function of position. In this paper, we are clustering all collected spectra; the cluster labels are then fed into a Gaussian process to calculate uncertainties in the labels which are then used to dictate where the next experiment should take place.

conventional properties of materials, such as its optical appearance dielectric response, metallic / insulating character, elastic moduli, etc, can be related back to these states.

In a mathematical sense, these solutions should lead to infinitely sharp features along allowed contours in \((k, \omega)\) space, but the reality is different: The states are considerably broader than expected, with detectable, diffuse intensity throughout the probed volume. Furthermore, deviations in the location of features are typical. These effects arise from interactions among the electrons in the material, as well as between the electrons and lattice defects, including atomic vibrations.

These many-body interactions are of tremendous interest because they drive materials into useful new ground state electronic phases such as magnetism and superconductivity. Since the many-body interactions can be influenced by materials structure and composition, the search for new materials with better ground state properties (for example, superconductors that work at room temperature). Subtle changes in the many body interactions that lead to improved properties are therefore encoded in the ARPES spectra, but lacking accurate theoretical models, their interpretation is often qualitative.

In modern ARPES experiments, data such as in figure 1, or two-dimensional cuts through the \((k, \omega)\) volume, are acquired as a function of position \((x, y)\) across the surface of heterogenous samples. The goal in such experiments is to quickly identify the interesting phases, ‘zoom in’ on the interesting features and study them in further detail or with other probes in order to understand how the electronic structure in figure 1 is related to the local material properties.

A more ambitious goal would be to sample the ARPES data not in real-space coordinates for heterogeneous samples, but in an abstract space that spans the ‘fabricational’ degrees of freedom (DOFs)—structural and compositional—that are available to materials designers. But with a large number of available chemical elements, and a practically infinite way to arrange these atoms on many length scales, it is a daunting challenge to effectively find new material phases in such a large, high-dimensional space, especially when the indicators of these new phases are composed of large multidimensional ARPES datasets without easily quantifiable descriptors. Furthermore, development of a fully autonomous materials discovery workflow incorporating ARPES would require exorbitant allocations of time on shared user facilities such as synchrotrons where ARPES is typically conducted. Our aim is to develop machine learning techniques that
maximize the use of expensive resources by judiciously sampling the DOFs in order to collect the most information with the least number of points sampled.

2.5. The simulated beamline experiment

To develop a testbed for the proposed technique, we focus on spatial \((x, y)\) scans of heterogeneous materials, which serve as a simple surrogate problem. We acquire ARPES data for heterogenous samples, where the goal is to quickly scan the materials spatially in order to locate regions of interest that can be distinguished by their electronic structure. Until now, hyperspectral ARPES maps are acquired by uniform sampling of \(\sim 10000\) points in an \((x, y)\) grid spanning the sample. We seek to acquire the equivalent information with far fewer data points, sampling non-uniformly by points chosen algorithmically as data are collected. To model the performance of the KMGP algorithm for such real-world data, we use the uniformly sampled gridded ARPES data that has been previously collected and treat it as unknown data to be sampled sequentially by our algorithms. As the data set is sampled point-by-point, the collected spectra are fed into the KMGP algorithm which decides where to scan next. For this work we compare the efficiency of the KMGP algorithm to both random and grid scanning.

Angle-resolved photoemission intensity maps used for ground truth comparisons were recorded on a Scienta R4000 analyzer at the MAESTRO beamline using a focused synchrotron x-ray beam at the Advanced Light Source. A Fresnel zone plate was used as a focusing element, which allows a minimum spot size of 100 nm. For ARPES, the photon energy was set to 100 eV and the sample was held at room temperature. The samples were annealed under vacuum at 200 °C for 30 min right before the measurement for removal of surface adsorbates and containment.

Two different datasets were used for this study. ARPES measurements for twisted graphene and tungsten disulfide (WS\(_2\)) were collected using experimental conditions as stated above. The data, originally collected at a very high resolution, was downsized to an image size of \(128 \times 128\) and cropped accordingly to remove artifacts that may have been present due to electron collection at the detector edge. The twisted graphene dataset consisted of 8281 collected spectra, and the WS\(_2\) had 40401 spectra. To aid in computation time, a 50 \(\times\) 50 section of the WS\(_2\) dataset was used for the simulated experiment. The spectra were also standardized to have a mean of 0 and a variance of 1 to enhance faint features that may be present, yet physically significant.

The metric chosen to determine the quality of the measured data points for various acquisition methods is the mean absolute percent error (MAPE). The different scanning methods all begin with 4 spectra from the corners of the sample. The remaining spectra across the sample space are then linearly interpolated. The MAPE is then calculated between the true dataset and the interpolated dataset. After each new spectrum is measured, the dataset we are building is interpolated again, and a new MAPE is calculated. This process is repeated for every measured point for every scanning method.
Figure 3. Clustered spectra after an increasing number of collected points (N). Following KMGP data collection, distinct phase regions can already be determined when the spectra are clustered. At just 500 collected spectra, major phase areas are identified. The x-y axis are the indices of each spectrum in the dataset.

Figure 4. Figure (a) shows the interpolated dataset error as a function of total scan number shown on semi-log plot. In a comparison experiment with a grid of 530 spectra, collected in a traditional fashion, KMGP provides a better model of the entire dataset. (b) shows the interpolated dataset error for increasing grid collection schemes, from a 100 pt grid to a 1000 pt grid. Errorbars are 95% confidence interval.

This method reflects the quality of the knowledge of the collected data. As more data points are collected, the interpolated points will begin to converge to their known values. We hypothesize that the KMGP process will lead to a better understanding of the sample in a much quicker time frame compared to grid scanning and random scanning methods.

3. Results

3.1. Twisted graphene dataset

Figure 2 shows an example of tuning the number of clusters examined as a function of total points measured on the sample of twisted graphene. Initially, the preferred number of clusters as dictated by the maximum silhouette score is low. This is expected as initially there are a low number of spectra collected, and they look similar in terms of their features. As more spectra are collected, the difference in features becomes more apparent and so the maximum silhouette score occurs at higher values of k. In the case of a new silhouette score predicting a lower optimal value of k after a new spectrum was collected, the previous value for k was used instead. At roughly 30 spectra collected, the unsupervised learning algorithm settled on a consistent value of k.

Figure 3 shows the evolution of the clustered data points as more points are scanned. At just over collected 100 points, region borders have yet to be defined but patterns have begun to appear in the clustering. At 250 data points, the regions are visible, and by 500 data points borders between phases have successfully been defined. It should be noted that this diagram contains just one-sixteenth of the entire dataset.

Figure 4(a) shows the MAPE between the real dataset and the interpolated dataset for various scanning methods. Each method was repeated 10 times. The solid lines are the mean of the runs and the shaded regions around each curve are the 95% confidence intervals. Grid scanning, random scanning, and KMGP
Figure 5. Interpolated spectra from twisted graphene as more points are collected. Figure (a) shows the interpolated spectrum improving as more measured points are collected. Figure (b) shows the difference between each iteration of interpolation in (a). As more spectra are collected with the KMGP method, the overall change in the interpolated spectrum decreases. Figure (c) shows the spectrum from the same region in the ground truth dataset. Figure (d) shows the Pearson correlation improving as more points are collected.

are highlighted in the figure. Grid scanning eventually converges to random scanning at 500 data points measured (the total number of points in the grid). This result highlights that both KMGP and the random method allow for a faster rate of data collection compared to grid scanning, which KMGP providing a better representation of the data collected.

By utilizing the GP to aid in data collection, we show the ability to collect data at a higher rate than standard grid data collection. Both KMGP and random scanning produce more knowledge of the dataset faster than grid scanning, but this is expected due to the fact that while grid scanning is restricted to sequential scan points predefined by the user, random and KMGP scan points are not subjected to such a limit. One possible method of improving grid data collection is to use a finer grid. Figure 4(b) shows the MAPE for each method with a progressively finer grid being used. Consistently, KMGP produces a more reliable model of the data, up to 1 000 data points.

Figure 5 shows the evolution of an interpolated spectrum from the sample as more points are scanned by the KMGP method. As more spectra are collected, finer features become apparent in the interpolation. To numerically determine convergence to the ground truth spectra we used the Pearson correlation coefficient, whose values take on $[-1, 1]$, with $-1$ corresponding to fully anti-correlated, and $1$ being fully correlated. As 1 000 spectra are collected, the correlation value reaches approximately 0.99. This highlights that a majority of the sample knowledge is collected with just $\sim$12% of the original data.
Figure 6. Decided optimal number of clusters vs number of measured spectra on the sample. The inset highlights the final clustered areas. Minute differences in the WS$_2$ were detected, as well as the boron-nitride background (dark blue) and a large defect due to a folding of the material (dark red). The x-y axis are the indices of each spectrum in the dataset.

3.2. Tungsten disulfide sample

Figure 6 shows the cluster count change as a function of the number of the collected spectra. Again, this was determined by calculating silhouette scores and determining which maximum to used the same criteria as the twisted graphene cluster determination. For WS$_2$ the optimal number of clusters was obtained after 100 scans. This region held a majority of similar spectra. Several differences were present, such as a boron-nitride background and spectra that exhibit systematic energy shifts with position. The inset shows the final clustering of the spectra as the simulated experiment was completed.

Figure 7 shows the improvement of the interpolation of a spectrum from a defined region of the WS$_2$ sample as more points are chosen by the KMGP method. As more points are measured, we again see the spectrum improve and approach the ground truth solution, which is highlighted by the increasing Pearson correlation coefficient. As 1 000 collected spectra are approached (2.5% of the original data set), the Pearson coefficient approaches 0.96.

4. Discussion

In this paper we have proposed a method of autonomous data collection for ARPES which combines both supervised and unsupervised machine learning algorithms, namely k-means clustering and GP regression. The materials examined using ARPES can have phase diagrams constructed by k-means clustering which groups similar spectra together and calculated a centroid which in this case is a dominant spectrum for different regions. Since k-means clustering requires a-priori knowledge to determine the proper number of clusters for a dataset, we use the silhouette score metric. Figure 2 shows how the method chooses to cluster the data after each new measurement. Over several decades the tuning settled on a consistent number of $k$ = 6. This highlights the effectiveness of using a GP to drive the data collection based on clustering of spectra. At just over 100 spectra collected, the GP had found the major cluster areas and continued to scan those areas in a smart fashion, which again was highlighted in figure 3.

The KMGP method of data collection works in principal, but we need to highlight its advantages to traditional grid scanning methods and even a random scan of the sample. GPs come with high computational costs as more data is collected, so we show that both the rate of collecting useful information is increased, as well as the quality of that information. Figures 4 and 5 highlight these points. In terms of data collection rate, both KMGP and random scans collect useful data in a quicker fashion than a grid scan of the same number of sampled spectra. However, KMGP outperforms random data collection due to the algorithm avoiding redundant information that may be acquired when simply choosing random points to scan. Figure 5 specifically shows how the knowledge of the spectra in a given area of the sample improves drastically as more points are scanned. As we approached just 12% of the original data collected, we see a very accurate representation of the ground truth. Even faint features in the spectra are visible, even though the size of the data set has been significantly reduced. This provides evidence that the KMGP method is able to aid in collecting useful sample information in much fewer measurements compared to traditional methods.
Figure 7. Interpolated spectra from WS$_2$ as more points are collected. Figure (a) shows the interpolated spectrum improving as more scanned points are collected. Figure (b) shows the difference between each iteration of interpolation in (a). We can see as more spectra are collected with the KMGP method, the overall change in the interpolated spectrum decreases. Figure (c) shows the spectrum from the same region in the ground truth dataset. Figure (d) shows the Pearson correlation improving as more points are collected.

Along with an improved rate of sample knowledge comes a more accurate representation of the sample space. To verify this, we compared the errors for various grid scan sizes, starting at 100 points distributed across the sample to over 1 000 points. Again, the error was calculated between our ground-truth dataset and an interpolated dataset based on the measured points from each different scan type. Grid data collection at 100 points gave us a low quality interpolation of the data, followed by 100 random points, and the highest quality was produced by KMGP. As grid scanning becomes finer, it overtakes random scanning in acquiring more knowledge of the sample space. However, even up to over 1 000 points scanned, KMGP performs better than the grid scan, with an MAPE dropping below 40%. Again, this is attributed to the fact the GP places measurements in areas of large estimated errors, thus avoiding areas which are already well defined. We applied these analysis criteria to the WS$_2$ dataset and saw similar results. The KMGP method led to an overall accurate representation of the sample spectra after just 500 measured points.

When evaluating the errors on the plots in figure 4, one has to keep in mind that we are approximating a function based on a minimum number of function evaluations. This should not be confused with error commonly associated with over-exhaustive grid based methods. The errors (i.e. standard deviations) can often be large, starting at infinite for zero measured points, and will continue to be large when a minimal number of data points are collected. However, the value of the knowledge obtained should not be underestimated. It is a great achievement of GPs to be able to report 40% error after a few hundred measured points, and an even greater achievement to stay below the errors of both grid and random scanning approaches. The presence of many faint features in ARPES data also attributes to this error percentage. It is expected that leaving out so many spectra will allow the reconstruction to be successful up to a point, but this does not diminish the value of this technique to scan a new, unknown sample and quickly define phases and areas of interest.

One glaring point of conflict in implementing an involved technique such as this, is the overhead the GP calculations will bring. In the standard setting, GPs involve the storage and inversion of a covariance matrix. Storage requirements therefore grow with complexity $O(N^2)$ while compute complexity grows at $O(N^3)$. 


This unfavorable behavior can become problematic when approaching numbers of measurements (N) in the order of $10^4$. Motor controls are able to move from point to point in seconds, making the GP analysis time a potential bottleneck. Fortunately, this limitation can easily be circumvented. First, we have shown that even with relatively few measurement points, the model accuracy is high, compared to the competing methods. Second, there is a vast variety of methods to improve upon the speed and scaling of the GP analysis. Taking advantage of high performance computer architecture and the inner workings of GP training and prediction, we can push the limit of the number of measurements towards $10^6$, which is well above the capability of today’s experiment setup. As the limit of the GP calculations is approached, beam line scientists can take over and investigate areas based on the calculated model. It is even possible switch to new criteria for GP regression that may focus on scanning interesting areas such as phase boundaries.

There are several spatially resolved measurement techniques that KMGP can be applied to to aid in data collection. Scanning probe microscopy is a technique that uses several probing methods to examine material, such as electrical, mechanical, and band excitation [12]. A second technique that happens to be similar to nanoARPES is nano Ultrafast Electron Diffraction (nanoUED) [32]. In nanoUED, electrons are used to identify crystal grain boundaries and map out crystallographic domains. Both of these techniques relate a response in a spatially resolved measurement and produce some form of hyperspectral image. Hyperspectral images from a single sample can be categorized into various domains, so KMGP has the potential to be applied to aid in data collection for these techniques.

5. Conclusion

In conclusion, we have investigated the feasibility of applying a combination of k-means clustering and GP regression to collect ARPES data in a smart fashion. By exploring a sample’s 4D (x, y, energy, momentum) parameter space, the GP successfully maps out major areas of the sample with under 12% of the original data points collected. Collected knowledge of the sample was determined by linear interpolation of the spectra across the sample space and comparing that to the collected spectra. The GP consistently allowed for more accurate interpolations of the data compared to a random scan and a traditional grid scan. This continued to hold true for finer grid scans. The ability to gain useful sample information in as few collected spectra as possible in an autonomous fashion combined with physical insight provided by beam line scientists will allow for acquisition of less redundant data and shift the focus of scans to physically-interesting areas and more samples scanned compared to previous experiment times.
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