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Abstract
Gaussian quasi-likelihood estimation of the parameter $\theta$ in the square-root diffusion process is studied under high frequency sampling. Different from the previous study of Overbeck and Rydén(1998) under low-frequency sampling, high-frequency of data provides very simple form of the asymptotic covariance matrix. Through easy-to-compute preliminary contrast functions, a practical two-stage manner without numerical optimization is formulated in order to conduct not only an asymptotically efficient estimation of the drift parameters, but also high-precision estimator of the diffusion parameter. Simulation experiments are given to illustrate the results.
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1. Introduction

1.1. Objective
Suppose that $X = X^\theta$ is the square-root diffusion process taking values in $(0, \infty)$:

$$dX_t = (\alpha - \beta X_t)dt + \sqrt{\gamma X_t}dw_t, \quad (1.1)$$

where $X_0 > 0$ a.s., independent of the standard Wiener process $w$. The process $X$ is also known as the Cox-Ingersoll-Ross (CIR) model; see, among others, [6] and [10]. We are concerned here with asymptotically efficient estimation of the parameter

$$\theta := (\alpha, \beta, \gamma) \in \Theta \subset (0, \infty)^3,$$
when $X$ is observed at $t_j = jh$ where $h = h_n \to 0$ while $T_n := nh \to \infty$ as $n \to \infty$; no further condition on the rate of $h \to 0$ is imposed, and the equidistant assumption is just for simplicity.

Historically, parametric estimation of the model (1.1) was studied by:

- [14], [1], and [3], when $X$ is continuously observed, where they considered asymptotic behaviors of the maximum-likelihood estimation;
- [15], when $X$ is observed at low-frequency, where the sampling step size $h > 0$ is fixed, and they considered not only the moment-matching type estimators, but also the local asymptotic normality.

Despite of popularity in applications of the model, however, parameter estimation issue has not been fully addressed in case of high-frequency sampling, which provides us with quantitative effect of sampling frequency for each parameters, together with simpler form of Fisher-information matrix. The existing literature, which includes [12] and [16] with the references therein, are mostly concerned with the uniformly ellipticity, which does not hold in (1.1); even when the diffusion coefficient is not uniformly elliptic, it is quite often assumed that the inverse of the diffusion coefficient can be bounded by a constant multiple of the function $1 + |x|^C$ for some $C > 0$, hence is not bounded below.

Still, we should mention the previous work [2], where the authors deduced the local asymptotic normality (LAN) for $(\alpha, \beta)$ when the diffusion parameter $\gamma$ is assumed to be known; [2] also considered the cases of $\beta = 0$ and $\beta < 0$ (the associated statistical experiments are LAQ and LAMN, respectively). It is well-known [3] that the CIR model has a noncentral chi-squared transition density, hence far from being Gaussian. Nevertheless, having the LAN result of [2] in hand, we will see that the Gaussian quasi-likelihood function (GQLF), which is constructed through the small-time Gaussian approximation of the true transition density, is asymptotically efficient especially for estimation of the drift parameters. Even better, the GQLF enables us to effectively bypass numerical optimization.

The rest of this paper is organized as follows. After describing some preliminary facts, in Section 2 we will look at the asymptotic behavior of the Gaussian maximum quasi-likelihood estimator, together with an explicit initial estimator. Section 3 presents some simulation results.

1.2. Preliminaries

Let us describe the basic setup imposed throughout this paper. Denote by $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ the underlying filtered probability space. It is known that (1.1) admits a unique strong solution, hence for our purpose we may and do suppose that $\mathcal{F}_t = \sigma(X_0) \lor \sigma(w_s : s \leq t)$.

The zero boundary is non-attracting if $2\alpha > \gamma$, so that $X$ stays positive with probability one, see [6]. We assume the stronger assumption that the parameter space $\Theta$ is a bounded convex domain, whose compact closure satisfies that

$$\Theta \subset \{ (\alpha, \beta, \gamma) \in (0, \infty)^3 : 2\alpha > 5\gamma \}.$$  \hspace{1cm} (1.2)
We will denote by \( \theta_0 = (\alpha_0, \beta_0, \gamma_0) \in \Theta \) the true value of \( \theta \), and write \( \mathbb{P}_\theta \) for the distribution of \( X \) associated with the value \( \theta \), with simply writing \( \mathbb{P} \) for \( \mathbb{P}_{\theta_0} \), which may cause no confusion. The expectation with respect to \( \mathbb{P} \) will be denoted by \( \mathbb{E} \).

Under \( \mathbb{P}_\theta \), \( X \) admits the gamma invariant distribution with shape parameter \( \frac{2\alpha}{\gamma} \) and scale one \( \frac{2\beta}{\gamma} \). We denote the invariant distribution under \( \mathbb{P}_\theta \) by \( \pi_\theta(dx) \):

\[
\pi_\theta(dx) = \frac{(2\beta/\gamma)^{2\alpha/\gamma}}{\Gamma(2\alpha/\gamma)} x^{(2\alpha/\gamma)-1} e^{-(2\beta/\gamma)x} I_{(0,\infty)}(x) dx,
\]

where \( I_A \) denotes the indicator function of a set \( A \); we will simply write \( \pi_0(dx) = \pi_{\theta_0}(dx) \). The \( q \)th moment of \( \pi_\theta \) is given by

\[
\int_0^\infty x^q \pi_\theta(dx) = \frac{\Gamma(q + (2\alpha/\gamma))}{(2\beta/\gamma)^q \Gamma(2\alpha/\gamma)},
\]

which is finite if and only if \( q > -2\alpha/\gamma \); in particular,

\[
\int \left( \frac{1}{\gamma_0 x} \right) \pi_0(dx) = \frac{1}{\gamma_0} \frac{2\beta_0}{2\alpha_0 - \gamma_0},
\]

\[
\int \left( \frac{x}{\gamma_0} \right) \pi_0(dx) = \frac{1}{\gamma_0} \frac{\alpha_0}{\beta_0}.
\]

Though not essential, we focus on the stationary case throughout this paper, that is, the initial distribution \( \mathcal{L}(X_0) = \pi_0 \) under the true distribution. Since \( X \) is (exponentially) strong-mixing by \cite[Corollary 2.1]{S}, we then have the ergodic theorem:

\[
\frac{1}{T} \int_0^T f(X_t) dt \overset{\mathbb{P}}{\to} \int f(x) \pi_0(dx), \quad T \to \infty, \tag{1.3}
\]

for any measurable function \( f \in L^1(\pi_0) \), where \( \overset{\mathbb{P}}{\to} \) denotes the convergence in \( \mathbb{P} \)-probability.

For later reference, we state the basic tools from \cite[Propositions 3, 4, and 5]{S} and \cite[Section 3]{B}.

**Lemma 1.1.**  1. For each \( p < \frac{2\alpha}{\gamma} \),

\[
\sup_{t \in \mathbb{R}_+} \mathbb{E}(X_t^{-p}) < \infty.
\]

2. For each \( p \geq 1 \), there exists a constant \( C_p > 0 \) such that

\[
\sup_{s,t \in \mathbb{R}_+: 0 < |t-s| < 1} \mathbb{E}(|X_t - X_s|^p) \leq C_p |t-s|^{p/2}.
\]

3. For each \( p < \frac{1}{2} \left( \frac{2\alpha}{\gamma} - 1 \right) \),

\[
\frac{1}{n} \sum_{j=1}^n X_{t_{j-1}}^{-p} \overset{\mathbb{P}}{\to} \int_0^\infty x^{-p} \pi_0(dx) = \frac{(2\beta/\gamma)^p \Gamma((2\alpha/\gamma) - p)}{\Gamma(2\alpha/\gamma)}.
\]
By Lemma 1.1 with (1.3) it is routine to deduce that
\[
\frac{1}{n} \sum_{j=1}^{n} f(X_{t_j-1}) \overset{p}{\to} \int_0^\infty f(x) \pi_0(\,dx)
\]
for each $C^1$-function with $f(x)$ and $\partial_x f(x)$ being of at most polynomial growth for $|x| \to \infty$. We also have $(2\alpha/\gamma - 1)/2 > 2$ under (1.2), hence in particular (1.4) holds true for $p = 1, 2$.

Applying the integration by parts we have
\[
X_t = e^{-\beta(t-s)} X_s + \frac{\alpha}{\beta} (1 - e^{-\beta(t-s)}) + \sqrt{\gamma} e^{-\beta t} \int_s^t e^{u\beta} X_u dw_u, \quad t > s. \quad (1.5)
\]

Let the symbol $E_{j-1}(\cdot)$ stand for the conditional expectation under $P_\theta$ with respect to $F_{t_j-1}$. We have $E_{j-1}(\int_{t_{j-1}}^{t_j} e^{b s} \sqrt{X_s} \,dw_s) = 0$ a.s. since
\[
E_{j-1}(\int_{t_{j-1}}^{t_j} e^{2b s} \sqrt{X_s} \,ds) = \gamma e^{-2\beta t} E_{j-1}(X_s) \,ds < \infty \quad \text{a.s. by the stationarity.}
\]

This together with (1.5) leads to the explicit expressions of the conditional mean and the conditional variance:
\[
\mu_{j-1}(\alpha, \beta) := E_{j-1}(X_t) = e^{-\beta h} X_{t_j-1} + \frac{\alpha}{\beta} (1 - e^{-\beta h}), \quad (1.6)
\]
\[
\sigma_{j-1}^2(\theta) := \text{var}_{j-1}(X_{t_j}) = \gamma e^{-2\beta t_j} E_{j-1}^{j-1}(X_s) \left( \int_{t_{j-1}}^{t_j} e^{2bs} X_s \,ds \right)
\]
\[
= \gamma e^{-2\beta t_j} \int_{t_{j-1}}^{t_j} e^{2bs} \left( e^{-\beta(s-t_j-1)} X_{t_j-1} + \frac{\alpha}{\beta} (1 - e^{-\beta(s-t_j-1)}) \right) \,ds
\]
\[
= \frac{\gamma}{\beta} (1 - e^{-\beta h}) \left( e^{-\beta h} X_{t_{j-1}} + \frac{\alpha}{2\beta} (1 - e^{-\beta h}) \right). \quad (1.7)
\]

Note that the conditional mean is free from the diffusion parameter $\gamma$.

2. Gaussian quasi-likelihood

We denote by $\mathbb{H}_n(\theta)$ the GQLF, which is defined through approximating the conditional distribution $\mathcal{L}(X_{t_j} | X_{t_{j-1}})$ under $P_\theta$ by $N(\mu_{j-1}(\theta), \sigma_{j-1}^2(\theta))$ with the expressions (1.6) and (1.7):
\[
\mathbb{H}_n(\theta) := \sum_{j=1}^{n} \log \phi \left( X_{t_j}; \mu_{j-1}(\alpha, \beta), \sigma_{j-1}^2(\theta) \right),
\]
\[ C_n - \frac{1}{2} \sum_{j=1}^{n} \left( \log \sigma_{j-1}^2(\theta) + \frac{1}{\sigma_{j-1}^2(\theta)} (X_{t_j} - \mu_{j-1}(\alpha, \beta))^2 \right) \]

\[ = C_n - \frac{1}{2} \sum_{j=1}^{n} \log \left\{ \frac{\gamma}{\beta} (1 - e^{-\beta h}) \left( e^{-\beta h} X_{t_{j}} + \frac{\alpha}{2\beta} (1 - e^{-\beta h}) \right) \right\} \]

\[ - \frac{1}{2} \sum_{j=1}^{n} \frac{(X_{t_j} - e^{-\beta h} X_{t_{j-1}} - \frac{\alpha}{\beta} (1 - e^{-\beta h}))^2}{\frac{\gamma}{\beta} (1 - e^{-\beta h}) \left( e^{-\beta h} X_{t_{j-1}} + \frac{\alpha}{2\beta} (1 - e^{-\beta h}) \right)}, \quad (2.1) \]

where \( C_n \) is a constant which does not depend on \( \theta \), hence irrelevant to optimization, and where \( \phi(\cdot; \mu, \sigma^2) \) denotes the Gaussian density with mean \( \mu \) and variance \( \sigma^2 \). Then, we define the Gaussian quasi-maximum likelihood estimator (GQMLE) by any

\[ \hat{\theta}_n = (\hat{\alpha}_n, \hat{\beta}_n, \hat{\gamma}_n) \in \text{argmax} \mathbb{H}_n. \quad (2.2) \]

It is well-known that the GQLF effectively works for uniformly elliptic diffusions with coefficients smooth enough (see [12, 16]). As for the present model (1.1), we need to take care of the irregularity of the diffusion coefficient when proving moment estimates and basic limit theorems.

The GQMLE \( \hat{\theta}_n \) cannot be given in a closed form, because of its nonlinearity in the parameters. Nevertheless, as in [13, Sect 3] we can proceed with initial estimator which we will denote by \( \hat{\theta}_{0,n} = (\hat{\alpha}_{0,n}, \hat{\beta}_{0,n}, \hat{\gamma}_{0,n}) \). The asymptotics is rather similar [15], while we need to take care about some moment estimates in the present high-frequency setup.

Let

\[ D_n := \text{diag}(\sqrt{T_n}, \sqrt{T_n}, \sqrt{n}), \quad (2.3) \]

and

\[ I(\theta) := \begin{pmatrix} \int \left( \frac{1}{\pi^2} \right) \pi_\theta(dx) & -\frac{1}{\gamma} & 0 \\ -\frac{1}{\gamma} & \int \left( \frac{1}{\pi^2} \right) \pi_\theta(dx) & 0 \\ 0 & 0 & \frac{1}{2} \int \left( \frac{1}{\pi^2} \right) \pi_\theta(dx) \end{pmatrix} \]

\[ = \begin{pmatrix} \frac{1}{\gamma} \frac{2\beta}{2\alpha - \gamma} & -\frac{1}{\gamma} & 0 \\ -\frac{1}{\gamma} & \frac{1}{\gamma} \frac{\alpha}{\beta} & 0 \\ 0 & 0 & \frac{1}{\pi^2} \end{pmatrix}, \quad (2.4) \]

and note that \( I(\theta) \) is invertible for \( \theta \in \mathbb{R} \):

\[ I(\theta)^{-1} = \begin{pmatrix} \frac{\alpha(2\alpha - \gamma)}{\beta} & 2\alpha - \gamma & 0 \\ 2\alpha - \gamma & 2\beta & 0 \\ 0 & 0 & 2\gamma^2 \end{pmatrix}; \]
formally, $D_n$ and $\mathcal{I}(\theta)$ respectively correspond to the optimal rate of convergence for the regular estimators and the Fisher information matrix in case of uniformly elliptic diffusions [9].

Let $\partial_a := \partial/\partial a$, the partial-differentiation operator with respect to a variable $a$, with the $k$-fold operation being denoted by $\partial^k_a$. We will first consider a $D_n$-consistent initial estimator $\hat{\theta}_{0,n} = (\hat{\alpha}_{0,n}, \hat{\beta}_{0,n}, \hat{\gamma}_{0,n})$ given in a closed form as in [15], and then construct a Newton-Raphson and/or a scoring one-step estimator toward the GQMLE:

- Newton-Raphson method
  \[
  \hat{\theta}^{(1.1)}_n = \hat{\theta}_{0,n} - \left( \partial^2_\theta \mathcal{H}_n(\hat{\theta}_{0,n}) \right)^{-1} \partial_\theta \mathcal{H}_n(\hat{\theta}_{0,n})
  \]

- Method of scoring
  \[
  \hat{\theta}^{(1.2)}_n = \hat{\theta}_{0,n} + D_n^{-1} \mathcal{I}(\hat{\theta}_{0,n})^{-1} \partial_\theta \mathcal{H}_n(\hat{\theta}_{0,n})
  \]

It will turn out that the GMQLE $\hat{\theta}_n$ and the one-step estimators $\hat{\theta}^{(1.1)}_n$ and $\hat{\theta}^{(1.2)}_n$ are all asymptotically equivalent at rate $D_n$.

2.1. Explicit initial estimator

First, we look at the drift parameter $(\alpha, \beta)$. We introduce the conditional least-squares estimator $(\hat{\alpha}_{0,n}, \hat{\beta}_{0,n})$ defined to be a maximizer of

\[
\mathcal{H}_{1,n}(\alpha, \beta) := -\sum_{j=1}^{n} \left( X_{t_j} - \mu_{j-1}(\alpha, \beta) \right)^2,
\]

given in the closed forms

\[
\hat{\alpha}_{0,n} = \frac{\bar{X}_n - e^{-\hat{\beta}_{0,n}h} \bar{X}'_n}{1 - e^{-\hat{\beta}_{0,n}h}} \hat{\beta}_{0,n}, \quad (2.5)
\]
\[
\hat{\beta}_{0,n} = -\frac{1}{h} \log \left( \frac{\sum_{j=1}^{n} (X_{t_j-1} - \bar{X}'_n)(X_{t_j} - \bar{X}_n)}{\sum_{j=1}^{n} (X_{t_j-1} - \bar{X}_n)^2} \right), \quad (2.6)
\]

where $\bar{X}_n := \frac{1}{n} \sum_{j=1}^{n} X_{t_j}$ and $\bar{X}'_n := \frac{1}{n} \sum_{j=1}^{n} X_{t_j-1}$.

As for the diffusion parameter $\gamma$, we substitute $(\hat{\alpha}_{0,n}, \hat{\beta}_{0,n})$ into $(\alpha, \beta)$ in the GQLF (2.1) and denote the resulting function by $\mathcal{H}_{2,n}(\gamma)$:

\[
\mathcal{H}_{2,n}(\gamma) := \mathcal{H}_n \left( \alpha_{0,n}, \hat{\beta}_{0,n}, \gamma \right)
\]
\[
= \sum_{j=1}^{n} \log \phi \left( X_{t_j}; \mu_{j-1}(\hat{\alpha}_{0,n}, \hat{\beta}_{0,n}), \sigma^2_{j-1}(\hat{\alpha}_{0,n}, \hat{\beta}_{0,n}, \gamma) \right)
\]
\[
= C_n - \frac{1}{2} \sum_{j=1}^{n} \log \sigma^2_{j-1}(\hat{\alpha}_{0,n}, \hat{\beta}_{0,n}, \gamma)
\]
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Then, we define $\hat{\gamma}_{0,n}$ to be a maximizer of $\mathbb{H}_2$:

$$
\hat{\gamma}_{0,n} = \frac{1}{n} \sum_{j=1}^{n} \frac{(X_{t_j} - \mu_{j-1}(\hat{\alpha}_{0,n}, \hat{\beta}_{0,n}))^2}{\beta_{0,n} (1 - e^{-\beta_{0,n} h}) (e^{-\beta_{0,n} h} X_{t_j-1} + \frac{\alpha_{0,n}}{2\beta_{0,n}} (1 - e^{-\beta_{0,n} h}))}
$$

(2.7)

Lemma 2.1. $D_n(\theta_{0,n} - \theta_0) = O_p(1)$.

Proof. Let $\rho := (\alpha, \beta) \in \Theta_{\rho} \subset (0, \infty)^2$, with $\Theta_{\rho}$ denoting the parameter space of $\rho$, and let $\hat{\rho}_{0,n} := (\hat{\alpha}_{0,n}, \hat{\beta}_{0,n})$. Let $B_n(\rho) := (e^{-\beta h}, \frac{\alpha}{\beta}(1 - e^{-\beta h}))^T$, $x_{j-1} := (X_{t_{j-1}} - 1)^T$, $x_n := (x_0, x_1, \ldots, x_{n-1})^T$, and $y_n := (X_{t_1}, \ldots, X_{t_n})$.

Then $\mathbb{H}_1(\rho) = -\|y_n - x_n B_n(\rho)\|^2$ and the corresponding estimating equation $\partial_{\rho} \mathbb{H}_1(\rho) = 0$ is equivalent to $\partial_{\rho} B_n(\rho) = 0$. The solution $\hat{B}_n = B_n(\hat{\rho}_n)$ is given by $B_n(\hat{\rho}_n) = (x_n^T x_n)^{-1} x_n^T y_n$. Note that

$$
\frac{1}{n} x_n^T x_n \xrightarrow{p} \int \frac{x^2}{x} \pi_0(dx) > 0.
$$

By (1.5), we have $y_n = x_n B_n(\rho_0) + M_n$ under $\mathbb{P}$, where $M_n = (M_{n,j})_{j=1}^n$ with

$$
M_{n,j} := \gamma_0 \int_{t_{j-1}}^{t_j} e^{-(t_j-s)\beta_0} \sqrt{X_s} dw_s.
$$

Since $\{(M_{n,j}, F_{t_j})\}_{j \leq n}$ forms a martingale-difference array satisfying that

$$
\sup_{n,j} \mathbb{E} \left( \left| h^{-1/2} M_{n,j} \right|^q \right) < \infty
$$

for every $q > 0$, we have

$$
\sqrt{n} \left( B_n(\hat{\rho}_n) - B_n(\rho_0) \right) = \left( \frac{1}{n} x_n^T x_n \right)^{-1} \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \frac{1}{\sqrt{h}} M_{n,j} x_{j-1} = O_p(1).
$$

(2.8)

Apply the delta method to (2.8) with the mapping $(x, y) \mapsto (\log x, y)$ to obtain

$$
\sqrt{n} \left( (-\hat{\beta}_{0,n} h) - (-\beta_0 h), \frac{\alpha_{0,n} h}{\hat{\beta}_{0,n} h} (1 - e^{-\hat{\beta}_{0,n} h}) - \frac{\alpha_0 h}{\beta_0 h} (1 - e^{-\beta_0 h}) \right) = O_p(1).
$$

Another application of the delta method to the last display with the mapping $(x, y) \mapsto (xy/(e^x - 1), -x)$ yields

$$
\sqrt{n} \left( \hat{\alpha}_{0,n} h - \alpha_0 h, \hat{\beta}_{0,n} h - \beta_0 h \right) = O_p(1),
$$

followed by $\sqrt{n} \left( \hat{\alpha}_{0,n} h - \alpha_0 h, \hat{\beta}_{0,n} h - \beta_0 h \right) = O_p(1)$.

To deduce that $\sqrt{n} (\hat{\gamma}_{0,n} - \gamma_0) = O_p(1)$, we recall the expressions (1.7) and (2.7). For convenience we introduce the following notation:

$$
c(x, \rho) = \gamma^{-1} \sigma^2(x, \theta),
$$
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\[
\pi'(x, \rho) = 2\sqrt{hc(x, \rho)}^{-1}\{\mu(x, \rho_0) - \mu(x, \rho)\}, \\
\pi''(x, \rho) = hc(x, \rho)^{-1}, \\
\chi_j'(\rho) := h^{-1/2}(X_{t_j} - \mu_{j-1}(\rho)), \\
\chi_j''(\theta) := \frac{1}{h}\left\{ (X_{t_j} - \mu_{j-1}(\rho))^2 - \gamma_{c_{j-1}}(\rho) \right\}. \\
\]

(2.9)

Then, for any \( q > 0 \), the family of random variables \( (\chi''_j)_{j \leq n} = (\chi''_j(\rho_0))_{j \leq n} \) and \( (\chi''_j)_{j \leq n} = (\chi''_j(\theta_0))_{j \leq n} \) are two \( L^q(\mathbb{P}_\theta) \)-martingale-difference arrays with respect to the filtration \( (\mathcal{F}_{t_j}) \). We can write
\[
\sqrt{n}(\gamma_{0,n} - \gamma_0) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \left\{ \frac{(X_{t_j} - \mu_{j-1}(\hat{\rho}_{0,n}))^2}{c_{j-1}(\hat{\rho}_{0,n})} - \gamma_0 \right\} \\
= G_{1,n}(\hat{\rho}_{0,n}) + G_{2,n}(\hat{\rho}_{0,n}) + G_{3,n} + G_{4,n},
\]
where
\[
G_{1,n}(\rho) := \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \pi''_{j-1}(\rho) \chi_j', \quad G_{2,n}(\rho) := \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \pi''_{j-1}(\rho) \chi_j'', \\
G_{3,n} := \frac{1}{n} \sum_{j=1}^{n} \pi''_{j-1}(\hat{\rho}_{0,n}) \sqrt{\frac{n}{h}} (\mu_{j-1}(\rho_0) - \mu_{j-1}(\hat{\rho}_{0,n}))^2 \\
\text{and} \\
G_{4,n} := \frac{1}{n} \sum_{j=1}^{n} \pi''_{j-1}(\hat{\rho}_{0,n}) \sqrt{\frac{n}{h}} \gamma_0 (c_{j-1}(\rho_0) - c_{j-1}(\hat{\rho}_{0,n})).
\]

In what follows, we will write \( a_n \lesssim b_n \) if \( \sup_n (a_n/b_n) \leq c \) for some universal constant \( c > 0 \); even when \( a_n \) and \( b_n \) are non-negative random variables, we will use the same symbol \( a_n \lesssim b_n \) if the inequality holds a.s.

To estimate \( G_{3,n} \) and \( G_{4,n} \), we recall (1.6) and note that \( \sup_{\rho} |\pi''_{j-1}(\rho)| \lesssim X_{t_{j-1}}^{-1} \). We have \( G_{3,n} = O_p(n^{-1/2}) \), since
\[
|G_{3,n}| \lesssim \frac{1}{\sqrt{n}} \left\{ \left( \frac{1}{n} \sum_{j=1}^{n} X_{t_{j-1}}^{-1} \right) \left| \sqrt{T_n}(\hat{\alpha}_{0,n} - \alpha) \right|^2 \\
+ \left( \frac{1}{n} \sum_{j=1}^{n} (X_{t_{j-1}} + X_{t_{j-1}}^{-1}) \right) \left| \sqrt{T_n}(\hat{\gamma}_{0,n} - \gamma_0) \right|^2 \right\}
\]
and the terms inside the curly bracket are \( O_p(1) \) by the law of large numbers (1.4). Likewise, by (1.7),
\[
|G_{4,n}| \lesssim \frac{1}{n} \sum_{j=1}^{n} X_{t_{j-1}}^{-1} \left| \sqrt{T_n}(\hat{\rho}_{0,n} - \rho_0) \right| \sqrt{n},
\]
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so that \( G_{4,n} = O_p(n^{-1/2}) \).

It remains to deduce that both \( G_{1,n}(\hat{\rho}_{0,n}) \) and \( G_{2,n}(\hat{\rho}_{0,n}) \) are \( O_p(1) \). Regard \( G_{1,n}(\rho) \) and \( G_{2,n}(\rho) \) as stochastic processes in \( C(\Theta) \). Since Burkholder’s inequality ensures that \( G_{i,n}(\rho) = O_p(1) \) for each \( i = 1, 2 \) and \( \rho \in \Theta \), it suffices to verify the tightness of \( G_{i,n}(\cdot) \) in \( C(\Theta) \). In view of the Kolmogorov tightness criterion (e.g. [11]), it is in turn sufficient to show the moment estimate

\[
\exists \delta, K, C > 0 \ \forall \rho, \rho', \sup_n \mathbb{E} \left( |G_{1,n}(\rho) - G_{1,n}(\rho')|^K \right) \leq C|\rho - \rho'|^{2+\delta}. \tag{2.10}
\]

By Burkholder’s and Jensen’s inequalities and using the estimate that \( \sup_n \mathbb{E} \left( (1 + X_{t_{j-1}})^{C'} \sup_\rho |\partial_\rho \pi_{j-1}'(\rho)|^K \right) = O(1) \).

\[\sup_n \mathbb{E} \left( |\pi_{j-1}'(\rho) - \pi_{j-1}'(\rho')|^K \right) \]

By means of Burkholder’s and Jensen’s inequalities and using the estimate that \( \mathbb{E}^{1-\rho}_\rho(|\chi_j'|^K) \leq (1 + X_{t_{j-1}})^C \) a.s. for some universal constant \( C = C'(K) \), we see that

\[
\sup_n \mathbb{E} \left( |G_{1,n}(\rho) - G_{1,n}(\rho')|^K \right) 
\]

This verifies (2.10) for \( G_{1,n} \). In a similar manner we can deduce (2.10) for \( G_{2,n} \) by using

\[
\sup_\rho |\partial_\rho \pi_j''(\rho)| \leq h(X_{t_{j-1}}^{-1} + X_{t_{j-1}}^{-2}).
\]

Thus, we have seen that both \( G_{1,n}(\cdot) \) and \( G_{2,n}(\cdot) \) are tight in \( C(\Theta) \). Hence \( \sqrt{n}(\hat{\gamma}_{0,n} - \gamma_n) = O_p(1) \), completing the proof. \( \square \)
We could prove the asymptotic normality of $D_n(\hat{\theta}_0, n - \theta_0)$ directly by means of the central limit theorem for martingale difference arrays, though it does not play an important role in our study.

2.2. Asymptotics for joint GQMLE

Recall the definitions (2.1), (2.2), and (2.3). The objective of this section is to deduce the asymptotic normality of the GQMLE. Let $L \xrightarrow{p} \mathbb{N}_p$ denote the convergence in law, and recall (2.4) for the definition of $I(\theta_0)$.

Lemma 2.2. We have

$$D_n(\hat{\theta}_n - \theta_0) \xrightarrow{L} \mathbb{N}_p(0, I(\theta_0)^{-1}).$$  

(2.11)

Trivially we have

$$I(\hat{\theta}_n)^{1/2} D_n(\hat{\theta}_n - \theta_0) \xrightarrow{L} \mathbb{N}_p(0, I_3),$$

where $I_p$ denotes the $p$-dimensional identity matrix. The scenario of the proof is much the same as in the classic uniformly-elliptic diffusion models as in [12], except that we need to take care about tightness/integrability issues caused by the diffusion-coefficient form.

Before proceeding to the proof, we introduce some notation and make a few remarks. Given a random function $\zeta_n(\theta)$ and a real sequence $r_n > 0$, we will write $\zeta_n(\theta) = o_p^*(r_n)$ and $\zeta_n(\theta) = O_p^*(r_n)$ if $\sup_\theta |r_n^{-1/2} \zeta_n(\theta)| \xrightarrow{p} 0$ and $\sup_\theta |r_n^{-1} \zeta_n(\theta)| = O_p(1)$, respectively; we will analogously write $\zeta_n(\theta) = o^*(r_n)$ and $\zeta_n(\theta) = O^*(r_n)$ when $\zeta_n$ is non-random. We also note that under (1.4) the following uniform law of large numbers is in force:

$$\frac{1}{n} \sum_{j=1}^{n} f_{j-1}(\rho) \xrightarrow{p} \int f(x, \rho) \pi_0(\rho) \, dx$$

(2.12)

uniformly in $\rho = (\alpha, \beta)$ for any measurable $f$ such that

$$\max_{k=0,1} \sup_\rho |\partial^k f(x, \rho)| \lesssim |x|^{-2} \sqrt{1 + |x|^K}, \quad x > 0,$$

for some $K \geq 0$; this does hold, since we have the tightness

$$\sup_\rho \left| \frac{1}{n} \sum_{j=1}^{n} \partial^k f_{j-1}(\rho) \right| = O_p(1)$$

in addition to the $\rho$-wise convergence (2.12), so that the stochastic Ascoli-Arzelà theorem [4, Theorem 7.3] applies. This fact will be repeatedly used in the sequel without mentioning.

Now, we turn to proving (2.11). The consistency $\hat{\theta}_n \xrightarrow{p} \theta_0$ can be derived in a similar manner to [12], through applying the argmax theorem twice. At first stage, we define

$$Y_{1,n}(\gamma) = \frac{1}{n} (H_n(\hat{\rho}_n, \gamma) - H_n(\rho_0, \gamma_0)),$$
\[ \mathcal{Y}_{1,0}(\gamma) = -\frac{1}{2} \left( \log \frac{\gamma}{\gamma_0} + \frac{\gamma_0}{\gamma} - 1 \right), \]

the former being maximized at \( \hat{\gamma}_n \). The argmax theorem ensures \( \hat{\gamma}_n \overset{P}{\rightarrow} \gamma_0 \) if we show that \( \sup_n |\mathcal{Y}_{1,n}(\gamma) - \mathcal{Y}_{1,0}(\gamma)| \overset{P}{\rightarrow} 0 \) and \( \argmax \mathcal{Y}_{1,0}(\gamma) = \{ \gamma_0 \} \). The latter is trivial, and the former can be seen as follows: since \( h \mathbb{E}^{-1}_{\theta_0} \{(\gamma_j')^2\} = \sigma_j^2(\theta_0) \) with \( \chi_j' \) given by (2.9), applying Burkholder’s inequality and (1.4) we obtain

\[
\mathcal{Y}_{1,n}(\gamma) = -\frac{1}{2n} \sum_{j=1}^{n} \left\{ \log \left( \frac{\sigma_j^2(\rho_0, \gamma)}{\sigma_j^2(\theta_0)} \right) + \left( \sigma_j^{-2}(\rho_0, \gamma) - \sigma_j^{-2}(\theta_0) \right) (\gamma_j')^2 h \right\} \\
= -\frac{1}{2n} \sum_{j=1}^{n} \left\{ \log \frac{\gamma}{\gamma_0} + \left( \frac{1}{\gamma} - \frac{1}{\gamma_0} \right) c_j^{-1}(\rho_0)(\gamma_j')^2 h \right\} \\
= -\frac{1}{2n} \sum_{j=1}^{n} \left\{ \log \frac{\gamma}{\gamma_0} + \left( \frac{\gamma_0}{\gamma} - 1 \right) \right\} + O_p \left( \frac{1}{\sqrt{n}} \right) \\
= \mathcal{Y}_{1,0}(\gamma) + o_p(1). \tag{2.13}
\]

As for the consistency of \( \hat{\rho}_n = (\hat{\alpha}_n, \hat{\beta}_n) \), we introduce

\[
\mathcal{Y}_{2,n}(\rho) := \frac{1}{T_n} (\mathbb{H}_n(\rho, \hat{\gamma}_n) - \mathbb{H}_n(\rho_0, \hat{\gamma}_n)), \\
\mathcal{Y}_{2,0}(\rho) := -\frac{1}{2\gamma_0}(\rho - \rho_0)^\top \int \begin{pmatrix} x^{-1} & -1 \\ -1 & x \end{pmatrix} \pi_0(dx)(\rho - \rho_0).
\]

Obviously, we have \( \argmax_\rho \mathcal{Y}_{2,n}(\rho) = \{ \rho_0 \} \). Some manipulation gives the following decomposition:

\[
\mathcal{Y}_{2,n}(\rho) = -\frac{1}{2T_n} \sum_{j=1}^{n} \log \left( \frac{c_j^{-1}(\rho)}{c_j^{-1}(\rho_0)} \right) - \frac{\hat{\gamma}_n^{-1}}{2T_n} \sum_{j=1}^{n} \left( c_j^{-1}(\rho) \right) h \left\{ (\gamma_j'(\rho))^2 - (\gamma_j')^2 \right\} + h(c_j^{-1}(\rho) - c_j^{-1}(\rho_0))(\gamma_j')^2 \\
= \mathcal{Y}_{2,n}^{(1)}(\rho) + \mathcal{Y}_{2,n}^{(2)}(\rho) + \mathcal{Y}_{2,n}^{(3)}(\rho),
\]

where, letting \( g_j^{-1}(\rho) := c_j^{-1}(\rho_0)/c_j^{-1}(\rho) \),

\[
\mathcal{Y}_{2,n}^{(1)}(\rho) := \frac{1}{2} \left( -\frac{1}{T_n} \sum_{j=1}^{n} \log g_j^{-1}(\rho) + \frac{\hat{\gamma}_n^{-1}}{T_n} \sum_{j=1}^{n} (g_j^{-1}(\rho) - 1) h(\gamma_j')^2 \right), \\
\mathcal{Y}_{2,n}^{(2)}(\rho) := \frac{\hat{\gamma}_n^{-1}}{\sqrt{T_n}} \left\{ \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \pi_j''(\rho) \left( \frac{\mu_{j-1}(\rho) - \mu_{j-1}}{h} \right) \gamma_j' \right\}, \\
\mathcal{Y}_{2,n}^{(3)}(\rho) := -\frac{\hat{\gamma}_n^{-1}}{2n} \sum_{j=1}^{n} \pi_j''(\rho) \left( \frac{\mu_{j-1}(\rho) - \mu_{j-1}}{h} \right)^2.
\]
In an analogous manner to \([2.13]\) and through the tightness criterion as in the proof of Lemma \([2.1]\) we can obtain \(Y_{2,n}^{(2)}(\rho) = O_p(T_{n}^{-1/2}) = o_p(1)\) and \(Y_{2,n}^{(3)}(\rho) = \mathbb{Y}_{2,0}(\rho) + o_p(1)\). To see that \(Y_{2,n}^{(1)}(\rho)\), we note the inequality \(0 \leq -(\log x) + x - 1 \leq (2^{-1} \lor x^{-1})(x - 1)^2\) valid for \(x > 0\) and the bound \(|g_{j-1}(\rho) - 1| \lesssim h(1 + X_{j-1}^{-1})\). Using them together with the consistency of \(\hat{\gamma}_n\) and the tightness argument as before, we obtain

\[
Y_{2,n}^{(1)}(\rho) = \frac{1}{2T_n} \sum_{j=1}^{n} \left( - \log g_{j-1}(\rho) + (g_{j-1}(\rho) - 1) \right) - \frac{\hat{\gamma}_n^{-1}(\hat{\gamma}_n - \gamma_0)}{2T_n} \sum_{j=1}^{n} (g_{j-1}(\rho) - 1) + O_p \left( \frac{1}{\sqrt{n}} \right)
= O_p \left( \frac{nh^2}{T_n} \right) + o_p(1) + O_p \left( \frac{1}{\sqrt{n}} \right) = o_p(1).
\]

After all we have derived \(Y_{2,n}^{(1)}(\rho) = \mathbb{Y}_{2,0}(\rho) + o_p(1)\), hence followed by \(\hat{\rho}_n \overset{P}{\to} \rho_0\).

Having the consistency of \(\hat{\theta}_n\) in hand, we proceed with the standard route through the third-order Taylor expansion of \(\partial_0 \mathbb{H}_n(\hat{\theta}_n)\) around \(\theta_0 \in \Theta\). That is, we may and do focus on the event \(\{\partial_0 \mathbb{H}_n(\hat{\theta}_n) = 0\}\), on which

\[
0 = D_{n}^{-1} \partial_0 \mathbb{H}_n(\theta_0) + \left( - \int_{0}^{1} D_{n}^{-1} \partial^2_0 \mathbb{H}_n \left( \theta_0 + s(\hat{\theta}_n - \theta_0) \right) D_{n}^{-1} ds \right) [D_n(\hat{\theta}_n - \theta_0)].
\]

Hence, by the consistency \(\hat{\theta}_n \overset{P}{\to} \theta_0\), it suffices to verify the following statements:

\[\text{AN1)}\] \(\Delta_n(\theta_0) := D_n^{-1} \partial_0 \mathbb{H}_n(\theta_0) \overset{L_p}{\to} \mathbb{N}_p(0, \mathcal{I}(\theta_0))\);

\[\text{AN2)}\] \(\mathcal{I}_n(\theta_0) := -D_n^{-1} \partial^2_0 \mathbb{H}_n(\theta_0)D_n^{-1} \overset{P}{\to} \mathcal{I}(\theta_0)\);

\[\text{AN3)}\] \(\sup_{\theta: |\theta - \theta_0| \leq \delta_n} |\mathcal{I}_n(\theta) - \mathcal{I}(\theta_0)| \overset{P}{\to} 0\) for any (non-random) positive sequence \(\delta_n \to 0\).

Let us look at the the partial derivatives \(\partial^k_0 \mathbb{H}_n(\theta) = \partial^k_{(\rho, \gamma)} \mathbb{H}_n(\rho, \gamma)\) for \(k = 1, 2\) through the expression (2.1): with the notation introduced in Section 2.1

\[
\mathbb{H}_n(\theta) = C_n - \frac{1}{2} \sum_{j=1}^{n} \left( \log \gamma + \log c_{j-1}(\rho) + \frac{h}{\gamma c_{j-1}(\rho)} \gamma c_{j-1}(\rho)^2 \right).
\]

The calculations will be elementary, yet tedious. For notational convenience we will write \(A_k(x; \rho, h)\), \(k \geq 0\), for a generic matrix-valued measurable function on \(\mathbb{R} \times \Theta_\rho \times (0, 1]\) such that

\[
\exists C > 0, \limsup_{h \to 0} \sup_{\rho} |A_k(x; \rho, h)| \lesssim \frac{1 + |x|^C}{1 \lor |x|^k}.
\]
Further, we write \( A_k(\rho, h) \) for the set of all \( A_k(x; \rho, h) \) satisfying (2.14). It should be noted that by the assumption (1.2) and Lemma 1.1 for each \( k < 5 \) we can find a (small) constant \( \epsilon_k > 0 \) such that

\[
\sup_t \mathbb{E} \left( |A_k(X_t; \rho, h)|^{1+\epsilon_k} \right) < \infty. \tag{2.15}
\]

**Proof of (AN1).** Let \( \zeta_j := (\chi_j', \chi_j') = (\chi_j'(\rho_0), \chi_j''(\theta_0)) \). In what follows, we abbreviate \( \partial_\rho \) as “overhead dot” (like \( \partial_\rho \mu_j^{-1}(\rho) \) as \( \bar{\mu}_j^{-1}(\rho) \)), respectively, and moreover, omit “(\( \theta_0 \))” and “(\( \rho_0 \))” from the notation. Then, straightforward calculations lead to

\[
\Delta_n(\theta_0) = D_n^{-1} \sum_{j=1}^n \left( \frac{\bar{\mu}_{j-1} \sqrt{\eta}}{\gamma_0 c_{j-1}} - \frac{\bar{c}_{j-1} h}{2 \gamma_0 c_{j-1}} \right) [\zeta_j] = \frac{1}{\sqrt{n}} \sum_{j=1}^n \left( \frac{\bar{\mu}_{j-1}}{\gamma_0 c_{j-1}} - \frac{\bar{c}_{j-1} h}{2 \gamma_0 c_{j-1}} \right) [\zeta_j].
\]

Note that \( \frac{\bar{\mu}_{j-1}}{\gamma_0 c_{j-1}} \) and \( \frac{h}{2 \gamma_0 c_{j-1}} \) belong to the class \( \mathcal{A}_1(\rho, h) \) as functions of \( X_{t_j-1} \), while \( \frac{\bar{c}_{j-1} h}{2 \gamma_0 c_{j-1}} \) to \( \mathcal{A}_1(\rho, h) \). By the Burkholder and H"older inequalities combined with the \( \mathcal{L}^2 \)-property of \( (\zeta_j) \), we obtain, for \( \delta > 0 \) small enough,

\[
\mathbb{E} \left( \frac{1}{\sqrt{n}} \sum_{j=1}^n \frac{\hat{c}_{j-1}}{2 \gamma_0 c_{j-1}} [\zeta_j] \right)^2 \lesssim \frac{1}{n} \sum_{j=1}^n \mathbb{E} \left( \frac{\hat{c}_{j-1}}{2 \gamma_0 c_{j-1}} [\zeta_j] \right)^2 \lesssim \frac{1}{n} \sum_{j=1}^n \mathbb{E} \left( \frac{\hat{c}_{j-1}^2}{2 \gamma_0 c_{j-1}} [\zeta_j] \right)^2 \lesssim 1, \tag{2.16}
\]

where we used (2.10).

The estimate (2.16) entails that the off-diagonal part in the expression of \( \Delta_n(\theta_0) \) is of order \( O_p(h) \), hence is asymptotically negligible. Write \( \mathbb{E}^{-1} := \mathbb{E}^{-1}_{\theta_0} \), and also \( x \otimes x := xx^\top \) for any vector or matrix \( x \). Using Lemma 1.1 and the same argument as in (2.13), we see that the leading term of the quadratic characteristic of \( \Delta_n(\theta_0) \) equals

\[
\frac{1}{n} \sum_{j=1}^n \left( \frac{\bar{\mu}_{j-1}}{\gamma_0 c_{j-1}} - \frac{h}{2 \gamma_0 c_{j-1}} \right) \mathbb{E}^{-1}_{\theta_0} (\zeta_j \otimes \zeta_j) \left( \frac{\bar{\mu}_{j-1}}{\gamma_0 c_{j-1}} - \frac{h}{2 \gamma_0 c_{j-1}} \right)^\top = \frac{1}{n} \sum_{j=1}^n \left( \frac{\bar{\mu}_{j-1}}{\gamma_0 c_{j-1}} - \frac{h}{2 \gamma_0 c_{j-1}} \right) \left( \sigma_{j-1}^2(\theta_0)/h \right)^{\text{sym}} \mathbb{E}^{-1}_{\theta_0} \left\{ (\chi_j')^2 \mathbb{E}^{-1}_{\theta_0} \left\{ (\chi_j')^2 - (\sigma_{j-1}^2(\theta_0)/h)^2 \right\} \right\} \mathbb{E}^{-1}_{\theta_0} \left\{ (\chi_j')^2 \right\} \mathbb{E}^{-1}_{\theta_0} \left\{ (\chi_j')^2 - (\sigma_{j-1}^2(\theta_0)/h)^2 \right\} \right\} \times \left( \frac{\bar{\mu}_{j-1}}{\gamma_0 c_{j-1}} - \frac{h}{2 \gamma_0 c_{j-1}} \right)^\top.
\]

13
\[
= \frac{1}{n} \sum_{j=1}^{n} \begin{pmatrix} \frac{\dot{\mu}_{j-1}}{\hat{\sigma}_{j-1}} \\ 0 \end{pmatrix} + o_p(1)
\]
\[
= \frac{1}{n} \sum_{j=1}^{n} \text{diag} \left\{ \frac{1}{\gamma_0} \begin{pmatrix} X_{t_j-1}^{-1} \\ -1 \end{pmatrix}, \frac{1}{2\gamma_0^2} \right\} + o_p(1)
\]
\[
= \frac{1}{n} \sum_{j=1}^{n} \text{diag} \left\{ \frac{1}{\gamma_0} \int_{0}^{\infty} \begin{pmatrix} x^{-1} \\ -1 \end{pmatrix} \pi_0(dx), \frac{1}{2\gamma_0^2} \right\} + o_p(1) \xrightarrow{P} \mathcal{I}(\theta_0).
\]

In a quite similar manner to (2.16), we can pick a \( \delta \in (0, 3) \) for which the Hölder inequality guarantees
\[
\sum_{j=1}^{n} \mathbb{E} \left( \left| \frac{1}{\sqrt{n}} \frac{\dot{\mu}_{j-1}}{\sigma_{j-1}} \right|^{2+\delta} \right) + \sum_{j=1}^{n} \mathbb{E} \left( \left| \frac{1}{\sqrt{n}} \frac{h}{2\gamma_0 c_{j-1}} \left[ \zeta_j \right] \right|^{2+\delta} \right)
\]
\[
\lesssim \frac{1}{n^{3/2}} \cdot \frac{1}{n} \sum_{j=1}^{n} 1 \lesssim \frac{1}{n^{3/2}} \rightarrow 0.
\]

This verifies the Lyapunov condition, and the martingale central limit theorem concludes (AN1).

The arguments concerning moment estimates in the above proof will be repeatedly used in the proofs of (AN2) and (AN3), hence we will proceed without mentioning the full details.

**Proof of (AN2).** By computing \( \partial_{\theta}^{2} \mathbb{H}_{n}(\theta) \), we observe that

\[
- \frac{1}{T_n} \partial_{\theta}^{2} \mathbb{H}_{n} = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{\dot{\mu}_{j-1}}{\sigma_{j-1}^{2}} \right) + \frac{1}{n} \sum_{j=1}^{n} \left( h A_2(X_{t_j-1}; \rho, h) + \sqrt{h} A_2(X_{t_j-1}; \rho, h) \chi_j^2 + h A_3(X_{t_j-1}; \rho, h) \chi_j^2 \right)
\]
\[
= \frac{1}{n} \sum_{j=1}^{n} \left( \frac{\dot{\mu}_{j-1}}{\sigma_{j-1}^{2}} \right) + o_p(1)
\]
\[
= \frac{1}{\gamma_0} \int_{0}^{\infty} \begin{pmatrix} x^{-1} \\ -1 \end{pmatrix} \pi_0(dx) + o_p(1),
\]
\[
- \frac{1}{n^{1/2}} \partial_{\rho} \partial_{\gamma} \mathbb{H}_{n} = \frac{1}{n} \sum_{j=1}^{n} \left( \sqrt{h} A_1(X_{t_j-1}; \rho, h) + A_1(X_{t_j-1}; \rho, h) \chi_j^2 \right)
\]
\[
+ \sqrt{h} A_2(X_{t_j-1}; \rho, h) \chi_j^2
\]
\[
= o_p(1),
\]
\[
- \frac{1}{n} \partial^{2} \mathbb{H}_{n} = \frac{1}{2\gamma_0^{2}} + \frac{1}{n} \sum_{j=1}^{n} A_2(X_{t_j-1}; \rho, h) \chi_j^2 = \frac{1}{2\gamma_0^{2}} + o_p(1).
\]
Applying Lemma 1.1 with (2.15) to these expressions yields (AN2): $I_n(\theta_0) \xrightarrow{p} \mathcal{I}(\theta_0)$. 

**Proof of (AN3).** To show the claim, we simply look at the uniform-in-$\theta$ behavior of $\partial^n \mathbb{H}_n(\theta)$. Further by continuing the partial differentiations from $\partial^n \mathbb{H}_n(\theta)$ and again applying Lemma 1.1 with (2.15), it is not difficult to deduce the order estimate $\sup_{\theta} |\partial_\theta I_n(\theta)| = O_p(1)$. The claim follows on noting that

$$\sup_{\theta : |\theta - \theta_0| \leq \delta_n} |I_n(\theta) - \mathcal{I}(\theta_0)| \lesssim |I_n(\theta_0) - \mathcal{I}(\theta_0)| + \delta_n \sup_{\theta} |\partial_\theta I_n(\theta)|$$

$$= o_p(1) + O_p(\delta_n) = o_p(1)$$

by (AN2).

2.3. One-step improvement

We have seen that $D_n(\hat{\theta}_{0,n} - \theta_0) = O_p(1)$ and $D_n(\hat{\theta}_n - \theta_0) \xrightarrow{L} N_p(0, I(\theta_0)^{-1})$ in Lemmas 2.1 and 2.2, respectively. Let us now look at the Newton-Raphson method and the method of scoring, from $\hat{\theta}_{0,n}$ to the joint GQMLE $\hat{\theta}_n$ defined by (2.2):

$$\hat{\theta}_n^{(1,1)} = \hat{\theta}_{0,n} - \left( \partial_n^2 \mathbb{H}_n(\hat{\theta}_{0,n}) \right)^{-1} \partial_\theta \mathbb{H}_n(\hat{\theta}_{0,n}).$$

$$\hat{\theta}_n^{(1,2)} = \hat{\theta}_{0,n} + D_n^{-1} I_n(\hat{\theta}_{0,n})^{-1} D_n^{-1} \partial_\theta \mathbb{H}_n(\hat{\theta}_{0,n}).$$

Observe that the following statements hold from what we have obtained so far, in particular (AN1) to (AN3):

$$|I_n(\hat{\theta}_{0,n})^{-1}| = O_p(1),$$

$$|I_n(I_n(\hat{\theta}_{0,n})^{-1})| = O_p(1),$$

where $\hat{\theta}_{0,n}$ is any random point on the segment connecting $\hat{\theta}_{0,n}$ and $\hat{\theta}_n$. Let $\hat{\delta}_{0,n} := D_n(\hat{\theta}_{0,n} - \hat{\theta}_n)$; we have $\hat{\delta}_{0,n} = O_p(1)$. Recall that we are focusing on the event $\{\partial_\theta \mathbb{H}_n(\theta_0) = 0\}$, so that $\Delta_n(\hat{\theta}_n) = 0$. For some $\hat{\theta}_0^{(1,i)}$, as above,

$$D_n(\hat{\theta}_n^{(1,i)} - \hat{\theta}_n) = \hat{\delta}_{0,n} + I_n(\hat{\theta}_{0,n})^{-1} \Delta_n(\hat{\theta}_{0,n})$$

$$= \hat{\delta}_{0,n} + I_n(\hat{\theta}_{0,n})^{-1} \left\{ \Delta_n(\hat{\theta}_n) + D_n^{-1} \partial_\theta \mathbb{H}_n(\hat{\theta}_0^{(1,i)})|\hat{\theta}_{0,n} - \hat{\theta}_n) \right\}$$

$$= \left( I_n(I_n(\hat{\theta}_{0,n})^{-1}) \right) \hat{\theta}_{0,n} = o_p(1).$$

Hence, we obtained $D_n(\hat{\theta}_n^{(1,i)} - \hat{\theta}_n) = o_p(1)$. An analogous argument leads to $D_n(\hat{\theta}_n^{(1,2)} - \hat{\theta}_n) = o_p(1)$, and we conclude the following theorem.

**Theorem 2.3.** We have $D_n(\hat{\theta}_n^{(1,i)} - \theta_0) \xrightarrow{L} N_p(0, I(\theta_0)^{-1})$ for $i = 1, 2$, hence in particular, the asymptotic normality

$$D_n(\hat{\theta}_n^{(1,i)} - \theta_0) \xrightarrow{L} N_p(0, I(\theta_0)^{-1})$$
and their Studentized versions
\[ T(\hat{\theta}_n^{(1,i)})^{1/2}D_n(\hat{\theta}_n^{(1,i)} - \theta_0) \xrightarrow{D} N_3(0, I_3) \]
hold.

We end this section with several remarks.

Remark 2.4. 1. The previous study [2] derived the local asymptotic normality for \((\alpha, \beta)\), assuming that the diffusion parameter \(\gamma\) is known: [2, Theorem 1] says that, if \(\theta_0 \in \Theta\) further satisfies that
\[ \frac{2\alpha_0}{\gamma_0} > \frac{11 + \sqrt{89}}{2} \approx 10.217, \]
then any regular estimator \((\hat{\alpha}_n^*, \hat{\beta}_n^*)\) such that
\[ \left( \sqrt{T_n}(\hat{\alpha}_n^* - \alpha_0), \sqrt{T_n}(\hat{\beta}_n^* - \beta_0) \right) \xrightarrow{D} N_2 \left( 0, \left\{ \frac{1}{\gamma_0} \left( \frac{\beta_0}{\alpha_0 - \gamma_0/2} - \frac{-1}{\alpha_0} \right) \right\}^{-1} \right) \]
is asymptotically efficient in the sense of Hajek-Le Cam. Theorem [2,3] suggests that the asymptotic optimality of the GQMLE would remain valid under a weaker restriction on the parameter space; recall (1.2). On the one hand, the optimality of the GMQLE may seem unnatural since the small-time Gaussian approximation is quite inappropriate for the non-central chi-square distribution. On the other hand, it is natural since the driving noise is Gaussian, so that the model would be approximately Gaussian in small time. Note that this observation is just an intuition, and does not theoretically run counter to anything.

2. It is well-known in the literature that high-frequency data over any bounded domain, say \([0, T]\) for fixed \(T > 0\) (namely \(T_n = T\)), is enough to consistently estimate \(\gamma\) even when the diffusion coefficient is not uniformly elliptic: see the seminal paper [7] for details. We may set \(t_j = T j/n\) for a fixed \(T > 0\), and then the modified quasi-log likelihood
\[ \gamma \mapsto \sum_{j=1}^n \log \phi \left( X_{t_j}; 0, h_\gamma X_{t_{j-1}} \right), \]
where the drift coefficient is completely ignored, would provide us with an asymptotically normally distributed estimator of \(\gamma\) with convergence rate being \(\sqrt{n}\). In this case, the drift coefficient may be regarded as an infinite-dimensional nuisance element, while we cannot consistently estimate it in theory.

3. Since we know beforehand that \((\hat{\alpha}_n, \hat{\beta}_n)\) and \(\gamma_n\) are asymptotically independent, we may replace \(\partial^2\mathbb{H}_n(\hat{\theta}_{0,n})\) in (2.17) by the simpler block-diagonal form
\[ \text{diag} \left( \partial^2_\alpha \mathbb{H}_n(\hat{\theta}_{0,n}), \partial^2_\gamma \mathbb{H}_n(\hat{\theta}_{0,n}) \right). \]
Table 1: The mean and the standard deviation (sd) of the estimators with true values \((\alpha_0, \beta_0, \gamma_0) = (3, 1, 1)\).

| \(n \leq 5,000\) | \(n \geq 10,000\) | \(n \geq 20,000\) |
|------------------|------------------|------------------|
| \(T = 500\) | \(T = 1,000\) | \(T = 2,000\) |
| \(n\) | \(\hat{\alpha}_n\) | \(\hat{\beta}_n\) | \(\hat{\gamma}_n\) | \(\hat{\alpha}_0\) | \(\hat{\beta}_0\) | \(\hat{\gamma}_0\) | \(\hat{\alpha}_n\) | \(\hat{\beta}_n\) | \(\hat{\gamma}_n\) | \(\hat{\alpha}_0\) | \(\hat{\beta}_0\) | \(\hat{\gamma}_0\) |
| mean | 3.0188 | 0.0079 | 0.9998 | 3.0200 | 1.0072 | 1.0023 | 0.9987 | 1.0015 | 0.9986 | 1.0015 | 0.9986 | 1.0015 |
| sd | 0.4111 | 0.0752 | 0.0211 | 0.1570 | 0.0552 | 0.0235 | 0.1216 | 0.0421 | 0.0254 | 0.0421 | 0.0254 | 0.0421 |

3. Numerical experiments

In this section, we compare simulation results of the initial estimator \(2.5, 2.6, 2.7\) with the one step estimators based on the Newton-Raphson \(2.17\) and the scoring method \(2.18\). We use exact CIR simulator for \((X_t)_{t=1}^{\infty}\) through non-central chi-squares \([13]\). The 1,000 simulated estimators are performed for \(n = 5,000, 10,000, 20,000\) and \(T = n = 500, 1,000, 2,000\). So that the condition \(2s > 5\) is fulfilled, we choose as true value \(\theta_0 = (\alpha_0, \beta_0, \gamma_0) = (3, 1, 1)\). Table 1 summarizes the mean and standard deviation (sd) of these estimators. As a comparison for the behavior at smaller \(T\) and \(n\), we contrast boxplots for \(T = 500, n = 5,000\) and \(T = 50, n = 200\) (Figures \(1\) to \(3\)). Additionally, the corresponding histograms are given in Figure \(4\) and \(5\).
Figure 1: Results of estimating $\alpha$ for $T = 50, n = 200$ (left) and $T = 500, n = 5,000$ (right): (i) initial estimator, (ii) Newton-Raphson method, (iii) scoring method. The red line indicates the true value.

Figure 2: Results of estimating $\beta$ for $T = 50, n = 200$ (left) and $T = 500, n = 5,000$ (right): (i) initial estimator, (ii) Newton-Raphson method, (iii) scoring method. The red line indicates the true value.

Figure 4: Histograms of the standardized estimators for $T = 50, n = 200$: (i) initial estimator, (ii) Newton-Raphson method, (iii) scoring method. The red curve indicates the density of the standard normal distribution.
Figure 3: Results of estimating $\gamma_0$ for $T = 50, n = 200$ (left) and $T = 500, n = 5,000$ (right): (i) initial estimator, (ii) Newton-Raphson method, (iii) scoring method. The red line indicates the true value.

Figure 5: Histograms of the standardized estimators for $T = 500, n = 5,000$: (i) initial estimator, (ii) Newton-Raphson method, (iii) scoring method. The red curve indicates the density of the standard normal distribution.

By means of Table 1, the performance of the three estimators behaves quite similar. Upon closer inspection, we recognize the smallest improvement in the estimates of $\gamma_0$. The two estimators $\hat{\gamma}_{0,n}$ and $\hat{\gamma}_{2,n}$ have even the same values on four decimal points except for two deviations of $10^{-4}$. Comparing the estimators for $\alpha_0$ and $\beta_0$, we detect, with one exception (Newton-Raphson method for $T = 1,000$ and $n = 20,000$), a small improvement in the one step estimators
compared to the initial estimator. Besides, the scoring method performs slightly better than the Newton-Raphson method.

Overall, the three-estimators performances seem to be quite similar. This leads to the assumption that the initial estimator is already asymptotically optimal. The almost undetectable difference of the estimates of $\gamma_0$ is due to the faster convergence rate $\sqrt{n}$ instead of $\sqrt{T_n} = \sqrt{T}$.

Since we choose especially large values for $n$ and $T$ in Table 1, we can assume that the differences become more pronounced for smaller values. Therefore, comparing the boxplots for $T = 50, n = 200$ in Figures 1 to 3, the differences between the estimators are vanishingly small. This suggests that the initial estimator is already effective. The improvements in performance become visually apparent when comparing with the boxplots for $T = 500, n = 5,000$.
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