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Abstract

Hybrid analog-digital signal processing (HSP) is an enabling technology to harvest the potential of millimeter-wave (mmWave) massive-MIMO communications. In this paper, we present a general deep learning (DL) framework for efficient design and implementation of HSP-based massive-MIMO systems. Exploiting the fact that any complex matrix can be written as a scaled sum of two matrices with unit-modulus entries, a novel analog deep neural network (ADNN) structure is first developed which can be implemented with common radio frequency (RF) components. This structure is then embedded into an extended hybrid analog-digital deep neural network (HDNN) architecture which facilitates the implementation of mmWave massive-MIMO systems while improving their performance. In particular, the proposed HDNN architecture enables HSP-based massive-MIMO transceivers to approximate any desired transmitter and receiver mapping with arbitrary precision. To demonstrate the capabilities of the proposed DL framework, we present a new HDNN-based beamformer design that can achieve the same performance as fully-digital beamforming, with reduced number of RF chains. Finally, simulation results are presented confirming the superiority of the proposed HDNN design over existing hybrid beamforming schemes.
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I. INTRODUCTION

Multiple-input-multiple-output (MIMO) technology has revolutionized modern wireless communications by unveiling its potential to increase transmission capacity through the deployment of multiple antennas at the transmitter and receiver sides of a communication link [1]. In recent years, asymptotic analysis has revealed that massive-MIMO systems employing large scale antenna arrays, exhibit a linear increase in capacity with the minimum number of antennas employed at either the transmitter or receiver even in sparse scattering environments [2], [3]. This property is of crucial importance for extending the applications of mmWave communications, which until recently had been only considered for indoor and fixed outdoor scenarios, in order to enable multi gigabit per second data rates [4]–[7].

Indeed, mmWave signals experience severe path loss (due to atmospheric absorption) and high penetration loss compared with microwave signals, which has hindered their use in wireless cellular and local area networks. However, recent advances in mmWave hardware, combined with the capabilities of massive-MIMO and the availability of spectrum above 6 GHz have revived mmWave communications. Especially, the highly selective beam steering capabilities provided by large-scale antenna arrays and sophisticated beamforming algorithms can mitigate the intrinsic limitations of mmWave channels [8].

In the conventional fully-digital (FD) implementation of MIMO systems, each antenna element is connected to a dedicated radio frequency (RF) chain. While this approach is suitable for commonly used small scale MIMO systems, it is not suitable to mmWave massive-MIMO systems equipped with large number of antenna elements due to the high production costs and power consumption of the associated RF circuitry. Therefore, although mmWave massive-MIMO is the prime technology for future generations of wireless networks (e.g., beyond 5G

\[1\] In practice, beamforming can be employed at both the transmitter and the receiver ends of a wireless link, where it is referred to as precoding and combining, respectively.
(B5G) and 6G), the implementation of such systems still faces many technical challenges, and
to date remains a topic of ongoing research [9]–[12].

Hybrid analog-digital signal processing (HSP) is an ingenious and effective approach to
facilitate the implementation of mmWave massive-MIMO transceivers [13]–[27]. In an HSP
transmitter, which includes hybrid beamforming (HBF) as a special case, a low-dimensional
baseband signal (e.g., precoder output) is converted to RF and then mapped into a higher-
dimensional signal for transmission by the antennas, where the mapping is achieved by an analog
processing network comprised of basic RF components such as phase-shifters, combiners and
divers; in an HSP receiver, the dual operations are performed in reverse order. Consequently,
the HSP transmitter/receiver structure requires a smaller number of RF chains for conversion
between the digital baseband and analog RF domains, compared to its FD counterpart. In this
work, our aim is to develop and validate a novel deep learning (DL) framework for the efficient
design and implementation of HSP-based mmWave massive-MIMO systems.

A. Related Works

One of the most prominent techniques for designing HSP systems consists in minimizing the
Euclidean distance between the desired FD processor and its hybrid counterpart, which is the ob-
jective function used for HBF design in [16]–[23]. Particularly, in [16], [17], compressed sensing
techniques are employed to exploit sparse characteristics of the mmWave channels while in [18],
[19], a manifold optimization algorithm and a simultaneous matrix diagonalization technique are
introduced, respectively, to solve the design problem. Channel sparsity is also considered in [15],
[28] where iterative orthogonalization algorithms are proposed for designing spectrally efficient
HBF transceivers. Gram–Schmidt orthogonalization is used in [22] to design a robust hybrid
combiner with low complexity for an uplink multi-user scenario. The mean square error (MSE)
is considered as the performance metric in [11], where an alternating minimization technique is
used to design the HBF matrices. Considering that closed-form expressions with fixed amount of
calculation are often more attractive in applications, non-iterative design algorithms exploiting
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this type of solutions are proposed in [29], [30]. The authors in [31] investigate the design and implementation (using CMOS process technology) of a low-complexity HBF based on orthogonal beamforming codebooks and a local search scheme.

Recently, in light of the huge success of machine learning and particularly deep learning (DL) in various fields of engineering, deep neural networks (DNNs) have attracted considerable attention among researchers for designing communication systems [32]–[38]. In [35], a DL model is proposed for predicting the beamforming vectors at several distributed and coordinated base stations (BSs) by using received pilot signals. In particular, the signatures of the signals jointly received at the BSs with omni/quasi-omni directional beam patterns are used to learn and predict the RF beamforming vectors. Another DL-based HBF approach for mmWave massive-MIMO is presented in [36], where an autoencoder is used to design the analog and digital precoders based on geometric mean decomposition. In [37], the problem of maximizing spectral efficiency with hardware limitation and imperfect channel state information (CSI) is tackled by training a DNN to learn the optimum beamformers. Imperfect CSI is also considered in [38], where multi-user DNN-based HBF design using codebooks is developed. Moreover, in order to apply this scheme to situations where the CSI is unknown, the concept of a reference RF beamformer is introduced.

Convolution neural networks (CNNs) have also been investigated for HSP under various conditions [39]–[41]. A CNN framework for the joint design of precoder and combiner is proposed in [39] where the network accepts channel matrices as input and produces analog and baseband beamformers as output. In [40], three CNN architectures with different complexities are proposed to obtain approximations to the singular value decomposition (SVD), which are used in turn in the design of HBFs. In [41], a simplified hybrid precoding scheme is developed by considering the equivalent channel from the transmitter RF chains to the receiver RF chains. Based on this precoding approach, a novel CNN-based combiner architecture is proposed which can be trained to optimize the spectral efficiency under hardware limitations and imperfect CSI.
B. Motivations and Contributions

As mentioned above, the premise of HSP is achieving the performance of FD systems with limited number of RF chains. However, this is not a trivial task mainly because of the constant modulus constraint on the analog beamformer entries, which causes the ensuing optimization problems to be non-convex. Moreover, since in precursory HBF works [16]–[23], the focus was placed on designing linear transformation matrices for the analog and digital beamformers, the recent DNN-based designs have followed the same structural guideline [35]–[41] which imposes fundamental limits on system performance. In particular, the minimum number of required RF chains must be greater or equal to the number of transmitted/received symbols or the rank of the FD matrix [14], [15]. However, some of these limitations could potentially be mitigated by considering non-linear transformations.

The so-called expressive power of DNNs makes it possible to approximate continuous functions with arbitrary precision [42]. In the context of HSP, this property can thus be exploited to obtain a non-linear transformation that ultimately requires a smaller number of RF chains compared to the linear case. This motivates us to propose a general DL framework for efficient design and implementation of HSP-based massive-MIMO systems. To this end, we first develop a novel analog deep neural network (ADNN) structure using conventional RF components as found in existing HBF systems, i.e., [16]–[18]. The ADNN is then embedded in a extended hybrid analog-digital deep neural network (HDNN) architecture with the goal of facilitating the implementation of mmWave massive-MIMO transceiver systems and improving their performance. The proposed HDNN architecture allows for accurate approximation of desired transmitter and receiver mappings in HSP-based massive-MIMO systems. While the proposed framework is quite general and can be used in different applications, our main focus in this work lies on the study of uplink and downlink beamforming in massive-MIMO transmissions, for which we develop and investigate new HSP-based transceiver designs. Specifically, our main contributions can be
summarized as follows:

- Considering the unit-modulus constraint of analog beamformers and inspired by the seminal works [13]–[15], we present a technique for decomposing any given matrix with arbitrary complex entries into a scaled sum of two matrices with unit-modulus entries.
- This decomposition is exploited to conceive an ADNN structure comprised of common basic RF components, i.e.: phase-shifters, rectifiers, combiners/dividers and switches. This structure enables the efficient implementation of DNNs directly in the analog domain which to the best of our knowledge, has not been previously addressed.
- To reduce the number of required RF chains in HSP systems, a deep learning framework for HSP design is then presented by introducing a novel HDNN architecture, comprised of a baseband digital DNN and an ADNN interconnected by means of RF chains.
- To demonstrate the capabilities of the proposed framework, we present uplink and downlink beamformer designs for mmWave massive-MIMO systems which achieve FD beamforming performance with limited number of RF chains. In particular, it is shown through these designs that the proposed HDNN framework is capable of reducing this number below the limits of conventional and existing DNN-based HBF designs.
- Extensive simulation results are presented to demonstrate the advantages of the proposed HDNN-based beamformer designs, which can achieve the same performance as their FD counterparts with reduced number of RF chains.

The paper is organized as follows. Section II, introduces the extended HSP-based massive-MIMO system model under consideration in this work. Section III develops the novel ADNN structure which is based on a representation theorem for complex matrices with unit-modulus entries. Our proposed HDNN framework for HSP system design is presented in Section IV while a supervised beamformer design based on this structure are developed in Section V. Simulation results are presented in Section VI and finally, Section VII concludes the paper.
Fig. 1: Massive-MIMO transceiver with conventional HSP structure (downlink configuration).

Notations: We use bold capital and lowercase letters to represent matrices and vectors, respectively. Superscripts \((.)^H\) and \((.)^T\) indicate Hermitian and transpose operations, respectively, while \(\|\cdot\|_F\) denotes the Frobenious norm of a matrix. \(I_n\) and \(1_n\) denote an identity matrix of size \(n \times n\) and a vector of all ones with size \(n \times 1\), receptively. The element on the \(p^{th}\) row and \(q^{th}\) column of matrix \(A\) is denoted by \(A(p,q)\). A complex \(n \times 1\) Gaussian random vector \(x\) with mean vector \(m = \mathbb{E}\{x\}\) and covariance matrix \(R = \mathbb{E}\{x^Hx\}\) is denoted by \(\mathbb{C}\mathbb{N}(m, R)\).

The greatest integer less than or equal to \(x\) is denoted by \(\lfloor x \rfloor\). The fields of real and complex numbers are denoted by \(\mathbb{R}\) and \(\mathbb{C}\), respectively. The magnitude and phase of a complex number \(z \in \mathbb{C}\) are denoted by \(|z|\) and \(\angle z\), respectively. The function composition operation is denoted by \(\circ\), i.e., \((f \circ g)(x) = f(g(x))\).

II. System Model

In this section, we first review the conventional linear HBF massive-MIMO structure and then introduce an extended system formulation which sets the ground for the development of our proposed DL framework for HSP under more general conditions.

A. Conventional HBF Structure

Fig. 1 illustrates the typical downlink HBF configuration considered for the efficient realization of massive-MIMO BS transceivers in forthcoming wireless networks [16]–[23]. The transceiver system consists of a baseband processor with \(K\)-dimensional input stream, a number \(N_{RF}\) of RF chains, and an analog processor connected to \(N\) antennas. Unless otherwise specified, we...
consider a multi-user scenario wherein the BS transceiver provides services to \( L \leq K \) user equipments (UE), each being allocated a fixed subset of the available data streams. For simplicity, we assume that the \( l \)th UE is equipped with \( M_l \) antennas and the same number of RF chains, so that it is capable of FD processing, as our main focus lies on the design and realization of HSP-based massive-MIMO transceivers at the BS. In the sequel, we let \( M = \sum_{l=1}^{L} M_l \) denote the total number of antenna elements employed by the UEs. While Fig. 1 focuses on downlink transmission for simplicity, we herein consider both downlink and uplink connections, where the BS antennas are used for transmitting to and receiving from the UEs, respectively. Below, we further expand the corresponding signal models.

**Downlink:** The signal vector transmitted by the BS over one symbol duration \( T_s \), denoted as \( x \in \mathbb{C}^N \), can be expressed as

\[
x = \sqrt{\rho} P_A P_D s,
\]

where \( s = [s_1, s_2, \ldots, s_K]^T \in \mathcal{A}^K \) is the input symbol vector with zero-mean random information symbols \( s_k \) taken from a discrete constellation \( \mathcal{A} \subset \mathbb{C} \) (e.g., M-QAM or M-PSK), normalized such that \( \mathbb{E}\{ss^H\} = I_K \), while matrices \( P_D \in \mathbb{C}^{N_{RF} \times K} \) and \( P_A \in \mathbb{U}^{N \times N_{RF}} \) represent the digital and analog precoders, respectively, where \( \mathbb{U} = \{ z \in \mathbb{C} : |z| = 1 \} \). For normalization purposes, it is assumed that \( \|P_A P_D\|_F^2 = 1 \), so that \( \rho \) is the average transmit power.

The received signals at the UEs are represented by a concatenated signal vector \( y \in \mathbb{C}^M \) which can be written as

\[
y = H_D x + n,
\]

where \( H_D \in \mathbb{C}^{M \times N} \) is a zero-mean random channel matrix representing flat fading transmission between the BS and the UE antennas, normalized such that \( \mathbb{E}\{\|H\|_F^2\} = NM \) without loss of generality, and \( n \sim \mathcal{CN}(0, I_M) \) is an additive noise vector of size \( M \). Each UE applies optimal FD linear processing on its received signal prior to the decoding stage. The linear processing performed by the multiple UEs is expressed as

\[
\hat{s} = C y,
\]
where $C \in \mathbb{C}^{K \times M}$ is a block diagonal combiner matrix.

**Uplink:** To simplify the presentation, we use similar notations as in the downlink case, with trivial modifications in vector dimensions as needed. Specifically, the received signal vector at the BS, denoted by $y \in \mathbb{C}^{N}$, is written as

$$y = H_U x + n,$$

(4)

where $x \in \mathbb{C}^{M}$ denotes the vector containing the concatenated transmitted signals from all UEs, $H_U \in \mathbb{C}^{N \times M}$ is the zero-mean transmission matrix between the UEs and the BS antennas, normalized such that $\mathbb{E}\{\|H\|^2_F\} = NM$, and $n \sim \mathcal{CN}(0, I_N)$ is an additive noise term of size $N$. In the conventional uplink HBF structure, a constrained form of linear processing is applied to the received signal, which is expressed as

$$\hat{s} = C_A C_D y,$$

(5)

where matrices $C_D \in \mathbb{C}^{K \times N_{RF}}$ and $C_A \in \mathbb{C}^{N_{RF} \times N}$ represent the digital and analog combiners, respectively. The final combiner output $\hat{s}$ is then passed to a decoding stage, whose details fall outside the scope of this work.

**B. Generalized HSP Structure**

Here, we present an extended formulation for HSP that generalizes the linear analog and digital transformations presented in Subsection II-A. This formulation provides an adequate basis for the subsequent development of our newly proposed DL-based HSP structures at both transmitter and receiver sides.

**Downlink:** In a more general setting, the symbol vector $s$ at the input of the HSP-based massive-MIMO transmitter is first applied to a digital signal processor, whose output is a baseband signal vector expressed as

$$x_{BB} = \mathcal{F}_T(s) \in \mathbb{C}^{N_{RF}},$$

(6)

where $\mathcal{F}_T(\cdot)$ represents a generic mapping from $\mathcal{A}^K$ to $\mathbb{C}^{N_{RF}}$ or more concisely, $\mathcal{F}_T : \mathcal{A}^K \to \mathbb{C}^{N_{RF}}$. Then, $N_{RF}$ parallel RF chains convert the baseband signal vector $x_{BB}$ into a bandpass

\[\text{Although we focus on HSP at the BS to simplify presentation, similar aspects can be applied to the UE transceivers.}\]
modulated RF signal vector $x_{RF}$. The latter is next input to the analog signal processing network whose output is the transmit signal vector, which is expressed as

$$x = \sqrt{\rho} \mathcal{G}_T(x_{RF}) \in \mathbb{C}^N,$$

(7)

where $\mathcal{G}_T : \mathbb{A}^{N_{RF}} \rightarrow \mathbb{C}^N$ is the corresponding mapping. The received signal at the UE is given by (2) and, in the case of FD linear combining, the demodulated symbols are obtained as in (3).

We emphasize that in the above formulation, the mappings $\mathcal{F}_T$ and $\mathcal{G}_T$ are no longer limited to the class of linear transformations and could exhibit non-linear features, which is prerequisite for the consideration of DNNs.

Uplink: The received signal from the large scale antenna array at the BS, which is given by (4), first goes through the analog signal processing network, as represented by

$$x_{RF} = \mathcal{G}_R(y) \in \mathbb{C}^{N_{RF}},$$

(8)

where $\mathcal{G}_R : \mathbb{A}^N \rightarrow \mathbb{C}^{N_{RF}}$ is the corresponding mapping. Then, $N_{RF}$ parallel RF chains convert the RF signal vector $x_{RF}$ into a digital signal vector $x_{BB}$ which is subsequently passed through a baseband processor, represented by

$$\hat{s} = \mathcal{F}_R(x_{BB}) \in \mathbb{C}^K,$$

(9)

where $\mathcal{F}_R : \mathbb{A}^{N_{RF}} \rightarrow \mathbb{C}^K$ is the corresponding mapping. Here again, we envisage a general configuration where the mappings $\mathcal{G}_R$ and $\mathcal{F}_R$ could be non-linear.

III. Analog (RF) Deep Neural Networks

In this section, we present a novel ADNN structure for efficient implementation of DNNs directly in the analog domain. We start by introducing terminology for DNN architecture and training that will serve as basis in subsequent developments. We then present the linear and non-linear RF modules which are required to carry out the necessary operations in DNNs. Finally we present the proposed ADNN structure.

A. Deep Neural Networks

We consider complex-valued DNNs since in communication systems, complex numbers or vectors are used for the representation of the transmitted and received bandpass signals. The
mathematical expression of a complex-valued multi-layer perceptron (MLP), or artificial neural network, with one hidden layer, \(d\) neurons and a linear layer at its output, is given by:

\[
\Gamma(x; \theta) = W \psi_d(\mathcal{A}(x)),
\]

(10)

where \(x \in \mathbb{C}^n\) is the input vector, \(\mathcal{A}(x) : \mathbb{C}^n \rightarrow \mathbb{C}^d\) is an affine transformation, \(\psi_d\) is a non-linear activation function and \(W \in \mathbb{C}^{m \times d}\) is the weight matrix of the output layer. Specifically, \(\mathcal{A}(x) = Ax + b\) where \(A \in \mathbb{C}^{d \times n}\), \(b \in \mathbb{C}^d\) are the weight matrix and bias vector of the hidden layer, respectively. Moreover, for a given scalar activation function \(\psi : \mathbb{C} \rightarrow \mathbb{C}\), the element-wise activation function \(\psi_d : \mathbb{C}^d \rightarrow \mathbb{C}^d\) is defined as \(\psi_d(\xi) = [\psi(\xi_1), \psi(\xi_2), \ldots, \psi(\xi_d)]^T\).

where \(\xi \in \mathbb{C}^d\). Consequently, the set of parameters characterizing the MLP can be written as \(\theta = \{W, A, b\}\). A common practice for simplifying the implementation of DNN algorithms is to remove the bias term by adding an additional unit element to \(x\) and a column to \(A\). Consequently, by defining \(A_b = [A, b]\) and \(x_b = [x, 1]^T\), we can rewrite (10) as:

\[
\Gamma(x; \theta) = W \psi_d(A_b x_b).
\]

(11)

To simplify the presentation, we focus on feed-forward DNN constructed from MLP with multiple hidden layers, but extensions to other types of networks are possible. Let us consider a DNN comprised of \(L \in \mathbb{N}\) hidden layers indexed by \(l \in \{1, 2, \ldots, L\}\), \(n_l \in \mathbb{N}\) neurons at the \(l\)-th hidden layer, and one output layer indexed by \(l = L + 1\), with input vector \(x \in \mathbb{C}^{N_0}\) and output vector \(y \in \mathbb{C}^{n_{L+1}}\). The mathematical representation of such DNN can be written as

\[
y = \Omega(x; \theta) = (\mathcal{A}_{L+1} \circ \psi_{n_L} \circ \mathcal{A}_L \circ \cdots \circ \psi_{n_1} \circ \mathcal{A}_1)(x)
\]

(12)

where \(\mathcal{A}_l : \mathbb{C}^{n_{l-1}} \rightarrow \mathbb{C}^{n_l}\) is the affine transformation used at the \(l\)-th layer, i.e., \(\mathcal{A}_l(x) = A_l x + b_l\), with \(A_l \in \mathbb{C}^{n_l \times n_{l-1}}\), \(b_l \in \mathbb{C}^{n_l}\) representing the weights and biases of the \(l\)-th layer. The ordered set of all parameters characterizing the DNN in (12) can be written as \(\theta = \{A_1, b_1, A_2, b_2, \ldots, A_{L+1}, b_{L+1}\}\).

In practice, the network parameters in \(\theta\) are tuned by training the DNN on a given dataset of size \(N_D\), represented here by \(D = \{(x^{(i)}, y^{(i)})\}_{i=1}^{N_D}\) where, \(y^{(i)}\) is the desired output for given input vector \(x^{(i)}\). In batch learning, the data set is partitioned into \(N_B\) mini-batches \(B_j\) such that
where each mini-batch is comprised of $N_D/N_B$ distinct samples drawn from the dataset. The network parameters are randomly initialized and subsequently adjusted by means of an iterative process in two-steps: 1) the output of the network is first calculated for each mini-batch (forward propagation), and a loss value is obtained using a cost function based on the error between the actual outputs of the DNN and the desired outputs; 2) the parameters are updated based on the gradient of the cost function with respect to each element of $\theta$ (backward propagation). An epoch consists of updating the network parameter $\theta$ through forward and backpropagation for all $N_B$ mini-batches. The training process is stopped after a number of epochs which is determined based on a pre-selected accuracy measure.

B. Linear RF Modules

As discussed above, two different types of operations are required for calculating the output of each DNN layer, i.e., for the $l$-th layer, a linear transformation $\mathcal{A}_l$ and an elementwise non-linear function $\psi_{n_l}$. Let us first focus on the implementation of the linear transformation, which is not an immediate task when using phase-shifters and power-combiners/dividers in RF domain. In fact, most of the literature on hybrid beamforming is dedicated to this issue, and especially the non-convexity of design problems involving transformation matrices with unit-modulus entries. Motivated by hybrid designs in [13]–[15], we present below a first proposition which paves the way for developing an analog structure consisting of phase-shifters and power-combiners/dividers that can perform an arbitrary linear transformation.

**Theorem 1:** Any given complex matrix $A \in \mathbb{C}^{l \times n}$ can be written as a scaled sum of two matrices $R^{(1)}, R^{(2)} \in \mathbb{U}^{l \times m}$, with unit-modulus entries, i.e.,

$$A = c(R^{(1)} + R^{(2)}),$$

for some positive constant $c \geq \frac{1}{2}\|\text{vec}(A)\|_\infty$.

**Proof:** It is sufficient to show that for all $p = 1, 2, \ldots, l$ and $q = 1, 2, \ldots, n$, we have

$$A(p, q) = c(R^{(1)}(p, q) + R^{(2)}(p, q)).$$
Since $R^{(1)}, R^{(2)} \in \mathbb{U}^{N_R \times K}$, the above equation can be further written as

$$A(p, q) = c(e^{jθ_{p,q}^{(1)}} + e^{jθ_{p,q}^{(2)}}),$$  \hspace{1cm} (15)$$

where $e^{jθ_{p,q}^{(1)}}$ and $e^{jθ_{p,q}^{(2)}}$ represent the entries on the $p^{th}$ row and $q^{th}$ column of $R^{(1)}$ and $R^{(2)}$, respectively. Since $2c$ is greater than the absolute value of all the entries of $A$, from Theorem 1 in [13], there exist non-unique $θ_{p,q}^{(1)}$ and $θ_{p,q}^{(2)}$ such that (15) holds which proves the theorem.

Note that for a given matrix $A$, the matrices $R^{(1)}$ and $R^{(2)}$ such that $A = c(R^{(1)} + R^{(2)})$ holds are non-unique; below, we present a simple way to construct $R^{(1)}$, $R^{(2)}$. By expressing the elements of $A$ in polar form as $A(p, q) = |A_{p,q}| \exp(j \vartheta_{p,q})$, we first compute

$$c = \frac{1}{2} \max_{p,q} |A_{p,q}|.$$  \hspace{1cm} (16)$$

We then calculate the entries of $R^{(1)}$ and $R^{(2)}$ as

$$R^{(1)}(p, q) = e^{j(θ_{p,q} + \cos^{-1}\left(\frac{|A_{p,q}|}{c}\right))}$$  \hspace{1cm} (17a)$$

$$R^{(2)}(p, q) = e^{j(θ_{p,q} - \cos^{-1}\left(\frac{|A_{p,q}|}{c}\right))}.$$  \hspace{1cm} (17b)$$

By simple mathematical manipulations one can easily verify the validity of the presented solutions in (16) and (17) (see also [15]).

C. Nonlinear RF Modules

Next, we discuss possible structures for the realization of non-linear activation functions in the analog domain with common RF modules.

In [43], it is shown that an arbitrarily wide MLP with one hidden layer is a universal approximator due to the presence of the non-linear activation function. DNNs inherit this property and different conditions for the activation functions have been presented under which the universality of DNNs is satisfied [43–47]. In [43], the required conditions for the activation functions $ψ : \mathbb{R} \to \mathbb{R}$ are given as being continuous, bounded and non-constant, while these conditions
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are simplified to non-polynomiality in [45]. Universality of DNNs is also studied in [48], [49] for the rectified linear unit (ReLU) activation function [50], i.e.,

$$\text{ReLU}(x) = x^+ = \max(0, x), \quad x \in \mathbb{R}.$$  \hspace{1cm} (18)

Since the introduction of ReLU, several variations have been proposed among which the leaky-ReLU and parametric ReLU (PReLU) have attracted considerable attention [51], [52]. In PReLU, the vanishing part of the response is replaced by a nonzero linear section, i.e.,

$$\text{PReLU}(x) = \begin{cases} ax & \text{if } x < 0 \\ x & \text{if } x \geq 0 \end{cases}$$ \hspace{1cm} (19)

where the linear slope $a > 0$ can be learned along with other DNN parameters. In complex-valued DNNs, the activation function must also be a complex-valued function. Based on [53], the definition of ReLU can be extended to complex numbers as

$$\text{ReLU}(z) = \text{ReLU}(\Re(z)) + j\text{ReLU}(\Im(z)), \quad z \in \mathbb{C},$$ \hspace{1cm} (20)

with similar extension for PReLU.

Since the baseband signal $x_{BB}$ is modulated on a sinusoidal carrier, both the in-phase (I) and quadrature (Q) components of the RF signal oscillate between a negative and positive peak value, regardless of the sign of $x_{BB}$. Consequently, unlike the baseband case, ReLU cannot be directly implemented with a single rectifier (e.g., diode). Herein, we therefore present a novel analog ReLU module which can realize (20) in the RF domain using basic circuit components.

The conceptual block diagram of the proposed analog ReLU module is shown in Fig. 2(a). For complex-valued signals, this module is in effect applied to both the I and Q components.
The modulated signal is fed to $L_1$ and the carrier is fed to $L_2$ as a reference. The output $L_0$ is equal to the input signal $L_1$ when the baseband signal is positive and zero otherwise. Indeed, when the modulated signal $L_1$ and the carrier $L_2$ are in phase, corresponding to a positive value of the baseband component, $B_1$ and $B_2$ are equal and the energy of their sum is non-zero. Consequently, the output of the energy detector $B_3 = 1$ which can be used to activate (i.e., close) the switch. When the modulated signal $L_1$ and the carrier $L_2$ are out of phase (corresponding to a negative value of the baseband component), we have $B_2 = -B_1$. Consequently, the energy of their sum is zero and the output of energy detector $B_3 = 0$, which opens the switch. Similarly, an analog PReLU module can be designed as shown in Fig. 2(b) where the attenuator is a passive component which is designed based on the learned value of $a$ in (19).

D. Analog Deep Neural Network (ADNN)

The RF modules conceived in the previous two subsections can now be used to achieve our main objective, which is to design an analog DNN structure, i.e. ADNN, such that

$$G_T(x_{RF}) = \Omega_T(x_{RF}; \theta_T^A)$$

$$G_R(y) = \Omega_R(y; \theta_R^A),$$

(21)

where $\Omega_T()$ and $\Omega_R()$ represent DNNs with respective parameter set $\theta_T^A$ and $\theta_R^A$. As discussed in Subsection III-A, DNNs are formed by concatenating several MLPs. Consequently, we first focus on the RF implementation of an MLP with single hidden layer in (11). For developing the ADNN, we consider commonly used RF components in existing HSP, i.e., phase-shifters, and power-dividers (which also work as combiners), along with the simple analog ReLU or PReLU modules introduced previously.

**Theorem 2:** A given MLP $\Gamma(x; \theta)$ with one hidden layer and non-linear activation function $\psi_d()$ (either ReLU or PReLU) can be realized by the RF structure shown in Fig. 3.

**Proof:** As discussed earlier an MPL is defined by matrices $A_b$ and $W$ which are used to calculate $\Gamma(x; \theta) = W \psi_d(A_b x_b)$ where here, $\psi_d(x) = \text{ReLU}(x)$ or PReLU$(x)$. Using Theorem
there exist matrices $\mathbf{R}_{\mathbf{A}_b}^{(1)}$, $\mathbf{R}_{\mathbf{A}_b}^{(2)}$, $\mathbf{R}_{\mathbf{W}}^{(1)}$ and $\mathbf{R}_{\mathbf{W}}^{(2)}$ with constant-modulus entries, and positive scalars $c_A$, $c_W$, such that

$$\mathbf{A}_b = c_A (\mathbf{R}_{\mathbf{A}_b}^{(1)} + \mathbf{R}_{\mathbf{A}_b}^{(2)})$$

(22a)

$$\mathbf{W} = c_W (\mathbf{R}_{\mathbf{W}}^{(1)} + \mathbf{R}_{\mathbf{W}}^{(2)}).$$

(22b)

As can be seen from Fig. 3, $\mathbf{x}_b$ fist goes through dividers which feed the analog subnetorks $\mathbf{R}_{\mathbf{A}_b}^{(1)}$, $\mathbf{R}_{\mathbf{A}_b}^{(2)}$, whose output are finally combined to produce vector $\mathbf{r}$. Since we operate in the analog domain, the power of the signal is split between each branch, so that only $\frac{\mathbf{x}_b}{\sqrt{2}}$ is effectively applied on each branch; similar, a factor of $\frac{1}{\sqrt{2}}$ must be included in the output of the combiner to account for properties of the corresponding S-matrix [54]. Consequently, the vector of input signals to the ReLUs can be written as

$$\mathbf{r} = \frac{1}{\sqrt{2}} (\mathbf{R}_{\mathbf{A}_b}^{(1)} \frac{\mathbf{x}_b}{\sqrt{2}} + \mathbf{R}_{\mathbf{A}_b}^{(2)} \frac{\mathbf{x}_b}{\sqrt{2}}).$$

(23)

By substituting (22a) in (23), we arrive at

$$\mathbf{r} = \frac{1}{c_A} \mathbf{A}_b \mathbf{x}_b.$$  

(24)

After passing through the ReLU and performing similar steps as above steps for $\mathbf{W}$, the output of the analog MLP can be written as

$$\Gamma(\mathbf{x}; \theta) = \frac{1}{c_A c_W} \mathbf{W} \psi_d (\mathbf{A}_b \mathbf{x}_b) = \mathbf{W} \psi_d (\mathbf{A}_b, \frac{1}{c_A c_W} \mathbf{x}_b),$$

(25)
where the second equality is due to the positive homogeneity of ReLU i.e., \( c \text{ReLU}(x) = \text{ReLU}(cx) \) for any positive \( c \ (c \in \mathbb{R}^+) \).

**Corollary 1:** Any given DNN \( \Omega(x; \theta) \) can be realized in the RF domain by concatenating several analog MLPs, as presented in Theorem 2.

### IV. Deep Learning Framework for HSP

In this section, by taking advantage of the proposed ADNN structure, we present a general DL framework for HSP which enables hybrid systems to exhibit similar performance as FD systems with limited number of RF chains. These results are in contrast with conventional hybrid systems where, due to non-convex constraints imposed on the RF beamformer, degraded performance must be accepted for reducing the number of RF chains. Moreover, our approach enables further improvements over existing DNN-based HSP designs by incorporating ADNNs.

In the existing DNN-based hybrid designs, deep learning is used for designing the analog and digital beamformers which face the same limitations as the conventional hybrid design, where the minimum number of required RF chains is equal to the number of symbols streams. The proposed HDNN, however, is not bound to this constraint and as will be shown for selected cases, the number of RF chains can be further reduced significantly while maintaining the same performance as the FD systems.

#### A. Proposed DL Framework for HSP

**Downlink:** Let us consider the downlink signal model introduced in Section II-B for the generalized HSP structure. In the proposed HDNN framework, the non-linear digital processor in (6) indeed corresponds to a first DNN, whose output is the baseband signal vector \( x_{BB} \) i.e.,

\[
\mathcal{F}_T(s) = \Omega^D_T(s; \theta^D_T),
\]

(26)

where \( \theta^D_T \) is the parameter set of this digital DNN. The baseband output of this DNN is then converted to the RF domain where it is represented by \( x_{RF} \). Subsequently, the non-linear operator
in (7) is realized by means of a second ADNN structure, whose output (up to a scale factor) is the desired transmit signal vector \( x \), i.e.,

\[
\mathcal{G}_T(x_{RF}) = \Omega_T^A(x_{RF}; \theta_T^A),
\]

(27)

where \( \theta_T^A \) is the parameter set of the ADNN.

To simplify the training process, we can consider the ADNN as additional layers to the digital DNN, which brings us to

\[
x = \Omega_T^A \left( \left( \Omega_T^D(s; \theta_T^D) \right); \theta_T^A \right).
\]

(28)

From (12) and (10), we can write the above equation as

\[
x = \Omega_T^H(s; \theta_T),
\]

(29)

where \( \theta_T = \{ \theta_T^A, \theta_T^D \} \) is the composite parameter set of the resulting downlink HDNN.

**Uplink:** In this case, the non-linear digital processor in (8) corresponds to a first ADNN, whose output is the RF signal vector \( x_{RF} \), i.e.,

\[
\mathcal{G}_R(y) = \Omega_R^A(y; \theta_R^A),
\]

(30)

where \( \theta_R^A \) is the parameter set of the ADNN. The RF output of this ADNN is then converted to the baseband where it is represented by \( x_{BB} \). Subsequently, the non-linear operator in (9) is realized by means of a digital DNN to produce the desired output vector \( \hat{s} \), i.e.,

\[
\mathcal{F}_R(x_{BB}) = \Omega_R^D(x_{BB}; \theta_R^D),
\]

(31)
where $\theta_A^T$ is the parameter set of the DNN. Hence, proceeding as in the downlink case, we can write

$$\hat{s} = \Omega^H_R(y; \theta_R) = \Omega_A^R \left( \left( \Omega_D^R(y; \theta_D^R) \right); \theta_A^R \right),$$

(32)

where $\theta_R$ is the parameter set of the resulting uplink HDNN.

The proposed HDNN architecture is depicted in Fig. 4 where the forward propagation is shown for both downlink and uplink scenarios. Here we considered regular DNNs, however, different network structures, and DL techniques such as CNNs, RNNs, etc., can be indeed used in the proposed framework. Since it is desirable to employ as few RF chains as possible, depending on the specific task the HDNN may suffer from a bottlenecking effect in the flow of information from the digital DNN to the ADNN and vice versa. In theory, this problem can be partly mitigated by increasing the width and depth of the ADNN or the digital DNN, as it has been shown that deep and wide neural networks are universal approximators [43]–[49].

Conventional FD beamforming schemes are linear operations which are continuous functions and thus can be generated by the proposed structure. Moreover, although the universality of DNNs is only shown for continuous functions, the so-called expressive power of the DNNs [43]–[49] enables them to successfully approximate a variety of functions which to our benefit, can be leveraged to realize existing communication techniques within the hybrid DNN-based systems.

B. DL-based Transceiver Design

In the following, we briefly discuss how the proposed framework can be used for HSP-based massive-MIMO transceiver design. For the sake of brevity, we only discuss the downlink problem formulation but the uplink problem can be also formulated in a similar way.

The HDNN can be trained to learn an arbitrary transmission scheme, as defined by the mappings $\mathcal{F}_T(\cdot)$ and $\mathcal{G}_T(\cdot)$ in (6) and (7). This can be done by training the HDNN using the following loss function,

$$L(\theta_T) = \| \Omega^H_T(s; \theta_T) - \mathcal{G}_T \circ \mathcal{F}_T(s) \|_2.$$ 

(33)
This approach can be applied in principal to a variety of non-linear beamforming technique such as vector perturbation [55], Tomlinson-Harashima precoding [56], [57], robust beamformer design under imperfect CSI [21], and space-time coding [58]. In the next section, we design and train HDNNs with $\mathcal{F}_T(s)$ selected as the eigen-mode beamforming for both uplink and downlink.

When the HDNN is trained using (33), the output of the HDNN ideally appropriates the selected transmission scheme, i.e., $\mathcal{F}_T(s)$. However, to take a step further and exploit the power of machine learning paradigm, it is possible to let the transmitter learn the optimal transmission scheme without explicitly specifying its structure a priori. To be more specific, the loss function for training the HDNN can be a performance measure of the overall communication link, i.e., taking the transmitter and receiver into account, as well as other constraints and system requirements. Depending on the setup, constraint and requirements of the system it is possible to formulate various loss functions. For instance, in the case of a massive-MIMO BS with a single UE, and assuming that the latter UE uses a fixed combiner matrix $C$ known at the transmitter side, the HDNN can be trained using,

$$L(\theta_T) = \| C^H \Omega_H^T(s; \theta_T) - s \|_2^2.$$ (34)

For a multi-user scenario, the signal-to-interference-plus-noise (SINR) can be used instead of the symbol error used above. Furthermore, additional constraints can be considered such as imperfect CSI with norm-bounded error to design robust beamformers.

For sake of completeness, we also mention other machine learning techniques that can be used within the proposed HDNN framework. Since in mobile and cellular communication systems, CSI changes rapidly, efficiency and computational complexity are important issues. Consequently, transfer learning techniques can be leveraged to facilitate the training process [59]. Moreover, since cloud-ran is highly anticipated in B5G and 6G systems, distributed learning techniques (e.g. federated learning and split learning) can be used in designing and training of HDNNs [60]. Ultimately, the proposed framework could be used in a reinforcement learning (RL) setup to
train an end-to-end communication system where channel estimation, beamforming, modulation, etc., are all performed naively and directly via RL.

V. SUPERVISED LEARNING-BASED HBF WITH FD PERFORMANCE

In this section, to illustrate the potential advantages of the proposed DL framework for HSP, we apply it to design supervised learning-based hybrid beamformers that achieve the performance of FD beamforming with limited number of RF chains. We focus on the single user although extension to multi-user is possible.

A. Uplink and Downlink Beamforming with \( N_{RF} \geq K \)

As discussed above, using the proposed framework, it is possible to closely approximate any mapping from symbol vector \( s \) to the desired transmitted signal \( x \). Consequently, we can use supervised learning to train the DNN such that the hybrid system generates the output of the FD beamforming with limited RF chains.

In the downlink, the optimal eigen-mode precoding is obtained by solving the following problem:

\[
\max_{P} \quad \log_2 \det(I_N + H_D PP^H H_D^H),
\]

\[
\text{s.t.} \quad \text{Tr}(PP^H) \leq 1.
\]

The solution to the above problem is given by \( P = V_D \Upsilon_D \), where the diagonal weight matrix \( \Upsilon_D \) is calculated via water filling [6] and \( V_D \) is a unitary matrix obtained from the singular value decomposition of the channel matrix, represented in standard form as, \( H_D = U_D \Sigma_D V_D^H \).

Thus, the desired output of the HDNN for symbol vector \( s \) is given by \( P_s \) and using (29), we wish to find \( \theta_T \) such that \( \Omega_T^H (s; \theta_T) = P_s \). We use an HDNN where the digital DNN has \( L_D = 5 \) hidden layers of size \( Kc_1 \) and the ADNN has \( L_A = 1 \) hidden layer of size \( Nc_2 \). These hyperparameters (which control the depth of the network and width of the hidden layers) may vary based on the number of antennas and the number of RF chains and can be obtained by cross referencing.
For each channel instance $H_D$, the network is trained by generating random symbol vectors and their corresponding desired transmitted signal. The network is then trained for the dataset $D_H = \{(s^{(i)}, Ps^{(i)})\}_{i=1}^{N_D}$. Since the DNNs must be trained for regression, selecting the right loss function is crucial, particularly, because in mmWave beamforming, a slight deviation can cause huge performance degradation. From an optimization perspective, the $\ell_1$ norm results in a more sparse error vector which is more favorable for our purpose compared to $\ell_2$ norm. Consequently, we propose to the mean absolute error loss function which can be expressed as

$$L(\theta) = \frac{1}{N_D} \sum_{s \in B_j} |\Omega^H_T(s; \theta_T) - Ps|,$$

for the mini-batch $B_j$. Finally, using an optimization method such as Adaptive moment estimation (Adam) the weights and biases of the network are updated during the backpropagation phase.

For uplink beamformer (combiner), a similar network structure with the same hyperparameters as the downlink case can be used as shown in Fig. 4. The optimal FD combiner can be obtained from

$$\max_C \log_2 \det \left( I_K + \rho (CC^H)^{-1} CH_U U_C^H C^H \right).$$

(37)

By writing the singular value decomposition of the uplink channel as $H_U = U_U \Sigma_U V_U^H$, we have, $C^H = U^a_U$, where $U_U = [U^a_U, U^b_U]$ and $U^a_U$ contains the first $K$ columns of $U_U$, corresponding to the $K$ dominant singular values. Training the DNN for uplink is not as straightforward as for the downlink because the received signal is dominated by noise. Consequently, we let

$$y = \rho z + n,$$

(38)

where $z \sim \mathcal{CN}(0, I_N)$ is a Gaussian random vector and we want to find $\theta_R$ such that $\Omega^H_R(y; \theta_R) = Cy$, i.e., the network is trained for the dataset $D_H = \{(y^{(i)}, Cy^{(i)})\}_{i=1}^{N_D}$. The same loss function and optimizer as in the downlink can be used for learning the network parameter.

B. Downlink Beamforming with $N_{RF} < K$

To illustrate the potential of the proposed framework, in this subsection we present a hybrid precoder which can achieve the same performance as the FD beamforming with less than $K$ RF
From (1), we can see that to achieve the same performance as the FD beamforming in conventional HSP, i.e., $P_{FD} = P_A P_D$, the minimum number of required RF chains must be equal to $\text{rank}(P_{FD})$, where $P_{FD} \in \mathbb{C}^{N \times K}$. In practice, we usually have $\text{rank}(P_{FD}) = K$, which is why in the hybrid beamforming literature it is assumed that $N_{RF} \geq K$. Even with this assumption achieving the same performance as the FD beamforming is generally not possible [16]–[23], except under certain conditions [24]–[26].

Using the proposed framework, we design an HDNN where the digital DNN with $L_D = 4$ layers of size $K c_3$ is connected via $K/2$ RF chains to an ADNN with $L_A = 4$ hidden layer of size $N c_4$ where $c_3$ and $c_4$ are network parameters that control the width of hidden layers in baseband and analog neural networks, respectively.

The same training procedure as discussed in previous subsection is used to update the network parameters. The proposed HBF with $K/2$ RF chains can achieve the same performance as a FD system as will be shown in the next section.

It is possible to design a similar HDNN for the uplink beamforming, however, in order to achieve the same performance as the FD combiner, due to pretense of noise, a more intricate
DNN architecture and training process is required which remains a topic for future studies.

VI. SIMULATION RESULTS

In this section, simulation results are presented to illustrate the merits of the proposed HDNN in section V, comparison with FD beamforming, as well as benchmark hybrid designs from the literature are included.

A. Methodology

We use the following mmWave massive-MIMO channel model [11], [15],

\[
H = \sqrt{\frac{NM}{N_c N_{\text{ray}}}} \sum_{i=1}^{N_c} \sum_{j=1}^{N_{\text{ray}}} \alpha_{ij} a_r(\theta_{ij}) a_t(\theta_{ij}^i)^H,
\]

(39)

where \(N_c = 5\) is the number of clusters, and \(N_{\text{ray}} = 10\) is the number of rays in each cluster. Similar to [11], [15], the path gains are independently generated as \(\alpha_{ij} \sim \mathcal{CN}(0, 1)\). The transmit and receive antenna responses are denoted by \(a_r(\theta_{ij})\) and \(a_t(\theta_{ij}^i)\) respectively. For simplicity, a uniform linear array of size \(N\) with half-wavelength spacing is employed, hence where,

\[
a(\phi) = \frac{1}{\sqrt{N}} [1, e^{j\pi \sin(\phi)}, \ldots, e^{j(N-1)\pi \sin(\phi)}].
\]

(40)
The angles of arrival $\theta_{ij}^r$ and departure $\theta_{ij}^t$ are independently generated according to the Laplacian distribution with mean cluster angles $\bar{\theta}_{ij}^r$ and $\bar{\theta}_{ij}^t$, uniformly distributed in $[0, 2\pi]$, while the angular spread is set to 10 degrees within each cluster. We further assume that the channel estimation and system synchronization are perfect.

The parameters of the proposed HDNN are set as follows: For the case $N_{RF} = K$, the layer configuration parameters are set to $L_D = 5$, $L_A = 1$ and $c_1 = 2$, $c_2 = 3$. For the case $N_{RF} = K/2$, the model parameters are set to $L_D = 4$, $L_A = 4$, $c_3 = 2$ and $c_4 = 6$. The HDNN in the downlink is trained with 500000 random symbols vectors as the inputs and their corresponding precoded signal vectors as the desired outputs for each channel realization. For uplink training, due to existence of noise, using \((38)\), 500000 noisy gaussian random vectors are considered as the inputs and the desired outputs are the the corresponding combined vectors, i.e. $C_y$. For each channel realization, training is performed by the Adam optimizer with learning rate 0.001 for 5 epochs with mini-batch size of 50.
B. Results and Discussion

We present the spectral efficiency (SE) and bit error rate (BER) performance of the proposed HDNN design and the FD beamforming to confirm that the former achieves same performance as the latter. However, since our design achieves the same performance as the FD beamforming, one can find comparison between our design and existing hybrid designs directly in the corresponding work, e.g., [11], [15], [18], [20], [35]–[38].

The BER performance versus signal-to-noise ratio (SNR) (which corresponds to parameter $\rho$ in (1) under normalization of the additive noise) for $64 \times 4$ and $128 \times 8$ point-to-point MIMO setups are illustrated for uplink and downlink connections in Fig. 5 and 6, respectively. In both cases the multi-antenna UE performs FD beamforming, 4-QAM constellation is used and the number of transmitted symbols is equal to the number of UE’s antennas, i.e., $K = M$. It can be observed that the proposed HDNN design matches the performance of the FD system with only $K$ RF chains. Moreover, for downlink beamforming, our proposed design in Subsection V-B achieves the same performance with $N_{RF} = K/2$ RF chains which to the best of our knowledge...
Next, we compare the SE of our proposed HDNN design in Subsection V-A to FD beamforming as well as benchmark HBF designs in, [11], [15], [18], and [20], which are referred to as MO, SOH, ALT, and OMP, respectively. The SE of the downlink and uplink connections when a massive-MIMO BS with $N = 128$ serves a UE with $M = 8$ antennas for $K = 8$ are shown in Fig. 7 and Fig. 8 respectively. While the FD system requires $N_{RF} = 128$ RF chains, hybrid beamforming techniques only need $N_{RF} = 8$ RF chains. As shown in the figures, for MO, SOH, ALT, and OMP HBF the cost of having less RF chains is degraded performance compared to FD systems, whereas, the proposed HDNN matches the rate of the FD beamforming with the same number of RF chains as the existing hybrid designs.

Moreover, downlink SE of a massive-MIMO BS with $N = 64$ serving a UE with $M = 4$ antennas for $K = 4$ is illustrated in Fig. 9. It can be observed that the proposed HDNN matches the SE of the FD beamforming while outperforming the benchmark HBF designs. The SE of the uplink connection for the same system configuration used in reverse direction (uplink) is also depicted in Fig. 10. As in the downlink case, the proposed HDNN design achieves the same rate
as the FD systems and has higher rate than the existing hybrid designs.

VII. CONCLUSION

In this paper, we presented a general DL framework for efficient design and implementation of HSP in massive-MIMO systems. By exploiting the fact that any complex matrix can be written as a scaled sum of two matrices with unit-modulus entries, we first presented a novel ADNN which can be implemented with common RF. This structure was subsequently embedded into an extended HDNN architecture to facilitate the implementation of mmWave massive-MIMO systems and improving their performance. Since the proposed HDNN architecture enables HSP-based massive-MIMO transceivers to approximate any desired transmitter and receiver mapping with arbitrary precision, we were able to present a new HDNN-based beamformer design that can achieve the same performance as FD beamforming, with reduced number of RF chains. Simulation results were finally presented which confirmed that our design outperforms benchmark hybrid design in the literature by achieving the same performance as the FD systems.
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