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Abstract

In this paper we proposed Bayes estimators for complete sample of the Modified Inverse Rayleigh (MIR) parameters which was introduced by Khan (2014). Different approximation methods with squared error loss function (SELF) have been used to develop the bayes estimators for the unknown parameters. The proposed estimators are compared with the corresponding maximum likelihood estimators by simulation study on the basis of bias and mean square error (MSE). To illustrate the usefulness and goodness of fit of MIR distribution we considered two real data sets.
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1 Introduction

The two parameter MIR distribution is a generalization of the Inverse Rayleigh distribution. This distribution was discussed by Khan (2014). He also studied its some mathematical properties along with the estimation of its parameters. Khan (2014) also shown that Inverse...
Exponential (IE) and Inverse Rayleigh (IR) distributions are the sub-models of the MIR distribution when its parameter changes. MIR distribution is a lifetime model and very useful for analyzing lifetime data. The shape of failure rate of the MIR distribution is upside down bath-tub shape curve.

The probability density function of MIR distribution is:

$$g(x) = \left( \beta + \frac{2\alpha}{x} \right) \left( \frac{1}{x} \right)^2 \exp \left[ -\frac{\beta}{x} - \alpha \left( \frac{1}{x} \right)^2 \right].$$  \hspace{1cm} (1)

And the probability distribution function of the MIR distribution is:

$$G(x) = \exp \left[ -\frac{\beta}{x} - \alpha \left( \frac{1}{x} \right)^2 \right].$$  \hspace{1cm} (2)

where $\beta > 0$ and $\alpha > 0$ are the scale parameters. The Inverse Rayleigh distribution is used in many situations including the area of statistics, life testing and reliability. For lifetime data the failure rate of the Inverse Rayleigh distribution is increasing and decreasing.

Recently, bayesian study has achieved great attention by most researchers like Soliman et al. (2010), Shrestha and Kumar (2014). Bayesian study is important in field of statistics, which usually needs the information about prior. In this research, unknown parameters of the distribution are treated as random and data is treated as fixed. In bayesian procedure, a major difficulty is of obtaining the posterior distribution. The posterior density often involves the integration, which is not easily solvable not only for high dimensional complex models as well as for dealing with low dimensional models. In such a situation, Markov Chain Monte Carlo (MCMC) methods are very useful to simulate the deviates from posterior density.

It is to be noted that in different literatures, authors only discussed the statistical properties and classical estimation i.e. maximum likelihood estimates of the Modified Inverse Rayleigh (MIR) distribution. The novelty of this paper is that we discussed bayesian estimation for the MIR distribution. We used informative prior i.e. Gamma Prior and Squared Error Loss Function (SELF) has been used for obtaining bayes estimators. It has been seen that bayes estimators of the parameters cannot exist in explicit form. Thus, in order to obtain bayes estimates we used different numerical approximation methods. We used Lindley’s Approximation method, Tierney and Kadane’s Approximation method and also Markov Chain Monte Carlo (MCMC) method for obtaining bayes estimators. We developed the algorithm to generate MCMC samples from posterior density function using Gibbs sampling technique. Real life data sets are also considered to propose the usefulness of the entire distribution.

Furthermore, the article is described as follows: In section 2 maximum likelihood estimation of the parameters are discussed. Bayes estimation is described in section 3 and different approximation techniques of bayes estimators are discussed in section 3.1, 3.2 and 3.3. Further, in section 4 we made comparison of the proposed estimators which are obtained by different techniques and in section 5 real data applications are also discussed. At last in section 6 conclusion about the whole research is given.
2 Maximum Likelihood Estimation

Suppose, take a random sample of size \( n \) from MIR distribution which is described in (1). Thus, the likelihood function for the whole sample will be:

\[
l(x | \beta, \alpha) = \prod_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right) \prod_{i=1}^{n} \left( \frac{1}{x} \right)^2 \prod_{i=1}^{n} \left[ \exp \left( -\beta \frac{1}{x} - \alpha \left( \frac{1}{x} \right)^2 \right) \right]
\]

(3)

(Khan 2014)

where, \( x > 0, \beta > 0 \) and \( \alpha > 0 \)

By differentiating the log of (3) w.r.t parameters and equating them to zero we obtain maximum likelihood estimators of the parameters. Thus, the two normal equations will be:

\[
\sum_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right) \left( \frac{1}{x} \right)^{-1} - \sum_{i=1}^{n} \left( \frac{1}{x} \right)^2 = 0
\]

and

\[
\sum_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right) \left( \frac{2}{x} \right)^{-1} \left( \frac{1}{x} \right) - \sum \left( \frac{1}{x} \right)^2 = 0
\]

Above normal equations for \( \beta \) and \( \alpha \) cannot be solved easily so they can be solved using a method which is Newton-Raphson on R language software.

3 Bayes Estimation

The bayesian approach for the parameters are widely used for many lifetime models and this procedure has been discussed in detail by many authors like Sindhu et al. (2013), Gupta and Keating (1986), Guure and Ibrahim (2014). It can be observed that most of the bayes estimators are developed through square error loss function. Square error loss function is symmetrical loss function. This loss function may be defined as:

\[
L(\hat{\delta}, \delta) \propto (\hat{\delta} - \delta)^2.
\]

(4)

where \( \hat{\delta} \) is the estimator of the parameter \( \delta \).

Using the Squared error loss function which is given in (4), posterior mean will be the bayes estimators. In bayesian approach, if information about prior is available then one can select prior distribution. But in the situations when the information is not given then it is not easy to select the prior distribution. In this case we make a choice for a prior that parameters have independent gamma priors i.e. gamma(e, f) and gamma(g, h). When the values of hyper-parameters e, f, g and h are assumed to be zero then gamma prior has flexible nature. Thus, the prior for \( \beta \) and \( \alpha \) may be considered as:

\[
\Pi_1(\beta) \propto \beta^{e-1} e^{-f\beta} \text{ and } \Pi_2(\beta) \propto \alpha^{g-1} e^{-h\alpha}
\]

respectively. Here e, f, g and h are hyper-parameters of the prior distributions. Now the joint prior density for \( \beta \) and \( \alpha \) will be obtained as:

\[
\Pi(\beta, \alpha) \propto \beta^{e-1} \alpha^{g-1} e^{-f\beta-h\alpha}
\]

(5)
hence, posterior distribution of $\beta$ and $\alpha$ i.e $h(\beta, \alpha|x)$ will be obtained by substituting $L(x|\beta, \alpha)$ and $\Pi(\beta, \alpha)$ from (3) and (5) and it is given by:

$$h(\beta, \alpha|x) = K\beta^{-1}\alpha^{g-1}exp\left[-f\beta - h\alpha - \beta\sum_{i=1}^{n}\left(\frac{1}{x_i}\right) - \alpha\sum_{i=1}^{n}\left(\frac{1}{x_i}\right)^2\right]\prod_{i=1}^{n}\left(\beta + \frac{2\alpha}{x_i}\right)\left(\frac{1}{x_i}\right)^2 \tag{6}$$

where,

$$K^{-1} = \int_{0}^{\infty} \int_{0}^{\infty} \beta^{e-1}\alpha^{g-1}exp\left[-f\beta - h\alpha - \beta\sum_{i=1}^{n}\left(\frac{1}{x_i}\right) - \alpha\sum_{i=1}^{n}\left(\frac{1}{x_i}\right)^2\right]\prod_{i=1}^{n}\left(\beta + \frac{2\alpha}{x_i}\right)\left(\frac{1}{x_i}\right)^2 d\beta d\alpha \tag{7}$$

Here, $K$ is a normalizing constant. And when square error loss function has used then the Bayes estimates of the parameters will be the mean of posterior density. Thus, the Bayes estimates of $\beta$ and $\alpha$ are given by respectively:

$$\hat{\beta}_{Bayes} = K\int_{0}^{\infty} \int_{0}^{\infty} \beta^{e-1}\alpha^{g-1}exp\left[-\beta\left(f + \sum_{i=1}^{n}\left(\frac{1}{x_i}\right)\right) - \alpha\left(h + \sum_{i=1}^{n}\left(\frac{1}{x_i}\right)^2\right)\right]\prod_{i=1}^{n}\left(\beta + \frac{2\alpha}{x_i}\right)\left(\frac{1}{x_i}\right)^2 d\beta d\alpha \tag{7}$$

$$\hat{\alpha}_{Bayes} = K\int_{0}^{\infty} \int_{0}^{\infty} \beta^{e-1}\lambda^{g}exp\left[-\beta\left(f + \sum_{i=1}^{n}\left(\frac{1}{x_i}\right)\right) - \alpha\left(h + \sum_{i=1}^{n}\left(\frac{1}{x_i}\right)^2\right)\right]\prod_{i=1}^{n}\left(\beta + \frac{2\alpha}{x_i}\right)\left(\frac{1}{x_i}\right)^2 d\beta d\alpha \tag{8}$$

Now from the above (7) and (8) we can observe that integral is involved in numerator and denominator of the bayes estimators of the parameters and these expressions cannot easily be entractable. Hence, these estimators of $\beta$ and $\alpha$ are difficult to find so for solving this type of integrals there are several approximation techniques available in literature. Among those, in our literature we consider T-K approximation (Tierney and Kadanes’s), Lindley’s approximation method and Markov Chain Monte Carlo (MCMC) approximation method and these methods are used to solve integral problems and a single numerical result is obtained from these techniques.

### 3.1 Bayes Estimation through Lindley’s Technique

Lindley’s approximation method is used to develop the bayes estimators of the unknown parameters. According to [Lye et al., 1993] when there is ratio of integral then the expectation of posterior density can be expressed in the form:

$$V(x) = E(\beta, \alpha|x) = \frac{\int \int v(\beta, \alpha)exp[L(\beta, \alpha) + H(\beta, \alpha)]d\beta d\alpha}{\int \int exp[L(\beta, \alpha) + H(\beta, \alpha)]d\beta d\alpha} \tag{9}$$

where,

$v(\beta, \alpha)$ : function of $\beta$ and $\alpha$ only
$L(\beta, \alpha)$ : log of the joint likelihood
$H(\beta, \alpha)$ : log of joint prior density

Given by [Lindley, 1980], if maximum likelihood estimates of the parameters exist and for
sufficiently larger n \( \theta \) can be approximated as:

\[
V(x) = v(\hat{\beta}, \hat{\alpha}) + \frac{1}{2} \left[ (\hat{v}_{\beta \beta} + 2\hat{v}_{\beta \rho_\alpha})(\hat{\sigma}_{\beta \beta} + (\hat{v}_{\beta \alpha} + 2\hat{v}_{\alpha \rho_\beta})\hat{\sigma}_{\beta \alpha} + (\hat{v}_{\alpha \alpha} + 2\hat{v}_{\alpha \rho_\beta})\hat{\sigma}_{\alpha \alpha})
\right. \\
\left. + \frac{1}{2} \left[ (\hat{v}_{\beta \beta} + \hat{v}_{\alpha \rho_\beta})(\hat{L}_{\beta \beta} \hat{\sigma}_{\beta \beta} + \hat{L}_{\beta \alpha} \hat{\sigma}_{\beta \alpha} + \hat{L}_{\alpha \beta} \hat{\sigma}_{\alpha \beta} + \hat{L}_{\alpha \alpha} \hat{\sigma}_{\alpha \alpha})
\right. \\
\left. + (\hat{v}_{\beta \alpha} + \hat{v}_{\alpha \alpha})(\hat{L}_{\beta \alpha} \hat{\sigma}_{\beta \alpha} + \hat{L}_{\alpha \alpha} \hat{\sigma}_{\alpha \alpha} + \hat{L}_{\alpha \alpha} \hat{\sigma}_{\alpha \alpha}) \right] 
\]

where, \( \hat{\beta} \) and \( \hat{\alpha} \) are MLE’s of \( \beta \) and \( \alpha \) respectively and

\[
\hat{v}_{\beta} = \frac{\partial v(\hat{\beta}, \hat{\alpha})}{\partial \beta}, \quad \hat{v}_{\alpha} = \frac{\partial v(\hat{\beta}, \hat{\alpha})}{\partial \alpha}, \quad \hat{v}_{\beta \beta} = \frac{\partial^2 v(\hat{\beta}, \hat{\alpha})}{\partial \beta^2}, \quad \hat{v}_{\beta \alpha} = \frac{\partial^2 v(\hat{\beta}, \hat{\alpha})}{\partial \beta \partial \alpha}
\]

\[
\hat{L}_{\beta \beta} = \frac{\partial^2 L}{\partial \beta^2} \hat{L}_{\beta \alpha} = \frac{\partial^2 L}{\partial \beta \partial \alpha}, \quad \hat{L}_{\alpha \alpha} = \frac{\partial^2 L}{\partial \alpha^2}
\]

and similarly the others \( \hat{L} \) terms.

\[
\hat{L} = \sum_{i=1}^{n} \ln \left( \beta + \frac{2\alpha}{x} \right) - 2 \sum_{i=1}^{n} \ln x + \sum_{i=1}^{n} \left[ - \frac{\beta}{x} - \alpha \left( \frac{1}{x} \right)^2 \right]
\]

\[
\rho = H(\beta, \alpha) = \beta e^{-1} \alpha e^{-\beta - \rho}
\]

Now, the \( \hat{L} \) terms will be:

\[
\hat{L}_{\beta \beta} = - \sum_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right)^{-2} - \hat{L}_{\beta \alpha} = - \sum_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right)^{-2} - \left( \frac{2}{x} \right) - \hat{L}_{\alpha \alpha}
\]

\[
\hat{L}_{\beta \alpha} = -2 \sum_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right)^{-3} \left( \frac{2}{x} \right) - \hat{L}_{\alpha \alpha} = 2 \sum_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right)^{-3} \left( \frac{2}{x} \right)
\]

\[
\hat{L}_{\beta \alpha} = 2 \sum_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right)^{-3} \left( \frac{2}{x} \right) - \hat{L}_{\alpha \alpha} = 2 \sum_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right)^{-3} \left( \frac{4}{x^3} \right)
\]

And

\[
\hat{\sigma}_{\beta \beta} = - \frac{1}{L_{\beta \beta}} \hat{\sigma}_{\beta \alpha} = - \frac{1}{L_{\beta \alpha}} \hat{\sigma}_{\alpha \beta} = - \frac{1}{L_{\alpha \alpha}} \hat{\sigma}_{\alpha \alpha}
\]

Now for bayes estimator of \( \beta, v(\beta, \alpha) = \beta \),

\[
\hat{\beta}_{ML} + \hat{\sigma}_{\beta \beta} \hat{\rho}_{\beta} + \hat{\sigma}_{\beta \alpha} \hat{\rho}_{\alpha} + 0.5(\hat{L}_{\beta \beta} \hat{\sigma}_{\beta \beta} + 3 \hat{L}_{\beta \alpha} \hat{\sigma}_{\beta \alpha} + \hat{L}_{\alpha \beta} \hat{\sigma}_{\alpha \beta} + \hat{L}_{\alpha \alpha} \hat{\sigma}_{\alpha \alpha} + 2 \hat{L}_{\beta \alpha} \hat{\sigma}_{\beta \alpha} + \hat{L}_{\alpha \alpha} \hat{\sigma}_{\alpha \alpha})
\]

Now for bayes estimator of \( \beta, v(\beta, \alpha) = \alpha \),

\[
\hat{\alpha}_{ML} + \hat{\alpha}_{\beta \beta} \hat{\rho}_{\beta} + \hat{\alpha}_{\beta \alpha} \hat{\rho}_{\alpha} + 0.5(\hat{L}_{\beta \beta} \hat{\sigma}_{\beta \beta} + 3 \hat{L}_{\beta \alpha} \hat{\sigma}_{\beta \alpha} + \hat{L}_{\alpha \beta} \hat{\sigma}_{\alpha \beta} + \hat{L}_{\alpha \alpha} \hat{\sigma}_{\alpha \alpha} + 2 \hat{L}_{\beta \alpha} \hat{\sigma}_{\beta \alpha} + \hat{L}_{\alpha \alpha} \hat{\sigma}_{\alpha \alpha})
\]
3.2 Bayes Estimation through Tierney and Kadane’s (T-K) Approximation

The above mentioned approximation technique is accurate enough to solve the ratio of integrals but sometimes there is a problem when this method consists of third partial derivatives. In the case of \(m\) parameters, the total derivatives are \(\frac{m(m+1)(m+2)}{6}\) then this approximation technique will be quite complicated so in this case T-K approximation technique can be used which is the alternative of Lindley’s approximation.

According to Tierney and Kadane (1986), any integral of the form:

\[
\hat{u}(\beta, \alpha) = E_{p(\beta, \alpha|\mathcal{Z})}[u(\beta, \alpha|\mathcal{Z})] = \int_{\beta} \int_{\alpha} e^{nL^*_{\beta, \alpha}} d(\beta, \alpha)
\]

where,

\[
L_o(\beta, \alpha) = \frac{1}{n}[L(\beta, \alpha) + \ln(\text{constant})] \quad \text{and} \quad L^*_{\beta, \alpha} = L_o(\beta, \alpha) + \frac{1}{n} \ln u(\beta, \alpha)
\]

can be approximated as:

\[
\hat{u}(\beta, \alpha) = \sqrt{\left| \Sigma_o \right| e^n[L^*_{\beta, \alpha} - L_o(\beta_o, \alpha_o)]}
\]

where \((\beta_o, \alpha_o)\) and \((\beta_s, \alpha_s)\) maximize \(L_s(\beta, \alpha)\) and \(L_o(\beta, \alpha)\) respectively and \(\Sigma_s\) and \(\Sigma_o\) are the inverse of matrices of second derivatives of \(L_s(\beta, \alpha)\) and \(L_o(\beta, \alpha)\) at the point \((\beta_s, \alpha_s)\) and \((\beta_o, \alpha_o)\) respectively.

Taking the log of (6) we obtain the function \(L_o(\beta, \alpha)\) as:

\[
L_o(\beta, \alpha) = \frac{1}{n}[(e-1) \ln \beta - f + \sum_{i=1}^{n} \left( \frac{1}{x_i} \right)] + (g-1) \ln \alpha - h + \sum_{i=1}^{n} \left( \frac{1}{x_i} \right)^2 + \sum_{i=1}^{n} \ln \left( \frac{\beta + 2\alpha x_i}{x_i} \right) \left( \frac{1}{x_i} \right)^2
\]

and thus using the approximation the bayes estimators of \(\beta\) and \(\alpha\) using square error loss function (SELF) can be written as:

\[
\hat{\beta}_{T-K} = \sqrt{\frac{\Sigma_s}{\Sigma_o}} e^n[L^*_{\beta s, \alpha s} - L_o(\beta_o, \alpha_o)]
\]

\[
\hat{\alpha}_{T-K} = \sqrt{\frac{\Sigma_s}{\Sigma_o}} e^n[L^*_{\beta s, \alpha s} - L_o(\beta_o, \alpha_o)]
\]

where \(L^*_{\beta s, \alpha s}(\beta, \alpha) = L^*_{\beta o}(\beta, \alpha) + \frac{1}{n} \ln \beta\) and \(L^*_{\alpha s}(\beta, \alpha) = L^*_{\alpha o}(\beta, \alpha) + \frac{1}{n} \ln \alpha\)

3.3 Bayes Estimation through Markov Chain Monte Carlo (MCMC) Method

In this section we obtained bayes estimators through Markov Chain Monte Carlo (MCMC) Method. This technique contains two algorithms, one is Gibbs sampler and the other is Metropolis Hastings. These algorithms are used to generate samples from posterior density and then bayes estimators are computed. When marginal densities of the parameters does not
exist in explicit forms but the conditional densities given all the other parameters exist in nice forms the the Gibbs sampler is applied. But generating samples from full conditional densities is not easily manageable, for this reason we consider (M-H) Metropolis Hastings algorithm. Metropolis is a step which is used to generate samples from full conditional density. More details about MCMC technique are discussed by Gelfand and Smith (1990), Upadhyay and Gupta (2010). Thus, using this concept we generated samples from the posterior density (6), we assume that parameters \( \beta \) and \( \alpha \) consists of independent gamma distribution with hyperparameters \( e, f, g \) and \( h \) respectively. We consider full conditional posterior densities of \( \beta \) and \( \alpha \) which can be written as:

\[
\Pi(\beta | \alpha, x) \propto \beta^{e-1} e^{-\beta \left[ f + \sum_{i=1}^{n} \left( \frac{1}{x} \right) \right]} \prod_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right) \left( \frac{1}{x} \right)^{2} \tag{17}
\]

\[
\Pi(\alpha | \beta, x) \propto \alpha^{g-1} e^{-\alpha \left[ h + \sum_{i=1}^{n} \left( \frac{1}{x} \right) \right]} \prod_{i=1}^{n} \left( \beta + \frac{2\alpha}{x} \right) \left( \frac{1}{x} \right)^{2} \tag{18}
\]

The Gibbs algorithm consists of these steps:

- Start with an initial value \( \theta^o = (\beta^o, \alpha^o) \)
- Use Metropolis-Hasting algorithm to generate samples from posterior density for \( \beta \) and \( \alpha \)
- Repeat the above two steps \( M \) times to obtain posterior samples
- After obtaining the posterior samples, the bayes estimators of \( \beta \) and \( \alpha \) under square error loss function are as follows:

\[
\hat{\beta}_{MC} = \left[ E_{\Pi(\beta|x)} \right] \approx \left( \frac{1}{M - M_o} \sum_{i=1}^{M-M_o} \beta_i \right) \tag{19}
\]

\[
\hat{\alpha}_{MC} = \left[ E_{\Pi(\alpha|x)} \right] \approx \left( \frac{1}{M - M_o} \sum_{i=1}^{M-M_o} \alpha_i \right) \tag{20}
\]

where, \( M_o \) is the Markov Chain burn period.

### 4 Comparison of the proposed estimators

In this section of the paper we done simulation analysis to compare the performance of different estimation methods which we described in the above sections. We compared the estimates on the base of Bias and Mean Square Errors (MSE’s). It is not easy to calculate bias and MSE’s of estimators so for this purpose we have obtained bias and MSE’s on the basis of simulated samples. We generate 1000 Monte Carlo runs for different sample sizes (\( n = 15, 25, 35, 50, 65, 70, 80, 100, 120, \) and \( 150 \)) from Modified Inverse Rayleigh distribution. In order to calculate bayes estimates from MCMC method we generated 40000 mcmc iterations for the parameters \( \beta \) and \( \alpha \) using the algorithm discussed in section 3.3. First 5000 iterations have been discarded from the generated samples. We used different starting values to check the convergence of sequence of parameters.

We fixed the different values of parameters, then firstly assume the hyper-parameters as: \( e = g = 2 \) and \( f = h = 1 \) and secondly we assume the values of hyper-parameters to zero and when
hyper-parameters are assume to be zero the prior is taken as non-informative prior.
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Table 1: Estimates, Bias and their MSE’s for unknown parameters of MIR distribution obtained by using various estimation methods under informative priors when $\beta = 2.0$ and $\alpha = 2.9$

| n   | Parameters | MLE    | Bias         | MSE    | T-K   | Bias         | MSE    | Lindley | Bias         | MSE    | MCMC | Bias         | MSE    | MSE    |
|-----|------------|--------|--------------|--------|-------|--------------|--------|---------|--------------|--------|-------|--------------|--------|--------|
| 15  | $\beta$   | 1.4834 | 0.1977       | 0.1567 | 0.4326 | 0.2811       | 0.2787 | 1.4987  | 0.1689       | 0.1432 | 3.065 | 0.6012       | 0.5897 |        |
|     | $\alpha$  | 2.2276 | 0.9808       | 1.0567 | 2.0567 | 0.3419       | 0.3267 | 1.5678  | 0.7812       | 0.5967 | 2.176 | 0.6910       | 0.6685 |        |
| 25  | $\beta$   | 1.5250 | 0.1845       | 0.1395 | 0.5562 | 0.2612       | 0.2465 | 1.5123  | 0.1501       | 0.1396 | 2.022 | 0.4978       | 0.3566 |        |
|     | $\alpha$  | 2.4659 | 0.9321       | 1.0240 | 2.0987 | 0.3019       | 0.2987 | 1.6412  | 0.6911       | 0.5433 | 1.624 | 0.6511       | 0.6238 |        |
| 35  | $\beta$   | 1.5646 | 0.1631       | 0.1211 | 0.8657 | 0.2214       | 0.2195 | 1.5629  | 0.4101       | 0.1198 | 1.607 | 0.3201       | 0.3162 | 0.5994 |
|     | $\alpha$  | 2.5787 | 0.8511       | 1.0182 | 3.2821 | 0.2918       | 0.2756 | 2.0694  | 0.5190       | 0.3274 | 2.504 | 0.6010       | 0.5994 |        |
| 50  | $\beta$   | 1.8646 | 0.1589       | 0.1072 | 0.6181 | 0.1971       | 0.1231 | 1.5304  | 0.2119       | 0.0110 | 2.333 | 0.2588       | 0.2588 | 0.5781 |
|     | $\alpha$  | 1.7493 | 0.7298       | 1.0036 | 2.7228 | 0.2591       | 0.2357 | 1.0988  | 0.3109       | 0.2857 | 2.577 | 0.5819       | 0.5781 |        |
| 65  | $\beta$   | 1.976  | 0.1359       | 0.1002 | 1.8756 | 0.1734       | 0.1167 | 1.7865  | 0.1945       | 0.0067 | 2.2543| 0.2319       | 0.2115 | 0.4987 |
|     | $\alpha$  | 0.9875 | 0.6211       | 0.9965 | 1.6754 | 0.1852       | 0.1143 | 1.0976  | 0.2519       | 0.1424 | 1.923 | 0.5019       | 0.4987 |        |
| 70  | $\beta$   | 2.1675 | 0.6078       | 0.8754 | 1.9254 | 0.1589       | 0.1006 | 2.2452  | 0.1521       | 0.0047 | 2.0176| 0.1290       | 0.1089 | 0.4764 |
|     | $\alpha$  | 0.2065 | 0.5113       | 0.5235 | 1.6890 | 0.1379       | 0.1043 | 0.5487  | 0.1912       | 0.0729 | 0.0145| 0.4901       | 0.4764 |        |
| 80  | $\beta$   | 2.2956 | 0.6931       | 0.7865 | 1.9185 | 1.6854       | 0.9967 | 2.4656  | 0.1109       | 0.0023 | 1.9567| 0.1190       | 0.1023 | 0.2510 |
|     | $\alpha$  | 0.1145 | 0.4971       | 0.3245 | 1.5689 | 0.1167       | 0.0972 | 0.1365  | 0.1521       | 0.0448 | 0.0083| 0.2510       | 0.2465 |        |
| 100 | $\beta$   | 2.5487 | 0.5721       | 0.5543 | 1.8965 | 0.9411       | 0.5867 | 2.6432  | 0.0987       | 0.0019 | 2.2456| 0.1152       | 0.1009 | 0.2019 |
|     | $\alpha$  | 0.1256 | 0.3751       | 0.2289 | 1.6754 | 0.1934       | 0.0631 | 0.1098  | 0.1189       | 0.0146 | 0.0073| 0.2019       | 0.1940 |        |
| 120 | $\beta$   | 2.7896 | 0.4911       | 0.3287 | 1.8764 | 0.6196       | 0.4123 | 2.8543  | 0.0519       | 0.0009 | 2.2987| 0.1089       | 0.0876 | 0.1052 |
|     | $\alpha$  | 0.1112 | 0.2167       | 0.1165 | 1.5543 | 0.1129       | 0.0412 | 0.1139  | 0.0812       | 0.0089 | 0.0069| 0.1521       | 0.1052 |        |
| 150 | $\beta$   | 2.9987 | 0.3198       | 0.1187 | 1.8534 | 0.4918       | 0.2113 | 3.0086  | 0.0154       | 0.0001 | 2.4967| 0.0912       | 0.0567 | 0.0769 |
|     | $\alpha$  | 0.2167 | 0.1951       | 0.1098 | 1.4235 | 0.0512       | 0.0267 | 0.1220  | 0.0511       | 0.0049 | 0.0051| 0.0954       | 0.0769 |        |
Table 2: Estimates, Bias and their MSE’s for unknown parameters of MIR distribution obtained by using various estimation methods under informative priors when $\beta = 1.9$ and $\alpha = 3.2$

| n   | Parameters | MLE  | Bias | MSE  | T-K | Bias | MSE  | Lindley | Bias | MSE  | MCMC | Bias | MSE  |
|-----|------------|------|------|------|-----|------|------|---------|------|------|------|------|------|
| 15  | $\beta$    | 1.2131 | 0.6312 | 0.4131 | 0.3921 | 0.5121 | 0.3121 | 1.4521 | 0.2145 | 0.1931 | 3.0210 | 0.2561 | 0.2112 |
|     | $\hat{\alpha}$ | 1.9012 | 0.6821 | 0.5312 | 1.9012 | 0.3981 | 0.4121 | 1.5112 | 0.3011 | 0.2821 | 2.0921 | 0.3571 | 0.3121 |
| 25  | $\beta$    | 1.3412 | 0.4012 | 0.3611 | 0.4421 | 0.2921 | 0.2411 | 1.5091 | 0.1831 | 0.1621 | 2.0021 | 0.2321 | 0.2151 |
|     | $\hat{\alpha}$ | 2.0121 | 0.5131 | 0.4721 | 1.9821 | 0.3821 | 0.3112 | 1.5531 | 0.2789 | 0.2512 | 1.5121 | 0.3129 | 0.2917 |
| 35  | $\beta$    | 1.2135 | 0.3171 | 0.2511 | 0.7190 | 0.2513 | 0.2190 | 1.5121 | 0.1591 | 0.1311 | 1.4131 | 0.2154 | 0.2011 |
|     | $\hat{\alpha}$ | 1.9012 | 0.4189 | 0.3512 | 2.5123 | 0.3112 | 0.2911 | 2.0312 | 0.2519 | 0.2131 | 2.3151 | 0.2981 | 0.2589 |
| 50  | $\beta$    | 1.6121 | 0.2145 | 0.1971 | 0.5190 | 0.1910 | 0.1631 | 1.5019 | 0.1481 | 0.1189 | 2.1091 | 0.1931 | 0.1321 |
|     | $\hat{\alpha}$ | 1.5131 | 0.3251 | 0.2911 | 2.1980 | 0.2901 | 0.2567 | 1.0531 | 0.2131 | 0.1951 | 2.3112 | 0.2412 | 0.2081 |
| 65  | $\beta$    | 1.7121 | 0.1311 | 0.1219 | 1.6120 | 0.1421 | 0.1190 | 1.7421 | 0.1520 | 0.1009 | 1.9213 | 0.1213 | 0.1089 |
|     | $\hat{\alpha}$ | 0.7131 | 0.2541 | 0.2143 | 1.4129 | 0.2167 | 0.1931 | 1.0421 | 0.1561 | 0.1391 | 1.5131 | 0.1631 | 0.1521 |
| 70  | $\beta$    | 1.8131 | 0.1289 | 0.1187 | 1.4130 | 0.1421 | 0.0921 | 2.1021 | 0.1210 | 0.0721 | 1.8131 | 0.1761 | 0.0831 |
|     | $\hat{\alpha}$ | 0.1531 | 0.2156 | 0.1944 | 1.5120 | 0.1671 | 0.1421 | 0.4981 | 0.1354 | 0.1101 | 1.1161 | 0.1581 | 0.1201 |
| 80  | $\beta$    | 2.2141 | 0.1261 | 0.0921 | 1.6123 | 0.1931 | 0.0721 | 1.9410 | 0.0921 | 0.0310 | 1.7130 | 0.1381 | 0.0510 |
|     | $\hat{\alpha}$ | 0.1091 | 0.1521 | 0.1322 | 1.4132 | 0.1490 | 0.1189 | 1.1200 | 0.1191 | 0.1021 | 1.2421 | 0.1531 | 0.1071 |
| 100 | $\beta$    | 2.1902 | 0.0911 | 0.0621 | 1.7334 | 0.1731 | 0.0321 | 2.1231 | 0.0621 | 0.0091 | 2.1981 | 0.1190 | 0.0210 |
|     | $\hat{\alpha}$ | 0.1121 | 0.1156 | 0.1091 | 1.3901 | 0.1130 | 0.1031 | 1.0313 | 0.1031 | 0.0061 | 1.1981 | 0.1271 | 0.1002 |
| 120 | $\beta$    | 2.5121 | 0.0516 | 0.0211 | 1.6120 | 0.0921 | 0.0143 | 2.6121 | 0.0321 | 0.0052 | 2.2311 | 0.1081 | 0.0129 |
|     | $\hat{\alpha}$ | 0.1191 | 0.1056 | 0.0921 | 1.3121 | 0.1021 | 0.0831 | 1.0910 | 0.0821 | 0.0049 | 1.0521 | 0.0921 | 0.0621 |
| 150 | $\beta$    | 2.7189 | 0.0211 | 0.0131 | 1.5211 | 0.0621 | 0.0119 | 2.8191 | 0.0521 | 0.0007 | 2.1931 | 0.0981 | 0.0091 |
|     | $\hat{\alpha}$ | 0.1231 | 0.0921 | 0.0521 | 1.2110 | 0.0941 | 0.0219 | 1.2810 | 0.0319 | 0.0011 | 1.0112 | 0.0821 | 0.0159 |
Table 3: Estimates, Bias and their MSE’s for unknown parameters of MIR distribution obtained by using various estimation methods under non-informative priors when $\beta = 2.0$ and $\alpha = 2.9$

| n  | Parameters | MLE  | Bias  | MSE  | T-K  | Bias  | MSE  | Lindley | Bias  | MSE  | MCMC | Bias  | MSE  |  
|----|------------|------|-------|------|------|-------|------|---------|-------|------|------|-------|------|------|  
| 15 | $\beta$    | 1.4834 | 0.1977 | 0.1567 | 1.2345 | 1.0912 | 0.8967 | 1.4763 | 0.2189 | 0.1861 | 1.6890 | 0.8123 | 0.7654 |  
|    | $\hat{\alpha}$ | 2.2276 | 0.9808 | 1.0567 | 1.8976 | 1.2234 | 0.8965 | 2.2154 | 1.2190 | 1.1167 | 2.0761 | 0.8213 | 0.7965 |  
| 25 | $\beta$    | 1.5250 | 0.1845 | 0.1395 | 0.6181 | 0.8910 | 0.6934 | 1.5258 | 0.1941 | 0.1415 | 1.574 | 0.6511 | 0.5813 |  
|    | $\hat{\alpha}$ | 2.4659 | 0.9321 | 1.0240 | 1.6460 | 0.6619 | 0.6434 | 2.4597 | 1.1120 | 1.0451 | 2.157 | 0.7121 | 0.6947 |  
| 35 | $\beta$    | 1.5646 | 0.1631 | 0.1211 | 0.6554 | 0.6012 | 0.5673 | 1.5602 | 0.1389 | 0.1243 | 1.9283 | 0.4577 | 0.4377 |  
|    | $\hat{\alpha}$ | 2.5787 | 0.8511 | 1.0182 | 2.6155 | 0.4601 | 0.4439 | 2.5578 | 1.1190 | 1.0020 | 2.257 | 0.6109 | 0.5946 |  
| 50 | $\beta$    | 1.8646 | 0.1589 | 0.1072 | 0.6056 | 0.3517 | 0.3212 | 1.8754 | 0.1178 | 0.1072 | 2.1277 | 0.4011 | 0.3771 |  
|    | $\hat{\alpha}$ | 1.7493 | 0.7298 | 1.0036 | 2.4117 | 0.2910 | 0.2469 | 1.7745 | 1.0912 | 0.9654 | 2.3561 | 0.5123 | 0.4510 |  
| 65 | $\beta$    | 1.976  | 0.1359 | 0.1002 | 0.7652 | 0.2289 | 0.2156 | 1.9687 | 1.0689 | 0.8743 | 2.0672 | 0.3516 | 0.3216 |  
|    | $\hat{\alpha}$ | 0.9875 | 0.6211 | 0.9965 | 0.8721 | 0.2501 | 0.2165 | 0.9867 | 0.9123 | 0.7642 | 1.0812 | 0.2590 | 0.2167 |  
| 70 | $\beta$    | 2.1675 | 0.6078 | 0.8754 | 2.2578 | 0.2251 | 0.2154 | 2.1698 | 0.6913 | 0.6754 | 2.0051 | 0.2519 | 0.2167 |  
|    | $\hat{\alpha}$ | 0.2065 | 0.5113 | 0.5235 | 0.1132 | 0.1521 | 0.1389 | 0.2109 | 0.8120 | 0.6987 | 0.6171 | 0.1951 | 0.1765 |  
| 80 | $\beta$    | 2.2956 | 0.6931 | 0.7865 | 2.3541 | 0.1278 | 0.1189 | 2.2990 | 0.4571 | 0.4327 | 2.1987 | 0.1321 | 0.1141 |  
|    | $\hat{\alpha}$ | 0.1145 | 0.4971 | 0.3245 | 0.1023 | 0.1251 | 0.1167 | 0.1198 | 0.2571 | 0.2314 | 0.0075 | 0.0911 | 0.0812 |  
| 100| $\beta$   | 2.5487 | 0.5721 | 0.5543 | 2.6089 | 0.0941 | 0.0543 | 2.5598 | 0.2581 | 0.2167 | 2.3987 | 0.0971 | 0.0876 |  
|    | $\hat{\alpha}$ | 0.1256 | 0.3751 | 0.2289 | 0.1198 | 0.1189 | 0.0923 | 0.1269 | 0.1278 | 0.1198 | 0.0071 | 0.0511 | 0.0219 |  
| 120| $\beta$    | 2.7896 | 0.4911 | 0.3287 | 2.7192 | 0.0521 | 0.0267 | 2.7943 | 0.1254 | 0.1123 | 2.3821 | 0.0721 | 0.0512 |  
|    | $\hat{\alpha}$ | 0.1112 | 0.2167 | 0.1165 | 0.1111 | 0.0789 | 0.0532 | 0.1115 | 0.1101 | 0.0976 | 0.0060 | 0.0128 | 0.0067 |  
| 150| $\beta$   | 2.9987 | 0.3198 | 0.1187 | 2.9967 | 0.0124 | 0.0096 | 2.9999 | 0.1169 | 0.0912 | 2.5013 | 0.0551 | 0.0318 |  
|    | $\hat{\alpha}$ | 0.2167 | 0.1951 | 0.1098 | 0.1298 | 0.0211 | 0.0124 | 0.2214 | 0.0951 | 0.0521 | 0.0051 | 0.0011 | 0.0021 |
Table 4: Estimates, Bias and their MSE’s for unknown parameters of MIR distribution obtained by using various estimation methods under non-informative priors when $\beta=1.9$ and $\alpha=3.2$

| n  | Parameters | MLE | Bias | MSE  | T-K  | Bias | MSE  | Lindley | Bias | MSE  | MCMC | Bias | MSE  |
|----|------------|-----|------|------|------|------|------|---------|------|------|------|------|------|
| 15 | $\hat{\beta}$ | 1.2131 | 0.6312 | 0.4131 | 1.3111 | 0.4121 | 0.3621 | 1.134 | 0.3212 | 0.2911 | 1.5981 | 0.3521 | 0.3261 |
|    | $\hat{\alpha}$ | 1.9012 | 0.6821 | 0.5312 | 2.1145 | 0.8131 | 0.4721 | 1.6134 | 0.4121 | 0.3761 | 2.0141 | 0.4531 | 0.4121 |
| 25 | $\hat{\beta}$ | 1.3412 | 0.4012 | 0.3611 | 1.4189 | 0.4710 | 0.3112 | 1.0941 | 0.2981 | 0.2541 | 1.3190 | 0.3191 | 0.2915 |
|    | $\hat{\alpha}$ | 2.0121 | 0.5131 | 0.4721 | 2.3901 | 0.4981 | 0.4121 | 1.5134 | 0.3621 | 0.3321 | 2.0019 | 0.4191 | 0.3911 |
| 35 | $\hat{\beta}$ | 1.2135 | 0.3171 | 0.2511 | 1.2131 | 0.2751 | 0.2091 | 1.2521 | 0.1941 | 0.1812 | 1.8110 | 0.2141 | 0.1941 |
|    | $\hat{\alpha}$ | 1.9012 | 0.4189 | 0.3512 | 2.1801 | 0.3751 | 0.3119 | 2.4134 | 0.2761 | 0.2531 | 1.9032 | 0.3242 | 0.2918 |
| 50 | $\hat{\beta}$ | 1.6121 | 0.2145 | 0.1971 | 1.7110 | 0.2151 | 0.1741 | 1.4189 | 0.1852 | 0.1522 | 1.9045 | 0.1951 | 0.1631 |
|    | $\hat{\alpha}$ | 1.5131 | 0.3251 | 0.2911 | 1.6981 | 0.2859 | 0.2411 | 2.2154 | 0.2131 | 0.1986 | 2.2213 | 0.2531 | 0.2131 |
| 65 | $\hat{\beta}$ | 1.7121 | 0.1311 | 0.1219 | 1.5190 | 0.1531 | 0.1181 | 1.5110 | 0.1328 | 0.1022 | 1.8043 | 0.1567 | 0.1091 |
|    | $\hat{\alpha}$ | 0.7131 | 0.2541 | 0.2143 | 1.4120 | 0.2412 | 0.1981 | 1.9321 | 0.1982 | 0.1429 | 2.1367 | 0.2131 | 0.1721 |
| 70 | $\hat{\beta}$ | 1.8131 | 0.1289 | 0.1187 | 2.0721 | 0.1531 | 0.1094 | 1.9367 | 0.1156 | 0.0931 | 2.0041 | 0.1241 | 0.1021 |
|    | $\hat{\alpha}$ | 0.1531 | 0.2156 | 0.1944 | 1.941 | 0.1949 | 0.1751 | 2.0341 | 0.1567 | 0.1219 | 1.9167 | 0.1981 | 0.1431 |
| 80 | $\hat{\beta}$ | 2.2141 | 0.1261 | 0.0921 | 2.1230 | 0.1296 | 0.0761 | 2.1689 | 0.1082 | 0.0311 | 2.1980 | 0.1131 | 0.0531 |
|    | $\hat{\alpha}$ | 0.1091 | 0.1521 | 0.1322 | 1.7665 | 0.1531 | 0.1191 | 1.4121 | 0.1121 | 0.0961 | 1.7110 | 0.1120 | 0.1091 |
| 100| $\hat{\beta}$ | 2.1902 | 0.0911 | 0.0621 | 2.3121 | 0.1181 | 0.0531 | 2.5121 | 0.0999 | 0.0221 | 2.1091 | 0.0991 | 0.0491 |
|    | $\hat{\alpha}$ | 0.1121 | 0.1156 | 0.1091 | 1.5120 | 0.1210 | 0.0871 | 1.6981 | 0.1019 | 0.0319 | 1.7123 | 0.1023 | 0.0631 |
| 120| $\hat{\beta}$ | 2.5121 | 0.0516 | 0.0211 | 2.4120 | 0.0971 | 0.0110 | 1.9131 | 0.0541 | 0.0031 | 2.0421 | 0.0561 | 0.0098 |
|    | $\hat{\alpha}$ | 0.1191 | 0.1056 | 0.0921 | 1.3190 | 0.0721 | 0.0321 | 1.4190 | 0.0731 | 0.0119 | 1.5156 | 0.0861 | 0.0121 |
| 150| $\hat{\beta}$ | 2.7189 | 0.0211 | 0.0131 | 2.5190 | 0.0521 | 0.0019 | 1.7231 | 0.0141 | 0.0001 | 1.8134 | 0.0311 | 0.0007 |
|    | $\hat{\alpha}$ | 0.1231 | 0.0921 | 0.0521 | 1.1120 | 0.0510 | 0.0131 | 1.1531 | 0.0321 | 0.0071 | 1.9021 | 0.0541 | 0.0112 |
5 Real Data Application

In this section, we considered two real data sets to identify the validity of MIR distribution. To do this, we discussed different criterions like, criteria of log-likelihood, Akaike Information criteria (AIC), Bayesian Information criteria (BIC), Kolmogrov-Simirnov statistic and also calculated p-value.

The first real data set consists of 72 observations which is about the exceedances of flood peaks for the years 1958-1984, (in m3/s) of the Wheaton River near Carcross in Yukon Territory, Canada. The data has been taken from Akinsete et al. (2008) and is given below:

1.7, 2.2, 14.4, 1.1, 0.4, 20.6, 5.3, 0.7, 1.9, 13.0, 12.0, 9.3, 1.4, 18.7, 8.5, 25.5, 11.6, 14.1, 22.1, 1.1, 2.5, 14.4, 1.7, 37.6, 0.6, 2.2, 39.0, 0.3, 15.0, 11.0, 7.3, 22.9, 1.7, 0.1, 1.1, 0.6, 9.0, 1.7, 7.0, 20.1, 0.4, 2.8, 14.1, 9.9, 10.4, 10.7, 30.0, 3.6, 5.6, 30.8, 13.3, 4.2, 25.5, 3.4, 11.9, 21.5, 27.6, 36.4, 2.7, 64.0, 1.5, 2.5, 27.4, 1.0, 27.1, 20.2, 16.8, 5.3, 9.7, 27.5, 2.5, 27.0

Table 5: Values of \(-2L\), AIC, BIC, K-S statistic and P-value for MIR distribution and competitive distributions for real data set 1

| Distributions                          | \(-2L\)    | AIC         | BIC         | K-S          | P-value |
|----------------------------------------|------------|-------------|-------------|--------------|---------|
| Modified Inverse Rayleigh\((\beta, \alpha)\) | -242.1675  | -238.7615   | -233.6142   | 0.1051       | 0.4319  |
| Inverse Rayleigh\((\theta)\)           | 119.8349   | 121.8349    | 124.1116    | 0.2514       | 0.00476 |
| Inverse Exponential\((\theta)\)        | -226.1855  | -222.1855   | -217.6322   | 0.3376       | 0.007421 |

Table 6: Estimates of parameters under different approximation methods using non-informative prior for real data set 1

| Size (n) | Parameters | MLE | T-K   | Lindley’s | MCMC  |
|----------|------------|-----|-------|-----------|-------|
| 72       | \(\beta\)  | 2.2814 | 1.9862 | 2.2985    | 1.911 |
|          | \(\alpha\) | 0.10502 | 1.7329 | 0.1069    | 0.0099 |
And the second real data set consists of the remission times (in months) of a random sample of 128 bladder cancer patients, taken from Lee and Wang (2003) and is given below:

79.05, 46.12, 43.01, 36.66, 34.26, 32.15, 26.31, 25.82, 25.74, 23.63, 22.69, 21.73, 20.28, 19.13, 18.10, 17.36, 17.14, 17.12, 16.62, 15.96, 14.83, 14.77, 14.76, 14.24, 13.80, 13.29, 13.11, 12.63, 12.07, 12.03, 12.02, 11.98, 11.79, 11.64, 11.25, 10.75, 10.66, 10.34, 10.06, 9.74, 9.47, 9.22, 9.02, 8.66, 8.65, 8.53, 8.37, 8.26, 7.93, 7.87, 7.66, 7.63, 7.62, 7.59, 7.39, 7.32, 7.28, 7.26, 7.09, 6.97, 6.94, 6.93, 6.76, 6.54, 6.25, 5.85, 5.71, 5.62, 5.49, 5.41, 5.41, 5.34, 5.32, 5.32, 5.17, 5.09, 5.06, 4.98, 4.87, 4.51, 4.50, 4.40, 4.34, 4.33, 4.26, 4.23, 4.18, 3.88, 3.82, 3.70, 3.64, 3.57, 3.52, 3.48, 3.36, 3.36, 3.31, 3.25, 3.02, 2.87, 2.83, 2.75, 2.69, 2.69, 2.64, 2.62, 2.54, 2.46, 2.26, 2.23, 2.09, 2.07, 2.02, 2.02, 1.76, 1.46, 1.40, 1.35, 1.26, 1.19, 1.05, 0.90, 0.81, 0.51, 0.50, 0.40, 0.20, 0.08

Table 7: Values of -2L, AIC, BIC, K-S statistic and P-value for MIR distribution and competitive distributions for real data set 2

| Distributions                  | -2L       | AIC       | BIC       | K-S       | P-value   |
|-------------------------------|-----------|-----------|-----------|-----------|-----------|
| Modified Inverse Rayleigh (β, α) | 890.5506  | 894.5506  | 900.2547  | 0.1578    | 0.2477    |
| Inverse Rayleigh (θ)          | 27206.94  | 27208.94  | 27211.79  | 0.4276    | 0.1759    |
| Inverse Exponential (θ)       | 920.7646  | 922.7646  | 925.6166  | 0.1965    | 0.0721    |
Table 8: Estimates of parameters under various approximation techniques using non-informative prior for real data set 2

| Size (n) | Parameters | MLE  | T-K  | Lindley’s | MCMC |
|---------|------------|------|------|-----------|------|
| 128     | $\hat{\beta}$ | 2.9344 | 1.8349 | 2.9346 | 2.4971 |
|         | $\hat{\alpha}$ | 0.1117 | 1.2349 | 0.1138 | 0.0061 |

6 Conclusion

In this paper, classical and also the bayes estimators of the parameters of the MIR distribution are discussed. Bayes estimators are obtained using different approximation techniques and compared with ML estimates on the base of bias and mean square error. In all cases when sample size increases mean square error of all estimators decrease. Bayes estimators are developed using informative priors as well as non-informative priors.

It can be observed from table 1 that when we used informative prior the MSE’s of bayes estimates for both parameters using Lindley’s approximation is less than as compared to MSE’s of maximum likelihood estimates. While MSE’s of bayes estimates using T-K approximation and MCMC approximation are less than MSE’s of maximum likelihood estimation for parameter $\alpha$ for all sample sizes and MSE’s of MCMC bayes estimates for $\beta$ is less than MSE’s of ML estimates when sample size is large.

And from table 3 it is observed that when we use non-informative prior, for small sample size, only for parameter $\alpha$, the bayes estimators using T-K approximation and MCMC method have smaller MSE than that of maximum likelihood estimator. But for large sample size, all three methods for bayes estimator give smaller MSE than MSE’s for ML estimators. And from the above two tables we also observed that MSE’s of all techniques decrease by increasing sample size.

But when we changed the values of the parameters, it is observed that Lindley technique has least Bias and MSE as compared to the other Bayes estimates and also from the ML estimates. These results are shown in table 2 and 4.

It is verified that for both given data sets MIR distribution provides better fit than other distributions IR and IE distribution because it has least AIC, BIC and K-S statistic and the large p-value shows that MIR distribution is good fit to both data and the results are given in tables 5 and 7.

Furthermore, we also calculated the maximum likelihood estimates and as well as bayes estimates using different approximation techniques and bayes estimates are obtained on the assumption that prior are non-informative and the results are presented in tables 6 and 8.

Trace plots in figures 1 and 2 show that MCMC samples are well mixed.
Figure 1: Trace and Density Plots for real data set 1

Figure 2: Trace and Density Plots for real data set 2
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