Low Complexity Sparse Bayesian Learning Using Combined BP and MF with a Stretched Factor Graph
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Abstract—This paper concerns message passing based approaches to sparse Bayesian learning (SBL) with a linear model corrupted by additive white Gaussian noise with unknown variance. With the conventional factor graph, mean field (MF) message passing based algorithms have been proposed in the literature. In this work, instead of using the conventional factor graph, we modify the factor graph by adding some extra hard constraints (the graph looks like being ‘stretched’), which enables the use of combined belief propagation (BP) and MF message passing. We then propose a low complexity BP-MF SBL algorithm based on which an approximate BP-MF SBL algorithm is also developed to further reduce the complexity. Thanks to the use of BP, the BP-MF SBL algorithms show their merits compared with state-of-the-art MF SBL algorithms: they deliver even better performance with much lower complexity compared with the vector-form MF SBL algorithm and they significantly outperform the scalar-form MF SBL algorithm with similar complexity.

Index Terms—sparse Bayesian learning, message passing, BP-MF.

I. INTRODUCTION

RECENTLY, compressed sensing [1], [2] has received tremendous attention and it has found wide applications in a large variety of engineering areas, e.g. biomagnetic imaging, sparse channel estimation, bandlimited extrapolation and spectral estimation, echo cancellation and image restoration [3]. In compressed sensing, a vector $\alpha \in \mathbb{C}^L \times 1$ which exhibits sparsity is estimated based on the measurement vector $y \in \mathbb{C}^N \times 1$ with the following model

$$y = \Phi \alpha + \omega \quad (1)$$

where $\Phi \in \mathbb{C}^{N \times L}$ is called dictionary matrix and $\omega$ represents an additive white Gaussian noise (AWGN) vector with zero mean and covariance matrix $\lambda^{-1} I$. In this work, we are particularly interested in the case that the variance of the AWGN (or the precision parameter $\lambda$) is unknown.
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Besides convex [4] and greedy [5] methods, sparse Bayesian learning (SBL) [6]–[8] is an alternative method of sparse signal estimation, which aims at finding a sparse maximum a posteriori (MAP) estimate $\hat{\alpha} = \arg\max p(\alpha|y)$ of the vector $\alpha$ by specifying a priori probability density function (pdf) $p(\alpha)$. Instead of working directly with a prior $p(\alpha)$, SBL typically employs a two-layer (2-L) hierarchical structure [9] that assumes a conditional prior pdf $p(\alpha|\gamma)$ and a hyper-prior pdf $p(\gamma)$, so that $p(\alpha) = \int p(\alpha|\gamma)p(\gamma)d\gamma$ has a sparsity-inducing nature. Most recently, SBL has been efficiently implemented using belief propagation (BP) [10], [11] and approximate message passing [12], [13]. However, these methods assume that $\lambda$ is known, which may not be true in many applications. This work deals with message passing based approaches to SBL with unknown $\lambda$.

Mean field (MF) based message passing [14]–[16], which is also often referred to as variational message passing (VMP), has been widely used for approximate Bayesian inference, especially for exponential distributions. With 2-L or 3-L hierarchical priori structures, Pedersen et al. proposed an MF SBL algorithm (with unknown $\lambda$) [17], which was applied to sparse channel estimation in OFDM. As the MF SBL algorithm deals with the sparse signal $\alpha$ in a vector-form, matrix inversion is involved in each iteration and its computational complexity is as high as $O(L^3)$. To address the issue of complexity, a low complexity MF SBL algorithm [13] is then proposed, where the inverse of a large matrix is decomposed into a number of matrix inverses with smaller size. Flexible trade-off between complexity and performance can be achieved by adjusting the size of smaller matrices, which means that the reduction of complexity comes at the cost of performance loss. Apparently, the size of the smaller matrices can be set to be 1, so that the matrix inverses are avoided and we call it scalar-form MF SBL algorithm. Recently, the scalar-form MF SBL algorithm was used for channel gain and delay estimation in [19]. We note that an efficient hyperprior $p(\alpha)$ with 2-L structure was proposed in [6], which performs better than the 2-L and 3-L structures in [17].

Different from MF which supposes all the beliefs of variable nodes are independent, BP considers the joint belief of variable nodes neighbouring a factor node and makes the most of their correlation. BP, which may achieve exact Bayesian inference, is efficient to deal with discrete probability models and linear Gaussian models. However, BP may have a high complexity, when especially dealing with models involving both discrete
and continuous random variables. Recently, a unified message passing framework was proposed in [20], where BP and MF are merged to keep the merits of both while avoiding their drawbacks.

In this work, a low complexity BP-MF SBL algorithm with a 2-L hierarchical prior is proposed. Instead of using the conventional factor graph shown in Fig. 1(a) we modify the factor graph by adding a number of extra hard constraint factors as shown in Fig. 1(b), i.e., the factor graph looks like being 'stretched'. The hard constraint factors seem redundant, which however facilitates the use of BP in the graph, leading to considerable performance improvement. As we assume that the noise variance $\lambda^{-1}$ is unknown, MF can be used to tackle the exponential factors, while BP is used to handle the hard constraint factors. As we factorize the signal $\alpha$ in a scalar form, the developed BP-MF SBL algorithm avoids matrix inversion and has a low complexity. Inspired by the derivation of the generalized approximate message passing (GAMP) [21], we further simplify the BP message passing by ignoring some minimal terms and develop an approximate BP-MF SBL algorithm. Numerical examples show that the proposed BP-MF SBL algorithms provide even better mean-square-error (MSE) performance with much lower complexity compared with the vector-form MF SBL algorithm [17], and achieve noticeable MSE performance gain with similar complexity compared with the scalar-form MF SBL algorithm [18, 19].

Notation- Boldface lowercase and uppercase letters denote vectors and matrices, respectively. The expectation operator with respect to a pdf $g(x)$ is expressed by $\langle f(x) \rangle_{g(x)} = \int f(x)g(x)dx/\int g(x)dx'$, while $\text{var}[x]_{g(x)} = \langle x^2 \rangle_{g(x)} - \langle x \rangle_{g(x)}^2$ stands for the variance. The pdf of a complex Gaussian distribution with mean $\mu$ and variance $\nu$ is represented by $\mathcal{CN}(x; \mu, \nu)$. The relation $f(x) = cg(x)$ for some positive constant $c$ is written as $f(x) \propto g(x)$.

II. FACTOR GRAPH MODEL

The joint a posteriori pdf of $\alpha, \gamma$ and $\lambda$ in (1) with a 2-L hierarchical prior [9] can be factorized as

$$p(\alpha, \gamma, \lambda|x) \propto f_{\lambda}(\lambda) \prod_n f_{y_n|\alpha}(\alpha, \gamma) \prod_l f_{\alpha_l|\gamma_l}(\gamma_l),$$

(2)

where $f_{y_n|\alpha}(\alpha, \gamma) \triangleq p(y_n|\alpha, \gamma) = \mathcal{CN}(y_n; \Phi_n\alpha, \lambda^{-1})$, with $\Phi_n$ being the $n$-th row of matrix $\Phi$, and $f_{\lambda}(\lambda)$ denotes the prior of noise precision parameter $\lambda$. The factor $f_{\alpha_l|\gamma_l}(\gamma_l)$ denotes the conditional pdf $p(\alpha_l|\gamma_l) = \mathcal{CN}(\alpha_l; 0, \gamma_l^{-1})$, which is chosen as a Gaussian prior of $\alpha_l$ and $f_{y_l|\gamma_l}(\gamma_l)$ represents a hyperprior $p(\gamma_l) = \text{Ga}(\gamma_l; c, d)$ of the hyperparameter $\gamma_l$. The factorization in (2) can be visually depicted on the factor graph [22] shown in Fig. 1(a) which is similar to those in [18] and [19]. We assume that $\lambda$ is unknown, and MF can be used to deal with factor nodes $\{f_{y_n}, \forall n \in [1 : N]\}$, which leads to the scalar-form MF SBL algorithm [18]. In [17], the vector-form MF SBL algorithm is derived based on a conventional factor graph, where the vector $\alpha$ is treated as a single variable node.

To facilitate the use of both BP and MF, we modify the factor graph in Fig. 1(a) by adding hard constraint factors $\{f_{\delta_n}(h_n, \alpha) = \delta(h_n - \Phi_n\alpha), \forall n \in [1 : N]\}$ with a new variable vector $h = \Phi\alpha$. Therefore, factor $f_{y_n}$ denotes the likelihood function $p(y_n|h_n, \lambda) = \mathcal{CN}(y_n; h_n, \lambda^{-1})$. The new factor graph, shown in Fig. 1(b) looks like a stretched version of the graph in Fig. 1(a). In the new graph, MF rules with fixed points equations can be used to compute the messages for the exponential factors, while BP rules, often yielding better performance, can be used to deal with the hard constraint factors. The message computations and scheduling are detailed in the following section.

III. BP-MF BASED SBL

In this section, with the combined BP-MF message update rule [20], we detail the message computations and scheduling on the factor graph shown in Fig. 1(b) to perform sparse signal estimation. All the factors in Fig. 1(b) are represented by set $\mathcal{A}$, and it is divided into two disjoint subsets, a BP subset and an MF subset, which are denoted by $\mathcal{A}_{\text{BP}} = \{f_{\delta_n}, \forall n\}$ and $\mathcal{A}_{\text{MF}} = \mathcal{A} \setminus \mathcal{A}_{\text{BP}}$, respectively.

A. Message Computations

The computations for messages passing from left to right (forward) and from right to left (backward) are elaborated. The computations of some forward messages may need relevant backward messages, which we assume are produced from the previous iteration.

1) Forward message computations: Assuming that the belief $b(\lambda)$, later defined in [23], of noise precision $\lambda$ is known, the message $m_{f_{y_n} \rightarrow h_n}(h_n)$ from observation factor $f_{y_n} \in \mathcal{A}_{\text{MF}}$ to $h_n$ is calculated by the MF rule, as follows

$$m_{f_{y_n} \rightarrow h_n}(h_n) = \text{exp}\left\{\langle \log f_{y_n}(h_n, \lambda) \rangle_{b(\lambda)} \right\} \propto \mathcal{CN}\left(h_n; y_n, \lambda^{-1}\right),$$

(3)

where $\hat{\lambda} = \langle \lambda \rangle_{b(\lambda)}$.

The message $m_{f_{\delta_n} \rightarrow \alpha_l}(\alpha_l)$ from the hard factor $f_{\delta_n} \in \mathcal{A}_{\text{BP}}$ to variable node $\alpha_l$ is computed by the BP rule with the messages

$$m_{n_{\alpha_l} \rightarrow f_{\delta_n}}(h_n) = m_{f_{y_n} \rightarrow h_n}(h_n) \prod_{n \neq n'} n_{\alpha_l} \rightarrow f_{\delta_n}(\alpha_l),$$

(4)

where

$$\hat{\alpha}_n \rightarrow l \triangleq \frac{y_n - \hat{\mu}_n + \Phi_{nl}\hat{\alpha}_{l \rightarrow n}}{\Phi_{nl}} \quad \hat{\mu}_{\alpha_l \rightarrow n} \triangleq \hat{\lambda}^{-1} + \nu_{\alpha_l \rightarrow n} = \frac{|\Phi_{nl}|^2}{|\Phi_{nl}|^2 + \nu_{\alpha_l \rightarrow n}^2} \quad \hat{\nu}_{\alpha_l \rightarrow n} \triangleq \sum_l |\Phi_{nl}|^2 \nu_{\alpha_l \rightarrow n},$$

(5)

(6)

(7)

(8)
For convenience of description, the product of all the Gaussian messages \( \{m_{f_{\delta n} \rightarrow \alpha_l}(\alpha_l), \forall n \in [1 : N] \} \) is denoted by

\[
q_l(\alpha_l) = \prod_n m_{f_{\delta n} \rightarrow \alpha_l}(\alpha_l)
\]
\[
\propto \mathcal{CN}(\alpha_l; \hat{\alpha}_l, \nu_{\alpha_l}),
\]

where

\[
\nu_{\alpha_l} \triangleq \left( \sum_n \frac{1}{\nu_{\alpha_{n \rightarrow l}}} \right)^{-1},
\]
\[
\hat{\alpha}_l \triangleq \nu_{\alpha_l} \left( \sum_n \frac{\hat{\alpha}_{n \rightarrow l}}{\nu_{\alpha_{n \rightarrow l}}} \right).
\]

Given the message \( m_{f_{\alpha_l} \rightarrow \alpha_l}(\alpha_l) \propto \mathcal{CN}(\alpha_l; 0, \gamma_l^{-1}) \), later defined in (16), the belief \( b(\alpha_l) \) of variable \( \alpha_l \) is obtained as

\[
b(\alpha_l) \propto q_l(\alpha_l)m_{f_{\alpha_l} \rightarrow \alpha_l}(\alpha_l)
\]
\[
\propto \mathcal{CN}(\alpha_l; \hat{\alpha}_l, \nu_{\alpha_l}),
\]

where

\[
\hat{\alpha}_l \triangleq \frac{\hat{q}_l}{1 + \nu_{\alpha_l} \gamma_l^{-1}},
\]
\[
\nu_{\alpha_l} \triangleq \left( 1/\nu_{\alpha_l} + \hat{\gamma}_l \right)^{-1}.
\]

Since the factor \( f_{\alpha_l} \) is classified into the MF subset, the message \( m_{f_{\alpha_l} \rightarrow \gamma_l}(\gamma_l) \) is calculated by using the MF rule,

\[
m_{f_{\alpha_l} \rightarrow \gamma_l}(\gamma_l) = \exp \left\{ \log f_{\alpha_l}(\alpha_l, \gamma_l)b(\alpha_l) \right\}
\]
\[
\propto \gamma_l \exp \left\{-\gamma_l(|\hat{\alpha}_l|^2 + \nu_{\alpha_l}) \right\},
\]

so that the belief \( b(\gamma_l) \) of hyperparameter \( \gamma_l \) reads

\[
b(\gamma_l) \propto m_{f_{\alpha_l} \rightarrow \gamma_l}(\gamma_l)f_{\gamma_l}(\gamma_l)
\]
\[
\propto \gamma_l^{t+1} \exp \left\{-\gamma_l(\nu + |\hat{\alpha}_l|^2 + \nu_{\alpha_l}) \right\}.
\]

2) Backward Message: We firstly compute the message \( m_{f_{\gamma_l} \rightarrow \alpha_l}(\alpha_l) \) from \( f_{\gamma_l} \) to \( \alpha_l \) by the MF rule, as follows

\[
m_{f_{\gamma_l} \rightarrow \alpha_l}(\alpha_l) = \exp \left\{ \log f_{\gamma_l}(\alpha_l, \gamma_l)b(\gamma_l) \right\}
\]
\[
\propto \mathcal{CN}(\alpha_l; 0, \hat{\gamma}_l^{-1}),
\]

where

\[
\hat{\gamma}_l \triangleq \langle \gamma_l \rangle_{b(\gamma_l)} = \frac{\epsilon + 1}{\eta + |\hat{\alpha}_l|^2 + \nu_{\alpha_l}}.
\]

Since factor node \( f_{\delta n} \in \mathcal{A}_{BP} \), the message \( n_{\alpha_l \rightarrow f_{\delta n}}(\alpha_l) \) from variable node \( \alpha_l \) to \( f_{\delta n} \) is updated by the BP rule,

\[
n_{\alpha_l \rightarrow f_{\delta n}}(\alpha_l) \propto \frac{b(\alpha_l)}{m_{f_{\delta n} \rightarrow \alpha_l}(\alpha_l)} \propto \mathcal{CN}(\alpha_l; \hat{\alpha}_{l \rightarrow n}, \nu_{\alpha_{l \rightarrow n}}),
\]

where

\[
\nu_{\alpha_{l \rightarrow n}} \triangleq \left( 1/\nu_{\alpha_l} - 1/\nu_{\alpha_{n \rightarrow l}} \right)^{-1},
\]
\[
\hat{\alpha}_{l \rightarrow n} \triangleq \nu_{\alpha_{l \rightarrow n}} \left( \frac{\hat{\alpha}_l}{\nu_{\alpha_l}} - \frac{\hat{\alpha}_{n \rightarrow l}}{\nu_{\alpha_{n \rightarrow l}}} \right).
\]

Then the message \( m_{f_{\delta n} \rightarrow h_n}(h_n) \) can be computed with the BP rule for \( f_{\delta n} \in \mathcal{A}_{BP} \), yielding

\[
m_{f_{\delta n} \rightarrow h_n}(h_n) = \langle f_{\delta n}(h_n, \alpha) \rangle_{\prod_{\alpha_l \rightarrow f_{\delta n}}(\alpha_l)}
\]
\[
\propto \mathcal{CN}(h_n; \hat{h}_n, \nu_{h_n}),
\]

where

\[
\nu_{h_n} \triangleq \left( \lambda + 1/\nu_{\gamma_n} \right)^{-1},
\]
\[
\hat{h}_n \triangleq \nu_{h_n} \left( \gamma_n \lambda + \hat{\gamma}_n / \nu_{\gamma_n} \right).
\]

The message \( m_{f_{\delta n} \rightarrow \lambda}(\lambda) \propto \lambda \exp \{-\langle |y_n - h_n|^2 \rangle_{b(h_n)} \} \) is calculated with the MF rule. With the conjugate prior pdf \( f_{\lambda}(\lambda) \propto 1/\lambda \), the belief \( b(\lambda) \) is updated by

\[
b(\lambda) \propto m_{f_{\gamma_l} \rightarrow \lambda}(\lambda)f_{\lambda}(\lambda)
\]
\[
\propto \lambda^{N-1} \exp \left\{-\lambda \sum_n \langle |y_n - h_n|^2 \rangle_{b(h_n)} \right\},
\]

and the parameter \( \hat{\lambda} \) in (5) is computed as

\[
\hat{\lambda} = \langle \lambda \rangle_{b(\lambda)} = \frac{N}{\sum_n \langle |y_n - h_n|^2 \rangle_{b(h_n)}}.
\]
B. Message Scheduling for BP-MF SBL Algorithm

The factors in Fig. 1(b) are very densely connected and thus there are a multitude of different options for message scheduling. In this paper, we simply choose a schedule, where the messages are sequentially updated in both forward and backward directions, while the messages in vertical direction are simultaneously computed for all $n \in [1 : N]$ and $l \in [1 : L]$. The BP-MF SBL algorithm with such scheduling is summarized in Algorithm 1.

Algorithm 1 BP-MF SBL Algorithm

1: Initialize $\hat{p}_n, \nu_p, \hat{\alpha}_{l \to n}, \nu_{\alpha_{l \to n}}, \hat{\gamma}_l, \forall n, \forall l$ and $\lambda$.
2: for $t = 1 \rightarrow \# \text{ of iterations}$ do
3: \hspace{1em} $\forall n, l$: update $\hat{\alpha}_{n \to l}$ and $\nu_{\alpha_{n \to l}}$ by (5) and (6).
4: \hspace{1em} $\forall l$: update $\nu_q$ and $\hat{q}_l$ by (10) and (11).
5: \hspace{1em} $\forall n$: update $\hat{\alpha}_l$ and $\nu_{\alpha_l}$ by (13) and (14).
6: \hspace{1em} $\forall l$: update $\hat{\gamma}_l$ by (17).
7: \hspace{1em} $\forall l$: update $\hat{\alpha}_l$ and $\nu_{\alpha_l}$ again, by (13) and (14).
8: $\forall n, l$: update $\nu_{\alpha_{l \to n}}$ and $\hat{\alpha}_{l \to n}$ by (19) and (20).
9: $\forall n$: update $\hat{p}_n$ and $\nu_p$ by (7) and (8).
10: $\forall n$: update $\hat{h}_n$ and $\hat{h}_n$ by (22) and (23).
11: update $\lambda$ by (25), with $b(h_n) = \mathcal{N}(\hat{h}_n; \hat{h}_n, \nu_{h_n})$.
12: end for $t$

IV. APPROXIMATE BP-MF SBL

It is observed that there are $NL$ edges between variable nodes $\{\alpha_l, \forall l\}$ and factor nodes $\{\delta_n, \forall n\}$, so we have to compute $2NL$ messages (see Lines 3 and 8 in Algorithm 1) for both forward and backward directions in each iteration. To simplify the BP-MF SBL, we approximate the means and variances of Gaussian messages in the BP part by eliminating some small terms, leading to the approximate BP-MF SBL algorithm.

A. Approximation of Messages

By substituting (14) into (19),

$$\nu_{\alpha_{l \to n}} = \left(1/\nu_q + \hat{\gamma}_l - 1/\nu_{\alpha_{n \to l}}\right)^{-1} \approx \nu_{\alpha_l}, \quad (26)$$

can be obtained as $1/\nu_q \gg 1/\nu_{\alpha_{n \to l}}$ from (10) when the number $N$ is large enough. Similarly, substituting (5) and (6) into (20), yields

$$\hat{\alpha}_{l \to n} = \nu_{\alpha_{l \to n}} \cdot \frac{\hat{\alpha}_l - \Phi_{nl}(y_n - \hat{p}_n + \Phi_{nl}\hat{\alpha}_{l \to n}^{-1})}{\lambda^{-1} + \nu_p + |\Phi_{nl}|^2\nu_{\alpha_{l \to n}}^{-1}} \approx \hat{\alpha}_l - \nu_{\alpha_l} \frac{y_n - \hat{p}_n + \Phi_{nl}}{\lambda^{-1} + \nu_p + |\Phi_{nl}|^2}, \quad (27)$$

where

$$s_n \triangleq \frac{y_n - \hat{p}_n}{\lambda^{-1} + \nu_p}. \quad (28)$$

The above approximation is made by assuming that the length $L$ of variable vector $\alpha$ is very large, so that $\hat{p}_n \gg \Phi_{nl}\hat{\alpha}_{l \to n}$ and $\nu_p \gg |\Phi_{nl}|^2\nu_{\alpha_{l \to n}}$ from (7) and (8).

Substituting (26) and (27) into (8) and (7) respectively, we obtain the approximate variance and mean

$$\nu_{p_n} \approx \sum_l |\Phi_{nl}|^2 \nu_{\alpha_l} \quad (29)$$

$$\hat{p}_n \approx \sum_l \Phi_{nl}(\hat{\alpha}_l - \nu_{\alpha_l}s_n\Phi_{nl}) \quad (30)$$

We further substitute (9) and (5) into (10) and (11), and approximate them for a large $L$, as follows,

$$\nu_q = \left(\frac{|\Phi_{nl}|^2}{\lambda^{-1} + \nu_p - |\Phi_{nl}|^2\nu_{\alpha_{l \to n}}^{-1}}\right)^{-1} \approx \sum_l |\Phi_{nl}|^2 \lambda^{-1} + \nu_p \quad (31)$$

$$\hat{q}_l = \nu_q \left(\sum_n \Phi_{nl}s_n + |\Phi_{nl}|^2\nu_{\alpha_{l \to n}}^{-1}\hat{\alpha}_{l \to n}\right) \approx \nu_q \left(\sum_n \Phi_{nl}s_n + |\Phi_{nl}|^2\nu_{\alpha_{l \to n}}^{-1}\hat{\alpha}_{l \to n}\right) \approx \hat{\alpha}_l + \nu_q \sum_n \Phi_{nl}s_n. \quad (32)$$

The approximation in (32) is according to $|\Phi_{nl}|^2 \lambda^{-1} + \nu_p \ll \nu_{\alpha_l}^{-1}$, since $\nu_{\alpha_l}^{-1} = \sum_n |\Phi_{nl}|^2/\lambda^{-1} + \nu_p$, $\hat{\gamma}_l$ is obtained by inserting (31) into (17).

B. Message Scheduling for Approximate BP-MF SBL Algorithm

We choose the similar message scheduling to BP-MF SBL shown in Algorithm 1 where the corresponding parameters are replaced by the above approximate computations. The parameters $\nu_q$ and $\hat{q}_l$ are updated by (31) and (32) instead of (10) and (11). The parameters $\nu_{p_n}$ and $\hat{p}_n$ are calculated by (29) and (30) rather than (8) and (7). In addition, the computations of parameters $\nu_{\alpha_{l \to n}}, \nu_{\alpha_{n \to l}}, \nu_{\alpha_{l \to n}}$ and $\alpha_{l \to n}$ in Lines 3 and 8 of Algorithm 1 are avoided, while a set of intermediate parameters $s_n, \forall n$, have to be inserted. We summarize the approximate BP-MF SBL in Algorithm 2. It is interesting that the message computations for the densely connected BP subgraph as shown in Fig. 1(b) coincide with the GAMP [21] algorithm.

V. NUMERICAL SIMULATION RESULTS

In this section, we assess the proposed SBL algorithms by means of Monte Carlo simulations. Consider the sparse signal model (1) with a random $M \times N (M = 100, N = 200)$ dictionary matrix $\Phi$, whose entries are independent and identically
distributed (i.i.d.) zero-mean complex Gaussian random variables with unit variance. We assume that the length-$N$ vector $\alpha$ has $K$ nonzero elements which are randomly dispersed in vector $\alpha$. In addition, the nonzero elements are i.i.d. and also drawn from a zero-mean complex Gaussian distribution with unit variance. All curves are produced based on 200 Monte-Carlo runs, and for each run with a new realization of the dictionary matrix $\Phi$, the vector $\alpha$ and the AWGN vector $\omega$ are generated.

We compare the MSE performance of our proposed algorithms and the state-of-the-art algorithms. “BP-MF” and “A-BP-MF” denotes our proposed BP-MF and approximate BP-MF SBL algorithms, i.e., Algorithms 1 and 2, respectively. “MF-vector” and “MF-scalar” stand for MF SBL algorithms in vector-form [17] and in scalar-form (sequentially estimating each element of the sparse signal $\alpha$) [19], respectively. For a fair companion, all the above algorithms use 2-L hierarchical structure with the hyperprior proposed in [6]. In addition, we also provide the performance of the vector-form MF algorithm using 3-L hierarchical prior in [17], denoted by “MF-vector-3L”.

In Fig. 2 the MSE performance of the algorithms is shown over a wide range of signal-to-noise ratios (SNRs), where all algorithms run 20 iterations and the number of nonzero elements $K = 26$. We can observe that the proposed BP-MF and A-BP-MF algorithms deliver slightly better MSE performance than MF-vector, and significantly outperform MF-scalar and MF-vector-3L. Fig. 3 depicts MSE performance with an SNR of 14dB versus the number of non-zero elements $K$. It shows that all the algorithms have similar performance when $K$ is small. However, with the increase of $K$, the MF SBL algorithms exhibit considerable performance loss compared to the proposed BP-MF and A-BP-MF SBL algorithms. It is also seen that BP-MF performs slightly better than A-BP-MF.

Fig. 4 illustrates the convergence of the algorithms, where SNR = 14dB and $K = 26$. We can see that MF-scalar has the fastest convergence rate due to its sequential message updating schedule. Our proposed BP-MF algorithms converge slower but achieve better MSE performance compared to MF-scalar and MF-vector-3L. It can also be seen that our proposed algorithms have similar convergence rate and performance compared to MF-vector.

In addition, our simulation results in Figs. 2, 3 and 4 also show that the 2-L hierarchical priori structure proposed in [6] outperforms 3-L hierarchical priori structure [17].

A. Computational Complexity

As the message computations for updating $\lambda$ and $\gamma$ are the same for all the algorithms, we only analyze the complexity of message computations related to $h$ and $\alpha$. Due to the
matrix inversion involved, MF-vector has a complexity of $O(L^3)$ per iteration, while MF-scalar $O(NL)$. Since the proposed BP-MF and A-BP-MF algorithms using scalar-form factor graph shown in Fig. 1(b) they have similar complexity to MF-scalar. In details, BP-MF needs to compute $O(NL)$ messages and $O(NL)$ memory cells to store the parameters (means and variances) of messages (see Lines 3 and 8 in Algorithm 1), while MF-scalar and A-BP-MF only need to update and store $O(N + L)$ messages. However, in updating the belief $b_\alpha(l), \forall l \in [1 : L]$ MF-scalar with sequential message schedule may take longer running time than BP-MF algorithms.

VI. CONCLUSION

In this paper, we have investigated message passing based approaches to SBL. Two low complexity BP-MF SBL algorithms have been proposed based on a stretched factor graph which is obtained by adding extra hard constraint factors to the conventional factor graph. It has been shown that the BP-MF SBL algorithms outperform the state-of-the-art MF SBL algorithms in terms of computational complexity or performance.
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