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ABSTRACT

Multiple scattering simulations are developed and applied to assess the potential of convergent beam low-energy electron diffraction (CBLEED) to distinguish between various reconstructions of the Si(001) surface. This is found to be readily achievable through changes in pattern symmetry. A displacement R-factor approach is used to incorporate the angular content of CBLEED discs and identify optimal energy ranges for structure refinement. Defining a disc R-factor, optimal diffraction orders are identified which demonstrate an enhanced sensitivity to small atomic displacements. Using this approach, it was found that respective dimer height and length displacements as small as ± 0.06 Å and ± 0.20 Å could be detected.

1. Introduction

Low energy electron diffraction (LEED) is both an important and well-established technique for the study of surfaces [1–3]. In addition, micro-LEED (µLEED) is routinely used in low energy electron microscopy (LEEM) as a complementary technique for surface phase characterisation [4–6]. Both methods essentially employ a plane-wave of electrons incident on the surface, giving rise to reflected diffraction patterns consisting of point-like spots. The intensity variation of such spots as a function of beam energy produces the so-called I-V curves, which are used as the basis for surface structure determinations [1–3].

Held et al. [7] proposed that a continuous variation in the incident electron beam direction can provide additional, independent I-V data to improve the precision and reliability of structure determinations. This was generalized by Spence et al. [8] who suggested the use of a convergent beam (CB) of electrons to record reflection rocking curves in many diffraction orders simultaneously. Hence, the conventional spots of LEED map into CBLEED discs in the detector plane. There are further advantages to using a CB, as this spatially localizes the electron scattering compared with plane-wave illumination. This gives rise to the possibility of extracting localised structural information from surfaces.

Experimental CBLEED patterns have been realised in LEEM instruments utilizing a cathode immersion lens [9,10] and the theoretical sensitivity of such patterns to atomic displacements has already been investigated by Ruben et al. [11] for the case of single electron scattering. While such kinematic simulations provide a useful basis for the geometrical interpretation of many features in the CBLEED pattern, they do not consider multiple scattering effects, which will modify the diffracted intensities. Clearly, it is necessary to perform multiple scattering simulations to fully investigate the sensitivity of CBLEED for detecting small atomic displacements.

Here we present full, multiple scattering simulations of CBLEED patterns using the dynamical LEED code CAVATN. This was developed from CAVLEED [12] and has been used to study a variety of different systems [13–15]. We investigate the sensitivity of patterns to small displacements of dimer atoms on the Si(001) surface. A generalized R-factor approach is developed to include the angular content of the CBLEED discs and this is used to identify optimal energy ranges and diffraction orders that yield enhanced sensitivities to dimer displacements for structure determination.

2. Material and methods

2.1. Scattering geometry

CBLEED can be achieved by focusing the condenser system of a LEEM to produce a convergent probe on the specimen surface (Fig. 1). Electrons from a field emission source are typically accelerated to high energy (20 keV) and are directed toward an immersion lens by a magnetic beam separator. Within the immersion lens, the electrons are decelerated to 0–100 eV and a convergent beam is focussed on the sample surface [11]. Diffracted beams are re-accelerated to 20 keV by the immersion lens and directed by the beam separator to an imaging system where the pattern is recorded on the detector plane.
For incident electron energies in the range 30–100 eV, the mean free path, $\lambda_{\text{ef}}$, of the electrons at the surface is very short and they manage to penetrate through approximately three atomic layers into the sample ($\lambda_{\text{ef}} \approx 10 \, \text{Å}$) [16]. A schematic of the surface unit cell interaction volume for a mono-energetic, low energy electron beam incident on Si (001) is shown in Fig. 2(a). Although the electrons multiply scatter from each layer, the scattering geometry can be determined by applying the Laue conditions imposed by the surface-bulk geometry, as shown in Fig. 2(b). For an initial electron wave-vector $k_0$ scattering into state $k'$, the scattering vector is given by $K = k' - k_0$. Partitioning $K$ into components parallel ($K_T$) and perpendicular ($K_Z$) to the surface such that $K = K_T + K_Z$, the scattering condition is defined by $K_T = G_T$, where $G_T$ is a lattice vector of the surface reciprocal lattice. This condition is shown explicitly for $K_T = G_{(1,0)}$ in Fig. 2(b). Intensity scattered into the surface reciprocal lattice rods is modulated by the finite depth of penetration and multiple scattering, as suggested schematically in Fig. 2(b). Thus, rocking curves are generated as the incident angle of the electron beam is varied and this is evaluated by the CAVATN multiple scattering code.

The electrostatic immersion lens present in a LEEM system offers significant advantages for recording large angle scattering present in a CBLEED pattern. In particular, the compressive nature of the lens facilitates the detection of very large surface scattering [11,17]. Electrons scattered from the surface at an angle $\theta$ will be incident on the anode plane at an angle $\alpha$. The two angles are related by the immersion lens ratio $R_I = E_P/E_L$, such that [17]:

$$\sin(\alpha) = R_I^{-1/2} \sin(\theta),$$  \hspace{1cm} (1)

where $E_L$ is the landing energy of electrons, which have been decelerated from an initial energy $E_P$ by the approximately uniform electric field between the anode aperture and surface (here we neglect the uniform divergence of the rays due to the aperture [18]). The geometry of the CBLEED pattern is therefore determined from the diffracted rays generated by CAVATN, combined with Eq. (1). Note that in principle, the compression effects of the immersion lens embodied in Eq. (1) can distort the shape of higher order CBLEED pattern discs. However, such effects were found to be negligible for the patterns generated in this study, and are therefore neglected.

The capability to focus the electron beam to a small spot using the immersion lens is a significant advantage of the CBLEED technique. It is therefore useful to compare the spatial resolutions of LEED with µLEED and CBLEED, both of which are performed in LEEM. In conventional LEED, the incident electrons are focussed into a beam which is typically 0.1–0.5 mm wide. The diffraction information obtained is therefore averaged over this region. The µLEED technique restricts the area on the surface that is illuminated by the incident beam. This can be achieved by introducing a small aperture in the incident beam and, in principle, it is possible to obtain diffraction information from a circular region with a diameter as small as 250 nm [5]. This can provide important advantages for obtaining spatially localised LEED data. It is known from research on scanning LEEM (SLEEM) [17,19] that spot sizes of several nm’s are readily attainable by focussing the beam. However, if it is desirable to maximise the diffraction content of CBLEED patterns, such that the diffracted discs just touch, then this may increase the spot size away from the optimum resolution condition.

Using standard methods for combining spherical and chromatic aberration with the diffraction disc of confusion [17,19,20], we estimate that for typical conditions (i.e. the maximum beam convergence at the specimen is $\approx 10^\circ$) spot sizes of smaller than 40 nm can still be obtained. This can be reduced further if the convergence angle is chosen to optimise the spatial resolution, rather than the diffraction content.

### 2.2. CBLEED simulation code

Dynamical CBLEED simulations were performed by uniformly partitioning the convergent cone into square areas as shown in Fig. 3. An
incident electron beam is located at the centre of these squares and defined directionally by $\theta$ and $\phi$. Each of the incident electron beams of the sampled convergent cone was then used as input to the dynamical LEED program CAVATN, so that the corresponding multiply-scattered intensities could be determined and mapped into reciprocal space via Eq. (1). As Fig. 3 indicates, each electron beam sampled within the convergent cone contributes to a single, unique point within each of the discs of the CBLEED pattern. For sufficiently small convergence angles, the CBLEED discs do not overlap with one another. The maximum convergence angle used in the simulations was $\theta_{\text{max}} = 10^\circ$.

The CAVATN dynamical LEED package, developed from the CAVEED [12] code, is well documented and several examples of its application are provided in references [13–15]. The code employs the muffin-tin potential approximation and involves a set of phase shifts for each atom type (which are treated as spherically symmetric scatterers in a crystal) that can be evaluated using phase shift calculation packages or tables [21]. In the simulations performed here, complex phase shifts were used to simulate temperature dependent scattering (via the vacuum and muffin-tin potential approximation and involves a set of phase shifts for each atom type (which are treated as spherically symmetric scatterers in a crystal) that can be evaluated using phase shift calculation packages or tables [21]. In the simulations performed here, complex phase shifts were used to simulate temperature dependent scattering (via the vacuum and muffin-tin potential approximation and involves a set of phase shifts for each atom type (which are treated as spherically symmetric scatterers in a crystal) that can be evaluated using phase shift calculation packages or tables [21]. In the simulations performed here, complex phase shifts were used to simulate temperature dependent scattering (via the vacuum and muffin-tin potential approximation and involves a set of phase shifts for each atom type (which are treated as spherically symmetric scatterers in a crystal) that can be evaluated using phase shift calculation packages or tables [21].

The simulations performed in Fig. 4 are shown as a function of the electron landing energy, $E_i$, for the three surface reconstructions. It can be seen that the positions of the CBLEED discs remain the same as $E_i$ is increased. This can be understood from the fact that the wave-vector dependence of the Bragg angle for a given reflection is compensated by the compression of the immersion lens (Eq. (1)). As $E_i$ increases, it can be observed that the outer pattern envelope radius increases, as the Ewald sphere radius increases and intersects rods at larger angles to the surface normal (see Fig. 2(b)). Additionally, the disc size increases with $E_i$, which is consistent with Eq. (1).

It is apparent from the simulations that one can immediately discriminate between all three reconstruction variants from the whole pattern (WP) symmetry. A 2 mm symmetry is observed for both the unconstructed Si(001)-1x1 and symmetric-dimer Si(001)-2x1, whereas the symmetry is broken in the buckled-dimer Si(001)-2x1 model, reducing it to m. Additionally, it can be seen that the dimerization for the Si(001)-2x1 models causes the real space surface unit cell to double in size. This then leads to the emergence of the half-order discs (see Fig. 2(b)), which appear in the direction of dimerization. The above results are consistent with previous kinematic simulations [11]. However, it can be seen that the simulations based on CAVATN yield far more intensity variations within each of the CBLEED discs. It is therefore necessary to include multiple scattering effects to accurately represent intensity variations within CBLEED patterns.

3.3. Sensitivity of CBLEED to small atomic displacements

In conventional LEED, it is customary to employ reliability factor (R-factor) methods to quantify the visual evaluation of I-V curve fits (see for example [1–3,7,16,28–30]). Here, we will adopt a related approach based on calculations of relative intensities (see, for example [28]) to assess the sensitivity of CBLEED patterns to small atomic displacements. As pointed out by Held et al. [7], off normal incidence I-V data can provide additional information for more reliable structure determination. Indeed, CBLEED patterns contain a rocking curve map for each reflection. To encompass this additional information present in CBLEED patterns, we define a displacement R-factor,

$$R_0(E_i) = \frac{\sum_{\ell \in G} |I_{\text{calc}}(E_i) - I_{\text{ref}}(E_i)|^2}{\sum_{\ell \in G} |I_{\text{ref}}(E_i)|^2},$$

which compares calculated relative intensity differences arising from a
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**Fig. 3. Schematic of the CBLEED mapping method, which treats the incident convergent cone as an ensemble of electron beams, each of which is uniquely defined by ($\theta$, $\phi$), (inset) CBLEED pattern showing the incident red and blue beams mapped onto CBLEED discs. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)**
reference structure \((I_{\text{ref}})\) and a model structure involving atom displacements \((I_{\text{mod}})\) for a given value of \(E_L\). The summations are taken over all beam orientations \(j\) within each of the CBLEED discs and all diffraction orders \(G\) present within the whole CBLEED pattern. This is equivalent to summing the numerator and denominator over every pixel of the CBLEED pattern.

By selecting the symmetric-dimer Si(001)-2 × 1 structure \([25]\) as the reference structure, \(R_D(E_L)\) was evaluated using Eq. (2) for model structures involving sub-angstrom dimer height (Fig. 5(a)) and dimer length (Fig. 5(b)) displacements. In all cases, optimal convergence angles were chosen such that the discs touched in the patterns, so that the size of the discs was identical for all \(E_L\). By visually inspecting each of the CBLEED patterns that constitute Fig. 5, a criterion where \(R_D > 0.15\) was chosen to reliably detect a given atomic displacement. While this is inevitably somewhat subjective, we believe this gives a robust discrimination between structures. In particular, the CBLEED pattern pairs in Fig. 5(a) and (b) compare the symmetric-dimer Si(001)-2 × 1 pattern with the \(R_D = 0.15\) criterion patterns for the respective dimer displacements. The arrowed discs highlight observable differences in intensity, confirming that there are visible differences between patterns for the \(R_D = 0.15\) criterion.

The \(R_D = 0.15\) criterion is shown as an isocontour in Fig. 5, where \(R_D < 0.15\) (low intensity) indicates model structures with indistinguishable CBLEED patterns, whereas the regions where \(R_D > 0.15\) (higher intensity) yield CBLEED patterns with sufficient, identifiable differences relative to the reference CBLEED pattern. It can be seen from Fig. 5(a) and (b) that \(R_D\) is asymmetric for both types of dimer displacements. This indicates the CBLEED patterns are sensitive to both the magnitude and direction of the displacements. In addition, \(R_D\) varies anisotropically with \(E_L\), providing regions of landing energy where the CBLEED patterns display enhanced (or suppressed) sensitivities. For negative dimer height displacements in Fig. 5(a), enhanced sensitivity is revealed between 45 eV < \(E_L\) < 75 eV and 90 eV < \(E_L\) < 100 eV. For positive height displacements, the sensitivity is enhanced around 70 eV and for 85 eV < \(E_L\) < 100 eV. This behaviour is less pronounced with dimer length displacements, as shown in Fig. 5(b), which reveals that the sensitivity depends more on the magnitude of the dimer displacements.

The \(R_D = 0.15\) criterion is shown as an isocontour in Fig. 5, where \(R_D < 0.15\) (low intensity) indicates model structures with indistinguishable CBLEED patterns, whereas the regions where \(R_D > 0.15\) (higher intensity) yield CBLEED patterns with sufficient, identifiable differences relative to the reference CBLEED pattern. It can be seen from Fig. 5(a) and (b) that \(R_D\) is asymmetric for both types of dimer displacements. This indicates the CBLEED patterns are sensitive to both the magnitude and direction of the displacements. In addition, \(R_D\) varies anisotropically with \(E_L\), providing regions of landing energy where the CBLEED patterns display enhanced (or suppressed) sensitivities. For negative dimer height displacements in Fig. 5(a), enhanced sensitivity is revealed between 45 eV < \(E_L\) < 75 eV and 90 eV < \(E_L\) < 100 eV. For positive height displacements, the sensitivity is enhanced around 70 eV and for 85 eV < \(E_L\) < 100 eV. This behaviour is less pronounced with dimer length displacements, as shown in Fig. 5(b), which reveals that the sensitivity depends more on the magnitude of the dimer displacements.

The \(R_D = 0.15\) criterion is shown as an isocontour in Fig. 5, where \(R_D < 0.15\) (low intensity) indicates model structures with indistinguishable CBLEED patterns, whereas the regions where \(R_D > 0.15\) (higher intensity) yield CBLEED patterns with sufficient, identifiable differences relative to the reference CBLEED pattern. It can be seen from Fig. 5(a) and (b) that \(R_D\) is asymmetric for both types of dimer displacements. This indicates the CBLEED patterns are sensitive to both the magnitude and direction of the displacements. In addition, \(R_D\) varies anisotropically with \(E_L\), providing regions of landing energy where the CBLEED patterns display enhanced (or suppressed) sensitivities. For negative dimer height displacements in Fig. 5(a), enhanced sensitivity is revealed between 45 eV < \(E_L\) < 75 eV and 90 eV < \(E_L\) < 100 eV. For positive height displacements, the sensitivity is enhanced around 70 eV and for 85 eV < \(E_L\) < 100 eV. This behaviour is less pronounced with dimer length displacements, as shown in Fig. 5(b), which reveals that the sensitivity depends more on the magnitude of the dimer displacements.
displacement, rather than $E_g$. The general trend for the increase in sensitivity with $E_g$ can be understood by the increasing number of diffraction orders that appear in the CBLEED pattern as a function of $E_g$ (Fig. 4). Thus, provided that optimal energy ranges are explored, the $R_D = 0.15$ criteria in Fig. 5 demonstrates that CBLEED can offer sensitivities of approximately $\pm 0.06 \, \text{Å}$ and $\pm 0.20 \, \text{Å}$ with regard to dimer height and length displacements, respectively.

In addition to utilizing the CBLEED dependence on $E_g$ to optimise conditions for structure refinement, the possibility also exists to exploit structurally sensitive diffraction disc intensities within the pattern, collected over the entire landing energy range. To investigate this, we define a disc reliability-factor $R_{D,|hk|}$ for a reflection $G = |hk|$, 

$$R_{D,|hk|} = \frac{\sum_{j \in G} I_{\text{mod}} - I_{\text{ref}}}{\sum_{j \in G} I_{\text{ref}}^2}.$$  

(3)

Here, the summation is taken over all orientations within the $G = |hk|$ disc for all landing energies. This can be related to the whole pattern (WP) R-factor $R_{WP}$, which sums over all reflections,

$$R_{WP} = \sum_{G} R_{D,|hk|} = \frac{\sum_{j \in G} I_{\text{mod}} - I_{\text{ref}}}{\sum_{j \in G} I_{\text{ref}}^2}.$$  

(4)

Note that for standard LEED with normal incidence, the equivalent of $R_{WP}$ is obtained by restricting the sum in Eq. (4) to diffracted beams only, i.e. summing the numerator and denominator over the central pixel of each disc present in the CBLEED pattern.

Again, using the symmetric-dimer Si(001)-2 $\times$ 1 structure [25] as the reference structure, $R_{D,|hk|}$ was evaluated using Eq. (3) for model structures involving positive dimer height (Fig. 6(a)) and negative dimer length (Fig. 6(b)) displacements. Also included are WP CBLEED R-factors calculated from Eq. (4) and corresponding conventional LEED R-factors, where only normal incidence is incorporated. To check that these relative intensity based R-factors are consistent with R-factors designed to emphasize peak positions in I-V data, we also evaluated the Pendry [29] style R-factor. This produced similar values to the conventional LEED R-factor evaluated from Eq. (4), confirming the consistency of these different approaches. For both dimer height and length displacements, the WP R-factors indicate that CBLEED is more sensitive to small displacements than conventional LEED.

It can also be seen that some of the $R_{D,|hk|}$-factors associated with the first-order diffraction discs yield a greater sensitivity to dimer displacements when compared with the WP R$_{WP}$-factors calculated from Eq. (4). For positive dimer height displacements in Fig. 6(a), enhanced sensitivity is revealed for the [00, 10] diffraction orders, whereas the [01, 11] diffraction orders yield less sensitivity, relative to the CBLEED pattern as a whole. For negative dimer length displacements in Fig. 6(b), enhanced sensitivity is revealed for the [10, 11] diffraction orders, whereas the [01] and [00] diffraction orders are relatively insensitive. This is intuitively consistent with the lateral dimer displacements being parallel and perpendicular to [10] and [01], respectively. Thus, by focussing on the [10] diffraction disc, the $R_{D,|hk|} > 0.15$ criterion yields sensitivities of $\pm 0.06 \, \text{Å}$ and $\pm 0.20 \, \text{Å}$ with regard to dimer height and length displacements, respectively.

The approaches of identifying optimal energy ranges, or diffraction orders, to enhance sensitivity to atom displacements, as discussed above, are just two of many possible strategies available. However, it is likely that the optimal strategy will depend on the detailed surface geometry and nature of the fitting parameters sought. The general simulation methods presented here should therefore assist in developing the most favourable approach for a given situation. In this paper we have studied the sensitivity of CBLEED patterns to small atomic displacements. However, the technique can also naturally be used for structure determination using the conventional methods of LEED. In this regard, the use of R-factors based on identifying peak positions in I-V data may provide significant advantages over methods based on relative intensities. In particular, the R-factor proposed by Pendry [29] can readily be adapted to CBLEED in an analogous manner to Eq. (4). Minimisation of this R-factor for a given structural model can then be used as the basis for structure determination.

In comparison with conventional, normal incident LEED, it is also important to consider the number of spectra used in a given structure determination. Clearly, a low mean R-factor averaged over many spectra should represent a more reliable structural model than an equally low R-factor averaged over a few spectra [28–30]. In the case of CBLEED, we automatically have the equivalent of many spectra because of the orientation range spanned by the discs. Thus, for example, we might write the mean R-factor for a diffracted order as $R_{D,|hk|} = B' \cdot R_{D,|hk|}$, where $B'$ depends on the number of orientations sampled in the disc. While no generally acceptable function exists for $B'$, even in the case of conventional LEED [30], Zanazzi and Jona [28] have proposed $B' = (a/j) + p$, where $j$ is the number of spectra with numerical constants $a = 3/2$ and $p = 2/3$. For CBLEED, $j$ will inevitably be large so that the first term will be negligible, providing more reliable structure determination.

4. Conclusions

Multiple scattering CBLEED pattern simulation methods have been developed based on a standard LEED code. This has been used to simulate patterns arising from various reconstructions of Si(001). Multiple scattering is seen to strongly influence the intensity distribution within discs and WP symmetry can be utilised to discriminate different structures. Additionally, a displacement R-factor approach is used to identify optimal energy ranges for structure refinement. Furthermore, R-factors for specific diffraction discs were used to identify structurally sensitive diffraction disc intensities. While it is likely that optimal methods for structure determination will be problem dependent, it is hoped that the general simulation methods and R-factor
approaches presented here for the Si dimer problem will assist in identifying and developing the most favourable strategies.

CBLEED would seem to be a highly complementary to surface imaging techniques, such as LEEM and SLEEM. It is compatible with existing LEEM instrumentation and offers the potential to provide localised structural information. It may also be possible to probe surface electronic states by obtaining patterns at landing energies below 20 eV. In this case, more advanced methods will be required to model very low energy electron scattering [31,32].
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