Theoretical description of pump/probe experiments in electron-mediated charge-density-wave insulators
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Abstract

In this review, we develop the formalism employed to describe charge-density-wave insulators in pump/probe experiments that use ultrashort driving pulses of light. The theory emphasizes exact results in the simplest model for a charge-density-wave insulator (given by a noninteracting system with two bands and a gap) and employs nonequilibrium dynamical mean-field theory to solve the Falicov–Kimball model in its ordered phase. We show how to develop the formalism and how the solutions behave. Care is taken to describe the details behind these calculations and to show how to verify their accuracy via sum-rule constraints.
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1. Introduction

Time-resolved pump/probe experiments have seen a revival in recent years as timescales have been pushed well into the femtosecond (and sometimes attosecond) range, and as many different types of experiments can now be performed in an ultrafast pump/probe format. Much of the experimental work, ranging from ultrafast optical to angle-resolved photoemission spectroscopy (ARPES) studies, has focused on examining the behavior of charge-density-wave materials [1–10]. In this paper, we review work on the theoretical description of pump/probe time-resolved photoemission spectroscopy (PES) on charge-density-wave (CDW) materials for pure electronic CDWs that are driven by a nesting instability. The dynamics of these CDW systems can be solved exactly, allowing us to gain a novel perspective on how CDW systems are driven and how they relax.

Pump/probe photoemission experiments really came to life when it was recognized that one could quadruple the period of a 1.5 eV light pulse to create 6 eV pulses that are also ultrashort (typical widths are a few tens of femtoseconds). The higher-energy pulses are sufficient to photoemit electrons from part of the Brillouin zone (BZ) in materials with small workfunctions. The experimental apparatus for this was then applied to a wealth of different materials, with much of the focus on CDW systems like TaS₂, TiSe₂ and TbTe₃. These materials have complex ground states, and often have a number of different competing phases that can be accessed by changing the temperature or pressure.
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TaS$_2$ was the first material studied [1, 2]. In the 1T phase, this material goes through a range of different phase transitions, starting with an incommensurate CDW at high temperature, before passing to a nearly commensurate CDW, and then a commensurate one, which has a three-sublattice ordering in the form of planar star-of-Davids. This lowest temperature commensurate CDW is predicted to be a metal in density functional theory calculations, but is seen to be an insulator in transport measurements (and other probes). It has long been believed that the insulator arises from a Mott transition in the band at the Fermi energy [11], but recent work has called this interpretation into question [12, 13], as it is becoming clear that the stacking of the orbital ordering along the c-axis also plays an important role, and could even be the origin of the insulating behavior. Time-resolved ARPES studies showed that the system’s gap collapsed when it was driven, while there was also an interesting subgap resonance as the system relaxed back to equilibrium. An ultrafast core-level x-ray PES study measured the charge modulation order parameter of the material [3] and found that it decreases, and then relaxes back, but never goes all the way to zero, even though the gap has collapsed. More recently, it has been found that the system can relax to a metastable metallic nonequilibrium state [4, 5] that appears to be similar in many respects to the nearly commensurate CDW, but with some clear differences. Electron diffraction studies found yet another nonequilibrium metastable phase [6].

Other materials have also been studied. TbTe$_3$ is another interesting material that has been examined with time-resolved ARPES [7, 8]. Here one can watch the closing and re-opening of the gap directly in momentum space. In addition to seeing this behavior, two new results have emerged—first, the photoemission rings at a frequency given by the ordering phonon in the system, and second, the spectral gap can be reduced, but not all the way to zero, even if there is a high fluence and there are significant subgap states that have closed the gap. The persistence of this spectral gap feature is something that emerges naturally in nesting-based electronic CDWs, as we describe below.

Finally, TiSe$_2$ has been thoroughly studied [9, 10]. This material is believed to be an excitonic insulator, which should respond quickly to a pump because the ordering is electronic in nature and does not require phonons. Indeed, the response time is seen to be quite fast in this system (under 50 femtoseconds), and a theory was developed recently to describe the experiments [14]. We will not be discussing excitonic CDWs further in this review.

It is clear that much more work is required to fully understand the behavior of these materials. One place to look for guidance might be similar theories for other ordered phases, like spin density waves [15] or BCS superconductors [16]. However, it turns out that despite some of the apparent similarities with the BCS formalism [17], these electronic CDWs behave quite differently from these other types of ordered phases, especially when driven, as we detail below.

Many-body theory has also seen significant development in recent years. Dynamical mean-field theory [18–20] (DMFT) has emerged as one of the most useful methods for describing electron correlations in 3d materials. Its extension to nonequilibrium [21, 22] enables a wide range of many-body problems to be solved. The theory can work in the normal state and in commensurate ordered phases, and there has been a range of recent work on the nonequilibrium properties of CDWs. This started with the exact solution of a simplified bandstructure model, where a range of different phenomena were studied: (i) pump/probe PES [23]; (ii) the high-harmonic generation of light [24]; (iii) the response to a large dc current and Bloch oscillations [25]; and (iv) the question of how quantum systems are excited as functions of the pump amplitude and frequency [26]. Since then, this approach has been expanded to examine the behavior of nesting-driven electronic CDWs as described by the Falicov–Kimball model [27], which is also being solved exactly [28–31]. Here, the Bloch oscillations in response to a large dc field and the time-resolved PES were both studied. The CDW phase of the Falicov–Kimball model is quite interesting, because it displays an additional tricritical quantum-critical point, which is unique in that the order parameter is not suppressed to zero at the critical point—instead, the system transforms from an insulator to a metal [32–34]. We describe this unique phenomena in detail here.

This is not intended to be an exhaustive review of the subject. Instead, our intention is to carefully derive the formalism required to solve these problems, explain how one controls the numerics to implement the solutions and then discuss the properties of those solutions. Finally, we also discuss how one can relate the results of the theory to experiments, and determine the origin of some of the features seen in these experiments.

2. Formalism

Most CDW order is complex in real materials and does not simply follow the Peierls paradigm of an AB ordered phase [35]. Nevertheless, the simplest case of an AB ordered phase provides a rich playground in which to examine the generic properties of many CDW systems [36]. This also is the easiest problem to solve, and hence we focus all of our effort in this work on understanding the properties of such an ordered system, since exact solutions are often beneficial in understanding a wide range of complex behavior.

We envision the lattice $\Lambda$ having $|\Lambda|$ sites and being bipartite, which means that it consists of two disjoint sublattices, the $A$ sublattice and the $B$ sublattice, which are connected by the hopping matrix $-t_{ij}$. The hopping only connects between sites in different sublattices and for standard systems like a simple cubic lattice, or a square lattice, the ordering wavevector is $Q = (\pi/a, \pi/a, ..., \pi/a)$, in which $a$ is the lattice spacing; we work in units where $a = 1$ here. This allows us to express the formalism in two representative ways—in real space or in momentum space. Due to the ordering, the translational symmetry is reduced in real space, requiring a lattice with a basis, while in momentum space, we have a coupling between the momentum $k$ and $k + Q$ for all momenta in the reduced Brillouin zone ($rBZ$), which is half
the size of the original BZ. The ordering wavevector satisfies
\[ e^{Q \cdot R_i} = \begin{cases} 1, & R_i \in A; \\ -1, & R_i \in B, \end{cases} \]
where \( R_i \) is the position vector of the \( i \)th lattice site. Note that the bandstructure for a periodic lattice, where \(-t_f\) depends solely on \([R_i - R_j]_a\), can be expressed as
\[ \epsilon(k) = -\sum_{j \in A} t_f e^{i(k \cdot (R_j - R_i))}. \]

The Hamiltonian will be written in terms of spinless fermionic creation \( c_i^\dagger \) and annihilation \( c_i \) operators for conduction electrons at site \( i \) on the lattice. These operators satisfy the conventional anticommutation relations \( \{c_i^\dagger, c_j\} = \delta_{ij} \) and can be transformed to momentum space via
\[ c_k = \frac{1}{|A|} \sum_{i \in A} e^{i k \cdot R_i} c_i, \]
and
\[ c_k^\dagger = \frac{1}{|A|} \sum_{j \in A} e^{-i k \cdot R_j} c_j. \]

In the ordered phase, the rBZ is defined via \( \epsilon(k) \leq 0 \) when there is only nearest-neighbor hopping and \( k \) is restricted to the rBZ. Every momentum \( k \) is then coupled to the momentum \( \mathbf{k} + \mathbf{Q} \) which lies in the original BZ, but outside the rBZ.

In momentum space, the two fermionic operators are denoted \( c_{kA} = c_k \) and \( c_{kB} = c_k + \mathbf{Q} \); whereas, for the sublattice basis, we restrict the momentum summations to the respective sublattices, as follows:
\[ c_{kA} = \sqrt{\frac{2}{|A|}} \sum_{i \in A} e^{i k \cdot R_i} c_i \quad \text{and} \quad c_{kB} = \sqrt{\frac{2}{|B|}} \sum_{j \in B} e^{i k \cdot R_j} c_j, \]
where the \( \sqrt{2} \) is required so that these fermionic operators satisfy the conventional anticommutation relations. With this notation, we then find that
\[ c_{kA} = \frac{c_{kA} + c_{kB}}{\sqrt{2}} \quad \text{and} \quad c_{kB} = \frac{c_{kA} - c_{kB}}{\sqrt{2}}. \]

As we work on the development of the many-body formalism for pump/probe experiments on CDW systems, we will find it convenient to use both of these different bases to represent the fermionic creation and annihilation operators. Converting between the two is simple, with the unitary transformation that relates them satisfying
\[ \begin{pmatrix} c_{kA} \\ c_{kB} \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \end{pmatrix} \begin{pmatrix} c_{kA}^\dagger \\ c_{kB}^\dagger \end{pmatrix}. \]

We will be working with an all electronic model of the CDW, which can be described by the Falicov–Kimball model (or a specific noninteracting limit of the model described below) [27], which has conduction electrons, denoted by \( c \), and localized electrons, denoted by \( f \), which mutually interact. The Hamiltonian in an external electric field is
\[ H^{FK}(t) = -\sum_{i \in A} t_f(t) c_i^\dagger c_i - \mu \sum_{i \in A} c_i^\dagger c_i - E_f \sum_{i \in A} \psi_i + U \sum_{i \in A} c_i^\dagger c_i \psi_i, \]
where \( \psi_i = f_i^\dagger f_i = 0, 1 \) is the localized electron number operator (which can be treated as a classical Ising-like variable), \( \mu \) is the conduction electron chemical potential, \( E_f \) is the \( f \)-electron site energy and \( U \) is the on-site Coulomb repulsion.

In the limit \( T \to 0 \), and in the case of half-filling, where the density of the conduction and localized electrons is 0.5 each, we find that the equilibrium solution has \( \psi_i = 1 \) for \( i \in A \) and \( w_j = 0 \) for \( i \in B \). The simplest model for a CDW fixes \( w_i \) at those exact values for all \( T \). For the simplified model, the system always has CDW order, and it can be solved by diagonalizing a bandstructure on a lattice with a basis (although the dynamics are still complex in nonequilibrium). In the Falicov–Kimball model, the asymmetry between the two sublattices decreases as the temperature increases until we reach \( T_c \), where the density of both particles becomes uniformly distributed, on average, throughout the entire lattice. In equation (7), the hopping matrix is time-dependent to model an electric field via the Peierls substitution [37]
\[ -t_f(t) = -t_f e^{i A(t) \cdot (R_i - R_j)}, \]
with the spatially uniform, but time-dependent, electric field given by the negative of the time derivative of the spatially uniform vector potential; \( E(t) = -dA(t)/dt \). In equation (8), the hopping matrix \(-t_f\) is a constant spatially periodic matrix (which we only take to be nonzero between nearest neighbors, where it is equal to \( t^2/2(2^d) \), with \( d \) being the spatial dimension of the system; we will work in units with \( t^2 = 1 \) and take the \( d \) \( \to \infty \) limit). In other words, we will be working on the infinite-dimensional hypercubic lattice.

We re-express the kinetic-energy operator in terms of the bandstructure in equation (2) and the conduction-electron operators in the two different representations (when in the ordered phase):
\[ -\sum_{i \in A} t_f(t) c_i^\dagger c_i = \sum_{k \in \text{rBZ}} \left( \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & \epsilon(k - A(t)) \\ \epsilon(k - A(t)) & 0 \end{pmatrix} \begin{pmatrix} c_{kA}^\dagger \\ c_{kB}^\dagger \end{pmatrix} \right) \times \left( \frac{1}{\sqrt{2}} \begin{pmatrix} \epsilon(k - A(t)) & 0 \\ 0 & \epsilon(k - A(t)) \end{pmatrix} \begin{pmatrix} c_{kA} \\ c_{kB} \end{pmatrix} \right) \]
\[ \approx \sum_{k \in \text{rBZ}} \begin{pmatrix} c_{kA}^\dagger \\ c_{kB}^\dagger \end{pmatrix} \begin{pmatrix} \epsilon(k - A(t)) & 0 \\ 0 & -\epsilon(k - A(t)) \end{pmatrix} \begin{pmatrix} c_{kA} \\ c_{kB} \end{pmatrix}. \]
Here, the bandstructure shifted by the vector potential is directed along the diagonal of the hypercubic lattice and thereby satisfies
\[ \epsilon(k - A(t)) = \epsilon(k) \cos A(t) + \tilde{\epsilon}(k) \sin A(t), \]
with
\[ \epsilon(k) = \lim_{d \to -\infty} \left( -\frac{t^*}{d} \sum_{i=1}^{d} \cos k_i \right) \] and
\[ \tilde{\epsilon}(k) = \lim_{d \to -\infty} \left( -\frac{t^*}{d} \sum_{i=1}^{d} \sin k_i \right) \]
and the field (and vector potential) oriented along the diagonal so that \(\mathbf{A}(t) = (A(t), A(t), \ldots, A(t))\). One can think of the second bandstructure \(\mathbb{T}\) as the projection of the velocity onto the direction of the electric field. Note how the 2 \(\times\) 2 matrix that represents the kinetic energy is off-diagonal in the sublattice representation and diagonal in the original momentum representation \((\mathbf{k} + \mathbf{Q})\).

The many-body problem is solved with contour-ordered Green functions, which are defined on the Kadanoff–Baym–Keldysh contour depicted in figure 1 [38, 39]. The contour graphically illustrates the time evolution of the operators in the Heisenberg representation, which evolve from the initial time \((-\infty)\) to time \(t\), and then from time \(t\) to \(t'\), and finally from time \(t'\) back to the initial time, followed by an evolution along a segment of length \(\beta = 1/T\) parallel to the negative imaginary axis. The momentum-dependent contour-ordered Green function then yields
\[
G_{\mathbf{k}s}(t, t') = -i \text{Tr} T_c e^{-\beta H(-\infty)} \times U(-\infty, t)c_{\mathbf{k}s}(t)c_{\mathbf{k}s}^\dagger(t') \quad (15)
\]
for \(t\) ahead of \(t'\) on the contour \((t > t')\). We employ the identities \(U(t', t) = U(t', t)\) and \(U(t, t')U(t', t') = U(t, t')\). One can now directly see why the contour runs from the initial time to \(t\), and then back to the initial time, and then along the imaginary axis (if we think of the thermal factor as an evolution along the imaginary-time axis).

There are two Green functions that we can extract from the contour-ordered Green functions—the retarded Green function (which holds information about the quantum states) and the lesser Green function (which tells us how those states are occupied). They are defined via
\[
G_{\mathbf{k}s}^R(t, t') = -i \text{Tr} (t - t') \text{Tr} e^{-\beta H(-\infty)} \times \{c_{\mathbf{k}s}(t), c_{\mathbf{k}s}^\dagger(t')\} \quad (16)
\]
and
\[
G_{\mathbf{k}s}^L(t, t') = -i \text{Tr} e^{-\beta H(-\infty)} c_{\mathbf{k}s}^\dagger(t')c_{\mathbf{k}s}(t). \quad (17)
\]

The self-energy is defined via the equation of motion. To begin, we must first determine the noninteracting Green function. This is found by setting \(U = 0\) in the Hamiltonian. Because the subsequent Hamiltonian commutes with itself at different times, the Green function can be found by simply determining the equation of motion for the fermionic creation and annihilation operators. This yields (with the integrals between \(t'\) and \(t\) on the contour)
\[
G_{\mathbf{k}s}^{\mathbf{nonint}}(t, t') = i \int_{t'}^{t} \frac{d\tau}{\mathbb{Z}} \mathbb{C}(\mathbf{k} - \mathbf{A}(\tau) - \mu) \quad (18)
\]
Green function (for \(\mathbf{k} + \mathbf{Q}\) in the rBZ) is defined by
\[
G_{\mathbf{k}s}(t, t') = -i \text{Tr} T_c e^{-\beta H(-\infty)} c_{\mathbf{k}s}(t)c_{\mathbf{k}s}^\dagger(t'), \quad (13)
\]
with \(r\) and \(s\) being the 1, 2 or \(A, B\) subscripts, depending upon the representation, and \(\mathbb{Z} = \text{Tr} \exp[-\beta H(t = -\infty)]\) being the partition function. The symbol \(T_c\) is the time-ordering operator, which orders times along the contour. The fermionic creation and annihilation operators are in the Heisenberg representation, where \(\mathbb{C}(t) = U(t, -\infty)\mathbb{C}(t, -\infty)\), and the evolution operator satisfies
\[
U(t, -\infty) = T_c e^{-\int_{-\infty}^{t} d\tau H(\tau)}. \quad (14)
\]
where the time ordering is with respect to ordinary time. Substituting the evolution operators into the definition of the
The Dyson equation then yields the interacting Green function
\[ G_k(t, t') = \left[ (G_k^{\text{momentum}})^{-1} - \Sigma \right]^{-1}(t, t'), \]
(20)
which is the $t, t'$ matrix element of the inverse of the operator inside the square brackets. The inverse is with respect to both the time indices and the $2 \times 2$ structure imposed by the ordered phase. Note that the Green functions and the self-energy are continuous matrix operators. Hence, they cannot easily be evaluated numerically. To do so requires one to discretize the contour and approximate the operators by finite matrices, which can then be inverted using standard linear algebra methods. The discretization is then extrapolated to zero to produce the approximation to the continuous matrix operator. Details for how to do this can be found in [40]. Note that the step size that must be employed for an accurate solution decreases as the interaction increases. Surprisingly, it also decreases as the electric field strength decreases, making it difficult to reach the linear-response limit. It is not completely understood why the latter holds, but the linear-response limit is a delicate limit of a nonequilibrium system, and it is not always easy to capture it accurately.

We are often interested in local quantities, such as the local Green function, which is found by summing the momentum-dependent Green function over all momenta in the BZ. In many cases, it is more convenient to perform the summation over the entire BZ, since each term appears twice in the summation and one does not need to trace over the final $2 \times 2$ structure. The difference lies in whether one sums terms that are larger than zero over $\epsilon$. If are restricted to the rBZ, then we must weight the $\epsilon = 0$ terms by 0.5, otherwise, those boundary terms will be double counted. Of course, because the self-energy is independent of momentum, the sum over momenta can be replaced by a two-dimensional integral over the joint density of states (DOS) for $\epsilon$ and $\tilde{\epsilon}$. In the $d \rightarrow \infty$ limit, we find that the joint DOS is a double Gaussian given by [41]
\[ \rho(\epsilon, \tilde{\epsilon}) = \frac{1}{\pi} e^{-\epsilon^2 - \tilde{\epsilon}^2}. \]
(21)
If we are restricted to the rBZ, then we need to reweight the joint DOS, and in some cases perform a trace over the final $2 \times 2$ matrix. However, by convention, we often weight the Green functions so that the many-body DOS on the $A$ and $B$ sublattices each have spectral weight of 1. In this case, one averages over both to get the average Green function.

The simplified CDW case is determined more easily than the full interacting case. The self-energy simplifies to $\Sigma_A = U$ and $\Sigma_B = 0$. Then, the evolution operator becomes block-diagonal for each momentum (or, equivalently for each $\epsilon, \tilde{\epsilon}$ pair), which is described by a simple $2 \times 2$ Landau-Zener-like system. The full evolution operator is found by using the Trotter formula for a given discretization $\Delta t$ and can be analytically found to satisfy
\[ U(k, t + \Delta t, t) = \cos \left[ \Delta t \sqrt{\epsilon^2 \left( k - A \left( t + \frac{\Delta t}{2} \right) \right) + \frac{U^2}{4}} \right] \]
(22)
and then this is repeated for each momentum point.

It turns out that the Green function for the simplified CDW model is determined entirely in terms of this evolution operator. Namely, we find that the retarded Green function in the $1, 2$ momentum representation is only determined by the evolution operators between times $t$ and $t'$ (because the quantum states depend solely on the instantaneous value of the Hamiltonian) via
\[ G_k^R(t, t') = -i \theta(t - t') U(k, t, t'). \]
(24)
If we sum over the momenta and convert to the $A, B$ representation, we find that
\[ G_{AA, BB}^R(t, t') = -i \theta(t - t') \sum_k [U_{11}(k, t, t') + U_{22}(k, t, t') \pm U_{12}(k, t, t') \pm U_{21}(k, t, t')], \]
(25)
with the ‘+’ sign for the $A$ sublattice and the ‘−’ sign for the $B$ sublattice. These Green functions are normalized so that $G_{BB}^R(t, t) = G_{AA}^R(t, t) = 1$. Note that the sum over the momenta is replaced by a double integral over the two band energies weighted by the joint DOS. The lesser Green functions are more complicated, because they depend on all times, not just the times between $t$ and $t'$. This is reasonable, because how the states are occupied depends on the history of how the occupancy has evolved over time. The final expression depends on the initial occupancies of the electrons. These are given by the following:
\[ \langle c_k^\dagger(\infty)c_k(\infty) \rangle = \beta_k^2, \]
(26)
\[ \langle c_k(\infty)c_{k+q}(\infty) \rangle = -\alpha_k\beta_k, \]
\[ \langle c_{k+q}(\infty)c_k(\infty) \rangle = -\alpha_k\beta_k, \]
\[ \langle c_k^\dagger(\infty)c_{k+q}(\infty) \rangle = \alpha_k^2 \]
(27)
\[ \alpha_k = \frac{U}{2 \sqrt{2 \epsilon(k) + \frac{U^2}{4} - \epsilon(k) \sqrt{2 \epsilon(k) + \frac{U^2}{4}}}}. \]
(28)
Here, we use the notation $\langle O \rangle = \text{Tr} \exp(-\beta H(-\infty)) O / \mathbb{Z}$. The final result for the lesser Green function in the 1, 2 representation is cumbersome and is given by

$$
G_{k1}(t, t') = i \langle [U_1(k, t') U_1(k, t)] \rangle \beta_k^2
- U_1(k, t') U_2(k, t) \alpha_k \beta_k
- U_2(k, t') U_1(k, t) \alpha_k \beta_k
+ U_2(k, t') U_2(k, t) \alpha_k^2],
$$

(30)

and

$$
G_{k2}(t, t') = i \langle [U_2(k, t') U_1(k, t)] \rangle \beta_k^2
- U_2(k, t') U_2(k, t) \alpha_k \beta_k
- U_2(k, t') U_1(k, t) \alpha_k \beta_k
+ U_2(k, t') U_2(k, t) \alpha_k^2].
$$

(31)

The shortened symbol $U_n(k, t) = U_n(k, t, -\infty)$ is employed in these equations. While the transformation to the $A, B$ representation is straightforward, the resulting equations are so long that we will not write them down here.

However, it is important to calculate the order parameter of the conduction electrons for both the Falicov–Kimball model and the simplified model. This is given by

$$
\Delta n_{\ell}(t) = \frac{n_T(t) - n_A(t)}{2[n_T(t) + n_A(t)]}
- \sum_{k \in dBZ} [G_1^R(k, t, t) + G_2^R(k, t, t)]
$$

(34)

which is bounded between 0 and 0.5 in equilibrium (but can become negative in nonequilibrium). Similarly, the order parameter of the localized electrons is

$$
\Delta n_f = \frac{\langle w_{\ell A} \rangle - \langle w_{\ell A} \rangle}{2(\langle w_{\ell A} \rangle + \langle w_{\ell A} \rangle)}.
$$

(35)

which is fixed at 0.5 for the simplified model and reaches 0.5 at $T = 0$ for the Falicov–Kimball model. It is always non-negative, because it is fixed at its equilibrium value (because the localized electrons do not couple to the electric field), and hence also has no time-dependence.

While we have provided a complete solution for the simplified model, we have not yet described how one solves the DMFT for the CDW state in nonequilibrium. It is solved via an iterative algorithm, but we must work with matrices that have time discretized on the contour. The algorithm starts with a guess for the self-energies on the two sublattices (in the $A, B$ representation, the self-energy is diagonal in the $rs$ space). The iterative approach is then as follows. (1) For the given self-energies, compute the local Green function $G_{\text{local}}(t, t') = \sum_{k \in dBZ} G_{k}(t, t')$ by summing the Dyson equation in equation (20) over all the momenta (practically speaking, we use an integration over the joint DOS to do this and we do so in the $A, B$ representation). (2) Extract the effective medium $G_{0}^{\text{eff}}$ from the local Dyson equation (which has an additional $2 \times 2$ matrix structure in the $A, B$ representation):

$$
(G_{0}^{\text{eff}})^{-1}(t, t') = (G_{\text{local}})^{-1}(t, t') + \Sigma(t, t').
$$

(36)

(3) Construct the (diagonal) impurity Green function from the diagonal components of the effective medium via

$$
G_{\text{imp}}^{\text{c}}(r, r', t, t') = (1 - n_r') G_{\text{imp}}^{\text{c}}(t, t')
$$

(37)

with $r = A$ or $B$ and $n_r = \langle w \rangle$ with $i \in r = A$ or $B$. (4) Extract the self-energy for the impurity by solving

$$
\Sigma_r(t, t') = (G_{\text{imp}}^{\text{c}})^{-1}(t, t') - (G_{\text{imp}}^{\text{c}})_{rr'}^{-1}(t, t').
$$

(38)

(5) Finally, set the new self-energy for the lattice to be equal to that of the impurity and then iterate steps (1)–(4) until it is converged.

One of the important checks is the short time behavior of the Green function. It turns out that by carefully examining the definition of the Green function, one can find the coefficients of the Taylor series expansion in relative time. In particular, for the retarded Green function, when $t = t'$ (or $t_{\text{rel}} = t - t' = 0$), we immediately know that $G^R(t', t) = -i$, because the anticommutator of two fermionic operators is equal to one; this holds in both momentum space and real space. Higher derivatives can be evaluated by taking commutators with the Hamiltonian. Remarkably, the first few derivatives do not depend on the $A, B$ representation, and the coefficients of the Taylor series expansion in relative time (equivalently relative time derivatives) of the Green function can be found exactly, they become an important tool in testing the accuracy of calculations [42]. For the simplified CDW model, one can evaluate a Taylor series expansion of the time evolution operator and immediately find that the expressions given above satisfy the appropriate sum rules [25]. For the Falicov–Kimball model, we calculate the moment sum rules by numerically evaluating the first few derivatives of the retarded Green functions. They serve as important numerical consistency checks for the approach, and are critical to ensuring the accuracy of the final results.

The derivation of these sum rules is straightforward, but tedious. While one can do this for both the momentum-dependent Green functions and the local Green functions, we only report them for the local Green functions here. The standard way to report them is in terms of the many-body...
DOS for each sublattice, which is defined to be
\[ A_{\alpha}(t_{\text{ave}}, \omega) = -\text{Im}G^{R}_{\alpha}(t_{\text{ave}}, \omega), \quad \text{with} \quad G^{R}_{\alpha}(t_{\text{ave}}, \omega) = \int dt_{\text{rel}} G^{R}_{\alpha}(t_{\text{ave}}, t_{\text{rel}}) \exp(-i\omega t_{\text{rel}}). \]
Here, the average time is \( t_{\text{ave}} = (t + t')/2 \) and the relative time is \( t_{\text{rel}} = t - t' \). The moments then satisfy
\[ \mu_{\alpha,0}^{R} = 1, \]
\[ \mu_{\alpha,1}^{R} = -\mu + U \langle w_{\alpha} \rangle \]
and
\[ \mu_{\alpha,2}^{R} = 1/2 + \mu^{2} - 2\mu U \langle w_{\alpha} \rangle + U^{2} \langle w_{\alpha} \rangle. \]

The expectation value \( \langle w_{\alpha} \rangle \) measures the average density of the heavy particles on each sublattice; this expectation value does not change with time.

When calculating momentum-dependent quantities, like the ARPES, one must be careful to work with gauge-invariant quantities to ensure that the object being measured is a true observable. In this work, we focus on the angle-summed PES, or total PES, which, being a local quantity, is manifestly gauge-invariant. Hence, we do not discuss gauge-invariance issues further here.

In addition, we work with a constant matrix element approximation. For a single band model in the normal state, a constant matrix element simply factors out of the PES expressions. But when the system has multiple bands, so that the Green function is represented by a matrix (here a 2 × 2 matrix structure for the A, B sublattices), then the matrix elements cannot be constant in all different bases—they are constant in one basis, then they are related by a unitary transformation in another basis [43]. While it is tempting to ignore this fact, and approximate the PES signal by the trace of the matrix Green function (since it is an invariant) multiplied by a constant, this only holds in the basis where the Green function matrix is diagonal; the photoemission spectra may not satisfy positivity in this case. Otherwise, the PES (and especially the ARPES) can involve more complex contributions. Here we make the simplifying assumption that the PES is given by a constant matrix element multiplied by the sum of the local diagonal contributions in the A, B representation. The averaging over the two sublattices is required because the probe pulse will uniformly irradiate both sublattices. The result for the photoemission from each sublattice is then a two-time, probe-pulse-envelope-weighted, Fourier transform, given by [44]
\[ P(\omega, t_{0}) = -i \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dt' \langle s(t) s(t') \rangle e^{-i\omega(t-t')} \times \sum_{\alpha=A,B} G^{R}_{\alpha}(t, t'). \]

The symbol \( s(t) \) is the probe pulse envelope function, which we take to be a Gaussian centered about the time \( t_{0} \):
\[ s(t) = \frac{1}{\sigma_{b}\sqrt{\pi}} e^{-(t-t_{0})^2/\sigma_{b}^2}, \]
with \( \sigma_{b} \) being the effective width of the probe pulse (broader pulses mean more energy resolution and less time resolution, and vice versa).

For completeness, we discuss two other observables. One is the current, which determines the time rate of change of the energy via \( \langle \dot{\mathbf{j}}(t) \rangle \), and the other is the filling within each of the bands (essentially the filling within bands with energy larger than zero or smaller than zero). For the current, one finds
\[ \langle \dot{\mathbf{j}}(t) \rangle = -i \sum_{\mathbf{k} \in \text{BZ}} \mathbf{v}[(\mathbf{k} - \mathbf{A}(t))[G^{R}_{\mathbf{k}1}(t, t) + G^{R}_{\mathbf{k}2}(t, t)], \]
where \( \mathbf{v} = \nabla_{\mathbf{k}} \epsilon(\mathbf{k}) \) is the particle band velocity and the Green function is in the 1, 2 basis. The result for the filling within the different bands has only been derived for the simplified model. We refer to [25] for the complete formulae.

We end this section with a discussion of how to perform the numerical calculations. In all cases, our goal is to determine the contour-ordered Green function or the retarded and lesser Green functions (which can be extracted from the contour-ordered one). The electric field is chosen to satisfy
\[ \mathbf{E}(t) = E_{0}\cos(\omega_{p}t) e^{-t^{2}/\tau^{2}}, \]
where \( E_{0} = |\mathbf{E}_{0}| \) is the magnitude of the field at time \( t = 0 \). For the simplified model we have already shown that the Green function is found directly from the evolution operator, which decouples for each momentum. Furthermore, the retarded Green function is determined solely by the relative time, so it typically does not require much computation to evaluate it. The lesser Green function knows about the previous history of the system, so it requires longer runs in time to determine it, since we must start from a time in the distant past before the field is turned on. We have chosen in this work to evaluate the evolution operator via the Trotter formula. The only subtlety is the question of how small a time step to take for each of the Trotter factors. This is then adjusted to ensure that the results have converged (it is best to extrapolate to \( \Delta t = 0 \) and use sum rules to verify the convergence). One of the benefits of this approach is that we maintain unitarity explicitly for the evolution operator because each Trotter factor is determined analytically, and is manifestly unitary. An alternative way to solve this problem is to employ a conventional differential equation solver. The advantage of using the differential equation approach is that they can be made adaptive to help ensure appropriate accuracy, but they often suffer from loss of unitarity for long runs over large time intervals, and hence are often less reliable than the Trotter-based methods for these problems. We employ the Trotter approach for all the results shown here.

Since these are noninteracting systems, there are other approaches that could be applied to them. The most common is the Bloch equations approach, which effectively rewrites the matrix evolution as a series of coupled differential equations, and solves the differential equations numerically. This technique was recently applied to examine high-harmonic generation in solids. See [45] and references therein for more details.
The Falicov–Kimball model calculations are more demanding, because they require the full nonequilibrium DMFT algorithm. We discretize the system, usually with \( \Delta t = 0.066, 0.05 \) and \( 0.033 \), and then quadratically extrapolate to zero \( \Delta t \). As a check on the accuracy, we compute the zeroth and the first moment sum rules (the second moment accuracy is poorer during the initial part of the pulse). Empirically, we find that the equations converge more accurately when the amplitude of the pump pulse is large. This is illustrated in figures 2 and 3, where we plot the extrapolated moment sum rules for \( E_0 = 1 \) and \( E_0 = 30 \), and find that the large-amplitude case has acceptable errors, while the errors in the other case are too large for it to be useful. It is surprising that this result is most accurate for the nonequilibrium regions; when the system is in equilibrium (left region of the figures), the errors are much larger. For this reason, we work exclusively with \( E_0 = 30 \) in this work for the Falicov–Kimball model results.

We next focus on the behavior of the Falicov–Kimball model in equilibrium at finite temperature, because the electron correlations bring on a distinctive behavior that is quite

3. Results

We begin our discussion of the behavior of these systems by focusing on the DOS, which will allow us to immediately discuss the phase diagram and quantum-critical behavior. In both models, one can show that the \( T = 0 \) DOS diverges as the inverse square root of the frequency at the band edges, which form the spectral bandgap for the CDW. This is illustrated in figure 4(a) for the A sublattice with the divergence at the upper band edge. When we Fourier transform this to relative time, the Fourier transform has a long tail which decays like \( 1/\sqrt{t} \). For an accuracy of 0.1% in the DOS, one needs to run the relative time out to 1000000 \( 1/\tau \) or more due to the long decay. This extreme nonlocality in time can cause misconceptions when one is working with the nonequilibrium system. In particular, if we fix the average time and Fourier transform with respect to the relative time, then once the relative time is large enough, one of the two times in the \( t \) and \( \tau \) basis will be earlier than the time when the field was applied and one will be later. Hence, even for large negative average times, the DOS at that average time will be affected by the presence of the field, as depicted in figures 4(b) and (c). When Fourier transformed to frequency, the DOS has significant oscillations that occur due to the slope discontinuity when the field is turned on (occurring near a relative time of 60 \( 1/\tau^* \) for this case). This analysis can only be performed for the simplified model, because the Falicov–Kimball model cannot be calculated out to long enough times to see this behavior. This behavior is generic, however, for the transient DOS when the Green functions in real time have long tails in equilibrium (in most cases these singularities, or sharp peaks, disappear or are broadened in nonequilibrium, so the steady state DOS with a field present often have shorter tails in time, but the long-tails return for the quasi-equilibrium states after the pump is turned on for a pump/probe experiment).

We next focus on the behavior of the Falicov–Kimball model in equilibrium at finite temperature, because the electron correlations bring on a distinctive behavior that is quite
different from the standard Bardeen–Cooper–Schrieffer (BCS) paradigm \[17\]. In particular, if we define the spectral gap for the CDW as the distance between the maxima that are the remnants of the divergence at $\omega = \pm U/2$ in the $T = 0$ DOS, then we see that for most cases we will consider the spectral gap remains fixed at $U$ all the way up until $T = T_c$ (or quite close to $T_c$). This differs completely from the BCS paradigm, where the spectral gap is tied directly to the order parameter (in that case the superconducting gap function), and the spectral gap shrinks as the order parameter shrinks until the $T_c$ is reached where the spectral gap vanishes. Here, the phenomenon is quite different. Instead we have two subgap minibands that form once $T > 0$, and they grow in both weight and bandwidth until they close the subgap and then fill in the DOS from below as the spectral gap features diminish from above, and both meet at $T = T_c$ to produce the normal state DOS. Figures 5–7 plot the DOS in equilibrium for different temperatures for the metal, the quantum-critical CDW and the critical Mott insulator phases. The different colors correspond to the different temperatures, with the dashed black line being the normal state. Inset are the order parameters for the light (right) and heavy (left) electrons. Note how the heavy electrons always have an order parameter that goes to 0.5 as $T \to 0$, but the order parameter for the light electrons is always less than that, although it increases as $U$ increases.

However, the behavior is even more complex than this. The minibands initially start near the upper and lower band edges, but as $U$ increases, they migrate toward the center of the bandgap and they meet when $U = \sqrt{3}/2 \approx 0.86602$. This is the underlying quantum-critical point for the CDW, because at this point the system has a transition from a metal to an insulator at $T \to 0$. The metallic phase opens as a fan for

---

**Figure 4.** DOS on the $A$ sublattice for (a) equilibrium and (b) nonequilibrium at an average time well before the pump pulse ($-40/t^*\hbar$). This is for the simplified model of the CDW with $U = 1$, but also holds for the Falicov–Kimball model at $T = 0$. (c) Because the retarded Green function has a long tail in the time domain, the DOS for a large range of average times is affected by the pump pulse. Inset: one can see the long tail of the Green function, which decays like $1/\sqrt{t}$ for the equilibrium Green function, and perhaps somewhat more quickly for the nonequilibrium Green function. Reproduced with permission from [23]. Copyright 2014 by the American Physical Society.

**Figure 5.** Average DOS for the Falicov–Kimball model with $U = 0.5$, which corresponds to a strongly correlated metal. The curves correspond to different temperatures. Note how the singularity disappears at finite temperature and how the subgap states evolve. Inset: the order parameter for the corresponding DOS, as indicated by the color. Reproduced with permission from [31]. Copyright 2016 by the American Physical Society.
higher $T$ as the DOS becomes nonzero at the chemical potential and traces out the novel metallic CDW phase within the phase diagram. This phase is most stable for temperatures below but near $T_c$. As $U$ increases further (up to $U = \sqrt{2} \approx 1.414$), we then have the Mott transition. In this case, the minibands form and grow in weight and broaden as $T$ increases, but they never broaden to completely fill the gap. Instead the band edges stop at the Mott insulator band edges, so the subgap region inside the Mott gap never fills with any states. Once one is above $T_c$, the DOS becomes temperature-independent, and either the DOS has nonzero weight at the chemical potential for the metal, or there is no DOS at the chemical potential for the Mott insulator.

Figure 6. Average DOS for the Falicov–Kimball model with $U = 0.86$, which corresponds to the quantum-critical CDW. The curves correspond to different temperatures. Note how the singularity disappears at finite temperature and how the subgap states evolve. Inset: the order parameter for the corresponding DOS, as indicated by the color. Reproduced with permission from [31]. Copyright 2016 by the American Physical Society.

Figure 7. Average DOS for the Falicov–Kimball model with $U = 1.4$, which corresponds to the critical point for the Mott insulator. The curves correspond to different temperatures. Note how the singularity disappears at finite temperature and how the subgap states evolve. Inset: the order parameter for the corresponding DOS, as indicated by the color. Reproduced with permission from [31]. Copyright 2016 by the American Physical Society.

A phase diagram that shows all of these phases and their region of stability is plotted in figure 8 for the spinless Falicov–Kimball model on a hypercubic lattice. The five different phases are indicated by the different colors and the boundary lines. Note how the quantum-critical CDW region is extremely narrow for temperatures below 0.02. It becomes quite difficult to determine the precise phase boundary in this region because it is hard to calculate the DOS accurately.
there. The phase boundaries are more rigorously determined and the existence of the quantum-critical point is explicitly proved on an infinite-coordination Bethe lattice \[34\] (as opposed to the hypercubic lattice results shown here). Nevertheless, we work with the hypercubic lattice here, where the phase boundary is more challenging to determine explicitly.

Note that this quantum-critical point is quite unique. An ordinary quantum-critical point will occur at the terminus of a phase diagram where an order parameter is suppressed to zero. At that point, there is a zero-temperature phase transition. In many quantum-critical points, the original quantum-critical region is hidden by a superconducting dome. The case here is different for a number of reasons. First, the spatial order parameter does not disappear at the quantum-critical point, instead, it varies continuously at the critical point. The DOS has a change of character as \(T \to 0\) versus \(T = 0\), with the former being metallic and the latter being insulating. Nevertheless, there remains a strange metal fan above the quantum-critical point, similar to more conventional quantum-critical points.

Now we turn to describing the conduction electron order parameter and how it varies with the pump pulse. As electrons are driven by the field, they will flow through the material, moving from the A to the B sublattice and being excited up to the higher energy band (or de-excited to the lower energy band). As a result, we anticipate that the conduction-electron order parameter will change transiently as a function of time. This is indicated for the simplified CDW model in figure 9.

In figure 10, we show a similar figure, but this time for a large-amplitude pulse \(E_0 = 30\) in the Falicov–Kimball model with different initial temperatures. The simplified CDW model will be closest to the low-temperature results. Initially, the system starts in equilibrium, and so the order parameter should be a constant, but the numerical results show some small dependence on time in this region (on the order of a few per cent), which is an indication of the accuracy of the data after the extrapolations have been made. In

**Figure 10.** Conduction electron order parameter for the CDW as a function of time for different initial temperatures in the Falicov–Kimball model for (a) the metal, (b) the quantum-critical point and (c) the critical Mott insulator. The inset shows the total filling. Errors are on the order of a few per cent due to difficulty in scaling the numerics; for example, the order parameter should be constant prior to the field being turned on, but we see some small wiggles, illustrating the accuracy of the calculation. The field is shown above in red.
the inset, we show the total electron filling, which should be precisely 1 throughout the simulation. Its variation is another indication of the accuracy of these calculations, which are pushing the state-of-the-art to its limits.

The metallic case is in panel (a) and it shows rather expected behavior. It starts off fairly flat, is reduced as the field is turned on, with large oscillations, and then settles into a rather flat result in the long-time limit, which is reduced from the original equilibrium value, but remains positive. Panel (b) of the quantum-critical CDW is much more interesting. It shows a nearly symmetric curve, where the order parameter is reduced, but in the end the final value is quite similar to the initial equilibrium value. We will see that this occurs because it is difficult to excite the quantum-critical CDW. Finally, panel (c) shows the critical Mott insulator where in all cases, regardless of the starting point, the order parameter is being suppressed almost to zero. It is surprising that this suppression is more prominent for the Mott insulator than it is for the metal, and there is no simple explanation for why this would be so.

The formula for the time-resolved PES in equation (42) involves a double-time Fourier transform weighted by the probe envelope given in equation (43). The form of the photoemission integral is that of a convolution. When the probe width \( s_b \) is narrow, one has high time resolution but poor spectral resolution, and vice versa when the probe width is broad. To understand the effect this has on the features of the DOS, we show the convolution of the probe function used for the quantum-critical CDW state of the Falicov–Kimball model, where \( s_b = 7t^* \), with the local DOS for different temperatures in figures 11(a)–(d). One immediately sees that the gap region is smoothed out, and the details of the subgap states are lost. Furthermore, as one approaches the normal state, the convolution becomes quite close to the original signal because it does not have any sharp features. When the interaction is decreased to \( U = 0.5 \) and the probe width is increased to \( s_b = 14t^* \), as shown for the \( T = 0 \) data on the right, we see that the smoothing out of the features is much reduced and the gap is nearly fully formed. The divergent peaks, however, remain smoothed out, because they require long tails in time before they are fully developed. It is important to keep in mind the smoothed out features due to the convolution when we look at the time-resolved PES next, because those data will also have the smoothed out behavior.

The results for the transient time-resolved PES for the simplified model with \( E_0 = 0.5 \) are shown in figure 12. The false-color plot has a logarithmic scale for the PES to emphasize the data at small values. One can immediately see
that the gap closes (light blue region near $t = 0$) when the field is present and then reopens. A substantial number of electrons are excited by the pulse, and there is a small band narrowing, but the spectral gap remains at about the same value for all times (perhaps it shrinks by a per cent or two). Since the noninteracting system requires a field to be present for both excitation and de-excitation, the number of electrons excited into the upper band does not change once the pump pulse is over. We will use the same false-color scale for all of the PES shown in this work.

We now move on to the Falicov–Kimball model, where we are required to run the calculations with a much larger amplitude of the field, otherwise the extrapolated results will not have converged. The data given here all correspond to $E_0 = 30$. In figure 13, we show a series of false-color images on the left and a waterfall plot for the lowest temperature on the right. There are a few features to emphasize here which are different from what we saw in the simplified CDW case. Some of these may arise from the fact that the field amplitude is so large now. First, we see a significant narrowing of the band when the field is on (note the large blue region near $t = 0$). Because the total spectral weight is conserved, this narrowing comes with a sharpening of the peaks in the PES, which is a bit harder to see in the false-color image, but may be clearer in the waterfall. One can also clearly see that the spectral gap is shrinking, as the lower gap edge is being pushed toward 0 in the waterfall. We inset the total spectral weight as a function of the probe delay to show that the data we use have conserved spectral weight, while for too long or too short delays, our data become poor, and spectral weight is lost. We do not show any data for the red points here. The severe band narrowing is quite surprising, as it is coming from a dressing of the electronic states by the pump pulse. The surprise is that the bandwidth is narrowed by almost a factor of two, which is a significant effect. It might be tempting to try to relate this to a Floquet bandstructure, but that approach is only valid when the field is on, and because we have only one-and-a-half oscillations in the pulse itself, the Floquet approach is unlikely to be accurate. The underlying band-narrowing behavior instead derives from a field dressing that is more similar to the Wannier–Stark effect,

Figure 13. Left, (a)–(d): false-color plot of the calculated time-resolved PES for various $T$ with $E_0 = 30$, $U = 0.5$ and averaged over the $A$ and $B$ sublattices, plotted in false color. This system is a strongly correlated metal. The electric field is shown above the plot. The different panels are for the different temperatures in figure 5 with (a) being the lowest and (d) being the highest temperature. Right panel: waterfall image of vertical cuts through the time-resolved PES data plotted for different delay times and offset for clarity. Inset: total integrated spectral weight. Only the data that conserve the spectral weight are shown. These data correspond to the case of (a) from the left. Reproduced with permission from [31]. Copyright 2016 by the American Physical Society.
where the spectrum is separated into narrower minibands as the field amplitude increases.

As we move to figure 14, we find even more surprising results. Here, it is virtually impossible to excite the electrons into the upper band at all. At the lowest temperature, the number excited is almost equal to the number de-excited. We continue to have the same band narrowing and peak sharpening due to field dressing of the states and the reduction of the spectral bandgap for the CDW as before. However, now the real hallmark is the fact that the number of electrons excited to the upper band is small after the pump pulse is completed. This compares reasonably to what we saw earlier for the order parameter, where we saw that it did not change significantly for the quantum-critical CDW. Perhaps this behavior is tied to the existence of the conducting channel at the chemical potential in equilibrium; if that conducting channel is efficient, it can lead to a channel for de-excitation that competes with the excitation and leads to a small net excitation.

In figure 15, we show the same results for the critical Mott insulator. Here, we see almost complete excitation in the system—the weight in the upper and the lower bands appears to be nearly equal. We continue to see the band narrowing and the spectral gap narrowing that we saw before, but now this system has quite strong excitation. This result is surprising, because it excites more than the metal does. Perhaps, in this case, the de-excitation pathway suffers from some bottlenecks that make it less efficient. In any case, the other curious feature is that the gap closure due to subgap states is much more modest here, and in fact, it closes with the initial and final fields, but reopens when the instantaneous field amplitude is the largest. A truly surprising result.

In BCS-like systems, one typically sees amplitude-mode behavior, where the gap in the PES oscillates at a frequency given by the amplitude mode for the order parameter. Such behavior is not seen here, pointing to another difference from BCS-like phenomena. It is absent here because the heavy-electron order parameter remains fixed and is not allowed to vary.

In the experiments, the most important features seen are the closing of gaps through the filling in of subgap states, with them reforming well after the pump, together with the
aforementioned oscillation of the PES that modulates at the same frequency as the phonon that is responsible for the CDW order. In addition, for the TbTe$_3$ experiment, as the fluence is turned up, the spectral gap of the system is reduced, but it never goes all the way to zero. Some of these features are captured in these simplified models of a CDW, while others are not. What all of these electronic models do see is a gap collapse through the filling in of subgap states, and a partial reduction of the spectral gap, but not all the way to zero. They do not see the collapse of the gap for long times after the pump, nor do they see the long-time oscillations, both of which are likely associated with the ordering phonon (which is not part of this model). The model calculations also show a decoupling of what is happening with the CDW order parameter, as measured by the modulation of the charge, from the spectral gaps, as measured in a PES experiment.

The model calculations also see some new phenomena which are yet to be seen in experiments. This includes the preponderance of de-excitation at high field amplitudes and the difficulty with exciting a quantum-critical CDW. It also includes the large band narrowing and peak sharpening due to field dressing when the pump field is on.

4. Conclusions

What is next? From the theoretical standpoint, the next step is to include the coupling to the phonons directly. This should reproduce a number of the additional features seen in experiments, and will hopefully allow for a more complete solution of the problem. From the experimental standpoint, we hope that experiments might be performed on materials that have their CDW transition driven by nesting, where these additional subgap features and quantum-critical behavior may be present. Those systems could prove to be an interesting playground for novel physics.

In this review, we covered a wide range of the theory needed to describe strongly correlated CDW materials in nonequilibrium. We developed the theory for the simplest model of a CDW, which is essentially a bandstructure with a
basis, and described the exact solution of an all electronic CDW described by the Falicov–Kimball model. The latter has a unique quantum-critical point within the CDW phase. We used these formalisms to solve these problems for a wide array of different parameters. Technical restrictions limited the Falicov–Kimball model calculations to large-amplitude fields.

This work represents a starting point for the theory of nonequilibrium pump/probe experiments in strongly correlated materials. Much more work needs to be done in the future to treat different kinds of order, the competition between different ordered phases and different types of electron correlations. In addition, extensions that include the possibility of incorporating more real material properties, along the lines of density functional theory plus dynamical mean-field theory, but now in nonequilibrium, will also be important. We hope to see and participate in these developments in the coming years.

Acknowledgments

This work was supported by the Department of Energy, Office of Basic Energy Sciences, Division of Materials Sciences and Engineering under contract nos DE-AC02-76SF00515 (Stanford/SIMES) and DE-FG02-08ER46542 (Georgetown). Computational resources were provided by the National Energy Research Scientific Computing Center supported by the Department of Energy, Office of Science, under contract no. DE-AC02-05CH11231. JKF was also supported by the McDevitt Bequest at Georgetown.

References

[1] Perfetti L, Loukakos P A, Lisowski M, Bovensiepen U, Berger H, Biermann S, Cornaglia P S, Georges A and Wolf M 2006 Phys. Rev. Lett. 97 067402
[2] Perfetti L, Loukakos P A, Lisowski M, Bovensiepen U, Wolf M, Berger H, Biermann S and Georges A 2008 New J. Phys. 10 035019
[3] Hellmann S et al 2010 Phys. Rev. Lett. 105 187401
[4] Stojchevska L, Vaskivskyi I, Mertelj T, Kusar P, Svetin D, Brazovskii S and Mihailovic D 2014 Science 344 177
[5] Vaskivskyi I, Gospodaric J, Brazovski S, Svetin D, Sutar P, Goreshnik E, Mihailovic I A, Mertelj T and Mihailovic D 2015 Sci. Adv. 1 e1500168
[6] Han T-T, Zhou F, Malliakas C D, Duxbury P M, Mahanti S D, Kanatzidis M G and Ruan C Y 2015 Sci. Adv. 1 e1400173
[7] Schmitt F et al 2008 Science 321 1649
[8] Schmitt F, Kirchmann P S, Bovensiepen U, Moore R G, Chu J-H, Lu D H, Retig L, Wolf M, Fisher I R and Shen Z-X 2011 New J. Phys. 13 063022
[9] Rohwer T et al 2011 Nature 471 490
[10] Hellmann S et al 2012 Nat. Commun. 3 1069
[11] Fazekas P and Tosatti E 1979 Philos. Mag. B 39 229
[12] Fazekas P and Tosatti E 1980 Physica B + C 99 183
[13] Darancet P, Millis A J and Marianetti C A 2014 Phys. Rev. B 90 045134
[14] Ritschel T, Trincauf J, Koepenik K, Büchner B, von Zimmermann M, Berger H, Joe Y I, Abbamonte P and Geck J 2015 Nat. Phys. 11 328
[15] Gelelt D, Werner P and Eckstein M 2016 Phys. Rev. B 94 035121
[16] Balzer K, Wolf F A, McCulloch I P, Werner P and Eckstein M 2015 Phys. Ev. X 5 031039
[17] Sentef M A, Kemper A F, Moritz B, Freericks J K, Shen Z-X and Devereaux T P 2013 Phys. Rev. X 3 041033
[18] Bardeen J, Cooper L N and Schrieffer J R 1957 Phys. Rev. 108 1175
[19] Metzner W and Vollhardt D 1989 Phys. Rev. Lett. 62 324
[20] Brandt U and MielSch C 1989 Z. Phys. B–Condens. Matt. 75 365
[21] Georges A and Kotliar G 1992 Phys. Rev. B 45 6479
[22] Freericks J K, Turkowski V M and Zlatić V 2006 Phys. Rev. Lett. 97 266408
[23] Aoki H, Tsuji N, Eckstein M, Kollar M, Oka T and Werner P 2014 Rev. Mod. Phys. 86 779
[24] Shen W, Ge Y, Liu A Y, Krishnamurthy H R, Devereaux T P and Freericks J K 2014 Phys. Rev. Lett. 112 176404
[25] Shen W, Kemper A F, Devereaux T P and Freericks J K 2014 Phys. Rev. B 90 115113
[26] Shen W, Devereaux T P and Freericks J K 2014 Phys. Rev. B 89 235129
[27] Shen W, Devereaux T P and Freericks J K 2014 Phys. Rev. B 90 195104
[28] Falicov L M and Kimball J C 1969 Phys. Rev. Lett. 22 997
[29] Matveev O P, Shvaika A M, Devereaux T P and Freericks J K 2015 J. Supercond. Nov. Magn. 29 581
[30] Matveev O P, Shvaika A M, Devereaux T P and Freericks J K 2016 Phys. Rev. B 93 045110
[31] Freericks J K, Matveev O P, Shvaika A M and Devereaux T P 2016 Proc. SPIE 9835 Ultrafast Bandgap Photonics 98351F
[32] Matveev O P, Shvaika A M, Devereaux T P and Freericks J K 2016 Phys. Rev. B 94 115167
[33] Hassan S R and Krishnamurthy H R 2007 Phys. Rev. B 76 205109
[34] Matveev O P, Shvaika A M and Freericks J K 2008 Phys. Rev. B 77 035102
[35] Lemanski R and Ziegler K 2014 Phys. Rev. B 89 075104
[36] Johannes M D and Mazin I I 2008 Phys. Rev. B 77 161535
[37] Peierls R E 1955 Quantum Theory of Solids (Oxford: Clarendon)
[38] Peierls R E 1933 Z. Phys. 80 763
[39] Kadannoff L P and Baym G 1926 Quantum Statistical Mechanics (New York: W A Benjamin)
[40] Keldysh L V 1964 Zh. Eksp. Teor. Fiz. 47 1515
[41] Keldysh L V 1965 Sov. Phys. JETP 20 1018
[42] Freericks J K 2008 Phys. Rev. B 77 075109
[43] Turkowski V and Freericks J K 2005 Phys. Rev. B 71 085104
[44] Freericks J K and Turkowski V 2009 Phys. Rev. B 80 115119
[45] Freericks J K and Turkowski V 2010 Phys. Rev. B 82 129902(E)
[46] Freericks J K and Krishnamurthy H R 2016 Photonics 3 58
[47] Freericks J K, Krishnamurthy H R and Prushke T 2009 Phys. Rev. Lett. 102 136401
[48] Schubert O et al 2014 Nat. Photon. 8 119
[49] Stan A, Dahlen N E and van Leeuwen R 2009 J. Chem. Phys. 130 224101