Compressed sensing based fingerprint imaging system using a chaotic model-based deterministic sensing matrix

Workneh Wolde Hailemariam · Pallavi Gupta

Received: 9 July 2021 / Revised: 25 March 2022 / Accepted: 2 July 2022 / Published online: 11 August 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
A secured compressed sensing (CS) systems design approach uses a novel deterministic sensing matrix to sense and transmit fingerprint images. The performance of the CS system was studied in detail by varying CS and security parameters. The sampling and sparse coefficient are the parameters considered from compressed sensing, whereas the encryption key is from the security scheme. The simultaneous compression and encryption has been achieved by multiplying the sparse modeled data with the proposed deterministic partial bounded orthogonal sensing matrix. A chaotic model-based permutation is applied to scramble the DCT matrix rows to build the sensing matrix. Recovering and decryption of the compressed image are accomplished with the help of the $L_1$ optimization method. The experimental test shows that a sparse vector of 121 widths has been recovered by taking about 25 samples. This indicates that up to 1 : 5 compression ratio is supported without damaging the fingerprint minutiae. If only compression is required without encryption, up to a 1 : 16 ratio can be achieved. The peak signal-to-noise ratio (PSNR) is 27.65 dB for both compression ratios under fulfilsments of all necessary security requirements. The 7.20 value of the entropy, histogram analysis, and the correlation analysis show the proposed scheme possesses adequate randomness. Furthermore, the ability of the system resistance against attacks is proved by 100% NPCR (Net Pixel Change Rate) and 0.92% UACI (Unified Average Changing Intensity) values.
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1 Introduction

Nowadays, several facilities that serving the community are essentially becoming smart and IoT (Internet of Things)-based. As a result, those facilities need a tight authentication process to identify who accesses them. One of the well-known authentications methods is fingerprint sensing-based identity verification. In the past, several technological advancements have been made, and most of them were a sensors array-based that includes capacitive [26, 31, 38, 56], ultrasonic [30], and optical [35] MEMS (Micro-Electro-Mechanical System) sensors array with a whole sampling method to read fingerprint data. This sampling approach is implemented by reading and recording the outputs of all sensors’ element of the imaging device. Complete sampling is not efficient in terms of the optimal design approach. Such approach will lead to a high amount of energy-wasting during transmission.

Once any traditional or electronic technique records the fingerprint image, there are several well-known standards to process further or store them. For better visibilities, an image resolution of 1,000 PPI (pixel per inch) has been proposed [57]. This 1,000 PPI standard consumes more memory resources than the other standards, such as 500 PPI. Fingerprint database center like the national Automatic Fingerprint Identification Systems (AFIS) contains several millions of fingerprint records that consume nearly 100TB of memory resource [33]. Therefore, the rapid growth in storage requirement arose from storing those uncompressed fingerprint images.

Among fingerprint compression protocols that are currently implemented widely, JPEG (Joint Photograph Editor Group), JPEG2000, and WSQ (Wavelet Scalar Quantization) [24] are a few techniques to mention. However, in JPEG compression which is lossy, visibilities problems are reported in Ref. [25] due to its formulation that involves dropping out some components. Unlike the former standard, JPEG2000 [63] can be configured as either lossless or lossy compression standards. During image processing, both WSQ and JPEG2000 are use the Daubechies filter [7] to transform the signal. The observed loss is due to the transformation from time to frequency domain, plus some neglected transform coefficients during image processing. Hence lossy behavior regardless of the fingerprint minutiae number is one of the problems that limit their application.

Recently, a compression technique that works primarily for fingerprints by employing Multispectral technology is reported in Ref. [60]. This multispectral technology captures the images at different illumination conditions, wavelength, and orientation. On the other hand, sparse data representation-based compression technique is reported in Ref. [59]. The proposed method shows superiority in some databases and worsens over JPEG and JPEG2000. Sparse representation of data is the central idea applied in this work and will be discussed later. However, the shortcoming of this concept of compression is that it works for recorded images only, not during sensing process. In the multispectral-based technique, an optical fingerprint sensor is required. However, this technique has some security drawbacks as it may process a molded finger surface in case of illegitimate accesses.

Transmission of an image with a biometric feature should be secured and reliable. As a result of that, a cryptosystem is employed to store them for reproduction, authentication, or recognition. In the past, Pseudo-random number-based encoding methods were used for data encryption purposes. Some of them are phase encoding schemes by using joint transform [29], exclusive-OR encryption [28], and fractional Fourier transformation methods [72]. Additionally, encrypting fingerprint images using a fusion-based encryption scheme is also studied in Ref. [23]. Double stage chaotic biometric image encryption scheme by using two maps named Arnold (permutation), and Henon (substitution) for pixel shuffling is studied in
Ref. [46]. Like the previously studied schemes, this encryption again works independently with respect to sensing. Therefore, the lack of simultaneous recording, compression, and encryption is a significant drawback of those technologies to ensure optimality.

Most recently, an alternative method called secured compressed sensing (CS) systems has been used intensively to perform simultaneous compression and encryption on data to be sensed [61, 65, 70, 73, 74] for fingerprint and other images. In most CS-based image compression and encryption, sparse representation of image data has been used. Furthermore, either random or chaotic-based sensing matrix has been used for simultaneous encryption and compression to ensure security. Hence, all the success that has been seen in the above encryption and compression ability of the CS makes it a promising scheme in future secure image sensing and transmission. The main problem in the reported CS-based approach is that each and every element of the sensing matrix requires an independent chaotic computation that makes it computationally expensive.

In previous studies the concept of CS has been examined in quite a lot domain. The implementations and applications of CS includes compressive imaging, biomedical, communications, pattern recognition [52] and gait recognition [62]. However, the last application recently has been implemented using concept of IoT and deep learning neural network as reported in Ref. [1, 2]. The presented work focused on the CS application that involves the combination of image processing, communication system, and novel sensing matrix to sense, compress, and transmit fingerprint image.

To summarize, in fingerprint imaging, there are several steps in between sensing and storing or transmission. All the previously reported methods are focused on few aspects of fingerprint image processing. To mention some of their drawback, lack of compression in Ref. [57], lack of sensing method in Ref. [7, 24, 25, 63], in Ref. [23, 28, 29, 46, 72] only encryption of already recorded image, and in Ref. [61, 65, 70, 73, 74] the cost of computational work problems are clearly observed. All those problems initiated us to work more on optimized imaging scheme and that involves a simultaneous sensing, compression, and encryption in one side or before transmission. On the other or during receiving, a simultaneous decompression and decryption.

This paper proposes a novel scheme for sensing, secured transmission and the reception of fingerprint images. The proposed method uses a novel, chaotically structured, deterministic, and partial bounded orthogonal sensing matrix to successfully transfer and receive fingerprint images. The proposed system has been computationally implemented using an algorithm that governs the construction of the proposed sensing matrix via MATLAB script. We have developed a CS-based fingerprint imaging scheme by following the above-explained approach. The significant contributions that the proposed schemes can provide are stated below.

1. A novel chaotic model-based, partial bounded orthogonal, and deterministic sensing matrix is proposed, and
2. A new kind of fingerprint sensing and secured transmission scheme is proposed by utilizing the novel deterministic sensing matrix.

Hence the remainder of this paper is organized into seven sections, including this introduction part. Section two will discuss the theoretical background of compressed sensing. Following section two, in section three, the detailed methodology of designing the whole CS and its components like dictionary and sensing matrix with their algorithm is discussed. The experimental protocol for fingerprint data set organization, training, and evaluation also
explained in different parts of section three. The performance of the sensing matrix is studied by varying compressed sensing, and security threat model parameters in sections four and five. Additionally, the performance analysis based on comparison with existing methods in related work is summarized in section six. Finally, the whole work is summarized by pointing out the main contribution in the last section of the paper.

2 Background studies

The CS-based methodology works based on the concept developed by Candes et al. [12], and Donoho [17]. This formulation allows sampling from a few acquired data either from their native or transformed domain rather than from the whole elements in the sensing system. Following the transformation, signal compression and encryption can be possible by changing it from higher to lower-dimensional version by multiplying it with a measurement matrix [22].

The CS system needs some requirements for the input signal to fulfill before processed it. The signal must be sparse in its original or transform version. The signal’s sparsity in its transform version might come in two types. The first one, which is a widely used one, is obtained over some dictionary formed analytically by DCT and wavelet transformation of itself [5, 11]. The other one, which is less lossy, is coming over some learned dictionary designed based on prior knowledge about several correlated signals [4, 14, 34, 40, 41, 43, 47].

Furthermore, the Concept of CS provides an alternative approach to recover sparse signals from fewer measurements at a rate less than the Nyquist rate [12, 17]. A signal, which is sparse over a particular, orthogonal, and over completed dictionary matrix \( \Phi \), is mathematically related with its corresponding measurement signal, \( y \), according to (1).

\[
y = \Phi x
\]

In (1), \( x \in \mathbb{R}^{N \times 1} \), \( y \in \mathbb{R}^{M \times 1} \), \( \Phi \in \mathbb{R}^{M \times N} \), and \( M < N \).

According to Ref. [68], for a given integers \( k \) and \( N \) with \( k < N \), the sets of \( k \)-sparse, \( S_k \) vectors in \( \mathbb{R}^N \) define as

\[
S_k := \left\{ x \in \mathbb{R}^N : |\text{Supp}(x) \leq k \right\}
\]

Because of a non-inequality of the two integers \( M \) and \( N \), (1) yields an under-completed system of linear equations and lead to a non-unique solution. To get a unique solution, one has to define a constraint and apply it on (1) like the the following optimization problems \( L_p \)

\[
L_p : \quad \min \| x \|_p \quad \text{s.t.} \quad \hat{y} = \Phi \hat{x}
\]

\[
\| x \|_p = \left( \sum_{i=1}^{N} x_i^p \right)^{1/p}
\]

In both, (3) and (4), the range of \( p \) can be any value between 0 and 1, and the other acceptable value is 2. Equation (3) must be solved to get sparse vector \( \hat{x} \) from \( \hat{y} \) by solving \( p = 0 \) and \( p = 1 \) optimization problems. In this project, a well-known greedy type method known as Orthogonal Matching Pursuit (OMP) [49, 51] which is belongs to \( p = 0 \) optimization method is used.
In case of $L_0$ type optimization method, the solving process starts from $y$ followed by looking for a column of $\Phi$, which is most correlated with it. Once the correlated column is known, the resulting scalar product value of that column of $\Phi$ and $y$ itself will be taken as a reference to predict the next correlated column without repetition. According to [32], this algorithm is non-invariant type.

As can be observed, to achieve the goal of the $L_0$ optimization task, the dictionary matrix $\Phi$ must be known. The widely used method to build the dictionary matrix is the $K-SVD$ algorithm [4].

Now, a compressed sensing that is used to dimensionally compresses the measurement vector $y$ to $Y$ is mathematically defined as

$$Y = \Psi y$$ (5)

Where, $Y \in \mathbb{R}^{N' \times 1}$ is the compressed version of $y$ and $\Psi \in \mathbb{R}^{N' \times M}$ is a sensing matrix. Furthermore, to enable compression effectively, the sensing matrix $\Psi$ must be rectangular or $N' < M < N$.

If $y$ is not a sparse vector, the sparse representation of $y$ or $x$ by solving (1) must be used instead. Therefore, by plugging the sparse representation of $y$ in (5), the final equation for compressed sensing becomes,

$$Y = \Psi x$$ (6)

The formulation based on (5) directly works for communication, and natural signals compressible under Fourier basis [42]. However, non-compressible signal under Fourier basis, further signal processing is required to transform them to sparse signals so that (6) can be applied.

The sensing matrix denoted by $\Psi$ in (5) is a matrix that governs the selection of sparsely modeled signals using a predetermined order of the sampling process. A sensing matrix can be a random [16] or deterministic type [53]. Like the dictionary matrix, the sensing matrix is also under-completed. Hence, (5) needs another optimization approach to recover the sparse vector $y$ from $Y$ after compression. The $L_0$ type optimization problem, in this case, or recovery, is a non-deterministic polynomial hard or $NP-Hard$ problem. To leverage this hardness, transforming the problem to the $L_1$ type, which is given by (7), is the best option.

In addition to the sparsity of $x$, the sensing matrix $\Psi$ must satisfy the Restricted Isometric Property ($RIP$) (8) with the restricted isometric constant $\delta_S$ [10] for effective recovery of $x$ from $Y$.

$$\min \| x \|_1 \quad s.t. \quad \hat{Y} = \Psi \hat{x}$$ (7)

$$(1 - \delta_S) \| x \|_2^2 \leq \| \Psi x \|_2^2 \leq (1 + \delta_S) \| x \|_2^2$$ (8)

Among several already available approaches to solve (7), the prime dual interior point method is the most widely used. According to the prime dual method, the solution can be achieved by narrowing the dual gap between the feasible solution of the prime and dual problem. It starts from an arbitrary chosen initial point and goes in the specific direction...
to find the optimal solution by applying the classical Newton method \[13\]. This approach is computationally possible as free software package \[9\] are already available to solve the problem iteratively. Once the recovery of \(\hat{x}\) from \(\hat{Y}\) is completed, by multiplying \(\hat{x}\) with the dictionary matrix, the original measurement vector \(\hat{y}\) can be obtained.

### 3 The proposed method

The proposed method to derive the sensing matrix is mainly focused on the basic Discrete Cosine Transform (DCT) matrix which is given by \(9\) and \(10\) with a chaotic model-based row scrambling feature added to it via pseudo-random permutation. A chaotic system is a dynamic system that oscillates forever without even repeating itself or shows no tendency towards steady-state value \[45, 55\]. The proposed sensing matrix performance is studied after the derivation is fully completed.

#### 3.1 Proposed sensing matrix design for the compressed sensing system

For sensors array composed of \(M\) by \(N\) elements, the locations at which measurements have to be taken are stored in the proposed sensing matrix derived from a DCT matrix defined by \(9\) and \(10\).

\[
\Psi = \begin{pmatrix}
\Psi_{1,1} & \Psi_{1,2} & \cdots & \Psi_{1,N} \\
\Psi_{2,1} & \Psi_{2,2} & \cdots & \Psi_{2,N} \\
\vdots & \vdots & \ddots & \vdots \\
\Psi_{N,1} & \Psi_{N,2} & \cdots & \Psi_{N,N}
\end{pmatrix}
\]  

\[(9)\]

\[
\Psi_{k,n} = \sum_{n=1}^{N} \psi_n \cos \left( \frac{\pi}{N} \left( n + \frac{1}{2} \right) k \right) \quad k = 1, 2, 3, \ldots, N
\]

\[(10)\]

Equation 10 helps us to generate the required sensing matrix whose row width is not less than \(k \times \log(N)\) \[12\] by arranging selected rows according to the recommended sequence governed by our proposed algorithm. Then, a partial bounded orthogonal sensing matrix is selected at a high probability. A partial bound, orthogonal sensing matrix is a sub-matrix of the DCT matrix with the same number of columns with \(k \times \log(N)\) number of rows. The resulting partial bounded orthogonal matrix was found to obey RIP. Unlike \[36\], and \[27\], the scrambling feature was added before the derivation of the sensing matrix by swapping the rows of the DCT matrix. Compared to those schemes, the advantage is that this approach does not require building a new matrix to compress image patches securely.

The actual sequence of the DCT matrix row can be generated from the index of the Logistics map recursive equation. Logistics map is mathematically given by \(11\) with the population \(z_{t+1}\) at the index \(t\), the ratio of the existing population to the entire population \(z_t\), and growth rate \(r\).

\[
z_{t+1} = rz_t(1 - z_t)
\]

\[(11)\]
The value of $r$ is any value between zero and four and the value of $t$ varies from 1 to the maximum row size ($N$). The values of $z_{t+1}$ and $z_t$ are always between zero and one. As depicted in Figs. 1 and 2, the logistic map is highly chaotic when the value of $r$ is 3.57 or more. The detailed step that we followed to re-arrange the matrix rows sequence is summarized in Algorithm 1. According to the principle of probability, the resulting row combination has $1/N!$ probability of existence in the set of random permutations.

Algorithm 1: Chaotic model-based row index re-arrangement (scrambling) of the DCT matrix.

Input: Chaotic control parameters such as initial state $z_0$, growth rate $r \in (3.57, 4]$ and the $N$ by $N$ DCT matrix.

Output: Equivalent form of the DCT matrix.

1. Using the recursive logistic map (11) expression, generate a one-dimensional vector $[z_t]$ of size $N$.
2. Let $[N]$ be the index set $\{1, 2, 3, ..., N\}$ and their corresponding values of $[z_t]$ are $\{z[1], z[2], z[3], ..., z[N]\}$
3. Performs an ascending order operation upon the $[z_t]$ sequence which yields another new vector $[\hat{z}_t]$ with a new index set $[\hat{N}]$.
4. Iterate through the set $[\hat{z}_t]$ to obtain their corresponding index subset in $[N]$ and denote it by $[\mathcal{R}]$.
5. Perform a direct mapping from set $[N]$ to $[\mathcal{R}]$ or $([N] \leftrightarrow [\mathcal{R}])$ and elementary rows switching upon DCT accordingly.
6. Finally express the orthogonal equivalent matrix of DCT, by $\hat{\Psi}$.

The diagrammatical representation of the above algorithm is given in Fig. 2 for $r = 3.7$, $t = 121$ and initial state value 0.45.

Once the equivalent matrix is obtained, the parameters used, such as $N$, $r$, $t$, and $z_0$, would be taken as part of the encryption keys for the sensing as well as the recovery system. The sensing matrix obeys the RIP, if the smallest set $q (M, N)$ which formed by row selection from $\hat{\Psi}$ with high probability is equal to $O (M \times \log (N))$ [54]. A Multiplicative Linear Congruential Generator (MLCG) [8] based row sequence selection method with slight modification can be employed to extract the sensing matrix from $\hat{\Psi}$ at a high probability.

The modified MLCG sequence generator has been re-written including a shifting properties to it and mathematically expressed as.

$$k_{i+1} = S + (ak_i + b) \mod 2^{B_t} \quad 0 \leq a, b \leq 2^{B_t-1}, (M - N - 1) \leq S \leq N$$

(12)

Where $a$ is the multiplier, $b$ is the increment, $B_t$ is the number of bits, and $S$ is an integer used to extend the row index selection by shifting. Hence, by appropriately choosing the values $S$, we can generate several sensing matrices from $\hat{\Psi}$ without repetition.
Algorithm 2 Partial bounded orthogonal deterministic sensing matrix generation.

**Input:** Control parameters such as the shifting value $S$, the multipliers $a, b$, numbers of bit $B_i$, and $\hat{\Psi}$.

**Output:** a $M \times N$ size partial bounded orthogonal deterministic sensing matrix $\Psi$ and sequence of integer $M_\Psi$.

1. Using the modified MLCG (12) expression generate a sequence of integers $M_\Psi$ of size $M$.
2. Build a sub-matrix from $\hat{\Psi}$ by selecting rows combinations whose indices belongs to $M_\Psi$.
3. Define this sub-matrix as $\Psi$ which is the proposed deterministic sensing matrix given in (5).
4. Repeat steps 1 through 3 to generate others sensing matrices by using different parameters of MLCG.

By applying different combinations of $S, a, b, and B_i$ on the equivalent form of the DCT matrix that we already at hand, many partial bounded orthogonal sensing matrices can be generated. Now, $S, a, b, and B_i$ can be considered as an additional encryption key for the proposed CS-system.

Taking the outcome of the above two algorithms, the closed-form of the proposed sensing matrix becomes,

$$
\psi_{k,n} = \sum_{n=1}^{N} \psi_n \cos \left( \frac{\pi}{N} \left( n + \frac{1}{2} \right) k \right)
$$

$$
k \epsilon = [M_\Psi]
$$

Each of the sensing matrices generated by algorithm-II has an equal probability, which is equal to $1/(N-M)!$ to exist in $\hat{\Psi}$ as a sub-matrix. As anticipated, this is a relatively higher probability than the minimum value, $1/N!$ according to the RIP principle.

### 3.2 The theoretical computational complexity of the algorithms 1 & 2

The proposed algorithms that generate the sensing matrix perform mainly two tasks. The first one is row scrambling of the DCT matrix, and the second is the rows set extraction at high probability to construct the sensing matrix. For a DCT matrix of $N$ by $N$ size, there are $N!$ permutation options to scramble the matrix row sequence. Only $M$ numbers of rows are enough to construct the sensing matrix. And the total number of sensing matrix can be constructed became $N!/(N-M)!$.

Suppose the image size to be compressed and encrypted is $m \times m$ and one of the image patch sizes is $l \times l$, the total number of the image patch becomes $m/l \times m/l = L$. In order to compress the given $m \times m$ image, $L$ number of sensing matrices are required. There are many ways to generate this number of sensing matrices. Because of the careful selection of parameters in MLCG Ref [8, 21] to avoid unnecessary repetitions the number of times for which Algorithm 2 to run must be restricted. Let us assume the number of times for Algorithm 2 to run for each matrix generated by Algorithm 1 to extract $L$ sensing matrices is $u$. In this case, one of the parameters in Algorithm 2, such as $S$, must vary $u$ times. Now the number of times for Algorithm 1 to run becomes $L/u$. Therefore, Algorithm 2 must be run $u$ time to generate $L$ sensing matrix for every matrix generated by Algorithm 1.
Fig. 1 Logistic map function plot for the growth rate (GR) between 2.5 and 4: (a) Normal plot (b) Plot based on ascending order of the population
Fig. 2 DCT matrix row scrambling process according to algorithm-1: (a) step-1 and 2 (b) step-3 (c) step-4 and (d) step-5
Therefore, the total number of operations now becomes \( L/u \times L = L \) only, and it is the less complex computation as compared to the sensing matrix generation reported in Ref. [6, 58]. While doing all computation, only one dictionary matrix is enough as it is only used to transform input data to sparse. If the type of sensing matrix is a random matrix similar to the matrix proposed in Ref. [16], the number of computations will not be matrix row index wise; instead, the calculation must be done for every single entry of the sensing matrix. Consequently, the number of computations may be raised to \( m \times m = l^2 \times L \), which is significantly larger than \( L \).

### 3.3 Dictionary learning

As seen in the mathematical formulation of CS, at least one dictionary matrix is required to test the proposed sensing matrix works properly. A data store containing one hundred plain fingerprints (Fig. 3) collected from public database known as NIST database (https://www.nist.gov/itl/iad/image-group/nist-special-database-302) is organized to construct this dictionary matrix. 8 by 8, 16 by 16, and 24 by 24 overlapping image patches were generated from the data set. Not all patches are used to train the dictionary. Rather, we use one reference patch which is resides within at least one of the fingerprint image feature, and the rest are selected based on their SSIM [69] with respect to the selected reference patch.

According to Ref. [44], a typical fingerprint image has some minutiae characteristics, as depicted in Fig. 4a. The dictionary training has been done by taking those characteristics under consideration. Some of the features of fingerprint or minutiae are ridge ending, bifurcation, crossover, enclosure, etc. The applied comparison yields about 3000 fingerprint patches to train each dictionary. Then using the K-SVD algorithm, we trained three different dictionary matrices for purposes of signal transformation to sparse form. The plot of these matrices is shown in the figure Fig. 5.

The \( K - SV D \) algorithm solves optimization problem (3) iteratively. The algorithm starts by solving the \( L_0\)-problem to get the suitable coefficient matrix, \( X \). Since the method has used the matching pursuit to solve the \( L_0 \) problem, the resulting, \( X \) is a sparse signal. Keeping this \( X \) value as fixed and updating the column of \( D \) is the next step.

\[
\min \| Z - DX \|_F^2 \quad \text{s.t.} \quad \| x_i \|_0 < K
\]  

As can be seen, updating all the dictionary columns once is impossible. Only one column or k-th column can be updated from the fixed value of \( X \) vector by solving (15).

\[
\| Z - DX \|_F^2 = \left\| Z - \sum_{j=1}^{K} d_j x_j^T \right\|_F^2 = \left\| \left( Z - \sum_{j \neq k} d_j x_j^T \right) - d_k x_k^T \right\|_F^2 = \| E_k - d_k x_k^T \|_F^2
\]

Where, \( d_k \) is the k-th column of the dictionary to be updated, \( F \) represents Frobenius norm, and \( E_k \) which is equal to \( \left( Z - \sum_{j \neq k} d_j x_j^T \right) \). From (15), one can easily understand that \( d_k \) can be solved and updated by minimizing \( E_k \) using singular value decomposition. The trained dictionaries are plotted as shown in Fig. 5.
3.4 The workflow to study the performance of the proposed sensing matrix

The proposed method used to examine the performance of the proposed sensing matrix indirectly (because it is not possible to study its performance alone) is given by the block diagram in Figs. 6 and 7. The first step in the workflow is to divide the plain fingerprint image into several small non overlapping blocks or patches. Each image patch is then converted to a one-dimensional vector or $y$ followed by transformation to its equivalent sparse form or $x$. In the computation of sparse representation of the input signal, the dictionary matrix or $\Phi$ is required, which is already trained using the K-SVD algorithm. Once the sparse representation of the signal is completed, then it will be ready to go for compression.

On the other hand, the combination of the encryption keys and DCT matrix builds a sensing matrix $\Psi$ for the specific image patch being processed. The next critical stage is the simultaneous compression and encryption of the sparse form of selected image patch by multiplying it with the sensing matrix. Finally, the compressed and encrypted Cipher fingerprint image patch is ready from the sender side. The above process is only for a single image patch. It must be repeated until all image patches are compressed and transferred.
Fig. 4  (a) Features of fingerprint or minutiae (b) Reference patch coordinate identification
Recovery of the cipher image back to its original form will be done on the receiver side. However, the process on the receiver side is generally reverse of the sender; the sequence followed to recover the original signal is quite different.

The encryption key and the dictionary used must be transferred along with the whole cipher image blocks. It meant that, single set of encryption keys and dictionary matrix is enough for all sparse representation of image blocks. The prime dual interior point solver first performs the sparse recovery from the compressed cipher image data. Then the recovered sparse vector of the image patch is multiplied by the dictionary matrix to generate the original image patch.

As it can be observed, the proposed approach has two flexible features. The first one is the number of dictionaries used throughout the process. Only one dictionary and encryption key vector is required to transform all the patches of the given fingerprint image to their corresponding sparse and compressed form. The other is various options for the sparse representation of the image patch. Suppose the image is required to be fully converted; the whole proposed process needs to be completed. On the other hand, if it is required to be recorded, the compressed version of the sparse representation of the image is enough. In the latter case, by taking the non-zero entries of the image, one can store the compressed version of the sparse image data.

The simulation and the analysis work has been done by running the MATLAB 12a script of the proposed system on a machine built with Intel(R) Core(TM) i5-7500 CPU,
at 3.40GHz CPU speed, 1GB Intel(R) UHD Graphics adapter, and 4GB Random Access Memory (RAM). The dictionary is not part of this study because it is already proposed in the cited work. The elapsed time to carry out the above-detailed task is 18.897523 seconds.

4 Analysis and result for the proposed sensing matrix

This section presents the comprehensive experimental study of the proposed system using two sensing matrices. The first one is a random matrix, and the other is the proposed sensing matrix. The practical test to check the validity of the above numerical formulation has been done using one ample fingerprint image taken public data sources from the NIST database (https://www.nist.gov/itl/iad/image-group/nist-special-database-302).

4.1 Assessment parameters for CS system performance

Three assessment parameters were used to check the methodology’s effectiveness in transforming and securely transferring of the input signals. These are the Root Mean Square Error (RMSE), Peak Signal to Noise Ratio (PSNR), and Structural Similarity Index of Image (SSIM). The mathematical expression for SSIM of an image \((a)\) with respect to its reference image \((b)\) of sizes \((N, N)\) [69] is

\[
SSIM(a, b) = \frac{(2ma_m + B_1)(2\nu_{ab} + B_2)}{(\nu_a^2 + \nu_b^2 + B_2)(m_a^2 + m_b^2 + B_1)}
\]  

(16)

Where \(m_a\) and \(\nu_a^2\) are the average and variances value of image \(a\) respectively. Similarly, \(m_b\) and \(\nu_b^2\) are the average and variances value of image \(b\) respectively. The other variable used in (16) \(\nu_{ab}\) is the covariance values of image \(a\) and \(b\). Furthermore, the remaining terms \(B_1\) and \(B_2\) are variables to stabilize the division with a leak denominator.

In this paper, apart from using as a parameter to study the scheme’s performance, the SSIM is used to select a set of image patch data to train the dictionary matrix. An image patch that imbedded within at least one fingerprint feature is designated as a reference to choose the other training image patches. The SSIM based selection can be applied by setting the threshold value and rejecting the signal whose structural similarity index value is far below the adjusted threshold.

The PSNR of \(m\) by \(n\) image with respect to reference image \(a\) of a similar dimension is

\[
PSNR(a, b) = 10 \times \log \frac{(PV)^2}{MSE(a, b)}
\]

(17)
Where $PV$ is the Peake Value of the pixel in the image and $MSE(a, b)$ is the Mean Square Error of the image with respect to reference image $a$ and expressed as

$$MSE(a, b) = \frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} (a(i, j) - b(i, j))^2$$ (18)

4.2 Data modeling for CS input

Using the K-SVD algorithm, we construct the dictionary matrix to model the data with lengths 64, 256, and 576 by another data of 121,400 and 1089 length vectors with a few non-zero components, respectively. The method that has been used to get the compressible model of this data is employing the OMP algorithm upon the measurement data.

As depicted in Fig. 8a and b, our result will be better if we restrict the number of sparse coefficient at low. This result indicates that the methodology supports a high compressional ratio like 1:16, which is pretty good in terms of the possibility of a secured recovery.

To make it more clear, let say we have 8 by 8 pixel image patch which is one of the image block obtained after the whole image is divided in to several non-overlapping image blocks. The length of this image data was $8 \times 8 = 64$ before sparse modeling. However, the length of this image data would be raised to some higher value which is equal to 121 with four non-zero entries after sparse modeling applied. The advantage is however, by preserving the index or location of those non zero entries [59] compression is possible. In this case 4:64 or 1:16 compression ratio can be achieved from our data set if the interest of the user is purely compression. The compression is not lossless but as can be justified latter the number of minutia of fingerprint image will not be affected by this type of lossy compression.

4.3 Compressing and encryption

Compressing the sparse data is the easiest step in the proposed architecture. It is implemented by multiplying the sparsely represented input data by the proposed sensing matrix. This stage allows the encryption and compression of the sparse data to be accomplished simultaneously. As long as the sensing matrix is secret from third-party users, the compressed data remains safe from any access by external agents. The security key must be transferred securely instead of the whole sensing matrix for decryption and decompression from the sender side.

According to the workflow provided by the block diagram (Figs. 6 and 7), a simultaneous compression and encryption of the sparse data of the fingerprint image patch is achieved by simply multiplying the sparse modeled data by sensing matrix. The sparse data whose length was 121 would undergo a simultaneous compression and encryption when it is multiplied by a 25 by 121 size sensing matrix. Its size obviously reduced to 25 from 121 which is approximately 1:5 encrypted compression ratio. The advantage is however, no additional task is required for encryption as it already accomplished at the same time with compression.

4.4 Decompression and decryption

This step or simultaneous decompression and decryption is the reverse process of the CS and takes place at the receiver side. The sensing matrix keys, the encrypted and compressed data, and the dictionary matrix must be delivered to the receiver to carry out this task appropriately. Then the decompression and decryption are possible by numerically solving the
Fig. 8  RMSE, PSNR, and SSIM Vs number of sample plot for: (a) random sensing matrix and (b) proposed sensing matrix
\( L_1 \) optimization problem, (7). Solving the \( L_1 \) problem using the already described primal-dual interior-point method has been applied to recover the sparse data, not the original. The numerical solution of the \( L_1 \) problem is obtained by running the MATLAB script of \( L_1 \)-magic package [9]. Finally, the recovered sparse data must be multiplied by the dictionary matrix to get the original data according to (1).

Unlike the previous section, we fix the numbers of the sparse coefficient constant to study the rate of change of signal assessment parameters with the number of samples taken from the sparse signal. The result Fig. 9 shows that still, we have a high recovery rate at a small number of samples. The obtained results are better than the recommended compression rate for wireless transmission, which is between 20 and 25dB [37, 67]. Our conclusion from this analysis is that the proposed sensing matrix performance is almost the same as the random matrix, which possesses the RIP feature [10].

This experimental performance study includes both compressing and recovery of sparse data uses only one sensing matrix for all image patches for the sake of consistency of the overall research. The performance study has also been done separately due to the high computational cost and a bit longer time requirement complete it. Hence, its complexity analysis in terms of time does not included. Furthermore, the task has been done in batch mode to manage the long-time requirement to run the MATLAB script.

5 Security threat model and analysis

For the safe flow of data from one state to another or from sender to receiver, the communication must be secured by encrypting the data. This section will identify the expected potential threat that will impact the security of the proposed architecture.

The critical elements of the system responsible for the loss of data if potential adversaries access them are the dictionary, the sensing matrix, and the encryption keys. The last element cannot be a problem if the encryption keys are securely transferred to a legitimate user. However, the first two elements need further analysis because the attacker has several alternative ways to construct them. The dictionary matrix can be constructed using the same algorithm used in the proposed design from different training signals or fingerprint data. However, any other outputs from such a dictionary matrix may not be simultaneously sparse with the patch being sparsely modeled by the one used in the dictionary built by our data set. Alternatively, the sparse solution is always unique for the fixed input signal and coherent dictionary matrix once it is computed [3, 18]. Hence, our analysis will focus only on the sensing matrix.

When the attacker continuously sends a randomly chosen plane text or image to the oracle and gets back the cipher version of the text or image, there will be a probability for the attacker to gain a piece of knowledge about how the system encrypts its data. This attack is known as Chosen Plain text Attack (CPA). Like other works [48, 71], the proposed encryption scheme in this paper is related but not directly to the sensing matrix. As already pointed out in [6, 58], such a kind of compressed system is not secured against CPA. We can eliminate this vulnerability by effectively extracting different sensing matrices with high probability using the modified MLCG (12) from a single DCT matrix (9) which is designed based on a chaotic model (11). The performance of the sensing matrix from a security point of view will be discussed in the next section.
Fig. 9  RMSE, PSNR, and SSIM Vs number of sample plot for: (a) random sensing matrix nd (b) Proposed sensing matrix
6 Discussion on the performance and reliability of the proposed system

This section will identify the sensitive part of the system that makes it vulnerable to attack. Furthermore, it will explain how the system will respond by analyzing the security threat model and the reliability of the design approach.

We begin by demonstrating how the input data is compressed and then recovered diagrammatically in Fig. 10. Additionally, we have assured that the system does not damage most of the fingerprint minutiae by showing that it preserves most of them in Fig. 11. To generate output like Fig. 10, Algorithm 1 was used 128 times by incrementing the growth rate $r$, 128 times by fixed positive step value equal to 0.0020. Algorithm 2 was used 32 times for every single run of algorithm-I by incrementing the newly introduced shift constant $S$, 32 times with unit step value. Finally, a total of $128 \times 32 = 4096$ sensing matrices are generated using only eight parameters or keys. First, the 512 by 512-pixel image is divided into 4096 non-overlapping eight by eight image patches. Then, for each patch different sensing matrix is used to compress and encrypt it. The parameters used to generate all the 4096 sensing matrices are summarized in Table 1.

6.1 Randomness test via correlation analysis

The correlation analysis that has been performed on the proposed scheme involves the evaluation of the correlation between several randomly selected pairs of adjacent pixels that are aligned horizontally, vertically, and diagonally. For a particular fingerprint image with given pixel coordinates $(x, y)$ for each randomly selected pixel, the correlation expression is given as,

$$
Corr (x, y) = \frac{T \sum_{i=1}^{T} (x_i y_i) - \sum_{i=1}^{T} x_i \sum_{i=1}^{T} y_i}{\sqrt{\left( T \sum_{i=1}^{T} x_i^2 - \left( \sum_{i=1}^{T} x_i \right)^2 \right)^2 \left( T \sum_{i=1}^{T} y_i^2 - \left( \sum_{i=1}^{T} y_i \right)^2 \right)^2}}
$$  \hspace{1cm} (19)

Equation (19) is effectively utilized for total pixel pairs $T$ of 3000 from both plain and compressed images. The distribution plot is shown in Fig. 12. Comparison of the figure in
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\[ \text{ Springer} \]
plain and cipher versions of images shows that the cipher version is possessed the expected randomness.

6.2 Histogram analysis for encrypted image

The histogram analysis is helpful to identify which data of the securely compressed image is easily visible for the attacker. There are several entries in the proposed sensing matrix whose values are negative. Take this as a one advantage, and the nearly uniform distribution of values as depicted on the histogram comparison figure, Fig. 13, further indicates that the system is safe from histogram-based attacks.

6.3 Key sensitivity test

Key sensitivity test used to examine how the proposed sensing matrix responds to a slight change in the magnitude of some of the keys used to construct the proposed sensing matrix. Keeping other keys that affect the construction of the sensing matrix the same except one

| Sr. No | Parameter | Description                     | Value |
|--------|-----------|---------------------------------|-------|
| 1      | \( r \)   | Growth rate initial value       | 3.57  |
| 2      | \( N \)   | The DCT row width               | 121   |
| 3      | \( z_0 \) | Initial value for logistic map  | 0.5   |
| 4      | \( A \)   | MLCG Constant                   | 5     |
| 5      | \( k_1 \) | MLCG initial value              | 3     |
| 6      | \( b \)   | MLCG increment value            | 35    |
| 7      | \( B_t \) | Number of bits for MLCG         | 6     |
| 8      | \( \alpha \) | The Sensing matrix row width  | 25    |
Fig. 12  Correlation plots (a) for plain and (b) compressed fingerprint image (Note: The two bottom plots are for vertical and diagonal pairs of pixels)
testing parameter, we have performed an experimental test and observed how the sensing matrix row sequence generated. The test is performed first using the growth rate of the Logistic map and changed by $2.6333 \times 10^{-6}\%$. The experiment has been done for two sensing matrices key vectors, provided in Table 2. The first is the key set already used in Table 1, and the other is the same key set with a slight change in the growth rate of the Logistic map. The output assessment parameters show a high deviation from the expected value as depicted in the Table 2.

The deviation of the output from expected values is due to the difference in DCT matrix rows sequence as a result of the change in the growth rate parameter. The growth rate, which is equal to 3.7504, selects the rows of the DCT matrix according to the sequences of 33, 117, 5, 47, 95, 27, 108... for the first sensing matrix. On the other hand, the other growth rate value, which is equal to 3.7505, defer by only $2.6333 \times 10^{-6}\%$ produces the sequences of 34, 120, 2, 48, 96, 26, 106... for the second sensing matrix. Therefore, the partial bounded orthogonal sensing matrix with those selected rows from DCT produces different cipher data. The same precision has been used in all sequence and initial values.
Table 2  Key sensitivity test study

| Sr. No | Parameter | Type | Description                           | Value          | Sensing matrix-I | Sensing matrix-II |
|--------|-----------|------|----------------------------------------|----------------|------------------|-------------------|
| 1      | \( r \)   | Input| Growth rate initial value              | 3.5704         | 3.7505           |                   |
| 2      | \( N \)   | Input| The DCT row width                     | 121            | 121              |                   |
| 3      | \( z_0 \) | Input| Initial value for logistic map        | 0.5            | 0.5              |                   |
| 4      | \( A \)   | Input| MLCG Constant                         | 5              | 5                |                   |
| 5      | \( k_1 \) | Input| MLCG initial value                    | 3              | 3                |                   |
| 6      | \( b \)   | Input| MLCG increment value                  | 35             | 35               |                   |
| 7      | \( B_t \) | Input| Number of bits for MLCG               | 6              | 6                |                   |
| 8      | \( \Psi \) | Input| The Sensing matrix row width          | 25             | 25               |                   |
| 9      | PSNR      | Output| Peak Signal to Noise Ratio            | 27.6475        | 4.5839           |                   |
| 10     | SSIM      | Output| Structural Similarity Index of Image  | 0.9632         | 0.0295           |                   |
| 11     | RMSE      | Output| Root Mean Squared Error               | 0.0391         | 0.5115           |                   |

computations. This behavior of the sensing matrix shows that the proposed scheme is a key sensitive one.

The recovered image using sensing matrix-1 is already shown in Fig. 9, whereas the other image that uses sensing matrix-2 is given in Fig. 14. As clearly depicted in Fig. 14, there are no apparent fingerprint minutiae in the output image. It looks like a cipher image. Therefore, comparison of Figs. 9, 10, 11, 12, 13 and 14 show how the scheme is key-sensitive type one.

Furthermore, to check whether the choice encryption keys does not affect the optimality of the design, one more performance test also conducted for the rest of keys other than logistics map variables. The test that involves variation of the MLCG which is responsible for sensing matrices generation has summarized in Table 3 with same notation that used for Table 2.

![Fig. 14](image)

(a) The original, (b) the compressed also encrypted and (c) the recovered fingerprint image using sensing matrices-II parameters
Table 3  Performance study of the proposed CS system based on input parameters variation

|      | PSNR   | SSIM   | RMSE  |
|------|--------|--------|-------|
| $r = 3.5704$, $N = 121, A=5, k_1=3, b =35, B_t=6$, $\Re_l=25$, reference $z_0=0.5$ |
| $z_0$ |        |        |       |
| 0.5  | 27.6475| 0.9632 | 0.0391|
| 0.7  | 11.0989| 0.6586 | 0.1697|
| 0.9  | 4.8154 | 0.0329 | 0.5022|
| $r = 3.5704$, $N = 121, z_0=0.5$, $A=5, b =35, B_t=6$, $\Re_l=25$, reference $k_1=3$ |
| $k_1$ |        |        |       |
| 3    | 27.6475| 0.9632 | 0.0391|
| 5    | 4.4970 | 0.0321 | 0.5140|
| 7    | 4.6043 | 0.0269 | 0.5110|
| $r = 3.5704$, $N = 121, z_0=0.5$, $A=5, k_1=3, B_t=6$, $\Re_l=25$, reference $b=35$ |
| $b$  |        |        |       |
| 35   | 27.6475| 0.9632 | 0.0391|
| 33   | 4.7310 | 0.0262 | 0.5025|
| 37   | 4.7140 | 0.0308 | 0.5028|
| $r = 3.5704$, $N = 121, z_0=0.5$, $A=5, k_1=3, b =35, B_t=6$, reference $A=25$ |
| $A$  |        |        |       |
| 5    | 27.6475| 0.9632 | 0.0391|
| 2    | 4.4911 | 0.0341 | 0.5009|
| 8    | 4.1463 | 0.0394 | 0.5103|

6.4 Key space of the proposed system

Based on our study about the brute force security attack occurrence that has been seen in the ECG signal encryption [15], a repeated trial must be done in our proposed scheme to see the effect of this attack. This means that the adversary must construct the sensing matrix by combining rows using its technique with a significantly very high number of trials. According to [27, 48], the attacker must attempt a maximum of $2^{100}$ rows combinations of the DCT matrix, which is supposed to exceed the keyspace of the system. In this regard, the keyspace of one of the 4096 proposed sensing matrices can be computed from the DCT matrix with row dimensions 121. 25 of them is enough to construct a single sensing matrix.

$$Key\ Space = (121!) \times \left(\frac{121!}{25! (121 - 25)!}\right) = 42.55^{255} \cong 2^{1225} \gg 2^{100} \quad (20)$$

The term under the first bracket is the number of options for an attacker to construct the masked DCT, whereas the second matrix is the number of options to construct the sensing matrices, and their product gives large enough value to turn the brute force attack into infeasible for the proposed system. Since there is an additional 4095 sensing matrices, the computed keyspace value might be higher.

6.5 Differential attack

Types of attack that we have already studied before requiring analysis involve the whole signal or image at a time. However, differential attack analysis is more focused on a specific
single pixel. Therefore, we only take one of the 4096 image contains the pixel that we want to study. Because different sensing matrices were used to resist brute force and chosen-ciphertext treat. Therefore, our analysis will be based on a selected specific block using NPCR (Net Pixel Change Rate) and UACI (Unified Average Changing Intensity), which are given by (21) and (22) respectively.

\[ \text{NPCR} = \frac{\sum_{i,j} D(i, j)}{H \times W} \times 100\% \] (21)

\[ \text{UACI} = \frac{1}{H \times W} \sum_{i,j} \left| c(i, j) - c'(i, j) \right| \times 255 \times 100\% \] (22)

Where \( H \) and \( W \) are the height and width of the image block. And \( c(i, j) \) is the plain image block whereas \( c'(i, j) \) also the encrypted image of the block with one of the pixels changed. The value of \( D(i, j) \) is one if there is pixel difference between \( c(i, j) \) and \( c'(i, j) \) otherwise it is zero. Our samples taken from eight by eight blocks are 100\% for NCPR and 0.92\% for UACI. The result shows that all sixty-four-pixel values undergo changes that make the design scheme superior against others scheme by ensuring resistive to any attack.

6.6 Entropy analysis

The entropy of our compressed system is the measurement of the system’s ability to generate random encrypted output. The entropy \( H \) of the image with probability \( P \) and total number \( N \) is mathematically expressed and given by (23).

\[ H = \sum_{i=1}^{N} P_i \log_2 P_i \] (23)

Since our system is designed based on the DCT matrix, many entries have negative values. Hence to compute the logarithmic content of (23), we took the absolute value of the cipher image, and we have verified that the system has 7.20, which is 90\% of the ideal value.

6.7 A comparative analysis of the proposed sensing matrix and its application

This section summarizes different CS system types and their corresponding sensing matrix used to build them. As mentioned in this work, a CS system can perform simultaneous compression and encryption of signals. Sensing matrices, in general, are of two types. The first is a random matrix, and the other is a deterministic sensing matrix. Random sensing matrices need many memory resources to store, but they are easy to generate. The drawback of this sensing matrix is that there is no efficient algorithm for verifying its RIP conditions. Some of the sensing matrices discussed in this section are deterministic sensing matrices.

Although Ref. [16] describes the derivation of a sensing matrix known as Structurally Random Matrix (SRM), which closely works like the presented work, no evidence shows that the resulting sensing matrix obeys RIP. However, the proposed matrix in Ref. [16] is still can be used for a CS system without involving a security feature. The same type of sensing matrix has been used in the compressed sensing system design presented in [19]. Those sensing matrices cannot be applied if the desired system needs a security feature. Because, as already discussed in the system’s algorithmic complexity, such metrics must be generated in high numbers that match the number of image patches to be encrypted.
While Ref. [22, 39, 50, 64, 66] uses a predictable random or pseudo-random matrix, unlike the previous two systems, they are generated from hardware like FPGA (Field Programmable Gate Array) and microcontroller. Since they are deterministic, they can generate multiple sensing matrices. This ability of the sensing matrix generator makes them suitable to build a secured CS system. However, slight limitations that already mentioned in that work, on the pseudo-random number generator like the Linear Feedback Shift Register (LFSR) will make them less reliable for fingerprint images. If the current state of the LFSR is known, the next state is easily predictable. That would probably affect the scheme’s security that uses LFSR for sensing matrix generation.

Chaotically generated sensing matrixes are the other option for a deterministic sensing matrix generation. Ref. [20, 27] uses that approach to generate chaotically controlled sensing matrices. The sensing matrix generated by the chaotic system has proven to obey RIP as mentioned in Ref. [64] and has no issue with the recovery of sparse signal compressed by such sensing matrices. This makes them suitable to construct an effective CS system like fingerprint imaging. However, their drawback is that to resist a security trait, the sensing matrix must be repeatedly generated in an element-wise fashion, and the respective keys must be transmitted with every signal component to be encrypted. This shows that this matrix construction approach is a little bit expensive computationally. This weakness has been eliminated by a partial bounded orthogonal sensing matrix derived from a chaotically scrambled DCT matrix in the presented work.

In the presented work, unlike Refs. [20, 27], element-wise computation of sensing matrix is not applied. By combining chaotic sequence with pseudo-random number generator, MLCG, a partial bounded orthogonal sensing matrix extracted by selecting the specific set of rows of DCT matrix accordingly. In the analysis part, we have demonstrated that multiple sensing matrices are generated for compression and recovery that take place at the senders and receivers side, respectively. The compressed sensing system tasks are completed using about eight parameters plus the dictionary matrix.

7 Conclusion

This work aimed at an optimized compressed sensing and secured transmission of fingerprint images. We have designed a novel deterministic sensing matrix based on a partial bounded orthogonal matrix derived from a (DCT) matrix to establish security. A novel and computationally low complex algorithmic approach has been proposed to construct a sensing matrix that fulfills RIP conditions. A modified MLCG has been employed to build the sensing matrix by extracting them from the chaotically scrambled rows of the DCT matrix at confirmed high probability. The comprehensive simulation-based analysis of our proposed compressed sensing system shows that the deterministic sensing matrix performs equally with the non-deterministic or random matrix. The results obtained from the simulation of the proposed system confirmed that a better PSNR than the recommended value for wireless transmission is archived using a sample below 20% without losing a significant number of fingerprints minutiae. The response of the designed CS system was also examined using various security threat models and found to be resistive against any potential adversaries. The randomness test has been performed using correlation analysis and entropy calculations on the proposed system. On the other hand, 100% for NCPR and 0.92% for UACI values prove the scheme’s resistance against different kinds of security attacks.
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