Thermodynamic Effects of Single-Qubit Operations in Silicon-Based Quantum Computing

Pavel Lougovski\textsuperscript{1,}\textsuperscript{*} and Nicholas A. Peters\textsuperscript{1,2}

\textsuperscript{1}Quantum Information Science Group, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831, USA
\textsuperscript{2}The Bredesen Center for Interdisciplinary Research and Graduate Education, The University of Tennessee, Knoxville, Tennessee 37996, USA

(Dated: April 20, 2017)

Silicon-based quantum logic is a promising technology to implement universal quantum computing. It is widely believed that a millikelvin cryogenic environment will be necessary to accommodate silicon-based qubits. This prompts a question of the ultimate scalability of the technology due to finite cooling capacity of refrigeration systems. In this work, we answer this question by studying energy dissipation due to interactions between nuclear spin impurities and qubit control pulses. We demonstrate that this interaction constrains the sustainable number of single-qubit operations per second for a given cooling capacity. Our results indicate that a state-of-the-art dilution refrigerator can, in principle, accommodate operations on millions of qubits before thermal energy dissipation becomes a problem.\textsuperscript{a}

PACS numbers: 03.67.-a, 03.65.Ud, 03.67.Lx, 65

Environmentally-induced decoherence is typically considered as the main obstacle on the path towards a scalable quantum computer \cite{1, 2}. Known remedies include decreasing qubit coupling to the environment \cite{2, 3} and using quantum error correcting (QEC) codes \cite{4, 5}. Then the scalability challenge lies in striking the right balance between the size of QEC and the magnitude of the decoherence effect. What often goes overlooked in this analysis is the effect of qubit controls on the environment itself. While the direct effects of the control pulse coupling to the environment can in principle be minimized by employing shielding, the indirect, or qubit-mediated, coupling of the controls to the environment is likely to be a fundamental challenge. In turn, the latter may result in a net energy increase of the environment which inevitably has to be removed from the system. The magnitude of this effect per qubit, however small, is not negligible. Considering that future quantum computers could utilize tens of millions of physical qubits, even small thermal effects in aggregate could constrain the ultimate scalability.

In this paper, we study this exact problem for a phosphorus donor nuclear spin qubit in silicon \cite{6}. We investigate the thermodynamic implications of qubit control pulses coupling with silicon substrate impurities. Our choice of the physical qubit is largely motivated by a multitude of attractive features offered by silicon: long qubit coherence times; a potential for scalable manufacturing via mature CMOS techniques; and tremendous recent experimental advances in controlling a single donor atom \cite{7–10} or, alternatively, small clusters of atoms \cite{11}. The decoherence mechanism is mainly due to the interaction with unavoidable inclusions of $^{29}$Si isotope (nuclear spin $\frac{1}{2}$) that may range in concentration from 4.7\% in natural occurring silicon to below 100 PPM in highly purified samples \cite{12}. The $^{31}$P-donor nuclear and electron spin coherence times are well characterized both theoretically \cite{13–15} and experimentally \cite{7, 9, 16}. For example, at 100 mK, in isotopically purified $^{28}$Si, donor nuclear and electron spin coherence times of up to 30 s \cite{9} and 1 s \cite{16}, respectively, have been demonstrated, potentially supporting thousands or even tens of thousands of quantum gates. Further, the use of topological QEC codes promise to bring fault tolerance within reach \cite{17}.

One’s ability to coherently manipulate the nuclear spin of a $^{31}$P donor is important not only for single qubit operations but also for two-qubit gates between neighboring donor electron spin qubits \cite{18}. The coherent control of $^{31}$P nuclear spins is typically achieved by irradiating a silicon sample with resonant RF pulses \cite{8, 10}. The direct effect of such drive pulses on the qubit’s environment is negligible, thanks to the large difference in the gyromagnetic ratio between electron and nuclear spins ($\gamma_e \gg \gamma_{31P} > \gamma_{\text{29Si}}$). However, the nuclear spin of a $^{31}$P donor indirectly couples to nuclear spins of neighboring $^{29}$Si impurity atoms via the donor qubit’s electron. The donor electron enables Fermi contact interaction between the electron spin, and the nuclear spins of the $^{31}$P and $^{29}$Si, resulting in effective nuclear spin-spin coupling. Therefore, coherent rotations of the donor’s nuclear spin translate into a net change of the $^{29}$Si nuclear spin bath’s
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Zeeman energy. If the net change is positive, energy is added to the substrate raising its effective temperature. In turn, the thermalization process will increase phonon-mediated spin interactions that may result in a coherence penalty. To avoid this, energy dissipated by qubit control operations must be removed by a refrigerator and may not exceed available cooling capacity. Dilution refrigerators appear to be the most likely solution, although their cooling capacity rapidly diminishes as the operating temperature decreases (e.g., see Fig. 3 in [19]) potentially limiting gate operation rates.

To evaluate the magnitude of the bath heating effect for silicon qubits, we compute the net Zeeman energy change of $^{29}\text{Si}$ spins as a function of the number of single-qubit rotations, impurity concentration, and impurity spatial distribution. We find that for a random single rotation about the $X$ axis, the average $^{29}\text{Si}$ ensemble energy change is negative i.e., the spin bath experiences a cooling effect. However, for a sequence of random single-qubit gates, the average energy change is positive, resulting in bath heating. Further we find that the amount of heating depends on the sequence of single-qubits gates. As an arbitrary qubit operation may be decomposed in many ways, our results suggest that future quantum computing compilers may need to optimize the selection of gate sequences to reduce thermal effects.

We begin by introducing a model for the qubit and its environment. The qubit is defined by the nuclear spin $\hat{I}_P$ of a donor $^{31}\text{P}$ atom implanted into a silicon substrate. Following recent experiments [9], we will assume that the silicon substrate is purified, and, unless noted otherwise, that the residual concentration of $^{29}\text{Si}$ is 800 PPM. We will also set the physical qubit volume to 5 nm$^3$, where the scale is set by twice the typical estimate of the Bohr radius of a donor electron [20]. The qubit environment then includes nuclear spins of neighboring residual $^{29}\text{Si}$ atoms $\hat{I}_n$ (index $n$ runs over all lattice sites occupied by $^{29}\text{Si}$) and the spin of the donor electron $\hat{S}_e$.

When placed in a uniform magnetic field $B_0^x$ aligned along $Z$ axis, the free Hamiltonian of the qubit reads,

$$\hat{H}_e = \omega_P \hat{I}_P^z,$$

where $\omega_P = \gamma_P B_0^x$ and $\gamma_P$ is the gyromagnetic ratio for the $^{31}\text{P}$ nucleus. Similarly, we denote the free Hamiltonian for the donor electron spin, $\hat{H}_e = \Omega_e \hat{S}_e^z$ and the neighboring $^{29}\text{Si}$ nuclear spins, $\hat{H}_{Si} = \sum_n \omega_n \hat{I}_{Si_n}^z$, where $\Omega_e = \gamma_e B_0^x$, $\omega_n = \gamma_{Si_n} B_0^x$ and $\gamma_e (\gamma_{Si_n})$ are the electron ($^{29}\text{Si}$ nucleus) gyromagnetic ratio.

Single-qubit gates are typically implemented as rotations along the $X,Y,Z$ axes by exposing the qubit to time-varying magnetic fields aligned along the axis of rotation. Here, we concentrate on the impact of single-qubit rotations around the $X$ axis on the Zeeman energy of $^{29}\text{Si}$ spins contained in the physical qubit volume. The Hamiltonian that describes such rotations is

$$\hat{H}_d = \cos(\omega_d t)[\Omega_e^{x} \hat{S}_e^{x} + \Omega_P^{x} \hat{I}_P^{x} + \Omega_{Si}^{x} \sum_n \hat{I}_n^{x}],$$

where $B_0^x$ and $\omega_d$ are the amplitude and the frequency of the AC magnetic field along the $X$ axis, $\Omega_e^{x} = \gamma_e B_0^x$, $\Omega_P^{x} = \gamma_P B_0^x$, and $\Omega_{Si}^{x} = \gamma_{Si} B_0^x$. Note that Eq.(2) includes terms corresponding to the effects of the drive field on $^{29}\text{Si}$ nuclear spins as well as the donor electron spin. As we will show later, the standard “resonant” choice of the driving frequency, results in a negligible effect on the electron spin because $\Omega_e \gg \omega_P$.

Next, we include the effects of the nuclear spin environment. The qubit and $^{29}\text{Si}$ nuclear spins are coupled to the donor electron spin $\hat{S}_e$ via the Fermi contact interaction. This coupling, in particular, is the leading cause of donor electron spin decoherence [13–15, 21]. In addition, as we will show, this interaction changes the energy of $^{29}\text{Si}$ nuclear spins by providing a mechanism for an indirect coupling with $X$-axis qubit rotation pulses. The former represents an example of a well-studied problem, namely, determining the effect of the nuclear spin environment on the qubit. However, the latter poses a less explored question of the thermodynamic effects of qubit operations on the surrounding environment. And while the effects of the environment on the qubit can be largely mitigated e.g., by using dynamic refocusing sequences or higher isotopic purity silicon, removing the effects of qubit control pulses on the spin bath entirely is complex as each qubit will couple to a different random local spin bath. The basic Hamiltonian describing the contact interaction between the donor electron spin and neighboring nuclear $^{31}\text{P}$ and $^{29}\text{Si}$ spins is

$$\hat{H}_{C,N} = \sum_{n \in \text{Si,P}} a_n \hat{S}_e \cdot \hat{I}_n = \sum_{n \in \text{Si,P}} a_n (\hat{S}_e^x \hat{I}_n^x + \hat{S}_e^y \hat{I}_n^y + \hat{S}_e^z \hat{I}_n^z),$$

where hyperfine coupling constants $a_n$ between the donor electron and the $n$-th nuclear spin are given by

$$a_n = \frac{2\hbar \mu_0}{3} \gamma_e \gamma_n |\Psi(R_n)|^2.$$

Here $\mu_0$ is the vacuum permeability and $\Psi(R_n)$ is the donor electron wave function at the nucleus location $R_n$. Several approaches to modeling the wavefunction $\Psi(R_n)$ can be found in the literature [22–24]. For our numerical simulations below we adopt the approximation used to describe the original ENDOR experimental data [25] with the understanding that its validity is limited to about 20 nuclear shells around the donor [26].

In addition to the hyperfine coupling mediated interaction, nuclear spins couple via a direct dipole-dipole interaction. However, this interaction results in pairwise nuclear spin flipping that does not change the overall Zeeman energy of the nuclear spin bath. Also, the dipole-dipole interaction strength is typically weaker than the
strength of the hyperfine interaction. Therefore, it is not included in our model.

Finally, besides the $^{29}$Si nuclear spins, $^{31}$P impurities can be introduced during the qubit implantation process. In turn, they can also be polarized by qubit control pulses, leading to additional thermodynamic effects. However, since even in isotopically purified silicon, the number of $^{29}$Si impurities exceeds the number of undesired $^{31}$P donors, we will exclusively focus on estimating the energy deposition to $^{29}$Si environment.

Putting it all together, we arrive at the total Hamiltonian describing the dynamics of single qubit control pulses coupling to the $^{29}$Si spin bath for a $X$-axis drive field,

$$\hat{H} = \hat{H}_e + \hat{H}_N + \hat{H}_d + \hat{H}_{eN}, \quad (5)$$

where $\hat{H}_N = \hat{H}_{Si} + \hat{H}_q$.

In the total Hamiltonian, Eq.(5), three terms may, in principle, change the Zeeman energy of $^{29}$Si nuclei which in turn, can result in an environmental temperature change. These are the driving term $\hat{H}_d$ and the two hyperfine coupling terms $\sum_n a_n \hat{S}^z_n \hat{I}^z_n$ and $\sum_n a_n \hat{S}^y_n \hat{I}^y_n$. However, because the Zeeman energy of the electron is much larger than the Zeeman energies of phosphorus and silicon nuclei, i.e., $2\hbar \omega_e \gg \{2\hbar \omega_P, 2\hbar \omega_n\}$, the latter terms can be treated as a small perturbation. It can be shown, by applying perturbation theory, that these terms indeed cancel out to the first and the second order, providing an effective spin-spin coupling that preserves Zeeman energies of the nuclei (a so-called secular term). To see this behaviour we derive the effective Hamiltonian $\hat{H}'$ using the method of small rotations [27]. Accordingly,

$$\hat{H}' = U_r \hat{H} U_r^{-1} \quad (6)$$

where $U_r = \exp(\sum_n \alpha_n (\sigma^z_n \sigma^z_n - \sigma^+ \sigma^-))$, $\alpha_n = \frac{a_n}{\Delta}$, $\Delta = \Omega_e - \omega_P - \omega_n$, and $\sigma^\pm = (\hat{S}^x \pm \hat{S}^y) / 2$. For a magnetic field $B_0^z = 1$ T (a typical experimental value for Si:P qubit system) the frequency difference $\Delta$ is on the order of 28 GHz. The hyperfine coupling constants $a_n$ for $^{29}$Si nuclei in a typical qubit volume range between 0.1 and 10 MHz, depending on the distance of a $^{29}$Si nucleus from the qubit, while $a_P$ for phosphorus is 117 MHz. Hence, for all practical purposes $\alpha_n \ll 1$ and only terms linear in $\alpha_n$ need to remain in Eq.(6). Thus $\hat{H}'$ becomes,

$$\hat{H}' = \hat{H}_0 + \hat{V}, \quad (7)$$

where $\hat{H}_0 = \hat{H}_e + \hat{H}_N$ and

$$\hat{V} \approx \hat{H}_d + \sum_{n \in Si,P} a_n \hat{S}^z_n \hat{I}^z_n +$$

$$2 \sum_{n \in Si,P, m \neq n} \frac{a_n a_m}{\Delta} \hat{S}^z_n (\sigma^+_n \sigma^-_m + \sigma^-_n \sigma^+_m) -$$

$$2 \sum_{n \in Si,P, m \neq n} \frac{a_n a_m}{\Delta} (\sigma^+_n \sigma^-_m + \sigma^-_n \sigma^+_m) \hat{I}^z_n +$$

$$\cos(\omega_n t) \sum_{n \in Si,P} \frac{2 a_m}{\Delta} \hat{S}^z_n \hat{I}^y_n. \quad (8)$$

Here small AC Stark shift terms are omitted because they simply redefine the Zeeman energy of the electron and nuclei.

Next, we switch to the interaction picture and calculate the effective time-dependent interaction Hamiltonian,

$$\hat{V}(t) = e^{i\hat{H}_0 t} \hat{V}_{\text{weak}} e^{-i\hat{H}_0 t}. \quad (9)$$

We set the drive field frequency $\omega_e$ to be resonant with the qubit transition frequency, i.e., $\omega_e \approx \omega_P$. With this drive frequency, qubit rotations around the $X$ axis are facilitated. The corresponding Rabi frequency (the rate of qubit spin flipping along the $Z$ axis) is then determined by the strength of the AC magnetic field $B_0^z$. Two parameter regimes are possible. First, the “weak” driving regime when $B_0^z \ll B_0$ corresponding to a “slow” Rabi flipping with frequencies $< 1$ MHz. Second, the “strong” driving regime $B_0^z \gtrsim B_0$ with “fast” Rabi flipping frequencies $\gtrsim 10$ MHz. The interaction dynamics $\hat{V}(t)$ is highly dependent on the ratio of the parameters and in the following we consider the two regimes separately.

In the “weak” drive scenario $B_0^z \ll B_0$ which translates into a set of inequalities $\{\Omega_e^z \ll \Omega_e^z, \Omega_P \ll \omega_P; \Omega_{Si}^z \ll \omega_n\}$. As a result, the rotating wave approximation (RWA) can be applied to the Hamiltonian $\hat{V}(t)$ in Eq.(9). Here the off-resonant term may be omitted leading to the following effective Hamiltonian:

$$\hat{V}_{\text{weak}}(t) \approx \frac{\Omega_e^z}{2} \hat{I}^z + \frac{\Omega_e^z a_P}{\Delta} \hat{S}^z \hat{I}^y + \sum_{n \in Si,P} a_n \hat{S}^z \hat{I}^z_n +$$

$$2 \sum_{n \in Si,P, m \neq n} \frac{a_n a_m}{\Delta} \hat{S}^z_n (\sigma^+_n \sigma^-_m + \sigma^-_n \sigma^+_m). \quad (10)$$

We immediately observe that in the weak drive regime, the Zeeman energy of $^{29}$Si nuclear bath remains unchanged during an arbitrary single qubit rotation gate. Furthermore, the effective Rabi frequency for the qubit now depends on the state of the electron spin. The number of single qubit gates per second is bounded by the effective Rabi frequency. For a drive field $B_0^z = 10^{-3}$ T (with $B_0^z = 1$ T), one can apply $\approx 10^5$ gates per second.

To run a quantum computer at a higher “clock” rate, faster single qubit gates are necessary. This can be achieved by applying stronger drive fields while keeping
B_0^2$ constant. However, once the inequality $B_0^2 ∝ B_0^0$ is violated, the RWA is no longer valid [28] and the spin dynamics is no longer adequately described by Eq.(10).

In this case, the effective Hamiltonian Eq.(9) becomes,

$$
\hat{V}_{\text{strong}}(t) \approx \sum_{n \in \text{Si},p} a_n \hat{S}_n^z \hat{I}_n^z + 2 \sum_{n \in \text{Si}, m \neq n} \frac{a_n a_m}{\Delta} \hat{S}_n^z (\sigma_n^+ \sigma_m^- + \sigma_n^- \sigma_m^+) + \sum_{n \in \text{Si}} \frac{\Omega}{2\Delta} \hat{S}_n^z [e^{i(\Omega t + \omega t)n} + e^{-i(\Omega t - \omega t)n}] + h.c.]
$$

where we have omitted terms of the order $\frac{a_n a_p}{\Delta} \approx (\frac{a_n}{\Delta})^2 ∝ 1$. Note that now there are non-vanishing terms that act to periodically drive the $^{29}$Si nuclear spins. This will result in a Zeeman energy change of the nuclear spin bath. To evaluate the effect of these terms we solve the Schrödinger equation for the qubit-electron-nuclear spin wave function using time-dependent perturbation theory. First, we eliminate the time-independent terms in Eq.(11) by applying an additional unitary rotation, giving

$$
\hat{V}_{\text{strong}}(t) = e^{i\hat{H}_{\text{Ze}} t} \hat{V}_{\text{strong}}(t) e^{-i\hat{H}_{\text{Ze}} t}
$$

where $\hat{H}_{\text{Ze}} = \sum_{n \in \text{Si}, p} a_n \hat{S}_n^z \hat{I}_n^z$. After some algebra we obtain,

$$
\hat{V}'_{\text{strong}}(t) \approx \sum_{n \in \text{Si}, p} \left( \frac{\Omega}{2\Delta} \hat{S}_n^z + \frac{\Omega}{\Delta} I_n^z \right) [e^{i(\Omega t + \omega t)n} \sigma_n^+ + h.c.]
$$

In the last expression, we have omitted terms of the order $\frac{a_n a_p}{\Delta|a_n - a_m|} ≪ 1$.

Next, we calculate the propagator $U(t_0, t)$ to the first order of the Dyson series using the time dependent Hamiltonian in Eq.(13),

$$
U(t_0, t) \approx \mathbb{I} - i \int_{t_0}^{t} d\tau \hat{V}'_{\text{strong}}(\tau).
$$

Assuming that the qubit and its spin bath are initially in a separable state $|\psi_{q+b}(t_0)⟩ = |\psi_q(t_0)⟩ \otimes |\psi_b(t_0)⟩$, the evolution of the state for the combined qubit-spin-bath system in the interaction picture is given by,

$$
|\psi_{q+b}(t)⟩ \approx U(t_0, t)U_{\tau}^1|\psi_{q+b}(t_0)⟩,
$$

for sufficiently short time intervals $\Delta t = t - t_0$. The change in the Zeeman energy of the $^{29}$Si nuclear spin bath can then be evaluated:

$$
\Delta E_{\text{Si}}(t) = \langle \psi_{q+b}(0)| H_{\text{Si}}(t) - \hat{H}_{\text{Si}} |\psi_{q+b}(0)⟩,
$$

where we have defined $\hat{H}_{\text{Si}}(t) = U(t_0, t)U_{\tau}^1(t)\hat{H}_{\text{Si}}U_{\tau}^1(t)U(0, t)$ and $U_{\tau}(t)$ is a unitary rotation into the interaction picture. In what follows we numerically evaluate $\Delta E_{\text{Si}}(t)$ as a function of the spatial distribution and the concentration of $^{29}$Si nuclear spins as well as a function of single-qubit rotations.

Our first set of simulations is aimed at studying the spin bath effect from applying a single gate to the qubit. For the sake of concreteness, we choose a rotation around the $X$ axis by an angle $\phi$ ($\phi \in [0, \pi]$). First, we set the $^{29}$Si concentration to 800 PPM and generate 200 random spatial $^{29}$Si nuclear spin distributions. We assume that the $^{31}$P nucleus is located at the center of a 5 nm$^3$ cube. The spatial distribution sampling is performed to account for the silicon substrate variability across a multi-qubit quantum device that is inevitable due to the random nature of $^{29}$Si inclusions. We further assume that the qubit’s initial state is always spin down $|\downarrow⟩$ and the donor electron is initialized into the spin-up state $|\uparrow⟩$.

Then for each spatial spin bath configuration, and every possible nuclear spin-bath state ranging from $|\downarrow, …, \downarrow⟩$ (for a total of $2^N$ states where $N$ is the number of $^{29}$Si nuclear spins per qubit volume), we compute $\Delta E_{\text{Si}}(t)$ ($t \in [0, \pi]$) using Eq.(16). Finally, for each rotation angle $\phi$ or, equivalently, time $t$, we compute the mean spin bath energy change $\langle \Delta E_{\text{Si}}(t) \rangle$ by averaging over all spin bath spatial configurations and states. The spin state averaging is performed assuming that the spin-bath states are distributed according to the Boltzmann distribution. In Fig. 1, we plot $\langle \Delta E_{\text{Si}}(t) \rangle$ normalized to the thermal energy $kT$ (assuming $B_0^2 = 1$ T, $B_0^0 = 100$ mT and the ambient temperature is 250 mK). We observe that driving the qubit coherently from $|\downarrow⟩$ to $|\uparrow⟩$ on average decreases the Zeeman energy of the $^{29}$Si spin bath, effectively lowering the temperature of the bath. As one would intuitively expect, the largest energy change happens when the qubit state is flipped completely around the $X$-axis via a $\pi$ rotation.

Next, we examine how the observed cooling effect depends on the concentration of $^{29}$Si nuclear spins. We fix the qubit rotation angle around $X$ to $\pi$. Then for a range of $^{29}$Si concentrations we repeat the simulation steps outlined in the preceding paragraph and compute
FIG. 1. (Color Online) Average Zeeman energy change of the $^{29}$Si nuclear spin (normalized to $kT$) as a function of the single-qubit rotation angle around $X$ axis.

FIG. 2. (Color Online) Average Zeeman energy change of the $^{29}$Si nuclear spin (normalized to $kT$) for a single $\pi$ rotation around $X$ axis as a function of the $^{29}$Si concentration. We immediately notice that the bath cooling effect increases linearly with the concentration of $^{29}$Si nuclear spins. At the same time, higher concentrations of $^{29}$Si affect qubit’s coherence. Keeping the impurity concentration low minimizes effects of qubit controls on the environment as well as the effects of the environment on qubit coherence.

In the preceding discussion, we describe the thermodynamic effects from a single qubit rotation. However, any practically significant quantum algorithm will require the implementation of thousands of single qubit gates run in a sequence. Because, the single-qubit gates in the sequence are interleaved with periods of free spin evolution, we expect that the net thermodynamic effect on the spin bath will be different and will depend on the length of the sequence. To test this hypothesis we generated 120 random $^{29}$Si spatial spin distributions for a 800 PPM concentration of $^{29}$Si. For every spatial distribution we initialize the qubit, the donor electron spin, and $^{29}$Si nuclear spin bath state into the $|\downarrow\rangle$, $|\uparrow\rangle$, and one of the Boltzmann ensemble states, respectively. Then we apply a sequence of $10^4$ random qubit rotations around the $X$ axis ($\{\phi_1, \cdots, \phi_{1000}\}$, $\phi_i \in [0, 2\pi]$). After each rotation, the $^{29}$Si nuclear spin bath energy change with respect to its initial value (prior to all rotations) is recorded. We allow the qubit-environment system to evolve freely in between the rotations for the time duration $\tau = \frac{\pi}{\Omega P}$. Lastly, for the rotation sequences of the length $10^i$, $i = 0, \cdots, 4$, we compute the change in the spin-bath energy $\langle \Delta E_{Si} \rangle_i$, averaged over the spatial and Boltzmann spin distributions. We plot the results in Fig. 3. The red $\times$ (blue +) represent the maximum (minimum) spin bath energy change averaged over all spatial configurations. The green diamonds are the “doubly” averaged (over the spatial and Boltzmann distributions) energy change $\langle \Delta E_{Si} \rangle_i$. The vertical bars show the variance over 120 spatial spin location configurations. Note that for a gate sequence of length 1, the average energy change is negative which is consistent with our previous results. However, for longer gate sequences, the average energy change is positive, i.e., on average the spin bath temperature increases. This effect strongly depends on the spin-bath spatial locations: certain configurations will always experience cooling as evidenced by the energy distribution variance.

We have studied the effects of single-qubit operations on the $^{29}$Si nuclear spin bath in Si:P based quantum
computing. We developed a Hamiltonian model that describes an effective coupling mechanism between qubit microwave control pulses and the nuclear spin bath. Using a combination of analytical and numerical tools, we have simulated the behavior of the nuclear spin bath as a function of applied single-qubit rotations. We showed that when only a single rotation is applied to the qubit, on average, the nuclear bath energy decreases, equivalent to cooling. However, for arbitrary sequences of rotations, the average effect results in heating. While our analysis shows there is parasitic coupling of the single-qubit control fields to the nuclear spin bath, it should be manageable for near-term silicon-based qubit technology.
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