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In-vacuum undulators have been widely operated in many synchrotron radiation facilities across the world. They usually are required to be operated at a smaller magnet gap than those of other undulators. Thus, operating challenges including impedance effects on the stored electron beam are introduced by these devices. In this paper, we report the efforts in solving the problem of coupled-bunch instabilities caused by an in-vacuum undulator in the SPEAR3 storage ring. Using beam based measurements, cold RF measurements, and numerical simulations, the source of the beam instabilities is characterized as trapped modes in the vacuum chamber. Using numerical models, we explored several approaches to reduce the strength of the trapped modes and found that ferrite dampers were the most effective and simplest way for mode damping in our SPEAR3 in-vacuum undulator. The results of the first RF cold measurement on an in-vacuum undulator equipped with these ferrite dampers agree well with numerical simulations.

I. INTRODUCTION

Since the first in-vacuum undulator (IVU) was designed and operated in KEK [1] in the early 1990s, IVUs have been installed in various synchrotron radiation (SR) light sources around the world in order to expand the radiation spectrum to higher energies without the need to increase the beam energy [2–8]. In an IVU, the permanent magnet rows are inside a vacuum chamber, so the magnet gap is free from physical limitations and can be designed to be as small as possible. In order to obtain the higher harmonics of synchrotron radiation with a short undulator wavelength, a strong magnetic field is required. Therefore, a small magnet gap is often required for operating an IVU. In order to make the x-ray energy from the IVU tunable, the gap size must be adjustable. The beam generates strong electromagnetic fields in these small gaps. These fields act back on the beam and, depending on the physical design of the IVU chamber, may be sufficiently strong to drive a beam instability. The interaction strength of these fields and the beam is characterized by the impedance of the chamber.

Though there are some variants of structure design, most of these variants adopt some standard approaches to reduce the impedance effects on the electron beam passing through the gap [9, 10]. For example, a modern IVU typically has thin copper sheets which cover the magnet arrays to minimize the resistive wall impedance of the IVU as well as to shield the electron beam from the discontinuities resulting from the magnet poles. In addition, the flexible transitions [11] from the magnet pole pieces to the adjacent vacuum chambers have been carefully designed to provide a smooth tapered boundary along the beam path for all magnet gaps. Much work has been devoted to understand and calculate the impedance effects due to the IVUs [12–14]. With decades of operational experience and numerous iterations of design efforts, the IVU is considered a mature technology in the community of SR light sources. However, most of the past studies on the IVU induced beam impedance effects have focused on the single bunch effects caused by short range wakefields. Until recently, long range wakefields caused by trapped RF modes in the IVU structures had been considered to be less important. Recently, various laboratories have reported their observations of coupled-bunch instabilities introduced by the IVUs [15–18]. In SPEAR3, we have also found similar beam instabilities associated with the addition of a recent IVU (BL15 ID). These observations demonstrate the importance of understanding the narrow band impedance of an IVU device.

SPEAR3 is a 3 GeV, 500 mA, third generation light source with a RF frequency of 476.315 MHz. The 2-meter-long BL15 insertion device in SPEAR3 is the second IVU in the storage ring with an undulator period of 22 mm. The minimum operational magnet gap is designed to be 6.82 mm. During early commissioning of the BL15 ID, we observed that the transverse beam size increased at small, discrete magnet gaps with 500 mA stored beam in the ring. Upon further investigation, we discovered that the beam size increase was caused by transverse coupled-bunch instabilities driven by the trapped resonant modes inside the IVU chamber. The geometry of the IVU chamber, with the magnetic structure, resembles many features of a round ridge waveguide [19–21], which supports lower frequency modes that can be trapped inside the bare vacuum chamber. A transverse mode can be excited by the bunches in the ring. This mode, in turn, if sufficiently strong, can drive the beam unstable. The IVUs are designed for variable gap operations, therefore, the spectrum of the trapped modes
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shifts in frequency with the changes in the magnet gap of the IVU. The coupling impedance is sufficiently strong that when the mode frequency overlaps the lower vertical betatron sideband of a revolution harmonic [22], vertical instabilities are excited in SPEAR3. Most modern storage rings, including SPEAR3, are equipped with multibunch feedback systems, which have been successfully demonstrated to be effective in damping these, and other, transverse coupled-bunch instabilities [23–25]. However it is preferable to passively eliminate the source of the instability rather than to rely on active damping. In this paper, we will present a passive damping technique using ferrite dampers inside the IVU chamber to damp the trapped modes.

One direct way to reduce the interaction between the beam and the trapped RF mode is to decrease the transverse coupling impedance of the mode. If a structure is designed such that the mode frequencies exceed the cutoff frequency of the adjacent beam pipe, the fields in the mode will propagate out of the structure and the resonance will not build up to cause an instability. Otherwise, the transverse coupling impedance of a trapped mode is given by the following formula:

\[ Z_\perp = k(R/Q)_\perp Q_L, \]

where \( k = \omega/c \) is the wave number of the mode, \((R/Q)_\perp\) is the transverse \((R/Q)\), and \(Q_L\) is the loaded quality factor. The definition of \((R/Q)_\perp = V(r)^2/\omega U k^2 r^2\) is chosen in the equation, wherein \(V(r)\) represents the transit-time corrected voltage along the structure at a nonzero transverse offset of \(r\). Eq. (1) implies some approaches that can possibly work to damp trapped RF modes. First, the coupling impedance can be reduced by decreasing \((R/Q)_\perp\), which is the geometric factor of the resonant structure. Second, without changes to the geometry of the resonant structure, \(Q_L\) can be damped using various types of RF dampers.

In the past, passive methods have been used to damp problematic RF modes caused by the ridge waveguide structure for the storage ring. These RF modes, found earlier in some beam chambers in the Advanced Photon Source (APS) due to the small gap between the beam chamber and the anetchamber [26], corrupted the output from the Beam Position Monitors. APS solved these problems using coaxial loop couplers and lossy ceramic loads at the narrow gap where the electric fields of the RF modes are mostly concentrated. However, in the SPEAR3 IVU chamber, it is impractical to apply any damping materials inside the magnet gap, both because of the movement of the gap and the need for any damping materials to stay far from the beam or the SR fan it generates. After thorough numerical simulations and RF measurements, we have designed ferrite based dampers and added them to the IVU structure, well away from the beam or x-ray trajectory, with minimum alteration of the original mechanical design of the device. These dampers have been integrated into the most recent IVU installed in SPEAR3, BL17 ID, which is identical to BL15 ID in terms of its structural design. Results from the cold RF, without electron beam, measurements for the BL17 ID chamber indicate that the dampers perform as designed.

To our knowledge, this is the first case of damping RF modes inside an ID chamber with lossy materials. Our study will be beneficial to the SR community in understanding the trapped RF modes inside an IVU chamber and preventing possible beam instabilities caused by them. The results we present in this paper can pave a path for future IVU designs that are passively stable with respect to coupled-bunch instabilities. The paper is structured as follows. Section II describes the characterization of the trapped modes using beam-based measurements, RF measurements, and numerical simulations. In Section III, we describe our setup for the electromagnetic simulations used to design the ferrite dampers. Section IV describes the mechanical design of the ferrite dampers. In Section V, we briefly discuss our study of possible alternate solutions to damp the trapped modes in an IVU chamber.

## II. CHARACTERIZATION OF TRAPPED MODES

In order to passively damp the trapped mode inside the BL15 ID chamber, we first needed to understand the properties of the trapped modes. There are several ways to probe the RF modes in the chamber: beam based measurement to characterize the driving terms for the coupled-bunch instabilities; direct (cold) S parameter measurements of the trapped modes without electron beam; and numerical simulations to determine the RF properties of the trapped modes. In the following, we will present the results from all three of these approaches to confirm that we understand the characteristics of the trapped modes in the chamber.

### A. Beam Based Measurements

The bunch-by-bunch feedback system in SPEAR3 not only allows us to effectively suppress the transverse beam instabilities induced by the BL15 ID but also enables us to carry out grow/damp measurements to characterize the impedances driving the beam instabilities. The grow/damp technique [27, 28] operates the machine above the instability threshold with feedback controlling the instability. By programming the feedback loop to be open for a short period of time, one allows the transverse beam motion to grow. At the end of that time, the feedback is turned back on and the beam motion is once again damped. The data for the bunch-by-bunch beam motion are then captured for modal analysis in order to extract the growth and damping rates of the individual coupled-bunch modes. During the measurement, in order to achieve a uniform filling pattern, the easiest case to analyse analytically, we fill all 372 buckets available in
SPEAR3 to its operational 500mA beam current. Due to the low ring impedance, the beam in SPEAR3 can still be passively stable with zero chromaticity at full beam current. Therefore we were able to conduct the measurement with a more linear optics by decreasing the vertical chromaticity of the storage ring to zero from its normal operating value of 2. Again, the reason to do so is for the ease of analytical analysis in future.

The BL15 ID magnet gap is then scanned from its minimum value of 6.82 mm to 7.6 mm with a step size of 10 µm. Ion instabilities, SPEAR3’s only coupled bunch instabilities prior to the addition of BL15 ID, are very weak, have slow growth rates, and are independent of gap settings. By contrast, higher order modes instabilities caused by the trapped RF modes in the IVU chamber are only excited over certain bands of gap values but have fast growth rates. From the grow/damp data at these gap values, the growth rates can be obtained from exponential fits of the amplitude growth of the dominant mode at each gap setting. Within the range of the magnet gap scan of the IVU, two modes sufficiently strong to create instabilities were found. Their growth rates are shown in Fig. 1, along with numerical fitting to the data points. Although the measurements were made with slightly different stored beam currents at each data point, we scaled all results to the values corresponding to a stored beam current of 500mA. The cut-off frequency of a ridge waveguide increases with the gap height. Therefore, when increasing the gap of the IVU, the frequency of the trapped mode will change continuously. In our case the change is sufficiently large that the ridge waveguide resonance can cross the lower sidebands of several adjacent revolution harmonics. With about a 0.8 mm change of gap, the stronger resonance, shown as series 1 in Fig. 1, travels through three coupled bunch instability modes: mode 156 through 158. The circle markers represent measured data for mode 118, which is driven by another, weaker, ridge waveguide resonance. By fitting the measured data, shown as the dashed lines in Fig. 1, with Lorentzian functions, we can derive the gap values at the peaks and the quality factor of each resonance peak. Table I lists the results of the calculations.

From beam based measurements alone, we cannot determine the actual frequency of the trapped mode. One can only determine it modulo an integer number of harmonics of the SPEAR3 RF frequency. But, the results of RF measurements and numerical simulations all suggest that the trapped modes are at baseband. In other words, the mode frequency of the coupled bunch instability coincides with the resonant frequency of the trapped RF mode at the gap value for the peaks in Fig. 1. One should note that, in order to estimate the property of the trapped RF mode, we neglect the effects from damping terms to the transverse beam motion. As a reference, the vertical natural damping time in SPEAR3 is 5.3 ms.

### TABLE I. Mode properties derived from beam based measurements.

| Gap (mm) | Mode Index | Mode Freq. (MHz) | Q  |
|----------|------------|------------------|----|
| 6.85     | 156        | 199.51           | 456|
| 7.15     | 157        | 200.86           | 444|
| 7.45     | 158        | 202.12           | 446|
| 7.36     | 118        | 150.84           | 237|

Besides the beam based measurements, we have conducted $S$ parameter measurements of the BL15 ID chamber with an Agilent 8753ES network analyzer during an accelerator downtime. We installed two loop antennas into the chamber, so that we could perform $S_{21}$ measurements. One antenna is at the center port of the ID chamber and the other one is at an upstream port about 64.8 cm away. Both antennas are identical; each has a 94 mm diameter loop connected to an N-type feed-through. The loop size was maximized to maximize the coupling to the HOM modes in the chamber. However, for an RF mode frequency of about 200 MHz, the calculated free space radiation impedance from the antenna is only about 0.3Ω, so we would expect relatively weak coupling for the base-band modes in this measurement.

During the measurement, we first set the BL15 ID gap to 6.85 mm and scanned the network analyzer from...
FIG. 2. Screenshot of the \( S \) parameter measurement on the IVU chamber.

100MHz to around 1GHz; the measurement result is shown in Fig. 2. Only three peaks significantly are above the noise levels; they are resolved at 108.51 MHz (Mode #1), 148.17 MHz (Mode #2), and 199.45 MHz (Mode #3). Recalling the data in Table I, we estimate the resonant frequency for the trapped mode introducing instabilities should be 199.51 MHz at a 6.85 mm gap. Extrapolation of the data in Table I yields that the resonant frequency, at 6.82mm gap, should be about 199.38 MHz, which is 0.04% from the measured resonant frequency of mode #3. In addition, the third mode has a Q of 390, the highest Q of these three modes. Based on these facts, we can conclude that mode #3 is the trapped RF mode that drive the series 1 coupled-bunch instability in Fig. 1. This can be further verified by varying the gap of BL15 ID to track the change of the resonant frequency of the trapped modes.

In Fig. 3, the black circular markers depict the measured resonant frequency of HOM #3 at various gap settings of the IVU. Fig. 3 shows the data fit both to a straight line (blue dashed line) and to a quadratic curve (red line); the quadratic function fits the data much better. Slater’s theorem [21, 29, 30] gives a differential expression for the change in frequency with respect to cavity shapes.

\[
\delta \omega = \frac{-j \int \int_{\Delta S} E^*_a \times H \cdot dS}{\int \int_{V} (\varepsilon E \cdot E^*_a + \mu H \cdot H^*_a) dv}
\]  

(2)

where \( E_a \) and \( H_a \) are the fields in the unperturbed structure and \( E \) and \( H \) are the fields after the shape perturbation. An infinitesimal change of the gap will result in a linear change in the mode frequency. With each successive displacement of the undulator jaws, the definition of the unperturbed structure changes; we expect the linear coefficient that gives \( \delta \omega \) in Eq.(2) to also change. In our case, the volume change of the IVU chamber, when varying the gap by about 2mm, is sufficiently large to show second order effects. This explains why we see the quadratic curvature in the fit of the resonant frequency of HOM #3.

On the other hand, with beam based measurement, we can determine the ID gap settings when each coupled bunch instability mode is driven at the maximum strength. The frequency of each instability mode and its corresponding ID gap are illustrated by the green dots. It appears that the instability mode frequencies of all 6 modes (series 1) that can be observed in SPEAR3, are equal to the resonant frequency of HOM #3 at the same BL15 ID gap. This is sufficient to prove that HOM #3 is the source of the series 1 beam instability. Similarly, we can also conclude that series 2 instabilities are caused by HOM #2.

C. Numerical Simulations

To confirm the measured results, the IVU chamber is modeled numerically and solved using Omega3P [31] for TE modes up to 6 GHz for over 1800 modes in total. (The simulation setup will be discussed thoroughly in the next section.) Here, we primarily focus on the results of the transverse coupling impedance and the unloaded quality factor Q of these modes as shown in Fig. 4 (a) and (b) respectively. There are two things worth noting in the simulation results. First, the transverse impedance of the second and third modes have higher impedances than the rest of the modes. Second, for the modes with resonant

FIG. 3. Tracking the resonant frequency of the HOM #3 at different BL15 ID gap.
In Table II, we compare the resonant frequencies and quality factors of the first three TE modes obtained from simulations and RF measurements. The differences in the resonant frequencies for these three modes are on the order of 10%; however, the quality factors differ significantly. The quality factor calculated in the simulation is the intrinsic quality factor, or unloaded Q, which is determined by the surface power loss, while the measured quality factor is the loaded Q, which accounts for the total power loss including the coupling effect from the measurement instruments. Surface power loss in a resonant structure depends on many factors such as surface materials and roughness and can be very accurately calculated for RF cavities. However, in the IVU chamber, the large number of components and complex structures create unique challenges for the accurate modeling of the surface loss. Efforts have been spent to model the IVU chamber in more detail; the results show that with extra details in the structure and more careful attention to the surface materials, the unloaded Q can be reduced by about a factor of 2. We believe that the moderate improvement of the accuracy for the Q calculation is insufficient to justify both the difficulties of adding these details into the numerical simulations routines and the increased computational time to do so.

TABLE II. Simulation results for the first three HOM modes.

| HOM# | $f_{sim} (MHz)$ | $Q_0$ | $f_{meas} (MHz)$ | $Q_L (meas)$ |
|------|----------------|-------|-----------------|--------------|
| 1    | 123.5          | 1705  | 108.5           | 16           |
| 2    | 161.7          | 1873  | 148.17          | 173          |
| 3    | 213.4          | 2048  | 199.45          | 390          |

III. SIMULATION

A. Simulation Model

Numerical simulations for studying the HOM modes that cause the beam instabilities have been carried out using a parallel code, Omega3P, running on the super computer, Cori, at the National Energy Research Scientific Computing Center (NERSC) [32]. The simulation model mesh was constructed using CUBIT [33]; the data was visualized using ParaView [34]. The IVU chamber contains numerous components for various purposes. Therefore, it is necessary to build a model that is sufficiently simple to perform numerical simulations, while still good enough for accurately studying the RF properties of the structure. As discussed earlier, the mode frequency of interest for the IVU chamber is around 200 MHz. Therefore, as a rule of thumb, geometrical features with dimensions less than 10 cm, or 1/15 of the RF wavelength can be considered to be small and generally have less impact on the RF properties of the mode. We started with a highly simplified structure before gradually adding more features and keeping only those that significantly affect the simulation results.

The actual magnet row is 1954 mm long with transitions of lengths greater than 100 mm at each end. As shown in Fig. 5, the top and bottom magnet rows are attached to two I-beam shaped in-vacuum girders made of aluminum. Each of the two in-vacuum girders is connected to the out-of-vacuum mechanical gap motion system through 12 bellows link rods. These rods, which connect the girders and the outside chamber, have significant impacts on field patterns and frequencies of the RF modes. Therefore, we model the magnet row assembly with a 1954 mm long metal bar with a rectangular cross-section measuring about the same size as that of the...
assembly. To reduce the resistive wall beam impedance and that contributed from the short range wakefields, a nickel-plated copper foil is attached to the permanent magnet (PMs) poles through magnetic attractive force to provide a highly conductive smooth surface on top of the magnet arrays. In addition, a flexible transition based on an SLS design [11] connects the PM gap to the entrance/exit of the vacuum chamber. Due to thermal concerns, the transition is cooled by a complex water cooling system. Because the wavelengths of the modes of interest are much larger than the dimension of the cooling structure, a combination of a brick and a cylinder is used to represent the cooling system. The flexible section provides a smooth transition, but with the variation of the magnet gap, the profile for the transition is varied as well. Therefore, it is hard to model the exact boundary geometry for the electron beam when passing through the transition. Therefore we model the transition by first selecting several points along the transition, which fix the geometry relations to the magnet gap, and then linearly interpolate between them. As shown later, the transitions are critical to the transverse impedance for the trapped RF modes. Therefore, we believe the uncertainty of the model for the transition could significantly affect the simulation results. Finally, after considering the RF impacts of most of the major geometric features in the IVU chamber, we build for numerical studies a model as shown in Fig. 6.

B. Damping Schemes

Although the IVU chamber supports numerous RF modes, as shown in Fig. 4(a), only those at lower frequencies have strong transverse coupling impedances and therefore a strong interaction with the electron beam. A close examination of the electromagnetic fields shows that the first six RF modes all belong to the same series of TE type resonant modes, each with a different longitudinal mode number. In the following, we will simply refer to them as the ridge waveguide modes. The first ridge waveguide mode, or HOM #1, is the first harmonic with nodes only at the longitudinal boundaries, giving a half cycle of RF field variation in the longitudinal direction. HOMs #2 and #3 are the second and the third harmonic with a full cycle and one and one-half cycles of field variation in the longitudinal direction, respectively.

In Fig. 7, we illustrate the distributions of electromagnetic fields of the ridge-waveguide modes in the IVU chamber using HOM #3 as an example. Knowledge of these distributions is necessary in order to determine the type and location of electromagnetic absorbers that will be effective in damping the HOM fields. In the top image, the magnitude of the electric field on the inner surfaces of the device is color coded; arrows indicate the field direction. In the middle plot, the magnetic field on the outer surface of the chamber is similarly displayed. Finally, the color coded magnitude of the magnetic field on the inner surface of the IVU device is shown in the bottom image.

From these plots, one can conclude that both the electric and magnetic fields of a ridge-waveguide mode are concentrated at the narrow magnet gap. Damping of both electric and magnetic fields is electromagnetically possible by placing the appropriate absorptive material in or near the gap. While the electric field in the rest of the chamber remain very small, significant magnet fields leak out of the magnet gap and fill the vast space in the chamber. Therefore, if one is limited by practical considerations to placing damping materials only away from the gap, we are limited to absorptive magnetic material. Especially, one should note that the magnetic field is enhanced around the bellows of the linked rods. Therefore, for HOM #3, the mode can be effectively damped by adding magnetic damping materials around these rods. Furthermore, in order to achieve the full spectrum damping to all the ridge-waveguide modes, it is prudent to add the damping materials to all the rods.

The final design of the dampers consists of 24 pairs of ferrite brackets with each pair attached around each rod.
C. Simulation Results

The permittivity and permeability of ferrite materials are both complex, frequency dependent quantities that can be represented by \( \mu_r = \mu' - i\mu'' \) and \( \epsilon_r = \epsilon' - i\epsilon'' \). Because Omega3P only allows fixed material properties for each run, we split the simulation into 4 runs to solve for the RF modes in different ranges of frequencies and change the material properties in each run so that we can take into account the frequency dependent variation of the ferrite material [37].

In Fig. 9, we plot the simulation results of the quality factors of the trapped RF modes up to 800 MHz for the IVU chamber before (blue circles) and after (black stars) adding the ferrite dampers. For comparison, the Q values of the three trapped modes measured in the cold RF measurements are also shown in the same plot (red pentagrams). As expected, after installing these ferrite dampers, the Q values for all modes drop significantly. Particularly, for the first three modes, the loaded Q drops by over two order of magnitude in simulations. With the dampers, the loaded Q of HOM mode #2 and #3 would have comparable values with the measured Q\(_L\) of HOM mode #1 from the RF cold test. These indicate that both modes would be sufficiently damped such that they would not cause any beam instabilities. Besides providing significant damping effects, the ferrite dampers will slightly shift the resonant frequencies of the RF modes in the IVU chamber. The imaginary part of the permeability, \( \mu'' \), characterizes the capability of microwave power absorption for the damping material. Thus, it is relevant to study the dependence of the simulation results on the variation of \( \mu'' \). We repeat the simulation by varying the values of \( \mu'' \) by \( \pm 10\% \) from the nominal values and
show the results in Fig. 10. These results indicate that the damping effects are not sensitive to small variations of the properties of the damping material. Another subject of concern during the design of the ferrite dampers is their power consumption and their resultant increase in temperature. One should note that while the beam is stable and stays on axis, the RF modes inside the chamber will have little interaction with the bunch. Beam will lose power to the TE modes only when it oscillates transversely and couples to and excites the modes. For worst case scenarios, we assume the beam is deflected off-axis by 1 mm and calculate that the beam loses less than 35 W to all TE modes up to 2 GHz.

**IV. MECHANICAL DESIGN**

The design and implementation of the ferrite damper pieces should accommodate the IVU design and operation with minimal modifications. Also the ferrite should not adversely affect the vacuum quality or IVU magnetic field. In this section, we will present the detailed mechanical design of the damper including ASYS simulation results for the magnetic field interaction with the undulator poles and the thermal analysis.

As discussed, the material is a $NiZnFe_2O_4$ type ferrite, TT2-111R from Trans-Tech Inc. The TT2-111R ferrite has a thermal conductivity of 3.5 W/m-K and thermal expansion coefficient of 1.1e-5/K. A sample of the ferrite measured by the SLAC vacuum group, using a precision vacuum conductance aperture, after 120 °C bake, gives a room-temperature out-gassing rate of 6.5e-10 T-l/s-cm$^2$ [38]. For a similar ferrite used for the HOM absorbers on the KEK B-factory, T. Tajima et al. report a post-bake, room-temperature outgassing rate of 5.0e-11 T-l/s-cm$^2$ with this rate rising to 2.0e-9 T-l/s-cm$^2$ at a temperature of 245 °C [39]. Using the SLAC outgassing rate, the 48 ferrite pieces add 8.0e-7 T-l/s gas load to the IVU, so a fourth SPEAR-style titanium sublimation pump is added to an available port on the IVU chamber to compensate for this additional gas load. Even though the dissipated power in each ferrite piece is expected to be low (less than 4 W), the design requires sufficient heat transfer to limit the temperature rise and prevent high out-gassing rates. Fortunately, the water-cooled aluminum beams supporting the IVU magnet arrays have an existing tapped hole pattern on either side of the linked rods available for fastening the 24 pairs of ferrite pieces. As shown in Fig. 11, the ferrite pieces are made from stock, 5 mm thick TT2-111R material. The ferrite pairs consists of a right handed and left handed piece, each 30 x 40 x 5 mm, with a half circle relief to permit assembly around the rod with a 25-50 µm gap left between the pieces to provide for thermal expansion. The M4 screws fasten each piece to the beam through a 5 mm diameter hole with a Belleville-style spring washer limiting the screw clamp force to 1000 N in order to avoid cracking the ferrite. Additionally, each piece has a chamfer so that the IVU magnet gap can be opened to 26 mm during magnet array assembly with clearance maintained between the ferrite pieces and the IVU vacuum chamber. Copper plating on the ferrite contact surface that mates to the water-cooled aluminum beam is used to improve the ferrite heat transfer and limit the temperature rise. The pieces are fabricated by Trans-Tech and sent to SLAC for cleaning and plating. The parts are shipped to the IVU manufacturer, Neomax Engineering Co., for installation to the IVU.

**FIG. 10. Simulations results with varying ferrite materials properties.**

**FIG. 11. Two pairs of ferrite dampers installed on top of the in vacuum girder of the SPEAR3 BL17 ID. (Courtesy of Neomax Engineering Co.)**

Finite element modeling shows that copper plating the ferrite contact surface significantly reduces the temperature rise from the dissipated RF power. The contact
pressure from the 1000 N clamp force is 8.8 MPa with a thermal contact conductance of at least $hc = 3000$ W/m$^2\cdot$°C over a heat transfer contact area of 113 mm$^2$. Thermal power deposition is primarily in the high B field volumes near the split plane of the ferrite pair. The finite element model of the ferrite with a bare contact surface and 4W dissipated shows a peak temperature rise of 267 °C. The addition of 100 µm of Cu plating to the ferrite contact surface reduces the peak temperature rise to 100 °C. The contact surfaces are Cu plated using the SLAC cyanide copper process. A metallized strike coating is required prior to copper plating. The SLAC Klystron group is able to sputter coat Ti to provide this metallization. After assembly to the IVU, a thermocouple is clamped to two of the ferrite pieces to monitor the RF heating temperature rise.

The ferrites are vertically separated from the magnetic poles by 82 mm. A two dimensional, quarter period model of the undulator including the ferrite, with a DC relative permeability $\mu_r = 317$, confirms that the ferrite pieces have no significant effect on the undulator field.

V. TEST RESULTS AND FURTHER DISCUSSIONS

In the new BL17 ID, our design of ferrite dampers are successfully incorporated; therefore, this device can serve as the first test-bed for the performance of these dampers. In this section, we will discuss the RF cold measurement results and compare them with the results for BL15ID.

A. Colde RF tests of BL17 IVU with Ferrite Dampers

Due to some technical constraints, only 22 pairs, instead of the intended 24 pairs of ferrite brackets, were eventually installed in the chamber. For the RF measurement, we duplicate the experimental setup that we had used for the RF measurement of the BL15 ID. As expected, the transmission measurement for $S_{21}$ clearly show the first three HOM modes. We vary the magnet gap of the ID from 6.785mm to 10mm at 0.2mm per step and measure the center frequencies and loaded Qs of the first three modes at each gap settings. The measured results are shown in Fig. 12 for both the resonant frequencies (top plot) and the loaded Qs (bottom plot) of each of the three RF modes. Due to the nearly identical design, we expect the properties of the HOM modes in both BL17 ID and BL15 to be similar. In fact, the difference in resonant frequencies of mode 3 of the two devices is within 10%. This discrepancy in frequency can be caused by many detailed factors in the IVU construction, such as subtle differences in structures and the addition of ferrite materials. The discrepancy can also partly be caused by the difference between published and actual pole gap. It is worth noting that it has been a challenging task to measure the exact visible clearance aperture in an IVU in SPEAR3 and verify that the actual gap size agrees with manufactures measured gap size. Although it will be beneficial to better understand the causes of this difference, the slight difference in these resonant frequencies is unimportant for the purpose of this study to damp the trapped mode.

![FIG. 12. RF cold test results for BL17 ID with ferrite dampers: RF modes frequencies vs ID magnet gap (top) and RF modes Q. vs ID magnet gap (bottom).](image)

The performance of the ferrite dampers is well illustrated in the bottom plot of Fig. 12, where the measured loaded Q of BL17 ID at various gaps and that of BL15 ID (pentagrams) at 6.82mm are shown together for comparison. The values for the loaded Q of the first three modes for BL15 ID at 6.82mm gap are 16, 173, and 390 respectively. After adding the dampers in BL17 ID, at 6.79 mm gap, the loaded Q of these three modes are 14.3, 16.8, and 24.8, respectively. The modes are not only effectively damped in order to prevent beam instabilities, the measurements also show good agreement with the simulation results, shown as red circles in the plot, which predict the Q of HOM #3 to be 20.2. However, the simulation predicts much stronger damping effects for HOM
#1 and #2. These differences have no impact in solving the problem of beam instabilities caused by these trapped RF modes. The reasons for the differences are likely due to details included in the modeled structure.

**B. Discussions of other Approaches**

Before converging to the solution of using ferrite dampers to suppress the HOMs in the IVU chamber, we had explored several other approaches. We investigated adding mode curtains to the structure, different transition geometries in the device, as well as, several other kinds of damping schemes. Though the ferrite dampers provide the most effective and simplest solution for us, we believe that it is worth summarizing our findings with two of these other approaches, namely mode curtains and a multi-turn loop antenna.

As shown in Fig. 13, we have completed a preliminary design of mode curtains. These are metal sheets attached to the magnet jaws. Their purpose is to electromagnetically shield the magnet gap from the rest of the chamber. Our idea of adding mode curtains to the IVU is inspired by the design of some IVUs in Diamond Light Source (DLS) [40]. Inside IVUs in DLS, overlapping metal perforated sheets are mounted on both sides of the magnet jaws. Sliding contacts on the transition tapers also are intended to contain the field. Though the design purpose of these additional structures in DLS is unclear, we believe that they can help in migrating the issues of low frequency mode trapping in the chamber.

As shown in Eq. (1), the coupling impedance of a mode is dependent on geometry factor \((R/Q)_{\perp}\) as well as the loaded quality factor \(Q_L\). By adding ferrite dampers, we solve the HOM problem by reducing the value of \(Q_L\) while largely keeping the basic IVU structure unchanged. With the mode curtains, the goal is to reduce the impedance by reducing \((R/Q)_{\perp}\). After some simulation studies with the mode curtains, we found that they are effective in substantially reducing the coupling impedance only when both the magnet jaws and the transition tapers are covered. This is as expected from the Panofsky-Wenzel Theorem [41], which indicates that, in a cavity structure, the transverse deflecting voltage to the beam from a resonant mode is derived from the transverse gradient of the integrated longitudinal electric field. In other word, if a particle beam travel through a resonant structure without experiencing any longitudinal electric field, the net effects on transverse deflection will be zero. In Fig. 14, we plot the longitudinal electric field calculated from simulations along the IVU structure for both on axis and off axis by 1mm. The particles experience longitudinal fields only at the transition tapers, therefore, the geometry feature of the transition taper is critical to the transverse coupling impedance, as we have indicated earlier in this paper. Ideally, the mode curtains for the magnet jaws and transition tapers should attach
to the structure tightly without any space in between; however, in SPEAR3, we have to maintain a minimum distance of 40mm between the mode curtains and the outboard magnet jaw in order to avoid a synchrotron radiation strike on the curtain. Our numerical simulations show that, with such a large space between the curtains and the structure, the damping effects are significantly compromised. In Fig. 15, we show the simulation results of transverse coupling impedance for the TE modes up to about 1.7GHz in three cases: without any mode curtains (red circles), ideal curtains being attached right against the structure (green stars), and one side of the curtains displaced by 40mm from the IVU magnet jaw and transition tapers (black triangles). In the case with ideal curtains, the mode frequencies are pushed up and the impedance for modes below 1GHz drop to nearly zero. However, after adding a 40mm space between the curtains and the IVU structure, the curtains have very little effect on the mode frequency. The impedances of the modes below 400MHz are damped significantly compared to the original IVU structure, but those of some higher frequency modes, e.g. some modes between 600MHz and 800MHz, increase significantly. Since our greatest mismatch between simulations and measurements has been the value of $Q_L$, without more study, we cannot convince ourselves that the actual $Q_L$ will not be higher. Overall, our predicted effects of using the mode curtain will not be as straightforward as our prediction of using ferrite dampers. However, we believe that further studies should be conducted to evaluate this method, since we believe that it can be a viable solution for other facilities with fewer constraints on the location of the mode curtains with respect to the IVU magnet.

Beside the mode curtains, we also considered a multi-turn loop antenna to couple the power out of the chamber so that the loaded $Q_L$ can be damped. Due to the long wavelength of the modes of concern, it is impossible to couple the modes out via waveguide. An antenna with a single loop can serve as a broad band coupler, but due to the limitation of port size and space, the largest loop we can put in still only has a free space radiation impedance of 0.3 ohm at 200MHz. Since multi-turn loops increase the radiation impedance, we designed a 9-turn loop antenna to increase the coupling impedance. However, preliminary simulation results showed that the bandwidth of loop structure becomes narrow as the number of loops increases and cannot easily couple with the mode in the chamber. Based on these less promising simulation results, we abandoned the test plan for the multi-turn loop antenna.

VI. CONCLUSION

When, at SPEAR3, we observed coupled-bunch instabilities caused by one of our IVUs, we were motivated to conduct thorough studies on their sources. This led us to conduct some pioneering R&D studies in understanding and controlling the beam coupling impedances caused by the trapped RF modes in the IVU chamber. With beam-based measurements, RF measurements, cold and with beam, and numerical simulations, we characterized the source of the beam instabilities in the IVU chamber. The clear understanding we obtained of the RF properties of the trapped RF modes enabled us to design an effective and simple solution using ferrite dampers to suppress the trapped modes and eliminate the instabilities. The results of the first cold RF measurement on BL17 ID in SPEAR3, the IVU equipped with these ferrite dampers, indicated that their damping effects agree with numerical simulations. Therefore, we will not expect this new IVU to introduce coupled-bunch instabilities even when operating passively without BxB feedback. Results of beam tests will be available in the near future during the ID commissioning for user operation.

In SPEAR3, we have developed an effective migration technique for the coupled-bunch instabilities caused by the IVU, nonetheless, more studies are required to fully understand the exact impedances effects from the IVU device. Such studies are beyond the operational requirement of SPEAR3, but are important for future diffraction limited storage ring facilities, for which, the impedance budgets are harder to meet due to small vacuum chambers. In order to explore the effects of the complex geometric features and material properties of the IVU device on the beam coupling impedances, extra efforts will be required to improve the numerical model for the simulations. Furthermore, it is desirable to directly measure the transverse coupling impedance of the IVU device using beam based technique or on bench low level RF techniques so that the results can be compared with numerical simulations for benchmark. All these studies will be beneficial to both the next generation SR facilities for high brightness operation and the IVU designers to minimize the impedance effects from the design phase.
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