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Abstract—Few-shot semantic segmentation task aims at performing segmentation in query images with a few annotated support samples. Currently, few-shot segmentation methods mainly focus on leveraging foreground information without fully utilizing the rich background information, which could result in wrong activation of foreground-like background regions with the inadaptability to dramatic scene changes of support-query image pairs. Meanwhile, the lack of detail mining mechanism could cause coarse parsing results without some semantic components or edge areas since prototypes have limited ability to cope with large object appearance variance. To tackle these problems, we propose a progressively dual prior guided few-shot semantic segmentation network. Specifically, a dual prior mask generation (DPMG) module is firstly designed to suppress the wrong activation of foreground-like background regions with hidden semantic details by iteratively erasing the high-confidence foreground region and activating details in the rest region with a hierarchical structure. The collaboration of DPMG and PSDE formulates a novel few-shot segmentation network that can be learned in an end-to-end manner. Comprehensive experiments on PASCAL-5i and MS COCO powerfully demonstrate that our proposed algorithm achieves the great performance.

Index Terms—Few-shot Semantic Segmentation, Dual Prior Mask Generation, Progressive Semantic Detail Enrichment

I. INTRODUCTION

DEEP learning technology has achieved breakthrough improvements in many visual tasks: image classification [19], [36], [15], [49], object detection [31], [30], [14], [48], and semantic segmentation [21], [24], [3], [47]. Most state-of-the-art algorithms are based on large scale labeled datasets, such as Imagenet [32] and PASCAL VOC dataset[8]. However, to acquire enough annotated datasets is laborious and expensive, especially in semantic segmentation task. Meanwhile, it is impossible to get abundant annotated datasets in diverse application areas in our real world. Subsequently, few-shot semantic segmentation task is proposed to tackle this challenge, where datasets are divided into base class set and novel class set.

Most previous few-shot segmentation algorithms generally feed the support images and query images into a weight-shared module, and learn support prototypes from support samples. Then the query images would be accurately parsed with support prototypes. Most existing methods generally tackle the task in this pattern by diverse angles like more representational prototypes [45], [39], [35], [51] or better feature extracting [44], [43], [50].

Although remarkable progresses have been achieved in the aforementioned algorithms, there are still some challenges. Firstly, previous few-shot segmentation models mainly focus on utilizing the support foreground information to straightforwardly discriminate the semantic objects, and the rich background regions providing functional scene information are irrationally neglected. However, suffered from the dramatic scene changes of support-query pairs, some background regions of query images could be similar in color or shape to the semantic objects in support samples. This phenomenon would naturally lead to the wrong activation of some background regions in predicted results. The second problem is the lack of detail mining mechanism in parsing process. Current few-shot segmentation methods tend to extract global support information as guiding prototypes without considering object spatial information like
object postures and complicate structures. Thus the network only has ability to recognize coarse structure of foreground, which lacks some essential object components and detailed foreground edge areas.

To tackle the first challenge, we construct a dual prior mask generating (DPMG) module to produce the dual prior masks where two masks respectively expose the background and foreground possibility of query images in pixel-level, and the comparison between foreground and background probability masks helps the parsing model to exclude the foreground-like background regions. More specifically, we firstly extract the class-level informative deep feature as the input feature and leverage the labeled support mask to filter the support features as separated foreground and background features. Moreover, we would mine the relation between query and support by computing the pixel-level similarity between query features and support features, and selecting the highest activation values as corresponding values. In this way, we would generate the foreground prior mask and the opposite background prior mask, which are further concatenated to produce the dual prior masks. Each pixel of dual prior masks has two comparable probability values of foreground and background to refine the location of foreground.

With the informative dual prior masks constraining the activation of wrong background area, the progressive semantic detail enrichment (PSDE) module is further proposed to acquire more accurate results in a hierarchical manner aiming at fully utilizing various information from different levels. The query features are firstly fused with support prototypes and further concatenated with dual prior masks at each level to generate the class-aware features. The high-level class-aware features are directly fed into a series of convolutional blocks to compute the initial coarse parsing results. The initial coarse parsing results are used as erasing masks to erase the high-confidence foreground information from the lower-layer class-aware features. Subsequently, we leverage a series of convolutional blocks to activate the hidden semantic details of the lower layer class-aware features. Then the activated semantic details are corresponding added with the initial coarse result to acquire the more complete predicted results. Moreover, the more complete results are regarded as the initial coarse results for the following lower layer. By iteratively repeating the detail enrichment process between the neighbor layers, we finally get the most precise result in high resolution in lowest layer.

The cooperation of DPMG and PSDE formulates a novel few-shot segmentation network where the dual prior masks are elaborately introduced to get better foreground location and the continuous foreground erasing and detail enrichment endeavor to predict more complete semantic objects. Extensive experiments on PASCAL-5[4] and MS COCO datasets clearly demonstrate the superiority of our network. The main contributions are summarized as follows:

- The DPMG module is designed to refine the location of foreground by computing foreground-background similarities. Benefiting from the DPMG module, our network suppresses the activation of wrong background area with a better adaptation to dramatic scene changes among query-support images.
- The PSDE module is proposed to progressively optimize the parsing result by iteratively erasing the high-confidence foreground regions and activating the hidden semantic details with further combination of dual prior masks in a hierarchical manner.
- Experimental results demonstrate that the proposed method achieves superior performance with many classical few-shot semantic segmentation methods.

II. RELATED WORK

A. Semantic segmentation.

Semantic segmentation is a fundamental topic aiming at predicting semantic class of each pixel. Most current methods are based on deep convolutional neural network. Long et al. [24] firstly proposes Fully Convolutional Network (FCN) which achieves significant segmentation performance improvement. Receptive field is crucial in segmentation task, thus DeepLab [3] and Yu et al. [42] utilize the dilated convolution to reinforce result. Furthermore, Zhao et al. [46] designs the PSPNet, which captures the global information by context aggregation. Popular Encoder and Decoder architecture [1] is also introduced to boost the segmentation performance. Similarly, this work [24] designs an encoder-decoder like U-Net to perform the accurate semantic segmentation with features from different layers in a dense skip connected manner. Furthermore, based on the DeepLabV3[4], Chen et al. [5] construct the DeepLabV3-Plus by connecting the encoder with the dense decoder components.

Some works [26], [10], [18], [12] tend to utilize the deconvolution in the parsing process to enhance the semantic segmentation performance. Noh et al. [26] firstly proposes the deconvolution-based DeconvNet to perform the semantic segmentation task. Based on the DeconvNet [26], Fourure et al. [10] further proposed the GridNet, of which the deconvolution is utilized in the decoder component to recover spatial resolution. Meanwhile, this work [18] incorporate the bayesian knowledge in the semantic segmentation task to construct the accurate Bayesian-SegNet.

To further reinforce the semantic segmentation performance, many works attempt [27] to mine the hidden sequential semantic information with the recurrent neural network (RNN). For instance, RCNN [27] would predict several coarse predictions with different plain convolutional blocks and further obtain the final parsing results in complex refining process. Aiming at lower the huge computational cost in the RCNN [27], this work [2] separates original images into diverse non-overlapping patches as the inputs of parsing model. Meanwhile, Visin et al. [38] proposes the ReSeg method to capture the long-range dependencies of semantic objects based on the local feature. To address the dependencies fading challenge during the long-term processing, Fan et al. [9] proposes the Dense Recurrent Neural Network to build the dense connections between each patch of the images.

Focusing on obtaining high-level semantic features while maintaining spatial information, this work [28] proposes a double-substream based network, of which the pooling
stream aims at extracting the high-level features and the residual stream attempts to capture the spatial details. Recently, DANet [11] adopts the dual position and channel attention to help the network further mine the spatial and channel interdependencies. Based on the dual attention mechanism, Liu et al. [38] further proposes the polarized self-attention to improve the segmentation performance with better pixel-wise regression. All previous algorithms decrease the initial image resolution during the parsing process, which would obviously hamper the segmentation performance. To conquer it, the RefinedNet [21] proposes a generic multi-path refinement network to extract the complete information in segmentation. Inspired by the hierarchical architecture, we design a likewise multi-path architecture to mine the semantic details with neglected background information introducing.

B. Few-shot semantic segmentation.

The few-shot semantic segmentation task aims at how to accurately segment large quantities of query images based on a few annotated support images. By introducing the prototype concept into few-shot segmentation domain, Dong et al. [7] proposes the first generalized few-shot semantic segmentation framework in an alternative training scheme. Based on this work [44], the SG-one network [45] extracts a guiding feature from support images and utilizes the similarity between the prototypes and query images to achieve the segmentation task. However, the network neglects the hierarchical information, based on it, CAnet [44] proposes a multi-level feature comparison model to optimize the segmentation result iteratively. Moreover, PANet [39] introduces a prototype alignment regularization to get a more generalized prototype to improve the segmentation performance. Meanwhile, the PMMs [41] designs the multiple prototypes to enhance the segmentation performance by better semantic representations. Similarly, by decomposing the holistic class representation into a set of part-aware prototypes, PPNet [23] precisely capture diverse and fine-grained semantic object features to boost the parsing performance. By introducing the attention mechanism into the few-shot semantic segmentation task, A-MCG net [16] effectively perform the multi-context guiding to generate more precise parsing. Aiming at providing more accurate guidance for the segmentation process, ASGnet [20] construct the guided prototype allocation to assign each pixel of query images with the most similar prototype. The knowledge transfer challenge from base class to new class is not addressed in prior mentioned algorithms. Inspired by it, The AMP network [35] fuses the new and old knowledge to get the adaptive masked proxies feature to achieve effective segmentation. With the rising of graph knowledge in deep learning network, PGnet [43] attempts to introduce graph knowledge into few-shot segmentation domain by building a pyramid graph network. These methods mainly focus on the foreground similarity comparison between query and support but ignore essentiality of background. Meanwhile, the guided
prototypes have limited ability to represent the complicated object structures. The two dilemmas seriously hamper the performance of segmentation models.

III. METHOD

A. Problem Setting

A few-shot semantic segmentation system generally has two subsets, the pixel-level annotated support set and the unlabeled query set, where two datasets has no overlapped categories. The goal of the system is to discover the foreground pixels in query images with a few annotated samples from support set.

Suppose we have abundant data from two non-overlapping sets of classes $C_{\text{base}}$ and $C_{\text{novel}}$. The training dataset $D_{\text{train}}$ is constructed on $C_{\text{base}}$, and the test dataset $D_{\text{test}}$ is constructed from $C_{\text{novel}}$. Given $k$-shot setting scenario, we sample $k+1$ labeled images $\{(I_i^1, M_i^1), (I_s^2, M_s^2), \ldots (I_i^k, M_i^k), (I_q, M_q)\}$ in targeted class from the $D_{\text{train}}$ episodically, where $(I_i^i, M_i^i)$ means the support pair and $(I_q, M_q)$ means the query pair. During training phase, the $k$-shot support pairs are inputted into the model to help the model make the prediction $\hat{M}_q$ on $I_q$ and the model is iteratively optimized by the cross-entropy loss $\ell(M_q, \hat{M}_q)$. During the test process, we implement the same operation to get the test images in novel classes.

B. Method Overview

As shown in Figure 2, we propose a novel and effective few-shot semantic segmentation model by constraining the wrong activation of background areas and iteratively mining the hidden semantic details with hierarchical information. The overall framework mainly consists of two modules: dual prior mask generation module and progressive semantic detail enrichment module. The dual prior mask generation module is firstly constructed to produce the dual prior masks with high-level class-aware features, where two masks respectively denote the foreground and background possibility of query images. By directly comparing the values of two prior masks, we acquire a better location of foreground in query images. Based on the dual prior masks, the progressive semantic detail enrichment module is further proposed to capture the semantic details from diverse levels with a hierarchical architecture. Specifically, the foreground erasing process helps the network focus on mining details by iteratively erasing the high-confidence foreground area, and detail enrichment works on the fusion of parsing results from diverse layers.

C. Dual Prior Mask Generation

The whole architecture of dual prior masks generation module is shown in Figure 3. In order to precisely measure the relation between the query and support, we implement the pixel-level similarity computation between query and support features to produce dual prior masks. Assume we have query features $F_q$ and support features $F_s$, where the size of $F_q$ and $F_s$ equals $C \times H \times W$. Subsequently features are respectively flattened in spatial dimension as query features sets $\{l_{1}^{q}, l_{2}^{q}, \ldots, l_{N}^{q}\}$ and support features sets $\{l_{1}^{s}, l_{2}^{s}, \ldots, l_{N}^{s}\}$, where $l \in C$ and $N = H \times W$. The support sets are filtered as two subsets by support masks: support foreground features $l_{i}^{f}$, $i \in \text{foreground}$, and support background features $l_{j}^{b}$, $j \in \text{background}$, where $f$ means the foreground pixels and $b$ denotes the background pixels.

$$\left\{l_{1}^{f}, l_{2}^{f}, \ldots, l_{i}^{f}\right\} = F_s \odot M_s$$ (1)
\{f^1_1, f^2_2, \ldots, f^h_j\} = F_s \odot (1 - M_s) \tag{2}

We choose the cosine similarity as the correlation function \(f_c(\cdot)\) to compute the pixel-level relation scores between query features and support features:

\[
\cos(l^q_k, l^f_i) = \frac{\|l^q_k\| \|l^f_i\| \langle l^q_k, l^f_i \rangle}{\|l^q_k\| \|l^f_i\|}, k \in \{1, 2, \ldots, N\}, i \in \text{foreground}
\tag{3}
\]

\[
\cos(l^q_k, l^b_j) = \frac{\|l^q_k\| \|l^b_j\| \langle l^q_k, l^b_j \rangle}{\|l^q_k\| \|l^b_j\|}, k \in \{1, 2, \ldots, N\}, j \in \text{background}
\tag{4}
\]

The highest activation scores in support dimension are selected as the corresponding values for each location of query features:

\[
e^f_n = \max_{i \in \text{foreground}} f_c(l^q_n, l^f_i) \tag{5}
\]

\[
e^b_n = \max_{j \in \text{background}} f_c(l^q_n, l^b_j) \tag{6}
\]

where \(e^f_n\) is the positive similarity score of \(n\)-th query pixel and \(e^b_n\) is the negative similarity score of \(n\)-th query pixel. The high value of \(e^f_n, e^b_n\) in one pixel of query features would imply that at least one pixel in support foreground/background has high correlation with this query pixel. Therefore, this query pixel has fairly high possibility of belonging to foreground/background. Based on this fact, we gather the generated similarity scores to produce foreground probability map \(m_f = \{e^f_1, e^f_2, \ldots, e^f_N\}\) and background probability map \(m_b = \{e^b_1, e^b_2, \ldots, e^b_N\}\). These maps would imply the foreground/background probability of each pixel in query images. Finally, we concatenate the two probability maps to generate the dual prior masks.

\[
m_s = \text{concat}(m_f, m_b) \tag{7}
\]

The dual prior masks could provide each pixel of query images with two probability scores, and the pixel-level comparison could precisely refine the location of foreground area. In \(k\)-shot setting, we would generate \(k\)-shot dual prior masks and regard the mean of the \(k\)-shot masks as the final dual prior masks.

### D. Progressive Semantic Detail Enrichment

Though the DPMG refines the foreground area with the background information, the generated prior masks could only be leveraged as the guiding mask since the limited image resolution and the lack of semantic object details. The progressive semantic detail enrichment module aims at iteratively optimizing the parsing results by mining the hidden semantic details like object components and edges from the high-level layers to the low-level layers. The progressive optimizing process performs as follow: the query features are firstly fused with support prototypes(e.g., three prototypes generated by PMMs\cite{41}) by the prototype processing method in \cite{41} to generate class-aware features at each level, which are simultaneously concatenated with the dual prior masks. Then we feed high-level class-aware features into the residual convolutional blocks to produce the initial coarse parsing results. Subsequently the initial coarse results are leveraged to erase the high-confidence foreground information in lower level class-aware feature, and a series of convolutional blocks are adopted to activate the semantic details, and the erased high-confidence foreground area (initial coarse results) would be added with the semantic details to obtain the more accurate parsing results, which is directly supervised by the ground truth. This process is iteratively performed several times to obtain the parsing results with high resolution and semantic details. The detail enrichment process of one layer is shown in Figure 4.

Specifically, given the coarse parsing result \(R_I = [R^P_I, R^N_I]\), where \(R^P_I\) denotes the foreground probability map, and \(R^N_I\) denotes the background probability map, we adopt a softmax layer to get the normalized features \(R_I = [\tilde{R}^P_I, \tilde{R}^N_I]\), then we reverse the foreground probability \(\tilde{R}^P_I\) to get the negative weight map \(E_n\):

\[
E_n = -1 * \tilde{R}^P_I + 1 \tag{8}
\]

Besides, the element-wise multiplication between negative weight map and the lower layer class-aware features could readily erase the high-confidence foreground area of query images. Finally the processed class-aware features \(F_{\text{fused}}\) which is fused with the support prototypes are propagated into a series of residual convolutional blocks to acquire the activated semantic details \(R_{II} = [R^P_{II}, R^N_{II}]\):}

\[
R_{II} = \text{conv}(F_{\text{fused}} \odot E_n) \tag{9}
\]

Moreover, the activated semantic details and initial coarse parsing result (high-confidence foreground area) are added to generate the optimized parsing result \(R_D\):

\[
R_D = R_I + R_{II} = [R^P_I + R^P_{II}, R^N_I + R^N_{II}] \tag{10}
\]

Each pixel of optimized parsing result \(R_D\) has two corresponding possibility values. By comparing the probability in pixel-level, we could predict the complete semantic objects \(R_C\), which are supervised by the ground truths with cross-entropy loss function:

\[
R_C = \arg \max_i \text{softmax}([R^D_i, R^N_i]), i \in [P, N] \tag{11}
\]

By iteratively repeating the optimized process with hierarchical information from high-level to low-level, namely detail enrichment, we ultimately get the most accurate segmentation...
result in high resolution at lowest level. In our designed experiments, the last four layers outputs of backbones are utilized in progressive semantic detail enrichment module to get four progressively optimized parsing results, where the number of layers are further studied in the following section, and all parsing results in a single PSDE module are simultaneously supervised by same ground truths. Therefore, the overall loss of our model is defined as:

\[
\ell_{all} = \sum_{i=1}^{n} \ell_{part}^{i}
\]

where the \( \ell_{part}^{i} \) denotes the loss of \( i \)-th parsing result, and the \( n \) is the number of parsing layers, namely the number of iterative operation.

### IV. Experiments

#### A. Implements Details

**Datasets.** We follow the datasets splitting method in [41], and testify our model in the PASCAL-5i dataset [33] and the MS COCO dataset [22]. PASCAL-5i is created by the combination of PASCAL VOC 2012 dataset[8] and the extended SDS dataset [13]. The 20 categories in PASCAL-5i are evenly divided into 4 splits, \( i \in \{1, 2, 3, 4\} \). Subsequently, each split will have 5 classes. We randomly choose 3 splits for training, and the rest split for testing in a cross-validation manner. Similarly, The 80 category in MS COCO are also evenly divided into 4 splits. Thus each split has 20 classes. The classes in each split \( i \) in could be written as \{4i − 3 + j\},

### TABLE I

**Class MIOU results on four folds of PASCAL-5i.** Our proposed model outperforms all previous methods under both VGG16 backbone and resnet50 backbone. We use **red** and **blue** to indicate the two best scores.

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 35.9   | 38.1   | 42.7   | 39.1   | 44.0 |

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 41.0   | 41.2   | 41.1   | 37.5   | 41.4 |

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 35.9   | 38.1   | 42.7   | 39.1   | 44.0 |

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 41.0   | 41.2   | 41.1   | 37.5   | 41.4 |

### TABLE II

**Class MIOU results on four folds of MS COCO.** Our proposed method outperforms all previous methods under both VGG16 backbone and resnet50 backbone. FWBF and RPMMs adopt Resnet101 backbone while others use resnet50 backbone. We use **red** and **blue** to indicate the two best scores.

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 55.5   | 67.8   | 51.9   | 53.2   | 57.1 |

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 54.8   | 67.4   | 56.2   | 57.3   | 62.0 |

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 55.5   | 67.8   | 51.9   | 53.2   | 57.1 |

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 54.8   | 67.4   | 56.2   | 57.3   | 62.0 |

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 41.0   | 41.2   | 41.1   | 37.5   | 41.4 |

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 41.0   | 41.2   | 41.1   | 37.5   | 41.4 |

| Method | split0 | Split1 | Split2 | Split3 | Mean |
|--------|--------|--------|--------|--------|------|
| Ours   | 41.0   | 41.2   | 41.1   | 37.5   | 41.4 |

For the backbone of VGG16 and Resnet50, ASR[52] achieves the best performance on MS COCO. It’s worth noting that the backbone and semantic details are more effective for both VGG16 and resnet50 backbone. Fusing ASR with other backbones can also achieve good results, such as PANet[39] and PPNet[23]. This may be related to the diversity of ASR modules.
Fig. 5. Qualitative results of our model. From top to bottom: support images, query images, ground truth of query images, predictions of PMMs network, predictions of PFENet, predictions of our network. The last two columns denote the false results.

where $i \in \{1, 2, \ldots, 20\}, j \in \{0, 1, 2, 3\}$. More details could be found in [17]. 3 splits would be randomly picked out for training and the rest split for testing. During testing, we follow the testing method in previous algorithms to randomly sample 1000 query-support pairs for evaluation.

Experimental Setting. Following the evaluation setting in [37], we adopt the class mean intersection over union (mIOU) as our evaluation metric, which could straightly reflect the model performance. Formally, the mIOU could be defined as follow:

$$mIOU = \frac{1}{C} \sum_{i=1}^{C} IOU_i$$  (13)

where $C$ is the number of categories in each split and $IOU_i$ is the intersection over union of class $i$. The $C$ equals 20 for PASCAL-5$^i$ and equals 80 for MS COCO. We randomly sample 1,000 query-support pairs in each test. Our network is constructed on Pytorch. The VGG16 [36], Resnet50 [15] and Resnet101 [15] networks pre-trained in Imagenet are adopted as backbones. Other layers are initialized by the default setting of PyTorch. Meanwhile, we utilize features of last four layers in backbones as the diverse inputs of our constructed network since surface features contain little semantic information and the number of input layers is further researched in ablation study. Model is trained by SGD optimizer with momentum of 0.9 for 50,000 iterations. The learning rate is 1e-3, and weight decay is 0.0005. The batchsize is 32. Our experiments are performed on an NVIDIA Titan Xp GPU. The input images are augmented with random horizontal flipping. In $k$-shot setting, the $k$-shot dual prior masks would be averaged to get the
finally guiding dual prior mask.

B. Performance Analysis

The comparison between our model and other methods in PASCAL-$5^i$ datasets is shown in Table I. We could clearly find that our model outperforms all state-of-art models and gains better performance with the reinforcement of backbone. Particularly, with VGG16 backbone, our model brings 1.1% mIoU improvement in 1-shot setting and increases mIoU by 3.2% in 5-shot setting. Besides, utilizing Resnet50 backbone, we could find that our model yields performance gain of 0.3% in 1-shot task and achieves 2.2% mIoU improvement in 5-shot setting. Moreover, With Resnet101 backbone, our network acquire 0.6% mIoU improvement in 1-shot setting and improve the performance with 2.7% gain in 5-shot setting.

As shown in Table II, our model still outperforms previous state-of-art algorithms of significant advantage in MS COCO dataset. With VGG16 backbone, the proposed method gets 0.7% mIoU improvement in 1-shot setting and 2.9% mIoU improvement in 5-shot setting. Moreover, by adopting the Resnet50 as backbone, our model outperforms the state-of-art methods with 3.9% performance gain in 1-shot setting and 4.1% performance gain in 5-shot setting. Furthermore, leveraging the Resnet101 as backbone, our network brings 1.1% mIoU improvement in 1-shot setting and yields performance gain of 2% in 5-shot setting. If we scratch a little deep about the results in our Table II, we could find the results have larger performance gain compared with the results in PASCAL-$5^i$. We believe that the increasing of training data in MS COCO dataset could contribute to it since more abundant training data could help the network have stronger scene change adaptability and detail capturing ability. Another intriguing result is that although some methods utilize resnet101 as backbone which has more powerful ability of feature extraction, these models still fail to outperform the performance of our model, or even the results of their own model with VGG16 backbone. This suggests that superabundant parameters may exacerbate the performance in few-shot segmentation.

Meanwhile, we find that our model get extraordinary performance in split0 (aeroplane, bicycle, bird, boat, bottle) of PASCAL-$5^i$ datasets. After analyzing the split in PASCAL-$5^i$ dataset, we figure out that these classes have similar background between diverse images and relatively regular appearances. The similar background information could contribute to the location of foreground in query images, and the objects with regular appearances could be easier for network to mine the neglected object components and missing edge areas.

However, our model does not get the best performance in some splits like the split2 (potted plant, sheep, sofa, train, tv/monitor) of PASCAL-$5^i$ datasets. After analyzing the images of these splits, we figure out that some classes in the splits have very tiny background areas like the potted plant class or only part structure of objects are shown in images like the train class. The tiny background could not provide enough comparable information for PSDE module and the part structure could result in the semantic incompletion which hampers the semantic detail mining process. The two issues clearly degrade the efficiency of DPMG and PSDE modules. It is obvious that this dilemma is alleviated in 5-shot setting. A reasonable explanation is that the uncertainty of background in some classes is decreased and the semantic structure information is further supplemented with the increasing of support images.

To better illustrate the functional effect of DPMG, some generated dual prior masks are shown in Figure 6. The visualization of the dual prior masks clearly demonstrates that DPMG architecture could offer a better location of foreground in pixel-level. Particularly, the most class discriminative region are highlighted in the foreground prior masks. For the background prior masks, though the complexity of background would influence the activation area, the values of high-confidence foreground area remains at low-level. For instance, for the second line from the right, we could nearly see the outline of the horse in the background prior mask and the high-confidence foreground area of horse are highlighted in the foreground prior mask. Furthermore, for the third line from the right, the outline of the ship could be explicitly observed in the foreground prior mask.

Moreover, to further study the function of the PSDE module, the training loss curves for the outputs of diverse layers are shown in the Figure 7. Apart from the beginning phase of the training process, the loss curves for the outputs of lower layers always remain under the loss curves for the outputs of higher layers. This observation exactly match the original design of the PSDE module and the network could get the best segmentation result in the lowest layer with high resolution. Aiming at further directly analyzing the progressively detail enrichment process, some predict results are illustrated in the Figure 8. It is obvious that the high-level layers could only predict coarse appearances for semantic objects. By iteratively perform the detail enrichment operation from high-level to low-level, the details of semantic objects are progressively added into the predict results. For example, the wings of the airplane are dynamically refined, the legs of these sheeps are iteratively detailed and the architecture of the bicycle is gradually figured out. These detail enrichment process all helps the model get better predicted results. Interestingly, the
Fig. 6. Visualization of generated dual prior masks. Top row represents the query images, middle row denotes the foreground prior masks, and bottom row means the background prior masks.

Fig. 7. Visualization of the loss curves corresponding to the outputs of diverse layers. Loss1: the loss curve for the outputs of high-level layers. Loss2 and loss3: the loss curve for the outputs of middle-level layers. Loss4: the loss curve for the outputs of low-level layers.

The largest change of predict results exists between the high-level layers and the middle-level I, which could also be viewed in the Figure 7, i.e., the gap between the loss1 and the loss2. This phenomenon indicates that the first detail enrichment operation contributes more around the whole PSDE module. To summarize, we could conclude that the designed DPMG module could offer a steady understanding of query images for following parsing module.

The qualitative results are shown in Figure 5. The satisfactory segmentation results demonstrate the strong generalization and details capture ability of our designed architecture. Specifically, the designed model could capture more edge information in bird class and more components in bottle class, and the confused background areas are clearly erased in bus class. Moreover, the complete foreground regions are readily parsed with limited error background in dog class. However, we could find that some background regions are misunderstood as foreground in bicycle class. We believe the strong positive relations between misunderstood background and true foreground could contribute to it. Meanwhile, it is obvious that there are some isolate wrong foreground parts in sofa class. The issue could be explained by the reason that the parsing model is forced to capture the details of semantic objects, which could result in the wrong parsing of tiny regions with rich semantic information.

C. Ablation study

In order to demonstrate the efficiency of our designed modules, we set some ablation experiments in split-0 of PASCAL-5i with 1-shot setting and VGG-16 backbone.

Dual prior mask generation module aims at eliminating the wrong activated background regions by supplementing background area as refinable scene information. As shown in Table III, our model gets 2.9% mIOU improvement with dual prior masks. The introduction of the foreground prior mask help our model acquire 2.0% and the utilization of background prior mask would obtain 1.1% mIOU improvement. From these results, we could figure out that the DPMG module could offer a steady understanding of query images for following parsing module.
The results in Table IV further demonstrate the ability of semantic detail enrichment module. The combination of iteratively foreground erasing process and detail enrichment between neighbor layers constitutes the semantic details enrichment module. The fusion of iterative operation and detail enrichment provides $3.2\%$ mIoU improvement. The detail enrichment helps network forget the high-confidence foreground area and focus on precisely parsing the details of semantic objects. Thus the single detail enrichment helps model gain $1.6\%$ performance improvement. Meanwhile, iterative operation could maximally utilize the semantic features from different levels to predict the most accurate the parsing result with high resolution, and it helps the network get $1.6\%$ performance improvement compared with single detail enrichment. Based on above findings, the PSDE module clearly demonstrate its strong detail enrichment ability.

Moreover, some experiments are performed to analyze the effect of the number of generated prototypes, and the experiments results are shown in the Table V. It is clear that the mIoU performance gets the best performance when the number of generated prototypes equals 3. This observation tells us that modelling the semantic objects with multiple prototypes truly has upper bound. Therefore, the number of generated prototypes is set as 3 for other experiments.

The ablation study on the number of enrichment layers are shown in Table VI. The performance of our model has an improvement with the increasing of number of enrichment layers till number equals 4. We could figure out that the model gets best performance, i.e., $61.4\%$ mIoU, when the number equals 4 and the model captures the max details at the same time. Thus the number of enrichment layers is set as 4 for other experiments.

Finally, to further directly view the function of our designed architecture, the qualitative results of ablation study are shown in Figure 9. It is obvious that the segmentation result would be coarse without PSDE module. Meanwhile, the lack of background prior mask would result in the missing of some foreground details like object components and edge areas. An interesting result is that although the detail enrichment and iterative process both benefit the parsing result, the foreground erasing has better performance and the detail enrichment has the ability to capture abundant semantic details like components or edge areas, which could be figured out by the comparison of diverse parsing results.
In this paper, we propose a novel few-shot semantic segmentation with dual prior mask generation module and progressive semantic detail enrichment module, which elaborately guide the training model to be scene-adaptive and detail-attentive. The dual prior mask generation module would produce dual prior masks to refine the location of foreground. The progressive detail enrichment module progressively modifies the predicted mask by the fusion of iteratively foreground erasing and detail enrichment in a hierarchical manner, which precisely grasps all details of semantic objects in diverse scales. Extensive experiments are elaborately conducted on the challenging PASCAL-5' and MS COCO datasets, and we achieve great performances in both two datasets.

V. Conclusion

In this paper, we propose a novel few-shot semantic segmentation with dual prior mask generation module and progressive semantic detail enrichment module, which elaborately guide the training model to be scene-adaptive and detail-attentive. The dual prior mask generation module would produce dual prior masks to refine the location of foreground. The progressive detail enrichment module progressively modifies the predicted mask by the fusion of iteratively foreground erasing and detail enrichment in a hierarchical manner, which precisely grasps all details of semantic objects in diverse scales. Extensive experiments are elaborately conducted on the challenging PASCAL-5' and MS COCO datasets, and we achieve great performances in both two datasets.
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