Rapid and facile reconstruction of time-resolved fluorescence data with exponentially modified Gaussians
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Analyte response is convoluted with instrument response in time resolved fluorescence data. Decoding the desired analyte information from the measurement usually requires iterative numerical convolutions. Here in, we show that time resolved data can be completely, analytically reconstructed without numerical convolutions. Our strategy relies on a summation of exponentially modified Gaussians which encode all convolutions within easily evaluated complementary error functions. Compared to a numerical convolution strategy implemented with Python, this new method is computationally cheaper and scales less steeply with the number of temporal points in the experimental dataset.

I. INTRODUCTION

Time resolved fluorescence is a ubiquitous measurement used in fields as diverse as materials physics,[1] physical chemistry,[2] structural biology,[3, 4] robotic surgery,[5] and art conservation.[6] In these uses, the metric of interest is the set of fluorescence lifetimes, \( \{\tau_i\} \), which is defined by the physical identity and structure of the sample. In the Platonic ideal of the experiment, a sample is excited with an infinitely fast pulse of light, the sample then undergoes spontaneous emission with first order kinetics, so the emitted intensity of light decays exponentially with time. The emitted light is finally measured with an infinitely fast detector. In actuality, excitation pulses have finite width and detectors have finite response times (Figure 1). These non-idealities must be accounted for in data analysis routines to extract useful and representative fluorescence lifetimes.

If \( S \) is the ideal signal, the measured response, \( M \), is the convolution of the ideal signal with some instrument response function, \( R \), which accounts for the non-idealities of reality,

\[
M = S \ast R.
\] (1)

Deconvolution of \( S \) from \( M \) can be accomplished if \( R \) is exactly known. If \( R \) is not known with certainty, then deconvolution is a non-covex (usually unfeasible) optimization problem.[7] Instead most commercial software packages and individual researchers rely on a reconvolution strategy in which a decay model, \( S_{\text{model}} \), is convolved with a measured (or supposed) instrument response function, \( R_{\text{measured}} \).

\[
M_{\text{model}} = S_{\text{model}} \ast R_{\text{measured}}.
\] (2)

The resultant signal, \( M_{\text{model}} \), is compared to \( M \). The parameters which define \( S_{\text{model}} \) are then iteratively adjusted to minimize the difference between \( M_{\text{model}} \) and \( M \) in order to extract a representation of \( S \). In the case of methods like Fluorescence Lifetime Imaging (FLIM), the extraction of \( S \) must then be accomplished for thousands of time traces which each represents a pixel of a spatial map.[8]

The reconvolution strategy is usually robust and generates an accurate view of the dynamics encoded in fluorescence data. In practice, it can be difficult to correctly zero-pad and interpolate \( S_{\text{model}} \) and \( R \). Moreover, if one does not use an easily scriptable analysis software, then one must iterate the parameters defining \( S_{\text{model}} \) manually, which can be time consuming. Closed source commercial software packages (e.g. SPCImage NG from Becker & Hickl and EasyTau 2 from Picoquant) and open source packages (e.g. DecayFit and FLIMfit,[9]) exist to help solve the problems associated with fitting fluorescence data to extract lifetimes via numerical convolutions. Without using these packages, in many cases, researchers choose to assume the mid to late time dynamics encoded in their datasets are representative of \( S \) and therefore just fit \( S_{\text{model}} \) to \( M (t > t_{\text{cutoff}}) \), which is a good assumption in some limits. It is likely that this
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FIG. 1. Actual time-resolved fluorescence data, $M$, versus the ideal exponential decay predicted from first order kinetics, $S$. $	au = 1/\lambda = 1.5$ ns.

choice is oftentimes made not for suitability of assumption, but instead because it can be hard to correctly implement numerical convolutions.

Herein we introduce an analytic solution to this numerical convolution problem. We derive an integral equation which accounts for any number of exponential decay processes in both the sample response and instrument response. All numerically difficult convolutions are accounted for analytically. Our result is constructed so that analysis of time-resolved fluorescence data exclusively uses the robust algorithms which are packaged in most software packages to calculate the values of exponential and error functions. We demonstrate the utility of our result for reconstructing the wavelength dependent response of a commercial single-photon avalanche diode (SPAD) and also for retrieving the decay lifetimes of a model system. Finally we show that our method is computationally cheaper than more established methods.

II. DERIVATION OF PRIMARY RESULT

In this section we derive our primary result (Equation 27).

A. Exponentially modified Gaussian: $h(x)$

We start by assuming that fluorescence decay processes can be described using monoexponential decays

$$f(x; \lambda) \equiv \lambda \exp \left[ -\lambda x \right] \Theta \left[ x \right], \quad (3)$$

$$\Theta \left[ x \right] \equiv \begin{cases} 1, & x > 0 \\ 0, & x \leq 0 \end{cases} \quad (4)$$

in which $\Theta$ is the Heaviside step function, which accounts for the sample not emitting until after it is excited. The lifetime of a component is given by $\tau_i = 1/\lambda_i$. The ideal instrument response function (IRF) is considered to be a Gaussian

$$g(x; \mu, \sigma) \equiv \frac{1}{\sigma \sqrt{2\pi}} \exp \left[ -\left( \frac{x - \mu}{\sqrt{2}\sigma} \right)^2 \right], \quad (5)$$

We demonstrate the utility of our result for reconstructing the wavelength dependent response of a commercial single-photon avalanche diode (SPAD) and also for retrieving the decay lifetimes of a model system. Finally we show that our method is computationally cheaper than more established methods.
with $\sigma$ characterizing the temporal width and $\mu$ defining the “time zero” of the instrument. Later we will account for non-Gaussian IRFs. Note that, for clarity, $f(x)$ and $g(x)$ are both written as normalized functions so that $\int_{-\infty}^{\infty} f(x)dx = 1$—this choice does not affect the form of our final result.

We now define a composite function which will be the mainstay of our derivation,

$$h(x; \mu, \sigma, \lambda) \equiv f(x; \lambda) \ast g(x; \mu, \sigma),$$

$$\text{(6)}$$

Here, $\ast$ is the convolution operator which, importantly, is commutative, associative, and distributive. In Appendix A we show that $h$ is a function known as the exponentially modified Gaussian (EMG) with form,

$$h(x; \mu, \sigma, \lambda) = \frac{\lambda}{2} \exp \left[ \frac{\lambda}{2} (2\mu + \lambda \sigma^2 - 2x) \right] \times \text{erfc} \left[ \frac{\mu + \lambda \sigma^2 - x}{\sqrt{2} \sigma} \right],$$

$$\text{(8)}$$

where

$$\text{erfc}(t) \equiv 1 - \text{erf}(t) = \frac{2}{\sqrt{\pi}} \int_{t}^{\infty} \exp\left[-\tau^2\right]d\tau.$$  

In Equation 8, the convolution operation present in Equation 6 is rewritten as a single complementary error function. The EMG is commonly used in many fields as a phenomenological quantification tool: in the chromatography and mass spectrometry fields it is used to quantify tailed lineshapes,[10–12] in psychophysiology it is used to quantify response times,[13, 14] and in material science it has seen limited use fitting fluorescence spectra and diffusion profiles from inhomogeneous semiconductors.[15–19]

Figure 2a graphs $f$, $g$, and $h$. At early times $h$ is similar to the Gaussian IRF, $g$, but at late times, $h$ follows the exponential decay, $f$. Figure 2 validates the intuition that if the dynamics of interest are much longer than the width of the IRF, then one can extract the lifetimes of interest by fitting the long-time tail of the measured response. Figure 2b shows how larger widths of the IRF ($\sigma$) pushes the peak maximum of $h$ to later times.

**B. Extension of $h(x)$ with multiple decay functions**

For multiple decay pathways we write a distribution of exponential decays,

$$F^{(i)}(x) \equiv \sum_{i} a_i \lambda_i \exp[-\lambda_i x] \Theta(x),$$

$$\text{(10)}$$

$$= \sum_{i} a_i f_i(x),$$

$$\text{(11)}$$

with $a_i$ being a weighting factor for each exponential decay with $\alpha_i \equiv a_i \lambda_i$ being the unnormalized weight. Convolving this distribution of decays with a Gaussian yields

$$H^{(i)}(x) \equiv g(x) \ast F^{(i)}(x),$$

$$\text{(12)}$$

$$= \sum_{i} g(x) \ast [a_i f_i(x)],$$

$$\text{(13)}$$

$$= \sum_{i} a_i h_i(x),$$

$$\text{(14)}$$

in which we noted that convolution is a linear operation and therefore distributive. Here we emphasize that $h_i(x) = h(x; \mu, \sigma, \lambda_i)$ which means that there are single $\mu$ and $\sigma$ but multiple $\lambda_i$. If a time-resolved fluorescence experiment has a Gaussian IRF, then $H^{(i)}(x)$ describes the measured response of a sample with a set, $\{\lambda_i\}$, of decay pathways.
FIG. 2. Graphical form of the exponentially modified Gaussian. (a) Graph of Equation 3, Equation 5, and Equation 6 for $\lambda = 0.4$, $\sigma = 1$ and $\mu = 0$. A scaled form of Equation 9 is also shown to highlight its sigmoid-like behavior. (b) Equation 6 with $\lambda = 0.5$ and $\sigma \in \{0.1, 0.5, 1\}$ showing how larger values of $\sigma$ decreases the angle of $h$ at negative $x$ and pushes the maximum to positive $x$.

C. Detectors with non-Gaussian, tailed IRFs

Oftentimes SPAD detectors do not have Gaussian IRFs, but instead have a long tail towards positive times. Phenomenologically these non-ideal IRFs may be described with a distribution of weights and rates. In this case we interpret $H^{(i)}(x)$ as the IRF. We then account for analyte response by convolving $H^{(i)}(x)$ (our IRF) with a second $F^{(j)}(x)$ (the true sample decay pathways) to form a representative measured signal, $M$,

$$
M(x) = H^{(i)}(x) * F^{(j)}(x),
$$

(15)

which may be rewritten as

$$
M(x) = g(x) * F^{(i)}(x) * F^{(j)}(x),
$$

(16)

$$
ger(x) * \left\{ \sum_{i}^{m} f_{i}(x) \right\} * \left\{ \sum_{j}^{n} f_{j}(x) \right\},
$$

(17)

$$
ger(x) * \left\{ \sum_{i,j}^{m,n} f_{i}(x) * f_{j}(x) \right\},
$$

(18)

$$
ger(x) * \left\{ \sum_{i,j}^{m,n} y_{i,j}(x) \right\}.
$$

(19)
To solve the double convolution present in Equation 19 we first consider the argument of the summand inside the braces

\[ y_{i,j}(t) = f_i(t) * f_j(t), \]

\[ = a_i \lambda_i a_j \lambda_j \int_{-\infty}^{\infty} e^{-\lambda_i \tau} \Theta[\tau] e^{[-\lambda_j(t-\tau)]} \Theta[t-\tau] \, d\tau. \]  

(20)

This integrand is nonzero only when \( \tau > 0 \) and \( t - \tau > 0 \) so

\[ y_{i,j}(t) = a_i \lambda_i a_j \lambda_j \int_{0}^{t} \exp[\tau(\lambda_j - \lambda_i)]d\tau, \]

\[ = \left( \frac{a_j \lambda_j}{\lambda_j - \lambda_i} \right) f_i(t) + \left( \frac{a_i \lambda_i}{\lambda_i - \lambda_j} \right) f_j(t), \]

(21)

(22)

in which we noted the standard integral

\[ \int_{0}^{t} \exp[\tau(\lambda_j - \lambda_i)]d\tau = \frac{1 - \exp[(\lambda_j - \lambda_i) t]}{\lambda_j - \lambda_i}, \text{ for } \lambda_j \neq \lambda_i. \]

(23)

(24)

Equation 23 is only valid when the sample’s decay rates are not the same as the instrument response decay rates. Practically, this requirement is satisfied when the sample has slower dynamics than the detector.

Substitution of \( y_{i,j} \) from Equation 23 into Equation 19 yields our measured response

\[ \mathcal{M}(x) = g(x) * \sum_{i,j} \left\{ \left( \frac{a_j \lambda_j f_i(x)}{\lambda_j - \lambda_i} \right) + \left( \frac{a_i \lambda_i f_j(x)}{\lambda_i - \lambda_j} \right) \right\}, \]

\[ = \sum_{i,j} \left\{ \left( \frac{a_j \lambda_j}{\lambda_j - \lambda_i} \right) h_i(x) + \left( \frac{a_i \lambda_i}{\lambda_i - \lambda_j} \right) h_j(x) \right\}, \]

\[ = \sum_{i} h_i(x) \sum_{j} h_j(x) + \frac{a_i \lambda_i}{\lambda_i - \lambda_j} \sum_{j} h_j(x) \sum_{i} a_i \lambda_i. \]

(25)

(26)

(27)

Equation 27 is our primary analytic result. It encodes the dynamics of an experiment whose IRF has an arbitrarily large number of exponential tails, and whose sample response also has an arbitrarily large number of monoexponential decays. Importantly, there are no explicit convolutions present in Equation 27. Instead, Equation 27 requires evaluation of complementary error functions; software libraries as diverse as Microsoft Excel and the Scientific Python stack provide this capability using efficient, accurate algorithms.[20, 21] Appendix B shows two specific cases of Equation 27 with the nested summations worked out.

### III. COMPARISON TO EXPERIMENTAL RESULTS

We demonstrate the utility and suitability of our strategy of exponentially modified Gaussians for time-resolved florescence in two case studies. The figure of merit (model error, \( \mathcal{E} \)) to minimize while fitting is the weighted square residuals,[7, 22]

\[ \mathcal{E} = \sum_{i} w_i \left( \mathcal{F}_{\text{data}}[t_i] - \mathcal{F}_{\text{model}}[t_i] \right)^2, \]

(28)

where \( \mathcal{F}[t_i] \) is the measured fluorescence counts or model prediction at the time point \( t_i \). The weighting factor, \( w_i \), is related to the variance, \( \sigma_i^2 \), at each data point

\[ w_i = \frac{1}{\sigma_i^2} \left[ \frac{1}{n} \sum_{i} \frac{1}{\sigma_i^2} \right]^{-1} , \]

\[ = \frac{1}{\mathcal{F}_{\text{data}}[t_i]} \left[ \frac{1}{n} \sum_{i} \frac{1}{\mathcal{F}_{\text{data}}[t_i]} \right]^{-1}. \]

(29)

(30)
in which we have used the fact that photon-counting data without systematic error is well described by a Poisson
distribution so the variance and count number, \( F_{\text{data}} \), are equal for a specific time interval. To visually access the
goodness of fit, we can plot the weighted residuals,

\[
\text{weighted residuals} = \sqrt{w_i \left( F_{\text{data}}[t_i] - F_{\text{model}}[t_i] \right)}.
\] (31)

### A. Fitting wavelength dependent IRF

In the first study, we characterize the instrument response of a commercial SPAD (PDM from Micro Photon
Devices) and counting electronics (PicoQuant HydraHarp 400) by excitation with what is effectively a Dirac delta
impulse. We couple the attenuated output of an ultrafast tuneable Ti:sapphire laser (Coherent Chameleon
Discovery with Harmonics Generator, \( \sim 100 \) fs pulse width, 80 MHz repetition rate) into the SPAD. By tuning the ultrafast
laser from 500 to 1075 nm (Figure 3c) and keeping SPAD count rates constant, we recover the wavelength dependent
response of the SPAD and associated electronics.

We fit the IRFs with \( H^{(i)}(x) \) (Equation 14) and find that three exponential decays are required for recapitulation
of the measurement. Figure 3b shows the weighted residuals and their autocorrelation. At delay times before 0.5
ns, the residuals oscillate about zero. This indicates that the rising edge of the IRF is not perfectly described by a
Gaussian and so Equation 14 does not exactly capture the instrument response.

The decay profiles shown in Figure 3a indicates that as one excites a SPAD with higher wavelength light, the
response becomes longer.[23] The intensity weighted average decay time (Figure 3a inset),

\[
\tau_{\text{avg}} = \frac{\sum_i \alpha_i \lambda_i^2}{\sum_i \alpha_i \lambda_i},
\] (32)

codifies this observation of longer instrument response times for longer wavelength excitation.

### B. Fitting wavelength dependent POPOP fluorescence

In the second study, we characterize the response of powdered POPOP; 1,4-Bis(5-phenyl-2-oxazolyl)benzene; whose
chemical structure is shown in Figure 4a. POPOP is a scintillator with an absorption onset in the UV-A and bright
fluorescence across the visible. With an objective we focus the output of a 375 nm pulsed picosecond diode laser
(Picoquant, 20 MHz repetition rate) onto powdered POPOP. Fluorescence is collected with the same objective, filtered
with a 425, 525, or 610 nm bandpass filter, and focused into a photon counting module (PerkinElmer, PicoQuant
HydraHarp 400 electronics). Figure 4c shows a fluorescence spectrum of POPOP and the throughput of the three
bandpass filters used.

We first measure the response function of the detector at 375 nm (Figure 4a). This IRF is fit in the same way as
the IRFs in Figure 3a. Next, we measure the florescence of POPOP over three wavelength bands. Finally, we use
our primary result, Equation 27, to fit each time trace (tri-exponential) while holding the IRF parameters constant.
We recover average lifetimes of 1.1, 2.2, and 3.6 ns for the 425, 525, and 610 nm bandpass filters, respectively. The
model fits all aspects of the time-resolved fluorescence exceedingly well. The weighted residuals (Figure 3b) show
slight systematic deviation at the rising edge of the florescence near \( t = 0 \).

To compare our model to other methods, we fit the longest wavelength data using the iterative method of Grinvald
and Steinberg [22] using the measured IRF. The result of this fit is plotted in blue in Figure 3a. There is striking
agreement between our model and Grinvald’s; however, their method better captures the rising edge of the instrument
response and does not show a systemic deviation in the early time weighted residuals.

### IV. COMPARISON OF COMPUTATION TIME TO OTHER METHODS

In this Section we show how the computational evaluation time of our EMG formalism compares to other established
methods. Specifically, we look at a quadruple exponential decay convoluted with a Gaussian IRF and compare the
evaluation times of (1) a calculation using Equation 14, (2) step-wise (iterative) construction of an IRF convoluted
decay following the procedure of Grinvald and Steinberg [22], and (3) numerical convolution of Equation 11 with
Equation 5. We show the code used to compare these strategies in Algorithms 1 and 2 in the Appendices. Base
functions are defined in Algorithm 1 using the Scientific Python ecosystem.[25–28] Next, these base functions are
used in Algorithm 2 to construct singular functions which each take the same input parameters and output a single
FIG. 3. Wavelength dependent SPAD IRF. (a) Temporal response from 500 to 1075 nm with thin, solid lines being the model, \( H(x) \). Pulse profile of excitation laser is shown as gray (note how it is effectively a delta function on the nanosecond scale). Inset shows the intensity weighted average (Equation 32) of the three decay rates fit to the IRFs. (b) Weighted residuals of fits and their zoomed-in autocorrelation. (c) Color coded spectra of laser used to excite SPAD.

convoluted decay profile. Note, in these constructions it is imperative that the numerical convolution model and Grinvald and Steinberg [22]'s iterative model each be evaluated with an evenly spaced independent (x, delay time) array because the numerical convolution relies on a fast-Fourier-transform and the iterative model uses a trapezoidal (step-sized dependent) sequential integration technique. Our EMG model does not have this restriction, and can be used on datasets with e.g. logarithmically spaced time points.

Figure 5a shows the decay trace from each method. Note, when the traces are not shifted from one-another, they are effectively identical. The edge affects inherent in numerical convolutions have not been clipped out in order to highlight their existence—our method and Grinvald and Steinberg [22]'s method do not have these edge affects.

We use python's built in timeit module to measure the average execution time of each function as the number of time points in the evaluation are logarithmically increased. We also logarithmically decrease the number of function evaluations from 30000 to 30 as the number of points are increased. Figure 5b shows the results of this study. In all cases, the EMG method is faster than the other two methods. On average, the EMG method is \( 30 \times \) faster than Grinvald and Steinberg [22]'s method. This increase in speed likely originates from the fact that our computer program can calculate the exponentially modified Gaussian array in one contiguous batch using an optimized low-level function
FIG. 4. Fluorescence of POPOP excited with a 375 nm pulsed didode laser. (a) Measured and modeled time-resolved florescence. The measured IRF of our SPAD at 375 nm is shown in gray. We recover the following decay rates: for 425 nm, 0.09, 0.14, and 0.16 ns$^{-1}$; for 525 nm, 0.34, 0.39, and 0.61 ns$^{-1}$; and finally for 610 nm, 0.59, 0.90, and 1.34 ns$^{-1}$. A fit of the 610 nm dataset with Grinvald and Steinberg [22]'s iterative method is shown in blue. (b) Weighted residuals of fits and their zoomed-in autocorrelation. (c) Fluorescence intensity of POPOP measured through bandpass filters color-coded to traces in (a) along with emission spectra of POPOP which has not been for the wavelength dependent efficiency of our camera and collection optics.

while the iterative method requires repeated array calls and assignments.[25, 26]

The EMG method also scales less steeply with number of points ($x^{1.3}$) than the numerical convolution method ($x^2$) which will be an important aspect when handling large datasets. For datasets with the same number of bins, 65536, as our commercial counting electronics, the EMG method is two orders-of-magnitude faster than direct numerical convolution.
V. DISCUSSION AND CONCLUSIONS

In this work, we derived expressions for fitting the complete transient of time-resolved fluorescence measurements without requiring the use of numerical convolutions. We showed that our expressions well reproduce the tailed instrument response of a SPAD. We then showed that the SPAD IRF could be held constant while a second expression was fit to sample fluorescence. Our results suggest a clear workflow:

1. Measure instrument response and fit to

\[ H^{(i)}(x; \mu, \sigma, \{a_i\}, \{\lambda_i\}) = \sum_{i} a_i h_i(x) \]

using the minimum number of exponential terms to recapitulate the measured response.

2. Measure sample response and fit to

\[ \mathcal{M}(x; \{a_j\}, \{\lambda_j\}) = \sum_{i,j} \left( \frac{a_j \lambda_j h_i(t)}{\lambda_j - \lambda_i} + \frac{a_i \lambda_i h_j(t)}{\lambda_i - \lambda_j} \right) \]
using the minimum number of exponential terms to recapitulate the measured response while holding the IRF parameters constant.

While this workflow seems to be robust, there are specific cases where this method should not be applied. Firstly, if the material has dynamics which last longer than the period between excitation pulses then there will be some steady-state population which is not accounted for in our model. Secondly, if the material has kinetics which are not collectively well described by first order rate laws, then the assumption of exponential decay is poor. In both of these cases, a more holistic treatment of the fluorescence is needed, indeed there are software packages which can numerically solve the set of pulsed rate equation necessary to correctly describe the system.[29, 30] Finally, some SPADs are known to exhibit non-ideal behaviors like “afterpulsing” which can lead to IRFs which have a train of humps on the tail (note that in Figure 3a slight afterpulsing is present around 0.2 ns).[31, 32] If a detector’s IRF is not well described by a collection of exponentially modified Gaussians which share the same width and center, then our treatment is not adequate. Instead, the linearity of convolutions allows one to have multiple weighted, and shifted (\(\{\mu_k\}\)) versions of the IRF which results in a third summation over \(\mu_k\). However, this level of nested summations is likely excessive and the researcher should instead accomplish convolutions with their measured, IRF.

The method presented herein offers a single functional form for the entire rise and decay of time resolved fluorescence data. This closed-form may be useful to researchers who do not have access to bespoke software packages for fitting time-resolved fluorescence data. Perhaps more importantly, because this method has a faster computation time compared to other fitting methods, analytical techniques like fluorescence lifetime imaging microscopy which rely on fitting thousands of decay traces to build up an image will be able to use exponentially modified Gaussians to increase the processing rate of their large streams of data.
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Appendix A: Showing \( h(x) \) to be an EMG

To rewrite \( h \) in a form which does not require one to perform numerical convolutions, we must cast the convolution into a complementary error function. We first write out the convolution integral in full

\[
 h(x; \mu, \sigma, \lambda) \equiv f(x; \lambda) \ast g(x; \mu, \sigma),
\]

\[
 = \{\lambda \exp(-\lambda x) \Theta[x]\} \ast \left\{ \frac{1}{\sigma \sqrt{2\pi}} \exp\left[-\left(\frac{x-\mu}{\sqrt{2}\sigma}\right)^2\right]\right\},
\]

\[
 = \frac{\lambda}{\sigma \sqrt{2\pi}} \int_{-\infty}^{\infty} \exp[-\lambda t] \Theta[t] \exp\left[-\left(\frac{x-t-\mu}{\sqrt{2}\sigma}\right)^2\right] dt. \tag{A1}
\]

Because of the step function, the integrand is non-zero only when \( t > 0 \) so we can rewrite the bounds of integration

\[
 h(x; \mu, \sigma, \lambda) = \frac{\lambda}{\sigma \sqrt{2\pi}} \int_0^{\infty} \exp[-\lambda t] \exp\left[-\left(\frac{x-t-\mu}{\sqrt{2}\sigma}\right)^2\right] dt. \tag{A2}
\]

We will perform this integration by substitution. We define a new variable, \( u \),

\[
 u \equiv \frac{\mu + \lambda \sigma^2 - x + t}{\sqrt{2}\sigma},
\]

\[
 \implies \frac{du}{dt} = \frac{1}{\sqrt{2}\sigma} \implies t = \sqrt{2}\sigma u - \mu - \lambda \sigma^2 + x \tag{A3}
\]

Proper substitution of \( u \) into Equation (A2) yields

\[
 h(x; \mu, \sigma, \lambda) = \frac{\lambda}{\sqrt{2\pi}} \int_0^{\infty} \exp \left[ -\lambda \left( \sqrt{2}\sigma u - \mu - \lambda \sigma^2 + x \right) \right] \exp \left[ -\left( \frac{x - \left( \sqrt{2}\sigma u - \mu - \lambda \sigma^2 + x \right)}{\sqrt{2}\sigma} \right)^2 \right] du. \tag{A4}
\]

The integral is now in the form of the complementary error function, \( \int_{\mu}^{\infty} \exp[-u^2] du = \frac{\sqrt{\pi}}{2} \text{erfc}(t) \),

\[
 h(x; \mu, \sigma, \lambda) = \frac{\lambda}{\sqrt{2\pi}} \exp \left[ \lambda \mu - \lambda x + \frac{\lambda^2 \sigma^2}{2} \right] \frac{\sqrt{\pi}}{2} \text{erfc}(t), \tag{A5}
\]

\[
 t = \frac{\mu + \lambda \sigma^2 - x}{\sqrt{2}\sigma} \tag{A6}
\]

\[
 = \frac{\lambda}{2} \exp \left[ \frac{\lambda}{2} (2\mu + \lambda \sigma^2 - 2x) \right] \text{erfc} \left[ \frac{\mu + \lambda \sigma^2 - x}{\sqrt{2}\sigma} \right]. \tag{A7}
\]

This is the desired result, an exponentially modified Gaussian.
Appendix B: Common cases of Equation 27

In this Appendix we explicitly write out specific cases of Equation 27:
1. An IRF with one exponential decay \( i \in \{1\} \) and two exponential decays in material response \( j \in \{\alpha, \beta\} \)
2. An IRF with two exponential decays \( i \in \{1, 2\} \) and two exponential decays in material response \( j \in \{\alpha, \beta\} \)

1. One exponential decay in IRF and two decays in material response

Consider the case of an IRF which has one exponential decay, \( i \in \{1\} \) and a material response with two exponential decays, \( j \in \{\alpha, \beta\} \).

\[
M_{\{1,\{\alpha,\beta}\}}(x) = h_1(x) \left( \frac{a_\alpha \lambda_\alpha}{\lambda_\alpha - \lambda_1} + \frac{a_\beta \lambda_\beta}{\lambda_\beta - \lambda_1} \right) + a_1 \lambda_1 \left\{ \frac{h_\alpha(x)}{\lambda_1 - \lambda_\alpha} + \frac{h_\beta(x)}{\lambda_1 - \lambda_\beta} \right\}
\]  

(B1)

\[
h_1(x) = \frac{\lambda_1}{2} \exp \left[ \frac{\lambda_1}{2} (2\mu + \lambda_1 \sigma^2 - 2x) \right] \text{erfc} \left[ \frac{\mu + \lambda_1 \sigma^2 - x}{\sqrt{2}\sigma} \right]
\]  

(B2)

\[
h_\alpha(x) = \frac{\lambda_\alpha}{2} \exp \left[ \frac{\lambda_\alpha}{2} (2\mu + \lambda_\alpha \sigma^2 - 2x) \right] \text{erfc} \left[ \frac{\mu + \lambda_\alpha \sigma^2 - x}{\sqrt{2}\sigma} \right]
\]  

(B3)

\[
h_\beta(x) = \frac{\lambda_\beta}{2} \exp \left[ \frac{\lambda_\beta}{2} (2\mu + \lambda_\beta \sigma^2 - 2x) \right] \text{erfc} \left[ \frac{\mu + \lambda_\beta \sigma^2 - x}{\sqrt{2}\sigma} \right]
\]  

(B4)

First one would fit the measured IRF using the parameters \( \{\sigma, \mu, a_1, \lambda_1\} \). Then these parameters would be held constant and the full response would be fit using the parameters \( \{a_\alpha, a_\beta, \lambda_\alpha, \lambda_\beta\} \).

2. Two exponential decays in both IRF and material response

Consider the case of an IRF which has two exponential decays, \( i \in \{1, 2\} \) and a material response also with two exponential decays, \( j \in \{\alpha, \beta\} \).

\[
M_{\{1,2,\{\alpha,\beta\}\}}(x) = + h_1(x) \left( \frac{a_\alpha \lambda_\alpha}{\lambda_\alpha - \lambda_1} + \frac{a_\beta \lambda_\beta}{\lambda_\beta - \lambda_1} \right) + h_2(x) \left( \frac{a_\alpha \lambda_\alpha}{\lambda_\alpha - \lambda_2} + \frac{a_\beta \lambda_\beta}{\lambda_\beta - \lambda_2} \right)
\]  

(B5)

\[
h_1(x) = \frac{\lambda_1}{2} \exp \left[ \frac{\lambda_1}{2} (2\mu + \lambda_1 \sigma^2 - 2x) \right] \text{erfc} \left[ \frac{\mu + \lambda_1 \sigma^2 - x}{\sqrt{2}\sigma} \right]
\]  

(B6)

\[
h_2(x) = \frac{\lambda_2}{2} \exp \left[ \frac{\lambda_2}{2} (2\mu + \lambda_2 \sigma^2 - 2x) \right] \text{erfc} \left[ \frac{\mu + \lambda_2 \sigma^2 - x}{\sqrt{2}\sigma} \right]
\]  

(B7)

\[
h_\alpha(x) = \frac{\lambda_\alpha}{2} \exp \left[ \frac{\lambda_\alpha}{2} (2\mu + \lambda_\alpha \sigma^2 - 2x) \right] \text{erfc} \left[ \frac{\mu + \lambda_\alpha \sigma^2 - x}{\sqrt{2}\sigma} \right]
\]  

(B8)

\[
h_\beta(x) = \frac{\lambda_\beta}{2} \exp \left[ \frac{\lambda_\beta}{2} (2\mu + \lambda_\beta \sigma^2 - 2x) \right] \text{erfc} \left[ \frac{\mu + \lambda_\beta \sigma^2 - x}{\sqrt{2}\sigma} \right]
\]  

(B9)

First one would fit the measured IRF using the parameters \( \{\sigma, \mu, a_1, a_2, \lambda_1, \lambda_2\} \). Then these parameters would be held constant and the full response would be fit using the parameters \( \{a_\alpha, a_\beta, \lambda_\alpha, \lambda_\beta\} \).
Appendix C: Function evaluation time

In this Appendix we show the code used to determine the computational evaluation time of our exponentially
modified Gaussian formalism versus other established methods. Specifically, we look at a quadruple exponential
decline convoluted with a Gaussian IRF. We compare the evaluation times of:

1. Analytical calculation using Equation 14.
2. Numerical convolution of Equation 11 with Equation 5.
3. Stepwise (iterative) construction of an IRF convoluted decay following the procedure of Grinvald and Steinberg
[22].

Algorithm 1 python 3.8 construction of exponential, Gaussian, and exponentially modified Gaussian functions.

```python
import numpy as np
import timeit
from scipy import special

def f(x, l, a=1):
    # exponential decay with heaviside
    out = a * l * np.exp(-l * x)
    out[x < 0] = 0
    return out

def g(x, mu, s):
    # Gaussian
    arg = -1 * ((x - mu) / (np.sqrt(2) * s)) ** 2
    return np.exp(arg) / (s * np.sqrt(2 * np.pi))

def h(x, mu, s, l, a=1):
    # exponentially modified Gaussian (EMG)
    erfc = special.erfc
    arg1 = l / 2 * (2 * mu + l * s**2 - 2 * x)
    arg2 = (mu + l * s**2 - x) / (np.sqrt(2) * s)
    return a * l / 2 * np.exp(arg1) * erfc(arg2)

def F(x, li, ai):
    # summation of exponentials with Heaviside
    # assumes x, li, and ai are all 1D. li and ai have same size
    out = ai[None, :] * li[None, :] * np.exp(-li[None, :] * x[:, None])
    out = np.sum(out, axis=-1)
    out[x < 0] = 0
    return out

def H(x, mu, s, li, ai):
    # summation of EMGs with only one Gaussian convolved.
    # assumes x, li, and ai are all 1D. li and ai have same size
    out = h(x[None, :], None, mu, s, li[None, :], ai[None, :])
    return np.sum(out, axis=-1)
```
Algorithm 2 python 3.8 construction of quad-exponential functions and evaluation time assessment.

```python
def quadexp_unpack(p):
    # unpack parameter array
    mu, s = p[0], p[1]
    li = p[2:6]
    ai = p[6:10]
    off = p[10]
    return mu, s, li, ai, off

def quadexp_EMG_model(p, x):
    # exponentially modified Gaussian
    mu, s, li, ai, off = quadexp_unpack(p)
    return H(x, mu, s, li, ai) + off

def quadexp_convolution_model(p, x):
    # direct numerical convolution of Gaussian with exponentials
    mu, s, li, ai, off = quadexp_unpack(p)
    IRF = g(x - x.mean(), mu, s)
    IRF /= IRF.sum()  # area normalization
    decay = F(x, li, ai) + off
    return np.convolve(decay, IRF, mode="same")

def quadexp_iterative_model(p, x):
    # Iterative model of Grinvald and Steinberg 1974
    # See equation A-5 of DOI: 10.1016/0003-2697(74)90312-1
    outs = np.zeros((x.size, 4))
    epsilon = x[1] - x[0]
    mu, s, li, ai, off = quadexp_unpack(p)
    IRF = g(x, mu, s)
    exp = np.exp(-epsilon * li)
    epsilon_a = epsilon * ai * li
    for i in range(x.size - 1):
        outs[i + 1] = (outs[i] + 0.5 * epsilon_a * IRF[i]) * exp + 0.5 * epsilon_a * IRF[i + 1]
    return np.sum(outs, axis=-1) + off

def time_function_evaluation(xsize, numevals):
    # returns array with average evaluation time of 3 different models
    # ['EMG', 'numerical convolution', 'iterative']
    x = np.linspace(-20, 300, xsize)
    p = np.array([0, 1, 1 / 3, 1 / 10, 1 / 30, 1 / 100, 0.3, 0.4, 0.5, 0.6, 0.01])
    out[0] = timeit.timeit(lambda: quadexp_EMG_model(p, x), number=numevals)
    out[1] = timeit.timeit(lambda: quadexp_convolution_model(p, x), number=numevals)
    out[2] = timeit.timeit(lambda: quadexp_iterative_model(p, x), number=numevals)
    return out / numevals

# average evaluation time in seconds
# ['EMG', 'numerical convolution', 'iterative']
print(time_function_evaluation(xsize=65536, numevals=10))
>>> [0.01594715 0.50203172 0.39133182]
```
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