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Abstract

We investigate the following version of the well-known Rényi–Ulam game. Two players — the Questioner and the Responder — play against each other. The Responder thinks of a number from the set \{1, \ldots, n\}, and the Questioner has to find this number. To do this, he can ask whether a chosen set of at most \(k\) elements contains the thought number. The Responder answers with YES or NO immediately, but during the game, he may lie at most \(\ell\) times. The minimum number of queries needed for the Questioner to surely find the unknown element is denoted by \(RU^{k,\ell}(n)\). First, we develop a highly effective tool that we call Convexity Lemma. By using this lemma, we give a general lower bound of \(RU^{k,\ell}(n)\) and an upper bound which differs from the lower one by at most \(2\ell + 1\). We also give its exact value when \(n\) is sufficiently large compared to \(k\). With these, we managed to improve and generalize the results obtained by Meng, Lin, and Yang in a 2013 paper about the case \(\ell = 1\).
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1 Introduction

We investigate a modified version of the following combinatorial searching problem: two players — the Questioner and the Responder — play against each other. The Responder thinks of a number from the set \{1, \ldots, n\} and the Questioner has to find this number. To accomplish that, he can ask if the sought number is an element of a chosen subset of \{1, \ldots, n\}, after which the
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Responder answers him with a YES or NO. The Questioner aims to find the thought number in as few questions as possible.

The game can be adaptive or non-adaptive. In the non-adaptive version, the Questioner must ask all his questions in advance, and the Responder answers them in the end. Whereas in the adaptive game the Questioner can ask one question at a time, which the Responder has to answer immediately.

Regarding the adaptive version, it is a well-known result that the Questioner only needs at most \( \lceil \log_2 n \rceil \) rounds to find the number and that there is a case where he must ask that many questions.

Rényi and Ulam came up individually with the version where the Responder may lie during the game at most \( \ell \) times. Let us denote the minimal number of queries needed for the Questioner in the worst case by \( RU_\ell(n) \). We have already mentioned that \( RU_0(n) = \lceil \log_2 n \rceil \). Beside that, the exact value of \( RU_\ell(n) \) is known for all \( n \) when \( \ell = 1, 2, 3 \). Furthermore, for all \( \ell \) there is a known lower and upper bound that differ by at most \( \ell \), see Theorem 2. For more details see [2, 6].

There are many different versions of the above-described Basic Rényi–Ulam Game. We consider here the one where the Questioner can ask about subsets with at most \( \ell \) elements, where \( \ell < \lfloor \log_2 n \rfloor \). Note that if \( \ell \geq \lfloor \log_2 n \rfloor \), the Questioner can use the same strategies as in the basic game, because he can ask about any of the subsets by picking either the set itself or its complement.

For this game, we denote the minimal number of questions needed in the worst case, from the Questioner’s viewpoint, by \( RU_\ell^k(n) \). Its exact value is known when \( \ell = 0 \), see Katona [3]. There it is stated that \( RU_\ell^k(n) = \lfloor \frac{n}{k} \rfloor - 1 + \lceil \log_2 (k + m_1) \rceil \) with \( m_1 \) denoting the remainder of \( n \) divided by \( k \). Katona also gave bounds for the non-adaptive version, see [4].

We started investigating this problem upon the suggestion of Katona, and now, using the existing bounds for the Basic Rényi–Ulam Game, we give a generic lower bound of \( RU_\ell^k(n) \) and an upper bound that differs from the lower one by at most \( 2\ell + 1 \). Furthermore, we give its exact value for all \( \ell \) when \( n \gg k \).

Meng, Lin, and Yang had already published an article in 2013 concerning the case \( \ell = 1 \), see [5]. They gave a lower bound for \( RU_1^k(n) \) that differs from its value by at most 1, and determined its exact value when \( k^2 \leq n \). We generalize their results here for arbitrary \( \ell \) and find the exact value for smaller values of \( n \), too. They also made a conjecture regarding the Questioner’s optimal strategy. In the last section, we disprove their conjecture with a counterexample.

Last, we would like to describe our problem as an optimal testing one. Imagine the following scenario. There is only one person who is infected with a virus, and we want to find that person. To do this, we use the so-called pooling strategy, where at most \( k \) samples can be examined simultaneously. Our tests are not perfect, only relatively accurate: we assume that they make a mistake at most \( \ell \) times during the process. Note that finding the optimal testing strategy here is equivalent to solving the problem of the above-described Bounded Rényi–Ulam Game. We also mention that the Rényi–Ulam Game and its many different versions have a strong connection with error correcting codes, see for example [7].
2 Notation and Main Results

Let $RU_\ell(n)$ denote the minimal number of queries needed for the Questioner to find the unknown element, assuming that he can ask an arbitrary subset of $\{1, \ldots, n\}$ and that the Responder may lie at most $\ell \geq 0$ times. Let $RU^{k}_\ell(n)$ denote the minimum number of queries when the Questioner can only ask subsets with at most $k \geq 1$ elements.

In this paper, $m_i$ denotes the remainder of $n \cdot i$ divided by $k$ for every $i \geq 1$, and $\log x$ means $\log_2 x$ for every $x \in \mathbb{R}^+$.

The state of the game can be presented — as it was introduced by Berlekamp [1] — with the vector $(x_0, x_1, \ldots, x_\ell)$, where after each answer $x_i$ denotes the number of the elements that received NO exactly $i$ times for all $0 \leq i \leq \ell$. We say that these elements are in the $i$-th component of the game. Let $RU^{k}_\ell(x_0, x_1, \ldots, x_\ell)$ denote the minimum number of queries needed for the Questioner from the starting state $(x_0, x_1, \ldots, x_\ell)$. Note that if a set not containing a given element receives a YES, then it counts as a NO for that element.

We denote by $x_{\ell+1}$ the number of the elements that received NO at least $\ell + 1$ times. These elements can be excluded from the remaining search process because the sought number cannot be one of them. When describing a state, for clarity, we will sometimes use the notation $(x_0, \ldots, x_\ell | x_{\ell+1})$. Note that the game ends exactly when every element except one got a NO (at least) $\ell + 1$ times, that is when $\sum_{i=0}^{\ell} x_i = 1$.

At the state $(x_0, \ldots, x_\ell)$, a query can also be presented by a vector $(q_0, q_1, \ldots, q_\ell)$, where $0 \leq q_i \leq x_i$ is the number of the elements from the $i$-th component which are being queried. If the answer is YES to the question then the new state of the game is $(q_0, q_1 + (x_0 - q_0), \ldots, q_\ell + (x_\ell - q_{\ell-1}))$, and if it is NO then the new state is $(x_0 - q_0, (x_1 - q_1) + q_0, \ldots, (x_\ell - q_\ell) + q_{\ell-1})$.

Given two states $(x_0, \ldots, x_\ell)$ and $(y_0, \ldots, y_\ell)$, we call the state $(x_0, \ldots, x_\ell)$ not worse — and the state $(y_0, \ldots, y_\ell)$ not better — if $RU^{k}_\ell(x_0, \ldots, x_\ell) \leq RU^{k}_\ell(y_0, \ldots, y_\ell)$.

The following well-known lemma is a commonly used one that we will use throughout the paper.

Lemma 1. Let $\ell \geq 0$, $k \geq 1$. If the states $(x_0, \ldots, x_\ell)$ and $(y_0, \ldots, y_\ell)$ are such that $\sum_{j=1}^{m} x_j \geq \sum_{j=1}^{m} y_j$ for $m = 1, \ldots, \ell$, then $RU^{k}_\ell(x_0, \ldots, x_\ell) \geq RU^{k}_\ell(y_0, \ldots, y_\ell)$.

Weight functions are a classical tool for the Rényi–Ulam game. Given a state $(x_0, \ldots, x_\ell)$, assuming that the Questioner needs $q$ queries to solve it in the worst case, its weight is $w_q(x_0, \ldots, x_\ell) := \binom{q}{\ell} x_0 + \binom{q}{\ell-1} x_1 + \cdots + \binom{q}{0} x_\ell$, where $\binom{q}{i} := \sum_{j=0}^{i} \binom{q}{j}$.

It can be shown that after each question the sum of the weights of the two possible arising states is equal to the weight of the state preceding the question. Therefore the Responder can always achieve that after each query the weight decreases by no more than its half. When the Questioner finds the unknown element, the weight is 1, since he needs zero queries then. From these follows the lower bound of Theorem 2. The upper bound is due to Rivest et al. [7], for proofs see [2, 7].
Theorem 2. Let \( \ell \geq 0, n \geq 1 \), and define the weight bound as
\[
W_\ell(n) := \min \left\{ q : n \leq \frac{2^q}{\ell} \right\}.
\]
Then \( W_\ell(n) \leq RU_\ell(n) \leq W_\ell(n) + \ell \).

Note that the above-defined weight bound is the same as the well-known Hamming bound in the field of coding theory.

Now we present the most important tool we use throughout the paper, which we call the Convexity Lemma.

Lemma 3. (Convexity Lemma) Let \( \ell \geq 1 \), \( 1 \leq i \leq j \leq \ell \), such that \( x_i, x_j \geq 1 \), and let \( 1 \leq a \leq \min\{i, \ell - j + 1\} \). Then, except for the case where \( \sum_{i=0}^\ell x_i = 2 \) and \( a = \ell - j + 1 \),
\[
RU_\ell(x_0, \ldots, x_i, \ldots, x_j, \ldots, x_\ell | x_{\ell+1}) \leq RU_\ell^k(x_0, \ldots, x_{i-a}+1, \ldots, x_i-1, \ldots, x_j-1, \ldots, x_{j+a}+1, \ldots, x_\ell | x_{\ell+1}).
\]

The above lemma allows us to prove our main results, which are presented in the following theorem — the main theorem of the article.

Theorem 4. Let \( \ell \geq 0, k, n \geq 1 \), such that \( 1 < k < \frac{4}{\ell} \), and let
\[
L_\ell^k(n) := \max_{0 \leq p \leq \ell} \left( \left\lceil \frac{(p+1)n}{k} \right\rceil - 1 + RU_{\ell-p}(k) \right).
\]
Then it is true that
\begin{enumerate}
\item \( L_\ell^k(n) \leq RU_\ell^k(n) \leq L_\ell^k(n) + \ell + 1 \).
\item Furthermore if \( \ell \geq 1, n \geq \max\{k(\ell+5), k(\log \log 2k+6), k(\log \log 2k+2 \log \ell+5)\} \) then
\[
RU_\ell^k(n) = \left\lceil \frac{(\ell+1)n}{k} \right\rceil - 1 + \lceil \log(k+m_{\ell+1}) \rceil.
\]
\end{enumerate}

We note that \( RU_\ell^k(n) = (\ell+1)n-1 \) for arbitrary \( \ell \geq 0, n \geq 1 \), and — as already mentioned — \( RU_0^k(n) = \left\lceil \frac{4}{k} \right\rceil - 1 + \lceil \log(k+m_1) \rceil \) for all \( 1 \leq n, 1 \leq k \leq n \).

We also note that the exact value of \( RU_\ell(k) \) is unknown for \( \ell \geq 4 \). For an always calculable bound we can apply Theorem 2, which yields the following.

Corollary 5. Let \( \ell \geq 0, k, n \geq 1 \), such that \( 1 < k < \frac{4}{\ell} \), and
\[
\bar{L}_\ell^k(n) := \max_{0 \leq p \leq \ell} \left( \left\lceil \frac{(p+1)n}{k} \right\rceil - 1 + W_{\ell-p}(k) \right).
\]
Then \( \bar{L}_\ell^k(n) \leq RU_\ell^k(n) \leq \bar{L}_\ell^k(n) + 2\ell + 1 \).
To conclude this section, we present bounds for $W_\ell(n)$. Similar results can be found in [7] — without determining the constants. The proof is a straightforward calculation that can be found in Appendix A.

**Lemma 6.** For every $\ell \geq 1, n \geq 2$ we have that

$$\log n + \ell \log \log 2n - \ell \log \ell \leq W_\ell(n) \leq \log n + \ell \log 2n + 2\ell \log \ell + 2,$$

and therefore, as a consequence of Theorem 2,

$$\log n + \ell \log \log 2n - \ell \log \ell \leq RU_\ell(n) \leq \log n + \ell \log 2n + 2\ell \log \ell + \ell + 2.$$

### 3 The Convexity Lemma

In this section, we prove the Convexity Lemma and present some of its immediate consequences. Before the proof we will need the following auxiliary lemma.

**Lemma 7.** Consider either the Basic or the Bounded Rényi–Ulam Game for some $\ell, k \geq 1$ and for any starting state $(x_0, \ldots, x_\ell)$ with $\sum_{m=0}^\ell x_m \geq 2$. Let the Questioner play a certain strategy that uses $q$ queries in its worst case. Then if, along this strategy, the game ends with the state $(x_0, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_\ell) = (0, \ldots, 0, 1, 0, \ldots, 0)$, we know that the Questioner used at most $q - (\ell - i)$ queries, where $0 \leq i \leq \ell$.

**Proof.** Let $r$ denote the number of queries used in the case described above. Then the penultimate state after $r - 1$ questions was either $(0, \ldots, 0, 1, 0, \ldots, a)$ or $(0, \ldots, 1, 0, 0, \ldots, a)$ for some $a \geq 1$.

We want to show that from here the Responder can always achieve a play where the Questioner needs to ask at least $\ell - i + 1$ more. We consider the state $(0, \ldots, 0, 1, 0, \ldots, a)$, since it is clearly not worse for the Questioner. We will show that from here the Responder can achieve, after an arbitrary query, that the next state is one of the followings: $(0, \ldots, 0, 1, 0, 1, \ldots, b)$ or $(0, \ldots, 0, 1, 0, 0, \ldots, a)$, where $0 < b \leq a$.

If the Questioner asks all the elements then the Responder can achieve the second case with a YES. If the Questioner asks $(0, \ldots, 0, 1, 0, \ldots, a - b)$ or $(0, \ldots, 0, 0, 0, \ldots, b)$ then the Responder can achieve the first case with a NO or a YES, respectively.

Using the same argument $\ell - i$ times, we conclude that the Responder can achieve a not better state than $(0, \ldots, c)$, where $c \geq 2$. From here the Questioner needs at least one more question.

Now it follows that $(r - 1) + (\ell - i + 1) \leq q$, meaning the Questioner used at most $q - (\ell - i)$ queries, indeed.

**Proof of the Convexity Lemma.** Let us call Game 1 and Game 2 the two games starting from the states $(x_0, \ldots, x_i, \ldots, x_j, \ldots, x_\ell \mid x_{\ell+1})$ and $(x_0, \ldots, x_{i-a} + 1, \ldots, x_j - 1, \ldots, x_{j+a} + 1, \ldots, x_\ell \mid x_{\ell+1})$, respectively.
Let us think about these games in the following way. There are two elements of \( \{1, \ldots, n\} \), say \( A \) and \( B \), that are in the \( i \)-th and \( j \)-th component of the starting state of Game 1, respectively. In the starting state of Game 2, \( A \) is transferred to the \((i-a)\)-th, and \( B \) is transferred to the \((j+a)\)-th component.

We will show that every questioning strategy for Game 2 that uses \( q \) queries in its worst case can be converted into a questioning strategy for Game 1 with the same property.

Let us play the two games in parallel, such that in Game 1 we are the Questioner and we have an opponent, called Opponent 1, who is the Responder, while in Game 2 we are the Responder, and our other opponent, called Opponent 2, is the Questioner.

Assume that Opponent 2 plays a questioning strategy that uses \( q \) queries in its worst case. What we want is to convert this into a questioning strategy for Game 1. We do this using the following method.

First, we wait for the question of Opponent 2. We can assume that Opponent 2 does not ask any element that is in the \((\ell+1)\)-th component of Game 2, otherwise we just ignore it. Then, accordingly, we ask in Game 1 as defined next.

We ask exactly the same elements as Opponent 2, except for \( A \) and \( B \). If Opponent 2 asks both \( A \) and \( B \), then we do too, and if he only asks one of them, we ask the one being in the component with the smaller index — if both are in the same component, let us ask \( B \). Otherwise, we ask none of them. Note that this method is well-defined and that we use as many queries in Game 1 as Opponent 2 uses in Game 2.

Second, we wait for the answer of Opponent 1 to the constructed query, and then answer the same in Game 2.

Let \( s_1(A) \), \( s_1(B) \) denote the indices of the components containing \( A \) and \( B \) in Game 1, and \( s_2(A) \), \( s_2(B) \) in Game 2. Note that these indices can be even \( \ell+1 \), but no more due to our assumption. At the beginning of the game we have that \( s_1(A) = i \), \( s_1(B) = j \), \( s_2(A) = i-a \), \( s_2(B) = j+a \). It follows from the definition of our method that the equality

\[
s_1(A) + s_1(B) = s_2(A) + s_2(B)
\]

and the inequalities

\[
\min\{s_2(A), s_2(B)\} \leq s_1(A) \leq s_1(B) \leq \max\{s_2(A), s_2(B)\}
\]

always hold. We note that for any other element, the index of its component is equal in Game 1 and Game 2.

From (1) and (2), if at least one of \( A \) or \( B \) is not in the \((\ell+1)\)-th component of Game 2 then at least one of them is not in the \((\ell+1)\)-th component of Game 1. Furthermore, if neither \( A \) nor \( B \) fall out from the search — meaning they got less than \( \ell+1 \) NO — up to a point in Game 2, then none of them did in Game 1.
Opponent 2 wins when $\sum_{m=0}^{\ell} x_m = 1$ in Game 2, which he surely achieves after at most $q$ queries. When he wins, one of the following cases occurs.

**Case 1:** Both $A$ and $B$ are in the $(\ell+1)$-th component of Game 2. According to (1), then they are in the $(\ell+1)$-th component of Game 1, too. Thus $\sum_{m=0}^{\ell} x_m = 1$ in Game 1, meaning we have won there.

**Case 2:** One of $A$ or $B$ is in the $(\ell+1)$-th, while the other one is in the $\ell$-th component of Game 2. Using (1), this is clearly true for Game 1, meaning $\sum_{m=0}^{\ell} x_m = 1$ there, too.

**Case 3:** One of $A$ or $B$ is in the $(\ell+1)$-th, while the other one is in the $\ell$-th component of Game 2, where $t \leq \ell - 1$. According to Lemma 7, this can happen after at most $q - (\ell - t)$ rounds. Note that we can actually use Lemma 7 for Game 2, since it is true that $\sum_{m=0}^{\ell} x_m \geq 2$ at the starting state of Game 2 — that is why we had to exclude the case when $a = \ell-j+1$ and $\sum_{m=0}^{\ell} x_m = 2$ for the starting state of Game 1.

Now we have that $1 \leq \sum_{m=0}^{\ell} x_m \leq 2$, meaning we have not necessarily won in Game 1. However, from (1) and (2), we also know that either $s_1(A) = t$ or $s_1(A) > t$, where the former one yields that $\sum_{m=0}^{\ell} x_m = 1$. When the latter occurs, we can surely win in Game 1 after querying $A \ell - t$ times. Therefore, we only need at most $q$ queries in this case, too.

Assuming that Opponent 2 plays an optimal questioning strategy — which uses exactly

$$RU_\ell(x_0, \ldots, x_{i-1} + 1, \ldots, x_i - 1, \ldots, x_j - 1, \ldots, x_{i+1} + 1, \ldots, x_\ell | x_{\ell+1})$$

queries — in Game 2, we get the statement of the lemma. ■

We call a query **optimal** for the Questioner at the state $(x_0, \ldots, x_\ell)$ if he can find the sought number from the possible resulting states using at most $RU_\ell(x_0, \ldots, x_\ell) - 1$ queries. The following consequence of the Convexity Lemma presents — under a certain condition — an optimal query that will be very useful in the next section.

**Lemma 8.** Consider the Bounded Rényi–Ulam Game for some $\ell \geq 0$, $k, n \geq 1$. Suppose that the Questioner knows that the Responder will answer **NO** to his next question when he is at the state $(x_0, \ldots, x_\ell | x_{\ell+1})$. Then the query $q = (q_0, \ldots, q_\ell)$ with $q_i := \min \left\{ x_i, k - \sum_{j=0}^{i-1} q_j \right\}$ for all $0 \leq i \leq \ell$ is optimal.

**Proof.** Take an optimal question $r = (r_0, \ldots, r_\ell)$ for the conditions described above such that the $\ell_1$-distance $\|q - r\|_1$ is as small as possible. Now indirectly suppose that $\|q - r\|_1 \neq 0$.

By the definition of $q$, the smallest index $i$ for which $q_i \neq r_i$ must have $q_i > r_i$. If $q_i \geq r_i$ for all $0 \leq i \leq \ell$, then because of Lemma 1 $q$ is not a worse question than $r$, so it is optimal, contradicting our indirect assumption.

Therefore, there has to exist an index $i < j \leq \ell$ with the property $r_j > q_j$. We will show that the query $\hat{r} := (r_0, \ldots, r_i + 1, \ldots, r_j - 1, \ldots, r_\ell)$ is optimal for the investigated case, too.
The question \( r \) leads to the state \( y := (x_0 - r_0, x_1 - r_1 + r_0, \ldots, x_\ell - r_\ell + r_{\ell-1} | x_{\ell+1} + r_\ell) \), while \( \hat{r} \) leads to the state \( \hat{y} := y - e_i + e_{i+1} + e_j - e_{j+1} \), where \( e_m \) denotes the \( m \)-th standard basis vector for all \( 0 \leq m \leq \ell + 1 \). Due to the Convexity Lemma, \( \hat{y} \) is not worse than \( y \), meaning that \( \hat{r} \) is also optimal, indeed. However, \( \|q - \hat{r}\|_1 < \|q - r\|_1 \), which is a contradiction.  

We conclude this section with the following fairly intuitive lemma. Although we will not use it later, its proof demonstrates the utility of the Convexity Lemma and its consequence.

**Lemma 9.** For all \( \ell \geq 0, k, n \geq 1 \) it is true that \( RU_{\ell+1}^k(n) \geq RU_{\ell}^k(n) + \left\lfloor \frac{n}{k} \right\rfloor \). In other words, if one more lie is available for the Responder, then at least \( \left\lfloor \frac{n}{k} \right\rfloor \) more questions are required for the Questioner.

**Proof.** Consider the game with \( \ell + 1 \) lie, and assume that the Responder answers NO for the first \( \left\lfloor \frac{n}{k} \right\rfloor \) questions. Then we know from Lemma 8 that the Questioner arrives at a state that is not better than \((m_1, n - m_1, 0, \ldots, 0)\), since — for him — the optimal question will always be \((k, 0, \ldots, 0)\). This is a not better state than \((0, n, 0, \ldots, 0)\), which requires \( RU_{\ell}^k(n) \) questions to solve.  

## 4 Proof of the Bounds

In this section, we show that \( L_{\ell}^k(n) \) is a lower bound of \( RU_{\ell}^k(n) \), and then we prove that they differ by at most \( \ell + 1 \).

**Proof of Theorem 4 (i).** First, let us prove that

\[
L_{\ell}^k(n) := \max_{0 \leq p \leq \ell} \left( \left\lfloor \frac{(p+1)n}{k} \right\rfloor - 1 + RU_{\ell-p}^k(k) \right)
\]

is a lower bound. Imagine ourselves in the Questioner’s place, and assume that we know that the Responder will answer NO for the first \( \left\lfloor \frac{(p+1)n}{k} \right\rfloor - 1 \) questions for some \( 0 \leq p \leq \ell \). Then, from Lemma 8, we know that we will get to a state that is not better than \((0, \ldots, k + m_{p+1}, n - k - m_{p+1}, \ldots, 0)\). Even from this state, we need at least

\[
RU_{\ell}^k(0, \ldots, k + m_{p+1}, n - k - m_{p+1}, \ldots, 0) \geq RU_{\ell}^k(0, \ldots, k + m_{p+1}, 0, \ldots, 0) \geq RU_{\ell-p}^k(k) = RU_{\ell-p}^k(k)
\]

queries. It follows that \( \left\lfloor \frac{(p+1)n}{k} \right\rfloor - 1 + RU_{\ell-p}^k(k) \) is a lower bound for every \( 0 \leq p \leq \ell \), indeed.

Second, we prove the upper bound by induction on \( \ell \) with fixed values of \( k \) and \( n \). To be precise, we will prove that the above-mentioned lower bound differs from the exact value by at most \( \ell + 1 \).

For the base case \( \ell = 0 \) we need \( RU_{0}^k(n) - L_{0}^k(n) = \lceil \log (k + m_1) \rceil - \lceil \log k \rceil \leq 1 \), which clearly holds true. Now, for the induction step, we must prove that if \( RU_{\ell-p}^k(n) - L_{\ell-p}^k(n) \leq \ell - p + 1 \) for all \( 1 \leq p \leq \ell \) then \( RU_{\ell}^k(n) - L_{\ell}^k(n) \leq \ell + 1 \).
With \( \left\lfloor \frac{n}{k} \right\rfloor \) queries, using Lemma 1, we can always reach a state that is not worse than \( (k, n-k, 0, \ldots, 0) \) if we always ask \( k \) elements from the zeroth component. From this state, consider the set of those \( k \) elements that are currently at the zeroth component and always ask this set until one of the following cases occur.

**Case 1:** The \( n-k \) elements from the first component fall out from the searching, while the \( k \) elements from the zeroth arrive at the \( p \)-th component, where \( 0 \leq p \leq \ell - 1 \). This results the state \( (0, \ldots, 0, k, 0, \ldots, 0) \) after altogether \( \left\lfloor \frac{n}{k} \right\rfloor + \ell + p \) questions. From here, we still need \( RU_{\ell-p}(k) \) queries.

Now we define \( a_{\ell,p} := (p+1) \left\lfloor \frac{n}{k} \right\rfloor - 1 + RU_{\ell-p}(k) \) and \( b_{\ell,p} := \left\lfloor \frac{n}{k} \right\rfloor + \ell + p + RU_{\ell-p}(k) \), where \( 0 \leq p \leq \ell - 1 \). It is clear that \( a_{\ell,p} \leq L^k_\ell(n) \) for all \( p \). Furthermore, \( \max_{0 \leq p \leq \ell - 1} b_{\ell,p} \) is an upper bound for the questions needed altogether in Case 1, because here we can find the unknown element with that many queries. Let us now compare \( L^k_\ell(n) \) and \( b_{\ell,p} \). Then we see that, since \( \left\lfloor \frac{n}{k} \right\rfloor \geq 2 \),

\[
\begin{align*}
b_{\ell,p} - L^k_\ell(n) &\leq b_{\ell,p} - a_{\ell,p} = p \cdot \left(1 - \frac{n}{k}\right) + \ell + 1 \leq \ell + 1.
\end{align*}
\]

Therefore \( b_{\ell,p} \leq L^k_\ell(n) + \ell + 1 \) for every \( p \), thus \( L^k_\ell(n) + \ell + 1 \) is an upper bound in this case.

**Case 2:** The \( k \) elements of the zeroth component merge with the \( n-k \) elements of the first one at the \( p \)-th component, where \( 1 \leq p \leq \ell \). This results the state \( (0, \ldots, 0, n, 0, \ldots, 0) \) after altogether \( \left\lfloor \frac{n}{k} \right\rfloor + 2p - 1 \) questions. From here, we still need \( RU^k_{\ell-p}(n) \) queries.

Now, similarly as above, we define \( c_{\ell,p} := p \cdot \left\lfloor \frac{n}{k} \right\rfloor + L^k_{\ell-p}(n) \) and \( d_{\ell,p} := \left\lfloor \frac{n}{k} \right\rfloor + 2p - 1 + RU^k_{\ell-p}(n) \) for all \( 1 \leq p \leq \ell \). It is clear that \( \max_{1 \leq p \leq \ell} d_{\ell,p} \) is an upper bound for the questions needed altogether in Case 2. We will also show later that for all \( 1 \leq p \leq \ell \)

\[
c_{\ell,p} \leq L^k_\ell(n).
\]

Using (4) and the induction hypothesis we have that, since \( \left\lfloor \frac{n}{k} \right\rfloor \geq 2 \),

\[
d_{\ell,p} - L^k_\ell(n) \leq d_{\ell,p} - c_{\ell,p} \leq (1-p) \cdot \left(\left\lfloor \frac{n}{k} \right\rfloor - 1\right) + \ell + 1 \leq \ell + 1,
\]

meaning \( L^k_\ell(n) + \ell + 1 \) questions are enough in this case, too.

The proof is now almost complete, it only remains to verify (4). That is, we want to show that if \( \ell \geq 1 \) then \( p \cdot \left\lfloor \frac{n}{k} \right\rfloor + L^k_{\ell-p}(n) \leq L^k_\ell(n) \) holds for all \( 1 \leq p \leq \ell \). After substitution, we want to have that

\[
p \cdot \left\lfloor \frac{n}{k} \right\rfloor + \max_{0 \leq r \leq \ell - p} \left(\left\lfloor \frac{r+1}{k} \right\rfloor - 1 + RU_{\ell-r-p}(k)\right) \leq \max_{0 \leq r \leq \ell} \left(\left\lfloor \frac{r+1}{k} \right\rfloor - 1 + RU_{\ell-r}(k)\right).
\]

Comparing the appropriate members of the maximums — for all \( 0 \leq r \leq \ell - p \) compare the \( r \)-th term from the left-hand side with \( (r+p) \)-th one from the right-hand side —, we get that

\[
p \cdot \left\lfloor \frac{n}{k} \right\rfloor + \left\lfloor \frac{(r+1)n}{k} \right\rfloor - 1 + RU_{\ell-(r-p)}(k) \leq \left\lfloor \frac{(r+p+1)n}{k} \right\rfloor - 1 + RU_{\ell-(r+p)}(k)
\]

for all \( 0 \leq r \leq \ell - p \), which yields that (4) is indeed true, concluding our proof. ■
5 Proof of the Exact Value

In this section, we sketch a strategy for the Questioner, which — assuming that \( n \) is sufficiently large with respect to \( k \) — uses as many questions as our lower bound, hence proves the second part of Theorem 4.

**Proof of Theorem 4 (ii).** As seen before in (3), \( \max_{0 \leq \rho \leq \ell} \left[ \left( \frac{(\ell+1)n}{k} \right) - 1 + RU_{\ell-\rho}(k+m_{\ell+1}) \right] \) is a lower bound of \( RU_{\ell}^k(n) \). Therefore \( \left( \frac{(\ell+1)n}{k} \right) - 1 + RU_0(k+m_{\ell+1}) \) is a lower bound, too.

Imagine ourselves in the Questioner’s place, and let us play the following questioning strategy. We ask \( k \) elements from the components with the smallest possible indices until we receive a YES. That is, we ask \( k \) elements from the first non-zero component if that is possible, otherwise, we ask all of the elements there and the remaining ones from the next component.

It is clear that if we always receive a NO until the \( \left( \left\lfloor \frac{(\ell+1)n}{k} \right\rfloor - 1 \right) \)-th question, the state of the game is \( (0, \ldots, 0, k+m_{\ell+1}) \). Here we switch to an optimal strategy for the case \( \ell = 0 \). Thus we will use at most \( RU_0^k(k+m_{\ell+1}) = RU_0(k+m_{\ell+1}) = \left\lceil \log(k+m_{\ell+1}) \right\rceil \) questions. Therefore \( \left( \frac{(\ell+1)n}{k} \right) - 1 + \left\lceil \log(k+m_{\ell+1}) \right\rceil \) queries are indeed enough in this case.

Moreover, if we get a YES earlier, but when the first non-zero component is already the \( \ell \)-th one, we arrive at the state \( (0, \ldots, 0, k) \) — since the \( k \) elements being asked remain in the \( \ell \)-th component, while the other elements fall out from the search. This state is solvable with at most \( \left\lfloor \log k \right\rfloor \) questions, meaning we need less than \( \left( \frac{(\ell+1)n}{k} \right) - 1 + \left\lceil \log(k+m_{\ell+1}) \right\rceil \) questions.

There are two ways of getting a YES even earlier — up to the \( \left\lceil \frac{\ell n}{k} \right\rceil \)-th question. Let \( 0 \leq s \leq \ell - 1 \) denote the index of the first non-zero component before the question receives the first YES.

**Case A:** There are at least \( k \) elements in the \( s \)-th component. Then \( k \) elements remain in the \( s \)-th component, and all the elements of the \( (s+1) \)-th go to the \( (s+2) \)-th. All the other elements go to the \( (s+1) \)-th component. So we arrive at the state
\[
(x_0, \ldots, x_{s-1}, x_s, x_{s+1}, x_{s+2}, x_{s+3}, \ldots, x_{\ell}) = (0, \ldots, 0, k, x, n - k - x, 0, \ldots, 0),
\]
where \( m_{s+1} \leq x \leq n - k \) and \( x \equiv m_{s+1} \) modulo \( k \). From here, we ask about the \( x \) elements in the \( (s+1) \)-th component, querying only \( k \) at a time when possible and \( m_{s+1} \) for the last time. It is actually enough to consider only this strategy since for these plus questions the NO answer always results in the not better state. Indeed, using the Convexity Lemma, we see that if \( k \leq x \leq n-k \),
\[
(x_0, \ldots, x_{s-1}, x_s, x_{s+1}, x_{s+2}, x_{s+3}, x_{s+4}, \ldots, x_{\ell}) = (0, \ldots, 0, 2k, x-k, n-k-x, 0, \ldots, 0)
\]
is not worse than \( (0, \ldots, 0, k, x-k, n-x, 0, \ldots, 0) \). Similarly, if \( x = m_{s+1} \) then \( (0, \ldots, 0, 0, k + m_{s+1}, 0, n-k-m_{s+1}, 0, \ldots, 0) \) is not worse than \( (0, \ldots, 0, k, 0, n-k, 0, \ldots, 0) \). So we can conclude that in this case — using altogether \( \frac{(s+1)n}{k} \) queries — we arrive at a state that is not worse than \( (0, \ldots, 0, k, 0, n-k, 0, \ldots, 0) \).
Case B: There are less than \( k \) — thus \( m_{s+1} \) — elements in the \( s \)-th component, meaning we get the first YES for the \( \left\lceil \frac{(s+1)n}{k} \right\rceil \)-th question. Note that in this case \( m_{s+1} > 0 \). The resulting state is \((0, \ldots, 0, m_{s+1}, k-m_{s+1}, n-k, 0, \ldots, 0)\), which is not worse than \((0, \ldots, 0, k, 0, n-k, 0, \ldots, 0)\).

In summary, if we get the first YES after a query that is preceded by a state in which the first non-zero component is the \( s \)-th one, we need at most \( \left\lceil \frac{(s+1)n}{k} \right\rceil + RU_k^s (0, \ldots, 0, k, 0, n-k, 0 \ldots, 0) \) questions, where \( 0 \leq s \leq \ell - 1 \).

Consider the state \((0, \ldots, 0, k, 0, n-k, 0 \ldots, 0)\). From here we always ask the set that contains those \( k \) elements that currently form the \( s \)-th component. After each answer either the \( k \) or the \( n-k \) elements move to the next component. We do this until one of the following occurs.

Case 1: The elements from the \( s \)-th component merge with the elements from the \((s+2)\)-th in the \( p \)-th component, where \( s+2 \leq p \leq \ell \). This can happen after \( 2p-2s-2 \) queries. The resulting state is solvable with at most \( RU_{\ell-p}^k (n) \) questions, which — according to the first part of the theorem — is no more than \( \max_{0 \leq q \leq \ell-p} \left( \left\lceil \frac{(q+1)n}{k} \right\rceil - 1 + RU_{\ell-p-q}^k (k) \right) + \ell - p + 1 \).

Case 2: The elements from the \((s+2)\)-th component fall out from the search, and the elements from the \( s \)-th arrive at the \( p \)-th component, where \( s \leq p \leq \ell - 1 \). That can happen after \( \ell + p - 2s - 1 \) queries. The resulting state is solvable with at most \( RU_{\ell-p} (k) \) questions.

In the first case, using Lemma 6, we can bound the queries needed altogether in the following way:

\[
\left\lceil \frac{(s+1)n}{k} \right\rceil + 2p - 2s - 2 + \max_{0 \leq q \leq \ell-p} \left( \left\lceil \frac{(q+1)n}{k} \right\rceil - 1 + \log k + (\ell - p - q) \log \log 2k \
+ 2(\ell - p - q + 1) \log (\ell - p - q + 1) + (\ell - p - q + 2) \right) + \ell - p + 1
\leq \frac{(s+1)n}{k} + 2\ell - 2s + 1 + \log k + (\ell - p) \log \log 2k
+ \max_{0 \leq q \leq \ell-p} \left( \frac{(q+1)n}{k} - q \log \log 2k + 2(\ell - p - q + 1) \log (\ell - p - q + 1) - q \right).
\]

Let us think of \( q \) as a real number and of the expression in the latter maximum as its continuous function on \([0, \ell - p]\). Consider the derivative of this function. It is \( \frac{d}{dx} - \log \log 2k - 2 \log (\ell - p - q + 1) - \frac{2}{\ln 2} - 1 \), so at least \( \frac{d}{dx} - \log \log 2k - 2 \log \ell - 4 \), which is non-negative if \( n \geq k \log \log 2k + 2 \log \ell + 4 \). So when \( n \) satisfies this condition, our upper bound is maximal if \( q = \ell - p \).

Substituting this, we get the upper bound

\[
\frac{(s+1)n}{k} + \frac{(\ell - p + 1)n}{k} + \log k + \ell + p - 2s + 1.
\]

It is clear — since \( \frac{s+1}{k} \geq 1 \) — that with respect to \( p \) this expression is monotonically decreasing, therefore it is maximal when \( p = s + 2 \). Substituting this, we get \( \frac{\ell n}{k} + \log k + \ell - s + 3 \), which is clearly maximal when \( s = 0 \).
Therefore we use at most $\ell n + \log k + \ell + 3$ queries in the first case. Compare this to $\frac{(\ell+1)n}{k} - 2 + \log k$, which is a lower bound of $\left\lceil \frac{(\ell+1)n}{k} \right\rceil - 1 + \lfloor \log(k + m_{\ell+1}) \rfloor$. We can see that if $n \geq k(\ell + 5)$ then $\frac{\ell n}{k} + \log k + \ell + 3 \leq \frac{(\ell+1)n}{k} - 2 + \log k$. Thus in this case $\left\lceil \frac{(\ell+1)n}{k} \right\rceil - 1 + \lfloor \log(k + m_{\ell+1}) \rfloor$ questions are indeed enough.

Very similarly, in the second case we can estimate the number of queries, using Lemma 6, in the following way:

$$\left\lceil \frac{(s+1)n}{k} \right\rceil + \ell + p - 2s - 1 + \log k + (\ell - p) \log \log 2k + 2(\ell - p) \log (\ell - p) + (\ell - p) + 2$$

$$\leq \frac{(s+1)n}{k} + \log k + 2\ell - 2s + 2 + (\ell - p) \log \log 2k + 2(\ell - p) \log (\ell - p).$$

It is clear that the latter one is monotonically decreasing with respect to $p$, so we substitute $p = s$ and get

$$\frac{(s+1)n}{k} + \log k + 2\ell - 2s + 2 + (\ell - s) \log \log 2k + 2(\ell - s) \log (\ell - s). \quad (5)$$

Now consider this as a continuous function of $s$ on $[0, \ell - 1]$. Its derivative is then

$$\frac{n}{k} - 2 - \log \log 2k - 2\log (\ell - s) - \frac{2}{\ln 2} \geq \frac{n}{k} - \log \log 2k - 2\log \ell - 5.$$

The latter one — so the derivative, too — is non-negative if $n \geq k(\log \log 2k + 2\log \ell + 5)$. Therefore when $n$ satisfies this condition, (5) is monotonically increasing with respect to $s$, so it is maximal if $s = \ell - 1$. Using this, it is now enough to have that $\frac{n}{k} + \log k + \log \log 2k + 4 \leq \frac{(\ell+1)n}{k} - 2 + \log k$, which is true if $n \geq k(\log \log 2k + 6)$. Thus $\left\lceil \frac{(\ell+1)n}{k} \right\rceil - 1 + \lfloor \log(k + m_{\ell+1}) \rfloor$ questions are enough in the second case, too.

In summary, we saw that if $n \geq \max\{k(\ell + 5), k(\log \log 2k + 6), k(\log \log 2k + 2\log \ell + 5)\}$, the Questioner can find the sought number using at most $\left\lceil \frac{(\ell+1)n}{k} \right\rceil - 1 + \lfloor \log(k + m_{\ell+1}) \rfloor$ queries, which is also a lower bound of $RU_{\ell}^{k}(n)$, concluding our proof.

\section{Additional remarks}

In this section, we present some additional results. We will discuss a bound that is more accurate than that of Theorem 4, but before that, we prove an easy consequence of Lemma 1.

**Lemma 10.** Let $\ell \geq 0$, $n \geq 2$ and $x, y \leq n$, such that $0 < x < y \leq 2x$. Then

$$RU_{\ell}(y, n - y, 0, \ldots, 0) - RU_{\ell}(x, n - x, 0, \ldots, 0) \leq 1$$

**Proof.** At the state $(y, n - y, 0, \ldots, 0)$ let the Questioner ask $(y - x, 0, \ldots, 0)$. Then the NO answer results exactly the state $(x, n - x, 0, \ldots, 0)$, whereas the YES answer results the state $(y - x, n - y, \ldots, 0)$, which is not worse for the Questioner by Lemma 1, since $y \leq 2x$. \qed
Proposition 11. With the conditions of Theorem 4, let

\[ \hat{L}_\ell^k(n) := \max_{0 \leq p \leq \ell} \left( \left( \frac{(p+1)n}{k} \right) - 1 + RU_{\ell-p}(k + m_{p+1}, n - k - m_{p+1}, 0, \ldots, 0) \right). \]

Then \( \hat{L}_\ell^k(n) \leq RU^k_\ell(n) \leq \hat{L}_\ell^k(n) + \ell. \)

Note that if we substitute \( \ell = 1 \), we get a lower bound with a difference from the real value at most 1, just as Meng, Lin, and Yang [5]. However, \( RU_{\ell-p}(k + m_{p+1}, n - k - m_{p+1}, 0, \ldots, 0) \) is unknown in the general case, just as \( RU_{\ell-p}(k) \) — furthermore, there is no known useful bound of it.

The proof goes by division into cases, just as the proof of Theorem 4 described in detail — the only plus tool needed is Lemma 10. Thus, we omit it from our paper.

Now we examine the problem of finding the optimal strategy for the Questioner. As we have seen in Section 5, we can give an optimal strategy when the number of the elements, \( n \) is sufficiently large. However, this strategy fails to be optimal when \( n \) is smaller.

Indeed, consider the value \( \left( \frac{\ell n}{k} \right) - 1 + RU_1(k) \), which — according to Theorem 4 — is a lower bound of \( RU_\ell^k(n) \). Using Lemma 6, if \( n < k (\log \log 2k - 3) \),

\[ \left( \frac{\ell n}{k} \right) - 1 + RU_1(k) > \frac{\ell n}{k} - 2 + \log k + \log \log 2k \]

\[ > \left( \frac{(\ell + 1)n}{k} \right) + 1 + \log k \geq \left( \frac{(\ell + 1)n}{k} \right) - 1 + [\log(k + m_{\ell+1})]. \]

Therefore, if \( n < k (\log \log 2k - 3) \) then, as seen above, \( RU_\ell^k(n) > \left( \frac{(\ell + 1)n}{k} \right) - 1 + [\log(k + m_{\ell+1})]. \) This also means that for the described strategy — when \( n \) is relatively small — an earlier YES leads to more questions — unlike for larger values of \( n \).

However, the following lemma states that our strategy is optimal up to the \( \left( \frac{n}{k} \right) - 1 \)-th question.

Lemma 12. If the Bounded Rényi–Ulam Game — for some \( \ell \geq 0, k, n \geq 1 \) — is in a state \((x_0, \ldots, x_\ell)\) with \( x_0 \geq 2k \) then \((k, 0, \ldots, 0)\) is an optimal query for the Questioner, with the NO answer resulting the not better state.

Proof. Assume that the Questioner asks the query \((q_0, \ldots, q_\ell)\). Then the resulting state after a YES is \((q_0, q_1 + x_0 - q_0, \ldots, q_\ell + x_{\ell-1} - q_{\ell-1})\). Using the facts that \( \sum_{i=0}^{\ell} q_i \leq k \) and \( x_0 \geq 2k \), it is easy to see that \((x_0 - q_0, x_1 - q_1 + q_0, \ldots, x_{\ell} - q_{\ell} + q_{\ell-1})\) is a not better state. Indeed, using the Convexity Lemma repeatedly — shifting back every questioned element except for the \( q_0 \) elements questioned from the zeroth component while shifting right \( q_1 + \cdots + q_\ell \) elements from the zeroth component — we see that

\[ RU_\ell^k(x_0 - q_0, x_1 - q_1 + q_0, \ldots, x_{\ell} - q_{\ell} + q_{\ell-1}) \geq RU_\ell^k \left( x_0 - \sum_{i=0}^{\ell} q_i, x_1 + \sum_{i=0}^{\ell} q_i, x_2, \ldots, x_{\ell} \right). \]
by shifting right $x_0 - q_0 - \sum_{i=0}^\ell q_i$ many elements from the zeroth component,

$$\geq RU^k_\ell (q_0, x_1 + x_0 - q_0, x_2, \ldots, x_\ell),$$

by shifting right $x_i - q_i$ many elements from each component with index $1 \leq i \leq \ell$,

$$\geq RU^k_\ell (q_0, q_1 + x_0 - q_0, \ldots, q_\ell + x_\ell - q_\ell - 1),$$

where we used Lemma 1.

Therefore it suffices to consider the case where the Responder surely answers NO. From this it follows — using Lemma 8 — that $(k, 0, \ldots, 0)$ is an optimal question, indeed. 

After the $\lfloor \frac{n}{k} \rfloor - 1$-th question it is not clear what should the Questioner do when $n$ is relatively small. It seems almost impossible to give an optimal question for an arbitrary state — even in the case $\ell = 1$. Meng, Lin, and Yang conjectured the following in [5] about the optimal query.

**Conjecture.** Let $k \geq 1, a, b \geq 0$, such that $2k > a, a + b \geq 2$, and $\chi(a, b) := \min \{q: (q + 1)a + b \leq 2^q\}$. Using the notations

$$C := \max \{\chi(a, b), RU^k_0 (2a + b)\},$$

$$\chi_0 := \max \{x: RU^k_1 (x, a - x) \leq C - 1, x \leq a, x \leq k\},$$

$$\chi_1 := \max \{y: RU^k_1 (\chi_0, y + a - \chi_0) \leq C - 1, y \leq b, y \leq k - \chi_0\},$$

it is true that $RU^k_\ell (a, b) = \max \{C, 1 + RU^k_1 (a - \chi_0, b - \chi_1 + \chi_0)\}$.

We have found a counterexample using a recursive program\(^1\) that calculates all the optimal questioning strategies for small values of $k$ and $n$. It showed that with $k = 16$ and $n = 56$ the Questioner reaches the state $(10, 44)$ after three optimal queries. This state is solvable within seven questions, and for $a = 10, b = 44$ we have that $C = 7$. Therefore the question $(\chi_0, \chi_1)$ has to be optimal, where we know that $(\chi_0, \chi_1) = (8, 6)$. However, the only optimal query for this state is $(7, 9)$. This example also shows that our strategy is not optimal for small values of $n$.
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A The proof of Lemma 6

Proof of Lemma 6. First, let us consider the upper bound. We estimate the denominators in the weight bound’s definition as

\[
\binom{q}{0} + \cdots + \binom{q}{\ell} \leq 1 + q + \cdots + q^{\ell} \leq (q+1)^{\ell}, \tag{6}
\]

Then we take the following modified version of \( W_\ell(n) \), where we now take the minimum for non-negative real values of \( q \):

\[
W'_\ell(n) := \min \left\{ q : n \leq \frac{2^q}{(q+1)^{\ell}} \right\}.
\]

Note that by (6) we have that \( W_\ell(n) \leq \lfloor W'_\ell(n) \rfloor \leq W'_\ell(n) + 1 \). Our goal now is to give an upper bound for \( W'_\ell(n) \), meaning we want to find a real number \( q \) satisfying \( n \leq \frac{2^q}{(q+1)^{\ell}} \). Let us search it in the form \( q = \log n + \log x \), where \( x > 1 \). Then it is enough to find an \( x \) with

\[
n \leq \frac{nx}{(\log n + \log x + 1)^{\ell}},
\]

or, equivalently, with \((\log n + \log x + 1)^{\ell} \leq x\).
If \( x = ((\ell + 1) \log n + \ell^2 + 1)^\ell \), this condition is fulfilled. Indeed, after substituting we get
\[
(\log n + \ell \log((\ell + 1) \log n + \ell^2 + 1) + 1)^\ell \leq ((\ell + 1) \log n + \ell^2 + 1)^\ell,
\]
which can be simplified to
\[
\log((\ell + 1) \log n + \ell^2 + 1) \leq \log n + \ell,
\]
and then to
\[
(\ell + 1) \log n + \ell^2 + 1 \leq 2^\ell \cdot n,
\]
with the last one being clearly true for all \( n \geq 2, \ell \geq 1 \). Thus we have that
\[
W_{\ell}(n) \leq W'_{\ell}(n) + 1 \leq \log n + \ell \cdot \log((\ell + 1) \log n + \ell^2 + 1) + 1
\]
\[
\leq \log n + \ell \log(\ell^2 (\log n + 1) + 1
\]
\[
= \log n + \ell \log 2n + 2\ell \log \ell + 2.
\]
Now, let us consider the lower bound. We claim that the following estimation holds for the denominators in the definition of the weight bound when \( \ell \geq 2 \):
\[
\sum_{i=0}^{\ell} \binom{q}{i} \geq 1 + \sum_{i=0}^{\ell} \binom{\ell}{i} q^i \geq 1 + \frac{(q + 1)^\ell}{\ell^\ell}.
\]
(7)
Indeed, compare the members of the sums for \( i \geq 2 \) respectively using
\[
\binom{q}{i} = \frac{q \cdot q - 1 \cdots q - i + 1}{i - 1} \geq \left( \frac{q}{i} \right)^i \geq \frac{\ell^i q^i}{\ell^\ell} \geq \frac{(\ell - 1) q^i}{\ell^\ell} = \frac{(\ell) q^i}{\ell^\ell}.
\]
Using this, it is sufficient to show that
\[
\binom{q}{0} + \binom{q}{1} + \frac{(\ell) q^0}{\ell^\ell} + \frac{(\ell) q^1}{\ell^\ell}
\]
to prove (7). This is equivalent to \( q \ell (\ell^{\ell-1} - 1) \geq 1 \), which is true for all \( \ell \geq 2 \), since \( q \geq 1 \).
Now, because we are searching for a lower bound for the weight bound, we look for a real number \( q \) satisfying
\[
n \geq \frac{2^q}{(q + 1)^\ell + 1}.
\]
Similarly as above, we search it in the form \( q = \log n + \log x \), where \( x > 1 \). Substituting this, we get the condition \( x \leq \frac{(\log n + \log x + 1)^\ell}{\ell^\ell} + 1 \). Let \( x := \left( \frac{\log 2n}{\ell} \right)^\ell + 1 \), then we get
\[
\frac{(\log n + 1)^\ell}{\ell^\ell} + 1 \leq \frac{(\log n + \log x + 1)^\ell}{\ell^\ell} + 1,
\]
which is clearly fulfilled, since \( x > 1 \).
From this reasoning it follows that

$$W_\ell(n) \geq \log n + \log \left( \frac{\log 2}{\ell} \right)^\ell = \log n + \ell \log \log 2 \ell - \ell \log \ell.$$  

We still need to consider the case $\ell = 1$. For $q = \log n + \log 2 \ell$ we have that $n \geq \frac{2q}{q+1}$, which yields that $\log n + \log 2n \leq W_1(n)$, indeed. ■