Note on accuracy of the post-Newtonian approximation for extreme-mass ratio inspirals: retrograde orbits
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Abstract

The post-Newtonian approximation is useful to discuss gravitational waveforms for binary inspirals. In this note, for retrograde circular orbits in the equatorial plane, we discuss the region of validity of the post-Newtonian approximation by using the gravitational energy flux derived numerically and analytically in the black hole perturbation approach. It is found that the edge of the allowable region behaves quite intricately, including prograde orbits even if we treat higher post-Newtonian orders.
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1. Introduction

The post-Newtonian (PN) approximation (see, e.g. [1, 2] for a review) is widely used not only to derive gravitational waveforms for binary inspirals, but also to prepare initial parameters for numerical relativity (NR) simulations (see, e.g. [3–5] for quasicircular initial parameters of binary black hole (BBH) simulations).

In the PN approximation, we assume the slow-motion/weak-field. To treat the PN approximation, it is important to know where the above assumptions are appropriate. In the case of quasicircular binaries, the region of validity of the PN approximation is expressed, for example, by the orbital radius.
Using the PN energy flux for extreme mass ratio inspirals (EMRIs) in the black hole (BH) perturbation approach, the region of validity of the PN approximation has been discussed in [6–8] (see also [9]). Since we use the assumption of \( \mu \ll M \) where the EMRIs are described by a point particle with mass \( \mu \) orbiting around a BH with mass \( M \), in this approach, it is possible to calculate the energy flux numerically and analytically up to very high PN orders. In our previous paper [10], we treated the numerical energy flux derived in [11, 12] and the PN flux in [13] (see also [14–16]) for prograde circular orbits in the Kerr spacetime, and analyzed the region of validity. Although there are some large region of validity for some PN order (see, e.g. the top panel of figure 1 in [10] where the 3PN order (\( N = 6 \)) has a larger region of validity than that of the 3.5PN order (\( N = 7 \))), we have found that higher PN orders give a larger region of validity as expected. In our previous paper and this note, we note that the region of validity is discussed for the gravitational energy flux, i.e. the time-averaged dissipative piece of the first-order gravitational self-force (GSF). We do not consider the conservative piece of the first-order GSF in this note.

Here, an important circular orbit in the equatorial plane is the innermost stable circular orbit (ISCO). The ISCO radius in Boyer–Lindquist coordinates is given as [17]

\[
\frac{r_{\text{ISCO}}}{M} = 3 + Z_2 \mp \sqrt{(3-Z_1)(3+Z_1+2Z_2)},
\]

(1)

where

\[
Z_1 = 1 + (1-(a/M)^2)^{1/3}[(1+a/M)^{1/3} + (1-a/M)^{1/3}],
\]

(2)

and the upper and lower signs refer to the prograde (direct) and retrograde orbits (with the Kerr parameter \( 0 \leq a \leq M \)), respectively. Given the orbital radius \( r \), the orbital velocity is calculated by

\[
v = (M\Omega)^{1/3}; \quad M\Omega = \frac{M^{3/2}}{r^{7/2} + aM^{1/2}}.
\]

(3)

In table 1, the ISCO radius, frequency and velocity are summarized for various \( a/M \).

For the retrograde ISCOs in table 1, we see larger ISCO radii, smaller ISCO frequencies and velocities than those for the prograde ISCOs. As a naive expectation, the region of validity of the PN approximation for the retrograde case will be smaller than that for the prograde case. Despite this spin dependence, we usually require a same frequency for various configuration to produce hybrid PN-NR waveforms [18, 19]. Also, we need to search gravitational waves (GWs) with various spin directions of binary systems since the plausible spin direction is not known. Interestingly, a recent GW event, GW170104 suggests that both spins aligned with the orbital angular momentum of the BBH system are disfavored [20].

In our previous paper [10], we only discussed several cases of prograde orbits and did not discuss retrograde orbits since we expected that the region of validity in the PN approximation for retrograde orbits would behave similar to that for prograde ones. Motivated by the observation of GW170104, however, we reanalyze the region of validity in the PN approximation both for prograde and retrograde orbits more carefully and find complicated behaviors in the region of validity which have not been noticed in our previous paper (see, e.g. figure 2). We would expect that additional results might be of interest to people working on numerical relativity simulations, and would like to summarize results in this note.

The note is organized as follows. In section 2, we review the definition of the edge of allowable region (AR) briefly which was introduced in our previous paper [10]. In section 3, we
show the edge of the allowable region from the eccentricity estimation for retrograde circular orbits in the equatorial plane. Finally, we summarize and discuss the results presented in our previous paper and this note in section 4. In this note, we use the geometric unit system, where $G = c = 1$.

2. Edges of the allowable region

To discuss the region of validity of the PN approximation, we use the gravitational energy flux $F_g$ for a point particle orbiting in circular orbits around a BH. The basic equations in the BH perturbation approach are the Regge–Wheeler–Zerilli [21, 22] and Teukolsky [23] equations. The energy flux is computed in two ways: one is the numerical approach which gives the ‘exact’ value in the numerical accuracy, and the other is the analytical approach where we employ the PN approximation.

In the analytical approach, the gravitational energy flux is written as

$$\frac{dE^{(N)}}{dt} = -F_{\text{Newt}}F^{(N)},$$

where $F_{\text{Newt}}$ is the Newtonian flux,

$$F_{\text{Newt}} = \frac{32}{5} \left( \frac{\mu}{M} \right)^2 v^{10},$$

and $F^{(N)}$ is the ($N/2$)PN result normalized by the Newtonian flux. $v$ is the circular orbital velocity. We denote the exact value obtained in the numerical approach as $F$.

In our previous paper [10], we followed the analyses presented in [7] (based on [24]) and obtained consistent results with [7, 8]. As an alternative method which is the simplest analysis and a practical method for the region of validity, we have considered an allowance $\delta$ for the difference between the numerical and analytical results as

$$|F - F^{(N)}| < \delta.$$ (6)

Here, when we discuss the quasicircular evolution, the deviation from the exact energy flux induces the ‘artificial’ orbital eccentricity $e$, that shows the deviation from the ‘exact’ quasicircular evolution. Assuming the eccentric orbit with a semimajor axis $r_0$,

$$r(t) \sim r_0 \left[ 1 - e \cos \left( \frac{vt}{r_0} \right) \right]$$

where we have already known that the Newtonian orbit is sufficient to estimate the eccentricity [10], the orbital eccentricity is expressed as

| Table 1. The ISCO radius ($r_{\text{ISCO}}$), frequency ($\Omega_{\text{ISCO}}$) and velocity ($v_{\text{ISCO}}$) for various Kerr spin parameters ($a$). |
|---|---|---|---|
| $a/M$ | $r_{\text{ISCO}}/M$ | $\Omega_{\text{ISCO}} M$ | $v_{\text{ISCO}}$ |
| 1.0 (retrograde) | 9.000 000 000 | 0.035 714 285 71 | 0.329 316 878 0 |
| 0.9 (retrograde) | 8.717 352 279 | 0.037 540 180 63 | 0.334 835 980 1 |
| 0.5 (retrograde) | 7.554 584 713 | 0.047 027 325 22 | 0.360 952 532 0 |
| 0.0 | 6.000 000 000 | 0.068 041 381 73 | 0.408 248 290 4 |
| 0.5 (prograde) | 4.233 002 531 | 0.108 588 358 9 | 0.477 083 529 2 |
| 0.9 (prograde) | 2.320 883 043 | 0.225 441 708 6 | 0.608 617 948 4 |
| 1.0 (prograde) | 1.000 000 000 | 0.500 000 000 0 | 0.793 700 526 0 |
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\[ e \equiv \left( \frac{dE}{dr} \right)^{-1} \frac{1}{v} F_{\text{Newt}} \left| F - F^{(N)} \right|, \quad (8) \]

where \( E \) is the orbital energy of the particle,

\[ \frac{E}{\mu} = \frac{r^{3/2} - 2M\sqrt{r} + a\sqrt{M}}{r^{3/4} \left( r^{3/2} - 3M\sqrt{r} + 2a\sqrt{M} \right)^{1/2}}. \quad (9) \]

The relation between the orbital radius and velocity is given by (3).

Figure 1. The edge of the allowable region from the eccentricity estimation in the case of \( e \leq 1 \times 10^{-5} \) in terms of the orbital velocity (top) and radius (bottom).
In NR simulations of BBH [25–27], an iterative procedure to obtain low-eccentricity initial orbital parameters is used [28–32]. According to [32], we need a $t = O(1000M)$ numerical evolution (where $M$ denotes the total mass for comparable mass binaries) to reduce the eccentricity by about a factor of 10. For example, we find the eccentricity in the initial parameters for NR simulations of GW150914 [33–36] is $\sim 0.0012$ (RIT) and 0.0008 (SXS) [37] (see also BBH simulation catalogs [38–41] and references therein). Since quasicircular initial parameters are an important input for NR simulations [42], we treat the edge of the allowable region by using the eccentricity to discuss the region of validity of the PN approximation.

Figure 2. Edges of the allowable region for the orbital velocity $v_{\text{AR}}$ (top) and radius $r_{\text{AR}}$ (bottom) for all range of the non-dimensional Kerr parameter, $q = a/M$. Here, $q > 0$ and $q < 0$ are for prograde and retrograde orbits, respectively.
Results

We set a restriction on $e$ from the error in the energy flux as

$$e \leq 1 \times 10^{-5},$$

where this reference value is adopted from the lowest eccentricity in NR simulations presented in [18]. Combining (8) with (10), the edge of the allowable region is presented in terms of the orbital velocity (top), $v^{(N)}$, and radius (bottom) for retrograde circular orbits in Kerr ($q = a/M = 0, -0.1, -0.3, -0.5, -0.9$) cases in figure 1. Here, the (normalized) numerical

---

Figure 3. The right hand side of (8) as a function of the orbital radius for various non-dimensional Kerr parameters, $q = a/M$ in the case of $N = 7$ (top) and 8 (bottom).
energy flux $F$ and the (normalized) PN flux $F^{(N)}$ in (8) are calculated by [11, 12] and [13], respectively.

At 3.5PN order ($N = 7$), we see a clear tendency for the allowable region to decrease when $q$ becomes more negative. Also, in large $N$, the allowable region for large negative $q$ values has a similar behavior to the ISCO given in (1) (see also table 1 and figure 2), but it is not so clear.

### 4. Summary and discussions

In this note, we have used EMRIs for the analysis. For the current ground-based GW detectors, Advanced LIGO (aLIGO) [43], Advanced Virgo (AdV) [44], KAGRA [45, 46], comparable mass ratio binaries are the target. To extrapolate the result in this note to these binaries where individual objects have mass $m_1$ and $m_2$, and nondimensional spin $\chi_1$ and $\chi_2$, it may be possible to consider $M$, $\mu$ and $q = a/M$ as the total mass $(m_1 + m_2)$, the reduced mass $(m_1 m_2/(m_1 + m_2))$ of the system, and an effective spin $\chi_{\text{eff}} = (m_1 \chi_1 + m_2 \chi_2)/(m_1 + m_2)$ [47] (see also [48]), respectively.

Figure 2 shows the edges of the allowable region for the orbital velocity $v_{\text{var}}$ and radius $r_{\text{var}}$ from the eccentricity estimation ((8) with (10)) for all range of Kerr parameter. The ISCO values given in table 1 are also shown. For example, it is found at 2.5PN and 4PN order ($N = 5$ and 8, respectively) that the orbital radius at the edge of the allowable region for large negative values of $q$ tends to be larger and has a similar $q$ dependence to the ISCO radius. This suggests that when we start numerical relativity simulations of binary systems with the 2.5PN and 4PN initial orbital parameters, we need to consider a larger initial orbital separation for large negative $q$ cases.

On the other hand, at 3.5PN order ($N = 7$) the allowable region basically decreases for large $q$. This may be a possible reason why the initial parameters given by [42] for nearly maximally spinning BBH simulations [49] do not work well. It is noted in figure 2 that discontinuous change with respect to $q$ arise from different sequences of solutions for the equality (8) with $e = 1 \times 10^{-5}$. The top panel of figure 3 shows complicated behaviors of the right hand side of (8) for $N = 7$ and various $q$ as a function of the orbital radius. From this figure, we can find that there are several solutions in the orbital radius for $q = 0.20$ and 0.14 when we set $e = 1 \times 10^{-5}$, while there is a single solution for $q = 0.40$, 0.10 and 0.05. In the case that (8) has several solutions, we choose the largest solution in the orbital radius as the edge of the allowable region, which is larger than the one that gives the local maximum of the right hand side of (8). Then the solutions vary smoothly from $q = 0.40$ to $q = 0.14$. The discontinuous change of solutions in the orbital radius with respect to $q$ might appear between $q = 0.14$ and 0.10 when we set $e = 1 \times 10^{-5}$. This is because the local maximum of the right hand side of (8) for $q = 0.10$ becomes smaller than $1 \times 10^{-5}$ and the solution in the orbital radius for $q = 0.10$ becomes smaller than the one that gives the local minimum of the right hand side of (8). The locations of discontinuities depend on the restriction on $e$. Contrarily, we see simple behaviors for $N = 8$ in the bottom panel of figure 3, and this gives the continuous variation in figure 2. Even if we treat higher PN order, say, $N = 20$, it is difficult to estimate a simple $q$-dependence of the edge of the allowable region. Therefore, the above conclusion derived from the 2.5PN and 4PN analyses is not held. We should note that any local peaks in figures 1 and 2 do not indicate the best PN approximation in a given order as mentioned in [10]. We always welcome higher PN results in order to investigate whether the allowable region becomes larger.

Although the allowable region has been discussed for the gravitational energy flux, i.e. the first order dissipative self-force in our previous paper [10] and this note, the post-adiabatic
effects of the self-force, i.e. the first order conservative and the second order dissipative self-forces should be studied. As for the Schwarzschild background, the radius of convergence of the PN series for the first order conservative self-force has been shown in [50] (see also [51]). For the Kerr case, It is possible to discuss the radius of convergence by using an analytic result presented in [52]. Furthermore, [53] is usable in the case of eccentric orbits around a Kerr BH. For future work, we will analyze the allowable region by using the above results to connect our analysis with the comparable mass ratio binaries.
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