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Abstract. We propose and analyze a reliable and efficient *a posteriori* error estimator for a control-constrained linear-quadratic optimal control problem involving Dirac measures; the control variable corresponds to the amplitude of forces modeled as point sources. The proposed *a posteriori* error estimator is defined as the sum of two contributions, which are associated with the state and adjoint equations. The estimator associated with the state equation is based on Muckenhoupt weighted Sobolev spaces, while the one associated with the adjoint is in the maximum norm and allows for unbounded right hand sides. The analysis is valid for two and three-dimensional domains. On the basis of the devised *a posteriori* error estimator, we design a simple adaptive strategy that yields optimal rates of convergence for the numerical examples that we perform.
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1. Introduction

In this work we shall be interested in the design and analysis of a reliable and efficient *a posteriori* error estimator for a control-constrained linear-quadratic optimal control problem involving Dirac measures or point sources. To make matters precise, for \(n \in \{2, 3\}\), we let \(\Omega \subset \mathbb{R}^n\) be an open and bounded polytopal domain with Lipschitz boundary \(\partial \Omega\) and \(D\) be a finite ordered subset of \(\Omega\) with cardinality \(l = \#D\). Given a desired state \(y_d \in L^2(\Omega)\) and a regularization parameter \(\lambda > 0\), we define the cost functional

\[
J(y, u) = \frac{1}{2} \|y - y_d\|^2_{L^2(\Omega)} + \frac{\lambda}{2} \|u\|^2_{H^1(\Omega)}.
\]  
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With these ingredients at hand, we define the optimal control problem with point sources as follows: find 
\[ \min J(y, u) \] subject to the linear and elliptic state equation
\[
-\Delta y = \sum_{z \in D} u_z \delta_z \quad \text{in } \Omega, \quad y = 0 \quad \text{on } \partial \Omega, \quad (1.2)
\]
where \( \delta_z \) corresponds to the Dirac delta supported at the point \( z \in D \) and
\[
u = \{u_z\}_{z \in D} \in \mathbb{R}^l, \quad a_z \leq u_z \leq b_z \quad \forall z \in D. \quad (1.3)
\]
Here \( u \) denotes the control variable. The control bounds \( a = \{a_z\}_{z \in D} \) and \( b = \{b_z\}_{z \in D} \) both belong to \( \mathbb{R}^l \) and satisfy that \( a_z < b_z \) for all \( z \in D \).

Since the state equation (1.2) contains a linear combination of \( l \) Dirac measures as a forcing term and \( n > 1 \) the state \( y \) does not belong to \( H^1(\Omega) \). Consequently, the error analysis involved in the finite element approximation of problem (1.2) is not standard. We refer the reader to [10, 44, 48] for sub-optimal error analyses on quasi-uniform meshes and [8, 31] for quasi-optimal results based on graded meshes.

The mathematical difficulties presented in the study of (1.2) are also present in the analysis of the control problem (1.1)–(1.3). Based on the function space setting inherited by Muckenhoupt weighted Sobolev spaces [44], reference [7] provides an a priori error analysis for the control problem (1.1)–(1.3) that relies on the convexity of \( \Omega \). The authors propose a fully discrete scheme, on quasi-uniform meshes, that discretizes the state and the corresponding adjoint state using piecewise linear functions and obtain the following error estimates: Let \( \epsilon > 0 \) and \( y_d \in L^q(\Omega) \) for every \( q \in (2, \infty) \). If \( n = 2 \), the authors obtain a rate of convergence \( O(h^{1-\epsilon}) \), in the \( L^q \)-norm, for the error in the optimal control. If \( n = 3 \), the derived rate is \( O(h^{2-\epsilon}) \); see Theorem 5.1 of [7]. The fact that these error estimates are not optimal in terms of approximation and the need for both the convexity of \( \Omega \) and the higher integrability of the desired state \( y_d \) motivate the study of adaptive finite element methods (AFEMs) for the optimal control problem with point sources (1.1)–(1.3).

AFEMs are iterative methods that improve the quality of the finite element approximation to a partial differential equation (PDE) while striving to keep an optimal distribution of computational resources measured in terms of degrees of freedom. These methods are mainly based on loops of the form
\[
\text{SOLVE} \rightarrow \text{ESTIMATE} \rightarrow \text{MARK} \rightarrow \text{REFINE}. \quad (1.4)
\]

An essential ingredient of an AFEM, which governs the step ESTIMATE in (1.4), is an a posteriori error estimator. This is a computable quantity that depends on the discrete solution and data and provides information about the local quality of the approximate solution. The a posteriori error analysis for linear second-order elliptic boundary value problems has attained a mature understanding. We refer the reader to [3, 37, 40, 43, 53] for an up to date discussion including also the design of AFEMs, their convergence and optimal complexity.

In contrast to the well-established theory for linear elliptic PDEs, the a posteriori error analysis for finite element approximations of a constrained optimal control problem has not yet been fully understood. The main source of difficulty is its inherent nonlinear feature, which appears due to the control constraints. To the best of our knowledge, the first work that provided an advance in this matter is [34]. These results were later improved in [25] by providing efficiency estimates involving oscillation terms. Recently, these ideas were unified in [30]. Unfortunately, the analysis presented in [30] relies fundamentally on a particular structure for the underlying problem and the relations among the natural spaces for the state, adjoint state and control; these requirements are not satisfied by the control problem (1.1)–(1.3). For an up to date survey on a posteriori error analysis for optimal control problems we refer the reader to [4, 30, 47].

The main objective of this work is to propose and analyze a reliable and efficient a posteriori error estimator for the optimal control problem with point sources. The proposed error estimator is built on the basis of a suitable error estimator on Muckenhoupt weighted Sobolev spaces that is associated with the state equation and a pointwise error estimator that is associated with the adjoint equation. Assuming only that \( \Omega \) is a Lipschitz...
polytope, we prove the global reliability and local efficiency of our proposed error estimator. The analysis is delicate since it involves the interaction of $L^\infty(\Omega)$, $\mathbb{R}^l$ and weighted Sobolev spaces, combined with having to deal with the first-order necessary and sufficient optimality condition that characterizes the optimal control $\bar{u}$.

It is important to comment that this work exploits the ideas developed in [4] for the a posteriori error analysis of the so-called pointwise tracking optimal control problem. Although the mathematical techniques are similar, the a posteriori error analysis of our control problem does not follow directly from [4]; it requires its own analysis. This is mainly due to the following reasons:

- The optimal control variable $\bar{u}$ belongs to $\mathbb{R}^l$, while the one of the problem studied in [4] belongs to $L^2(\Omega)$. This in a sense simplifies the analysis. For instance, as opposed to [4], we can obtain local efficiency estimates. Nevertheless, it comes with its own set of complications. In particular, the low regularity of the state equation.
- The adjoint problem is a Poisson equation with a forcing term $y - y_d$, which does not belong to $L^\infty(\Omega)$. Consequently, we must consider a pointwise error indicator that accounts for unbounded right hand sides. Since we were not able to locate one in the literature, in Section 4, we propose such an error indicator and provide its analysis on the basis of [9, 14]. Notice that, thanks to the structure of the control problem of [4], such an estimator was not needed there.

The outline of this paper is as follows. In Section 2, we introduce the notation and functional framework we shall work with. Section 3 contains the description of our control problem and reviews the a priori error analysis developed in [7]. In Section 4, we propose and analyze a pointwise a posteriori error estimator for the Laplacian that allows for unbounded right hand sides. Combining this estimator and another one based on Muckenhoupt weighted Sobolev spaces, in Section 5 we devise an a posteriori error estimator for our optimal control problem. We show in Sections 5.2 and 5.3, its reliability and efficiency, respectively. We conclude, in Section 6, with a series of numerical examples that illustrate and go beyond our theory.

2. Notation and preliminaries

Let us fix notation and the setting in which we will operate. Throughout this work, $n \in \{2, 3\}$ and $\Omega$ is an open and bounded polytopal domain of $\mathbb{R}^n$ with Lipschitz boundary $\partial \Omega$. If $\mathcal{X}$ and $\mathcal{Y}$ are normed vector spaces, we write $\mathcal{X} \hookrightarrow \mathcal{Y}$ to denote that $\mathcal{X}$ is continuously embedded in $\mathcal{Y}$. We denote by $\mathcal{X}'$ and $\| \cdot \|_{\mathcal{X}}$ the dual and the norm of $\mathcal{X}$, respectively.

For $E \subset \Omega$ of finite Hausdorff $i$-dimension, $i \in \{1, 2, 3\}$, we denote its measure by $|E|$. The mean value of a function $f$ over a set $E$ is

$$\int_E f = \frac{1}{|E|} \int_E f.$$

The relation $a \lesssim b$ indicates that $a \leq Cb$, with a constant $C$ which is independent of $a$, $b$, the regularization parameter $\lambda$ and the size of the elements in the mesh. The value of $C$ might change at each occurrence.

2.1. Weighted Sobolev spaces

We start this section with a notion which will be fundamental for further discussions, that of a weight. A weight is a locally integrable, nonnegative function defined on $\mathbb{R}^n$. If $\omega$ is a weight, we say that $\omega$ belongs to the so-called Muckenhoupt class $A_2$, or that it is an $A_2$-weight, if there is a constant $C_\omega$ such that

$$C_\omega = \sup_B \left( \frac{1}{|B|} \int_B \omega \right) \left( \frac{1}{|B|} \int_B \omega^{-1} \right) < \infty,$$

where the supremum is taken over all balls $B$ in $\mathbb{R}^n$ [15, 18, 38, 51].
We present an important example of a Muckenhoupt weight. Let \( x_0 \) be an interior point of \( \Omega \) and denote by \( d_{x_0}(x) \) the Euclidean distance to \( x_0 \). Define \( d_{x_0}^{\alpha}(x) = d_{x_0}(x)^{\alpha} \). We then have that \( d_{x_0}^{\alpha} \in A_2 \) if and only if \( \alpha \in (-n, n) \). We refer the reader to [15, 44, 51] for more examples of \( A_2 \)-weights and their most important properties. Since it will be necessary for our analysis, here we mention the following reverse Hölder inequality for \( A_2 \)-weights. Its proof can be found in Theorem 7.4 of [15] or Lemma 1.2.12 of [51].

**Proposition 2.1** (Reverse Hölder inequality). Let \( \omega \in A_2 \), then there is \( \epsilon > 0 \) such that for every ball \( B \subset \mathbb{R}^n \) we have

\[
\left( \frac{1}{B} \omega^{1+\epsilon} \right)^{1/(1+\epsilon)} \lesssim \frac{1}{B} \omega,
\]

where the hidden constant depends only on the dimension \( n \).

To analyze problem (1.2), we consider Lebesgue and Sobolev spaces with Muckenhoupt weights. If \( \Omega \) is an open and bounded domain of \( \mathbb{R}^n \) and \( \omega \in A_2 \), we define

\[
L^2(\omega, \Omega) := \left\{ v \in L^1_{\text{loc}}(\Omega) : \|v\|_{L^2(\omega, \Omega)} := \left( \int_\Omega |v|^2 \omega \right)^{1/2} < \infty \right\},
\]

and

\[
H^1(\omega, \Omega) := \left\{ v \in L^2(\omega, \Omega) : |\nabla v| \in L^2(\omega, \Omega) \right\},
\]

with norm

\[
\|v\|_{H^1(\omega, \Omega)} := \left( \|v\|_{L^2(\omega, \Omega)}^2 + \|\nabla v\|_{L^2(\omega, \Omega)}^2 \right)^{1/2}.
\]

We also define \( H^1_0(\omega, \Omega) \) as the closure of \( C_0^\infty(\Omega) \) in \( H^1(\omega, \Omega) \). In view of the fact that \( \omega \) is an \( A_2 \)-weight, Theorem 1.3 from [18] guarantees that a weighted Poincaré inequality holds and thus that \( \|\nabla v\|_{L^2(\omega, \Omega)} \) is an equivalent norm to \( \|v\|_{H^1(\omega, \Omega)} \).

The notion of a Muckenhoupt weight has important consequences and we conclude this section by mentioning some of them. If \( \omega \in A_2 \), then we have that \( H^1(\omega, \Omega) \) is Hilbert and \( H^1(\omega, \Omega) \cap C^\infty(\Omega) \) is dense in \( H^1(\omega, \Omega) \) (cf. [51], Prop. 2.1.2, Cor. 2.1.6 and [20], Thm. 1).

### 2.2. The Poisson problem in Lipschitz polytopes

In this section we collect some standard results concerning the regularity of the solution to the Poisson problem

\[
-\Delta u = f \text{ in } \Omega, \quad u = 0 \text{ on } \partial \Omega,
\]

where \( \Omega \) is a bounded and Lipschitz, but not necessarily convex, polytope. We begin with the following result [12, 23, 27, 28, 35, 46].

**Proposition 2.2** (Higher integrability). Let \( u \in H^1_0(\Omega) \) denote the unique solution of (2.5) with \( f \in L^2(\Omega) \). There is \( q > n \) such that \( u \in W^{1,q}(\Omega) \). Moreover,

\[
\|u\|_{W^{1,q}(\Omega)} \lesssim \|f\|_{L^2(\Omega)},
\]
where the hidden constant is independent of \( u \) and \( f \). This, in particular, implies that for \( \kappa = 1 - n/q > 0 \) we have \( u \in C^{0,\kappa}(\bar{\Omega}) \) with a similar estimate.

We now present a local regularity result, whose proof can be found, for instance, in Theorem 9.11 of [19] or Theorem 12.2.2 of [29].

**Proposition 2.3** (Local regularity). Let \( u \in H^1_0(\Omega) \) denote the unique solution of (2.5) with \( f \in L^r(\Omega) \) and \( r \in [2, \infty) \). If \( U \Subset \Omega \) then \( u \in W^{2,r}(U) \) and the following estimate holds

\[
\|u\|_{W^{2,r}(U)} \lesssim \|u\|_{L^r(\Omega)} + \|f\|_{L^r(\Omega)},
\]

where the hidden constant depends on \( \text{dist}(U, \partial \Omega) \) but is independent of \( u \) and \( f \).

We remark that, since \( \Omega \) is bounded, the estimates of Propositions 2.2 and 2.3 allow us to obtain that, for every \( U \Subset \Omega \),

\[
\|u\|_{W^{2,r}(U)} \lesssim \|f\|_{L^r(\Omega)},
\]

where the hidden constant depends on \( |\Omega| \) and \( \text{dist}(U, \partial \Omega) \) but is independent of \( u \) and \( f \).

3. The optimal control problem with point sources

In this section we precisely describe and analyze the optimal control problem with point sources introduced in Section 1. We begin by assuming that we are given an ordered set \( D \subset \Omega \) with finite cardinality \( l \). We define \( d_D = \min \{ \text{dist}(D, \partial \Omega), \min \{ |z - z'| : z, z' \in D, z \neq z' \} \} \), otherwise.

Since \( D \) is finite and \( D \subset \Omega \) we have that \( d_D > 0 \). It is then suitable, for our analysis, to define the weight \( \rho \) as follows: If \( l = 1 \), then

\[
\rho(x) = d_1^\alpha(x),
\]

otherwise

\[
\rho(x) = \begin{cases} 
  d_2^\alpha(x), & \exists z \in D : d_z(x) < d_D/2, \\
  1, & d_z(x) \geq d_D/2 \; \forall z \in D.
\end{cases}
\]

Here \( \alpha \in (n - 2, n) \) and \( d_z(x) = |x - z| \) denotes the Euclidean distance to \( z \). Since \( \alpha \in (n - 2, n) \subset (-n, n) \), the weight \( \rho \) belongs to the Muckenhoupt class \( A_2 \) [2]. Consequently, \( H^1(\rho, \Omega) \), defined by (2.3), is a Hilbert space endowed with the norm (2.4). We state the following embedding result ([4], Lem. 2).

**Lemma 3.1** \( (H^1_0(\rho, \Omega) \hookrightarrow L^2(\Omega)) \). If \( \alpha \in (n - 2, 2) \) then \( H^1_0(\rho, \Omega) \hookrightarrow L^2(\Omega) \) and we have the following weighted Poincaré inequality

\[
\|v\|_{L^2(\Omega)} \lesssim \|\nabla v\|_{L^2(\rho, \Omega)} \; \forall v \in H^1_0(\rho, \Omega),
\]

where the hidden constant depends only on \( \Omega \) and \( d_D \).

We define the set of admissible controls by

\[
U_{ad} = \{ u \in \mathbb{R}^l : a_z \leq u_z \leq b_z \; \forall z \in D \},
\]
where the control bounds $a$ and $b$ both belong to $\mathbb{R}^l$ and satisfy that $a_z < b_z$ for all $z \in D$. The set $U_{ad}$ is a nonempty, closed, and convex subset of $\mathbb{R}^l$.

We recall that the cost functional $J$ is defined by (1.1) and thus define the optimal control problem with point sources as follows: Find $\min J(y,u)$ subject to the following weak formulation of the state equation (1.2):

$$y \in H^1_0(\rho, \Omega) : \langle \nabla y, \nabla \psi \rangle_{L^2(\Omega)} = \sum_{z \in D} u_z \langle \delta_z, \psi \rangle \quad \forall \psi \in H^1_0(\rho^{-1}, \Omega),$$

and the control constraints $u \in U_{ad}$. Here $\langle \cdot, \cdot \rangle$ denotes the duality pairing between $H^1_0(\rho^{-1}, \Omega)$ and its dual $H^1_0(\rho^{-1}, \Omega)'$. The results of Lemma 7.1.3 from [32] guarantee that $\delta_z \in H^1_0(\rho^{-1}, \Omega)'$ for $\alpha \in (n-2, n)$. In addition, the results of [16] in the case $\Omega$ is convex, or Corollaries 7 and 8 from [45] in the case $\Omega$ is not convex, yield an inf-sup condition for the variational form of the Dirichlet Laplace operator on weighted spaces, i.e., we have

$$\inf_{0 \neq v \in H^1_0(\rho, \Omega)} \sup_{0 \neq w \in H^1_0(\rho, \Omega)} \frac{\langle \nabla v, \nabla w \rangle_{L^2(\Omega)}}{\|\nabla v\|_{L^2(\rho^{-1}, \Omega)}\|\nabla w\|_{L^2(\rho, \Omega)}} = \inf_{0 \neq w \in H^1_0(\rho, \Omega)} \sup_{0 \neq v \in H^1_0(\rho, \Omega)} \frac{\langle \nabla v, \nabla w \rangle_{L^2(\Omega)}}{\|\nabla v\|_{L^2(\rho^{-1}, \Omega)}\|\nabla w\|_{L^2(\rho, \Omega)}} > 0. \quad (3.5)$$

Consequently, the state equation (3.4) is well-posed. On the other hand, the continuous embedding of Lemma 3.1, i.e., $H^1_0(\rho, \Omega) \hookrightarrow L^2(\Omega)$ for $\alpha \in (n-2, 2)$, and the fact that $y_d \in L^2(\Omega)$ imply that $y - y_d \in L^2(\Omega)$. We have thus concluded that $J$ is well-defined on $H^1_0(\rho, \Omega) \times \mathbb{R}^l$ for $\alpha \in (n-2, 2)$.

To analyze the optimal control problem with point sources we introduce the control-to-state map $S : \mathbb{R}^l \to H^1_0(\rho, \Omega)$ as follows: given a control $u$, the map $S$ associates to it a unique state $y$ that solves problem (3.4).

Since $\alpha \in (n-2, 2)$, $S$ is well-defined, and with this operator at hand, we define the reduced cost functional

$$f(u) := \frac{1}{2} \|Su - y_d\|_{L^2(\Omega)}^2 + \frac{\lambda}{2} \|u\|_{\mathbb{R}^l}^2. \quad (3.6)$$

We immediately conclude that $f$ is weakly lower semicontinuous and strictly convex ($\lambda > 0$). This, combined with the fact that $U_{ad}$ is compact, allows us to obtain the existence and uniqueness of an optimal control $\bar{u} \in U_{ad}$ and an optimal state $\bar{y} = S\bar{u} \in H^1_0(\rho, \Omega)$ that satisfy (3.4); see Theorem 1.2 of [33] and Theorem 2.14 of [50]. In addition, we have that the optimal control $\bar{u}$ satisfies [50], Lem. 2.1:

$$f'(\bar{u})(u - \bar{u}) \geq 0 \quad \forall u \in U_{ad}. \quad (3.7)$$

This variational inequality is necessary and sufficient for optimality. To explore it, we define the adjoint variable $p$ as the unique solution to

$$p \in H^1_0(\Omega) : \langle \nabla w, \nabla p \rangle_{L^2(\Omega)} = (y - y_d, w)_{L^2(\Omega)} \quad \forall w \in H^1_0(\Omega). \quad (3.8)$$

Since $y - y_d \in L^2(\Omega)$, the well-posedness of (3.8) is immediate. In addition, the results of Proposition 2.2 guarantee that $p$ is Hölder continuous. We now derive a local regularity result for the adjoint state $p$. To do this, we define

$$r^* = \begin{cases} \infty & n = 2, \\ 3 & n = 3. \end{cases} \quad (3.9)$$

Standard arguments reveal the regularity properties of the solution to problem (3.4): $y \in L^r(\Omega)$ for every $r < r^*$. 
Proposition 3.2 (Local regularity). Let \( p \in H^1_0(\Omega) \) denote the unique solution of (3.8). If \( \alpha \in (n-2, 2) \), \( y_d \in L^r(\Omega) \), for every \( r < r^* \), and \( U \Subset \Omega \), then \( p \in W^{2,r}(U) \) for every \( r \) such that \( 2 < r < r^* \).

Proof. Standard regularity results for \( y \) and the assumption that \( y_d \) satisfies allow us to immediately conclude that \( y - y_d \in L^r(\Omega) \) for every \( r \) such that \( 2 < r < r^* \). We thus conclude by applying the results of Proposition 3.2. \( \Box \)

With this result at hand, we obtain a weighted integrability result for \( p \).

Proposition 3.3 (Weighted integrability). Let \( p \in H^1_0(\Omega) \) denote the unique solution of (3.8). If \( \alpha \in (n-2, 2) \) and \( y_d \in L^r(\Omega) \) for every \( r < r^* \), then \( p \in H^1_0(\rho^{-1}, \Omega) \).

Proof. For each \( z \in D \), let \( B(z) \) denote the ball with center \( z \) and radius \( d_D/2 \). Set \( G = \Omega \setminus \bigcup_{z \in D} B(z) \) and compute

\[
\int_{\Omega} \rho^{-1} |\nabla p|^2 = \sum_{z \in D} \int_{B(z)} \rho^{-1} |\nabla p|^2 + \int_{G} \rho^{-1} |\nabla p|^2.
\]

By definition of \( G \), there is a constant \( g > 0 \), that depends only on \( d_D \) and \( \alpha \), such that \( \rho(x) \geq g \) for every \( x \in G \), thus

\[
\int_{G} \rho^{-1} |\nabla p|^2 \leq g^{-1} \int_{G} |\nabla p|^2 \lesssim \|y - y_d\|_{L^2(\Omega)}^2.
\]

We now bound the integral near the support of the Dirac measures. First, since \( \# D \) is finite, it suffices to consider a single ball. Next, owing to \( B(z) \Subset \Omega \) we invoke Proposition 3.2 and conclude that \( p \in W^{2,r}(B(z)) \) for every \( r \) such that \( 2 < r < r^* \). If \( n = 2 \), in view of the fact that \( W^{1,r}(B(z)) \hookrightarrow L^\infty(B(z)) \) for \( r > 2 \), we have that

\[
\|\nabla p\|_{L^\infty(B(z))} \lesssim \|p\|_{W^{2,r}(B(z))} \lesssim \|y - y_d\|_{L^r(\Omega)}
\]

and thus that

\[
\int_{B(z)} \rho^{-1} |\nabla p|^2 \lesssim \|y - y_d\|_{L^r(\Omega)}^2.
\]

In three dimensions (\( n = 3 \)) we do not have that \( p \) is Lipschitz and, thus, we must employ a different argument. Namely, if \( \epsilon > 0 \) we have, by Hölder’s inequality,

\[
\int_{B(z)} \rho^{-1} |\nabla p|^2 \leq \left( \int_{B(z)} \rho^{-1(1+\epsilon)} \right)^{1/(1+\epsilon)} \left( \int_{B(z)} |\nabla p|^{2(1+\epsilon)/\epsilon} \right)^{\epsilon/(1+\epsilon)}.
\]

Now, invoking the reverse Hölder inequality of Proposition 2.1 we have

\[
\left( \int_{B(z)} \rho^{-1(1+\epsilon)} \right)^{1/(1+\epsilon)} \lesssim |B(z)|^{1/(1+\epsilon)} \int_{B(z)} \rho^{-1},
\]

which, since \( \# D \) is finite, is uniformly bounded. Finally, we recall that, by Proposition 3.2, \( \nabla p \in W^{1,r}(B(z)) \) for every \( r < 3 \) which, in turn, implies that \( \nabla p \in L^q(B(z)) \) for all \( q \leq 3r/(3-r) \). Choosing, in (3.10), the value of
Therefore, since $\epsilon$ given by Proposition 2.1 gives a uniform bound on the first factor. In addition, once $\epsilon$ is fixed, so is $2(1 + \epsilon)/\epsilon$. Therefore, since
\[
\lim_{r \uparrow 3} \frac{3r}{3 - r} = \infty \implies \exists r_0 \in (1, 3) : \frac{3r_0}{3 - r_0} \geq 2(1 + \epsilon)/\epsilon,
\]
which allows us to conclude that the second factor on the right hand side of (3.10) is also bounded.

This shows that $p \in H^1_0(\rho^{-1}, \Omega)$. \hfill \Box

With these ingredients at hand, we proceed to show optimality conditions for our problem.

**Theorem 3.4 (Optimality conditions).** Let $\alpha \in (n - 2, 2)$. The pair $(\bar{y}, \bar{u}) \in H^1_0(\rho, \Omega) \times \mathbb{R}^l$ is optimal for the optimal control problem with point sources if and only if $\bar{u} \in U_{ad}$, $\bar{y} = S\bar{u}$, and the optimal control $\bar{u}$ satisfies
\[
\sum_{z \in D} (\bar{p}(z) + \lambda \bar{u}_z)(u_z - \bar{u}_z) \geq 0 \quad \forall u \in U_{ad},
\]
(3.11)

where the optimal adjoint state $\bar{p} \in H^1_0(\Omega)$ solves (3.8) with $y = \bar{y}$.

**Proof.** A basic computation reveals that the first-order optimality condition (3.7) reads, for every $u \in \mathbb{R}^l$, as follows:
\[
0 \leq f'(\bar{u})(u - \bar{u}) = (S(u - y_d, S(u - \bar{u})))_{L^2(\Omega)} + \lambda(\bar{u}, u - \bar{u})_{\mathbb{R}^l}.
\]

Since the second term on the right hand side of the previous expression is already present in the desired variational inequality (3.11), we investigate the first term. To accomplish this task, we first set $y = S\bar{u}$ and $\bar{y} = S\bar{u}$ and notice that $y - \bar{y}$ solves
\[
(\nabla(y - \bar{y}), \nabla v)_{L^2(\Omega)} = \sum_{z \in D} (u_z - \bar{u}_z)\langle \delta_z, v \rangle \quad \forall v \in H^1_0(\rho^{-1}, \Omega).
\]
(3.12)

In view of the results of Proposition 3.3, we are allowed to set $v = \bar{p}$ in (3.12). This yields
\[
(\nabla(y - \bar{y}), \nabla \bar{p})_{L^2(\Omega)} = \sum_{z \in D} (u_z - \bar{u}_z)\bar{p}(z);
\]
(3.13)

notice that we have also used the Hölder continuity of $p$, given in Proposition 2.2, to guarantee that $\langle \delta_z, \bar{p} \rangle = \bar{p}(z)$.

Now, we would like to set $w = y - \bar{y}$ in (3.8) to conclude that
\[
(\nabla(y - \bar{y}), \nabla \bar{p})_{L^2(\Omega)} = (\bar{y} - y_d, y - \bar{y})_{L^2(\Omega)}.
\]
(3.14)

This, on the basis of (3.13), would allow us to obtain (3.11). Unfortunately $y - \bar{y} \notin H^1_0(\Omega)$ and thus we need to justify (3.14) with a different argument. Let $w_n \in C_0^\infty(\Omega)$ be such that $w_n \to y - \bar{y}$ in $H^1_0(\rho, \Omega)$. Setting $w = w_n$ in (3.8) yields
\[
(\nabla w_n, \nabla \bar{p})_{L^2(\Omega)} = (\bar{y} - y_d, w_n)_{L^2(\Omega)}.
\]

The continuity of the variational form for the Dirichlet Laplace operator on $H^1_0(\rho, \Omega) \times H^1_0(\rho^{-1}, \Omega)$ and the regularity results of Proposition 3.3 imply that $(\nabla w_n, \nabla \bar{p})_{L^2(\Omega)}$ converges to $(\nabla(y - \bar{y}), \nabla \bar{p})_{L^2(\Omega)}$ as $n \to \infty$. Finally, we invoke Lemma 3.1 to obtain the convergence of $(\bar{y} - y_d, w_n)_{L^2(\Omega)}$ to $(\bar{y} - y_d, y - \bar{y})_{L^2(\Omega)}$ as $n \to \infty$ and conclude the proof. \hfill \Box
To summarize, the pair \((\bar{y}, \bar{u})\) \(\in H^1_0(\rho, \Omega) \times U_{\text{ad}}\) is optimal for the optimal control problem with point sources (1.1)–(1.3) if and only if the triple \((\bar{y}, \bar{u}, \bar{p})\) \(\in H^1_0(\rho, \Omega) \times U_{\text{ad}} \times H^1_0(\Omega)\) satisfies the following optimality system:

\[
\begin{cases}
(\nabla \bar{y}, \nabla v)_{L^2(\Omega)} = \sum_{z \in D} \bar{u}_z(\delta_z, v) & \forall v \in H^1_0(\rho^{-1}, \Omega), \\
(\nabla \bar{w}, \nabla \bar{p})_{L^2(\Omega)} = (\bar{y} - y_d, w)_{L^2(\Omega)} & \forall w \in H^1_0(\Omega), \\
\sum_{z \in D} (\bar{p}(z) + \lambda \bar{u}_z)(u_z - \bar{u}_z) \geq 0 & \forall u \in U_{\text{ad}}.
\end{cases}
\] (3.15)

In the spirit of Section 2.8 from [50] and chapter 2 from [33], we present the following projection formula for \(\bar{u}\) that is equivalent to (3.11). This formula, for \(z \in D\), reads:

\[
\bar{u}_z = \max \left\{ a_z, \min \left\{ b_z, -\frac{1}{\lambda} \bar{p}(z) \right\} \right\}.
\] (3.16)

### 3.1. Finite element discretization

We recall the finite element approximation of the control problem with point sources detailed in [7]. In doing so, we consider \(\mathcal{T} = \{T\}\) to be a conforming partition of \(\Omega\) into simplices \(T\) with size \(h_T = \text{diam}(T)\) and define \(h_{\mathcal{T}} = \max_{T \in \mathcal{T}} h_T\). We denote by \(\mathcal{T}\) the collection of conforming and shape regular meshes that are refinements of an initial mesh \(\mathcal{T}_0\).

Given a mesh \(\mathcal{T} \in \mathcal{T}\), we define the finite element space of continuous piecewise polynomials of degree one as

\[
\mathcal{V}(\mathcal{T}) = \{ v_{\mathcal{T}} \in C^0(\Omega) : v_{\mathcal{T}}|_T \in P_1(T) \forall T \in \mathcal{T}, \ v_{\mathcal{T}} = 0 \text{ on } \partial \Omega \}.
\] (3.17)

With these ingredients at hand, we present a finite element discretization for our optimal control problem. The optimal state and adjoint state are discretized on the basis of \(\mathcal{V}(\mathcal{T})\). We remark that no discretization is needed for the optimal control variable: the admissible set \(U_{\text{ad}}\) is a subset of a finite dimensional space. Then, the discrete counterpart of (1.1)–(1.3) reads: Find min \(J(y_{\mathcal{T}}, u_{\mathcal{T}})\) subject to the discrete state equation

\[
y_{\mathcal{T}} \in \mathcal{V}(\mathcal{T}) : \quad (\nabla y_{\mathcal{T}}, \nabla v_{\mathcal{T}})_{L^2(\Omega)} = \sum_{z \in D} u_{\mathcal{T}, z}(\delta_z, v_{\mathcal{T}}) \quad \forall v_{\mathcal{T}} \in \mathcal{V}(\mathcal{T}),
\] (3.18)

and the control constraints \(u_{\mathcal{T}} = \{ u_{\mathcal{T}, z} \}_{z \in D} \in U_{\text{ad}}\). Similar arguments to those used in Section 3 allow us to conclude that the pair \((\bar{y}_{\mathcal{T}}, \bar{u}_{\mathcal{T}})\) is optimal for the discrete optimal control problem with point sources if and only if \(\bar{y}_{\mathcal{T}}\) solves (3.18) and \(\bar{u}_{\mathcal{T}}\) is such that

\[
\sum_{z \in D} (\bar{p}_{\mathcal{T}}(z) + \lambda \bar{u}_{\mathcal{T}, z})(u_z - \bar{u}_{\mathcal{T}, z}) \geq 0 \quad \forall u \in U_{\text{ad}},
\] (3.19)

where \(\bar{p}_{\mathcal{T}}\) denotes the unique solution to

\[
\bar{p}_{\mathcal{T}} \in \mathcal{V}(\mathcal{T}) : \quad (\nabla v_{\mathcal{T}}, \nabla \bar{p}_{\mathcal{T}})_{L^2(\Omega)} = (\bar{y}_{\mathcal{T}} - y_d, v_{\mathcal{T}})_{L^2(\Omega)} \quad \forall v_{\mathcal{T}} \in \mathcal{V}(\mathcal{T}).
\] (3.20)

The following \textit{a priori} error analysis follows from [7]: Let \(\epsilon > 0\) and \(\Omega_1\) be such that \(D \subset \subset \Omega_1 \subset \subset \Omega\). Assume that for every \(q \in (2, \infty), y_d \in L^q(\Omega), \Omega\) is convex, and the mesh \(\mathcal{T}\) is quasuniform with mesh size \(h_{\mathcal{T}}\). If \(n = 2\), then we have

\[
\| \bar{u} - u_{\mathcal{T}} \|_{H^1} \leq C h_{\mathcal{T}}^{2-\epsilon} \left( \| \bar{u} \|_{H^1} + \| p \|_{H^2(\Omega)} + \| p \|_{W^{2,\epsilon}(\Omega_1)} \right).
\] (3.21)
On the other hand, if \( n = 3 \), then
\[
\| \bar{u} - u_{\mathcal{T}} \|_{\mathbb{R}^1} \leq C h^{1-\varepsilon}_{\mathcal{T}} \left( \| \bar{u} \|_{\mathbb{R}^1} + \| p \|_{H^2(\Omega)} + \| p \|_{W^{2,r}(\Omega_1)} \right),
\]
where \( r < n/(n-2) \). The constants \( C \) in both estimates are independent of the size of the elements in the mesh \( \mathcal{T} \), \( \# \mathcal{T} \), and the continuous and discrete optimal pairs but depend on \( \lambda \). We also refer the reader to [21] for another a priori error analysis.

4. Pointwise a posteriori error estimation

The a posteriori error estimator proposed in the next section is built on the basis of two error contributions: one associated to the state equation (3.4) and another one that involves the adjoint problem (3.8). Since the variational inequality (3.11), that characterizes the optimal control, involves point evaluations of the optimal adjoint state, it is thus imperative to consider a pointwise error estimator for the adjoint problem (3.8).

The development and analysis of pointwise a posteriori error estimators have been considered in a number of articles. Starting with the pioneering works, in two dimensions, by Eriksson [17] and Nochetto [39], the theory has been extended to more dimensions and both nonlinear and geometric problems [9, 11, 13, 14, 41, 42]. In most of these works it is assumed that the right hand side of the underlying PDE is bounded. However, in our setting, this does not hold because the adjoint problem (3.8) has the function \( y - y_d \in L^\infty(\Omega) \) as forcing term.

In fact, the function \( y \), that solves (3.4), belongs to \( L^{r}(\Omega) \) for every \( r < r^* \), where \( r^* \) is defined in (3.9). For this reason, here we develop an a posteriori error analysis for the Laplacian in the maximum norm and with an unbounded forcing term.

We must immediately remark that the results presented in this section are not new per se. They are essentially contained in [9, 14] and we develop them not just for the sake of completeness, but also because we could not find them in the form that is necessary for our purposes.

To make matters precise, let \( \Omega \) be an open and bounded polytopal domain of \( \mathbb{R}^n \) with Lipschitz boundary \( \partial \Omega \) and \( f \in L^2(\Omega) \). Let \( u \) be the weak solution to:
\[
u \in H^1_0(\Omega) : \quad (\nabla u, \nabla v)_{L^2(\Omega)} = (f, v)_{L^2(\Omega)} \quad \forall v \in H^1_0(\Omega).
\]

(4.1)

Under these assumptions, Proposition 2.2 guarantees the existence of \( q > n \) such that \( u \in W^{1,q}(\Omega) \). This, in view of the embedding \( W^{1,q}(\Omega) \hookrightarrow C(\Omega) \), implies that \( u \in C(\Omega) \); it is then appropriate to study a posteriori error estimation in \( L^\infty(\Omega) \). To accomplish this task, we first need to introduce and set some notation in addition to that of Section 3.1. We define the Galerkin approximation to problem (4.1) by
\[
u_{\mathcal{T}} \in \mathcal{V}(\mathcal{T}) : \quad (\nabla u_{\mathcal{T}}, \nabla v_{\mathcal{T}})_{L^2(\Omega)} = (f, v_{\mathcal{T}})_{L^2(\Omega)} \quad \forall v_{\mathcal{T}} \in \mathcal{V}(\mathcal{T}).
\]

(4.2)

We define \( \mathcal{I} \) as the set of internal \( (n-1) \)-dimensional interelement boundaries \( S \) of \( \mathcal{T} \). For \( S \in \mathcal{I} \), we indicate by \( h_S \) the diameter of \( S \). For \( T \in \mathcal{T} \), let \( \mathcal{T}_T \) denote the subset of \( \mathcal{I} \) which contains the sides in \( \mathcal{I} \) which are sides of \( T \). We also denote by \( \mathcal{N}_S \) the subset of \( \mathcal{I} \) that contains the two elements that have \( S \) as a side. In addition, we define the stars or patches associated with an element \( T \in \mathcal{T} \) as
\[
\mathcal{N}_T := \bigcup_{T' \in \mathcal{T}: T \cap T' \neq \emptyset} T'
\]
and
\[
\mathcal{N}^*_T := \bigcup_{T' \in \mathcal{T}: \mathcal{T}_T \cap \mathcal{N}_T \neq \emptyset} T'.
\]

(4.3)

(4.4)
Given a discrete function \( v_\mathcal{T} \in V(\mathcal{T}) \), with \( V(\mathcal{T}) \) defined in (3.17), we define, for any internal side \( S \in \mathcal{T} \), the jump or interelement residual \( \nabla v_\mathcal{T} \cdot \nu \) by

\[
[ \nabla v_\mathcal{T} \cdot \nu ] = \nu^+ \cdot \nabla v_\mathcal{T}|_{T^+} + \nu^- \cdot \nabla v_\mathcal{T}|_{T^-},
\]  

(4.5)

where \( \mathcal{N}_S = \{ T^+, T^- \} \) and \( \nu^+, \nu^- \) denote the unit normals to \( S \) pointing towards \( T^+, T^- \in \mathcal{T} \), respectively, which are such that \( T^+ \neq T^- \) and \( \partial T^+ \cap \partial T^- = S \).

With these ingredients at hand, we introduce the local a posteriori error indicator

\[
\mathcal{E}(u_\mathcal{T}; T) = h_T^{2-n/2} \| f \|_{L^2(T)} + h_T \| [ \nabla u_\mathcal{T} \cdot \nu ] \|_{L^\infty(\partial T \setminus \partial \Omega)}.
\]  

(4.6)

The global pointwise estimator for problem (4.1) is then defined by

\[
\mathcal{E}_\infty(u_\mathcal{T}; \mathcal{T}) = \max_{T \in \mathcal{T}} \mathcal{E}(u_\mathcal{T}; T).
\]  

(4.7)

We notice that the local indicator (4.6) contains the term \( h_T^{2-n/2} \| f \|_{L^2(T)} \) instead of the standard consideration in the literature: \( h_T^2 \| f \|_{L^\infty(T)} \) [11, 14, 39]. This allows for a pointwise a posteriori error analysis with unbounded right hand sides [9]. In the remainder of this section we will investigate the global reliability and local efficiency of the estimator (4.6)–(4.7).

4.1. Reliability

A standard technique for performing an error analysis for finite element approximations in the maximum norm is to represent the pointwise error with the help of a Green’s function. For each \( x \in \Omega \), the Green’s function \( G : \Omega \times \Omega \to \mathbb{R} \) is defined as the solution (in the sense of distributions) to

\[
- \Delta_y G = \delta(x-y) \quad y \in \Omega, \quad G(x, y) = 0 \quad y \in \partial \Omega.
\]  

(4.8)

This definition implies that, if \( w \in H^1_0(\Omega) \cap W^{1,q}(\Omega) \), for \( q > n \), then the following pointwise representation holds:

\[
w(x) = (\nabla w, \nabla G(x, \cdot))_{L^2(\Omega)}.
\]  

(4.9)

Let us summarize some properties of the Green’s function that will be useful.

**Proposition 4.1 (Properties of \( G \)).** Let \( \Omega \subset \mathbb{R}^n \) be a Lipschitz polytope. The Green’s function, \( G : \Omega \times \Omega \to \mathbb{R} \), defined in (4.8), satisfies:

1. \( \nabla G \in L^{\frac{n}{n-1}}(\Omega) \) which, in particular, implies that for all \( q \in \left[ 1, \frac{n}{n-1} \right) \), we have that if we denote by \( B_R \) the ball of radius \( R \) centered at \( x \in \Omega \) then

\[
\| \nabla G \|_{L^q(B_R)} \lesssim R^{1-n+q/n},
\]  

(4.10)

where the hidden constant depends on \( q \) and \( n \) and blows up as \( q \uparrow n/(n-1) \).

2. If, again, \( B_R \) denotes the ball of radius \( R \) and center \( x \in \Omega \), then \( G \in W^{2,1}(\Omega \setminus B_R) \) and satisfies

\[
\| D^2 G \|_{L^1(\Omega \setminus B_R)} \lesssim | \log R^{-1} |.
\]  

(4.11)
Proof. For \( n = 3 \), the estimates on the gradient of \( G \) can be found in Theorem 1.1 of [24] and Theorem 4.1 of [26]. In two dimensions, \( n = 2 \), the weak-\( L^2 \) estimate is given by Theorem 1.1 from [36]. Using the well known identity, see Exercise 1.1.11 of [22] and estimate (1.12) of [24],

\[
\|w\|_{L^{s-\epsilon}(U)} \leq \left( \frac{s}{\epsilon} \right)^{\frac{1}{s-\epsilon}} |U|^{\frac{\epsilon}{s(s-\epsilon)}} \|w\|_{L^{s}(U)}
\]

with \( w = \nabla G \), \( s = 2 \), \( s - \epsilon = q \) and \( U = B_R \) immediately yields

\[
\|\nabla G\|_{L^q(B_R)} \lesssim \left( \frac{2}{2-q} \right)^{\frac{1}{q}} R^{2(2-q)\frac{2}{2q}} \|\nabla G\|_{L^{2}(B_R)}.
\]

Since \( \frac{2(2-q)}{2q} = 1 - 2 + 2/q \), the estimate above is (4.10).

The estimates on the second derivatives of \( G \) come from Lemma 2 of [14].

Identity (4.9), in conjunction with Galerkin orthogonality and the bounds for the Green’s function \( G \) of Proposition 4.1 are the main ingredients used to obtain a reliability property for \( E_\infty \). To state it, and for future reference, we define

\[
\ell_\mathcal{F} = \left| \log \left( \max_{T \in \mathcal{T}} \frac{1}{h_T} \right) \right|. \tag{4.12}
\]

**Lemma 4.2 (Global reliability).** Let \( u \in H^1_0(\Omega) \cap L^\infty(\Omega) \) and \( u_\mathcal{F} \in \mathcal{V}(\mathcal{F}) \) be the solutions to problems (4.1) and (4.2), respectively. Then

\[
\|u - u_\mathcal{F}\|_{L^\infty(\Omega)} \lesssim \ell_\mathcal{F} \mathcal{E}_\infty(u_\mathcal{F}; \mathcal{F}), \tag{4.13}
\]

where the hidden constant is independent of \( u, u_\mathcal{F} \), the size of the elements in the mesh \( \mathcal{F} \) and \( \# \mathcal{F} \).

**Proof.** We follow Theorem 5.5 of [9] and consider \( x \in \Omega \) such that \( |(u - u_\mathcal{F})(x)| \) is maximized over \( \Omega \). We write \( \mathcal{G} = \mathcal{G}(x, \cdot) \) for the Green’s function of (4.8). Then, invoking the pointwise representation (4.9) and Galerkin orthogonality we obtain that

\[
(u - u_\mathcal{F})(x) = \int_\Omega \nabla(u - u_\mathcal{F}) \nabla \mathcal{G} \, dy = \int_\Omega \nabla(u - u_\mathcal{F}) \nabla(\mathcal{G} - \mathcal{G}_\mathcal{F}) \, dy,
\]

where \( \mathcal{G}_\mathcal{F} \in \mathcal{V}(\mathcal{F}) \) denotes a suitable approximation of \( \mathcal{G} \), for instance, the Scott-Zhang interpolant [49] or the interpolant based on local averages developed in [44]. Similar arguments to those used to conclude that (3.14) held can be applied to conclude that (4.1) does in fact hold with \( v = \mathcal{G} \). Consequently,

\[
(u - u_\mathcal{F})(x) = \sum_{T \in \mathcal{F}} \int_T f(\mathcal{G} - \mathcal{G}_\mathcal{F}) \, dy + \sum_{S \in \mathcal{S}} \int_S \|\nabla u_\mathcal{F} \cdot \nu\|_{}(\mathcal{G} - \mathcal{G}_\mathcal{F}) = I + II
\]

upon integrating by parts. We now proceed to control each term separately.

**Bound on I:** We begin with a simple application of the Cauchy-Schwarz inequality

\[
|I| \leq \sum_{T \in \mathcal{F}} \|f\|_{L^2(T)} \|\mathcal{G} - \mathcal{G}_\mathcal{F}\|_{L^2(T)}.
\]

Next we consider a partition of \( \mathcal{F} \) into the sets \( \mathcal{N}_x = \{ T \in \mathcal{F} : x \in N_T \} \) and \( \mathcal{N}_x' = \mathcal{F} \setminus \mathcal{N}_x \). On each one of
these subsets we proceed as follows:

1. If $T \in \mathcal{N}_x$, then standard approximation results \cite{44, 49} yield
   \[ \| G - G_{\mathcal{F}} \|_{L^2(T)} \lesssim h_T^{2-n/2} \| \mathcal{D}^2 \mathcal{G} \|_{L^1(N_T)}. \]

   Therefore, we have that
   \[ \sum_{T \in \mathcal{N}_x} \| f \|_{L^2(T)} \| G - G_{\mathcal{F}} \|_{L^2(T)} \lesssim \max_{T \in \mathcal{F}} \left\{ h_T^{2-n/2} \| f \|_{L^2(T)} \right\} \sum_{T \in \mathcal{N}_x} \| \mathcal{D}^2 \mathcal{G} \|_{L^1(N_T)} \lesssim \ell_{\mathcal{F}} \mathcal{E}_\infty(u_{\mathcal{F}}; \mathcal{F}), \]

   where, in the last step, we used the finite intersection property of stars and (4.11) with $B_R$ being the largest ball such that $B_R \subset \bigcup_{T \in \mathcal{F}, x \in T} T$ in which case $\min_{T \in \mathcal{F}} h_T \lesssim R$.

2. If $T \in \mathcal{N}_x$, we can estimate the difference $G - G_{\mathcal{F}}$, using approximation theory and (4.10). In fact, since $2n/(n+2) < n/(n-1)$, we obtain the error estimate
   \[ \| G - G_{\mathcal{F}} \|_{L^2(T)} \lesssim \| \nabla \mathcal{G} \|_{L^{2n/(n+2)}(N_T)} \lesssim h_T^{2-n/2}. \]

   Therefore, since the quantity $\#\mathcal{N}_x$ is uniformly bounded, we conclude that
   \[ \sum_{T \in \mathcal{N}_x} \| f \|_{L^2(T)} \| G - G_{\mathcal{F}} \|_{L^2(T)} \lesssim \sum_{T \in \mathcal{N}_x} h_T^{2-n/2} \| f \|_{L^2(T)} \lesssim \mathcal{E}_\infty(u_{\mathcal{F}}; \mathcal{F}). \]

Gathering the estimates for these two cases we obtain the desired bound for I.

Bound on II: The ideas are similar to the ones used to control the term I. We begin with the estimate
\[ \| II \| \leq \sum_{S \in \mathcal{F}} \| \| \nabla u_{\mathcal{F}} \cdot \nu \|_{L^\infty(S)} \| G - G_{\mathcal{F}} \|_{L^1(S)}. \]

We now consider two cases based on the partition of $\mathcal{F}$ into the sets $\mathcal{N}_x$ and $\mathcal{N}_x'$.

1. If $S \in \mathcal{F}$ is a side of $T$ and $T \in \mathcal{N}_x$, then a scaled trace inequality yields
   \[ \| G - G_{\mathcal{F}} \|_{L^1(S)} \lesssim h_T^{-1} \| G - G_{\mathcal{F}} \|_{L^1(T)} + \| \nabla(G - G_{\mathcal{F}}) \|_{L^1(T)}, \]

   which, combined with standard approximation results \cite{44, 49}, yields
   \[ \| G - G_{\mathcal{F}} \|_{L^1(S)} \lesssim h_T \| \mathcal{D}^2 \mathcal{G} \|_{L^1(N_T)}. \]

   Therefore, we have that
   \[ \sum_{S \in \mathcal{F}, T \in \mathcal{N}_x} \| \| \nabla u_{\mathcal{F}} \cdot \nu \|_{L^\infty(S)} \| G - G_{\mathcal{F}} \|_{L^1(S)} \lesssim \mathcal{E}_\infty(u_{\mathcal{F}}; \mathcal{F}) \sum_{T \in \mathcal{N}_x} \| \mathcal{D}^2 \mathcal{G} \|_{L^1(N_T)} \lesssim \ell_{\mathcal{F}} \mathcal{E}_\infty(u_{\mathcal{F}}; \mathcal{F}), \]

   upon using the same arguments as before.

2. If $S \in \mathcal{F}$ is a side of $T$ and $T \in \mathcal{N}_x'$, we use that $(n+1)/n < n/(n-1)$ and the fact that $\mathcal{G} \in W^{1,q}(\Omega)$ for $q < n/(n-1)$ to conclude that $\mathcal{G} \in W^{1,(n+1)/n}(\Omega)$. Then, an application of the scaled trace inequality (4.14) and standard approximation estimates yield
   \[ \| G - G_{\mathcal{F}} \|_{L^1(S)} \lesssim h_T^{n-n^2/(n+1)} \| \nabla \mathcal{G} \|_{L^{(n+1)/n}(N_T)}. \]
Since \( G \in W^{1,(n+1)/n}(\Omega) \), \((4.10)\) yields \( \|\nabla G\|_{L^{(n+1)/n}(\mathcal{N}_T)} \lesssim h_T^{1-n+n^2/(n+1)}. \) Then

\[
\sum_{S \in \mathcal{T}_f: T \in \mathcal{N}_x} \|\nabla u_{,\mathcal{T}} \cdot v\|_{L^\infty(S)} \|G - G_{,\mathcal{T}}\|_{L^1(S)} \lesssim \sum_{T \in \mathcal{N}_x} h_T \|\nabla u_{,\mathcal{T}} \cdot v\|_{L^\infty(\partial T \setminus \partial \Omega)} \lesssim \mathcal{E}_{\infty}(u_{,\mathcal{T}}; \mathcal{T}),
\]

where, in the last step, we have again used that the quantity \#\(\mathcal{N}_x\) is uniformly bounded.

We finally collect the estimates obtained to bound the terms I and II and conclude the desired result \((4.13)\).

\[ \square \]

### 4.2. Efficiency

We now proceed to investigate the local efficiency properties of the error estimator \((4.6)-(4.7)\). To accomplish this task, for any \( g \in L^2(\Omega) \) and \( \mathcal{M} \subset \mathcal{T} \) we define

\[
\text{osc}_\mathcal{T}(g; \mathcal{M}) = \left( \sum_{T \in \mathcal{M}} h_T^2(2-\frac{n}{2}) \|g - P_{,\mathcal{T}}g\|_{L^2(T)}^2 \right)^{\frac{1}{2}},
\]

where \( P_{,\mathcal{T}} \) denotes the \( L^2 \)-projection operator onto piecewise linear functions over \( \mathcal{T} \).

**Lemma 4.3** (Local efficiency). Let \( u \in H^1_0(\Omega) \cap L^\infty(\Omega) \) and \( u_{,\mathcal{T}} \in \mathcal{V}(\mathcal{T}) \) be the solutions to problems \((4.1)\) and \((4.2)\), respectively. Then

\[
\mathcal{E}(u_{,\mathcal{T}}; T) \lesssim \|u - u_{,\mathcal{T}}\|_{L^\infty(\mathcal{N}_x)} + \text{osc}_\mathcal{T}(f; \mathcal{N}_x)
\]

for all \( T \in \mathcal{T} \), where the hidden constant is independent of \( f \), \( u \), \( u_{,\mathcal{T}} \), the size of the elements in the mesh \( \mathcal{T} \) and \#\(\mathcal{T}\).

**Proof.** Consider \( v \in H^1_0(\Omega) \) such that \( v|_T \in C^2(T) \) for all \( T \in \mathcal{T} \) as a test function in \((4.1)\). Since \( u \in H^1_0(\Omega) \) solves \((4.1)\), integration by parts yields

\[
\int_{\Omega} \nabla(u - u_{,\mathcal{T}}) \cdot \nabla v = \sum_{T \in \mathcal{T}} \int_T f v + \sum_{S \in \mathcal{T}_f} \int_S \nabla u_{,\mathcal{T}} \cdot v \quad (4.16)
\]

and

\[
\int_{\Omega} \nabla(u - u_{,\mathcal{T}}) \cdot \nabla v = - \sum_{T \in \mathcal{T}} \int_T (u - u_{,\mathcal{T}}) \Delta v - \sum_{S \in \mathcal{T}_f} \int_S \nabla v \cdot \nu \|u - u_{,\mathcal{T}}\|. \quad (4.17)
\]

In light of \((4.16)-(4.17)\), we proceed to estimate each term on the right hand side of \((4.6)\) separately.

**Step 1.** We bound \( h_T^{2-n/2} \|f\|_{L^2(T)} \). An application of the triangle inequality yields

\[
h_T^{2-n/2} \|f\|_{L^2(T)} \leq h_T^{2-n/2} \|f - P_{,\mathcal{T}}f\|_{L^2(T)} + h_T^{2-n/2} \|P_{,\mathcal{T}}f\|_{L^2(T)}.
\]

It thus suffices to bound the second term. To do this, we invoke the residual estimation techniques introduced by Verfürth in \([52, 53]\). Let \( \varphi_{,\mathcal{T}} \) be the standard bubble function over \( T \). Define \( \beta_T := \varphi_{,\mathcal{T}} P_{,\mathcal{T}} f \). Then, standard properties of the bubble function yield

\[
\|P_{,\mathcal{T}}f\|_{L^2(T)}^2 \lesssim \|\varphi_{,\mathcal{T}} P_{,\mathcal{T}} f\|_{L^2(T)}^2 = \int_T P_{,\mathcal{T}} f \beta_T.
\]
We now proceed to bound the term $\int_T \mathcal{P}_{\mathcal{F}} f \beta_T$. Set $v = \beta_T$ in (4.16). This, in view of the fact that $\beta_T|_S = 0$ for every $S \in \mathcal{S}$, allows us to obtain that

$$
\int_T \mathcal{P}_{\mathcal{F}} f \beta_T = \int_T (\mathcal{P}_{\mathcal{F}} f - f) \beta_T + \int_T f \beta_T = \int_T (\mathcal{P}_{\mathcal{F}} f - f) \beta_T + \int_T \nabla(u - u_{\mathcal{F}}) \nabla \beta_T.
$$

Now, since $\nabla \beta_T = \varphi_T(2 \nabla \varphi_T \mathcal{P}_{\mathcal{F}} f + \varphi_T \nabla \mathcal{P}_{\mathcal{F}} f)$, we conclude that, for every $S \in \mathcal{S}$, we have $\int_S \|\nabla \beta_T \cdot \nu\|(u - u_{\mathcal{F}}) = 0$. Thus, setting $v = \beta_T$ in (4.17) yields that

$$
\int_T \mathcal{P}_{\mathcal{F}} f \beta_T = \int_T (\mathcal{P}_{\mathcal{F}} f - f) \beta_T - \int_T (u - u_{\mathcal{F}}) \Delta \beta_T.
$$

We control the first term on the right hand side of the previous expression by using properties of the bubble function: $|\int_T (\mathcal{P}_{\mathcal{F}} f - f) \beta_T| \lesssim \|\mathcal{P}_{\mathcal{F}} f - f\|_{L^2(T)} \|\mathcal{P}_{\mathcal{F}} f\|_{L^2(T)}$. Now, to bound the second term we proceed as follows: $|\int_T (u - u_{\mathcal{F}}) \Delta \beta_T| \leq \|u - u_{\mathcal{F}}\|_{L^\infty(T)} \int_T \|\Delta \beta_T\|$. It thus suffices to control $\int_T \|\Delta \beta_T\|$. To accomplish this task, we use that $\Delta \mathcal{P}_{\mathcal{F}} f = 0$ on $T$, properties of the bubble function $\varphi_T$, and an inverse estimate. In fact,

$$
\int_T |\Delta \beta_T| \leq 2\|\mathcal{P}_{\mathcal{F}} f\|_{L^2(T)} (\|\varphi_T \Delta \varphi_T\|_{L^2(T)} + \|\nabla \varphi_T \cdot \nabla \varphi_T\|_{L^2(T)}) + 4\|\nabla \mathcal{P}_{\mathcal{F}} f\|_{L^2(T)} \|\varphi_T \nabla \varphi_T\|_{L^2(T)} \lesssim h_T^{-n/2} \|\mathcal{P}_{\mathcal{F}} f\|_{L^2(T)}.
$$

Collecting all the previous findings allows us to conclude that

$$
h_T^{2-n/2} \|\mathcal{P}_{\mathcal{F}} f\|_{L^2(T)} \lesssim h_T^{2-n/2} \|f - \mathcal{P}_{\mathcal{F}} f\|_{L^2(T)} + \|u - u_{\mathcal{F}}\|_{L^\infty(T)}.
$$

Inserting the previous bound into (4.18) yields

$$
h_T^{2-n/2} \|f\|_{L^2(T)} \lesssim h_T^{2-n/2} \|f - \mathcal{P}_{\mathcal{F}} f\|_{L^2(T)} + \|u - u_{\mathcal{F}}\|_{L^\infty(T)}.
$$

(4.19)

**Step 2.** We now control the jump terms $h_T \|\nabla u_{\mathcal{F}} \cdot \nu\|_{L^\infty(\partial T \setminus \partial \Omega)}$. To achieve this, given $S \in \mathcal{S}$, we set in (4.16) and (4.17) $v = \varphi_S$, the standard bubble function over $S$. This yields

$$
\int_S \|\nabla \varphi_S \cdot \nu\| \leq \sum_{T' \in \mathcal{N}_S} \int_{T'} |f| \varphi_S + \sum_{T' \in \mathcal{N}_S} \int_{T'} |u - u_{\mathcal{F}}| \Delta \varphi_S + \sum_{T' \in \mathcal{N}_S} \sum_{S' \in \mathcal{S}_{T'}} \int_{S'} |u - u_{\mathcal{F}}| \|\nabla \varphi_S \cdot \nu\|.
$$

Let us now recall that $\|\nabla \varphi_S \cdot \nu\|$ is constant over $S$ and that, for $k = 0, 1, 2$, we have $|\nabla^k \varphi_S| \approx h_S^{-k}$ to obtain

$$
|S| \|\nabla \varphi_S \cdot \nu\|_{L^\infty(S)} \lesssim \sum_{T' \in \mathcal{N}_S} |T'|^{1/2} \|f\|_{L^2(T')} + \sum_{T' \in \mathcal{N}_S} \left( h_S^{-2}|T'| + h_S^{-1} \sum_{S' \in \mathcal{S}_{T'}} |S'| \right) \|u - u_{\mathcal{F}}\|_{L^\infty(T')}.
$$

Upon multiplying this inequality by $h_T |S|^{-1}$, it remains to use shape regularity to derive

$$
h_T \|\nabla \varphi_S \cdot \nu\|_{L^\infty(S)} \lesssim h_T^{2-n/2} \sum_{T' \in \mathcal{N}_S} \|f\|_{L^2(T')} + \max_{T' \in \mathcal{N}_S} \|u - u_{\mathcal{F}}\|_{L^\infty(T')}.
$$

We conclude by using the bound (4.19) obtained in Step 1.

The local efficiency is thus proved. 

$\square$
5. A POSTERIORI ERROR ANALYSIS

The design and analysis of AFEMs to solve the optimal control problem with point sources is motivated by the fact that the a priori error estimates (3.21) and (3.22) are not optimal in terms of approximation; these must be quadratic. These sub-optimal error estimates are expected and are a consequence of the reduced regularity properties of the optimal state $\bar{y}$ solving problem (3.4). In addition, AFEMs are also motivated by the fact that the estimates (3.21) and (3.22) require $\mathcal{T}$ to be quasi-uniform, $\Omega$ to be convex and high integrability assumptions on the desired state $y_d$. In the search for an efficient method to solve the optimal control problem with point sources, in this section we propose and analyze an a posteriori error estimator to drive AFEMs.

Our error indicator is built on the basis of the error estimator for elliptic problems involving Dirac measures elaborated in [1] and the pointwise a posteriori error estimator allowing unbounded forcing terms investigated in Section 4.

We derive and analyze an a posteriori error estimator for problem (1.1)–(1.3). The accomplishment of this task is not as simple as it may seem at first: the state equation (3.4) involves Dirac measures as a forcing term and the variational inequality (3.11) that characterizes the optimal control involves the point evaluations of the optimal adjoint state. Consequently, the analysis of such an error estimator involves the interaction of $L^\infty(\Omega)$, $\mathbb{R}^l$ and the weighted Sobolev space $H^1(\rho, \Omega)$. This is one of the highlights of this work.

5.1. The error estimator

On the basis of the notation introduced in Section 4, we proceed to write an a posteriori error estimator for the optimal control problem with point sources. The error estimator is defined as the sum of two contributions:

$$ E_{ocp}^2(\bar{y}^T, \bar{u}^T; \mathcal{T}) = E_y^2(\bar{y}^T, \bar{u}^T; \mathcal{T}) + E_p^2(\bar{p}^T, \bar{y}^T; \mathcal{T}), $$

where $\mathcal{T} \in \mathcal{T}$ and $\bar{y}^T$, $\bar{u}^T$ and $\bar{p}^T$ denote the discrete optimal variables solving the finite element counterpart of (1.1)–(1.3) described in Section 3.1. We describe each error indicator in (5.1) separately, starting with $E_y$. To define it, we assume that

$$ \forall T \in \mathcal{T}, \#(N_T \cap D) \leq 1, $$

i.e., for each element $T \in \mathcal{T}$ its patch $N_T$ contains at most one source point $z \in D$. We comment that this assumption is not restrictive since it can always be satisfied by starting with a suitably refined mesh.

Inspired by [1, 4], we then define the local error indicator $E_y^2(\bar{y}^T, \bar{u}^T; T)$ as

$$ E_y^2(\bar{y}^T, \bar{u}^T; T) = h_T D_T^2 \|[\nabla \bar{y}^T \cdot \nu]\|_{L^2(\partial T \setminus \partial \Omega)}^2 + \sum_{z \in \partial T \cap D} h_T^{n+2-n} |\bar{u}^T, z|^2, $$

where, as usual, $\sum_{\emptyset} = 0$, the interelement residual $\|[\nabla \bar{y}^T \cdot \nu]\|$ is defined by (4.5), $\alpha \in (n-2, 2)$ and

$$ D_T := \min_{z \in D} \left\{ \max_{x \in T} |x - z| \right\}. $$

The global error estimator $E_y(\bar{y}^T, \bar{u}^T; \mathcal{T})$ is thus defined by

$$ E_y(\bar{y}^T, \bar{u}^T; \mathcal{T}) = \left( \sum_{T \in \mathcal{T}} E_y^2(\bar{y}^T, \bar{u}^T; T) \right)^{\frac{1}{2}}. $$

Notice that the range of $\alpha$ is as in Lemma 3.1.
The second error contribution in (5.1) is based on the maximum norm error indicator that we developed and analyzed in Section 4. Locally it is defined by

\[
\delta_p(\bar{p}, \bar{y}_T; T) = h_T^{-2} \|\bar{y}_T - y_d\|_{L^2(T)} + h_T \|\nabla \bar{y}_T \cdot v\|_{L^\infty(\partial T \setminus \partial \Omega)}. \tag{5.6}
\]

The global pointwise error estimator \(\delta_p(\bar{p}, \bar{y}_T; \mathcal{T})\) is then defined by

\[
\delta_p(\bar{p}, \bar{y}_T; \mathcal{T}) = \max_{T \in \mathcal{T}} \delta_p(\bar{p}, \bar{y}_T; T). \tag{5.7}
\]

### 5.2. Error estimator: reliability

In this section we follow the arguments of Theorem 2 from [4] and derive a global reliability property for the error estimator \(\delta_{ocp}\). Notice that we explicitly track the dependence of all estimates on the regularization parameter \(\lambda\).

**Theorem 5.1** (Global reliability property of \(\delta_{ocp}\)). Let \((\bar{u}, \bar{y}, \bar{p}) \in \mathcal{U}_{ad} \times H_0^1(\rho, \Omega) \times H_0^1(\Omega)\) be the solution to the optimality system (3.15) associated with the optimal control problem with point sources and \((\bar{u}_T, \bar{y}_T, \bar{p}_T) \in \mathcal{U}_{ad} \times \mathcal{V}(\mathcal{T}) \times \mathcal{V}(\mathcal{T})\) be its numerical approximation given by (3.18) – (3.20). If \(\alpha \in (n - 2, 2)\) and \(y_d \in L^r(\Omega)\), for every \(r < 3\), then

\[
\|\bar{u} - \bar{u}_T\|_{L^2}^2 + \|\nabla (\bar{y} - \bar{y}_T)\|_{L^2(\rho, \Omega)}^2 + \|\bar{p} - \bar{p}_T\|_{L^\infty(\Omega)}^2 \lesssim \left(1 + \frac{1}{\lambda^2}\right) \left(\delta_{ocp}^2(\bar{y}_T, \bar{u}_T; \mathcal{T}) + \ell_{\mathcal{T}} \delta_p^2(\bar{p}_T, \bar{y}_T; \mathcal{T})\right)
\]

\[
\lesssim \left(1 + \frac{1}{\lambda^2}\right) (1 + \ell_{\mathcal{T}}) \delta_{ocp}^2(\bar{y}_T, \bar{p}_T, \bar{u}_T; \mathcal{T}), \tag{5.8}
\]

where \(\ell_{\mathcal{T}}\) is defined in (4.12) and the hidden constant is independent of the continuous and discrete optimal variables, the regularization parameter \(\lambda\), the size of the elements in the mesh \(\mathcal{T}\) and \#\(\mathcal{T}\).

**Proof.** We proceed in six steps.

**Step 1.** First, we notice that the discrete structure of the set \(\mathcal{U}_{ad}\) allows us to consider \(u_z = \bar{u}_z\) in (3.19). Second, we set \(u_z = \bar{u}_{\mathcal{T}, z}\) in (3.11). Adding the obtained variational inequalities we obtain that

\[
\lambda \|\bar{u} - \bar{u}_T\|_{L^2}^2 \leq \sum_{z \in D} (\bar{p}(z) - \bar{p}_T(z))(\bar{u}_{\mathcal{T}, z} - \bar{u}_z). \tag{5.9}
\]

**Step 2.** The goal of this step is to bound the right hand side of (5.9). To accomplish this task, we define an auxiliary adjoint state \(v\) via the following weak problem:

\[
q \in H_0^1(\Omega) : \quad (\nabla w, \nabla q)_{L^2(\Omega)} = (\bar{y}_T - y_d, w)_{L^2(\Omega)} \quad \forall w \in H_0^1(\Omega). \tag{5.10}
\]

With this auxiliary adjoint state at hand, we write \(\bar{p} - \bar{p}_T = (\bar{p} - q) + (q - \bar{p}_T).\) Then, on the basis of (5.9), we arrive at

\[
\lambda \|\bar{u} - \bar{u}_T\|_{L^2}^2 \leq \sum_{z \in D} [(\bar{p}(z) - q(z)) + (q(z) - \bar{p}_T(z))] (\bar{u}_{\mathcal{T}, z} - \bar{u}_z) = I + II. \tag{5.11}
\]

The rest of this step is dedicated to control the term \(II\). To do this, we exploit that \(\bar{p}_T\) is the Galerkin approximation of the auxiliary adjoint state \(q\) that solves (5.10). This property, an application of the Cauchy-Schwarz and Young’s inequalities, and the global reliability of the error indicator \(\delta_p\) obtained in Lemma 4.2
yield the estimate

$$
|II| \leq l^{1/2}\|q - \bar{p}\|_{L^\infty(\Omega)}\|u - \bar{u}_T\|_{R^l} \leq C \left( \frac{1}{\lambda} l^2 \mathcal{D}_p^2(\bar{p}, \bar{y} ; \mathcal{T}) + \frac{\lambda}{4} \|u - \bar{u}_T\|_{R^l}^2 \right),
$$

(5.12)

where $\ell$ is defined in (4.12). The constant $C$ is independent of the optimal continuous and discrete optimal variables, the regularization parameter $\lambda$ and the size of the elements in the mesh $\mathcal{T}$.

**Step 3.** The goal of this step is to bound the term $I$ in (5.11). To accomplish this task we introduce two auxiliary states. We first define

$$
\bar{y} \in H^1_0(\rho, \Omega): \quad (\nabla \bar{y}, \nabla v)_{L^2(\Omega)} = \sum_{z \in D} \bar{u}_{\mathcal{T},z}(\delta_z, v) \quad \forall v \in H^1_0(\rho^{-1}, \Omega),
$$

(5.13)

and $r \in H^1_0(\Omega)$ that solves

$$
(\nabla w, \nabla r)_{L^2(\Omega)} = (\bar{y} - y_d, w)_{L^2(\Omega)} \quad \forall w \in H^1_0(\Omega).
$$

We comment that, in light of (3.5), problem (5.13) is well posed. With this notation, we then write $I$ as the sum of two terms:

$$
I = I_a + I_b := \sum_{z \in D} (\bar{p}(z) - r(z))((\bar{u}_T - \bar{u})_z) + \sum_{z \in D} (r(z) - q(z))(\bar{u}_T - \bar{u})_z
$$

and bound each one of them separately.

The bound of $I_a$ borrows from ideas in [4]. We first observe that the difference $\bar{p} - r \in H^1_0(\Omega)$ satisfies

$$
(\nabla v, \nabla (\bar{p} - r))_{L^2(\Omega)} = (\bar{y} - \bar{y}, v)_{L^2(\Omega)} \quad \forall v \in H^1_0(\Omega),
$$

(5.14)

with forcing term $\bar{y} - \bar{y} \in L^r(\Omega)$, for every $r < r^*$; $r^*$ being defined in (3.9). We thus apply the results of Proposition 3.3 to conclude that $\bar{p} - r \in H^1_0(\rho^{-1}, \Omega)$. In addition, invoking Proposition 2.2 we conclude that $\bar{p} - r$ is Hölder continuous in $\Omega$ and thus that its point evaluations are well-defined. On the basis of these results, in the equation that $\bar{y} - \bar{y}$ solves, i.e.,

$$
(\nabla (\bar{y} - \bar{y}), \nabla v)_{L^2(\Omega)} = \sum_{z \in D} (\bar{u}_z - \bar{u}_T)_z(\delta_z, v) \quad \forall v \in H^1_0(\rho^{-1}, \Omega),
$$

that is obtained from (3.15) and (5.13), it is admissible to set $v = \bar{p} - r$. This yields

$$
(\nabla (\bar{y} - \bar{y}), \nabla (\bar{p} - r))_{L^2(\Omega)} = \sum_{z \in D} (\bar{u}_z - \bar{u}_T)_z((\bar{p}(z) - r(z))
$$

and hence $I_a = - (\nabla (\bar{y} - \bar{y}), \nabla (\bar{p} - r))_{L^2(\Omega)}$. On the other hand, applying a similar approximation argument to that used in the proof of Theorem 3.4 to (5.14) allows us to arrive at

$$
(\nabla (\bar{y} - \bar{y}), \nabla (\bar{p} - r))_{L^2(\Omega)} = (\bar{y} - \bar{y}, \bar{y} - \bar{y})_{L^2(\Omega)}.
$$

We have thus obtained that

$$
I_a = -\|\bar{y} - \bar{y}\|^2_{L^2(\Omega)} \leq 0.
$$
To estimate $I_b$ we observe two things. First, since $\Omega$ is Lipschitz, we have, using Proposition 2.2, the existence of $q > n$ for which

$$\|r - q\|_{W^{1,q}(\Omega)} \lesssim \|\bar{y} - \bar{y}_\mathcal{F}\|_{L^2(\Omega)}.$$  

This, in view of the continuous embedding $W^{1,q}(\Omega) \hookrightarrow C(\bar{\Omega})$ for $q > n$, implies that

$$\|r - q\|_{L^\infty(\Omega)} \lesssim \|\bar{y} - \bar{y}_\mathcal{F}\|_{L^2(\Omega)}. \quad (5.15)$$

Second, we observe that $\bar{y}_\mathcal{F}$ is the Galerkin approximation of $\bar{y}$ that solves (5.13). Thus, an adaptation of the arguments developed in Theorem 5.1 from [1], combined with the embedding of Lemma 3.1, yields that

$$\|\bar{y} - \bar{y}_\mathcal{F}\|_{L^2(\Omega)} \lesssim \|\nabla(\bar{y} - \bar{y}_\mathcal{F})\|_{L^2(\rho;\Omega)} \lesssim \mathcal{E}_\rho(\bar{y}_\mathcal{F}, \bar{u}_\mathcal{F}; \mathcal{F}), \quad (5.16)$$

where $\mathcal{E}_\rho$ denotes the $a$ posteriori error estimator defined by (5.3) and (5.5). For brevity we skip details and remark that this estimate is valid because of assumption (5.2) and the given range of $\alpha$. We also remark that the proof of (5.16) only uses the continuous inf-sup condition (3.5) associated to the weak formulation of the Dirichlet Laplacian on weighted spaces; it does not use the discrete counterpart (see estimate (5.3) in the proof of Thm. 5.1 from [1]).

Collecting (5.15), (5.16) and the derived estimate for $I_a$ we obtain

$$I \leq I_b \leq l^1/2\|r - q\|_{L^\infty(\Omega)} \|\bar{u} - \bar{u}_\mathcal{F}\|_{R^l} \leq \frac{\lambda}{4}\|\bar{u} - \bar{u}_\mathcal{F}\|_{R^l}^2 + C\frac{1}{\lambda}\mathcal{E}_\rho^2(\bar{y}_\mathcal{F}, \bar{u}_\mathcal{F}; \mathcal{F}),$$

again with a constant $C$ that is independent of the continuous and discrete optimal variables, the regularization parameter $\lambda$ and the size of the elements of the mesh $\mathcal{F}$. This, in conjunction with (5.11) and the estimate (5.12) for $\Pi$, yields

$$\lambda\|\bar{u} - \bar{u}_\mathcal{F}\|_{R^l}^2 \leq \frac{1}{\lambda}\left(\mathcal{E}_\rho^2(\bar{y}_\mathcal{F}, \bar{u}_\mathcal{F}; \mathcal{F}) + \ell^2_\mathcal{F}\mathcal{E}_p^2(\bar{p}_\mathcal{F}, \bar{y}_\mathcal{F}; \mathcal{F})\right) \quad (5.17)$$

from which it immediately follows that

$$\|\bar{u} - \bar{u}_\mathcal{F}\|_{R^l}^2 \leq \frac{1}{\lambda^2}\left(\mathcal{E}_\rho^2(\bar{y}_\mathcal{F}, \bar{u}_\mathcal{F}; \mathcal{F}) + \ell^2_\mathcal{F}\mathcal{E}_p^2(\bar{p}_\mathcal{F}, \bar{y}_\mathcal{F}; \mathcal{F})\right). \quad (5.18)$$

**Step 4.** In this step we bound the error $\bar{y} - \bar{y}_\mathcal{F}$, in the $H^1(\rho;\Omega)$-seminorm, in terms of the estimator $\mathcal{E}_{ocp}$. We follow the ideas developed in Step 3 and write $\bar{y} - \bar{y}_\mathcal{F} = (\bar{y} - \bar{y}) + (\bar{y} - \bar{y}_\mathcal{F})$ and estimate each term separately. The first term is controlled in light of the well-posedness of the state equation (3.4):

$$\|\nabla(\bar{y} - \bar{y})\|_{L^2(\rho;\Omega)} \lesssim \|\bar{u} - \bar{u}_\mathcal{F}\|_{R^l}.$$  

The second term, i.e., the difference $\bar{y} - \bar{y}_\mathcal{F}$ is controlled by invoking (5.16). Then, in view of (5.18), the collection of the derived estimates implies that

$$\|\nabla(\bar{y} - \bar{y}_\mathcal{F})\|_{L^2(\rho;\Omega)}^2 \lesssim \left(1 + \frac{1}{\lambda^2}\right)\left(\mathcal{E}_\rho^2(\bar{y}_\mathcal{F}, \bar{u}_\mathcal{F}; \mathcal{F}) + \ell^2_\mathcal{F}\mathcal{E}_p^2(\bar{p}_\mathcal{F}, \bar{y}_\mathcal{F}; \mathcal{F})\right). \quad (5.19)$$
Step 5. In this step we bound the term \( p - p_{\mathcal{F}} \). In the spirit of Step 4, we write \( p - p_{\mathcal{F}} = (p - q) + (q - p_{\mathcal{F}}) \) with \( q \) solving (5.10). The control of the first term follows the arguments detailed in Step 3:

\[
\|p - q\|_{L^\infty(\Omega)} \lesssim \|\bar{y} - \bar{y}_{\mathcal{F}}\|_{L^2(\Omega)} \lesssim \|\nabla(\bar{y} - \bar{y}_{\mathcal{F}})\|_{L^2(\rho, \Omega)}
\]

which can be bounded using (5.19). On the other hand, from Lemma 4.2 we conclude that \( \|q - p_{\mathcal{F}}\|_{L^\infty(\Omega)} \lesssim \ell_{\mathcal{F}}\mathcal{E}_{p}(\bar{p}_{\mathcal{F}}, \bar{y}_{\mathcal{F}}; \mathcal{F}) \). Collecting the estimates we arrive at

\[
\|p - p_{\mathcal{F}}\|^2_{L^\infty(\Omega)} \lesssim \left(1 + \frac{1}{\lambda^2}\right) \left(\mathcal{E}_{p}^2(\bar{y}_{\mathcal{F}}, \bar{u}_{\mathcal{F}}; \mathcal{F}) + \ell_{\mathcal{F}}^2\mathcal{E}_{p}^2(\bar{p}_{\mathcal{F}}, \bar{y}_{\mathcal{F}}; \mathcal{F})\right). \tag{5.20}
\]

Step 6. The collection of the estimates (5.18), (5.19) and (5.20) yields the desired \textit{a posteriori} error estimate (5.8).

5.3. Error estimator: efficiency

In this section we analyze the efficiency properties of the error estimator \( \mathcal{E}_{\text{aep}} \) defined in (5.1). To accomplish this task, we examine each of its contributions separately. We start with the indicator \( \mathcal{E}_{p}^2(\bar{y}_{\mathcal{F}}, \bar{u}_{\mathcal{F}}; T) \) defined by (5.3). A key ingredient in its efficiency analysis is an abstract estimate for the residual \( \mathcal{R} = \mathcal{R}(\bar{y}_{\mathcal{F}}) \in H^1_0(\rho^{-1}, \Omega)' \) which, for all \( v \in H^1_0(\rho^{-1}, \Omega) \), is defined by

\[
\langle \mathcal{R}(\bar{y}_{\mathcal{F}}), v \rangle := (\nabla(\bar{y} - \bar{y}_{\mathcal{F}}), \nabla v)_{L^2(\Omega)} = \sum_{z \in D} \bar{u}_z(\delta_z, v) - (\nabla \bar{y}_{\mathcal{F}}, \nabla v)_{L^2(\Omega)}. \tag{5.21}
\]

The aforementioned abstract estimate reads as follows: If \( \mathcal{O} \) denotes a subdomain of \( \Omega \) and \( v \in H^1_0(\rho^{-1}, \mathcal{O}) \), then

\[
|\langle \mathcal{R}(\bar{y}_{\mathcal{F}}), v \rangle| \leq \|\nabla(\bar{y} - \bar{y}_{\mathcal{F}})\|_{L^2(\rho, \mathcal{O})} \|\nabla v\|_{L^2(\rho^{-1}, \mathcal{O})}. \tag{5.22}
\]

We now utilize standard residual estimation techniques [52, 53], that have, as a key element in the analysis, the existence of a suitable bubble function. Given \( S \in \mathcal{F} \), we introduce a bubble function \( \psi_S \) (whose construction we owe to [1]) that satisfies the following properties: \( \psi_S(z) = 0 \) for all \( z \in D \),

\[
|S| \lesssim \int_S \psi_S, \quad \|\nabla \psi_S\|_{L^2(R_S)} \lesssim h_T^{-1/2}|S|^{1/2}, \tag{5.23}
\]

where \( R_S = \text{supp} \psi_S \). Moreover, if \( N_S = \{T, T'\} \), there are simplices \( T_s \subset T \) and \( T'_s \subset T' \) such that \( R_S \subset T_s \cup T'_s \). We refer the reader to Section 5.2 of [1] for details. We comment that, under assumption (5.2), the construction of Section 5.2 from [1] guarantees

\[
D_T \lesssim \min_{z \in D} \left\{ \min_{x \in T_s} |x - z| \right\} \quad \text{and} \quad D_T' \lesssim \min_{z \in D} \left\{ \min_{x \in T'_s} |x - z| \right\}. \tag{5.24}
\]

With all these ingredients at hand, we are ready to prove the local efficiency of \( \mathcal{E}_{p}^2(\bar{y}_{\mathcal{F}}, \bar{u}_{\mathcal{F}}; T) \). The proof is based on the arguments of Theorem 5.3 from [1] and Lemma 5 from [4].

Lemma 5.2 (Local efficiency of \( \mathcal{E}_{\mathcal{F}} \)). Let \( (\bar{u}, \bar{y}, \bar{p}) \in \mathcal{U}_{\text{ad}} \times H^1_0(\rho, \Omega) \times H^1_0(\Omega) \) be the solution to the optimality system (3.15) associated with the optimal control with point sources and \( (\bar{u}_{\mathcal{F}}, \bar{y}_{\mathcal{F}}, \bar{p}_{\mathcal{F}}) \in \mathcal{U}_{\text{ad}} \times \mathcal{V}(\mathcal{F}) \times \mathcal{V}(\mathcal{F}) \).
be its numerical approximation given by (3.18)–(3.20). If \( \alpha \in (n - 2, 2) \), then
\[
\mathcal{E}_\gamma^2(\bar{y}, \bar{u}; T) \lesssim \| \nabla (\bar{y} - \bar{y}_\mathcal{G}) \|_{L^2(\partial N_T)}^2 + h_T^{2-n} \sum_{z \in T \cap T'} |\bar{u}_z - \bar{u}_{\mathcal{G}, z}|^2,
\]
where \( \mathcal{N}_T \) is defined as in (4.3) and the hidden constant is independent of the optimal variables, their approximations, the regularization parameter \( \lambda \), the size of the elements in the mesh \( \mathcal{T} \) and \( \# \mathcal{T} \).

**Proof.** Let \( T \in \mathcal{T} \) and \( S \in \mathcal{T} \) be a side of \( T \). We start the proof by bounding the term \( h_T D_T^\alpha \| \nabla \bar{y}_\mathcal{G} \cdot \bar{v} \|_{L^2(\partial T \setminus \partial \Omega)}^2 \) in (5.3). To do this, we first invoke the bubble function \( \psi_S \) and property (5.23) to obtain that
\[
\int_S \| \nabla \bar{y}_\mathcal{G} \cdot \bar{v} \|^2 \psi_S = \int_S \| \nabla \bar{y}_\mathcal{G} \cdot \bar{v} \| \phi_S,
\]
where \( \phi_S := \| \nabla \bar{y}_\mathcal{G} \cdot \bar{v} \| \psi_S \). We thus utilize the properties \( \text{supp } \psi_S \subset T \cup T' \subset N_S \) and \( \psi_S(z) = 0 \) for all \( z \in D \), to obtain that \( \int_S \| \nabla \bar{y}_\mathcal{G} \cdot \bar{v} \| \phi_S = (\mathcal{A}_S(\bar{y}_\mathcal{G}), \phi_S) \) upon letting \( v = \phi_S \) in (5.21) and integrating by parts. To bound the term \( (\mathcal{A}_S(\bar{y}_\mathcal{G}), \phi_S) \), we first use (5.24) along with the arguments used to arrive at equation (5.9) from [1] to conclude that
\[
\| \nabla \phi_S \|_{L^2(\rho^{-1}, R_S)} \lesssim h_T^{-\frac{1}{2}} D_T^{-\frac{\alpha}{2}} \| \nabla \bar{y}_\mathcal{G} \cdot \bar{v} \|_{L^2(S)}.
\]
Thus, in view of the abstract estimate (5.22) with \( \mathcal{O} = R_S \), we arrive at
\[
|\langle \mathcal{A}_S(\bar{y}_\mathcal{G}), \phi_S \rangle| \lesssim h_T^{-\frac{1}{2}} D_T^{-\frac{\alpha}{2}} \| \nabla (\bar{y} - \bar{y}_\mathcal{G}) \|_{L^2(\rho, R_S)} \| \nabla \bar{y}_\mathcal{G} \cdot \bar{v} \|_{L^2(S)}.
\]
This, in light of (5.26), immediately yields the estimate
\[
h_T D_T^\alpha \| \nabla \bar{y}_\mathcal{G} \cdot \bar{v} \|_{L^2(S)} \lesssim \sum_{T' \in N_S} \| \nabla (\bar{y} - \bar{y}_\mathcal{G}) \|_{L^2(\rho, T')}^2.
\]

It only remains to bound the term \( \sum_{z \in D \cap T} h_T^{2-\alpha} |\bar{u}_z|_z^2 \) in (5.3). In view of assumption (5.2), we have that \( T \cap D \) is either empty or consists of exactly one point. If \( T \cap D = \emptyset \), then the desired estimate (5.25) follows immediately from (5.27). If \( T \cap D = \{z\} \), then the estimator \( \mathcal{E}_\gamma \) contains the term \( h_T^{2-\alpha} |\bar{u}_{\mathcal{G}, z}|^2 \). We thus proceed as follows: standard inequalities yield that
\[
|\bar{u}_z|^2 \lesssim |\bar{u}_{\mathcal{G}, z} - \bar{u}_z|^2 + |\bar{u}_z|^2.
\]
The control of \( |\bar{u}_z|_z \) follows from the arguments of Lemma 5 from [4] and Theorem 5.3 from [1], which rely on the existence of a suitable smooth function \( \chi \) satisfying
\[
\chi(z) = 1, \quad \| \chi \|_{L^\infty(\Omega)} = 1, \quad \| \nabla \chi \|_{L^\infty(\Omega)} = h_T^{-1}, \quad \text{supp } \chi \subset \mathcal{N}_T.
\]
In fact, utilizing the first equation in (3.15) in conjunction with \( \chi(z) = 1 \), supp \( \chi \subset \mathcal{N}_T \), assumption (5.2) and integration by parts, we arrive at
\[
|\bar{u}_z| = |\bar{u}_z \chi(z)| \leq \| (\nabla (\bar{y} - \bar{y}_\mathcal{G}, \nabla \chi) \|_{L^2(\Omega)} + \| (\nabla \bar{y}_\mathcal{G}, \nabla \chi) \|_{L^2(\Omega)}
\leq \| (\nabla (\bar{y} - \bar{y}_\mathcal{G}) \|_{L^2(\rho, \mathcal{N}_T)} \| \nabla \chi \|_{L^2(\rho^{-1}, \mathcal{N}_T)} + \sum_{T' \in \mathcal{T}_S} \sum_{T' \subset \mathcal{N}_T} \sum_{S \in \mathcal{T}_S} \| (\nabla \bar{y}_\mathcal{G} \cdot \bar{v}) \|_{L^2(S)} \| \chi \|_{L^2(S)}.
\]
Then, we utilize $\|\chi\|_{L^2(S)} \lesssim h_T^{n+1}$ and $\|\nabla \chi\|_{L^2(\Omega \setminus \mathcal{N}_T)} \lesssim h_T^{n+2-\frac{2}{n}}$ (see Thm. 5.3 of [1] for details) and conclude that

$$h_T^{n+2-n} |\dot{u}|^2 \lesssim \|\nabla (y - \bar{y}_T)\|^2_{L^2(\rho, \mathcal{N}_T)} + \sum_{T' \in \mathcal{T}} \sum_{S \in \mathcal{F}_{T'}: T' \subset \mathcal{N}_T} h_T D_{T'}^2 \|\nabla \bar{y}_T \cdot \nu\|^2_{L^2(S)}.$$

This, in conjunction with (5.27) and (5.28), yields the desired estimate (5.25).

**Remark 5.3** (Range of $\alpha$). Since $\alpha \in (n-2, 2)$, we immediately deduce that $\alpha + 2 - n > 0$. Consequently, (5.25) is indeed an efficiency bound.

We now continue with the study of the local efficiency properties of the indicator $\mathcal{E}_p$ defined by (5.6).

**Lemma 5.4** (Local efficiency of $\mathcal{E}_p$). Let $(\bar{u}, \bar{y}, \bar{p}) \in \mathcal{U}_{ad} \times \mathcal{H}_0^1(\rho, \Omega) \times \mathcal{H}_0^1(\Omega)$ be the solution to the optimality system (3.15) associated with the optimal control with point sources and $(\bar{u}_T, \bar{y}_T, \bar{p}_T) \in \mathcal{U}_{ad} \times \mathcal{V}(\mathcal{T}) \times \mathcal{V}(\mathcal{T})$ be its numerical approximation given by (3.18)–(3.20). If $\alpha \in (n-2, 2)$, then

$$\mathcal{E}_p(\bar{p}_T, \bar{y}_T; T) \lesssim \|\bar{p} - \bar{p}_T\|_{L^\infty(\mathcal{N}_T)} + h_T^{2-n/2} \|y - \bar{y}_T\|_{L^2(\mathcal{N}_T)} + \text{osc}_{\mathcal{T}}(y_d; \mathcal{N}_T)$$

(5.30)

where $\mathcal{N}_T$ is defined as in (4.4) and the hidden constant is independent of the optimal variables, their approximations, the regularization parameter $\lambda$, the size of the elements in the mesh $\mathcal{T}$ and $\# \mathcal{T}$.

**Proof.** The proof closely follows the arguments of Lemma 4.3. Let $v \in H_0^1(\Omega)$ be such that $v_T \in C^2(T)$ for all $T \in \mathcal{T}$. Using (3.15) and integration by parts we obtain

$$\int_{\Omega} \nabla v \cdot \nabla (p - \bar{p}_T) = \sum_{T \in \mathcal{T}} \int_{T} (\bar{y} - y_d) v + \sum_{S \in \mathcal{S}} \int_{S} \|\nabla \bar{p}_T \cdot \nu\| v.$$

Since on each $T \in \mathcal{T}$ we have that $v \in C^2(T)$, integration by parts also yields

$$\int_{\Omega} \nabla v \cdot (p - \bar{p}_T) = -\sum_{T \in \mathcal{T}} \int_{T} \Delta v (p - \bar{p}_T) - \sum_{S \in \mathcal{S}} \int_{S} \|\nabla v \cdot \nu\| (p - \bar{p}_T).$$

In conclusion, since the left hand sides of the previous expressions coincide, we arrive at the identity

$$\sum_{T \in \mathcal{T}} \int_{T} (\bar{y} - y_d) v + \sum_{S \in \mathcal{S}} \int_{S} \|\nabla \bar{p}_T \cdot \nu\| v = -\sum_{T \in \mathcal{T}} \int_{T} \Delta v (p - \bar{p}_T) - \sum_{S \in \mathcal{S}} \int_{S} \|\nabla v \cdot \nu\| (p - \bar{p}_T),$$

(5.31)

for every $v \in H_0^1(\Omega)$ such that $v_T \in C^2(T)$ for all $T \in \mathcal{T}$. We now proceed, on the basis of (5.6), in two steps.

**Step 1.** Let $T \in \mathcal{T}$. A simple application of the triangle inequality yields

$$h_T^{2-n/2} \|\bar{y}_T - y_d\|_{L^2(T)} \leq h_T^{2-n/2} \|\bar{y}_T - \mathcal{P}_T y_d\|_{L^2(T)} + h_T^{2-n/2} \|y_d - \mathcal{P}_T y_d\|_{L^2(T)}.$$

(5.32)

We recall that $\mathcal{P}_T$ denotes the $L^2$-projection operator onto piecewise linear functions over $\mathcal{T}$. Now, by letting $v = \beta_T = (\bar{y}_T - \mathcal{P}_T y_d) \varphi_T^2$ in (5.31), where $\varphi_T$ is the standard bubble function over $T$ [52, 53], we have that

$$\int_{T} (\bar{y} - \mathcal{P}_T y_d) \beta_T = \int_{T} [(\bar{y} - y_d) \beta_T - (\bar{y} - \bar{y}_T) \beta_T + (y_d - \mathcal{P}_T y_d) \beta_T]$$

$$= -\int_{T} \Delta \beta_T (p - \bar{p}_T) - \int_{T} (\bar{y} - \bar{y}_T) \beta_T + \int_{T} (y_d - \mathcal{P}_T y_d) \beta_T := I + II + III.$$  

(5.33)
Notice that $\int_S \|\nabla \beta_T \cdot \nu\| (p - \bar{p}_S) = 0$ for all $S \in \mathcal{S}$. We now bound each term on the right hand side of (5.33) separately. Since $\Delta(y_S - P_S y_d) = 0$, we have that

$$\Delta \beta_T = 4\nabla (y_S - P_S y_d) \cdot \nabla \varphi_T + 2(y_S - P_S y_d)(\varphi_T \Delta \varphi_T + \nabla \varphi_T \cdot \nabla \varphi_T).$$

This, the properties of the bubble function $\varphi_T$ and an inverse inequality imply that

\[ |I| \lesssim \left( h_s^{n/2-1} \|\nabla (y_S - P_S y_d)\|_{L^2(T)} + h_s^{n/2-2} \|\nabla (y_S - P_S y_d)\|_{L^2(T)} \right) \|p - \bar{p}_S\|_{L^\infty(T)} \lesssim h_s^{n/2-2} \|\nabla (y_S - P_S y_d)\|_{L^2(T)} \|p - \bar{p}_S\|_{L^\infty(T)}.
\]

The terms II and III are bounded as follows:

\[ |II| \lesssim \|y - y_S\|_{L^2(T)} \|y_S - P_S y_d\|_{L^2(T)} \]

and

\[ |III| \lesssim \|y_d - P_S y_d\|_{L^2(T)} \|y_S - P_S y_d\|_{L^2(T)}.
\]

In view of the fact that, $\|y_S - P_S y_d\|_{L^2(T)} \lesssim \int_T (y_S - P_S y_d) \beta_T$, the previous findings allow us to state that

\[ h_s^{2-n/2} \|y_S - P_S y_d\|_{L^2(T)} \lesssim \|p - \bar{p}_S\|_{L^\infty(T)} + h_s^{2-n/2} (\|y_S - y_d\|_{L^2(T)} + \|y_d - P_S y_d\|_{L^2(T)}).
\]

Consequently, (5.32) allows us to conclude that

\[ h_s^{2-n/2} \|y_S - y_d\|_{L^2(T)} \lesssim \|p - \bar{p}_S\|_{L^\infty(T)} + h_s^{2-n/2} \|y - y_S\|_{L^2(T)} + \text{osc}_T(y_d; T), \tag{5.34}
\]

where $\text{osc}_T(y_d; T)$ is defined as in (4.15).

**Step 2.** Let $T \in T$ and $S \in \mathcal{N}_T$. The goal of this step is control the term $h_s \|\nabla \beta_T \cdot \nu\|_{L^\infty(S)}$ in (5.6). To do this, we use the property

\[ |S| \|\nabla \beta_T \cdot \nu\|_{L^\infty(S)} \lesssim \int_S \|\nabla \beta_T \cdot \nu\| \varphi_S,
\]

of $\varphi_S$, the standard bubble function over $S$ [52, 53]. We control the right hand side of the previous expression by letting $\nu = \varphi_S$ in (5.31). This yields

\[ \left| \int_S \|\nabla \beta_T \cdot \nu\| \varphi_S \right| \leq \sum_{T' \in \mathcal{N}_S} \int_{T'} \|y - y_d\|_{S} + \sum_{T' \in \mathcal{N}_S} \int_{T'} \|p - \bar{p}_S\|_{L^\infty(T')} \|\nabla \varphi_S \cdot \nu\| \]

\[ \lesssim \sum_{T' \in \mathcal{N}_S} \left( h_s^{2-n/2} \|y - y_S\|_{L^2(T')} \|y_S - y_d\|_{L^2(T')} + \sum_{S' \in \mathcal{N}_T} \|p - \bar{p}_S\|_{L^\infty(T')} \right)
\]

Combining this estimate with (5.34) yields the bound

\[ h_s \|\nabla \beta_T \cdot \nu\|_{L^\infty(S)} \lesssim h_s^{2-n/2} \|y - y_S\|_{L^2(N_S)} + \|p - \bar{p}_S\|_{L^\infty(N_S)} + \text{osc}_T(y_d; N_S).
\]
We finally combine the results of Step 1 and 2 and arrive at the desired estimate (5.30). □

The results of Lemmas 5.2 and 5.4 immediately yield the following result.

**Theorem 5.5** (Local efficiency of $\mathcal{E}_{ocp}$). Let $(\bar{u}, \bar{y}, \bar{p}) \in \mathcal{U}_{ad} \times H_0^1(\rho, \Omega) \times H_0^1(\Omega)$ be the solution to the optimality system (3.15) associated with the optimal control with point sources and $(\bar{u}_\sigma, \bar{y}_\sigma, \bar{p}_\sigma) \in \mathcal{U}_{ad} \times \mathcal{V}(\sigma) \times \mathcal{V}(\sigma)$ be its numerical approximation given by (3.18)–(3.20). If $\alpha \in (n-2, 2)$, then

$$
\mathcal{E}_y^2(\bar{y}_\sigma, \bar{u}_\sigma; T) + \mathcal{E}_p^2(\bar{p}_\sigma, \bar{y}_\sigma; T) \lesssim \|\nabla(\bar{y} - \bar{y}_\sigma)\|_{L^2(\omega)}^2 + \|\bar{p} - \bar{p}_\sigma\|_{L^2(\omega)}^2 + h_T^{\alpha-n} \|\bar{y} - \bar{y}_\sigma\|_{L^2(\omega)}^2 + \text{osc}_\sigma^2(y_d; \mathcal{N}_\sigma^\sigma),
$$

where $\mathcal{N}_\sigma$ and $\mathcal{N}_\sigma^\sigma$ are given by (4.3) and (4.4), respectively and the hidden constant is independent of the optimal variables, their approximations, the regularization parameter $\lambda$, the size of the elements in the mesh $\mathcal{T}$ and $\#\mathcal{T}$.

Our final result gives the global efficiency property of the estimator.

**Theorem 5.6** (Global efficiency of $\mathcal{E}_{ocp}$). Let $(\bar{u}, \bar{y}, \bar{p}) \in \mathcal{U}_{ad} \times H_0^1(\rho, \Omega) \times H_0^1(\Omega)$ be the solution to the optimality system (3.15) associated with the optimal control with point sources and $(\bar{u}_\sigma, \bar{y}_\sigma, \bar{p}_\sigma) \in \mathcal{U}_{ad} \times \mathcal{V}(\sigma) \times \mathcal{V}(\sigma)$ be its numerical approximation given by (3.18)–(3.20). If $\alpha \in (n-2, 2)$, then

$$
\mathcal{E}_{ocp}^2(\bar{y}_\sigma, \bar{p}_\sigma, \bar{u}_\sigma; \mathcal{T}) \lesssim \|\bar{u} - \bar{u}_\sigma\|_{L^2(\omega)}^2 + \|\nabla(\bar{y} - \bar{y}_\sigma)\|_{L^2(\omega)}^2 + \|\bar{p} - \bar{p}_\sigma\|_{L^2(\omega)}^2 + \max_{T \in \mathcal{T}} \text{osc}_\sigma^2(y_d; \mathcal{N}_\sigma^\sigma)
$$

(5.35)

where $\mathcal{N}_\sigma^\sigma$ is defined as in (4.4) and the hidden constant is independent of the optimal variables, their approximations, the regularization parameter $\lambda$, the size of the elements in the mesh $\mathcal{T}$ and $\#\mathcal{T}$.

**Proof.** Since assumption (5.2) implies that, for all $T \in \mathcal{T}$, $\#(T \cap D) \leq 1$, we arrive at

$$
\sum_{T \in \mathcal{T}} \sum_{z \in T \cap D} h_T^{\alpha-n} |\bar{u}_z - \bar{u}_\sigma, z|^2 \leq \text{diam}(\Omega)^{\alpha-n} \sum_{T \in \mathcal{T}} \sum_{z \in T \cap D} |\bar{u}_z - \bar{u}_\sigma, z|^2 \leq \text{diam}(\Omega)^{\alpha-n} \left(\max_{T \in D} \#\mathcal{T}_z\right) \sum_{z \in D} |\bar{u}_z - \bar{u}_\sigma, z|^2 = \text{diam}(\Omega)^{\alpha-n} \left(\max_{T \in D} \#\mathcal{T}_z\right) \|\bar{u} - \bar{u}_\sigma\|_{L^2(\omega)}^2,
$$

where $\mathcal{T}_z = \{T \in \mathcal{T} : z \in T\}$. In view of the definition of the estimator $\mathcal{E}_y$ given by (5.5), the estimate (5.25) and the finite overlapping property of stars, we can then conclude that

$$
\mathcal{E}_y^2(\bar{y}_\sigma, \bar{u}_\sigma; \mathcal{T}) \lesssim \|\nabla(\bar{y} - \bar{y}_\sigma)\|_{L^2(\omega)}^2 + \text{diam}(\Omega)^{\alpha-n} \|\bar{u} - \bar{u}_\sigma\|_{L^2(\omega)}^2.
$$

(5.36)

On the other hand, the definition of the estimator $\mathcal{E}_p$ given by (5.7) and the estimate (5.30) provide the bound

$$
\mathcal{E}_p^2(\bar{p}_\sigma, \bar{y}_\sigma; \mathcal{T}) \lesssim \|\bar{p} - \bar{p}_\sigma\|_{L^2(\omega)}^2 + \text{diam}(\Omega)^{4-n} \|\bar{y} - \bar{y}_\sigma\|_{L^2(\omega)}^2 + \max_{T \in \mathcal{T}} \text{osc}_\sigma^2(y_d; \mathcal{N}_\sigma^\sigma).
$$

By combining this estimate with the weighted Poincaré inequality $\|\bar{y} - \bar{y}_\sigma\|_{L^2(\omega)} \lesssim \|\nabla(\bar{y} - \bar{y}_\sigma)\|_{L^2(\omega)}$ of Lemma 3.1, that holds for $\alpha \in (n-2, 2)$, and (5.36), we arrive at (5.35). This concludes the proof. □

**Remark 5.7** (Estimates for a norm that is weighted by $\lambda$). In Theorems 5.1 and 5.6 we obtained global reliability and efficiency results for the proposed a posteriori error estimator $\mathcal{E}_{ocp}$ when the error is measured
in the norm given by the left hand side of (5.8). Alternatively, we can consider measuring the error in a norm that is weighted by the regularization parameter $\lambda$:

$$
\|(\vec{y} - \bar{y}, \vec{p} - \bar{p}, \vec{u} - \bar{u})\|_{\Omega, \lambda} := \left(\lambda\|\vec{u} - \bar{u}\|_{L^2(\rho, \Omega)}^2 + \|\nabla(\vec{y} - \bar{y})\|_{L^2(\rho, \Omega)}^2 + \|\vec{p} - \bar{p}\|_{L^\infty(\Omega)}^2\right)^{\frac{1}{2}}.
$$

(5.37)

If this norm is employed to measure the error, then we can obtain the global reliability estimate

$$
\|(\vec{y} - \bar{y}, \vec{p} - \bar{p}, \vec{u} - \bar{u})\|_{\Omega, \lambda}^2 \lesssim \left(1 + \frac{1}{\lambda^2}\right)(1 + \ell_{\mathcal{T}}^2)\varepsilon_{\text{ocp}}^2(\bar{y}, \bar{p}, \bar{u}; \mathcal{T})
$$

(5.38)

and the global efficiency estimate

$$
\varepsilon_{\text{ocp}}^2(\bar{y}, \bar{p}, \bar{u}; \mathcal{T}) \lesssim \left(1 + \frac{1}{\lambda}\right)\|(\vec{y} - \bar{y}, \vec{p} - \bar{p}, \vec{u} - \bar{u})\|_{\Omega, \lambda}^2 + \max_{T \in \mathcal{T}} \text{osc}_T^2(y_d; N^*_T).
$$

(5.39)

The proof of (5.38) follows from the estimates (5.17), (5.19) and (5.20) upon observing that $\frac{1}{\lambda} \leq \frac{1}{2} \left(1 + \frac{1}{\lambda^2}\right)$, while the proof of (5.39) follows immediately from (5.35). We immediately make two observations. First, the estimates (5.8) and (5.38) have the same dependence with respect to the parameter $\lambda$. Second, in contrast to (5.35), the efficiency estimate (5.39) depends on $\lambda$. We investigate measuring the error in the norm given by (5.37) in Example 3 in the next section.

6. Numerical examples

We conduct a series of numerical examples that illustrate the performance of the error estimator. In some of these examples, we go beyond the presented theory and perform numerical experiments where we violate the assumption of homogeneous Dirichlet boundary conditions. These have been carried out with the help of a code that we implemented using C++. All matrices have been assembled exactly. The right hand sides and approximation errors are computed by a quadrature formula which is exact for polynomials of degree 19 for two dimensional domains and degree 14 for three dimensional domains. All linear systems were solved using the multifrontal massively parallel sparse direct solver (MUMPS) [5, 6].

For a given partition $\mathcal{T}$ we seek $(\vec{y}, \vec{p}, \vec{u}) \in \mathcal{W}(\mathcal{T}) \times \mathcal{W}(\mathcal{T}) \times \mathbb{R}^l$ that solves (3.18), (3.19) and (3.20). We solve the nonlinear system of equations using a Newton-type primal-dual active set strategy ([50], Sect. 2.12.4). Once a discrete solution is obtained, we calculate the error estimator and use the local error indicators to drive the adaptive procedure described in Algorithm 6.1. On the basis of (5.8) we use the a posteriori error estimator defined by (5.1) with corresponding local error indicators

$$
\varepsilon_{\text{ocp}; T} = \varepsilon_y^2(\bar{y}; \mathcal{T}) + \varepsilon_p^2(\bar{p}; \mathcal{T}),
$$

(6.1)

Figure 1. The initial meshes used when the domain $\Omega$ is a square (Examples 1 and 2), two dimensional L-shape (Example 3), cube (Examples 4 and 5) and three dimensional L-shape (Example 6).
Figure 2. Example 1: Experimental rates of convergence for the error estimator $E_{\text{ocp;T}}$ and its contributions $E_y$ and $E_p$ for $\lambda \in \{1, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\}$ (a)–(e); comparison of the error estimator $E_{\text{ocp;T}}$ for $\lambda \in \{1, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\}$ (f); the finite element approximation of the optimal state $\bar{y}_T$ (g) and adjoint state $\bar{p}_T$ (h) on the 47th adaptively refined mesh for $\lambda = 1$. 
which are defined in terms of (5.3) and (5.6). The total number of degrees of freedom \( N_{\text{dof}} = 2 \dim(V(T)) + l \), where \( l = \#D \). The initial meshes for our numerical examples are shown in Figure 1.

We consider problems with homogeneous Dirichlet boundary conditions whose exact solutions are not known, and problems with inhomogeneous Dirichlet boundary conditions whose exact solutions are known. For the numerical examples for which the exact solutions are known, we took the optimal state variable to be a linear combination of fundamental solutions for the Laplacian, that is

\[
\bar{y}(x) = \begin{cases} 
-\frac{1}{2\pi} \sum_{z \in D} \varrho_z \log |x - z|, & \text{if } \Omega \subset \mathbb{R}^2, \\
\frac{1}{4\pi} \sum_{z \in D} \varrho_z \frac{1}{|x - z|}, & \text{if } \Omega \subset \mathbb{R}^3,
\end{cases}
\]  

Figure 3. Example 2: Experimental rates of convergence considering \( \alpha \in \{0.1, 0.5, 1, 1.5, 1.9\} \), for the total error \( \|e_y, e_p, e_u\|_\Omega \) and its contributions \( \|\nabla(\bar{y} - \bar{y}_T)\|_{L^2(\rho, \Omega)} \), \( \|p - p_T\|_{L^\infty(\Omega)} \) and \( \|\bar{u} - \bar{u}_T\|_{\mathcal{R}^l} \) (a)-(e); error estimator \( E_{\text{ocp}, T} \) and its contributions \( E_y \) and \( E_p \) (f)-(j); comparison of the total error \( \|e_y, e_p, e_u\|_\Omega \) for the different values of \( \alpha \) (k); comparison of the error estimator \( E_{\text{ocp}, T} \) for the different values of \( \alpha \) (l); and effectivity indices \( E_{\text{ocp}, T}/\|e_y, e_p, e_u\|_\Omega \) for the different values of \( \alpha \) (m).
with \( q_z \in \mathbb{R} \) for all \( z \in D \). Upon fixing an exact adjoint state and the constraints \( a \) and \( b \), the exact optimal control is computed using the projection formula (3.16). The \( q_z \) in (6.2) are then computed using (1.2). Finally, the desired state is computed using (3.8). We measure the error in the norm

\[
\|(\bar{e}_y, \bar{e}_p, \bar{e}_u)\|_{\Omega} = \left( \|\nabla \bar{e}_y\|_{L^2(\rho, \Omega)}^2 + \|\bar{e}_p\|_{L^\infty(\Omega)}^2 + \|\bar{e}_u\|_{L^2(\Omega)}^2 \right)^{1/2},
\]

where \( \bar{e}_y = \bar{y} - \bar{y}_d \), \( \bar{e}_p = \bar{p} - \bar{p}_d \) and \( \bar{e}_u = \bar{u} - \bar{u}_d \). We also consider the norm \( \|(\bar{e}_y, \bar{e}_p, \bar{e}_u)\|_{\Omega, \lambda} \) given by (5.37). We note that \( \|(\bar{e}_y, \bar{e}_p, \bar{e}_u)\|_{\Omega} = \|(\bar{e}_y, \bar{e}_p, \bar{e}_u)\|_{\Omega, \lambda} \) when \( \lambda = 1 \).

Algorithm 6.1. Adaptive Primal-Dual Active Set Algorithm.

**Input:** Initial mesh \( \mathcal{T}_0 \), set of source points \( D \), desired state \( y_d \), constraints \( a \) and \( b \), and regularization parameter \( \lambda \).

**Set:** \( i = 0 \).

**Active set strategy:**

1. Compute \( [\bar{y}_d, \bar{p}_d, \bar{u}_d] = \text{Active-Set}[\mathcal{T}_i, D, y_d, a, b, \lambda] \).

   \text{Active-Set} implements the active set strategy of §2.12.4 of [50].

2. For each \( T \in \mathcal{T} \) compute the local error indicator \( \mathcal{E}_{\text{ocp}; T} \).

3. Mark an element \( T \) for refinement if \( \mathcal{E}_{\text{ocp}; T}^2 > 0.5 \max_{T' \in \mathcal{T}} \mathcal{E}_{\text{ocp}; T'}^2 \).

4. From step 3, construct a new mesh, using a longest edge bisection algorithm.

   Set \( i \leftarrow i + 1 \), and go to step 1.

6.1. Two-dimensional examples

We perform three examples with \( n = 2 \) and in doing so investigate the effects of varying the parameters \( \lambda \) and \( \alpha \).

**Example 1.** We let \( \Omega = (0, 1)^2 \), and consider a problem with homogeneous Dirichlet boundary conditions. We set \( \alpha = 1.5 \), \( y_d = -\sin(2\pi x)\cos(2\pi y)e^{xy} \), and

\[
D = \{(0.25, 0.25), (0.75, 0.25), (0.25, 0.75), (0.75, 0.75), (0.5, 0.5)\},
\]

**Figure 4.** Example 2: Finite element solutions for the optimal state \( \bar{y}_d \) (left) and adjoint state \( \bar{p}_d \) (middle) obtained on the 20th adaptively refined mesh (right), for \( \alpha = 1 \).
Figure 5. Example 3: The errors $\|e_y, e_p, e_u\|_\Omega$ and $\|e_y, e_p, e_u\|_{\Omega,\lambda}$ and the error estimator $\mathcal{E}_{ocp}$, their contributions $\|\nabla e_y\|_{L^2(\Omega)}$, $\|e_p\|_{L^\infty(\Omega)}$, $\|e_u\|_{L^1}$, $\sqrt{\lambda}\|e_u\|_2$, $\mathcal{E}_\gamma$ and $\mathcal{E}_p$, and the effectivity indices $\mathcal{E}_{ocp}/\|e_y, e_p, e_u\|_\Omega$ and $\mathcal{E}_{ocp}/\|e_y, e_p, e_u\|_{\Omega,\lambda}$.

and consider $a_z = -0.5$ and $b_z = 1.0$ for all $z \in D$. We investigate the effect of varying the regularization parameter $\lambda$ by considering

$$\lambda \in \{1.0, 0.1, 0.01, 0.001, 0.0001\}.$$ 

The exact solutions to these problems are unknown. The results are shown in Figure 2, where we observe optimal experimental rates of convergence for the error estimator and optimal experimental decay for its contributions for all the values of the parameter $\lambda$ considered. The choice $\lambda = 1$ delivers more accurate results. We also present in Figure 2, for this election of $\lambda$, the finite element approximations to the optimal state and adjoint variables.

Example 2. We let $\Omega = (0,1)^2$ and consider the exact optimal state to be given by (6.2) with $\varrho_z = 1.125$ for all $z \in D$, where

$$D = \{(0.25, 0.25), (0.75, 0.25), (0.25, 0.75), (0.75, 0.75)\}.$$
The exact optimal adjoint is \( \bar{p}(x_1, x_2) = -32x_1x_2(1-x_1)(1-x_2) \), \( \lambda = 1.0 \), and \( a_2 = 0.3 \) and \( b_2 = 2 \) for all \( z \in D \). The purpose of this example is to investigate the effect of varying the exponent \( \alpha \) in the Muckenhoupt weight \( \rho \) defined in (3.2). We consider

\[ \alpha \in \{0.1, 0.5, 1.0, 1.5, 1.9\}. \]

The results are shown in Figure 3. We observe that optimal experimental rates of convergence are obtained when the parameter \( \alpha \in [0.5, 2) \) which suggests that the meshes are being refined appropriately. However, for \( \alpha = 0.5 \) we were unable to obtain greater accuracy than that shown in Figure 3 by adaptively refining the mesh further. This was due to the fact that the area of some of the elements became so small that it was zero to working precision. The same situation occurred when \( \alpha = 0.1 \). Finally, for \( \alpha = 1 \), in Figure 4 we present finite element solutions obtained on an adaptively refined mesh, for the optimal state \( \bar{y}_T \) and optimal adjoint \( \bar{p}_T \). We observe that most of the refinement is concentrated close to the different source points.

**Example 3.** We let \( a = -100000 \), \( b = 0 \), \( \lambda = 0.0001 \), \( D = \{(0.5, 0.5)\} \), \( \alpha = 1.0 \), and \( \Omega = (-1, 1)^2 \setminus [0, 1) \times (-1, 0] \) i.e., an \( L \)-shaped domain. The exact optimal state is given by (6.2) with \( \varrho_z = -10000/(16^{1/3}) \), and the exact

![Figure 6. Example 3: The 28th (left) and 42nd (right) adaptively refined meshes.](image1)

![Figure 7. Example 4: The error estimator \( E_{ocp} \) and its contributions \( E_y \) and \( E_p \).](image2)
optimal adjoint is
\[ \bar{p}(x_1, x_2) = r^{2/3} \sin(2\theta/3), \quad \theta \in [0, 3\pi/2]. \]

The results are shown in Figure 5 where we observe that the total errors \( \|(e_y, e_p, e_u)\|_\Omega \) and \( \|(e_y, e_p, e_u)\|_{\Omega, \lambda} \) and the estimator \( \mathcal{E}_{ocp} \) are decreasing at optimal rates. We remark that there is not much difference between \( \|(e_y, e_p, e_u)\|_\Omega \) and \( \|(e_y, e_p, e_u)\|_{\Omega, \lambda} \) because \( \|\bar{u} - \bar{u}_h\|_2 \) is decreasing at a faster rate than \( \|\nabla (\bar{y} - \bar{y}_h)\|_{L^2(\rho, \Omega)} \) which is the dominating term. From Figure 6 we observe that the refinement is being concentrated about the source point.

6.2. Three-dimensional examples

We perform three examples with \( n = 3 \). In all of the three-dimensional examples we consider \( \alpha = 1.99 \).

Example 4. We let \( \Omega = (0, 1)^3 \), and consider a problem with homogeneous Dirichlet boundary conditions, whose exact solutions are not known. We set \( \lambda = 1, y_0 = -\sin(2\pi x) \sin(2\pi y) \sin(2\pi z)e^{xyz} \), and
\[ D = \{(0.25, 0.25, 0.25), (0.75, 0.75, 0.75)\} , \]

\[ \text{Figure 8. Example 5: The error} \quad \| (e_y, e_p, e_u) \|_\Omega \text{ and error estimator} \quad \mathcal{E}_{ocp}, \text{their contributions} \quad \| \nabla e_y \|_{L^2(\rho, \Omega)}, \quad \| e_p \|_{L^\infty(\Omega)}, \quad \| e_u \|_{R^1}, \quad \mathcal{E}_y \text{ and} \quad \mathcal{E}_p, \text{and the effectivity index} \quad \mathcal{E}_{ocp}/\| (e_y, e_p, e_u) \|_\Omega. \]
Figure 9. Example 6: The error estimator $\mathcal{E}_{\text{ocp}}$ and its contributions $\mathcal{E}_y$ and $\mathcal{E}_p$, as well as a cross section of the approximation to the optimal state $\bar{y}_T$ and the approximation to the optimal adjoint $\bar{p}_T$ obtained on the 33rd adaptively refined mesh.

and consider $a_z = -0.5$ and $b_z = 1$ for all $z \in D$. The results are shown in Figure 7. We observe that the estimator and its contributions are decreasing at the optimal rates.

**Example 5.** We let $\Omega = (0,1)^3$, $\lambda = 1$, and $D = \{(0.25,0.25,0.25), (0.75,0.75,0.75)\}$, and consider $a_z = 0$ and $b_z = 0.25$ for all $z \in D$. The exact optimal state is given by (6.2) with $\vartheta_{(0.25,0.25,0.25)} = 27/256$ and $\vartheta_{(0.75,0.75,0.75)} = 0.25$, and the exact optimal adjoint is

$$
\bar{p}(x_1, x_2, x_3) = -64x_1x_2x_3^2(1 - x_1)(1 - x_2)(1 - x_3).
$$

The results are shown in Figure 8. We observe that the error and the estimator, as well as their contributions, are decreasing at the optimal rates.
Example 6. We consider a problem with homogeneous Dirichlet boundary conditions on the $L$-shaped domain

$$\Omega = ((-\sqrt{2}, \sqrt{2}) \times (-\sqrt{2}, \sqrt{2}) \times (0, 1)) \setminus ([0, \sqrt{2}) \times [0, \sqrt{2}) \times (0, 1)),$$

whose exact solutions are not known. We set $y_d = 1$, $a = -1$, $b = 1$, $\lambda = 1$, and $D = \{(0.5, 0.5, 0.5)\}$. The results are shown in Figure 9 where we can observe that the estimator and its contributions are decreasing at the optimal rates.

6.3. Conclusion

In light of the presented numerical experiments we present the following conclusions.

- A larger value of $\alpha$ delivers the best results. An argument in support of this observation is that (5.3) involves the term $h_T^{-\alpha+\frac{2-n}{2}}|\tilde{u}_{\mathcal{F},z}|^2$ and, if $h_T < 1$, the larger the value of $\alpha$ then the smaller the value of $h_T^{\alpha+\frac{2-n}{2}}$.
- The dominating contribution to the proposed a posteriori error estimator is $\delta_{\mathcal{F}}^2(y_{\mathcal{F}}, \tilde{u}_{\mathcal{F}}; \mathcal{F})$.
- In spite of the very singular nature of the solution to the state equation, our proposed estimator is able to deliver optimal rates of convergence.
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