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We show that a master integrand basis exists for all planar, two-loop amplitudes in massless four-dimensional theories which is fully stratified by rigidity—with each integrand being either pure and strictly polylogarithmic or (pure and) strictly elliptic-polylogarithmic, with each of the later involving a single elliptic curve. Such integrands can be said to have definite rigidity.
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1 Introduction and Overview

The appearance of non-polylogarithmic contributions to scattering amplitudes beyond one loop has been the source of much interest and development in recent years (see e.g. [1–13]). In the case of massless four-dimensional theories, the simplest such example arises in the case of the elliptic double-box,

\[
\begin{array}{c}
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\end{array}
\]

(1.1)

which can be normalized (by a function of the external momenta) so that it is dual-conformally invariant [14–16] and is known to integrate to an elliptic-multiple-polylogarithm [7]. Here, we have used wedges to indicate massive external momenta flowing into the graph. (Massless momenta will be indicated by thin-stroke lines.) In dual-momentum coordinates appropriate for planar integrands, this is simply a contribution to the tree-level 6-point correlation function in massless \( \phi^4 \)-theory in position-space:

\[
\begin{array}{c}
\a_3 & b_1 \\
\ell_1 & \ell_2 \\
\a_2 \\
\a_1 & \b_3
\end{array} \iff \int d^4\ell_1 d^4\ell_2 \frac{1}{(\ell_1|a_1)(\ell_1|a_2)(\ell_1|a_3)(\ell_1|\ell_2)(\ell_2|b_1)(\ell_2|b_2)(\ell_2|b_3)}
\]

(1.2)

where \( d\ell_i^\mu := d\ell_i^\mu / (2\pi) \) and \((a|b) := (x_a - x_b)^2\) and we have identified \( \ell_i \) with \( x_{\ell_i} \) (with apologies for the slight abuse of notation).

Viewed as a two-loop integrand in momentum space, this integral (1.2) is needed for scattering amplitudes in massless \( \phi^4 \)-theory [7], integrable fishnet theories [17–19], maximally supersymmetric (\( \mathcal{N} = 4 \)) Yang-Mills theory (sYM) [11, 20–22], and therefore also pure Yang-Mills and the Standard Model. It is a necessary element of virtually any master integrand basis, and its non-polylogarithmicity (‘rigidity’ [9]) has been the source of much research in recent years (see e.g. [2, 24–27]).

By itself, an integrand such as (1.2) may appear somewhat unusual, but hardly problematic: upon normalizing it appropriately, it can be seen to satisfy canonical differential equations and therefore considered a convenient choice of basis element among master integrands.

However, consider the case of a ‘scalar’ pentabox integrand\(^1\) where all inflowing momenta are taken to be massive:

\[
\begin{array}{c}
\a_3 & b_1 \\
\ell_1 & \ell_2 \\
\a_2 \\
\a_1 & \b_3
\end{array} \iff d^4\ell_1 d^4\ell_2 \frac{1}{(\ell_1|a_1)(\ell_1|a_2)(\ell_1|a_3)(\ell_1|\ell_2)(\ell_2|b_1)(\ell_2|b_2)(\ell_2|b_3)}
\]

(1.3)

\(^1\)Here, the numerator ‘1’ may be viewed as the inverse propagator \( (\ell|X) \) involving the ‘point at infinity’ \( X \) in embedding space; this view will prove useful to us later.
This integrand does not need to be regulated in four dimensions, and may be considered a viable element of a basis of master integrands. Indeed, most software used to construct master integrand bases (see e.g. [28]) would seem to prefer it. However, not only is this integrand neither pure (as evidenced by the fact that its maximal co-dimension residues are distinct) nor dual-conformal, but worse: it would integrate to a mixture of polylogarithmic and elliptic-polylogarithmic pieces involving four distinct elliptic curves—those associated with its double-box contact terms arising from the collapse of any one of the external edges of the pentagon loop. An integrand which integrates to combinations of functions of different rigidity is said to have indefinite rigidity. Clearly, a basis of master integrands with definite rigidity would be preferential.

The unpleasantness of this integrand would be slightly remedied by adding some loop-dependent numerator to the integrand, by which it can be rendered at least dual-conformally invariant. There is a six-dimensional space of numerators of the form \((\ell_1|N)\)—four of which are naturally identified with its double-box contact terms. In all, we may express any such numerator as being in the space ‘\([\ell_1]\)’ defined by

\[
[\ell_1] := \text{span} \left\{ (\ell_1|N) \right\} \simeq \text{span} \left\{ (\ell_1|Q_1^1), (\ell_1|Q_2^1), (\ell_1|a_1), (\ell_1|a_2), (\ell_1|a_3), (\ell_1|a_4) \right\}
\]

where the two ‘top-level’ numerators (spanning the space orthogonal to that spanned by the contact terms) involve the two solutions to the cut equations \((Q_i^1|a_1) = (Q_i^1|a_2) = (Q_i^1|a_3) = (Q_i^1|a_4) = 0\). It is worth remarking that the loop-independent monomial ‘1’ \(\in [\ell_1]\); as such, the so-called ‘scalar’ pentabox in (1.3) can be viewed as a linear combination of the six master integrands involving numerators chosen from (1.4). (This fact is most obvious in embedding space where ‘1’ \(\leftrightarrow (\ell_1|X)\).)

In this new basis, four of the integrands—those directly associated with double-box contact-terms—are simply instances of (1.1), and may be viewed as adequate master integrands of definite rigidity; but what about the remaining two, ‘top-level’ integrands? These are little better than the original, scalar pentabox, as they can be normalized so that their polylogarithmic parts are pure (have coefficients independent of kinematics)—and such a normalization, incidentally, ensures that the integral is dual-conformally invariant; however, they involve both polylogarithmic and elliptic-polylogarithmic contributions involving all four distinct elliptic curves. (The best one can do is construct one linear combination of the two that vanishes upon integration.) It is not hard to see that no linear combination of top-level and contact-term numerators can generate a differential form which would be cohomologous to zero on each of the elliptic curves. We discuss this example in much more detail below, and show how increasing the space of numerators allows these problems to be solved.
In this work, we show that this problem can be fully remedied by considering a larger space master loop integrands—specifically, those with so-called ‘triangle’ power-counting (or worse) in four dimensions [29]. In this space, a basis of masters can be chosen for which every integrand is either pure and polylogarithmic or (pure and) elliptic-polylogarithmic—with each of the latter depending on a single elliptic curve. We may describe a basis of master integrands with this property as being stratified in rigidity—where ‘rigidity’ is defined as an integral’s degree of non-polylogarithmicity as defined in [9]. For planar integrands at two loops, the only degrees of rigidity that arise are 0 (polylogarithms) and 1 (elliptic).

As two-loop integrands with triangle power-counting in massless theories are known to span all those with maximal transcendental weight and the only ones involving non-polylogarithmic contributions, this suffices to demonstrate that the space of all planar integrands relevant for massless four-dimensional theories can be stratified by rigidity.

1.1 Organization and Outline

This work is organized as follows. In section 2, we review how master integrand bases can be defined and organized by their ‘power-counting’—a notion defined precisely in [29], but which matches a more naïve sense for planar integrands when expressed in dual-momentum coordinates; in section 2.2 we review the notion of pre-scriptivity for integrand bases (relative to choice of a spanning set of integration cycles) and its relation to integrand/integral purity and the definiteness of rigidity. In section 3 we describe our main results: in section 3.1 we review the appearance of rigid integrands at two loops, and discuss the role of prescriptivity for elliptic integrands in section 3.2; in section 3.3 we show that master integrand bases with triangle power-counting (or worse) in four dimensions can be constructed which are individually of definite rigidity; and in section 3.4 we show that such bases do not exist for integrands with box power-counting (or better). In section 4 we discuss other instances where integrands with indefinite rigidity have appeared in section 4.1, and the case of higher (than elliptic) rigidity in sections 4.2–4.3.

Many of the specific examples discussed in this work are described in terms of embedding space and momentum-twistors (when needed). For the sake of completeness, we have included a review of these ideas in appendix A. Specifically, we review the embedding-space formalism in appendix A.1, and the relationship between embedding space and momentum-twistor space in appendix A.2; several notational technicalities of the momentum-twistor formalism are reviewed in appendix A.3.

We give complete details for the stratification of rigidity for the box-triangle integrands in appendix B. These results have also been prepared as part of ancillary files for this work’s submission to the arXiv, the contents of which are summarized in appendix C. These ancillary files have been prepared in Mathematica and are fully self-contained—but make use of code developed as part of the works [21, 30–32].
2 Power-Counting Stratification of Master Integrand Bases

In this section we review the organization of master loop integrand bases according to their ‘power-counting’ as described in [29]. In the case of planar integrands at two loops, this notion of power-counting exactly matches a more naïve definition appropriate for loop integrands expressed in dual-momentum coordinates. In particular, a loop integrand is said to behave like a ‘scalar $p$-gon’ (at infinity)—that is, to have ‘$p$-gon power-counting’—if for each $\ell_i$,

$$\lim_{\ell_i \to \infty} \left[ I(\ell_1, \ell_2) \right] = \frac{1}{(\ell_i^2)^{n \geq p}} \left[ 1 + O(1/\ell_i^2) \right].$$

Notice that an integrand which vanishes faster at infinity than $p$ propagators is also said to have $p$-gon power-counting.

Even for planar integrands, however, this definition is more subtle than it may at first appear: it depends upon how the undetermined loop momenta are ‘routed’ through the Feynman graph—that is, how momentum conservation is solved at each vertex in the graph in order to write the integrand as a rational expression involving exactly $L$ specific loop momenta to be integrated. For example, consider the following integrand with a somewhat peculiar choice of loop momentum routing:

$$\ell_1 \leftrightarrow d^4 \ell_1 \; d^4 \ell_2 \frac{1}{(\ell_1 | a_1)(\ell_2 | a_1)(\ell_1 + \ell_2 | a_2)(\ell_1 + \ell_2 | a_3)(\ell_1 + \ell_2 | a_4)}.$$ (2.2)

There is nothing preventing us from using this choice for the undetermined loop momenta, and our conclusion (according to the definition of (2.1)) would be that the integrand (2.2) behaves like a scalar ‘box’ at infinity as each $\ell_i$ appears in exactly four propagators. Obviously, this conclusion would be misleading, as a simple change of integration variables would expose the obvious bubble in (2.2). Thus, any definition of ‘power-counting’ analogous to (2.1) must be used with some care.

To avoid the need for any reference to loop momentum routing in the notion of ‘power-counting’, the authors of [29] proposed an intrinsically graph-theoretic definition. In the case of planar integrands at two loops, this graph-theoretic notion matches the naïve definition (2.1) provided that loop momenta are expressed in dual-momentum coordinates defined the graph’s planar-dual and taking the external momenta to be defined by $p_a =: (x_{a+1} - x_a)$ with each $x_a$ labeling the external pairs of faces of the graph.

In these dual-momentum coordinates, we may construct sets of loop integrands by starting with some Feynman graph of scalar propagators and considering the vector space of loop-dependent polynomials in their numerators. Taking inverse-propagators as natural Lorentz-invariant factors to include in the numerators of loop...
integrands, we consider the space of numerators of the form\(^2\) \([-\ell_1]^a[-\ell_2]^b\) where

\[ [\ell_i]^k := \text{span}_{N_i \in \mathbb{R}^4} (\ell_i|N_1) \cdots (\ell_i|N_k) \, . \]  

(2.3)

We remind the reader that \((\ell_i|Q) := (\ell_i - Q)^2\), an inverse propagator involving a translate of the loop momentum \(\ell_i\); as such, \([\ell_i] \simeq [\ell_i+Q]\) for any constant \(Q \in \mathbb{R}^4\). As inverse propagators can be represented in embedding formalism by inner products in a \((d+2)\)-dimensional space, it is easy to see that \(\text{rank}([\ell_i]) = d+2\). Similarly, a \(k\)-fold product of inverse-propagators encodes a symmetric, traceless product of \((d+2)\)-dimensional representations of \(SO(d+2)\); as such, we can readily see that

\[ \text{rank}([-\ell_i]^k) = \binom{d+k}{d} + \binom{d+k-1}{d} \, . \]  

(2.4)

For our purposes, it is useful to note that in four dimensions, \(\text{rank}([\ell]) = 6\), \(\text{rank}([\ell]^2) = 20\), \(\text{rank}([\ell]^3) = 50\), and so-on. It is not hard to see that the product space \([-\ell_1]^a[-\ell_2]^b\) has a total rank given by the products of the two spaces’ ranks.

Graphically, we may denote a space of integrands in this way by defining\(^3\)

\[ \frac{\ell}{\ell} := \frac{[\ell]}{\ell^2} = \text{span} \left\{ 1, \frac{\ell \cdot e_1}{\ell^2}, \frac{\ell \cdot e_2}{\ell^2}, \frac{\ell \cdot e_3}{\ell^2}, \frac{\ell \cdot e_4}{\ell^2}, 1 \right\} \]  

(2.5)

where \(e_\mu\) form a basis for \(\mathbb{R}^4\). Thus, we may denote a space of a pentabox integrands (1.3) endowed with a loop-dependent numerator chosen from the space \(\ell_i\) by any of the following figures:

\[ \simeq \]  

(2.6)

where their equivalence follows from the fact that \([\ell_i] \simeq [\ell_i+Q]\) for any \(Q \in \mathbb{R}^4\).

Using such notation, we may easily discuss increasingly larger spaces of master integrands by endowing a scalar integrand with increasingly large vector-spaces of loop-dependent numerators. This is illustrated in Table 1, where we have indicated the integrand numerator spaces that would be defined as part of bases defined with box power-counting through ‘0-gon’ power-counting, denoted \(\mathcal{B}_4, \ldots, \mathcal{B}_0\) in [29], respectively. It is important to appreciate that these master integrand bases are strictly ordered by their spans, with \(\mathcal{B}_4 \subset \mathcal{B}_3 \subset \cdots \subset \mathcal{B}_0\).

\(^2\)More generally, we could consider numerators of the form \([-\ell_1]^a[-\ell_1-\ell_2]^b[\ell_2]^c\) or even linear combinations of such spaces of numerators; however, we will not require such numerators in this work.

\(^3\)Here, ‘1’ simply denotes a loop-independent monomial; obviously, it would necessarily carry some scaling dimension.
Table 1. Master integrand spaces for pentaboxes arranged by ‘power-counting’ as defined in [29]. For each, we indicate the total rank of the space of masters, and the decomposition of this space into top-level numerators and those spanned by ‘contact-terms’.

\[
\begin{align*}
\mathcal{B}_1 \cup & \subset \mathcal{B}_3 \cup \subset \mathcal{B}_2 \cup \subset \cdots \subset \mathcal{B}_0 \\
[\ell_1] & \subset \mathbb{R}^2 + 4 \quad 6 = 2 + 4 \\
[\ell_1]^2[\ell_2] & \subset \mathbb{R}^1 + 116 \quad 120 = 4 + 116 \\
[\ell_1]^3[\ell_2]^2 & \subset \mathbb{R}^1 + 996 \quad 1000 = 4 + 996 \\
[\ell_1]^4[\ell_1 - \ell_2][\ell_2]^3 & \subset \mathbb{R}^1 + 16466 \quad 16470 = 4 + 16466
\end{align*}
\]

2.1 Review of Master Integrand Bases at Two Loops in Four Dimensions

In four dimensions, there are two seed topologies that generate (together with all their contact terms) the full basis of integrands at two loops with triangle power-counting (or worse) as defined by [29]. These are the pentabox and kissing box topologies, with sets of loop-dependent numerators determined according to

\[
\mathcal{B}_3^{(4)} := \left\{ \begin{array}{c}
\mathcal{B}_3^{(4)}:
\end{array} \right\}.
\]

These spaces of master integrands have numerators given by \([\ell_1]^2[\ell_2]\) and \([\ell_1][\ell_2]\), as indicated graphically above, spanning total spaces of dimension 120 and 36, respectively (for four-dimensional loop momenta).

Each of these spaces can be divided into sub-spaces spanned by contact terms—those numerators directly proportional to some inverses of propagators directly appearing in the original Feynman integrand—and top-level numerators (defined as the complement of the space spanned by contact terms). For example, the 36-dimensional space of master integrands for the kissing boxes can be represented by

\[
n(\ell_1, \ell_2) \in [\ell_1][\ell_2] = \text{span} \left\{ (\ell_1|N_1^1)(\ell_2|N_2^2), (\ell_1|N_1^1)(\ell_2|b_j), (\ell_1|a_i)(\ell_2|N_2^2), (\ell_1|a_i)(\ell_2|b_j) \right\},
\]

where the \(N_j^i\)’s represent the complementary 2-dimensional space of numerators not spanned by contact terms for each box (and can be taken, for example, to be given by those analogous to the example in (1.4)). The contact terms span a 32-dimensional space of master integrands, with 16 of them representing the two ‘top-level’ integrands for each of the 8 kissing box-triangles subtopologies, and another 16(= 4 × 4) representing the kissing-triangle integrands with loop-independent numerators (one-dimensional master integrand spaces each).
Table 2. Master integrands defining the space of two-loop, planar integrands with triangle power-counting in four spacetime dimensions. For each topology, we indicate the corresponding vector space of loop-dependent numerators, the total rank of the space of these numerators, and the breakdown of these ranks into top-level and contact-terms.

The complete list of master integrand topologies and numerator spaces is given in Table 2. This Table illustrates how all the integrands are generated within the space of master integrands defining the pentabox and kissing boxes as in (2.7).

Although we speak of top-level and contact-term subspaces of master integrands, the particular choice of basis for master integrands may involve any linear combination of these subspaces. While the first step in constructing a master integrand basis involves identifying some choice for master integrand which span the space, the particular choice for a ‘good’ basis of master integrands often requires rotations (and rescalings) relative to whatever initial choice was made for the basis.

One particularly important mechanism to find good, particular sets of master integrands to serve as a basis is the requirement of prescriptivity, which results in a unique set of integrands cohomologically-dual to some choice of integration contours. Such integrands turn out to have many important and desirable features (such as purity). We review how this works—and its limitations—in the following section 2.2.
2.2 Review of Prescriptivity for Choosing Master Integrand Bases

2.2.1 Generalized and Prescriptive Unitarity

Generalized unitarity is usually described in terms of rational differential forms on the space of loop momenta—the space on which any Feynman diagram (or loop amplitude integrand) must be defined prior to loop integration. This description misses a key fact about Feynman loop integrands: that they are only defined as elements of cohomology classes on the space of internal loop momenta. That is, integrands which differ by total derivatives cannot be distinguished, and there is no meaningful sense in which a particular loop integrand is preferred. As such, any basis of master integrands must represent cohomologically-distinct differential forms on the space of loop momenta.

Given any sufficiently large basis $\mathcal{B}$ of master loop integrands, any loop amplitude integrand may be expressed as some linear combination of these basis integrands (with loop-momentum-independent coefficients) according to

$$\mathcal{A} = \sum_{I_i^0 \in \mathcal{B}} c_i I_i^0.$$

(2.9)

The principle of (generalized) unitarity states that coefficients $c_i$ appearing above may be determined by ‘[unitarity] cuts’. What this means in practice is that one may choose some (any) spanning set of maximal-dimensional, compact contours $\{\Omega_j\}$—the number of which equals the number of master integrands in the basis—each of which encloses the poles associated with least $(L+1)$ propagators (hence the name ‘unitarity cuts’)\(^4\) such that the period matrix $M_{i,j}^0$.

$$M_{i,j}^0 := \oint_{\Omega_j} I_i$$

(2.10)

will be of full rank. (The existence of such a period matrix in fact guarantees that the set of master integrands represent distinct cohomology classes.) The principle of generalized unitarity follows from the fact that when any scattering amplitude integrand is integrated over such a unitarity cut, its ‘periods’

$$\alpha_j := \oint_{\Omega_j} \mathcal{A}$$

(2.11)

are determined by lower-loop (and, ultimately (via recursion) on-shell tree-level) scattering data. As such, the periods $\alpha_j$ of amplitudes (2.11) correspond to particular on-shell functions (see e.g. [35]). Such on-shell functions are sometimes called ‘leading singularities’ (although historically this term was reserved for periods of

\(^4\)The fact that a spanning set of cycles always exists which cuts a sufficient number of propagators was recently made more rigorous in [33, 34].
amplitudes associated with strictly polylogarithmic contours of integration—those encircling, iteratively, simple poles).

To understand how the on-shell data encoded in the periods \( \mathbf{a} \), determines the loop-momentum-independent coefficients \( c_i \) in (2.9), one merely needs to consider the integration of both sides of (2.9) on each contour \( \{ \Omega_j \} \):

\[
(a_j := ) \oint_{\Omega_j} A = \oint_{\Omega_j} \left[ \sum_{I^0_i \in B} c_i I^0_i \right] = \sum_{I^0_i \in B} c_i \oint_{\Omega_j} I^0_i = \sum_{I^0_i \in B} c_i M^0_{ij} \Rightarrow c_i = \sum_j \left( M^0 \right)^{-1}_{ji} a_j .
\]

(2.12)

To be clear, this procedure has nothing to do with planarity or even the routing of loop momentum variables—as all internal degrees of freedom are fully integrated-out in (2.12). Moreover, this strategy works for any master integrand basis given any choice of a spanning set of contours. However, it should be clear that the linear algebra involved above would be simplified considerably if the master integrand basis were chosen so that its period matrix were simpler.

A prescriptive basis of master integrands \( \{ I_i \} \) is defined as the cohomological-dual to some choice of a spanning set of integration contours (viewed as elements of homology on the space defining the integrands). That is, relative to a particular choice of integration contours \( \{ \Omega_j \} \), an integrand basis \( \{ I_i \} \) is said to be prescriptive (relative to these contours) if it has a unit period matrix:

\[
\oint_{\Omega_j} I_i = \delta_{ij} .
\]

(2.13)

In such a basis, the coefficients \( c_i \) in the expansion of an amplitude integrand (2.9) are simply on-shell functions \( a_i : \A = \sum_i a_i I_i \).

To be clear, given any initial choice of master integrands \( \{ I^0_i \} \) and any choice of contours, a prescriptive basis may be constructed by simple linear algebra:

\[
I_i := \sum_j \left( M^0 \right)^{-1}_{ij} T^0_j,
\]

(2.14)

where \( M^0 \) is the period matrix for any initial choice of master integrands (2.10) relative to this choice of contours. And the prescriptive basis (relative to this choice of contours) will be unique.

Suppose that for each Feynman integrand topology of a basis, there could be found a spanning set of of contours for the top-level degrees of freedom for the graph such that each contour is defined (in part, at least) by enclosing every one of the Feynman propagators of that integrand—a so-called ‘maximal cut’ of the Feynman graph. Then any master integrand involving a strict subset of Feynman propagators (contact-terms) would necessarily vanish on the contours defining the top-level master integrands. Moreover, two graphs with different subsets of propagators would
automatically vanish on the contours defining each other’s numerators. This results in a ‘triangular’ period matrix for integrands divided into manifest top-level subspaces and spaces spanned by contact terms. This structure was illustrated with examples in [36], and we will encounter this below.

2.2.2 Prescriptivity of Integrands and Purity of Integrals

Besides simplifying the work involved in representing amplitudes, prescriptive integrand bases are valuable as they often have properties that simplify loop integration—which remains the hardest part of perturbation theory. This has been observed many times over recent years in the context of loop integrands which are entirely polylogarithmic (see e.g. [37–40]).

For the case of polylogarithmic Feynman integrals, an integrand basis is said to be pure if it is satisfies a particular system of nilpotent differential equations (see e.g. [41–43]). Specifically, the space of master integrands must be organized by (some notion of ‘transcendental’) weight, and have the property that any derivatives of integrands with weight $w$ may be spanned entirely by those of lower weight (with coefficients algebraic coefficients). The notion of polylogarithmic purity is simple enough to understand: $\log(f(z))$ would be pure for any algebraic function $f(z)$ because differentiating it with respect to $z$ would result in an algebraic function; in contrast, $g(z) \log(f(z))$ would not be pure because its derivatives would involve both algebraic and transcendental pieces. This example generalizes naturally to higher-weight, multiple-polylogarithms.

Thus, any Feynman integrand that integrates to a sum of polylogarithmic functions with constant coefficients (independent of the kinematics) would be called pure. The coefficients of any multiple-polylogarithm may be accessed by contour integrals which encircle each of its simple poles; as such, a Feynman integrand which is pure should have the property of having ‘unit leading singularities’ as defined in [37, 40]. More precisely, a Feynman integrand should be pure if all its periods are kinematic-independent constants—on any choice of maximum-dimensional, compact contour of integration.

To understand how prescriptivity and purity are connected, consider for example the space of pentabox integrands defined by

$$I(N) \Leftrightarrow \begin{array}{c}
\ell_1 \\
\ell_2 \\
d_1 \\
d_2
\end{array}
\begin{array}{c}
b_1 \\
b_2
\end{array}
\begin{array}{c}
a_1 \\
a_2 \\
a_3 \\
a_4
\end{array}.
$$

This integrand is first relevant to planar scattering amplitudes for 9 particles. It can be obtained from the general case of (1.3) by identifying $b_3 = a_1$, and taking the pairs of points $(a_1, a_2)$, $(a_2, a_3)$, and $(a_4, b_1)$ to be light-like separated. As before, we may describe an initial set of master integrands by their loop-dependent numerators chosen from $[\ell_1]$, which would be spanned by two ‘top-level’ numerators and four
Here, the precise form for the top-level numerators are not so important to us at the moment. However, it is interesting to note that the choice for these top-level integrands made by the authors of [21] would not be pure: upon loop integration, the ‘chiral’ numerators defined in [21] would result in an expression of the form:

\[
\left( \text{pure polylogarithms} \right) + f(\vec{p}) \times \left( \text{other pure polylogarithms} \right)
\]

(2.17)

where \( f(\vec{p}) \) is some algebraic function of the external kinematics. The existence of such a prefactor prevents this expression from being pure or satisfying canonical sets of differential equations. The second sum of polylogarithms appearing (2.17) turns out to be nothing other than precisely the result of integrating the (properly normalized) scalar double-box integral:

\[
\int_{\ell_i \in \mathbb{R}^4} \text{pure polylogarithms} \propto \left( \text{other pure polylogarithms} \right).
\]

(2.18)

Thus, it is obvious that adding the appropriate amount of this contact-term would render the integral (2.17) pure—and this would simplify the resulting expression for the integral. Adding such a contact term would correspond to a particular but simple ‘rotation’ in the space of initial master integrand numerators in (2.16). Without having the integrated expression on hand, it is natural to wonder how the initial integrand’s impurity could have been detected, and how the rotated basis could have been found?

The impurity of the initial Feynman integrand can easily be detected by the fact that some of its period integrals were kinematic-dependent. Let us see how this can be identified and cured by following the notion of prescriptivity.

For the six-dimensional space of master integrands defined in (2.16) for the pentabox (2.15), consider the following (spanning set) of six, eight-dimensional compact contour integrals:

\[
\{\Omega_1, \ldots, \Omega_6\} := \left\{ \begin{array}{c}
\ell_1^{*} b_1 \quad \ell_2 \quad a_1 \quad a_2 \quad a_3 \quad b_2 \\
\ell_1^{*} b_1 \quad \ell_2 \quad a_1 \quad a_2 \quad a_3 \quad b_2 \\
\ell_1^{*} b_1 \quad \ell_2^{*} b_2 \\
\ell_1^{*} b_1 \quad \ell_2^{*} b_2 \\
\ell_1^{*} b_1 \quad \ell_2^{*} b_2 \\
\ell_1^{*} b_1 \quad \ell_2^{*} b_2
\end{array} \right\}.
\]

(2.19)
These pictures represent contours for integration as follows. For each contour, all its propagators should be cut (a contour encircling each of its poles); which particular solution to be taken is indicated by the color of each three-point vertex, with blue (white) indicating that the $\tilde{\lambda}$’s ($\lambda$’s) of the momenta at the vertex should be taken as proportional; a three-point vertex enclosed in a circle indicates a collinear pole (the intersection of the two solutions to the cut equations), and a dashed line indicates a momentum taken to be soft. Notice that the contours $\{\Omega_3, \Omega_5, \Omega_6\}$ directly correspond to regions of loop momenta responsible for infrared divergences.

Consider the initial choice of master integrands’ numerators to be given by (2.16) with $|N^0_i| := \left|Q^i_\alpha\right|$ where $Q^i_\alpha$ denotes one of the two solutions to the cut equations involving propagators $(\ell_1|a_i) = 0$, so that these numerators will each vanish on one of the two contours which involve cutting all four propagators $(\ell_1|a_i)$. This are (not-yet-normalized) ‘chiral’ numerators for the pentabox.

If we compute the period matrix for these master integrands using the contours in (2.19), it will take the form:

$$\begin{pmatrix}
0 & f^0_1(\vec{p}) & g^2_1(\vec{p}) & g^3_1(\vec{p}) & g^4_1(\vec{p}) \\
0 & f^0_2(\vec{p}) & g^2_2(\vec{p}) & g^3_2(\vec{p}) & g^4_2(\vec{p}) \\
0 & 0 & h_1(\vec{p}) & 0 & 0 \\
0 & 0 & 0 & h_2(\vec{p}) & 0 \\
0 & 0 & 0 & 0 & h_3(\vec{p}) \\
0 & 0 & 0 & 0 & 0 & h_4(\vec{p})
\end{pmatrix} =: M^0. \quad (2.20)$$

Notice that each of the double-box integrands only have support on the corresponding double-box contours: they vanish (trivially) on the pentabox contours, as they each lack one of the requisite propagators, and they vanish on the other double-box contours for the same reason.

To construct a prescriptive basis from this initial basis, we need only diagonalize the period matrix (2.20). Considering its form, it is not hard to see that a prescriptive basis would correspond to the numerators chosen to be:

$$(\ell_1|N^0_i) \mapsto (\ell_1|N_i):= \frac{1}{\tilde{f}^0_1(\vec{p})} \left( (\ell_1|N^0_i) - \sum_{j=1}^{4} \frac{g^j_1(\vec{p})}{h_j(\vec{p})}(\ell_1|a_j) \right); \quad (2.21)$$

$$(\ell_1|a_j) \mapsto (\ell_1|a_j)/h_j(\vec{p}).$$

Notice that prescriptivity provides a precise rule for adding contact-terms to some choice of initial top-level integrands. The new basis of master integrands with numerators given in (2.21) have several interesting features. For one thing, the regions of loop momenta responsible for infrared divergences are fully removed from the
new top-level master integrands.\(^5\) For another, each of the masters associated with
double-box contact-terms would be properly normalized to be pure polylogarithms.
Finally, by vanishing on the cut \(\Omega_3\) associated with the contact-term (2.18) the new
top-level integrands involving numerators \((\ell_1 | N_i)\) will be pure.

Although the example above illustrates how a rotation of some initial choice
of master integrands prescriptive often results in individually pure integrands, we
should be clear that prescriptivity alone does not ensure integrand purity. This is
fairly obvious and trivial: a simple counter example would be a master integrand basis
consisting of a single Feynman integrand; prescriptivity would only ensure the inte-
grand’s normalization on a single contour of integration, but this would be far from
guaranteeing that its many other contour integrals are kinematically independent
(for one thing, any impurity associated with a contact-term would go undetected).

More interesting exceptions arise when integrands involve both polylogarithmic
contours enclosing simple poles and elliptic (or more rigid) substructures. As we will
show in the following section 3, although prescriptivity may always be used to define
a particular choice of master integrands, it will not necessarily result in integrands
which have definite rigidity. Indeed, in the case of pentabox integrands with box
power-counting (those which can be rendered dual conformally invariant), there does
not exist any choice of masters with definite rigidity and hence, no integrand basis
which is pure.

The unavoidable appearance of elliptic contributions to dual conformal pentabox
integrals turns out to explain why the authors of [21] overlooked the obviously supe-
rior choice of top-level integrand numerators for the pentabox (2.15): they decided
to treat all finite double-box integrands on equal footing, ignoring any distinction be-
tween those which were elliptic from those which were polylogarithmic (in the interest
of uniformity and concision), and thereby overlooking an important and obvious im-
provement available for those such as (2.15) which would have been polylogarithmic.

To understand prescriptivity in the case of elliptic integrals, we first must better
understand how they appear and the space of contour integrals which may be used
to construct period matrices involving them.

---

\(^5\)In fact, the initial choice of top-level integrands would have been infrared finite: by vanishing
on one or the other solution to each three-particle cut, they will trivially vanish in the collinear
(or soft) limits responsible for IR divergences. As such, the actual period matrix would have had
\(g_j^i(\bar{p}) = 0\) for all \(j \neq 2\). But this does not affect our argument, which is simpler in general.
3 Stratifications in Rigidity: Polylogarithmicity and Purity

3.1 Appearance of Non-Polylogarithmic Contributions at Two Loops

For the purposes of most of the following, the use of the language of momentum twistors and embedding space is—perhaps unfortunately—unavoidable. For those readers with limited (or no) familiarity with this material, we have supplied a short review of the necessary background in appendix A.

For planar theories at two loops involving massless propagators, there is essentially a unique source of non-vanishing rigidity in Feynman integrals: ellipticity associated with double-boxes of the form (1.1), [7, 20]. The elliptic geometry can be seen from the fact that the maximal cut (the contour integral which encloses the vanishing of each of its seven propagators)\(^6\) of double-box, denoted \(\Omega[a; b]\), is given by

\[
\oint_{\Omega[a; b]} \begin{bmatrix} a_2 \atop \ell_1 \atop \ell_2 \atop b_2 \atop b_1 \atop a_3 \atop \ell_1 \atop \ell_2 \atop b_2 \atop b_1 \atop a_3 \end{bmatrix} \alpha \propto \frac{\alpha}{y(\alpha)},
\]

where \(\alpha\) represents whatever integration variable remains from the original differential from \(d^4\ell_1 d^4\ell_2\) given in (1.2) and \(y^2(\alpha) = Q(\alpha)\) is a quartic polynomial. Such an integral is known to be associated with an elliptic curve. This curve becomes degenerate if any pair of the \(a_i\)'s or of the \(b_i\)'s become light-like separated, or if any \(a_i\) is equal to any \(b_j\).\(^7\) Either degeneration results in a pair of roots of the quartic colliding, allowing us to define \(y(\alpha) = (\alpha - q) \sqrt{q(\alpha)}\) with \(q(\alpha)\) some quadratic; this allows for an additional polylogarithmic contour integral to be taken (around \(\alpha = q\)) and the result of integration is indeed found to be polylogarithmic [44].

Thus, the following Feynman integrals would be elliptic multiple polylogarithms (have rigidity 1):

\[
\text{elliptic: } \left\{ \begin{array}{c}
\end{array} \right\}; \quad (3.2)
\]

while any of the following would be strictly polylogarithmic (have rigidity 0):

\[
\text{non-elliptic: } \left\{ \begin{array}{c}
\end{array} \right\}. \quad (3.3)
\]

\(^6\)To be clear, there are two solutions to the seven-cut equations; we define our contour as the odd combination of these.

\(^7\)In the former case, the integral will diverge in four dimensions; in the latter, it is finite—its integral over the Feynman contour is known and given by a weight-four polylogarithm [44].
But these are not the only integrands we must consider, as is obvious in the embedding space formalism. In embedding space, all integrands are represented box power-counting in each loop momentum (achieved by adding appropriate powers of \((\ell_i | X) \approx 1\) to the denominator as necessary); thus, any integrand with worse-than-box power-counting (with fewer than four propagators) will have additional ‘poles at infinity’—which are rendered manifest in embedding space. Thus, we can easily see that in addition to the double-boxes (3.2) shown above, generic ‘box-triangle’ integrals would also be elliptic:

\[
\begin{array}{c}
\begin{array}{c}
 a_3 \\
 d_1 \\
 b_2 \\
 a_2
\end{array}
\end{array} \Rightarrow \begin{array}{c}
\begin{array}{c}
 a_3 \\
 a_2 \\
 b_1 \\
 b_2
\end{array}
\end{array} \quad \overset{\approx}{\sim} \quad \begin{array}{c}
\begin{array}{c}
 a_3 \\
 a_2 \\
 b_1 \\
 b_2
\end{array}
\end{array}, \quad (3.4)
\]

while any ‘double-triangle’ integral would be polylogarithmic,

\[
\begin{array}{c}
\begin{array}{c}
 a_3 \\
 b_1 \\
 a_1 \\
 b_2
\end{array}
\end{array} \Rightarrow \begin{array}{c}
\begin{array}{c}
 a_3 \\
 a_2 \\
 b_1 \\
 b_2
\end{array}
\end{array} \quad \overset{\approx}{\sim} \quad \begin{array}{c}
\begin{array}{c}
 a_3 \\
 a_2 \\
 b_1 \\
 b_2
\end{array}
\end{array}, \quad (3.5)
\]

being equivalent to the middle example of (3.3). Indeed, these examples illustrate that the box-triangle and double-boxes are nothing but special cases of double-box integrals where one or more of the external dual-momentum coordinates involved has been replaced by the point at infinity \(X\).

### 3.2 Prescriptivity and Ellipticity: Contour Integrals and Periods

The construction of integrand bases can be alternatively viewed as building bases of differential forms in which the amplitude integrand is expanded. In this language, the differential forms will be spanned by an underlying cohomology group, which is heavily dependent on specific features of the amplitude, such as loop-level and multiplicity. In this language, prescriptive unitarity amounts to constructing a diagonal homology basis dual to the basis of cohomology. This is very similar (but not identical) to the recent discussions of dual Feynman integrals in recent research (see e.g. [33, 34, 45–50]).

In the absence of more complicated differential forms (such as elliptic ones), this problem is morally identical to the following rudimentary example in one dimension. Any meromorphic function \(f(z)\) on \(\mathbb{P}^1\) with simple poles at locations \(\{z_1, \ldots, z_n, z_\infty\}\) (where ‘\(z_\infty\)’ can represent any other location on \(\mathbb{P}^1\) supporting a simple pole) may be expressed up to some holomorphic function \(\tilde{f}(z)\) according to

\[
f(z) =: \tilde{f}(z) + \sum_i \frac{a_i}{z - z_i} \quad \text{where} \quad a_i = -i \oint_{|z - z_i| = \epsilon} dz \ f(z)
\]

\[
(3.6)
\]
with the coefficients \( a_i \) determined as simple period integrals—namely, residues. In this elementary example, the cohomology group is \( n \)-dimensional and spanned by the differential forms

\[
|i| := \frac{1}{z - z_i} dz = d \log(z - z_i).
\]

(3.7)

(The holomorphic part \( \tilde{f}(z) \) of \( f(z) \) is cohomologically trivial, being a total derivative.) This space of differential forms is dual to the homology group of the \((n+1)\)-punctured Riemann sphere—the space on which \( f(z) \) is holomorphic. This homology group is spanned by the one-(real-)dimensional algebraic varieties \( \Omega_j := \{ z \mid |z - z_j| = \epsilon \} =: \langle j \rangle \) which encircle each of the punctures \( z_i \) (including \( z_\infty \)). The connection between this cohomology (the differential forms) and homology (the contours) is defined via the period matrix as seen in (2.10) above:

\[
M_{ij} := \langle j|i \rangle := \oint_{\Omega_j} \frac{dz}{z - z_i} = i \delta_{ij}.
\]

(3.8)

(For some readers, this notation may be reminiscent of the dual Feynman diagram picture developed in [33, 34], where integrand coefficients are fixed by contracting with integrand duals furnished by the twisted cohomology. We emphasize that this is not what we are doing here—although there are qualitative similarities which may be interesting to explore.)

We call a contour integral such as \( \Omega_j \) above a ‘polylogarithmic’ one, as it is dual to a differential form \( d \log(z - z_i) \). Feynman integrands which integrate to polylogarithmic integrals are spanned by wedge-products of such forms, and are dual to homologies which are constructed as intersections of such contours. Such integrands can always be expressed in a basis of ‘\( d \log \)’ differential forms—the coefficients of which can be matched by computing the period matrix and solving for coefficients as done for the matching of amplitudes in (2.12).

The novelty of interest to us here is the case for Feynman integrands for which polylogarithmic differential forms (and contours) do not suffice. The simplest example of a non-polylogarithmic situation arises for the double-box integrand (1.1) which takes the form

\[
\oint_{\Omega[a;b]} \left[ \begin{array}{ccc}
\cdot & a_3 & b_1 \\
\ell_1 & \ell_2 & \cdot \\
\cdot & b_3 & \cdot
\end{array} \right] = -i \frac{d \alpha}{y(\alpha)}
\]

(3.9)

where \( \Omega[a;b] \) denotes the odd combination of the two seven-dimensional contours which encircle each of the seven Feynman propagators, \( d \alpha \) represents whatever part of \( d^4 \ell_1 d^4 \ell_2 \) remains after integration and \( y^2(\alpha) =: Q(\alpha) \) is an irreducible quartic polynomial in \( \alpha \). Importantly, \( d \alpha / y(\alpha) \) is not a \( d \log \) differential form; nevertheless, as
always, meromorphic (or algebraic) differential forms are \textit{holomorphic} on the space of the complement of their divisors, and the space $\mathbb{P}^1 \setminus \{ y(\alpha) = 0 \}$ describes the geometry of an elliptic curve, which we denote $\mathcal{E}$.

Importantly, unlike a polylogarithmic contour encircling a simple pole, an elliptic curve (a Riemann surface of genus 1) admits a \textit{two-dimensional} space of contours of integration, a basis for which can be given by the non-contractable $a$- and $b$-cycles ‘around’ the elliptic curve as viewed as a torus. (In terms of the quartic $Q(\alpha) = y^2(\alpha)$, these can be described as contours which enclose paths around branch-cuts connecting pairs of the roots of the quartic; but this level of detail is not necessary for us at present.) This homology has a dual cohomology which is also two-dimensional, and may be spanned by the differential forms

$$d\alpha \frac{1}{y(\alpha)}$$

and

$$d\alpha \frac{\alpha}{y(\alpha)}.$$  \hspace{1cm} (3.10)

Of these, the latter represents a differential form with a simple pole at infinity, and would be cohomologous to $d\alpha \frac{y(q)/(\alpha-q)}{y(\alpha)}$ for any point $q$ (not coincident with one of the roots of the quartic). Many of the Feynman integrands of interest to us here involve differential forms of the second type in (3.10), with additional simple poles arising from the existence of further, as-yet-uncut propagators in the original master integrand.

Suppose that we have the case of some Feynman integrand whose additional propagator becomes quadratic on some double-box seven-dimensional contour:

$$\oint_{\Omega[a,b]} I = \int_{\Omega[a,b]} d\alpha \frac{n(\alpha)}{(\alpha-q_+)(\alpha-q_-)y(\alpha)}. $$  \hspace{1cm} (3.11)

The geometry on which we must discuss the homology of potential contours is now a doubly-punctured elliptic curve. This space would have a three-dimensional homology, with a dual cohomology spanned by the differential forms

$$\left\{ d\alpha \frac{1}{y(\alpha)}, d\alpha \frac{y(q_+)}{(\alpha-q_+)y(\alpha)}, d\alpha \frac{y(q_-)}{(\alpha-q_-)y(\alpha)} \right\}.$$  \hspace{1cm} (3.12)

The first is clearly elliptic, while the latter two would appear to have mixed rigidity—having support on both elliptic as well as polylogarithmic contours. We claim that one linear combination of these three differential forms is actually polylogarithmic, while two can be said to be elliptic (with definite rigidity).

To see this, suppose that we were to construct the period matrix for these forms using the $a$-cycle, $b$-cycle, and either of the two polylogarithmic contours. Diagonalizing the forms against these contours would result in two forms which integrate to 1 on the $a$-cycle or $b$-cycle separately and zero on the polylogarithmic contour, while the dual of the polylogarithmic contour would integrate to zero on both the $a$- and
b-cycles of the elliptic curve. When the integral of a differential form vanishes on both cycles of an elliptic curve, it must therefore be a total derivative on the curve (co-homologically zero). Thus, we’d claim that it must be purely polylogarithmic—have definite rigidity zero.

We’ll see that the example discussed above is in fact exactly what arises in the case of Feynman integrands of interest.

### 3.3 Definite Rigidity for Master Integrands with Triangle Power-Counting

In this section we describe our main result: that a master integrand basis exists for planar, two loop integrands involving massless propagators that can be fully stratified according to rigidity; in particular, this is achievable for the space of integrands with so-called triangle power-counting—and therefore also for any basis with worse ultraviolet behavior.

The main technical step is the demonstration that the space of master integrands for box-triangles can be organized into masters of definite rigidity. Being the simplest case to consider, and one which recurs in all further examples, we have described this example in complete detail in appendix B and also in the ancillary files for this work.

#### 3.3.1 Diagonalizing Rigidity for Box-Triangle Integrands

The box-triangle is the arguably simplest planar integrand at two loops that supports elliptic leading singularities. With a loop-independent numerator, it is easy to see that the box-triangle integrates to an elliptic polylogarithm, being simply a case of the scalar double box, but involving a point at infinity (see eqn. (3.4)):

\[
\begin{array}{c}
\includegraphics{box_triangle}\Rightarrow \includegraphics{elliptic_polylog} \approx \includegraphics{box_triangle_elliptic}
\end{array}
\]

(3.3)

Providing this topology with triangle power-counting numerators, however, requires that we include an additional propagator \((\ell_1|X)\) (supporting poles at infinite loop momentum) on the box \((\ell_1)\) side as well, rendering the integrands effectively pentaboxes

\[
\begin{array}{c}
\includegraphics{pentabox}\Rightarrow \includegraphics{pentabox_elliptic} \approx \includegraphics{pentabox_elliptic_X}
\end{array}
\]

(3.4)

corresponding to the six-dimensional space of master integrands of the form

\[
\mathcal{X}_1^0 := d^4\ell_1 d^4\ell_2 \frac{(\ell_1|N_0^0)}{(\ell_1|X)(\ell_1|a_1)(\ell_1|a_2)(\ell_1|a_3)(\ell_1|\ell_2)(\ell_2|b_1)(\ell_2|b_2)(\ell_2|X)},
\]

(3.5)

with \((\ell_1|N_0^0) \in [\ell_1]\) chosen from some initial basis. For an arbitrary element in this space of masters with some numerator \((\ell_1|N)\), it is easy to see that the integral
will support both elliptic and polylogarithmic contours—therefore representing an integrand with indefinite rigidity. The polylogarithmic contours are identifiable as maximal cuts of the pentabox and the leading singularities of the double-triangle contact terms, while the (mixed, polylogarithmic and) elliptic contours correspond to the a- and b-cycles of the elliptic heptacut \( \Omega[\vec{a}; (b_1, b_2, X)] \).

By choosing an initial basis of for the master integrands’ numerators of the form

\[
n(\ell_1) \in [\ell_1] = \text{span}\left\{ (\ell_1|X), (\ell_1|N_0^0), (\ell_1|N_3^0) \right\}
\]

\[
=: \text{span}\left\{ (\ell_1|N_i^0) \right\} \oplus \text{span}\left\{ (\ell_1|N_i^0) \right\}
\]

(3.16)

it is easy to see that the contact terms will represent integrands of definite, polylogarithmic rigidity, and the top-level integrand \( I_0^0 \) with numerator \((\ell_1|X)\)—corresponding to the scalar box-triangle integrand—will have definite rigidity 1 corresponding to an elliptic polylogarithm. However, the remaining two, top-level master integrands will still have indefinite rigidity, as these integrands take the form

\[
\oint_{\Omega[\vec{a}; (b_1, b_2, X)]} I_0^i = -i \alpha \frac{(\ell_1(\alpha)|N_i^0)}{(\ell_1(\alpha)|X)y(\alpha)}
\]

(3.17)

on the (odd combination of the) elliptic-containing heptacut \( \Omega[\vec{a}; (b_1, b_2, X)] \). Because of the as-yet-uncut propagator \((\ell_1|X)\) supports additional poles, it is easy to see that these three differential forms can be expanded exactly into the basis described in (3.12)

Consider the basis for homology consisting of the contours \{\(\Omega_a, \Omega_b, \Omega_{\text{poly}}\)\} where \(\Omega_{\text{poly}}\) corresponds to some choice of polylogarithmic contour encircling the final pole \((\ell_1|X) = 0\); for this set of integration contours, we may compute the period matrix for the basis according to

\[
M_{i,a} := \oint_{\Omega[\vec{a}; (b_1, b_2, X)]} I_0^i, \quad M_{i,b} := \oint_{\Omega[\vec{b}; (b_1, b_2, X)]} I_0^i, \quad M_{i,\text{poly}} := \oint_{\Omega[\vec{a}; (b_1, b_2, X)]} I_0^i.
\]

(3.18)

We have constructed this period matrix explicitly, and checked that it is of full rank. For details, please consult appendix B.1. By diagonalizing this period matrix according to

\[
|N_i^0) \mapsto |N_i) := M_{i,j}^{-1}|N_i^0),
\]

(3.19)

we find prescriptive master integrands. Notice that this new, prescriptive integrand basis has the property that \( I_{1,2} \) have support exclusively on the a- or b-cycles of the elliptic curve, respectively, and vanish on the polylogarithmic contour of integration—leading us to conclude that these integrands have definite rigidity of 1. On the other hand, \( I_3 \) has been constructed to vanish on both the a- and b-cycle of the elliptic curve
but integrates to 1 on the choice of polylogarithmic contour; as such $\mathcal{I}_3$ must be cohomologically trivial on the elliptic curve—a total derivative—and we may conclude that $\mathcal{I}_3$ has definite rigidity 0.

One interesting aspect of this construction is that although it is still true that the diagonalized master integrands numerators are elements of $[\ell_1]$, they require coefficients that are not merely algebraic functions of the external kinematics—but rather the ratios of complete elliptic integrals (and polylogarithmic periods) as appearing in the inverse of the period matrix $M^{-1}$.

Although we have shown that there exists a master integrand basis for the box-triangle involving two elliptic polylogarithms of definite rigidity and four purely polylogarithmic integrals (one top-level, and three contact-terms), we have not yet been able to integrate $\mathcal{I}_3$ or determine its symbol alphabet. Being an intensely interesting open problem, we have provided complete details on the initial basis of master integrands and the diagonalized, prescriptive ones as linear combinations involving $M^{-1}$ both in appendix B and in the ancillary files for this work.

3.3.2 Diagonalizing Rigidity for Double-Box Integrands

In the space of master integrands with triangle power-counting, we also must consider the case of double-box integrands. By endowing these integrand topologies with triangle power-counting numerators $n(\ell_1, \ell_2) \in [\ell_1][\ell_2]$, these master integrands take the form of double-pentagons in embedding space according to

$$ I_{ij} := \frac{\ell_1 N_i \ell_2 | N_j}{(\ell_1 | X)(\ell_1 | a_1)(\ell_1 | a_2)(\ell_1 | a_3)(\ell_1 | b_1)(\ell_1 | b_2)(\ell_1 | b_3)(\ell_2 | X)}. \quad (3.21) $$

Specifically, we consider the space of integrands of the form

$$ \mathcal{I}_{ij} := d^4 \ell_1 d^4 \ell_2 \frac{(\ell_1 | N_i)(\ell_2 | N_j)}{(\ell_1 | X)(\ell_1 | a_1)(\ell_1 | a_2)(\ell_1 | a_3)(\ell_1 | b_1)(\ell_1 | b_2)(\ell_1 | b_3)(\ell_2 | X)}. \quad (3.21) $$

Notice that the ‘scalar’ double-box would correspond to the integrand with particular numerator $(\ell_1 | X)(\ell_2 | X)$—which could be chosen as a master integrand basis element, or expressed as a linear combination of some other set of master integrands.

Interestingly, while the scalar double-box integrand itself would have definite rigidity 1, a generic loop-dependent numerator $(\ell_1 | N_i)(\ell_2 | N_j)$ would actually lead to an integral which depended upon seven different elliptic curves(!): the one involving the external propagators $\Omega[\vec{a}; \vec{b}]$, but also those associated with the six box-triangle contact terms: $\Omega[\vec{a}; (b_i, b_j, X)]$ and $\Omega[(a_i, a_j, X); \vec{b}]$—elliptic curves involving the point at infinity $X$.

Of course, we know that the 36-dimensional space of master integrands can be mostly spanned by contact terms—specifically, breaking down according to
\[
\text{rank}_{d=4}(\ell_1|\ell_2) = 36 = 8(\text{top-level integrands}) + 3 \times (6 \text{ box-triangles}) \\
+ 1 \times (9 \text{ double-triangles}) + 1 \times (1 \text{ kissing-triangle}) .
\]

In representing the space of master integrands in this way and using our work above in section 3.3.1, we see that each box-triangle contact-term subspace may be represented by a single polylogarithmic integrand and two integrands of definite elliptic rigidity; moreover, prescriptivity of the total space will ensure that each of the 8 top-level master integrands will vanish on the a- and b-cycles of each elliptic curve associated with the contact terms. Therefore, the 28-dimensional space of contact-term master integrands will include \(6 \times 2 = 12\) integrals with definite, elliptic rigidity (associated with each box-triangle contact-term) and \(6 \times 1 + 9 = 16\) pure and strictly polylogarithmic master integrands. The 8 top-level master integrands can be ensured to vanish on all the contours used for the prescriptivity of the contact-terms.

Viewing the double-box with triangle power-counting as a double-pentagon in embedding space suggests that the 8 top-level numerators may be chosen from

\[
\left\{(\ell_1|X)(\ell_2|X), (\ell_1|X)(\ell_2|Q^i_{b_1,b_2,b_3,X}), (\ell_1|Q^i_{a_1,a_2,a_3,X})(\ell_2|X), (\ell_1|Q^i_{a_1,a_2,a_3,X})(\ell_2|Q^j_{b_1,b_2,b_3,X}) \right\},
\]

where the last set of set of \(2 \times 2\) numerators spans a space that includes the numerator \((\ell_1|\ell_2)\) —

\[
(\ell_1|\ell_2) \propto \sum_{i,j=1}^{2} (\ell_1|Q^i_{a_1,a_2,a_3,X})(\ell_2|Q^j_{b_1,b_2,b_3,X})
\]

— which represents the kissing-triangle contact-term, and so should be excluded from this space of top-level numerators.

Although the master integrand with numerator \((\ell_1|X)(\ell_2|X)\) corresponds to a scalar double-box which has definite elliptic rigidity, all seven of the other top-level master integrands would generically have support on both elliptic and polylogarithmic contours.

The solution is obvious: we may construct a basis of masters to be prescriptive with respect to the a- and b-cycles of the elliptic curve, and any choice of 6 polylogarithmic contours; by diagonalizing the basis with respect to these contours we will ensure that exactly two master integrands are elliptic, with the six integrands dual to the polylogarithmic cycles will be purely polylogarithmic. We have checked that such a choice of contours exists that gives rise to a full-rank period matrix.

Thus, the 36-dimensional space of master integrands associated with the double-box given triangle power-counting can be organized into 14 pure elliptic polylogarithmic integrands (2 for each elliptic curve) and 22 pure polylogarithmic integrands.
3.3.3 Diagonalizing Rigidity for Pentabox Integrands

The last case of two-loop master integrands which seem to give rise to integrands with indefinite rigidity are the pentaboxes, which when viewed in embedding space,

\[
\begin{array}{c}
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\ell_2 \otimes \ell_3
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\]

\[
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\]

\[
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\]

\[
I^{(i,j)}_{(a_1,a_2,a_3)} := \int \frac{d^4 \ell_1 \, d^4 \ell_2}{(\ell_1 | \ell_2) (\ell_1 | X) (\ell_1 | a_1) (\ell_1 | a_2) (\ell_1 | a_3) (\ell_1 | b_1) (\ell_1 | b_2) (\ell_1 | b_3) (\ell_2 | \ell_2 | X)}
\]

(3.25)

This space has \( \text{rank}([\ell_1^2 | \ell_2]) = 120 \)-dimensional. For a generic numerator, this integrand will integrate to an impure function of indefinite rigidity and depend on elliptic polylogarithms of \( 22(!) \) distinct elliptic curves. Notice that this number of elliptic curves is substantially larger than the case of the pentabox with box power-counting discussed in the introduction (1.3) which only involved the four elliptic curves associated with the double-box contact terms; for triangle power-counting, the integrand now supports and additional \( 6+12 \) elliptic curves corresponding to box-triangle contact-terms.

Naturally, of course, the \( 120 \)-dimensional space of master integrands can be represented in terms of a \( 116 \)-dimensional subspace spanned by contact-terms and \( 4 \) top-level master integrands. For each of the \( 22 \) elliptic curves (all associated with contact terms), we choose both \( a- \) and \( b- \) cycles as defining contours of the prescriptive basis; for this choice, any non-vanishing support an initial choice of top-level master integrands may have had on these elliptic contours would be removed directly by the prescriptivity requirement; to illustrate this subtraction once more, consider the case where an initial choice had support on the \( a \)-cycle of the elliptic curve \( \Omega \{ (a_1, a_2, a_3); (b_1, b_2, X) \} \); then we would manifestly remove this support by rotating the basis (as required by prescriptivity) according to the subtraction

\[
\mathcal{I}^0_{(i,j),k} \rightarrow \mathcal{I}^0_{(i,j),k} := \mathcal{I}^0_{(i,j),k} - \int_{\Omega \{ (a_1, a_2, a_3); (b_1, b_2, X) \}} (\ell_1 | a_4) (\ell_1 | X) (\ell_2 | b_3) \mathcal{I}^0_{(i,j),k}.
\]

(3.26)

Thus, using prescriptivity, we can uniquely ensure that each top-level master integrand vanishes on all the contours used to define the contact terms; because all elliptic contours are associated with contact-terms, we can ensure that each of the \( 4 \) top-level master integrands vanish on each of the \( 22 \) elliptic curves present in the general case. The \( 4 \) top-level master integrands can be made dual to the four solutions to the maximal cut equations of the pentabox, which would then be purely polylogarithmic.
In summary, the 120-dimensional space of master integrands for a pentabox with triangle power-counting can be fully stratified into 44 pure elliptic integrals of definite rigidity (depending on a single elliptic curve each), and 76 pure polylogarithmic integrals.

3.4 General, Indefinite Rigidity of Dual-Conformal Master Integrands

Let us now revisit the general obstruction to obtaining integrands with definite rigidity in the case of a basis with box power-counting. (Any such basis can be rendered term-wise dual-conformally invariant (DCI) by appropriate normalization, and so we often speak of this space of integrands as ‘DCI’.)

The principal obstruction should be fairly clear. Consider the case of pentabox integrands with box power-counting, corresponding to

$$I_i := \frac{\ell_i}{\ell_1} d\ell_1 \ldots d\ell_6 \sum_{\ell_1 | a_1} (\ell_1 | a_1) (\ell_1 | a_2) (\ell_1 | a_3) (\ell_1 | a_4) (\ell_2 | b_1) (\ell_2 | b_2) (\ell_2 | b_3)$$ (3.27)

These represent a 6-dimensional space of master integrands. For general external masses, there are four elliptic contours supported by such integrands: $\Omega[(a_i, a_j, a_k); \vec{b}]$ for any choice of subsets $a_{i,j,k}$ of the relevant four external points; and there are two independent polylogarithmic contours associated with the maximal cuts of the pentabox. Even choosing a maximal number (all 6) of elliptic contours to define a prescriptive basis, the top-level integrands would have support on at least 2 different elliptic curves and also the polylogarithmic contours associated with the leading singularities.

Arguably the best one can do would be to use one of the two elliptic cycles for each of the four elliptic curves to define the contact-terms; in this case, at least 4 of the 6 master integrands would be pure, elliptic polylogarithms with definite rigidity; the 2 remaining (top-level) master integrands, however, would have indefinite rigidity and depend on multiple elliptic curves.

An Interesting Exception to the General Rule

It is interesting to note that the obstruction described above for bases with box power-counting can be avoided for special configurations of external masses. Perhaps the simplest example where this obstruction can be avoided is in the case of the following (first relevant to the scattering of 10 massless particles):

$$I_i^0 := \frac{\ell_i}{\ell_1} d\ell_1 \ldots d\ell_6 \sum_{\ell_1 | a_1} (\ell_1 | a_1) (\ell_1 | a_2) (\ell_1 | a_3) (\ell_1 | a_4) (\ell_2 | b_1) (\ell_2 | b_2) (\ell_2 | b_3)$$ (3.28)
In this case, we restricted the pairs \((a_1, a_2), (a_2, a_3), (a_4, b_1),\) and \((b_3, a_1)\) to be light-like separated (corresponding to incoming, massless momenta indicated by thin-stroke lines in the figure above). In this case, there is exactly one elliptic curve accessible via the contour \(\Omega[(a_1, a_3, a_4), \vec{b}]\)—with all other contact terms being poly-logarithmic (and infrared divergent in four dimensions).

Let us start with an initial basis of master integrands with numerators

\[
\left\{\left|\mathcal{N}_1^0\right|, \ldots, \left|\mathcal{N}_6^0\right|\right\} := \left\{\left|Q_{a_1,a_2,a_3,a_4}^1\right|, \left|Q_{a_1,a_2,a_3,a_4}^2\right|, \left|a_2\right|, \left|a_1\right|, \left|a_3\right|, \left|a_4\right|\right\}, \tag{3.29}
\]

and use the following contours to define a prescriptive basis of master integrands:

\[
\{\Omega_1, \ldots, \Omega_6\} := \left\{ Q_1^0, Q_2^0 \right\} := \left\{ Q_{\ell_1}^0, Q_{\ell_2}^0, Q_{a_2}, Q_{a_1}, Q_{a_3}, Q_{a_4} \right\}, \tag{3.30}
\]

With these contours, our initial master integrands would have a period matrix of the form

\[
\begin{pmatrix}
\ell_1 & |N_1^0| \\
\ell_2 & |N_2^0| \\
\ell_3 & |a_2| \\
\ell_4 & |a_1| \\
\ell_5 & |a_3| \\
\ell_6 & |a_4|
\end{pmatrix}
\begin{pmatrix}
\Omega_1 & \Omega_2 & \Omega_3 & \Omega_4 & \Omega_5 & \Omega_6 \\
Q_1^0 & Q_2^0 & Q_{a_2} & Q_{a_1} & Q_{a_3} & Q_{a_4}
\end{pmatrix}
= M^0 \tag{3.31}
\]

which is easy to confirm is full-rank. Diagonalizing the space of master integrands with respect to this period matrix would result in a space of 2 pure, elliptic polylogarithms of definite rigidity and 4 pure polylogarithmic master integrands.

As such a ‘counterexample’ to the general rule would seem only marginally useful—and fails for the asymptotic majority of pentabox integrands with box power-counting—it is not clear how valuable such a case is for the actual representations of amplitudes; however, it would be interesting to study this example in further detail as perhaps a particularly nice example of finding purely polylogarithmic integrands with non-vanishing support on elliptic contours (which are in fact total derivatives).
4 Open Problems and Future Directions

In this paper, we have seen that problems associated with impurities, indefinite-rigidity, and dependence on multiple elliptic curves that arise in the case of sufficiently generic two-loop integrands can all be remedied via prescriptivity—provided the basis of master integrands is sufficiently large. In particular, provided there are sufficient degrees of freedom to diagonalize support on both homological cycles on curves, then prescriptivity can ensure that every integrand (other than those two dual to the elliptic cycles) can be made to vanish (cohomologically) on that elliptic curve. And we have shown that triangle power-counting provides a sufficiently large basis to achieve this separation in the case of planar integrands involving massless particles at two-loops.

It remains an interesting and open problem to determine the analytic form of integrands dual to polylogarithmic cycles when elliptic curves are present. In particular, it would be extremely interesting to determine the polylogarithmic master, top-level integrand for the case of the box-triangle discussed in section 3.3 (with complete details described in appendix B). Even simply the symbology would be extremely interesting—which may be accessible through an investigation of the differential equations satisfied by these master integrands, which should be intimately related to their discontinuities [51]. Similarly, it would be interesting to know the symbology of the elliptic basis elements [52, 53]. However, we must leave such questions to future work.

One may naturally wonder whether the conclusions here may extend to other cases where indefinite or higher rigidity has been observed—in particular, for integrands involving massive particles, those beyond the planar limit, or for those at higher loop-orders. We briefly discuss each of these open directions for future work in turn below.

4.1 Beyond Massless Propagators at Two Loops

The appearance of Feynman integrands that depend on multiple elliptic curves has been the subject of much research in recent years. The examples we described here—such as a massless double-box depending on 7 elliptic curves (3.21) or the a pentabox depending on 22 (3.25) elliptic curves—arise only for amplitudes involving a relatively large number of external states; more phenomenologically relevant examples arise for much lower multiplicity when massive propagators are considered (see e.g. [54–58]). (It is well known that all one-loop amplitudes (involving arbitrary masses in any number of dimensions) are polylogarithmic (see e.g. [59]).)

In cases involving massive propagators, rigidity may arise through a massive sunrise contact-term—which would be invisible within any basis with triangle power-counting. However, like the examples discussed in this work, every known instance where multiple elliptic curves appear to arise has the property that each elliptic curve may be identified with a specific and distinct contact-term of the integrand being
investigated. Thus, provided the space of master integrands is sufficiently large to diagonalize with respect to both homological cycles of each curve, we strongly suspect that bases with definite rigidity can be constructed for these cases—provided the power-counting is sufficiently increased. But we must leave such conjectures to future research.

4.2 Beyond Planarity at Two Loops: Higher Rigidity

As was shown in [9], two-loop involving massless particles are generically more rigid than elliptic polylogarithms beyond the planar limit. The simplest example of a Feynman integrand which involves two-dimensional Calabi-Yau (K3) geometry (and therefore having rigidity 2) arises in the case of the ‘tardigrade’:

\[
\int \frac{d^4 \ell_1 d^4 \ell_2}{(\ell_1 + k_1)^2 (\ell_2 + k_2)^2 ((\ell_1 - \ell_2 + p_1 + k_1)^2 ((\ell_1 - \ell_2 + k_2 + p_1)^2 (4.1)
\]

Here, we have made it clear that the integrand’s rigidity does not require \( p_{1,2} \) to be massless; as such, this example is first relevant for the phenomenologically relevant case of five-particle scattering (at least three of which are massive). (Moreover, such integrands appear term-wise in the representation of MHV amplitudes in maximally supersymmetric Yang-Mills theory as given in [12, 13, 60–62].)

This integrand’s maximal cut surface describes the geometry of a Calabi-Yau 2-fold—a ‘K3’ surface. If the K3 were generically smooth, its (middle-dimensional) homology would span a 22-dimensional space, requiring at least 22 degrees of freedom to diagonalize a basis with respect to each K3 cycle of integration. This seems unlikely to be possible even for triangle power-counting (for which the number of top-level numerators spans a 6-dimensional space [29]); but perhaps possible if furnished with numerators defined with bubble power-counting (for which this integrand would have 32 top-level masters).

Another possibility, however, would be that perhaps the K3 surface associated with a tardigrade (4.1) is far from smooth; in general, singularities of the surface reduce the rank of its period matrix (with the ‘shrunk cycles’ of the geometry not adding to the rank). Thus, the question of whether or not a given space of numerators may suffice to diagonalize with respect to such examples of rigidity depends strongly on how singular such geometries are.

We do not know of any generic way of computing the rank of the full period matrix for a particular K3 surface (even numerically). But it would be very interesting to know its rank both for generic external kinematics, and in particular kinematic limits.
4.3 Higher Rigidity for Planar Integrands at Higher Loops

As discussed in section 3.1, the only source of rigidity for planar integrands at two loops is the double-box integrand, with rigidity 1. Beyond two loops, there are multiple sources of ellipticity and also higher rigidity. Although we strongly suspect that definite rigidity for elliptic integrands can be achieved in a basis with triangle power-counting, our ability to stratify integrands with higher rigidity is much less certain.

Consider for example the case of the three-loop ‘traintrack’ integrand:

\[
\ell_1 | a_1 | a_2 | a_3 | \ell_1 | b_1 | b_2 | b_3 | \ell_1 | c_1 | c_2 | \ell_3 | c_3
\]

The maximal cut of this integrand—a contour encircling the vanishing of each of its ten propagators—is known to have the geometry of a K3 surface [8].

As for the non-planar tardigrade, it is unclear whether triangle power-counting provides a space of integrands sufficiently large to saturate the generically 22 cycles of the K3 period matrix. Luckily, however, for triangle power-counting, the three-loop traintrack would involve \(30\) top-level master integrands [29]. We suspect that this space allows us to fully diagonalize this basis with respect to the 22-dimensional (middle-dimensional) homology of the K3—ensuring that all integrands including the traintrack as a contact term would, once prescriptively ensured to vanish on each cycle, would be cohomologically trivial on the K3, thereby ensuring the definiteness of their rigidity. However, this would only be answered by explicitly checking that the triangle power-counting integrands can saturate the (possibly less than maximal) rank of the K3 surface. This is a question we must leave to future work.

A second source of higher rigidity at three loops arises in the case of the wheel integrand:

\[
\ell_1 | a_1 | a_2 | b_1 | b_2 | c_1 | c_2 | \ell_1 | b_1 | b_2 | b_3 | \ell_1 | c_1 | c_2 | \ell_3 | c_3
\]

An analysis of the Feynman-parametric representation of this integrand in [10] suggested that this integrand may have rigidity 3 (depending on a Calabi-Yau threefold); but direct inspection of the maximal cut surface makes it clear that this 3-dimensional geometry supports an additional polylogarithmic contour in four dimensions—corresponding to the collinear limit of the three internal propagators of the graph.
Thus, we suspect that this integrand has rigidity (at most) two—and should be described by a K3 surface like that of the traintrack discussed above.

When this integrand is endowed with numerators according to triangle power-counting, there are 52 top-level degrees of freedom. This seems large enough to saturate the (possibly reduced) rank of the K3 period matrix, but as before, this conclusion must wait until we have the technology to compute these periods explicitly (even numerically).

As should be clear from the discussions above, whether or not master integrand bases may be stratified by their rigidity is a detailed question of both the space of numerators considered (as dictated by power-counting or some other rule) and also the degree of singularity of the (Calabi-Yau) manifolds involved. It is therefore critical to develop some understanding of the periods supported by these surfaces of higher rigidity. This could involve simply (robust) numeric algorithms for computing the compact contour integrals of a K3 surface on the (real) two-dimensional contours which span its middle-homology; or this may be addressed by better understanding of the differential equations satisfied by these integrands. We leave both of these promising directions for concrete study to future work.

Acknowledgements
The authors gratefully acknowledge fruitful conversations with Nima Arkani-Hamed, Claude Duhr, Johannes Henn, Brenda Penante, Cristian Vergu, and Matthias Wilhelm. This project has been supported by an ERC Starting Grant (No. 757978), a grant from the Villum Fonden (No. 15369), by a grant from the US Department of Energy (No. DE-SC00019066).
A Relation between Embedding Space and Momentum-Twistors

A.1 Review of the Embedding Space Formalism

In this work, we will make frequent use of the equivalence between Feynman integrands expressed in dual-momentum coordinates and their representations in embedding space. Although we will not review this formalism in detail here, it is worth emphasizing a few details and some of the notational advantages of viewing these integrands in embedding space. Readers interested in a more comprehensive summary of this formalism may consult the appendix of [59].

In the embedding-space formalism, the loop integrand’s differential form

\[ d^d\ell_i \mapsto \frac{d^{d+2}\ell_i}{GL(1)} \delta((\ell_i|\ell_i)), \tag{A.1} \]

where the new integration variable ‘\( \ell_i \)'\( \in \mathbb{P}^{d+1} \) is represented in \((d+2)\) homogeneous coordinates and the factor of ‘\( GL(1) \)' in the denominator is an instruction to deprojectivize the \( GL(1) \)-redundancy of their homogeneous coordinates. Now expressed as an integral over projective space, the loop integrand (not including the differential form A.1) must have scaling weight \((-d)\)—which is achieved by adding the requisite factors of ‘\((\ell_i|X)\)’ involving the point ‘at infinity’ \( |X \)\( \in \mathbb{P}^{d+1} \). We apologize to the reader for the abuse in notation for our using ‘\( (a|b) \)' to denote both \((x_a-x_b)^2\) in ordinary, dual loop-momentum space and also the inner product in embedding space—the metric for which is given in [59]. In most cases, our expressions are well defined in either interpretation of their meaning (justifying our slight abuse of notation).

For us, the key advantage of using the embedding space formalism is simply that it manifests poles/contours involving ‘infinite’ loop momentum. For example a triangle integrand in four dimensions would be represented by

\[
\begin{align*}
&\begin{array}{c}
\text{a1} \\
| \\
\text{a2} \\
| \\
\text{a3}
\end{array} \\
\Rightarrow \\
\begin{array}{c}
\text{a1} \\
| \\
\text{a2} \\
| \\
\text{a3}
\end{array} \\
\Longleftrightarrow \\
\frac{1}{(\ell|a_1)(\ell|a_2)(\ell|a_3)(\ell|X)}
\end{align*}
\tag{A.2}
\]

where the extra factor of \((\ell|X)\) in the denominator makes manifest the fact that the triangle integral does indeed support contours associated with co-dimension four residues which ‘cut’ the three manifest propagators \((\ell|a_i)\) and then also sending \( \ell \to \infty \). Including \((\ell|X)\) as a ‘propagator’ in the expression merely makes this fact more transparent.

Thus, in the embedding space formalism, all four-dimensional integrands will be represented with effective box power-counting upon inclusion of some power of additional propagators \((\ell|X)\). Those \textit{initially} with box power-counting will be independent of \( X \)—leaving open the question of them being dual-conformally invariant;
those with triangle power-counting would include additional poles at infinity, and those with bubble or worse power-counting would necessarily have double (or higher-degree) poles at infinity. These higher-degree poles (at infinity or otherwise) signal that an integrand will integrate to something with contributions of less than maximal (‘transcendental’) weight. This fact is of course familiar at one loop, where scalar bubble integrands integrate to functions with transcendental weight 1 while boxes and triangles both integrate to functions of weight 2.

Beyond one-loop order, the same analysis applies. However, it is important to note that the point ‘\(X\)’ at infinity is the same for all loop momenta. This is necessitated by the translational invariance of the original loop integrand which would allow, for example, for the change of variables from \((\ell_1, \ell_2) \mapsto (\ell'_1, \ell'_2) := (\ell_1, (\ell_1+\ell_2))\). Such mixing of loop integration variables necessitates that the point at infinity \(X\) which defines the map to embedding space must be the same for all loop momenta.

Before discussing what is arguably the most useful manifestation of embedding space for four-dimensional theories, it is worth noting that while in dual-momentum coordinates the space-time points \(a_i\) are strictly, cyclically ordered (clockwise around the graph) by the map connecting these expressions to their momentum-space manifestations, when drawing dual-graphs such as (A.2), it is important to observe that the point \(X\) is not part of this cyclic ordering: it is time-like separated from all other points.

A.2 Momentum-Twistors as Manifestation of Embedding Space

There is a close technical connection between embedding space and momentum-twistor space, which will be valuable to review briefly here. The map from dual-momentum coordinates to momentum twistor variables defined by Hodges in [63] associates with each point \(x_a \in \mathbb{R}^4\) in dual-momentum space the plane in momentum-twistor space ‘\((a)\)’ := ‘\((A a)\)’ := span\{\(z_A, z_a\)\}. Points in twistor space (‘momentum twistors’) \(z_a \in \mathbb{P}^3\) are usually expressed in homogeneous coordinates as four-vectors. Therefore, lines in momentum-twistor space can be viewed as the span of a pair of vectors in four dimensions. We can represent them concretely as \(2 \times 4\) matrix defined up to an \(GL(2)\) equivalence class which acts on this matrix by left multiplication (they are elements of the ‘Grassmannian’ \(Gr(2, 4)\)). The precise map from dual-momentum space to momentum-twistor space makes use of a canonical line ‘at infinity’, typically ‘\((I_{\infty})\)’.

The norm-squared separation of points in dual-momentum space, \((a|b) = (x_a-x_b)^2\) is proportional to \(\det \{z_A, z_a, z_B, z_b\} =: (Aa \, Bb) =: (a \, b)\); as such, two points in dual-momentum space are light-like separated iff their corresponding lines in twistor space intersect (if they span a combined space of rank \(\leq 3\)).

Momentum twistors are most useful for the representation of massless particles, where each massless momentum \(p_a\) is associated with spinors according to \(p'^\alpha_a \rightarrow p'^{\alpha\dot{\alpha}}_a := p'^\alpha_a \sigma^{\alpha\dot{\alpha}} =: \lambda^\alpha_a \tilde{\lambda}_{\dot{\alpha}}^a\) where the spinors \((\lambda_a, \tilde{\lambda}_a)\) are defined up to a \(GL(1)\) redundancy.
from scaling $\lambda_a$ with a compensatory, inverse scaling of $\tilde{\lambda}_a$—the action of the little group.

In dual-momentum coordinates, momenta are defined via $p_a := (x_{a+1} - x_a)$ (with cyclic labeling understood), and points in dual-momentum coordinates by consecutively-labeled pairs of twistors $x_{a+1} \leftrightarrow (a+1 \ a)$ and $x_a \leftrightarrow (a \ a-1)$, thus trivializing the on-shell condition that $p_a^2 = (x_{a+1} - x_a)^2 \propto \langle a+1 \ a \ a \ a - 1 \rangle = 0$. The precise map between dual-momentum coordinates and momentum twistor space makes use of the fact that $\lambda_a = z_a \cap (I_\infty)^\perp$ where $(I_\infty)^\perp$ denotes the two-dimensional span complementary to $(I_\infty)$; thus, $\langle a \ b \ (I_\infty) \rangle := \langle a \ b \rangle := \det \{\lambda_a, \lambda_b\}$ and $(x_a - x_b)^2 = \langle Aa \ Bb \rangle / (\langle Aa \rangle \langle Bb \rangle)$.

The space of ‘lines’ in momentum-twistor space is five-dimensional projective space $\mathbb{P}^5$—spanned homogeneously, e.g. by the $\left(\begin{array}{c} 4 \\ 2 \end{array}\right)$ pairs of twistors forming a basis for homogeneous coordinates on $\mathbb{P}^3$. The images of dual-momentum coordinates, being represented by the spans of pairs of momentum-twistors satisfy an additional condition of ‘simplicity’: that $\langle (a) \ (a) \rangle = 0$. The space of simple lines in momentum-twistor space is therefore four dimensional.

Mapping the loop integration variable $x_{\ell_i}$ to its image as a line in momentum-twistor space, therefore, manifests the embedding space formalism—with the restriction $\delta((\ell_i | \ell_i))$ in (A.1) being simply the statement of bi-twistor simplicity. Moreover, the line at infinity in momentum-twistor space $(I_\infty)$ can be viewed as equivalent to what we have denoted $X$ throughout this work.

Thus, in addition to the possibility of interpreting our expressions either in (dual-)momentum space or embedding space, it may sometimes be useful to view loop integrands as being defined in momentum-twistor space. This leads to yet another abuse of notation throughout our work (limited for the most part to a few concrete examples discussed in the following section): we occasionally choose interpret a loop-dependent numerator $\langle \ell_i | N \rangle$ not merely as involving a point $x_N$ in dual-momentum space or by an element $| N \rangle$ in embedding space, but by a line in momentum-twistor space spanned by a pair of momentum-twistors $(z_{N_1}, z_{N_2})$. As the maps between these interpretations are all very explicit, we hope the reader will forgive the occasional, explicit formula given in one interpretation or the other.

To be clear, although momentum-twistors do prove very useful, the connections between embedding space and momentum-twistors can be largely ignored by most readers. And we have made sure that the majority of this work can be understood without needing such interpretations. That being said, it turns out that momentum-twistors provide a much better formalism to give explicit expressions for solutions to cut-equations due largely to the fact that many more solutions are rational as opposed to algebraic (see e.g. [64] for a thorough discussion of this fact). This is why momentum twistors make an appearance in a few concrete examples discussed below and used also in the concrete expressions provided in the ancillary files to this work.
A.3 Momentum-Twistor Notation and Geometry

In momentum-twistor space, the cut-condition for an inverse propagator to vanish \((\ell |a) \propto (\ell^1 \ell^2 A |a))\) becomes the geometric condition that the pair of lines ‘(\ell)’ and ‘(a)’ intersect. The solution to such equations, it is often useful to discuss quantities such as the ‘plane’ spanned by three momentum-twistors as in

\[
(a b c) := \text{span}\{z_a, z_b, z_c\}.
\]

Sometimes, we use notation such as \((a b) := (A a b)\) to discuss planes involving a line \((a)\) directly associated with a pair of momentum twistors encoding a point in dual-momentum coordinates \(x_a\). We do appreciate how difficult this makes some of our formulae to read. To be clear: a single argument in parenthesis will always represent a bi-twistor \((a) := (z_A z_a)\).

One particularly useful geometric construction is the point of intersection between a line and a plane, denoted

\[
(a b) \cap (c d e) := z_a (b c d e) + z_b (c d e a) = -[z_c (d e a b) + z_d (e a b c) + z_e (a b c d)]
\]

which follows directly from Cramer’s rule (the general five-term identity satisfied by any four-vectors). Similarly useful is the line spanned by the intersection of two planes:

\[
(a b c) \cap (d e f) := (a b) (c d e f) + (b c) (a d e f) + (c a) (b d e f)
\]

\[
= -[(d e) (f a b c) + (e f) (d a b c) + (f d) (e a b c)]
\]

(B.5)

B Details of the Box-Triangle Master Integrand Basis

In this appendix, we provide complete details for the space of master integrands for the box-triangle, its period matrices, and the master integrands diagonalized with respect to rigidity.

Let us begin with a concrete description of the space of master integrands for triangle power-counting. As described in section 3.3.1, these integrands take the form of pentaboxes in the embedding formalism (which manifests their support on poles at infinite loop momentum):

\[
I_0^i := \int d^4 \ell_1 d^4 \ell_2 \frac{(\ell_1 |N_0^i)}{(\ell_1 |X)(\ell_1 |a_1)(\ell_1 |a_2)(\ell_1 |a_3)(\ell_1 |\ell_2)(\ell_2 |b_1)(\ell_2 |b_2)(\ell_2 |X)}
\]

Therefore, the space of master integrands in which we are interested take the form

\[
\mathcal{I}_0 := \int d^4 \ell_1 d^4 \ell_2 \frac{(\ell_1 |N_0^i)}{(\ell_1 |X)(\ell_1 |a_1)(\ell_1 |a_2)(\ell_1 |a_3)(\ell_1 |\ell_2)(\ell_2 |b_1)(\ell_2 |b_2)(\ell_2 |X)}
\]
representing a six-dimensional space of integrands. For our initial choice of the master integrands' numerators, we will divide the space according to

\[
\mathbf{n}(\ell_1) \in [\ell_1] = \text{span}\left\{ (\ell_1 | N^0_1), (\ell_1 | N^0_2), (\ell_1 | N^0_3), (\ell_1 | a_1), (\ell_1 | a_2), (\ell_1 | a_3) \right\}
\]

\[
\text{‘top-level’}
\]

\[
= \text{span}\{ (\ell_1 | N^0_1) \} \bigoplus \text{span}\{ (\ell_1 | N^0_2) \} \bigoplus \text{span}\{ (\ell_1 | N^0_3) \}.
\]

Although we will mostly be interested in the top-level degrees of freedom, it is worth remarking that the contact terms correspond to scalar double-triangle integrals of the form of polylogarithmic double-boxes in embedding space:

\[
\begin{align*}
\text{top-level} \quad &\quad \Rightarrow \quad \text{contact-term} \\
\begin{array}{c}
\begin{array}{c}
\text{a}_k \\
\text{b}_1 \\
\text{a}_j \\
\text{b}_2
\end{array}
\end{array} &\quad \sim \quad \begin{array}{c}
\begin{array}{c}
\text{a}_k \\
\text{b}_1 \\
\text{a}_j \\
\text{b}_2
\end{array}
\end{array}
\end{align*}
\]

The appropriate choice of contour on which to normalize such integrands corresponds to the seven-cut encircling all seven propagators, \( \Omega[(X, a_j, a_k); (b_1, b_2, X)] \), followed by the parity-even sum (the difference) of simple poles-contours defined by the collinearity of the momenta flowing through the three propagators involved in the three-point vertex, \((\ell_1 | X), (\ell_2 | X), (\ell_1 | \ell_2)\). On this contour,

\[
\int \frac{d^4 \ell_1 d^4 \ell_2}{\Omega[(X, a_j, a_k); (b_1, b_2, X)]} \frac{1}{(\ell_1 | a_1)(\ell_1 | a_2)(\ell_1 | a_3)(\ell_1 | \ell_2)(\ell_1 | b_1)(\ell_1 | b_2)(\ell_1 | X)} = \frac{\Delta^{-1}}{[a_j, a_k] ; [b_1, b_2]} \]

where \( \{ a_j, a_k \} := \{ a_1, a_2, a_3 \} \setminus \{ a_i \} \) and where

\[
\Delta^2 := \left( \frac{\Delta \cdot \Delta}{[(a_1 a_2); (b_1 b_2)]} \right)^2 + \left( \frac{\Delta \cdot \Delta}{[(a_1 a_2); (b_1 b_2)]} \right)^2 - 4 \frac{\Delta \cdot \Delta}{[(a_1 a_2); (b_1 b_2)]} \frac{\Delta \cdot \Delta}{[(a_1 a_2); (b_1 b_2)]} \]

is appropriately normalized to be prescriptive on these contours, the contact-term master integrands with numerators given by

\[
|N_1| \Rightarrow |a_i| \Delta \frac{\Delta}{[(a_1 a_2); (b)]} \]

will be dual-conformally invariant and integrate to pure, weight-four polylogarithms—the expressions for which are known [44].

Let us now discuss an initial choice of top-level numerators for our master integrand basis.
B.1 Explicit Numerators for the Initial Master Integrands

As the space of master integrands defined in (B.2) are essentially pentaboxes, it is easy to choose reasonably-good initial numerators. In particular, we choose to take one numerator to simply be \(|N_1^0| := |X|\) —viewed as a ‘contact-term’ for the elliptic-double-box involving the points \((\vec{a}), (b_1b_2X)\)—and the other two to be the parity even/odd numerators that would appear in the basis of [21] when the integral is viewed as a pentabox of the form shown in (B.1).

Thus, our initial choice for top-level master integrand numerators will be \((\ell_1|N_1^0)\)

\[
|N_1^0| := |X|, \quad |N_2^0| := \frac{1}{5} \varepsilon^{ijk} |Q_{ijk}^0|, \quad |N_3^0| := |b_1)(b_2|X)(a_1a_3)(a_2|X)\Delta - (b_1 \leftrightarrow b_2) \tag{B.8}
\]

where \(\varepsilon^{ijk}\) is the totally-antisymmetric Levi-Cevita symbol,

\[
|Q_{ijk}^0| := \left[ (\varepsilon_1 A_3) \bigcap (\varepsilon_2 \bigcap (\varepsilon_3 \bigcap (\varepsilon_4 \bigcap (\varepsilon_5 \bigcap (\varepsilon_6 \bigcap ((\varepsilon_7 \bigcap (\varepsilon_8 \bigcap (\varepsilon_9 \bigcap (\varepsilon_{10} \bigcap (\varepsilon_{11} \bigcap (\varepsilon_{12} \bigcap (\varepsilon_{13} \bigcap (\varepsilon_{14} \bigcap (\varepsilon_{15}) \bigcap b_1) \bigcap (\varepsilon_1 \bigcap (\varepsilon_2) \bigcap (\varepsilon_3 a_3) \bigcap (\varepsilon_4 a_2 a_3) \bigcap (\varepsilon_5 a_3) \bigcap (\varepsilon_6 a_2 a_3) \bigcap (\varepsilon_7 a_3) \bigcap (\varepsilon_8 a_2 a_3) \bigcap (\varepsilon_9 a_3) \bigcap (\varepsilon_{10} a_2 a_3) \bigcap (\varepsilon_{11} a_3) \bigcap (\varepsilon_{12} a_2 a_3) \bigcap (\varepsilon_{13} a_3) \bigcap (\varepsilon_{14} a_2 a_3) \bigcap (\varepsilon_{15}) \bigcap a_1) \bigcap (a_2) \bigcap (a_3) \bigcap (X) = \Delta \tag{B.9}
\]

and

\[
\Delta := \sqrt{1 - \frac{(a_1 a_2)(a_3 X)}{(a_1 a_3)(a_2 X)} \frac{(X a_1)(a_2 a_3)}{(a_1 a_3)(a_2 X)} - 4 \frac{(a_1 a_2)(a_3 X)}{(a_1 a_3)(a_2 X)} \frac{(X a_1)(a_2 a_3)}{(a_1 a_3)(a_2 X)} - \frac{(a_1 a_2)(a_3 X)}{(a_1 a_3)(a_2 X)} \frac{(X a_1)(a_2 a_3)}{(a_1 a_3)(a_2 X)}}. \tag{B.10}
\]

There are several aspects of these initial numerators that deserve some remark. First, notice that while \(|N_2^0, N_3^0|\) correspond to dual-conformally invariant integrands, \(|N_1^0|\) is not properly normalized: we have made this choice for simplicity of the resulting formulae below, but must emphasize that once diagonalized on (any choice) of contours, the resulting basis will be dual-conformal. (Alternatively, a compensatory factor of \((a_1 a_3)(b_1 X)(a_2 b_2)\) may be included in the definition of \(|N_1^0|\) to render it dual-conformally invariant (while still far from pure).)

Secondly, while the definition of \(|N_2^0|\) above is unquestionably rather involved, it is simply the parity-odd combination of the chiral integrands defined in [21] which are generated by ‘merging’ a chiral one-loop box and a scalar triangle integrand. The \(\varepsilon\)-symbol and anti-symmetrization is part of the definition of (the momentum-twistor version of) the parity-odd, chiral box integrand of [32]. Interested readers can find complete details for these numerators (and their rotated forms) in the ancillary files for this work.

Finally, it is important to emphasize that the integrands defined above vanish on the parity-even contours of all double-triangle contact terms. As such, we are justified in considering the space of master integrands to be three-dimensional.
B.2 Explicit Form of the Period Matrix and Diagonalized Masters

The elliptic-containing seven-cut used to define all of the spanning set of contours can be parameterized as done in [11, 12]. The first step is to parameterize the six-cut which encircles the vanishing of each propagators except ($\ell_1|\ell_2$) by representing the loop momenta (as lines in momentum-twistor space) by ($\ell_1) := (\hat{a}_1 \hat{a}_3)$ and ($\ell_2) := (\hat{b}_1 \hat{x})$

\[
\hat{a}_1(\alpha) := z_{a_1} + \alpha z_{A_1} \quad \hat{b}_1(\beta) := z_{b_1} + \beta z_{B_1} \quad \hat{a}_3(\alpha) := (a_3) \cap (\hat{a}_1(a_2)) \quad \hat{b}_3(\beta) := (X) \cap (\hat{b}_1(b_2)) .
\]

(B.11)

In this parameterization, the remaining propagator of the seven-cut would be parameterized by ($\ell_1|\ell_2) = (\hat{a}_1 \hat{a}_3 \hat{b}_1 \hat{x})$—which is degree-two in both $\alpha, \beta$. We can eliminate either variable—we choose to eliminate $\beta$—by taking the contour encircling ($\ell_1|\ell_2) = 0$ as following from

\[
\oint_{(\ell_1|\ell_2) = 0} \frac{d\beta}{(\ell_1|\ell_2)} = \pm i \frac{1}{y(\alpha)}
\]

(B.12)

where $y^2(\alpha)$ is a quartic polynomial given by

\[
y^2(\alpha) := \left(\langle \hat{a}_1 \hat{a}_3 B_1 ((X) \cap (b_1(b_2))) + \langle \hat{a}_1 \hat{a}_3 B_1 (X) \cap (B_1(b_2)) \right)^2 - 4\langle \hat{a}_1 \hat{a}_3 B_1 ((X) \cap (B_1(b_2))) \langle \hat{a}_1 \hat{a}_3 B_1 (X) \cap (b_1(b_2))
\]

(B.13)

and the particular solutions $\beta^*_{\pm}$ to the equation ($\hat{a}_1 \hat{a}_3 \hat{b}_1 \hat{x}) = 0$ are given by

\[
\beta^*_{\pm}(\alpha) := \frac{\langle \hat{a}_1 \hat{a}_3 B_1 (b_2(b_1)) \cap (X)) + \langle \hat{a}_1 \hat{a}_3 B_1 (b_2(b_1) B_1(X)) \rangle \pm y(\alpha)}{2 \langle \hat{a}_1 \hat{a}_3 B_1 (X) \cap (B_1(b_2)) \rangle} .
\]

(B.14)

For future reference, it is worth noting that $y^2(\alpha)$ given in (B.13) is not monic; its leading coefficient (that of $\alpha^4$) is given by

\[
y^2_{\alpha} := \left(\langle A_1(A_1(a_2)) \cap ((a_3) B_1(b_1(b_2)) \cap (X)) \rangle - \langle A_1(A_1(a_2)) \cap ((a_3) B_1(b_2) \cap (X)) \rangle \right)^2
\]

\[\becangled{B.15}\]

where $\beta^*_{\pm}$ to the equation ($\hat{a}_1 \hat{a}_3 \hat{b}_1 \hat{x}) = 0$ are given by

\[
\beta^*_{\pm}(\alpha) := \frac{\langle \hat{a}_1 \hat{a}_3 B_1 (b_2(b_1)) \cap (X)) + \langle \hat{a}_1 \hat{a}_3 B_1 (b_2(b_1) B_1(X)) \rangle \pm y(\alpha)}{2 \langle \hat{a}_1 \hat{a}_3 B_1 (X) \cap (B_1(b_2)) \rangle} .
\]

(B.14)

We will be interested in taking such contours on loop integrands that include other (as-yet-uncut) propagators. As these residual integrands will be rational functions of $\alpha, \beta$, we can always decompose the result into the form:

\[
\oint I(\ell_1, \ell_2) =: \oint I(\ell_1|\ell_2) =: i \left[ R(\alpha) \pm \frac{1}{y(\alpha)} S(\alpha) \right] .
\]

(B.16)

where $R(\alpha)$ and $S(\alpha)$ are defined by canonicalizing the square-root $y(\alpha)$; thus, to expose the ellipticity, we may define $\Omega$ to be half the difference between the contours
encircling the $\beta^*_\pm$ solutions to the seventh cut equation $(\ell_1|\ell_2)=0$, respectively. This has the result of isolating the term proportional to $1/y(\alpha)$ in (B.16)—that part involving the geometry of the elliptic curve defined by the quartic $y^2(\alpha)$.

In the case of our box-triangle integral, the only propagator not cut by the seven-cut is $1/(\ell_1|X)=1/(\mathring{\alpha}_1\mathring{\alpha}_3(X))$. On the six-(or seven-)cut of interest, this propagator is independent of $\beta$, and is simply a quadratic polynomial in $\alpha$. Thus, the three top-level master integrands for the box-triangle integrand given in (B.2) with numerators chosen according to (B.8) take the form

$$
\int_{\Omega[\mathring{\alpha};(b_1,b_2,X)]} \mathcal{T}_1^0 = -i \frac{d\alpha}{y(\alpha)} \frac{\langle \ell_1(\alpha)|N^0 \rangle}{y(\alpha)(\ell_1(\alpha)|X)} \tag{B.17}
$$

on the \textquoteleft elliptic\textquoteright containing contour. It is worth noting that the factor $(\ell_1|X) = \langle \mathring{\alpha}_1\mathring{\alpha}_3(X) \rangle$ has two roots at $\alpha = q_{\pm}$ given by:

$$
q_{\pm} := \frac{\langle A_1(a_1(X)) \cap (a_3) \rangle (a_2) - \langle A_1(a_1(a_2)) \cap (a_3) \rangle (X) \pm \Delta(a_1|a_3)(a_2|X)}{2 \langle A_1(a_2) \cap (a_3) \rangle (X)} \tag{B.18}
$$

where $\Delta$ was defined above in (B.10).

The precise form of these roots are not that important to us. However, the initial numerators $|N^0_2|, |N^0_3|$ were chosen to have \textquoteleft unit residues\textquoteright on contours that enclose these poles; that means that they evaluate to $\pm 1$ on any contour which start from $\Omega$ which then encircles the even/odd combinations of solutions $\alpha = q_{\pm}$ to cutting the final propagator $(\ell_1|X) = 0$. Thus, we can more simply write the one-forms appearing in (B.17) as

$$
\int_{\Omega[\mathring{\alpha};(b_1,b_2,X)]} \mathcal{T}_1^0 = -i \frac{d\alpha}{y(\alpha)} \quad \quad := \omega_1(\alpha)
$$

$$
\int_{\Omega[\mathring{\alpha};(b_1,b_2,X)]} \mathcal{T}_2^0 = -i \frac{d\alpha}{y(\alpha)} \left[ n_2^1 + \left( \frac{y(q_+)}{(\alpha-q_+)} - \frac{y(q_-)}{(\alpha-q_-)} \right) \right] \quad := n_2^1 \omega_1(\alpha) + \omega_2(\alpha) \tag{B.19}
$$

$$
\int_{\Omega[\mathring{\alpha};(b_1,b_2,X)]} \mathcal{T}_3^0 = -i \frac{d\alpha}{y(\alpha)} \left[ n_3^1 + \left( \frac{y(q_+)}{(\alpha-q_+)} + \frac{y(q_-)}{(\alpha-q_-)} \right) \right] \quad := n_3^1 \omega_1(\alpha) + \omega_3(\alpha)
$$

where we have introduced the differential forms $\omega_i(\alpha)$, defined implicitly above. and the coefficients of $\omega_1$ appearing above are given by

$$
n_2^1 := \frac{1}{6} \langle A_1(a_3) \cap (a_2 A_1) \rangle (X) \epsilon^{ijkl} \langle (e_j) \cap (A_1(e_l) (b_2) \cap (A_1(e_l) (b_1)) (b_2|X) \rangle
$$

$$
- \left( b_1 \leftrightarrow b_2 \right) \quad \text{where} \quad \{e_1, e_2, e_3, e_4\} := \{a_1, a_2, a_3, X\} \tag{B.20}
$$

---

The careful reader will note that the relative sign of (B.17) to that of (B.16) follows from the fact that the six-dimensional contour involves $i^0 = -1$ relative to the residue.
where $\epsilon$ is the totally-antisymmetric Levi-Cevita symbol, and

$$n_3^1 := \Delta \frac{(a_1|a_3)(a_2|X)}{\langle A_1(a_2)(a_3)\cap A_1(X) \rangle} (b_2|X) \langle A_1(b_2)((a_3)\cap(b_1)A_1) \rangle - (b_1) \leftrightarrow (b_2)$$  \hspace{1cm} (B.21)

where $\Delta$ is the algebraic factor defined in (B.10) above.

Already, the form of the differential forms on $\Omega[\vec{a}; (b_1, b_2, X)]$ in (B.19) suggests that we may clean up our basis of master numerators by replacing them according to

$$|N_2^0| \mapsto |N_2| := |N_2^0| - n_1^2|N_1|$$

$$|N_3^0| \mapsto |N_3| := |N_3^0| - n_3^1|N_1|$$  \hspace{1cm} (B.22)

which will ensure that on the seven-cut contour $\Omega[\vec{a}; (b_1, b_2, X)]$, the new integrals will be diagonal on the three differential forms $\omega_i(\alpha)$.

We are now ready to compute explicit period matrices for the new integrands defined by $|N_i|$ defined in (B.22). There are four natural choices of contours available: the $a$ or $b$-cycles of the elliptic curve, and the even/odd combinations of polylogarithmic contours enclosing the simple poles $(\alpha - q_{\pm})$. Any choice of 3 of these cycles results in a rank-3 period matrix that can be diagonalized so that exactly one linear combination has support on each cycle; however, it is easy to confirm that all of the diagonalized integrals will have support on the integration cycle not chosen for the diagonalization. For example, following [12] we may be inclined to choose the polylogarithmic contours and either the $a$ or $b$ cycle of the elliptic curve; this would result in a basis for which all three integrands had non-vanishing elliptic support—and thus non-trivial elliptic contributions.

The most natural choice of three cycles, therefore, would be both the $a$- and $b$-cycles of the elliptic curve together with the (parity-)even polylogarithmic contour (divided by two). Let us denote these three contour integrals by $\Omega_a$, $\Omega_b$ and $\Omega^\text{poles}$, respectively. To be clear, by these we mean the 8-dimensional compact contours defined by first encircling the vanishing the seven propagators of the double-box according to $\Omega[\vec{a}; (b_1, b_2, X)]$, and then taking one of these final contour integrals on the remaining, one-dimensional differential form.

To be concrete about these cycles of integration, we must specify our conventions regarding the roots of the quartic $y^2(\alpha)$ which defines the elliptic curve. Labeling these roots $r_i$, we may write

$$y^2(\alpha) =: y^2_4 (\alpha - r_1)(\alpha - r_2)(\alpha - r_3)(\alpha - r_4),$$  \hspace{1cm} (B.23)

where the prefactor $y^2_4$ was given in (B.15). For Euclidean kinematics, the roots of the quartic come in two complex-conjugate pairs, $\{r_1, r_2\}$ and $\{r_3, r_4\}$; and we choose to order these roots so that $\text{Re}(r_1) > \text{Re}(r_3)$ and $\text{Im}(r_{1,3}) > 0$. With these conventions,
the $a$-cycle may be defined to be the half of the integral which encloses the branch cut between $r_1$ and $r_2$, and the $b$-cycle half that which encloses the cut between $r_1$ and $r_3$.

With these conventions, the period integrals of the three differential forms $\omega_i(\alpha)$ appearing in (B.19) may be expressed

$$
\begin{array}{c|ccc}
\ell_1 | \ell_2 | \ell_3 & \Omega_a & \Omega_b & \Omega_{\text{poles}} \\
(\ell_1 | N_1) & J^a_1 & J^b_1 & 0 \\
(\ell_1 | N_2) & J^a_2 & J^b_2 & 0 \\
(\ell_1 | N_3) & J^a_3 & J^b_3 & 1 \\
\end{array}
=: \mathbf{M}
$$

where

$$
J^a_1 := \oint_{\text{a-cycle}} \omega_1(\alpha) = -\frac{1}{\pi y_4 \sqrt{T_{14} r_{23}}} K[\varphi]
$$

$$
J^a_2 := \oint_{\text{a-cycle}} \omega_2(\alpha) = \frac{1}{\pi y_4 \sqrt{T_{14} r_{23}}} \frac{y(q_+)}{q_4^+} \left( K[\varphi] + r_{24} q_2^+ \Pi \left[ \frac{q_4^+ r_{12}}{q_2^+ r_{14}}, 1 - \varphi \right] \right) - (q_+ \leftrightarrow q_-)
$$

$$
J^a_3 := \oint_{\text{a-cycle}} \omega_3(\alpha) = \frac{1}{\pi y_4 \sqrt{T_{14} r_{23}}} \frac{y(q_+)}{q_4^+} \left( K[\varphi] + r_{24} q_2^+ \Pi \left[ \frac{q_4^+ r_{12}}{q_2^+ r_{14}}, \varphi \right] \right) + (q_+ \leftrightarrow q_-)
$$

where $r_{ij} := (r_i - r_j)$, $q_i^\pm := (q_\pm - r_i)$,

$$
\varphi := \frac{(r_2 - r_1)(r_3 - r_4)}{(r_2 - r_3)(r_1 - r_4)} := \frac{r_{21} r_{34}}{r_{23} r_{14}},
$$

and $K[\varphi]$ and $\Pi[a, \varphi]$ represent the standard, complete elliptic integrals of the first and third kinds, respectively. We have been careful to ensure that the results given here match the standard conventions of MATHEMATICA’s implementation of these functions. With only one small exception, the $b$-cycle integrals can be obtained from those in (B.25) by simply swapping $r_2 \leftrightarrow r_3$ (which has the effect of exchanging $\varphi \leftrightarrow (1 - \varphi)$):

$$
J^b_1 := \oint_{\text{b-cycle}} \omega_1(\alpha) = -\frac{1}{\pi y_4 \sqrt{T_{14} r_{32}}} K[1 - \varphi]
$$

$$
J^b_2 := \oint_{\text{b-cycle}} \omega_2(\alpha) = \frac{1}{\pi y_4 \sqrt{T_{14} r_{32}}} \frac{y(q_+)}{q_4^+} \left( K[1 - \varphi] + r_{24} q_2^+ \Pi \left[ \frac{q_4^+ r_{12}}{q_2^+ r_{14}}, 1 - \varphi \right] \right) - (q_+ \leftrightarrow q_-)
$$

$$
J^b_3 := \oint_{\text{b-cycle}} \omega_3(\alpha) = \frac{1}{\pi y_4 \sqrt{T_{14} r_{32}}} \frac{y(q_+)}{q_4^+} \left( K[\varphi] + r_{24} q_2^+ \Pi \left[ \frac{q_4^+ r_{12}}{q_2^+ r_{14}}, 1 - \varphi \right] \right) + (q_+ \leftrightarrow q_-) - \frac{1}{2}
$$

---

9These two cycles are distinguished in Euclidean kinematics, as the $a$-cycle encircles the pair of roots which are complex conjugates. In particular, this means that the $b$-cycle cannot degenerate at co-dimension one while remaining in the Euclidean domain.
where the $-\frac{1}{2}$ in the final expression is the result of the permuted expression including a simple pole contribution for the standard conventions defining the functions $K$ and $\Pi$ in MATHEMATICA, say.

Although this is not manifest from their representations above, it worth noting that, in the Euclidean domain, all $J_i^a$ are real and all $J_i^b$ are pure imaginary. In particular, this means that the determinant is pure imaginary:

$$\det(M) = J_1^a J_2^b - J_1^b J_2^a$$

$$= \frac{i}{\pi^2 y_4^2 y_3^2} y(q_+)r_{34}K[\varphi]\Pi \left[ \frac{q_+^+ r_{13}}{q_3^+ r_{14}}, 1 - \varphi \right] - (q_+ \leftrightarrow q_-) - (r_2 \leftrightarrow r_3). \quad \text{(B.28)}$$

In order to find the diagonalized master integrands, we require the inverse of the period matrix $M$:

$$M^{-1} = \frac{1}{\det(M)} \begin{pmatrix}
J_2^b & -J_1^b & 0 \\
-J_2^b & J_1^a & 0 \\
(J_2^a J_3^b - J_2^b J_3^a) & (J_1^b J_3^a - J_1^a J_3^b) & (J_1^a J_2^b - J_1^b J_2^a)
\end{pmatrix} \quad \text{(B.29)}$$

Thus, our final, diagonalized master integrands can be written as those involving numerators ($\ell_i|N_i|$) defined by

$$|N_1\rangle := \frac{1}{\det(M)} \left[ J_2^b |N_1\rangle - J_1^b |N_2\rangle \right]$$

$$|N_2\rangle := \frac{1}{\det(M)} \left[ -J_2^a |N_1\rangle + J_1^a |N_2\rangle \right]$$

$$|N_3\rangle := \frac{1}{\det(M)} \left[ (J_2^a J_3^b - J_2^b J_3^a) |N_1\rangle + (J_1^b J_3^a - J_1^a J_3^b) |N_2\rangle \right] + |N_3\rangle. \quad \text{(B.30)}$$
C Content of the Ancillary Files

Included as part of this work’s submission to the arXiv, we have prepared ancillary files which include complete, analytic expressions for the example of the box-triangle integrands discussed in appendix B. In particular, we provide expressions for the initial numerators ($\ell_1|N_i^0$) in (B.8) (including the correctly normalized contact-terms in (B.7)), their slightly rotated versions ($\ell_1|N_i$) in (B.22), the expressions appearing in the period matrix (B.24), and the diagonalized basis with numerators ($\ell_1|\bar{N}_i$) defined in (B.30).

These results, together with explicit tools for numerical evaluation, may be found in the Mathematica package ‘box_triangle_master_integrands_tools.m’, the usage of which is described and illustrated with examples in the Mathematica notebook ‘box_triangle_master_integrands_walkthrough.nb’. These computational tools borrow code from the packages developed in the works [21, 30–32].

Finally, for the sake of the interested reader, we have provided Feynman-parametric representations of each of the (rotated, but not-yet diagonalized) master integrands involving numerators ($\ell_1|N_i$). These integrands were constructed using the strategy described in [64–66] and are given as parametric integrands of the form

$$\int I_i(\ell_1, \ell_2) = \int_{\ell_i \in \mathbb{R}_+^4} d^4\alpha_i d^3\beta I(\alpha_i, \beta_i),$$

as a five-fold Feynman-parametric integrand with parameters $\alpha_i, \beta_i$ which should be integrated over all of $\mathbb{R}_+$. 

\[ \text{--- 40 --} \]
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