THE BOOTSTRAP FOR DYNAMICAL SYSTEMS
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Abstract. Despite their deterministic nature, dynamical systems often exhibit seemingly random behaviour. Consequently, a dynamical system is usually represented by a probabilistic model of which the unknown parameters must be estimated using statistical methods. When measuring the uncertainty of such parameter estimation, the bootstrap stands out as a simple but powerful technique. In this paper, we develop the bootstrap for dynamical systems and establish not only its consistency but also its second-order efficiency via a novel continuous Edgeworth expansion for dynamical systems. This is the first time such continuous Edgeworth expansions have been studied. Moreover, we verify the theoretical results about the bootstrap using computer simulations.
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1. Introduction

After its establishment in late 19th century through the efforts of Poincaré [64] and Lyapunov [49], the theory of dynamical systems was applied to study the qualitative behaviour of dynamical processes in the real world. For example, the theory of dynamical systems has proved useful in,
among many others, astronomy [12], chemical engineering [3], biology [51], ecology [74], demography [81], economics [75], language processing [65], neural activity [71], and machine learning [9], [16]. In particular, deep neural networks can be considered as a special class of discrete-time dynamical systems [78].

While a continuous-time dynamical system is often expressed as a system of differential equations, a discrete-time dynamical system can be written as a process \( \{X_i, i = 0, 1, 2, \ldots \} \) iteratively generated by a deterministic transformation function \( g \) which, in practice, is often unknown:

\[
X_i = g(X_{i-1}), \quad i = 1, 2, \ldots .
\]

Since the transformation \( g \) is deterministic, conditional on a fixed \( X_0 \), the process \( \{X_i\} \) will also be deterministic. However, in the long run, this deterministic process can still exhibit incomprehensibly complex behaviors and possess seemingly random patterns [6], [44]. For example, has chaotic sample paths \( \{X_i\} \); see Figure 1. For another example, note that given the initial velocity and acceleration of a coin toss, the orbit of the coin should be fully determined by the laws of physics, and hence, should be deterministic [41]; however, the landing of the coin may still appear to be random. In light of this, instead of trying to figure out the exact value of \( X_i \) with a given initial state \( X_0 \), one makes the compromise of analyzing the probabilistic features of the process \( \{X_i\} \) assuming that the initial state \( X_0 \) is randomly generated from an unknown initial distribution \( \mu \), i.e.,

\[
X_0 \sim \mu.
\]

**Figure 1.** A sample path of the dynamical system with \( g(x) = 4x(1-x) \).

Usually, parameters of the model (1.1) and (1.2) must be estimated from the available data. This is carried out in a variety of fields and has wide ranging applications; for earlier surveys, see [4], [11], [35], [36]; for a recent review with numerous references, see [53]. There is also an increasing trend to study the estimation and prediction in dynamical systems theoretically, and several recent works in this vein include [29], [52], [54], [55], [58], [73]. They present the consistency and/or the rate of convergence in various point estimation or prediction settings. However, as far as we understand, the limiting distributions of these estimators or predictors have not been studied yet, although some, e.g., [52], [55], indicated determining limiting distributions as a future direction.

When approximating the limiting distribution of the estimators or predictors, the bootstrap [17] stands out as a simple but powerful data-driven technique. In fact, the bootstrap is deceptively simple to state. Initially, by mimicking the generating process of the original dataset, the bootstrap creates a number of pseudo-datasets, each of which has the same size as the original dataset. Afterwards, the bootstrap uses the variation among these pseudo-datasets to approximate the randomness of the original dataset and the distribution of the estimators or predictors calculated from the pseudo-datasets to approximate the distribution of the original estimator or predictor; see Figure 2 for an illustration of the classical bootstrap for the mean with iid sampling.
Admittedly, the application of the bootstrap to dynamical systems is not brand new: in [31], local-bootstrap predictors are averaged out to improve a derivative-based prediction of $X_i$; in [48], averaged block-bootstrap estimators are used with the intention of refining an adaptive least square estimator; in [26], the empirical distribution obtained from a parametric bootstrap approach is used to estimate some non-identifiable parameters. However, as far as we know, there is neither a theoretical study of a bootstrap method for dynamical systems nor any bootstrap methods developed for the generic application in the dynamical setting.

The absence of the related literature may be due to the fact that developing a bootstrap method for the generic dynamical system setting is not a straightforward task. For example, since the transformation function $g$ is deterministic, dynamical systems generated by (1.1) and (1.2) is in general not $\alpha$-mixing as in [68]; see [29, p. 709]. Hence, it is not completely clear if the block bootstrap in [42], [45] could be applied to dynamical systems. In this paper, instead of analyzing the block bootstrap, we design a novel bootstrap method specifically for dynamical systems (see Section 6) in which (1) generate pseudo initial state $X_0^\ast$ from $\mu^\ast$, an initial distribution that may depend on $\{X_i\}$, (2) obtain $\hat{g}$, an estimate of the transformation function $g$, and finally, (3) generate pseudo data $\{X_i^\ast\}$ by

\begin{equation}
X_i^\ast = \hat{g}(X_{i-1}^\ast), \; i = 1, 2, \ldots.
\end{equation}

The consistency of the dynamical system bootstrap in (1.3) is not something we immediately expect, let alone its second-order efficiency. Indeed, the bootstrap in (1.3) tries to mimic the original dynamical system by mimicking the transformation function $g$ and initial distribution $\mu$, but a small perturbation in $g$ and $\mu$ may cause major changes in the dynamical system. First, the orbit of a nonlinear dynamical systems is generally very sensitive to small changes in its initial state $X_0$. Hence, it is not clear whether the dynamical system with an initial state generated from the bootstrap initial distribution $\mu^\ast$ is a good approximation of the dynamical system with the true initial distribution $\mu$. Second, statistical properties like ergodicity may not be preserved under small changes in the transformation function $g$. As a result, it is not clear if the dynamical system based on the estimated transformation, $\hat{g}$, is a good approximation of the actual one. For a further discussion about robustness of dynamical systems, or lack thereof, we refer the reader to [8], [15], [60], [66] and references therein.

In this paper, under verifiable assumptions on $\mu^\ast$ and $\hat{g}$, we establish the consistency and the second-order efficiency of the dynamical system bootstrap in (1.3) for the statistic

\begin{equation}
\frac{1}{n} \sum_{i=0}^{n-1} h(X_i),
\end{equation}
where \( h \) is a known deterministic function which is commonly referred to as an observable. In particular, when the variance of the asymptotic distribution of (1.4), \( \sigma^2 \), is known or can be easily estimated, we develop a pivoted bootstrap and prove its second-order efficiency when approximating the limiting distribution of (1.4); see Section 7.1. Moreover, when \( \sigma \) is unknown and cannot be readily estimated, we develop a non-pivoted bootstrap that attains the first-order efficiency; see Section 7.2. As far as we know, there is no known consistent estimator for \( \sigma \) in the dynamical systems setting. Therefore, as of now, the non-pivoted bootstrap is the only valid way to approximate the limiting distribution.

The second-order efficiency of the bootstrap is established using the continuous first-order Edgeworth expansion for dynamical systems. It is an Edgeworth expansion that holds uniformly with respect to the transformation function \( g \), initial distribution \( \mu \), and the observable \( h \). This is the first time such expansions are established for dynamical systems, and our results are a significant extension of the Edgeworth expansion results in the dynamical system literature, e.g., [22], [37].

The dynamical system in (1.1) may, as in Remark 2.4 of [52], be viewed as a degenerate Markov chain with one step transition probability

\[
p(x, A) = 1\{g(x) \in A\}
\]

whose Markov operator is, indeed, the Koopman operator of the dynamical system in (1.1). Nevertheless, each one of the Markovian settings in [5], [13], [25], [34], [56], [61], [62], [67] is significantly different from the dynamical system setting, and hence, their results do not apply to our setting.

First, we recall, from [25, p. 1], [67, pp. 254-255], [34, Assumption 2 (iv)], [61, Assumption A1 (i)], [62, Assumption A2 (i)], and [56, Assumption A2], the assumption of the Markov transition probability \( p(x, A) \) being absolutely continuous. However, since the transformation function \( g \) in our setting (1.1) is deterministic, by (1.5), this absolute continuity assumption in the Markov process literature is violated. In a word, it is exactly the determinism in dynamical systems that differentiate them from the setting in these Markov process literature.

Second, on [13, p. 86], the existence of a Markov transition-probability estimator, \( p_n(x, A) \), such that

\[
\lim_{n \to \infty} \sup_{x, A} |p_n(x, A) - p(x, A)| = 0, \ a.s.
\]

is assumed. Due to (1.5), (1.6) is equivalent to the existence of a transformation-function estimator \( g_n \) such that, almost surely, \( g_n = g \) when \( n \) is large enough. However, this assumption is much stronger than the uniform convergence or even the \( C^1 \)–convergence and is unrealistic for applications. Moreover, (1.6) implies strong convergence of the Markov operators of which the dynamical equivalent, strong convergence of transfer operators, is too restrictive, see [46] for details.

Finally, it is assumed on [5, p. 692] that there exists an accessible atom \( B \), which is a positive-measure set satisfying

\[
p(x, \cdot) = p(y, \cdot), \ \text{for all} \ x, y \in B.
\]

In the dynamical system setting (1.1), this assumption is equivalent to \( g \) being a constant function over a set with positive measure and is too restrictive in practice.

We also remark that, unlike some of the above Markovian settings, we do not assume the initial measure \( \mu \) to be an invariant measure; hence, we do not need \( \{X_i\} \) to be stationary.

This article is divided into two parts. In Part I, we establish the continuous first-order Edgeworth expansions for dynamical systems whose twisted transfer operators have a spectral gap. This is implemented using the Nagaev-Guivarc’h perturbation method [27], [32], [57] via the Keller-Liverani
approach [40] combined with recent developments from [20], [22]. The required spectral assumption and their implications are discussed in Section 3. In Section 4, we use these assumptions to prove the key theorem in this paper, Theorem 4.2, which establishes the first order continuous Edgeworth expansion. Moreover, in Section 5, we illustrate our general results by considering several classes of examples: smooth expanding maps of the circle, piece-wise uniformly expanding maps of an interval, and Markov models including $V-$geometrically ergodic Markov chains. In Part II, we discuss the bootstrap algorithm in detail and establish its consistency and second-order efficiency using the Edgeworth expansions. This is done in Section 6 and Section 7. Finally, we discuss the simulation results for the doubling map, the drill map and the logistic map in Section 9.

2. Notation and Preliminaries

Let $X$ be a metric space with a reference Borel probability measure $m$, $J \subseteq \mathbb{R}$ be a neighbourhood of 0, and $g_\theta : X \to X$, $\theta \in J$ be a family of dynamical systems, as in (1.1). We assume these systems are non-singular, i.e., for all $\theta$, for all $U \subseteq X$ Borel subsets such that $m(U) = 0$, we have that $m(g_\theta^{-1}U) = 0$. Denote by $\mathcal{M}_1(X)$ the set of Borel probability measures on $X$. Let $\nu \in \mathcal{M}_1(X)$.

For us, an observable is a function $h \in L^3$, as in (1.4). Given a family of observables $\{h_\theta\}_{\theta \in J}$, we consider the family of Birkhoff sums (also commonly referred to as ergodic sums),

\begin{equation}
S_{\theta,n}(h_\theta) = \sum_{k=0}^{n-1} h_\theta \circ g_\theta^k.
\end{equation}

We denote by $H_\theta$ the operator corresponding to multiplication by $h_\theta$, i.e.,

\begin{equation}
H_\theta(\psi) = h_\theta \psi.
\end{equation}

Recall that $\mu$ is the initial distribution as in (1.2). Write

\begin{equation}
A_\theta = \lim_{n \to \infty} \mathbb{E}_\mu \left( \frac{S_{\theta,n}(h_\theta)}{n} \right),
\end{equation}

\begin{equation}
\sigma^2_\theta = \lim_{n \to \infty} \mathbb{E}_\mu \left( \frac{S_{\theta,n}(h_\theta) - nA_\theta}{\sqrt{n}} \right)^2,
\end{equation}

\begin{equation}
M_{\mu,\theta} = \mathbb{E}_\mu \left( \frac{S_{\theta,n}(h_\theta) - nA_\theta}{n^{1/3}} \right)^3
\end{equation}

for the asymptotic mean, the asymptotic variance and the asymptotic third moment of Birkhoff sums, $S_{\theta,n}(h_\theta)$, respectively. We will see later in Lemma 3.4 that the first two are independent of the choice of $\mu$.

We say $\mathcal{L}_\theta : L^1 \to L^1$ is the transfer operator of $g_\theta$ with respect to $m$, if for all $\varphi \in L^1$ and $\psi \in L^\infty$,

\begin{equation}
m(\mathcal{L}_\theta(\varphi) \cdot \psi) = m(\varphi \cdot \psi \circ g_\theta)
\end{equation}

Let $\mu \in \mathcal{M}_1(X)$ be absolutely continuous with respect to $m$ with density $\rho_\mu$. Then, from (2.6), it follows that

\begin{equation}
\mathbb{E}_\mu(e^{isS_{\theta,n}(h_\theta)}) = m \left( \mathcal{L}^n_{\theta,s}(\rho_\mu) \right)
\end{equation}
We recall the definition of Edgeworth expansions for dynamical systems which were studied extensively in [20], [22].

Let the standard Gaussian density and the corresponding distribution function be denoted by,

\[ n(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \quad \text{and} \quad \mathcal{N}(x) = \int_{-\infty}^{x} n(y) dy. \]

We recall the definition of Edgeworth expansions for dynamical systems which were studied extensively in [20], [22].

**Definition 2.1** (Edgeworth expansions for the dynamical system \( g_0 \)): The family of Birkhoff sums \( \{S_{0,n}(h)\}_n \) satisfies the order \( r \) continuous Edgeworth expansion if there exist \( A_0, \sigma_0 \), and for \( k = 1, \ldots, r \) polynomials \( P_k \) such that

\[
\sup_{x \in \mathbb{R}} \left| \mathbb{P}_\mu \left( \frac{S_{0,n}(h) - nA_0}{\sigma_0 \sqrt{n}} \leq x \right) - \mathcal{N}(x) - \sum_{k=1}^{r} \frac{P_k(x)}{n^{k/2}} n(x) \right| = o(n^{-r/2})
\]

as \( n \to \infty \).

Note that, in the above definition, the dynamical system is fixed and the polynomials \( P_k \) depend on the choice of the dynamical system.

In the setting we work on, we can consider the continuous Edgeworth expansions for the family of dynamical systems \( \{g_\theta\} \).

**Definition 2.2** (Continuous Edgeworth expansions for the family \( \{(g_\theta, h_\theta)\}_{\theta \in J} \)): The family of Birkhoff sums \( \{S_{\theta,n}(h_\theta)\}_{\theta,n} \) satisfies the order \( r \) continuous Edgeworth expansion if there exist \( A_\theta, \sigma_\theta \), and for \( k = 1, \ldots, r \) polynomials \( P_k \) (independent of \( \theta \)) such that

\[
\sup_{x \in \mathbb{R}} \left| \mathbb{P}_\mu \left( \frac{S_{\theta,n}(h_\theta) - nA_\theta}{\sigma_\theta \sqrt{n}} \leq x \right) - \mathcal{N}(x) - \sum_{k=1}^{r} \frac{P_k(x)}{n^{k/2}} n(x) \right| = o(n^{-r/2})
\]

as \( n \to \infty \) and \( \theta \to 0 \).

Note that the polynomials \( P_k \) above, unlike the previous case, do not depend on \( \theta \). It is also worth mentioning that these polynomials can be explicitly computed, and that their coefficients depend only on the asymptotic moments of \( S_{0,n}(h_0) \).

To illustrate the importance of continuous Edgeworth expansions, suppose the statistic of interest \( T \) is asymptotically normally distributed and its distribution \( G \) and the family of bootstrap estimates, say \( \{\widehat{G}\} \), which depend on the sample size \( n \), admit a continuous first-order Edgeworth expansion. Then

\[
G(x) = \mathcal{N}(x) + \frac{1}{\sqrt{n}} P_1(x)n(x) + o(n^{-1/2}), \quad \widehat{G}(x) = \mathcal{N}(x) + \frac{1}{\sqrt{n}} P_1(x)n(x) + o_{a.s.}(n^{-1/2}).
\]

Therefore, we have \( G - \widehat{G} = o_{a.s.}(n^{-1/2}) \). This is the core of the proof of asymptotic accuracy of our bootstrap algorithms. With extra information, we may improve the error of approximation to \( O_{a.s.}(n^{-1}) \) which is significantly better than that of the Gaussian approximation.

In what follows, \( \mathcal{L}(\mathcal{B}_1, \mathcal{B}_2) \) denotes the space of bounded linear operators from a Banach space \( \mathcal{B}_1 \) to a Banach space \( \mathcal{B}_2 \), and \( \mathcal{B}_1' = \mathcal{L}(\mathcal{B}_1, \mathbb{C}) \), i.e., the space of continuous linear functionals on \( \mathcal{B}_1 \). Recall that \( \mathcal{L}(\mathcal{B}_1, \mathcal{B}_2) \) has a standard topology generated by the operator norm.
which we denote by $\| \cdot \|_{B_1, B_2}$. Given two operators $L_1$ and $L_2$, we write $L_1 L_2$ to denote their composition $L_1 \circ L_2$ when their composition is well-defined, and when the $n$–fold composition of $L_1$ with itself is well-defined, we denote it by $L_1^n$. In addition, $B_1 \hookrightarrow B_2$ denotes continuous embedding of spaces, i.e., $B_1 \subset B_2$ and there exists $c > 0$ such that $\| \cdot \|_{B_2} \leq c \| \cdot \|_{B_1}$. Whenever we mention regularity of an operator-valued function from $\mathbb{R}^n$ to $L(B_1, B_2)$, the regularity is with respect to the standard topologies on the two spaces. Moreover, we say an operator $L$ has a spectral gap of $(1 - \kappa)$ on $B_1$ if $1$ is a dominating simple eigenvalue of $L : B_1 \rightarrow B_1$ and rest of its spectrum is strictly inside a disk in $\mathbb{C}$ centred at the origin and having radius $\kappa$.

Throughout the article, we will use $\delta$ and $\kappa$ to denote small positive constants with $\kappa < 1$, while $c$ and $C$ are used for possibly large positive constants. Occasionally, we simply use $\lesssim$ to denote that the estimates hold up to a constant. However, the uniformity of $\delta$ and $\kappa$ with respect to the parameter $\theta$ is crucial. In fact, coming up with verifiable assumptions that lead to this uniformity is one of the main contributions of this article. When several values of $\delta$’s arise from different assumptions, we will always pick the minimum of these $\delta$’s without explicitly stating that we do. When different $\kappa$’s are present, we will always pick their maximum. Finally, note that the values of constants can change from one line to the other. Even though it is an interesting problem to figure out optimal constants, we choose to focus entirely on the asymptotic accuracy (for which the value of the constants are irrelevant), and in turn, keep the exposition simpler.

**Part I – Continuous Edgeworth Expansions**

Our goal in this part of the paper is to establish the first-order continuous Edgeworth expansions for the Birkhoff sums, $S_{\theta,n}(h\theta)$. To this end, we employ the spectral approach. It has been used to establish limit theorems for dynamical systems and Markov chains with much success (see [6], [20], [22], [32], [33] and references therein for a discussion). The operator that takes the centre stage in this approach is the transfer operators, $L_\theta$, defined by the duality relation Equation (2.6). If the reader is familiar with Markov operators in Markov chains, then they may see some correspondence. However, the transfer operator is, in general, not a Markov operator.

The coding of the characteristic function using the transfer operator in (2.7) allows us to translate the spectral properties of $L_{\theta,i,s}$ to properties of $S_{\theta,n}(h\theta)$. Standard facts about transfer operators which we state without proof are discussed in detail in [6], [22], [32], [33]. We will refer the reader to those references whenever we omit proofs.

Now, we state a key example to keep in mind throughout the discussion.

**Example 1** ($C^1$ perturbations of $C^2$ expanding maps of $\mathbb{T}$): Let $X = \mathbb{T}$ be the one dimensional torus (the interval $[0,1]$ with 0 and 1 identified) along with the standard Lebesgue measure as the reference measure $m$. Let $g \in C^2(\mathbb{T}, \mathbb{T})$ uniformly expanding map with $\|g\|_{L^\infty} > 2$. Let $g_\theta, \theta \in [0, 1]$ with $g_0 := g$ be such that $d_{C^1}(g_\theta, g) = \|g_\theta - g\|_{L^\infty} + \|g_\theta - g\|_{L^\infty} \leq \theta$. We recall that the transfer operator $L_\theta$ takes the following form:

$$L_\theta(\varphi)(x) = \sum_{y \in g_\theta^{-1}(\{x\})} \frac{\varphi(y)}{|g_\theta'(y)|} \quad \forall x \in \mathbb{T}, \forall \varphi \in L^1.$$  

From the Nagaev-Guivarch’ spectral approach in [27], [57], it follows that for all $\theta$, $L_\theta$ as an operator acting on $C^1(\mathbb{T}, \mathbb{R})$ has simple maximal eigenvalue 1, and that $g_\theta$ has a unique absolutely continuous invariant probability measure (acip) $\nu_\theta$, i.e., $\nu_\theta(g_\theta^{-1}(U)) = \nu_\theta(U)$ for all Borel measurable $U \subseteq X$ and $\nu_\theta$ has a density with respect to $m$. Also, $\nu_\theta$ is exponentially mixing, i.e., there exists $\kappa_\theta \in (0, 1)$
such that for all \( \varphi, \psi \in C^1(\mathbb{T}, \mathbb{R}) \),
\[
|\nu_\theta(\varphi \cdot \psi \circ g_\theta^n) - \nu_\theta(\varphi)\nu_\theta(\psi)| \leq C_{\varphi,\psi,\theta} \kappa_\theta^n.
\]
Later, we shall see that \( \kappa_\theta \) and \( C_{\varphi,\psi,\theta} \) can be chosen to be independent of \( \theta \) (at least for \( \theta \) close to 0). In addition, under some non-degeneracy assumption on the observable \( h_\theta \), the Birkhoff sums \( S_{n,\theta}(h_\theta) \) satisfy the central limit theorem (CLT), the large deviation principle (LDP) and the first-order Edgeworth expansion; see [20], [21].

More concretely, consider the doubling map, \( g : \mathbb{T} \to \mathbb{T} \), given by
\[
g(x) = 2x \mod 1
\]
and its periodic cubic spline approximations. We recall that this is one of the simplest examples of 1–dimensional smooth maps that gives rise to chaos. As we shall see later, period cubic spline approximation can be considered as a \( C^1 \)–perturbation of \( g \). In Figure 3, we depict a periodic cubic spline approximation of the doubling map sketched using some noisy data. In simulations, since we do not have the a priori knowledge of whether the data is generated by a map which is continuous on \( \mathbb{T} \), we consider \( \mathbb{T} \) to be \([0, 1]\) with 0 and 1 identified, and use natural spline approximations.

### 3. Spectral Assumptions

In this section, we state assumptions similar to those in [22, Section 1.2] (which are based on ideas from [33], [40]), in order to establish continuous Edgeworth expansions for (possibly unbounded) observables.

**Assumption (A):** There exist \( \delta > 0, p_0 \geq 1 \) and Banach spaces \( \mathcal{B} \) and \( \tilde{\mathcal{B}} \) such that
\[
(3.1) \quad \mathcal{B} \hookrightarrow \tilde{\mathcal{B}} \hookrightarrow L^{p_0}(\mu)
\]
each containing \( 1_X \), and satisfying

1. For all \( \theta \in (-\delta, \delta) \) and \( s \in \mathbb{R} \), \( \mathcal{L}_{\theta, is} \in \mathcal{L}(\mathcal{B}, \mathcal{B}) \cap \mathcal{L}(\tilde{\mathcal{B}}, \tilde{\mathcal{B}}) \) and \( (\theta, s) \mapsto \mathcal{L}_{\theta, is} \in \mathcal{L}(\mathcal{B}, \tilde{\mathcal{B}}) \) is continuous,
2. Either \( \mathcal{B} = \tilde{\mathcal{B}} \), or there exist \( c, C > 0 \) and \( \kappa \in (0, 1) \) such that
\[
(3.2) \quad \sup_{|\theta|,|s|\in[0,\delta]} \|\mathcal{L}_{\theta, is}^n \psi\|_{\mathcal{B}} \leq c \cdot \kappa^n \|\psi\|_{\mathcal{B}} + C^n \|\psi\|_{\tilde{\mathcal{B}}}
\]
for all \( \psi \in \mathcal{B} \) and \( n \).
Assumption (B): There exist $\delta > 0$ and a sequence of Banach spaces

\[(3.3) \quad \mathcal{B} = \mathcal{X}_0 \hookrightarrow \mathcal{X}_0^{(+)} \hookrightarrow \mathcal{X}_1 \hookrightarrow \mathcal{X}_1^{(+)} \hookrightarrow \mathcal{X}_2 \hookrightarrow \mathcal{X}_2^{(+)} \hookrightarrow \mathcal{X}_3 \hookrightarrow \mathcal{X}_3^{(+)} \hookrightarrow \mathcal{X}_4 = \overline{\mathcal{B}}\]

each containing $1_X$, and satisfying

(1) For all $a = 0, 1, 2, 3$, for all $\theta \in (-\delta, \delta)$ and $s \in \mathbb{R}$, $\mathcal{L}_{\theta, is} \in \mathcal{L}(\mathcal{X}_a, \mathcal{X}_a) \cap \mathcal{L}(\mathcal{X}_a^{(+)}), (\mathcal{X}_a^{(+)})$.

(2) For all $\theta \in (-\delta, \delta)$, for all $a = 0, 1$ and $j = 1, \ldots, 3 - a$, the map $s \mapsto \mathcal{L}_{\theta, is} \in \mathcal{L}(\mathcal{X}_a^{(+)}$) is $C^j$ on $(-\delta, \delta)$ with the $j$-th derivative:

\[\mathcal{L}_{\theta, is}((iS_{\theta, n}(h\theta))j) \cdot \in \mathcal{L}(\mathcal{X}_a^{(+)}$) \]

(3) Either

- $\mathcal{X}_0 = \mathcal{X}_a^{(+)},$ or
- $(\theta, s) \mapsto \mathcal{L}_{\theta, is} \in \mathcal{L}(\mathcal{X}_a, \mathcal{X}_a)$ is continuous on $(-\delta, \delta) \times \mathbb{R}$ and there exist $c, C > 0$ and $\kappa \in (0, 1)$ such that

\[(3.4) \quad \sup_{|\theta|, |s| \in [0, \delta]} \|\mathcal{L}_{\theta, is}\|_C \leq c \cdot \kappa^n \|\psi\|_C + C^n \|\psi\|_{\overline{\mathcal{B}}}
\]

for all $\psi \in \mathcal{C}$ and $n$, and whenever $\mathcal{C} = \mathcal{X}_a$ or $\mathcal{X}_a^{(+)}$ for $a = 0, 1, 2, 3$.

Assumption (C): There exist $\kappa \in (0, 1)$, $\delta > 0$ such that

(1) $\mathcal{L}_0$ has a spectral gap of $(1 - \kappa)$ on $\mathcal{B}$,

(2) For all $\theta \in (-\delta, \delta)$, $1$ is an eigenvalue of $\mathcal{L}_\theta : \mathcal{B} \to \mathcal{B}$,

(3) $\mathcal{L}_0$ has a spectral gap of $(1 - \kappa)$ in $\mathcal{X}_a$ and $\mathcal{X}_a^{(+)}$ for all $a = 0, 1, 2, 3$,

(4) For all $\theta \in (-\delta, \delta)$ and for all $s \neq 0$, The spectrum of the operators $\mathcal{L}_{\theta, is}$ acting on either $\mathcal{X}_a$ or $\mathcal{X}_a^{(+)}$ for some $a = 0, 1, 2, 3$ is contained in $\{z \in \mathbb{C} \mid |z| < 1\}$.

These assumptions are natural in the context of dynamical systems. Consider Assumption (A), and for a fixed $\theta$, Assumption (B) and assume that $\mathcal{B} = \overline{\mathcal{B}}$. Then the former allows us to apply classical perturbation theory in [38] and the latter is the standard assumption to implement the Nagaev-Guivarc’h perturbation method and prove limit theorems for dynamical systems as in [6], [32]. Note that, in this case, the regularity Assumption (B)(2) combined with (2.7) imply that $s \mapsto \mathbb{E}_\mu(e^{isS_{\theta, n}(h\theta)})$ is three times continuously differentiable. This means that $S_{n,\theta}(h\theta)$ has three finite moments. Later, we shall see that this also implies the existence of the first three asymptotic moments, $A_\theta, \sigma^2_\theta$ and $M_{\mu,\theta}$.

In the general case, Assumption (B), in particular, the uniform Doeblin-Fortet inequality given by (3.4) allows us to apply the Keller-Liverani perturbation result [40] in our context. This is the approach used in [33] in a Markovian context, and more recently, in [22] for some dynamical systems. The advantage of the method is that it allows to establish various limit theorems for unbounded observables, and hence, under moment conditions very close to the optimal assumptions in the iid setting, and in particular, more general observables than the observables considered in [13], [34].

Assumption (C)(1) is equivalent (see [33, Section 1]) to

\[\lim_{n \to \infty} \|\mathcal{L}_0^n - \Pi_0\|_{\mathcal{B}, \mathcal{B}} \leq C \kappa^n\]

where $\Pi_0$ is the rank one eigenprojection to the eigenspace of the eigenvalue 1 having the form $\Pi_0(\varphi) = m(\varphi)\rho_0$ where $\rho_0$ is the density of the unique exponentially mixing acip $\nu_0$. In Markovian settings, this is referred to as geometric ergodicity. In Assumption (C)(2), we require that 1 is an eigenvalue of $\mathcal{L}_0$, which means that $g_\theta$ has an absolutely continuous invariant measure. As we shall see later, along with Assumption (A), this implies that $g_\theta$ (at least, for $\theta$ close to 0) has a
unique and exponentially mixing acip. Assumption (C)(4) implies that $g$ is also an exact dynamical system [44, Chapter 4.3]. So, our exposition is limited to dynamical systems that exhibit strong pseudo-stochastic behaviour.

**Remark 3.1:** Since, in proofs, we only need $\theta$–continuity of spectral data at 0 and $s$–continuity everywhere (for $\theta$ close to 0), we can replace Assumption (A)(1) with

$$\lim_{(\theta,s) \to (0,0)} \| L_{\theta,is} - L_0 \|_{B_0,\tilde{B}} = 0 \quad \text{and} \quad \lim_{s \to \bar{s}} \| L_{\theta,is} - L_{\theta,i\bar{s}} \|_{B_0,\tilde{B}} = 0,$$

for $\theta$ small, for all $\bar{s} \in \mathbb{R}$.

However, the $(\theta,s)$–continuity on $[-\delta,\delta] \times \mathbb{R}$ is true in all the examples of dynamical systems we consider.

**Remark 3.2:** In [22], [33], assumptions equivalent to (3.1) and (3.3) are stated for $L^p$ spaces with respect to invariant measures. Here, we use the reference measure because in applications the invariant measure is not known a priori, and hence, the assumptions with respect to the invariant measure cannot be easily verified. We note that the results in [33, Appendix A] are abstract (in the sense that they are results about operators in general) and do not depend on the choice of the measure. In fact, see comments on Condition $(\tilde{K})$ in [33, Section 4]. It is sufficient that $m \in \tilde{B}'$. This, we will assume throughout the discussion, and in all our examples, it is true because we let $\tilde{B} = L^1(m)$.

In order to establish the $\theta$–continuity of $s$–derivatives of $L_{\theta,is}$ (whose existence we will show using previous assumptions), we need an extra assumption on $\{H_{\theta}\}$, and hence, on $\{h_{\theta}\}$.

**Assumption (D):** Let $C_1 \subsetneq C_2$ be two spaces appearing next to each other in (3.3). For all $\theta$, for all $C_1, C_2, H_{\theta}(\cdot) \in \mathcal{L}(C_1, C_2)$ and

$$\lim_{\theta \to 0} \| H_{\theta} - H_0 \|_{C_1, C_2} = 0.$$

**Remark 3.3:** In the key application we discuss in Part II, $h_{\theta} = h$ is independent of $\theta$. Therefore, (3.6) is satisfied automatically. Also, in the special case of all $B = X_0 = X_3^{(+)}$, we have that $H_{\theta}(\cdot) \in \mathcal{L}(B, B)$ if $B$ is a Banach Algebra and $h_{\theta} \in B$. Indeed, this will be the case in most of our examples.

Finally, we state an assumption that is required for the CLT to be non-degenerate. In particular, the following assumption guarantees that the asymptotic variance is non-zero.

**Assumption (E):**

1. There does not exist $\ell \in L^2(m)$ and a constant $c$ such that $h_0 = \ell \circ g_0 - \ell + c$;
2. the sequence

$$\left\{ \sum_{k=0}^{n-1} h_0 \circ g_0^k \right\}_{n \in \mathbb{N}}$$

has an $L^2(m)$–weakly convergent subsequence.

**Remark 3.4:** The Assumption (E)(1) is commonly written as

$$h_0 \text{ is not } g_0 \text{–cohomologous to a constant in } L^2(m),$$

(3.7)
Suppose this is true. Then,
\[ \frac{1}{\sqrt{n}} \left( \sum_{k=0}^{n} h_0(g^k_0(x_0)) - nc \right) = \frac{h_0(f^n(x_0)) - h_0(x_0)}{\sqrt{n}} \]
So, the left hand side goes to 0, and hence, \( \sigma_0 = 0 \). For the converse, see [14, Lemma A.16]. In this case, the CLT is degenerate.

Along a periodic orbit \( \{g^k_0(x_0)\}|k = 0, \ldots, n - 1\} \) of length \( n \),
\[ \sum_{k=0}^{n} h_0(g^k_0(x_0)) = \sum_{k=0}^{n} h(g^k(x_0)) = \sum_{k=0}^{n} \left( \ell(g^{k+1}_0(x_0)) - \ell(g^k_0(x_0)) + c \right) = nc \]
because \( g^n(x_0) = x_0 \). So, if there are two periodic orbits along which the ergodic averages are different, then we have (3.7). Moreover, if \( B \hookrightarrow L^2 \) then the second condition is satisfied; see Remark 3.12.

Under the spectral assumptions, we prove three Lemmas in the next section. We use ideas in [22], [33], [40] as well as standard functional analytic tools to prove these results. The significance here is the uniformity of certain conclusions in \( \theta \). This is the crucial first step to obtain asymptotic expansions uniform in \( \theta \).

### 3.1. Spectral decomposition of transfer operators.

The gist of the perturbation theorems is the following: small regular perturbations of a bounded linear operator

- result in perturbations of its spectrum that are as regular as the original perturbations,
- do not change the structure of the spectrum.

In our case, \( \mathcal{L}_0 \) has a spectral gap, and hence, a leading simple eigenvalue 1. \( \mathcal{L}_{\theta,is} \) is a continuous perturbation of \( \mathcal{L}_0 \). Therefore, for small enough \( \theta \) and \( s \), \( \mathcal{L}_{\theta,is} \) has a leading simple eigenvalue which remains closer to 1 (in fact, when \( s = 0 \) it is equal to 1), and depends continuously on the perturbation \( (\theta, s) \). This is part of the conclusion of the lemma below.

**Lemma 3.1:** Suppose the Assumptions (A) and (C)(1,2) hold and let \( \kappa \in (\kappa, 1) \). Then there exist \( \delta > 0 \) and a family \( (\lambda_\theta(is), \Pi_{\theta,is}, \Lambda_{\theta,is})(\theta,s)\in[-\delta,\delta]^2 \) which is continuous as a function from \( [-\delta,\delta]^2 \) to \( \mathbb{C} \times (\mathcal{L}(B,\overline{B}))^2 \),
\[ \Pi_{\theta,is} \mathcal{L}_{\theta,is} = \mathcal{L}_{\theta,is} \Pi_{\theta,is} = \lambda_\theta(is)\Pi_{\theta,is}, \]
and for any \( n \),
\[ \mathcal{L}^n_{\theta,is} = \lambda_\theta(is)^n\Pi_{\theta,is} + \Lambda^n_{\theta,is} \in \mathcal{L}(B,B) \cap \mathcal{L}(\overline{B},\overline{B}) \]
where
\[ \sup_{|\theta|,|s|\in[0,\delta]} \|\Lambda^n_{\theta,is}\|_{B,B} = \mathcal{O}(\kappa^n). \]

In addition, for all \( \theta \in [-\delta,\delta] \), we have that
\[ \lambda_\theta := \lambda_\theta(0) = 1 = \lim_{s \to 0} \lambda_\theta(is), \]
g\( \theta \) admits a unique invariant measure \( \nu_\theta \) with density \( \rho_{nu} \), \( \Pi_\theta(\cdot) := \Pi_{\theta,0}(\cdot) = \Pi_{\theta,0}(\cdot) = m(\cdot)\nu_{nu} \), and
\[ K := \sup_{|\theta|,|s|\in[0,\delta]} \sup \{ \||(z - \mathcal{L}_{\theta,is})^{-1}||_{B,B} |z| \geq \kappa; |z - 1| \geq (1 - \kappa)/2 \} < \infty. \]

**Remark 3.5:** From (3.9), it follows that, for small \( \theta \) and \( s \), the spectral radius of \( \Lambda_{\theta,is} : B \to B \) is at most \( \kappa < 1 \). In fact, \( \lambda_\theta(is) \) is the dominating eigenvalue of \( \mathcal{L}_{\theta,is} \) with the corresponding rank-one
eigenprojection $\Pi_{\theta, is}$. Also,
\[
\lim_{(\theta, s) \to (0, 0)} \| \Pi_{\theta, is} - \Pi_0 \|_{B, B} = 0
\]
by continuity at $(0, 0)$. The uniform boundedness of the resolvent (3.11) is used in Lemma 3.3 to show that the first three $s$–derivatives of $\Pi_{\theta, is}$ are continuous at $\theta = 0$.

**Proof.** There are two cases.

First, assume that $B = \tilde{B}$. Then, by the classical perturbation theory of linear operators, ([32, Chapter XI] and [38, Chapters 7 and 8]), there exists $\delta > 0$ such that for all $|s|, |\theta| \leq \delta$, $L_{\theta, is}$ as an operator in $L(B, B)$ has the decomposition
(3.12)
\[
L_{\theta, is} = \lambda_0(is) \Pi_{\theta, is} + \Lambda_{\theta, is}
\]
where $\Pi_{\theta, is}$ is the eigenprojection to the top eigenspace of $L_{\theta, is}$, the essential spectral radius of $\Lambda_{\theta, is}$ is strictly less than $|\lambda_0(is)|$, and $\Lambda_{\theta, is} \Pi_{\theta, is} = \Pi_{\theta, is} \Lambda_{\theta, is}$ is continuous from $[-\delta, \delta]^2$ to $\mathbb{C} \times (L(B, B))^2$. Iterating (3.12), it follows that for all $|s|, |\theta| \leq \delta$,
(3.13)
\[
L_{\theta, is}^n = \lambda_0(is)^n \Pi_{\theta, is} + \Lambda_{\theta, is}^n,
\]
with \( \sup_{|s|,|\theta| \in [0,\delta]} \| \Lambda_{\theta, is}^n \|_{B, B} = O(\kappa^n) \).

Second, if the spaces are different, we apply the Keller-Liverani perturbation theorem, [40, Theorem 1] as formulated in [33, Theorem (K-L)]. This gives the decomposition (3.12) as operators in $L(B, \tilde{B})$, the continuity of $(\theta, s) \mapsto (\lambda_0(is), \Pi_{\theta, is}, \Lambda_{\theta, is})$ as a map from $[-\delta, \delta]^2$ to $\mathbb{C} \times (L(B, \tilde{B}))^2$, and the estimate
\[
\sup_{|\theta|,|s| \in [0,\delta]} \| \Lambda_{\theta, is}^n \|_{B, B} = O(\kappa^n).
\]

In both cases, $\lambda_0 := \lambda_0(0)$ is the leading eigenvalue of $L_\theta$ and that the rest of the spectrum of $L_\theta$ is inside a disk of radius $\kappa$ centered at the origin. So, $\lambda_0 = 1$. Also, 1 is an isolated simple eigenvalue of $L_\theta$ because the rank of eigenprojections (multiplicity of eigenvalues) are preserved (see [38, Chapter 8.3] and [40, Lemma 1]). So, there exists $\rho_{\nu_\theta} \geq 0$ such that $m(\rho_{\nu_\theta}) = 1$ and $L_\theta(\rho_{\nu_\theta}) = \rho_{\nu_\theta}$. Since $L_\theta$ is a transfer operator of $g_\theta$, this is equivalent to the existence of a unique ergodic absolutely continuous invariant measure $\nu_\theta$ with density $\rho_{\nu_\theta}$ (See [6, Proposition 4.2.7]). Both $\Pi_\theta(\cdot) = m(\cdot)\rho_{\nu_\theta}$ and (3.11) follow from [32, Chapter XI] and [40].

**Remark 3.6:** Note that, for each $\theta$, we could have applied the corresponding perturbation theorems to $s \mapsto L_{\theta, is}$ with the additional assumption that $L_\theta$ has a spectral gap. From this, we do not obtain results uniform in $\theta$.

**Remark 3.7:** Under the weaker assumption (3.5), we would still have the spectral decomposition (3.12) and the rest of the conclusion except the $(\theta, s)$–continuity of $(\lambda_0(is), \Pi_{\theta, is}, \Lambda_{\theta, is})$. Instead, it would be continuous at $(0, 0)$, and also, there is an $s$–neighbourhood $(-\delta, \delta)$ on which for each $\theta$ near $0$, $s \mapsto (\lambda_0(is), \Pi_{\theta, is}, \Lambda_{\theta, is})$ is continuous.

To establish a uniform first-order Edgeworth expansion, the continuity of $s \mapsto L_{\theta, is}$, established in Lemma 3.1 is not sufficient. Moreover, $S_{\theta,n}(h_\theta)$ should have at least three moments. The regularity assumption in Assumption (B) of $s \mapsto L_{\theta, is}$ being $C^3$ is sufficient for the existence of three moments (see Section 3.2) and yields the asymptotic expansions for the characteristic functions (see Section 4.1).

**Lemma 3.2:** Suppose the Assumptions (A), (B), and (C)(1–3) hold. Let $\kappa \in (\kappa, 1)$. Then, there exists $\delta > 0$ and a family $(\lambda_0(is), \Pi_{\theta, is}, \Lambda_{\theta, is})(\theta, s) \in [-\delta, \delta]^2$ which is continuous as a function in $(\theta, s)$
As a result, our conclusions are weaker but sufficient for applications we have in mind.

\[ \theta \in \Gamma \] where \( \Gamma \) is a circle centred at 1

Note that this Lemma is similar to [22, Proposition 1.9]. However, we consider a two-dimensional perturbation: a \( C^3 \) \( s \)-perturbation and a continuous \( \theta \)-perturbation. If we were to apply the two dimensional generalization of [22, Proposition 1.9], we would have required the \( \theta \)-perturbation to be \( C^3 \) as well. Instead, we opt for weaker assumptions which are easier to verify. As a result, our conclusions are weaker but sufficient for applications we have in mind.

**Remark 3.8:** Note that this Lemma is similar to [22, Proposition 1.9]. However, we consider a two-dimensional perturbation: a \( C^3 \) \( s \)-perturbation and a continuous \( \theta \)-perturbation. If we were to apply the two dimensional generalization of [22, Proposition 1.9], we would have required the \( \theta \)-perturbation to be \( C^3 \) as well. Instead, we opt for weaker assumptions which are easier to verify. As a result, our conclusions are weaker but sufficient for applications we have in mind.

**Proof.** If \( \mathcal{B} = \overline{\mathcal{B}} \), then the theorem follows directly from the classical perturbation theory of linear operators.

In the case of \( \mathcal{X}_0 = \mathcal{X}_3^{(+)} \) and \( \mathcal{B} \neq \overline{\mathcal{B}} \), we consider the chain of spaces:

\[ \mathcal{B} \hookrightarrow \overline{\mathcal{B}} \hookrightarrow L^p(m) \]

Write \( \mathcal{V}_1 = (-\delta, \delta) \), with \( \delta \) as in Lemma 3.1. The Assumptions (A) and (C)(1–2) yield the spectral decomposition (3.14) of \( \mathcal{L}_{\theta,i,s} \) as operators in \( \mathcal{L}(\mathcal{B}, \mathcal{B}) \cap \mathcal{L}(\overline{\mathcal{B}}, \overline{\mathcal{B}}) \), and the continuity of the spectral data as functions of \( (\theta, s) \in \mathcal{V}_1 \times \mathcal{V}_1 \). Also, for \( \theta \in \mathcal{V}_1 \), \( \mathcal{L}_0 \) has a spectral gap of \( (1 - \bar{\kappa}) \) on \( \mathcal{B} \) and we have the uniform boundedness of the resolvent given in (3.11). Assumption (B) says that for all \( \theta \in \mathcal{V}_1 \), \( s \mapsto \mathcal{L}_{\theta,i,s} \) is \( C^3 \) as a function from \( \mathcal{V}_1 \) to \( \mathcal{L}(\mathcal{B}, \mathcal{B}) \).

Recall from [33, Section 7.2] that

\[ \Pi_{\theta,i,s} = \frac{1}{2\pi i} \oint_{\Gamma} (z - \mathcal{L}_{\theta,i,s})^{-1} dz \]

where \( \Gamma \) is a circle centred at \( 1 \in \mathbb{C} \) with radius \( \varepsilon + (1 - \bar{\kappa})/2 \) for any \( \varepsilon \) sufficiently small. For a function \( f \) of two variables \( x \) and \( y \), let \( \Delta_h[f(x,y)] := f(x,y + h) - f(x,y) \), and let the superscript \( (j) \) denote the \( j \)th derivative with respect to \( s \). Then,

\begin{align*}
\Pi^{(1)}_{\theta,i,s} &= \lim_{h \to 0} \frac{1}{h} \left( \Pi_{\theta,i,(s+h)} - \Pi_{\theta,i(s+h)} \right) \\
&= \frac{1}{2\pi i} \oint_{\Gamma} \lim_{h \to 0} \frac{1}{h} \left( (z - \mathcal{L}_{\theta,i,(s+h)})^{-1} - (z - \mathcal{L}_{\theta,i,s})^{-1} \right) dz \\
&= \frac{1}{2\pi i} \oint_{\Gamma} \lim_{h \to 0} \frac{1}{h} \left( (z - \mathcal{L}_{\theta,i,s})(z - \mathcal{L}_{\theta,i,(s+h)})^{-1} \right) dz \\
&= \frac{1}{2\pi i} \oint_{\Gamma} (z - \mathcal{L}_{\theta,i,s})^{-1} \mathcal{L}^{(1)}_{\theta,i}(z - \mathcal{L}_{\theta,i,s})^{-1} dz
\end{align*}

\begin{align*}
\Pi^{(2)}_{\theta,i,s} &= \frac{1}{2\pi i} \oint_{\Gamma} \lim_{h \to 0} \frac{1}{h} \Delta_h[(z - \mathcal{L}_{\theta,i,s})^{-1} \mathcal{L}^{(1)}_{\theta,i}(z - \mathcal{L}_{\theta,i,s})^{-1}] dz \\
&= \frac{1}{2\pi i} \oint_{\Gamma} \lim_{h \to 0} \frac{1}{h} \Delta_h[(z - \mathcal{L}_{\theta,i,s})^{-1}] \mathcal{L}^{(1)}_{\theta,i}(z - \mathcal{L}_{\theta,i,s})^{-1} dz
\end{align*}
\[
+ \frac{1}{2\pi i} \oint_{\Gamma} \lim_{h \to 0} \frac{1}{h} (z - \mathcal{L}_{\theta,i(s+h)})^{-1} \Delta_h \left[ \mathcal{L}_{\theta,i}^{(1)} (z - \mathcal{L}_{\theta,js})^{-1} \right] \, dz \\
- \frac{1}{2\pi i} \oint_{\Gamma} \lim_{h \to 0} \frac{1}{h} (z - \mathcal{L}_{\theta,i(s+h)})^{-1} \mathcal{L}_{\theta,i}^{(1)} (z - \mathcal{L}_{\theta,js})^{-1} \Delta_h \, dz \\
(3.17) = \frac{1}{2\pi i} \oint_{\Gamma} (z - \mathcal{L}_{\theta,js})^{-1} \mathcal{L}_{\theta,js}^{(2)} (z - \mathcal{L}_{\theta,js})^{-1} \, dz,
\]
and similarly,
\[
(3.18) \quad \Pi_{\theta,js}^{(3)} = \frac{1}{2\pi i} \oint_{\Gamma} (z - \mathcal{L}_{\theta,js})^{-1} \mathcal{L}_{\theta,js}^{(3)} (z - \mathcal{L}_{\theta,js})^{-1} \, dz
\]
whenever the integrals make sense. Note that \((z - \mathcal{L}_{\theta,js})^{-1}, \mathcal{L}_{\theta,js}^{(3)} \in \mathcal{L}(\mathcal{B}, \mathcal{B})\) for \((\theta, s) \in \mathcal{V}_1 \times \mathcal{V}_1\).

Therefore, for \(\theta \in \mathcal{V}_1, s \mapsto \Pi_{\theta,js}^{(3)} \) is \(C^3\) as a function from \(\mathcal{V}_1\) to \(\mathcal{L}(\mathcal{B}, \mathcal{B})\).

A similar argument gives, for \(j = 1, 2, 3,\)
\[
\lambda_{\theta,js}^{(j)} = \frac{1}{2\pi i} \oint_{\Gamma} (z - \mathcal{L}_{\theta,js})^{-1} \mathcal{L}_{\theta,js}^{(j)} (z - \mathcal{L}_{\theta,js})^{-1} \, dz
\]
where \(\Gamma\) is a circle centred at 0 \(\in \mathbb{C}\) with radius \(\varepsilon + \kappa\) for any \(\varepsilon\) sufficiently small because
\[
\Lambda_{\theta,js} = \frac{1}{2\pi i} \oint_{\Gamma} (z - \mathcal{L}_{\theta,js})^{-1} \, dz.
\]
Therefore, for \(\theta \in \mathcal{V}_1, s \mapsto \Lambda_{\theta,js}^{(3)} \) is \(C^3\) on \(\mathcal{V}_1\). Moreover, since
\[
\Lambda_{\theta,js}^{(n)} = \frac{1}{2\pi i} \oint_{\Gamma} z^n (z - \mathcal{L}_{\theta,js})^{-1} \, dz,
\]
we have that
\[
[\Lambda_{\theta,js}^{(n)}]^{(j)} = \frac{1}{2\pi i} \oint_{\Gamma} z^n (z - \mathcal{L}_{\theta,js})^{-1} \mathcal{L}_{\theta,js}^{(j)} (z - \mathcal{L}_{\theta,js})^{-1} \, dz,
\]
and as a result,
\[
\|[\Lambda_{\theta,js}^{(n)}]^{(j)}\|_{\mathcal{B}, \mathcal{B}} \leq (2\pi)^{-1} K^2 \|\mathcal{L}_{\theta,js}^{(j)}\|_{\mathcal{B}, \mathcal{B}, \kappa^n} = O_0(\kappa^n).
\]

Note that for \((\theta, s) \in \mathcal{V}_1 \times \mathcal{V}_1,\) due to \(3.12,\)
\[
\mathcal{L}_{\theta,js} \Pi_{\theta,js} = \lambda_{\theta}(is) \Pi_{\theta,js}
\]
and hence,
\[
\mu(\mathcal{L}_{\theta,js} \Pi_{\theta,js} 1_X) = \lambda_{\theta}(is) \mu(\Pi_{\theta,js} 1_X).
\]
In particular,
\[
\lim_{(\theta, s) \to (0, 0)} m(\Pi_{\theta,js} 1_X) = m(\Pi_0 1_X) = m(1_X) \rho_{\nu_0} = 1 \neq 0
\]
So, reducing \(\delta\) if necessary, for \((\theta, s) \in \mathcal{V}_1 \times \mathcal{V}_1,\)
\[
(3.19) \quad \lambda_{\theta}(is) = \frac{m(\mathcal{L}_{\theta,js} \Pi_{\theta,js} 1_X)}{m(\Pi_{\theta,js} 1_X)}.
\]
Note that
\[
[\mu(\mathcal{L}_{\theta,js} \Pi_{\theta,js} 1_X)]^{(j)} = \sum_{k=0}^{j} \binom{j}{k} \mu(\mathcal{L}_{\theta,js}^{(k)} \Pi_{\theta,js}^{(j-k)} 1_X), \ j = 1, 2, 3, \text{ and}
\]
\[
[\mu(\Pi_{\theta,js} 1_X)]^{(j)} = \mu(\Pi_{\theta,js}^{(j)} 1_X), \ j = 1, 2, 3.
\]
for any \( \mu \). So, for each \( \theta \in V_1 \), for each \( j = 1, 2, 3 \), \( \lambda_\theta^j(is) \) can be written as a linear combination of \( s \)-continuous functions on \( V_1 \) using the quotient rule. So, \( \lambda_\theta(\cdot) \in C^3(V_1) \) as required.

For the general case, consider chains of length 3:

\[
\mathcal{C} \hookrightarrow \overline{B} \hookrightarrow L^{p_0}(m)
\]

where \( \mathcal{C} \) is either \( \mathcal{X}_a \) or \( \mathcal{X}_a^{(+)} \) for \( a = 0, 1, 2, 3 \). Then conditions in the Assumption (A) are satisfied with \( B \) replaced by \( C : L_{\theta,is} \) are bounded linear operators on \( C \) and \( \overline{B} \) and \( (\theta,s) \mapsto L_{\theta,is} \in \mathcal{L}(C,\overline{B}) \) is continuous. The uniform Doeblin-Fortet inequality follows from the Assumption (B)(3). Also, the Assumption (C)(3) tells that \( L_0 \) has a spectral gap of \( (1 - \kappa) \) on \( C \). So, we have that there exists \( V_C \), a neighbourhood of 0, such that for all \( \theta \in V_C \), \( L_\theta \) has a spectral gap of \( (1 - \bar{\kappa}) \) on \( C \). Also, we have the uniform boundedness of the resolvent

\[
\sup_{|\theta|,|s| \in V_C} \sup \left\{ \left\| (z - L_{\theta,is})^{-1} \right\|_{C,C} \mid z \geq \bar{\kappa}, |z - 1| \geq (1 - \bar{\kappa})/2 \right\} < \infty.
\]

For a fixed \( \theta \), we need to show the \( C^3 \) \( s \)-regularity of spectral data. To this end, we adapt the proof of [22, Proposition 1.9]. So, we check conditions of [33, Proposition A.1], and in particular, the Condition \( D(3) \) there. Consider the neighbourhood \( V_2 = (-\delta, \delta) \) of 0, and write

\[
I = \{ \mathcal{X}_a, a = 0, 1, 2, 3 \} \cup \{ \mathcal{X}_a^{(+)}, a = 0, 1, 2, 3 \},
\]

and let \( j = 1, 2, 3 \). Define \( T_0, T_1 \) on \( I \) by

\[
T_0(\mathcal{X}_a) = \mathcal{X}_a^{(+)}, \quad T_1(\mathcal{X}_a^{(+)}) = \mathcal{X}_{a+1},
\]

and map to \( \{0\} \) otherwise. Note that we have omitted \( \mathcal{X}_1 \) from \( I \). Then, we have condition \( D(3)(0) \). Also, for \( a = 0, 1, 2, 3, s \mapsto L_{\theta,is} \) is continuous as a function from \( V_2 \) to \( \mathcal{L}(\mathcal{X}_a, \mathcal{X}_a^{(+)}) \) due to the Assumption (B)(1). This is \( D(3)(1) \). Note that

\[
\mathcal{X}_{a+j} = T_1(T_0T_1)^{j-1}(\mathcal{X}_a^{(+)}')
\]

for \( a = 0, 1, 2 \) and \( j = 1, \ldots, 3 - a \). Due to the Assumption (B)(2), we have \( D(3)(2) \) because \( s \mapsto L_{\theta,is} \) is \( C^j \) as a function from \( V_2 \) to \( \mathcal{L}(\mathcal{X}_a, \mathcal{X}_{a+j}) \). We already have \( D(3)(3') \) because of the uniform boundedness of \( R_\delta(\theta,s) \) at the beginning.

Define \( V = \cap C V_C \). Then, reducing \( \delta \) if necessary, \( [-\delta, \delta] \subseteq V \), and for all \( \theta \in [-\delta, \delta] \), we have the \( C^3 \) smoothness of the spectral data as a function of \( s \in [-\delta, \delta] \). This follows from the conclusion [33, Proposition A.1] and the discussion preceding it. (3.15) follows from [33, Corollary 7.2].

**Remark 3.9:** It follows that if \( \theta \mapsto L_{\theta,is}^{(j)} \) is continuous at 0 (for which we give a sufficient condition in Lemma 3.3), then the implied constant in (3.15),

\[
(2\pi)^{-1} K^2 \| L_{\theta,is}^{(j)} \|_{B,B},
\]

is continuous at \( \theta = 0 \), and hence, can be bounded by a constant independent of \( \theta \).

**Remark 3.10:** We can say more. The same argument applied to sub-chains of spaces in (3.3), we can conclude the following.

- The family \( (\lambda_\theta(is), \Pi_{\theta,is}, \Lambda_{\theta,is})(\theta,s) \in [-\delta, \delta]^2 \) is continuous as a function in \( (\theta,s) \) from \( [-\delta, \delta]^2 \) to \( \mathbb{C} \times (\mathcal{L}(\mathcal{X}_j, \mathcal{X}_j^{(+)})_m)^2 \) and for each \( \theta \in [-\delta, \delta] \), \( C^m \)-smooth as a function in \( s \) from \( [-\delta, \delta] \) to \( \mathbb{C} \times (\mathcal{L}(\mathcal{X}_j, \mathcal{X}_j^{(+)})_m)^2 \) for any \( 0 \leq j \leq j + m \leq 3 \).
\begin{equation}
\max_{a=0,\ldots,3} \max_{j=0,\ldots,3-a} \sup_{|\theta|,|s|\leq 3} \|(A_{\theta,\theta,\theta,\theta})_{(j)}^{n}\|_{X_{a}\to \mathcal{X}_{a+j}} = O(\kappa^{n}).
\end{equation}

\textbf{Remark 3.11:} Under the weaker assumption (3.5), as before, we have the spectral decomposition (3.12) and the rest of the conclusion except the \((\theta, s)\)–continuity of \((\lambda_{\theta}(is), \Pi_{\theta, is}, \Lambda_{\theta, is})\). Instead, we have the same conclusion of Remark 3.7. See also the remark appearing after [33, Theorem K-L].

Next, under the extra assumption, the Assumption (D), we establish that

\[ \Pi_{\theta, is}^{(j)}, j = 0, 1, 2, 3, \]

as functions from \([-\delta, \delta]^{2}\) to \(L(\mathcal{X}_{3}^{(+)})\), are continuous at \((0,0)\), and in particular, they are bounded. This fact will be used to control the error in the asymptotic expansions of characteristic functions in Section 4.1.

\textbf{Lemma 3.3:} Suppose the Assumption (A), (B), (C)(1–3), and (D) hold. Then, for all \(j = 0, 1, 2, 3\),

\begin{equation}
\lim_{(\theta, s) \to (0,0)} \|\Pi_{\theta, is}^{(j)} - \Pi_{0}^{(j)}\|_{C, \mathcal{X}_{a}^{(+)}} = 0.
\end{equation}

where \(C\) is a Banach space in (3.3) such that \(C \hookrightarrow \cdots \hookrightarrow \mathcal{X}_{a}^{(+)\cdot}\) is any sub-chain of \(j + 2\) spaces in (3.3) and \(a \in \{0, 1, 2, 3\}\) is such that such a space \(C\) exists.

\textbf{Proof.} \(j = 0\) is already a conclusion of Lemma 3.2. So, we focus on \(j > 0\). From (3.11), (3.16), (3.17) and (3.18), we have that the \(\theta\)–continuity of \(\Pi_{\theta, is}^{(j)}\) is equivalent to \(\theta\)–continuity of \(\mathcal{L}_{\theta, is}^{(j)}\). To see this, note that

\[ \Pi_{\theta, is}^{(j)} - \Pi_{\theta, is}^{(j)} = \frac{1}{2\pi i} \int_{\Gamma} (z - L_{\theta, is})^{-1} \mathcal{L}_{\theta, is}^{(j)} (z - L_{\theta, is})^{-1} \, dz - \frac{1}{2\pi i} \int_{\Gamma} (z - L_{0})^{-1} \mathcal{L}_{\theta, is}^{(j)} (z - L_{\theta, is})^{-1} \, dz \]

\[ = \frac{1}{2\pi i} \int_{\Gamma} (z - L_{\theta, is})^{-1} (\mathcal{L}_{\theta, is}^{(j)} - \mathcal{L}_{\theta, is}^{(j)}) (z - L_{\theta, is})^{-1} \, dz \]

\[ + \frac{1}{2\pi i} \int_{\Gamma} ((z - L_{\theta, is})^{-1} - (z - L_{\theta, is})^{-1}) \mathcal{L}_{\theta, is}^{(j)} (z - L_{\theta, is})^{-1} \, dz \]

and hence, for \(C_{1} \hookrightarrow C_{2} \hookrightarrow \mathcal{B}\),

\[ \|\Pi_{\theta, is}^{(j)} - \Pi_{\theta, is}^{(j)}\|_{C_{1} \to C_{2}} \]

\[ \leq \|(z - L_{\theta, is})^{-1}\|_{C_{2} \to C_{1}} \mathcal{L}_{\theta, is}^{(j)} - \mathcal{L}_{\theta, is}^{(j)}\|_{C_{1} \to C_{2}} \|(z - L_{\theta, is})^{-1}\|_{C_{2} \to C_{1}} \]

\[ \leq \|(z - L_{\theta, is})^{-1}\|_{C_{2} \to C_{1}} \mathcal{L}_{\theta, is}^{(j)} - \mathcal{L}_{\theta, is}^{(j)}\|_{C_{1} \to C_{2}} \|(z - L_{\theta, is})^{-1}\|_{C_{2} \to C_{1}} \]

\[ + \|(z - L_{\theta, is})^{-1}\|_{C_{2} \to C_{1}} \mathcal{L}_{\theta, is}^{(j)} - \mathcal{L}_{\theta, is}^{(j)}\|_{C_{1} \to C_{2}} \|(z - L_{\theta, is})^{-1}\|_{C_{2} \to C_{1}} \]

whenever each of the norms are finite. Here, the implied constants are independent of \(s\) and \(\theta\).

Now, to prove the \(\theta\)–continuity of \(\mathcal{L}_{\theta, is}^{(j)}\), recall that \(\mathcal{L}_{\theta, is}^{(j)} = \mathcal{L}_{\theta, is}((ih_{\theta})^{j})\cdot\) and \(\mathcal{L}_{\theta, is} \in L(\mathcal{X}_{2}, \mathcal{X}_{a}^{(+)\cdot})\).

So, for \(j = 0, 1, 2, 3\),

\[ \mathcal{L}_{\theta, is}^{(j)} = i^{j} \mathcal{L}_{\theta, is} \circ H_{\theta}^{j} \in L(C, \mathcal{X}_{a}^{(+)\cdot}) \]
for any $\mathcal{C}$ in (3.3) such that $\mathcal{C} \hookrightarrow \cdots \hookrightarrow \mathcal{X}^{(+)}_3$ is any sub-chain of $j + 2$ spaces in (3.3). Our assumptions on the continuity of $L_{\theta, is}$ and $H_{\theta}$ in $(\theta, s)$ at $(0,0)$ gives the required result. 

From this, it follows that $\rho_{\theta 0}$ and $\lambda_{\theta}^{(j)}(is), j = 0, 1, 2, 3$ are continuous in $\theta$ at $\theta = 0$.

**Corollary 3.1:** Under the Assumptions (A), (B), (C)(1–3), and (D), for all $j = 0, 1, 2, 3$,

$$\lim_{(\theta, s) \to (0,0)} \lambda_{\theta}^{(j)}(is) = \lambda^{(j)}(0).$$

**Proof.** From Lemma 3.3, $\Pi_{\theta, is} 1_X, L_{\theta, is} \Pi_{\theta, is} 1_X$ and their first three derivatives with respect to $s$ are continuous at $(0,0)$ in $\theta$. Finally, due to (3.19), we can represent the $s-$derivatives of $\lambda_{\theta}(is)$ in terms of $s-$derivatives of $L_{\theta, is} \Pi_{\theta, is} 1_X$ and $\Pi_{\theta, is} 1_X$. So, we have the conclusion.

**Corollary 3.2:** Under the Assumptions (A), (B), (C)(1–3) and (D), for all $\mathcal{C}$ in (3.3) with $\mathcal{C} \neq \mathcal{B}$ and $\mathcal{B} \hookrightarrow \mathcal{C}$

$$\lim_{\theta \to 0} \|\rho_{\theta 0} - \rho_{\theta 0}\|_B = 0.$$

**Proof.** Assume $\mathcal{B} \neq \mathcal{X}^{(+)}_0$, if not, replace $\mathcal{X}^{(+)}_0$ with the leftmost space $\mathcal{C}$ in (3.3) such that $\mathcal{C} \neq \mathcal{B}$ below. Then, the result follows from

$$\|\rho_{\theta 0} - \rho_{\theta 0}\|_B \leq \|\rho_{\theta 0} - \rho_{\theta 0}\|_{\mathcal{X}^{(+)}_0} = \|\Pi_{\theta}(1_X) - \Pi_{0}(1_X)\|_{\mathcal{X}^{(+)}_0} \leq \|\Pi_{\theta} - \Pi_{0}\|_{g, \mathcal{X}^{(+)}_0} \|1_X\|_B$$

and the continuity of $\theta \mapsto \Pi_{\theta}$ as a function from $[-\delta, \delta]$ to $\mathcal{L}(\mathcal{B}, \mathcal{X}^{(+)}_0)$ (the Assumption (B)(3)).

### 3.2. Asymptotic moments

In this section, we study the dependency of asymptotic moments on the parameter $\theta$ and the choice of initial measure $\mu$. From the analysis in [20, Section 4], we observe that there are constants $\{a_{k,j}\}$ (in our case, these depend on $\theta$) for $k = 1, 2, 3$ and $j = 0, \ldots, [k/2]$ such that

$$i \mathbb{E}_\mu (S_{\theta, n}(h_\theta) - n A_\theta) = a_{1,0} + \mathcal{O}(\kappa^n),$$

$$i^2 \mathbb{E}_\mu ([S_{\theta, n}(h_\theta) - n A_\theta]^2) = a_{2,0} + a_{2,1}n + \mathcal{O}(\kappa^n),$$

$$i^3 \mathbb{E}_\mu ([S_{\theta, n}(h_\theta) - n A_\theta]^3) = a_{3,0} + a_{3,1}n + \mathcal{O}(\kappa^n),$$

where the implied constant in $\mathcal{O}(\cdot)$ is bounded by $\|\rho_\mu\|_B$ and continuous in $\theta$ at $\theta = 0$ as we shall see from the proof of Lemma 3.4 below.

Next, we show that $A_\theta$ and $\sigma_\theta$ are independent of the initial measure $\mu$. This is important for applications we have in mind; see Section 7. Also, under the Assumption (E), $\sigma_\theta > 0$. Then from the continuity of $\sigma_\theta$, we obtain $\inf_\theta \sigma_\theta > 0$. This fact is used in Lemma 4.1.

**Lemma 3.4:** Let $\mathcal{C}$ be a space in (3.3) such that $\mathcal{C} \hookrightarrow \mathcal{X}_3 \hookrightarrow \mathcal{X}_3^{(+)}$. Suppose that the Assumptions (B) and (C)(1) hold. Then, $A_\theta, \sigma_\theta, M_{\mu, \theta}$ are finite, the first two do not depend on the choice of $\mu$,

$$\lim_{\theta \to 0} A_\theta = A_0, \quad \lim_{\theta \to 0} \sigma_\theta^2 = \sigma_0^2, \quad \lim_{\theta \to 0} M_{\mu, \theta} = M_{\mu, 0},$$

and $\sup_{|\theta| \leq \delta} \|M_{\mu, \theta}\| \lesssim \|\rho_\mu\|_B$. Further, assume that Assumption (E) holds. Then, restricting $\delta$, if necessary, $\sigma_\theta \in (0, \infty)$ for $\theta \in [-\delta, \delta]$.

**Proof.** Combining (2.7) and (3.13), we have,

$$\mathbb{E}_\mu (e^{i s S_{\theta, n}(h_\theta)}) = m(L_{\theta, is}(\rho_\mu)) = \lambda_{\theta}(is)^n m(\Pi_{\theta, is} \rho_\mu) + m(\Lambda_{\theta, is} \rho_\mu)$$
Note that \( m(\Pi_\theta \rho_\mu) = 1 \). Taking the first derivative of (3.22) at \( s = 0 \),
\[
i^2 \mathbb{E}_\mu(S_{n,\theta}(h_\theta)) = n \lambda_\theta^{(1)}(0) + m(\Pi_\theta^{(1)} \rho_\mu) + m([\Lambda_\theta^{(n)}]^{(1)} \rho_\mu).
\]
This yields,
\[
-i \lambda_\theta^{(1)}(0) = \lim_{n \to \infty} \frac{1}{n} \mathbb{E}_\mu(S_{n,\theta}(h_\theta)) = A_\theta.
\]
Note that the limit is independent of the initial measure \( \mu \) because it is \( \lambda_\theta^{(1)}(0) \), and hence, depends only on the dynamical systems \( g_\theta \) and the reference measure \( m \). So, \( A_\theta \) is a function only of \( \theta \). Also, due to Corollary 3.1, it follows that \( \lim_{\theta \to 0} A_\theta = \lim_{\theta \to 0} -i \lambda_\theta^{(1)}(0) = -i \lambda_0^{(1)}(0) = A_0 \).

From now on, without loss of generality, we may assume that \( A_\theta = 0 \). If not, we can consider \( \tilde{h}_\theta = h_\theta - A_\theta \). Next, taking the second derivative of (3.22) at \( s = 0 \),
\[
i^2 \mathbb{E}_\mu(S_{n,\theta}(h_\theta)) = n \lambda_\theta^{(2)}(0) + m(\Pi_\theta^{(2)} \rho_\mu) + m([\Lambda_\theta^{(n)}]^{(2)} \rho_\mu)
\]
So, we have
\[
s_\theta^2 = \lim_{n \to \infty} \mathbb{E}_\mu \left( \frac{S_{n,\theta}(h_\theta)}{n} \right)^2 = -\lambda_\theta^{(2)}(0) < \infty
\]
This gives that \( s_\theta \) is independent of the choice of \( \mu \). As before, due to Corollary 3.1,
\[
\lim_{\theta \to 0} s_\theta^2 = \lim_{\theta \to 0} -\lambda_\theta^{(2)}(0) = -\lambda_0^{(2)}(0) = s_0^2.
\]

It is standard that the Assumption (E) yields \( s_0 > 0 \); see [14, Lemma A.14]. Since \( \theta \mapsto s_\theta \) is continuous at \( \theta = 0 \), the positivity of \( s_\theta \) in a neighbourhood of 0 follows.

Finally, taking the third derivative of (3.22) at \( s = 0 \), we obtain,
\[
i^3 \mathbb{E}_\mu(S_{n,\theta}(h_\theta))^3 = n[\lambda_\theta^{(3)}(0) + 3 \lambda_\theta^{(2)}(0)m(\Pi_\theta^{(1)} \rho_\mu)] + m(\Pi_\theta^{(3)} \rho_\mu) + m([\Lambda_\theta^{(n)}]^{(3)} \rho_\mu)
\]
and from the first derivative equation,
\[
m(\Pi_\theta^{(1)} \rho_\mu) = \lim_{n \to \infty} i \mathbb{E}_\mu(S_{n,\theta}(h_\theta)) = \lim_{n \to \infty} i \mathbb{E}_\mu(S_{n,\theta}(h_\theta) - nA_\theta) = a_{1,0}.
\]
Therefore,
\[
M_{\mu,\theta} = \lambda_\theta^{(3)}(0) + 3 \lambda_\theta^{(2)}(0)m(\Pi_\theta^{(1)} \rho_\mu) = \lambda_\theta^{(3)}(0) - 3s_\theta^2 a_{1,0}.
\]
and due to Lemma 3.3 and Corollary 3.1 we have that \( M_{\mu,\theta} \) is continuous at \( \theta = 0 \). Also,
\[
|M_{\mu,\theta}| \leq \sup_{\theta} |\lambda_\theta^{(3)}(0)| + \|\rho_\mu\|_C \sup_{\theta} |\lambda_\theta^{(2)}(0)| \|\Pi_\theta^{(1)}\|_{C^\infty} \lesssim \|\rho_\mu\|_C
\]
which proves the last claim.

**Remark 3.12:** Suppose \( \nu_0(h_0) = m(h_0 \rho_{\nu_0}) = 0 \); if not, write \( \tilde{h}_0 = h_0 - \nu_0(h_0) \) instead of \( h_0 \). Then, due to Assumption (C), \( \|L_0^n(h_0 \rho_{\nu_0})\|_B \lesssim n \), and provided that \( B \hookrightarrow L^2 \) (which is the case in our examples), we have
\[
\sum_{n=0}^{\infty} \|L_0^n(h_0 \rho_{\nu_0})\|_{L^2} \lesssim \sum_{n=0}^{\infty} \|L_0^n(h_0 \rho_{\nu_0})\|_B < \infty.
\]
This implies that the sequence
\[
\left\{ \sum_{k=0}^{n} h_0 \circ g_\theta^k \right\}
\]
is bounded in \( L^2 \), and hence, has a \( L^2 \)-weak convergent subsequence; see [14, Footnote 89]. So, we have the Assumption (E)(2).
Remark 3.13: Note that we may have to restrict the original $[-\delta, \delta]$ neighbourhood to make sure that $\sigma_\theta > 0$. But for our analysis existence of one such neighbourhood is sufficient. So, reducing $\delta$ if necessary, we write
\begin{equation}
\bar{\sigma} = \inf_{|\theta| \leq \delta} \sigma_\theta > 0 \quad \text{and} \quad \bar{\sigma} = \sup_{|\theta| \leq \delta} \sigma_\theta < \infty.
\end{equation}

These bounds will appear in later proofs.

Remark 3.14: Note that $a_{0,0}, \ldots, a_{3,1}$ are continuous at $\theta = 0$. Since $a_{2,1} = -\sigma_\theta^2$ and $a_{3,1} = -iM_{\mu, \theta}$, both are continuous at $\theta = 0$. It is easy to see from the proof that
\[
a_{1,0} = m(\Pi_0^{(1)} \rho_\mu), \quad a_{2,0} = m(\Pi_0^{(2)} \rho_\mu), \quad \text{and} \quad a_{3,0} = m(\Pi_0^{(3)} \rho_\mu).
\]
So, each one of them is continuous at $\theta = 0$ as claimed. Moreover, the error terms $m([\Lambda_\theta^{\mu} (j) \rho_\mu]$ in the expressions for $\mathbb{E}(S_{\theta, n}(h_\theta) - A_\theta)^j$, $j = 1, 2, 3$ are continuous at $\theta = 0$. Therefore, for each $n$,
\[
\lim_{\theta \to 0} \mathbb{E}_\mu(h_\theta \circ g_\theta^j) = \mathbb{E}_\mu(h_0 \circ g_0^j).
\]

As we have seen, the existence of asymptotic moments was a direct result of the $s$–regularity of the perturbations of the transfer operators and the $\theta$–regularity of asymptotic moments was a result of the $\theta$–regularity of perturbations of the transfer operators. The latter, as we shall see in Section 5, is a result of the $\theta$–regularity of the family of dynamical systems $\{g_\theta\}$. Also, as discussed in [20, Section 4], the coefficients of the first-order Edgeworth expansions can be expressed in terms of asymptotic moments (more specifically, in terms of $a_{k,j}$’s). Assuming this fact, Remark 3.14 implies that the coefficients depend on the spectral data of the transfer operators. We will see this in the next section where we derive the expansions.

4. First-order Continuous Edgeworth Expansions

The derivation of the continuous Edgeworth expansion is an extension of the classical proof of the CLT due to Lévy. First, we obtain the asymptotic expansions for the characteristic functions, $\mathbb{E}(e^{iS_{\theta, n}(h_\theta)})$, by writing their Taylor expansions. Due to (2.6) and (3.14), this expansion follows from the expansions of $(\Lambda_\theta(is))^n$ and $\Pi_{\theta, is}$, and the contribution from $\Lambda_\theta^{\mu} (is)$ is negligible. This is discussed in Section 4.1. Then, in Section 4.2, we use the expansion of the characteristic function, $\mathbb{E}(e^{iS_{\theta, n}(h_\theta)})$, to obtain an expansion for the distribution functions. Even though we obtain just the first-order expansion here, it is uniform in the initial distribution $\mu$ as well as in $\theta$, i.e., uniform for the family $g_\theta$, and hence, they are more general than the first order expansions in the current literature. This is precisely our theoretical contribution to the theory of Edgeworth expansions in dynamical systems.

Throughout the discussion, we let $\Omega \subset \mathcal{M}_1(X)$ be such that all $\mu \in \Omega$ are absolutely continuous with density functions $\rho_\mu \in \mathcal{C}$ and
\[
\sup_{\mu} \|\rho_\mu\|_C < \infty
\]
where $\mathcal{C}$ is a space in (3.3) such that $\mathcal{C} \hookrightarrow \mathcal{X}_3 \hookrightarrow \mathcal{X}_3^{(+)}$.

4.1. Asymptotic expansions of characteristic functions. Here, we establish an asymptotic expansion characteristic functions of $S_{\theta, n}(h_\theta)$,
\[
\mathbb{E}_\mu(e^{iS_{\theta, n}(h_\theta)/\sqrt{n}}), \quad \theta \to 0, \quad n \to \infty
\]
using our spectral assumptions.

**Lemma 4.1:** Suppose that the Assumptions (A), (B), (C)(1-3), (D), and (E) hold. Then there exist \( \delta > 0 \) and \( \kappa \in (0,1) \) and constants \( a \) and \( b \) independent of \( \theta \) such that for \( |s| < \bar{\sigma} \delta \sqrt{n} \) (where \( \bar{\sigma} \) is as in (3.23)),

\[
\begin{align*}
\sup_{\mu \in \Omega} \left| \mathbb{E}_\mu \left( e^{i \frac{s}{\bar{\sigma} \sqrt{n}} \theta} - e^{-s^2/2} \left( 1 + \frac{1}{\sqrt{n}} \left( \frac{a}{6} \cdot (is)^3 + b \cdot (is) \right) \right) \right) \right| = R(|s|) \left( e^{-s^2/4} \sigma \left( \frac{1}{\sqrt{n}} \right) + O(n^\kappa) \right)
\end{align*}
\]

as \( n \to \infty \) and \( \theta \to 0 \) where \( R \) is a polynomial with \( R(0) = 0 \).

**Proof.** For the sake of notational simplicity, we drop the subscript indicating the dependency on \( \theta \). Whenever the dependency is relevant, we reintroduce the subscript. Recall that, under the assumptions, the Lemmas 3.1, 3.2, 3.3 and 3.4, and the Corollary 3.1 hold.

Due to (3.10), \( \lambda(0) = 1 \). Using (2.7) and (3.13), for \( \theta \) and \( \delta > 0 \) sufficiently close to 0, for \( |s| < \sigma \delta \sqrt{n} \),

\[
\begin{align*}
\mathbb{E}_\mu \left( e^{i \frac{s}{\sigma \sqrt{n}} \theta} \right) = \lambda \left( \frac{is}{\sigma \sqrt{n}} \right)^n e^{-is \frac{nA}{\sigma \sqrt{n}}} m \left( \Pi \frac{is}{\sigma \sqrt{n}} \rho_\mu \right) + m \left( \Lambda^n \frac{is}{\sigma \sqrt{n}} \rho_\mu \right)
\end{align*}
\]

Using the Taylor expansion,

\[
\begin{align*}
\lambda \left( \frac{is}{\sigma \sqrt{n}} \right)^n &= \exp n \log \left( \frac{is}{\sigma \sqrt{n}} \right) \\
&= \exp \left[ n \sum_{k=0}^{3} (\log \lambda)^{(k)}(0) \frac{s^k}{k! \sigma^k n^{k/2}} + \frac{s^3}{\sigma^3 n^{3/2}} \psi \left( \frac{is}{\sigma \sqrt{n}} \right) \right] \\
&= \exp \left( is \frac{nA}{\sigma \sqrt{n}} + (\log \lambda)^{(2)}(0) \frac{s^2}{2 \sigma^2} + (\log \lambda)^{(3)}(0) \frac{s^3}{6 \sigma^3 n^{3/2}} + \frac{s^3}{\sigma^3 n^{3/2}} \psi \left( \frac{is}{\sigma \sqrt{n}} \right) \right) \\
&= \exp \left( is \frac{nA}{\sigma \sqrt{n}} - \frac{s^2}{2} + (\log \lambda)^{(3)}(0) \frac{s^3}{6 \sigma^3 n^{3/2}} + \frac{s^3}{\sigma^3 n^{3/2}} \psi \left( \frac{is}{\sigma \sqrt{n}} \right) \right)
\end{align*}
\]

where \( \psi \) is continuous at 0 with \( \psi(0) = 0 \). Here, we also used the fact that \( iA = \lambda^{(1)}(0) \) and \( i^2 \sigma^2 = \lambda^{(2)}(0) - \lambda^{(1)}(0)^2 \) when \( A \neq 0 \) which follows from (3.22). So,

\[
\begin{align*}
\lambda \left( \frac{is}{\sigma \sqrt{n}} \right)^n e^{-is \frac{nA}{\sigma \sqrt{n}}} &= e^{-s^2/2} \exp \left( (\log \lambda)^{(3)}(0) \frac{s^3}{6 \sigma^3 n^{3/2}} + \frac{s^3}{\sigma^3 n^{3/2}} \psi \left( \frac{is}{\sigma \sqrt{n}} \right) \right),
\end{align*}
\]

and

\[
\begin{align*}
m \left( \Pi \frac{is}{\sigma \sqrt{n}} \rho_\mu \right) - 1 - \frac{s}{\sigma \sqrt{n}} m(\Pi_0^{(1)} \rho_\mu) \leq \frac{s^2}{\sigma^2 n} \sup_{\gamma \in [0,1]} \left| m(\Pi_0^{(2)} \frac{is}{\sigma \sqrt{n}} \rho_\mu) \right|.
\end{align*}
\]

Write \( \alpha = (\log \lambda)^{(3)}(0) \frac{s^3}{6 \sigma^3 n^{3/2}} + \frac{s^3}{\sigma^3 n^{3/2}} \psi \left( \frac{is}{\sigma \sqrt{n}} \right) \) and \( \beta = (\log \lambda)^{(3)}(0) \frac{s^3}{6 \sigma^3 n^{3/2}} \). Then using

\[
|e^\alpha - (1 + \beta)| \leq e^{\max(|\alpha|,|\beta|)} \left( |\alpha - \beta| + \frac{1}{2} |\beta|^2 \right),
\]
we estimate,

\[
\left| \lambda \left( \frac{is}{\sigma \sqrt{n}} \right)^n e^{-is \frac{n \lambda_0}{\sigma \sqrt{n}} + s^2/2} - \left( 1 + (\log \lambda)^{(3)}(0) \frac{s^3}{6\sigma^3\sqrt{n}} \right) \right| 
\leq e^{s^2/4} \left( \frac{|s|^3}{\sigma^3 \sqrt{n}} \right) \psi\left( \frac{is}{\sigma \sqrt{n}} \right) + (\log \lambda)^{(3)}(0)^2 \frac{|s|^6}{36\sigma^6 n}.
\]

Therefore,

\[
(4.5) \quad \left| \lambda \left( \frac{s}{\sigma \sqrt{n}} \right)^n e^{-is \frac{n \lambda_0}{\sigma \sqrt{n}} - s^2/2} - \left( 1 + (\log \lambda)^{(3)}(0) \frac{s^3}{6\sigma^3\sqrt{n}} \right) \right| 
\leq e^{-s^2/4} \left( \frac{|s|^3}{\sigma^3 \sqrt{n}} \right) \psi\left( \frac{is}{\sigma \sqrt{n}} \right) + (\log \lambda)^{(3)}(0)^2 \frac{|s|^6}{36\sigma^6 n}.
\]

Reintroducing the dependency on \( \theta \) and \( \mu \), and writing

\[
Q_\theta(s) = (\log \lambda_\theta)^{(3)}(0) \frac{s^3}{6\sigma^3_\theta} + m(\Pi^{(1)}_\theta \rho_\mu) \frac{s}{\sigma_\theta}.
\]

Combining (4.4) and (4.5), and substituting it in (4.2), we have

\[
(4.7) \quad \left| \mathbb{E}_\mu \left( e^{is \frac{S_{\theta,n}(\gamma) - n \lambda_\theta \rho_\mu}{\theta_\sigma \sqrt{n}} \right) - e^{-s^2/2} \left( 1 + \frac{Q_\theta(s)}{\sqrt{n}} \right) \right| 
\leq \left| \lambda \left( \frac{is}{\sigma \sqrt{n}} \right)^n e^{-is \frac{n \lambda_0}{\sigma \sqrt{n}} \Pi_{\theta_\sigma \gamma \sigma^\gamma \rho_\mu} + m(\Pi^{(3)}_{\theta_\sigma \gamma \sigma^\gamma} \rho_\mu) - e^{-s^2/2} \left( 1 + \frac{Q_\theta(s)}{\sqrt{n}} \right) \right| 
\leq e^{-s^2/4} \left( \frac{|s|^3}{\sigma^3 \sqrt{n}} \right) \psi\left( \frac{is}{\sigma \sqrt{n}} \right) + (\log \lambda_\theta)^{(3)}(0)^2 \frac{|s|^6}{36\sigma^6 n} + \sup_{\gamma \in [0,1]} \left| m(\Pi^{(n)}_{\theta_\sigma \gamma \sigma^\gamma} \rho_\mu) \right| 
\]
\( \theta \) and \(|s|\) small, \(|\psi_\theta(s)|\) can be made small. So, the second term is \( o(n^{-1/2}) \) as \( \theta \to 0 \). Finally,

\[
\left| \frac{Q_\theta(s)}{\sqrt{n}} - \frac{Q(s)}{\sqrt{n}} \right| \leq \left| (\log \lambda_\theta)^{(3)}(0) \sigma_0 - (\log \lambda_0)^{(3)}(0) \sigma_\theta \right| \frac{|s|^3}{6\sigma_0 \sqrt{n}}
\]

(4.8)

\[
+ \left| n(\Pi_\theta^{(1)} \rho_\mu) \sigma_0 - n(\Pi_0^{(1)} \rho_\mu) \sigma_\theta \right| \frac{|s|}{\sigma^2 \sqrt{n}}.
\]

Again, due to continuity of \((\log \lambda_\theta)^{(3)}, \sigma_\theta\) and \(\Pi_\theta^{(1)}\) at \(\theta = 0\), and the uniform boundedness of \(\rho_\mu\), we have that the terms on the right are \(o(n^{-1/2})\) as \(\theta \to 0\).

\(\Box\)

**Remark 4.1:** From the proof,

\[
a = \frac{\log \lambda_0^{(3)}(0)}{(i\sigma_0)^3}, \quad b = \frac{m(\Pi_0^{(1)} \rho_\mu)}{i\sigma_0}, \quad \text{and} \quad R(s) = C(s + s^6)
\]

for \(C > 0\) sufficiently large. Hence, \(R(|s|)/|s| = C(1 + |s|^5)\) is bounded near 0. This fact is used in the proof of Theorem 4.2.

### 4.2. Edgeworth expansions for distribution functions.

Now, we are ready to discuss the key theoretical result that ensures the asymptotic accuracy of the bootstrap for a large class of dynamical systems. We know from [22] that under the Assumptions (B) and (C)(1), for each \(\theta\), \(\mathfrak{N}\) is the stable law of \(S_{n,\theta}(h_\theta)\). That is, the following CLT holds: For any initial distribution \(\mu\),

\[
\frac{S_{\theta,n}(h_\theta) - nA_\theta}{\sigma_\theta \sqrt{n}} \implies Z
\]

where \(Z\) is a standard normal random variable and \(\implies\) denotes convergence in distribution. In the next theorem, a quantitative and a uniform version of this CLT is established using our spectral assumptions.

**Theorem 4.2:** Suppose that the Assumptions (A), (B), (C), (D), and (E) hold. Let \(\mathfrak{N}(\cdot)\) and \(\mathfrak{n}(\cdot)\) be as in (2.9). Then, there exists a quadratic polynomial \(P\) such that the following asymptotic expansion holds:

\[
\sup_{\mu \in \Omega, x \in \mathbb{R}} \left| \mathbb{P}_\mu \left( \frac{S_{\theta,n}(h_\theta) - nA_\theta}{\sigma_\theta \sqrt{n}} \leq x \right) - \mathfrak{N}(x) - \frac{P(x)}{\sqrt{n}} \mathfrak{n}(x) \right| = o(n^{-1/2}),
\]

as \(\theta \to 0\) and \(n \to \infty\).

**Proof.** Note that under the assumptions, we have the conclusions of Lemma 4.1. Since we have an expansion for the characteristic functions, (4.1), we could adapt the standard proof for iid sequences in [19, Chapter XVI]. Define \(P\) to be the polynomial such that

\[
\mathcal{E}_n(x) = \mathfrak{N}(x) + \frac{P(x)}{\sqrt{n}} \mathfrak{n}(x),
\]

where \(\mathcal{E}_n(s)\) is defined by

\[
\hat{\mathcal{E}}_n(s) := \int_{\mathbb{R}} e^{-isx} d\mathcal{E}_n(x) := e^{-s^2/2} + \frac{e^{-s^2/2}}{\sqrt{n}} Q(s)
\]

where \(Q\) is given by (4.6) with \(\theta = 0\). Such \(P\) exists and can be written down explicitly as

\[
P(x) = \frac{(\log \lambda_0)^{(3)}(0)}{6(i\sigma_0)^3}(1 - x^2) + \frac{m(\Pi_0^{(1)} \rho_\mu)}{i\sigma_0}.
\]

(4.12)
Next, from the Berry-Esséen inequality (see [19, Chapter XVI.2]), for each \( T > 0 \),
\[
(4.13) \quad \left| \mathbb{P}_\mu \left( \frac{S_{\theta,n}(b_\theta) - nA_\theta}{\sigma_\theta \sqrt{n}} \leq x \right) - \mathcal{E}_n(x) \right| \leq \frac{1}{\pi} \int_{-T}^{T} \left| \mathbb{E}_\mu \left( e^{is\frac{S_{\theta,n}(b_\theta) - nA_\theta}{\sigma_\theta \sqrt{n}}} \right) \right| ds + \frac{C_0}{T},
\]
where and \( C_0 \) is independent of \( T \) and \( \theta \). See [19, Chapter XVI.3, 4] for a detailed discussion of the Berry-Esséen inequality.

Now, we estimate the right hand side of (4.13) for an appropriate choice of \( T \). For \( \varepsilon > 0 \), choose \( B > \max\{C_0\varepsilon^{-1}, \bar{\sigma}\delta\} \). Then
\[
(4.14) \quad \frac{1}{\pi} \int_{-B\sqrt{n}}^{B\sqrt{n}} \left| \mathbb{E}_\mu \left( e^{is\frac{S_{\theta,n}(b_\theta) - nA_\theta}{\sigma_\theta \sqrt{n}}} \right) \right| ds + \frac{C_0}{B\sqrt{n}} \leq I_1 + I_2 + I_3 + \frac{\varepsilon}{\sqrt{n}}
\]
where
\[
I_1 = \frac{1}{\pi} \int_{|s|<\delta\sqrt{n}} \left| \mathbb{E}_\mu \left( e^{is\frac{S_{\theta,n}(b_\theta) - nA_\theta}{\sigma_\theta \sqrt{n}}} \right) - \hat{\mathcal{E}}_n(s) \right| ds,
\]
\[
I_2 = \frac{1}{\pi} \int_{\delta\sqrt{n} \leq |s| \leq B\sqrt{n}} \left| \mathbb{E}_\mu \left( e^{is\frac{S_{\theta,n}(b_\theta) - nA_\theta}{\sigma_\theta \sqrt{n}}} \right) \right| ds,
\]
\[
I_3 = \frac{1}{\pi} \int_{|s| \geq \delta\sqrt{n}} \left| \hat{\mathcal{E}}_n(s) \right| ds.
\]
From (4.1) and Remark 4.1, we have that
\[
I_1 = \frac{1}{\pi} \int_{|s|<\delta\sqrt{n}} \frac{R(|s|)}{|s|} \left[ e^{-s^2/4} \cdot o\left( \frac{1}{\sqrt{n}} \right) + O(n^\varepsilon) \right] ds = o(n^{-1/2})
\]
where the implied constants are independent of \( \theta \) and \( \mu \). Note that there exists a constant \( C \) such that \( |\hat{\mathcal{E}}_n(s)| \leq Ce^{-s^2/4} \) for all \( s \in \mathbb{R} \). Therefore,
\[
I_3 \leq \frac{C}{\pi} \int_{|s| \geq \delta\sqrt{n}} \frac{e^{-s^2/4}}{|s|} ds = O(e^{-c'n}),
\]
for some \( c' > 0 \). Because our choice of \( \varepsilon > 0 \) is arbitrary, if \( I_2 = o(n^{-1/2}) \), then the proof is complete. To show this, we change the variables in \( I_2 \) to obtain
\[
I_2 = \frac{1}{\pi} \int_{\delta\sigma_\theta^{-1} \leq |s| < B\sigma_\theta^{-1}} \left| \mathbb{E}_\mu \left( e^{i\frac{s(S_{\theta,n}(b_\theta) - nA_\theta)}{\sigma_\theta \sqrt{n}}} \right) \right| ds \leq \frac{1}{\pi} \int_{\delta\tilde{\sigma}^{-1} \leq |s| < B\tilde{\sigma}^{-1}} \frac{|m(\mathcal{L}_{\theta,is}(\rho_\mu))|}{|s|} ds.
\]
Note that \( (\theta, s) \mapsto \mathcal{L}_{\theta,is} \in \mathcal{L}(B, \tilde{B}) \) is continuous and hence, so is \( \mathcal{L}_{\theta,is}^n \). Since the spectral radius of \( \mathcal{L}_{\theta,is} \) is \( \lim_{n \to \infty} \|\mathcal{L}_{\theta,is}^n\|^{1/n}_{B,\tilde{B}} \), the Assumption (C)(4) gives us the existence of \( n_{\theta,s} \) such that
\[
\|\mathcal{L}_{\theta,is}^{n_{\theta,s}}\|^{1/n_{\theta,s}}_{B,\tilde{B}} < 1.
\]
By the continuity of \( (\theta, s) \mapsto \|\mathcal{L}_{\theta,is}\|_{B,\tilde{B}} \), and the compactness of \([0,\tilde{\delta}] \times [\delta\tilde{\sigma}^{-1}, B\tilde{\sigma}^{-1}] \) there exists a \( \eta \in (0, 1) \) and \( n_0 \) such that
\[
\|\mathcal{L}_{\theta,is}^n\|_{B,\tilde{B}} < \eta^n
\]
for all \( n \geq n_0 \) and for all \((\theta, s) \in [-\delta, \delta] \times [\delta \tilde{\sigma}^{-1}, B \tilde{\sigma}^{-1}]\). As a result,
\[
I_2 \leq \frac{\eta^n}{\pi} \|\rho_\mu\|_C \int_{\delta \tilde{\sigma}^{-1} < |s| < B \tilde{\sigma}^{-1}} \frac{1}{|s|} \, ds = O(\eta^n).
\]
This gives the required asymptotics. \(\Box\)

**Remark 4.2:** We can express the coefficients of the polynomial \( P(x) \) using the asymptotic moments of \( S_{0,n}(h_0) \). Assume for simplicity that \( A_0 = 0 \). Then, from the discussion in Section 3.2, we have that
\[
m(\Pi_0^{(1)} \rho_\mu) = \lim_{n \to \infty} i \mathbb{E}_\mu(S_{n,0}(h_0)) \text{ and } (\log \lambda_0)^{(3)}(0) = \lambda_0^{(3)}(0) = i^3 M_{\nu_0,0}.
\]
So, the first-order continuous Edgeworth expansion takes the form:
\[
\mathcal{E}_n(x) = \mathcal{N}(x) + \frac{1}{\sqrt{n}} \left[ \frac{M_{\nu_0,0}}{6\sigma_0^3} (1 - x^2) + \frac{\tilde{M}_{\nu_0,0}}{\sigma_0} \right] \mathbb{N}(x)
\]
where
\[
\tilde{M}_{\nu_0,0} = \lim_{n \to \infty} \mathbb{E}_\mu(S_{n,0}(h_0)), \quad \sigma_0^2 = \lim_{n \to \infty} \mathbb{E}_\mu \left( \frac{S_{n,0}(h_0)}{\sqrt{n}} \right)^2 \quad \text{and} \quad M_{\nu_0,0} = \lim_{n \to \infty} \mathbb{E}_{\nu_0} \left( \frac{S_{n,0}(h_0)}{n^{1/3}} \right)^3.
\]
In general, the same holds with \( h_0 \) replaced by \( \tilde{h}_0 = h_0 - A_0 \).

**Remark 4.3:** If \( \mu = \nu_0 \), then \( \tilde{M}_{\nu_0,0} = 0 \). So, the first-order Edgeworth expansion captures the deviation from equilibrium. In addition, it captures the asymmetry of the stationary distribution because \( M_{\nu_0,0}\sigma_0^{-3} \) corresponds to the *skewness* of \( \nu_0 \). As a result, if \( \mu = \nu_0 \) and \( \nu_0 \) is symmetric, then the Gaussian approximation is as good as the bootstrap. We will observe this in our simulations.

**Remark 4.4:** In practice, we may replace the initial measures \( \mu \in \Omega \), by a family of initial measures \( \{\mu_\theta\} \), i.e., the quantity of interest will be
\[
\mathbb{P}_{\mu_\theta}(S_{n,\theta}(h_\theta) \leq x \cdot \sigma_\theta \sqrt{n}),
\]
and \( \theta \) may depend on \( n \). In this case, we let
\[
P(x) = \frac{(\log \lambda_0)^{(3)}(0)}{6(i\sigma_0)^3} (1 - x^2) + \frac{m(\Pi_0^{(1)} \rho_{\mu_0})}{i\sigma_0}
\]
so that the expansion does not depend on \( \{\mu_\theta\} \), and in turn, on \( \theta \). Due to (4.7), (4.8) and the proof of the Theorem 4.2, the first order continuous Edgeworth expansion holds if we assume that there exists a space \( \mathcal{C} \) in (3.3) such that \( \mathcal{C} \hookrightarrow X_3 \hookrightarrow X_3^{(+)} \)
\[
\lim_{\theta \to 0} \|\rho_{\mu_0} - \rho_{\rho_0}\|_C = 0.
\]

5. **Examples**

Here, we discuss some examples for which our abstract results apply. In Sections 5.1 and 5.2, we describe a class of dynamical systems and verify our abstract Assumptions (A), (B) and (C) for that class of systems. In Section 9, we have included simulation results corresponding to particular examples of these classes of dynamical systems. Moreover, we verify our assumptions for \( V \)-geometrically ergodic Markov chains in Section 5.3 for unbounded observables. This example shows that our techniques are neither limited to dynamical systems nor to bounded observables.
For a summary of standard techniques to verify our assumptions for dynamical systems, we refer the reader to [22, Section 4.2]. Also, an elementary discussion related to the conditions in the Assumption (A) can be found in [47, Section 3.2].

5.1. \(C^1\)-perturbations of smooth expanding maps. This is the class of dynamical systems that we mentioned as an example at the beginning. We make a few extra assumptions to guarantee that all our spectral assumptions hold.

Let \( g \in C^2(\mathbb{T}, \mathbb{T}) \) be such that there exists \( \eta > 2 \) such that \( |g'| \geq \eta \) (in fact, we may assume \( \eta > 1 \) and consider an iterate of \( g \), \( g^k \), with \( |(g^k)'| > \eta \)). Let \( g_\theta, \theta \in [0, 1] \) with \( g_0 := g \) be such that for all \( \theta, \tilde{\theta} \in [0, 1] \),

\[
d_{C^1}(g_\theta, g_{\tilde{\theta}}) \leq |\theta - \tilde{\theta}| \quad \text{and} \quad \sup_{\theta} d_{C^2}(g_\theta, g_{\tilde{\theta}}) \leq M_1
\]

for some fixed \( M_1 \). Also, let \( m \) be the Lebesgue measure on \( \mathbb{T} \). Then, taking \( \mathcal{B} := BV(\mathbb{T}) \) to be the space of functions of bounded variation on \( \mathbb{T} \) with the BV norm

\[
\| \cdot \|_{BV} = \text{Var}[\cdot] + \| \cdot \|_{L^1}
\]

where \( \text{Var}[\cdot] \) refers to the total variation of on \( \mathbb{T} \) and \( \mathcal{B} := L^1 \), we have \( \mathcal{B} \subset \mathcal{B} \) and \( \| \cdot \|_{L^1} \leq \| \cdot \|_{BV} \). Note also that \( BV(\mathbb{T}) \) is a Banach algebra.

Let \( h_\theta \in \mathcal{B} \) be such that

\[
\lim_{\theta \to 0} \| h_\theta - h_0 \|_{BV} = 0.
\]

We assume that, for small \( \theta \), \( h_\theta \) is non-arithmetic, i.e.,

\[
(5.1) \quad h_\theta \text{ is not } g_\theta\text{-cohomologous to a lattice-valued function in } BV(\mathbb{T}).
\]

That is, there do not exist \( a, b \in \mathbb{R} \) and \( \eta \in BV \) such that \( h_\theta - (\eta \circ g_\theta - \eta) \in a + b \mathbb{Z} \), \( m \)-almost surely. In particular, this implies, (3.7). Also, (5.1) is reminiscent of the theorem due to Essén that, in the iid case, the first order Edgeworth expansion holds if and only if the common distribution is non-lattice; see [18]. Since \( BV(\mathbb{T}) \) is a Banach algebra, multiplication by \( h_\theta \) is a bounded linear operator on \( BV \), and the convergence of \( h_\theta \) to \( h \) gives \( ||H_\theta - H_\eta||_{\mathcal{B}, \mathcal{B}} \to 0 \) as \( \theta \to 0 \).

Note that for each \( \theta, s \mapsto \mathcal{L}_{\theta, is} \) is analytic from \( \mathbb{R} \) to \( \mathcal{L}(\mathcal{B}, \mathcal{B}) \). This follows from

\[
\mathcal{L}_{\theta, is}(\cdot) = \mathcal{L}_\theta(e^{ish_\theta \cdot}) = \sum_{k=0}^{\infty} \frac{(is)^k}{k!} \mathcal{L}_\theta((h_\theta)^k \cdot)
\]

where \( (h_\theta)^k = h_\theta \times \cdots \times h_\theta \), \( k \)-times. Note that \( \mathcal{L}_\theta((h_\theta)^k \cdot) = \mathcal{L}_\theta \circ H_\theta^k \). So, \( ||\mathcal{L}_\theta((h_\theta)^k \cdot)|| \leq ||\mathcal{L}_\theta|| \cdot ||H_\theta||^k \) where \( \| \cdot \| \) is the operator norm induced by the BV norm. Therefore, the series expansion converges absolutely. Since \( \mathcal{L}(\mathcal{B}, \mathcal{B}) \) is complete, this means that the series converges in \( \mathcal{L}(\mathcal{B}, \mathcal{B}) \), and it follows that, for each \( \theta, s \mapsto \mathcal{L}_{\theta, is} \) is an analytic family in \( \mathcal{L}(\mathcal{B}, \mathcal{B}) \). Since \( ||\mathcal{L}_{\theta, is}||_{L^1} \leq ||s||_{L^1} \), the operators are in \( \mathcal{L}(\mathcal{B}, \mathcal{B}) \) as well.

We follow [47, Example 3.1]. From the proof there, it follows that for all \( \psi \in \mathcal{B} \),

\[
||\mathcal{L}_\theta(\psi) - \mathcal{L}_{\tilde{\theta}}(\psi)||_{L^1} \lesssim ||\psi||_{BV} |\theta - \tilde{\theta}|
\]

where the implied constant depends only on \( M_1 \) and \( \eta \). Next, for all \( \varphi \in C^1 \) and \( \psi \in \mathcal{B} \),

\[
\int (\mathcal{L}_{\theta, is}\psi - \mathcal{L}_{\tilde{\theta}, is}\psi) \cdot \varphi \, dm = \int (\mathcal{L}_\theta(e^{ish\varphi}) - \mathcal{L}_{\tilde{\theta}}(e^{ish\tilde{\varphi}})) \cdot \varphi \, dm
\]

\[
= e^{ish\varphi} \cdot (\varphi \circ g_\theta - \varphi \circ g_{\tilde{\theta}}) 
\]

\[
+ e^{ish\tilde{\varphi}} \cdot (\varphi \circ g_\theta - \varphi \circ g_{\tilde{\theta}}) \, dm + \int \psi \cdot \varphi \circ g_\theta \cdot (e^{ish\varphi} - e^{ish\tilde{\varphi}}) \, dm.
\]
The argument in [47, Example 3.1] can be applied to estimate the first term, i.e.,
\[
\left| \int e^{i\theta g_0} \psi \cdot (\varphi \circ g_0 - \varphi \circ \bar{g}_0) \, dm \right| \lesssim \|e^{i\theta g_0} \psi\|_{BV} \|\varphi\|_{\infty} |\theta - \bar{\theta}| \lesssim \|\varphi\|_{\infty} \|\psi\|_{BV} \|e^{i\theta g_0}\|_{BV} |\theta - \bar{\theta}|
\]
with a constant independent of $\theta, \bar{\theta}$ and $s$. Since $|e^{i\theta g_0(x)} - e^{i\theta g_0(y)}| \leq |s||h_\theta(x) - h_\theta(y)|$, we have $\text{Var}[e^{i\theta g_0}] \leq |s|\text{Var}[h_\theta]$. Since $h_\theta \to h$ in $BV$, we have that $\text{Var}[e^{i\theta g_0}] \lesssim |s|$ where the implied constant is independent of $\theta$. Therefore,
\[
\left| \int e^{i\theta g_0} \psi \cdot (\varphi \circ g_0 - \varphi \circ \bar{g}_0) \, dm \right| \lesssim \|\varphi\|_{\infty} \|\psi\|_{BV} (|s| + 1) \cdot |\theta - \bar{\theta}|.
\]
For the second term, note that,
\[
\left| \int \psi \cdot \varphi \circ g_0 \cdot (e^{i\theta g_0} - e^{i\bar{\theta} g_0}) \, dm \right| \lesssim \|\varphi\|_{\infty} \int |\psi||h_\theta - h_{\bar{\theta}}| \, dm \leq \|\varphi\|_{\infty} \|\psi\|_{BV} (|h_\theta - h_{\bar{\theta}}|) \leq \|\varphi\|_{\infty} \|\psi\|_{BV} |\theta - \bar{\theta}|.
\]
In fact, the estimates hold for $\varphi \in L^\infty$ because $C^1(T, T)$ is dense in $L^\infty$. Next, taking the supremum over $\varphi$ with $||\varphi||_{\infty} \leq 1$, we have,
\[
\|L_{\theta, is} \psi - L_{\bar{\theta}, is} \psi\|_{L^1} \lesssim (|s| + 1)\|\psi\|_{BV} \left( |\theta - \bar{\theta}| + |h_\theta - h_{\bar{\theta}}| \right).
\]
Therefore,
\[
\|L_{\theta, is} \psi - L_{\bar{\theta}, is} \psi\|_{L^1} \leq \|L_{\theta, is} \psi - L_{\bar{\theta}, is} \psi\|_{L^1} + \|L_{\theta, is} \psi - L_{\bar{\theta}, is} \psi\|_{L^1}
\]
\[
\lesssim (|s| + 1)\|\psi\|_{BV} \left( |\theta - \bar{\theta}| + |h_\theta - h_{\bar{\theta}}| \right) + \|L_{\theta, is} - L_{\bar{\theta}, is} \psi\|_{BV}
\]
\[
\lesssim (|s| + 1)\|\psi\|_{BV} \left( |\theta - \bar{\theta}| + |h_\theta - h_{\bar{\theta}}| \right) + \|L_{\theta, is} - L_{\bar{\theta}, is} \psi\|_{BV}
\]
\[
\lesssim \|\psi\|_{BV} \left( |\theta - \bar{\theta}| + |h_\theta - h_{\bar{\theta}}| \right) (|s| + 1) + \|L_{\theta, is} - L_{\bar{\theta}, is} \psi\|_{BV},
\]
and hence,
\[
\lim_{(\theta, s) \to (\bar{\theta}, s)} \|L_{\theta, is} - L_{\bar{\theta}, is} \psi\|_{BV} = 0.
\]
Since $g \in C^2$ on $T$ and $|g'| > \eta$ and $g_0$ is $C^1$ close to $g$, for sufficiently small $\theta, |g_0| > \eta$, and due to [10, Lemma 1], the following Doeblin-Fortet inequality,
\[
\forall \psi \in B, \|L_{\theta, is} \psi\|_{BV} \leq 2\gamma^{-1}||\psi||_{BV} + C_{\gamma, \theta}(1 + |s|)||\psi||_{L^1},
\]
(where $C_{\gamma, \theta}$ is uniformly bounded in $\theta$) holds. Iterating this $n$-times, we obtain (3.2). Note that the non-arithmeticity of $h_\theta$ is essential to apply [10, Lemma 1].

So far, we have checked Assumption (A) with $B = BV(T)$ and $\widetilde{B} = L^1(m)$, Assumption (B) with $X_0 = \mathcal{X}_3^{(+) = BV(T)}$ and any $p_0 \geq 1$, and finally, we verify Assumption (C).

From [32, Theorem II.5], we have that the essential spectral radius of $L_{\theta, is}$ is at most $\lambda^{-1}$ and $L_{\theta, is}$ is quasi compact. In particular, $L_{\theta}$ has finitely many eigenvalues $\lambda_i$ such that $\lambda < |\lambda_i| \leq 1$. Further, due to the exactness of the transformation $f$, 1 is the only eigenvalue of $L_0$ on the unit circle and it is simple. This is also true for $L_\theta$ because $g_\theta$ is uniformly expanding. Note that Assumption (C)(3) is equivalent to Assumption (C)(1) because $X_0 = \mathcal{X}_3^{(+) = B}$. Assumption (C)(4) follows directly from [22, Lemma 4.5] due to the non-arithmeticity assumption (5.1).

**Remark 5.1:** Note that, in (C)(1), we do not require simplicity of the eigenvalue 1 of $L_\theta$, $\theta \neq 0$ (it is part of the conclusion of our results), but, in this special case, we have it due to structural stability of expanding maps.
5.1.1. Periodic Cubic Spline Approximations. As a special case, we discuss the cubic spline approximations of $g$ (considering $g$ as a periodic function on $\mathbb{R}$). This will be relevant to our simulations. Let $0 = z_0 < z_1 < \cdots < z_n < z_{n+1} = 1$ (we work on $[0,1]$ and identify $0$ and $1$, so that $z_0$ and $z_{n+1}$ overlap) with $g(z_i) = y_i$ for $i = 1, \ldots, n$. Let $s : [0,1] \to [0,1]$ be the periodic cubic spline approximation of $g$ with mesh $\{z_i\}$. Then,

- \( s(x) = a_i + b_i x + c_i x^2 + d_i x^3 \) on $[z_i, z_{i+1}]$ for $i = 0, \ldots, n$,
- For $j = 1, 2$, \( s^{(j)}(z_i) = s^{(j)}(z_{i+1}) \) when $i = 1, \ldots, n$ and \( s^{(j)}(0+) = s^{(j)}(1-) \).
- \( s(z_i) = y_i \) and $s(0) = s(1)$.

Then \( \|g^{(j)} - s^{(j)}\|_{L^\infty} = O(\theta^{2-j}) \) \( j = 0, 1, 2 \) where $\theta = \max\{z_{i+1} - z_i \mid 0 \leq i \leq n\}$ is the mesh-size; see [2, Theorem 2.3.2]. Therefore, writing $s_\theta$ for a spline approximation of $g$ with mesh-size $\theta \in (0, 1/N)$ where $N$ is large, we obtain a family of $C^1$-perturbations of the $C^2$ expanding map $g$.

5.2. Linear spline approximations of piecewise expanding maps. Let $g : [0,1] \to [0,1]$ be a piecewise expanding map as in [46]. That is,

- $g$ is piecewise $C^2$ on $[0,1]$: There is a mesh $0 = z_0 < z_1 < \cdots < z_n < z_{n+1} = 1$ such that $g(z_i, z_{i+1})$ extends to a $C^2$ function on $[z_i, z_{i+1}]$ for all $i = 0, \ldots, n$.
- $g$ is uniformly expanding: There exists $\eta > 1$ such that $|g'| \geq \eta$.
- $g$ is a covering: Let

\[
\mathcal{A}_n = \bigvee_{k=0}^n g^{-k}(\{[z_i, z_{i+1}], i = 0, \ldots, n\}).
\]

Then there exists $N_n$ such that for all $I \in \mathcal{A}_n$, $g^{N_n}(I) = [0,1]$.

In this case, as in the previous example, we can let $m$ be the Lebesgue measure on $[0,1]$, $B := BV[0,1]$ to be the space of functions of bounded variation on $[0,1]$ with the BV norm

\[
\|\cdot\|_{BV} = \Var[\cdot] + \|\cdot\|_{L^1}
\]

where $\Var[\cdot]$ refers to the total variation of a function on $[0,1]$, and $\tilde{B} := L^1(m)$. Then, we have $B \subset \tilde{B}$ and $\|\cdot\|_{L^1} \leq \|\cdot\|_{B}$, and that $BV[0,1]$ is a Banach algebra as in the previous example.

Consider $\mathcal{L} : [0,1] \to [0,1]$ where $\mathcal{L}[z_i, z_{i+1}] = s_i : [z_i, z_{i+1}] \to [0,1]$ is the linear spline approximation of $g$ on $[z_i, z_{i+1}]$ with mesh $\{w_{j,i}\}$. That is,

\[
z_i = w_{0,i} < w_{1,i} < \cdots < w_{n,i} < w_{n+1,i} = z_{i+1}
\]

and

\[
s_i(x) = \frac{w_{j+1,i} - x}{w_{j+1,i} - w_{j,i}} g(w_{j,i}^+) + \frac{x - w_{j,i}}{w_{j+1,i} - w_{j,i}} g(w_{j+1,i}^-), \quad x \in [w_{j,i}, w_{j+1,i}] = P_{j,i}.
\]

Note that is possible that $w_{j,i} = z_i$ or $z_{i+1}$ and $g$ has a discontinuity at $w_{j,i}s$. So, we have distinguished between the left (-) and right (+) values at $w_{j,i}s$. In what follows, this distinction is understood even when it is not explicitly stated.

Since $\mathcal{L}$ it is piecewise linear, it is piecewise $C^2$ on $[0,1]$ with mesh $\cup_i \{w_{j,i}\}$. Also,

\[
s'_i(x) = \frac{g(w_{j+1,i}) - g(w_{j,i})}{w_{j+1,i} - w_{j,i}} = g'(\xi_{j,i})
\]

for some $\xi_{j,i} \in [w_{j,i}, w_{j+1,i}]$ due to the mean value theorem. Therefore, $|\mathcal{L}'| \geq \eta > 1$, i.e., $\mathcal{L}$ is uniformly expanding. So, taking $\theta = \max\{w_{j+1,i} - w_{j,i}\}$, and writing $\mathcal{L}_\theta$ for a linear spline approximation of $g$ with mesh-size $\theta \in (0, 1/N)$ where $N$ is large, we obtain a family of piecewise expanding dynamical systems.
We choose \( h_\theta \), as in the previous example. Let \( h_\theta \in BV[0,1] \) be such that \( \| h_\theta - h_0 \|_{BV} \to 0 \) as \( \theta \to 0 \). We assume that \( h_\theta \) for small \( \theta \) are non-arithmetic so that (3.7) is true. We also have \( H_\theta \in L(BV[0,1],BV[0,1]) \), because \( BV[0,1] \) is a Banach algebra, and \( \| H_\theta - H_0 \|_{BV,BV} \to 0 \) as \( \theta \to 0 \) due to the strong convergence of \( h_\theta \). Also, as before, for each \( \theta, s \mapsto L_{\theta,s} \) is analytic from \( \mathbb{R} \) to \( L(BV[0,1],BV[0,1]) \).

To show that \( (\theta,s) \mapsto L_{\theta,is} \) is continuous from \( (0,1/N) \times \mathbb{R} \to L(\mathbb{B},\mathbb{B}) \) we use [39, Lemma 13]. First, we introduce a distance \( d(B) \) due to the strong convergence of \( H_\theta \).

First, we restrict our attention to \( P_{\theta,i,s} \), and solve for \( d \) by solving \( g|B = L \circ d|B \)

\[
 g(x) = (L \circ d)(x) = s_i(d(x)) = \frac{w_{j+1,i} - d(x)}{w_{j+1,i} - w_{j,i}} g(w_{j,i}) + \frac{d(x) - w_{j,i}}{w_{j+1,i} - w_{j,i}} g(w_{j+1,i})
\]

which gives us,

\[
 d(x) = \frac{g(w_{j+1,i}) - g(x)}{g(w_{j+1,i}) - g(w_{j,i})} w_{j,i} + \frac{g(x) - g(w_{j,i})}{g(w_{j+1,i}) - g(w_{j,i})} w_{j+1,i}
\]

which is well-defined because \( g \) is strictly monotonic on \( P_{\theta,i} \) (Note that, since \( |g'| > 1 \) and \( g' \) is continuous on each \( [z_i, z_{i+1}] \), \( g' \) should remain either strictly negative or strictly positive on \( [z_i, z_{i+1}] \), and hence, the strict monotonicity). Also,

\[
 d'(x) = g'(x) \frac{w_{j+1,i} - w_{j,i}}{g(w_{j+1,i}) - g(w_{j,i})} = g'(x) \frac{g'(x)}{g'(\zeta_{j,i})}
\]

for some \( \zeta_{j,i} \in R_{j,i} \), where \( R_{j,i} \) is the interior of \( R_{j,i} \), and hence,

\[
 \left| \frac{1}{d'(x)} - 1 \right| = \left| \frac{g'(\zeta_{j,i})}{g'(x)} - 1 \right| = \frac{|g'(\zeta_{j,i}) - g'(x)|}{|g'(x)|} \leq \eta^{-1} ||g''||_{\infty} |\zeta_{j,i} - x| \leq \eta^{-1} ||g''||_{\infty} \theta
\]

since \( g \in C^2(P_{j,i}) \). Without loss of generality, assume that \( \theta \) is small enough so that \( \eta^{-1} ||g''||_{\infty} \theta < c\sqrt{\theta} \) for suitable \( c > 0 \) (chosen later). Also, because \( g' \) has the same sign in \( P_{j,i} \), \( d' > 0 \) on \( P_{j,i} \). So, \( d \) is strictly increasing on \( P_{j,i} \). Also, it is easy to see that

\[
 |d(x) - x| \leq \frac{g(w_{j+1,i}) - g(x)}{g(w_{j+1,i}) - g(w_{j,i})} (w_{j,i} - x) + \frac{g(x) - g(w_{j,i})}{g(w_{j+1,i}) - g(w_{j,i})} (w_{j+1,i} - x) \leq w_{j+1,i} - w_{j,i} \leq \theta
\]

Next, let \( \tilde{\theta} = \min\{w_{j+1,i} - w_{j,i} | i,j \} \). To construct \( B_\theta \), from each \( [z_i, z_{i+1}] \) delete intervals of length \( \tilde{\theta}/2 \) centered at each \( w_{j,i} \neq z_i, z_{i+1} \) and at \( z_i \) and \( z_{i+1} \) remove intervals of length \( \tilde{\theta}/2 \) with \( z_i \) or \( z_{i+1} \) as an endpoint and lying inside \( [z_i, z_{i+1}] \). Call the remaining subset of \( [0,1] \) as \( B_\theta \). Since
we remove \( O(\tilde{\theta}^{-1}) \) number of such intervals, the total length of the intervals deleted is of order \( \tilde{\theta}^2 \times \tilde{\theta}^{-1} = \tilde{\theta} \leq \theta \) so that \( m(B_{\theta}) > 1 - O(\theta) \). We assume, without loss of generality, that \( \theta \) is small enough so that \( m(B_{\theta}) > 1 - c \cdot \sqrt{\theta} \).

Finally, we extend \( d \) from \([0,1] \setminus B_{\theta} \) to \([0,1] \) such that \( d \) is a diffeomorphism such that for all \( x \in [0,1] \),

\[
(5.3) \quad \left| d(x) - x \right| < c \sqrt{\theta}, \quad \text{and} \quad \left| \frac{1}{d'(x)} - 1 \right| < c \sqrt{\theta}.
\]

Since \( d' > 0 \) on \( \cup \tilde{P}_{j,i} \), it is enough to define \( d \) on \( B_{\theta} \) so that it is differentiable and \( d' > 0 \) on \([0,1] \) (in order to ensure that \( d \) has a differentiable inverse). It is easy to see that a continuous and positive extension of \( d' \) yields a unique \( d \) that is strictly increasing and differentiable. In fact, we extend \( d' \) to \([\tilde{\zeta}, \tilde{\zeta}] \) where \( \tilde{\zeta} = w_{j,i} - \tilde{\theta}^2/2 \) and \( \tilde{\zeta} = w_{j,i} + \tilde{\theta}^2/2 \) are the end points of the removed interval centred at \( w_{j,i} \) as a continuous (positive) curve joining \( d'(\tilde{\zeta}) \) and \( d'(\tilde{\zeta}) \). The only extra condition this extension of \( d' \) should satisfy is

\[
(5.4) \quad \int_{\tilde{\zeta}}^{\tilde{\zeta}} d'(x) \, dx = d(\tilde{\zeta}) - d(\tilde{\zeta}).
\]

To show that this is possible, we compute \( d(\tilde{\zeta}) - d(\tilde{\zeta}) \). To make the notation simpler we denote the three consecutive mesh points in the expressions for \( d(\tilde{\zeta}) \) and \( d(\tilde{\zeta}) \) by \( w_1, w_2(= w_{j,i}) \) and \( w_3 \) with \( w_1 < w_2 < w_3 \).

First, note that \( d(\tilde{\zeta}) = w_2 - \alpha(w_2 - w_1) \) and \( d(\tilde{\zeta}, i) = w_2 + \beta(w_3 - w_2) \) where

\[
\alpha = \frac{g(w_2) - g(\tilde{\zeta})}{g(\tilde{\eta}) - g(w_1)}, \quad \beta = \frac{g(\tilde{\zeta}) - g(w_3)}{g(w_3) - g(w_2)}
\]

for some \( \tilde{\eta} \in (w_1, w_2) \) and \( \tilde{\eta} \in (w_2, w_3) \). Then

\[
0 < d(\tilde{\zeta}) - d(\tilde{\zeta}) = \beta(w_3 - w_2) + \alpha(w_2 - w_1)
\]

\[
= \frac{g(w_2) - g(\tilde{\zeta})}{g'(\tilde{\eta})} + \frac{g(\tilde{\zeta}) - g(w_3)}{g'(\tilde{\eta})} = \left( \frac{g'(\tilde{\xi})}{g'(\tilde{\eta})} + \frac{g'(\tilde{\xi})}{g'(\tilde{\eta})} \right) \tilde{\theta}^2 / 2
\]

for some \( \tilde{\xi} \in (\tilde{\zeta}, w_2), \tilde{\xi} \in (w_2, \tilde{\zeta}) \). Note that

\[
\left| \frac{g'(\tilde{\xi})}{g'(\tilde{\eta})} - 1 \right| = \frac{|g'(\tilde{\xi}) - g'(\tilde{\eta})|}{|g'(\tilde{\eta})|} = \frac{|g''(\tilde{\xi})|}{|g'(\tilde{\eta})|} |\tilde{\xi} - \tilde{\eta}|
\]

for some \( \tilde{\xi} \) between \( \tilde{\xi} \) and \( \tilde{\eta} \) (and similarly, for \( \sim \) replaced with \( \wedge \)) because \( g \) extends to a function in \( C^2[\tilde{z}_i, \tilde{z}_{i+1}] \). So, there exists \( \tilde{c} > 1 \) (independent of \( \tilde{z}_i \)) such that

\[
1 - \tilde{c} \cdot \theta < \frac{1}{2} \left( \frac{g'(\tilde{\xi})}{g'(\tilde{\eta})} + \frac{g'(\tilde{\xi})}{g'(\tilde{\eta})} \right) < 1 + \tilde{c} \cdot \theta.
\]

Therefore,

\[
1 - \tilde{c} \cdot \theta < \frac{d(\tilde{\zeta}) - d(\tilde{\zeta})}{\zeta - \tilde{\zeta}} < 1 + \tilde{c} \cdot \theta
\]

where \( \tilde{c} > 0 \) works for all removed intervals in \([0,1] \).
We have to maintain that
\[ (1 + c\sqrt{\theta})^{-1} < d'(x) < (1 - c\sqrt{\theta})^{-1}, \ x \in [\tilde{\zeta}, \bar{\zeta}], \]
in order to guarantee the second inequality in (5.3). By choosing \( d' \) to be close to the constant value \((1 + c\sqrt{\theta})^{-1} \) or \((1 - c\sqrt{\theta})^{-1} \) on most of \([\tilde{\zeta}, \bar{\zeta}]\), we can make sure the function
\[ d' \mapsto \text{AVG}(d') := \frac{1}{\bar{\zeta} - \tilde{\zeta}} \int_{\tilde{\zeta}}^{\bar{\zeta}} d'(x) \, dx \]
takes values as close as we want to \((1 + c\sqrt{\theta})^{-1} \) or \((1 - c\sqrt{\theta})^{-1} \), respectively. Also, by choosing \( c \) sufficiently large,
\[ (1 + c\sqrt{\theta})^{-1} < 1 - \bar{c} \cdot \theta < 1 + \bar{c} \cdot \theta < (1 - c\sqrt{\theta})^{-1}. \]
Since, \( \text{AVG}(\cdot) : C[\tilde{\zeta}, \bar{\zeta}] \to \mathbb{R} \) is continuous, the intermediate value theorem [69, Theorem 4.22] implies that there is a continuous function \( d' \) such that (5.4) is satisfied. As the final step, we have to check whether the first inequality in (5.3) holds. To this end, note that
\[ d(x) - x = \int_{\tilde{\zeta}}^{x} d'(y) \, dy + (d(\tilde{\zeta}) - \tilde{\zeta}) + (\tilde{\zeta} - x), \]
and hence,
\[ |d(x) - x| \leq (1 - c\sqrt{\theta})^{-1}|\tilde{\zeta} - x| + |d(\tilde{\zeta}) - \tilde{\zeta}| + |\tilde{\zeta} - x| \]
\[ \leq (1 - c\sqrt{\theta})^{-1}\bar{\theta}^2 + \theta + \bar{\theta}^2 < c\sqrt{\theta} \]
for \( \theta \) sufficiently small. Therefore, \( d' \) extends to a continuous and strictly increasing function on \([0, 1]\) in such a way that \( d \) is continuous and satisfies (5.3). Since \( d \) is a diffeomorphism such that
\[ g|_{B_{\theta}} = \bar{g} \circ d|_{B_{\theta}}, \ m(B_{\theta}) > 1 - c\sqrt{\theta}, \ |d(x) - x| < c\sqrt{\theta}, \ \frac{1}{d'(x)} - 1 < c\sqrt{\theta}, \]
we have \( \|s(g, \mathcal{L}_\theta)\| \leq c \cdot \sqrt{\theta} \). Hence, taking \( \mathcal{L}_\theta \) and \( \mathcal{L}_0 \) to be the transfer operators of \( \mathcal{L}_\theta \) and \( g \), respectively, we have from (5.2),
\begin{equation}
\|\mathcal{L}_\theta - \mathcal{L}_0\|_{B, B} \leq 12c \cdot \sqrt{\theta}.
\end{equation}
As a result, we have the continuity at \((0, 0)\):
\[ \|\mathcal{L}_{\theta, is} - \mathcal{L}_0\|_{B, V, L^1} \leq \|\mathcal{L}_{\theta, is} - \mathcal{L}_\theta\|_{B, V, L^1} + \|\mathcal{L}_\theta - \mathcal{L}_0\|_{B, V, L^1} \to 0, \ \text{as} \ (\theta, s) \to (0, 0). \]
In fact, we have continuity in a neighbourhood of \((0, 0)\):
\[ \|\mathcal{L}_{\theta, is} \psi - \mathcal{L}_{\bar{\theta}, is} \psi\|_{L^1} \leq \|\mathcal{L}_{\theta, is} \psi - \mathcal{L}_{\bar{\theta}, is} \psi\|_{L^1} + \|\mathcal{L}_{\bar{\theta}, is} \psi - \mathcal{L}_{\bar{\theta}, is} \psi\|_{L^1} \]
\[ \leq \|\mathcal{L}_{\theta} (e^{ish_\theta} \psi) - \mathcal{L}_{\bar{\theta}} (e^{ish_\bar{\theta}} \psi)\|_{L^1} + \|\mathcal{L}_{\bar{\theta}, is} \psi - \mathcal{L}_{\bar{\theta}, is} \psi\|_{BV} \]
\[ \leq \|\mathcal{L}_{\theta} - \mathcal{L}_{\bar{\theta}}\|_{B, V, L^1} \cdot |\mathcal{L}_{\theta} (e^{ish_\theta} \psi) - \mathcal{L}_{\bar{\theta}} (e^{ish_\bar{\theta}} \psi)\|_{L^1} + \|\mathcal{L}_{\bar{\theta}, is} - \mathcal{L}_{\bar{\theta}, is}\|_{BV} \cdot \|\psi\|_{BV} \]
\[ \leq \|\mathcal{L}_{\theta} - \mathcal{L}_{\bar{\theta}}\|_{B, V, L^1} \cdot |\mathcal{L}_{\theta} (e^{ish_\theta} \psi) - \mathcal{L}_{\bar{\theta}} (e^{ish_\bar{\theta}} \psi)\|_{L^1} + \|\mathcal{L}_{\theta, is} - \mathcal{L}_{\theta, is}\|_{BV} \cdot \|\psi\|_{BV} \]
\[ \leq \|\mathcal{L}_{\theta} - \mathcal{L}_{\bar{\theta}}\|_{B, V, L^1} \cdot |\mathcal{L}_{\theta} (e^{ish_\theta} \psi) - \mathcal{L}_{\bar{\theta}} (e^{ish_\bar{\theta}} \psi)\|_{L^1} + \|\mathcal{L}_{\bar{\theta}, is} - \mathcal{L}_{\bar{\theta}, is}\|_{BV} \cdot \|\psi\|_{BV} \]

Therefore,
\[ \|\mathcal{L}_{\theta, is} - \mathcal{L}_{\bar{\theta}, is}\|_{B, V, L^1} = \sup_{\|\psi\|_{BV} \leq 1} \|\mathcal{L}_{\theta, is} \psi - \mathcal{L}_{\bar{\theta}, is} \psi\|_{L^1} \]
We note from Remark 7.6 that (5.8) is true as soon as

$$\|L\|_{L^1, L^1} \leq \mathcal{O}(\mathcal{L}_\theta, \mathcal{L}_\bar{\vartheta})(s)\|h_\vartheta\|_{BV} + \|L_\bar{\vartheta}\|_{L^1, L^1} s \|h_\vartheta - h_\bar{\vartheta}\|_{BV} + \|L_{\bar{\vartheta}, \vartheta} - L_{\bar{\vartheta}, \bar{\vartheta}}\|_{BV}$$

Assume $\vartheta > \bar{\vartheta}$. Then, $L_\theta$ is a piece-wise expanding map and $L_\bar{\vartheta}$ is a spline approximation of $L_\vartheta$. So, from the general analysis we did, we know that $\mathcal{O}(\mathcal{L}_\theta, \mathcal{L}_\vartheta) \to 0$ as $\vartheta \to \bar{\vartheta}^+$. When $\bar{\vartheta} > \vartheta$, $L_\bar{\vartheta}$ is a spline approximation of the piecewise expanding map $L_\vartheta$. So, when $\vartheta$ and $\bar{\vartheta}$ are close, $\mathcal{O}(\mathcal{L}_\theta, \mathcal{L}_\bar{\vartheta})$ is close to 0 as well. So, $\mathcal{O}(\mathcal{L}_\theta, \mathcal{L}_\bar{\vartheta}) \to 0$ as $\vartheta \to \bar{\vartheta}^-$. So, from (5.6), we have,

$$\lim_{(\vartheta, s) \to (\bar{\vartheta}, \bar{s})} \|L_{\vartheta, is} - L_{\bar{\vartheta}, iis}\|_{BV, L^1} = 0$$

Assumption (B) with $X_0 = X_0^{(\vartheta)} = BV([0, 1])$ and any $p_0 \geq 1$, and Assumption (C) follows as in the previous example from the results in [10], [22]. We essentially use the non-arithmeticity of $h_\vartheta$ here. However, $L_\vartheta$ need not be a covering for [10, Lemma 1] to hold.

5.3. Markov models. In addition to dynamical systems, our continuous Edgeworth expansion result in Theorem 4.2 is also applicable in the Markovian setting. Several ideas in [22], [23], [33], [63] give us conditions to establish first-order Edgeworth expansions under the optimal moment conditions of the iid case. In the discussion below, using Markov integral operators in place of transfer operators, we show that first-order continuous Edgeworth expansions hold for $V-$geometrically ergodic Markov processes, and hence, the bootstrap has the desired asymptotic accuracy in that setting.

Let $(X, \mathcal{F}, m)$ be a Borel probability space and $J \subset \mathbb{R}$ be a neighbourhood of 0. Recall that $\mathcal{M}_1(X)$ is the set of Borel probability measures on $X$. For each $\vartheta \in J$, let $\{X_\vartheta^j\}_{n \geq 0}$ be a time homogeneous Markov chain on $X$ with initial measure $\mu_\vartheta \in \mathcal{M}_1(X)$ and the Markov transition operator

$$\mathcal{L}_\vartheta(\varphi)(x) = \int_X \varphi(y) d\mathbf{P}_\vartheta(x, dy) = \mathbb{E}(\varphi|x_0 = x), \quad \varphi \in L^1(X).$$

5.3.1. $V-$geometrically ergodic Markov chains. Let $V : X \to [1, \infty)$ be a measurable function with $\mathbb{E}_m(V) < \infty$. Let $\|f\|_{L^\infty_V} = \sup_{x \in X} |f(x)|/V(x)$ for $f : X \to \mathbb{C}$, let

$$L^\infty_V := \left\{ f : X \to \mathbb{C} \big| \|f\|_{L^\infty_V} < \infty \right\},$$

and let $\|\cdot\|_{L^\infty_V, L^\infty_V}$ be the operator norm. Now suppose $\{x_\vartheta^0\}$ is irreducible and aperiodic. In addition, suppose $\{x_\vartheta^0\}$ is $V-$geometrically ergodic, i.e., there exist $\nu \in \mathcal{M}_1(X)$, $C > 0$ and $\kappa \in (0, 1)$ such that $\mathbb{E}_\nu(V) < \infty$ and

$$\|\mathcal{L}^n - \mathbb{E}_\nu[\cdot]|1_X\|_{L^\infty_V, L^\infty_V} \leq C \kappa^n.$$  

As in [23], we assume that

(i) there exist $N, L > 0$ and $\kappa \in (0, 1)$ such that $\mathcal{L}^N_\vartheta V \leq \kappa^N V + L1_X$, $\vartheta \in J$,

(ii) $\lim_{\vartheta \to 0} \|\mathcal{L}_\vartheta - \mathcal{L}\|_{L^\infty, L^\infty_V} = 0$.

Let $h_\vartheta \in L^\infty_V$, $\vartheta \in J$ be such that $h_\vartheta \to h_0$ in $L^\infty_V$ as $\vartheta \to 0$ (often, this is vacuous in practice because we take $h_\vartheta = h_0$ for all $\vartheta$) and $h_\vartheta \in L^3$ for all $\vartheta$. We further assume as in [63, Section 7] that

$$\sup_{a=1,2,3} \sup_{j=0,\ldots,a} \|\mathcal{L}_\vartheta(h_\vartheta^{a-j} V^{j/3})\|_{L^\infty_V, V^{j/3}} < \infty.$$  

We note from [63, Remark 7.6] that (5.8) is true as soon as $\|h_\vartheta^{a-j} V^{j/3}\|_{L^\infty_V} < \infty$ when the Markov chains are stationary. Finally, we assume the following non-lattice condition in [33, p. 435]:
It is not the case that there exist \(a \in \mathbb{R}\) and \(b > 0\), a \(\nu\)-full \(\mathcal{L}\)-absorbing set \(U \in \mathcal{F}\) and \(\zeta \in L^\infty\) such that for all \(x \in U\), \(h(y) + \zeta(y) - \zeta(x) \in a + b\mathbb{Z}\).

**Remark 5.2:** Assuming a weak form of convergence in the Assumption (ii) as opposed to convergence in \(\| \cdot \|_{L^\infty(V),L^\infty}\), allows us to for many well-studied family of Markov chains, for example, the auto-regressive processes in Example 2 below; see [23] for details.

**Example 2:** Let \(X = \mathbb{R}\) and \(\{x^\theta_n\}_{n \geq 0}\) be defined by \(x^\theta_n = \theta \cdot x_{n-1} + \xi_n\), \(n \geq 1\) where \(x_0\) is an \(\mathbb{R}\)-valued random variable, \(\theta \in (-1,1)\) and \(\xi_n\) is a sequence of absolutely continuous iid random variables that are independent of \(x_0\). Then, one can show that \(\{x^\theta_n\}\) is \(V\)-geometrically ergodic with \(V(x) = 1 + |x|\), and \(\|L_\theta - L_\theta_0\|_{L^\infty(V),L^\infty} \not\to 0\) but \(\|L_\theta - L_\theta_0\|_{L^\infty(V)} \to 0\) as \(\theta \to \theta_0\).

Now, we verify our spectral assumptions. To this end, let \(\mathcal{B} = \mathcal{X}_0 = \mathbb{C} \cdot 1_X\), \(\mathcal{X}_{a}^{(r)} = \mathcal{X}_{a+1} = L^\infty_{\mathcal{V}}(a+1)/3\) for \(a \in \{0,1,2\}\) and \(\mathcal{X}_3^{(r)} = \mathcal{B} = L^1\) as in [63, Section 7] with \(r = 2\) there. Then, it is easy to see that \(\mathcal{X}_a\), \(a = 0,1,2,3\) forms a chain of Banach spaces of the form (3.3) (here we use essentially the assumptions \(V \geq 1\), \(E_m(V) < \infty\) and \(E_0(V) < \infty\). Recall that \(L_{\theta,isa}\) given by (2.8). It is straightforward that \(L_{\theta,isa}\) are linear operators on \(\mathcal{B}\). Applying (5.8) with \(a = j\), we have for all \(\varphi \in L_{\mathcal{V}}^{\infty,j}\),

\[
\|L_{\theta,isa}(\varphi)\|_{L_{\mathcal{V}}^{\infty,j}} = \sup_x |V(x)|^{-\alpha/3} L_{\theta,isa}(\varphi)(x) \leq \|\varphi\|_{L_{\mathcal{V}}^{\infty,j}} \sup_x |V(x)|^{-\alpha/3} L_{\theta}(V^{\alpha/3})(x) \lesssim \|\varphi\|_{L_{\mathcal{V}}^{\infty,j}}.
\]

So, \(L_{\theta,isa}\) are bounded linear operators on \(L_{\mathcal{V}}^{\infty,j}\) for all \(a = 1,2,3\).

Now, under (i) and (ii), we have the following (see [23, Theorem 1]) with \(\nu_0 := \nu\):

1. For each \(\kappa \in (\kappa,1)\), there exists \(\varepsilon\) such that for all \(|\theta| < \varepsilon\), \(\{x^\theta_n\}\) has a unique invariant probability measure, \(\nu_0\), such that \(\nu_0(\mathbb{V}) < \infty\) and

\[
\sup_{|\theta| < \varepsilon} \|L^{n}_{\theta} - E_{\nu_0}[\cdot]1_X\|_{L^\infty(V),L^\infty} \leq C\kappa^n,
\]

2. \(\lim_{\theta \to 0} \sup_{|\theta| < \varepsilon} |\nu_0(\varphi) - \nu_0(\varphi)| = 0\).

So, for all \(\theta\) sufficiently close to \(0\), \(\{x^\theta_n\}\) is \(V\)-geometrically ergodic with the same rate \(\kappa\). Now, we fix \(\kappa\), and this fixes \(\varepsilon\), and we reduce the \(\theta\) range from \(J\) to \(J \cap (-\varepsilon,\varepsilon)\).

Next, for all \(\varphi \in L^1\),

\[
\|L_{\theta,isa}\varphi - L_{0,isa}\varphi\|_{L_{\mathcal{V}}^{\infty,j}} \leq \|L_\theta - L_0\|_{L^\infty(V),L^\infty} \|e^{ish\theta}\varphi\|_{L^\infty} + \|L_0\|_{L^\infty(V),L^\infty} \|(e^{ish\theta} - e^{ish_0})\varphi\|_{L^\infty(V)}
\]

\[
\leq \|L_\theta - L_0\|_{L^\infty(V),L^\infty} \|\varphi\|_{L^\infty} + \|L_0\|_{L^\infty(V),L^\infty} \left(\|h_\theta - h_0\|_{L^\infty(V)} + |s - s_0|\|h_0\|_{L^\infty(V)}\right) \|\varphi\|_{L^\infty},
\]

and hence,

\[
\lim_{(\theta,s) \to (0,0)} \|L_{\theta,isa} - L_{0,isa}\|_{L^\infty(V),L^\infty} = 0.
\]

A similar argument gives that, for all \(|\theta| < \varepsilon\),

\[
\lim_{s \to 0} \|L_{\theta,isa} - L_{\theta,s}\|_{L^\infty(V),L^\infty} = 0.
\]

Due to Remark 3.1, Remark 3.7 and Remark 3.11, this weaker assumption is a sufficient replacement for Assumption (A)(1) where \(\mathcal{B} = \mathbb{C} \cdot 1_X\) equipped with \(\|\cdot\|_{L^\infty}\) and \(\mathcal{B} = L^1\). Assumption (A)(2) follows from (1) because

\[
\|L_{\theta,isa}^n(c \cdot 1_X)\|_{L^\infty} \leq |c|\|L_{\theta}^n(1_X)\|_{L^\infty} \leq |c|(C\kappa^n + \|1_X\|_{L^\infty(V)}) = C\kappa^n |c| \cdot 1_X\|_{L^\infty} + |c| \cdot 1_X\|_{L^\infty(V)}
\]

\[
\leq C\kappa^n c \cdot 1_X\|_{L^\infty} + E_m(V)|c| \cdot 1_X\|_{L^1}.
\]
for all \( c \in \mathbb{C} \).

Due to [63, Theorem 7.5], for \( a = 1, 2, 3 \),
\[
\| L_{\theta, j}(\varphi) \|_{L_3^{a+j}/3} \leq C \kappa^n \| \varphi \|_{L_3^{a+j}/3} + \| \varphi \|_{L_3^1},
\]
for all \( \varphi \in L_3^{a+j}/3 \). So, we have Assumption (B)(3). The same theorem gives the regularity required in Assumption (B)(1,2). From
\[
\| (h_\theta)^j \varphi \|_{L_3^{(a+j)/3}} = \| (h_\theta)^j \|_{L_3^{(a+j)/3}} \| \varphi \|_{L_3^{(a+j)/3}},
\]
we note that \( L_{\theta,0}^{(j)}(\cdot) = L_\theta((ih_\theta)^j \cdot) \) is a linear operator from \( L_3^{a+j}/3 \) to \( L_3^{(a+j)/3} \). So, due to (5.8), for all \( \theta \), for all \( a = 0, 1, 2 \) and for all \( \varphi \in L_3^{a+j}/3 \), the Taylor expansion
\[
L_{\theta, is}(\varphi) = \sum_{k=0}^{j} \frac{L_\theta((ih_\theta)^k \varphi)}{k!} s^k + \| \varphi \|_{L_3^{a+j}/3} o(s^j), \quad s \in \mathbb{R}
\]
holds in \( L_3^{(a+j)/3} \) for \( j = 1, \ldots, 3 - a \) with \( L_3^{\infty} \) is understood to be \( \mathbb{C} \cdot 1 \).

We recall from [33, Lemma 10.1] that (5.7) and (1) above implies that for all \( \eta \in (0,1] \),
\[
\| L_\eta^n - \mathbb{E}_{\nu}[\cdot]1_X \|_{L_3^\infty, L_3^\infty} \leq C \kappa^n,
\]
and we have Assumption (C)(1,3). Assumption (C)(4) follows from the non-lattice assumption; see [33, Section 5.2]. Assumption (C)(2) is a given because \( P_\theta(x, \cdot) \) are probability measures. In fact, we have the stronger conclusion that \( L_\theta \) has a spectral gap of \( 1 - \kappa \) on \( L_3^{\infty} \) for all \( \eta \in (0,1] \) and \( |\theta| < \varepsilon \).

**Remark 5.3:** In the special case of \( V \equiv 1 \), we obtain the case of uniformly ergodic Markov chains. We consider a single space \( B = \bar{B} = L^\infty \) and most of our assumptions at the beginning of this section become vacuous, and we recover the results of [13] for bounded observables.

**Remark 5.4:** We could have considered the more general case of \((Y, G, \bar{m})\) being another Borel probability space, \( \{y_n\}_{n \geq 0} \) being a sequence of iid sequence of random variables on \( Y \) with common distribution \( \bar{m} \) and independent of \( \{x_n^\theta\} \) for all \( \theta \in J \), \( h_\theta : X \times X \times Y \to \mathbb{C}, X_n^\theta = h_\theta(x_{n-1}^\theta, x_n^\theta, y_n) \).

**Part II — The Bootstrap**

The key idea behind the classical bootstrap is that the process of repeatedly resampling from an observed sample mimics the process of the original iid sampling from the whole population. However, iid sampling in the classical bootstrap cannot mimic the dependence structure within the dynamically generated data and is not applicable in the our setting. The goal of this part of the paper is to develop a generic bootstrap algorithm for dynamical systems and study its asymptotic accuracy.

6. The Bootstrap Algorithm

Consider the dynamical system characterized by transformation function \( g : X \to X \), initial measure \( \mu \), and an observable \( h \), as in (1.1), (1.2), and (1.4). We assume \( h \) is known, which is the case in most practical situations. However, \( g \) and \( \mu \) are usually unknown in practice.
Let $S_n(h)$, $A$, and $\sigma$ be defined by, as in (2.1), (2.3), and (2.4),
\[
S_n(h) = \sum_{k=0}^{n-1} h \circ g^k(x_0), \quad A = \lim_{n \to \infty} \mathbb{E}_\mu \left( \frac{S_n(h)}{n} \right), \quad \sigma = \sqrt{\lim_{n \to \infty} \mathbb{E}_\mu \left( \frac{S_n(h) - nA}{\sqrt{n}} \right)^2}.
\]

Notice that, by Lemma 3.4, $A$ is equal to the space average of $h$ with respect to $\nu_0$, i.e., $A = \nu_0(h)$. To approximate the distribution of the estimators of $A$, we develop bootstrap algorithms; specifically, to mimic the dependence structure of the dynamical system, in our algorithms we replace $g$ and $\mu$ by the transformation estimator $\hat{g}$ and the bootstrap initial distribution $\mu^*$, respectively. Below we detail the algorithms of the pivoted and non-pivoted bootstrap in Section 6.1 and Section 6.2, respectively. Afterwards, we will briefly describe the construction of $\hat{g}$ and $\mu^*$ in Section 8.1 and discuss the theoretical suitability of these choices of $\hat{g}$ and $\mu^*$ in Section 8.2.

6.1. Pivoted bootstrap. First, we state the pivoted bootstrap algorithm which is used when $\sigma$ is known or can be well-approximated. Its asymptotic accuracy is proved in Section 7.1 and is $o_{a.s.}(n^{-1/2})$ in general. Theoretically, an accuracy of $O_{a.s.}(n^{-1})$ is possible but we need stronger spectral assumptions to achieve this.

**Algorithm 6.1: Pivoted Bootstrap**

**Input:** Data $x_0, \ldots, x_{n-1}$
- $h$: observable function
- $\hat{g}$: estimator of transformation $g$
- $\hat{\sigma}^2$: estimator of long-run variance $\sigma^2$
- $\alpha$: significance level, e.g., 5%
- $B$: number of bootstrap iterations
- $\mu^*$: bootstrap initial distribution

**Output:** $1 - \alpha$ confidence interval of $A$

1. $S_n(h) \leftarrow \sum_{i=0}^{n-1} h(x_i)$
2. $\hat{\sigma} \leftarrow \hat{\sigma}(x_0, \ldots, x_{n-1})$
3. for $b \leftarrow 1$ to $B$
4. Sample $x_0^*, b \sim \mu^*$
5. for $k \leftarrow 1$ to $n-1$
6. $x_k^*, b \leftarrow \hat{g}^b(x_0^*, b)$
7. end
8. $S_n^*, b(h) \leftarrow \sum_{i=0}^{n-1} h(x_i^*, b)$
9. $\hat{\sigma}^*, b \leftarrow \hat{\sigma}(x_0^*, b, \ldots, x_{n-1}^*, b)$
10. end
11. $\hat{S}_n^*(h) \leftarrow \frac{1}{B} \sum_{b=1}^{B} S_n^*, b(h)$
12. for $b \leftarrow 1$ to $B$
13. $T_n^*, b \leftarrow \frac{S_n^*, b(h) - \hat{S}_n^*(h)}{\sqrt{\hat{\sigma}^*, b}}$
14. end
15. $F_n^*(x) \leftarrow \frac{1}{B} \sum_{b=1}^{B} 1\{T_n^*, b \leq x\}$
16. return $\left\{ A \in \mathbb{R} \mid \frac{S_n(h) - nA}{\sqrt{n\hat{\sigma}}} \in ((F_n^*)^{-1}(\alpha/2), (F_n^*)^{-1}(1 - \alpha/2)) \right\}$. 
6.2. Non-pivoted bootstrap. Next, we present the non-pivoted bootstrap algorithm to be used when $\sigma$ is unknown and cannot be approximated reliably. We will see in Section 7.2 that, in general, its asymptotic accuracy is $o_{a.s.}(1)$. However, an accuracy of $O_{a.s.}(n^{-1/2})$ is theoretically possible. Under some reasonable assumptions, we provide an example with accuracy $O_{a.s.}(n^{-1/3})$.

Algorithm 6.2: Non-pivoted Bootstrap

| Input: | Data $x_0, \ldots, x_{n-1}$  \( h \): observable function  \( \hat{g} \): estimator of transformation $g$  \( \alpha \): significance level, e.g., 5%  \( B \): number of bootstrap iterations  \( \mu^* \): bootstrap initial distribution |
|---|---|---|---|---|---|
| Output: | 1 − $\alpha$ confidence interval of $A$ |

1. $S_n(h) \leftarrow \sum_{i=0}^{n-1} h(x_i)$

2. for $b \leftarrow 1$ to $B$

3. Sample $x_0^{*,b} \sim \mu^*$

4. for $k \leftarrow 1$ to $n-1$

5. \( x_k^{*,b} \leftarrow \hat{g}(x_0^{*,b}) \)

6. end

7. $S_n^{*,b}(h) \leftarrow \sum_{i=0}^{n-1} h(x_i^{*,b})$

8. end

9. $\bar{S}_n(h) \leftarrow \frac{1}{B} \sum_{b=1}^{B} S_n^{*,b}(h)$

10. for $b \leftarrow 1$ to $B$

11. $T_n^{*,b} \leftarrow \frac{S_n^{*,b}(h) - S_n(h)}{\sqrt{n}}$

12. end

13. $F_n^*(x) \leftarrow \frac{1}{B} \sum_{b=1}^{B} 1\{T_n^{*,b} \leq x\}$

14. return $\{ A \in \mathbb{R} | \frac{S_n(h) - nA}{\sqrt{n}} \in ((F_n^*)^{-1}(\alpha/2), (F_n^*)^{-1}(1 - \alpha/2)) \}$.

Remark 6.1: Since we would like to approximate the distribution of the rescaled version of $S_n(h) - nA$, theoretically, we want to in Line 13 of Algorithm 6.1 and Line 11 of Algorithm 6.2 subtract $nA^*$ from $S_n^{*,b}(b)$, where $A^*$ is defined in (7.1). However, it is in general difficult to find the closed form of $A^*$. So, we substitute $nA^*$ with $\bar{S}_n(h)$. Indeed, when both $B$ and $n$ are large

\[
\bar{S}_n(h) \approx \mathbb{E}^* (S_n(h)) \approx nA^*.
\]

7. Asymptotic Accuracy of the Bootstrap

Let $\mathbb{E}^*$ be the expectation conditional on data $x_0, \ldots, x_{n-1}$. Let $\mu^*$ be a random initial distribution depending on $x_0, \ldots, x_{n-1}$ and $n^*$ be the size of the bootstrap data we generated (from an original data of size $n$). Let the rescaled summation, the spatial average, and the long-run variance for the
Theorem 7.1: Suppose that, almost surely, there exists which is the first-order Edgeworth expansion for the dynamical system
\( g \) which is based on the bootstrap data. This makes the algorithms more generic and more applicable.

In Algorithm 6.1, we have used \( \hat{\mu} \) Remark 7.1.

(7.2)

\[ T \]

Remark 7.1.

To be consistent with Algorithms 6.1 and 6.2, from now on we set \( \hat{\mu} \) as the bootstrap initial distribution and \( n^* = n \). Also, to be consistent with our usual notation, treat \( g \) as \( g_0 \), \( h \) as \( h_0 \), \( \sigma \) as \( \sigma_0 \), \( A \) as \( A_0 \), \( \hat{g} \) as \( g_{\theta_n} \), \( \mu \) (with density \( \rho_{\mu^*} \)) as \( \mu_{\theta_n} \), \( A^* \) as \( A_{\theta_n} \), and \( \sigma^* \) as \( \sigma_{\theta_n} \), where \( \{\theta_n\} \) is a sequence such that \( \lim_{n \to \infty} \theta_n = 0 \) and \( n \) is the sample size. Since we consider the asymptotics as the sample size becomes large, i.e., \( n \to \infty \), we have \( \theta_n \to 0 \) automatically. So, we can apply results from Part I about \( g_{\theta} \), \( \mu_{\theta} \), \( A_{\theta} \), and \( \sigma_{\theta} \) when \( \theta \to 0 \).

7.1. Pivoted bootstrap. Suppose that the asymptotic variance \( \sigma^2 \) is known. Then let

(7.2)

\[ T_n = \frac{1}{\sqrt{n\sigma}} (S_n(h) - nA) \]

Using Algorithm 6.1, we generate bootstrap samples \( \{x_k^*\}_{0 \leq k \leq n} \). Here, the bootstrap estimator of \( T_n \) is

(7.3)

\[ T_n^* = \frac{1}{\sqrt{n\sigma^*}} (S_n^*(h) - nA^*) \]

Remark 7.1: In Algorithm 6.1, we have used \( \hat{\sigma} \), the estimator based on the original data, and \( \hat{\sigma}^* \), which is based on the bootstrap data. This makes the algorithms more generic and more applicable. So, in simulations we replace \( \sigma \) by \( \hat{\sigma} \) and \( \sigma^* \) by \( \hat{\sigma}^* \) in (7.2) and (7.3), respectively.

Theorem 7.1: Suppose that, almost surely, there exists \( N \) such that the family \( \{\hat{g} \mid n \geq N\} \) \( \cup \{g\} \) satisfies the Assumptions (A), (B), (C), (D) and (E). Let \( \mathcal{C} \) be a space in (3.3) such that \( \mathcal{C} \hookrightarrow \mathcal{X} \hookrightarrow \mathcal{X}_3^{(+)} \) and assume that \( \|\rho_{\mu^*} - \rho_\mu\|_{\mathcal{C}} \to 0 \) as \( n \to \infty \). Then,

\[ \sup_{z \in \mathbb{R}} \left| \mathbb{P}_\mu(T_n \leq z) - \mathbb{P}(T_n^* \leq z \mid x_0, \ldots, x_{n-1}) \right| = o_{a.s.}(n^{-1/2}). \]

**Proof.** From Theorem 4.2, we have

\[ \mathcal{E}_n(z) = \mathfrak{M}(z) + \frac{P(z)}{\sqrt{n}} n(z), \quad z \in \mathbb{R} \]

which is the first-order Edgeworth expansion for the dynamical system \( g : X \to X \) with \( h \) as the observable and \( \mu \) as the initial measure. Under the assumptions, we apply Theorem 4.2 along with Remark 4.4 to \( \{\hat{g} \mid n \geq N\} \) \( \cup \{g\} \) to obtain

\[ \sup_{z \in \mathbb{R}} \left| \mathbb{P}(T_n^* \leq z \mid x_1, \ldots, x_n) - \mathcal{E}_n(z) \right| = o_{a.s.}(n^{-1/2}), \quad n \to \infty. \]

By another application of Theorem 4.2, we have

\[ \sup_{z \in \mathbb{R}} \left| \mathbb{P}_\mu(T_n \leq z) - \mathcal{E}_n(z) \right| = \sup_{z \in \mathbb{R}} \left| \mathbb{P}_\mu \left( \frac{S_n(h) - nA}{\sigma \sqrt{n}} \leq z \right) - \mathcal{E}_n(z) \right| = o(n^{-1/2}), \quad n \to \infty. \]
Finally, using the triangle inequality,
\[
\sup_{z \in \mathbb{R}} \left| P_\mu (T_n \leq z) - P_\mu (T_n^* \leq z | x_1, \ldots, x_n) \right|
\leq \sup_{z \in \mathbb{R}} \left| P_\mu (T_n \leq z) - E_n(z) \right| + \sup_{z \in \mathbb{R}} \left| P_\mu (T_n^* \leq z | x_1, \ldots, x_n) - E_n(z) \right|
= o_{a.s.}(n^{-1/2}), \quad n \to \infty.
\]

**Remark 7.2:** When \( h \) is unknown, we can replace \( h \) in \( T_n^* \) by a suitable estimator \( \hat{h} \), take \( \hat{h} = h_{\theta_n} \), and denote the corresponding multiplication operator by \( H_{\theta_n} \). Since Theorem 4.2 established an Edgeworth expansion uniformly with respect to \( h \), as long as \( H_{\theta_n} \) satisfies Assumption (D), Theorem 7.1 still holds. Therefore, even when \( h \) is unknown, we can still develop a bootstrap algorithm that is second-order efficient.

If \( B \hookrightarrow L^2(m) \), then due to Remark 3.12, the second condition of Assumption (E) is automatic. Hence, we have the following Corollary.

**Corollary 7.1:** Suppose that \( B \hookrightarrow L^2(m) \) and, almost surely, there exists \( N \) such that the family \( \{ \tilde{g} \mid n \geq N \} \cup \{ g \} \) satisfies the Assumptions (A), (B), (C), and (D) with \( p_0 \geq 2 \), and \( h \) is not \( g \)-cohomologous to a constant in \( L^2(m) \). Let \( C \) is a space in (3.3) such that \( C \hookrightarrow \mathcal{X}_3 \hookrightarrow \mathcal{X}_3^{(+) \prime} \) and assume that \( \| \rho_{\mu^*} - \rho_\mu \|_C \to 0 \) as \( n \to \infty \). Then,
\[
\sup_{z \in \mathbb{R}} \left| P_\mu (T_n \leq z) - P_\mu (T_n^* \leq z | x_0, \ldots, x_{n-1}) \right| = o_{a.s.}(n^{-1/2}).
\]

**Remark 7.3:** We recall that in the iid setting, if the common distribution has three finite moments and is non-lattice, then by [28, Chapter 3], we have
\[
\sup_{z \in \mathbb{R}} \left| P_\mu (T_n \leq z) - P_\mu (T_n^* \leq z | x_0, \ldots, x_{n-1}) \right| = o_{a.s.}(n^{-1/2}).
\]

Our Theorem 7.1 and Corollary 7.1 generalize this result where the existence of the first three finite moments follow from Assumption (B) and the distribution being non-lattice follows from assumption (C)(4). However, if we have stronger assumptions on the common distribution, we can say more. In particular, if, in the iid setting, the common distribution has four finite moments and satisfies Cramér’s condition,
\[
\limsup_{|t| \to \infty} \| \mathbb{E}(e^{itX}) \| < 1,
\]
then the second order Edgeworth expansion exists, and it follows that,
\[
\sup_{z \in \mathbb{R}} \left| P_\mu (T_n \leq z) - P_\mu (T_n^* \leq z | x_0, \ldots, x_{n-1}) \right| = o_{a.s.}(n^{-1}).
\]

See, for example, [28, Section 3.3]. So, in order to guarantee to improve the asymptotic accuracy of our bootstrap, we need stronger spectral assumptions that guarantee existence of at least four asymptotic moments and better control of the characteristic function away from the origin. We plan to explore this in a separate work.

### 7.2. Nonpivoted bootstrap

Suppose the asymptotic variance \( \sigma^2 \) is unknown and cannot be estimated easily. Then write
\[
T_n = \frac{1}{\sqrt{n}} (S_n(h) - nA).
\]
Using Algorithm 6.2, we generate the bootstrap samples \( \{x_k^*\}_{0 \leq k \leq n} \). The bootstrap estimator of \( T_n \) is given by
\[
T_n^* = \frac{1}{\sqrt{n}} (S_n^*(h) - nA^*).
\]

**Theorem 7.2:** Suppose that, almost surely, there exists \( N \) such that \( \{\hat{g} | n \geq N\} \cup \{g\} \) satisfy the Assumptions (A), (B), (C), (D), and (E). Let \( C \) is a space in (3.3) such that \( C \hookrightarrow X_3 \hookrightarrow X_3^{(1)} \) and assume that \( \|\rho_{\mu^*} - \rho_{\mu}\|_C \to 0 \) as \( n \to \infty \). Then,
\[
\sup_{z \in \mathbb{R}} \left| \mathbb{P}_\mu(T_n \leq z) - \mathbb{P}_\mu(T_n^* \leq z | x_0, \ldots, x_{n-1}) \right| = O_{\text{a.s.}}(|\sigma^* - \sigma|) + O_{\text{a.s.}}(n^{-1/2}).
\]

**Proof.** Even though the Birkhoff sum \( S_n^*(h) \) is not normalized by \( \sigma^* \), due to uniformity in \( x \) we can still use the conclusion of Theorem 4.2 to obtain
\[
\sup_{z \in \mathbb{R}} \left| \mathbb{P}_\mu(T_n \leq z | x_0, \ldots, x_{n-1}) - \mathcal{E}_n \left( \frac{z}{\sigma^*} \right) \right| = o(n^{-1/2}).
\]

As a result,
\[
\sup_{z \in \mathbb{R}} \left| \mathbb{P}_\mu(T_n \leq z) - \mathbb{P}_\mu(T_n^* \leq z | x_0, \ldots, x_{n-1}) \right| = \sup_{z \in \mathbb{R}} \left| \mathcal{E}_n \left( \frac{z}{\sigma^*} \right) \right| + o_{\text{a.s.}}(n^{-1/2}).
\]

Note that
\[
\mathcal{E}_n \left( \frac{z}{\sigma^*} \right) - \mathcal{E}_n \left( \frac{z}{\sigma} \right) = \frac{1}{\sqrt{2\pi\sigma^*}} \int_{-\infty}^{\infty} e^{-\frac{y^2}{2\sigma^2}} dy - \frac{1}{\sqrt{2\pi\sigma}} \int_{-\infty}^{z} e^{-\frac{y^2}{2\sigma^2}} dy
\]
\[
+ \frac{1}{\sqrt{n}} \left( P \left( \frac{x}{\sigma^*} \right) n \left( \frac{x}{\sigma^*} \right) - P \left( \frac{x}{\sigma} \right) n \left( \frac{x}{\sigma} \right) \right).
\]

Since the first term above is \( O_{\text{a.s.}}(|\sigma^* - \sigma|) \) and the second is \( O_{\text{a.s.}}(n^{-1/2}) \), together we have
\[
O_{\text{a.s.}}(|\sigma^* - \sigma|) + O_{\text{a.s.}}(n^{-1/2}),
\]
which dominates the \( o_{\text{a.s.}}(n^{-1/2}) \) term. \( \square \)

**Remark 7.4:** We recall that the non-pivoted bootstrap does not depend on the knowledge of \( \sigma \) while the Gaussian approximation does (in fact, it is impossible without \( \sigma \)). However, by Theorem 7.2, provided that \( |\sigma^* - \sigma| \lesssim n^{-1/2} \), the non-pivoted bootstrap achieves an asymptotic accuracy of \( O_{\text{a.s.}}(n^{-1/2}) \), which is equal to that of the Gaussian approximation. Hence, in a somewhat oracular way, the non-pivoted bootstrap “knows” \( \sigma \) without paying any price.

In general, we only know that \( |\sigma^* - \sigma| = o_{\text{a.s.}}(1) \). In this case, by Remark 3.12, we have the following corollary.
Corollary 7.2: Suppose that, almost surely, the Assumptions (A), (B), (C), and (D) hold with \( p_0 \geq 2 \), and \( h \) is not \( g \)-cohomologous to a constant in \( L^2(m) \). Let \( \mathcal{C} \) is a space in (3.3) such that \( \mathcal{C} \hookrightarrow \mathcal{X}_3 \hookrightarrow \mathcal{X}_3^{(\pm)} \) and assume that \( \| \rho_{\mu^*} - \rho_\mu \|_C \to 0 \) as \( n \to \infty \). Then,
\[
\sup_{z \in \mathbb{R}} \left| \mathbb{P}_\mu(T_n \leq z) - \mathbb{P}(T_n^* \leq z \mid x_0, \ldots, x_{n-1}) \right| = o_{a.s.}(1).
\]

8. Application of the Bootstrap to our Examples

In this section, we describe some of the standard techniques available to apply the Algorithms 6.1 and 6.2 in the context of dynamical systems.

8.1. Choice of \( \tilde{g} \) and \( \mu^* \). To approximate \( g \), there are a two key methods: Either one can use (8), (9), (12), and (13) of [59], or one can use standard spline approximations; which method is more appropriate depends on the context.

For the choice of \( \mu^* \), one may use the kernel estimator of \( \nu_0 \) on [30, page 22], defined by
\[
\tilde{\rho}_{\nu_0}(x) = \frac{1}{nb} \sum_{k=1}^{n} K\left(\frac{x - x_k}{b}\right),
\]
where \( K : \mathbb{R} \to \mathbb{R} \) is the density function for a standard Gaussian random variable and \( b \) is a bandwidth. Alternatively, one can let \( \mu^* \) (having density \( \rho_\mu^* \)) be a fixed distribution that depends on neither \( x_0, \ldots, x_{n-1} \) nor \( n \).

8.2. Suitability of \( \tilde{g} \) and \( \mu^* \). Now, we discuss the suitability of the choices of \( \tilde{g} \) and \( \mu^* \) to align with our abstract setting in Part I, and hence, ensure the asymptotic accuracy of the bootstrap. We require the following two conditions to be satisfied.

- Almost surely, there is \( N \) such that \( \{\tilde{g} \mid n \geq N\} \cup \{g\} \) satisfy the Assumptions (A), (B), and (C).
- There exists a space \( \mathcal{C} \) in (3.3) such that \( \mathcal{C} \hookrightarrow \mathcal{X}_3 \hookrightarrow \mathcal{X}_3^{(\pm)} \) and \( \| \rho_{\mu^*} - \rho_\mu \|_C \to 0 \) as \( n \to \infty \).

In both smooth expanding and piecewise expanding maps, the Assumption (C)(1) holds. So, \( g \) possesses a unique acip \( \nu_0 \) (with density \( \rho_{\nu_0} \)); moreover, \( (g, \nu_0) \) is strong mixing, and hence, ergodic. As a result, \( \nu_0 \)-almost every orbit of \( g \) is dense in the support of \( \nu_0 \); cf. [77, p. 29]. So, \( \nu_0 \)-almost surely, \( x_0, \ldots, x_{n-1}, \ldots \) is a dense orbit. Therefore, we can construct spline approximations \( \tilde{g} \). We have already shown that spline approximations of expanding maps satisfy the Assumptions (A), (B), and (C); see Sections 5.1 and 5.2, and hence, they are an ideal choice for our simulations.

When a kernel estimator that changes with the sample size \( n \), the above suitability condition for stationary processes can be checked using ideas in [80, Section 3] where the convergence properties of \( \tilde{\rho}_{\nu_0} \) to \( \rho_{\nu_0} \) are discussed. In particular, if \( \{X_n\} \) is stationary and \( \beta \)-mixing, and \( \rho_{\nu_0} \) is sufficiently regular, then \( \tilde{\rho}_{\nu_0} \) and \( \tilde{\rho}_{\nu_0}^* \) converge to \( \rho_{\nu_0} \) and \( \rho_{\nu_0}' \), respectively and the convergence is uniform. In particular, for \( V \)-geometrically ergodic Markov chains, which by definition are \( \beta \)-mixing, we have \( \| \tilde{\rho}_{\nu_0} - \rho_{\nu_0} \|_{L^\infty} \to 0 \).

Since the kernel estimators in dynamical systems and \( \beta \)-mixing setting share many common properties [30], we conjecture that, in the dynamical systems examples in Section 5, we also have the uniform convergence of \( \tilde{\rho}_{\nu_0} \) and \( \tilde{\rho}_{\nu_0}^* \) to \( \rho_{\nu_0} \) and \( \rho_{\nu_0}' \), which implies \( \| \tilde{\rho}_{\nu_0} - \rho_{\nu_0} \|_{BV} \to 0 \). However, this is still an open problem. In general, it is interesting to study the convergence of derivatives of kernel estimators of acips of dynamical systems but this has not been pursued in the previous literature.
When the bootstrap initial measure, $\mu^*$, is fixed, the only condition it should satisfy is being absolutely continuous, and we opt for this option.

### 8.3. Improved accuracy of the non-pivoted bootstrap.

Now, we explain why we our non-pivoted bootstrap algorithm exhibits better asymptotic accuracy than $o_{a.s.}(1)$ when applied to our examples in Section 5.1 and Section 5.2.

#### Example 3 (Piecewise $C^2$ expanding maps, a continuation of Section 5.2):

Since we assume $x_0, \ldots, x_{n-1}$ is a sufficiently dense partial orbit, we may assume that the mesh size, $\theta$, of the spline approximation is $O(n^{-1})$. So,

$$
\|\rho_{\nu_0} - \rho_{\nu_0}\|_{L^1} \lesssim \|\Pi_\theta - \Pi_0\|_{BV,L^1} \lesssim \|L_\theta - L_0\|_{BV,L^1} \lesssim \sqrt{\theta} = n^{-1/2}
$$

where $\nu_0$ is the unique acip of $g_\theta$ and the implied constants are independent of $\theta$. The estimates (from left to right) follow from the proof of Corollary 3.2, the Cauchy integral representation of $\Pi_\theta$ given in Section 3.2 and (5.5), respectively.

We recall from Section 3.2 that for all $k > 0$,

$$
\frac{1}{k} E_\mu(S_{\theta,k}(h)) = A_\theta + \frac{1}{ik} m(\Pi_\theta^{(1)}) \rho_\mu + O(\kappa^k)
$$

Since the convergence rate of $A_\theta \to A_0$ is independent of the choice of the initial measure, we write,

$$
A_\theta - A_0 = \frac{1}{k} \left( E_{\nu_0}(S_{\theta,0}(h)) - E_{\nu_0}(S_{\theta,0}(h)) \right) + o(k^{-1})
$$

$$
= \frac{1}{k} \sum_{j=1}^{k-1} \left[ E_{\nu_0}(h \circ g_\theta^j) - E_{\nu_0}(h \circ g_\theta^j) \right] + o(k^{-1})
$$

$$
= \frac{1}{k} \sum_{j=1}^{k-1} \left[ E_{\nu_0}(h) - E_{\nu_0}(h) \right] + o(k^{-1})
$$

$$
|A_\theta - A_0| \leq \frac{1}{k} \sum_{j=1}^{k-1} \left| \int h(\rho_{\nu_0} - \rho_{\nu_0}) \, dm \right| + o(k^{-1})
$$

$$
\leq \|h\|_{L^\infty} \|\rho_{\nu_0} - \rho_{\nu_0}\|_{L^1} + o(k^{-1}) \lesssim n^{-1/2} + o(k^{-1})
$$

Above, we use that $\nu_0$ is $g_\theta$–invariant. Next, choosing $k = O(n^{1/2})$, we can obtain the best possible rate of convergence of the asymptotic means:

$$
|A^* - A| = |A_\theta - A_0| \lesssim n^{-1/2}.
$$

Now, we focus on the rate of convergence of the variance. We recall that for all $k > 0$,

$$
\frac{1}{k} E_\mu(\|S_{\theta,k}(h_{\theta}) - kA_\theta\|^2) = \sigma_\theta^2 - \frac{1}{k} m(\Pi_\theta^{(2)}) \rho_\mu + O(\kappa^2)
$$

Then,

$$
\sigma_\theta^2 - \sigma_0^2 = \frac{1}{k} \left( E_{\nu_0}(\|S_{\theta,0}(h) - kA_\theta\|^2) - E_{\nu_0}(\|S_{\theta,0}(h) - kA_0\|^2) \right) + o(k^{-1})
$$

$$
= \frac{1}{k} \left( E_{\nu_0}(\|S_{\theta,0}(h)\|^2) - E_{\nu_0}(\|S_{\theta,0}(h)\|^2) - k[A_0^2 - A_0^2] \right) + o(k^{-1})
$$

Since, $|A_\theta^2 - A_0^2| \lesssim |A_\theta - A_0| \lesssim n^{-1/2}$ and the second term is $O(kn^{-1/2})$. 
To estimate the first term, note that,

$$\left| \mathbb{E}_{\nu_0}(\{S_{k,\theta}(h)\}^2) - \mathbb{E}_{\nu_0}(\{S_{k,0}(h)\}^2) \right| = \sum_{j=0}^{k-1} \sum_{l=0}^{k-1} \mathbb{E}_{\nu_0}(h \circ g^j_{\theta} \cdot h \circ g^l_{\theta}) - \mathbb{E}_{\nu_0}(h \circ g^j_{\theta} \cdot h \circ g^l_{\theta})$$

$$= 2 \left(\sum_{j=1}^{k-1} (k-j) \mathbb{E}_{\nu_0}(h \circ g^j_{\theta} \cdot h) - \mathbb{E}_{\nu_0}(h \circ g^j_{\theta} \cdot h)\right)$$

$$\leq 2 \sum_{j=1}^{k-1} (k-j) \left| \mathbb{E}_m(h \cdot L^j_{\theta}(h\nu_0)) - \mathbb{E}_m(h \cdot L^j_{\theta}(h\nu_0)) \right|$$

$$\leq 2 \|h\|_{L^\infty} \sum_{j=1}^{k-1} (k-j) \|L^j_{\theta}(h\nu_0) - L^j_{\theta}(h\nu_0)\|_{L^1},$$

$$\|L^j_{\theta}(h\nu_0) - L^j_{\theta}(h\nu_0)\|_{L^1} \leq \|L^j_{\theta}(h(\rho\nu_0 - \nu_0))\|_{L^1} + \|L^j_{\theta}(L^j_{\theta} - L^j_{\theta})(h\nu_0)\|_{L^1}$$

$$\leq \sup_{\delta,\tau} \|L^j_{\theta}\|_{L^1, L^1} \cdot \|h\|_{L^\infty} \|\rho\nu_0 - \nu_0\|_{L^1} + \|L^j_{\theta} - L^j_{\theta}\|_{B.V., L^1} \|h\nu_0\|_{B.V.}$$

$$\lesssim n^{-1/2} + \|L^j_{\theta} - L^j_{\theta}\|_{B.V., L^1},$$

and

$$\|L^j_{\theta} - L^j_{\theta}\|_{B.V., L^1} = \sum_{r=0}^{j-1} \|L^r_{\theta}(L_{\theta} - L_{\theta})L^{j-1-r}_{\theta}\|_{B.V., L^1} \lesssim \sup_{\theta, r} \|L^r_{\theta}\|_{L^1, L^1} \|L_{\theta} - L_{\theta}\|_{B.V., L^1} \sum_{r=0}^{j-1} \|L^r_{\theta}\|_{B.V., B.V.}$$

$$\lesssim jn^{-1/2},$$

Therefore, we have

$$\left| \mathbb{E}_{\nu_0}(\{S_{k,\theta}(h)\}^2) - \mathbb{E}_{\nu_0}(\{S_{k,0}(h)\}^2) \right| \lesssim k^3 n^{-1/2}.$$  

Finally,

$$\sigma^2_{\theta} - \sigma^2_0 \lesssim k^2 n^{-1/2} + kn^{-1/2} + o(k^{-1}),$$

and choosing $k = O(n^{1/6})$, we can obtain the best possible rate of convergence of the standard deviations,

$$|\sigma^* - \sigma| \lesssim |\sigma^2_{\theta} - \sigma^2_0| \lesssim n^{-1/6}.$$  

So, in the case of piecewise expanding maps, we have the following improved asymptotic accuracy of the non-pivoted bootstrap.

$$\sup_{z \in \mathbb{R}} \left| \mathbb{P}(T_n \leq z) - \mathbb{P}(T^*_n \leq z \mid x_0, \ldots, x_{n-1}) \right| = O_{a.s.}(n^{-1/6}).$$

**Example 4** (Smooth expanding maps, a continuation of Section 5.1.1): As in the previous example, we assume that the mesh-size, $\theta$, of the spline approximation, $s$, obtained by $x_0, \ldots, x_{n-1}$ is $O(n^{-1})$. Since

$$\|g - s\|_{L^\infty} + \|g' - s'\|_{L^\infty} = O(\theta^2) + O(\theta) = O(n^{-1}),$$

from Section 5.1, we have that

$$\|L_{\theta} - L_0\|_{B.V., L^1} \lesssim n^{-1}.$$  

Arguing as in the previous example, for all $k > 0$,

$$|A^* - A| = |A_{\theta} - A_0| \lesssim n^{-1} + O(k^{-1}).$$
It is easy to see that choosing \( k = \mathcal{O}(n) \) gives the best possible rate of convergence \( \mathcal{O}(n^{-1}) \). So, arguing as in the previous example,

\[
|\sigma^* - \sigma| \lesssim |\sigma_0 - \sigma_0^2| \lesssim k^2n^{-1} + k^2n^{-1} + o(k^{-1}),
\]

and choosing \( k = \mathcal{O}(n^{1/3}) \), the best possible rate of convergence is \( \mathcal{O}(n^{-1/3}) \).

Therefore, for smooth expanding maps of \( \mathbb{T} \), we have we have the following improved asymptotic accuracy of the non-pivoted bootstrap.

\[
\sup_{z \in \mathbb{R}} \left| \mathbb{P}_{\mu}(T_n \leq z) - \mathbb{P}(T^*_n \leq z | x_0, \ldots, x_{n-1}) \right| = \mathcal{O}_{\text{a.s.}}(n^{-1/3}).
\]

9. Computer Simulation of the Bootstrap

9.1. Data generating processes. We let the choices of sample size be \( n = 25, 50, 100 \) and take the doubling map, the logistic map, and the drill map below as the choices for the transformation function \( g \).

9.1.1. Doubling map. The doubling map also called the dyadic transformation is given by

\[
g(x) = 2x \mod 1, \quad x \in [0, 1].
\]

In general, \( r \)-adic transformations, including dyadic transformations, allow us to study the statistical properties of the digits of real numbers. Because of its simple yet chaotic nature, von Neumann proposed the doubling map as a random number generator [76], and later, Rényi studied its statistical properties [1]. In fact, it is an expanding (therefore, hyperbolic) map, exhibits sensitive dependence on initial conditions, has a unique exponentially mixing acip – the Lebesgue measure \([0, 1] – and also, is a Bernoulli map. Further, it is a \( C^\infty \)-map of \( \mathbb{T} \) with constant first derivative \( = 2 > 1 \), and hence, falls into the class of examples considered in Section 5.1.

One could also consider the doubling map as the following map of the binary expansions of data

\[
\sum_{j=1}^{\infty} w_j 2^{-j} \mapsto \sum_{j=1}^{\infty} w_{j+1} 2^{-j}.
\]

In other words, the doubling map neglects the first binary digit but shift all the other digit to the left by one unit. Unfortunately, in computer software, the initial state \( x_0 \) only has a binary expansion up to a finite order \( K \), e.g., \( K = 32 \) when \( x_0 \) is a uniform random variable generated in \( \mathbb{R} \) software; as a result of this round-off error, by (9.1), after \( K \) iterations the orbit of the simulated doubling map will always end up at zero [7]. To overcome this problem, we let \( x_i = g(x_{i-1}) + 2^{-20} \varepsilon_i \), where \( \{\varepsilon_i\} \) are independent Bernoulli(1/2) random variables conditional on \( x_i \in [0, 1] \). By the shadowing lemma, this perturbed orbit of \( \{x_i\} \) stays uniformly close to an unperturbed orbit; see [60, p. 18].

9.1.2. Drill map. The motion of a rotary drill induces a piecewise expanding map of the interval, \( g : [0, 1] \to [0, 1] \), defined as follows:

\[
\alpha = \frac{\Lambda}{(\Lambda - 1)}, \quad q_{[\Lambda] - k} = \max \left\{ 0, \frac{1}{2} \cdot \frac{\Lambda - 1 - k}{\Lambda - 1} \right\}, \quad k = 1, \ldots, [\Lambda],
\]

\[
d_\Lambda(x) = \alpha \left( k - \sqrt{k^2 - \frac{k}{\alpha} (k + 1 - 2x)} \right), \quad q_{[\Lambda] - k} < x \leq q_{[\Lambda] - k+1}, \quad k = 1, 2, \ldots, [\Lambda],
\]

\[
g^{1/2}(x) = x + d_\Lambda(x) \mod 1, \quad \text{and} \quad g(x) = g^{1/2}(g^{1/2}(x)),
\]
where \([\Lambda]\) denote the integer part of \(\Lambda\) and \(\Lambda\) is a parameter indicating the influence of gravity on fluid motion. We set \(\Lambda = 3\) in our simulation and include the corresponding transformation function \(g\) in Figure 4.

![Figure 4. Drill map when \(\Lambda = 3\).](image)

This map was first considered in [43] to model the movement of an oil drill with real world engineering applications in mind. This is a particular example of transformations discussed in Section 5.2; see also [6, Section 1.2, Section 13.3].

9.1.3. Logistic map. The logistic map is useful as a discrete-time population model of various biological species; see [50] for an in-depth discussion. The logistic map with parameter \(r \in (0, 4]\) is defined by

\[
g(x) = rx(1 - x), \quad x \in [0, 1].
\]

Here, we focus on the case \(r = 4\). It is well-known that \(g\) with \(r = 4\) exhibits sensitive dependency to initial conditions and has a unique acip (despite not being hyperbolic); see p. 34–35 of [60].

Even though \(g\) does not belong to any of the examples in Section 5, its simulations results are included here because they were comparable to those of the previous two examples. This is an indication that asymptotic accuracy of the bootstrap may hold even in the case of mostly hyperbolic maps considered in [79]. In fact, we believe that we can establish continuous Edgeworth expansions for such maps based on ideas in [22]. This will be pursued in the future.

Similar to the doubling map, the logistic map suffers from the round-off error of computer software. As a remedy, we first transform the logistic map to the tent map with \(T : [0, 1] \to [0, 1]\) defined by \(T(x) = 2\arcsin(\sqrt{x})/\pi\) and then add perturbation to the tent map; see p. 33 of [60]. Specifically, we let

\[
y_{i-1} = T(x_{i-1}), \quad y_i = \begin{cases} 
2y_{i-1} + 2^{-20}\varepsilon_i, & \text{for } x < 1/2, \\
2(1 - y_{i-1}) + 2^{-20}(1 - \varepsilon_i), & \text{for } x \geq 1/2,
\end{cases} \quad x_i = T^{-1}(y_i)
\]

where \(\{\varepsilon_i\}\) are independent Bernoulli(1/2) random variables conditional on \(y_i \in [0, 1]\). By the shadowing lemma, as in the doubling map context, the perturbed orbit \(\{y_i\}\) stays uniformly close to some unperturbed orbit of the tent map, and in turn, \(\{x_i\}\) shadows an orbit of the logistic map.

9.2. Quantity of interest. We aim to construct two-sided, upper-bounded, and lower-bounded 95% confidence intervals for spatial average \(A\). When constructing \(A\), we let \(h(x) = x\), \(h(x) = x^2\), and \(h(x) = x^4\); these choices of \(h\) are closely related to the mean, variance, and kurtosis, which have wide applications in a variety of fields.
9.3. **Bootstrap methods.** To construct the confidence intervals mentioned in section 9.2, we apply the pivoted bootstrap in Algorithm 6.1 and the non-pivoted bootstrap in Algorithm 6.2 with bootstrap iteration \( B = 1000 \). We include more details of these algorithms below.

9.3.1. *Estimation of the transformation \( g \).* Throughout our simulation, we assume that the support and the location of discontinuities of transformation \( g \) are known. Given this, we approximate the transformation function \( g \) by piecewise cubic spline. When making extrapolations, we apply “FMM” [24] cubic splines in non-pivoted bootstrap and “natural” cubic splines in pivoted bootstrap. When the fitted value lies outside the given support, we take it to be the nearest boundary point of the support, and then, move it inside the support by adding or subtracting another small perturbation of \( 2^{-20} \). In our preliminary simulation, we used piecewise linear splines but found their performance to be inferior to that of the piecewise cubic splines.

9.3.2. *Generation of initial bootstrap data \( x_0^* \).* In our simulation, we implement Line 4 of Algorithm 6.1 and Line 3 of Algorithm 6.2, the generation of the initial bootstrap data \( x_0^* \), as follows:

**Algorithm 9.1:** Generation of initial bootstrap data

*Input:* Data \( x_0, \ldots, x_{n-1} \)

*Output:* Initial bootstrap state \( x_0^* \)

1. while \( x_0^* \notin \text{support of } g \) do
2. \( ucv \leftarrow \text{unbiased cross-validated bandwidth [70]} \)
3. \( b \leftarrow ucv/4 \)
4. Sample \( \epsilon_0 \sim \text{Normal}(0, b^2) \)
5. Sample \( x_0' \) from \( \{x_0, \ldots, x_{n-1}\} \), independently of \( \epsilon_0 \)
6. \( x_0^* \leftarrow x_0' + \epsilon_0 \)
7. end
8. return \( x_0^* \)

**Remark 9.1:** Generating \( x_0^* \) with Algorithm 9.1 is equivalent to generating \( x_0^* \) from a kernel-estimated density function, where the kernel is Gaussian and the bandwidth is given by \( b \); see [72, p. 471]. On the other hand, Algorithm 9.1 is computationally more economical than directly generating data from the kernel-estimated density function; see the footnote on p. 1068 of [34].

**Remark 9.2:** When the bandwidth is large, e.g., \( b = ucv \), where \( ucv \) is the unbiased cross-validated bandwidth as in [70], the bootstrap initial state could take a value that the true initial state rarely takes, e.g., 0.99. When starting with such a extreme bootstrap initial state, the bootstrap trajectory of \( \{x_t^*\} \) could also be extreme, and consequently the bootstrap distribution may contain too many outliers. As a remedy, we let the bandwidth be rather small, i.e., \( b = ucv/4 \).

9.3.3. *Estimation of long-run variance \( \sigma^2 \).* Since we are not aware of any theoretically-justified estimator for \( \sigma \) in the dynamical system setting, we first obtain the true \( \sigma \) with Monte-Carlo simulation and then replace \( \hat{\sigma} \) by this simulated true \( \sigma \). Similarly, we replace \( \hat{\sigma}^{*,b} \) by \( \tilde{\sigma}^* \), where

\[
\tilde{\sigma}^* := \sqrt{\frac{1}{B} \sum_{b=1}^{B} \left( \frac{S_{n,b}^*(h) - S_n^*(h)}{\sqrt{n}} \right)^2}.
\]
Indeed, in a similar way to Remark 6.1, when both $B$ and $n$ are large, recalling $\sigma^*$ defined in (7.1),

$$\hat{\sigma}^* \approx \sqrt{\mathbb{E}^*\left(\frac{S_n^*(h) - \bar{S}_n^*(h)}{\sqrt{n}}\right)^2} \approx \sqrt{\mathbb{E}^*\left(\frac{(S_n^*(h) - nA^*)}{\sqrt{n}}\right)^2} \approx \sigma^*.$$ 

9.4. Non-bootstrap methods.

9.4.1. Gaussian approximation. To construct the confidence intervals in section 9.2, alternatively we can apply the Gaussian approximation, namely

$$\frac{S_n(h) - nA}{\sqrt{n\hat{\sigma}}} \Rightarrow N(0,1).$$

As in Section 9.3.3, since we do not know any theoretically-justified estimator for $\sigma$ in the dynamical system setting, we replace $\hat{\sigma}$ by the simulated true $\sigma$ throughout our simulation.

9.4.2. $t$-approximation. To construct the confidence intervals, we can also apply a $t$-approximation, which relies on the presumption that

$$\frac{S_n(h) - nA}{\sqrt{ns}} \Rightarrow t_{n-1},$$

where $s$ is sample standard deviation of $\{x_i, i = 0, \ldots, n-1\}$ and $t_{n-1}$ is a $t$-distribution with degrees of freedom $n-1$.

9.5. Results. To obtain the empirical coverage of the confidence intervals, we run 700 iterations. The results obtained are included in Tables 1 to 9. When reporting the data, we use the following abbreviations

- $t$ ($t$-approximation),
- npboot (non-pivoted bootstrap),
- Gaussian (Gaussian approximation), and
- pboot (pivoted bootstrap)

to differentiate how the 95% confidence intervals were generated.

First, recall that the $t$-approximation and non-pivoted bootstrap do not require any prior knowledge of the long-run variance $\sigma^2$, while the Gaussian approximation and pivoted-bootstrap heavily depend on $\sigma^2$. From Tables 1 to 9, we see that, in general, the Gaussian approximation and pivoted-bootstrap prevail over the $t$-approximation and non-pivoted bootstrap, and hence, as expected, the knowledge of $\sigma^2$ improves the accuracy.

Second, the non-pivoted bootstrap significantly outperforms the $t$-approximation. In particular, the non-pivoted bootstrap does not suffer from under-coverage in case of the doubling map and over-coverage in case of the logistic map whereas the $t$-approximation suffers from both. Indeed, the non-pivoted bootstrap has a performance that almost matches the Gaussian approximation and the pivoted bootstrap. Consequently, when $\sigma$ is unknown and cannot be easily estimated, the non-pivoted bootstrap may be preferable.

Third, the Gaussian approximation and pivoted-bootstrap give comparable results; none of them uniformly dominates the other. Since Gaussian approximation fails to capture the asymmetry of the finite-sample distribution, it performs slightly inferior to the pivoted-bootstrap on one-sided confidence intervals. However, since the under-coverage on one tail of the distribution is likely compensated by the over-coverage on the other tail, the Gaussian approximation has a slight
advantage when two-sided confidence intervals are computed. In summary, when $\sigma$ is given, both the Gaussian approximation and pivoted-bootstrap can be considered.

9.5.1. Two-sided confidence interval.

| $h(x) = x$ | $h(x) = x^2$ | $h(x) = x^4$ |
|------------|--------------|--------------|
| $n = 25$   | 0.753        | 0.740        | 0.749        |
| $n = 50$   | 0.729        | 0.709        | 0.760        |
| $n = 100$  | 0.717        | 0.729        | 0.747        |

Table 1. Empirical coverage of two-sided 95% confidence intervals generated when data is generated by the doubling map.

| $h(x) = x$ | $h(x) = x^2$ | $h(x) = x^4$ |
|------------|--------------|--------------|
| $n = 25$   | 0.946        | 0.960        | 0.954        |
| $n = 50$   | 0.944        | 0.946        | 0.954        |
| $n = 100$  | 0.941        | 0.966        | 0.947        |

Table 2. Empirical coverage of two-sided 95% confidence intervals when data is generated by the drill map.

| $h(x) = x$ | $h(x) = x^2$ | $h(x) = x^4$ |
|------------|--------------|--------------|
| $n = 25$   | 0.957        | 0.957        | 0.947        |
| $n = 50$   | 0.956        | 0.957        | 0.944        |
| $n = 100$  | 0.960        | 0.957        | 0.953        |

Table 3. Empirical coverage of two-sided 95% confidence intervals when data is generated by the logistic map.

9.5.2. Upper-bounded confidence interval.

| $h(x) = x$ | $h(x) = x^2$ | $h(x) = x^4$ |
|------------|--------------|--------------|
| $n = 25$   | 0.850        | 0.814        | 0.834        |
| $n = 50$   | 0.874        | 0.784        | 0.829        |
| $n = 100$  | 0.741        | 0.791        | 0.793        |

Table 4. Empirical coverage of upper-bounded 95% confidence intervals when data is generated by the doubling map.
\[ h(x) = x \]
\[ h(x) = x^2 \]
\[ h(x) = x^4 \]

| \( n = 25 \) | \( n = 50 \) | \( n = 100 \) | \( n = 25 \) | \( n = 50 \) | \( n = 100 \) | \( n = 25 \) | \( n = 50 \) | \( n = 100 \) |
|---|---|---|---|---|---|---|---|---|
| \( t \) | 0.939 | 0.930 | 0.924 | 0.903 | 0.910 | 0.820 | 0.871 | 0.871 |
| npboot | 0.923 | 0.944 | 0.947 | 0.930 | 0.939 | 0.956 | 0.884 | 0.930 | 0.934 |
| Gaussian | 0.963 | 0.961 | 0.963 | 0.956 | 0.963 | 0.961 | 0.987 | 0.974 | 0.974 |
| pboot | 0.931 | 0.937 | 0.930 | 0.958 | 0.936 | 0.940 | 0.956 | 0.954 | 0.966 |

Table 5. Empirical coverage of upper-bounded 95% confidence intervals when data is generated by the drill map.

| \( n = 25 \) | \( n = 50 \) | \( n = 100 \) | \( n = 25 \) | \( n = 50 \) | \( n = 100 \) | \( n = 25 \) | \( n = 50 \) | \( n = 100 \) |
|---|---|---|---|---|---|---|---|---|
| \( t \) | 0.967 | 0.953 | 0.954 | 0.989 | 0.984 | 0.989 | 0.997 | 0.999 | 0.997 |
| npboot | 0.939 | 0.926 | 0.966 | 0.941 | 0.963 | 0.950 | 0.953 | 0.954 | 0.941 |
| Gaussian | 0.946 | 0.933 | 0.944 | 0.946 | 0.934 | 0.950 | 0.929 | 0.924 | 0.936 |
| pboot | 0.946 | 0.944 | 0.943 | 0.937 | 0.946 | 0.950 | 0.936 | 0.937 | 0.960 |

Table 6. Empirical coverage of upper-bounded 95% confidence intervals when data is generated by the logistic map.

### 9.5.3. Lower-bounded confidence interval.

| \( n = 25 \) | \( n = 50 \) | \( n = 100 \) | \( n = 25 \) | \( n = 50 \) | \( n = 100 \) | \( n = 25 \) | \( n = 50 \) | \( n = 100 \) |
|---|---|---|---|---|---|---|---|---|
| \( t \) | 0.813 | 0.826 | 0.830 | 0.861 | 0.843 | 0.840 | 0.899 | 0.857 | 0.874 |
| npboot | 0.947 | 0.954 | 0.959 | 0.934 | 0.947 | 0.947 | 0.950 | 0.961 | 0.963 |
| Gaussian | 0.963 | 0.950 | 0.954 | 0.939 | 0.949 | 0.943 | 0.936 | 0.933 | 0.944 |
| pboot | 0.951 | 0.941 | 0.954 | 0.957 | 0.959 | 0.957 | 0.951 | 0.954 | 0.946 |

Table 7. Empirical coverage of lower-bounded 95% confidence intervals when data is generated by the doubling map.

| \( n = 25 \) | \( n = 50 \) | \( n = 100 \) | \( n = 25 \) | \( n = 50 \) | \( n = 100 \) | \( n = 25 \) | \( n = 50 \) | \( n = 100 \) |
|---|---|---|---|---|---|---|---|---|
| \( t \) | 0.959 | 0.946 | 0.937 | 0.966 | 0.964 | 0.941 | 0.986 | 0.977 | 0.971 |
| npboot | 0.984 | 0.960 | 0.947 | 0.960 | 0.944 | 0.946 | 0.957 | 0.944 | 0.947 |
| Gaussian | 0.951 | 0.957 | 0.939 | 0.936 | 0.947 | 0.946 | 0.931 | 0.943 | 0.924 |
| pboot | 0.914 | 0.940 | 0.951 | 0.921 | 0.940 | 0.950 | 0.964 | 0.930 | 0.957 |

Table 8. Empirical coverage of lower-bounded 95% confidence intervals when the data is generated by the drill map.
\[
\begin{array}{cccccccc}
& n = 25 & n = 50 & n = 100 & n = 25 & n = 50 & n = 100 & n = 25 & n = 50 & n = 100 \\
\hline
h(x) = x & 0.941 & 0.939 & 0.949 & 0.987 & 0.996 & 0.990 & 1.000 & 1.000 & 1.000 \\
\hline
h(x) = x^2 & 0.934 & 0.951 & 0.939 & 0.954 & 0.950 & 0.953 & 0.933 & 0.950 & 0.941 \\
\hline
h(x) = x^4 & 0.961 & 0.949 & 0.956 & 0.971 & 0.970 & 0.960 & 0.973 & 0.973 & 0.969 \\
\end{array}
\]

Table 9. Empirical coverage of lower-bounded 95% confidence intervals when data is generated by the logistic map.
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