CNN-Based Vehicle Target Recognition with Residual Compensation for Circular SAR Imaging

Rongchun Hu 1,2, Zhenming Peng 1,2,* Juan Ma 4 and Wei Li 1,2

1 School of Information and Communication Engineering, University of Electronic Science and Technology of China, Chengdu 611731, China; hrc@swust.edu.cn (R.H.); liw@tsinghua.edu.cn (W.L.)
2 Laboratory of Imaging Detection and Intelligent Perception, University of Electronic Science and Technology of China, Chengdu 610054, China
3 School of Information Engineering, Southwest University of Science and Technology, Mianyang 621010, China
4 School of Science, Southwest University of Science and Technology, Mianyang 621010, China; majuan@swust.edu.cn
* Correspondence: zmpeng@uestc.edu.cn; Tel.: +86-28-8320-8819

Received: 11 February 2020; Accepted: 24 March 2020; Published: 26 March 2020

Abstract: The contour thinning algorithm is an imaging algorithm for circular synthetic aperture radar (SAR) that can obtain clear target contours and has been successfully used for circular SAR (CSAR) target recognition. However, the contour thinning imaging algorithm loses some details when thinning the contour, which needs to be improved. This paper presents an improved contour thinning imaging algorithm based on residual compensation. In this algorithm, the residual image is obtained by subtracting the contour thinning image from the traditional backprojection image. Then, the compensation information is extracted from the residual image by repeatedly using the gravitation-based speckle reduction algorithm. Finally, the extracted compensation image is superimposed on the contour thinning image to obtain a compensated contour thinning image. The proposed algorithm is demonstrated on the Gotcha dataset. The convolutional neural network (CNN) is used to recognize the target image. The experimental results show that the image after compensation has a higher target recognition accuracy than the image before compensation.
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1. Introduction

Because of its all-day, all-weather imaging capability, synthetic aperture radar (SAR) has been widely used in military and civilian applications in recent years. There are different types of SAR depending on their mode of detection. One of the detection methods of SAR is to span a large azimuth in the process of data acquisition, which is called wide-angle SAR (WSAR). If the radar always shines on the same ground when detecting, and the azimuth turned around is large enough to make the radar’s flight track a circle, it is called circular SAR (CSAR). CSAR is a special case of WSAR. Research based on SAR and CSAR includes time-frequency analysis, 2D/3D imaging, digital elevation model (DEM), target detection and recognition, etc. [1–11].

Research into CSAR began in the early 1990s [12–14]. Soumekh first proposed the imaging mode and echo signal time-domain model of CSAR in 1996, and also proposed the CSAR imaging algorithm based on wavefront reconstruction [15]. Subsequently, more and more research has been carried out on CSAR. Many of the datasets used in these studies are from the Air Force Research Laboratory (AFRL). AFRL has released several experimental and simulation datasets for WSAR and CSAR, as well as challenging related problems [16–19]. In addition to the datasets released by AFRL, some
Researchers and organizations have conducted experiments on CSAR [20,21]. In the research on CSAR, imaging is an important research area. Imaging algorithms for CSAR include algorithms based on backprojection, wavefront reconstruction, compressed sensing, and other algorithms. Many researchers have proposed different imaging algorithms. Hong and Lin et al. carried out a series of studies on the imaging of CSAR and achieved good results [22–28]. Kou et al. carried out a series of studies on geosynchronous CSAR imaging, and analyzed the effects of orbit error, L-band of troposphere and high sidelobe on imaging [29–31]. Yuan et al. proposed a method for reconstructing SAR images that is built upon the backprojection algorithm using multiple sub-aperture images to attain both greater processing efficiency and improved image quality [32]. Chen et al. proposed a processing strategy for the 3D reconstruction of vehicles, which only needs the single-pass single-polarization CSAR data [33]. Among these imaging algorithms, the backprojection algorithm is the most widely used imaging algorithm. Much of the related work is carried out on the basis of backprojection imaging, and many imaging algorithms are modified on the basis of backprojection algorithms. Ref. [34] proposed a contour thinning imaging algorithm based on modulus stretch. This algorithm is an improvement on the backprojection algorithm, but can obtain a thinner contour than the traditional backprojection imaging. In recent years, research on CSAR imaging has been further developed. There have been many innovative research results [35–38].

In addition to imaging, target recognition is also an important aspect of CSAR research. In the early 1990s, researchers began to study automatic target recognition (ATR) on SAR [39–41]. At present, there is still a lot of research on SAR ATR. Due to the lack of experimental data, there are few studies on target recognition of CSAR and WSAR in the early stage. The Air Force Research Laboratory (AFRL) released a dataset in 2007. The dataset was obtained by airborne SAR during circular flight. This dataset is the first dataset about CSAR, also known as the Gotcha dataset. At the same time, AFRL also released challenging problems corresponding to the dataset [16]. In the second year, Dungan et al. proposed a target recognition algorithm based on point pattern matching. In the following years, Dungan et al. successively proposed several target recognition algorithms [42–44]. The algorithms proposed by Dungan et al. include a point pattern matching-based algorithm and a pyramid matching-based algorithm. In the case of using simple and easy data subsets, the algorithm proposed by Dungan et al. achieved good recognition results. In 2012, AFRL released the Target Discrimination Research Challenge and the corresponding dataset. This dataset is a subset of the Gotcha dataset, which was trimmed from a large scene, including 33 civilian vehicles and some auxiliary reflectors [19]. Since then, more researchers have begun to study target recognition with WSAR [45–54]. These target recognition algorithms, including feature set and template matching-based, manifold learning-based, and deep learning-based algorithms, have achieved good results.

Although there has been a great deal of research into SAR ATR, there is still little research on vehicle target recognition for wide-angle SAR. The existing recognition algorithms can be improved in terms of both efficiency and accuracy. Therefore, the study of wide-angle SAR target recognition is still meaningful. Combining imaging and target recognition is also a research direction in SAR and other radar detection fields. The combination target detection and imaging has also appeared in infrared target detection research [55–62]. In the previous work, the authors proposed a contour thinning imaging algorithm to improve target recognizability [34]. The algorithm combines imaging and target recognition. Based on contour thinning imaging, the authors also proposed a target recognition algorithm using feature set matching [53]. The contour thinning imaging algorithm significantly improved the target’s recognizability, and achieved good results in vehicle recognition. This paper improves the contour thinning imaging algorithm. Although the contour thinning algorithm can obtain a clearer target contour, it still has disadvantages. After the contour is thinned, the target in the image loses some detailed information; in particular, block areas are obviously suppressed. This paper mainly is mainly aimed at improving the contour thinning imaging algorithm, so that it will lose less detailed information while maintaining contour thinning, and so that the target’s recognizability will be increased. In addition to imaging, this paper uses convolutional neural network (CNN) to perform target recognition on the improved images. The recognition results are
used to verify whether the improved imaging algorithm is able to improve the accuracy of target recognition.

2. Imaging Algorithm

2.1. Analysis of Contour Thinning Imaging

The contour thinning algorithm was proposed in [34] and has been used in vehicle target recognition for CSAR [53]. This algorithm is based on the backprojection algorithm. The core idea is to stretch the modulus during the projection superposition process, highlight the areas with high modulus, and suppress the areas with low modulus, so as to obtain a contour thinning image. The main steps of the algorithm are given below [34].

The echo data received by the radar is a function of slow time \( \tau_n \) and receiving frequency \( f_k \), which is denoted by \( S(f_k, \tau_n) \), where \( \tau_n \) is the \( n \)-th sampling slow time, \( f_k \) is the \( k \)-th sampling frequency.

The IFFT transform is performed on \( S(f_k, \tau_n) \) received at each \( \tau_n \) to obtain an inverse transform sequence. The \( \text{FFTshift}(\bullet) \) function is then used to shift the zero frequency point to the middle of the sequence.

\[
s_n(m, \tau_n) = \text{FFTshift}\left[ \text{IFFT}\left[ S(f_k, \tau_n) \right] \right]
\]  

(1)

Let \( \Delta R(r, \tau) \) denote the difference between the distance from the origin to the radar and the distance from the target to the radar with the location \( r \) at time \( \tau \). Linear interpolation is performed on \( s_n(m, \tau_n) \) to obtain the estimated values of the corresponding IFFT transformation at all \( \Delta R(r, \tau) \) points, and the sub-imaging data at each time \( \tau_n \) is obtained by multiplying the data by the compensation term.

\[
s_n(m, \tau_n) = \text{Interp}[s_n(m, \tau_n)]\left[ 1 + \frac{4\pi f_k \Delta R(r, \tau_n)}{c} \right]
\]  

(2)

\[
S_m(r, \tau_n) = \left[ s_m(r, \tau_{n_1}, \tau_{n_2}) \right] x, y \in [1, L],
\]

(3)

where \( L \) represents the side length of the imaging scene.

Let \( \theta \) denote the size of the synthetic aperture of the SAR. All sub-images in the range of \( \theta \) are superimposed. The function \( \psi(\bullet) \) is then used to stretch the modulus for each sub-aperture image. The final image \( I \) can be obtained by superimposing all the sub-aperture images.

\[
I = \sum_{n} \psi(r) \sum_{\tau_n} S_m(r, \tau_n)
\]  

(4)

\[
\psi(x) = \begin{cases} 
  k_1 x, & |x| \geq T \\
  k_2 x, & |x| < T 
\end{cases}
\]

(5)

where \( k_1 \) and \( k_2 \) denote the enhancement coefficient and the inhibition coefficient, respectively. The \( T \) denotes the threshold value. Ref. [34] shows that the empirical values of \( k_1, k_2 \) and \( T \) are 1.2, 0.1 and 0.9, respectively.

Figure 1 shows an example of imaging results for three different vehicle models. Figure 1a–c shows the imaging results using the traditional backprojection algorithm for three vehicle models, namely Chevrolet Impala LT, Mitsubishi Galant ES, and Toyota Highlander. Figure 1d–f corresponds to Figure 1a–c for the contour thinning imaging results. The value of \( \theta \) during imaging is 10°. As can be seen from the figure, the results of contour thinning imaging are clearer than the results of
traditional backprojection imaging, but the detailed information is also obviously lost, as shown by the red circle callout.

![Figure 1](image1.png)

**Figure 1.** Example of imaging results of different models of vehicle targets in the Gotcha dataset by contour thinning imaging. (a-c) are images obtained by backprojection algorithm. (d-f) are images obtained by contour thinning algorithm. Three models of vehicle targets are used for imaging comparison: (a,d) Model Chevrolet Impala LT; (b,e) Model Mitsubishi Galant ES; (c,f) Model Toyota Highlander.

Figure 2 is a schematic of CSAR imaging. The missing details in the contour thinning image correspond to the high reflection parts of the front or rear of the vehicle, as shown in the left image in Figure 2. Obviously, not all vehicles have the same highly reflective contour in front or rear. Therefore, the loss of this part is likely to reduce the recognition of vehicle targets. The first task of this paper is to restore this missing part and compensate for it in the contour thinning image.

![Figure 2](image2.png)

**Figure 2.** A diagram of circular SAR imaging. The picture on the left illustrates the process of airborne SAR flying around a ground target in a circle. The image on the right is the result of imaging the echo data using a backprojection algorithm. The part marked by the red circle in the right image corresponds to the high reflection part in the front or rear of the vehicle in the left image.

2.2. Residual Compensation
To retrieve the information lost during contour thinning imaging, compensation is considered. Because the image obtained by the backprojection algorithm can well restore the scattering characteristics of the target, in this paper we refer to the image obtained by the traditional backprojection algorithm as the original image. The goal of compensation is to make the thinning contours correspond to all possible contours on the original image, and add the missing details to the thinning image. Let $I_{org}$ denote the original image. Let $I_{thin}$ denote the contour thinning image. The difference between $I_{org}$ and $I_{thin}$ is denoted by $I_{res}$, and is given by

$$I_{res} = abs(I_{org} - I_{thin})$$

where $L$ denotes the pixel length of the image.

Figure 3 shows the example of residual image of different models of vehicles, corresponding to the difference between Figure 1a and Figure 1d, Figure 1b and Figure 1e, and Figure 1c and Figure 1f, respectively.

![Figure 3](image1.png)

**Figure 3.** Examples of residual image of different models of vehicles: (a) Model Chevrolet Impala LT, corresponding to the difference between Figure 1a and Figure 1d; (b) Model Mitsubishi Galant ES, corresponding to the difference between Figure 1b and Figure 1e; (c) Model Toyota Highlander, corresponding to the difference between Figure 1c and Figure 1f.

Obviously, the missing details are contained in the residual image $I_{res}$. How to extract effective details from $I_{res}$ and eliminate noise is a problem to be studied. Suppose the function that can achieve this requirement is represented by $\Phi(\cdot)$, the processed image can be expressed as

$$I_{cps} = \Phi(I_{res})$$

When the image of compensation $I_{cps}$ is obtained, it is superimposed with the thinning image $I_{thin}$ to obtain the final compensated contour thinning image $I_{fin}$, which is given by

$$I_{fin} = I_{thin} + I_{cps}$$

In the process of compensation, the most important is the selection of $\Phi(\cdot)$. There are many ways to obtain the $\Phi(\cdot)$. For example, a method based on compressed sensing can be used to obtain the best signal under certain conditions. However, in the case of this paper, the main contour of the target has been successfully obtained, and the detailed information we want to extract is only the auxiliary information in the residual images. Therefore, after considering the computational complexity and cost performance, we prefer a simple image enhancement algorithm as the $\Phi(\cdot)$ function. Let’s refocus on the goal of the function $\Phi(\cdot)$, which should be to preserve and enhance
larger, brighter areas in the residual image while suppressing smaller, darker areas in the images. This is just a common speckle reduction problem in SAR image processing. There are several speckle reduction algorithms that can be used. In this paper, an algorithm with excellent performance in different scenarios is selected, that is, the gravitation-based speckle reduction algorithm [53,63,64] is used as the $\Phi(\cdot)$ function. The gravitation-based speckle reduction algorithm is calculated as follows [53]:

$$\Phi(I(i,j)) = F(i,j) + G(i,j),$$

$$F(i,j) = ml(i,j)^2,$$

$$G(i,j) = \sum_{r \in R} \frac{I(i,j)I(k,l)}{r^2},$$

(9)

where $I(i,j)$ denotes the brightness of the point in the $i$-th row and the $j$-th column on image $I$. The $r = \sqrt{(i-k)^2 + (j-l)^2}$, representing the distance between $(k, l)$ and $(i, j)$. The radius of gravitational action is denoted by $R$. $m$ is the coefficient of gravitation. $G(i,j)$ denotes the gravitational force of the surrounding point $(i, j)$. $F(i,j)$ denotes the internal stress of point $(i, j)$ itself. Ref. [53] shows that the empirical values of $R$ and $m$ are 10 and 1, respectively.

In practice, in order to get different degree of speckle reduction effect, $\Phi(\cdot)$ can be used several times iteratively, which is denoted by $\Phi^{(q)}(\cdot)$, where $q$ is the number of iterations. For example:

$$\Phi^{(1)}(I(i,j)) = \Phi(I(i,j))$$

$$\Phi^{(2)}(I(i,j)) = \Phi(\Phi(I(i,j)))$$

$$\cdots$$

$$\Phi^{(q)}(I(i,j)) = \Phi(\cdots\Phi(\Phi(I(i,j))))$$

(10)

In addition, the gravitation-based speckle reduction algorithm can also be used to denoise contour thinning image $I_{thin}$. However, this will increase the computation time, which can be optionally performed according to the actual situation. The processing procedure of the residual compensation imaging algorithm is shown in Algorithm 1.

**Algorithm 1: Residual compensation imaging**

**Input:**
- Echo data $S(f_s, \tau_s)$, receiving frequency $f_s$, slow time $\tau_s$.
- FFT Points $N_{fft}$, slant range $\Delta R(r, \tau)$, synthetic aperture $\theta$, Image size $L$;

**Output:**
- The compensated contour thinning image $I_{fin}$.

1: BEGIN
2: Initialize: $T = 0.9$, $k_1 = 1.2$, $k_2 = 0.1$, $R = 10$, $m = 1$, $q$.
3: Compute $I_{org}$ and $I_{thin}$ using Equations (1)–(5);
4: Denoising $I_{thin}$ with Equation (9); (This step is optional)
5: $I_{res} = abs(I_{org} - I_{thin})$
6: while $q > 0$
7:     for $i = 1$ to $L$ and $j = 1$ to $L$
8:         $I_{res}(i,j) = m:\sum_{r \in R} \frac{I_{res}(i,j)I_{res}(k,l)}{r^2} + ml(i,j)^2$;
9:     end for
10: $I_{res} = I_{res}$;
11: $q = q - 1$;
12: end while
3. Vehicle Target Recognition

The image after compensation contains more information than the image before compensation. However, it is not clear whether the added information is helpful to recognize the target. In this section, the convolutional neural networks (CNN) is used for vehicle target recognition. The detailed description of CNN is found in many papers and books [65,66], and will not be repeated here. This article briefly describes the steps of the algorithm used as follows:

(1) Linear coding and decoding are used for images in the library to obtain patch features through training. The image is cropped into patches of size $8 \times 8$, and then expanded into $64 \times 1$ vectors row by row. The vectors are input into a three-layer network, the input and output nodes of the network are 64, and the number of hidden layer nodes is variable. The function of this network is to make the output image as close to the input image as possible by training a large number of images. After the weight matrix converges, it can be used as the extracted features for subsequent convolution. When the number of hidden nodes is much less than the number of input nodes, it is also called sparse coding.

(2) Scale all images to standard size. All images are divided into training images and test images, and label data is generated at the same time. The training data set and the test data set are obtained respectively.

(3) The CNN is used to train the data in the training set. The network mainly includes two convolutions and pooling, and softmax regression at the output layer. In step (1), multiple $8 \times 8$ weight matrices obtained by linear coding are convolved with images of $L \times L$ size. The size after convolution is $(L - 7) \times (L - 7)$. The error is calculated for each training, and the corresponding network parameters are adjusted according to a certain criterion. Repeat the training until the error is small enough or the number of trainings exceeds the threshold.

(4) The network parameters obtained after the training is the optimal parameters. Use these parameters to recognize the images in the test set and calculate the accuracy.

The architecture of CNN used in this paper is shown in Figure 4.
The architecture of convolutional neural networks (CNN) used in this paper. The input data is the residual compensation image of the vehicle target. The output of the network is the classification of vehicle targets. The network mainly includes feature training, convolution, pooling, and softmax regression.

The output layer of CNN uses softmax regression. The number of outputs is 6, which is the number of vehicle models. The loss function is shown as [66]:

$$J(y_i) = -\log \frac{e^{y_i}}{\sum_{k=1}^{6} e^{\gamma_k}},$$

where $y_i$ denotes the output of the $i$-th neuron. There are many optimization algorithms for CNN. The optimization algorithm in this paper uses Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) [67,68].

In binary decision problems, the target is labeled as positive or negative. The decision made by the classifier can be represented as a confusion matrix. The confusion matrix has four categories: True positives (TP) are examples correctly labeled as positives. False positives (FP) refer to negative examples incorrectly labeled as positive. True negatives (TN) correspond to negatives correctly labeled as negative. False negatives (FN) refer to positive examples. There are usually 4 indicators used to evaluate the recognition results, namely Accuracy, Precision, Sensitivity (Recall) and Specificity, which are defined as follows [69]:

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN},$$

$$\text{Precision} = \frac{TP}{TP + FP},$$

$$\text{Sensitivity} = \text{Recall} = \frac{TP}{TP + FN},$$

$$\text{Specificity} = \frac{TN}{TN + FP}.$$
Specificity $= \frac{TN}{TN + FP}$.

In multi-class decision problems, the above equations cannot be used directly. However, the accuracy can be intuitively obtained, that is, the sum of all the correct numbers that are identified is divided by the total number.

4. Experimental Results

The data used in the experiments in this paper comprise a subset of the Gotcha dataset released by AFRL, that is, the Target Discrimination Research subset [19]. Airborne SAR detects vehicle targets on the ground at 31 altitude orbits. The ground area is approximately 5 km in diameter. In each altitude orbit, the airborne SAR makes circular flight around the ground area. Finally, 56 individual targets are extracted from the large dataset.

4.1. Residual Compensation Imaging

To get a better region of interest, the effect of speckle reduction under different iterations is compared, as shown in Figure 5. As can be seen from the figure, with the increase of iteration times, the bright areas become more concentrated and the noise is reduced. When the number of iterations is less than 2, the noise is relatively large, and the processed image is not suitable for direct compensation. When the iteration is more than three times, the noise is well suppressed. However, a large number of iterations will also erode the target, so it is appropriate to choose three or four iterations. In the following experiments, three iterations was selected, that is, $\Phi^{(3)}(*)$ is selected as the extraction function.

![Figure 5](image-url)

*Figure 5. Examples of the speckle reduction effect of three vehicle models in different iteration times:*
(a–d) Model Chevrolet Impala LT, Corresponding to Figure 3a, iterated one to four times, respectively; 
(e–h) Model Mitsubishi Galant ES, Corresponding to Figure 3b, iterated one to four times, respectively; 
(i–l) Model Toyota Highlander, Corresponding to Figure 3c, iterated one to four times, respectively.

Figure 6 shows the comparison of $I_{org}$, $I_{thin}$ and $I_{fin}$ images of the three vehicle models in Figure 1a–c. Figure 6g–i are superimposed images of the contour thinning images and compensation images of the three vehicles. As can be seen from the figure, the compensated image adds detailed information and the contour is closer to the original image.

![Images](image1.png)

**Figure 6.** Comparison of $I_{org}$, $I_{thin}$ and $I_{fin}$ images of the three vehicle models of Chevrolet Impala LT, Mitsubishi Galant ES, and Toyota Highlander in Figure 1a–c: (a–c) $I_{org}$ images of three vehicle models; (d–f) $I_{thin}$ images of three vehicle models; (g–i) $I_{fin}$ images of three vehicle models.

Ref. [34] gives an index of the contour thinning degree, which is denoted as $D(I)$. It is defined as the perimeter of the pixels of all the target areas in a binary image divided by the area of the pixels of all the target areas.

$$D(I) = \frac{\text{pixel perimeter of target}}{\text{pixel area of target}}$$  \hspace{1cm} (13)

Similarly, the data of 150 vehicles randomly selected in the Gotcha dataset are imaged with synthetic apertures of 5°, 10°, and full aperture, respectively. Imaging methods include traditional backprojection, contour thinning, and residual compensation, which are denoted as $I_{org}$, $I_{thin}$, and $I_{fin}$. For each imaging method, the contour thinning degree $D(I)$ is calculated according to Equation (13), and the results are shown in Figure 7. As can be seen from the figure, the contour thinning degree after the residual compensation is basically the same as before compensation, and the area increased by compensation does not lower the contour thinning degree.
4.2. Recognition Analysis

The dataset used for recognition is still the Target Discrimination Research subset of the Gotcha dataset [19]. In the process of radar detection, some vehicles have changed position, some doors or trunk opened. To reduce these interferences, only the data of the stationary vehicle is selected for the recognition experiment. Finally, 660 images from six models were used for recognition experiments. The names of the six models are Chevrolet Impala LT, Mitsubishi Galant ES, Toyota Highlander, Chevrolet HHR LT, Pontiac Torrent and Chrysler Town & Country respectively. The labels for these six models in the dataset are Fcara, Fcarb, Fsuv, Mcar, Msuv, and Van. The six vehicle models were represented in 80, 81, 143, 111, 103, and 142 images, respectively.

All images were randomly divided into training set and test set. Let $\beta$ denote the ratio of the number of images in the training set to the total number of images. The training/testing ratio is $\beta/(1 - \beta)$.

Tables 1–3 show the total confusion matrices of all models when $\beta$ is 0.7 (corresponding training/testing ratio is 2.3) in an experiment. It can be clearly seen from the confusion matrix which vehicle model is more likely to be misidentified.

| Input Model | Output Model |
|-------------|--------------|
|             | Fcara | Fcarb | Fsuv | Mcar | Msuv | Van |
| Fcara       | 20    | 0     | 2     | 0    | 2    | 0   |
| Fcarb       | 1     | 21    | 2     | 0    | 0    | 0   |
| Fsuv        | 0     | 1     | 34    | 2    | 1    | 5   |
| Mcar        | 1     | 0     | 0     | 32   | 0    | 0   |
| Msuv        | 0     | 0     | 0     | 1    | 30   | 0   |
| Van         | 0     | 0     | 3     | 0    | 2    | 38  |

**Table 1.** The total confusion matrix for the recognition results of the test set in an experiment.

| Input Model | Output Model |
|-------------|--------------|
|             | Fcara | Fcarb | Fsuv | Mcar | Msuv | Van |
| Fcara       | 56    | 0     | 0    | 0    | 0    | 0   |
| Fcarb       | 0     | 57    | 0    | 0    | 0    | 0   |
| Fsuv        | 0     | 0     | 99   | 1    | 0    | 0   |

**Table 2.** The total confusion matrix for the recognition results of the training set in an experiment.
Vehicle target recognition in this paper is a multi-class decision problem. For each model, it can be regarded as only a binary decision problem. That is, treat the model itself as positive, and treat others as negative. The total confusion matrix can be converted into six separate confusion matrices. The respective confusion matrices are shown in Tables 4–9 only for the test set.

**Table 3.** The total confusion matrix for the recognition results of all images in an experiment.

| Input Model | Output Model | Fcara | Fcarb | Fsuv | Mcar | Msuv | Van |
|-------------|--------------|-------|-------|------|------|------|-----|
| Fcara       | 76           | 0     | 2     | 0    | 2    | 0    |     |
| Fcarb       | 1            | 78    | 2     | 0    | 0    | 0    |     |
| Fsuv        | 0            | 1     | 133   | 3    | 1    | 5    |     |
| Mcar        | 1            | 0     | 110   | 0    | 0    |      |     |
| Msuv        | 0            | 1     | 101   | 0    |      |      |     |
| Van         | 0            | 0     | 2     |      | 137  |      |     |

**Table 4.** Confusion matrix for model Fcara in an experiment.

| Predicted | Actual | Positive | Negative |
|-----------|--------|----------|----------|
| Positive  | 20     | 2        |
| Negative  | 4      | 172      |

**Table 5.** Confusion matrix for model Fcarb in an experiment.

| Predicted | Actual | Positive | Negative |
|-----------|--------|----------|----------|
| Positive  | 21     | 1        |
| Negative  | 3      | 173      |

**Table 6.** Confusion matrix for model Fsuv in an experiment.

| Predicted | Actual | Positive | Negative |
|-----------|--------|----------|----------|
| Positive  | 34     | 7        |
| Negative  | 9      | 148      |

**Table 7.** Confusion matrix for model Mcar in an experiment.

| Predicted | Actual | Positive | Negative |
|-----------|--------|----------|----------|
| Positive  | 32     | 1        |
| Negative  | 3      | 162      |
Table 8. Confusion matrix for model Msuv in an experiment.

| Predicted | Actual |   |
|-----------|--------|---|
|           | Positive | Negative |
| Positive  | 30      | 5       |
| Negative  | 1       | 162     |

Table 9. Confusion matrix for model Van in an experiment.

| Predicted | Actual |   |
|-----------|--------|---|
|           | Positive | Negative |
| Positive  | 38      | 5       |
| Negative  | 5       | 150     |

According to Equation (12), the Accuracy, Precision, Sensitivity and Specificity of each model can also be calculated as shown in Table 10.

Table 10. The recognition indicators of each model were calculated based on the data in Tables 4–9.

| Model | Accuracy (%) | Precision (%) | Sensitivity (%) | Specificity (%) |
|-------|--------------|---------------|-----------------|-----------------|
| Fcara | 97.0         | 90.9          | 83.3            | 98.9            |
| Fcarb | 98.0         | 95.5          | 87.5            | 99.4            |
| Fsuv  | 91.9         | 82.9          | 79.1            | 95.5            |
| Mcar  | 98.0         | 97.0          | 91.4            | 99.4            |
| Msuv  | 97.0         | 85.7          | 96.8            | 97.0            |
| Van   | 94.9         | 88.4          | 88.4            | 96.8            |

From the data in Table 10, the recognition accuracy looks pretty good. However, in fact, this is caused by simplifying the multi-class decision problem into a binary decision problem. In the binary decision process, many samples that are classified as negative and also identified as negative are actually identified incorrectly in multi-class decision. Therefore, the accuracy in Table 10 can be considered as artificially high. Let $P$ denote the total accuracy of all models, defined as the ratio of the number of images recognized as the correct model in the dataset to the total number of images in the dataset. Let $P_{all}^\text{test}$, $P_{all}^\text{train}$ denote the accuracy of all images, the accuracy of the test set, and the accuracy of the training set, respectively. According to the data of the above experiment, $P_{all}^\text{test}$ and $P_{train}$ are 96.2%, 88.4% and 99.6%, respectively.

The data above is only the result of one experiment and is not representative. To analyze the recognition accuracy, subsequent experiments will be repeated multiple times to take the average. In the following experiments, each point in the figure is the average of the results of ten randomized trials.

Figure 8 shows the curve of accuracy changing with training set ratio $\beta$ when CNN takes different number of hidden nodes. As can be seen from Figure 8a,c, the accuracy increases as $\beta$ increases. However, when $\beta$ is greater than 90%, the accuracy of the test set has a large deviation. When the number of hidden nodes is sufficient and the $\beta$ is between 0.7 and 0.8, the accuracy of the test set is the highest, almost 90%. In Figure 8b, when the number of hidden nodes is large, the accuracy is almost 100%. However, when the number of hidden nodes is small, the accuracy of training set decreases with the increase of $\beta$. This is because fewer hidden nodes cannot extract accurate features. When the number of training samples increases, the extracted features will become worse, and the accuracy will decrease.
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Figure 8. The curve of accuracy changing with training set ratio $\beta$ when CNN takes different number of hidden nodes. The horizontal axis in the figure represents the proportion of the number of training images to the total number of images. The vertical axis represents the recognition accuracy: (a) The accuracy of the test set; (b) The accuracy of the training set; (c) The accuracy of all images.

Figure 9 shows the curve of accuracy changing with the number of hidden nodes in CNN at different $\beta$. As can be seen from the figure, when the number of hidden nodes exceeds 100, the accuracy is generally stable, and does not increase significantly as the number of nodes increases. When the number of hidden nodes is greater than 100, the test accuracy $P_{\text{test}}$ is almost greater than 80%, the training accuracy $P_{\text{train}}$ is close to 100%, and the total accuracy $P_{\text{all}}$ is greater than 90%. When the number of hidden nodes is 100 and $\beta$ is 0.7, the test accuracy $P_{\text{test}}$ has the highest value of 89%.

Figure 9. The curve of accuracy changing with the number of hidden nodes in CNN at different $\beta$. The horizontal axis in the figure represents the hidden nodes in CNN. The vertical axis represents the recognition accuracy: (a) The accuracy of the test set; (b) The accuracy of the training set; (c) The accuracy of all images.

Figures 10 and 11 show the recognition accuracy curves of each model of vehicle. Figure 10 shows the accuracy of each model changing with training set ratio $\beta$. Figure 11 shows the accuracy of each model changing with the number of hidden nodes in CNN. It can be seen from the figure that which model of vehicle is more easily recognized and which model of vehicle is more easily confused. That is, model Mcar has higher recognition accuracy, while model Fcarb has lower recognition accuracy.

Figure 10. The accuracy of each model changing with training set ratio $\beta$. The horizontal axis in the figure represents the proportion of the number of training images to the total number of images. The
vertical axis represents the recognition accuracy: (a) The accuracy of the test set; (b) The accuracy of the training set; (c) The accuracy of all images.

Figure 11. The accuracy of each model changing with the number of hidden nodes in CNN. The horizontal axis in the figure represents the hidden nodes in CNN. The vertical axis represents the recognition accuracy: (a) The accuracy of the test set; (b) The accuracy of the training set; (c) The accuracy of all images.

Figure 12 show the examples of residual compensation imaging for six models of vehicles. As can be intuitively seen from the figure, some of the differences between different models of vehicles are small, while others are obvious.

Figure 12. Examples of residual compensation imaging for six models of vehicles: (a) Model Chevrolet Impala LT, the label in the dataset is Fcara; (b) Model Mitsubishi Galant ES, the label in the dataset is Fcarb; (c) Model Toyota Highlander, the label in the dataset is Fsuv; (d) Model Chevrolet HHR LT, the label in the dataset is Mcar; (e) Model Pontiac Torrent, the label in the dataset is Msuv; (f) Model Chrysler Town & Country, the label in the dataset is Van.

In the above experiment, the size of the images was 100 × 100. Figure 13 shows the comparison of the test accuracy of the compensated image $I_{fin}$ and the contour thinning image $I_{thor}$ changing with the image size $L$.

As can be seen from Figure 13, the accuracy increases as the image size increases. When the image size is less than 40 × 40, the accuracy is very low, just like random guess. When the image size is larger than 70 × 70, the accuracy tends to be stable, and increasing the image size has a limited improvement in accuracy. In almost all cases, the image recognition accuracy of $I_{fin}$ is higher than that of $I_{thor}$. Experiment results show that the compensated image improves the recognition accuracy by
about 3% on average.

Figure 13. The comparison of the test accuracy of the original image and the contour thinning image changing with the image size. The horizontal axis in the figure represents the image size. The unit of the abscissa is pixel. The vertical axis represents the recognition accuracy: (a) The training images ratio \( \beta \) is 0.5; (b) The training images ratio \( \beta \) is 0.6; (c) The training images ratio \( \beta \) is 0.7.

5. Discussion

There have been many studies on CSAR imaging algorithms. Most of these studies have focused on accurately reducing the scattering characteristics of targets. The contour thinning imaging algorithm in this paper is not for the purpose of accurately reducing the scattering characteristics of the target, but for the purpose of enhancing the recognizability of the target. Residual compensation imaging algorithm proposed in this paper is to further improve and highlight the contour characteristics of the target on the basis of contour thinning. Therefore, this paper does not use other papers’ commonly used signal-to-noise ratio, peak side lobe ratio and other indicators to evaluate the image results. To compare with the previous work, the contour thinning degree is used to quantify the contour characteristics of the imaging results. However, the contour thinning degree is only a secondary indicator; more important is the impact of imaging results on target recognition. Therefore, CNN was used to test different imaging results, and the experimental results showed that the residual compensation imaging algorithm could indeed improve the accuracy of target recognition.

At present, little research has been done on vehicle model recognition using the Gotcha dataset. There are only a few papers on vehicle target recognition with WSAR. The earlier study of vehicle target recognition of CSAR on the Gotcha dataset was conducted by Dungan et al. They used a point set to represent the vehicle image, used the Mahalanobis distance as a measure between the point sets, and applied algorithms such as point pattern matching and pyramid hash matching to recognize the vehicle model, and achieved a recognition accuracy of more than 95% [42,44]. However, the data used by Dungan et al. and the data in this paper are two different subsets of Gotcha dataset. The data used by Dungan et al. are eight groups of altitude orbit data of the same vehicle at the same location. The data used in this paper includes data for different vehicles, different locations and 31 altitude orbits. Gianelli et al. used the same subset of the Gotcha dataset for vehicle target recognition research, and their proposed recognition algorithm achieved a recognition accuracy of 90% [45]. However, in their experiment, they removed many of the flawed images and kept only 540 images of vehicles for recognition. In this paper, only the moving and changing image data of the vehicle is excluded. The number of images actually used for recognition experiments is 660. Based on the above situation, this paper mainly analyzes the impact of imaging results on the recognition accuracy, and does not compare with the recognition accuracy of other recognition algorithms.

6. Conclusion

This paper presents an improved contour thinning imaging algorithm based on residual compensation for CSAR. The algorithm adds a compensation module to the contour thinning imaging algorithm, which better restores the original scattering characteristics of the target. The imaging results show that the image after compensation does not reduce the contour thinning degree, and contains more information than the image before compensation. To verify the influence of the residual compensation imaging algorithm on target recognition, the convolutional neural network is
used to recognize vehicle targets. Experiment results show that the image after compensation has a higher target recognition accuracy than the image before compensation. The improved accuracy is about 3% on average. The proposed algorithm is demonstrated on the Gotcha dataset. The residual compensation imaging algorithm proposed in this paper is simple and easy to understand. This algorithm can effectively obtain a clear and complete vehicle contour image, and improve the recognizability of the target. Although the algorithm proposed in this paper is obtained from CSAR data, it can be extended to common WSAR data with detection angles of less than 360°. In our future work, we will focus on the integration of imaging, focusing and target recognition to further improve the accuracy of target recognition.
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