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Abstract

This paper addresses the question of how much to bid to maximize the profit when trading in two electricity markets: the hourly Day-Ahead Auction and the quarter-hourly Intraday Auction. For optimal coordinated bidding many price scenarios are examined, the own non-linear market impact is estimated by considering empirical supply and demand curves, and a number of trading strategies is used. Additionally, we provide theoretical results for risk neutral agents. The application study is conducted using the German market data, but the presented methods can be easily utilized with other two consecutive auctions. This paper contributes to the existing literature by evaluating the costs of electricity trading, i.e. the price impact and the transaction costs. The empirical results for the German EPEX market show that it is far more profitable to minimize the price impact rather than maximize the arbitrage.
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1 Introduction and motivation

Since the deregulation of the electricity markets the energy exchanges like the European Energy Exchange (EEX) have created many trading possibilities to account for various market challenges. The electricity trading in Europe consists of futures, spot and balancing markets. Here, we deal with the biggest and the most important one – the spot market. A brief description of the German electricity spot market can be seen in Figure 1 for more details on the German market see e.g. Viehmann [1]. We present the German spot electricity market as this is the biggest one in Europe, and we will also perform our empirical study based on the data from this market.

The diversity of the trading possibilities in the market has raised new very important questions and challenges, e.g. when and how to trade the electricity in order to maximize the expected gain. In a perfectly efficient market with risk neutral agents this problem would become irrelevant as the expected gain should be the same, disregarding the market part and product type that one would use to trade the electricity. However, this is not the case due to the fact that the market participants do not possess the full information, and they are highly dependent on the quality of their forecasts. Additionally, a very important role is being played by the own price impact of the market participants, especially for the large ones. Furthermore, some market agents may be not perfectly risk neutral but may be risk averse.

The following paper raises the issue considering two European auction-based spot markets: the hourly EPEX Day-Ahead Auction (DA) and the quarter-hourly Intraday Auction (IA), as they are currently used in Germany, Netherlands, Belgium and Austria. The DA market is the main spot market and often serves as a reference price [1]. On the other hand, the IA was introduced in the purpose of balancing the ramping effects of demand and power generation [2-4]. Let us note that there are countries with other settings as e.g. France and Great Britain who use half-hourly Intraday Auctions. After a slight adjustment, the presented analysis can be also applied to these markets.

![Figure 1: The daily routine of the German spot electricity market.](image-url)

- **Day-Ahead Auction**: \( d - 1, \) 12:00
- **Intraday Auction**: \( d - 1, \) \( d - 1, \) \( h \) 15:00 \( h \) 16:00
- **Quarter-Hourly Intraday Continuous**: \( d, \) \( d, \) \( h - 30 \text{ min}, \) \( h - 5 \text{ min} \)
- **IC market closes**: \( d, \)
- **IC control zones close**: \( d, \)
- **Delivery**: \( d, h \)

\( d, h \) correspond to the day and hour of the delivery, respectively.
In the analysis, we assume that a market participant wants to trade volume of electricity in a given hour, and they split it between the two markets, ignoring all other trading possibilities, as well as not speculating against the balancing market. Limiting ourselves only to the two auctions is a simplification to some extent, but we discuss in the paper that it could be also generalized for usage with other markets and with a higher number of them. Additionally, we put emphasis on large trades and the price impact they make to the auctions. The existing studies have mostly disregarded this problem [5–9] or used simplified settings as e.g. linear impact assumption [10, 11]. Due to this novelty, we decided to start with a smaller setting for a better understanding of the problem. Moreover, estimation of the impact in the continuous and balancing markets is very complex [12] and deserves a separate study. We also assume that the market player places bids that are unlimited in prices. That is to say, they bid the minimum price on the supply side and the maximum price on the demand side. Both unlimited bidding [13] and price-volume bidding have previously been used in the literature [5–8, 10, 11].

Even though we assume some restrictions, we take into account other major features in the markets. As mentioned, we do consider the non-linear market impact and the transaction costs that the trader must account for. Moreover, we assume multiple trading strategies like minimization of the transaction costs, risk neutral and risk averse agents. For the latter one we utilize arbitrary, but well-known in the literature and practice risk functions such as the mean-variance utility, the value-at-risk (VaR) and the expected shortfall, also known as the conditional value-at-risk (CVaR).

The portfolio optimization approach to the trading of the produced electricity has already been taken into consideration in the literature. A significant amount of the existing papers consider the setting with futures market, spot market, and bilateral contracts [14–17]. The authors utilize the modern portfolio theory and do not estimate the own price impact, assuming that the market participant is a price-taker. Another stream of the literature name the problem an offering strategy, and they concern the spot day-ahead and intraday markets as well as the balancing one [18–23]. These studies are similar to our one, but their main downside is the fact that they assume the market player to be a price-taker. This assumption automatically makes these studies inapplicable for market players that trade medium-sized or large volumes and impact the price with their bids significantly.

An important part of the literature compares the coordinated and sequential bidding, especially for storages [5–7, 10, 11, 13]. The authors consider a multi-market setting, however they also simplify the market impact issue. A detailed review of coordinated bidding literature was prepared by Aasgård et al. [24].

To the best of our knowledge, the problem of portfolio optimization in auction-based
spot markets with market impact and trading costs has not been addressed in the literature so far. Kath and Ziel [12] investigate the optimal order execution in the intraday continuous market accounting for the market impact. The work that is the closest to our setting is the paper of Ayón et al. [25] who investigate the optimal bidding curves in day-ahead and intraday electricity markets. The authors, however, consider a flexible demand setting and again assume not to make any price impact in the market. A big part of the literature concerning the optimal trading problem or the bidding behaviour in the spot markets, focuses only on one part of the market [2, 26–28]. These papers investigate multiple aspects of the trading in the intraday continuous market. Also the renewable energy forecasting plays a crucial role in the decision process for optimal power trading [29, 30].

An important factor in the strategy optimization for large volumes is the price impact estimation. We approach the problem using the aggregated curves data. Bidding in the auction-based markets causes shifts in the demand or supply curves. We use the fact to calculate the non-linear price impact of the market participant’s own bids. Here we also need a forecast for the curves. Multiple papers look into the issue [31–35]. The models are, however, very time-consuming as they estimate the full supply and demand curves. The resulting intersection of the curves, can be regarded as an electricity price forecast. However, usually this is not as accurate as electricity price forecasting (EPF) models that are designed only for the purpose providing accurate price predictions. To avoid the aforementioned problem we actually consider a modelling approach that does not need to have curve forecast that provide accurate price predictions, but only gives reasonable curve forecast for the neighbourhood of the expected price. It is then compared to using the perfect forecast of both curves and prices to see the possible gain of having better, more sophisticated models. As mentioned, we need suitable EPF models for our trading approach, see [32, 33, 37] for reviews. However, as the objective of this study is not to develop a new EPF model we chose to use the two well-known models often called the naive and the expert.

Now, let us summarize the major contributions of the manuscript:

1. It is the first work concerning the electricity trading of large volumes with market impact in the auction-based markets.
2. The first manuscript which considers transaction costs that may vary across the considered markets.
3. We provide an extensive analysis and discussion of the price formation and trading problem in European price auctions.
4. The paper presents theoretical results on optimal bidding for risk neutral agents under linear market impact and transactions.

5. The trading setting is thoroughly examined with all the issues considered including risk averse agents, and the possible extensions and generalization are discussed.

6. The predictive performance of the utilized methods are compared in a forecasting study for different market players (e.g. wind and solar power traders or retailers that just buy electricity), multiple trading strategies, and forecasts’ qualities.

7. We provide insights on importance of the overall price impact reduction and evidence of irrelevance of the arbitrage between the DA and IA markets which indicates market efficiency.

8. The importance of this research is emphasized by the fact of launching intraday auctions in further European countries [38].

The remainder of this manuscript has the following structure. Section 2 describes the price formation in European price auctions. The trading setting and objective in the day-ahead and intraday auctions are discussed in Section 3. Trading strategies are described in Section 4. Section 5 presents the models used for the forecasting of the electricity prices and market impact using auction curve predictions. The application including the data description, evaluation measures and results is presented in Section 6. Section 7 discusses the limitations and generalizations of the study where we focus on potential relaxation of the assumptions. Finally, Section 8 concludes the paper. In the Appendix we present the important abbreviations, the notation used in Sections 2-5, the evaluation of the EPF models and additional figures.

2 Price formation in European price auctions

We consider two consecutive auctions for the day-ahead (DA) power market and the intraday opening auction (IA) in Germany. The former one offers trading of hourly products, the latter one trading of quarter-hourly products. For a selected delivery time point for day $d$ and hour $h$ we have in total five products traded in five corresponding auctions. All auctions find the market clearing price by matching supply and demand such that welfare (consumer and producer rent) is maximized. For the day-ahead this is based on the EUPHEMIA algorithm which incorporates the market coupling of the region to allow cross-border trading and increase of the overall welfare.

On all markets we have non-negative volume bids $B^S(p)$ and $B^D(p)$ for $p \in P$ with $P$ as potential price grid on the considered auction on the supply and demand side. Here
D represent ask/buy/demand/purchase and S represent bid/sell/supply/sale. Further, $B^S(p)$ and $B^D(p)$ are aggregates of all bids at price $p$, so if multiple market participants bid volumes at $p$ they are aggregated in $B^S(p)$. On both markets we have a minimal bid price increment of 0.1 EUR/MWh. For the considered markets we have $p_{\min,DA} = -500$, $p_{\min,IA} = -3000$ and $p_{\max,DA} = p_{\max,IA} = 3000$. Figure 2 shows an example of the bids.

Using the bids $B^S$ and $B^D$ on the supply and demand side we can compute the supply and demand curves $A^S$ and $A^D$ by aggregation. More precisely, the aggregated curves $A^S$ and $A^D$ are then defined by a linear interpolation of all aggregated bids at all bidden prices $\mathcal{P}^S$ and $\mathcal{P}^D$. This is for the supply curve $A^S(p) = \sum_{x \in \mathcal{P}^S \cap (-\infty, p]} B^S(x)$ for $p \in \mathcal{P}^S$ and for the demand curve $A^D(p) = \sum_{x \in \mathcal{P}^D \cap [p, \infty)} B^D(x)$ for $p \in \mathcal{P}^D$. By construction, it is clear that the curves are strictly monotonic. Moreover, their inverse $(A^S)^{-1}$ and $(A^D)^{-1}$ can be regarded as continuous supply and demand curves. The unique intersection of $A^S$ and $A^D$ (resp. their graphs) or their inverse yields the market clearing volume and price $(V^*, P^*)$. Finally, denote $A^S_i$ and $A^D_i$ for $i \in \{0, \ldots, 4\}$ the curves in the corresponding markets ($0 = DA$, $1, \ldots, 4 = IA$), analogue $B^S_i$ and $B^D_i$, $\mathcal{P}^S_i$ and $\mathcal{P}^D_i$. Further, let $A^S, A^D, B^S, B^D, \mathcal{P}^S, \mathcal{P}^D, p_{\min}$ and $p_{\max}$ be the corresponding vectors, e.g. $A^S = (A^S_0, \ldots, A^S_4)$.

An example of the curves is presented in Figure 3. For reporting purpose the exchange rounds to a 0.01 EUR/MWh price increment, and volumes to 0.1 MW. Further, note that especially for the day-ahead market clearing results of the intersection $(V^*, P^*)$ does not always equal exactly the reported market clearing volume and price of the exchange.

---

1Theoretically, it may happen that the graphs have no intersection. This happens if either $A^S(p_{\max}) < A^D(p_{\max})$ or $A^D(p_{\min}) < A^S(p_{\min})$. In those extreme event scenarios, we define the intersections $(V^*, P^*)$ by $(A^S(p_{\max}), p_{\max})$ and $(A^D(p_{\min}), p_{\min})$. Note that in the considered German market, any of those events never happened since 2010.

---

**Day-Ahead Auction bids**

| Price (EUR/MWh) | Volume (MW) |
|----------------|-------------|
| 0.0            | 0.2         |
| 0.2            | 0.4         |
| 0.4            | 0.6         |
| 0.6            | 0.8         |
| 0.8            | 1.0         |

**Intraday Auction bids**

| Price (EUR/MWh) | Volume (MW) |
|----------------|-------------|
| -500           | 0           |
| 0              | 500         |
| 500            | 1000        |
| 1000           | 1500        |
| 1500           | 2000        |
| 2000           | 2500        |
| 2500           | 3000        |

Figure 2: An example of the bids $B^S$ and $B^D$ in the German market with delivery on 01.06.2017. The delivery periods are 12:00 to 13:00 for the DA and 12:00 to 12:15 for the IA. The demand bids are plotted as negative for better comparability and the volumes are given in a symmetric logarithmic scale.
Figure 3: An example of the supply and demand curves \((A^S)^{-1}\) and \((A^D)^{-1}\) in the German market with delivery on 01.06.2017. The delivery periods are 12:00 to 13:00 for the DA and 12:00 to 12:15 for the IA. The bottom plots are the zoomed-in versions of the top ones.

There are sometimes small deviations, which we ignore within this paper.\(^2\)

3 Trading/Bidding in DA and IA markets

3.1 Setting

To simplify the trading problem, we consider a market player which only submits unlimited bids, often referred as volume bids. Thus, we want to trade volumes \(v = (v_1, v_2, v_3, v_4)'\) in MWh in the corresponding market, this could be the planned wind power to be generated in the four quarter hours of the considered hour. The trading problem is to find bids \(b = (b_0, b_1, \ldots, b_4)'\) in MW for the five markets. We use the convention that the signs of \(b\) indicate the market side. Thus, \(b_i > 0\) are sell bids which shift the supply curve and \(b_i < 0\) are bids on the demand side. Obviously, the market participant may influence only their own bids \(b\). Therefore, we introduce the notation \(A^S_b, A^D_b, B^S_b, B^D_b\) which reflect the agent’s bidding behaviour. Note that the sets of bidded prices \(P^S\) and \(P^D\) are not impacted by \(b\) as we assume that even without the agent’s market impact there is at least one further unlimited bid on the relevant market side.

The intersections of \(A^S_b(p)\) and demand \(A^D_b(p)\) define the market clearing volumes and

\(^2\)The deviation results mainly due to the handling of multiple and complex orders at the money solving the market clearing optimization problem, for more details see e.g. [31].
prices \( (V_b^*, P_b^*) \) which also depend on the own bid \( b \). Moreover, we want to remind that the markets have a sequential order, i.e. first the DA auction is realized, and then the IA auctions, see Figure[1]. Thus, only \( b_0 \) impacts the DA price, whereas next to \( b_1, \ldots, b_4 \) also \( b_0 \) may have an influence on the IA auctions. This is because other market participants may react on the IA auctions due to \( b_0 \)-influenced DA auction results. We model this impact in Section[5.2].

Of fundamental importance are situations without own market impact, i.e. \( b = 0 \). As it is relevant for us in further analysis, we summarize some characteristics. Obviously it holds for arbitrary unlimited bids \( b \) that \( B_S^0(p_{\text{min}}) = B_S^0(p_{\text{min}}) - b^+ \) and \( B_D^0(p_{\text{max}}) = B_D^0(p_{\text{max}}) - b^- \) where \( b^+ \) and \( b^- \) are the element-wise positive and negative part of \( b \). Further, it holds that \( B_S^0(p) = B_S^0(p) \) for \( p > p_{\text{min}} \) and \( B_D^0(p) = B_D^0(p) \) for \( p < p_{\text{max}} \).

In conclusion, we receive

\[
(A_S^0)^{-1}(z) = (A_S^0)^{-1}(z - b^+) \quad \text{and} \quad (A_D^0)^{-1}(z) = (A_D^0)^{-1}(z - b^-). \tag{1}
\]

### 3.2 Trading objective

Now, the trader has the gain of

\[
G(b; v) = (P_b^*)'(s \odot b) - \tau'(s \odot b^+) - ((v - S'b)^+)R
\]

\[
= \sum_{i=0}^{4} P_{b,i}^* s_i b_i - \sum_{i=0}^{4} \tau_i s_i |b_i| + \sum_{j=1}^{4} v_j - \sum_{i=0}^{4} s_{i,j} b_i R_j \tag{3}
\]

where \( \odot \) is the element-wise multiplication (also known as Hadamard product), \( \tau \) is a transaction cost vector, \( S = (S_{i,j}) = (1_4, I_4)' \) is a 5x4 dimensional summation matrix and \( s = S'1_4/4 = (s_0, \ldots, s_4)' = (1, .25, .25, .25, .25)' \) a summation vector which transfers MW to MWh for the corresponding markets (it contains the length of the delivery product period for each auction). \( R = (R_1, \ldots, R_4) \) is the imbalance penalty price and \( z^+ \) a element-wise absolute value, i.e. \( z^+ = z^+ + z^- \). The imbalance price is a cross-control area uniform balancing energy price (in German named REBAP: Regelzonenübergreifender Einheitlicher BilanzAusgleichsenergiePreis). In practice \( \tau = (\tau_0, \ldots, \tau_4)' = (\tau_{DA}, \tau_{IA}, \ldots, \tau_{IA})' \) satisfies \( \tau_{DA} \leq \tau_{IA} \), thus trading in the hourly day-ahead market is not more expensive than trading the same volume in the intraday opening auction. Nowadays, the EPEX negotiate with all market participants its own trading fees.

Note that strict market regulations require that market participants have to avoid system imbalance. Thus, they have to satisfy the linear imbalance constraint

\[
v - S'b = 0 \tag{4}
\]
as we are not allowed to speculate against the imbalance price. Thus, under constraint (4) the gain equation (2) simplifies to

\[
G(b) = (P^*_b)'(s \odot b) - \tau'(s \odot b^{[\|]}) = \sum_{i=0}^{4} P^*_b,i s_i b_i - \sum_{i=0}^{4} \tau_i s_i |b_i|.
\] (5)

\[G\] does not depend on \(v\) any more, but \(v\) is contained in the constraint (4).

In practice, we want to maximize \(G\) with respect to \(b\). However, one of the key challenges is to describe adequately the price \(P^*_b\). This is a multivariate random variable which depends on the own bidding impact due to the bid \(b\). To simplify this task we consider the 'no bidding' situation with \(b = 0\) as baseline. Hence, we define \(\Delta_b = P^*_b - P^*_0\) as the price impact due to the trading of volume \(b\). The hope is that we can easier access \(\Delta_b\) and \(P^*_0\) than \(P^*_b\).

We rewrite \(G\) to

\[
G(b) = (P^*_0 + \Delta_b)'(s \odot b) - \tau'(s \odot b^{[\|]}) = \sum_{i=0}^{4} (P^*_0,i + \Delta_{b,i}) s_i b_i - \sum_{i=0}^{4} \tau_i s_i |b_i|.
\] (6)

Note that \(\Delta_b\) is a highly non-linear function in \(b\) as the supply and demand curves are non-linear what can be observed in Figure 3. Note that even under \(\Delta_b = 0\) the remaining equation is non-linear in \(b\), as the absolute value is a non-linear function.

Now, let us assume that the market participant wants to maximize a risk functional \(\mathcal{R}(G)\). Typically, this could be \(\mathcal{R}(G) = \mathbb{E}[G]\) or \(\mu, \sigma\)-utility \(\mathcal{R}(G) = \mathbb{E}[G] - \gamma \text{Var}[G]\), but expected shortfall (CVaR) or value-at-risk (VaR) measures are plausible options as well. Thus, the maximization problem is

\[
b_{\text{opt}} = \arg \max_{b \in \mathbb{R}^5 \text{ with } v = S' b} \mathcal{R}(G(b)).
\] (7)

Note that choosing non-linear risk measures does not seriously increase the complexity of the trading problem. Thus, even in this relatively simple setting we are facing a non-linear optimization problem due to the non-linearity of \(G\). This holds even if we choose \(\mathcal{R}\) as a linear functional, e.g. \(\mathcal{R} = \mathbb{E}\).

The linear imbalance constraint (4) allows us to simplify the optimization problem (7) significantly. As \(v - S' b = 0\) yields immediately that \(b_i = v_i - b_0\) for \(i > 0\), that is to say

\[
\tilde{b} = (2b_0, v)' - b_0 1 = (b_0, v_1 - b_0, \ldots, v_4 - b_0)',
\] (8)

and we highlight that \(\tilde{b}\) is a linear function in \(b_0\) under the imbalance constraint (4). We receive the one-dimensional optimization problem

\[
b^{\text{opt}} = (2b_0^{\text{opt}}, v)' - b_0^{\text{opt}} 1 \text{ with } b_0^{\text{opt}} = \arg \max_{b_0 \in \mathbb{R}} \mathcal{R}(G(\tilde{v} + b_0 \tilde{c} \tilde{b})).
\] (9)
For $\tilde{b}$ the latter term in (6) are the transaction costs $T(b_0)$ which can be simplified to

$$T(b_0) = \tau'(s \odot \tilde{b}) = \tau_0 |b_0| + \frac{1}{4} \sum_{i=1}^{4} \tau_i |v_i - b_0|.$$  \hspace{1cm} (10)

In addition, we want to present a decomposition of $G(\tilde{b})$ into four interpretable components. Disentangling the DA and IA part by remembering the definitions of $\tilde{b}$ and $s$ gives

$$G(\tilde{b}) = \left( P_{0,0}^* + \Delta_{\tilde{b},0} \right) b_0 + \frac{1}{4} \sum_{i=1}^{4} \left( P_{0,i}^* + \Delta_{\tilde{b},i} \right) (v_i - b_0) - T(b_0)$$

$$= \underbrace{\frac{1}{4} \sum_{i=1}^{4} P_{0,i}^* v_i}_{\text{IA revenue}} + \underbrace{\left( P_{0,0}^* - \frac{1}{4} \sum_{i=1}^{4} P_{0,i}^* \right) b_0 + \Delta_{\tilde{b},0} b_0 + \frac{1}{4} \sum_{i=1}^{4} \Delta_{\tilde{b},i} (v_i - b_0)}_{\text{DA-IA arbitrage}} - \underbrace{T(b_0)}_{\text{DA&IA market impact}}.$$  \hspace{1cm} (11)

The four interpretable components are: a revenue term, an arbitrage term, a market impact term and the transactions costs $T$. We will interpret them in more detail in the next section. Here, we only want to point out that the IA revenue term does not depend on the bid $b_0$. However, in practice it usually contributes the most to the gain $G$, but it cannot be influenced by a trader.

4 Trading strategies

4.1 Intraday Auction only

A straightforward strategy is to bid the volume $v$ only in the IA market.

$$b_{\text{IA-only}} = (0, v) = (0, v_1, \ldots, v_4)$$  \hspace{1cm} (12)

Obviously, IA-only seems odd if $\tau_{\text{DA}} < \tau_{\text{IA}}$ holds. Moreover, we observe that the DA auctions have much larger volumes than the IA auctions. However, a simple counterpart strategy DA-only that bids only at the DA auction and zero volume at the IA auctions is only possible if $v$ is constant, i.e. $v_1 = \ldots = v_4$. Once we start having ramps in at least one asset, we may face ramps in the accepted bids as well. Under the imbalance constraint (4) this imbalance is removed. In our setting this forces us to bid at the IA auction in such situations.

4.2 Minimal transaction costs

From our point of view the intuitive DA-only counterpart to IA-only is the bidding strategy that minimizes transaction costs under the $\tau_{\text{DA}} \leq \tau_{\text{IA}}$ assumption. Intuitively this
approach trades as much volume in the cheaper (from the transaction cost point of view) DA market, and balances the remaining power in the IA auction. Now, we derive the minimal transaction cost strategy. The transaction costs $T(b_0)$ in (10) is a convex, piecewise linear function. Thus, there exists a minimum. The minimizer of $T$ is the $\tau \odot s$-weighted median of $(0, v)'$ which we define as the TC-min strategy

$$b_{\text{TC-min}} = \tilde{b}_{\text{TC-min}} = (b_{\text{TC-min},0}, v_1 - b_{\text{TC-min},0}, \ldots, v_4 - b_{\text{TC-min},0}). \quad (13)$$

We see that the minimal transaction costs strategy depends on the transaction costs, so in fact on $\tau_{\text{DA}}$ and $\tau_{\text{IA}}$. For example, it is easy to derive that if we have $v$ with $v_i \leq v_{i+1}$ and $v_1 \geq 0$ then the optimal volume $b_{\text{TC-min},0}$ is

$$b_{\text{TC-min},0} = \begin{cases} 0, & \text{if } \tau_{\text{DA}} > \tau_{\text{IA}} \\ v_1, & \text{if } \tau_{\text{DA}} \leq \tau_{\text{IA}} < 2\tau_{\text{DA}} \\ v_2, & \text{if } 2\tau_{\text{DA}} \leq \tau_{\text{IA}} \end{cases} \quad (14)$$

where the limiting cases $\tau_{\text{IA}} = \tau_{\text{DA}}$ and $\tau_{\text{IA}} = 2\tau_{\text{DA}}$ are not unique. Then, any element in $[0, v_1]$ and $[v_1, v_2]$ is optimal, respectively. The first case in (14) is not realistic in practice. For the remaining cases Figure 4 illustrates the optimal bidding strategy for selected volume settings $v$. Those remaining cases in (14) are realistic and may occur in practice. A trader with relatively cheap IA transaction trading costs that faces case 2 should trade according to the minimum transaction cost strategy only the lowest production among the four quarter hours. This would avoid any buy transactions in the IA market.

4.3 Optimal expected profit trading

In this section, we analyse the optimal strategy for a risk neutral trader which maximizes the objective (7) with respect to the expectation of $\mathcal{R} = \mathbb{E}$. In this case, for equation (11) we receive

$$\mathbb{E}[G(\tilde{b})] = \frac{1}{4} \sum_{i=1}^{4} \mathbb{E}[P^*_{0,i}] v_i + \left( \mathbb{E}[P^*_{0,0}] - \frac{1}{4} \sum_{i=1}^{4} \mathbb{E}[P^*_{0,i}] \right) b_0$$

$$+ \mathbb{E}[\Delta \tilde{b}_0] v_0 + \frac{1}{4} \sum_{i=1}^{4} \mathbb{E}[\Delta \tilde{b}_0] (v_i - b_0) - T(b_0). \quad (15)$$

This decomposition into four interpretable components corresponds to the expectations in (11). Only the transactions costs $T$ as studied in Section 4.2 remain untouched.

The second term in (15) is the expected arbitrage opportunity between the day-ahead and the intraday auctions. If the price difference for trading 1 MWh $\mathcal{M}(P^*_0) = \mathbb{E}[P^*_{0,0}] -$
\[ \frac{1}{4} \sum_{i=1}^{4} E[P_{0,i}] \] is large, there are large arbitrage opportunities. In efficient markets the market efficiency assumption

\[ \mathcal{M}(P_0^*) = 0 \iff E[P_{0,i}] = \frac{1}{4} \sum_{i=1}^{4} E[P_{0,i}] \]  

holds. Thus, if (16) holds the trader cannot expect any improvement of the expected gain \( E[G] \) from the second term. The third term in (15) represents the market impact due to the trading. If \( v \) is close to 0 then we do not expect a big impact. However, for large volumes this should be relevant.

The expected market impact \( E[\Delta_{\tilde{b},i}] \) in (15) depends non-linearly on \( b_0 \). The non-linear behaviour results from the non-linearity of the auction curves (see e.g. Figure 3). It cannot be analysed in more detail without making further assumptions. Therefore, we introduce the linear expected market impact assumption

\[ E[\Delta_{\tilde{b}}] = a \odot \tilde{b} \]  

(17)

where \( a = (a_0, \ldots, a_4) \) is the expected linear impact to analyze a mathematically tractable special case. Note that \( a \) is the expected linear impact and may depend on the prices \( P_0^* \).
because $\Delta_b$ may depend on $P_0^*$. 

In addition to (17), we may also consider the no expected market impact assumption given by

$$\mathbb{E}[\Delta_{\tilde{b}}] = 0.$$ (18)

Choosing $a = 0$ in the linear market impact case (17) leads to the no market impact assumption. It is clear, that the no expected market impact assumption is not realistic when trading large volumes, but it helps us understanding the optimal trading behaviour of rational agents that trade small volumes.

The three assumptions (16), (17) and (18) open multiple combination options that lead all to different special cases that can be analyzed. They are visualized in Figure 5. As discussed, the $b_\mathbb{E}$ and $b_{\mathbb{E}-\text{Meff}}$ have the non-linear impact part which does not allow us to draw further analytical conclusions and has to be solved numerically. We will analyze the remaining solutions of Figure 5 in the next paragraphs.

Under the no market impact assumption (18) the expected gain equation (15) simplifies to

$$\mathbb{E}[G(\tilde{b})] = \frac{1}{4} \sum_{i=1}^{4} \mathbb{E}[P_{0,i}^*]v_i + \left( \mathbb{E}[P_{0,0}^*] - \frac{1}{4} \sum_{i=1}^{4} \mathbb{E}[P_{0,i}^*] \right) b_0 - T(b_0).$$ (19)

The first term is the trading revenue of volume $v$ in the IA markets. The second term characterizes the arbitrage opportunity of the DA and IA markets. It is linear in $b_0$. The corresponding slope $\mathcal{M}(P_0^*)$ represents the expected price relationship between the DA and IA markets. Thus, if $T(b_0)$ would be zero we would choose either $b_0 \to \infty$ or $b_0 \to -\infty$ depending on sign of $\mathcal{M}(P_0^*)$. Anyway, if the second term in (19) is zero then
the optimum depends only on the transaction costs $\mathcal{T}(b_0)$. This is the case if $b_0 = 0$ or the market efficiency assumption \[16\] holds. Thus, we have the following theorem.

**Theorem 1.** If the no expected market impact assumption \[18\] with $a = 0$ and the market efficiency assumption \[16\] hold then the optimal trading strategy of a risk neutral trader (i.e. $\mathcal{R} = \mathbb{E}$) $b_{\mathcal{E}-\text{NoImp}}$ is the minimal transaction cost strategy $b_{\text{TC-min}}$.

Now, let us discuss the more general minimum $b_{\mathcal{E}-\text{NoImp}}$ which is characterized by $b_{\mathcal{E}-\text{NoImp}}$,0 of \[19\]. For the $a = 0$ case, \[19\] is concave and piecewise linear as $-\mathcal{T}$ is concave and piecewise linear. Thus, if a global minimum $b_{\mathcal{E}-\text{NoImp},0}$ exists, it is at one of the 5 corners of the graph of $\mathcal{T}$ which are in $(0, v)'$. Hence, in practice we can simply evaluate the function in all elements of $(0, v)'$ such as max((0, v)′) + 1 or min((0, v)′) − 1. If the optimum is at the increased maximum or decreased minimum then there is no global optimum, otherwise the minimum correspond to the global minimum. In this case, we can express $b_{\mathcal{E}-\text{NoImp},0}$ as an augmented weighted median.

Now, we assume the linear expected market impact assumption \[17\] for \[15\] to analyze the corresponding solution $b_{\mathcal{E}-\text{LinImp}}$. It holds for the expected market impact that

$$
\mathbb{E}[(\Delta_{\tilde{b},0}; b_0) + \frac{1}{4} \sum_{i=1}^4 \mathbb{E}[(\Delta_{\tilde{b},i}; v_i - b_0)] = a'1b_0^2 + \frac{1}{4} \sum_{i=1}^4 a_i(v_i^2 + 2v_ib_0).
$$

(20)

Then we receive for \[15\]:

$$
\mathbb{E}[G(\tilde{b})] = \frac{1}{4} \sum_{i=1}^4 (\mathbb{E}[P_{0,i}^*] + a_iv_i) v_i + \left(\mathbb{E}[P_{0,0}^*] - \frac{1}{4} \sum_{i=1}^4 \mathbb{E}[P_{0,i}^*] + 2a_iv_i\right) b_0 + a'1b_0^2 - \mathcal{T}(b_0)
$$

(21)

where we introduce the quadratic polynomial $Q(b_0) = Q_0 + Q_1b_0 + Q_2b_0^2$ for the first three terms. The coefficient $a'1$ in front of the quadratic term in \[21\] is always non-positive.

As the transaction costs $\mathcal{T}(b_0)$ are a piecewise linear function the quadratic term $a'1b_0^2$ will always dominate for $b_0 \to \pm \infty$ if $a'1 < 0$. Thus, we have a unique maximum if there is linear, non-zero market impact.

This maximum has an explicit solution. It may be computed by evaluating all maxima of the piecewise quadratic functions choosing the corresponding maximum. Therefore, remember that $\mathcal{T}(b_0)$ is a piecewise linear function with at most 6 different slopes. Thus, we have to compute at most 6 solutions of quadratic functions to receive the optimum.

We want to highlight that the maximum is not necessarily the maximum of $Q$ or $-\mathcal{T}$. Figure 6 illustrates two possible cases. In the first example, the optimum is exactly at an element of the $(0, v)'$, namely at 2. In the second example, the optimum is not an element of $\tilde{v}$. 
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Further, we want to remark that $b_{E-LinImpMeff}$ has to be computed in the same way as $b_{E-LinImp}$. There is no structural simplification possible. Finally, note that the linear market impact coefficients $a$ are unknown in practice and have to be estimated. Realistically, it should depend on the price $P_0^*$ as well. So that the market impact in spiky price regions is larger than in common market situations.

4.4 Risk-Averse strategies

We also consider numerical solutions of several risk averse agents. In detail, we consider: mean-variance utility, value-at-risk (VaR) and expected shortfall (CVaR). These risk measures are well-known both in practice and in the literature [14–19]. In the mean-variance utility, we maximize the following risk function

$$R(G) = \mathbb{E}[G] - \gamma \text{Var}[G]$$

(22)

to estimate the optimal bidding vector $b_{E-VaR-U}$. Here, a very important feature is the risk aversion parameter $\gamma$. In our analysis we set arbitrarily $\gamma = 0.25$. The second risk averse function that we use to optimize the bidding vector is the value-at-risk (VaR)

$$R(G) = \text{VaR}_\alpha(G) = \inf\{x \in \mathbb{R} : F_G(x) > \alpha\} = Q_\alpha(G)$$

(23)

which with the risk aversion parameter $\alpha$ can be interpreted as an $\alpha$-quantile of the predicted gain. The last utilized risk measure is the expected shortfall, also known as conditional value-at-risk (CVaR) with the following formula

$$R(G) = \text{CVaR}_\alpha(G) = -\frac{1}{\alpha} \int_0^\alpha \text{VaR}_\gamma(G) d\gamma.$$  

(24)
In the case of CVaR also the \( \alpha \) parameter takes the role of risk aversion parameter. Both for VaR and CVaR we assume arbitrarily that \( \alpha = 0.05 \).

5 Forecasting models for the price and market impact

Due to the non-linearity of the purchase and sale curves, it is pretty hard to model directly the impacted prices \( P_\ast_b^\ast \). Instead, we decided to model separately the not impacted price vector \( P_0^\ast \) and the price impact \( \Delta_b \) due to the trading of volume \( b \). In this section, we describe the utilized models.

5.1 Price models

Let us remind that \( P_0^\ast = (P_{0,0}^\ast, P_{0,1}^\ast, \ldots, P_{0,4}^\ast) \) and thus \( P_{0,d,h}^\ast = \left(P_{0,d,h}^{\text{DA}}, P_{0,d,h}^{\text{IAq1}}, \ldots, P_{0,d,h}^{\text{IAq4}}\right) \).

For the scenario optimization we need many price trajectories, and we obtain them by forecasting the expected prices and by bootstrapping then the in-sample errors. The first expected price model that we consider is the well-known and widely utilized \([36, 39, 40]\) the naive model. It predicts today’s prices by prices of yesterday on Tuesday, Wednesday, Thursday and Friday, and the last week’s prices on other weekdays. Its formula is as follows

\[
\mathbb{E}(P_{0,d,h}^\ast) = \begin{cases} 
P_{0,d-7,h}^\ast, & \text{DoW}_{k,d,h} = 1 \quad \text{for } k = 1, 6, 7, \\
P_{0,d-1,h}^\ast, & \text{otherwise},
\end{cases}
\]  

(25)

where \( d \) and \( h \) indicate the day and the hour of the delivery, and \( \text{DoW}_{k,d,h} \) is the day-of-the-week dummy.

The second considered model is the autoregressive with exogenous variables estimated using the ordinary least-squares, in the literature often called the expert model \([36, 40–45]\). It is given by

\[
\mathbb{E}(P_{0,d,h}^\ast) = \begin{aligned}
&\beta_{h,1} \odot P_{0,d-1,h}^\ast + \beta_{h,2} \odot P_{0,d-2,h}^\ast + \beta_{h,3} \odot P_{0,d-7,h}^\ast + \\
&\beta_{h,4} \odot P_{0,d-1,24} \quad \text{autoregressive effects} \\
&+ \beta_{h,5} \odot P_{0,d-1,\text{min}} + \beta_{h,6} \odot P_{0,d-1,\text{max}} + \\
&\sum_{i=1}^{7} \beta_{h,6+i} \odot \text{DoW}_{i,d,h} \quad \text{yesterday’s last hour price} \\
&+ \beta_{h,14} \odot \text{Load}_{d,h} + \beta_{h,15} \odot \text{Solar}_{d,h} + \beta_{h,16} \odot \text{WindOn}_{d,h} + \beta_{h,17} \odot \text{WindOff}_{d,h} \\
&+ \beta_{h,18} \odot \text{EUA}_{d-2} + \beta_{h,19} \odot \text{Coal}_{d-2} + \beta_{h,20} \odot \text{Gas}_{d-2} + \beta_{h,21} \odot \text{Oil}_{d-2} \\
&\quad \text{day-ahead forecasts of electricity generation/consumption} \\
&+ \beta_{h,22} \odot \text{CO}_2e \quad \text{CO}_2e \text{ price} \\
&+ \beta_{h,23} \odot \text{Coal}_{d-2} + \beta_{h,24} \odot \text{Gas}_{d-2} + \beta_{h,25} \odot \text{Oil}_{d-2}, \\
&\quad \text{most recent fuel prices}
\end{aligned}
\]  

(26)

where \( \odot \) is the element-wise multiplication. The model is estimated separately for each of the 5 markets, however for convenience we use the vector notation. The regressors
considered in the model are not different to the ones utilized in the broad EPF literature. We use autoregressive effects of lag 1, 2 and 7, the last hour’s price of the previous day, the element-wise minimum and maximum price of the previous day, and the weekday dummies. Additionally, we use the day-ahead forecasts of electricity load, solar, wind onshore, and wind offshore production. Each of the vectors contains the total forecasted power (MW) in the given time interval (hour or quarter-hour). We also feed the model with the EUA (European Union Allowance) price which represents emission costs and the fuel prices: API2 coal, TTF natural gas and Brent oil. Here we use the settle price lagged by 2 as at the time of forecasting for day \(d\), which is around 11:30 on day \(d-1\), the settle price for day \(d-1\) is not yet available.

The price trajectories are obtained using the bootstrap method Efron [46] which delivers very satisfying results [37, 47]. One could use more complicated probabilistic models, but as we already mentioned in this manuscript, it is out of scope of our research. Thus, we receive the trajectories by adding the in-sample bootstrapped errors to the forecasted expected price

\[
\hat{P}_{0,d,h}^{*,m} = \mathbb{E}(P_{0,d,h}^{*}) + \hat{\varepsilon}_{d,h}^{m} \text{ for } m = 1, \ldots, M
\]

(27)

where \(\hat{\varepsilon}_{d,h}^{m}\) are drawn with replacement in-sample residuals for day \(d\) and hour \(h\), i.e. we sample from the set of \(\hat{\varepsilon}_{j,h} = P_{0,j,h}^{*} - \hat{P}_{0,j,h}^{*}\) for \(j = 1, \ldots, D\). \(M\) is the number of predicted trajectories and \(D\) is the number of in-sample days. Naturally \(M > D\) is possible.

5.2 Market impact models

The market impact is modelled using the aggregated supply \(A_{0}^{S}(p)\) and demand \(A_{0}^{D}(p)\) curves. Here we make use of the fact that bidding in the auction-based markets causes shifts in the respective curves. The curves are naturally unavailable at the time of forecasting, and thus we need to model them. The modelling and forecasting of the bidding curves has been already approached in the literature [31–35], but the models are rather complicated and time-consuming to estimate. Moreover, the obtained forecast of clearing price \(P_{0}^{*}\) is not that accurate as the one obtained using e.g. the expert model. Hence, we model the curves using a functional simple moving average of the aggregated curves. For the recent \(K\) days, this is

\[
\hat{A}_{0,d,h}^{S}(p) = \frac{1}{K} \sum_{k=1}^{K} A_{0,d-k,h}^{S}(p)
\]

(28)

and

\[
\hat{A}_{0,d,h}^{D}(p) = \frac{1}{K} \sum_{k=1}^{K} A_{0,d-k,h}^{S}(p).
\]

(29)
Figure 7: An example of the average curves $\left( \tilde{A}^S_{0,d,h} \right)^{-1}$ and $\left( \tilde{A}^D_{0,d,h} \right)^{-1}$ in the German market calculated using $K = 28$ days before 01.06.2017. The delivery periods are 12:00 to 13:00 for the DA and 12:00 to 12:15 for the IA. The bottom plots are the zoomed-in versions of the top ones.

An example of such modelling and forecasting of the aggregated curves is presented in Figure 7. We see that the model does not forecast the true curves perfectly, and especially the location of the intersection of the forecasted curves may be very inaccurate. Still, remember we are only interested in the impacts which is essentially given by the shape of the curves around the intersection.

Moreover, in general the forecasted price induced as intersection of $\tilde{A}^S_{0,d,h}$ and $\tilde{A}^D_{0,d,h}$ does not coincide with the forecasted price $\tilde{P}^{*,m}_{0,d,h}$ of the considered price forecasting model, e.g. naive or expert. Therefore, we shift our curve predictions so that the resulting intersection coincides with $\tilde{P}^{*,m}_{0,d,h}$. More precisely, without loss of generality we will shift the supply side curve $\tilde{A}^S_{0,d,h}$. As $\tilde{P}^{*,m}_{0,d,h}$ differs for all $m = 1, \ldots, M$ this curve shift will depend on $m$ as well. Thus, we define the shift for the intersection adjustment by

$$\hat{\xi}^{*,m}_{0,d,h} = \tilde{A}^D_{0,d,h} \left( \tilde{P}^{*,m}_{0,d,h} \right) - \tilde{A}^S_{0,d,h} \left( \tilde{P}^{*,m}_{0,d,h} \right).$$

(30)

Let us note that taking $-\hat{\xi}^{*,m}_{0,d,h}$ we could shift the demand curve and get the same result.

Now, remember that we are interested in the estimated impact $\tilde{A}^{m}_{b,d,h} = \tilde{P}^{*,m}_{b,d,h} - \tilde{P}^{*,m}_{0,d,h}$. The $b$-impacted price $\tilde{P}^{*,m}_{b,d,h}$ results from the intersection of the shifted $\tilde{A}^S_{0,d,h}$ with $\tilde{A}^D_{b,d,h}$.

To compute this intersection we may find the root of

$$\tilde{A}^S_{b,d,h} (p) + \hat{\xi}^{*,m}_{0,d,h} - \tilde{A}^D_{b,d,h} (p) = \tilde{A}^S_{0,d,h} (p) + \hat{\xi}^{*,m}_{0,d,h} - \tilde{A}^D_{0,d,h} (p) + b$$

(31)
where the equality holds by [1] and the fact that \( b = b^+ - b^- \). The non-linearity of the function makes it impossible to find the root of (31) in an analytical way. This leads to a need of finding it numerically. Using an optimizer is possible, but it is not very optimal solution, as we require the solution for all \( m = 1, \ldots, M \) and we later on have to optimize with respect to \( b \). This would result in using the inner optimization each iteration of the outer optimization with high computational costs. Therefore, we decided to consider

\[
\hat{C}_{d,h}(p) = \hat{A}_{0,d,h}^S(p) - \hat{A}_{0,d,h}^D(p)
\]  

and want to compute the intersection curve \( \hat{C}^{-1}_{d,h} \).

For the calculation of \( \hat{C}^{-1}_{d,h} \) we take the full price grid and compute the volumes. For model (21) with linear market impact assumption, the linear market impact coefficients \( a \) have to be estimated as well. Obviously, this should be the slope of the intersection curves at the expected intersection as illustrated in Figure 8.

In the application study, we estimate \( a \) by central difference of the inverse impact curves \( \hat{C}^{-1}_{d,h} \) with incremental slope of average 5% of the market clearing volume of the past \( K \) days. Formally, this is

\[
\hat{a}_{d,h} = \hat{C}_{d,h}^{-1} \left( \frac{1}{M} \sum_{m=1}^{M} \hat{C}_{0,d,h}^{\star, m} + \nu \right) - \hat{C}_{d,h}^{-1} \left( \frac{1}{M} \sum_{m=1}^{M} \hat{C}_{0,d,h}^{\star, m} - \nu \right)
\]

Figure 8: An example of the predicted intersection curves \( C_{d,h}^{-1} \) in the German market with delivery on 01.06.2017. The delivery periods are 12:00 to 13:00 for the DA and 12:00 to 12:15 for the IA. The bottom plots are the zoomed-in versions of the top ones. In addition, the estimated linear impact \( \hat{a} \) is visualized (red).
with $\nu = 0.05 \sum_{k=1}^{K} \hat{A}_{0,d,h} \left( \mathbb{E} \left( P_{0,d,h} \right) \right)$. Obviously, the 5% is an ad hoc choice, and might be improved. However, our empirical study yield plausible results, see Figure 8.

Given the intersection curves, we can easily calculate the $\hat{P}_{0,d,h}$ for $m = 1, \ldots, M$ by evaluating $\hat{C}_{d,h}^{-1}(\hat{\xi}^{m}_{0,d,h} + b)$, and thus also the $\hat{\Delta}_{b,d,h}^{m}$. The latter one is, however, not the final price impact. This is due to the fact that the DA and IA markets are in a sequential order. Therefore, the $b_{0}$ bid in the DA market can also influence the prices in the IA market. We refer to it with the following impact adjustment

$$
\hat{\Delta}_{b,d,h}^{m} = (\hat{\Delta}_{b_{0},d,h}^{m}, \hat{\Delta}_{b_{1},d,h}^{m} + \delta \hat{\Delta}_{b_{0},d,h}^{m}, \ldots, \hat{\Delta}_{b_{4},d,h}^{m} + \delta \hat{\Delta}_{b_{0},d,h}^{m})
$$

where $\delta \geq 0$ is a market efficiency factor. If the two markets were inefficient and fully independent, we would use $\delta$ close to 0. However, in our study we assume a more realistic scenario of $\delta = 1$. In other words, we assume that the markets are efficient and a 1 EUR price shift in the day-ahead auction results also in a 1 EUR price shift in the intraday auction.

In order to evaluate the quality of the relatively simple curve forecasts, we consider also a setting where we know the true curves in advance. This is naturally unrealistic, but can help us understand the possible gain of using better curve forecasts. For the same reason we consider also an instance of a perfect price forecast what allows us to inspect the highest possible and at the same time highly unreachable gain rate.

6 Application: Forecasting and trading study

6.1 Data and setting

For the purpose of application, we use the German market data from January 01, 2016 to December 31, 2020. We conduct a rolling window forecasting study, which is a standard procedure in the EPF literature. The initial in-sample data consists of $D = 730$ days, i.e. 2 years and the out-of-sample of 3 years, i.e. $N = 1097$ days. Every day of the out-of-sample dates we simulate a realistic situation: we estimate the price models based on the most recent $D = 730$ days, bootstrap the in-sample residuals to obtain $M = 1000$ price trajectories, and forecast the aggregated curves using $K = 28$ last days. Based on them, we optimize the assumed risk functions using the sequential least squares programming (SLSQP) algorithm implemented in scipy package in Python to derive the trading strategy $\hat{b}_{d,h}$. For the transaction costs $\tau_{DA} = 0.05$ EUR/MWh and $\tau_{IA} = 0.10$ EUR/MWh are assumed.

In the optimization, multiple settings and volumes $v$ are considered. We start with $v = v_{14}$ which assume constant electricity generation or consumption over all hours with
\( v \in \{1, 10, 100, 1000\} \) both on the supply and demand sides. This allows us to observe the impact of growing volumes. Definitely more realistic are the \( v \) assumed to be 1% or 5% of the day-ahead predicted German wind or solar generation and 1% or 5% of the day-ahead predicted German load. These portfolios are far more possible and of high concern for practitioners. Basic summary statistics of the utilized \( v \) are presented in Table 1. We show only the 5% values as the 1% and constant are easy to derive. In total, we consider 14 different portfolios \( v \) and additionally we assume 2 settings concerning the past participation in the market. In the first setting, we have a new market player that bids the portfolio \( v \) as new in the market. In the second one, the market player is already in the market bidding the minimal transaction cost strategy, but they would like to evaluate their current strategy. It means that in this setting the market player is rebidding the portfolio \( v \) in the market.

It is worth to mention the forecasting of \( P_0^* \) in both settings. That is to say, in the first one the original historical price series are used as the market player is new in the market and did not impact the prices before with their own bids. It means that the original price series are the \( P_0^* \). In the second setting however, the market player was already bidding the \( v \) in the past and impacted the prices with their strategy. Here, the original price series are the \( P_{bTC-min}^* \). Thus, for every \( v \) in the second setting we subtract from the prices the impact of the trader caused by trading according to the \( b_{TC-min} \) strategy. Then, we conduct the forecasting using the newly acquired artificial price series \( P_0^* \) which depends on the past trading path.

To summarize, let us remind that we use 2 models for the price forecasting: the naive and expert and one model for the aggregated curves. Additionally, we use perfect forecasts for prices and the curves. Then, we trade 14 various portfolios in 2 aforementioned settings. The portfolios are traded using 10 strategies. Three of them require no optimization: IA-only, TC-min, E-NoImp. The other seven: E-LinImp, E-LinImpMeff, E-Meff, E, E-Var-U, VaR and CVaR are optimized using the SLSQP algorithm.

| \( v \)     | mean | std  | min  | 25%   | 50%   | 75%   | max   |
|------------|------|------|------|-------|-------|-------|-------|
| 5% of wind | 551  | 427  | 15   | 221   | 429   | 764   | 2105  |
| 5% of solar| 245  | 372  | 0    | 0     | 9     | 394   | 1624  |
| 5% of load | -2753| 472  | -3796| -3151 | -2748 | -2368 | -1621 |

Table 1: Basic summary statistics of selected hourly volumes \( v_{d,h}^1 \times 1/4 \) (MWh). The values are derived using the data from January 01, 2016 to December 31, 2020.
6.2 Evaluation

As the objective of this paper is not the electricity price forecasting, we present a detailed evaluation of the forecasting accuracy price models in Appendix B. Here, we only want to mention that for all accuracy measures the expert model shows clearly better predictive accuracy than the naive model. Thus, we expect the trading strategies based on the expert model to perform better than those based on the naive forecasting model.

For the evaluation of the bidding strategies \( \hat{b}_{d,h} \) we calculate an actual gain

\[
\tilde{G}(\hat{b}_{d,h}) = (P_0^* + \Delta \hat{b}_{d,h})' (s \odot \hat{b}_{d,h}) - \tau' (s \odot |\hat{b}_{d,h}|) \tag{34}
\]

and for convenience and a better comparability among various \( v \) we report the average gain in EUR/MWh

\[
\bar{G} = \frac{1}{24N} \sum_{h=1}^{24} \sum_{d=1}^{N} \tilde{G}(\hat{b}_{d,h}) \tag{36}
\]

To draw statistically significant conclusions, we perform additionally a two sample bootstrap test to compare the performance of \( \hat{b}_{d,h} \) obtained using different models and strategies. Let \( A \) and \( B \) denote two strategies \( \hat{b}^A_{d,h} \) and \( \hat{b}^B_{d,h} \). For each model pair, we compute the p-value of two one-sided tests. In the first one we consider the null hypothesis \( H_0 : \mathbb{E}(\tilde{G}(\hat{b}^A_{d,h})) > \mathbb{E}(\tilde{G}(\hat{b}^B_{d,h})) \), and in the second the reverse \( H_0 : \mathbb{E}(\tilde{G}(\hat{b}^A_{d,h})) \leq \mathbb{E}(\tilde{G}(\hat{b}^B_{d,h})) \).

Let us note that such constructed evaluation measure of the bidding strategies may favour the \( E \) strategy as it actually optimizes the expected gain. This, however, cannot be avoided as the \( E \)-Var-\( U \) and CVaR are not elicitable which means that they cannot be evaluated in a one step decision approach. We could additionally evaluate the \( \alpha = 5\% \)-quantile of the actual gain what is the optimization goal of the VaR strategy, but we do not do so for the sake of brevity.

6.3 Results

Tables 2 and 3 present the average actual gain \( \bar{G} \) of all strategies \( b \) and portfolios \( v \) in both considered settings. The tables are split to two parts – the supply and the demand. In the first case, we want to maximize the price, in the second one we want to minimize it. We observe that overall the TC-min benchmark performs pretty well and the IA-only very bad, especially for the bigger portfolios. This is caused mainly by much lower liquidity in the IA market and thus a much higher price impact caused by the volume. Similarly, the E-NoImp strategy fails to deliver satisfying results for bigger volumes. However, it
performs best for small volumes where the no market impact assumption is met. Replacing the no market impact \( \delta \) with the linear market impact \( \beta \) assumption keeps the very good performance for small volumes and improves it substantially for larger volumes. By not making any additional assumption on the price impact, i.e. considering the E strategy, we improve the performance for large volumes even more. However, the best strategy for large volumes is the one assuming the market efficiency \( \epsilon \) – E-Meff. Moreover, it is as good for the naive forecasts as for the expert ones. This is perfectly sensible as this strategy focuses on minimizing the overall price impact and transaction costs and ignores the possible gain from the market arbitrage. Figure 9 presents an evidence that it is far more profitable to minimize the price impact rather than maximize the arbitrage. Let us remark that a much bigger improvement of the gain may be observed in the setting of rebidding the portfolios than in the setting of a new market player when compared to the TC-min strategy. This shows that our study may be particularly interesting for already existing market players. However, this also indicates that the assumption of \( \delta = 1 \) in equation (33) should be verified in future research.

The enormous difference in EPF performance between the naive and expert models

| Model | Strategy | Supply/Sell (the higher the price the better) | Demand/Buy (the lower the price the better) |
|-------|----------|---------------------------------------------|---------------------------------------------|
|       |          | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of |
|       |          | MW    | MW    | MW    | MW    | wind | wind | solar | solar | MW    | MW    |
| IA-only | TC-min   | 37.20 | 36.87 | 33.68 | -61.20 | 21.78 | -214.07 | 26.69 | -84.74 | 37.49 | 37.84 | 40.94 | 117.18 | 66.31 | 1055.64 |
| E-NoImp | E-Meff   | 37.46 | 37.25 | 35.41 | -13.95 | 26.21 | -85.85 | 30.30 | -24.98 | 37.39 | 37.62 | 39.45 | 79.09 | 53.30 | 558.32 |
| E-LinImp | E-LinImpMeff | 37.46 | 37.28 | 36.59 | 32.56 | 29.52 | 25.41 | 32.55 | 29.33 | 37.39 | 37.60 | 38.37 | 42.70 | 42.14 | 61.99 |
| E-Meff | E       | 37.46 | 37.33 | 36.76 | 32.66 | 29.74 | 25.59 | 32.65 | 29.43 | 37.57 | 37.66 | 38.21 | 42.62 | 42.03 | 61.58 |
| E-Var-U | E       | 37.46 | 37.29 | 36.64 | 32.63 | 29.60 | 25.54 | 32.60 | 29.41 | 37.39 | 37.59 | 38.33 | 42.67 | 42.09 | 61.63 |
| CVaR | E       | 37.44 | 37.27 | 36.63 | 32.55 | 29.60 | 25.44 | 32.57 | 29.36 | 37.41 | 37.61 | 38.38 | 42.86 | 42.21 | 62.68 |

Table 2: Average actual gain \( G \) (EUR/MWh) of the considered strategies as a new market player. Colour indicates the performance column-wise (the greener, the better). With bold, we depicted the best values in each column
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| Model | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of | 1% of | 5% of |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|       | MW    | MW    | MW    | wind  | wind  | solar | solar | wind  | wind  | solar | solar | wind  | wind  | solar | solar | wind  | wind  | solar | solar | wind  | wind  | solar | solar |
| IA-only |      |      |      |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| TC-min | 37.22 | 37.01 | 34.55 | -37.59 | 23.69 | -151.61 | 28.13 | -52.56 | 37.47 | 37.70 | 40.08 | 100.42 | 59.55 | 989.44 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E-Nolim | 37.48 | 37.37 | 36.13 | 0.12 | 27.50 | -67.09 | 31.19 | -17.62 | 37.37 | 37.49 | 38.72 | 68.95 | 49.55 | 647.03 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E-LinImp | 37.48 | 37.40 | 37.34 | 37.79 | 30.86 | 31.20 | 33.56 | 33.80 | 37.37 | 37.47 | 37.61 | 37.18 | 38.78 | 38.05 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E-LinImpMeff | 37.45 | 37.45 | 37.52 | 37.80 | 31.11 | 31.28 | 33.69 | 34.87 | 37.55 | 37.55 | 37.44 | 37.14 | 38.68 | 38.13 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E-Meff | 37.45 | 37.45 | 37.52 | 37.91 | 31.11 | 31.40 | 33.71 | 33.93 | 37.55 | 37.54 | 37.45 | 37.10 | 38.66 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E | 37.48 | 37.41 | 37.39 | 37.86 | 30.95 | 31.32 | 33.63 | 33.89 | 37.37 | 37.46 | 37.56 | 37.13 | 38.71 | 38.06 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E-Var-U | 37.39 | 37.34 | 37.23 | 37.74 | 30.89 | 31.24 | 33.50 | 33.79 | 37.51 | 37.54 | 37.70 | 37.15 | 51.92 | 381.80 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| VaR | 37.46 | 37.42 | 37.43 | 37.70 | 30.97 | 31.17 | 33.62 | 33.75 | 37.43 | 37.48 | 37.53 | 37.28 | 38.80 | 38.41 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| CVar | 37.45 | 37.40 | 37.44 | 37.81 | 31.02 | 31.30 | 33.66 | 33.88 | 37.39 | 37.47 | 37.55 | 37.23 | 38.76 | 38.62 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E-Nolim | 37.52 | 37.41 | 36.17 | 1.84 | 27.17 | -87.07 | 31.95 | -8.72 | 37.33 | 37.45 | 38.65 | 67.48 | 48.61 | 671.17 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E-LinImp | 37.52 | 37.44 | 37.42 | 37.84 | 31.00 | 31.31 | 33.66 | 33.87 | 37.33 | 37.40 | 37.50 | 37.13 | 38.71 | 38.10 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E-LinImpMeff | 37.45 | 37.46 | 37.52 | 37.72 | 31.10 | 31.24 | 33.69 | 33.79 | 37.55 | 37.55 | 37.45 | 37.24 | 38.73 | 38.70 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E-Meff | 37.45 | 37.46 | 37.52 | 37.91 | 31.11 | 31.38 | 33.71 | 33.92 | 37.55 | 37.55 | 37.46 | 37.10 | 38.66 | 37.99 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E | 37.52 | 37.44 | 37.44 | 37.88 | 31.02 | 31.35 | 33.67 | 33.89 | 37.33 | 37.40 | 37.49 | 37.12 | 38.69 | 37.99 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| E-Var-U | 37.47 | 37.45 | 37.46 | 37.80 | 31.04 | 31.27 | 33.66 | 33.85 | 37.38 | 37.45 | 37.62 | 50.15 | 41.41 | 176.12 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| VaR | 37.48 | 37.45 | 37.47 | 37.76 | 31.03 | 31.22 | 33.66 | 33.80 | 37.41 | 37.45 | 37.47 | 37.21 | 38.75 | 38.25 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |
| CVar | 37.48 | 37.45 | 37.47 | 37.82 | 31.05 | 31.32 | 33.68 | 33.87 | 37.39 | 37.43 | 37.45 | 37.17 | 38.72 | 38.11 |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |      |

Table 3: Average actual gain $\bar{G}$ (EUR/MWh) of the considered strategies as an existing market player rebidding their portfolio \( v \). Colour indicates the performance row-wise (the greener, the better). With bold, we depicted the best values in each row.

The potential advantage of utilizing perfect curve and price forecasts can be observed by comparing Tables 2 and 3 with Tables 5 and 6 from Appendix C. Having an oracle forecast of the intersection curves \( C_{d,h}^{-1} \) brings further a few cents of additional gain, but the impact of oracle price forecast is far higher for all portfolios. In the example of 5% of wind portfolio it is 0.02 EUR/MWh using oracle curve forecast and 0.50 EUR/MWh using additionally oracle price forecast. Thus, it is likely much more rewarding to improve the price models rather than the curve models, especially given the wide EPF literature.
Figure 9: Actual gain decomposition as in (11) for selected portfolios $\nu$ and selected strategies in the setting of rebidding the portfolio. The impact bars of $E$-NoImp strategy push the final gain to very low values. Therefore, they are not reported for the sake of legibility.

Figure 10 shows the results of the significance tests for selected portfolios in the rebidding setting. The results for remaining portfolios can be found in Appendix C. Strategy $E$-Meff is in most cases significantly better or not significantly worse than the others. As seen before, its performance is rather undistinguishable between both price models. This means that in both settings the market participants could significantly improve their revenue. Figure 11 presents the average daily weight of $b_0$ for selected portfolios in the rebidding setting. For better clarity, we plot the risk neutral and the risk averse strategies separately. Analogous plots for remaining portfolios can be found in Appendix C. All strategies that do not neglect the market impact tend to vary higher between the considered markets when trading smaller portfolios. On the contrary, they put significantly higher weight to the more liquid DA market when trading bigger portfolios. Additionally, the strategies assuming market efficiency behave much smoother, i.e. they do not exhibit as high spikes as the other strategies. A structural change in the weights can be observed in the beginning of year 2020. The algorithms started then putting a much higher weight...
to the DA market what was caused by a significant decrease of the number of offers in the IA market. This lead to much higher impact on the prices of self bids in the IA market. Since the curves are forecasted using only $K = 28$ last days, the algorithms could adjust their behaviour relatively fast. This shows a robustness of the proposed strategies for changing market conditions.

![Images of heatmaps](https://example.com/heatmaps.png)

Figure 10: Results of the $G$ mean inequality test for selected portfolios $v$ in the setting of rebidding the portfolio. The plots present p-values — the closer they are to zero (→ dark green), the more significant the difference is between gains of X-axis strategy (better) and gains of the Y-axis strategy (worse).
7 Discussion on limitations and generalizations

7.1 Price-volume bids

In the study we considered only unlimited bids. Thus, we assumed that the market player bids always $p_{\text{min}}$ on the supply side and $p_{\text{max}}$ on the demand side. However, of no less importance are the price-volume bids where the market participant sets a price limit on the bid. These could be particularly interesting for such electricity producers or consumers.

![Graphs showing the average daily weight of $b_0$ in relation to the whole $b$ strategy for selected portfolios $v$ in the setting of rebidding the portfolio. The naive-based strategies are excluded for better clarity.](image)

Figure 11: The average daily weight of $b_0$ in relation to the whole $b$ strategy for selected portfolios $v$ in the setting of rebidding the portfolio. The naive-based strategies are excluded for better clarity.
that can quite flexibly manage their production or consumption, e.g. hydropower and battery storages, or natural gas, wind and solar power plants. In order to use such price-volume bids, the setting requires a slight modification.

Let \((b, p_{\text{lim}})\) denote the pair of vectors of bids with its corresponding price limits. Placing the limited bid in the market may induce a change in the potential price grids \(P^S\) and \(P^D\) as it might happen that \(B^S(p_{\text{lim},i}) = 0\) or \(B^D(p_{\text{lim},i}) = 0\) for \(i \in \{0, \ldots, 4\}\). Such bids result in changing the shape of the supply \(A^S_b(p)\) and demand \(A^D_b(p)\) curves, as they would be shifted in \(p = p_{\text{lim}}\). Thus, an adjustment of intersection curve estimation would be needed. Finally, to fulfil the imbalance constraint (4) one may need to introduce also a price-limited volume vector \(v\). A model with multiple price-volume bids would increase the complexity of the trading problem even further.

7.2 Imbalance constraint

Our results rely heavily on the imbalance constraint. If \(R = E\) and the imbalance constraint (4) does not hold, then we receive

\[
E[G(b; v)] = E[P^*_b]'(s \odot b) - \tau'(s \odot b^|) - \left((v - S'b)^|\right)'E[R].
\]  

(37)

If the imbalance \(v - S'b\) gets small, the imbalance penalty term gets small as well. If the sign of expected imbalance price \(E[R]\) is not in favour for the trader, they should have an intrinsic motivation to have \(v - S'b\) close to zero. However, in general forcing \(v - S'b = 0\) does not lead to the global optimum, even if \(R\) is independent of \(P^*_b\).

7.3 Stochastic trading volume – imbalance uncertainty

The results for transaction cost minimal trading also hold for uncertain volumes to trade. Note that the consideration of stochastic trading volumes should be the preferred choice if the trader faces uncertainty in production or consumption. For wind and solar power traders this is a natural situation, due to the meteorologically driven uncertainty in the production at time of the auctions. If we trade stochastic volumes, denoted by the random vector \(V = (V_1, \ldots, V_4)\), then even the minimal transaction cost solution depends on risk \(R\).

If we choose \(R = E\) the transaction cost minimal solution is

\[
b^\text{opt}_0(V) = \arg \min_{b_0 \in \mathbb{R}} E[T(b_0; V)] = \arg \min_{b_0 \in \mathbb{R}} \left(\tau_0 |b_0| \sum_{i=1}^4 \tau_i s_i E|V_i - b_0|\right).
\]  

(38)

This can be regarded as joint \(\tau \odot s\)-weighted median of \((0, V)'\).
We can also show the generalized version of Theorem 1. If we assume no market impact then we receive for \( \hat{b} = (2b_0, V)' - b_0 \mathbf{1} \)

\[
\mathbb{E}[G(\hat{b})] = \mathbb{E}[P_{0,0}^* b_0] + \frac{1}{4} \sum_{i=1}^{4} \mathbb{E}[P_{0,i}^*(V_i - b_0)] - \mathbb{E}[\mathcal{T}(b_0)]
\]

(39)

Similarly as in Section 4.3 we disentangle the DA and IA component and get

\[
\mathbb{E}[G(\hat{b})] = \mathbb{E}[P_{0,0}^* b_0] + \frac{1}{4} \sum_{i=1}^{4} \mathbb{E}[P_{0,i}^*(V_i - b_0)] - \mathbb{E}[\mathcal{T}(b_0)]
\]

(40)

\[
= \frac{1}{4} \sum_{i=1}^{4} (\mathbb{E}[P_{0,i}^*] \mathbb{E}[V_i] + \text{Cov}[P_{0,i}^*, V_i]) + \mathcal{M}(P_0^*) b_0 - \mathbb{E}[\mathcal{T}(b_0)].
\]

(41)

by using \( \mathbb{E}[P_{0,i}^*(V_i - b_0)] = \mathbb{E}[P_{0,i}^*] \mathbb{E}[V_i] - b_0 \mathbb{E}[P_{0,i}^*] + \text{Cov}[P_{0,i}^*, V_i] \). Again, the market efficiency assumption \( \mathcal{M}(P_0^*) = 0 \) leads to Theorem 1. Also without market efficiency assumption, the solution \( b_0, \mathbb{E}, \text{NoImp} \) has the same structure based on the transaction cost minimal solution as the \( \mathbb{E}[P_{0,i}^*] \mathbb{E}[V_i] \) and \( \text{Cov}[P_{0,i}^*, V_i] \) terms are not impacted by \( b_0 \).

The problematic part of this result is that it only holds under the imbalance constraint. For non-deterministic random variables (no Dirac measures) \( V - S' b = 0 \) can never be satisfied. To maintain the results from Theorem 1 for random volumes \( V \) for \( \mathcal{R} = \mathbb{E} \) we have to require that the expected imbalance constraint

\[
\mathbb{E}[(V - S' b)^{[4]}]' \mathcal{R} = \sum_{j=1}^{4} \mathbb{E} \left[ V_j - \sum_{i=0}^{4} s_{i,j} b_i \right] R_j
\]

(42)

does not depend on \( b_0 \). Unfortunately, assuming that (42) does not depend on \( b_0 \) is a non-trivial assumption. However, it holds

\[
\mathbb{E} \left[ V_j - \sum_{i=0}^{4} s_{i,j} b_i \right] R_j = \mathbb{E} V_j - \sum_{i=0}^{4} s_{i,j} b_i \mathbb{E}[R_j] + \text{Cov} \left[ V_j - \sum_{i=0}^{4} s_{i,j} b_i, R_j \right].
\]

Hence, if we bid \( b \) such that \( \sum_{i=0}^{4} s_{i,j} b_i = \text{med}(V_j) \) holds for the median volumes \( \text{med}(V_j) \) for \( j = 1, \ldots, 4 \) it follows that

\[
\mathbb{E} \left[ V_j - \sum_{i=0}^{4} s_{i,j} b_i \right] = 0
\]

(43)

holds. Additionally, we require that the absolute imbalance volume \( |V_j - \sum_{i=0}^{4} s_{i,j} b_i| \) has a correlation with \( R_j \) that does not depend on our bids. Note that it is not required that the imbalance volume is uncorrelated with the imbalance price. Summarizing, Theorem 1 holds under the no impact and market efficiency assumptions if \( \text{Cor}(|V_j - \sum_{i=0}^{4} s_{i,j} b_i|, R_j) \) does not depend on \( b_0 \) and \( v_j = \text{med}(V_j) \) is chosen for trading.

However, again this solution is not the global optimum to the trading problem \( \mathbb{E}[G(b; V)] \) even under no market impact assumption. The general solution requires a deeper investigation of the imbalance price \( R \).
7.4 Sequential impact of the markets

We have accounted for the price impact caused by the sequential order of the DA and IA markets with the introduction of $\delta \geq 0$ parameter in equation (33). The idea is that market participants can react in the IA market to the conditions that appeared in the previous one. In this paper we assumed $\delta = 1$, but the discrepancy in the results between the two considered settings suggests that a deeper investigation of this problem may be needed. We would rather suspect that this parameter is not equal for every quarter-hour (or delivery period in general). Moreover, it may also depend on the price level and possibly other factors. It is clear that its structure is not trivial and requires a thorough analysis. Therefore, in this study we limited ourselves to the assumption of $\delta = 1$, and we leave the deeper analysis for the future research.

7.5 Beyond DA und IA

The results of Theorem 1 without market impact can be generalized easily to other settings with two consecutive trading options where the latter market allows trading on an all equally sized delivery periods. In such a setting, we only have to adjust the summation matrix $\mathbf{S}$, such that $\mathbf{S} = (\mathbf{S}_1, \mathbf{S}_2)$ and $\mathbf{s} = \mathbf{S}'_1/1' \mathbf{S}_1$ for the two markets. Our setting results from choosing $\mathbf{S}_1 = \mathbf{1}_4$ and $\mathbf{S}_2 = \mathbf{I}_4$. Similarly, we can model the setting in France and Great Britain where we currently have half-hourly Intraday opening auction. Here, we simply choose $\mathbf{S}_1 = \mathbf{1}_2$ and $\mathbf{S}_2 = \mathbf{I}_2$. If we consider e.g. the future market with the day-ahead base product and the day-ahead auction, then we can model this by choosing $\mathbf{S}_1 = \mathbf{1}_{24}$ and $\mathbf{S}_2 = \mathbf{I}_{24}$. If we traded in the futures market the day-ahead base and peak product then $\mathbf{S}_1 = (\mathbf{1}_{24}, \mathbf{1}_{\text{peak}})$ would be required with $\mathbf{1}_{\text{peak}} = (0_7, \mathbf{1}_{12}, 0_5)$. The theory remains basically the same, e.g. for $\mathbf{b} = (\mathbf{b}_1, \mathbf{b}_2)'$ the imbalance constraint (4) leads to $\mathbf{v} = \mathbf{S}' \mathbf{b} = \mathbf{S}_1 \mathbf{b}_1 + \mathbf{S}_2 \mathbf{b}_2$ and for invertible $\mathbf{S}_2$ it holds $\mathbf{b}_2 = \mathbf{S}_2^{-1}(\mathbf{v} - \mathbf{S}_1 \mathbf{b}_1)$. This implies $\mathbf{b} = (\mathbf{b}_1', (\mathbf{S}_2^{-1}(\mathbf{v} - \mathbf{S}_1 \mathbf{b}_1))')'$. The transaction cost minimal solution can be derived in the same way by minimizing $\mathcal{T}(\mathbf{b}_1)$. Again, this is also the optimal solution under no market impact and the market efficiency assumption which leads to a generalized version of Theorem 1. Note that for more than two trading options the results are not easy to obtain as the problem has to be solved recursively.

8 Conclusion

The paper raised the issue of optimal bidding of various electricity portfolios between two auction-based markets. The analysis included the market impact estimation what is
necessary for large market players. We considered also the transaction costs and provided theoretical insights regarding the minimal transaction costs strategy. The latter is optimal for risk neutral traders under the relatively plausible assumptions of market efficiency and no-market impacts if the volumes to trade are small. Additionally, we considered various strategies with no/linear/non-linear market impact assumption as well as with the (no) market efficiency assumption. The conducted study contained a number of portfolios that mimic the majority of electricity market participants like wind and solar power producers – from small to large ones. The results proved that even though we used very basic models to forecast the prices and curves, we could significantly improve the overall revenue for the majority of considered portfolios. Also, the analysis of gain components showed that the crucial part of gain maximization is the price impact minimization, especially for large volumes. The possible market arbitrage and the transaction costs are of marginal size compared to the impact.

We conducted an extensive analysis of all aspects of the raised problem. The price formation and trading in the European electricity auction markets together with possible extensions and challenges were discussed. The paper leaves many open questions for future research, and we believe it can be a solid foundation for that. Especially that the attention of researchers and practitioners may be brought to this topic additionally by the recent launch of intraday opening auctions in further European countries [38].
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### Appendix A

#### A.1 Abbreviations

**CVaR** | Conditional value-at-risk  
**DA** | Day-Ahead Auction  
**EEX** | European Energy Exchange  
**EPEX** | European Power Exchange  
**EPF** | Electricity price forecasting  
**E-Var-U** | Mean-variance utility  
**IA** | Intraday Auction  
**IA-only** | strategy to bid only in the IA market  
**LinImp** | strategy assuming the linear price impact  
**Meff** | strategy assuming the market efficiency  
**NoImp** | strategy assuming no price impact  
**REBAP** | Cross-control area uniform balancing energy price (abbreviation from German)  
**TC-min** | strategy to bid at minimum transaction cost  
**VaR** | Value-at-risk

#### A.2 Notation used in Sections 2–5

- $\odot$: element-wise multiplication (Hadamard product)  
- $z^{+\dag}$: element-wise absolute value, i.e. $z^{+\dag} = z^+ + z^-$  
- $A_{b,i}^{D/S}$: aggregated demand/supply curve impacted by own bid $b$ in the $i$th market  
- $\hat{A}_{0,d,h}^{D/S}$: estimator for the not impacted aggregated demand/supply curve for day $d$ and hour $h$  
- $a_i$: expected slope of the linear impact in the $i$th market  
- $a$: vector of expected slopes of the linear impact  
- $\hat{a}_{d,h}$: estimator of the slope of the linear impact on day $d$ and hour $h$  
- $\alpha$: risk aversion parameter of VaR and CVaR
$B_{b,i}^{D/S}$ non-negative demand/supply volume bids impacted by own bid $b$

$B_{b}^{D/S}$ vector of non-negative demand/supply volume bids impacted by own bid $b$

$b_i$ bid in the $i$th market

$b$ vector of bids

$b^+/ -$ element-wise positive/negative part of $b$

$b$ vector of bids linear in $b_0$

$\hat{C}_{d,h}$ estimated intersection curve for day $d$ and hour $h$

$\Delta_b$ price impact due to the trading of volume $b$

$\hat{\Delta}_{b,d,h}^{*, m}$ estimated price impact of $m$th scenario due to the trading of volume $b$

$\delta$ market efficiency factor

$\hat{\varepsilon}_{d,h}^m$ $m$th drawn with replacement in-sample residual for day $d$ and hour $h$

$G$ gain function

$\hat{G}$ actual gain function

$\gamma$ risk aversion parameter of $E-Var-U$ strategy

$i$ $i \in \{0, \ldots, 4\}$ is a market index with $0 = DA, 1, \ldots, 4 = IA$

$\mathcal{M}(P_0^*)$ expected price difference between the DA and the IA

$m$ $m = 1, \ldots, M$ is a bootstrapping index

$P_{b,i}^*$ market clearing price impacted by bid $b$

$P_b^*$ vector of market clearing prices impacted by bid $b$

$\hat{P}_{0,d,h}^{*, m}$ vector $m$th forecasted prices for day $d$ and hour $h$

$P_{D/S}^*$ price grid in the considered auction

$\mathcal{P}_{D/S}^*$ vector of price grids

$p_{\text{max}}$ maximum price bid, $p_{\text{max}, DA} = p_{\text{max}, IA} = 3000$

$p_{\text{max}}$ vector of maximum price bids

$p_{\text{min}}$ minimum price bid, $p_{\text{min}, DA} = -500, p_{\text{min}, IA} = -3000$

$p_{\text{min}}$ vector of minimum price bids

$\mathcal{R}$ risk functional

$R_j$ imbalances price in $j$th quarter-hour

$R$ imbalances (REBAP) price

$S$ $S = (S_{i,j}) = (1_4, I_4)'$ is a 5x4 dimensional summation matrix

$s$ $s = S'1_4/4 = (1, .25, .25, .25, .25)'$ is a summation vector converting MW to MWh

$\mathcal{T}$ simplified transaction cost function

$\tau_i$ transaction cost in the $i$th market

$\tau$ vector of transaction costs

$V_{b,i}^*$ market clearing volume impacted by bid $b$ in the $i$th market

$V_b^*$ vector of market clearing volumes impacted by bid $b$

$v_{ij}$ volume to be traded in $j$th quarter-hour with $j \in \{1, \ldots, 4\}$

$v$ vector of volumes to be traded in the given hour

$\hat{\xi}_{0,d,h}^{*, m}$ $m$th shift for the intersection adjustment for day $d$ and hour $h$
Appendix B

We present the values of RMSE, MAE and CRPS which are strictly proper scoring rules for the mean, median and marginal distribution forecasts \[49\]. These measures are commonly used by the practitioners and researchers \[50\]. We report also the bias of the forecasted price trajectories. The formulas are given by

\[
\text{RMSE} = \frac{1}{24 \cdot 5N} \sum_{h=1}^{24} \sum_{d=1}^{5N} \sum_{i=0}^{4} \left( P^*_0, i, d, h - \frac{1}{M} \sum_{m=1}^{M} \hat{P}^*_0, i, d, h \right)^2,
\]

(44)

\[
\text{MAE} = \frac{1}{24 \cdot 5N} \sum_{h=1}^{24} \sum_{d=1}^{5N} \sum_{i=0}^{4} \left| P^*_0, i, d, h - \text{med}_{m=1, \ldots, M} \left( \hat{P}^*_0, i, d, h \right) \right|
\]

(45)

where \( \hat{P}^*_0, i, d, h \) is the \( m \)-th simulation of \( P^*_0, i, d, h \) and \( \text{med}_{m=1, \ldots, M} \left( \hat{P}^*_0, i, d, h \right) \) is the median of \( M \) simulated \( \hat{P}^*_0, i, d, h \) prices.

We approximate the CRPS using the pinball loss

\[
\text{CRPS}_{i, d, h} = \frac{1}{R} \sum_{\tau \in \mathbb{R}} \text{PB}^\tau_{i, d, h}
\]

(46)

for a dense equidistant grid of probabilities \( r \) between 0 and 1 of size \( R \), see e.g. \[37\]. In this study, we consider \( r = \{0.01, 0.02, \ldots, 0.99\} \) of size \( R = 99 \). \( \text{PB}^\tau_{i, d, h} \) is the pinball loss with respect to probability \( \tau \). Its formula is given by

\[
\text{PB}^\tau_{i, d, h} = \left( \tau - \mathbb{1}_{P^*_0, i, d, h < Q^\tau_{m=1, \ldots, M} \left( \hat{P}^*_0, i, d, h \right) } \right) \left( P^*_0, i, d, h - Q^\tau_{m=1, \ldots, M} \left( \hat{P}^*_0, i, d, h \right) \right)
\]

(47)

where \( Q^\tau_{m=1, \ldots, M} \left( \hat{P}^*_0, i, d, h \right) \) is the \( \tau \)-th quantile of \( M \) simulated \( \hat{P}^*_0, i, d, h \) prices. To calculate the overall CRPS value we use a simple average

\[
\text{CRPS} = \frac{1}{24 \cdot 5N} \sum_{h=1}^{24} \sum_{d=1}^{5N} \sum_{i=0}^{4} \text{CRPS}_{i, d, h}.
\]

(48)

Table 4 shows the error measures of the two considered price models based on the whole out-of-sample data. Let us recall that the out-of-sample consists of 3 years of data (years 2018 to 2020). We observe a huge difference in the performance of the two models. The expert model reports lower errors, but is slightly more biased. Its performance is naturally not a surprise and is inline with the EPF literature \[36, 40, 42–45\]. Let us note that the forecasts could be easily improved using a higher number of regressors or more sophisticated estimation methods both for the point and probabilistic models.

|               | MAE   | RMSE  | CRPS  | bias |
|---------------|-------|-------|-------|------|
| naive         | 10.73 | 16.64 | 4.17  | 0.08 |
| expert        | 6.00  | 8.68  | 2.22  | 0.22 |

Table 4: Error measures of the considered price models
### Appendix C

| Model | Strategy       | Supply/Sell (the higher the price the better) | Demand/Buy (the lower the price the better) |
|-------|----------------|---------------------------------------------|--------------------------------------------|
|       |                | 1 MW | 10 MW | 100 MW | 1000 MW | 1% of wind | 5% of wind | wind | 1% of solar | 5% of solar | 1% of load | 5% of load |
| IA-only |                | 37.20 | 36.87 | 33.68 | 61.20 | 21.78 | -214.07 | 26.69 | -84.74 |
| TC-min  |                | 37.43 | 37.54 | 36.78 | 32.55 | 29.73 | 25.48 | 32.69 | 29.38 |

| Rate   | Strategy       | Supply/Sell (the higher the price the better) | Demand/Buy (the lower the price the better) |
|--------|----------------|---------------------------------------------|--------------------------------------------|
|        |                | 1 MW | 10 MW | 100 MW | 1000 MW | 1% of wind | 5% of wind | wind | 1% of solar | 5% of solar | 1% of load | 5% of load |
| IA-only |                | 37.50 | 37.29 | 35.47 | -10.24 | 25.88 | -107.88 | 25.38 | -42.90 |
| TC-min  |                | 37.50 | 37.32 | 36.67 | 32.37 | 29.62 | 25.12 | 32.64 | 29.25 |

| Expert | Strategy       | Supply/Sell (the higher the price the better) | Demand/Buy (the lower the price the better) |
|--------|----------------|---------------------------------------------|--------------------------------------------|
|        |                | 1 MW | 10 MW | 100 MW | 1000 MW | 1% of wind | 5% of wind | wind | 1% of solar | 5% of solar | 1% of load | 5% of load |
| IA-only |                | 37.50 | 37.29 | 35.47 | -10.24 | 25.88 | -107.88 | 25.38 | -42.90 |
| TC-min  |                | 37.50 | 37.32 | 36.67 | 32.37 | 29.62 | 25.12 | 32.64 | 29.25 |

Table 5: Average actual gain $\bar{G}$ (EUR/MWh) of the considered strategies as a new market player with an oracle forecast of intersection curves. Colour indicates the performance row-wise (the greener, the better). With bold, we depicted the best values in each row.
| Model | Supply/Sell (the higher the price the better) | Demand/Buy (the lower the price the better) |
|-------|---------------------------------------------|---------------------------------------------|
|       | 1000 1% of 5% of 1% of 5% of 1% of 5% of | 1000 1% of 5% of 1% of 5% of 1% of 5% of |
|       | MW MW wind wind wind solar solar load load | MW MW wind wind wind solar solar load load |
| IA-only | 37.22 34.55 -37.59 23.69 -151.61 28.13 -52.56 | 37.47 37.70 40.08 100.42 59.55 989.44 |
| TC-min | 37.45 37.45 37.45 37.45 30.98 30.98 33.65 33.66 | 37.55 37.55 37.55 37.55 38.98 38.97 |
| E-NoImp | 37.48 37.47 37.47 37.47 0.12 27.50 -67.09 | 37.37 37.49 38.72 68.95 49.55 647.03 |
| E-LinImp | 37.48 37.40 37.53 30.84 30.28 33.52 33.63 | 37.37 37.47 37.61 38.89 38.33 |
| E-LinImpMeff | 37.45 37.45 37.65 31.09 30.89 33.68 33.73 | 37.37 37.54 37.26 38.75 38.61 |
| E-Meff | 37.44 37.43 37.89 31.08 31.39 33.70 33.90 | 37.54 37.52 37.10 38.67 38.06 |
| V | 37.48 37.43 37.42 37.85 30.97 31.32 33.64 33.87 | 37.37 37.46 37.12 38.70 38.07 |
| VaR | 37.38 37.31 37.70 30.92 31.28 33.51 33.76 | 37.51 37.54 37.87 88.43 53.17 331.24 |
| CVaR | 37.42 37.33 37.45 37.65 30.89 33.68 33.73 | 37.57 37.54 37.26 38.75 38.61 |
| perfect forecast | 37.42 37.40 37.53 30.84 31.20 33.60 33.69 | 37.42 37.48 37.54 38.83 38.65 |

Table 6: Average actual gain $\bar{G}$ (EUR/MWh) of the considered strategies as an existing market player rebidding their portfolio $v$ with an oracle forecast of intersection curves. Colour indicates the performance row-wise (the greener, the better). With bold, we depicted the best values in each row.
Figure 12: Results of the $\widetilde{G}$ mean inequality test for remaining portfolios $v$ in the setting of a new market player. The plots present p-values — the closer they are to zero (→ dark green), the more significant the difference is between gains of X-axis strategy (better) and gains of the Y-axis strategy (worse).
Fig. 13: Results of the $\overline{G}$ mean inequality test for remaining portfolios $\mathbf{v}$ in the setting of a new market player. For details on interpretation see Fig. [12].
Figure 14: Results of the \( \overline{G} \) mean inequality test for remaining portfolios \( v \) in the setting of rebidding the portfolio. For details on interpretation see Figure 12.
Figure 15: The average daily weight of $b_0$ in relation to the whole $b$ strategy for remaining portfolios $v$ in the setting of rebidding the portfolio. The naive-based strategies are excluded for better clarity.
Figure 16: The average daily weight of $b_0$ in relation to the whole $b$ strategy for remaining portfolios $v$ in the setting of rebidding the portfolio. The naive-based strategies are excluded for better clarity.
Figure 17: The average daily weight of $b_0$ in relation to the whole $b$ strategy for remaining portfolios $v$ in the setting of rebidding the portfolio. The naive-based strategies are excluded for better clarity.
Figure 18: The average daily weight of $b_0$ in relation to the whole $b$ strategy for remaining portfolios $\mathbf{v}$ in the setting of a new market player. The naïve-based strategies are excluded for better clarity.
Figure 19: The average daily weight of $b_0$ in relation to the whole $b$ strategy for remaining portfolios $v$ in the setting of a new market player. The naive-based strategies are excluded for better clarity.
Figure 20: The average daily weight of $b_0$ in relation to the whole $b$ strategy for remaining portfolios $v$ in the setting of a new market player. The naive-based strategies are excluded for better clarity.
Figure 21: The average daily weight of $b_0$ in relation to the whole $b$ strategy for remaining portfolios $v$ in the setting of a new market player. The naive-based strategies are excluded for better clarity.