Conserving and Gapless Hartree-Fock-Bogoliubov theory for 3D dilute Bose gas
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The excitation spectrum for the three dimensional Bose gas in Bose-Einstein Condensation phase is calculated nonperturbatively with Modified Hartree-Fock-Bogoliubov theory, which is both conserving and gapless. From Improved $\Phi$-derivable theory, the diagrams needed to preserve Ward-Takahashi Identity are resummed in a systematic and nonperturbative way. It is valid up to the critical temperature where the dispersion relation of the low energy excitation spectrum changes from linear to quadratic. Because including the higher order fluctuation, the results show significant improvement on the calculation of the shift of critical temperature with other conserving and gapless theories.
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Since Einstein and Bose’s first proposal of Bose-Einstein Condensation (BEC) and experimental realization of it with alkali atoms[1,3], weakly interacting dilute Bose gas has attracted significant attentions[4].

The description of BEC at zero temperature began from Bogoliubov[5] and quantum loop corrections to energy density were calculated up to two loops [6-11] at low temperature. The self consistent Hartree-Fock-Bogoliubov (HFB) approximation was used but it gave a gapped spectrum[12–14], violating the Hugenholtz-Pines theorem[8] or the Goldstone theorem[15], which results from the spontaneous symmetry breaking of U(1). Popov theory neglects the anomalous average and gets a gapless spectrum[16]. But the anomalous average is not negligible at the Broken Phase. To correctly describe the BEC at high temperature, we need a theory to be both conserving (consistent with the conservation laws) and gapless[12, 14, 17]. The many-body T-matrix has been used to obtain an modified Popov approximation[18]. However, this approach yields the same critical temperature as that of ideal gas and the Hugenholtz-Pines theorem is not always satisfied (as noted in [4]). An improved Popov approximation based on many-body T-matrix approximation was developed[19,20] but its main application is in low dimensional systems. Conserving and gapless approximation has been developed by T.Kita with modified Luttinger-Ward functional[21] and F.Cooper et.al. with leading-order auxiliary field approximation[22]. However, their results are still mean field like with infinite quasiparticle lifetime.

It is a challenge to develop a conserving and gapless theory beyond mean field level. It has been shown that the critical temperature($T_c$) of weakly interacting Bose gas in 3 dimension is positively shifted from that of idea gas ($T_0$) proportional to the scattering length $a_{sc}$, $T_C/T_0 = ce^{1/3}$[23]. The accurate determination of $c$ by lattice simulations[24] and other analytical calculations from uncondensed phase[25] shows $c = 2.33[21,22]$. A non-perturbative theory beyond mean field level is needed to correctly describe the broken phase near $T_c$. Besides, when interaction is strong, the exact result may differ from mean field theory even at low temperature due to strong fluctuation effects.

In this work, we presents a modified Hartree-Fock-Bogoliubov (MHFB) approximation which is conserving and gapless and is beyond mean field level. We start from the gap equation of full HFB approximation by removing the divergence due to the double counting. Then the infinite series of diagrams are resummed to preserve the Ward-Takahashi Identity (WTI) are resummed. The approach in this paper is based on two particle irreducible(2PI) $\Phi$-derivable theory[26] and can be equivalently obtained from Schwinger-Dyson Equation approach[27]. The solution of the Broken Phase ends at the temperature where the dispersion of low energy excitation spectrum changes from linear to quadratic, which indicates a second order phase transition. The critical temperature shift coefficient is $c = 1.59$ and has significant improvement over Kita and Cooper’s result. And because the method incorporates the resummation of an infinite series of diagrams, the result differs from mean field theory even at low temperature.

For Bose gas, the grand-canonical partition function can be written with imaginary time path integral[4]:

$$Z[J, B] = \int D[\psi, \psi^\dagger] e^{-S[\psi^\dagger, \psi] - \int d(1) J_i \psi_i - \frac{1}{2} \int d(12) B_{ij} \psi_i \psi_j}$$

(1)

Where the action (in dimensionless unit) is

$$S[\psi, \psi^\dagger] = \int_0^\beta d\tau \int d^2x (\psi^\dagger \partial_\tau - \mu + \nabla^2) \psi + \frac{g}{2} \psi^\dagger \psi^\dagger \psi \psi$$

(2)

$$g = 8\pi a, \text{ where } a \text{ is the scattering length. } \beta = \frac{1}{T}, \psi_1, \psi_2 \text{ represent } \psi^\dagger, \psi. \text{ d(1) means } d\tau d^2x \text{ and J}_i, B_{ij} \text{ are auxiliary sources which will be set zero at last.}$$

The 2PI (two particle irreducible) functional $\Gamma[\varphi, G]$ is defined by the double Legendre transformation and can be written in the form:

$$\Gamma[\varphi, G] = S[\varphi] + \frac{1}{2} Tr\{D^{-1}(G-D)\} + \frac{1}{2} Tr \ln G^{-1} + \Phi[\varphi, G]$$

(3)
where $D^{-1}_{ij} = \frac{\partial^2 S[\varphi]}{\partial \varphi_i \partial \varphi_j}$ and $\varphi_i = \langle \psi_i \rangle$. $G_{ij}$ is the Green Function $G_{ij} = \langle \psi_i \psi_j \rangle_c = \langle \psi_i \psi_j \rangle - \langle \psi_i \rangle \langle \psi_j \rangle$. $\Phi[\varphi, G]$ is the sum of all 2PI vacuum diagrams.

$\Phi[\varphi, G]$ can be expanded to $n$ loop and we get $n$ loop $\Phi$-derivable approximation. Then we can get the truncated $\varphi$ and $G^{tr}$ by solve:

$$\frac{\delta \Gamma[\varphi, G^{tr}]}{\delta \varphi_i} = 0, \quad \frac{\delta \Gamma[\varphi, G^{tr}]}{\delta G^{tr}_{ij}} = 0$$

(4)

Including the simplest diagrams (Hartree Fock approximation),

$$\Phi[\varphi, G] = \frac{g}{2} \int d(1)[G_{11}(x,x)G_{22}(x,x)+2G_{12}(x,x)G_{21}(x,x)]$$

(5)

For Homogeneous gas, we define $\nu = \varphi_1 = \varphi_2$. Then $G_{ij}(x,y) = G_{ij}(x-y)$. $x$ means $(\tau, \vec{x})$.

Then from (4), we get the shift equation and gap equation:

$$\mu = g\nu^2 + gG^{tr}_{11}(0) + 2gG^{tr}_{12}(0)$$

(6)

$$\Gamma^{(2)}_{tr} = \left( \begin{array}{c} \Sigma^{tr}_{11} \omega_n - \mu + \Sigma^{tr}_{12} + k^2 \\ -i\omega_n \end{array} \right)$$

(7)

The equation is written after Fourier transformation $G_{ij}(x-y) = \frac{1}{\sqrt{\beta}} \sum_{\omega_n} k G_{ij}(\omega_n, \vec{k}) e^{-i\omega_n \tau + i\vec{k} \cdot (\vec{x} - \vec{y})}$; $\Gamma^{(2)}_{tr} = G^{tr-1}$. $\omega_n$ is the Matsubara frequency. $\omega_n = \frac{2\pi n}{\beta}$. And $\Sigma^{tr}_{11} = g\nu^2 + gG^{tr}_{11}(0)$, $\Sigma^{tr}_{12} = 2g\nu^2 + 2gG^{tr}_{12}(0)$. Due to the symmetry, we have $G^{tr}_{12}(0) = G^{tr}_{21}(0)$, $G^{tr}_{11}(0) = G^{tr}_{22}(0)$.

We define $\mu_R = \mu - \Sigma^{tr}_{12}$. $\mu_R, \Sigma^{tr}_{11}$ can be solved self-consistently with $G^{tr}$ which is the inverse of $\Gamma^{tr}$.

$$\Sigma^{tr}_{11} = g\nu^2 + \frac{g}{\sqrt{\beta}} \sum_{\omega_n, k} \frac{\Sigma^{tr}_{11}}{(\omega_n)^2 - \omega_k^2}$$

$$\mu_R = -2g\nu^2 + \Sigma^{tr}_{11}$$

(8)

where, $\omega_k = \sqrt{(k^2 - \mu_R)^2 - (\Sigma^{tr}_{12})^2}$.

In three dimension, $\omega_k = \sqrt{\frac{1}{2} \sum_{\omega_k} \left( \frac{1}{\omega_k e^{\beta \omega_k} - 1} + \frac{1}{2\omega_k} - \frac{1}{2k^2} \right)}$ has the ultraviolet divergence due to the double counting problem, which arises because we use the pseudopotential. The pseudopotential has already effectively incorporated in the first term of the Born series the information of the higher-order terms.$^{[28]}$

To avoid this problem, the vacuum terms should be subtracted: $\alpha_R = \alpha_0 + \frac{1}{\sqrt{\beta}} \sum_k \frac{1}{2k^2}$. The equation (8) after renormalization is:

$$\Sigma^{tr}_{11} = g\nu^2 - \frac{\Sigma^{tr}_{11}}{\sqrt{\beta}} \sum_k \left( \frac{1}{\omega_k e^{\beta \omega_k} - 1} + \frac{1}{2\omega_k} - \frac{1}{2k^2} \right)$$

(9)

The density $n = -\frac{1}{\sqrt{\beta}} \frac{\partial \alpha}{\partial \mu}$ can be calculated from (8):

$$n = \nu^2 + G^{tr}_{12}(0)$$

(10)

and

$$G^{tr}_{12}(0) = \frac{1}{V} \sum_k \left( \frac{k^2 + \Sigma^{tr}_{12}}{\omega_k} - \frac{1}{\omega_k} \right) \left( \frac{k^2 - k'^2 - \omega_k}{2\omega_k} \right)$$

(11)

We can get $\nu$ and $G^{tr}$ from $n$, $a$ and $T$ with equations $[8, 9, 10, 11]$.

WTI derived from 1PI formalism may be not preserved by $\Phi$-derivable approximations due to the missing of some diagrams. An improved $\Phi$-derivable theory was developed to systematically add the missing diagrams. We use $\Gamma[\varphi, G^{tr}]$ to approximate the 1PI effective action:

$$\Gamma[\varphi] = \Gamma[\varphi, G^{tr}(\varphi)]$$

(12)

with $G^{tr}(\varphi)$ defined by $\frac{\delta \Gamma[\varphi, G^{tr}]}{\delta G^{tr}_{ij}} = 0$.

Because $\Gamma[\varphi, G^{tr}(\varphi)]$ conserves the symmetry (as in $[3]$), the 1PI effective action remains unchanged under the transformation of $U(1)$ symmetry. The Green Function defined by the inverse of

$$\Gamma^{(2)} = \frac{\Gamma^{tr}[\varphi]}{\delta \varphi_i \delta \varphi_j}$$

(13)

will be gapless. It’s easy to show that

$$\Gamma^{(2)} = \frac{\delta \Gamma[\varphi, G^{tr}]}{\delta \varphi_i(x) \delta G^{tr}_{mn}(y)} \frac{\delta G^{tr}_{mn}}{\delta \varphi_i(y)}$$

(14)

$\frac{\delta G^{tr}_{mn}}{\delta \varphi_i(y)}$ can be got by taking the derivative of:

$$\int d(2') \Gamma^{(2)}_{tr, ij, jm} G^{tr}_{ij} = \delta_{ij}$$

(15)

By defining $\Lambda^{tr}_{jj, jm} = \frac{\delta G^{tr}_{jj}}{\delta \varphi_i}$, $\Gamma^{(3)} = \frac{\delta \Gamma^{tr}[\varphi]}{\delta \varphi_i \delta \varphi_j \delta \varphi_l};$ we get

$$\Lambda^{tr}_{jj, jm} = -\int \bar{d}(1', 2') \Gamma^{(3)}_{mj, m'j, jm} G^{tr}_{j1} G^{tr}_{1m'}$$

(16)

$\Gamma^{(3)}_{ij, jm}$ can be got by taking derivative of (16). These equations are actually the Bethe-Salpeter Equation to solve $\Lambda^{tr}_{jj, jm}$.

In the level of HFB, we can get Modified HFB approximation:

$$\Gamma^{(2)}_{11}(k) = \Sigma^{tr}_{11} + g\nu \Lambda^{tr}_{1122}(k) + 2g\nu \Lambda^{tr}_{1122}(k)$$

(17)

$$\Gamma^{(2)}_{12}(k) = -i\omega_n - \mu_R + k^2 + g\nu \Lambda^{tr}_{1222}(k) + 2g\nu \Lambda^{tr}_{1222}(k)$$

(18)

$$\Gamma^{(2)}_{21}(k) = i\omega_n - \mu_R + k^2 + g\nu \Lambda^{tr}_{1122}(k) + 2g\nu \Lambda^{tr}_{1122}(k)$$

(19)

$$\Gamma^{(2)}_{22}(k) = \Sigma^{tr}_{11} + g\nu \Lambda^{tr}_{1122}(k) + 2g\nu \Lambda^{tr}_{1122}(k)$$

(20)

Where $\Lambda^{tr}_{mn}(k)$ is the Fourier transformation of $\Lambda^{tr}_{mn}(x, y, \omega) = \frac{\delta G^{tr}_{mn}(x, x)}{\delta \varphi_i(y)}$. The latter can be solved by the Bethe-Salpeter Equation (16):

$$\Lambda^{tr}_{mn}(k) = \Lambda^{tr}_{m1}(k) I_{ml, in}(k) + \Lambda^{tr}_{m1}(k) I_{ml, in}(k)$$

$$+ \Lambda^{tr}_{m1}(k) (2I_{ml, in}(k) + 2I_{ml, in}(k))$$

$$+ 2( I_{ml, in}(k) + I_{ml, in}(k) + I_{ml, in}(k) )$$

(21)
where \( \bar{l} \) is defined as \( \delta_{\bar{l}l} = 0 \) and:

\[
I_{m,n,m',n'}(k) = -\frac{1}{V\beta} \sum_{\omega_{n1},k1} G^{tr}_{mn}(k_1 + k)G^{tr}_{m'n'}(k_1) \quad (19)
\]

Again due to the double counting, \( I_{12,21} \) and \( I_{21,12} \) have ultraviolet divergences. They should be renormalized by subtracting vacuum diagrams:

\[
I_{12,21}^{R} = -\left[ \frac{1}{V\beta} \sum_{\omega_{n1},k1} G^{tr}_{12}(k_1 + k)G^{tr}_{21}(k_1) - Vac \right]
V ac = \frac{1}{V} \sum_{k} \frac{1}{2k^2} \quad (20)
\]

Solve these linear equations and we can get the corrections to the self energy. The corrections are the resummation of the infinite series of diagrams (as shown in FIG.1).

The Green Function is the inverse of \( \Gamma^{(2)} \). By analytic continuation \( i\omega_n \to \Omega + i\varepsilon \), the retarded Green function \( G^R \) is got and the spectral weight function is:

\[
\rho(k,\Omega) = -2ImG^R(k,\Omega) \quad (21)
\]

We solve the gap equation numerically and the result is shown in FIG.2. The equation ceases to have a solution at \( T_c \), which is the end point of the Broken Phase and is actually the critical point of a second order phase transition. \( \nu^2 \) is not exactly equal to the condensation number \( n_0 \) and needs corrections to get the exact \( n_0 \) just like that \( G^{tr} \) needs corrections to get the exact Green function.

The spectral weight of quasi particle is plotted in FIG.3. The quasi particle peak is broadened and the quasi particle has finite lift time caused by the fluctuation effect.

At low temperature, the result of Modified HFB shows discrepancy with Popov theory and Cooper and Kita theory when interaction is strong, though it coincides with those theories at weakly interacting limit at low temperature. It has been shown that in one dimension, as interaction becomes large, the MHFB shows significant difference with Bogoliubov theory and is in very good agreement with the exact result at zero temperature[27].

---

**FIG. 1.** The corrections to the self energy is the resummation of the infinite series of diagrams. The propagator in the diagrams are the gapped HFB ones but the final propagator after resummation is gapless.

**FIG. 2.** \( \nu^2 - T \) for HFB theory when \( n = 5, a = 0.005, T_0 = 19.3716, T_c = 19.635 \). At \( T_c, \nu^2 = 0.086 \).

**FIG. 3.** The spectral weight for \( k = 0.3, 0.6, 1 \) when \( n = 5, a = 0.005, T = 10 \); It is clear there is damping of quasiparticle.

**FIG. 4.** The excitation spectrum by Popov theory, Cooper-Kita theory and Modified HFB when \( n = 5, a = 0.005 \) for different temperature; \( T_0 = 19.3716, T_c = 19.635 \). Kita and Cooper’s theories get the same excitation spectrum. At \( T = 1 \), Cooper and Kita theory is very close to Popov theory.
We thank Professor B. Rosenstein, Professor Lan Yin and Doctor Qiong Li for valuable discussions. The work is supported by National Natural Science Foundation (Grant No. 11274018).

\*lidp@pku.edu.cn

[1] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E. Wieman, and E. A. Cornell, Science 269, 198 (1995).
[2] C. Bradley, C. Sackett, J. Tollett, and R. Hulet, Phys. Rev. Lett. 75, 1687 (1995).
[3] K. Davis, M.-O. Mewes, M. v. Andrews, N. Van Druten, D. Durfee, D. Kurn, and W. Ketterle, Phys. Rev. Lett. 75, 3969 (1995).
[4] J. O. Andersen, Rev. Mod. Phys 76, 599 (2004)
[5] N. Bogoliubov, J. Phys. USSR 11, 42 (1947).
[6] T. Lee, K. Huang, and C. Yang, Phys. Rev. 106, 1135 (1957).
[7] T. T. Wu, Phys. Rev. 115, 1390 (1959).
[8] N. Hugenholtz and D. Pines, Phys. Rev. 116, 489 (1959).
[9] E. Braaten and A. Nieto, Phys. Rev. B 56, 14745 (1997)
[10] T. D. Lee and C. N. Yang, Phys. Rev. 112, 1419 (1958)
[11] A. E. Glassgold, A. N. Kaufman, and K. M. Watson, Phys. Rev. 120, 660 (1966)
[12] A. Griffin, Phys. Rev. B 53, 9341 (1996)
[13] A. G. Hua Shi, Phy. Rep. 304, 1 (2000).
[14] D. Hutchinson, K. Burnett, R. Dodd, S. Morgan, M. Rusch, E. Zaremba, N. Proukakis, M. Edwards, and C. Clark, J. Phys. B 33, 3825 (2000).
[15] J. Goldstone, Phys. Rev 127, 2 (1962).
[16] V. Popov, Functional integrals in quantum field theory and statistical physics (Reidel, Doordrecht, 2001).
[17] P. Hohenberg and P. Martin, Ann. Phys. 34, 291 (1965).
[18] M. Bijsma and H. Stoof, Phys. Rev. A 55, 498 (1997).
[19] U. Al Khawaja, J. Andersen, N. Proukakis, and H. C. Stoof, Phys. Rev. A 66, 013615 (2002).
[20] J. O. Andersen, U. Al Khawaja, and H. T. C. Stoof, Phys. Rev. Lett. 88, 070407 (2002).
[21] T. Kita, J. Phys. Soc. Jpn. 75 (2006); Phys. Rev. B 80, 214502 (2009); K. Tsuisui and T. Kita, 81, 114002 (2012).
[22] F. Cooper, C.-C. Chien, B. Mihaila, J. F. Dawson, and E. Timmermans, Phys. Rev. Lett. 105, 240402 (2010).
[23] B. Mihaila, F. Cooper, J. F. Dawson, C.-C. Chien, and E. Timmermans, Phys. Rev. A 84, 032636 (2011).
[24] G. Baym, J.-P. Blaizot, M. Holzmann, F. Laloé, and D. Vautherin, Phys. Rev. Lett. 83, 1703 (1999); G. Baym, J.-P. Blaizot, and J. Zinn-Justin, Europhys. Lett. 49, 150 (2000); G. Baym, J.-P. Blaizot, M. Holzmann, F. Laloé, and D. Vautherin, 24, 107 (2001).
[25] P. Arnold and G. Moore, Phys. Rev. Lett. 87, 120401 (2001); V. Kashurnikov, N. Prokof’ev, and B. Svistunov, 87, 120402 (2001).
[26] B. Kastening, Phys. Rev. A 69, 043613 (2004).
[27] S. Ledowski, N. Hasselmann, and P. Kopietz, Phys. Rev. A 69, 061601 (2004) ; F. F. de Souza Cruz, M. B. Pinto, R. O. Ramos, and P. Sena, Phys. Rev. A 65, 053613 (2002) ; J.-L. Kneur, M. B. Pinto, and R. O. Ramos, Phys. Rev. Lett. 89, 210403 (2002).
[28] J. M. Luttinger and J. C. Ward, Phys. Rev. 118, 1417 (1960); C. De Dominicis and P. C. Martin, J.Math.Phys. 5, 14 (1964); G. Baym and L. P. Kadanoff, Phys. Rev. 124, 287 (1961); H. van Hees and J. Knoll, Phys. Rev. D 66, 025028 (2002).
[29] B. Rosenstein and A. Kovner, Phys. Rev. D 40, 504 (1989); Q. Li, D. Tu, and D. Li, Phys. Rev. A 85, 033609 (2012) ; A. Okopiński, Phys.Lett.B 375, 213 (1996).
[30] H. T. Stooft, K. B. Gubbels, and D. B. Dickerscheid, Ultracold quantum fields (Springer, 2009).