Quantum simulation of strongly correlated condensed matter systems
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Abstract

We review recent experimental and theoretical progress in realizing and simulating many-body phases of ultracold atoms in optical lattices, which gives access to analog quantum simulations of fundamental model Hamiltonians for strongly correlated condensed matter systems, such as the Hubbard model. After a general introduction to quantum gases in optical lattices, their preparation and cooling, and measurement techniques for relevant observables, we focus on several examples, where quantum simulations of this type have been performed successfully during the past years: Mott-insulator states, itinerant quantum magnetism, disorder-induced localization and its interplay with interactions, and topological quantum states in synthetic gauge fields.
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1. Introduction

Since the achievement of Bose–Einstein condensation (BEC) we have witnessed enormous progress in experimental and theoretical research on ultracold quantum gases [1]. In particular, optical lattices and Feshbach resonances have opened up the possibility to realize analog quantum simulators for strongly correlated electronic condensed matter systems, such as high-temperature superconductors [2, 3], but also for bosonic quantum phases of dense nuclear matter in neutron stars [5, 6]. These developments build on the pioneering ideas of Feynman [7, 8], who already envisioned a universal ‘digital’ quantum simulator, and others [9].

Quantum simulations of this type should address relevant, possibly simplified models, containing (or at least believed to contain) the essential physics of a system. The solution, or quantitatively accurate simulation of the model should be hard or even impossible on a classical computer, using state-of-the-art algorithms, due to the exponential growth of Hilbert space of a quantum many-body system with particle number, or due to method-specific limitations such as the sign problem of quantum Monte Carlo (QMC) simulations [10]. The setup of the quantum simulator should allow for high tunability of the model parameters, an efficient preparation of the initial state, and easy readout (detection) of physical properties of the final state after time evolution or thermalization.

In this article we will review the goals, achievements and challenges of analog quantum simulations for condensed-matter-type phenomena, based on ultracold quantum gases in optical lattices, for selected examples. Other experimental platforms, such as atom chips, trapped ultracold ions or interacting photonic systems, will be beyond the scope of this article. Likewise, we will not discuss digital quantum simulations [11]. Our focus will be on models and experimental implementations, and on the role of theory, which provides benchmarks and quantitative or qualitative guidance (for example phase diagrams, critical temperatures or coupling strengths) for the design of quantum simulators.
2. Hubbard model and optical lattices

2.1. Strongly correlated electrons

A paradigm of strongly correlated electronic systems is the Hubbard model, which was proposed around 1960 by Anderson [12], Hubbard [13] and Kanamori [14], and has since then been highly successfully applied to describe a wide range of phenomena, in particular metal-insulator transitions, magnetic ordering and d-wave superconductivity [2, 3, 15].

In its simplest version for spin-1/2 fermions within a single band, the model has the form

$$\hat{H} = -t \sum_{\langle ij \rangle, \sigma} (\hat{c}^\dagger_{i\sigma} \hat{c}_{j\sigma} + \text{h.c.}) + U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} + \sum_{ij} \epsilon_{ij} \hat{n}_{i\sigma},$$

where $\sigma = \uparrow, \downarrow$ denotes spin, $\hat{c}^\dagger_{i\sigma}$ is the creation operator on lattice site $i$, and $t$ the hopping matrix element between pairs of nearest-neighbor lattice sites $\langle ij \rangle$. For a schematic illustration, see figure 1. $U$ is the onsite Hubbard interaction, $\hat{n}_{i\sigma}$ is the local number operator for spin $\sigma$, and $\epsilon_{ij}$ denotes an additional single-particle potential, modeling an inhomogeneity of the system, which could be due to disorder or due to an external potential, for example the optical trap in the case of ultracold atoms.

For most electronic solid-state systems, the simple version of the Hubbard model (1) is an idealization. Although the Coulomb interaction is screened in metallic systems, the screening length may be significantly larger than the lattice constant, and further terms such as density-dependent hopping or next-neighbor interactions can be relevant [13, 16]. Also effects of lattice vibrations and electron-phonon-coupling, which are not contained in (1), may be important for the physics under consideration. They are completely absent in optical lattices, but can be introduced by coupling to additional degrees of freedom, for example to dynamical phonons in hybrid atom-ion quantum simulators [17].

Despite its apparent simplicity, the plain Fermi–Hubbard model can only be solved exactly in one spatial dimension, analytically by the Bethe Ansatz [18] or numerically by the density-matrix renormalization group (DMRG) [19]. After decades of intense theoretical research, the low-temperature phase diagram of the 2d fermionic Hubbard model, which is believed to contain essential ingredients for the physics underlying high-temperature superconductivity [20], is not known rigorously, due to fundamental limitations of numerically exact simulation techniques such as QMC [10], or matrix product states and their generalizations [21]. At this point analog quantum simulations can provide powerful insight, via a controlled and highly tunable experimental realization of the pure model Hamiltonian based on ultracold fermions in optical lattices [22], as already earlier proposed for the bosonic version of the model [4]. These investigations are in many ways complementary to condensed matter studies. They give access to new observables, for example in situ, single-site resolved measurements of charge and spin order and correlations, both in the Mott insulator (MI) and at finite doping, for tunable repulsive or attractive interactions [23–25]. They also allow measuring real-time nonequilibrium particle and spin dynamics [26–30].

2.2. Optical lattices

Optical lattices are artificial crystals of light, formed by pairs of counterpropagating, interfering laser beams, as shown in figure 2. Due to the AC Stark effect, neutral atoms interacting with the standing light waves of an optical lattice experience an effective conservative potential, which for a simple cubic geometry has the form

$$V_{\text{lat}}(x, y, z) = V_0 (\sin^2(kx) + \sin^2(ky) + \sin^2(kz)),$$

where the amplitude $V_0$ is determined by the light intensity and the atomic polarizability [31]. $V_0 > 0$ for blue detuning of the lattice lasers with respect to the atomic transition frequency, corresponding to a repulsive optical dipole potential, while $V_0 < 0$ for red detuning. $k = 2\pi/\lambda$ is the wavenumber
of the lattice lasers, and the characteristic energy scale is given by the recoil energy $E_r = \hbar^2k^2/2m$, typically in the kilohertz range, which corresponds to the kinetic energy of an atom after absorbing an optical lattice photon. For a schematic figure of a 1d optical lattice see figure 3. A wide range of different optical lattice structures has been realized, including artificial graphene [32] and frustrated geometries such as triangular or Kagome [33–35], just to name a few examples.

The much larger lattice constant $a = O(100 \text{ nm})$ in an optical lattice, compared to $O(\AA)$ in an electronic crystal, and the lower energy scales (kHz instead of eV) lead to far longer timescales of the quantum dynamics. As a result, observing ultracold many-body quantum phases, their excitations and nonequilibrium dynamics, with single-site resolution and in real-time, has recently become possible [37, 38].

It is remarkable that even though these systems are extremely dilute gases, more than 10,000 times less dense than air, they can nevertheless show effects of strong correlations arising from the competition between two-particle interactions (resulting from s-wave scattering due to the van der Waals interaction, or from electric or magnetic dipolar interactions) and the kinetic energy. For more details, see for example the reviews [1, 39, 40].

At the same time these are very clean quantum systems, defect-free and with little dissipation resulting from spontaneous emission (which leads to an inelastic scattering rate $\Gamma_w = \frac{3\hbar^2}{2\hbar^2k^2} I(\rho)$ where $\Delta$ is the detuning, $\Gamma$ the decay rate of the excited state, $\omega_\text{0}$ the atomic transition frequency and $I(\rho)$ the light intensity [31]), unless dissipation is included in a controlled way, for example via losses due to ionization by an electron beam [41]. Ultracold gases in optical lattices therefore represent almost ideal closed quantum systems up to timescales of several 100 ms, when heating processes typically start to dominate.

They are also scalable, up to hundreds of thousands of lattice sites, and therefore represent mesoscopic crystals. One should note that they are intrinsically inhomogeneous due to the additional external confinement potential, which typically arises from the Gaussian laser beam profiles and is approximately harmonic for (red-detuned) dipole traps, but can be engineered as a quasi-homogeneous ‘box potential’ with repulsive walls created by blue-detuned sheets of light [42]. As a result, spatial domains of different phases form, for example Fermi-liquid, band- and Mott-insulator domains, leading to ‘wedding cake structures’ of the density profile, which have recently been imaged in situ by quantum gas microscopy as shown in figure 4 [43]. For large systems they can be well described within a local density approximation (LDA), where every lattice site $i$ is considered as part of a homogeneous system with effective chemical potential $\mu_i = \mu - \epsilon_i$.

2.3. Band structure and interactions

Bloch’s theorem states that due to the periodicity of the external potential, the single-particle eigenstates in an optical lattice have the form

$$\phi^{(\alpha)}_\mathbf{q}(\mathbf{r}) = e^{i\mathbf{q}\cdot\mathbf{r}}\phi^{(\alpha)}_\mathbf{q}(\mathbf{r}),$$

where the function $\phi^{(\alpha)}_\mathbf{q}(\mathbf{r})$ has the same periodicity as the lattice, and $\alpha$ is the band index. Note that for the moment we disregard the external confinement potential, which will be included later. Here $\mathbf{q} = (q_x, q_y, q_z)$ is the quasimomentum (or crystal momentum), which for a simple cubic lattice has the domain $d_{x,y,z} \in (-\pi/a, \pi/a)$, where $a = \lambda/2$ is the lattice constant. At sufficiently low temperature $T$, interaction strength $U$, and filling (particle number per site of the optical lattice), it is a good approximation to consider only the lowest Bloch band with index $\alpha = 1$.

While the Bloch states are delocalized over the lattice, Wannier functions form a set of orthonormal single-particle states, which are maximally localized at individual lattice sites and are defined as

$$w^{(\alpha)}(\mathbf{r} - \mathbf{r}_i) = N^{-1/2} \sum_\mathbf{q} e^{-i\mathbf{q}\cdot\mathbf{r}}\phi^{(\alpha)}_\mathbf{q}(\mathbf{r}),$$

where $\mathbf{r}_i$ is the position of the $i$th lattice site and $N$ is the total number of sites. The construction of maximally localized Wannier functions for a given optical lattice geometry is an important step towards defining the appropriate model Hamiltonian for a successful quantum simulation in optical lattices, see for example [32]. It should be noted that the optimal choice of the phases of the Bloch states in (4) for achieving maximal localization of $w^{(\alpha)}$ [44] is a nontrivial computational problem for non-separable lattices. Alternatively, in an efficient diagonalization-based approach, the Wannier functions can be determined as eigenstates of the band-projected position operator [32, 36]. This approach becomes particularly useful if additional disorder is present due to a spatially random potential: in this case the lattice translational invariance is broken, and no Bloch states or quasimomentum can be defined.

From now on we consider a single band, omitting the index $\alpha$. The kinetic energy takes the form $\hat{H}_\text{kin} = -t\sum_{\substack{\langle i,j \rangle \sigma \bar{\sigma} \alpha \beta \gamma \rho \delta \mathbf{r} \mathbf{r}'}} \hat{c}_{i\sigma} \hat{c}_{j\bar{\sigma}}^\dagger \hat{c}_{i\beta} \hat{c}_{j\bar{\delta}}^\dagger \Psi_{\alpha,\gamma}^\rho(\mathbf{r}) + \text{h.c.}$, where $\hat{c}_{i\sigma}^\dagger = \int d^3r \hat{w}(\mathbf{r} - \mathbf{r}_i)\Psi_{\alpha,\gamma}^\rho(\mathbf{r})$ is the creation operator of a particle with mass $m$ and hyperfine state $\sigma$ on site $i$, and $t = -\int d^3r \hat{w}(\mathbf{r} - \mathbf{r}_i)(-\hbar^2\nabla^2/2m + V_{\text{int}}(\mathbf{r}))\hat{w}(\mathbf{r} - \mathbf{r}_i)$ is the tunneling matrix element between neighboring sites. Depending on the lattice geometry, and for deep lattices with a dimensionless depth $\tilde{\epsilon} \equiv V_0/E_r \gg 1$, longer-range tunneling can be neglected and the summation restricted to nearest
neighbors $\langle ij \rangle$. For deep and separable lattices (1d, square, cubic) the tunneling matrix element can be approximately written as

$$t_E \approx s \exp(-2r_34/\sqrt{3}) \tag{1}$$

Additional two-particle interactions between atoms can be written in the form

$$\hat{H}_{\text{int}} = \int d^3r \hat{\Psi}_i^\dagger(r) \hat{\Psi}_j^\dagger(r) \hat{\Psi}_j(r) \hat{\Psi}_i(r)$$

for fermions with two hyperfine ('spin') states $\uparrow, \downarrow$, where we have assumed that at the low energies considered here s-wave scattering with a scattering length $a_s$ dominates, which can be described by a contact potential $g \delta(r - r')$ of strength $g = 4\pi \hbar^2 a_s/m$ between two particles at positions $r, r'$ [45]. Within the single-band approximation, which for unpolarized spin-$1/2$ fermions at low temperatures is valid for a total filling $n \lesssim 2$ per site and for a sufficiently deep optical lattice with $s \gg 1$ in the absence of Feshbach resonances, the dominant interaction term in the Wannier basis can be written as $\hat{H}_{\text{int}} = U \sum_1 n_{\uparrow} n_{\downarrow}$ due to the localized nature of the Wannier states and the contact potential. $U = g \int d^3r |w(r)|^4 \approx \sqrt{8/\pi} (2m/\hbar^2)^{3/4} E_r$ is the Hubbard interaction. In total, we obtain the single-band Fermi–Hubbard (FH) model (1) [22], where an additional trapping potential $\epsilon_t(s)$ is included, which describes the external confinement discussed previously. Note that the ratio $U/t$, and thus the correlation strength of the system, can be tuned freely by varying the dimensionless lattice depth $s$ as shown in figure 5, or independently by changing $a_s$ via a Feshbach resonance [46].

Figure 4. In situ images of the Mott metal-insulator transition and the ‘wedding cake’ domain structure of Fermi-liquid and insulating domains for ultracold fermionic $^6$Li in a 2d optical lattice. From [43]. Reprinted with permission from AAAS.

Figure 5. The Hubbard parameters $t$ and $U$ and their ratio, shown as a function of the dimensionless lattice depth for $^{87}$Rb in a 812 nm optical lattice. $t$ and $t/U$ decay approximately exponentially for deep lattices. Reproduced with permission from [36].
from values $U/t \approx 0$ to $|U|/t > 1000$. The particle density (filling) $n$ per site is tunable by varying the confinement or the total number of atoms.

In a similar way, the bosonic version of the Hubbard model can be derived for ultracold gases [4], written here in a spinless form:

$$\hat{H} = -t \sum_{\langle i,j \rangle} (\hat{b}_i^\dagger \hat{b}_j + \text{h.c.}) + \frac{U}{2} \sum_i \hat{n}_i(\hat{n}_i - 1) + \sum_i \epsilon_i \hat{n}_i. \quad (5)$$

It has been previously introduced as a model for granular superconductors and $^4$He in porous media [47].

Even though corrections to the single-band Hubbard models (1) and (5) within the lowest band are usually small for sufficiently deep lattices with $s \gg 1$, nevertheless the increasing precision of experiments and the development of new probing techniques have allowed to observe effects beyond the standard single-band (Bose-) Hubbard model. In particular, a density dependence of the interaction parameter $U$ has been measured by quantum phase revival spectroscopy for $^{87}$Rb [48] and in the excitation spectrum of a $^{133}$Cs MI [49]. This correction, and others such as density-dependent hopping, pair tunneling and next-neighbor interactions, have been found to be in an effective dressed single-band representation, when contributions of higher bands are properly taken into account [36, 50, 51]. These additional interaction terms become significant for strong contact interactions, for example close to Feshbach resonances, where the scattering length $a_s$ becomes comparable to the lattice constant, and are expected to lead to novel phases. Note that a simple renormalization of single-particle Wannier orbitals is not sufficient to describe these multibody effects, instead higher-order correlations are essential [36, 51].

Naturally, it is also possible to realize and simulate true multi-orbital physics in optical lattices, by populating higher bands in a controlled fashion, see for example [52, 53].

2.4. Measurement

Detection of many-body states and measurement of their physical characteristics (for example the particle- or spin-density, excitation spectra, collective modes and transport) is an essential element of a quantum simulator. Experimental techniques naturally depend strongly on the ‘hardware’ used, which on the one hand could be a solid-state electronic crystal and on the other hand a cloud of neutral ultracold atoms in a crystal of light. While for example transport measurements of the conductance are highly convenient and common in solid-state systems, in ultracold gases they are significantly more involved, although possible [54], due to their mesoscopic and confined geometry. On the other hand, for spectroscopic measurements there exist close analogies between electronic and ultracold quantum matter. Here we give a brief overview of the most common probing techniques in ultracold atomic systems.

Time-of-flight (TOF) spectroscopy is widely applied in cold atom experiments to determine momentum distributions and to explore long-range order. An ultracold atomic gas is released from the trapping potential to expand ballistically for a time large enough that the initial size of the cloud can be neglected. Light-absorption imaging is then used to measure the column densities $n(x, y)$ of the expanding cloud at time $t$, which in principle allows to reconstruct the full 3d density distribution after TOF. If interactions can be neglected during the expansion, its average is related to the in-trap momentum distribution as $\langle \hat{n}(r) \rangle_{\text{TOF}} \propto \langle \hat{n}(k) \rangle_{\text{trap}}$ where $k = mr/\hbar t$ [1]. While a fast, quasi-instantaneous ramp-down of the optical lattice gives access to the full momentum distribution of the initial many-body state, alternatively a slower ramp-down (‘band mapping’), which is adiabatic with respect to the band gap, can be applied to measure the Bloch quasimomentum distribution and Fermi surfaces in TOF [55]. A single-shot TOF image, resulting from the projection by quantum measurement, does in general not yield the quantum-statistical expectation value of the density distribution. Every pixel of an image measures the integrated atom density in a column along the direction of the probe light. Since the number of atoms in this column is not macroscopic, it has been shown that one can use spatial noise correlation functions, in analogy to Hanbury-Brown and Twiss interferometry [56]

$$\langle \hat{a}(r) \hat{a}(r') \rangle_{\text{TOF}} \propto \langle \hat{a}(k) \hat{a}(k') \rangle_{\text{trap}}$$

to detect MI states, magnetic long-range order and Fermi-superfluid (SF) pairing correlations in the many-body system. Noise correlations have been measured for bosonic and fermionic insulators in cubic lattices, where characteristic bunching and antibunching of particles was observed in TOF [57, 58]. Moreover, pair-correlated fermions in different spin states have been observed [59] and long-range antiferromagnetic (AF) order in a 1d quantum spin chain has been detected [60] by noise correlations.

Radio-frequency (RF) spectroscopy is a powerful tool for studying interaction effects [61, 62]. For a recent review on its theoretical description see [63]. Initially in state $|\psi\rangle$, the atoms are excited to state $|e\rangle$ by the applied RF field, the wavelength of which is typically much larger than the size of the cloud, so that the corresponding momentum of the RF photon can be neglected compared to other momentum scales, such as the Fermi momentum. The number of atoms in the excited state $|e\rangle$ is then measured. One can in this way directly extract the mean-field shift of the transition due to interactions [61]. RF spectroscopy has also revealed $s$-wave pairing of spinful fermions due to an attractive interaction, with the emergence of a double-peak structure [64] as a response of paired fermions in the center of the harmonic trap and unpaired ones at the edges, consistent with theory [65]. The threshold energy $h\omega_{\text{thresh}} = \sqrt{\mu^2 + \Delta^2} - \mu$ of the RF line shape, which can be used to determine the SF gap $\Delta$, has been observed directly [66], in analogy with tunneling experiments in superconductors. Besides this ‘plain’ RF spectroscopy, a momentum-resolved version has been implemented [67], giving direct access to the fermionic spectral function $A(k, \omega) = -\frac{1}{\pi} \text{Im} G^R(k, \omega)$, where $G^R(k, t) = -i \langle 0 | \hat{c}_k(t) \hat{c}_k^\dagger(0) | 0 \rangle$, which measures the weight of...
single-particle excitations of the many-body system at frequency \( \omega \) and momentum \( k \). It thus serves as a counterpart of angle-resolved photoemission spectroscopy (ARPES), which is for example applied in studies of high-Tc superconductors [68].

A further powerful probe is Bragg spectroscopy, where two laser beams \( i = 1, 2 \) with momenta \( \hbar k_i \) and energies \( \hbar \omega_i \) cross each other at an angle, inducing a two-photon process where atoms absorb a photon from one laser and emit into the other. The atoms remain in the same internal state, but obtain a momentum and energy ‘kick’. The initial and final motional states are resonantly coupled with momentum difference \( \hbar k_{\text{Bragg}} \), where \( k_{\text{Bragg}} = k_1 - k_2 \), and energy difference \( \hbar \delta = \hbar (\omega_1 - \omega_2) \). Bragg spectroscopy probes density-density correlations and, within linear response, yields the dynamical structure factor

\[
S(k, \omega) \propto \sum_f |\langle f | \hat{\rho}(k) | g \rangle|^2 \delta (\hbar \omega - (E_f - E_g))
\]

written here for \( T = 0 \), where \( \hat{\rho}(k) \) is the Fourier transform of the density, and \( |f \rangle \langle g| \) denote the initial (final) state of the many-body system. Bragg spectroscopy can be applied to detect the single-particle and the collective mode spectrum [63]. It has been used to characterize the structure factor and excitation spectrum of weakly and strongly interacting BECs [69–71], as well as the dynamical density- and spin-density-response of a strongly interacting Fermi gas [72, 73]. Moreover, the fully momentum-resolved excitation spectrum of a weakly interacting BEC in a cubic optical lattice has been measured [74]. By further going to the strongly correlated regime and beyond linear response, and comparing to large-scale dynamical Gutzwiller simulations, the Higgs-amplitude mode of strongly interacting bosons in a cubic lattice has been observed with Bragg spectroscopy [75].

A closely related technique is lattice amplitude modulation spectroscopy [63, 76], where essentially the Bragg beams coincide with lattice beams. The optical lattice amplitude, for example in \( x \)-direction, is modulated with frequency \( \omega_L \), which corresponds to adding a term \( \delta \hat{V}_{\text{int}} = \delta V_{\text{int}} \cos (\omega_L t) \int \! dx \sin^2(kL) \rho(x) \) to the Hamiltonian. As a result, both the kinetic and interaction energy terms in the Hubbard models (1) and (5) are perturbed by a sinusoidal modulation. This technique was first developed to study the SF-MI transition and the excitations of bosonic lattice gases [77–79], where the broadening of the \( k = 0 \) interference peak in TOF images is a measure of energy absorption. Because of Pauli’s principle, this effect is less visible for a fermionic system, where energy absorption will only smear the step at the Fermi edge in TOF images. Therefore, it was proposed to measure instead the rate of doublon creation induced by the modulation [80]. This approach was adopted to identify the MI phase of fermions in a three-dimensional optical lattice [81], and to study nearest-neighbor correlations [82]. It has been combined with band mapping to perform multiband-spectroscopy of the full band structure of ultracold fermions in optical lattices, and to detect hopping renormalization effects due to interaction with an additional bosonic species [83].

2.5. Preparation and cooling

For an excellent review on cooling and thermometry techniques in optical lattices, we refer to [84]. The standard approach towards strongly correlated many-body states in optical lattices is laser cooling, followed by evaporative cooling of the gas in a harmonic trap, and subsequent slow (ideally adiabatic) ramp-up of the lattice. For fermions, the latter leads to an adiabatic cooling effect even in the non-interacting case due to flattening of the dispersion [22], it does however by definition not reduce the entropy, which in these quasi-isolated ultracold quantum systems is the key quantity characterizing strongly correlated many-body states, for example of quantum magnetic or d-wave SF type. Interaction effects in spinful gases can enhance adiabatic cooling due to the Pomeranchuk effect [85–88], similar as in \(^3\text{He}\). For an in-depth discussion of many-body cooling techniques in ultracold atoms and strongly correlated electron systems, see [89].

While harmonically trapped, noninteracting Fermi gases have been cooled down to \( T/T_F \approx 0.05 \), with \( T_F \) the Fermi temperature [90], for strongly interacting fermions in a 2d optical lattice \( T/T_F \approx 0.065 \) has recently been measured [23]. Stabilizing phases with quantum magnetic order in optical lattices for large systems requires low entropies per particle, for example \( S/N \approx 0.5k_B \) in 3d [85] in the case of quantum antiferromagnetism in the isotropic 3d FH model. Up to now, this regime has not been accessed, with measured values roughly a factor of two higher [91, 92]. Note, however, the recent breakthrough in observing long-range AF correlations of fermions extending through a 2d lattice of about 80 sites [23].

A major obstacle in the approach towards low-entropy many-body states in optical lattices is light-induced heating [84], arising both due to atomic recoil from spontaneous emission, and due to parametric heating from intensity- or phase noise of the lattice lasers. Moreover, non-adiabatic many-body dynamics occurs during any loading and ramp-up of the optical lattice in finite time, which can for example lead to a dynamical arrest of interacting fermions [93]. Advanced entropy redistribution schemes in optical lattices similar to the one proposed in [94] may in the future overcome these problems.

3. Mott transition

One prime example for the success of quantum simulations with ultracold atoms has been the controlled realization of pure MI transitions, both bosonic and fermionic, between a delocalized phase (Fermi liquid or SF) and a localized MI state. They are based on a competition between the kinetic energy gain due to delocalization, which is of order of the noninteracting bandwidth \( W \sim z \) (where \( z \) is the lattice coordination number), and the local on-site Hubbard repulsion \( U \).

Originally predicted for transition metal oxides with partially filled d-shells by Peierls and Mott [95, 96], electronic
MI have been the subject of intense research; for a review see [15]. They are of fundamental relevance for the physics of strongly correlated electronic systems, including transition metals, transition metal oxides, rare earth and actinide compounds, and organic conductors. For recent experimental studies on critical properties of the Mott transition in a 3d material (V_2O_3) and the role of lattice degrees of freedom in the transition in a quasi-2d layered organic conductor (BEDTTTF) see [97, 98]. The effect of the lattice on the critical behavior at the Mott transition in correlated electron materials is not yet fully clarified. Moreover, doped MI are the starting point for understanding high-temperature superconductivity and the pseudogap phase in the cuprates [2, 3].

Ultracold fermions in optical lattices, on the other hand, allow a controlled and defect-free realization of the Mott transition with clear separation of fermionic and lattice degrees of freedom, and with higher tunability than the above mentioned solid-state materials. In particular, they also allow realizing the limit of a noninteracting Fermi gas in a lattice, where the completely filled Brillouin zone of a band insulator can be directly mapped out [55].

Theoretical understanding of the Mott transition has been advanced in a major way due to progress of several numerical techniques, including DMRG [19], QMC approaches [99], and in higher spatial dimensions the development of dynamical mean-field theory (DMFT) [100] and its generalization to systems with arbitrary inhomogeneity [101]. Within DMFT, the physics on lattice site \( i \) of a Fermi–Hubbard model is described by an effective local action

\[
S^{(i)}_{\text{eff}} = - \int \! d\sigma \! \sum_{\sigma} \! \bar{c}^{\dagger}_{\sigma}(\tau) G_{0}^{(i)}(\sigma, \tau - \tau') \! \bar{c}_{\sigma}(\tau') + U \int \! d\tau n_{\sigma}(\tau) n_{\bar{\sigma}}(\tau)
\]  

with the dynamical Weiss mean-field \( G_{0}^{(i)}(\sigma, \tau - \tau') \) simulating the effect of all other lattice sites. This is equivalent to an effective (Anderson-type) quantum impurity model. DMFT captures the local equilibrium quantum dynamics of the lattice model in a non-perturbative way. The Weiss field is determined self-consistently from the local Dyson equation \( G_{0}^{(i)}(\sigma, \omega_{n})^{-1} = G_{0}^{(i)}(\sigma, \omega_{n})^{-1} + \Sigma^{(i)}(\sigma, \omega_{n}) \), in combination with the lattice Dyson equation \( G(\sigma, \omega_{n})^{-1} = G_{0}(\sigma, \omega_{n})^{-1} - \Sigma(\sigma, \omega_{n}) \) where the boldface notation indicates a matrix labeled by two lattice site indices. The above set of equations is closed by identifying the interacting local (impurity) Green’s function with the diagonal elements of the full lattice Green’s function: \( G^{(i)}(\sigma, \omega_{n}) = G_{0}(\sigma, \omega_{n}) \).

Solving the local action \( S^{(i)}_{\text{eff}} \) allows simulations of trapped, inhomogeneous fermionic gases in an optical lattice for experimentally realistic system sizes [103], which are not accessible by QMC calculations in the presence of a sign problem [10]. DMFT has provided a consistent picture of the Mott metal-insulator transition, with a phase diagram shown in figure 6, and has explained the emergence of a narrow quasiparticle peak in the spectrum on the metallic side [104]. Note that on bipartite lattices, perfect nesting of the Fermi surface at half filling strongly favors an AF instability, which on the square and cubic lattices at \( T = 0 \) occurs for any value of the Hubbard interaction. The resulting Néel phase masks the paramagnetic Mott transition and renders only a crossover at higher temperatures visible. Lattice frustration, for example on a triangular lattice, or due to longer-range hopping, can reduce the extent of the magnetic phase and partially recover the Mott transition, as shown schematically in figure 6.

In the late 1980’s it was realized that also interacting lattice bosons can undergo a Mott transition at commensurate filling, in this case into a SF, which in 3d can be described with good accuracy already on the level of a static mean-field theory [47]. In the limit of strong coupling, and at integer filling \( n \) per site, the MF many-body wavefunction is a product of local Fock states \( |\Psi_{\text{MF}}\rangle \approx \prod_{i=1}^{N} |\tilde{b}^{\dagger}_{i}0\rangle \) while in the noninteracting limit and for arbitrary \( n \) the condensate factorizes into a product of local coherent states: \( |\Psi_{\text{cond}}\rangle \approx \sum_{\alpha=1}^{N} \alpha^{n} |\tilde{b}_{i}^{\dagger}0\rangle \approx \prod_{i=1}^{N} \exp(\sqrt{n} \tilde{b}_{i}^{\dagger}) |0\rangle \). In the visionary work [4] it was proposed to realize the SF-MI quantum phase transition with ultracold bosons in an optical lattice, which was observed for the first time in the pioneering experiment [105], where by loading \(^{87}\text{Rb}\) into a cubic optical lattice of variable depth, and by measuring the quasimomentum distribution as well as the excitation spectrum, the transition was clearly and reversibly identified at an interaction strength of 25 in good agreement with the mean-field prediction \( U/t = 5.8 \), where \( z = 2d \) is the lattice coordination number. Later studies have established short-range phase coherence in the MI due to particle-hole excitations in accordance with theory [106], and determined the excitation spectrum with higher precision by lattice amplitude modulation [77]. A measurement of the finite-temperature phase diagram and comparison to ab-initio
QMC calculations of the TOF momentum distribution was performed in [107], allowing thermometry in the presence of the lattice, and constituting a direct validation of this quantum simulator for the Bose–Hubbard model (5). The recent development of in situ imaging techniques with single-site resolution allows resolving SF and MI domain structures, measuring local particle number statistics, and extracting temperature and entropy by direct comparison to theory, which has taken the quantum simulator concept and its validation to a new level [37, 38].

These experimental advances have been accompanied by theoretical progress in numerical simulations of bosonic lattice models. A bosonic version of DMFT has been developed and applied to Bose–Hubbard type models [108, 109], providing a refined picture of the Mott transition in 2d and 3d, which captures short-range coherence in the MI due to particle-hole excitations, as well as quantum magnetism in multicomponent systems. On the other hand, large-scale, quasi-exact QMC simulations of interacting bosonic models have become possible by the worm algorithm [110, 111], DMRG allows numerically exact calculations of equilibrium properties and short-time dynamics in one spatial dimension, and can be extended to 2d as well [19].

The Mott transition of ultracold fermions has been first observed in two parallel and complementary measurements [81, 112]. While [81] focused on local signatures of the transition, measuring the double occupancy and the particle-hole excitation spectrum by lattice amplitude modulation, [112] observed the size and global compressibility of the fermionic cloud as a function of the harmonic confinement strength, and established by comparison to DMFT calculations the existence of an incompressible Mott core. Note that the crossover from metallic to MI regimes was later also observed in Artificial graphene [32].

Quantum gas microscopy with single-site resolution has recently also allowed direct imaging of the fermionic cloud (see figure 4), as well as determining the local particle number and variance, and the entropy per site in the paramagnetic state $s_i \approx k_B \ln 2$ in accord with theory [43]. AF correlations have also been observed, which will be discussed in section 4.

Ultracold gases, in particular alkaline-earth-like elements, furthermore offer the possibility to study fermionic and MI physics for higher spins $S > 1/2$, or more generally a larger number $N$ of internal degrees of freedom, realizing higher symmetry groups such as SU(N). An SU(6) MI has been prepared in the experiment [88], where an increased adiabatic Pomeranchuk cooling effect was observed, consistent with the higher residual spin entropy per site $s = k_B \ln N$ of the MI, and in agreement with theoretical predictions based for example on high-temperature expansions [113].

### 4. Quantum magnetism

While in the paramagnetic MI particle number fluctuations are strongly suppressed, spin fluctuations are still possible, as indicated by the macroscopic residual entropy $S = Nk_B \ln 2$ for unit filling and spin-1/2, with the total particle number $N$, in the limit of vanishing hopping $t \to 0$. However, virtual hopping processes lead to magnetic (super-) exchange couplings, see figure 7, which at low temperatures can remove the macroscopic degeneracy and induce long-range magnetic order, unless they are frustrated by the lattice geometry. Although quantum magnetism in solids has been investigated for a long time, important open questions remain, for example regarding the existence and characteristic properties of quantum spin liquids in frustrated geometries, where spins interact through competing exchange couplings [114]. QMC simulations of frustrated quantum spin models in any spatial dimension are problematic, even in equilibrium, due to the sign problem [10]. On the other hand, DMRG has provided a powerful approach to equilibrium properties of (frustrated) spin systems in 1d, and recently been extended to 2d systems of finite width [115]. Accurate simulations of the nonequilibrium dynamics of large interacting quantum spin systems are in general only possible by DMRG in one spatial dimension, where they are also limited to short simulation times due to an exponentially increasing truncation error [19].

Cold atom quantum simulators can provide new insight into the physics of quantum spin systems, since exchange couplings and lattice geometry are highly tunable, from ferro- to antiferromagnetic, and from bipartite to frustrated. Moreover, spin–spin correlations and nonequilibrium spin dynamics can be measured in situ and in real-time [23, 26, 82, 116, 117]. In our discussion of ultracold quantum magnetism in this section we will roughly follow the historical timeline, first for theoretical predictions (derivation of superexchange, numerical simulations), then for the experimental implementations (superexchange couplings, cooling, correlations). We will discuss fermionic and bosonic systems in parallel, in order to highlight analogies.

It was proposed early that ultracold bosons and fermions with multiple hyperfine states in optical lattices can give rise to superexchange couplings and quantum magnetic order [22, 118]. While for fermions the superexchange is always AF, for bosons the sign is tunable. Consider for example a general single-band, two-component Hubbard Hamiltonian

$$\hat{H} = - \sum_{\langle ij \rangle \sigma} (t_{ij} \hat{a}_{i \sigma}^\dagger \hat{a}_{j \sigma} + \text{h.c.}) + U_1 \sum_i \hat{n}_{i \uparrow} \hat{n}_{i \downarrow} + \frac{1}{2} \sum_{i, \sigma} U_2 \hat{n}_{i \sigma} (1 - \hat{n}_{i \sigma})$$

(7)

Figure 7. Superexchange couplings due to virtual second-order tunneling.
with bosonic or fermionic statistics. As before, \( \sigma = \uparrow, \downarrow \) denotes a spin index, labeling two hyperfine states or two different atomic species. For fermions the intra-species couplings \( U_{\uparrow \uparrow} \) are to be considered as infinite, which yields the standard spin-1/2 FH model. Deep in the MI, at a total filling of one particle per site \( (n_{\uparrow} + n_{\downarrow} = 1) \), and to leading order in \( t_{s}/U_{\uparrow} \) and \( t_{s}/U_{\downarrow} \), this system can be described by the effective anisotropic Heisenberg XXZ spin Hamiltonian \([118]\)

\[
\hat{H} = \sum_{\langle ij \rangle} J_{s} \hat{\sigma}_{i}^{z} \hat{\sigma}_{j}^{z} \pm J_{x} (\hat{\sigma}_{i}^{x} \hat{\sigma}_{j}^{x} + \hat{\sigma}_{i}^{y} \hat{\sigma}_{j}^{y}) + J_{y} (\hat{\sigma}_{i}^{x} \hat{\sigma}_{j}^{x} - \hat{\sigma}_{i}^{y} \hat{\sigma}_{j}^{y}),
\]

(8)

where \( \hat{\sigma}_{i}^{x,y,z} \) are Pauli matrices, and the sign \( \pm \) applies to fermions and bosons, respectively. The longitudinal

\[
J_{s} = \frac{t_{s}^{2} + t_{s}^{2}}{2U_{\uparrow \uparrow}} - \frac{t_{s}^{2}}{U_{\uparrow}} - \frac{t_{s}^{2}}{U_{\downarrow}}
\]

(9)

and transverse superexchange couplings

\[
J_{x} = \frac{t_{s}t_{t}}{U_{\uparrow \uparrow}}
\]

(10)

are tunable by the choice of the hopping amplitudes \( t_{s} \), which can be achieved by spin-dependent optical lattices or by a mass imbalance of the two atomic species \( \sigma = \uparrow, \downarrow \) [86]. Alternatively, the interactions \( U_{\uparrow \uparrow} \) can be tuned via the \( s \)-wave scattering lengths \( a_{s\sigma \sigma'} \). For the case of an isotropic, spin-dependent cubic lattice loaded with spinful bosons, tuning the ratio \( t_{s}/t_{t} \) leads to a quantum phase transition between in-plane \( xy \)-ferromagnetism and a \( z \)-Néel antiferromagnet [119], shown in the left part of figure 8. Bosonic DMFT calculations performed at \( T > 0 \) and in the full range from weak to strong coupling [87, 109] found in addition to the magnetic phases a bosonic analog of the Pomeranchuk effect [85], which implies that the system can be heated from the strongly correlated SF into the spin-disordered MI (see figure 8, right part). It has been proposed that the resulting squeezing of the local particle number fluctuations \( \langle \Delta n_{i} \rangle^{2} = \langle (\hat{n}_{i} - \langle \hat{n}_{i} \rangle)^{2} \rangle \) could be observed in situ by optical quantum gas microscopy as in [37, 38].

For ultracold fermions, on the other hand, the emergence of AF order at sufficiently low temperatures, as proposed in [22], was quantified for a 3d cubic lattice in [85], where a critical entropy per particle \( s_{\text{Néel}} \approx 0.77k_{B} \) was found by single-site DMFT calculations, which were however known to significantly overestimate the exact result. Later studies based on the dynamical cluster approximation and on diagrammatic Monte Carlo simulations provided a more realistic value of \( s_{\text{Néel}} \approx 0.42k_{B} \) for the homogeneous system [120], which is significantly lower than estimates of the entropy in recent 3d experiments, where \( s \approx 0.77k_{B} \) was found in the Mott core of [91], and almost the same value in [92]. Large-scale simulations based on real-space DMFT [101] have yielded magnetization and entropy distributions of spin-1/2 fermions in a cubic lattice, in the presence of a harmonic trap [103], shown in figure 9. They have also proved that emerging Néel order, or short-range AF correlations, are accompanied by an enhanced double occupancy \( D = \langle \hat{n}_{i} \hat{n}_{i} \rangle \) at intermediate to strong correlation strength, which provides a characteristic signature for detecting AF order.

In multilavor mixtures of more than two different hyperfine states of fermions with repulsive interactions in a lattice, as realized with alkaline-earth elements or \(^{173}\)Yb [88], higher symmetry groups (such as SU(N)) can be realized, and exotic magnetic states have been prediced, for example by DMFT studies of 3-color magnetism at unit filling [121, 122]. They should be observable below critical temperatures.
Figure 9. Real-space DMFT results for AF order (1st row), double occupancy \(D\) (2nd row), particle (3rd row) and entropy (4th row) densities per site, in the central plane of the Fermi–Hubbard model (1) on a cubic lattice with \(U = 12\) and a harmonic trapping potential \(\varepsilon_0 = 0.05t\) with \(V_0 = 0.05t\). At low temperature (left column) a large antiferromagnetic core is strongly magnetized, with increasing \(T\) the AF order decays. In the 2nd, 3rd and 4th row the top half displays the respective observables in the central plane of the lattice, and the bottom half the corresponding values after integration along the \(z\)-axis. Reprinted figure with permission from [103]. Copyright 2010 by the American Physical Society.

It has also been pointed out that an anisotropy of the system, for example an easy-axis, can raise the critical entropy significantly [86]. For bosons on a 3d cubic lattice, QMC simulations have established a critical entropy \(s_c \approx 0.5k_B\) in the (easy-axis, Ising-type) \(z\)-Néel antiferromagnet, in contrast to the lower value \(s_c \approx 0.35k_B\) for the easy-plane \(xy\)-ferromagnetic state [123], due to additional fluctuations of the magnetization arising from a Goldstone mode in the latter case.

Superexchange couplings arising from virtual hopping, illustrated in figure 7, have first been clearly observed in the experiment [124] by measurement of the coherent spin dynamics of \(^{87}\)Rb with two hyperfine states in a superlattice, where both sign and magnitude of the superexchange coupling can be changed by tuning the potential bias between the sublattices. Extended tunability of both \(J^z\) and \(J^\pm\) in the effective XXZ spin model (8) by additional periodic driving of the superlattice has been demonstrated in [125].

Spin–spin-correlations between neighboring sites have initially been measured by superlattice techniques [126] and by lattice amplitude modulation [127]. In this way it has been possible to detect short-range AF correlations for fermions in dimerized and anisotropic simple cubic lattices [116], where in the MI domain entropies per particle of \(s \approx 0.6k_B\) have been found, which is clearly below the values for isotropic cubic lattices. These techniques have more generally allowed systematic studies of the dependence of spin correlations on the lattice geometry, and of their dynamics after sudden changes of the geometry [26].

While cooling and thermometry in the presence of a lattice is a major challenge up to the present day [84], as discussed in section 2.5, significant progress has been made during the last years. The width of a transition layer between two spin domains of \(^{87}\)Rb in a trap, separated by a magnetic field gradient, has allowed the measurement of temperatures in the optical lattice [128]. By adiabatically reducing the gradient, it was possible to cool the system in the presence of the optical lattice down to 350 pK, with equilibration between spin and motional degrees of freedom [129]. These measurements have been quantitatively validated by real-space bosonic DMFT simulations, see the results in figure 10, taking into account the experimental geometry [87]. While magnetic order had not been achieved in the experiment [129], where temperatures were within a factor of two of the theoretically expected ordering temperature [123], the simulations of [87] showed that the adiabatic demagnetization process, which reduces the local entropy per particle in the spin-mixed regions, can drive the system into the long-range magnetically ordered phase. For a detailed discussion of magnetic cooling techniques in ultracold gases and in solid-state quantum magnets see [89].

AF correlations of ultracold fermionic \(^6\)Li in a cubic optical lattice have been detected by spin-sensitive Bragg scattering, which—in analogy to the scattering of neutrons from solid-state electronic materials—measures the spin structure factor

\[
S^z_{ij} = \frac{1}{N} \sum_{i,j} e^{i \mathbf{q} \cdot (\mathbf{r}_i - \mathbf{r}_j)} \langle \hat{S}^z_i \hat{S}^z_j \rangle
\]

\[S^z_{ij} = \frac{1}{N} \sum_{i,j} e^{i \mathbf{q} \cdot (\mathbf{r}_i - \mathbf{r}_j)} \langle \hat{S}^z_i \hat{S}^z_j \rangle
\]
that shows coherent enhancement in the direction \( \mathbf{q} = (\pi/a)(-1, -1, 1) \), corresponding to staggered (Néel-type) spin–spin correlations \([92]\). Temperatures in this experiment were estimated as 1.4 times the Néel temperature of long-range AF order, by comparison to theoretical predictions (QMC, high-temperature series) for \( S'_J \). As emphasized in \([92]\), for the temperatures in this experiment, state-of-the-art numerical simulation techniques for the Fermi–Hubbard model approach their limit of reliability, motivating the use of an analog quantum simulator based on ultracold fermions.

Very recently, AF correlations have also been measured in situ by optical quantum gas microscopy. In one-dimensional fermionic spin-1/2 Hubbard chains realized with \(^{6}\text{Li}\), staggered spin correlations were observed by spin-dependent splitting in a superlattice potential \([117]\). Moreover, for two hyperfine states of \(^{6}\text{Li}\) in a 2d optical lattice, the spin–spin correlator 
\[ C_d \propto \sum_{\mathbf{r}} \langle \hat{\sigma}_z^\mathbf{r} \hat{\sigma}_z^{\mathbf{r}+\mathbf{d}} \rangle - \langle \hat{\sigma}_z^\mathbf{r} \rangle \langle \hat{\sigma}_z^{\mathbf{r}+\mathbf{d}} \rangle \]
has been determined by in situ measurements of the particle density, in combination with selective removal of one spin state \([23]\). At the lowest temperatures \( T/T_F \approx 0.06 \) and \( T_F = 4t/k_B \) in a square lattice at half filling, long-range AF correlations extending through the entire system, up to a distance of 10 lattice sites, were observed (see figure 11), with a temperature-dependent correlation length in quantitative agreement with theory. These long-range correlations are also visible in the spin structure factor \( S'_J \). They have been shown to be stable at significant hole doping of the system. Further recent in situ studies of the ultracold Fermi–Hubbard model have included the effect of spin imbalance, i.e. a finite spin polarization of the system, and observed canted antiferromagnetism \([24]\), which would be hard to access in cuprate materials due to the very large magnetic fields required.

Moreover, at finite doping these measurements were in agreement with the non-monotonic doping dependence of the magnetic susceptibility in the cuprates, while matching numerical calculations were at the limit of current state-of-the-art numerical simulation techniques. A better understanding of the magnetic response in the normal state of the Fermi–Hubbard model, which is crucial for describing the pseudogap phase of the cuprates, and thus for clarifying the mechanism of high-temperature superconductivity \([2, 3]\), can therefore be achieved by ultracold quantum simulations. More recently also the attractive \((U < 0)\) Fermi–Hubbard model has been studied with quantum gas microscopy, where charge-density-wave- and SF correlations have been measured close to half filling \([25]\). In the future, these studies could be extended to the Berezinskii–Kosterlitz–Thouless transition into SF long-range order at lower-temperatures \([130]\), and to the Fulde–Ferrell–Larkin–Ovchinnikov SF state in the presence of spin imbalance \([131–133]\). These developments represent a breakthrough towards quantum simulations of magnetism and superconductivity of the Fermi–Hubbard model, as proposed in \([22]\).

Far-from-equilibrium magnetization dynamics has been measured as well. In one- and two-dimensional ferromagnetic Heisenberg quantum magnets, realized with two-component ultracold bosons in an optical lattice, the decay of initial spin spiral patterns, and diffusive (1d) versus superdiffusive (2d) spin transport has been observed by quantum gas microscopy \([27]\). Also the propagation of elementary spin excitations (magnons) and of bound states comprised of two magnons has been detected in this system \([28]\). Superexchange-mediated exponential decay of the magnetization for an initially prepared out-of-equilibrium AF state has been observed for a pseudospin-1/2 Bose–Hubbard model at unit filling in a 2d optical lattice \([29]\).

Despite this impressive progress, experimental realization of long-range magnetic order induced by superexchange is still challenging due to the low entropies required. On the other hand, a quantum phase transition into an antiferromagnetically ordered state has been observed for an effective quantum Ising model \([60]\), realized in a spinless Bose–Hubbard chain via a mapping of bosonic site-occupation to an Ising pseudospin, as proposed earlier \([134]\). The advantage of this approach is that the effective magnetic coupling is proportional to the hopping \(t\), typically much larger than the superexchange scale \(t^2/U\), and therefore leads to faster spin dynamics and a higher critical temperature for magnetic ordering. In this way, the one-dimensional quantum Ising model with a transverse magnetic field has been realized:

\[
\hat{H} = J \sum_i \hat{\sigma}_i^z \hat{\sigma}_{i+1}^z - h_1^x \hat{\sigma}_i^x + h_2^x \hat{\sigma}_i^x.
\] (11)

The spin-flip dynamics of the system is generated by the effective transverse magnetic field, given as \(h_i = t/U\) in terms of the underlying Bose–Hubbard model \((5)\). The transition from a paramagnet to an antiferromagnet and the resulting formation of AF domains were detected by single-site resolved imaging, and via noise correlations in TOF images, following the proposal \([56]\).

A highly promising new platform for simulating quantum spin systems is given by Rydberg-excited atoms in arrays of optical microtraps. These can be arranged in arbitrary geometries and loaded defect-free \([135, 136]\). They have already
been used to probe the many-body dynamics of Ising-type quantum spin models with tunable interactions and system sizes of up to 51 qubits [30]. Alternatively, weak Rydberg-dressing of ground state atoms in optical lattices can be applied in order to design and investigate synthetic quantum spin lattices [137].

A further, very successful approach towards quantum simulations of magnetic long-range order is based on mapping the position-dependent phase $\theta_i$ of a BEC onto a classical $xy$-spin vector $\mathbf{s}_i = [\cos \theta_i, \sin \theta_i]$. It has been implemented for a triangular lattice with tunable spin-exchange couplings $J, J'$ in [33]. Since in this case the exchange couplings are given by the bosonic hopping matrix elements, the associated critical temperatures for long-range order (condensate formation) are easier to access than for superexchange-induced magnetism. Both sign and magnitude of $J$ and $J'$ are independently tunable via elliptic lattice shaking, giving rise to a rich phase diagram with various magnetic phases, including ferromagnetic and spiral order, with phase transitions of first and second order [33]. Spontaneous symmetry breaking between two degenerate spiral configurations was clearly observed. In a later study, an additional Ising-type $\mathbb{Z}_2$ symmetry was implemented via staggered, synthetic gauge fluxes [35]. At low temperatures, the spontaneous breakings of this $\mathbb{Z}_2$ symmetry was observed, as well as a hysteresis-like behavior of the emerging Ising magnetization. While these impressive results arise ‘only’ from a classical spin Hamiltonian, they nevertheless represent successful quantum simulations of frustrated spin systems by ultracold atoms in optical lattices. Extending these studies towards low bosonic filling per site will give access to fully quantum spin models, with possible exotic spin-density wave [138] or spin-liquid ground states. The latter could be detected by measuring non-local correlation functions (for example string order, as in the spin-1 Haldane chain) with quantum gas microscopy, which has already been achieved for the string order parameter in a one-dimensional bosonic MI [139]. Note that other frustrated geometries, such as the Kagome lattice, have been realized as well [34].

5. Disorder and localization

Disorder is of natural relevance in solids where defects are not only inevitably present but can also be introduced in a controlled way, for instance chemically during sample preparation. As a result, one observes intriguing phenomena such as localization or glassiness. Of particular interest is the interplay of disorder and interactions, which is of fundamental importance in systems as diverse as frustrated quantum magnets, or itinerant electronic systems with metal-insulator transitions due to competing interaction and disorder. Many aspects of these are not yet well understood. In this context, quantum simulations with ultracold gases offer the unique possibility to freely tune the type and strength of disorder, the strength of two-particle interactions, as well as the quantum statistics of the system. They have for the first time allowed direct imaging of an exponentially Anderson-localized wavefunction, which is impossible in a disordered metal or semiconductor. Since quantum gases in optical lattices are approximately closed quantum systems, they also give access to many-body quantum dynamics far out of equilibrium, and to probing the regime of many-body localization (MBL). In our discussion in the following we will focus on the most relevant case of quenched disorder, which is assumed to be ‘frozen’ on the timescale of the experiment, and on localization transitions induced by disorder and interactions.

Scattering from impurities and defects crucially affects the conducting properties of electronic materials. In two-dimensional noninteracting systems it leads to weak localization due to enhanced backscattering at any disorder strength [140, 141], while in 3d disorder can induce a metal-insulator transition due to Anderson localization of the electronic wavefunctions [142]. Here the character of the spectrum of energy eigenstates changes from continuous to a dense point spectrum. In an Anderson-localized state, a quantum particle returns with a finite probability to the position where it starts to propagate.

For noninteracting, disordered systems, a rather complete physical understanding has been obtained by powerful theoretical techniques such as the scaling theory of localization, the nonlinear $\sigma$-model and numerical simulations. For reviews see [140, 141]. The scaling theory of noninteracting localization argues that the logarithmic derivative of the dimensionless conductance $g \equiv G/(e^2/h)$ with respect to the linear system size $L$ can be expressed as a function of $g(L)$ alone:

$$\frac{d \ln g}{d \ln L} = \beta(g). \quad (12)$$

In one and two spatial dimensions one finds $\beta(g) < 0$ always, which implies that at sufficiently large length scales only insulating behavior with localized single-particle wavefunctions can occur. In three spatial dimensions, $\beta(g_c) = 0$ at a critical, length-scale dependent conductance $g_c$, which corresponds to a mobility edge between localized and extended states.

Experimentally, noninteracting Anderson localization and its critical behavior have been observed in a driven quantum gas modeled by a quasiperiodic kicked rotor, where the resulting dynamical localization in momentum space is equivalent to Anderson localization in three spatial dimensions [143]. Direct imaging of localized bosonic matter-waves in a 1d disordered potential has also been achieved, both by expansion of a BEC in an optical Speckle potential [144] and by in situ imaging of localized states in a quasiperiodic, incommensurate lattice [145]. In this way, exponential Anderson localization of matter-waves $\Psi_{\text{BEC}}(x) \sim e^{-|x|/\xi}$ has been observed in real-space for the first time.

Three-dimensional fermionic Anderson localization and the emergence of a mobility edge have been observed in [146]. An exponentially localized component of the cloud with a lack of diffusion was detected, which could not be explained classically. The mobility edge $E_c$ has been extracted from the localized fraction, and its dependence on the disorder strength $\Delta$ determined. The localization length $\xi(\Delta, T)$ has
been determined, and found to decrease as a function of disorder strength \( \Delta \) as expected, while it increases with the temperature \( T \).

On the other hand, the regime of strong disorder combined with strong two-particle interactions still poses major open theoretical questions. It is believed that the interplay between disorder and interaction is at the core of the metal-insulator transition observed in 2d electron gases with disorder [147], which would be ruled out by the noninteracting scaling theory discussed above. A particular scenario that is amenable to quantum simulations in optical lattices, is the interplay between localization of bosons or fermions on a lattice due to strong, local repulsive interaction (the Mott transition) and Anderson localization due to disorder, which presents a major theoretical challenge due to the absence of (numerically) exact solutions, except in 1d. For a review see [148].

Significant theoretical progress on this topic has been achieved for fermions due to new developments in DMFT [100], in particular statistical DMFT [149] and typical medium theory (TMT) [150], which provide a nonperturbative approach to Mott-Anderson localization in strongly correlated Fermi systems that becomes exact in the limit of high lattice coordination number. Large-scale QMC simulations have given new insight into SF-insulator transitions for disordered and interacting bosons [111].

The disordered Bose–Hubbard model is given by (5), with onsite energies \( \epsilon_i \) sampled from a probability distribution \( p(\epsilon) \) of width \( \Delta \), for example box disorder with \( p(\epsilon) = \theta(\Delta/2 - |\epsilon|)/\Delta \), or Speckle disorder with \( p(\epsilon) = \theta(\epsilon)\exp(-\epsilon/\Delta)/\Delta \), where \( \theta(x) \) denotes the Heaviside function. It is a paradigmatic model for studying effects of randomness in strongly correlated bosonic systems [47], as they arise in superconducting thin films [151], for SF \(^4\)He immersed in random pores of Vycor [152] and in effective models of vortex pinning in type-II superconductors [153]. In addition to the MI, the SF and the normal phase at \( T > 0 \), a Bose glass (BG) phase has been predicted, which is compressible and insulating [47], and can be considered as the equivalent of the compressible Anderson insulating phase for fermions. The nature and extent of the BG has been subject to a theoretical debate, including the question whether a direct transition between MI and SF phases is possible [155], including collective excitations of the BG in the calculation of the ground state always leads to an intermediate BG phase between the MI and SF phases [156]. This has been predicted by a ‘theorem of inclusions’ and by QMC studies [157, 158], which also provided evidence that the transition MI–BG is of the Griffiths type.

Disorder-driven, re-entrant condensation and SF at strong interactions and constant filling has been observed both within SMFT for a lattice coordination number \( z = 6 \) [156], see figure 12, and within QMC simulations for a cubic lattice [158], although only at low temperatures, which are beyond the reach of experiments up to date [159].

In the experiment [160] an array of 1d Bose–Hubbard chains with an additional bichromatic (quasiperiodic) potential, mimicking disorder, has been realized and the excitation spectrum measured by Bragg spectroscopy. With increasing quasi-disorder, a crossover from MI to a state with vanishing long-range coherence and a flat, gapless density of excitations was found, which was interpreted as evidence for the formation of a BG phase.

An experimental realization of the 3d disordered Bose–Hubbard model with fine-grained Speckle disorder has been presented in [159, 161], where a strong reversible reduction of the condensate fraction indicates disorder-induced localization of an interacting BEC in the lattice. Additional mass transport measurements in [159] confirmed the localization scenario. The experimental data found no evidence for the disorder-induced re-entrant transition from MI to SF predicted by theory, most likely due to finite temperature effects. They were also not yet able to distinguish the MI and BG phases directly, which would require measurements of the excitation spectrum or the compressibility of the insulating state.

The combined effect of strong correlations and disorder has also been studied for fermions in the framework of the Anderson–Hubbard model, given by (1) with onsite energies \( \epsilon_i \) sampled from a probability distribution \( p(\epsilon) \) of width \( \Delta \). In particular, the interplay between Mott- and Anderson localization in the spin-1/2 Fermi–Hubbard model has been investigated by DMFT combined with TMT [162], where it was shown that the combined influence of interaction and disorder leads to delocalization and re-entrant metallic behaviour, see the phase diagram in figure 13. Within the TMT the typical value of the local density of states (LDOS) \( A_{\mu}(\omega) = -(1/\pi)\text{Im}\ G_{\mu\mu}(\omega + i0^+) \), well approximated by its geometric average \( A_{\mu}\phi_0 = \exp((-\mu)/\Delta) \), represents a mean-field for Anderson localization. It vanishes at the transition, in contrast to the arithmetically averaged or global density of states, which remains finite in the Anderson insulator. These studies were later extended to the full statistical DMFT, where a self-consistent distribution of the LDOS is determined [163], also taking into account experimentally realistic Speckle-type disorder [164]. AF correlations have also been included within DMFT+TMT [165], leading to the magnetic phase diagram in figure 14. In this case, the competition between disorder and strong correlations was found to stabilize a novel AF metallic phase for intermediate interaction strength.
The disordered Fermi–Hubbard model has been studied in a recent experiment with ultracold $^{40}$K in a cubic optical lattice with an additional Speckle potential [166]. Localization properties were measured by applying an impulse to the atomic cloud via a magnetic field gradient, and measuring the resulting center-of-mass velocity by TOF expansion. It was found that increasing disorder suppresses the resulting mass transport, which vanishes at a critical disorder strength $c_D$, corresponding to an Anderson metal-insulator transition. Remarkably, when in addition the Hubbard interaction $U$ is increased, an interaction-driven delocalization transition is observed, see Figure 15, thus qualitatively confirming the DMFT predictions of re-entrant metallic behavior [162–164]. No quantitative agreement was found, most likely due to the different lattice geometries investigated in experiment and theory. The additional prediction that increasing disorder can also drive delocalization, when applied to a strongly correlated MI state [162, 163] still needs to be verified experimentally, since probing transport properties in the Mott regime is more challenging. Also note that, strictly speaking, a true MI does not exist for unbounded Speckle disorder in the thermodynamic limit [164]. Remarkably, the experiment [166] observed that disorder-induced localization persists also at finite temperature, which could be an indication of MBL, which we discuss in the following.

As already remarked by Anderson in his pioneering work on localization [142], disordered and isolated quantum many-body systems may fail to act as their own heat bath. Within perturbation theory it was later shown that under its intrinsic unitary dynamics an interacting, disordered electron system without coupling to a (phonon) bath may remain localized in excited many-body eigenstates, thus violating ergodicity [167]. This phenomenon has been termed MBL and been at the focus of a considerable amount of theoretical studies, for
example by exact diagonalization [168] and renormalization group methods [169]. For a recent review see [170]. A rigorous proof, involving only a single reasonable assumption, for the existence of MBL in a 1d quantum spin chain with short-range interactions has recently been given [171]. In higher spatial dimensions $d > 1$ the situation is much less clear from a theoretical point of view, due to the absence of analytical solutions and the challenges faced by numerical simulations of the full nonequilibrium many-body quantum dynamics.

While a generic, interacting Anderson insulator, like a MI, would only be insulating at $T = 0$, a many-body localized system has the remarkable property that it can remain strictly insulating even at finite temperature [167]. In analogy to an ideal noninteracting Anderson insulator, where all single-particle eigenstates are localized, in the case of MBL the many-body wavefunctions are considered as localized in Fock space. In addition, many-body localized systems exhibit a characteristic logarithmic spreading of entanglement, when starting from non-entangled initial conditions, which distinguishes them both from noninteracting Anderson insulators and from thermal states [170].

Analog quantum simulations with interacting ultracold bosons and fermions in disordered optical lattices have recently allowed to shed new light on MBL, and the conditions under which it occurs. The breakdown of local thermalization of an ultracold fermionic ensemble in a 1d optical lattice with quasi-random disorder due to an incommensurate superlattice, described by the Aubry–André model, has been observed [172]. In this experiment, an initially prepared highly excited particle-density wave state fails to decay for sufficiently strong randomness, while the system is ergodic at weaker disorder, in agreement with DMRG simulations. In a study of coupled, identical 1d disordered tubes, MBL was found to disappear with increasing inter-tube coupling, when crossing over from one to two spatial dimensions [173]. On the other hand, [174] observed an MBL transition between thermal and localized phases of bosonic $^{87}$Rb in a fully two-dimensional disordered optical lattice, where the dynamics of an initially prepared excited state with spatial density imbalance was monitored in situ with single-site resolution (see figure 16) and the sharp onset of a finite (quasi-) steady-state imbalance at a critical disorder strength was observed, with an associated decay length scale diverging at the transition. Note that the system size in this measurement was beyond the capability of current state-of-the-art numerical simulations on classical computers. In [175] a controlled coupling to a thermal environment was introduced via dissipation due to photon scattering. In this case, the sharp MBL transition of the closed system is expected to be replaced by a crossover, similar to the effect of finite temperature on a quantum phase transition. As a result of dissipation, the excited initial state was found to decay with a rate proportional to the photon scattering.

**Figure 15.** Measured critical disorder strength for the disorder-driven fermionic metal-insulator transition of ultracold $^{40}$K in a 3d optical lattice with Speckle disorder. Interaction-induced delocalization is clearly visible, as the increasing Hubbard interaction $U$ drives the system back into the metallic phase. Reprinted with permission from [166]. Copyright 2015 by the American Physical Society.

**Figure 16.** Many-body localization observed in a two-dimensional disordered optical lattice. An initially prepared excited state with spatial density imbalance is evolving in time, without disorder (left subfigure (b)), and in the presence of spatial disorder (right subfigure (c)). $\tau$ denotes the tunneling time. In both (b) and (c), the left column shows single-shot images (isolated red dots are individual atoms) of the parity projected atomic distribution for the indicated evolution times. The right column displays the mean density distribution averaged over 50 different disorder potentials. In contrast to (b), traces of the initial state remain visible for all times in the disordered case. The white lines in the averaged density profiles after $t = 249\tau$ highlight the difference. From [174]. Reprinted with permission from AAAS.
It is at this stage an open question whether the MBL phenomena observed in the above discussed measurements represent a stable phase, or only a metastable localized regime, from which the system will eventually thermalize on much longer timescales beyond experimental reach [170]. The characteristic slow, logarithmic growth of entanglement entropy in MBL systems could be measured by quantum gas microscopy [176].

6. Synthetic gauge fields and topological states

The integer quantum Hall effect plays a fundamental role in modern solid-state physics [177], and has important applications, for example the definition of the resistance standard. Laughlin’s Gedanken experiment [178], illustrated in figure 17, shows that the presence of chiral edge states is an inescapable consequence of the quantized transverse conductance $\sigma_{xy} = ne^2/h$ in quantum Hall insulators of finite width. Chiral edge states, which can be understood as skipping motion of electrons when their cyclotron orbits bounce off the edge, emerge at the interface between quantum Hall state and vacuum [179]. The quantum Hall conductivity can also be related to a topological invariant, the Chern number, by the TKNN formula [180]: $n = (1/2\pi)\sum \int d^2k \Omega_m(k)$ with a summation over all occupied bands, where $\Omega_m = i(\langle \partial_{k_x} u_m(k) | \partial_{k_y} u_m(k) \rangle - \langle \partial_{k_y} u_m(k) | \partial_{k_x} u_m(k) \rangle)$ is the Berry curvature, and $\{u_m(k)\}$ denotes a Bloch state with quasi-momentum $k$ in band $m$. The two pictures are related by the bulk-edge correspondence [181].

If a second time-reversed copy of a bulk quantum Hall state is added, one obtains the time-reversal invariant quantum spin Hall (QSH) state, which similarly has topologically protected one-dimensional helical edge states inside insulating band gaps. The first version of a QSH effect proposed by Kane and Mele [182] consists of two time-reversed copies of Haldane’s model [183], discussed below, with spin-up and spin-down coupling to effective orbital magnetic fields in opposite directions. In solid-state physics, the quantum (spin-) Hall state can be detected by measuring the quantum Hall conductivity [184], or by observing the band structure using ARPES [181]. However, in solids it is difficult to realize models with different spin components coupling to opposite magnetic fields, to measure the Berry curvature directly, or to tune the strength of two-particle interactions and to investigate their effect on topological states of matter.

Recently, novel methods have been developed for realizing synthetic gauge fields in neutral cold-atoms systems, which are well suited for studying topologically non-trivial states of matter. This has been first achieved by using the Coriolis force in a rotating atomic gas [185], and later by inducing a Berry phase with Raman lasers [186, 187]. In one-dimensional systems, tunable gauge fields have been realized by an effective Zeeman lattice [188] and by dynamical driving of an optical lattice [189]. Here we will highlight developments for laser-induced tunneling [190–194] and shaken lattices [195–197], which are powerful tools for realizing strong effective magnetic fields and topologically non-trivial states. These systems are time-periodically driven and well-controllable. Great progress has already been made in simulating paradigmatic models such as the Harper-Hofstadter (HH) [192, 193] and Haldane Hamiltonians [196].

Following the seminal proposal [190], the HH Hamiltonian, describing a quantum particle on a 2d lattice, coupling to a strong magnetic flux

$$\hat{H} = -\sum_{m,n} t (e^{i\phi_{mn}}\hat{a}_{m+1,n}^\dagger \hat{a}_{m,n} + \hat{a}_{m,n+1}^\dagger \hat{a}_{m,n}) + \text{h.c.,}$$

(13)

where $(m, n)$ labels the sites of a square lattice, has been realized with ultracold atoms [192, 193]. The key ingredient of the HH Hamiltonian is a phase that particles acquire when hopping between sites. In optical lattices, this so-called Peierls phase $\phi_{mn}$ has been imprinted by laser-assisted tunneling with the setup shown in figure 18. A magnetic field gradient induces an energy offset $\Delta$ in $x$-direction, which is much larger than the bare tunneling strength in this direction. Therefore, hopping in $x$-direction is effectively inhibited. It is then recovered resonantly via laser-assisted tunneling, induced by two beams with frequency difference.
\[ \omega_1 - \omega_2 = \frac{\Delta}{\hbar}. \]

On the other hand, \( \Delta \) is much smaller than the band gap, ensuring that atoms do not occupy higher orbital states. The local optical potential induced by the two laser beams is \( V_{\text{loc}}(r, i) = V_{\text{loc}}^0 \cos^2 \left( \frac{\mathbf{k}_i - \mathbf{k}_2}{2} \right) \) where \( \mathbf{q} = \mathbf{k}_1 - \mathbf{k}_2 \) is the wave vector difference and \( \omega = \frac{\Delta}{\hbar} \). In the high-frequency limit the system can be described by an effective time-independent Hamiltonian of the type (13), with the Peierls phase \( \Phi_{\text{loc}} = \mathbf{q} \cdot \mathbf{R}_{\text{loc}} \), where \( \mathbf{R}_{\text{loc}} \) is the position vector of lattice site \((m, n)\). The resulting dimensionless flux per unit cell of the lattice is given by \( \alpha = \Phi/2\pi \) in terms of the phase \( \Phi \) accumulated on a closed path around a plaquette.

The implementation of the HH Hamiltonian (13) offers a platform for generating non-trivial topological states. Measurement of the Chern number of the lowest band for a flux \( \alpha = \frac{2}{\pi} \) has been carried out in an all-optical set-up [194]. In response to a constant force \( \mathbf{F} = F\mathbf{e}_x \), atoms undergo Bloch oscillations in the direction of the force. If the energy bands have non-zero Berry curvature, the atom cloud experiences a net perpendicular drift [198], with an anomalous contribution to the velocity for a particle in the Bloch state \( |\mathbf{p}_{\text{loc}}\rangle \) that is given by the Berry curvature as \( v_{\text{loc}} = -\frac{\mathbf{F}}{\hbar} \Omega_m(k) \) [199]. In this way, the Chern number of the lowest band has been determined as \( n_1 = 0.995(5) \) [194]. On the other hand, the detection of edge states, and the realization of a QSH state by completely filling Chern bands with ultracold fermions remain future experimental challenges.

The Haldane model is a further pioneering model for a topological phase of matter [183], defined by the Hamiltonian

\[
\hat{H} = -\sum_{\langle ij \rangle} t_{ij} \hat{a}_i^\dagger \hat{a}_j - \sum_{\langle ij \rangle} t'_{ij} e^{i\phi_{ij}} \hat{a}_i^\dagger \hat{a}_j + \text{h.c.} + \Delta_{AB} \sum_{i \in A} \hat{a}_i^\dagger \hat{a}_i,
\]

where \( i, j \) denote the sites of a honeycomb lattice, \( t_{ij} \) and \( t'_{ij} \) are real hopping amplitudes between pairs of nearest neighbors \( \langle ij \rangle \) and next-nearest neighbors \( \langle\langle ij \rangle\rangle \), respectively, and \( \Delta_{AB} \) is a staggered offset between the two sublattices \( A \) and \( B \). It illustrates that time-reversal symmetry (TRS) breaking, rather than overall non-zero flux per unit cell, is required for a finite quantum Hall conductance. The Haldane model has been realised by following the proposal [200] to shake a two-dimensional honeycomb lattice (see figure 19) on an elliptical orbit \( \mathbf{r}_{\text{sh}} = A(\cos(\omega t)\mathbf{e}_x + \cos(\omega t - \varphi)\mathbf{e}_y) \), with a non-interacting, ultracold gas of fermionic \(^{40}\)K prepared in the lowest band [196]. The quasimomentum drift induced by the Berry curvature \( \Omega_{mn}(k) \) has been observed to demonstrate topological properties of the resulting effective Haldane model. Breaking of either inversion symmetry (IS) or TRS opens a gap in the band structure. IS is broken by introducing the energy offset \( \Delta_{AB} \) between sublattices, while TRS can be broken by changing the phase \( \varphi \) of the driving. As shown in the experiment, with only IS broken, the drift is zero since the Berry curvature is point anti-symmetric \( \Omega_{mn}(k) = -\Omega_{nm}(-k) \), while with only TRS broken, a finite drift arises, corresponding to a point symmetric Berry curvature \( \Omega_{mn}(k) = \Omega_{mn}(-k) \) [199]. Recently the full \( \mathbf{k} \)-dependence of the Chern number of a tunable honeycomb lattice has been determined by a tomographic approach, based on the dynamics after a quench of the effective Floquet band structure [197].

The above described experimental realizations of key models for topological bands provide examples for Floquet engineering, which more generally allows realizing and tuning band structures, interactions and many-body quantum states, for example via effective Floquet Hamiltonians, by time-periodic driving of single- or many-particle quantum systems [201].

Cold atoms with time-periodic driving are thus an ideal platform to study the interplay of interactions and topology. To this end, it is crucial for a topologically non-trivial ground state to have a long life-time in the presence of interactions. First experimental attempts [196, 202] in this direction are encouraging. Reference [196] observed only a 25% entropy increase in the MI regime by loading a balanced spin mixture of ultracold fermions into a lattice and reversing the loading procedure, compared to the situation without driving. This implies that the heating induced by driving need not be a dominating factor. Reference [202] studied the effect of different loading procedures in two and three spatial dimensions by comparing images of TOF patterns. It is found that an interacting HH SF state can be realized up to a lattice depth of \( 20E_r \), with lifetimes that are only 2–4 times smaller than in the weakly interacting case.

While noninteracting topological insulators have been the subject of intense investigations during recent years and are reasonably well understood [181], much less is known about topological bands in the presence of two-particle interactions. It is still an open question under which conditions the bulk-edge correspondence holds for interacting systems. A recently proposed effective topological Hamiltonian [203], involving only the zero-frequency Green’s function of the interacting system \( \hat{h}_{\text{top}}(k) = -G^{-1}(k, i\omega = 0) \), allows calculating topological indices for strongly correlated fermionic systems in combination with (real-space) DMFT. In this way, the topological phase diagram for the time-reversal-symmetric fermionic Hofstadter–Hubbard model

\[
\hat{H} = -\sum_j (t_j \hat{c}_j^\dagger + e^{-i2\pi\gamma_j} \hat{c}_j + t_j \hat{c}_j^\dagger e^{i2\pi\alpha_j} \hat{c}_j + \text{h.c.}) + \sum_j (\mathbf{U} \hat{a}_{ij} \hat{a}_{ij})
\]
with additional spin–orbit coupling $\gamma$ and a staggered potential $\lambda_s$ has been calculated, where $\hat{c}_j^\dagger = (\hat{c}_j^\dagger_x, \hat{c}_j^\dagger_y)$ is the creation operator at site $j = (x, y)$ of a square lattice and $e_x, e_y$ denote the primitive lattice vectors in $x$- and $y$-direction. The bulk-edge correspondence has been verified for the interaction-driven transition into the QSH state [204, 205], while exotic quantum magnetic order was found for larger interaction values, see figure 20. For bosons, on the other hand, it is an open question whether topological (Chern-)insulating states can be realized, since this requires strong interactions from the start. A recent DMFT study of the bosonic Haldane–Hubbard model established a nontrivial chiral SF phase for weak interactions, while the Chern index of the strongly correlated Mott phase, which has local plaquette currents, was found to vanish despite topologically non-trivial subbands [206]. More generally, the question is whether a topological MI, predicted in [207], can exist. Also the role of disorder, which may stabilize topological bands and induce topological Anderson insulators [208], is an open issue.

The QSH state discussed above, or more generally topological band insulators, as well as the Haldane spin-1 chain, are examples for symmetry-protected topological (SPT) phases, featuring a bulk gap, no exotic excitations, but nontrivial surface states which are protected by symmetry. Alternatively, intrinsic topological order may emerge in a many-body system, which is then characterized by topologically ground state degeneracy, fractional excitations and topological entanglement entropy [209, 210]. Fractional (anyonic) excitations in systems with intrinsic topological order, for example a fractional quantum Hall state, could find a powerful application in topological quantum computation [211]. While SPT phases have only short-range entanglement, in phases with intrinsic topological order long-range entanglement is found. Ultracold realizations have been proposed for fractional Chern insulators, which represent the lattice analog of fractional quantum Hall states, and for which optical flux lattices may be a promising platform [212]. The resulting topological order may be detected via nonlocal correlation functions, such as string order, which has already been measured in a one-dimensional bosonic MI [139].

Since cold atom realizations of topological states are mesoscopic in size, it is an important question how topological properties and edge states are affected by the soft boundaries of the optical trapping potential. In [213] it was shown for noninteracting fermions that sharp boundaries are not required for realizing quantum Hall or QSH states in optical lattices, and that a quartic confinement potential $\epsilon_i \propto n^2$ in the open direction of a cylinder geometry is already steep enough to obtain well-defined edge and bulk regions. Quasi-homogeneous bulk regions with sharp repulsive boundaries can be created by blue-detuned sheets of light [42].

All current implementations of synthetic gauge fields in optical lattices are based on periodic driving with a Hamiltonian $\hat{H}(t) = \hat{H}(t + T)$, either by laser-assisted tunneling or time-periodic forcing [189, 192, 196], with the HH and Haldane models emerging as effective Hamiltonians in the Floquet picture [214]. Little is known yet about extending these concepts to interacting, periodically driven systems. Non-perturbative theoretical investigations along these lines [215] will be crucial for a quantitative understanding of upcoming experiments involving synthetic gauge fields and strong two-particle interactions. Moreover, the topological classification of periodically driven systems has so far only been understood for noninteracting systems [216].

7. Outlook

As discussed in this article, ultracold quantum simulations of strongly correlated systems have already achieved a number of impressive milestones. Future developments will likely aim at a further reduction of entropies and temperatures in optical lattices, to give access to the $d$-wave SF regime of the doped FH model [22], which is expected at temperatures roughly a factor of 4 below those for AF ordering [2], and could provide critical insight into the origin of high-temperature superconductivity in the cuprates. At these reduced temperatures, also more exotic types of spin and topological order can be investigated, for example in frustrated quantum magnets. The additional role of electron–phonon coupling could be studied in hybrid quantum simulators, where ultracold fermions are coupled to the tunable quantized vibrations of trapped ion crystals [17]. The fundamental open question whether many-body localized phases, arising from the interplay of disorder and interaction, can be stable in spatial dimensions higher than one, will likely be another focus of future research.

In systems of cold gases with synthetic gauge fields, the experimental realization of interacting topological
states, as well as the detection of edge modes, intrinsic topological order, and fractional excitations will be of major interest.

Novel physics and quantum phases are expected and will be investigated in quantum many-body systems with long-range interactions, which can be induced by Rydberg dressing [137], by Rydberg-excited atoms in optical microtraps [30], via heteronuclear molecules [217–219] or in gases with magnetic dipolar moments [220]. Alternatively, self-organization transitions due to infinitely long-range effective interactions arise in degenerate quantum gases interacting with an optical cavity [221], where ordered states and collective excitations in the presence of additional two-particle interactions [222] and coupling to multiple cavities [223] are currently under active investigation.

There has also been remarkable progress in creating degenerate Fermi gases of alkaline-earth-like elements (for example $^{173}\text{Yb}$ or $^{87}\text{Sr}$), which have long-lived, metastable excited electronic states and a large nuclear spin decoupled from the electronic angular momentum, see for example [88, 224]. These systems have moved into focus as promising new candidates for quantum simulations of lattice fermions with higher spin, orbital degeneracy or higher internal symmetry SU(N) [225]. Ultracold simulations of more exotic condensed matter systems, such as color superconductors in neutron star cores, and ‘baryonic’ Fermi liquids [5, 6], are thus also becoming accessible.

Acknowledgments

This work was partially supported by the Deutsche Forschungsgemeinschaft via DFG SPP 1929 GiRyd, DFG FOR 2414 and DFG SFB/TR 49.

ORCID iDs

W Hofstetter https://orcid.org/0000-0003-0414-4848

References

[1] Bloch I, Dalibard J and Zwerger W 2008 Many-body physics with ultracold gases Rev. Mod. Phys. 80 885–964
[2] Lee P A, Nagaosa N and Wen X-G 2006 Doping a Mott insulator: physics of high-temperature superconductivity Rev. Mod. Phys. 78 17–85
[3] Le Hur K and Rice T M 2009 Superconductivity close to the Mott state: from condensed-matter systems to superfluidity in optical lattices Ann. Phys. 324 1452–515
[4] Jaksch D, Bruder C, Cirac J I, Gardiner C W and Zoller P 1998 Cold bosonic atoms in optical lattices Phys. Rev. Lett. 81 3108–11
[5] Honerkamp C and Hofstetter W 2004 Ultracold fermions and the SU(N) Hubbard model Phys. Rev. Lett. 92 170403
[6] Rapp A, Zarrand G, Honerkamp C and Hofstetter W 2007 Color superfluidity and ‘baryon’ formation in ultracold fermions Phys. Rev. Lett. 98 160405
[7] Feynman R P 1982 Simulating physics with computers Int. J. Theor. Phys. 21 467–88
[8] Feynman R P 1986 Quantum mechanical computers Found. Phys. 16 507–31
[9] Lloyd S 1996 Universal quantum simulators Science 273 1073–8
[10] Troyer M and Wiese U-J 2005 Computational complexity and fundamental limitations to fermionic quantum Monte Carlo simulations Phys. Rev. Lett. 94 170201
[11] Buluta I and Nori F 2009 Quantum simulators Science 326 108–11
[12] Anderson P W 1959 New approach to the theory of superexchange interactions Phys. Rev. 115 2–13
[13] Hubbard J 1963 Electron correlations in narrow energy bands Proc. R. Soc. A 276 238–57
[14] Kanamori J 1963 Electron correlation and ferromagnetism of transition metals Prog. Theor. Phys. 30 275–89
[15] Imada M, Fujimori A and Tokura Y 1998 Metal-insulator transitions Rev. Mod. Phys. 70 1039–263
[16] Auerbach A 2012 Interacting Electrons and Quantum Magnetism (Springer Science & Business Media)
[17] Bissbort U, Cocks D, Negretti A, Idziaszek Z, Calarco T, Schmidt-Kaler F, Hofstetter W and Gerritsma R 2013 Emulating solid-state physics with a hybrid system of ultracold ions and atoms Phys. Rev. Lett. 111 080501
[18] Essler F H L, Frahm H, Göhmann F, Klümpers A and Korepin V E 2005 The One-Dimensional Hubbard Model (Cambridge: Cambridge University Press)
[19] Schöllwöck U 2005 The density-matrix renormalization group Rev. Mod. Phys. 77 299
[20] Anderson P W 1987 The resonating valence bond state in La$_2$CuO$_4$ and superconductivity Science 235 1196–8
[21] Verstraete F, Murg V and Cirac J I 2008 Matrix product states, projected entangled pair states, and variational renormalization group methods for quantum spin systems Adv. Phys. 57 143–224
[22] Hofstetter W, Cirac J I, Zoller P, Demler E and Lukin M D 2002 High-temperature superfluidity of fermionic atoms in optical lattices Phys. Rev. Lett. 89 220407
[23] Mazurenko A, Chiu C S, Ji G, Parsons M F, Kanász-Nagy M, Schmidt R, Grusdt F, Demler E, Greif D and Greiner M 2017 A cold-atom Fermi–Hubbard antiferromagnet Nature 545 462–6
[24] Brown P T, Mitra D, Guardado-Sanchez E, Schauß P, Kondev S S, Khatami E, Paiva T, Trivedi N, Huse D A and Bakr W S 2017 Spin imbalance in a 2D Fermi–Hubbard system Science 357 1385–8
[25] Mitra D, Brown P T, Guardado-Sanchez E, Kondev S S, Devakul T, Huse D A, Schauss P and Bakr W S 2017 Quantum gas microscopy of an attractive Fermi–Hubbard system Nat. Phys. (https://doi.org/10.1038/phys4297)
[26] Greif D, Jotzu G, Messner M, Desbuquois R and Esslinger T 2015 Formation and dynamics of antiferromagnetic correlations in tunable optical lattices Phys. Rev. Lett. 115 260401
[27] Hild S, Fukuhara T, Schauß P, Zeilier J, Knap M, Demler E, Bloch I and Gross C 2014 Far-from-equilibrium spin transport in Heisenberg quantum magnets Phys. Rev. Lett. 113 147205
[28] Fukuhara T, Schauß P, Endres M, Hild S, Cheneau M, Bloch I and Gross C 2013 Microscopic observation of magnon bound states and their dynamics Nature 502 76–9
[29] Brown R C, Wyllie R, Koller S B, Goldschmidt E A, Foss-Feig M and Porto J V 2015 Two-dimensional superexchange-mediated magnetization dynamics in an optical lattice Science 348 540–4
[30] Bernien H et al 2017 Probing many-body dynamics on a 51-atom quantum simulator Nature 551 579–84
[31] Grimm R, Weidemüller M and Ovchinnikov Y B 2000 Optical dipole traps for neutral atoms Adv. At. Mol. Opt. Phys. 42 95–170

[32] Uehlinger T, Jotzu G, Messer M, Greif D, Hofstetter W, Bissbort U and Esslinger T 2013 Artificial graphene with tunable interactions Phys. Rev. Lett. 111 185307

[33] Struck J, Ölschläger C, Le Targat R, Soltan-Panahi P, Eckardt A, Lewenstein M, Windpassinger P and Sengstock K 2011 Quantum simulation of frustrated classical magnetism in triangular optical lattices Science 333 996–9

[34] Jo G-B, Guzman J, Thomas C K, Hosur P, Vishwanath A and Stamper-Kurn D M 2012 Ultracold atoms in a tunable optical Kagome lattice Phys. Rev. Lett. 108 045305

[35] Struck J et al 2013 Engineering Ising-XY spin-models in a triangular lattice using tunable artificial gauge fields Nat. Phys. 9 738–43

[36] Bissbort U 2013 Dynamical effects and disorder in ultracold bosonic matter, Dissertation, Johann Wolfgang Goethe-Universität, Frankfurt am Main http://publikationen.uni-frankfurt.de/frontdoor/index/index/docId/28591

[37] Bakr W S, Peng A, Tai M E, Ma R, Simon J, Gillen J I, Fölling S, Pollet L and Greiner M 2010 Probing the superfluid-to-Mott insulator transition at the single-atom level Science 329 547–50

[38] Sherson J F, Weitenberg C, Endres M, Cheneau M, Bloch I and Kuhr S 2010 Single-atom-resolved fluorescence imaging of an atomic Mott insulator Nature 467 68–72

[39] Bloch I and Greiner M 2005 Exploring quantum matter with ultracold atoms in optical lattices Adv. At. Mol. Opt. Phys. 52 i–47

[40] Georges A 2006 Condensed-matter physics with light and atoms Proc. of the International School of Physics ‘Enrico Fermi’, Course CLXIV (Varenna)

[41] Barontini G, Labovitz R, Stuvenrauch F, Vogler A, Guarerra V and Ott H 2013 Controlling the dynamics of an open many-body quantum system with localized dissipation Phys. Rev. Lett. 110 035302

[42] Mukherjee B, Yan Z, Patel P B, Hadzibabic Z, Yefsah T, Struck J and Zwierlein M W 2017 Homogeneous atomic Fermi gases Phys. Rev. Lett. 118 123401

[43] Greif D, Parsons M F, Mazurenko A, Chiu C S, Blatt S, Huber F, Ji G and Greiner M 2016 Site-resolved imaging of a fermionic Mott insulator Science 351 953–7

[44] Marzari N and Vanderbilt D 1997 Maximally localized generalized Wannier functions for composite energy bands Phys. Rev. B 56 12847–65

[45] Pethick CJ and Smith H 2002 Bose–Einstein Condensation in Dilute Gases (Cambridge: Cambridge University Press)

[46] Inouye S, Andrews M R, Stenger J, Miesner H-J, Stamper-Kurn D M and Ketterle W 1998 Observation of Feshbach resonances in a Bose–Einstein condensate Nature 392 151–4

[47] Fisher M P A, Weichman P B, Grinstein G and Fisher D S 1989 Boson localization and the superfluid-insulator transition Phys. Rev. B 40 546–70

[48] Will S, Best T, Schneider U, Hackermüller L, Lüthmann D-S and Bloch I 2010 Time-resolved observation of coherent multibody interactions in quantum phase relays Nature 465 197–201

[49] Mark M J, Haller E, Lauber K, Danzl J G, Daley A J and Nägerl H C 2011 Precision measurements on a tunable Mott insulator of ultracold atoms Phys. Rev. Lett. 107 175301

[50] Lüthmann D-S, Jürgensen O and Sengstock K 2012 Multiorbital and density-induced tunneling of bosons in optical lattices New J. Phys. 14 033021

[51] Bissbort U, Deuretzbacher F and Hofstetter W 2012 Effective multibody-induced tunneling and interactions in the Bose–Hubbard model of the lowest dressed band of an optical lattice Phys. Rev. A 86 023617

[52] Müller T, Fölling S, Widera A and Bloch I 2007 State preparation and dynamics of ultracold atoms in higher lattice orbitals Phys. Rev. Lett. 99 200405

[53] Wirth G, Ölschläger M and Hemmerich A 2011 Evidence for orbital superfluidity in the P-band of a bipartite optical square lattice Nat. Phys. 7 147–53

[54] Brantut J-P, Meineke J, Stadler D, Körner S and Esslinger T 2012 Conduction of ultracold fermions through a mesoscopic channel Science 337 1069–71

[55] Köhl M, Moritz H, Stöferle T, Günter K and Esslinger T 2005 Fermionic atoms in a three dimensional optical lattice: observing Fermi surfaces, dynamics, and interactions Phys. Rev. Lett. 94 080403

[56] Altman E, Demler E and Lukin M D 2004 Probing many-body states of ultracold atoms via noise correlations Phys. Rev. A 70 013603

[57] Fölling S, Gerbier F, Widera A, Mandel O, Gericke T and Bloch I 2005 Spatial quantum noise interferometry in expanding ultracold atom clouds Nature 434 481–4

[58] Rom T, Best T, Van Oosten D, Schneider U, Fölling S, Paredes B and Bloch I 2006 Free fermion antibunching in a degenerate atomic Fermi gas released from an optical lattice Nature 444 733–6

[59] Greiner M, Regal C A, Stewart J T and Jin D S 2005 Probing pair-correlated fermionic atoms through correlations in atom shot noise Phys. Rev. Lett. 94 110401

[60] Simon J, Bakr W S, Ma R, Tai M E, Preiss P M and Greiner M 2011 Quantum simulation of antiferromagnetic spin chains in an optical lattice Nature 472 307–12

[61] Regal C A and Jin D S 2003 Measurement of positive and negative scattering lengths in a Fermi gas of atoms Phys. Rev. Lett. 90 230404

[62] Gupta S, Hadzibabic Z, Zwierlein M W, Stan C A, Dieckmann K, Schunck C H, van Kempen E G M, Verhaar B J and Ketterle W 2003 Radio-frequency spectroscopy of ultracold fermions Science 300 1723–6

[63] Törmä P 2014 Spectroscopies—Theory Quantum Gas Experiments: Exploring Many-Body States (Cold Atoms: vol 3) (London: Imperial College Press) pp 199–250

[64] Chin C, Bartenstein M, Altman E, Riedl S, Jochim S, Hecker Denschlag J and Grimm R 2004 Observation of the pairing gap in a strongly interacting Fermi gas Science 305 1128–30

[65] Kimmern J, Rodriguez M and Törmä P 2004 Pairing gap and in-gap excitations in trapped fermionic superfluids Science 305 1131–3

[66] Schirotzek A, Shin Y-I, Schunck C H and Ketterle W 2008 Determination of the superfluid mass gap in atomic Fermi gases by quasiparticle spectroscopy Phys. Rev. Lett. 101 140403

[67] Stewart J T, Gaebler J P and Jin D S 2008 Using photoemission spectroscopy to probe a strongly interacting Fermi gas Nature 454 744–7

[68] Zhou X I, Cuk T, Devereaux T, Nagaoa N and Shen Z-X 2007 Angle-Resolved Photoemission Spectroscopy on Electronic Structure and Electron-Phonon Coupling in Cuprate Superconductors (New York, NY: Springer) pp 87–144

[69] Stamper-Kurn D M, Chikkarath A P, Görlitz A, Inouye S, Gupta S, Pritchard D E and Ketterle W 1999 Excitation of phonons in a Bose–Einstein condensate by light scattering Phys. Rev. Lett. 83 2876–9

[70] Steinhauser J, Ozeri R, Katz N and Davidson N 2002 Excitation spectrum of a Bose–Einstein condensate Phys. Rev. Lett. 88 120407

[71] Papp S B, Pino J M, Wild R J, Ronen S, Wieman C E, Jin D S and Cornell E A 2008 Bragg spectroscopy of a
strongly interacting 85Rb Bose–Einstein condensate Phys. Rev. Lett. 101 135301

[72] Veeravalli G, Kuhnl E, Dyke P and Vale C J 2008 Bragg spectroscopy of a strongly interacting Fermi gas Phys. Rev. Lett. 101 250403

[73] Heinosa S, Lingham M, Deleheye M and Vale C J 2012 Dynamic spin response of a strongly interacting Fermi gas Phys. Rev. Lett. 109 050403

[74] Ernst P T, Götze S, Krausi S, Pyka K, Lüthmann D-S, Pfannkuche D and Sengstock K 2010 Probing superfluids in optical lattices by momentum-resolved Bragg spectroscopy Nat. Phys. 6 56–61

[75] Bissbort U, Götze S, Li Y, Heinez J, Krausi J S, Weinberg M, Becker C, Sengstock K and Hofstetter W 2011 Detecting the amplitude mode of strongly interacting lattice bosons by Bragg scattering Phys. Rev. Lett. 106 205303

[76] Tarruell L 2014 Spectroscopic tools for experiments with ultracold fermions in optical lattices Quantum Gas Experiments: Exploring Many-Body States (Cold Atoms: vol 3) (London: Imperial College Press) pp 251–66

[77] Stöferle T, Moritz H, Schori C, Köhl M and Esslinger T 2004 Transition from a strongly interacting 1d superfluid to a Mott insulator Phys. Rev. Lett. 92 130403

[78] Schori C, Stöferle T, Moritz H, Köhl M and Esslinger T 2004 Excitations of a superfluid in a three-dimensional optical lattice Phys. Rev. Lett. 93 240402

[79] Kollath C, Iucci A, Giamarchi T, Hofstetter W and Schollwöck U 2006 Spectroscopy of ultracold atoms by periodic lattice modulations Phys. Rev. Lett. 97 050402

[80] Kollath C, Iucci A, McCulloch I P and Giamarchi T 2006 Modulation spectroscopy with ultracold fermions in an optical lattice Phys. Rev. A 74 041604

[81] Jördens R, Strohmaier N, Günter K, Moritz H and Esslinger T 2008 A Mott insulator of fermionic atoms in an optical lattice Nature 455 204–7

[82] Greif D, Tarruell L, Uehlinger T, Jördens R and Esslinger T 2011 Probing nearest-neighbor correlations of ultracold fermions in an optical lattice Phys. Rev. Lett. 106 145302

[83] Heinz J, Götze S, Krausi J S, Hundt B, Flüsschen N, Lüthmann D-S, Becker C and Sengstock K 2011 Multiband spectroscopy of ultracold fermions: observation of reduced tunneling in attractive Bose–Fermi mixtures Phys. Rev. Lett. 107 135303

[84] McKay D C and DeMarco B 2011 Cooling in strongly correlated optical lattices: prospects and challenges Rep. Prog. Phys. 74 054401

[85] Werner F, Parcollet O, Georges A and Hassan S R 2005 Interaction-induced adiabatic cooling and antiferromagnetism of cold fermions in optical lattices Phys. Rev. Lett. 95 056401

[86] Sotnikov A, Cocks D and Hofstetter W 2012 Advantages of mass-imbalanced ultracold fermionic mixtures for approaching quantum magnetism in optical lattices Phys. Rev. Lett. 109 065301

[87] Li Y, Bakhtiari M R, He L and Hofstetter W 2012 Pomeranchuk effect and spin-gradient cooling of Bose–Bose mixtures in an optical lattice Phys. Rev. A 85 023624

[88] Taie S, Yamazaki R, Sugawa S and Takahashi Y 2012 An SU(6) Mott insulator of an atomic Fermi gas realized by large-spin Pomeranchuk cooling Nat. Phys. 8 825–30

[89] Wolf B, Honecker A, Hofstetter W, Tutsch U and Lang M 2014 Cooling through quantum criticality and many-body effects in condensed matter and cold gases Int. J. Mod. Phys. B 28 1430017

[90] Hadzibabic Z, Gupta S, Stan C A, Schunck C, Zwierlein M W, Dieckmann K and Ketterle W 2003 Fiftyfold improvement in the number of quantum degenerate fermionic atoms Phys. Rev. Lett. 91 160401

[91] Jördens R et al 2010 Quantitative determination of temperature in the approach to magnetic order of ultracold fermions in an optical lattice Phys. Rev. Lett. 104 180401

[92] Hart R A, Duarte P M, Yang T-L, Liu X, Paiva T, Khatami E, Scalettar T R, Trivedi N, Huse D A and Hulet R G 2015 Observation of antiferromagnetic correlations in the Hubbard model with ultracold atoms Nature 519 211–4

[93] Schmidt B, Bakhtiari M R, Tivinidine I, Schneider U, Snoek M and Hofstetter W 2013 Dynamical arrest of ultracold lattice fermions Phys. Rev. Lett. 110 075302

[94] Ho T-L and Zhou Q 2009 Universal cooling scheme for quantum simulation arXiv:0911.5506v1

[95] Mott N F and Peierls R 1937 Discussion of the paper by de Boer and Verwey Proc. Phys. Soc. A 49 72–3

[96] Mott N F 1949 The basis of the electron theory of metals, with special reference to the transition metals Proc. Phys. Soc. A 62 416–22

[97] Limelette P, Georges A, Jérôme D, Wietzep P, Metcalf P and Honig J M 2003 Universality and critical behavior at the Mott transition Science 302 89–92

[98] de Souza M, Brühl A, Strack C, Wolf B, Schweitzer D and Schneid K 2007 Anomalous lattice response at the Mott transition in a quasi-2D organic conductor Phys. Rev. Lett. 99 037003

[99] Suzuki M 1993 Quantum Monte Carlo Methods in Condensed Matter Physics (Singapore: World Scientific)

[100] Georges A, Kotliar G, Krauth W and Rozenberg M J 1996 Dynamical mean-field theory of strongly correlated fermion systems and the limit of infinite dimensions Rev. Mod. Phys. 68 13

[101] Snoek M, Tivinidine I, Töke C, Byczuk K and Hofstetter W 2008 Antiferromagnetic order of strongly interacting fermions in a trap: real-space dynamical mean-field analysis New J. Phys. 10 093008

[102] Gull E, Millis A J, Lichtenstein A, Rubtsov A N, Troyer M and Werner P 2011 Continuous-time Monte Carlo methods for quantum impurity models Rev. Mod. Phys. 83 349

[103] Gorelik E V, Tivinidine I, Hofstetter W, Snoek M and Blümer N 2010 Néel transition of lattice fermions in a harmonic trap: a real-space dynamic mean-field study Phys. Rev. Lett. 105 065301

[104] Kotliar G and Vollhardt D 2004 Strongly correlated materials: insights from dynamical mean-field theory Phys. Today 57 53–9

[105] Greiner M, Mandel O, Esslinger T, Hänsch T W and Bloch I 2002 Quantum phase transition from a superfluid to a Mott insulator in a gas of ultracold atoms Nature 415 39–44

[106] Gerbier F, Widera A, Fölling S, Mandel O, Gericke T and Bloch I 2005 Interference pattern and visibility of a Mott insulator Phys. Rev. A 72 053606

[107] Trotzky S, Polllet L, Gerbier F, Schnorrberger U, Bloch I, Prokof’ev N V, Svinuson B and Troyer M 2010 Suppression of the critical temperature for superfluidity near the Mott transition Nat. Phys. 6 998–1004

[108] Byczuk K and Vollhardt D 2008 Correlated bosons on a lattice: dynamical mean-field theory for Bose–Einstein condensed and normal phases Phys. Rev. B 77 235106

[109] Hubener A, Snoek M and Hofstetter W 2008 Magnetic phases of two-component ultracold bosons in an optical lattice Phys. Rev. B 78 245109

[110] Prokof’ev N V, Svinuson B and Tupitsyn I S 1998 ‘Worm’ algorithm in quantum Monte Carlo simulations Phys. Rev. Lett. A 238 253–7

[111] Prokof’ev N and Svinuson B 2004 Superfluid-insulator transition in commensurate disordered bosonic systems: large-scale worm algorithm simulations Phys. Rev. Lett. 92 15703
[112] Schneider U, Hackermüller L, Will S, Best T, Bloch I, Costi T A, Helmes R W, Rasch D and Rosch A 2008 Metallic and insulating phases of repulsively interacting fermions in a 3D optical lattice Science 322 1520–5

[113] Hazzard K R A, Gurarie V, Hermle M and Rey A M 2012 High-temperature properties of fermionic alkaline-earth-metal atoms in optical lattices Phys. Rev. A 85 041604

[114] Balents L 2010 Spin liquids in frustrated magnets Nature 464 199–208

[115] Yan S, Huse D A and White S R 2011 Spin–liquid ground state of the $s = 1/2$ Kagome Heisenberg antiferromagnet Science 332 1173–6

[116] Greif D, Uehlinger T, Jotzu G, Terruel L and Esslinger T 2013 Short-range quantum magnetism of ultracold fermions in an optical lattice Science 340 1307–10

[117] Boll M, Hilker T A, Salomon G, Omran A, Nespolo J, Pollet B, Bloch I and Gross C 2016 Spin- and density-resolved microscopy of antiferromagnetic correlations in Fermi–Hubbard chains Science 353 1257–60

[118] Duan L M, Demler E and Lukin M D 2003 Controlling spin exchange interactions of ultracold atoms in optical lattices Phys. Rev. Lett. 91 090402

[119] Altman E, Hofstetter W, Demler E and Lukin M D 2003 Phase diagram of two-component bosons on an optical lattice New J. Phys. 5 113

[120] Fuchs S, Gull E, Pollet L, Burovski E, Kozik E, Pruschke T and Troyer M 2011 Thermodynamics of the 3D Hubbard model on approaching the Néel transition Phys. Rev. Lett. 106 030401

[121] Sotnikov A and Hofstetter W 2014 Magnetic ordering of three-component ultracold fermionic mixtures in optical lattices Phys. Rev. A 89 063601

[122] Yanatori H and Koga A 2015 Finite temperature properties of three-component fermion systems in optical lattice J. Phys. Soc. Japan 85 014002

[123] Capogrosso-Sansone B, Söyler Ş G, Prokof’ev N V and Svistunov B V 2010 Critical entropies for magnetic ordering in bosonic mixtures on a lattice Phys. Rev. A 81 053622

[124] Trotzky S, Chenei P, Fölling S, Feld M, Schnorrberger U, Rey A M, Polkovnikov A, Demler E A, Lukin M D and Bloch I 2008 Time-resolved observation and control of superexchange interactions with ultracold atoms in optical lattices Science 319 295–9

[125] Chen Y-A, Nasimbé S, Aidelburger M, Atala M, Trotzky S and Bloch I 2011 Controlling correlated tunneling and superexchange interactions with driven optical lattices Phys. Rev. Lett. 107 210405

[126] Trotzky S, Chen Y-A, Schnorrberger U, Chenei P and Bloch I 2010 Controlling and detecting spin correlations of ultracold atoms in optical lattices Phys. Rev. Lett. 105 265303

[127] Greif D G 2013 Quantum magnetism with ultracold fermions in an optical lattice Dissertation Eidgenössische Technische Hochschule Zürich https://research-collection.ethz.ch/handle/20.500.11850/74466

[128] Weld D M, Medley P, Miyake H, Hucul D, Pritchard D E and Ketterle W 2009 Spin gradient thermometry for ultracold atoms in optical lattices Phys. Rev. Lett. 103 245301

[129] Medley P, Weld D M, Miyake H, Pritchard D E and Ketterle W 2011 Spin gradient demagnetization cooling of ultracold atoms Phys. Rev. Lett. 106 195301

[130] Kosterlitz J M and Thouless D J 1973 Ordering, metastability and phase transitions in two-dimensional systems J. Phys. C 6 1181

[131] Fulde P and Ferrell R A 1964 Superconductivity in a strong spin-exchange field Phys. Rev. 135 A550

[132] Larkin A I and Ovchinnikov Y N 1965 Nonuniform state of superconductors Sov. Phys. JETP 20 762

[133] Kinnunen J, Baarsma J, Martikainen J-P and Törnä P 2017 The Fulde–Ferrell–Larkin–Ovchinnikov state for ultracold fermions in lattice and harmonic potentials Rep. Prog. Phys. 81 046401

[134] Sachdev S, Sengupta K and Girvin S M 2002 Mott insulators in strong electronic fields Phys. Rev. B 66 075128

[135] Labuhn H, Barredo D, Ravets S, De Léséleuc S, Macrì T, Lahaye T and Browaeys A 2016 Tunable two-dimensional arrays of single Rydberg atoms for realizing quantum Ising models Nature 534 667–70

[136] Barredo D, De Léséleuc S, Lienhard V, Lahaye T and Browaeys A 2016 An atom-by-atom assembler of defect-free arbitrary two-dimensional atomic arrays Science 354 1021–3

[137] Zeiher J, van Bijnens R, Schauß P, Hild S, Choi J-Y, Pohl T, Bloch I and Gross C 2016 Many-body interferometry of a Rydberg-dressed spin lattice Nat. Phys. 12 1095–9

[138] He L, Li Y, Altman E and Hofstetter W 2012 Quantum phases of Bose–Bose mixtures on a triangular lattice Phys. Rev. A 86 043620

[139] Endres M et al 2011 Observation of correlated particle-hole pairs and string order in low-dimensional Mott insulators Science 334 200–3

[140] Lee P A and Ramakrishnan T V 1985 Disordered electronic systems Rev. Mod. Phys. 57 287–337

[141] Kramer B and MacKinnon A 1993 Localization: theory and experiment Rep. Prog. Phys. 56 1469–564

[142] Anderson P W 1958 Absence of diffusion in certain random lattices Phys. Rev. 109 492

[143] Chabé J, Lemaréchal G, Grémaud B, Delande D, Sztirtag P and Garreau J C 2008 Experimental observation of the Anderson metal–insulator transition with atomic matter waves Phys. Rev. Lett. 101 255702

[144] Billy J, Josse V, Zuo Z, Bernard A, Hambrecht B, Lugan P, Clément D, Sanchez-Palencia L, Bouyer P and Aspect A 2008 Direct observation of Anderson localization of matter waves in a controlled disorder Nature 453 891–4

[145] Roati G, D’Errico C, Fallani F, Fattori M, Fortin C, Zaccanti M, Modugno G, Modugno M and Inguscio M 2008 Anderson localization of a non-interacting Bose–Einstein condensate Nature 453 895–8

[146] Kondov S S, McGehee W R, Zirbel J J and DeMarco B 2011 Three-dimensional Anderson localization of ultracold matter Science 334 66–8

[147] Kravchenko S V and Sarachik M P 2003 Metal–insulator transition in two-dimensional electron systems Rep. Prog. Phys. 67 1

[148] Belitz D and Kirkpatrick T R 1994 The Anderson–Mott transition Rev. Mod. Phys. 66 261–380

[149] Dobrosavljević V and Kotliar G 1997 Mean field theory of the Mott–Anderson transition Phys. Rev. Lett. 78 3943

[150] Dobrosavljević V, Pastor A A and Nikolić B K 2003 Typical medium theory of Anderson localization: a local order parameter approach to strong-disorder effects Europhys. Lett. 62 76

[151] Goldman A M 2003 Superconductor–insulator transitions in the two-dimensional limit Physica E 18 1–6

[152] Chan M H W, Blum K I, Murphy S Q, Wong G K S and Reppy J D 1988 Disorder and the superfluid transition in liquid He Phys. Rev. Lett. 61 1950

[153] Rafaël G, Hofstetter W and Nelson D R 2006 Transverse Meissner physics of planar superconductors with columnar pins Phys. Rev. B 74 174520

[154] Rapsch S, Schollwöck U and Zwerger W 1999 Density matrix renormalization group for disordered bosons in one dimension Europhys. Lett. 46 559

[155] Bissbort U and Hofstetter W 2009 Stochastic mean-field theory for the disordered Bose–Hubbard model Europhys. Lett. 86 50007
Semmler D, Wernsdorfer J, Bissbort U, Byczuk K and Basko D M, Aleiner I L and Altshuler B L 2006 Metal
Oganesyan V and Huse D A 2007 Localization of interacting
Imbrie J Z 2016 Diagonalization and many-body localization
Schreiber M, Hodgman S S, Bordia P, Lüschen H P, Schröder M,
Gurarie V, Pollet L, Prokofiev S and Weitenberg C 2016 Signatures of many-body localization in a controlled open quantum system Phys. Rev. X 7 011034
Islam R, Ma R, Preiss P, Tai E, Lukin A, Rispoli M and Greiner M 2015 Measuring entanglement entropy in a quantum many-body system Nature 528 77–83

Cage M E, Klitzing K, Chang A M, Girvin S M, Haldane F D M, Laughlin R B, Prange R E, Pruisken A M M and Thouless D J 1990 The Quantum Hall Effect (New York: Springer-Verlag) [https://doi.org/10.1007/978-1-4612-3350-3]
Laughlin R B 1981 Quantized Hall conductivity in two dimensions Phys. Rev. B 23 5632–3
Halperin B I 1982 Quantized Hall conductance, current-carrying edge states, and the existence of extended states in a two-dimensional disordered potential Phys. Rev. B 25 2185–90
Thouless D J, Kohmoto M, Nightingale M P and den Nijs M 1982 Quantized Hall conductance in a two-dimensional periodic potential Phys. Rev. Lett. 49 405–8
Hasan M Z and Kane C L 2010 Colloquium: topological insulators Rev. Mod. Phys. 82 3045–67
Kane C L and Mele E J 2005 Quantum spin Hall effect in graphene Phys. Rev. Lett. 95 226801
Haldane F D M 1988 Model for a quantum Hall effect without Landau levels: condensed-matter realization of the ‘parity anomaly’ Phys. Rev. Lett. 61 2015–8
Qi X-L and Zhang S-C 2011 Topological insulators and superconductors Rev. Mod. Phys. 83 1057–110
Fetter A L 2009 Rotating trapped Bose–Einstein condensates Rev. Mod. Phys. 81 647–91
Lin Y-J, Compton R L, Jimenez-Garcia K, Porto J V and Spielman I B 2009 Synthetic magnetic fields for ultracold neutral atoms Nature 462 628–32
Dalibard J, Gerbier F, Juzeliūnas G and Öhberg P 2011 Colloquium: artificial gauge potentials for neutral atoms Rev. Mod. Phys. 83 1523–43
Jiménez-Garcia K, LeBlanc L J, Williams R A, Reeler M C, Perry A R and Spielman I B 2012 Peierls substitution in an engineered lattice potential Phys. Rev. Lett. 108 225303
Strack J, Olschläger C, Weinberg M, Hauke P, Simonet J, Eckardt A, Lewenstein M, Sengstock K and Windpassinger P 2012 Tunable gauge potential for neutral and spinless particles in driven optical lattices Phys. Rev. Lett. 108 225304
Jaksch D and Zoller P 2003 Creation of effective magnetic fields in optical lattices: the Hofstadter butterfly for cold neutral atoms New J. Phys. 5 56
Aidelsburger M, Atala M, Nascimbène S, Trotzky S, Chen Y-A and Bloch I 2015 Experimental realization of strong effective magnetic fields in an optical lattice Phys. Rev. Lett. 114 180401
Aidelsburger M, Atala M, Lohse M, Barreiro J T, Paredes B and Bloch I 2013 Realization of the Hofstadter Hamiltonian with ultracold atoms in optical lattices Phys. Rev. Lett. 110 225304
Miyake H, Siviloglou G A, Kennedy C J, Burton W C and Ketterle W 2013 Realizing the Harper Hamiltonian with laser-assisted tunneling in optical lattices Phys. Rev. Lett. 111 185302
Aidelsburger M, Lohse M, Schweizer C, Atala M, Barreiro J T, Nascimbène S, Cooper N R, Bloch I and Goldman N 2015 Measuring the Chern number of Hofstadter bands with ultracold bosonic atoms Nat. Phys. 11 162–6
Struck J 2013 Artificial gauge fields in driven optical lattices: from frustrated XY models to Ising ferromagnetism, Dissertation Universität Hamburg [https://beluga.sub.uni-hamburg.de/vufind/Record/774754206]
Jotzu G, Messer M, Desbuquois R, Lebrat M, Uehlinger T, Greif D and Esslinger T 2014 Experimental realization of the topological Haldane model with ultracold fermions Nature 515 237–40
Fläschner N, Rem B S, Tarnowski M, Vogel D, Lühmann D-S, Sengstock K and Weitenberg C 2016
Experimental reconstruction of the Berry curvature in a Floquet band chaos *Science* **352** 1091–4

[198] Karplus R and Luttinger J M 1954 Hall effect in ferromagnetics *Phys. Rev.* **95** 1154

[199] Xiao D, Chang M-C and Niu Q 2010 Berry phase effects on electronic properties *Rev. Mod. Phys.* **82** 1959–2007

[200] Oka T and Aoki H 2009 Photovolatile Hall effect in graphene *Phys. Rev. B* **79** 081406

[201] Eckardt A 2017 Colloquium: atomic quantum gases in periodically driven optical lattices *Rev. Mod. Phys.* **89** 011004

[202] Kennedy C J, Burton W C, Chung W C and Ketterle W 2015 Observation of Bose–Einstein condensation in a strong synthetic magnetic field *Nat. Phys.* **11** 859–64

[203] Wang Z and Zhang S-C 2012 Simplified topological invariants for interacting insulators *Phys. Rev. X* **2** 031008

[204] Cocks D, Orth P P, Rachel S, Buchhold M, Le Hur K and Hofstetter W 2012 Time-reversal-invariant Hofstadter–Hubbard model with ultracold fermions *Phys. Rev. Lett.* **109** 205303

[205] Kumar P, Mertz T and Hofstetter W 2016 Interaction-induced topological and magnetic phases in the Hofstadter–Hubbard model *Phys. Rev. B* **94** 115161

[206] Vasić I, Petrescu A, Le Hur K and Hofstetter W 2015 Chiral bosonic phases on the Haldane honeycomb lattice *Phys. Rev. B* **91** 094502

[207] Raghu S, Qi X-L, Honerkamp C and Zhang S-C 2008 Topological Mott insulators *Phys. Rev. Lett.* **100** 156401

[208] Li J, Chu R-L, Jain J K and Shen S-Q 2009 Topological Anderson insulator *Phys. Rev. Lett.* **102** 136806

[209] Senthil T 2015 Symmetry-protected topological phases of quantum matter *Annu. Rev. Condens. Matter Phys.* **6** 299–324

[210] Bernevig A and Neupert T 2017 Topological superconductors and category theory *Topological Aspects of Condensed Matter Physics: Lecture Notes of the Les Houches Summer School* vol 103 (Oxford: Oxford University Press) pp 63–122

[211] Das Sarma S, Freedman M and Nayak C 2006 Topological quantum computation *Phys. Today* **59** 32–8

[212] Cooper N R and Dalibard J 2013 Reaching fractional quantum Hall states with optical flux lattices *Phys. Rev. Lett.* **110** 185301

[213] Buchhold M, Cocks D and Hofstetter W 2012 Effects of smooth boundaries on topological edge modes in optical lattices *Phys. Rev. A* **85** 063614

[214] Goldman N and Dalibard J 2014 Periodically driven quantum systems: effective Hamiltonians and engineered gauge fields *Phys. Rev. X* **4** 031027

[215] Qin T and Hofstetter W 2013 Periodic functions of a time- periodically driven Falicov–Kimball model: Real-space Floquet dynamical mean-field theory study *Phys. Rev. B* **96** 075134

[216] Nathan F and Rudner M S 2015 Topological singularities and the general classification of Floquet–Bloch systems *New J. Phys.* **17** 125014

[217] Ni K-K, Ospelkaus S, De Miranda M, Pe’er A, Neyenhuis B, Zirbel J, Kotochigova S, Julienne P, Jin D and Ye J 2008 A high phase-space-density gas of polar molecules *Science* **322** 231–5

[218] Danzl J, Haller E, Gustavsson M, Mark M, Hart R, Bouloufa N, Dulieu O, Ritsch H and Nägerl H-C 2008 Quantum gas of deeply bound ground state molecules *Science* **321** 1062–6

[219] Deiglmayr J, Grochola A, Repp M, Mörtlbauer K, Glück C, Lange J, Dulieu O, Wester R and Weidemüller M 2008 Formation of ultracold polar molecules in the rovibrational ground state *Phys. Rev. Lett.* **101** 133004

[220] Lahaye T, Menotti C, Santos L, Lewenstein M and Pfau T 2009 The physics of dipolar bosonic quantum gases *Rep. Prog. Phys.* **72** 126401

[221] Baumann K, Guerlin C, Brennecke F and Esslinger T 2010 Dicke quantum phase transition with a superfluid gas in an optical cavity *Nature* **464** 1301–6

[222] Li Y, He L and Hofstetter W 2013 Lattice-supersolid phase of strongly correlated bosons in an optical cavity *Phys. Rev. A* **87** 051604

[223] Léonard J, Morales A, Zupancic P, Donner T and Esslinger T 2017 Monitoring and manipulating Higgs and Goldstone modes in a supersolid quantum gas *Science* **358** 1415–8

[224] Scazza F, Hofrichter C, Höfer M, De Groot P C, Bloch I and Fölling S 2014 Observation of two-orbital spin-exchange interactions with ultracold SU(N)-symmetric fermions *Nat. Phys.* **10** 779–84

[225] Gorshkov A V, Hermele M, Gurarie V, Xu C, Julienne P S, Ye J, Zoller P, Demler E, Lukin M D and Rey A M 2010 Two-orbital SU(N) magnetism with ultracold alkaline-earth atoms *Nat. Phys.* **6** 289–95