Testing approximate normality of an estimator using the estimated MSE and bias with an application to the shape parameter of the generalized Pareto distribution
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Abstract In this work the normality in small samples of three often used estimators of the shape parameter of the generalized Pareto distribution are investigated. Normality implies that hypotheses can be tested with confidence in smaller samples. Often it is not easy to choose between estimators, based on the estimated MSE and bias using simulation studies and normality give the added advantage that hypotheses concerning the parameter can be tested in small samples. A confidence interval for the index of the S&P500 index is found by applying the results to estimators of the generalized Pareto distribution.
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1 Introduction

Three well-known estimators of the shape parameter of a generalized Pareto distribution (GPD) are investigated to see if they can be used to test hypotheses assuming normality in small samples and also to get an indication at which samples sizes it is acceptable to assume normality. Often it can be proven that an estimator is asymptotically normally distributed but that is very vague and for some estimators this can mean large sample sizes of thousands of observations which are often not available in practical problems. The shape parameter and the inverse of it, the tail index, is important in risk analysis and used to check if data is heavy-tailed. The probability weighted moment (PWM) estimator, maximum likelihood (ML) estimator and the empirical Bayes estimator proposed by Zhang and Stephens (2009) will be investigated. Samples from the three-parameter will be simulated and transformed to the two-parameter GPD by subtracting the scale parameter estimated as the smallest observation in a sample. It was found that the distribution of the Zhang and Stephens estimator (2009) is closest to normally distributed in small samples and in smaller samples it can be used with confidence to test hypotheses. The ML estimator is only normally distributed in larger samples of say n=250 and above and the PWM estimator is not even close to normally distributed in samples of size n=500.

The Jarque–Bera test (Jarque and Bera, 1987) and the Lilliefors test for normality (Lilliefors, 1967) will both be applied. It should be noted that normality as such does not imply good results with respect to bias and mean squared error (MSE), but all three these
estimators were shown to perform well (Zhang and Stephens, 2009), (de Zea Bermudez, Kotz, 2010). Some of the estimators are asymptotically normally distributed and the asymptotic variances known, but not for small samples (Hosking and Wallis, 1987). Using these results it is shown in an application in section 5 that with 95% certainty, that the index of the S&P500 is at least 2.7196, thus with a finite variance.

A new test which can be applied specifically in simulation studies where the true parameter is known is also proposed and used. This is an exact method although very simple, and under the hypothesis of normality will involve no approximations when performing tests.

When testing a hypothesis, under the true null-hypothesis where the true parameter is known, the hypothesis can be rejected if the underlying distribution of the data is not distributed according to the distribution of the sample on which the test is based. In simulation studies where the true parameters are known, this aspect can be used to test normality. A t-test is based on the assumption of normally distributed observations when calculating the test statistic. Consider a general estimation problem of a parameter $\theta$ in a simulation study, which is a parameter of a specified distribution.

After $m$ samples of sizes $n$ each simulated were simulated with true parameter $\theta_0$, $m$ estimators: $\hat{\theta}_1, \ldots, \hat{\theta}_m$ are available with mean $\bar{\theta}$ and estimated variance

$$S_{\bar{\theta}}^2 = \frac{1}{m} \sum_{j=1}^{m} (\hat{\theta}_j - \bar{\theta})^2$$

and the estimated variance of $\bar{\theta}$ is $S_{\bar{\theta}}^2 / (m - 1)$. To test the normality of the estimator, the following statistic can be used:

$$t_{m-1} = (m - 1)(\bar{\theta} - \theta_0) / \sqrt{S_{\bar{\theta}}^2}.$$  \hspace{1cm} (1)

If the estimators, $\hat{\theta}_1, \ldots, \hat{\theta}_m$, are normally distributed, the t-statistic would be central t distributed with $\nu = m - 1$ degrees of freedom. If this statistic is used to test the hypothesis $H_0 : \theta = \theta_0$, it will be rejected with high probably only if the estimator is not normally distributed, because the hypothesis is true and the estimated variance correct. This is exact under the hypothesis of normality and the size of this statistic can also give an indication of the distance of the distribution of the estimator and the normal distribution. It will be shown in section 2, that this statistic can be written in terms of the estimated bias and MSE at sample size $n$, which means that previously published results where the MSE and bias were reported can be used to check normality of an estimator.

An approximate variance can be investigated if it can be used at a sample size where it was shown that the estimator is normally distributed. Say it is established or known that at sample size $n$ an estimator is normally distributed, and there is an expression for the variance (maybe an asymptotic variance) say $\sigma_a^2$. If the expression for the variance is correct, and $m$ t-statistics are formed under the true null hypothesis $t_j = (\hat{\theta}_j - \theta_0) / \sigma_a, j = 1, \ldots, m$, the $m$ statistics should be approximately for $n$ large be
distributed normal with mean 0 and variance 1. If the same principle is applied the statistic
\[ t_{m-1}^* = (m-1)\bar{T} / \sqrt{S^2_j} \],
with \[ \bar{T} = (1/m) \sum_{j=1}^{m} t_j \], \[ S^2_j = (1/m) \sum_{j=1}^{m} (t_j - \bar{T})^2 \],
should have a t distribution with m-1 degrees of freedom.

Since m would almost always be large in a simulation study, the statistic would be approximately normally distributed and can also be compared against a standard normal critical value. If the test statistic is not standard normal distributed, using the approximate variances, a bootstrap estimate of the variance of the estimator must be calculated to perform hypothesis testing in practical problems. Both of these aspects are important when testing hypotheses, the distribution and the variance of the statistic.

An application of using the t-statistic to test normality using previously published results concerning estimator of the GPD parameters, where the MSE and bias were reported, will also be given.

2 Testing normality of estimators using the MSE and bias

It is first shown that the t-statistic can be written in terms of the estimated mean square error (MSE) and bias calculated from the simulated estimation results. This form can be used to check normality of an estimator using the MSE and Bias. Consider again the m estimators as described in section 1. The performance of an estimator was tested on the basis of m simulated samples of size n each, resulting in m estimators \( \hat{\theta}_1, \ldots, \hat{\theta}_m \) of the true parameter \( \theta_0 \). It will be assumed that the estimators are asymptotically unbiased. Let
\[ \bar{\theta} = \frac{1}{m} \sum_{j=1}^{m} \hat{\theta}_j \]
denote the sample mean of \( \hat{\theta}_1, \ldots, \hat{\theta}_m \), and the estimated variance of \( \hat{\theta} \) by
\[ S^2 = \sigma^2(\hat{\theta}) = \frac{1}{m} \sum_{j=1}^{m} (\hat{\theta}_j - \bar{\theta})^2 \], and the variance of \( \bar{\theta} \) is \( \sigma^2(\bar{\theta}) = S^2 / m \).

The estimated bias and MSE using the true parameter are respectively \( B(\hat{\theta}) = \bar{\theta} - \theta_0 \), and \( MSE = (1/m) \sum_{j=1}^{m} (\hat{\theta}_j - \theta_0)^2 \). It follows that
\[ mMSE = \sum_{j=1}^{m} (\hat{\theta}_j - \theta_0)^2 \]
\[ = \nu S^2 + m(\theta_0 - \bar{\theta})^2, \quad \nu = m - 1 \]
\[ = \nu S^2 + mB^2(\bar{\theta}) \]
Thus $S^2 = \frac{m}{\nu} \left( MSE - (\bar{\theta}_0 - \bar{\theta})^2 \right)$ and $\hat{\sigma}^2(\bar{\theta}) = \hat{\sigma}^2 \left( \frac{1}{m} \sum_{j=1}^{m} \frac{\hat{\theta}_j}{m} \right) = S^2 / m$. If $\hat{\theta}_1, \ldots, \hat{\theta}_m$ are normally distributed under the true hypothesis, then the statistic in (1) is exactly t distributed and can be written as

$$
t = \frac{\bar{\theta} - \bar{\theta}_0}{S(\bar{\theta})} = \frac{B(\hat{\theta})}{\sqrt{\left\{ \frac{m}{\nu} \left( MSE - B^2(\hat{\theta}) \right) \right\} / m}} = \frac{\sqrt{\nu B(\hat{\theta})}}{\sqrt{\left( MSE - B^2(\hat{\theta}) \right)}}, \nu = m - 1
$$

(2)

The number of simulated samples $m$ will mostly be large, more than say 500 samples generated, thus the t-statistic is approximately standard normally distributed with the test statistic $z \sim N(0,1)$, $m = \nu$, if the estimator is normally distributed and the test statistic is

$$
z = \sqrt{\nu (\bar{\theta} - \bar{\theta}_0) / \hat{\sigma}(\hat{\theta})}.
$$

(3)

Rejection of the hypothesis $H_0 : \theta = \theta_0$, will imply with high probability that the sample is not normal distributed.

The approximate distribution of the statistic $z$ where the $\bar{\theta}$’s are not normally distributed and the variance of the true parameters known, attracted much attention and the most well known approximation in such a case is the Edgeworth expansion for large samples with

$$
f(z) = \phi(z) \left( 1 + \rho_3 H_3(z) / (6\sqrt{n}) + (3\rho_4 H_4(z) + \rho_5 H_5(z)) / (72n) \right) + O(n^{-3/2}),
$$

where $n$ the sample size, $\rho_r = \kappa_r / \kappa_r^{1/2}$ are the standardized cumulants and $\kappa_r$ denotes the $r$-th cumulant. $H_r(z) = (-1)^r \phi^{(r)}(z) / \phi(z)$ denotes a Hermite polynomial of order $r$.

Using these results a sample approximation of the distribution is (Kendall, Stuart and Ord, 1987):

$$
f(z) = \phi(z) \left( 1 + (\hat{\rho}_3 3 - 5\hat{\rho}_5^2) / (24n) \right) + 0(n^{-1}).
$$

Expression of the series in terms of the t-distribution function was considered in the paper of Finner and Dickhaus (2010). This can be considered as a way to calculate the power for a specific estimator for large sample sizes. It can be seen that for large sample sizes
the normalized ratio can be considered as an indication of how close the distribution is to a normal distribution, since theoretically \( f(z) = \phi(z) \) if \( z \) is normal.

Since \( m \) would almost always be large in a simulation study, the statistic would be approximately normally distributed and can also be compared against a standard normal critical value. If the test statistic is not standard normal distributed, using the approximate variances, a bootstrap estimate of the variance of the estimator must be calculated to perform hypothesis testing in practical problems. Both of these aspects are important when testing hypotheses, the distribution and the variance of the statistic.

The GPD (Johnson et al., 1994) distribution is

\[
F(x) = 1 - (1 + (\xi / \sigma)(x - \mu))^{-\alpha}, x \geq \mu, \sigma > 0, \xi > 0,
\]

\( \sigma \) is a scale parameter , \( \xi \) the shape parameter and \( \mu \) the location parameter. The shape parameter determines how heavy the tail is and moments up to order the index \( \alpha \), where \( \alpha = 1 / \xi \), are finite.

Using the PWM procedure means that the parameters are estimated as

\[
\hat{\xi} = 2 - \frac{\hat{a}_0}{\hat{a}_0 - 2\hat{a}_1} \text{ and } \hat{\sigma} = 2\hat{a}_0\hat{a}_1 / (\hat{a}_0 - 2\hat{a}_1),
\]

\[
\hat{a}_0 = \bar{x}, \hat{a}_1 = \frac{1}{n} \sum_{j=1}^{n} x_{(j)}(1 - p_j), p_j = (j - 0.35) / n,
\]

for a sample of size \( n \) from the two-parameter GPD and \( x_{(1)} \leq \ldots \leq x_{(n)} \) the order statistics (Zea Bermudez, Kotz (2010)).

This section will be in two parts, a simulation testing normality for various samples sizes and shape parameters and in the second part the simulation results given in the paper of Hosking and Wallis (1987) will be used to show how previously published results can be used to check normality of three estimators in small samples.

3 A simulation study to test normality

In the 3.1 three ways to test normality will be used for three estimators and in 3.2 it is shown how by using a t-statistic normality can be tested when previously published simulation studies are available, where the MSE and bias of an estimator was reported.

3.1 Checking normality of the estimators of the shape parameter of a GPD

In this section a simulation study will be conducted to check the approximate normality of the PWM, Zhang and Stephens (2009) and two-parameter ML estimators of the shape
parameter $\xi$ will be investigated. Data is simulated from the three-parameter GPD, transformed to the two-parameter by subtracting the minimum sample value.

Table 1. Testing normality of three estimators of the shape parameter of a GPD, for various sample sizes and parameters. P-values given and normality will be rejected for $P<0.05$. Based on $m=1000$ samples generated for each sample size and set of parameters.
From the above results it can be seen that the estimator of Zhang and Stephens (2009) is approximately normally distributed especially for \( n > 250 \), and the PWM not close to normal for \( n = 500 \).

In figure 1 a histogram of estimated parameters using the Zhang and Stephens (2009) method is shown. The skewness and kurtosis of the three estimators PWM, Zhang&Stephens and ML are respectively: 0.2238, 3.4435, 0.0167, 3.1591, 0.0124, 3.4413.

![Histogram of estimated shape parameter](image)

Figure 1. Histogram of \( m = 1000, \ n = 250 \) estimated shape parameter from GPD with \( \hat{\xi} = 0.75, \hat{\sigma} = 1.0, \mu = 1.0 \).

In the next simulation study the testing of hypotheses using a bootstrap estimate for the variance will be investigated. There are \( m = 1000 \) simulated statistics and each time the statistic \( z = (\xi - \hat{\xi}_0) / \hat{\sigma}, \hat{\sigma}^2(\hat{\xi}) \) the bootstrap variance for each sample. The number of rejections at the 5% level is shown.

| \( \hat{\xi}_0 = 0.2, \sigma = 1.0 \) | \( n \) | Average Mean, variance \( z \) | % rejected |
|---|---|---|---|
| 15 | 0.0475 (0.9196) | 5.1 |
| 50 | 0.0411 (1.1021) | 6.4 |
| 100 | 0.0189 (1.2174) | 5.7 |
| 150 | 0.0229 (1.1381) | 6.8 |
| 250 | 0.0204 (1.1145) | 5.9 |
Table 1. Checking the rejection rate under the true hypothesis at the 5% level using the method of Zhang and a bootstrap estimate of the variance.

Table 2. Checking the rejection rate under the true hypothesis at the 5% level using the method of Zhang and a bootstrap estimate of the variance.

Table 3. Test statistics for normality calculated using reported bias and MSE
The estimators are not normally distributed for samples sizes less than $n=100$. The adjusted $z^*$ can be compared to those found in the simulation study in section 4.2 where sample sizes of $m=1000$ were generated and it will be seen that the test statistics calculated for the PWM estimators from the study of Hosking and Wallace (1987) are approximately equal.

4 A confidence interval for the log returns of the S&P500

Using the closing values of the S&P500 over the last 5 years, 2006 to 2011, 1258 log returns was calculated. A GPD was fitted to the largest 150 returns using a threshold of 0.0060. The purpose is to calculate a 95% confidence interval for $\xi$ using the above approximate normality of the Zhang and Stephens estimator and a bootstrap estimate for the variance of the estimator. The estimated values of $\sigma$ using MOM, PWM and Zhang and Stephens are 0.0046, 0.0044, 0.0044 respectively and the estimated values of $\xi$ using the three methods are 0.1494, 0.1752, 0.1919.

The bootstrap estimate of the standard deviation of the Zhang and Stephens estimate of $\xi$ is 0.0897, resulting in a 95% confidence interval of $[0.0162: 0.3677]$, with the implication that the index of the tail observations is not less than $2.7196 (=1/0.3677)$. The P-P plot of the estimated distribution versus the empirical distribution function is shown in figure 4.

![Figure 2. P-P plot of the fitted GPD and empirical distribution to the 150 largest log returns from a sample of size 1258.](image-url)
It can be seen that the line is close to straight and the GPD gives a good fit.

5 Conclusions and Remarks

Normality in smaller samples of the estimator of the shape parameter of a GPD was investigated, and the estimator of Zhang and Stephens (2009) was shown to be close to normally distributed even in small samples, and when using excesses over a threshold when performing the estimation.

Some test are robust, especially the t-test, but the knowledge of normality, can assure more confidence in the conclusions made.

It was shown the previously published results where the estimated MSE and bias were given can be used to check the normality of estimators.
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