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Abstract—Self-Supervised Learning (SSL) is a reliable learning mechanism in which a robot uses an original, trusted sensor cue for training to recognize an additional, complementary sensor cue. We study for the first time in SSL how a robot’s learning behavior should be organized, so that the robot can keep performing its tasks in the case that the original cue becomes unavailable. We study this persistent form of SSL in the context of a flying robot that has to avoid obstacles based on distance estimates from the visual cue of stereo vision. Over time it will learn to also estimate distances based on monocular appearance cues. A strategy is introduced that has the robot switch from stereo vision based flight to monocular flight, with stereo vision purely used as ‘training wheels’ to avoid imminent collisions. This strategy is shown to be an effective approach to the ‘feedback-induced data bias’ problem as also experienced in learning from demonstration. Both simulations and real-world experiments with a stereo vision equipped AR drone 2.0 show the feasibility of this approach, with the robot successfully using monocular vision to avoid obstacles in a 5 × 5m room. The experiments show the potential of persistent SSL as a robust learning approach to enhance the capabilities of robots. Moreover, the abundant training data coming from the own sensors allows to gather large data sets necessary for deep learning approaches.
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I. INTRODUCTION

It is generally acknowledged that robots operating in the real world benefit greatly from learning mechanisms. Learning allows robots to adapt to environments or circumstances not specifically foreseen at design time. However, the outcome of learning and its influence on the learning robot’s behavior can by definition not be predicted completely. This is a major reason for the delay in introducing successful learning methods such as Reinforcement Learning (RL) in the real world. For instance, with RL it is a major challenge to ensure an exploratory behavior that is safe for both the robot and its environment [1].

Learning from demonstration (LfD) can in this respect be regarded as more reliable. However, in the case of a mobile robot, LfD faces a ‘feedback-induced data bias’ problem [2], [3]. If the robot executes its trained policy on real sensory inputs, its actions will be slightly different from the expert’s. As a result, the trajectory of the robot will be different to when the human expert was in control, leading to a test data distribution that is different from the training distribution. This difference worsens the performance of the learned policy, further increasing the discrepancy between the data distributions. The solution proposed in [2], [3] is to have the human expert provide novel training data for the sensory inputs experienced by the robot when being in control itself. This leads to an iterative process that requires quite a time investment of the human expert.

There is a relatively new learning mechanism for robots that combines reliability with the advantage of not needing any human supervision. Self-Supervised Learning (SSL) does not learn a control policy as LfD and RL, but rather focuses on improving the sensory inputs used in control. Specifically, in SSL the robot uses the outputs of an original, trusted sensor cue to learn to recognize an additional, complementary sensor cue. The reliability comes from the fact that the robot has access to the trusted cue during the entire learning process, ensuring a baseline performance of the system.

Until now, the purpose of SSL has mostly been the exploitation of the complementarity between the sensor cues. To illustrate, perhaps the most well-known example is the use of SSL on Stanley, the car that won the grand DARPA challenge [4]. Stanley used a laser scanner to detect the road ahead. The range of the laser scanner was rather limited, which placed a considerable restriction on the robot’s driving speed. SSL was used in order to extend the road detection beyond the range of the laser scanner. In particular, the available laser scanner based road classifications were used to train a color model of drivable terrain in camera images. This color model was then applied to image regions not covered by the laser scanner. These image regions higher up in the image allowed to detect the road further away. The use of SSL permitted Stanley to speed up considerably and was an important factor in winning the competition.

A characterizing feature of many SSL studies [4]–[8], is that the learning and SSL estimation takes place restricted to one moment of time, i.e. on one image in case of a video stream. This implies that the supervisory signal always has to be active as new images arrive from the stream. Only a few, very recent, studies have the learned function last longer over time [9], [10]. The idea in these studies is to give the robot the capability to sometimes act based solely on the complementary cue. For instance, in [9] the sense of touch is used to teach a vision process how to recognize traversable paths through vegetation with as goal to gradually reduce time-intensive haptic interaction. Hence, the learning of recognizing the complementary cue will have to persist in time. However, the consequences of this persistent form of SSL on the robot’s behavior when using the complementary cue have not been
addressed in the above-mentioned studies.

In this article, we perform an in-depth study of the behavioral aspects of persistent SSL in the context of a scenario in which the robot should keep performing its task even when the supervisory cue becomes completely unavailable. Importantly, when the robot relies only on the complementary cue, it will encounter the feedback-induced data bias problem known from LfD. We suggest a novel decision strategy to handle this problem in persistent SSL.

Specifically, we study a flying robot with a stereo vision system that has to avoid obstacles. The robot uses SSL to learn a mapping from monocular appearance cues to the stereo-based distance estimates. We have chosen this context, because it is relevant for any stereo-based robot that needs to be robust to a permanent failure of one of its cameras. In computer vision, monocular distance estimation is also studied. There, the main challenges are the gathering of sufficient data (e.g., for deep neural networks) and the generalization of the learned distance estimation to an unforeseen operation environment. Both of these challenges are addressed to some extent by SSL, as learning data is abundant and the robot learns in the environment in which it operates. We regard SSL as an important supplement to machine learning for robots. Therefore we end the study with a discussion on the position of (persistent) SSL in the broader context of robot and machine learning, comparing it among others with reinforcement learning, learning from demonstration and supervised learning.

The remainder of the article is set up as follows. First, in Section II we discuss related work. Then, in Section III we more formally introduce persistent SSL and explain our implementation for the stereo-to-mono learning. We analyze the similarity of the specific SSL case studied in this article with Learning from Demonstration approaches. Subsequently, in Section IV we perform offline vision experiments in order to assess the performance of various parameter settings. Thereafter, in Section V we compare various learning strategies. The best learning strategy is implemented for experiments with a Parrot AR drone 2, the results and analysis of which are described in Section VI. The broader implications of the findings on persistent SSL are discussed in Section VII and conclusions are drawn in Section VIII.

II. RELATED WORK

We study persistent SSL in the context of a stereo-vision equipped robot that has to learn to navigate with a single camera. In this section, we discuss the state-of-the-art in the most relevant areas to the study: monocular navigation and self-supervised learning.

A. Monocular navigation

The large majority of monocular navigation approaches focuses on motion cues. The optical flow of world points allows for the detection of obstacles or even the extraction of structure from motion, as in monocular Simultaneous Localization And Mapping (SLAM). The main issue of using monocular motion cues for navigation is that optical flow only conveys information on the ratio between distance and the camera’s velocity. Additional information is necessary for retrieving distance. This information is typically provided by additional sensors, but can also be retrieved by performing specific optical flow maneuvers.

In contrast, it is well known that the appearance of objects in a single, still image does contain distance information. Successfully estimating distances in a single image allows robots to evaluate distances without having to move. In addition, many appearance extraction and evaluation methods are computationally efficient. Both these factors can aid the robot in the making of quick navigation decisions. Below, we give an overview of work in the area of monocular appearance-based distance estimation and navigation.

1) Appearance-based navigation without distance estimation: There are some appearance-based navigation methods that do not involve an explicit distance estimate. For instance, in [16], an appearance variation cue is used to detect the proximity to obstacles, which is shown to be successful at complementing optical flow based time-to-contact estimates. A threshold is set that makes the flying robot turn if the variation drops too much, which will lead to turns at different distances.

An alternative approach is to directly learn the mapping from visual inputs to control actions. In order to fly a quad rotor through a forest, Ross et al. [3] use a variant of Learning from Demonstration (LfD) to acquire training data on avoiding trees in a forest. First a human pilot controls the drone, creating a training data set of sensory inputs and desired actions. Subsequently, a control policy is trained to mimic the pilot’s commands as good as possible. This control policy is then implemented on the drone.

A major problem of this approach is the feedback-induced data bias: A robot has a feedback loop of actions and sensory inputs, so its control policy determines the distribution of world states that it encounters (with corresponding sensory inputs and optimal actions). Small deviations between the trained controller and the human may bring the robot in unknown states in which it has received no training. Its control policy may generalize badly to such situations. The solution proposed in [3] is a transitional model called DAgger, in which actions from the expert are mixed with actions from the trained controller. In the real-world experiments in [3], several iterations have been performed in which the robot flies with the trained controller, and the captured videos are labeled offline by a human. This approach requires skilled pilots and significant human effort.

2) Offline monocular distance learning: Humans are able to see distances in a single still image, and there is a growing body of work in computer vision utilizing machine learning to do the same. Interest in single image depth estimation was sparked by work from Hoiem et al. [18] and Saxena et al. [19, 20]. Hoiem’s Automatic Photo Pop-up tries to group parts of the image into segments that can be popped up at different depths. Saxena’s Make-3D uses a Markov Random Field (MRF) approach to classify a depth per image patch on different scales. These studies focus on creating a dense depth map with a machine learning computer vision approach. Both methods use supervised learning on a large training dataset. Some work was done on adopting variants of Saxena’s MRF
work for driving rovers and even for MAVs. Lenz et al. [21] propose a solution based on a MRF to detect obstacles on board an MAV, but it does not infer how far the objects are. Instead, it is trained offline to recognize three different obstacle class types. Any different object could hence lead to navigation problems. Recently, again focusing on creating a dense depth map from a single image, Eigen et al. [22] propose a multi-scale deep neural network approach trained on the KITTI dataset, making it more resilient for practical robot data. Training deep neural networks requires a large data set, which is often obtained by deforming training data or by artificially generating training data. Michels et al. [23] use artificial data to learn recognizing obstacles on a rover, but in order to generalize well it requires the use of a very realistic simulator. In addition, the same work reports significant improvement if the artificial data is augmented with labeled real-world data. Other groups acquire training data for supervised learning by having another separate robot or system acquire data. This data is then processed and learned offline, after which the learned algorithm is deployed on the target robot. Dey et al. [24] use an RC car with a stereo vision setup to acquire data from an environment, apply machine learning on this data offline, and navigate a similar but unseen environment with an MAV based on the trained algorithm. Creating and operating a secondary system designed to acquire training data, however, is no free lunch. Moreover, it introduces inconvenient biases in the training data, because an RC car will not behave in a similar way both in terms of dynamics, camera viewpoint and the path chosen through the environment. None of the above methods have the robot gather the data and learn while in operation.

B. Self-supervised learning

The idea of self-supervised learning has been around since the late 1990s [25], but the successful application of it to terrain classification on the autonomously driving car Stanley [26] demonstrated its first major practical use. A similar approach was taken by Hadsel et al. [7], but now using a stereo vision system instead of a LIDAR system, and complex convolutional filters instead of simple and fixed color based features. These approaches largely forgo the need for manually labeled data as they are designed to work in unseen environments. In the studies on self-supervised learning for terrain classification, the ground truth is assumed to be always available. In fact, the learned function only lasts for a single image, implying that the trained terrain appearance models are directly applicable to very similar data. Two very recent studies do have the learned function last longer over time, both with the idea of having the robot take some decisions based on the complementary sensor cue alone. Beleia et al. [9] study a rover with a haptic antenna sensor. In their application of terrain mapping they try to map monocular cues to obstacles based on earlier events of encountering similar situations which resulted in either a hard obstacle, a traversable obstacle, or a clear path. The monocular information is used in a path planning task, requiring a cost function for either exploring unknown potential obstacles or driving through a terrain on the current available information. Since checking whether a potential obstacle is traversable is costly (the rover needs to travel there in order for the antenna to provide ground truth on that), the robot learns to classify the terrain ahead with vision. On each sample an analysis is performed to determine whether the vision-based classifier is sufficiently confident: it either decides the terrain is traversable, not traversable, or unsure. In the unsure case, the sample is sensed using the antenna. Gradually this will become necessary less often, thus learning to navigate using its Kinect sensor alone. In Ho et al. [10], a flying robot first uses optical flow to select a landing site that is flat and free of obstacles. In order for this to work, the robot has to move sufficiently with respect to the objects on the landing site. While flying, the robot uses SSL to learn a regression function that maps an (appearance-based) texton-distribution to the values coming from the optical flow process. The learned function extends the capabilities of the robot, as after learning it is also able to select landing sites without moving (from hover). The article shows that if the robot is uncertain on its appearance-based estimates, it can switch back to the original optical flow based cue.

In this article, we focus on the behavioral aspects of persistent SSL. We study how to best set up the learning process, so that the robot will be able to keep performing its task when the original sensor cue becomes completely unavailable.

III. METHODOLOGY OVERVIEW

This section starts by formally and generally posing the persistent SSL learning mechanism (Subsection III-A). Next, in Subsection III-B we show how this method is used for our specific proof of concept case, monocular depth estimation in flying robots, providing subsequent implementation details in the following subsections III-C-III-F. Lastly, in Subsection III-G we identify a behavioral issue when applying persistent SSL and formally define the learning problem for our proof of concept. For a comparison between persistent SSL and other machine learning methods, we refer the reader to the discussion.

A. Persistent SSL principle

The persistent SSL principle is schematically depicted in Figure 1. In persistent SSL, an original, pre-wired sensory cue provides supervised outputs to a learning process that takes a different, complementary sensory cue as input. The goal is to be able to replace the pre-wired cue if necessary. When considering the system as a whole, learning with persistent SSL can be considered as unsupervised; it requires no manual labeling or pre-training before deployment in the field. Internally it uses a supervised learning method that in fact needs ground truth labels to learn. This ground truth is, however, assumed to be provided online and autonomously without human or outside interference.

In the schematic, the input variable $x$ represents the sensory inputs available on board. The variables $x_g$ and $x_f$ are possibly overlapping subsets of these sensory inputs. In particular, function $g(x_g)$ extracts a trusted, ground truth sensory cue from
The sensory inputs \( x_g \). In classical systems, \( g(x_g) \) provides the required functionality on its own:

\[
g : x_g \rightarrow y, \quad x_g \subseteq x
\]  

(1)

The function \( f(x_f) \) is learned with a supervised learning algorithm in order to approximate \( g(x_g) \) based on \( x_f \):

\[
f : x_f \rightarrow \hat{y}, \quad f \in F, \ x_f \subseteq x
\]  

(2)

\[
\hat{f} = \arg \min \mathbb{E}[l(f(x_f), g(x_g))],
\]  

(3)

where \( l(f(x_f), g(x_g)) \) is a suitable loss function that is to be minimized. The system can either choose or be forced to switch \( \theta \), so that \( \lambda \) is either set to \( g(x_g) \) or \( f(x_f) \) for use in control. Future work may also include fusing the two, but in this article we focus on using the complementary cue in a stand-alone fashion. It must be noted that while both \( x_g \subseteq x \) and \( x_f \subseteq x \), in general it may be that \( x_f \) does not contain all necessary information to predict \( y \). In addition, even if \( x_g = x_f \), it is possible that \( F \) does not contain a function \( f \) that perfectly models \( g \). The information in \( x_f \) and the function space \( F \) may not allow for a perfect estimate of \( g(x_g) \). On the other hand, there may be an \( f(x_f) \) that handles certain situations better than \( g(x_g) \) (think of landing site selection from hover, as in [10]). In any case fundamental differences between \( g(x_g) \) and \( f(x_f) \) are to be expected, which may significantly influence the behavior when switching \( \theta \). Handling these differences is of central interest in this article.

B. Stereo-to-mono proof of concept

Figure 2 presents a block diagram of the proposed proof of concept system in order to visualize how the persistent SSL method is employed in our application: estimating monocular depth in a flying robot. Input is provided by a stereo vision camera, with either the left or right camera image routed to the monocular estimator. We use a Visual Bag of Words (VBoW) method for this estimator (see Subsection III-D). The ground truth for persistent SSL in this context is provided by the output of a stereo vision algorithm. In this case, the average value of the disparity map is used, both for training the monocular estimator and as an input to the switch \( \theta \). Based on the switch, the system either delivers the monocular or the stereo vision average disparity to the behavior controller.

C. Stereo vision processing

The stereo camera delivers a synchronized gray-scale stereo-pair image per time sample. A stereo vision algorithm first computes a disparity map, but often this is a far from perfect process. Especially in the context of an MAV’s size, weight and computational constraints, errors caused by imperfect stereo calibration, resolution limits, etc. can cause large pixel errors in the results. Moreover, learning to estimate a dense disparity map, even when this is based on a high quality and consistent data set, is already very challenging. Since we use the stereo result as ground truth for learning, we minimize the error by averaging the disparity map to a single scalar. A single scalar is much easier to learn than a full depth map and has been demonstrated to provide elementary obstacle avoidance capability [27], [23], [28].

The disparity \( \lambda \) relates to the depth \( d \) of the input image:

\[
d \propto \frac{1}{\lambda}
\]  

(4)

Using averaged disparity instead of averaged depth fits the obstacle avoidance application better, because small but close by objects are emphasized due the non-linear relation of Eq. 4. However, linear learning methods may have difficulty mapping this relation. In our final design we thus choose to learn the disparity with a non-parametric approach, which is resilient to nonlinearities.

D. Monocular disparity estimation

The monocular disparity estimator forms a function from the image’s pixel values to the average disparity in the image. Since the main goal of the article is to study SSL on board a drone in real-time, we have put efficiency of both the learning and execution of this function are at a prime. Hence, we converged to a computationally extremely efficient Visual Bag of Words (VBoW) approach for the robotic experiments. We have also explored a deep neural network approach, but the hardware and time available for learning did not allow for having the deep neural learning on board the drone at this stage.

The VBoW method uses small image patches of \( w \times h \) pixels, as successfully introduced in [29] for a complex texture classification problem. First, a dictionary is created by clustering the image patches with Kohonen clustering (as in [28]). The \( n \) cluster centroids are called ‘textons’. After formation of the dictionary, when an image is received, \( m \) patches are extracted from the \( W \times H \) pixel image. Each patch is compared to the dictionary in order to form a texton occurrence histogram for the image. The histogram is normalized to sum to 1. Then, each normalized histogram is supplemented with its Shannon entropy, resulting in a feature vector of size \( n + 1 \). The idea behind adding the entropy is that the variation of textures in an image decreases when the camera gets closer to obstacles [28]. To illustrate the change in texton histograms when approaching an obstacle, a time series of texton histograms can be seen in Figure 3. Please note how the entropy of the distribution indeed decreases over time, and that especially the fourth bin is much higher when close to the poster on the wall. A
machine learning algorithm will have to learn to notice such relationships itself for the robot’s environment, by learning a mapping from the feature vector to a disparity. We have investigated different function representations and learning methods to this end (see Section IV).

**E. Behavior**

The proposed system uses a straightforward behavior heuristic to explore, navigate and persistently learn a room. The heuristic is depicted as a Finite State Machine (FSM) in Figure 4. In state 0 the robot flies in the direction of the camera’s principal axis. When an obstacle is detected ($\lambda > t$), the robot stops and goes to state 1 in which it randomly chooses a new direction for the principal axis. It immediately passes to state 2 in which the robot rotates towards the new direction, reducing the error $e$ between the principal axis’ current and desired direction. If in the new direction obstacles are far enough away ($\lambda \leq t$), the robot starts flying forward again (state 0). Else, the robot continues to turn in the same direction as before (clockwise or counter clockwise) until $\lambda \leq t$. When this is the case, it starts flying straight again (state 0). The FSM detects obstacles by means of a threshold $t$ applied to the average disparity $\lambda$. Choosing this rather straightforward behavior heuristic enables autonomous exploration based on only one scalar obtained from a distance sensor.
F. Performance

The average disparity $\lambda$, coming either from stereo vision or from the monocular distance estimation function $f(x,l)$, is thresholded for determining whether to turn. This leads to a binary classification problem, where all samples for which $\lambda > t$ are considered as ‘positive’ ($c = 1$) and all samples for which $\lambda \leq t$ are considered as ‘negative’ ($c = 0$). Hence, the quality of $f(x,l)$ can be characterized by a ROC curve. The ground truth for the ROC curve is determined by the stereo vision. This means that a True Positive Ratio (TPR) of 1 and False Positive Ratio (FPR) of 0 lead to the same obstacle detection performance as with the stereo vision system. Generally, of course, this performance will not be reached, and the robot has to determine what threshold to set for a sufficiently high TPR and low FPR.

This leads to the question how to determine what a ‘sufficient’ TPR / FPR is. We evaluate this matter in the context of the robot’s obstacle avoidance task. In particular, we first look at the probability of a collision with a given TPR and then at the probability of a spurious turn with a given FPR.

In order to model the probability of a collision, consider a constant velocity approach with input samples (images) $\langle x_1, x_2, \ldots, x_n \rangle$ of $n$ samples long, ending at an obstacle. A minimum of $u$ samples before actual impact, an obstacle must be detected by at least one TP or a FP in order to prevent a collision. Since the range of samples $\langle x_{(n-u+1)}, x_{(n-u+2)}, \ldots, x_n \rangle$ does not matter for the outcome, we redefine the approach range to be $\langle x_1, x_2, \ldots, x_{(n-u)} \rangle$. Consider that for each sample $x_i$ holds:

$$1 = p(TP|x_i) + p(FP|x_i) + p(TN|x_i) + p(FN|x_i),$$

(5)

since $p(FN|x_i) = p(TP|x_i) = 0$ if $x_i$ is a negative and $p(TN|x_i) = p(FP|x_i) = 0$ if $x_i$ is a positive. Let us first assume independent, identically distributed (i.i.d.) data. Then, the probability of a collision $p_c$ can be written as:

$$p_c = \prod_{i=1}^{n-u} (p(FN|x_i) + p(TN|x_i))$$

$$= \prod_{i=1}^{q} p(TN|x_i) \prod_{i=q+1}^{n-u} p(FN|x_i),$$

(6)

where $q$ is a time step separating two phases in the approach. In the first phase all $x_i$ are negative, so that any false positive will lead to a turn, preventing the collision. Only if all negative samples are correctly classified as negatives (true negatives), will the robot enter the second phase in which all $x_i$ are positive. Then only a complete sequence of false negatives will lead to a collision, since any true positive will lead to a timely turn.

We can use Eq. (6) to choose an acceptable $TPR = 1 - FNR$. Assuming a constant velocity and frame rate, it gives us the probability of a collision. For instance, let us assume that the robot flies forward at 0.50m/s with a frame rate of 30Hz, it has a minimal required detection distance of 1.0m and positives are defined to be closer than 1.5m. This leads to $s = 30$ samples that all have to be classified as negatives. In the case of i.i.d. data, if the $TPR = 0.95$, the probability of a collision is $p_c = (1 - TPR)^s \approx 0.95^{30} = 0.31$, an extremely small value. With this analysis, even a $TPR = 0.30$ leads to an acceptable $p_c \approx 2.25 \times 10^{-5}$.

The analysis of the effect of false positives is straightforward, as it can be expressed in the number of spurious turns per second or, equivalently if assuming a constant velocity, per meter travelled. With the same scenario as above, an $FPR = 0.05$ will on average lead to 3 spurious turns per travelled meter, which is unacceptably high. An $FPR = 0.0017$ will approximately lead to 1 spurious turn per 10 meters.

The above analysis seems to indicate that quite many false negatives are acceptable, while there can only be very few false positives. However, there are two complicating factors. The first factor is that Eq. (6) only holds when $X$ can be assumed identically and independently distributed (i.i.d.), which is unlikely due to the nature of the consecutive samples of an approach towards an obstacle. Some reasoning about the nature of the dependence is, however, possible. Assuming a strong correlation between consecutive samples results in a higher probability of $x_i$ being classified the same as $x_{(i+1)}$.

In other words, if a sample in the range $\langle x_1, x_m \rangle$ is an FN, the chance that more samples are FNs increases. Hence, the expected dependencies negatively impact performance of the system making Eq. (6) a best case scenario.

The system can be more realistically modelled as a Markov process as depicted in Figure 5. From this can be seen that the system can be split in a reducible Markov process with an absorbing avoid state, and a chain of states that leads to the absorbing collision state. The values of the transition matrix $\Omega$ can be determined from the data gathered during operation. This would allow the robot to better predict the consequences of a chosen $TPR$ and $FPR$.

As an illustration of the effects of sample dependence, let us suppose a model in which each classification has a probability of being identical to the previous classification, $p(I(c_{i-1}, c_i))$. If not identical, the sample is classified independently. This dependency model allows us to calculate the transition $\Omega_{4,5}$ in Figure 5. Given a previous negative classification, the transition probability to another negative classification is $\Omega_{4,5} = p(I(c_{i-1}, c_i)) (1 - p(I(c_{i-1}, c_i)) (1 - TPR)$. If $p(I(c_{i-1}, c_i)) = 0.8$ and $TPR = 0.95$ as above, $\Omega_{4,5} = 0.81$. The probability of a collision in such a model is $p_c = \Omega_{4,5}^{(s-1)} = 1.8 \times 10^{-3}$, no longer an inconceivably small number.

This leads us to the second complicating factor, which is specific to our SSL setup. Since the robot operates on the basis of the ground-truth, it should theoretically hardly ever encounter positive samples. Namely, the robot should turn when it detects a positive sample. This implies that the uncertainty on the estimated TPR is rather high, while the FPR can be estimated better. A potential solution to this problem is to purposefully have the mono-estimation robot turn earlier than the stereo vision based one.
G. Similarity with Learning from Demonstration

The core of SSL is a supervised algorithm that learns the function \( f(x_j) \) on the basis of supervised outputs \( g(x_j) \). Normally, supervised learning assumes that the training data is drawn from the same data probability distribution \( D \) as the test data. However, in persistent SSL this assumption generally does not hold. The problem is that by using control based on \( \hat{f} \), the robot follows a control policy \( \pi_j \neq \pi_g \) and hence will induce a different state distribution. \( D_{\pi_j} \neq D_{\pi_g} \). On these different states, no supervised outputs have been observed yet, which typically implies an increasing difference between \( \hat{f} \) and \( g \).

A similar problem of inducing a different state distribution is well-known in the area of learning from demonstration [2], [3]. Actually, we will show that under some mild assumptions, the persistent SSL problem studied in this paper is equivalent to an learning from demonstration problem. Hence, we can draw on solutions in learning from demonstration such as DAgger [2].

The goal of learning from demonstration is to find a policy \( \hat{\pi} \) that minimizes a loss function \( l \) under its induced distribution of states, from [2]:

\[
\hat{\pi} = \arg\min_{\pi \in \Pi} E_{s \sim D_{\pi}} [l(s, \pi)],
\]

where an optimal, teacher policy \( \pi^* \) is available to provide training data for specific states \( s \).

At first sight, SSL is quite different, as it focuses only on the state information that serves as input to the policy. Instead of optimizing a policy, the supervised learning in persistent SSL can be defined as finding the function \( f' \) that best matches the trusted function \( g' \) under the distribution of states induced by the use of the thresholded version \( f \) for control:

\[
\arg\min_{f \in F} E_{x \sim D_{\pi}} [l(f(x), g(x))],
\]

meaning that we perform regression of \( f \) on states that are induced by the control policy \( \pi_f \), which uses the thresholded version of \( f \).

To see the similarity to Eq. [7] first realize that the stereo-based policy is in this case the teacher policy: \( \pi_g = \pi^* \). For this analysis we simplify the strategy to flying straight when far enough away from an obstacle, and turning otherwise:

\[
\pi_g(s) : \begin{align*}
    p(\text{straight}|s = 0) &= 1 \\
    p(\text{turn}|s = 1) &= 1,
\end{align*}
\]

where \( s \) is the state, with \( s = 1 \) when \( g(x) > t_g \) and \( s = 0 \) otherwise. Please note that \( \pi_g \) is a deterministic policy, which is assumed to be optimal.

When we learn a function \( \hat{f} \), it generally will not give exactly the same outputs as \( g \). Using \( \hat{s} := \hat{f} > t_j \) will result in the following stochastic policy:

\[
\pi_f(s) : \begin{align*}
    p(\text{straight}|s = 0) &= TNR \\
    p(\text{turn}|s = 0) &= FPR \\
    p(\text{turn}|s = 1) &= TPR \\
    p(\text{straight}|s = 1) &= FNR,
\end{align*}
\]

a stochastic policy which by definition is optimal, \( \pi_f = \pi^* \), if \( FPR = FNR = 0 \). In addition, then \( D_{\pi_f} = D_{\pi_g} \). Thus, if we make the assumption that minimizing \( l(f(x), g(x)) \) also minimizes \( FPR \) and \( FNR \), capturing any preference for one or the other in the cost function for the behavior \( l(s, \pi) \), then minimizing \( f \) in Eq. [8] is equivalent to minimizing the loss in Eq. [7].

The interest of the above-mentioned similarity lies in the use of proven techniques from the field of learning from demonstration for training the persistent SSL system. For instance, in DAgger, during the first learning iteration only the expert policy is learned. After this iteration, a mix of the learned and expert policy is used: \( \pi_i = \pi^*, \) with \( p = \beta_i \).
and \( \pi_i = \hat{\pi}_i \) with \( p = (1 - \beta_i) \), where \( \beta_i \) is reduced over the iterations.\(^1\) The policy at iteration \( i \) depends on all previous learned data, which is aggregated over time. In \(^2\) it is proven that this strategy gives a favorable limited no-regret loss, which significantly outperforms the traditional learning from demonstration strategy of just learning from the data distribution of the expert policy. In Section \( V \) we will show that the main lessons from \(^2\) also apply to persistent SSL.

IV. Offline Vision Experiments

In this section, we perform offline vision experiments. The goal of these experiments is to determine how good the proposed VBoW method is at estimating monocular depth, and to determine the best parameter settings.

To measure the performance, we use two main metrics: the mean square error (MSE) and the area under the curve (AUC) of a ROC curve. MSE is an easy metric that can be directly used as a loss function, but in practice many situations exist in which a low MSE can be achieved, but still inadequate performance is reached for the basis of reliable MAV behavioral control. The AUC captures the trade-off between TPR and FPR and hence is a good indication of how good the performance is in terms of obstacle detection.

We use two data sets in the experiments. The first dataset is a video made on a drone during an autonomous flight using the onboard 128 × 96 pixels stereo camera. The second dataset is a video made by manually walking with a higher quality 640 × 480 pixel stereo camera through an office cubicle in a similar fashion as the robot should move in the later online experiments. The datasets #1 and #2 used in this section are made available for download publicly.\(^3\) An example image from each dataset is shown in Figure 6.

Our implementation of the VBoW method has six main parameters, ranging from the number of intensity and gradient textons to the number of samples used to smooth the estimated disparity over time. An exhaustive search of parameters being out of reach, we have performed various investigations of parameter changes along a single dimension.

\(^1\)In \(^2\) this mixture was written as \( \pi_i = \beta_i \pi^* + (1 - \beta_i) \hat{\pi}_i \), hinting at a mixed control. However, it is described as a policy that queries the expert to choose controls a fraction of the time while collecting the next dataset. For this reason, and because it makes more sense given our binary control strategy, we mention this policy as a probabilistic mixture in this article.

\(^2\)A video of VBoW visualizations on dataset #1 is available here: [http://1drv.ms/1KdRtCl](http://1drv.ms/1KdRtCl)

\(^3\)A video of VBoW visualizations on dataset #2 is available here: [http://1drv.ms/1KdRxlg](http://1drv.ms/1KdRxlg)

In this work two types of textons are combined to form a single texton histogram: normal intensity textons as obtained with Kohonen clustering as in \(^2\) and gradient textons obtained similarly but based upon the gradient of the images. Gradient textures have been shown in \(^5\) to be an important depth cue. An example dictionary of each is depicted in figure 7. Gradient textons are shown with a color range (from blue = low, to red = high). The intensity textons in figure 7 are based on grayscale intensity pixel values.

Figure 8 shows the results for different numbers of textons, \( \in \{4, 8, 12, 16, 20\} \), always consisting of half pixel intensity and half gradient textons. From the results we can see that the performance saturates around 20 textons. Hence we selected this combination of 10 intensity and 10 gradient textons for the experiments.

The VBoW method involves choosing a regression algorithm. In order to determine the best learning algorithm we have tested four regression algorithms, limiting the choice mainly based on feasibility for implementing the regression algorithm on board a constrained embedded system. We have tested two non-parametric (kNN and Gaussian Process regression) and two parametric (linear and shallow neural network regression) algorithms. Figure 9 presents the learning curves for a comparison of these regressors. Clearly, in most cases the kNN regression comes out best. A naive implementation of kNN suffers from having a larger training set in terms of CPU usage during test time, but after implementation on the drone this did not become a bottleneck.

The final offline results on the two datasets are quite satisfactory. They can be viewed online.\(^4\) After a training set of roughly 4000 samples, the kNN approximates the stereo vision based disparities in the test set rather well. Given a desired TPR of 0.96, the learner has an FPR of 0.47. This should be sufficient for usage of the estimated disparities in control.

V. Simulation Experiments

In Section \( IV \) we argued that a persistent form of SSL is similar to learning from demonstration. The relevance of this

Table I presents a list of the final tuned parameter values. Please note that these parameter values have not only been optimized for performance. Whenever performance differences were marginal, we have chosen the parameter values that saved on computational effort. This choice was guided by our goal to perform the learning on board of a computationally limited drone. Below we will show a few of the results when varying a single parameter, deviating from the settings in Table I in the corresponding dimension.

![Fig. 7. Used texton dictionaries. Left for camera #1, right for #2.](http://1drv.ms/1KdRxlg)
similarity lies in the behavioral schemes used for learning. In this section, we compare three learning schemes in simulation.

A. Setup
We simulate a ‘flying’ drone with stereo vision camera in SmartUAV [31], an in-house developed simulator that allows for 3D rendering and simulation of the sensors and algorithms used on board the real drone. Figure 10 shows the simulated ‘office room’. The room has a size of $10 \times 10$ meter, and the drone an average forward speed of $0.5$ m/s. All the vision and learning algorithms are exactly the same as the ones that run on board of the drone in the real experiments.

Three learning schemes are designed as follows. They all start with an initial learning period in which the drone is controlled purely by means of stereo vision. In the first learning scheme, the drone will continue to fly based on stereo vision for the remainder of the learning time. After learning, the drone immediately switches to monocular vision. For this reason, the first scheme is referred to as ‘cold turkey’. In the second learning scheme, the drone will perform a stochastic policy, selecting the stereo vision based actions with a probability $\beta_i$ and monocular based actions with a probability $(1 - \beta_i)$, as was proposed in the original DAgger article [2]. In the experiments, $\beta_i = 0.25$. Finally, in the third learning scheme, the drone will perform monocular based actions, with stereo vision only...

Fig. 8. MSE and AUC number of textons. Dashed/ solid lines refer to results on train/test set.

Fig. 10. SmartUAV simulation environment

| Parameter                        | Value |
|----------------------------------|-------|
| Number of intensity textons      | 10    |
| Number of gradient textons       | 10    |
| Patch size                       | 5x5   |
| Subsampling samples              | 500   |
| kNN                              | k=5   |
| Smooth size                      | 4     |

TABLE I. PARAMETER SETTINGS
used to override these actions when the drone gets too close to an obstacle. Therefore, we refer to this scheme as ‘training wheels’.

After learning, the drone will use its monocular disparity estimates for control. The stereo vision remains active only for overriding the control if the drone gets too close to a wall. During this testing period, we register the number of turns and the number of overrides. The number of overrides is a measure of the number of potential collisions. The number of turns is compared to the number of turns performed when using stereo vision to evaluate the number of spurious turns. The initial learning period is 1 minute, the remaining learning period is 4 minutes, and the test time is 5 minutes. These times have been selected to allow a full experiment on a single battery of the real drone (see Section VI).

B. Results

Table II contains the results of 30 experiments with the three learning schemes and a purely stereo-vision-controlled drone. The first observation is that ‘cold turkey’ gives the worst results. This result was to be expected on the basis of the similarity between persistent SSL and learning from demonstration: the learned monocular distance estimates do not generalize well to the test distribution when the monocular vision is in control. The originally proposed DAgger scheme performs better, while the third learning scheme termed ‘training wheels’ seems most effective. The third scheme has the lowest number of overrides of all learning schemes, with a similar total number of turns as a pure stereo vision run. The intuition behind this method being best is that it allows the drone to best learn from samples when the drone is beyond the normal stereo vision turning threshold. The original DAgger scheme has a larger probability to turn earlier, exploring these samples to a lesser extent. Double-sided statistical bootstrap tests indicate that all differences between the learning methods are significant with $p < 0.05$.

The differences between the learning schemes are well illustrated by the positions the drone visits in the room during the test phase. Figure 9 contains ‘heat maps’ that show the drone

| Method          | Overrides | Turns     |
|-----------------|-----------|-----------|
| Pure stereo     | N/A       | 45.6 ($\sigma = 3.9$) |
| 1. Cold turkey  | 25.1 ($\sigma = 8.2$) | 42.8 ($\sigma = 3.7$) |
| 2. DAgger       | 10.7 ($\sigma = 5.3$) | 41.4 ($\sigma = 3.2$) |
| 3. Training wheels | 4.3 ($\sigma = 2.6$) | 40.4 ($\sigma = 2.6$) |
Fig. 11. Simulation heatmaps, from left to right: cold turkey, DAgger, training wheels, stereo only. Top images are turn locations, lower images are the approaches.

Fig. 12. The used multicopter.

positions during turning (top row) and during straight flight (bottom row). The position distribution has been obtained by binning the positions during the test phase of all 30 runs. The results for each scheme are shown per column in Figure 11.

Right is the pure stereo vision scheme, which shows a clear border around the straight flight trajectories. It can be observed that this border is best approximated by the ‘training wheels’ scheme (second from the right).

VI. ROBOTIC EXPERIMENTS

The simulation experiments showed that the ‘training wheels’ setup resulted in the fewest stereo vision overrides when switching to monocular disparity estimation and control. In this section, we test this online learning setup with a flying robot.

The experiment is set up in the same manner as the simulation. The robot, a Parrot AR drone 2, first explores the room with the help of stereo vision. After 1 minute of learning, the drone switches to using the monocular disparity estimates with stereo vision running in the background for performing potential safety overrides. In this phase the drone still continues to learn. After learning 4 to 5 minutes, the drone stops learning and enters the test phase. Again, also for the real robot the main performance measure consists of the number of safety overrides performed by the stereo vision during the testing phase.

The AR drone 2 is standard not equipped with a stereo vision system. Therefore, an in-house-developed 4 gram stereo vision system is used [33], which sends the raw images over USB to the ARDrone2. The grayscale stereo camera has a resolution of $128 \times 96$ px and is limited to 10 fps. The ARDrone2 comes with a 1GHz ARM cortex A8 processor and 128MB RAM, and normally runs the Parrot firmware as an autopilot. For the experiments, we replace this firmware with the the open source Paparazzi autopilot software [34], [35]. This allowed us to implement all vision and learning algorithms on board the drone. The length of each test is dependent on the battery, which due to wear has considerable variation, in the range of 8-15 minutes.

The tests are performed in an artificial room that has been constructed within a motion tracking arena. This allows us to track the trajectory of the drone and facilitates post-experiment analysis. The room is approximately $5 \times 5$ m, delimited by plywood walls. In order to ensure that the stereo vision algorithm gave reliable results, we added texture in the form of duct-tape to the walls. In five tests, we had a textured carpet hanging over one of the walls (Figure 13 left, referred to as ‘room 1’), in the other five tests it was on the floor (Figure 13 right, referred to as ‘room 2’).

Fig. 13. Two test flight rooms.

1) Results: Table III shows the summarized results obtained from the monocular test flights. Two main observations can be made from this table. First, the average number of stereo overrides during the test phase is 3, which is very close to the number of overrides in simulation. The monocular behavior also has a similar heat map to simulation. Figure 14 shows a heat map of the drone’s position during the approaches and the avoidance maneuvers (the turns). Again, the stereo based flight performs better in the sense that the drone explores the room much more thoroughly and the turns happen consistently just before an obstacle is detected. On the other hand, especially in room 2, the monocular performance is quite good in the sense that the system is able to explore most of the room.

Second, the selected TPR and FPR are on average 0.47 and 0.11. The TPR is rather low compared to the offline tests. However, this number is heavily influenced by the monocular estimator based behavior. Due to the goal of the robot, avoiding obstacles slightly before the stereo ground truth recognizes them as positives, positives should hardly occur at all. Only in cases of FNs where the estimator is slower or wrong, positives will be registered by the ground truth. Similarly, the FPR is also lower in the context of the estimate based behavior.

ROC curves of the 10 flights are shown in Figure 16. A comparison based on the numbers between the first 5 flights (room 1) and the last 5 flights (room 2) does not show any significant differences, leading to the suggestion that the system is able to learn both rooms equally well. However, when comparing the heat maps of the two situations in the monocular system in Figure 14 and Figure 15, it seems that the system shows slightly different behavior. The monocular system appears to explore room 2 better, getting closer to
### TABLE III. Test Flight Summary

| Description               | #1  | #2  | #3  | #4  | #5  | #6  | #7  | #8  | #9  | #10 | Avg. |
|---------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| Stereo flight time m:ss   | 6:48| 7:53| 2:13| 3:30| 4:45| 4:39| 4:56| 5:12| 4:58| 5:01| 4:59 |
| Mono flight time m:ss     | 7:44| 8:17| 7:25| 7:25| 4:54| 10:07| 4:46| 9:51| 5:23| 5:12| 6:39 |
| Mean Square Error          | 0.7 | 0.76| 1.12| 0.95| 0.85| 0.87| 0.72| 1.32| 1.16| 1.06| 1.09 |
| False Positive Rate       | 0.16| 0.18| 0.13| 0.11| 0.11| 0.08| 0.13| 0.08| 0.1| 0.08| 0.11 |
| True Positive Rate        | 0.9 | 0.44| 0.38| 0.38| 0.4 | 0.35| 0.35| 0.6 | 0.39| 0.47 |
| Stereo approaches         | 29  | 31  | 8   | 14  | 19  | 22  | 22  | 19  | 20  | 21  | 20.5 |
| Mono approaches           | 10  | 21  | 20  | 25  | 14  | 33  | 15  | 28  | 18  | 15  | 19.9 |
| Auto-overrides            | 0   | 6   | 2   | 2   | 1   | 3   | 2   | 3   | 2   | 1   | 2.8  |
| Overrides ratio           | 0   | 0.72| 0.3 | 0.27| 0.2 | 0.49| 0.42| 0.71| 0.56| 0.38| 0.41 |

copying the behavior of the stereo based system.

![Room 1 (plane texture) position heat map](image1)

![Room 2 (carpet natural texture) position heat map](image2)

The experimental setup with the room in the motion tracking arena allows for a more in-depth analysis of the performance of both stereo and monocular vision. Figure 17 shows the spatial view of the flight trajectory of test #10. The flight is segmented into approaches and turns which are numbered accordingly in these figures. The color scale in Figure 17A is created by calculating the theoretically visible closest wall based on the tracking the systems measured heading and position of the drone, the known position of the walls and the FOV angle of the camera. It is clearly visible that the stereo ground truth in Figure 17B does not capture this theoretical disparity perfectly. Especially in the middle of the room the disparity remains high compared to the theoretical ground truth due to noise in the stereo disparity map. The results of the monocular estimator in Figure 17C shows another decrease in quality compared to the stereo ground truth.

![ROC curves of the 10 test flights](image3)

---

\[ ^6 \text{Onboard video data of the flight #10 can be viewed at: } \text{http://1drv.ms/IKC81TPN, an external video at: } \text{https://youtu.be/lCvj-QNy1I, and a VBoW visualization video at: } \text{http://1drv.ms/1fzvivH} \]
VII. DISCUSSION

We start the discussion with an interpretation of the results from the simulation and real-world experiments, after which we proceed by discussing persistent SSL in general and provide a comparison to other machine learning techniques.

A. Interpretation of the results

Using persistent SSL we were able to autonomously navigate our multicopter on the basis of a stereo vision camera, while training a monocular estimator on board and online. Although the monocular estimator allows the drone to continue flying and avoiding obstacles, the performance during the approximately ten-minute flights is not perfect. During monocular flight, a fairly limited amount of (autonomous) stereo overrides was needed while at the same time the robot was not fully exploring the room like when using stereo.

Several improvements can be suggested. First, we can simply have the drone learn for a longer time, accumulating training data over multiple flights. In an extended offline test our VBoW method shows saturation at around 6000 samples. Using additional features and more advanced learning methods may result in improved performance if training set sizes increase.

During our tests in different environments, it proved unnecessary to tune the VBoW learning algorithm parameters to a new environment as similar performance was obtained. The learned results on the robot itself may or may not generalize to different environments; however, this is of less concern as the robot can detect a new environment and then decide to continue the learning process if the original cue is still available.

In order to detect an inadequacy of the learned regression function, the robot can occasionally check the estimation error against the stereo ground truth. In fact our system already does so autonomously using its safety override. Methods on checking the performance without using the ground truth, e.g. by employing a learner that gives an estimate of uncertainty, are left for future work.

B. Deep learning

At the time of our robotic experiments, implementing state-of-the-art deep learning methods on-board a flying drone was deemed infeasible due to hardware restrictions. However, in Appendix A we investigate using downsized networks in order
to show that the persistent SSL method can work with deep learning as well. One of the major advantages of persistent SSL is the unprecedented amount of available training data. This amount of data will be more useful to more complex learning methods such as deep learning methods than to less complex, but computationally efficient methods such as the VBoW method used in our experiments. Today, with the availability of strongly improved hardware such as the NVidia Jetson TX1, close-to state-of-the-art models can be trained and run on-board a drone, which may significantly improve the learning results.

C. Persistent SSL in relation to other machine learning techniques

In order to place persistent SSL in the general framework of machine learning, we compare it with several techniques. An overview of this comparison is presented in figure 18.

Reinforcement Learning: Reinforcement learning is a classic example of supervised learning. In contrast to classical machine learning, we compare it with several techniques. An overview of this comparison is presented in figure 18.

Un-/semi-/supervised learning: Unsupervised learning does not require labeled data, semi-supervised learning requires only an initial set of labeled data. However, supervised learning requires all the data to be labeled. Internally, persistent SSL uses a standard supervised learning scheme, which greatly facilitates and speeds up learning. The typical downside of supervised learning - acquiring the labels - does not apply to SSL, since the robot continuously provides these labels itself.

A major difference between the typical use of supervised learning and its use in persistent SSL, is that the data for learning is generally assumed to be i.i.d. However, persistent SSL controls a behavioral component which, in turn, affects both the dataset obtained during training as well as during testing time. Operation based on ground truth induces a certain behavior that differs significantly from behavior induced from a trained estimator, even more so for an undertrained estimator.

SSL: The persistent form of SSL is set apart in the figure from ‘normal’ SSL, because the persistence property introduces a much more significant behavioral component to the learning. While normal SSL expects the trusted cue to remain available, persistent SSL assumes that the robot may sometimes act in the absence of the trusted cue. This introduces the feedback-induced data bias problem, which, as we have seen, requires specific behavior strategies for best learning the robot’s task.

Learning from demonstration: Learning from Demonstration (LfD), or Learning from Demonstration (LfD), is a close relative to persistent SSL. Consider for instance teleoperation, an LfD scheme in which a (human or robot) teacher remotely operates a robot in order for it to learn demonstrated actions in its environment. This can be compared to persistent SSL if we consider the teacher to be the ground truth function \( g(x_\theta) \) in the persistent SSL scheme. In most cases described in literature, the teacher shows actions from a control policy taken on the basis of a state instead of just the results from a sensory cue (i.e., the state). However, LfD does contain exceptions in which the learner only records the states during demonstration, e.g. when drawing a map through a 2D representation of the world in case of a path planning mission in an outdoor robot. Like persistent SSL, test time decisions taken in LfD schemes influence future observations which may or may not be contained in known demonstrated territory. However, one key difference between LfD and persistent SSL arguably sets them apart. All LfD theory known to the authors implicitly assumes the teacher is never the same entity as the learner. It may be that all relevant sensors are on the learner, and even that the learners body is used to execute teacher commands (like in teleoperation), but the teachers intelligence is always an external entity.

Reinforcement learning: Lastly we compare persistent SSL with Reinforcement Learning (RL), which is a distinctively different technique. In RL a policy is learned using a reward function. Due to the evaluative feedback provided in RL, defining a good reward function is one of fundamental difficulties of RL known as reward shaping. Since persistent SSL uses supervised feedback, reward shaping is less of an issue in persistent SSL, only requiring a choice of a loss function between \( g(x_\theta) \) and \( f(x_\theta) \). Secondly, the initial exploration phase of RL often infers a lot of trial-and-error, making it a dangerous time in which a physical system may crash and be damaged. Although this particular problem is often solved by better initialization, e.g. by using for instance LfD or using policy search instead of value function based approaches, persistent SSL does not require an untrained initialization phase at all as a reliable ground truth function guarantees a certain minimal correct behavior.

Persistent SSL differs from other learning techniques in the sense that no complete training data set is needed to train the algorithm beforehand. Instead it requires a ground truth \( g(x_\theta) \), which must be available online in real-time while training \( f(x_\theta) \), but can be switched off when \( f(x_\theta) \) is learned to satisfaction. This implies that learning needs to be persistent and that the switch \( \theta \) must be included in the model. Note that in cases where the environment of the robot may change, measures can be put in place to detect the output uncertainty of \( f(x_\theta) \). If the uncertainty goes up, the robot can switch back to using the ground truth function and learning can then be activated again. Developing such measures is, however, left for future work.
D. Feedback-induced data bias

The robot induces how its environment is perceived, meaning it influences the acquired training samples based on its behavior. The problems arising from this feedback-induced data bias are known from other machine learning disciplines, such as RL and LfD [38]. In particular, Ross et al have proposed DAgger [2] to solve a similar problem in the LfD domain, which iteratively aggregates the dataset with induced training samples and the experts reaction to it. However, in the case of LfD, obtaining the induced training samples requires a careful and often additional setup, while in persistent SSL this functionality is inherently available. Secondly the performance of the LfD expert (i.e. in many cases a human) is not easy to control, often reacting too late or too early. The control policy of the persistent SSL ground truth override system can, on the other hand, be very deterministic. In the case of a DAgger application with drones flying through a forest [3], it proved infeasible to reliably sample the expert in an online fashion. Acquired videos had to be processed offline by the expert, hence the need for (offline ↔ online) iterations. Moreover an additional online human safety override interface was still necessary to prevent damage to the drone while learning. Thirdly, due to the cost of (and need for) iterative demonstration sessions, the emphasis of DAgger is on converging fast with needing as little expert sessions as possible. In persistent SSL there are no costs for using the teacher signals coming from the original sensor cue. With persistent SSL we can directly focus on effectively using the available amount of training samples instead of minimizing the number of iterations like in DAgger.

Another reason why persistent SSL handles the induced training sample issue better than other state of the art robot learning methods is that in persistent SSL part of the learning problem itself can be easily separated and tested from the behavior; i.e. in a traditional supervised learning setting. In our proof of concept this has allowed us to test the learning algorithms and thoroughly investigate its limits before deployment, which helped us to identify when the behavioral influence was to blame for bad results.

VIII. Conclusion

We have investigated a novel Self-Supervised Learning scheme, in which the supervisory signal is switched off after an initial learning period. In particular we have studied an instance of such persistent SSL for the task of obstacle avoidance, in which the robot uses trusted stereo vision distance estimates in order to learn appearance-based monocular distance estimation. We have shown that this particular setup is very similar to learning from demonstration. This similarity has been corroborated by experiments in simulation, which showed that the worst learning strategy is to make a hard switch from stereo vision flight to mono vision flight. It is best to have the robot fly based on mono vision and using stereo vision only as ‘training wheels’, to take over when the robot would otherwise collide with an obstacle. The real-world robot experiments show the feasibility of the approach, giving acceptable results already with just 4-5 minutes of learning.

The findings also indicate interesting future venues of investigation. First, and perhaps most importantly, in the 4-5 minutes of the real-world experiments the robot already experiences roughly 7000 - 9000 supervised learning samples. It is clear that longer learning times can lead to very large supervised data sets, which are suitable for deep learning approaches. Such approaches likely allow the learning to extend to much larger, more varied environments. In addition, they could allow the learning to improve the resolution of disparity estimates from a single value to a full image size disparity map. Second, in the current experiments the robot stayed in a single environment. We mentioned that a different environment can make the learned mapping invalid, and that this can be detected by means of the ground truth. Another venue, as studied in [10], is to use a machine learning method with an associated uncertainty value. For instance, one could use a learning method such as a Gaussian Process. This can help with a further integration of the behavior with learning, for instance by tuning the forward velocity based on the certainty. These venues together could allow for persistent SSL to reach its full potential, significantly enhancing the robustness of robots operating in real-world environments.

Appendix A

Deep Neural Network results

We investigated the possibility of implementing a deep convolutional neural network (CNN) on-board a drone to test our proposed learning scheme. We scaled the CNN architecture so that implementing this network on the ARDrone 2 hardware remained feasible. Due to CPU restrictions of our target system, we choose to use a relatively small CNN inspired by the Cifar10 CNN example used in Caffe. Our layers are as follows. Input: 128x128 pixels image (input images are scaled). First hidden layer: 5x5 convolution, max pooling to 3x3, 32 kernels, contrast normalization. Second hidden layer: 5x5 convolution, average pooling to 3x3, 32 kernels, contrast normalization. Third hidden layer: 5x5 convolution, average pooling to 3x3, 128 kernels. Fourth and fifth layer: fully connected. Lastly, an euclidean loss output layer to one single output. Furthermore, we used a learning rate of 1e-6, 0.9 momentum and used 10,000 iterations. The networks are trained using the open source Caffe framework on a dedicated compute server with an NVidia GTX660. In Figure 19 we show the learning curves of our best CNN under these constraints versus the best of our VBoW trained algorithms are shown. The figure shows that the CNN is able to learn the problem of monocular depth estimation to a comparable fashion as our VBoW method. For the expected amount of training data during a single flight, the VBoW method delivers better performance for dataset #1 and slightly worse for dataset #2.
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