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Abstract: International logistics is becoming increasingly active. Marine transportation, in particular, accounts for approximately 90% of the total volume managed in international logistics and plays a vital role in the supply chains of many companies. However, en route factors, such as weather conditions, often delay scheduled arrivals at destination ports, and an accurate prediction of the arrival time is required for supply chain efficiency. The arrival time has been predicted in previous studies by calculating the route to the destination port and the en route voyage speed without considering the influence of future weather conditions. Hence, the prediction accuracy may decrease when weather conditions change. In this study, we propose a prediction method that identifies the route from the voyage results of vessels whose weather condition is similar to the future one and uses Bayesian learning to calculate the voyage speed in consideration of future weather conditions. Consequently, future changes in weather conditions are reflected in the prediction results. The prediction accuracy of the proposed method is projected to be 28% higher than that from previous studies based on historical operational data of vessels carrying home appliance and automobile industry cargoes.
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1. Introduction

Free trade agreements (FTAs) and economic partnership agreements (EPAs) to eliminate tariffs between countries and regions continue to grow in number with progress in trade liberalization [1]. There has been an annual increase in the scale of cross-border electronic commerce (EC), which includes trading on online shopping sites across national borders. The EC market is projected to grow at an annual rate of 27% by 2027 [2]. The impact of these factors has made international logistics between countries and regions increasingly active. Figure 1 shows annual increases in the number of containers, in terms of twenty-foot equivalent units (TEU), handled in harbors around the world, where there was a 1.5-fold increase in the number of containers during the decade from 2008 to 2018 [3]. In particular, marine transportation accounts for approximately 90% of the total volume managed in international logistics and plays a vital role in the supply chains of many companies [4].

However, the impact of en route factors, such as weather conditions, may delay the scheduled arrival of a vessel at a destination port. Some consequences are delays in deliveries to customers and parts shortages at factories. A margin of error may be incorporated into the vessel transportation time to account for potential delays, and it can be used to develop procurement, production, and shipping plans at sites such as factories and sales companies. However, setting an excessive margin of error for the vessel transportation time results in surplus inventory [5]. An alternative to setting a uniform transportation time for vessels in advance is to sequentially predict the arrival time from future weather conditions. These prediction results are then used as a basis for operations,
such as parts procurement, finished product assembly, and product shipment. This strategy can effectively reduce delivery delays and surplus inventory.

![Growth in number of containers over last 10 years from 2008 to 2018](image)

Figure 1. Growth in number of containers over last 10 years from 2008 to 2018 [3].

Considering the issues presented above, the objective of this study is the prediction of the arrival time of vessels to improve the efficiency of the supply chain associated with marine transportation. We refer the reader to a representative study by Alessandrini et al. on predicting the arrival times of vessels at a destination port [6]. Alessandrini et al. calculated the arrival time by predicting future routes from historical operation data for the vessel. However, the impact of future weather conditions on the sea route and voyage speed was not considered, which could lower the prediction accuracy for environments with changing weather conditions. In this study, a method is proposed to predict the arrival times of vessels in consideration of future weather conditions.

The remainder of this paper is structured as follows. An overview of previous studies on predicting the arrival times of vessels and corresponding challenges is presented in Section 2. The proposed prediction method is described in Section 3. The prediction accuracy of the proposed method is compared with that of a previous study based on the historical operation data of vessels carrying cargoes for the home appliance and automobile industries in Section 4. The results of the study are summarized in Section 5.

2. Previous Studies

An overview of previous studies on the prediction of arrival times of vessels and corresponding challenges is presented in this section.

2.1. Overview

To prevent collisions among vessels and save lives, the installation of an automatic identification system (AIS) for vessels has been mandatory since 2002 for passenger ships, vessels of 500 gross tonnage (GRT) or more, and vessels of 300 GRT or more that are engaged in international logistics [7]. The AIS relays dynamic information for a vessel, such as position information and the bow direction, as well as static information, such as the ship identification number, total length, and total tonnage, in international very high frequency (VHF) to terrestrial facilities. The AIS also receives information about other vessels from terrestrial facilities.

The introduction of AIS has facilitated the acquisition of operation data of vessels and led to the emergence of data providers, such as Marine Traffic, who accumulate and publish operational data of vessels worldwide [8]. Consequently, the use of operational data is being actively researched for routing and scheduling operations [9].

Here, there are many research works about routing scheduling operations for other modes of transportation such as automobiles and aircrafts. For example, one study pre-
dicted the short-term airport arrival time flow [10], and another study predicted an aircraft flight course and arrival time [11]. However, unlike other modes of transportation, vessels have some freedom in selecting routes, which has resulted in numerous studies on vessel routing. In recent years, the Dijkstra algorithm [12], which is often used to find the shortest path in problems, and its derivative, the A* algorithm [13–15], have been used in studies to calculate routes considering weather conditions. The machine learning models of support vector regression (SVR) and differential evolution (DE) have also been combined for use in route prediction [16]. Moreover, there are several studies which predict route and arrival delay with neural networks [17,18]. The effect of weather conditions on a vessel’s future voyage speed has also been predicted [19] by using equations of motion to model vessel motion. The prediction model includes parameters related to waves/winds, such as the wave height, wave period, and wind power, as well as parameters pertaining to dynamic vehicle information, such as the number of engine and propeller rotations, as well as the bow direction. The voyage speed is calculated using known parameters, such as the en route weather conditions and the engine output. Motion equations also are used to predict ship performance [20].

A representative study by Alessandrini et al. [6] predicted the arrival time at a destination port. This method consists of two steps: (A) predicting the route from the current position to the destination port and (B) predicting the en route voyage speed to calculate the time of arrival at the destination port.

2.1.1. (A) Route Calculation

The Dijkstra method is used to determine the route that minimizes the travel distance from the current position to the destination port under the constraints of the topographical information and congestion status of vessels at each candidate transit site. The Dijkstra method is one of the algorithms available for determining the shortest route from a departure site to a destination site. The transit sites are represented at the vertex of the graph, the connection between the sites is represented at the edge, and the route is calculated in a way that minimizes the cost of traversing an edge. Alessandrini et al. set the cost of each edge in accordance with the distance traveled between sites, the congestion status at each candidate transit site, and the topographical information of each site regarding its location on land or sea.

2.1.2. (B) Voyage Speed Calculation

The en route voyage speed is calculated from past voyages with the same departure and destination ports, and it is used to calculate the time required to reach the destination port. First, data for the same departure and destination port are extracted from the operation data of the considered vessel, and the average voyage speed is calculated. The route obtained from (A) is used to calculate the distance from the current position to the destination port, which is then divided by the average voyage speed to yield the time required to reach the destination port. This time is added to the current time to determine the arrival time at the destination port.

2.2. Issues with Previous Studies

As presented in Section 2.1, Alessandrini et al. (A) calculated the route from the current position to the destination port and then (B) predicted the voyage speed and calculated the time required to reach the destination port. However, there are shortcomings with both (A) and (B), as discussed below.

2.2.1. (A) Issues with Route Calculations

Alessandrini et al. determined the route by minimizing the travel distance from the current position to the destination port under the constraints of the topographical information and congestion status of vessels at each candidate transit site. However, the future weather conditions are not considered in determining the route.
Generally, the captain decides the route on the basis of future weather conditions to ensure the safety of the vessel. Fujii et al. [21] used operational data to analyze the winter Pacific route from Japan to the United States. The eastbound voyage from Japan to the United States generally passes through the center of the Pacific Ocean to take advantage of tailwinds and the following sea from low-pressure systems. On the other hand, because the wind/head sea in the westbound voyage from the United States to Japan is opposite to that of the eastbound voyage, a vessel will take a northerly route through the vicinity of the Aleutian Islands or a southerly one instead of going through the center of the Pacific Ocean. As the method proposed by Alessandrini et al. does not consider the influence of these weather conditions, the same route is calculated for both east- and westbound voyages. Such deviations from the actual route can reduce the prediction accuracy of the arrival time.

Other studies mentioned in Section 2.1 also are not enough to predict the arrival time accurately. The study by Zhao et al. [10] predicted the flight arrival flow at an airport. However, it did not estimate the route and arrival time for each aircraft. The study by Kaushik et al. [11] predicted each aircraft’s route to a destination airport. However, it focused on short-distance routes with a linear system model; therefore, long-distance routes from departure to destination may not be estimated accurately. Although future weather conditions have been considered in other routing studies [14,15], they used the Dijkstra method or the A* algorithm to determine the shortest route to the destination port. However, as Fuji et al. have shown, the shortest route is not always taken in practice because of safety considerations. Therefore, these methods may produce deviations from the actual route to routes that are significantly affected by weather. Note as well that the studies by Liu et al. [16], Dimitrios et al. [17], and Dimitrios et al. [18] based on SVR and neural networks did not consider future weather conditions. Moreover, the study by Ruihua et al. [20] used the equations of vessel motion to calculate the ship performance and voyage route. However, the equations involve some parameters such as the viscous resistance that must be tuned in water tank experiments for each vessel model. As water tank experiments are not always representative of actual marine environments, it is difficult to determine parameters suitable for them.

2.2.2. (B) Issues with Voyage Speed Calculations

As discussed in Section 2.1, Alessandrini et al. used data on the departure and destination ports from operation data on the same vessel to calculate the average voyage speed. However, future weather conditions were not considered despite their potential effect on the voyage speed. The voyage speed also varies with the transit area, such as harbor, offshore, and strait, examples of which are shown in Figure 2. This figure is a graph created using Marine Traffic operation data on the voyage speed distribution of vessels around the Kanmon Straits, Kyushu, Taiwan, and Hong Kong ports in November 2019. The vertical axis depicts the percentage of vessels that made the voyage at the speed depicted on the horizontal axis. Figure 2 shows vessels travel at a high speed offshore but at a low average speed of 10 knots or less near straits and harbors. Alessandrini et al. did not consider these regional aspects of the voyage speed.

Moreover, as mentioned above, the method of Szelangiewicz et al. [19] uses equations of motion considering weather conditions and wave/wind parameters to calculate the voyage speed. Parameters such as the number of engine and propeller rotations are also considered. The effect of these parameters is small near ports and large offshore, and therefore they reflect the regionality of the voyage speed. However, just like the study by Ruihua et al. [20], the equations of motion also involve other parameters such as the viscous resistance that are difficult to determine as suitable for actual marine environments. In addition, operation data provided by an AIS do not include dynamic vessel information, such as the number of engine and propeller rotations, and some ships may not provide such log data, making the acquisition of these data difficult.
In summary, the previous methods may not predict the voyage speed, and in turn the arrival time, so accurately for voyages with constantly changing weather conditions.

3. Proposed Method

A method for predicting the arrival time of vessels is proposed in this section. The shortcomings of the method proposed by Alessandrini et al. were identified in Section 2.2. That is, (A) the route calculation does not include the future weather conditions that are typically considered to ensure vessel safety, and (B) the voyage speed calculation does not consider locality or future weather conditions. To increase the prediction accuracy of the arrival time, the weather conditions, vessel safety, and regional voyage speeds should be considered in (A) and (B).

As Hayashi et al. [22] noted, the vessel route for (A) can be freely selected, and captains almost always employ the same selection criteria. Hence, given the influence of weather, a limited number of routes can be selected. We can use this consideration to calculate routes with little deviation from the actual ones; that is, we can analyze the past routes of target vessels and choose those routes whose weather conditions are similar to the current conditions.

As discussed in Section 2.2, Alessandrini et al. used past data on the considered vessel on routes with the same departure and destination ports to calculate the average voyage speed (B). In contrast, we consider the weather conditions and locality of the voyage speed when calculating the voyage speed for each transit site along a route and thereby the time of arrival at the destination port. The voyage speed at each site is calculated from positional information, namely, the latitude and longitude, the weather information at each point, and past data, similar to the dynamic information of the vessel.

Here, the parameters adopted by Szelangiewicz et al. [19] are used to determine the dynamic information about the vessel and weather information. The parameters for the weather information are the wave height, wave period, and wind speed, while the bow direction is used as the parameter for the dynamic vessel information. Figure 3 shows the main parameters used in this study and in the study of Szelangiewicz et al. Here, our method incorporates the locality of the voyage speed by replacing the parameters considered by Szelangiewicz et al., such as the number of engine and propeller rotations, with positional information, namely, the latitude and longitude.
Here, the parameters adopted by Szelangiewicz et al. [19] are used to determine the ship type, total tonnage, longitude, latitude, wave height, wave period, wind speed, and bow direction match, and the prediction accuracy will deteriorate when only a small quantity of data can be used. On the other hand, a sufficient amount of past data can be obtained for the individual parameters. Here, we can use Bayesian learning [23] to make estimations from small quantities of data by combining probability distributions for each parameter. In particular, our method generates a probability distribution of voyage velocities from the past data for every parameter and then combines the distributions. This strategy resolves the problem of limited data availability.

The route calculation and voyage speed calculation are detailed below.

3.1. (A) Route Calculation

An illustrative overview of the route calculation is illustrated in Figure 4. Steps A1 to A3 are used to find a route appropriate for the future weather conditions from the past routes of vessels similar to the considered vessel.

![Figure 4. Overview of vessel routing procedure.](image-url)

### Figure 3. Comparison between this study and a previous study.

However, there is only a limited amount of data in which all parameter sets such as the ship type, total tonnage, longitude, latitude, wave height, wave period, wind speed, and bow direction match, and the prediction accuracy will deteriorate when only a small quantity of data can be used. On the other hand, a sufficient amount of past data can be obtained for the individual parameters. Here, we can use Bayesian learning [23] to make estimations from small quantities of data by combining probability distributions for each parameter. In particular, our method generates a probability distribution of voyage velocities from the past data for every parameter and then combines the distributions. This strategy resolves the problem of limited data availability.

The route calculation and voyage speed calculation are detailed below.

### 3.1. (A) Route Calculation

An illustrative overview of the route calculation is illustrated in Figure 4. Steps A1 to A3 are used to find a route appropriate for the future weather conditions from the past routes of vessels similar to the considered vessel.

#### Figure 4. Overview of vessel routing procedure.
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In step A1, routes with the same departure and destination ports are extracted from the data for vessels similar to the considered vessel. Although the use of past data for the same vessel would maximize the prediction accuracy, a sufficient amount of data may not be available for that vessel on the routes. Therefore, data for similar vessels are used in addition to data for the same vessel to ensure a sufficient quantity of data can be extracted. Although it is a challenging problem to identify similar vessels, vessel dimensions (such as the total length or width) can be determined from the vessel type (such as tankers or container vessels), weight, and GRT, as illustrated in Figure 4 [24]. Hence, a route that takes into account the current weather conditions can be extracted from past data for similar vessel types and GRTs. In the illustration, no vessels are found with exactly the same GRT as the considered vessel, so the order of GRT (e.g., 10,000-ton class, 20,000-ton class, or 30,000-ton class) is considered. Figure 5 shows an example where the considered vessel is a container ship with a GRT of 21,643, and data on similar container ships in the 20,000-ton GRT class are selected. In addition, some routes include outliers due to vessel breakdown, accidents, etc. The AIS information includes voyage status, and it can be used to remove routes including abnormal voyage statuses.

| Prediction Target | MMSI | Vessel Type       | GRT    |
|-------------------|------|-------------------|--------|
|                   | 1    | Container Ship    | 21,643 |
|                   | 100  | Container Ship    | 24,765 |
|                   | 101  | Vehicle Carrier   | 19,874 |
|                   | 102  | Container Ship    | 26,123 |
|                   | 103  | Container Ship    | 35,762 |
|                   | ...  | ...               | ...    |

MMSI: Maritime Mobile Service Identity  
GRT: Gross Register Tonnage

Figure 5. Example of similar vessels.

Step A2 consists of acquiring past and future weather conditions for each past route found in A1 and quantifying the error involved. The sets, indexes, and constants used in the quantification process are detailed below. Moreover, Figure 6 shows a graphical image of the sets, indexes, and constants. In Figure 6, quantification is conducted for two routes.

Among the constants presented above, the past wave height, wave direction, wave period, east–west winds, and north–south winds are acquired at the transit time for each site. The future constants cannot be similarly acquired because the future transit time for each site has not been determined. Therefore, the future constants are acquired by approximating the future transit time at each site as the time required to travel between the transit sites in the past. For example, Figure 4 shows that it takes one hour to travel from the departure port to site A; therefore, the future wave height, wave direction, wave period, east–west winds, and north–south winds at site A are determined for one hour from the current time. In this study, the above constants were obtained from the Research Institute for Sustainable Humanosphere, Kyoto University, which publishes weather data from the Japan Meteorological Agency [25]. In particular, we used grid point values (GPV) as the wave forecast and the global spectral model (GSM) as the wind forecast.
Figure 6. Graphical image of quantification.

| Sets | Index | Constants |
|------|-------|-----------|
| ROUTE | $r \in ROUTE$ | Past wave height at a transit site $s$ along route $r$ |
| SITE$_r$ | $s \in SITE_r$ | Future wave height at a transit site $s$ along route $r$ |
| HTSGW$_{Past}^r$ | Future wave height at a transit site $s$ along route $r$ |
| HTSGW$_{Future}^r$ | Past wave direction at a transit site $s$ along route $r$ |
| DIRPW$_{Past}^r$ | Future wave direction at a transit site $s$ along route $r$ |
| DIRPW$_{Future}^r$ | Past wave period at a transit site $s$ along route $r$ |
| PERPW$_{Past}^r$ | Future wave period at a transit site $s$ along route $r$ |
| PERPW$_{Future}^r$ | Past east–west winds at a transit site $s$ along route $r$ |
| UGRD$_{Past}^r$ | Future east–west winds at a transit site $s$ along route $r$ |
| UGRD$_{Future}^r$ | Past north–south winds at a transit site $s$ along route $r$ |
| VGRD$_{Past}^r$ | Future north–south winds at a transit site $s$ along route $r$ |
| VGRD$_{Future}^r$ |

After acquiring the aforementioned constants, the error in the weather conditions at each site is calculated from the square of the error between the past and future constants. Equation (1) shows that the errors of all the sites can be summed to yield the error in the weather conditions for the route of interest. This process is applied to all the routes extracted in A1.

$$\sum_s (HTSGW_{Past}^r - HTSGW_{Future}^r)^2 + (DIRPW_{Past}^r - DIRPW_{Future}^r)^2 + (PERPW_{Past}^r - PERPW_{Future}^r)^2 + (UGRD_{Past}^r - UGRD_{Future}^r)^2 + (VGRD_{Past}^r - VGRD_{Future}^r)^2$$  \(1\)

In step A3, the voyage calculated in A2 with minimal error in the weather conditions is selected to be the one whose weather is closest to the future conditions. Here, the errors
in the weather conditions for different voyages are compared, and the route with the minimum error is chosen.

3.2. (B) Voyage Speed Calculation

An overview of the voyage speed calculation is illustrated in Figure 7. The time required to travel between sites and the time of arrival at the destination port are determined by calculating the voyage speed for each transit site in steps B1 to B3 described below.

Figure 7. Overview of the procedure used to calculate the voyage speed.

In B1, past data are found for similar vessels at each transit site, i.e., the longitude and latitude of the transit site of interest and past data for vessels with similar GRTs and types. Here, there are only a few data with the exact longitudes and latitudes of the transit sites of interest, so data within ±0.1° of the exact latitudes and longitudes are used. As an example, the data shown in Figure 6 are longitudes ranging from 120.05 to 120.25 and latitudes ranging from 22.58 to 22.78.

In B2, Bayesian learning is used to derive the probability distribution of the voyage speeds by considering the bow direction and future weather conditions at each site, and the average speed is calculated. The probability distribution is updated on the basis of Bayes’ theorem given in Equation (2).

\[
\text{Posterior distribution} \propto \text{prior distribution} \times \text{likelihood function}
\] (2)

Here, the prior and posterior distributions are the probability distributions of the estimation target before and after learning, respectively, and the likelihood is the probability distribution of the learning data. The symbol \(\propto\) denotes that the term on the right side is proportional to the terms on the left side.

In this study, the estimation target is the voyage speed; the prior distribution is the probability distribution of the voyage speed generated from the data in B1; the likelihood function is the probability distribution of past data with similar bow directions, wave heights, wave periods, and wind speeds as the considered vessel; and the posterior distribution is the probability distribution of the voyage speed reflecting the likelihood function in the prior distribution. Note that both the prior distribution and likelihood function...
are histograms created using real data. Figure 8 illustrates how Bayesian learning is used to calculate the voyage speed. Bayes’ theorem is applied to each class of the histogram for the voyage speed. In Figure 8, the probability of distribution in the 10 knots class is 40%, which is calculated from the data in B1. Likelihood is calculated from the data of the ship whose heading is 60 degrees, HTSGW is 2.5 m, PERPW is 8 s, and wind speed is 10.5 m per second. Finally, the probability of posterior distribution is calculated by multiplying the prior distribution and likelihood, as shown in Equation (2), which is 11%. The same procedure is used for the other voyage speed classes, and the prior and posterior distributions are obtained by normalizing the calculated histogram to 1.

As mentioned above, the likelihood function is calculated from data for vessels with similar bow directions, wave heights, wave periods, and wind speed parameters, but very little data with exactly matching parameters are available. Therefore, as shown below, the likelihood function is calculated by generating a probability distribution for each parameter and combining the probability distributions. The random variables used in this calculation are defined as follows.

\[
p(v|\text{Heading, HTSGW, PERPW, WindPower}) \propto p(\text{Heading, HTSGW, PERPW, WindPower}|v) \times p(v)
\]

In the following equations, \( p \) represents the probability distribution, and the prior distribution of the voyage speed is represented by \( p(v) \). Substituting these variables into Bayes’ theorem given by Equation (2) yields the following expression.

\[
p(v|\text{Heading, HTSGW, PERPW, WindPower}) \propto p(\text{Heading, HTSGW, PERPW, WindPower}|v) \times p(v) \tag{3}
\]

\[
p(\text{Heading, HTSGW, PERPW, WindPower}|v) = p(\text{Heading}|v) \times p(\text{HTSGW}|v) \times p(\text{PERPW}|v) \times p(\text{WindPower}|v) \tag{4}
\]

\( p(\text{Heading}|v) \) is the conditional probability for the bow direction, \( p(\text{HTSGW}|v) \) is the conditional probability for the wave height, \( p(\text{PERPW}|v) \) is the conditional probability for the wave period, and \( p(\text{WindPower}|v) \) is the conditional probability for the wind speed. The number of data can be obtained by calculating the conditional probability for each of these parameters. Thus, the likelihood function can be calculated using Equation (4). By splitting up the probability distribution as shown in Equation (4), even when there is...
only a small amount of data, Bayesian learning can estimate more accurately than other
methods such as support vector machine.

The conditional probability of each parameter is calculated as follows. Figure 7 shows
an example where the bow direction of the prediction target vessel is 60°. The percentage of
vessels found in B1 with a bow direction of 60° is calculated for each voyage speed, where
an example of this process is shown in Figure 8 for a voyage speed of 10 knots. The same
procedure is followed for the other parameters, and the likelihood function is calculated.

In B3, the time required for travel from the current location to the destination port is
calculated using the distance between sites and the voyage speed at each transit site. The
time of arrival at the destination port is subsequently calculated. In Figure 7, the voyage
speed at site A is 15 knots, and the distance between sites A and B is 42 km. Therefore, the
time required to travel from A to B is calculated as 42 km ÷ 15 knots = 1.5 h. This process
is repeated for all sites, and the time required to reach the destination port is calculated as
1.5 + 1.5 + 2 + 1.5 = 6.5 h. Adding this required time to the departure time of 11:00 results
in a calculated time of arrival at the destination port of 17:30. Note that the great-circle
distance between two sites is used in this study.

4. Verification of the Prediction Accuracy of the Proposed Method

The accuracy of the prediction method in Section 3 is verified in this section. Among
the previous methods described in 2.1, those of Shin et al. [14], Pennino et al. [15], and
Liu et al. [16] calculate the optimal voyage route but do not predict the arrival time.
Moreover, the study of Szelangiewicz et al. [19] only focused on calculating the future
voyage speed. Consequently, in this study, the method of Alessandrini et al. [6] was chosen
for comparison. We use historical operation data of vessels traveling between Japan and
Taiwan with home appliance-related cargoes and between Japan and the United States
with automobile industry-related cargoes. The target vessels and their routes are shown in
Table 1.

Table 1. Target vessels used to verify the prediction method.

| Vessel Name      | Departure Port | Arrival Port | Departure Time    |
|------------------|----------------|--------------|-------------------|
| TS TOKYO         | KOBE           | NAGOYA       | 2020/4/18 16:44  |
|                  | NAGOYA         | YOKOHAMA     | 2020/4/19 17:48  |
|                  | TOKYO          | KEELUNG      | 2020/4/22 10:24  |
|                  | KEELUNG        | TAICHUNG     | 2020/4/25 18:32  |
| TS OSAKA         | KOBE           | NAGOYA       | 2020/4/23 11:18  |
|                  | NAGOYA         | YOKOHAMA     | 2020/4/24 12:08  |
|                  | TOKYO          | KEELUNG      | 2020/4/26 2:23   |
|                  | KEELUNG        | TAICHUNG     | 2020/4/29 11:30  |
| NEW CENTURY 1    | TOYOHASHI      | LONG BEACH   | 2020/8/6 10:18   |
| NEW CENTURY 2    | TOYOHASHI      | LONG BEACH   | 2020/7/30 10:08  |

In Table 1, TS TOKYO and TS OSAKA are vessels with home appliance cargoes and
NEW CENTURY 1 and NEW CENTURY 2 are the vessels with automobile industry cargoes.
Four routes are considered for TS TOKYO and TS OSAKA: between Kobe and Nagoya,
Nagoya and Yokohama, Tokyo and Keelung (Taiwan), and Keelung and Taichung (Taiwan).
One route is considered for NEW CENTURY 1 and NEW CENTURY 2 between Toyohashi
and Long Beach (USA). The arrival time to the destination port is predicted for each route.

The past vessel data used to predict the arrival time for each respective vessel are
given below. All the past data were acquired from Vessel Historical Track and Berth Calls,
which are APIs provided by Marine Traffic.
• TS TOKYO, TS OSAKA
  A total of 405 routes between Japan and Thailand sailed by 13 vessels from January 2019 to March 2020 carrying home appliance industry cargoes

• NEW CENTURY 1, NEW CENTURY 2
  A total of nine routes between Toyohashi (Japan) and Long Beach (USA) sailed by eight vessels

Moreover, as described in Section 3.1, the past weather data were obtained from the Research Institute for Sustainable Humanosphere, Kyoto University. Table 2 shows a part of the past vessel data. As shown in Table 2, we link voyage data and weather data based on each datum’s longitude and latitude. Each column contains the following information. MMSI, SPEED, LON, LAT, COURSE, HEADING, and TIMESTAMP are from voyage data. Moreover, HTSGW, PERPW, DIRPW, UGRD, and VGRD are from weather data. These columns’ meanings are shown in Table 3.

### Table 2. Example of past vessel data.

| Mmsi   | Speed | Lon    | Lat    | Course | Heading | Timestamp       | HTSGW | PERPW | DIRPW | UGRD | VGRD |
|--------|-------|--------|--------|--------|---------|-----------------|-------|-------|-------|------|------|
| 538007662 | 164   | 136.938| 34.61643| 315    | 315     | 2019/1/1 0:01   | 1.05  | 5.10  | 320   | 4.81 | -4.45|
| 538007662 | 173   | 136.7697| 34.85543| 0      | 359     | 2019/1/1 1:00   | 0     | 0     | -10   | 1.52 | -1.91|
| 538007662 | 0     | 136.7413| 34.97633| 9      | 339     | 2019/1/1 1:59   | 0     | 0     | -10   | 2.01 | -0.381|

### Table 3. Meaning of Table 2 columns.

| Column Name | Meaning                                      |
|-------------|----------------------------------------------|
| MMSI        | Maritime Mobile Service Identity             |
| SPEED       | Voyage speed of transit site                |
| LON         | Longitude of transit site                   |
| LAT         | Latitude of transit site                    |
| COURSE      | Voyage direction at transit site            |
| HEADING     | Vessel direction at transit site             |
| TIMESTAMP   | Passing time as transit site                |
| HTSGW       | Significant wave height                     |
| PERPW       | Primary wave mean period                    |
| DIRPW       | Primary wave direction                      |
| UGRD        | North–south wind component                  |
| VGRD        | East–west wind component                    |

In this verification, the mean absolute percentage error (MAPE) for each voyage is calculated as shown in Equation (5).

\[
MAPE = \left| \frac{(Predicted \ arrival \ time - Departure \ time) - (Actual \ arrival \ time - Departure \ time)}{Actual \ arrival \ time - Departure \ time} \right| \times 100 \%  \tag{5}
\]
We evaluate prediction accuracy with Equation (6) which is the MAPE subtracted from 100% so that the prediction accuracy is higher as the predicted arrival time is closer to the actual arrival time.

\[ \text{Prediction accuracy} = 100\% - \text{MAPE} \] (6)

Table 4 shows the results for the ten routes listed in Table 1. The proposed method has a higher prediction accuracy than the method of Alessandrini et al. for all ten routes. The mean prediction accuracy is 90% for the proposed method and 62% for the method of Alessandrini et al. Thus, the proposed method is more accurate than the method of Alessandrini et al.

| Vessel Name | Target Voyage | Arrival Time | Prediction Accuracy |
|-------------|----------------|--------------|---------------------|
| TS TOKYO    |                |              |                     |
| KOBE        | NAGOYA         | 2020/4/19    | 88% (2 h)           |
|             |                | 10:56        |                      |
|             |                | 2020/4/19    | 53% (7.7 h)         |
| NAGOYA      | YOKOHAMA       | 2020/4/20    | 98% (–0.4 h)        |
|             |                | 8:16         |                      |
|             |                | 2020/4/20    | 59% (6.1 h)         |
| TOKYO       | KEELUNG        | 2020/4/25    | 95% (3.9 h)         |
|             |                | 10:28        |                      |
|             |                | 2020/4/25    | 84% (11.5 h)        |
| KEELUNG     | TAICHUNG       | 2020/4/26    | 99% (0.1 h)         |
|             |                | 2:06         |                      |
|             |                | 2020/4/26    | 89% (–0.8 h)        |
|             |                | 1:12         |                      |
| TS OSAKA    |                |              |                     |
| KOBE        | NAGOYA         | 2020/4/24    | 82% (2.8 h)         |
|             |                | 2:41         |                      |
|             |                | 2020/4/24    | 45% (8.5 h)         |
| NAGOYA      | YOKOHAMA       | 2020/4/25    | 79% (2.8 h)         |
|             |                | 1:13         |                      |
|             |                | 2020/4/25    | 40% (7.8 h)         |
| TOKYO       | KEELUNG        | 2020/4/29    | 93% (4.6 h)         |
|             |                | 23:28        |                      |
|             |                | 2020/4/29    | 79% (14.4 h)        |
|             |                | 4:02         |                      |
|             |                | 2020/4/29    |                     |
| KEELUNG     | TAICHUNG       | 2020/4/29    | 71% (–3.3 h)        |
|             |                | 22:57        |                      |
|             |                | 2020/4/29    | 58% (–4.8 h)        |
|             |                | 19:38        |                      |
|             |                | 2020/4/29    |                     |
|             |                | 18:10        |                      |
| NEW CENTURY 1| TOYOHASHI    | 2020/8/21    | 99% (2.3 h)         |
|             | LONG BEACH     | 6:12         |                      |
|             |                | 2020/8/21    | 59% (127.7 h)       |
|             |                | 7:54         |                      |
|             |                | 2020/8/26    |                     |
|             |                | 13:55        |                      |
| NEW CENTURY 2|                | 2020/8/12    | 99% (1.7 h)         |
|             | TOYOHASHI      | 6:04         |                      |
|             | LONG BEACH     | 2020/8/12    | 50% (127.7 h)       |
|             |                | 8:22         |                      |
|             |                | 2020/8/17    |                     |
|             |                | 13:45        |                      |

To verify the proposed method’s advantages, its prediction accuracy was verified on 30 other routes between Japan and Taiwan. The mean prediction accuracies of the proposed method and the method of Alessandrini et al. were calculated with Equation (6). As a result, the mean prediction accuracy of 30 routes is 85% for the proposed method compared with 69% for the method of Alessandrini et al. More detailed results are shown in Appendix A. Moreover, we evaluate whether there is statistical significance of the difference between their mean prediction accuracies with a t-test whose significance level is 0.05. As a result, the 95% confidence interval of the difference between their mean prediction accuracies is from 0.081 to 0.23, the degree of freedom is 29, and the t-value is 4.03. The p-value is 0.00036 which is smaller than the significance level of 0.05. Therefore, there is statistical significance between the mean prediction accuracies. Thus, it is confirmed that the proposed method can predict the arrival time more accurately.

Figure 9 shows the actual route taken by TS OSAKA, which departed from KEELUNG on 29 April 2020 at 11:30 a.m. and compares the arrival times and routes predicted using the method of Alessandrini et al. and the proposed method. The route obtained using the predicted method is closer to the actual route than the one obtained by Alessandrini et al.
However, the arrival time predicted by the proposed method is three hours earlier than the actual arrival time, which may result from a detour the vessel took before entering Taichung port (see the pink circle in Figure 9). As the voyage speed during the detour was 5 knots or lower, Taichung port may have been crowded, delaying vessel entry into the port.

![Comparison of ship routes from KEELUNG to TAICHUNG.](image)

Figure 9. Comparison of ship routes from KEELUNG to TAICHUNG.

We have shown that the proposed method is more accurate than the one of Alessandrini et al. for predicting the time of arrival to the destination port. The congestion status en route or at the destination port can also affect the prediction accuracy. Therefore, the congestion status at the destination port will be considered in a future study to increase the prediction accuracy of the proposed method.

5. Conclusions

To improve supply chain efficiency, we developed a highly accurate method for predicting the arrival time of marine transportation vessels, which account for approximately 90% of the total volume managed in international logistics and consume considerable time resources. The impact of en route factors, such as weather conditions, often prevents marine transportation vessels from arriving at the destination port as scheduled. The arrival time has been predicted in previous studies by calculating the route to the destination port and the en route voyage speed without considering the influence of future weather conditions. Therefore, the prediction accuracy may become low when weather conditions change.

In this study, a prediction method for the vessel arrival time was developed to consider weather conditions in two steps: (1) route calculation and (2) voyage speed calculation. (1) Past routes of vessels with similar GRTs and types as the considered vessel are obtained, the difference between future and past weather conditions is calculated for each route, and the route with the smallest difference is selected. (2) For each site along the route calculated in (1), past operation data under similar future weather conditions are acquired for vessels of similar type and GRT to the considered vessel. Bayesian learning is then used to calculate the voyage speed by considering the bow direction and future weather conditions at each site. The time required to travel to each site is then calculated by dividing the distance between sites by the voyage speed at each site and used to predict the time of arrival at the destination port.

The prediction accuracy of the proposed method was verified for vessels carrying cargoes for the home appliance and automobile industries. The mean prediction accuracy for ten vessels was 90% using the proposed method and 62% using the method of Alessandrini et al. [6]. Hence, the prediction accuracy for the arrival time is projected to increase by 28% compared with that of Alessandrini et al.
The congestion status en route and at the destination port will be considered in a future study to improve the prediction accuracy of the proposed method.
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**Appendix A**

Table 1 shows prediction results for the 30 import/export routes between Japan and Taiwan mentioned in Section 4.

| Vessel Name | Target Voyage | Departure Time | Arrival Time | Prediction Accuracy |
|-------------|----------------|----------------|--------------|---------------------|
|             | Departure      |                | Actual       | Proposed Method     | Previous Research   | Proposed Method | Previous Research |
| TS TOKYO    | NAGOYA         | 2020/3/22 6:14| 2020/3/22 22:30| 2020/3/22 21:08 | 2020/3/23 3:08 | 92%             | 71%             |
| TS TOKYO    | NANSHE         | 2020/3/16 4:58| 2020/3/19 23:14| 2020/3/20 3:49 | 2020/3/20 6:12 | 95%             | 92%             |
| TS TOKYO    | KOBE           | 2020/3/21 2:48| 2020/3/21 22:19| 2020/3/21 19:43| 2020/3/22 2:40 | 87%             | 78%             |
| TS TOKYO    | TOKYO          | 2020/3/24 6:11| 2020/3/27 5:40 | 2020/3/27 11:46| 2020/3/27 18:03| 91%             | 83%             |
| TS TOKYO    | KEELUNG        | 2020/3/27 11:52| 2020/3/27 19:43| 2020/3/27 20:12| 2020/3/27 18:32| 94%             | 85%             |
| TS TOKYO    | TAICHUNG       | 2020/3/28 3:52| 2020/3/28 12:26| 2020/3/28 15:13| 2020/3/28 18:10| 67%             | 33%             |
| TS TOKYO    | KAOHSIUNG      | 2020/3/28 18:36| 2020/3/30 0:08 | 2020/3/30 5:41 | 2020/3/30 3:01 | 81%             | 90%             |
| TS TOKYO    | LAEM CHABANG   | 2020/4/9 5:32 | 2020/4/13 4:33 | 2020/4/13 5:27 | 2020/4/12 22:31| 99%             | 94%             |
| TS TOKYO    | NANSHE         | 2020/4/14 10:24| 2020/4/17 23:06| 2020/4/18 7:44 | 2020/4/18 11:50| 90%             | 85%             |
| TS TOKYO    | KEELUNG        | 2020/5/20 9:44 | 2020/5/20 17:05| 2020/5/20 16:48| 2020/5/20 16:24| 96%             | 91%             |
| TS TOKYO    | TAICHUNG       | 2020/5/20 22:46| 2020/5/21 7:16 | 2020/5/21 9:36 | 2020/5/21 13:04| 72%             | 32%             |
| TS TOKYO    | KAOHSIUNG      | 2020/5/21 15:35| 2020/5/23 1:54 | 2020/5/22 22:26| 2020/5/22 23:58| 90%             | 94%             |
| APL PUSAN   | NAGOYA         | 2020/4/1 15:27| 2020/4/2 22:11 | 2020/4/2 8:38 | 2020/4/2 9:57 | 56%             | 60%             |
| APL PUSAN   | KOBEN          | 2020/4/29 6:27| 2020/4/30 22:04| 2020/4/29 23:19| 2020/4/30 0:57 | 43%             | 47%             |
### Table A1. Cont.

| Vessel Name  | Target Voyage | Departure Time | Arrival Time | Prediction Accuracy |
|--------------|----------------|----------------|--------------|---------------------|
|              |                | Departure | Actual | Proposed Method | Previous Research | Proposed Method | Previous Research |
|              |                | Arrival |         |               |                   |               |                   |
| HORAI BRIDGE | HONGKONG KAOHSIUNG | 2020/4/6 21:48 | 2020/4/7 21:08 | 2020/4/7 22:01 | 2020/4/8 12:55 | 96% | 32% |
| APL JEDDAH   | KAOHSIUNG YOKOHAMA | 2020/5/1 6:30 | 2020/5/4 21:39 | 2020/5/4 17:47 | 2020/5/5 9:29 | 96% | 86% |
| APL JEDDAH   | TOKYO NAGOYA    | 2020/5/5 20:10 | 2020/5/6 10:23 | 2020/5/6 13:57 | 2020/5/6 19:35 | 75% | 35% |
| APL JEDDAH   | NAGOYA KOBE     | 2020/5/6 20:18 | 2020/5/7 21:51 | 2020/5/7 13:26 | 2020/5/7 14:48 | 67% | 72% |
| WHITE DRAGON | HONGKONG KAOHSIUNG | 2020/5/11 9:49 | 2020/5/12 11:55 | 2020/5/12 10:02 | 2020/5/13 0:56 | 93% | 50% |
| TS OSAKA     | KOBE NAGOYA     | 2020/5/21 6:17 | 2020/5/22 4:29 | 2020/5/21 23:06 | 2020/5/22 6:09 | 76% | 92% |
| TS OSAKA     | NAGOYA YOKOHAMA | 2020/5/22 13:33 | 2020/5/23 1:44 | 2020/5/23 5:07 | 2020/5/23 10:27 | 72% | 28% |
| TS OSAKA     | TOKYO KEELUNG   | 2020/5/23 20:15 | 2020/5/26 23:13 | 2020/5/26 19:53 | 2020/5/27 8:07 | 96% | 88% |
| TS OSAKA     | TAICHUNG KAOHSIUNG | 2020/5/28 2:49 | 2020/5/28 11:47 | 2020/5/28 13:39 | 2020/5/28 17:07 | 79% | 40% |
| TS OSAKA     | KAOHSIUNG NANSHE | 2020/5/28 21:41 | 2020/5/30 4:36 | 2020/5/30 5:40 | 2020/5/30 6:04 | 97% | 95% |
| TS KAOHSIUNG | KOBE NAGOYA     | 2020/6/5 5:20 | 2020/6/5 22:09 | 2020/6/5 22:14 | 2020/6/6 5:12 | 99% | 58% |
| TS KAOHSIUNG | NAGOYA YOKOHAMA | 2020/6/6 7:11 | 2020/6/6 22:03 | 2020/6/6 22:42 | 2020/6/7 4:05 | 96% | 59% |
| TS KAOHSIUNG | TOKYO KEELUNG   | 2020/6/8 3:40 | 2020/6/11 4:23 | 2020/6/11 3:14 | 2020/6/11 15:32 | 98% | 85% |
| TS KAOHSIUNG | KEELUNG TAICHUNG | 2020/6/11 11:13 | 2020/6/11 18:21 | 2020/6/11 19:11 | 2020/6/11 17:53 | 88% | 94% |
| TS KAOHSIUNG | TAICHUNG KAOHSIUNG | 2020/6/12 0:30 | 2020/6/12 9:05 | 2020/6/12 10:25 | 2020/6/12 14:48 | 84% | 33% |
| TS KAOHSIUNG | KAOHSIUNG NANSHE | 2020/6/12 19:11 | 2020/6/14 9:05 | 2020/6/14 0:13 | 2020/6/14 3:34 | 77% | 85% |
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