A performance model of a multiprocessor computer appliance of a real-time control system
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Abstract. The article proposes a performance model of a multiprocessor computer appliance in a real-time control system, built using the mathematical apparatus of queuing theory, and different from existing similar models in that they take into account the possibility of failure and recovery of the hardware components of computer appliances. This article also explores the possibility of optimizing technical and economic characteristics using the proposed model. Due to optimization problem characteristics we should conclude that such optimization may be performed by evolutionary algorithms.

1. Introduction

Computers have become an integral part of industry and everyday life. Computer technology has turned from a means of performing computations into a hardware basis for the comprehensive automation of the processes of collecting and processing information, decision making and automatic control. Many modern control systems are real-time and therefore their performance is a critical parameter: the control action must be generated in the required time, otherwise it becomes useless. This class of control systems includes, for example, the control systems of air traffic and technological processes.

The performance requirements for computing systems used in real-time control systems are constantly increasing due to the complexity of control objects.

There have traditionally been two ways of increasing the performance of computers: by increasing the clock speed of processors and by developing multiprocessor systems. Today it can be stated that the possibilities of increasing the clock frequency have been exhausted, and this is due to physical limitations [1]. This means that real-time control systems will inevitably be created on the basis of multiprocessor computing systems.

It is important to understand that the requirements for the hardware performance of a real-time control system are determined by the software that is used to generate the control action. Such software also has special requirements associated with the need to guarantee the generation of the
correct control action in a strictly defined time. Therefore, the performance of multiprocessor computing systems should be studied in connection with the functioning of the software.

There are no methods for developing non-trivial defect free software. Creating a reliable system from unreliable components is possible only through the introduction of redundancy. But since program errors are internal and copies of the program are completely identical, a simple duplication of components will not increase reliability. In order to ensure that failures in different modules duplicating each other do not occur on the same input data, these modules must be independently developed, this approach is called multi-version programming [2]. Obviously, the performance requirements increase with an increase in the number of different versions of software and an increase.

The traditional method for evaluating the performance of multiprocessor systems is to run typical tasks on manufactured samples. However, at the design stage, this method causes great difficulties associated with a significant investment of time and resources.

For the more efficient design of multiprocessor hardware and software systems, a model of their productivity is needed that would allow the performance of architecture options to be determined without experimentation, which can be extremely lengthy and require significant costs.

The existing performance models of multiprocessor computing systems do not take into account the possibility of hardware failures and its restoration. In practice, when designing hardware-software complexes of real-time control systems, this aspect cannot be ignored since a decrease in productivity due to the failure of one of the processors can render it impossible to generate a control action in the required time, which is unacceptable for real-time systems.

2. The proposed performance model of a multiprocessor computer appliance

Let us consider a more general model of performance, including additional states in which not all processors and buses are operational as well as transitions between states corresponding to the failures and recovery of processors and buses.

The considered multiprocessor computer appliance consists of \( N \) types of processors that contain \( M_i \) (\( i = 1, 2, \ldots, N \)) processors of each type, and the average execution of one instruction is equal to \( T_{0i} \). The processors are combined with random access memory of the device via \( N_i \) buses. The service time of the request from the processor of the \( i \)-th type is equal to \( i \). It is assumed that the time interval between any two related applications is subject to the Poisson distribution law with parameter \( \lambda_i \). The total flow of failures from processors of all types and interface buses also obeys the Poisson distribution law with parameter \( \lambda_i \). In addition, when evaluating the performance of the multiprocessor computer appliance, it is most often assumed that the time interval between two adjacent services obeys the exponential distribution law with parameter \( \mu_i \) and the recovery time of buses and processors of the \( i \)-th type obeys the exponential law with parameter \( \xi_i \).

A newly received request for service is sent with equal probability to any of the available buses and accepted for service. If all the buses are busy, then the service request is queued and waits for its service. The discipline of service is a random uniform choice from the queue.

The considered queue system (QS) may be in the following states:

\[ a_{0 \ldots 0 \ldots 0 \ldots 0 \ldots 0} \] - all buses and all processors are faulty and are being restored. The computing process is stopped.

\[ a_{1 \ldots 0 \ldots 0 \ldots 0 \ldots 0} \] - one bus is operational, and the other buses are faulty and are being restored. All processors are faulty and are being restored. The computing process is stopped.

\[ a_{0 \ldots 0 \ldots 1 \ldots 0 \ldots 0 \ldots 0} \] - all buses are faulty and restored, and all processors, with the exception of one of the first type, are faulty and being restored. The computing process is stopped.

\[ a_{0 \ldots 0 \ldots 0 \ldots 1 \ldots 0 \ldots 0} \] - all buses are faulty and being restored, and all processors, with the exception of one of the second type, are faulty and being restored. The computing process is stopped.
Figure 2 demonstrates transitions related to the faults and repairs of the transitions given in this figure. The system can transit from one state to another if some faulty devices of that type) are faulty and being restored. The probability of impossible states is 0. The intensities of the corresponding transitions. Figure 1 demonstrates transitions related to the faults and recoveries of hardware components. Figure 2 demonstrates transitions related to the processor units accessing the memory.

Some neighbour states may not exist due to physical limitations (for example, if all buses are faulty, it is not possible for more buses to become faulty). Such states and corresponding transition rates must be ignored since the probability of impossible states is zero.

Let us calculate the intensities of the transitions given in this figure. This system can transit from one state to another if some processor units or bus becomes faulty, if some faulty processor unit or bus recovery occurs, if some processor unit tries to get access to the data in the memory, or if some processor unit frees the bus that was locked before.

The total intensity of processor unit or bus failures is proportional to the number of well-functioning processor units or buses respectively (total number of devices of some type minus number of faulty devices of that type). The total intensity of processor unit or bus recoveries is proportional to the number of faulty processor units or buses respectively.

The total intensity of accesses to the memory is proportional to the number of well-functioning processor units. This access flow is divided into two branches. The first branch includes accesses to the locked buses. The second branch includes accesses to the free buses. If accesses to blocks of memory are totally random and uniform, then the probability of access to a locked bus is equal to the number of locked buses divided by the number of all well-functioning buses (n+1). The probability of accessing a free bus is equal to the number of free buses divided by the total number of well-functioning buses.
Figure 1. Fragment of the state chart of the considered queuing system depicting transitions related to the faults and recoveries of hardware components.

Figure 2. Fragment of the state chart of the considered queuing system depicting transitions related to the processor units accessing the memory.
The total intensity of events when a processor unit frees a bus it locked before is proportional to the number of locked buses. When a processor unit gets access to the memory, reads data and frees a bus, it can decrease the number of locked buses or not change it. After a processor unit has freed a bus it locked before, it is possible that this bus will be immediately locked by other processor units waiting to access this bus, or this bus may stay free if no more processor units are waiting to access it in the waiting queue. In the latter case, the length of the waiting will not change, whereas in the former case, this length will decrease by one. Let us calculate probabilities of transitions of each kind.

We denote the probability that the queue length \( l \) does not change after one of the \( k \) processor units locking memory buses has freed a bus as \( \pi_{k,l} \). The total number of possible queues of length \( l \) to the \( k \) buses is equal to \( k^l \). If after one processor unit has freed the memory, the length of the waiting queue does not change, then all \( l \) processor units in that waiting queue were waiting for a bus other than the one that was freed. The total number of possible queues of length \( l \) to the \( (k-1) \) buses is equal to \( (k-1)^l \). According to the classical definition of probabilities, the probability in question is equal to the ratio of favourable outcomes to the total number of outcomes:

\[
\pi_{k,l} = \left( \frac{k-1}{k} \right)^l.
\]

The probability of transition when the length of the waiting queue has decreased by one can be obtained as the probability of the complimentary event:

\[
1 - \pi_{k,l} = 1 - \left( \frac{k-1}{k} \right)^l.
\]

These considerations allow us to calculate all the coefficients of the Chapman-Kolmogorov equations of the considered queuing system. Chapman-Kolmogorov equations are a system of linear ordinary differential equations. These equations describe the dynamics of the queuing system in question, but the greatest interest is the steady state in which the probabilities of all possible states no longer change because it is assumed that real-time control systems must have been operating for a very long time and all transient processes have time to be completed. Direct way to obtain these steady state probabilities is to solve Chapman-Kolmogorov equations to obtain functional dependencies of the system’s state probabilities over time and calculate limits of these functions of time as time approaches infinity. But there exists a much simpler way. Since in the steady state probabilities will no longer change, their derivatives will be equal to zero.

Formally equating the derivatives to zero in the Chapman-Kolmogorov equations, we will obtain a system of linear algebraic equations for state probabilities in the stationary mode.

Solving this system with one of the numerical linear algebra methods, we obtain state probabilities. Since the number of states is very high, these probabilities themselves are inconvenient to analyze.

But they can be used to determine any performance characteristics of the analysed system. In particular, it is possible to compute the probability that designed computer appliance with given architecture has performance high enough to software was able to generate control action within the time set by terms of reference for the designed real-time control system.

The proposed performance model of a multiprocessor computer appliance is quite complex and should be implemented as a software system for effective use in practice. Such implementation was used by the authors.

3. Optimizing the performance of a multiprocessor computer appliance in real-time control systems

While existing performance models allow the minimum hardware configuration of a multiprocessor computer appliance to be determined, the performance model proposed in this article allows configurations to be found that have hardware redundancy (compared to the minimum configuration). However, due to this, there is a high probability of them being in states providing sufficient performance to achieve the functioning goals of the designed real-time control system. The proposed
approach is more flexible than the simple duplication of all hardware components of the minimum configuration, which can be used to reduce the cost of creating and operating the designed control system.

The proposed model can be used to optimize the performance of the multiprocessor computer appliance of real-time control systems. The resources allocated for the creation and operation of the computer appliance are always limited. Therefore, it is advisable to consider the problem of performance optimization as multi-objective: one objective will be productivity, and the other will be the cost of creating a computer appliance.

As a solution to the multi-objective optimization problem, the Pareto set should be considered, meaning that the set of possible configurations surpass the rest by at least one criterion. The choice of a specific configuration of computer appliance from the Pareto set is made by the decision maker based on his expert knowledge since from the point of view of optimization theory, the decisions included in the Pareto sets are incomparable.

Another possible statement of the problem of optimizing the architecture of a multiprocessor computer appliance is a constrained optimization problem, in which the objective function is the creation cost, and the constraint is the condition that the probability of working with a capacity sufficient for the functioning of the software is not less than the value specified by the customer of the control system. If we consider the cost of creation and operating costs of control system separately, we get the multi-criteria optimization problem with significant constraint.

Thus, the problem of optimizing the performance of a multiprocessor computer appliance is multi-criteria and/or constrained. Let us consider which of the features that affect the choice of optimization methods have objective functions.

First of all, it should be noted that the space of possible solutions is discrete since the configuration of the computer appliance is determined by the number of processors of various types and random access memory buses, which can only be integers. At the same time, the size of the search space grows rapidly with an increase in the number of processor types.

Traditional optimization methods cannot be used to solve such problems. Gradient methods are not applicable instead of the discreteness of variables, an exhaustive search cannot be performed in a reasonable time due to the search space being too large, and there is no a priori information on the properties of objective functions that can decrease (for example, convexity).

In solving such optimization problems, evolutionary optimization algorithms have proven themselves, for example, the genetic algorithm [4], probabilistic genetic algorithm [5] or asymptotic probabilistic genetic algorithm [6].

These optimization methods have a large number of customizable parameters. Their effective application requires careful tuning, which can only be done by a specialist in the field of evolutionary optimization methods.

To simplify the configuration of the parameters of the genetic algorithm and make it accessible to specialists in applied fields, a self-adjusted genetic algorithm was developed [7, 8]. The proposed technique instead of using single variant of each genetic operators or single value of each parameter is based on the evaluation of application probabilities for all variants of operators. At the start of optimization all variants of every genetic operator have equal probabilities. After each generation the probabilities of using each genetic operator are recalculated taking into account quality of individuals (with respect to objective) which were generated using the operator in question. Operators that generate better solutions will get more opportunities to generate new solutions at the expense of the operators that generate relatively bad solutions. But there is a certain threshold below which the probability of using the operator cannot fall. This threshold allows operators which performed poorly in the early stages of the optimization process to get the opportunity to reach their potential in the late stages of optimization, when it may be necessary to change the search strategy.

Similar self-adjustment can be applied to other evolutionary optimization methods mentioned above to reduce the qualification requirements of specialists using them to solve complex optimization
problems, including optimization of the architecture of the computer appliance for real-time control systems.

4. Conclusion and future research

The article proposes a performance model of a multiprocessor computer appliance in a real-time control system, built using the mathematical apparatus of queuing theory, and different from the existing similar models in that it takes into account the possibility of failure and recovery of the hardware components (processor units and random access memory blocks) of the computer appliance in question.

The constructed model was implemented as a computer program that allows the performance and the reliability characteristics of the computer appliance in the designed real-time control system to be calculated. These characteristics can be optimized by self-adjusted evolutionary optimization techniques to minimize the cost of creating and maintaining the designed real-time control system while providing the level of reliability and performance characteristics required by the terms of references given by customer.

Therefore, the study of the effectiveness of self-adjusted evolutionary algorithms in optimizing the reliability of the multiprocessor computer appliances in the real-time control systems can be considered as a possible direction for the further research.

Another possible area of improvement could be an attempt to find an analytical solution of the system of linear algebraic equations for state probabilities in stationary mode. If an analytical solution will be obtained in a closed form, then the computational complexity and accuracy (in particular – numeric error accumulation rate) of calculating the probabilities using the formulas found and using the numerical solution of the original system of linear algebraic equations should be compared.

As mentioned above, a realistic approach to creating a reliable real-time control system based on multiprocessor computer appliance implies the use of N-version software and that certain versions of this software may not work properly.

It would be reasonable to take this fact into account in the performance model of the multiprocessor computer appliance. The modified in this way model would include additional states corresponding to a different number of software versions that are functioning incorrectly. In this case, the required performance would depend on the specific state in which the control system belongs. The more software versions function correctly, the smaller will be the performance reserve of the multiprocessor computer appliance of the designed control system. Such a model would make it possible to find more flexible compromises between the probability of obtaining the correct control action and the probability of obtaining the control effect in the time specified in the terms of references.

This model could become the basis for a decision support system in the area of the design of highly reliable multiprocessor computer appliances for real-time control systems. Such a decision-making system would make it possible to determine both possible options of the hardware architecture of a computer appliance and the number and desired characteristics of the software versions for such systems.
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