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Abstract This paper shows a Min-Max property existing in the connection weights of the convolutional layers in a neural network structure, i.e., the LeNet. Specifically, the Min-Max property means that, during the back propagation-based training for LeNet, the weights of the convolutional layers will become far away from their centers of intervals, i.e., decreasing to their minimum or increasing to their maximum. From the perspective of uncertainty, we demonstrate that the Min-Max property corresponds to minimizing the fuzziness of the model parameters through a simplified formulation of convolution. It is experimentally confirmed that the model with the Min-Max property has a stronger adversarial robustness, thus this property can be incorporated into the design of loss function. This paper points out a changing tendency of uncertainty in the convolutional layers of LeNet structure, and gives some insights to the interpretability of convolution.

Keywords Uncertainty · Adversarial training · Convolution · LeNet · Min-Max property

1 Introduction

Deep neural networks (DNNs) are vulnerable to adversarial examples [46], thus improving adversarial robustness is a critical issue for DNN models. On the one hand, adversary can construct various attacks against the model, including white-box attacks [46, 28, 16, 6, 2, 30, 32] and black-box attacks [27, 9, 44, 54]. On the other hand, the model can adopt certain defensive methods to improve the adversarial robustness, such as distillation training [33], normalization [35], and adversarial training [16, 48, 1, 28, 18, 40]. The game between adversarial attacks and adversarial defenses becomes more and more intense.

Uncertainty is a natural phenomenon in machine learning. It is pervasive in data and models, which can be embedded into many processes like data preparation, learning, and reasoning. Usually, uncertainty can be estimated by entropy [38] or fuzziness [20]. In order to improve the adversarial robustness of a DNN model, the relationship between uncertainty and adversarial robustness has been studied [25, 4]. For example, some works try to improve the adversarial robustness by minimizing the incorrect-class entropy [7] or realize the adversarial example detection by applying the concept of mutual information [41].

It is noteworthy that the above-mentioned works mainly focus on the uncertainty of the model’s prediction or data. In this paper, we study it from a new perspective, i.e., the uncertainty of parameters in the convolutional layers of a DNN model. By taking LeNet as an example, we propose a Min-Max property that makes the parameters in the convolutional layers far away from their centers of intervals, i.e., the parameters close to zero will be closer to zero, and the parameters far away from zero will be further away from...
zero. Essentially, this is an off-center phenomenon that the fuzziness of the convolutional layers is decreasing gradually to be small. We theoretically prove that the model with the Min-Max property has stronger adversarial robustness than the standard model. Moreover, we point out that minimizing our objective function, which is designed according to the Min-Max property, equals to minimizing the uncertainty of the parameters in the convolutional layers. Experimentally, it is also confirmed that the model with the Min-Max property has stronger adversarial robustness, thus this property can be incorporated into the design of loss function for DNNs. This paper points out a changing tendency of the uncertainty in convolutional layers and gives some insights to the interpretability of convolution.

The rest of this paper is organized as follows. Section 2 discusses related works about adversarial learning and uncertainty. In Section 3, we propose the Min-Max property and give the theoretical proof. In Section 4, we discuss the relationship between the Min-Max property and uncertainty. Section 5 experimentally analyzes the adversarial robustness of the Min-Max model and the standard model on MNIST and CIFAR10. Finally, Section 6 concludes the paper.

2 Related work

2.1 Adversarial example

Szegedy et al. [16] first formulate the process of searching for adversarial examples as a box-constrained optimization problem:

\[
\begin{align*}
\min & \| r \|_2 \\
\text{s.t.} & f(x + r) = l \\
x + r & \in [0, 1]^n
\end{align*}
\]

(1)

where \( f \) means a DNN model, and \( r \) is a small perturbation. It is noted that adversarial examples are imperceptible to humans. This phenomenon gives great concern for the security of DNN models. Goodfellow et al. firstly propose a gradient-based attack, called Fast Gradient Sign Method (FGSM), which can fastly and effectively generate adversarial examples by computing the gradients only once. Moreover, they also try to explain the reasons for the existence of the adversarial examples, e.g., there are too many linear units in DNN models.

According to the knowledge of the adversary, all the existing attacks can be divided into two categories: white-box attacks and black-box attacks. In white-box attacks, the adversary can get all the parameters and gradients from the DNN models. While in black-box attacks, the adversary cannot access the trained model but only knows its outputs. It is obvious that black-box attacks are more difficult to perform than white-box attacks. On the other hand, it is validated that transferability is a common property for adversarial examples [31, 46, 14]. Papernot et al. [31] showed that adversarial examples generated against a neural network can fool other neural networks with the same architecture. Therefore, white-box attacks can be applied to attack DNN models under a black-box setting by utilizing transferability.

The existing attack methods are briefly reviewed as follows. Carlini et al. [6] propose a non-gradient method, called CW, which constructs adversarial examples by optimizing an objective function chosen from several candidates, and found that adversarial training with adversarial examples generated by CW does not cause obfuscated gradients [2]. Madry et al. [28] propose a more powerful attack method based on projected gradient descent (PGD). They prove that PGD is the most powerful attack among all the first-order attacks. Besides, many other effective attacks have also been proposed [14, 13, 23, 22, 30, 32]. Su et al. [44] successfully attack DNNs by modifying only one pixel of the image. But under this attack, the pixel can be modified to any value. Moosavi-Dezfooli et al. [30] propose a DeepFool by minimizing the distance between adversarial examples and decision boundaries. This distance can be used to measure the adversarial robustness of state-of-the-art DNN models. Papernot et al. [32] propose a Jacobian-matrix-based attack, called Jacobian-based Saliency Map Attack. According to the saliency map of sample \( x \), it is easy to find the pixel most sensitive to the change of \( x \).

Adversarial examples of the above papers are imperceptible to humans. But there is another type of adversarial examples, called adversarial patches. Brown et al. [5] firstly introduce adversarial patch attacks for image classification. They generate adversarial patches by constructing a small patch with a certain shape, e.g., circle or square, to stick to the original image. This type of attack is widely used in object detection [26, 19, 14, 39].

2.2 Adversarial robustness

Adversarial robustness refers to the tolerance of the model against adversarial examples. Since adversarial examples are serious security threats to DNN models, many works try to find effective defense strategies against them.

Distillation training [33] is an effective way to improve the adversarial robustness of the model. This
training schema utilizes two models with the same architecture, one is trained to generate soft labels that are fed into the other one. This defense method is found to be effective in many scenarios but may fail against adversarial examples generated by CW.

Adversarial training \cite{46,23,53,28,48} is another popular way to improve the adversarial robustness by including both clean examples and adversarial examples \cite{46,28}. Adversarial training at scale is not easy and very time-consuming. Previous efforts made for adversarial training on the ImageNet dataset are unsuccessful \cite{23}. But Tramer et al. \cite{48} utilize many adversarial attacks to generate adversarial examples and propose ensemble adversarial training which augments training data with perturbations transferred from other models. Models by ensemble adversarial training have been proved to be robust to black-box attacks on ImageNet. Although adversarial training can improve adversarial robustness, some works \cite{23,22} have pointed out that it would cause obfuscated gradients. As pointed out by Athalye et al. \cite{2}, obfuscated gradient is a phenomenon that gives a false sense of security against adversarial examples. They propose three types of obfuscated gradients and design adversarial attacks that successfully attack all defensive papers in ICLR 2018 except that for CW \cite{5}.

2.3 Uncertainty in adversarial learning

Basically, there are two kinds of uncertainties in a model.

1. Epistemic uncertainty, which is also called systematic uncertainty. This uncertainty is caused by lack of knowledge, i.e., the knowledge of the learner is not enough to choose a good model from the alternatives, thus the selected model may make inaccurate predictions.

2. Aleatoric uncertainty, which is also called statistical uncertainty. This uncertainty is produced during the model reasoning process, as a result, the model cannot provide an exact output but only a probability.

Entropy \cite{24} is a straightforward way to measure the uncertainty of a model. Chen et al. \cite{8} propose an entropy-based loss function, called Guided Complement Entropy (GCE), which maximizes model’s probabilities on the ground-truth class, and neutralizes model’s probabilities on the incorrect classes to balance these two terms. They point out that GCE can improve adversarial robustness of a model, and at the same time, keep or improve the performance when no attack is present. Besides, training with GCE for models no longer needs adversarial examples.

It is validated that the entropy of prediction confidence would become larger after adversarial training \cite{17}, just like what happens for GCE. Except entropy, there exist many other measures of uncertainty in information theory. The relationship between different measures of uncertainty and adversarial robustness is worth further studying. Smith et al. \cite{11} study many measures of uncertainty such as entropy and mutual information. As a result, they shed light that mutual information seems to be effective for the task of adversarial detection. Besides, the combination of neural networks and traditional machine learning methods is also helpful to analyze the uncertainty of a model. For example, Bradshaw et al. \cite{4} point out that, although DNNs can achieve excellent performance, it is often difficult for them to capture their uncertainty well. Gaussian processes (GPs) \cite{37} with RBF kernels on the other hand have better-calibrated uncertainties and do not overconfidently predict. Therefore, they propose a GP hybrid deep networks, GPDDNNs, which have stronger adversarial robustness against adversarial examples.

Uncertainty modeling is a promising direction in adversarial learning, which has been used in some hot topics such as object detection \cite{25} and reinforcement learning \cite{34}. Liu et al. \cite{25} utilize Monte Carlo sampling to increase model uncertainty. The proposed method, called Prior Driven Uncertainty Approximation (PDA), is to generate robust universal adversarial perturbation by fully exploiting the model uncertainty in each network layer. By formulating policy learning as a zero-sum problem, e.g., an optimal destabilization policy, Pinto et al. \cite{34} propose robust adversarial reinforcement learning (RARL). To model uncertainties, they train an agent that applies disturbance forces to the system.

3 Proposed method

3.1 Framework of LeNet

LeNet \cite{17} is a small neural network that includes two convolutional layers, two maxpooling layers, and three fully connected layers. An overview of LeNet is described in Fig. 1. The non-linear activation function can be tanh \cite{29}, or ReLU \cite{15}, or ELU \cite{10}. In this paper, we adopt ReLU as the activation function since it is widely used in existing works \cite{15,2,43}. LeNet has a good performance when dealing with simple classification problems such as MNIST \cite{11} or FASHION MNIST \cite{51}. Due to the simple structure and fast training speed, it can be used to explore features of the neural network or design prototype of the algorithm.
3.2 Standard training and adversarial training

**Standard Training** Given a training set with \( N \) samples \( D = \{(x^{(i)}, y^{(i)})\}_{i=1}^N \), we can learn a classifier \( f : X \rightarrow Y \), where \( \hat{y} = \arg \max_i f_i(x) \) represents the prediction result of the classifier on the sample \((x, y) \in \{(x^{(i)}, y^{(i)})\}_{i=1}^N\). Then, the training process can be described as the following optimization problem:

\[
\min_{(x,y) \sim D} E[f(x), y] = \min \sum_{i=1}^N L(f(x^{(i)}), y^{(i)}), \tag{2}
\]

where \( L \) represents the loss function.

**Adversarial Training** The set of adversarial examples concerning a sample \((x, y)\) is defined as

\[
B_l(x, y, f) = \{x_{adv} \mid \|x_{adv} - x\|_l \leq \epsilon, \arg \max_j f_j(x_{adv}) \neq y\}, \tag{3}
\]

where \( l \) represents \( l \)-norm. Then, the process of its adversarial training can be formulated as follows:

\[
\min_{(x,y) \sim D} E[\max_{x_{adv} \in B_l} L(f(x_{adv}), y)]. \tag{4}
\]

There are some differences between standard training and adversarial training as follows.

- Adversarial training needs more samples than standard training. To improve the adversarial robustness of the model and make effective defense to both known and unknown attacks, the adversarial examples generated by powerful attacks would be added to the training dataset. The DNNs will learn more knowledge from adversarial examples than standard training.
- Adversarial training is more time-consuming than standard training. It is obvious that the adversarial examples are generated during the training process. The more complicated the generating algorithm, and the more iterations it includes, the longer time it will consume.
- Some works [48,2,35] show that adversarial training may cause a phenomenon, called obfuscated gradients, which will give a false sense of security in defenses against adversarial examples. A good model should be able to make effective defense to adversarial examples, at the same time avoid obfuscated gradients.
- Adversarial training may decrease the accuracy of the model on a clean dataset. Tsipras et al. [49] point out that robustness may be conflicting with accuracy, causing the so-called accuracy-robustness problem. Empirically, many works [53,43,23,50,36] show that adversarial training is to achieve a trade-off between adversarial robustness and accuracy.

3.3 Empirical observation

In order to analyse the difference between the standard model and the adversarial model, we make an investigation on the parameters of the convolutional layer.

By using LeNet, we conduct two experiments for both standard training and adversarial training on MNIST dataset. The detailed setting such as learning rate, epochs and batchsize are listed in Section 5. It is noteworthy that, during adversarial training, the model updates parameters alternately between clean samples and adversarial samples.

Fig. 2 shows the distribution and the parameter values of the first convolutional layer in LeNet. It can be
seen that after adversarial training, most parameters of the first convolutional layer become smaller, only a small part of them remain unchanged or become larger. By investigations on more data sets, we claim that this phenomenon is not accidental. It commonly exists in the first convolutional layer of LeNet, and sometimes can be found in the second convolutional layer.

Based on above discovery, we give the following proposition to explore more significant property in neural network.

**Proposition 1** Given a neural network model, if most parameters in the convolutional layer approach zero, while only a small part of parameters are far away from zero, then the model have a good adversarial robustness. This property is called **Min-Max property**.

### 3.4 Min-Max property

The robustness of a DNN model against adversarial examples can be improved by adversarial training, which is well acknowledged in the machine learning and image processing communities. It is observed that in LeNet structure, the absolute values of most weights in convolutional layers will become very small (approaching zero) or very large (depending on the specific weights) after several rounds of adversarial training. We call this phenomenon Min-Max property.

It is noteworthy that a deep model with strong robustness against adversarial examples may not have the Min-Max property. However, based on a considerable number of simulations, it is observed that a deep model with the Min-Max property usually has strong robustness against adversarial examples. More importantly, the Min-Max property can be achieved without adversarial training. Thus, a well-trained deep model with the Min-Max property will possibly have strong robustness and adversarial training is no longer needed. Motivated by these observations, we propose a new training scheme as below based on Eq. 2

$$
\min_{(x,y) \sim D} E_{(x,y) \sim D} [L(f(x), y) + \lambda \|W_{\text{conv}}\|_1 - \mu \|W_{\text{conv}}\|_2^2], \quad (5)
$$

where $\lambda$ and $\mu$ are hyperparameters, and $W_{\text{conv}}$ is the parameter of convolution. The term $\|W_{\text{conv}}\|_1$ makes the parameters approach zero, while the term $\|W_{\text{conv}}\|_2^2$ makes the parameters be far away from zero.

In comparison with the original training scheme of Eq. 4, Eq. 5 no longer needs adversarial training but still can improve the adversarial robustness of the model. In practice, we use the combination of $\lambda \|W_{\text{conv}}\|_1$ and $-\mu \|W_{\text{conv}}\|_2^2$ to control the Min-Max property of the model.

In the following, we try to mathematically explain why the Min-Max property is able to lead to strong robustness against adversarial examples via a simplified convolutional neural network. Essentially, convolutional operation is a linear transformation of feature space. For simplification, in some cases, a ReLU operation is required after convolution, which makes the result piecewise linear. It is noteworthy that some scholars consider the convolution with ReLU as a non-linear transformation in functionality but actually, it is piecewise linear. Based on these analysis, we propose two simplified models as follows.

Considering a single network $f(x) = Wx$ where $W$ is a $m \times n$ matrix, $x$ is a $n \times 1$ vector, $m$ is the number of training samples and $n$ is the number of features. By adopting cross entropy loss, the loss function of this network is represented as $L(x; W) = -y^T \log(\text{softmax}(Wx))$ where $y$ is a one-hot vector, and

$$
\text{softmax}(a) = \exp(a)/(1\cdot \exp(a)).
$$

The two models are given as follows:

- **Model#1**: $L_a(x; W_a) = -y^T \log(\text{softmax}(W_a x))$, where $W_a = (a_{ij})$ and $a_{ij} \sim U(0, 1)$.
- **Model#2**: $L_b(x; W_b) = -y^T \log(\text{softmax}(W_b x))$, where $W_b = (b_{ij})$ and $b_{ij} \sim B(1, p_1), B(1, p_1)$ is the binomial distribution, and $p_1$ represents the probability of $b_{ij} = 1$ where $p_1 > 0, p_1 << 1$.

Suppose $a_{ij}$ follows a uniform distribution in [0, 1], and $b_{ij}$ follows a binomial distribution $B(1, p_1)$ where $p_1 << 1$ for each $i$ and $j$. We have the following theorem:

**Theorem 1** Suppose $x$ is a vector and $x_i$ is the $i$th element in $x$, \forall i, the following inequality holds

$$
\frac{\partial E_{b_{ij} \sim B(1, p_1)} L_b(x; W_b)}{\partial x_i} \leq |\frac{\partial E_{a_{ij} \sim U(0, 1)} L_a(x; W_a)}{\partial x_i}|.
$$

From Theorem 1 we know that the following inequality approximately holds:

$$
\|L_b(x; W_b) - L_b(x + \Delta; W_b)\| \leq \|L_a(x; W_a) - L_a(x + \Delta; W_a)\|,
$$

where $\Delta$ is a small perturbation of the observation $x$. It shows that the perturbation of input to Model#1 is more sensitive than that to Model#2, which indicates that, to a great extent, the attacker can find the adversarial examples in the neighbourhood of clean samples for Model#1 more easily than for Model#2.
Let $\sigma$ and $\sigma(a) = \text{softmax}(a)$. Applying the chain rule, we have $L = -y^T \log(\text{softmax}(Wx))$ where $a = Wx$ where $W$ is a $m \times n$ matrix and $x$ is a $n \times 1$ vector. Let $\sigma(a) = \text{softmax}(a)$.

Then, $L(x; W)$ can be rewritten in a scalar form:

$$L(x; W) = -y^T \log(\text{softmax}(Wx)) = -y^T \log \sigma(a) = -\sum_{j=1}^{m} y_j \log \sigma_j(a),$$

where $\sigma_j(a) = \frac{\exp(a_j)}{\sum_{i=1}^{n} \exp(a_i)}$ and $a_j = \sum_{i=1}^{n} w_{ji}x_i$.

We have

$$\frac{\partial a_j}{\partial x_i} = \frac{\partial}{\partial x_i} \sum_{k=1}^{m} w_{jk}x_k = w_{ji},$$

and

$$\frac{\partial \sigma_j(a)}{\partial a_j} = \begin{cases} \sigma_i(1 - \sigma_j) & i = j \\ -\sigma_i \sigma_j & i \neq j \end{cases}$$

Applying the chain rule, we have

$$\frac{\partial L}{\partial a_j} = \sum_{i} \frac{\partial L}{\partial \sigma_i} \cdot \frac{\partial \sigma_i}{\partial a_j} = \frac{\partial L}{\partial \sigma_j} \cdot \frac{\partial \sigma_j}{\partial a_j} + \sum_{i \neq j} \frac{\partial L}{\partial \sigma_i} \cdot \frac{\partial \sigma_i}{\partial a_j} = -y_j \frac{1}{\sigma_j} \cdot \sigma_j(1 - \sigma_j) + \sum_{i \neq j} \frac{-y_i}{\sigma_i} \cdot (-1) \sigma_j \sigma_i = -y_j (1 - \sigma_j) + \sum_{i \neq j} y_i \sigma_j = -y_j + y_j \sigma_j + \sum_{i \neq j} y_i \sigma_j = \sigma_j - y_j.$$ 

As a result we have

$$\frac{\partial L(x; W)}{\partial x} = W^T (-y + \sigma(Wx)).$$

Then

$$\frac{\partial E_{a_{ij} \sim U(0,1)}[L_{a}(x; W_{a})]}{\partial x_i} = \frac{\mathbb{E}_{a_{ij} \sim U(0,1)}[\frac{\partial L_{a}(x; W_{a})}{\partial x_i}]}{\partial x_i} = \frac{\mathbb{E}_{a_{ij} \sim U(0,1)}[\sum_{j=1}^{m} w_{ji}(\sigma_j - y_j)]}{\partial x_i} = \sum_{j=1}^{m} \frac{1}{2} (\sigma_j - y_j) = \frac{1}{2} (1 - \sum_{j=1}^{m} \sigma_j).$$

In a similar way, we obtain

$$\frac{\partial E_{b_{ij} \sim B(1,p_1)}[L_{b}(x; W_{b})]}{\partial x_i} = p_1 (1 - \sum_{j=1}^{m} \sigma_j).$$
Since $p_1 > 0$ and $p_1 \ll (1 - p_1)$, then $p_1 < \frac{1}{2}$. Therefore,

$$p_1(1 - \sum_{j=1}^{m} \sigma_j) \leq \frac{1}{2}(1 - \sum_{j=1}^{m} \sigma_j)$$

Thus,

$$\frac{\partial E_{b_{ij} \sim B(1,p_1)} L_b(x; W_b)}{\partial x_i} \leq \frac{\partial E_{a_{ij} \sim U(0,1)} [L_a(x; W_a)]}{\partial x_i}$$

If $p_1 = \frac{1}{2}$ then the equality holds. Thus, Theorem 1 is proven.

### 4 Uncertainty in Min-Max property

In this section, we try to explain the Min-Max property from the perspective of uncertainty. It has been proved that uncertainty is inevitable when making decision for a sample [52]. This uncertainty is usually caused by the fuzziness of the similarity matrix.

In the proposed training scheme, i.e., Eq. 5, the minimization of $(||W_{\text{conv}}||_1 - ||W_{\text{conv}}||^2)$ makes the parameters have the Min-Max property. For the convenience of computing, let

$$M(W_{\text{conv}}) = ||W_{\text{conv}}||_1 - ||W_{\text{conv}}||^2,$$  \hspace{1cm} (7)

where we consider $W_{\text{conv}}$ as a vector denoted by $W_{\text{conv}} = [w_1, w_2, \ldots, w_n]^T$.  \hspace{1cm} (8)

In view of the changing tendency of $w_i$ ($1 \leq i \leq n$), minimizing Eq. 7 equals to minimizing $M(W_{\text{conv}})$.

Then we have

$$M(W_{\text{conv}}) = ||W_{\text{conv}}||_1 - ||W_{\text{conv}}||^2 = \sum_{i=1}^{n} |w_i| - \sum_{i=1}^{n} |w_i|^2 = \sum_{i=1}^{n} |w_i|(1 - |w_i|).$$  \hspace{1cm} (9)

Eq. 9 is derived from a simple function, i.e.,

$$f(x) = |x|(1 - |x|), \quad x \in R.$$  \hspace{1cm} (10)

From this function, we have

$$f'(x) = \begin{cases} 1 - 2x, & x \geq 0 \\ -1 - 2x, & x < 0. \end{cases}$$  \hspace{1cm} (11)

Thus,

$$\begin{cases} f'(x) \geq 0, & x \leq -\frac{1}{2}, \quad 0 \leq x \leq \frac{1}{2} \\ f'(x) < 0, & -\frac{1}{2} < x < 0, \quad x > \frac{1}{2}. \end{cases}$$  \hspace{1cm} (12)

Therefore, from Eq. 7 we know that $M$ with respect to $w_i$ is a strictly monotonically increasing function under the condition of $x \leq -\frac{1}{2}$ or $0 \leq x \leq \frac{1}{2}$ and is a strictly monotonically decreasing function under the condition of $-\frac{1}{2} < x < 0$ or $x > \frac{1}{2}$. By minimizing Eq. 7 the positive values in the parameters will be far away from 0.5 and the negative values in the parameters will be far away from −0.5. Based on this statement, we have the following equality

$$\min M(W_{\text{conv}}) = \lim_{w_i \rightarrow 0 \text{ or } w_i \rightarrow -\infty} M(W_{\text{conv}}).$$  \hspace{1cm} (13)

According to 3, the fuzziness of this vector can be defined as

$$\text{Fuzziness}(W_{\text{conv}}) = -\frac{1}{N} \sum_{i=1}^{N} [\rho_i \log\rho_i + (1 - \rho_i) \log(1 - \rho_i)],$$  \hspace{1cm} (14)

where $N$ is the size of vector $W_{\text{conv}}$ and $\rho_i$ is defined as follows:

$$\rho_i = \frac{1}{1 + |w_i|}. \hspace{1cm} (15)$$

From Eq. 15 we have

$$w_i \rightarrow 0 \Rightarrow \rho_i \rightarrow 1,$$

$$w_i \rightarrow -\infty \Rightarrow \rho_i \rightarrow 0.$$  

These two cases (e.g., $\rho_i \rightarrow 1$ and $\rho_i \rightarrow 0$) are far away from 0.5 which is the extreme value of Eq. 14. Therefore, the fuzziness of the parameters will decrease as minimizing the $M(W_{\text{conv}})$.

### 5 Experiments and results

In this section, we evaluate the adversarial robustness of the proposed model on MNIST [11] dataset and CIFAR10 [21] dataset by adopting LeNet as the network structure. The adversarial robustness of the model is measured by the accuracy under adversarial attacks. Besides, we also calculate the fuzziness of parameters in convolutional layer to evaluate the uncertainty of the model.

#### 5.1 Experimental setup

The experiments are conducted under Python 3.6 with the Advertorch toolbox [12]. Before training, the input values are normalized by $(x - \mu)/\sigma$, where $\mu$ and $\sigma$ are the mean and variance among all samples. For MNIST, we have $\mu = 0.1307$ and $\sigma = 0.3081$; while for CIFAR10, we have $\mu = (0.4914, 0.4822, 0.4465)$ and $\sigma = (0.2023, 0.1994, 0.2010)$.

We compare the performance of four models without adversarial training:
Standard model (Std.): This is a model trained with clean examples by adopting cross-entropy as the loss function.

Standard model with L1 normalization (Std.+L1): This is a model trained with clean examples, and the loss function includes an additional L1 normalization related to parameters.

Standard model with L2 normalization (Std.+L2): This is a model trained with clean examples, and the loss function includes an additional L2 normalization related to parameters.

Min-Max model (Min-Max): This is a model trained with clean examples and our proposed objective function 5.

Std.+L1 and Std.+L2 are designed for ablation study since the proposed objective function is composed of L1 normalization and L2 normalization. Moreover, these models have the same framework and setting.

As for the datasets, we briefly introduce them as follows:

- MNIST dataset consists of 60,000 training samples and 10,000 testing samples, each of which is a 28x28 pixel handwriting digital image. By setting batchsize = 64, lr = 0.001, epochs = 10, we use Adam optimization to train the neural network. When evaluating the model with Advertorch, we adopt some attacks (FGSM [16], PGD [28], CW [6], MIA [13], L2BIA [23] and LinfBIA [23]) widely used where epsilon = 0.3.

- CIFAR10 dataset is composed of 60,000 32x32 colour image, 50,000 for training and 10,000 for testing. By setting batchsize = 64, lr = 0.01, epochs = 90, we use Adam optimization to train the neural network where the learning rate halved every 30 epochs. When evaluating the adversarial robustness, we set epsilon = 0.03.

5.2 Adversarial robustness

We use six attack methods to evaluate the adversarial robustness of the model, i.e., FGSM [16], PGD [28], CW [6], MIA [13], L2BIA [23] and LinfBIA [23]. The higher accuracy under adversarial attack, the stronger adversarial robustness of the model. We set epsilon = 0.3 for MNIST dataset and set epsilon = 0.03 for CIFAR10 dataset.

Table 1 shows the adversarial robustness of the standard model and Min-Max model regarding the testing accuracy under various adversarial attacks. It can be seen that the proposed the Min-Max model has stronger adversarial robustness than the standard model under all of the attack methods. This result experimentally verifies the correctness of Theorem 1, i.e., the model will have the Min-Max property by minimizing Eq. 5, and this property makes it have stronger adversarial robustness. Moreover, Fig. 3 shows the training loss of the standard model and Min-Max model. It can be observed that the Min-Max model converges slower than the standard model but is more stable after convergence.

Table 1: MNIST: The comparison of accuracy between standard models (Std., Std.+L1 and Std.+L2) and Min-Max model.

| Attack | Std. | Std.+L1 | Std.+L2 | Min-Max |
|--------|------|---------|---------|---------|
| No attack | 0.9861 | 0.9747 | 0.9576 | 0.9844 |
| FGSM   | 0.8152 | 0.7610 | 0.7631 | 0.9475 |
| PGD    | 0.5928 | 0.6198 | 0.7130 | 0.8369 |
| CW     | 0.5097 | 0.4961 | 0.5403 | 0.6892 |
| MIA    | 0.6268 | 0.6190 | 0.7181 | 0.6980 |
| L2BIA  | 0.9747 | 0.9659 | 0.9501 | 0.9765 |
| LinfBIA | 0.6046 | 0.6276 | 0.7126 | 0.8599 |

Fig. 3: MNIST: The comparison of training loss between standard training and adversarial training. After convergence, Min-Max model is more stable than standard model.

Table 2 further reports the comparison results between the standard model and the Min-Max model on a more complicated dataset, i.e., CIFAR10. It can be seen that the Min-Max property significantly improves the adversarial robustness of the model, which is consistent with the conclusion on MNIST dataset. However, this improvement is limited. For some powerful adversarial attacks such as CW, the model is still vulnerable. This may be due to the fact that CW is a non-gradient adversarial attack. Min-Max property in
the convolutional layer can avoid sharp change by small perturbation which is spread by the gradient in the neural network. However, if the small perturbation is not dependent on the gradient, it will be difficult for the Min-Max property to catch the exception.

It is noteworthy that the proposed objective function, i.e., Eq. 5, contains both L1 normalization and L2 normalization. In order to investigate the effectiveness of these two normalizations, we ablate one of them. As shown in Tables 1 and 2, L1 normalization does not help to improve the adversarial robustness and L2 normalization can improve the adversarial robustness a little bit. However, by combining L1 normalization and L2 normalization, the Min-Max model has much stronger adversarial robustness than both Std.+L1 and Std.+L2 under most attacks. This shows that Eq. 5 can effectively make the parameters either closer to zero or further away from zero, as described in the Min-Max property.

Table 2: CIFAR10: The comparison of accuracy between standard models (Std., Std.+L1 and Std.+L2) and Min-Max model.

|               | Std.  | Std.+L1 | Std.+L2 | Min-Max |
|---------------|-------|---------|---------|---------|
| No attack     | 0.6352| 0.5589  | 0.6573  | 0.5668  |
| FGSM          | 0.2382| 0.3144  | 0.3416  | 0.3712  |
| PGD           | 0.1669| 0.2937  | 0.3416  | 0.3712  |
| CW            | 0.0000| 0.0000  | 0.0000  | 0.0000  |
| MIA           | 0.1583| 0.2918  | 0.3382  | 0.3633  |
| L2BIA         | 0.6249| 0.5550  | 0.5561  | 0.6512  |
| LinfBIA       | 0.2128| 0.3135  | 0.3594  | 0.3860  |

5.3 Uncertainty

We make an investigation on the fuzziness of parameters in the first convolutional layer of LeNet using Eq. 14. The standard model, the adversarial model and the Min-Max model are compared. It is noteworthy that the adversarial model is trained alternately between clean examples and adversarial examples in each epoch, where the adversarial examples are generated by PGD \[28\]. With this training scheme, the phenomenon of accuracy-robustness problem would reduce.

Figs. 4 and 5 show the distribution of parameters in the first convolutional layer of LeNet for dataset MNIST and CIFAR10, respectively. It can be seen that for both of these two datasets, the number of parameters close to zero in the adversarial model is larger than that in the standard model. This is the basis for the proposed Min-Max property. Then, by further using Eq. 5, this property in the Min-Max model becomes more obvious. The intuitive result is shown in Figs. 4 and 5. The number of parameters close to zero in the Min-Max model is about 17-19 times of that in the standard model for MNIST, and is about 140-150 times for CIFAR10. We suspect that this extreme phenomenon is responsible for the decline in the accuracy on clean examples, as a result, the accuracy of the Min-Max model on clean examples is lower than that of the standard model.

Moreover, we utilize fuzziness (Eq. 14) to quantify the Min-Max property. As shown in Table 3, the fuzziness of the adversarial model is lower than that of the standard model, demonstrating a lower uncertainty of the adversarial model. By minimizing Eq. 5, the uncertainty of the Min-Max model is further reduced.
Table 3: The fuzziness of parameters of first convolutional layer in LeNet.

|                  | MNIST | CIFAR10 |
|------------------|-------|---------|
| Standard model   | 0.4417| 0.2842  |
| Adv. model       | 0.2611| 0.1594  |
| Min-Max model    | 0.0053| 0.0016  |

5.4 Discussion

It is investigated that Min-Max property would cause a drop in accuracy on clean examples. This phenomenon is not obvious on MNIST but is easily aware on CIFAR10. As shown in Table 2, accuracy of the Min-Max model on clean examples drops about 0.089 compared with the standard model. This phenomenon brings the so-called accuracy-robustness problem. Although the trade-off between accuracy and robustness is widely discussed [49, 53, 43, 23, 50, 36], the underlying theories still remain unknown. Through observing the quantitative indicator of the uncertainty, e.g., fuzziness, we find that the uncertainty of the Min-Max model has dropped to be too low as shown in Table 3. Similar observations can also be made from Figs. 4 and 5. Therefore, we guess that the accuracy-robustness problem is caused...
by this extreme phenomenon of the Min-Max property to some extent.

Finally, we observe the normalized convolutional vector in both standard training and our training strategies. We show part of parameters in the first convolutional layer for the task of CIFAR10, where the values are ranked according to their indexes of position. By Eq. 15 we normalize the values into a fixed range (0, 1). As shown in Fig. 6 it is easy to see that the numbers approach zero or one in the Min-Max model are much larger than that of the standard model. It intuitively shows that the uncertainty of our training strategies is far lower than that of the standard model.

6 Conclusion

The Min-Max property is extracted by observing the difference between the standard model and the adversarial model in the convolutional layer. This Min-Max property is a phenomenon that the parameters in the convolutional layer will be either closer to zero or farther away from zero. Possessing the Min-Max property of the model have stronger adversarial robustness. According to this property, we design a new objective function. And minimizing this objective function equals making the model with the Min-Max property. We theoretically and experimentally validate the correctness of the Min-Max property. Moreover, from the perspective of uncertainty, we use fuzziness to quantify the Min-Max property. As a result, the process of maximizing the Min-Max property is equivalent to minimizing the fuzziness of parameters. In future works, we will explore the Min-Max property in a more complicated DNN structure and try to discover properties of uncertainty in DNN. Moreover, how to further improve the adversarial robustness based on uncertainty analysis is also worth to study in the future.
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