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Abstract—Within the context of recursive least squares (RLS) parameter estimation, the goal of the present paper is to study the effect of regularization-induced bias on the transient and asymptotic accuracy of the parameter estimates. We consider this question in three stages. First, we consider regression with random data, in which case persistency is guaranteed. Next, we apply RLS to finite-impulse-response (FIR) system identification and, finally, to infinite-impulse-response (IIR) system identification. For each case, we relate the condition number of the regressor matrix to the transient response and rate of convergence of the parameter estimates.

I. INTRODUCTION

In many parameter estimation problems, data becomes available in real time, and parameter estimates are desired at each successive step. For least-squares estimation, recursive least square (RLS) is computationally efficient relative to batch least squares due to the need to invert a matrix whose dimension is lower than the parameter dimension [1]–[4]. An additional advantage of RLS is the ability to include a forgetting factor, which weights more recent data more heavily than older data. In effect, the forgetting factor facilitates learning in response to system changes by promoting forgetting. Since system changes can occur sporadically and unexpectedly, forgetting must be adaptive and variable, see [5] and the references therein.

Since batch least squares inverts a regressor matrix over a window of data, a full-rank regressor matrix is required before the first parameter estimate is available. The invertibility of the regressor matrix depends on a persistency condition [6]. In the absence of persistency, however, a regularization term can be included, resulting in regularized batch least squares. Regularization is an essential technique in parameter estimation [7]–[10]. However, the regularization term perturbs the regressor, thus resulting in regularization-induced bias. Along the same lines, RLS includes a regularization term in the cost function, which provides parameter estimates from the initial time. As in the case of regularized batch least squares, the regularization term leads to bias in the parameter estimates of RLS.

For the case of constant regularization, the goal of the present paper is to study the effect of regularization-induced bias on the transient and asymptotic accuracy of the parameter estimates. Note that this bias is due solely to the regularization and thus is not due to noise, which can also result in bias. Other works have studied the bias induced by noise without regularization, [11] chapter 2, and the bias induced by noise and regularization together [12]. We consider this question in three stages. First, we consider regression with random data, in which case persistency is guaranteed. Next, we apply RLS to finite-impulse-response (FIR) system identification and, finally, to infinite-impulse-response (IIR) system identification. For each case, we relate the condition number of the regressor matrix to the transient response and rate of convergence of the parameter estimates.

Notation and Terminology. Define $\mathbb{N} \triangleq \{1, 2, 3, \ldots\}$ and $\mathbb{N}_0 \triangleq \{0\} \cup \mathbb{N}$. The symbols $\mathbb{S}^p$, $\mathbb{N}^n$, and $\mathbb{P}^n$ denote the sets of real $n \times n$ symmetric, symmetric positive-semidefinite, and symmetric positive-definite matrices, respectively. For $A \in \mathbb{N}^n$, $\lambda_i(A)$ denotes the $i$th largest eigenvalue of $A$, $\lambda_{\text{max}}(A) \triangleq \lambda_1(A)$, and $\lambda_{\text{min}}(A) \triangleq \lambda_n(A)$. Furthermore, the condition number, $\kappa(A)$, of $A \in \mathbb{P}^n$ is defined by

$$\kappa(A) \triangleq \frac{\lambda_{\text{max}}(A)}{\lambda_{\text{min}}(A)}.$$  

If $A$ is positive-semidefinite but not positive-definite, then $\kappa(A) \triangleq \infty$. $\| \cdot \|$ is the Euclidean norm.

II. BATCH LEAST SQUARES

We consider the measurement process

$$y_k = \phi_k \theta, \quad (2)$$

where $k = 0, 1, 2, \ldots$ is the time step, $y_k \in \mathbb{R}^p$ is the measurement at step $k$, the matrix $\phi_k \in \mathbb{R}^p \times n$ is the regressor at step $k$, and $\theta \in \mathbb{R}^n$ is a column vector of $n$ unknown parameters. The objective is to use $y_k$ and $\phi_k$ to estimate the components of $\theta$. Since, in practice, $y_k$ and $\phi_k$ are corrupted by noise, (2) does not hold exactly, and we thus consider least squares estimates of $\theta$.

The batch approach to this problem is to collect a large amount of data and then apply least squares optimization to compute an estimate of $\theta$. In particular, using data from the step window $i = 0, 1, \ldots, k$, it follows from (2) that

$$Y_k = \Phi_k \theta, \quad (3)$$

where

$$Y_k \triangleq \begin{bmatrix} y_0 \\ \vdots \\ y_k \end{bmatrix}, \quad \Phi_k \triangleq \begin{bmatrix} \phi_0 \\ \vdots \\ \phi_k \end{bmatrix}. \quad (4)$$

Note that (3) has the form $Ax = b$, where $A$ denotes $\Phi_k$, $x$ denotes $\theta$, and $b$ denotes $Y_k$. 
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In the presence of noise corrupting the data $Y$ and $\Phi$, (3) may not have a solution. In this case, it is useful to replace (3) by the least-squares optimization of the cost

$$J_{R,k}(\hat{\theta}) \triangleq \sum_{i=0}^{k} (y_i - \phi_i \hat{\theta})^T (y_i - \phi_i \hat{\theta}) + (\hat{\theta} - \theta_0)^T R (\hat{\theta} - \theta_0),$$

(5)

where $R \in \mathbb{R}^n$ and $\theta_0 \in \mathbb{R}^n$ is an initial estimate of $\theta$. The regularization term $(\hat{\theta} - \theta_0)^T R (\hat{\theta} - \theta_0)$ weighs the distance from the current estimate to the initial estimate and ensures that $J_{R,k}$ has a unique global minimizer. In particular, the batch least-squares (BLS) minimizer of (5) is given by

$$\theta_{\text{BLS},R,k+1} \triangleq \arg \min_{\theta \in \mathbb{R}^n} J_{R,k}(\theta)$$

(6)

and

$$\theta_{\text{BLS},0,k+1} = (\Phi_k^T \Phi_k + R)^{-1} \Phi_k^T Y_k,$$

(7)

where the inverse $(\Phi_k^T \Phi_k + R)^{-1}$ exists due to the positive-definite regularization $R$. Note that $(\Phi_k^T \Phi_k + R)^{-1}$ requires the computation of an $n \times n$ inverse, and thus the computational requirement of the inverse is of order $n^3$. Note also that the memory needed to store $\Phi_k$ grows with $k$. Furthermore, if $\Phi_k$ has full column rank, then the regularization is not needed, and thus $R$ can be set to zero. In this case, (7) becomes

$$\theta_{\text{BLS},0,k+1} = (\Phi_k^T \Phi_k)^{-1} \Phi_k^T Y_k,$$

(8)

which is the unique solution of (6).

III. RECURSIVE LEAST SQUARES

Recursive least squares (RLS) provides a recursive update of the minimizer of (5) as measurements become available. Although RLS can be stated with a forgetting factor $\lambda$, the following result provides a statement of RLS with $\lambda = 1$.

**Theorem 1.** For all $k \in \mathbb{N}_0$, let $\phi_k \in \mathbb{R}^{p \times n}$ and $y_k \in \mathbb{R}^p$. Furthermore, let $\theta_0 \in \mathbb{R}^n$, let $P_0 \in \mathbb{R}^{n \times n}$ be positive definite. Furthermore, for all $k \in \mathbb{N}_0$, denote the minimizer of the function $J_{P_0^{-1},k}(\theta)$ by

$$\theta_{k+1} \triangleq \arg \min_{\theta \in \mathbb{R}^n} J_{P_0^{-1},k}(\hat{\theta}).$$

(9)

Then, for all $k \in \mathbb{N}_0$, $\theta_{k+1}$ is given by

$$P_{k+1} = P_k - P_k \phi_k^T (I + \phi_k P_k \phi_k^T)^{-1} \phi_k P_k,$$

(10)

$$\theta_{k+1} = \theta_k + P_{k+1} \phi_k^T (y_k - \phi_k \theta_k).$$

(11)

Note, that, for all $k \geq 1$,

$$\theta_k = \theta_{\text{BLS},P_0^{-1},k}.$$

(12)

This implies any results for RLS and BLS are equivalent, where $R = P_0^{-1}$. However, the computational requirements of RLS are primarily determined by the inverse in (10), which is of size $p \times p$. When $p \ll n$, the computational burden of this inverse is much less demanding than the $n \times n$ inverse required by BLS. In addition, the storage requirements of RLS are of order $n^2$, which does not grow with $k$. Consequently, the computational and memory requirements of RLS are significantly less than those of BLS. For future analysis, we use the notation

$$\theta \triangleq \begin{bmatrix} \theta_1 \\ \vdots \\ \theta_n \end{bmatrix}, \quad \theta_k \triangleq \begin{bmatrix} \theta_{k,1} \\ \vdots \\ \theta_{k,n} \end{bmatrix}.$$

(13)

IV. REGULARIZATION-INDUCED BIAS

Note that $\theta_{\text{BLS,R,k+1}}$ given by (7) does not equal $\theta_{\text{BLS,0,k+1}}$ given by (8), and thus, the regularization $R$ induces a bias in the estimate of $\theta$. This bias decreases as more data are available, as demonstrated by the following example.

**Example 1.** For all $k \in \mathbb{N}_0$ let the components of $\theta \in \mathbb{R}^{10}$ and $\phi_k \in \mathbb{R}^{1 \times 10}$ be sampled from the uniform distribution on $[-1, 1]$, and thus $y_k$ is scalar. Let $R = P_0^{-1} = r I$, where $r$ is a positive number and let $\theta_{0,i} = 0$ for $i = 1, \ldots, n$. For each value of $r$, 100 independent simulations are run, and, at each step $k$, the estimation error $||\theta_k - \theta||$ is averaged over the 100 simulations. Figure 1 shows the averaged estimation error with $k \in [0, 10^4]$. Note that $||\theta_k - \theta||$ sharply decreases around $k = 10$, and that the decrease is larger for smaller values of $r$. In addition, $||\theta_k - \theta||$ converges with the same linear log-log slope for all values of $r$.

![Fig. 1: Estimation error. The regularization is given by $R = r I$. For each value of $r$, 100 independent simulations are run where, for all $k \in \mathbb{N}_0$, each component of $\theta \in \mathbb{R}^{10}$ and $\phi_k \in \mathbb{R}^{1 \times 10}$ sampled from the uniform distribution on $[-1, 1]$. The norm of the estimation error is averaged over the 100 trials for $k \in [0, 10^4]$.](image)
Proposition 2. Consider the notation and assumptions of Theorem 1. Then the following statements hold:

i) For all $k \in \mathbb{N}_0$, $P_{k+1} \leq P_k$.

ii) $P_\infty \triangleq \lim_{k \to \infty} P_k$ exists, and $P_\infty \in \mathbb{N}^n$.

iii) $\theta_\infty \triangleq \lim_{k \to \infty} \theta_k$ exists, and $\theta_\infty = (I - P_\infty P_\infty^{-1}) \theta + P_\infty P_\infty^{-1} \theta_0$.

iv) $\theta_\infty = \theta$ if and only if $P_\infty P_\infty^{-1} \theta = P_\infty P_\infty^{-1} \theta_0$.

v) If $P_\infty = 0$, then $\theta_\infty = \theta$.

vi) If, for all $\theta_0 \in \mathbb{R}^n$, $\theta_\infty = \theta$, then $P_\infty = 0$.

Proof.  

i) Note (14) and that, for all $k \in \mathbb{N}_0$, $\phi_k^T \phi_k \in \mathbb{N}^n$.

ii) Note that, for all $k \in \mathbb{N}_0$, $P_k \in \mathbb{N}^n$ and $P_{k+1} \leq P_k$.

iii) The result follows directly from (17).

iv) Substitute $\theta_\infty = \theta$ into the result of (iii).

v) Substitute $P_\infty = 0$ into the second equation of (iv).

vi) Let $\theta_0 \in \mathbb{R}^n$ and $P_\infty \neq 0$. Then, there exists $\theta \in \mathbb{R}^n$ such that $P_\infty P_\infty^{-1} \theta \neq P_\infty P_\infty^{-1} \theta_0$. So, by (iv) $\theta_\infty \neq \theta$. 

A. Persistently Exciting Regressors

Definition 3. $(\phi_k)_{k=0}^\infty \subset \mathbb{R}^{p \times n}$ is persistently exciting (PE) if there exist $\alpha > 0$, $\beta > 0$, and $N \in \mathbb{N}_0$ such that, for all $j \in \mathbb{N}_0$,

$$\alpha I_n \leq \sum_{i=0}^N \phi_{i+j}^T \phi_{i+j} \leq \beta I_n. \quad (18)$$

Proposition 4. $(\phi_k)_{k=0}^\infty \subset \mathbb{R}^{p \times n}$ is PE if and only if

$$C \triangleq \lim_{k \to \infty} \frac{1}{k} \phi_k^T \phi_k \quad (19)$$

exists and is positive definite.

Proof. See page 64 of [11].

Lemma 1. Let $(A_k)_{k=0}^\infty \subset \mathbb{R}^{n \times n}$ and assume that, for all $k \in \mathbb{N}_0$, $A_k$ is nonsingular, and $A \triangleq \lim_{k \to \infty} A_k$ exists and is nonsingular. Then, $\lim_{k \to \infty} A_k^{-1}$ exists and $\lim_{k \to \infty} A_k^{-1} = A^{-1}$.

Proof. This result follows from the continuity of the matrix inverse on the set of nonsingular matrices.

B. The Condition Number

Lemma 2. If $A \in \mathbb{P}^n$, then, for all nonzero $\alpha \in \mathbb{R}$, $\kappa(A) = \kappa(\alpha A)$.

Lemma 3. Let $(A_k)_{k=0}^\infty \subset \mathbb{P}^n$ and assume that $A \triangleq \lim_{k \to \infty} A_k$ exists. Then $\kappa(A_k) \to \kappa(A)$ as $k \to \infty$.

Proposition 6. Under the assumptions and notation of Theorem 5 $\lim_{k \to \infty} \kappa(\Phi_k^T \Phi_k + R) = \kappa(C) \geq 1$.

Proof. Note that

$$\lim_{k \to \infty} \frac{1}{k} (\Phi_k^T \Phi_k + R) = \lim_{k \to \infty} \frac{1}{k} \Phi_k^T \Phi_k. \quad (21)$$

Next, by Lemma 2 for all $k \in \mathbb{N}_0$, $\kappa(\Phi_k^T \Phi_k + R) = \kappa(\frac{1}{k} (\Phi_k^T \Phi_k + R))$. Hence,

$$\lim_{k \to \infty} \kappa(\Phi_k^T \Phi_k + R) = \lim_{k \to \infty} \kappa \left( \frac{1}{k} (\Phi_k^T \Phi_k + R) \right). \quad (22)$$

Then, by Lemma 3

$$\lim_{k \to \infty} \kappa(\Phi_k^T \Phi_k + R) = \kappa \left( \lim_{k \to \infty} \frac{1}{k} (\Phi_k^T \Phi_k) \right). \quad (23)$$

Finally, (21) implies

$$\lim_{k \to \infty} \kappa(\Phi_k^T \Phi_k + R) = \kappa \left( \lim_{k \to \infty} \frac{1}{k} (\Phi_k^T \Phi_k) \right) = \kappa(C) \geq 1. \quad \square$$

The condition number of the regressor matrix can be used as a metric to assess the convergence of the regularized RLS solution under persistent excitation, particularly when $\theta$ is unknown. Note that the convergence of the condition number of $\Phi_k^T \Phi_k + R$ is necessary but not sufficient for the convergence of $\theta_k \to \theta$ as $k \to \infty$ under persistent excitation.

VI. ANALYSIS OF CONSISTENCY

This section presents numerical examples with diagnostics in order to investigate the properties the estimation error shown in Figure 1, namely, the sudden decrease in the estimation error and its asymptotic log-log slope. To do this, we apply RLS to (2), where the components of $\phi_k$ are randomly generated and $y_k$ is given by (2).

Example 2. Let

$$\theta = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix}^T, \quad (24)$$
and \( \theta_0 = 0 \). For all \( k \in \mathbb{N}_0 \), assume \( \phi_k \in \mathbb{R}^{1 \times 4} \) are i.i.d. and are randomly generated by

\[
\phi_k^T \sim \mathcal{N}(0, \text{diag}(\sigma_1^2, \sigma_2^2, \sigma_3^2, \sigma_4^2)),
\]

where \( \sigma_1^2 = 0.1, \sigma_2^2 = 1, \sigma_3^2 = 10, \) and \( \sigma_4^2 = 100 \). Let \( R = rI \), where \( r = 10^{-5} \). Then,

\[
C = \lim_{k \to \infty} \frac{1}{k} \phi_k^T \Phi_k = \text{diag}(\sigma_1^2, \sigma_2^2, \sigma_3^2, \sigma_4^2).
\]

Hence, Theorem 5 implies that

\[
\lim_{k \to \infty} k(\theta_k - \theta) = -r \left[ \sigma_1^{-2} \sigma_2^{-2} \sigma_3^{-2} \sigma_4^{-2} \right]^T.
\]

Next, by Proposition 6

\[
\lim_{k \to \infty} \kappa(\Phi_k^T \Phi_k + rI) = \kappa(C) = \frac{\sigma_1^2}{\sigma_2^2} = 10^3.
\]

RLS is run for 10 independent simulations and, at each step \( k \), the estimation error \( \| \theta_k - \theta \| \) is averaged over the 10 simulations. Figure 2 shows the error \( [\theta_{(m)}, k - \theta_{(m)}] \) for \( m = 1, 2, 3, 4 \) and the condition number \( \kappa(\Phi_k^T \Phi_k + rI) \), as well as the asymptotic behaviors given by (27) and (28).
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For convenience, we define the *log slope* by

\[
\Delta_{\log}(f_k) = \frac{\log(f_k) - \log(f_{k-1})}{\log(k) - \log(k-1)},
\]

which is independent of the logarithm base.

**Proposition 7.** Let \( \theta, \theta_k, \theta_{k-1} \in \mathbb{R}^n \), let \( p \geq 1 \), and assume there exists \( c \in \mathbb{R} \) such that, for all \( m = 1, \ldots, n \),

\[
\Delta_{\log}([\theta_{(m)} - \theta_{(m)}]) = c.
\]

Then

\[
\Delta_{\log}([\theta_k - \theta]_p) = c.
\]

**Proof.** (29) and (30) imply that, for all \( m = 1, \ldots, n \),

\[
\frac{|\theta_{k,(m)} - \theta_{(m)}|}{|\theta_{k-1,(m)} - \theta_{(m)}|} = q \equiv \left( \frac{k}{k-1} \right)^c.
\]

Next, note that,

\[
\frac{\|\theta_k - \theta\|_p}{\|\theta_{k-1} - \theta\|_p} = \left( \frac{\sum_{m=1}^{n} |\theta_{k,(m)} - \theta_{(m)}|^p}{\sum_{m=1}^{n} |\theta_{k-1,(m)} - \theta_{(m)}|^p} \right)^{1/p} = (q^p)^{1/p} = q.
\]

Thus, (29) yields

\[
\Delta_{\log}(\|\theta_k - \theta\|_p) = \frac{\log (\|\theta_k - \theta\|_p)}{\log (\|\theta_{k-1} - \theta\|_p)} = c \frac{\log (k)}{\log (k-1)} = c.
\]

Note that (27) implies that, for all \( m = 1, \ldots, n \),

\[
\Delta_{\log}(\|\theta_{k,(m)} - \theta_{(m)}\|) \to -1 \text{ as } k \to \infty.
\]

Therefore, Figure 3 and all subsequent plots of log slope show \( \Delta_{\log}(\|\theta_k - \theta\|) \) approaches \( 10^3 \). The change in condition number \( \kappa(\Phi_k^T \Phi_k + rI) \) for \( k \in [9000, 10000] \) is shown in Figure 3.

![Fig. 3: Example 2](image3)
VII. APPLICATION TO FIR SYSTEM IDENTIFICATION

Let a finite impulse response (FIR) be given by

\[ y_k = \sum_{i=1}^{w} G_i u_{k-i}, \]  

(34)

for \( k = 0, 1, 2, \ldots \), where \( w \) is the window length, \( u_k \in \mathbb{R}^q \) is the input, \( y_k \in \mathbb{R}^p \) output, and \( G_i \in \mathbb{R}^{p \times q} \) are the model coefficients. Note that (34) can be expressed as (2), where

\[ \phi_k \triangleq \left[ u_{k-1}^T \ldots u_{k-w}^T \right] \otimes I_p \in \mathbb{R}^{p \times n}, \]

(35)

\[ \theta \triangleq \text{vec} \left[ G_1^\top \ldots G_n^\top \right] \in \mathbb{R}^n. \]

(36)

To estimate \( \theta \), define

\[ \theta_k \triangleq \text{vec} \left[ G_{1,k} \ldots G_{w,k} \right] \in \mathbb{R}^n, \]

(37)

where \( G_{i,k} \in \mathbb{R}^{p \times m} \) are the estimated model coefficients and \( n = wpq \). Note that \( u_k \triangleq 0 \) for all \( k < 0 \).

**Example 3. FIR model**

Consider the FIR model

\[ y_k = -1.5u_{k-1} + 0.9u_{k-2} + 0.15u_{k-3} - 0.15u_{k-4}, \]

(38)

for all \( k \in \mathbb{N}_0 \), where \( \theta \) is defined by (36). For all \( k \in \mathbb{N}_0 \), the inputs \( u_k \in \mathbb{R} \) are i.i.d and are sampled from the uniform distribution on \([-1, 1]\). RLS is applied to estimate \( \theta \) with regularization \( R = rI \) where \( r = 10^{-5} \) and \( \theta_0 = 0 \). Figure 4 shows the error \( |\theta_k^{(m)} - \theta_k^{(m)}| \) for \( m = 1, 2, 3, 4 \) as well as the condition number \( \kappa(\Phi_k^T \Phi_k + rI) \).

Note that the error is \( O(10^{-1}) \) at step \( k = m \), but decreases to \( O(10^{-5}) \) at step \( k = m + 1 \), for all \( m = 1, 2, 3, 4 \), as seen in Figure 4. Additionally, Figure 4 shows that the condition number of \( \Phi_k^T \Phi_k + rI \) drops below \( 10^2 \) at \( k = 4 \), the step at which \( \Phi_k^T \Phi_k \) attains full rank. Similar to the results of Example 2, Figure 5 shows that \( \Delta_{\text{log}} \left( \|\theta_k - \theta\| \right) \) approaches \(-1\) and \( \kappa(\Phi_k^T \Phi_k + rI) \approx 1 \) asymptotically.

\[ \theta_k \triangleq \text{vec} \left[ F_{1,k} \ldots F_{w,k} G_{1,k} \ldots G_{w,k} \right] \in \mathbb{R}^n, \]

(40)

\[ \phi_k \triangleq \left[ -y_{k-1}^T \ldots -y_{k-w}^T \right] \otimes I_p \in \mathbb{R}^{p \times n}. \]

(41)

To estimate \( \theta_k \), define

\[ \theta_k \triangleq \text{vec} \left[ F_{1,k} \ldots F_{w,k} G_{1,k} \ldots G_{w,k} \right] \in \mathbb{R}^n, \]

(42)

where \( F_{i,k} \in \mathbb{R}^{p \times q} \) and \( G_{i,k} \in \mathbb{R}^{p \times q} \) are the estimated model coefficients and \( n = wp(p+q) \). Note that \( y_k \triangleq 0 \) and \( u_k \triangleq 0 \) for all \( k < 0 \).

**Example 4. IIR model**

Consider the IIR model

\[ y_k = 1.5y_{k-1} - 0.9y_{k-2} + 0.15u_{k-1} - 0.15u_{k-2}, \]

(44)

for all \( k \in \mathbb{N}_0 \), where \( \theta \) is defined by (40). For all \( k \in \mathbb{N}_0 \), the inputs \( u_k \in \mathbb{R} \) are i.i.d and are sampled from the uniform distribution on \([-1, 1]\). RLS is applied to estimate \( \theta \) with regularization \( R = rI \) where \( r = 10^{-5} \) and \( \theta_0 = 0 \). Figure 6 shows the error \( |\theta_k^{(m)} - \theta_k^{(m)}| \) for \( m = 1, 2, 3, 4 \) as well as the condition number \( \kappa(\Phi_k^T \Phi_k + rI) \).

Note that \( |\theta_k^{(m)} - \theta_k^{(m)}| \) decreases approximately four orders of magnitude from step \( k = 1 \) to \( k = 2 \) for \( m = 3 \). Additionally, \( |\theta_k^{(m)} - \theta_k^{(m)}| \) further decreases approximately three orders of magnitude from steps \( k = 5 \) to \( k = 6 \) for \( m = 1, 2, 4 \).
For system identification, RLS was applied to FIR and IIR systems. For FIR systems, it was shown that the components of the estimation error decrease sequentially rather than simultaneously. However, for IIR systems, the components of the estimation error decrease less predictably. Future research will relate these trends to the condition number of the regressor.

Finally, one potential approach to overcoming regularization-induced bias is to use variable regularization [13]. By varying the regularization based on the condition number of the regressor, it may be possible to reduce the regularization-induced bias. The challenge is to vary the regularization in a computationally efficient manner without impacting the numerical stability of RLS.

IX. CONCLUSIONS AND FUTURE WORK

In optimization-based parameter estimation, regularization compensates for the lack of persistency, especially during startup. This paper examined regularization-induced bias, which refers to bias in the parameter estimates due to regularization. This paper showed that, under persistency, the parameter estimates improve at precisely the step where the regressor becomes square and nonsingular. It was also shown that the regularization-induced bias asymptotically decreases with a log slope of approximately $-1$. Both of these effects were connected to the condition number of the regressor.
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