Abstract—We introduce a general categorical framework to reason about quantum theory and other process theories living in spacetimes where Closed Timelike Curves (CTCs) are available, allowing resources to travel back in time and provide computational speedups. Our framework is based on a weakening of the definition of traced symmetric monoidal categories, obtained by dropping the yanking axiom and the requirement that the trace be defined on all morphisms. We show that the two leading models for quantum theory with closed timelike curves—namely the P-CTC model of Lloyd et al. and the D-CTC model of Deutsch—are captured by our framework, and in doing so we provide the first compositional description of the D-CTC model. Our description of the D-CTC model results in a process theory which respects the constraints of relativistic causality: this is in direct contrast to the P-CTC model, where CTCs are implemented by a trace and allow post-selection to be performed deterministically.

I. INTRODUCTION

The possibility of traveling back in time, and the many paradoxes associated with its more practical formulations, have fascinated humans for centuries, and the development of Relativity provided a solid mathematical foundation to the concept in the form of Closed Timelike Curves (CTCs) \[1\]–[4]. In the context of quantum computer science, the possibility of time travel acquires a special significance, because models of quantum processes in the presence of CTCs display large computational speedups.

For a detailed discussion of various quantum time-travel models, we refer the interested reader to [5] and references therein. Here, we focus our attention to two specific models: the D-CTC model of Deutsch [6] and the P-CTC model of Lloyd et al. [7], [8]. In the D-CTC model, interaction with quantum systems living on a time loop is captured by a fixed-point operation, while in the P-CTC model the same phenomenon is captured by projection. It was shown [9], [10] that the presence of CTCs brings significant speedups in both cases: in the D-CTC model, quantum computers having access to CTCs can solve all problems of the PSPACE class\[1\] in polynomial time, while in the P-CTC model the same computers can solve all problems of the PP class\[2\] in polynomial time (essentially because it can be shown that P-CTCs are equivalent to post-selection \[11\]). Though no proof of separation between BQP\[3\], PP and PSPACE exists, the inclusions between the three classes are believed to be strict, so that the use of CTCs in quantum computation would bring significant advantage.

Our approach differs from that of other works on time travel in that we won’t debate the possibility of actors traveling back in time, but rather we will limit ourselves to computational resources traveling back in time. Our actors live in a chronology-respecting (CR) region—i.e. in a region of spacetime where the usual Relativistic laws of causality and no-signaling apply—and they interact with time-traveling resources in a local fashion, across a Cauchy horizon which separates the CR region from the chronology-violating (CV) region, which contains the CTCs. There are several reasons behind this particular take on time travel, but one factor playing a heavy role in our decision was the existence of a large body of research suggesting that Cauchy horizons would not realistically be crossable by anything as heavy as a practicing computer scientist [12]–[17].

This work fits within the broader framework of process theories (aka symmetric monoidal categories) and categorical quantum mechanics [18]–[20]: see Appendix A for more details about the graphical notation. More specifically, it is part of recent efforts to understand the complex interplay between quantum theory and Relativistic causal structure, initiated by [21], [22] and recently brought into the spotlight by the work of [23] on higher causal structure. Here, we push the envelope and give a rigorous process-theoretic treatment of chronology-violating causal scenarios: as previously mentioned, these are of great interest for their complexity implications on quantum computing, but they are also easy to misunderstand and riddled with paradoxes. The development of sound categorical semantics brings general reasoning about such scenarios back on firm ground.

In Section II, we briefly introduce a process-theoretic treatment of the P-CTC model based on previous work by Oreshkov and Cerf [24], [25] on time-symmetric quantum theory. In Section III, we introduce the first process-theoretic treatment of the D-CTC model to date. In Section IV, we introduce categorical semantics for process theories involving time travel, defining certain super-operators—with properties akin to those defining traced monoidal categories—which completely encapsulate the effects of interaction between the

---

1 The class of problems which can be decided in polynomial space by deterministic Turing machines.

2 The class of problems which can be decided in polynomial time by probabilistic Turing machines with an error probability less than 1/2.

3 The class of problems which can be decided in polynomial time by quantum computers with a single-run error probability of at most 1/3.
chronology-respecting region and the CTCs.

The super-operators defined in Section IV are different from traces in two key aspects. Firstly, they do not require to satisfy the yanking axiom, which we show to be violated by the D-CTC model. Secondly, we don’t require traces to be defined on all morphisms, but rather only a monoidal sub-category of them: this is a consequence of our requirement that the interaction with CTCs be fully localized in spacetime.

II. THE P-CTC MODEL

A. Single-system Definition

In their P-CTC model [7], [8], Lloyd et al. propose to use post-selection to simulate CTCs, a development inspired by the graphical treatments of quantum teleportation [26], [27]. The P-CTC construction was originally designed with unitary interactions in mind, the proposal being to describe the evolution of a chronology-respecting system in a state \( \rho \) using the following transformation:

\[
\rho' := \frac{E \rho E^\dagger}{\text{Tr}[E \rho E^\dagger]} \tag{1}
\]

where the operator \( E \) is defined to be \( E := \text{Tr}_{CV}[U] \) and \( U \) is the unitary interaction between the chronology-respecting (CR) and chronology-violating (CV) regions. The definition can be straightforwardly extended to CPTP maps, and the evolution is represented in the graphical calculus as follows:

\[
\downarrow \quad \frac{1}{\text{Tr}[\text{Tr}_{CV}[f] \circ \rho]} \quad \frac{1}{\text{Tr}[\text{Tr}_{CV}[f] \circ \rho]} \tag{2}
\]

The transformation \( \rho \mapsto \text{Tr}_{CV}[f] \circ \rho \) is linear, but it is not generally trace-preserving, so we renormalize the interaction to make sure that the resulting state \( \rho' \) is a density matrix. In those cases where renormalization cannot be performed—i.e. when \( \rho' \) is the zero state—the model assumes that the interaction simply cannot happen: in this sense, the P-CTC model of CTCs can be thought to post-select those outcomes which do not lead to contradictory time-travel stories. In fact, the P-CTC model is equivalent to post-selection [11], an observation which we can use to quickly derive a categorical model.

B. A category for the P-CTC model

In recent work, Oreshkov and Cerf [24], [25] developed a process-theoretic treatment of time-symmetric quantum theory, which we use as a categorical model of quantum theory in the presence of the P-CTCs of the Lloyd model.

Definition 1. The symmetric monoidal category \( \text{Mix}_{\text{sym}} \) has finite-dimensional Hilbert spaces as its objects. The morphisms \( f : A \to B \) in \( \text{Mix}_{\text{sym}} \) are chosen to be the zero CP map together with all the CP maps satisfying the following condition:

\[
\text{Tr} \left( f \left( \frac{1}{d_A} \right) \right) = 1 \tag{3}
\]

that is, written diagrammatically:

\[
\frac{1}{d_A} \qquad f = \quad \frac{1}{d_A} \tag{4}
\]

The tensor product in \( \text{Mix}_{\text{sym}} \) is that of CP maps. Sequential composition in \( \text{Mix}_{\text{sym}} \) is defined as:

\[
f \circ_{\text{Mix}_{\text{sym}}} g := \frac{f \circ g}{\text{Tr} \left( (f \circ g) \left( \frac{1}{d_A} \right) \right)} \tag{5}
\]

if the normalizability condition \( \text{Tr} \left( (f \circ g) \left( \frac{1}{d_A} \right) \right) \neq 0 \) holds, and defined to be \( f \circ_{\text{Mix}_{\text{sym}}} g := 0 \) otherwise.

Essentially, \( \text{Mix}_{\text{sym}} \) provides a categorical model for post-selected quantum theory. Within it, the P-CTC prescription for interaction with CTCs is readily realized as follows:

\[
\downarrow \quad f \quad \downarrow \tag{6}
\]

The equivalence of P-CTCs with post-selection means that the P-CTC model necessarily violates the Relativistic constraints of causality and no-signaling; in the parlance of [21], [22], the category \( \text{Mix}_{\text{sym}} \) is not terminal. This violation of the laws of causality may seem natural—even necessary—in the presence of time-travel: in the next Section, we shall see that this is not actually the case.

III. THE D-CTC MODEL

A. Single-system Definition

Deutsch’s D-CTC model [6] describes local interactions between a quantum system in a CR region—which can take part in other operations both in the past and in the future—and a quantum system in a CV region—which is only available as part of the single local interaction at hand. The model as originally formulated is single-system, i.e. it does not directly deal with the issue of composing various interactions in parallel. The generic single-system process in the D-CTC model can be written in the following form, where \( \Phi : \mathcal{H} \otimes \mathcal{C} \to \mathcal{K} \otimes \mathcal{C} \) is a CPTP map:

\[
\Phi : \mathcal{H} \otimes \mathcal{C} \to \mathcal{K} \otimes \mathcal{C} \tag{7}
\]
The markings on the right denote that the state on quantum system $C$ emerges from the CTC in the immediate past of the interaction, and re-enters the CTC in its immediate future, never to be accessed again.

Deutsch defines the single-system behavior of an interaction with CTCs as a function mapping normalized quantum states on $\mathcal{H}$ to normalized quantum states on $\mathcal{K}$. Specifically, given a normalized input state $\rho$ on $\mathcal{H}$, the corresponding output state is defined as follows:

$$\rho \mapsto \rho \circ \tau$$

where $\tau$ is the normalized quantum state on $C$ of maximal entropy amongst those satisfying the following fixed-point equation:

$$\rho \circ \tau = \tau$$

The existence of such fixed points is a consequence of Brouwer’s fixed-point theorem on convex compact subsets of Euclidean space, and the fact that CPTP maps send the convex compact set of normalized states of Hilbert space $C$ into itself. A geometric characterization of the fixed point of maximal entropy is given in Appendix [3].

**B. The grandfather’s paradox**

In order to show the D-CTC construction at work, we look at the most iconic of all time-travel paradoxes: the grandfather’s paradox. In the grandfather’s paradox, a time-traveler goes back in time and kills their own grandfather, thus preventing themselves from being born in the first place; but if they were never born, they never could have gone back in time to kill their own grandfather, and therefore they would have actually been born instead. A basic implementation of the grandfather paradox with qubits and CTCs involves a CNOT gate followed by a swap:

$$\begin{array}{c}
\text{Z basis is used to encode and measure the state of the “individuals” involved in the paradox: the “time-traveler’s grandfather” is represented by the input qubit in the CR region, the “time-traveler” is represented by the output qubit in the CR region. The state } |1\rangle \text{ is taken to mean “alive” and the state } |0\rangle \text{ is taken to mean “dead”.} \\
\text{the D-CTC model tasks us with solving the following fixed point equation, where the gray } \pi \text{ dot is the Pauli X gate, i.e. the unary NOT gate for the Z basis:} \\
\end{array}$$

$$\begin{array}{c}
\begin{array}{c}
\text{The only solution to the above fixed-point equation is given by taking } \tau \text{ to the the maximally mixed state, which we can plug back into the original map:} \\
\text{This yields the following resolution to the grandfather’s paradox in the D-CTC model, where the time-traveler is in a totally mixed state of alive and dead at the end of the affair, with 50% probability of each being true:} \\
\end{array}
\end{array}$$

**C. Entanglement Breaking**

The example of the grandfather’s paradox involves a single system in the CR region, but what about composite systems? What if we have two qubits in an entangled state living in the CR region? Such an example leads us to discover the first weird property of the D-CTC model: interaction with D-CTCs breaks entanglement. Indeed, consider the following scenario involving two CR systems and one CV system:

$$\begin{array}{c}
\text{The fixed-point equation prescribed by the D-CTC model to evaluate the state above can be expanded as follows:} \\
\text{As a consequence, the state in } |1\rangle \text{ breaks into the totally mixed state on the two CR systems:} \\
\end{array}$$

$^4$Not necessarily linear, nor necessarily continuous.
More generally, it is possible to show that the same map breaks entanglement of all bipartite states:

\[ \Psi = \Psi \Psi = \Psi \]  (17)

Coupled with the use of informationally complete measurements, this effect can be used to produce approximate clones of an arbitrary quantum state, approaching perfect fidelity as the dimension of the CR system used is increased; for more details on this approach to cloning, see Appendix D.

Here, we are more interested in another, subtler consequence of entanglement breaking, namely the fact that the D-CTC model is not locally process tomographic: it is not possible to identify a map by looking at the outputs it gives on single-system inputs. More specifically, there are maps which act identically when they are applied to single-system input states:

\[ \rho = \rho \]  (18)

but act entirely differently when applied to a sub-system of some larger entangled state:

\[ \frac{1}{2} \neq \frac{1}{2} \]  (19)

This means that, unlike CPTP maps, D-CTC maps are not functions on single-system states, something which we will need to take into account when defining the category \( \text{DMix} \) in the next subsection.

**D. A category for the D-CTC model**

In order to define a category \( \text{DMix} \) for the D-CTC model, we first need to set some terminology and notation. By an elementary morphism \( \mathcal{H} \to \mathcal{K} \) in \( \text{DMix} \) we will mean a process in the following form, where \( \Phi : \mathcal{H} \otimes \mathcal{C} \to \mathcal{K} \otimes \mathcal{C} \) is a CPTP map:

\[ \Phi \]  (20)

There are two pieces of data in the elementary morphism above, the CPTP map \( \Phi \) capturing the interaction and the system \( \mathcal{C} \) living in the CV region. Because local process tomography fails in the D-CTC model, we cannot rely on functions as a substrate to define our category on: instead, we will define it in terms of sequences of elementary morphisms, quotiented by an appropriate equivalence relation.

**Definition 2.** The category \( \text{DMix} \) has finite-dimensional Hilbert spaces as its objects. The morphisms of \( \text{DMix} \) are generated by elementary morphisms, quotiented by the following equivalence relation \( \sim \):

\[ \Phi \sim \Psi \iff \rho = \Phi \rho \]  (21)

Concretely, morphisms in \( \text{DMix} \) are arbitrary finite sequences of elementary morphisms (with compatible codomains/domains), quotiented by an equivalence relation enforcing the requirement that two morphisms in \( \text{DMix} \) be equal if and only if they act the same when applied to arbitrary subsystems of arbitrary entangled states. It should be noted that, while the generic morphisms in \( \text{DMix} \) are abstract objects, the states in \( \text{DMix} \) are exactly the normalized quantum states, and the effect of applying a morphism to a state can always be computed following Deutsch’s prescription. The definition of \( \text{DMix} \) as a process theory and its relationship to ordinary quantum theory are established by the following results (see Appendix F for their proof).

**Theorem 3.** The category \( \text{DMix} \) is a strict symmetric monoidal category equipped with the following tensor product:

\[ \otimes := \circ \]  (22)

The symmetry isomorphisms are inherited from quantum theory.

**Lemma 4.** The category \( \text{Mix} \) of finite-dimensional Hilbert spaces and CPTP maps is faithfully embedded in \( \text{DMix} \) by the following monoidal functor:

\[ \Phi \]  (23)

Given the presence of CTCs, and having previously looked at the P-CTC model, one might expect some kind of causal breakdown in the passage from ordinary quantum theory to the D-CTC model. This turns out not to be the case: as the next result shows, the category \( \text{DMix} \) respects Relativistic causality constraints (see Appendix F for the proof).
Lemma 5. The category DMix is terminal (in the parlance of [27], [22]), i.e. on any given system $\mathcal{H}$ the only effect is the discarding map inherited from ordinary quantum theory:

$$\begin{array}{c}
\hat{1} \\
\mathcal{H}
\end{array}$$

(24)

As a consequence, DMix respects both no-signaling and causality (aka no-signaling from the future).

The fact that Relativistic constraints such as no-signaling and causality are respected in the presence of CTCs is certainly surprising, and is at odds with both folklore and existing literature on the D-CTC model: in the next subsection, we explain this fundamental misunderstanding in terms of a phenomenon known as the “linearity trap”.

E. The Linearity Trap

In the presence of D-CTCs, maps are no longer necessarily linear, nor necessarily continuous: for concrete examples displaying such behaviors, see Appendix C. One of the important consequences of such change in behavior is what [28] calls the linearity trap: this is the derivation of incorrect conclusions from the assumption, implicit in many operational arguments about quantum measurement and preparation, that quantum processes behave linearly, i.e. that they respect classical probabilistic mixtures. The linearity trap is the reason behind some claims in the literature that the D-CTC model allows superluminal signaling—hence violating Relativity—or even worse that it is mathematically inconsistent.

In [29], the authors describe the following quantum circuit using D-CTCs which allows to perfectly distinguish between the four non-orthogonal states $|\psi\rangle = |0\rangle, |1\rangle, |\pm\rangle, |\mp\rangle$:

$$\begin{array}{c}
\chi \\
A \quad B
\end{array}$$

(25)

In the circuit above, the unitary gates $U_{ij}$ are activated if the two qubits are in the state $|ij\rangle$: $U_{00} \equiv \text{SWAP}, U_{01} \equiv X \otimes X, U_{10} \equiv (X \otimes I) \circ (H \otimes I), U_{11} \equiv (X \otimes H) \circ (\text{SWAP})$. The circuit yields the following mapping, where each of the two measurements is done in the computational basis and results in a bit of output (so that output is a 2-bit string $ab$):

$$
\begin{align*}
|0\rangle|0\rangle &\mapsto 00, \quad |+\rangle|0\rangle &\mapsto 10 \\
|1\rangle|0\rangle &\mapsto 01, \quad |-\rangle|0\rangle &\mapsto 11
\end{align*}
$$

(26)

The possibility of distinguishing non-orthogonal states is certainly odd, coming from a traditional quantum theoretical perspective, but no more so in our opinion than the absence of linearity or continuity.

In [29], however, the authors propose that the possibility of distinguishing non-orthogonal states could be used to obtain superluminal signaling. They even venture that the same construction could be used to distinguish between totally mixed states which have been formed by mixture of the $Z$ basis states and by mixture of the $X$ basis states, i.e. between $0.5|0\rangle \langle 0| + 0.5|1\rangle \langle 1|$ and $0.5|+\rangle \langle +| + 0.5|\mp\rangle \langle \mp|$: because these are the same exact state, the authors venture that D-CTCs might actually be mathematically inconsistent. In their argument, one considers the following bipartite scenario, where Alice and Bob share an entangled state and $\chi$ is the map described in [25] (CTC part not shown):

$$\begin{array}{c}
\chi \\
A \quad B
\end{array}$$

(27)

By measuring Alice’s qubit in the Z basis, the authors claim to obtain the following two scenarios with equal probability:

$$\begin{array}{c}
\chi \\
A \quad B \\
\text{or} \quad A \quad \chi \\
B
\end{array}$$

(28)

Similarly, by measuring Alice’s qubit in the X basis, the authors claim to obtain the following two scenarios with equal probability:

$$\begin{array}{c}
\chi \\
A \quad B \\
\text{or} \quad A \quad \chi \\
B
\end{array}$$

(29)

By definition of the $\chi$ map, this would allow Bob to determine whether Alice measured her qubit in the Z basis (output strings 00 or 01) or in the X basis (output strings 10 and 11)—as well as to learn which outcome she obtained—without any need for communication between them to occur. This would indeed be a violation of no-signaling, but the worrying consequences wouldn’t stop at that. In both cases, the state on Bob’s left qubit would be the 1-qubit totally mixed state, and the outputs of Bob’s measurements would allow him to determine whether the totally mixed state was prepared as $0.5|0\rangle \langle 0| + 0.5|1\rangle \langle 1|$ (if Alice measured in the Z basis) or as $0.5|+\rangle \langle +| + 0.5|\mp\rangle \langle \mp|$ (if Alice measured in the X basis). What is going on here?
What actually happens in the bipartite scenario above is correctly described by the following diagrams, where the $\Phi$ map is the controlled measurement performed by Alice (measurement in the $Z$ basis for $i = 0$, Hadamard followed by measurement in the $Z$ basis for $i = 1$):

\[
\phi \begin{array}{c}
\chi \\
\frac{1}{2}
\end{array} = \begin{array}{c}
\phi \\
\frac{1}{2}
\end{array} \begin{array}{c}
\chi \\
\frac{1}{2}
\end{array} + \begin{array}{c}
\phi \\
\frac{1}{2}
\end{array} \begin{array}{c}
\chi \\
\frac{1}{2}
\end{array}
\]

(30)

While it is indeed true that the discarding map on the left can be decomposed as a sum of the two effects $\langle 0 | \Box | 0 \rangle$ and $\langle 1 | \Box | 1 \rangle$ for the $Z$ basis states, the failure of linearity means that the sum cannot in general be taken out of the dotted box:

\[
\phi \begin{array}{c}
\chi \\
\frac{1}{2}
\end{array} \neq \phi \begin{array}{c}
\chi \\
\frac{1}{2}
\end{array} + \phi \begin{array}{c}
\chi \\
\frac{1}{2}
\end{array}
\]

(31)

This means that it is neither possible to signal, compatibly with the fact that the category $\text{DMix}$ is terminal, nor is it possible to distinguish between the different ways in which the totally mixed state could have been prepared (a fact which would indeed make the model mathematically ill-defined). The lesson we take from the linearity trap is this: when working in $\text{DMix}$, one should take care to avoid reasoning about quantum measurements by case analysis of individual measurement outcomes.

IV. CATEGORICAL SEMANTICS FOR TIME TRAVEL

When causal scenarios in process theories are depicted diagrammatically, it is easy to conflate boxes with processes happening locally at events (i.e. points in spacetime), and wires with the information flow establishing the causal relationships between them. While this practice follows a natural and notationally pleasant convention, it is not mathematically well-founded: except in some specific situations (e.g. the causal categories of [21]), there need not be a canonical way to decide how a process should be decomposed into sub-processes compatibly with a given causal structure.

When talking about such causal scenarios, one is really combining two distinct ingredients:

(i) a causal graph, representing the events in the scenario and the causal relationship between them;

(ii) a map assigning each event in the scenario to the process happening there.

In the usual chronology-respecting (CR) scenarios, where causal graphs are (non-transitive) directed acyclic graphs, the combination of these two ingredients does not pose much of a challenge: a process is associated to each event and outputs/inputs of the process are connected by wires following the edges of the graph (see later for a precise characterization of this procedure). In scenarios involving chronology-violating (CV) regions, however, there is a problem: no prescription exists in a generic symmetric monoidal category for what it means to connect processes in a cycle.

One solution to this problem would be to work in a compact-closed symmetric monoidal category: this is exactly what is done in the P-CTC model. A more elegant solution would be to work in a traced symmetric monoidal category, with the trace used to close output/input loops: unfortunately, we will soon see that the axioms for a trace are too strong, and that the D-CTC model fails a crucial few of them. To solve this issue, we adopt a more general framework in which the process of applying a CTC is encapsulated by a super-operator satisfying certain trace-like axioms, and we show that this provides sound semantics to the idea of associating processes to events on causal graphs with cycles.

A. Causal graphs

The idea of representing discrete scenarios in spacetime by specifying the causal relationship between events is based on a celebrated result by Malament [31], stating that knowledge of the causal order between all events is enough to reconstruct a past- and future-distinguishing spacetime up to conformal equivalence. This forms the basis of discrete and order-theoretic approaches to Relativity, such as causal sets [32], [33] and domains [34].

The events in our scenarios will be discrete, and will correspond to processes happening locally at those events. Even though we will make no such specification, one could take an operational perspective and think of a set of observers well separated in space and/or time, each quickly performing an operation in their local laboratory. Our definition of causal graphs takes inspiration from the definition of causal sets.

Definition 6. A causal set $(C, \preceq)$ is a set $C$ endowed with a partial order $\preceq$ which is locally finite, i.e. such that for every $x, z \in C$ there are finitely many $y \in C$ such that $x \preceq y \preceq z$.

The points of a causal sets represent discrete events in spacetime, with $x \preceq y$ if and only if $x$ causally precedes $y$ in spacetime (i.e. there is a lightlike curve starting at $x$ and ending at $y$). This means that the set $\{y \in C | x \preceq y \preceq z\}$ is the causal diamond between two events $x$ and $z$, so that the local finiteness condition of causal sets means that every causal diamond in spacetime contains finitely many events in the set.

Our generalization from causal sets to what we will call “causal graphs” is due to the need to capture CV scenarios,
We say that a framed causal graph is a non-transitive\footnote{i.e. if \( x \rightarrow y \) and \( y \rightarrow z \) then \( x \not\rightarrow z \).} digraph (directed graph). Generalizing the description above to CV scenarios is simply a matter of dropping the “acyclic” requirement. However, we also need to add a framing to our graphs, to deal with the fact that tensor product of objects in symmetric monoidal categories is intrinsically ordered.

**Definition 8.** A framed causal graph \( \Gamma \) is a non-transitive digraph equipped with the following data:

- a sub-set \( \text{in}(\Gamma) \) of the nodes of \( \Gamma \)—the input nodes—such that each \( i \in \text{in}(\Gamma) \) has zero incoming edges and a single outgoing edge;
- a sub-set \( \text{out}(\Gamma) \) of the nodes of \( \Gamma \)—the output nodes—such that each \( o \in \text{out}(\Gamma) \) has zero outgoing edges and a single incoming edge;
- a framing for \( \Gamma \), which consists of the following:
  - a total order on \( \text{in}(\Gamma) \);
  - a total order on \( \text{out}(\Gamma) \);
  - for each node \( x \in \Gamma \), a total order on the edges outgoing from \( x \), compatible with the total order on \( \text{out}(\Gamma) \), where relevant;
  - for each node \( x \in \Gamma \), a total order on the edges incoming to \( x \), compatible with the total order on \( \text{in}(\Gamma) \), where relevant.

We say that a framed causal graph is chronology-respecting (CR) if it is acyclic, and chronology-violating (CV) otherwise. Nodes which are neither input nor output are referred to as internal, and denoted by \( \text{nodes}(\Gamma) \).

Below are two examples of (finite) framed causal graphs: the left one CR, the right one CV.

Framed causal graphs form a symmetric monoidal category, with natural numbers as objects and framed causal graphs \( G \) with \( \# \text{in}(G) = n \) and \( \# \text{out}(G) = m \) as morphisms \( n \rightarrow m \). Sequential composition \( H \circ G \) is done by gluing \( \text{out}(G) \) with \( \text{in}(H) \), while parallel composition \( H \oplus G \) is done by stacking the two graphs side by side, with the sum total orders of inputs and outputs. See Appendix [F] for the full details of the construction.

**Definition 9.** A diagram over a causal graphs \( \Gamma \) in a process theory \( C \) is a pair of maps \((\alpha, \beta)\) as follow:

- a map \( \alpha : \text{edges}(\Gamma) \rightarrow \text{obj}(C) \) assigning an object of \( C \) to each edge of the graph;
- a map \( \beta : \text{nodes}(\Gamma) \rightarrow \text{mor}(C) \) assigning a morphism of \( C \) to each internal node of the graph, such that if \( (e_1, \ldots, e_n) \) are the ordered incoming edges and \( (f_1, \ldots, f_m) \) are the ordered outgoing edges of a node \( v \), then the morphism \( \beta(v) \) is of type:

\[
\beta(v) : \bigotimes_i \alpha(e_i) \rightarrow \bigotimes_j \alpha(f_j)
\]

**B. Diagrams over CR causal graphs**

It is really straightforward to interpret diagrams over CR causal graphs as morphisms. From here on, we assume without loss of generality that the process theory \( C \) under consideration is a strict symmetric monoidal category.

**Definition 10.** Let \((\alpha, \beta)\) be a diagram over a CR causal graph \( \Gamma \) in a process theory \( C \). The morphism defined by the diagram \((\alpha, \beta)\) is the morphism

\[
\Phi_{(\alpha, \beta)} : \bigotimes_{i \in \text{in}(\Gamma)} \alpha(1_i) \rightarrow \bigotimes_{o \in \text{out}(\Gamma)} \alpha(1_o), \quad (32)
\]

(where \( 1_i \) is the unique edge outgoing from an input node \( i \) and \( 1_o \) is the unique edge incoming into an output node \( o \)) defined in the obvious way by joining outputs and inputs of the processes specified by \( \beta \) along the edges of the graph \( \Gamma \).

Below is an example associating four processes \( f, g, h \) and \( k \) to the four internal nodes of a CR causal graph:

In this example, the process associated to the diagram over the CR causal graph is as follows:

\[
k \circ h \circ (f \otimes g) : A \otimes B \rightarrow F
\]

The diagram above also exemplifies how merely looking at the boxes themselves may be deceitful: box \( f \) factorizes, but this has nothing to do with causal relations between events (which are captured by the causal graph instead).

**C. Diagrams over CV-local causal graphs**

We begin by considering a special class of CV framed causal graphs, which we refer to as CV-local: CTCs are allowed to appear, but we want the interaction between the CV part and the CR part to remain completely localized to a discrete set of events (in a sense made precise below). This requirement
captures our original stance about time-travel and CTCs, namely that interaction between the CR and CV regions of spacetime must happen in a fully localized fashion.

**Definition 11.** A framed causal graph is said to be CV-local if the following condition holds: every simple cycle, by which we mean a cycle which is both edge-disjoint and vertex-disjoint, has at most one node of degree higher than 2. Simple cycles are then referred to as the CTCs and the unique node of degree higher than 2 on a simple cycle is referred to as the interaction node for the CTC.

CV-local framed causal graphs are closed under composition and tensor product, and hence form a monoidal sub-category of the SMC of framed causal graphs. Below is an example of CV-local graph (interaction node highlighted in red):

which decomposes into the following CR and CV regions (overlapping at the interaction node, again highlighted in red in both figures):

Below is instead an example of a framed causal graph which is not CV-local, with the extended overlap between the CR and CV regions highlighted by the red dashed box:

The graph above clearly exemplifies why CV-locality is needed: across the dotted box, systems coming from the CR region must all enter the CTC before returning to the CR region, something which our interpretation of time-travel states not to be meaningful in the first place.

Our first task is to define what it means to have diagrams over CV-local framed causal graphs. In the P-CTC model, this is extremely simple:

By adjusting the boxes a little, Lloyd-like semantics can be readily extended to traced monoidal categories. However, we will soon see that the axioms for traces are too restrictive to capture the model we most care about, i.e. the D-CTC model. Instead, we observe that CV-local framed causal graphs can be transformed into CR ones by “cutting the cycles open”:

In case of multiple cycles meeting with the CR region at the same interaction node, each cycle is cut open independently:

This means that we can decompose the task of drawing diagrams over CV-local graphs into two distinct parts: drawing diagrams over CR graphs, which we already known how to do, and finding a way to glue the cut ends of the cycles back together at the end. The latter part will be carried out by a “time-travel super-operator”, taking a pair of input/output wires and “applying a CTC” to them. Because there is no one canonical place to cut cycles open at, such a “time-travel super-operator” will have to satisfy a certain “sliding property”, to ensure that all ways of cutting a cycle open will lead to the
Definition 12. A time-travel super-operator on a symmetric monoidal category $C$ is a pair of a symmetric monoidal category $D$, into which $C$ is monoidally faithfully embedded, together with a family of super-operators $\Xi_{K;C}H;C$:

\[
\Xi_{K;C}H;C := K_HH_K
\]

(34)

taking morphisms $\Phi : H \otimes C \rightarrow K \otimes C$ of $C$ to morphisms $\Xi_{H;C}H;C(\Phi) : H \rightarrow K$ of $D$ and satisfying the following:

1) Naturality in the CR region:

2) Strength:

\[
\begin{align*}
g \otimes_D f &= g \otimes_C f \\
\end{align*}
\] (36)

3) Sliding:

\[
\begin{align*}
g &\rightarrow f \\
\end{align*}
\] (37)

4) Vanishing (dashed line is the tensor unit):

\[
\begin{align*}
g &\rightarrow f \\
\end{align*}
\] (38)

We refer to a process theory equipped with a time-travel super-operator as a process theory with time travel.

We now present our two main results about time-travel super-operators: the first one shows that the definition captures the D-CTC and the P-CTC models, while the second one shows that the definition is necessary and sufficient to provide sound semantics to diagrams over CV-local framed causal graphs in our “cut-and-paste” approach (see Appendix F for the proofs).

Theorem 13. D-CTCs and the category $DMix$ define a time-travel super-operator for quantum theory, i.e. for the symmetric monoidal category $Mix$ of finite-dimensional Hilbert spaces and CPTP maps. The same is true of P-CTCs and the category $Mix_{sym}$.

Definition 14. Let $(\alpha, \beta)$ be a diagram over a CV-local causal graph $\Gamma$ in a process theory $C$ with a time-traveling super-operator. The morphism defined by the diagram $(\alpha, \beta)$ is the morphism obtained with the following procedure:

1) We cut every CTC open at some edge on the cycle, and the two cut ends of the edge are marked to remember that they need to be glued again. Each pair of cut ends forms a pair of an input node and an output node for the resulting CR framed causal graph, with the same system associated to them by $\alpha$.

2) We consider the morphism defined by diagram $(\alpha, \beta)$ over the resulting CR framed causal graph.

3) We apply the time-travel super-operator to each pair of input/output nodes that resulted from cutting a cycle open (and hence needs to be “glued back together”). If an interaction node had more than one cycle through it, all pairs of input/output nodes for those cycles have to be
Theorem 15. In the presence of a time-travel super-operator, morphisms defined by diagrams over CV-local framed causal graphs are well-defined. Conversely, any super-operator which yields well-defined morphisms for diagrams over CV-local framed causal graphs (and respects the embedding of the original process theory) must satisfy the properties of a time-traveling super-operator.

D. Time-travel super-operators vs. traces

We have seen that the definition of the time-travel super-operator is general enough to capture both the D-CTC model and the P-CTC model, and at the same time specific enough to provide sound semantics for diagrams over CV-local framed causal graphs. The experienced reader will have already noticed that the defining properties of time-travel super-operator mimic a subset of the defining properties for traces [19]. In particular, the P-CTC part of Theorem [13] is a consequence of the fact that in a traced monoidal category C the trace itself provides the time-travel super-operators, with super-category D equal to C itself.

So why did we not adopt traced monoidal categories as our semantics for time-travel? The answer lies in the following yanking property, part of the definition of traces which Inequality [19] tells us not to hold for the D-CTC model:

\[
\Xi = \Xi
\]  

The next result shows that failure to satisfy the equation above is an obstruction to providing sound semantics for diagrams over arbitrary framed causal graphs. This in turn implies something interesting about the D-CTC model: that it is really a model about local interaction with CTCs, rather than a model about full-fledged time travel.

Theorem 16. Consider a process theory with discarding maps and time travel. If the time-travel super-operator yields well-defined morphisms for diagrams over arbitrary framed causal graphs, then it must satisfy the yanking property.

We conclude with the following summary of the differences between traces—well understood but limited to Lloyd-like models of time-travel—and the time-travel super-operators defined in this work—capturing more powerful time-travel models such as the D-CTC model of Deutsch.

- Traces satisfy the yanking property from equation [40] while time-travel super-operators are not required to (the D-CTC model, in particular, fails it).
- Traces are defined on all morphisms of the category, while time-travel super-operators send morphisms of the original category into a larger category, over which they are not necessarily defined.
- As a consequence of the point above, the following property of traces—the last remaining one required for their definition—cannot even be formulated for time-travel super-operators, as it needs an application of the super-operator to a morphism living in the super-category D:

\[
f = f
\]  
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APPENDIX A

GRAPHICAL CALCULUS

The symmetric monoidal category that we will treat as a framework for quantum theory is the category Mix, whose objects are finite dimensional Hilbert spaces and morphisms are completely positive trace preserving (CPTP) maps (i.e. we work in a subcategory of CPM(FdHilb)) [35, 36]. The morphisms of this category will be denoted as boxes, with inputs at the bottom and outputs at the top:

\[ f \quad g \]

Working in this category, we make use of the ZX-calculus [20], [37–39] and of the graphical notation for symmetric monoidal categories provided by string diagrams [19]. We will not give an introduction to string diagrams and the ZX-calculus, both of which can be found in [20], but we clarify here some notational aspects relevant to this work.

In the category Mix, morphisms from the monoidal unit are density matrices, i.e. quantum states. When working with qubits, we denote the computational basis states \{\langle 0\rangle, \langle 1\rangle\} in white as follows:

\[ \begin{array}{c}
\downarrow \\
|0\rangle \\
\end{array} \quad \begin{array}{c}
\downarrow \\
|1\rangle \\
\end{array} \]

It is worth noting that each \( Z \) basis state can also be written as a phase state for the \( X \) basis, which we denote in gray as follows:

\[ \begin{array}{c}
\downarrow \\
|0\rangle \\
\end{array} = \begin{array}{c}
\circ \\
\end{array} \quad \begin{array}{c}
\downarrow \\
|1\rangle \\
\end{array} = \begin{array}{c}
\circ \\
\end{array} \]

Phases are a special case of spiders. The \( Z \) spider [20] with phase \( \alpha \) is the completely positive map associated to the following Hilbert space map:

\[ |0\ldots0\rangle\langle 0\ldots0| + e^{i\alpha} |1\ldots1\rangle\langle 1\ldots1| \]

Similarly, the \( X \) spider with phase \( \alpha \) is the completely positive map associated to the following Hilbert space map:

\[ |+\ldots+\rangle\langle +\ldots+| + e^{i\alpha} |-\ldots-\rangle\langle -\ldots-| \]

In the graphical language, the \( Z \) and \( X \) spiders are denoted as follows, in white and gray respectively:

\[ \begin{array}{c}
\ldots \\
|0\rangle \\
\end{array} = \begin{array}{c}
\ldots \\
\circ \\
\end{array} \quad \begin{array}{c}
\ldots \\
|1\rangle \\
\end{array} = \begin{array}{c}
\ldots \\
\circ \\
\end{array} \]

When the phase is \( \alpha = 0 \), we often omit it altogether in the graphical notation. Thus, the CNOT gate is denoted as follows:

\[ \text{CNOT} := \begin{array}{c}
target \text{ qubit} \\
\downarrow \\
\end{array} \quad \begin{array}{c}
control \text{ qubit} \\
\downarrow \\
\end{array} \]

The NOT gate, i.e. the Pauli \( X \) gate, is denoted as follows:

\[ \text{NOT} := \quad \text{not} \]

For reasons of notational convenience, we choose the normalization for \( \varnothing \) in such a way that the CNOT gate can be written without additional normalization scalars. The density matrix for maximally entangled Bell state is denoted by the cup:

\[ \text{cup} = \frac{1}{2} \]

The unique deterministic effect, aka the discarding map, is denoted as follows:

\[ \text{box} \]

The requirement that CP maps be trace-preserving is captured by the following equation, satisfied by all morphisms in Mix:

\[ f = \text{box} \]

A process theory in which the equation above is satisfied by all morphisms is known as terminal. Terminality of a process theory has been shown to be the same as satisfying the Relativistic constraints of causality and no-signaling [22].

APPENDIX B

FIXED POINT OF MAXIMAL ENTROPY

Let \( \Phi : \mathcal{H} \rightarrow \mathcal{H} \) be a CPTP map on a \( d \)-dimensional Hilbert space \( \mathcal{H} \). Let \( K := \{ \rho \mid \Phi(\rho) = \rho \} \) be the convex set of normalized states of \( \mathcal{H} \) fixed by \( \Phi \). Let \( G < U(d)/U(1) \) be the maximal subgroup sending \( K \) to \( K \) in the conjugation action:

\[ u(\rho) := u\rho u^\dagger \]

A complete characterization of the set of fixed points of a CPTP map can be found in [40]. It can be shown that the unique fixed point under the action of \( G \), i.e. the unique normalized state \( \tau \in K \) such that \( u(\tau) = \tau \) for all \( u \in G \), is the average obtained by taking the following orbital integral for any \( \sigma \in K \):

\[ \tau := \int_G u(\sigma) \, du \]

If now we take any \( \sigma \in K \), we can use the concavity of the von Neumann entropy functional \( S \) to deduce that:

\[ S(\tau) = S \left( \int_G u(\sigma) \, du \right) \geq \int_G S(u(\sigma)) \, du \]

And we can further use invariance of \( S \) under the unitary conjugation action to deduce that:

\[ \int_G S(u(\sigma)) \, du = \int_G S(\sigma) \, du = S(\sigma) \int_G du = S(\sigma) \]

By putting the two together, we conclude that \( S(\tau) \geq S(\sigma) \), where \( \sigma \) was arbitrary, so that \( \tau \) is really a fixed point of maximal entropy. The structure of the set of fixed point proven in [40] can furthermore be used to conclude that \( \tau \) is the unique fixed point of maximal entropy.
APPENDIX C

WEIRD FEATURES OF THE D-CTC MODEL

A. Nonlinearity

To show that processes in the D-CTC model can be nonlinear, we consider the map used before in the grandfather’s paradox, but swapping Z and X in the CNOT gate:

The fixed point for input $\rho = |1\rangle\langle 1|$ is computed to be $\tau = |1\rangle\langle 1|$ as follows:

Similarly, fixed point for input $\rho = |0\rangle\langle 0|$ is computed to be $\tau = |0\rangle\langle 0|$. Using these results, one can show that the D-CTC map given in (42) above sends both input states $|0\rangle\langle 0|$ and $|1\rangle\langle 1|$ to the output state $|0\rangle\langle 0|$:

However, things get somewhat weird if we add some amount $\epsilon$ of noise to the input state $\rho = |0\rangle\langle 0|$:

The fixed-point equation for this new input state becomes:

Plugging the new fixed-point state $\tau'$ in, we see that the D-CTC map sends the perturbed state $\rho'$ to:

From this we can conclude that maps in the D-CTC model are not necessarily linear.

B. Discontinuity

In order to show that quantum maps involving D-CTCs can be discontinuous as well as non-linear, consider the following:

Where the first gate denotes a controlled SWAP unitary gate. For input $|0\rangle\langle 0| \otimes \rho$, the fixed-point equation prescribed by the D-CTC model is as follows:

meaning that every state invariant under decoherence in the Z basis is a fixed point. This means that the fixed point of maximal entropy is simply the maximally mixed state, and we get the following evolution:

For input $|1\rangle\langle 1| \otimes \rho$, the fixed-point equation prescribed by the D-CTC model is as follows:

There is a unique fixed point in this case, namely the decoherence of $\rho$ in the Z basis, hence we get the following evolution:
We can now consider the evolution of the mixture \([(1 - \epsilon)\langle 0|0\rangle + \epsilon\langle 1|1\rangle] \otimes \rho\) for all \(\epsilon \in (0, 1)\), getting the following fixed-point equation:

\[
\tau = (1 - \epsilon) \tau + \epsilon \rho \tau
\]  

(54)

After a few calculations, this again yields the decoherence of \(\rho\) in the \(Z\) basis as the unique solution:

\[
\tau = \rho
\]  

(55)

This yields the following evolution for \(\epsilon \in (0, 1)\):

\[
(1 - \epsilon) \tau + \epsilon \rho \tau
\]  

(56)

If we let \(\epsilon\) go to 0, we see that the limiting value of the evolution is:

\[
\tau = \rho
\]  

(57)

This is different from the value of the evolution on initial state \(|0\rangle\langle 0| \otimes \rho\), showing a discontinuity at \(\epsilon = 0\).

Appendix D
Cloning in the D-CTC Model

In [41], the authors argue that the fact itself of sending a state inside the following CTC could be seen as a cloner, but also observe that the \(N\) copies inside the CTC are not actually available after the system leaves the “wormhole”. Indeed, the fixed point for the map above is easily computed to be \(\rho^\otimes N\), so that \(N\) clones of the input state \(\rho\) are truly created inside the CTC. However, the copies are never accessible from the outside, and so this is not actually an implementation of a cloner for the purposes of the CR region.

One could try to extract the copies by performing an interaction with the CTC involving a series of CNOTs:

\[
\rho
\]  

(59)

However, this results only in the creation of \(N\) copies of the decoherence of \(\rho\) in the \(Z\) basis (as can be seen in the following example with \(N = 3\)):

\[
\rho
\]  

(60)

This is already significant in itself: it allows cloning of classical probabilistic states (which are encoded in the \(Z\) basis, cloned and then measured again in the \(Z\) basis), something which is impossible in classical theory alone. It is not, however, a full quantum cloner.

To obtain a quantum cloner—or, more precisely, an approximate quantum cloner reaching full cloning fidelity in the limit \(N \to \infty\)—one can replace the decoherence in the \(Z\) basis:

\[
\rho \mapsto \sum_{i=0}^{d-1} \text{Tr} [\langle i| \rho |i\rangle |i\rangle\langle i|]
\]  

(58)

but also observe that the \(N\) copies inside the CTC are not actually available after the system leaves the “wormhole”.

In the limit \(N \to \infty\), measuring \(N\) copies of the resulting state in the \(|x\rangle\langle x|\) \(x=0\) basis results in full tomography of the state \(\rho\), which can subsequently be cloned at will [41].
APPENDIX E

THE SMC OF FRAMED CAUSAL GRAPHS

The category of framed causal graphs \( \text{CausGraphs} \) has the natural numbers as its objects. The morphisms \( n \to m \) in \( \text{CausGraphs} \) are the framed causal graphs \( G \) with \( \# \text{in}(G) = n \) and \( \# \text{out}(G) = m \). Using the framing, we can canonically identify \( \text{in}(G) \) with the total order \( \{0, \ldots, n-1\} \), and \( \text{in}(G) \) with the total order \( \{0, \ldots, m-1\} \).

Composition \( H \circ G \) of morphisms \( G : n \to m \) and \( H : m \to r \) in the category is given by gluing the intermediate “open ends” \( \text{out}(G) \) and \( \text{in}(H) \). Specifically, the graph \( H \circ G \) has the following nodes:

- \( \text{nodes}(H \circ G) := \text{nodes}(G) \sqcup \text{nodes}(H) \);
- \( \text{in}(H \circ G) := \text{in}(G) \);
- \( \text{out}(H \circ G) := \text{out}(H) \).

An edge \( x \to y \) is in \( H \circ G \) if and only if one of the following conditions holds:

1. \( x \to y \) in \( G \) and \( y \notin \text{out}(G) \);
2. \( x \to y \) in \( H \) and \( x \notin \text{in}(H) \);
3. there exists a \( b \in \{0, \ldots, m-1\} \) s.t. \( x \to b \) in \( G \) and \( b \to y \) in \( H \), where we have identified both \( \text{out}(G) \) and \( \text{in}(H) \) with the total order \( \{0, \ldots, m-1\} \).

The identity \( \text{id}_A : A \to A \) on a total order \( A \) is given by the digraph with \( A \times \{0\} \sqcup A \times \{1\} \) as set of nodes and \( \{(a,0), (a,1)\} \) for all \( a \in A \) as edges.

The category \( \text{CausGraphs} \) can be endowed with the following symmetric monoidal structure \( (\text{CausGraphs}, \oplus, \emptyset, \sigma) \):

- on objects, \( A \oplus B \) is the sum total order \( A + B \), where all elements of \( A \) are taken to come before all elements of \( B \);
- on morphisms, \( G \oplus H \) is the disjoint union \( G \sqcup H \) of digraphs \( G \) and \( H \), with \( \text{in}(G \oplus H) := \text{in}(G) \sqcup \text{in}(H) \) and \( \text{out}(G \oplus H) := \text{out}(G) \sqcup \text{out}(H) \);
- the tensor unit \( \emptyset \) is the empty digraph, with \( \text{in}(\emptyset) = \emptyset = \text{out}(\emptyset) \);
- the symmetry isomorphism \( \sigma_{A,B} : A \oplus B \to B \oplus A \) is the digraph with \( (A + B) \times \{0\} \sqcup (B + A) \times \{1\} \) as its set of nodes, and edges \( \{(a,0), (a,1)\} \) and \( \{(b,0), (b,1)\} \) for all \( a \in A \) and all \( b \in B \).

Because of the way composition is defined in \( \text{CausGraphs} \), framed causal graphs cannot be used to describe scenarios in which inputs/outputs live in a chronology-violating region: no new cycles can ever be created by sequential or parallel composition. From a physical perspective, this means that framed causal graphs can be used to describe regions of spacetime containing CTCs, but only with boundaries constrained to live in the chronology-respecting sector.

APPENDIX F

PROOFS

Theorem 3. The category \( \text{DMix} \) is a symmetric monoidal category equipped with the following tensor product (and the swap \( \text{CPTP} \) maps from quantum theory):

![Diagrams]

Proof. Proving that the monoidal product above is well-defined essentially reduces to showing that the following equation holds for arbitrary \( \Psi, f \) and \( g \):

![Diagrams]

By definition of the D-CTC model, the LHS can be rewritten as follows:

![Diagrams]

where \( \tau \) and \( \sigma \) satisfy the following fixed-point equations:

![Diagrams]
Similarly, the RHS can be rewritten as follows:

\[ \psi_g f = \psi_{g' \sigma'} \tau' \]

where \( \tau' \) and \( \sigma' \) satisfy the same fixed-point equations as \( \tau \) and \( \sigma \). For example, the equation for \( \sigma' \) is:

\[ \sigma' = \psi_{\sigma' g} \]

We are then left with simple sliding of CPTP maps:

\[ g \tau' \sigma' \psi = g \sigma \psi \tau f = g \sigma \psi \tau f \]

(70)

**Lemma 4.** The category \( \text{Mix} \) of finite-dimensional Hilbert spaces and CPTP maps is faithfully embedded in \( \text{DMix} \) by the following monoidal functor:

\[ \begin{array}{ccc}
\kappa & \psi & \kappa \\
\Phi & \mapsto & \Phi \\
\mathcal{H} & \mapsto & \mathcal{H} \\
\end{array} \]

(71)

**Proof.** We begin by checking that this mapping, which we shall call \( F \), is a functor, i.e. that:

\[ F(f) \circ_{\text{DMix}} F(g) = F(f \circ g) \quad F(id) = id \]

Indeed, the LHS of the composition equation is just the composition of the two elementary boxes:

\[ F(f) \circ_{\text{DMix}} F(g) = \]

while the RHS is written as follows:

\[ F(f \circ g) = \]

To show that the two morphisms are equal, we need to show that they are both in the same equivalence class for the relation \( \sim \), i.e. that for an arbitrary auxiliary system and bipartite state \( \rho \) we have:

\[ F(g(\rho)) = g \neq f = F(f(\rho)) \]

(72)

Because the only normalized state on the tensor unit \( C \) is the scalar 1, the fixed-point equations are all trivial, and the output states for both maps are equal to \((id \otimes (f \circ g))(\Phi)\). Similarly one can show that the identity of \( \text{Mix} \) is sent by \( F \) to the identity of \( \text{DMix} \), and that \( F(id \otimes f) = id \otimes F(f) \). The latter in turn implies that the functor is monoidal.

To show that the functor is faithful, suppose \( f \neq g \). Then, there is a state \( \rho \) such that \( f(\rho) \neq g(\rho) \) in \( \text{Mix} \). This immediately yields the following inequality, proving that \( F(f) \sim F(g) \):

\[ F(g(\rho)) = g \neq f = F(f(\rho)) \]

The triviality of fixed-point equations involving the tensor unit \( C \) means, in particular, that a CTC containing the identity on the tensor unit yields the scalar 1. This justifies the following notational convention:

\[ \begin{array}{ccc}
\Phi & \mapsto & \Phi \\
\mathcal{H} & \mapsto & \mathcal{H} \\
\end{array} \]

(73)

**Lemma 5.** The category \( \text{DMix} \) is terminal, i.e. on any given system \( \mathcal{H} \) the only effect is the discarding map inherited from ordinary quantum theory:

\[ \begin{array}{ccc}
\phi & \mapsto & \phi \\
\mathcal{H} & \mapsto & \mathcal{H} \\
\end{array} \]

(74)

In particular, the D-CTC model respects both no-signaling and causality (no-signaling from the future).

**Proof.** By definition of \( \text{DMix} \), it suffices to show that elementary boxes satisfy the following equivalence as CPTP maps:

\[ f \sim \]

(75)
This is immediate to check against an arbitrary bipartite state \( \rho \), using the fact that \( f \) is a CPTP map itself, and that the fixed-point state \( \tau \) is normalized by definition:

\[
\begin{align*}
\rho & \xrightarrow{f} \rho \\
\rho & \xrightarrow{\tau} \rho \\
\rho & \xrightarrow{f} \rho \\
\rho & \xrightarrow{\tau} \rho \\
\rho & \xrightarrow{f} \rho \\
\rho & \xrightarrow{\tau} \rho
\end{align*}
\]

Lemma 7. A causal set is the same as a non-transitive acyclic digraph (directed graph).

Proof. Starting from a causal set \((C, \preceq)\), a non-transitive acyclic digraph is constructed with the elements of \( C \) as its nodes, and edges \( v_0 \to v_1 \) for all \( v_0, v_1 \in C \) such that (i) \( v_0 \prec v_1 \) and (ii) there is no \( z \in C \) such that \( v_0 \prec z \prec v_1 \). The fact that \( \preceq \) is a partial order implies that the resulting graph is acyclic, and the fact that it is locally finite implies that \( \prec \) can be recovered as the transitive closure of \( \to \). Starting from a non-transitive acyclic digraph, a causal set is constructed with elements \( C \) equal to the nodes of the graph, and \( \preceq \) the reflexive and transitive closure of directed edge relation \( \to \) in the digraph. The fact that the graph is acyclic implies that \( \preceq \) is a partial order, while the fact that the graph is non-transitive implies that \( \preceq \) is locally finite. The two maps are evidently inverse of each other, completing our proof.

Theorem 13. D-CTCs and the category \( \text{DMix} \) define a time-travel super-operator for quantum theory, i.e. for the symmetric monoidal category \( \text{Mix} \) of finite-dimensional Hilbert spaces and CPTP maps. The same is true of P-CTCs and the category \( \text{Mix}_{\text{sym}} \).

Proof. It is straightforward to check that traced monoidal categories \([19]\) satisfy the properties required for P-CTCs and \( \text{Mix}_{\text{sym}} \) to define a time-travel super-operator for quantum theory. We have now to show that the super-operator defined by the D-CTC model satisfies the four properties required of time-travel super-operators. This is shown by Lemmas 17, 18, 19 and 20 below.

Lemma 17. The super-operator defined in the D-CTC model satisfies the property of naturality in the CR region:

\[
\begin{align*}
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi \\
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi \\
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi
\end{align*}
\]

Proof. For the LHS we get:

\[
\begin{align*}
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi \\
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi \\
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi
\end{align*}
\]

where \( \tau \) satisfies:

\[
\begin{align*}
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi \\
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi \\
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi
\end{align*}
\]

For the RHS we get:

\[
\begin{align*}
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi \\
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi \\
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi
\end{align*}
\]

where \( \tau' \) satisfies the same condition as \( \tau \):

Hence we have that \( \tau = \tau' \), and hence both sides are equal for all bipartite states \( \psi \).

Lemma 18. The super-operator defined in the D-CTC model satisfies the strength property:

\[
\begin{align*}
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi \\
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi \\
\psi & \xrightarrow{g} \psi \\
\psi & \xrightarrow{f} \psi
\end{align*}
\]

Hence we have that \( \tau = \tau' \), and hence both sides are equal for all bipartite states \( \psi \).

Lemma 18. The super-operator defined in the D-CTC model satisfies the strength property:
Proof. Interestingly, the strength property is a consequence of the definition of the tensor product in DMix and of naturality in the CR region:

\[ \begin{align*}
  g 
  & \quad = \quad f \\
  f 
  & \quad = \quad g \\
\end{align*} \]

Lemma 19. The super-operator defined in the D-CTC model satisfies the sliding property:

\[ \begin{align*}
  f 
  & \quad = \quad g \\
  g 
  & \quad = \quad f \\
\end{align*} \]

Proof. Out of the four properties defining time-travel super-operators, this is certainly the hardest (and most interesting) one to prove for the D-CTC model.

Let \( T(\rho, \sigma) \) be the trace distance between two normalized state \( \rho, \sigma \) on a \( d \)-dimensional Hilbert space \( \mathcal{H} \):

\[
T(\rho, \sigma) := \frac{1}{2} \text{Tr}[\sqrt{(\rho - \sigma)^\dagger(\rho - \sigma)}]
\]

The trace distance can also be expressed in terms of the family of eigenvalues \( (\lambda_i)_{i=1}^d \) of the difference \( \rho - \sigma \):

\[
T(\rho, \sigma) = \frac{1}{2} \sum_i |\lambda_i|
\]

The trace distance endows the set of normalized states on \( \mathcal{H} \) with a metric, and it is possible to show that CPTP maps are contractive with respect to this metric (see e.g. [42], p. 406–407):

\[
T(f(\rho), f(\sigma)) \leq T(\rho, \sigma)
\]

Now let \( f : A \to B \) and \( g : B \to A \) be arbitrary CPTP maps, and write \( P := \{ \rho | (g \circ f)(\rho) = \rho \} \) for the set of normalized states on \( A \) which are left fixed by \( g \circ f \), and \( Q := \{ \sigma | (f \circ g)(\sigma) = \sigma \} \) for the set of normalized states of \( B \) which are left fixed by \( f \circ g \). We wish to show that the \( f \) and \( g \) restrict to well-defined functions \( f : P \to Q \) and \( g : Q \to P \), and that these restrictions are mutual inverses, i.e. that \( g \circ f = \text{id}_P \) and that \( f \circ g = \text{id}_Q \). As a consequence, \( P \) and \( Q \) will be shown to be isometric via \( f \) and \( g \). Indeed, let \( x \in P \) be a normalized state fixed by \( g \circ f \):

\[ \begin{align*}
  g 
  & \quad = \quad f \\
  f 
  & \quad = \quad g \\
\end{align*} \]

Applying \( f \) to the both side of the equation we obtain:

\[ \begin{align*}
  f 
  & \quad = \quad f \\
  g 
  & \quad = \quad g \\
\end{align*} \]

Similarly, \( g \) applied to a normalized state \( y \in Q \) left fixed by \( f \circ g \) yields:

\[ \begin{align*}
  g 
  & \quad = \quad g \\
  f 
  & \quad = \quad f \\
\end{align*} \]

Taking the last two equations together yields the desired result.

Now we consider the geometric definition of the state of maximum entropy given in Appendix [B] so that the fixed points of maximum entropy for \( g \circ f \) and \( f \circ g \) respectively can be written as:

\[
\tau_P = \int_P \rho \, d\rho
\]

and

\[
\tau_Q = \int_Q \sigma \, d\sigma
\]

By linearity and continuity of \( f \) we have:

\[
f(\tau_P) = f \left( \int_P \rho \, d\rho \right) = \int_P f(\rho) \, d\rho
\]

By the fact that \( f \) is an isometry when restricted to \( P \) we have:

\[
\int_P f(\rho) \, d\rho = \int_Q \rho' \, d\rho' = \tau_Q
\]

We can conclude that:

\[
f(\tau_P) = \tau_Q
\]

Analogously, we can conclude that:

\[
g(\tau_Q) = \tau_P
\]

Hence \( f \) maps the point of maximal entropy in \( P \) to the point of maximal entropy in \( Q \), and conversely \( g \) maps the point of maximal entropy in \( Q \) to the point of maximal entropy in \( P \).
We can now proceed with the final part of this proof. Consider the two CPTP maps \( f \) and \( g \) given by:

Let \( \tau_P \) be the fixed point of maximal entropy for \( g \circ f \), and \( \tau_Q \) be the fixed point of maximal entropy for \( f \circ g \). Then we have:

This concludes our proof.

**Lemma 20.** The super-operator defined in the D-CTC model satisfies the vanishing property:

**Proof.** This is actually a special case of Lemma 4

**Theorem 15.** In the presence of a time-travel super-operator, morphisms defined by diagrams over CV-local framed causal graphs are well-defined. Conversely, any super-operator which yields well-defined diagrams over CV-local framed causal graphs (and respects the embedding of the original process theory) must satisfy the properties of a time-traveling super-operator.

**Proof.** Consider a time-travel super-operator \( \Xi \). An arbitrary CV-local graph will have a finite number of vertices acting as interactions nodes \( \{v_0,\ldots,v_{N-1}\} \) and a finite number of cycles passing trough each interaction node. Without loss of generality, we will consider the case \( N = 1 \); the general case is just a composition of individual interaction node cases. Regardless of how we decide to cut the cycles through \( v_0 \) open, strength and naturality allow us to gather all morphisms assigned to the vertices in the CR region—including the interaction nodes—in the same sub-diagram \( \chi \). By the sliding property we can then move all the morphisms associated to CV region nodes (except the interaction node) to the another sub-diagram \( CV \), at the output of sub-diagram \( \chi \). This yields the following normal form:

This is clearly independent of the way in which we cut the cycles, as the relative position between the boxes in the CV region is preserved. As a consequence, a time-travel super-operator defines the same morphism for every possible way of cutting the same CV-local graph open into a CR graph.

Conversely, if \( \Xi \) yields well-defined diagrams over causal graphs, it can be easily shown that \( \Xi \) is a time-travel superoperator. To begin with, we have already seen that Sliding is necessary to ensure well-definition, because there is no canonical way to cut cycles open in arbitrary CV-local graphs. Furthermore, Strength and Naturality can both be derived by looking at the same CV-local graph:

Strength follows from the fact that the two following graphs need to represent the same morphism, for any arbitrary set of morphisms assigned to vertices:

Naturality follows from the two possible ways one can cut open the cycles:

Finally, Vanishing follows from the requirement that the super-operator respects the embedding of the original process theory.
**Theorem 16.** Consider a process theory with discarding maps and time travel. If the time-travel super-operator yields well-defined morphisms for diagrams over arbitrary framed causal graphs, then it must satisfy the yanking property.

**Proof.** Let \( \rho \) be a normalised state. Strength and normalisation of \( \rho \) imply that:

\[
\rho = \rho_f \quad \tag{79}
\]

To show that the yanking property holds we can consider the following causal graph:

![Causal Graph](image)

(80)

Cutting the cycle open leads to the following two graphs:

![Two Graphs](image)

(81)

Assigning to each vertex the following morphisms:

\[
f: = g: = \rho \quad \tag{82}
\]

Following from Equation (79), by the equivalence of graphs described in Equation (81) and strength:

\[
\rho_f \rho_g = \rho \quad \tag{83}
\]

By sliding and vanishing we can conclude that:

\[
\rho_f = \rho_g = \rho \quad \tag{84}
\]

\( \Box \)