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Abstract—The recent emergence of the promising paradigm of the Social Internet of Things (SIoT) is a result of an intelligent amalgamation of the social networking concepts with the Internet of Things (IoT) objects (also referred to as “things”) in an attempt to unravel the challenges of network discovery, navigability, and service composition. This is realized by facilitating the IoT objects to socialize with one another, i.e., similar to the social interactions amongst the human beings. A fundamental issue that mandates careful attention is to thus establish, and over time, maintain trustworthy relationships amongst these IoT objects. Therefore, a trust framework for SIoT must include object-object interactions, the aspects of social relationships, credible recommendations, etc., however, the existing literature has only focused on some aspects of trust by primarily relying on the conventional approaches that govern linear relationships between input and output. In this paper, an artificial neural network-based trust framework, Trust–SIoT, has been envisaged for identifying the complex non-linear relationships between input and output in a bid to classify the trustworthy objects. Moreover, Trust–SIoT has been designed for capturing a number of key trust metrics as input, i.e., direct trust by integrating both current and past interactions, reliability and benevolence of an object, credible recommendations, and the degree of relationship by employing knowledge graph embedding. Finally, we have performed extensive experiments to evaluate the performance of Trust–SIoT vis-a-vis state-of-the-art heuristics on two real-world datasets. The results demonstrate that Trust–SIoT achieves a higher F1 and lower MAE and MSE scores.
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I. INTRODUCTION

RECENT advancements in computing technologies have witnessed a massive number of smart objects (e.g., smart meters, smart watches, and smart refrigerators) connected to the Internet to form the Internet of Things (IoT) [1]–[3]. Furthermore, these smart objects are equipped with sensing, processing, and communication capabilities, allowing them to provide a variety of applications and services, which are expanding in a variety of areas, including personal, industrial, and commercial domains [4] [5]. With the expansion of IoT applications ranging from smart homes, smart factories, smart cities, to e-Health, the number of IoT objects (i.e., devices) are rapidly increasing, limiting network discovery and navigability when IoT devices consume and use services from one another. Over the last decade, several research have have investigated the concept of incorporating social interactions components with IoT devices to enhance information discovery in the same way that humans do using the principle of small-world phenomenon, which refers to the short chain of links (i.e., relationships) among individuals in societies [6] [7].

The mapping of the social structure of human and physical (i.e., IoT) devices (see Figure 1) has led to an emerging paradigm of Social Internet of Things (SIoT) and has opened the ways for next generation of IoT [8]. Furthermore, the mapping encompasses three distinct relationships (i.e., user-object relationships, object-object relationships, and user-user relationships). In SIoT, objects have the potential to socialize by establishing social relationships with one another autonomously based on the rules defined by their individual owners [9]. The evolution of SIoT can be foreseen as trillions of objects acting as autonomous agents (i.e., requesting and providing services) with a number of benefits, including but not limited to the assurance of effective object and information discovery in a trust-oriented manner, network scalability similar to human beings, building trustworthiness by incorporating the interaction behaviour among friends (or objects), and to utilize and extends existing social network models for SIoT networks. Through the use of social relationships with IoT objects, SIoT has opened the way for the next generation of IoT.
Maintaining trustworthy relationships, as well as security, privacy, and trust-related concerns, may however, limit the significance of SIoT paradigm. In the SIoT scenario, for example, a service requester (or *trustor*) has the responsibility of observing the trustworthiness of the service providers (or *trustees*) who provide the requested service; however, the possibility of a misbehaving object providing false services or false recommendations about a trustee to gain an advantage for a set of services can disrupt the availability and integrity of the SIoT services. Although some researches have presented cryptographic and non-cryptographic solutions to solve such concerns [10] [11], security issues like trust as well as reputation are difficult to handle with such solutions. As a result, an effective SIoT trustworthiness management system is required to cope with misbehaving SIoT objects by limiting their services and by selecting only the credible and trustworthy objects before relying on the services provided by them.

The motive for establishing trustworthiness management for SIoT is evident based on the observations made. Several studies have been proposed to address the challenges of trustworthiness management. However, most of these studies do not consider a thorough study of SIoT fundamentals, such as 1) the selection of SIoT-based trust metrics, 2) only considering the static characteristics of SIoT relationships (e.g., ownership, location), and 3) using the traditional approach (i.e., linear relationship) to map the input and output for trustworthiness management.

In this article, we have proposed a trustworthy object classification framework, known as *Trust–SIoT* by employing the concept of social trust theory to address the above-mentioned weaknesses. The main contributions of the proposed paper are as follows:

- A trustworthy object classification framework (*Trust–SIoT*) is envisaged by employing the social characteristics of objects in terms of direct trust metrics, reliability and benevolence, credible recommendations, and the degree of relationships.
- We construct the SIoT knowledge graph to record five dynamic social relationships of SIoT objects in order to measure the degree of relationships. The learned graph embedding vectors are then used to estimate the object’s social similarity using a knowledge graph embedding (KGE) model.
- Using complex non-linear correlations to map the input (i.e., trust measures) and output, we have proposed an artificial neural network-based heuristic for trustworthy object classification.
- Finally, the performance of the proposed framework is evaluated by a number of evaluation metrics, i.e., F1-score, MAE, and MSE on two real-world datasets against the existing state-of-the-art.

The remainder of the paper is organized as follows: Section II delineates the proposed trust quantification framework for SIoT, and Section V reports the experimental setup and experimental results from the performance evaluation of the proposed model. Finally, Section VI gives the concluding remarks and future research directions.

II. BACKGROUND AND RELATED WORK

A. Social Internet of Things (SIoT)

The SIoT is the convergence of two domains: IoT and social networks. As a result, the paradigm of SIoT is formed wherein object establish the social links to create the social network of objects. In SIoT, an object is not only capable of measuring the surrounding ambience but can also establish the social relationships with other objects in the network on its own. These relationships enable an object to exchange the information with other objects (i.e., friends) in a trustworthy manner, and thus, provide the confidence of information sources as objects’ tends to trust the friends having common characteristics, similar to humans (i.e., homophily theory [12]).

In the SIoT, an object can establish a variety of relationships, including but not limited to ownership object relationships (OOR), which are formed between objects belonging to the same owner (e.g., a mobile phone and a laptop), parental object relationships (POR), which are formed between objects manufactured by the same manufacturer and built at the same time (i.e., same batch), co-location and co-work object relationships (CLOR and CWOR), where CLOR represents the relationship established between the objects providing the services at the similar locations, whereas CWOR is established between the object providing the composite services, and social object relationships (SOR), which is established when two objects come into contact with each other because of their owners (e.g., mobile devices of two friends), and is dependent on the frequency of meeting between the owners’ meeting.

B. Trust in SIoT

Trust is generally regarded as an integral constituent in any human social relationship. It is measured in terms of the degree of confidence pertinent to an individual’s or an entity’s likelihood to behave in an anticipated manner. The notion of trust varies across disciplines, i.e., trust has been studied by researchers in the domains of human sciences, i.e., sociology and psychology [13] [14], and in economics and computer science [15] [16]. Each of these disciplines regard trust in a different perspective, and as such, their narrative could not be directly applied to SIoT. In SIoT, trust is referred to as the assessment of trustee’s actions (or the assessment of data it provides) in view of trustor’s expectations within a particular timespan. Furthermore, the assessment can be a probability, a value or a label, and be termed as trust esteem. In recent years, a plethora of trustworthiness management models are proposed, some of the latest literature is discussed in the subsection below.

C. Trustworthiness Models

There exists a limited relevant work on trust management that employ prediction-based techniques (e.g., machine learning, deep learning), particularly, classifying the misbehaving
objects who attack the reliable objects in the SIoT network\cite{17} \cite{18} \cite{19} \cite{20}. Most recently, Marche et al.\cite{17} proposed a decentralized trust management model to detect the malicious objects that undertake various types of trust-related attacks. The suggested model, in general, employs machine learning heuristic to train the trust model on three trust scores: goodness, usefulness and perseverance. The suggested model’s performance is compared to existing work using various trust-related attacks, and it is discovered that the proposed model performs well when using a combination of mix attacks, but decreases when using individual attacks. A matrix factorization-based approach is delineated by Aalibagi in\cite{18} wherein the SIoT network is portrayed as the bipartite graph of trustors and trustees providing and requesting different services. The model has exploited the Hellinger distance in order to propose a similarity and centrality-based social trust model. Finally, the matrix factorization approach is designed to extract the latent features of SIoT objects to classify the trustworthy objects, and to address the challenges of data sparsity and cold start problem. Sagar et al.\cite{20} presented a social trust computational model by employing various types of similarities in terms of community-of-interest, friendship, and co-work similarity, and cooperativeness via social cooperation between SIoT objects. The trust model is then trained using a machine learning method (i.e., random forest) to classify the objects as trustworthy or untrustworthy.

Trust is also an important factor in social theory (i.e., social network)\cite{21}. A number of trust model for online social networks that may be extended for SIoT are presented in the literature, and they provide the extensive insight into the complex nature of social trust in terms of various trust properties, e.g., context-dependency, dynamic nature, uncertainty, transitivity, etc. The current literature employ a variety of approaches (neural network, walk-based, matrix factorization, etc.) to evaluate the trustworthiness of a node in online social network. Lin et al.\cite{22} designed a trust model based on node’s popularity and engagement as a trust features. Then, a graph convolutions neural network-based trust model is proposed to train the trust model in order to classify the trustworthy objects. The performance evaluation has shown the promising result when compared to the current existing state-of-the-art. Furthermore, a variety of walk-based approaches are delineated to assess the trust of a node by considering the trust propagation along the path from the trustor to the trustee\cite{23} \cite{24} to evaluate the trust score of a trustee. Furthermore, these techniques utilize a range of trust propagation (i.e., breadth first search and multi-path algorithms) method to traverse through social network graph. Finally, the trust estimation is computed as the aggregation of trust propagation from multiple paths.

Furthermore, it is imperative to study the current emerging techniques, (e.g., knowledge graph embedding (KGE)) that are currently the mainstream approach for knowledge graph representation in term of entity and relationships\cite{25} \cite{26} \cite{27} \cite{28}. As SIoT network consists of social relationships between the SIoT objects, and these relationships are important part of trust evaluation process, thus, KGE can be utilized to represent these social relationships as the learning vector in order to quantify the social strength between the objects. As of now, only a few studies have explored the concept of KGE in SIoT for similarity computation\cite{29} \cite{30}. Chen et al. in\cite{30} \cite{29} constructed the time-aware SIoT knowledge graph to estimate the social similarity of heterogeneous SIoT relationships by embedding the SIoT relationships in low-dimensional vector. Then, these low-dimensional vectors are used to determine the social similarity of the objects in order to provide the service/object recommendations.

In general, SIoT can benefit from the state-of-the-art trust evaluation methodologies and the trust properties utilized in online social networks, and in this paper, we have employed a number of such properties (i.e., reliability and benevolence) that have been explored in social networks. Furthermore, it is also imperative to explore the emerging techniques to effectively utilize SIoT paradigm’s social aspects. Thus, we have exploited the low computation knowledge graph embedding (KGE) model to measure the social similarity of SIoT objects in terms of degree of relationships in the proposed framework.

III. Problem Setup

In this paper, we consider the trust quantification of a social object in a SIoT network which is modeled in the form of a directed graph as $G = (V, E, W)$ (Figure 2), wherein $s_1, s_j \in V$ represents the social objects, the edge $e_{s_i,s_j} \in E$ manifests the direct relationships, and $w_{s_i,s_j} \in W$ represents the evaluation function in terms of trust relationship of social object (trustor-trustee) pair $(s_i, s_j)$. Let $W^t = \{T(s_i, s_j), w_{s_i,s_j} \mid e_{s_i,s_j} \in E\}$ denotes the set of unobserved trust between any trustor-trustee pair to be quantified at any given time $t$. In order to quantify the trustworthiness of a social object, object—object observations in terms of successful and unsuccessful interactions and social information of social objects via fundamental SIoT relationships are employed as our primary data source. The nomenclature is provided in Table I for reference.

Let $S = \{s_1, s_2, ..., s_n\}$ represents the set of social objects. Given a set of object—object interactions and their social profiles in terms of a variety of relationships between them, the target problem of this research paper is to formulate the trust quantification by employing a number of trust metrics, i.e., Direct Trust Metric ($DT_M$), Reliability $R$, Benevolence $B$, Recommendations as a Trust Metric ($RT_M$), and Context-based Degree of Relationships ($C – DoR$) in the form of a quintuple $< DT_M, R, B, RT_M, C – DoR >$.  

![Fig. 2: SIoT network as a directed graph $G = (V, E, W)$](image)

**TABLE I**

| Nomenclature | Description |
|--------------|-------------|
| $V$          | Set of social objects |
| $E$          | Set of direct relationships |
| $W$          | Set of evaluation functions |
| $W^t$        | Set of unobserved trust relations |
| $S$          | Set of social objects |
| $T(s_i, s_j)$| Trust relationship |
| $w_{s_i,s_j}$| Evaluation function |
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TABLE I: Summary of notations

| Notation | Description |
|----------|-------------|
| $P$      | Positive (Successful) Interactions |
| $N$      | Negative (Unsuccessful) Interactions |
| $B$      | Benevolence |
| $R$      | Reliability |
| $CR$     | Credibility |
| $K$      | Number of credible objects |
| $\Phi$   | Trust Factor |
| $\lambda$ | Rate of Trust Factor |
| $f$      | KGE scoring function |
| $L$      | Cross Entropy Loss |
| $C−D_oR$ | Context-aware Degree of Relationships |
| $DTM$    | Direct trust of trustor-trustee pair |
| $RTM$    | Recommendations for trustee |
| $T$      | Final Trust Score |

Direct Trust Metric is measured when two object establish a direct relationship with each other via direct interaction between them, and as a result, a direct link $e_{s_i,s_j}$ is established in a graph with a weight $DTM(s_i,s_j)$ refers to the direct of trust of $s_i$ towards $s_j$ at any time interval $t$. Recommendations as a Trust Metric is measured when two social object can only establish the relationship with each other by the word of mouth via objects’ neighbours (i.e., friends) or via global reputation. Reliability is the fairness of object in providing recommendation to other objects and in contrast, benevolence represents on how other objects believe the object providing recommendations. Context-based Degree of Relationships ($C−D_oR$) refers to the context-based social strength between two social objects interacting with each other. It represents the confidence of information sources as objects tend to have more confidence on the objects similar to themselves in respect to a variety of qualities and characteristics. In general, the pairwise trust between social objects is quantified as:

$$ T(s_i,s_j) = \{ T(s_i,s_j), \forall s_i,s_j \in V, T \in [0,1] \} $$

(1)

$$ T(s_i,s_j) \leftarrow DTM \oplus R \oplus B \oplus RTM \oplus C - D_oR $$

(2)

Here $\oplus$ is the aggregation operator.

IV. TRUST QUANTIFICATION MODEL FOR SIoT

This study proposes the Trust–SIoT framework for the quantification of trust vis-à-vis any two social objects. The proposed framework consists of five trust metrics, direct trust metric, reliability and benevolence, recommendations as a trust metric, and the degree of relationships. The high-level overview of the proposed framework is depicted in Figure 3.

For the trust quantification, at first, the proposed framework computes the direct trust metric by employing positive and negative interactions. The reliability and benevolence are then measured to observe how the trustee is known amongst the neighbours in the network. Subsequently, the reliability and benevolence are integrated to measure the credibility of neighbours for recommendations, and the neighbours with a credibility score above the threshold being considered to provide the recommendations for the trustee. The social resemblance of both the trustor and trustee in terms of their social relationships is measured by employing knowledge graph embedding to learn the embedding vector in order to quantify the degree of relationships (i.e., the social similarity of the trustor-trustee pair). Finally, an artificial neural network-based (ANN-based) model is trained for decision-making to identify the trustee’s level of trustworthiness (trustworthy, neutral, or untrustworthy) of the trustee. The following are the details of the trust metrics:
include the past interactions and \( \lambda \) of trust factor has the influence on the gradual increase or decrease of trust factor. Similarly, when the value to \((t - t_o)\) is closed to zero, it means the model is only considering the latest reputation in terms of interactions of a social object and thus, the trust factor factor is higher. In general, higher trust factor signifies that the model is considering only the recent interactions, and this factor can be tuned by setting up different \(t_o\) and \(\lambda\). In general, the direct trust is the integration of current and past interactions (see Figure 5).

### A. Direct Trust Metric

Direct trust metric (\(DTM\)) represents a direct trust score for a trustor-trustee pair. The proposed model adopts the Bayesian inference model [31] with beta probability density function to quantify the direct trust of a social object (Eq. [3]). The direct trust of a social object \(s_x\) (trustor) towards another object \(s_y\) (trustee) is defined as:

\[
DTM^t(s_i, s_j) = \frac{\mathcal{P}^t_{s_i,s_j} + 1}{\mathcal{P}^t_{s_i,s_j} + N^t_{s_i,s_j} + 2} \tag{3}
\]

or, it can be simplified as:

\[
DTM^t(s_i, s_j) = \begin{cases} 
\frac{\mathcal{P}^t_{s_i,s_j}}{\mathcal{P}^t_{s_i,s_j} + N^t_{s_i,s_j}} & \forall \mathcal{P}^t_{s_i,s_j} \times N^t_{s_i,s_j} > 0 \\
0.5 & \text{otherwise}
\end{cases} \tag{4}
\]

wherein, \(\mathcal{P}^t_{s_i,s_j}\) denotes the number of the positive (successful) interaction carried out between trustor(\(s_i\))-trustee(\(s_j\)) pair. Similarly, \(N^t_{s_i,s_j}\) denotes the count of negative (unsuccessful) interactions from the beginning to the current \(t\).

Past experience (interactions) from the beginning may not accurately reflect the behaviour of an object owing to the fact that an object’s behaviour may change over time. Therefore, it is indispensable to model past experience by taking into account the feasible time interval that can provide the appropriate reputation of an object. The proposed model considers a trust factor \(\Phi\) that can be tweaked to include the recent reputation of an object and can be employed in conjunction with interactions (i.e., \(\mathcal{P}\) and \(\mathcal{N}\)). Eq. [5] and Eq. [6] demonstrate the quantification of positive and negative interactions at any time \(t\) with trust factor \(\Phi\).

\[
\mathcal{P}_{s_i,s_j} = \Phi \times \mathcal{P}^{t-t_0}_{s_i,s_j} + \mathcal{P}^t_{s_i,s_j} = [1 - (t - t_o)^\lambda] \times \mathcal{P}^{t-t_0}_{s_i,s_j} + \mathcal{P}^t_{s_i,s_j} \tag{5}
\]

\[
N_{s_i,s_j} = \Phi \times N^{t-t_0}_{s_i,s_j} + N^t_{s_i,s_j} = [1 - (t - t_o)^\lambda] \times N^{t-t_0}_{s_i,s_j} + N^t_{s_i,s_j} \tag{6}
\]

Here, \((t - t_o)\) denotes the time interval that is considered to include the past interactions and \(\lambda\) is the rate of trust factor. It can be observed from Figure 4 that change in the rate of trust factor has the influence on the gradual increase or decrease of trust factor. Similarly, when the value to \((t - t_o)\) is closed to zero, it means the model is only considering the latest reputation in terms of interactions of a social object and thus, the trust factor factor is higher. In general, higher trust factor signifies that the model is considering only the recent interactions, and this factor can be tuned by setting up different \(t_o\) and \(\lambda\). In general, the direct trust is the integration of current and past interactions (see Figure 5).

### B. Reliability and Benevolence

In this section, we discuss two measure, reliability and benevolence by using the concept introduced in [32]. Later, these measures will be used to compute the crediblity of an object.

Reliability refers to the fairness of the object in providing a fair recommendation to the other objects in the network, an object providing a dishonest recommendation to a benign object must be considered less reliable. Benevolence, on the other hand, represents the measure of an object on how other objects in the network trust or believe the object providing the recommendations. A benevolent object is believed to the trustworthy and intended to get a high rating from reliable objects. In general, both the reliability and the benevolence score depend on each other and can be computed recursively. The reliability and benevolence of an object \(S\) can be quantified as:

\[
B^t(i) = \frac{1}{|\text{InDeg}(S)|} \sum_{i \in \text{InDeg}(S)} R^{t-1}(i) \times DTM^t(i,S) \tag{7}
\]

\[
R^t(S) = 1 - \frac{1}{2|\text{OutDeg}(S)|} \sum_{i \in \text{OutDeg}(S)} |DTM^t(S,i) - B^t(i)| \tag{8}
\]

Here, \(\text{InDeg}(S)\) and \(\text{OutDeg}(S)\) denote the inward and outward edge of an object \(S\).
Algorithm 1 \( R, B, \) and \( CR \) of a SIoT Object \( S (\forall S \in V) \)

1: Input: SIoT Network as a Directed Graph \( G = (V,E,DTM) \), \( N(S) \): Neighbours of an object \( S, InDeg(S) \) and \( OutDeg(S) \) as in-degree and out-degree of an object \( S \) respectively.

2: Output: Reliability \( (R) \), Benevolence \( (B) \) and Credibility \( (CR) \)

3: Let \( R^0(S) = 0.5 \) and \( B^0(S) = 0.5 \)

4: \( t = 1 \)

5: \( k \in \{ N(S), V \} \}

6: while \( |R^t(k) - R^{t-1}(k)| > \epsilon \) \( \|B^t(k) - B^{t-1}(k)| > \epsilon \) do

7: for \( s_{ik} \in InDeg(k) \), \( \forall s_{ik} \in V \) do

8: \( B(s_{ik})^t = \frac{1}{|s_{ik}|} \sum R(k)^{t-1} * DTM(s_{ik}, k) \)

9: end for

10: for \( s_{ok} \in OutDeg(k) \), \( \forall s_{ok} \in V \) do

11: \( R(k)^t = 1 - \frac{1}{|s_{ok}|} \sum DTM(k, s_{ok}) - B(s_{ok})^{t-1} \)

12: end for

13: end while

14: \( CR^t(k) = R(k)^t * B(k)^t \)

15: return \( CR^t(k) \)

Algorithm 1 shows the steps involved in the computation of the credibility. The initial score of reliability and benevolence is set to 0.5 (line 3). Line 7 to line 9 computes the benevolence of an object using the reliability score from the previous iterations. Likewise, line 10 to line 13 computes the reliability score of an object using the current benevolence score. The computation keeps going on until the convergence (i.e., the difference between both the score in two consecutive iterations is less than the error \( \epsilon \) (line 6), and finally, the credibility is computed as the product of reliability and benevolence at line 14. For the demonstration of the credibility algorithm, consider a sample SIoT network (Figure 5) that has five objects. The set of objects \( \{A, C, E\} \) are the credible objects and objects \( \{B, C\} \) are not the credible objects. As can be seen from the reliability, benevolence, and credibility score in Table II, it is observed that credible objects need to be both reliable and benevolent. Though object \( B \) and object \( D \) have a high reliability score, the benevolence score for both these objects is very low which leads to a low credibility score.

C. Recommendation as a Trust Metric

Recommendation as a trust metric \( (RTM) \) is indispensable when the direct information is insufficient to evaluate the trustworthiness of an object. Therefore, a reliable recommendation trust is essential to provide the requisite trust recommendations at any time \( t \). In distributed SIoT network, the recommendations of an object is provided by the trustor’s neighbours (i.e., local recommendations) having a direct relationship with the trustee or via the global reputation of a trustee. Nevertheless, to mitigate the malicious behaviour of objects providing dishonest recommendations (i.e., good and bad mouthing attack), we have proposed reliability \( (R) \) and benevolence \( (B) \) based credibility score \( (CR) \) computation method (Eq. (9)) to select the top credible objects before relying on the recommendations provided by them.

An object (i.e., trustor) \( s_i \) compute the credibility of all the \( k \in \{ k, \forall k \in V \} \) recommenders providing the recommendation trust for another object (i.e., trustee) \( s_j \). The credibility \( (CR^t(S)) \) of an object \( S \) at any time \( t \) is computed as the product of reliability and benevolence of that object (Eq. (9)).

As a whole, the top \( K = \{ K, \forall K \in V \} \) credible objects having credibility above the pre-defined threshold \( (Th) \) (Eq. (10)) are selected to provide the recommendation for a trustee.

\[
K = \begin{cases} 
\mathcal{K} & \text{if } CR^t(K) \geq Th \\
\emptyset & \text{otherwise} 
\end{cases} \quad (10)
\]

Finally, the recommendation trust \( (RTM^t(s_i, s_j)) \) can be computed as sum of the product of the direct trust of credible objects for the trustee \( (DTM^t(K, s_j)) \) and the direct trust of trustor for the credible objects \( (DTM^t(s_i, K)) \), and the final score is the average of all recommendations from \( K \).

\[
RTM^t(s_i, s_j) = \frac{1}{|K|} \sum_{i=1}^{K} DTM^t(s_i, i) \times DTM^t(i, s_j) 
\]

(11)

Furthermore, if the local recommendation is not present for a trustee at a specific time \( t \), then the global recommendation (the overall reputation of a trustee in the SIoT network \( G \)) is considered to compute the recommendation \( (G - RTM) \). The global recommendation is computed in Eq. (12).

\[
RTM^t(s_i, s_j) = \frac{1}{|U|} \sum_{i=1}^{U} DTM^t(i, s_j) 
\]

(12)

Here \( U = \{ U, \forall U \in V \} \) denotes the number of objects having at least one transaction with the trustee in the entire network.

D. Knowledge Graph Embedding-based Degree of Relationships

Context-aware Degree of Relationship \( (C - DoR) \) is one of fundamental components of SIoT as objects maintain a number of relationships to interact with each other just as human beings do [34]. These relationships are important in
modeling the trustworthiness of an object in SIoT network as an object tends to trust the objects having similar behavior and characteristics \cite{9}. For C-DoR quantification, the proposed model has considered the following relationships from the public SIoT dataset \cite{35}:

1) CLOR: If two or more objects provide the services at the similar location, then these objects form this type of location-based relationships.
2) POR: this type of relationships is correlated with similar objects having same manufacturer and are built within the same period of time.
3) OOR: OOR represents the relationships between the objects of the same owners (i.e., devices of same owner).
4) SOR: When two or more objects come into contact with each other, they form a social relationship similar to that of humans. This type of relationships are based on the number of meetings, meeting duration, and interval between two consecutive meetings. In the mentioned dataset, this relationship is created between private mobile devices.
5) SOR2: This relationship is the variant of SOR and it is created to connect public and private mobile devices.

Given the above five types of relationships, we propose a knowledge graph embedding (KGE) method for estimating social object similarity in terms of C-DoR. The KGE model is currently one of the mainstream techniques for knowledge graph representation learning, which aims to represent each entity \( e \in E \) (or relation \( r \in R \)) as a \( d \)-dimensional continuous vector, denoted as \( e (or r) \). The entity embedding vectors outputted by the KGE model record the structure features of SIoT objects in the multi-relational graph and can be utilized to compute the object similarity.

Specifically, given the SIoT objects and their relational data according to the five relationships, we define the SIoT knowledge graph as a multi-relational graph \( G_k = (V, R) \) (Figure. 7) that can be represented as a set of triples \( T = \{ (e_h, r, e_i) \} \), where head entity and tail entity \( e_h, e_i \in V \) are the object nodes and \( r \in R \) is one of the five relations between objects. \( n_T, n_V, n_R \) represent the number of triples, entities and relations in the graph \( G_k \) respectively.

Considering the scalability of the proposed model in SIoT, we pay special attention to the training complexity and parameter amount of knowledge graph embeddings. To this end, we review the recent low-dimensional KGE models \cite{27}, \cite{36}, \cite{37} and select the RotL model \cite{27}, a lightweight Euclidean-based KGE model. Unlike previous low-dimensional KGE models requiring complicated calculations in hyperbolic space, this model can process different kinds of relations and obtain high prediction accuracy in low-dimensional Euclidean vector space. The core part of the KGE model is the scoring function, which calculates the triple score based on the embedding vectors of the triple items. A higher score means this triple is more likely to be true. Given a KG triple \((e_h, r, e_i)\), the scoring function of RotL is defined as:

\[
f(e_h, r, e_i) = -\varphi(\|\text{Rot}(r)e_h \oplus e_i\|) + b_{e_h} + b_{e_i}
\]

where \(\varphi(x) = xe^x\) is a nonlinear activation function, \(\text{Rot}(\cdot)\) is a Givens Rotation operation, the addition operation \(\oplus\) is defined as \(x \oplus y = \alpha(x + y)/(1 + xy)\), \(\alpha\) is a relation-specific trainable parameter and \(b_e (e \in E)\) are trainable entity biases.

In order to train the embedding parameters in the RotL model, we exploit the negative sampling loss which is the commonly-used training strategy in the KGE field. Given a triplet \(t = (e_h, r, e_i) \in T\), a random sampling strategy is first used to replace one entity in the triple and generate a set of negative samples \(T'_t\):

\[
T'_t = \{(e_h, r, e'_i) | e'_i \in E \land e'_i \neq e_i\} \cup \{(e'_h, r, e_i) | e'_h \in E \land e'_h \neq e_h\}
\]

After that, the negative sampling loss forces the score of the correct triple higher than those of its negative samples, so as to learn effective vector representations for the KG. Given the training triple set \(T_{tr} = \{t\}\), in which each triplet \(t\) has a set of negative triples \(T'_t\), the loss function based on the binary classification cross entropy loss is as follows:

\[
L_{KGE} = -\frac{1}{n_{T_{tr}}} \sum_{t=(e_h, r, e_i) \in T_{tr}} \log(\sigma(f(e_h, r, e_i)))
+ \sum_{(e'_h, r, e'_i) \in T'_t} \log(1 - \sigma(f(e'_h, r, e'_i))),
\]

where \(\sigma(\cdot)\) denotes the Sigmoid function. Following the original settings of the RotL model, we utilize minimize the loss by exploiting the Adam optimizer \cite{38}.

After training the RotL model using the SIoT KG triples, we can obtain the low-dimensional embedding vector \(\mathcal{O}_v(S)\) of each object \(S\) in the SIoT network. Finally, we estimate the social similarity as the \(C-DoR\) vis-à-vis objects (Eq. (16)).

\[
C - DoR(s_i, s_j) = \frac{\mathcal{O}_v(s_i) \cdot \mathcal{O}_v(s_j)}{||\mathcal{O}_v(s_i)|| \cdot ||\mathcal{O}_v(s_i)||}
\]

E. Final Trust Score

This section introduces the heuristic to aggregate all the quantified trust metrics to classify the level the trustworthiness of an object. Traditionally, the existing works utilize the weighted average mean of the trust metrics (Eq. (17)) to obtain the level of trustworthiness. However, selecting the appropriate weights for each metric is still a challenge as there could be an infinite number of possibilities to select the optimal weight.

\[
T(s_i, s_j) = w_1 \ast DT_M \oplus w_4 \ast R \oplus w_5 \ast B \oplus w_2 \ast RT_M \oplus w_3 \ast C - DoR.
\]
These 5-metrics act as 5 neurons. The neuron in the output level overview of how the trust metrics are employed to train introduced an ANN-based heuristic to synthesize the proposed based trust model. The training model takes trust metrics classified the objects into three levels: trustworthy, neutral, and

Furthermore, the final trust is computed as:

\[ \text{trust} = \sum w_i \times \text{TM}_i \]

where \( w_1, w_5 \) represent the weight for each metric and the sum \( w_1 + w_2 + w_3 + w_4 + w_5 = 1 \) to get the trust score in the range \( \{0, 1\} \). \( \oplus \) denotes the concatenation operation. Furthermore, the final trust is computed as:

\[ \text{TM}(s_i, s_j) = \{T(s_i, s_j), \forall s_i, s_j \in V, T \in [0, 1]\} \tag{18} \]

To cope with the issue of selecting a weight, we have introduced an ANN-based heuristic to synthesize the proposed trust metrics by learning the weights for each metric. The high-level overview of how the trust metrics are employed to train the ANN model is depicted in Figure 8. There are a total of five trust metrics are employed to feed in the input layer, these 5-metrics act as 5 neurons. The neuron in the output layer represents the level of trustworthiness for each object in the IoT network G. In the proposed framework, we have classified the objects into three levels: trustworthy, neutral, and untrustworthy.

Algorithm 2 summarizes the steps of training the ANN-based trust model. The training model takes trust metrics \((T, M)\), data size \((N)\), and cost threshold \((c)\) as the input and returns the trained model \(T\). Lines from 3 to 5 compute the contribution of each trust metric. The learning weights are computed using Adam’s optimizer with the default cost threshold and subsequently, the difference between predicted trust and ground truth is used as the new cost value in each iteration from lines from 7 to 10. Finally, when the condition \( \text{cost} > c \) satisfies, the loop terminates and returns the trained model \(T\).

Algorithm 3 Trust Evaluation

1: Input: \( P_{s_i, s_j}, N_{s_i, s_j}, R, B \)
2: Output: \( DT, R, TM \) and \( C \) - DoR, \( T_{\text{Final}} \)

**Direct Trust Computation (DT)**

3: Compute Positive Interactions: \( P_{s_i, s_j} = [1 - (t - t_0)^\lambda] \times P_{s_i, s_j}^t \)
4: Compute Negative Interactions: \( N_{s_i, s_j} = [1 - (t - t_0)^\lambda] \times N_{s_i, s_j}^t + N_{s_i, s_j} \)
5: \( DT_{s_i, s_j} = P_{s_i, s_j} + N_{s_i, s_j} + 1 \)

**Reliability (R), Benevolence (B), Credibility (CR)**
6: Compute \( R \) and \( B \) using Algorithm 1

**Recommendations Computation (RT)**
7: Compute the Credibility of Trustors' Neighbours:
8: \( CR(N(s_i)) = R(N(s_i)) \times B(N(s_i)) \) from Algorithm 1
9: Select top \( K \) credible neighbours for providing \( RT \)
10: if \( K \notin \{\} \) then
11: \[ RT_{s_i, s_j} = \frac{1}{|K|} \sum_{i=1}^{K} DT_{s_i, s_j} \times DT_{s_j, s_i} \]
12: else
13: \[ RT_{s_i, s_j} = \frac{1}{|U|} \sum_{i=1}^{U} DT_{s_i, s_j} \]

**Final Trust Classification (F)**
14: \( T = w_1 \times DT + w_2 \times R + w_3 \times B + w_4 \times RT + w_5 \times C \) - DoR
where \( w_1 + w_2 + w_3 + w_4 + w_5 = 1 \)
15: Trust decision making via object classification (i.e., Trustworthy, Neutral and Untrustworthy) using Neural Network

Conclusively, all the steps of trustworthiness management of the proposed framework are realized in Algorithm 3. The algorithm of trustworthiness computation follows a number of steps, including the direct trust computation, reliability and benevolence, recommendation from credible objects, and the degree of relationships. Finally, the quantified metrics are employed in the ANN-based heuristic to train the trust model and to classify the trustworthy objects.

V. EXPERIMENTAL SETUP AND RESULTS

This section presents the extensive experimental evaluation of our proposed framework (Trust-SIoT). We have implemented the algorithms using Python 3.6 on a MAC environment with an 8-core CPU and 16GB RAM. To further validate, we have compared the Trust-SIoT framework with a well-known trust model named Guardian [22] from existing state-of-the-art. Guardian combines two trust features to classify the trustworthy objects: popularity, refers to the trustworthiness of
an object observed by other objects, and engagement, refers to the trustworthiness of others observed by objects’ perceptive.

A. Experimental Settings

Datasets Description: We conduct our experiments on two real-world datasets: Advogato and Bitcoin Alpha (BTC-Alpha). Advogato is an online social network of open source developers and it allows users to certify each other with different levels of trustworthiness. In particular, the different categories of trustworthiness are {Observer, Apprentice, Journeyer, Master} with each having a numerical value of {0.1, 0.5, 0.7, 1.0}. The BTC-Alpha dataset adopts the concept of Web-of-trust to provide safety and security by allowing users to rate each other they trust or distrust to maintain the record of the user’s reputation. The site focuses on having an open market wherein users can make transactions with each other by using bitcoins, and respectively rate each other. The rating (or trust) in this dataset varies in the range of {0, 1}. The statistical description of these datasets is presented in Table III.

| Datasets    | # of Objects | # of Edges | Avg. Degree |
|-------------|--------------|------------|-------------|
| Advogato    | 6,541        | 51,127     | 19.2        |
| BTC-Alpha   | 3,775        | 22,650     | 12.79       |

Data Preparation: As the selected datasets do not contain the SIoT relationships information among the objects which is the fundamental component for any SIoT network, we have extracted the SIoT relationships information from social-dataset The social-dataset contains the information of the real IoT objects deployed in Santander city of Spain, and there are a total of 16,216 IoT objects. Furthermore, this dataset includes the five different types of SIoT relationships (i.e., CLOR, POR, OOR, SOR, and SOR)_2 between the IoT objects that connect them to form a SIoT network, and information about the service requested by these objects. We have selected the relationships information of a sub-network of this dataset to integrate it with the Advogato and BTC-Alpha by selecting the objects to enhance the probability of objects interacting with each other. The merging takes place in three steps: 1) conversion of SIoT dataset into IoT graph, 2) selecting the sub-network of data to match the number of nodes for each of Advogato and BTC-Alpha datasets, and 3) merging the sub-network of SIoT data with both Advogato and BTC-Alpha dataset. Finally, we have mapped the labels of merged datasets into three classes {Trustworthy, Neutral, Untrustworthy}.

For all the datasets, we have randomly chosen 80% (i.e., training set) of the data for training, and the remaining 20% of the data is used for testing (i.e., testing set). We further split the training set into 5 subsets for 5-fold cross-validation. Each time the training and validation phase chooses one of the 5 subsets for validation and the remaining for training and this step is repeated five times to pick the best average performance values. Furthermore, the testing set is used to evaluate the performance of the model on test data. We have implemented our framework by using grid search and 5-fold cross-validation, and with default hyperparameters (i.e., a single hidden layer, rectified linear unit function (relu) as the activation function, penalty (regularization term) of 0.0001, and ‘adam’ solver) to train our neural network.

Evaluation Metrics: We employ three standard evaluation metrics (i.e., F1-score (F1), Mean Absolute Error (MAE), and Mean Squared Error (MSE)) to evaluate the prediction accuracy of our model in comparison with the existing state-of-the-art. In particular, we have used micro-averaged F1 score due to label imbalance in both the datasets. Note that higher value of F1 and lower values of MAE and MSE indicate better performance.

- **Mean Absolute Error:**

\[
MAE = \frac{1}{N_{test}} \sum_{s_i, s_j} |T_{s_i, s_j} - \hat{T}_{s_i, s_j}| \tag{19}
\]

- **Mean Squared Error:**

\[
MSE = \frac{1}{N_{test}} \sum_{s_i, s_j} |T_{s_i, s_j} - \hat{T}_{s_i, s_j}|^2 \tag{20}
\]

- **F1-Score:**

\[
F1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{21}
\]

where \(T_{s_i, s_j}\) is the original trust score given by an object \(s_i\) to another \(s_j\) and \(\hat{T}_{s_i, s_j}\) is the predicted trust score of \(s_i\) towards \(s_j\). \(N_{test}\) is the number of interactions in test data.

B. Results and Discussion

Firstly, we have analyzed the effectiveness of Trust-SIoT on both the datasets. Table IV and Table V portray the effectiveness of the both the approaches on Advogato and BTC-Alpha respectively. It is evident from Table IV that Trust–SIoT outperforms the Guardian in terms of F1-score with an improvement of 3.6%. Furthermore, Trust–SIoT achieves the higher prediction accuracy in terms of MAE and MSE score of 0.174 and 0.240 in comparison to MAE and MSE score of 0.214 and 0.3008 for Guardian. In general, Trust–SIoT achieves higher F1-Score and 18.7% and 20.2% decrease in the MAE and MSE score in comparison to Guardian.

Similarly, we have evaluated the performance of our approach on another dataset (i.e., BTC-Alpha) to verify that our approach does not rely on datasets. As can be seen from Table V Trust–SIoT performance slightly better than Guardian by increasing the F1-score 0.5% with a decrease in 1.9% of MAE score and almost similar MSE score. In general, Trust–SIoT is highly effective on both the datasets, and it successfully clarify that the trust metrics along with the SIoT relationships similarity obtained from KGE model are able to classify the trustworthy SIoT objects more efficiently.

Furthermore, the robustness of the proposed approach is evaluated by varying the proportion of training set into 80%,
60%, and 40% respectively. The reported results for Advogato is shown in Table VI and in Figure 9a. It can be seen that the Trust–SloT has a negligible performance decrease of 1.1%, 3.3%, 4% in terms of F1-Score, MAE, and MSE respectively when the training set size is reduced to 40%. For Guardian, the performance evaluation decreases by 1.3%, 6.7%, 6.2% with regards to F1-score, MAE, and MSE respectively. Likewise, there is slight decrease in the performance of both Trust–SloT and Guardian for BTC-Alpha as shown in Table VII and in Figure 11a, and there is a similar performance of both the approaches in terms of all the evaluation metrics.

In essence, the results suggest that the Trust–SloT framework effectively learns the trust relationships between the objects even with the low percentage of the training set, and is able to perform better in comparison with the other approach.

TABLE VI: Robustness with varying training set - Advogato

| Model  | Training set | F1 – Score | MAE  | MSE  |
|--------|--------------|-----------|------|------|
| Trust–SloT | 80%          | 0.860     | 0.174| 0.240|
|          | 60%          | 0.857     | 0.175| 0.248|
|          | 40%          | 0.850     | 0.180| 0.250|
| Guardian | 80%          | 0.838     | 0.209| 0.290|
|          | 60%          | 0.830     | 0.212| 0.290|
|          | 40%          | 0.827     | 0.223| 0.302|

TABLE VII: Robustness with varying training set - BTC Alpha

| Model  | Training set | F1 – Score | MAE  | MSE  |
|--------|--------------|-----------|------|------|
| Trust–SloT | 80%          | 0.785     | 0.211| 0.220|
|          | 60%          | 0.775     | 0.220| 0.220|
|          | 40%          | 0.770     | 0.221| 0.223|
| Guardian | 80%          | 0.781     | 0.215| 0.219|
|          | 60%          | 0.770     | 0.224| 0.226|
|          | 40%          | 0.768     | 0.230| 0.229|

Figure 9: Robustness of Trust–SloT and Guardian for Advogato and BTC-Alpha
The recommendations are ascertained from the credible neighbouring objects and the SIoT knowledge graph is constructed so as to learn the embedding vectors for quantifying the degree of relationships. The experimental analysis suggests that Trust–SIoT outperforms the state-of-the-art heuristics, particularly, in terms of the F1, MAE, and MSE measurement. In the near future, we intend to investigate this framework vis-à-vis the trust-related attacks in a bid to strengthen its resilience in dynamic SIoT environments.
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