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Abstract

We present SPred, a novel method for the creation of large repositories of semantic predicates. We start from existing collocations to form lexical predicates (e.g., break *) and learn the semantic classes that best fit the * argument. To do this, we extract all the occurrences in Wikipedia which match the predicate and abstract its arguments to general semantic classes (e.g., break BODY PART, break AGREEMENT, etc.). Our experiments show that we are able to create a large collection of semantic predicates from the Oxford Advanced Learner’s Dictionary with high precision and recall, and perform well against the most similar approach.

1 Introduction

Acquiring semantic knowledge from text automatically is a long-standing issue in Computational Linguistics and Artificial Intelligence. Over the last decade or so the enormous abundance of information and data that has become available has made it possible to extract huge amounts of patterns and named entities (Etzioni et al., 2005), semantic lexicons for categories of interest (Thelen and Riloff, 2002; Igo and Riloff, 2009), large domain glossaries (De Benedictis et al., 2013) and lists of concepts (Katz et al., 2003). Recently, the availability of Wikipedia and other collaborative resources has considerably boosted research on several aspects of knowledge acquisition (Hovy et al., 2013), leading to the creation of several large-scale knowledge resources, such as DBpedia (Bizer et al., 2009), BabelNet (Navigli and Ponzetto, 2012), YAGO (Hoffart et al., 2013), MENTA (de Melo and Weikum, 2010), to name but a few. This wealth of acquired knowledge is known to have a positive impact on important fields such as Information Retrieval (Chu-Carroll and Prager, 2007), Information Extraction (Krause et al., 2012), Question Answering (Ferrucci et al., 2010) and Textual Entailment (Berant et al., 2012; Stern and Dagan, 2012).

Not only are these knowledge resources obtained by acquiring concepts and named entities, but they also provide semantic relations between them. These relations are extracted from unstructured or semi-structured text using ontology learning from scratch (Velardi et al., 2013) and Open Information Extraction techniques (Etzioni et al., 2005; Yates et al., 2007; Wu and Weld, 2010; Fader et al., 2011; Moro and Navigli, 2013) which mainly stem from seminal work on is-a relation acquisition (Hearst, 1992) and subsequent developments (Girju et al., 2003; Pasca, 2004; Snow et al., 2004, among others).

However, these knowledge resources still lack semantic information about language units such as phrases and collocations. For instance, which semantic classes are expected as a direct object of the verb break? What kinds of noun does the adjective amazing collocate with? Recognition of the need for systems that are aware of the selectional restrictions of verbs and, more in general, of textual expressions, dates back to several decades (Wilks, 1975), but today it is more relevant than ever, as is testified by the current interest in semantic class learning (Kozareva et al., 2008) and supertype acquisition (Kozareva and Hovy, 2010). These approaches leverage lexico-syntactic patterns and input seeds to recursively learn the semantic classes of relation arguments. However, they require the manual selection of one or more seeds for each pattern of interest, and this selection influences the amount and kind of semantic classes to be learned. Furthermore, the learned classes are not directly linked to existing resources such as WordNet (Fellbaum, 1998) or Wikipedia.

The goal of our research is to create a large-scale repository of semantic predicates whose lexical arguments are replaced by their semantic classes. For example, given the textual expression break a toe we want to create the correspond-
ing semantic predicate break a BODY PART, where BODY PART is a class comprising several lexical realizations, such as leg, arm, foot, etc.

This paper provides three main contributions:

- We propose SPred, a novel approach which harvests predicates from Wikipedia and generalizes them by leveraging core concepts from WordNet.
- We create a large-scale resource made up of semantic predicates.
- We demonstrate the high quality of our semantic predicates, as well as the generality of our approach, also in comparison with our closest competitor.

2 Preliminaries

We introduce two preliminary definitions which we use in our approach.

Definition 1 (lexical predicate). A lexical predicate $w_1 w_2 \ldots w_i * w_{i+1} \ldots w_n$ is a regular expression, where $w_j$ are tokens ($j = 1, \ldots, n$), $*$ matches any sequence of one or more tokens, and $i \in \{0, \ldots, n\}$. We call the token sequence which matches $*$ the filling argument of the predicate.

For example, $a * of milk$ matches occurrences such as a full bottle of milk, a glass of milk, a carton of milk, etc. While in principle $*$ could match any sequence of words, since we aim at generalizing nouns, in what follows we allow $*$ to match only noun phrases (e.g., glass, hot cup, very big bottle, etc.).

Definition 2 (semantic predicate). A semantic predicate is a sequence $w_1 w_2 \ldots w_i c w_{i+1} \ldots w_n$, where $w_j$ are tokens ($j = 1, \ldots, n$), $c \in C$ is a semantic class selected from a fixed set $C$ of classes, and $i \in \{0, \ldots, n\}$.

As an example, consider the semantic predicate cup of BEVERAGE,$^1$ where BEVERAGE is a semantic class representing beverages. This predicate matches phrases like cup of coffee, cup of tea, etc., but not cup of sky. Other examples include: MUSICAL INSTRUMENT is played by, a CONTAINER of milk, break AGREEMENT, etc.

Semantic predicates mix the lexical information of a given lexical predicate with the explicit semantic modeling of its argument. Importantly, the same lexical predicate can have different classes as its argument, like cup of FOOD vs. cup of BEVERAGE. Note, however, that different classes might convey different semantics for the same lexical predicate, such as cup of COUNTRY, referring to cup as a prize instead of cup as a container.

3 Large-Scale Harvesting of Semantic Predicates

The goal of this paper is to provide a fully automatic approach for the creation of a large repository of semantic predicates in three phases. For each lexical predicate of interest (e.g., break $*$):

1. We extract all its possible filling arguments from Wikipedia, e.g., lease, contract, leg, arm, etc. (Section 3.1).
2. We disambiguate as many filling arguments as possible using Wikipedia, obtaining a set of corresponding Wikipedia pages, e.g., Lease, Contract, etc. (Section 3.2).
3. We create the semantic predicates by generalizing the Wikipedia pages to their most suitable semantic classes, e.g., break AGREEMENT, break LIMB, etc. (Section 3.3).

We can then exploit the learned semantic predicates to assign the most suitable semantic class to new filling arguments for the given lexical predicate (Section 3.4).

3.1 Extraction of Filling Arguments

Let $\pi$ be an input lexical predicate (e.g., break $*$). We search the English Wikipedia for all the token sequences which match $\pi$, resulting in a list of noun phrases filling the $*$ argument. We show an excerpt of the output obtained when searching Wikipedia for the arguments of the lexical predicate a * of milk in Table 1. As can be seen, a wide range of noun phrases are extracted, from quantities such as glass and cup to other aspects, such as brand and constituent.

The output of this first step is a set $L_\pi$ of triples $(a, s, l)$ of filling arguments $a$ matching the lexical predicate $\pi$ in a sentence $s$ of the Wikipedia corpus, with $a$ potentially linked to a page $l$ (e.g., see the top 3 rows in Table 1; $l = \epsilon$ if no link is provided, see bottom rows of the Table).$^2$ Note that Wikipedia is the only possible corpus that can be used here for at least two reasons: first, in order to extract relevant arguments, we need a large corpus of a definitional nature; second, we need wide-coverage semantic annotations of filling arguments.

3.2 Disambiguation of Filling Arguments

The objective of the second step is to disambiguate as many arguments in $L_\pi$ as possible for the lex-

---

$^1$In what follows we denote the SEMANTIC CLASS in small capitals and the lexical predicate in italics.

$^2$We will also refer to $l$ as the sense of $a$ in sentence $s$. 
Table 1: An excerpt of the token sequences which match the lexical predicate *a * of milk in Wikipedia (filling argument shown in the second column; following the Wikipedia convention we provide links in double square brackets).

| a full [[bottle]] | of milk |
| a nice hot [[cup]] | of milk |
| a cold [[glass]] | of milk |
| a very big bottle | of milk |
| a brand | of milk |
| a constituent of milk |

The initial set of disambiguated arguments in $D_\pi$ is augmented with all those triples for which any of the above three heuristics apply. As a result, the initial set of disambiguated arguments in $D_\pi$ is augmented with all those triples for which any of the above three heuristics apply. Note that $D_\pi$ might contain the same argument several times, occurring in different sentences and linked many times to the same page or to different pages. Notably, the discovery of new links is made through one scan of Wikipedia per heuristic. The three disambiguation strategies, applied in the same order as presented above, contribute to promoting the most relevant sense for a given word.

Finally, let $A$ be the set of arguments in $D_\pi$, i.e., $A := \{a : \exists (a, s, l) \in D_\pi\}$. For each argument $a \in A$ we select the majority sense $\text{sense}(a)$ of $a$ and collect the corresponding set of sentences $\text{sent}(a)$ marked with that sense. Formally, $\text{sense}(a) := \text{arg max}_l |\{(x, s, z) \in D_\pi : x = a \land z = l\}|$ and $\text{sent}(a) := \{s : (a, s, \text{sense}(a)) \in D_\pi\}$.

3.3 Generalization to Semantic Classes

Our final objective is to generalize the annotated arguments to semantic classes picked out from a fixed set $C$ of classes. As explained below, we assume the set $C$ to be made up of representative synsets from WordNet. We perform this in two substeps: we first link all our disambiguated arguments to WordNet (Section 3.3.1) and then leverage the WordNet taxonomy to populate the semantic classes in $C$ (Section 3.3.2).

3.3.1 Linking to WordNet

So far the arguments in $D_\pi$ have been semantically annotated with the Wikipedia pages they refer to. However, using Wikipedia as our sense inventory is not desirable; in fact, contrarily to other commonly used lexical-semantic networks such as WordNet, Wikipedia is not formally organized in a structured, taxonomic hierarchy. While it is true that attached to each Wikipedia page there are one or more categories, these categories just provide shallow information about the class the page...
belongs to. Indeed, categories are not ideal for representing the semantic classes of a Wikipedia page for at least three reasons: i) many categories do not express taxonomic information (e.g., the English page Albert Einstein provides categories such as DEATHS FROM ABDOMINAL AORTIC ANEURYSM and INSTITUTE FOR ADVANCED STUDY FACULTY); ii) categories are mostly structured in a directed acyclic graph with multiple parents per category (even worse, cycles are possible in principle); iii) there is no clear way of identifying core semantic classes from the large set of available categories. Although efforts towards the taxonomization of Wikipedia categories do exist in the literature (Ponzetto and Strube, 2011; Nastase and Strube, 2013), the results are of a lower quality than a hand-built lexical resource.

Therefore, as was done in previous work (Mihalcea and Moldovan, 2001; Ciaramita and Altun, 2006; Iżquierdo et al., 2009; Erk and McCarthy, 2009; Huang and Riloff, 2010), we pick out our semantic classes $C$ from WordNet and leverage its manually-curated taxonomy to associate our arguments with the most suitable class. This way we avoid building a new taxonomy and shift the problem to that of projecting the Wikipedia pages — associated with annotated filling arguments — to synsets in WordNet. We address this problem in two steps:

**Wikipedia-WordNet mapping.** We exploit an existing mapping implemented in BabelNet (Navigli and Ponzetto, 2012), a wide-coverage multilingual semantic network that integrates Wikipedia and WordNet. Based on a disambiguation algorithm, BabelNet establishes a mapping $\mu : \text{Wikipedia} \rightarrow \text{Synsets}$ which links about 50,000 pages to their most suitable WordNet senses.

**Mapping extension.** Nevertheless, BabelNet is able to solve the problem only partially, because it still leaves the vast majority of the 4 million English Wikipedia pages unmapped. This is mainly due to the encyclopedic nature of most pages, which do not have a counterpart in the WordNet dictionary. To address this issue, for each unmapped Wikipedia page $p$ we obtain its textual definition as the first sentence of the page. Next, we extract the hypernym from the textual definition of $p$ by applying Word-Class Lattices (Navigli and Velardi, 2010, WCL), a domain-independent hypernym extraction system successfully applied to taxonomy learning from scratch (Velardi et al., 2013) and freely available online (Faralli and Navigli, 2013). If a hypernym $h$ is successfully extracted and $h$ is linked to a Wikipedia page $p'$ for which $\mu(p')$ is defined, then we extend the mapping by setting $\mu(p) := \mu(p')$. For instance, the mapping provided by BabelNet does not provide any link for the page Peter Spence; thanks to WCL, though, we are able to set the page Journalist as its hypernym, and link it to the WordNet synset journalist$^1$.

This way our mapping extension now covers 539,954 pages, i.e., more than an order of magnitude greater than the number of pages originally covered by the BabelNet mapping.

### 3.3.2 Populating the Semantic Classes

We now proceed to populating the semantic classes in $C$ with the annotated arguments obtained for the lexical predicate $\pi$.

**Definition 3 (semantic class of a synset).** The semantic class for a WordNet synset $S$ is the class $c$ among those in $C$ which is the most specific hypernym of $S$ according to the WordNet taxonomy.

For instance, given the synset tap water$^1_n$, its semantic class is water$^{1}_{n}$ (while the other more general subsumers in $C$ are not considered, e.g., compound$^2_n$, chemical$^1_n$, liquid$^1_n$, etc).

For each argument $a \in A$ for which a Wikipedia-to-WordNet mapping $\mu(\text{sense}(a))$ could be established as a result of the linking procedure described above, we associate $a$ with the semantic class of $\mu(\text{sense}(a))$. For example, consider the case in which $a$ is equal to tap water and $\text{sense}(a)$ is equal to the Wikipedia page Tap water, in turn mapped to tap water$^1_n$ via $\mu$; we thus associate tap water with its semantic class water$^1_n$. If more than one class can be found we add $a$ to each of them.

Ultimately, for each class $c \in C$, we obtain a set $\text{support}(c)$ made up of all the arguments $a \in A$ associated with $c$. For instance, $\text{support}(\text{beverage}^1_n) = \{ \text{chinese tea}, 3.2\% \text{ beer}, \text{hot cocoa}, \text{cider}, \ldots, \text{orange juice} \}$. Note that, thanks to our extended mapping (cf. Section 3.3.1), the support of a class can also contain arguments not covered in WordNet (e.g., hot cocoa and tejuino).

---

3http://babelnet.org
4We follow (Navigli, 2009) and denote with $w'_{p}$ the $i$-th sense of $w$ in WordNet with part of speech $p$.
5According to the Wikipedia guidelines, “The article should begin with a short declarative sentence, answering two questions for the nonspecialist reader: What (or who) is the subject? and Why is this subject notable?”.
6extracted from http://en.wikipedia.org/wiki/
7This can rarely happen due to multiple hypernyms available in WordNet for the same synset.
Since not all classes are equally relevant to the lexical predicate π, we estimate the conditional probability of each class \( c \in C \) given \( \pi \) on the basis of the number of sentences which contain an argument in that class. Formally:

\[
P_{\text{class}}(c|\pi) = \frac{\sum_{i \in \text{support}(c)} |\text{sent}(a)|}{Z}, \tag{1}
\]

where \( Z \) is a normalization factor calculated as

\[
Z = \sum_{c \in C} \sum_{a \in \text{support}(c)} |\text{sent}(a)|.
\]

As an example, in Table 2 we show the highest-probability semantic classes for the lexical predicate *cup of*.

As a result of the probabilistic association of each semantic class \( c \) with a target lexical predicate \( w_1 \ w_2 \ldots \ w_i \ * \ w_{i+1} \ldots \ w_n \), we obtain a semantic predicate \( w_1 \ w_2 \ldots \ w_i \ \text{cup} \ w_{i+1} \ldots \ w_n \).  

### 3.4 Classification of new arguments

Once the semantic predicates for the input lexical predicate \( \pi \) have been learned, we can classify a new filling argument \( \pi \). However, the class probabilities calculated with Formula 1 might not provide reliable scores for several classes, including unseen ones whose probability would be 0.

To enable wide coverage we estimate a second conditional probability based on the distributional semantic profile of each class. To do this, we perform three steps:

1. For each WordNet synset \( S \) we create a distributional vector \( \vec{S} \) summing the noun occurrences within all the Wikipedia pages \( p \) such that \( \mu(p) = S \). Next, we create a distributional vector for each class \( c \in C \) as follows:

\[
\vec{c} = \sum_{S \in \text{desc}(c)} \vec{S},
\]

where \( \text{desc}(c) \) is the set of all synsets which are descendants of the semantic class \( c \) in WordNet. As a result we obtain a predicate-independent distributional description for each semantic class in \( C \).

2. Now, given an argument \( a \) of a lexical predicate \( \pi \), we create a distributional vector \( \vec{a} \) by summing the noun occurrences of all the sentences \( s \) such that \((a, s, l) \in L_\pi \) (cf. Section 3.1).

3. Let \( C_a \) be the set of candidate semantic classes for argument \( a \), i.e., \( C_a \) contains the semantic classes for the WordNet synsets of \( a \) as well as the semantic classes associated with \( \mu(p) \) for all Wikipedia pages \( p \) whose lemma is \( a \). For each candidate class \( c \in C_a \), we determine the cosine similarity between the distributional vectors \( \vec{c} \) and \( \vec{a} \) as follows:

\[
sim(\vec{c}, \vec{a}) = \frac{\vec{c} \cdot \vec{a}}{||\vec{c}|| \ ||\vec{a}||}.
\]

Then, we determine the most suitable semantic class \( c \in C_a \) of argument \( a \) as the class with the highest distributional probability, estimated as:

\[
P_{\text{distr}}(c|\pi, a) = \frac{\sim(\vec{c}, \vec{a})}{\sum_{c' \in C_a} \sim(\vec{c}', \vec{a})}. \tag{2}
\]

We can now choose the most suitable class \( c \in C_a \) for argument \( a \) which maximizes the probability mixture of the distributional probability in Formula 2 and the class probability in Formula 1:

\[
P(c|\pi, a) = \alpha P_{\text{distr}}(c|\pi, a) + (1 - \alpha) P_{\text{class}}(c|\pi), \tag{3}
\]

where \( \alpha \in [0, 1] \) is an interpolation factor.

We now illustrate the entire process of our algorithm on a real example. Given a textual expression such as *virus replicate*, we: (i) extract all the filling arguments of the lexical predicate *replicate*; (ii) link and disambiguate the extracted filling arguments; (iii) query our system for the available virus semantic classes (i.e., \{virus\_1, virus\_2\}); (iv) build the distributional vectors for

| \( P_{\text{class}}(c|\pi) \) | \( c \) | support(c) |
|-------------------|------|-----------------|
| 0.1896 | wine\_1 | wine, sack, white wine, red wine, wine in china, madeira wine, claret, kosher wine |
| 0.1805 | coffee\_n | turkish coffee, drip coffee, espresso, coffee, cappuccino, caffe latte, decaffeinated coffee, latte |
| 0.1143 | herb\_i | green tea, indian tea, black tea, orange pekoe tea, tea |
| 0.1104 | water\_w | water, seawater |
| 0.0532 | beverage\_m | chinese tea, 3.2% beer, orange soda, boiled water, hot chocolate, hot cocoa, tejuino, cider, beverage, cocoa, coffee milk, lemonade, orange juice |
| 0.0403 | milk\_n | skim milk, milk, cultured buttermilk, whole milk |
| 0.0351 | beer\_a | 3.2% beer, beer |
| 0.0273 | alcohol\_l | mead, umeshu, kava, rice wine, jagermeister, kvass, sake, gin, rum |
| 0.0182 | poison\_e | poison |

Table 2: Highest-probability semantic classes for the lexical predicate \( \pi = \text{cup of} * \), according to our set \( C \) of semantic classes.
the candidate semantic classes and the given input argument; (v) calculate the probability mixture. As a result we obtain the following ranking, virus\textsubscript{1}:0.250, virus\textsubscript{2}:0.000894, so that the first sense of virus in WordNet 3.0 is preferred, being an “ultramicroscopic infectious agent that replicates itself only within cells of living hosts”.

4 Experiment 1: Oxford Lexical Predicates

We evaluate on the two forms of output produced by SPred: (i) the top-ranking semantic classes of a lexical predicate, as obtained with Formula 1, and (ii) the classification of a lexical predicate’s argument with the most suitable semantic class, as produced using Formula 3. For both evaluations, we use a lexical predicate dataset built from the Oxford Advanced Learner’s Dictionary (Crowther, 1998).

4.1 Set of Semantic Classes

The selection of which semantic classes to include in the set $C$ is of great importance. In fact, having too many classes will end up in an overly fine-grained inventory of meanings, whereas an excessively small number of classes will provide little discriminatory power. As our set $C$ of semantic classes we selected the standard set of 3,299 core nominal synsets available in WordNet.\textsuperscript{8} However, our approach is flexible and can be used with classes of an arbitrary level of granularity.

4.2 Datasets

The Oxford Advanced Learner’s Dictionary provides usage notes that contain typical predicates in various semantic domains in English, e.g., Traveling.\textsuperscript{9} Each predicate is made up of a fixed part (e.g., a verb) and a generalizable part which contains one or more nouns.

Examples include fix an election/the vote, bacteria/microbes/viruses spread, spend money/savings/a fortune. In the case that more than one noun was provided, we split the textual expression into as many items as the number of nouns. For instance, from spend money/savings/a fortune we created three items in our dataset, i.e., spend money, spend savings, spend a fortune. The splitting procedure generated 6,220 instantiated lexical predicate items overall.

4.3 Evaluating the Semantic Class Ranking

Dataset. Given the above dataset, we generalized each item by pairing its fixed verb part with * (i.e., we keep “verb predicates” only, since they are more informative). For instance, the three items bacteria/microbes/viruses spread were generalized into the lexical predicate * spread. The total number of different lexical predicates obtained was 1,446, totaling 1,429 distinct verbs (note that the dataset might contain the lexical predicate * spread as well as spread *).\textsuperscript{10}

Methodology. For each lexical predicate we calculated the conditional probability of each semantic class using Formula 1, resulting in a ranking of semantic classes. To evaluate the top ranking classes, we calculated precision@$k$, with $k$ ranging from 1 to 20, by counting all applicable classes as correct, e.g., location\textsuperscript{1} is a valid semantic class for travel to * while emotion\textsuperscript{1} is not.

Results. We show in Table 3 the precision@$k$ calculated over a random sample of 50 lexical predicates.\textsuperscript{11} As can be seen, while the classes quality is pretty high with low values of $k$, performance gradually degrades as we let $k$ increase. This is mostly due to the highly polysemous nature of the predicates selected (e.g., occupy *, leave *, help *, attain *, live *, etc.). We note that high performance, attaining above 80%, can be achieved

| $k$ | Prec@$k$ | Correct | Total |
|-----|----------|---------|-------|
| 1   | 0.94     | 46      | 49    |
| 2   | 0.87     | 85      | 98    |
| 3   | 0.86     | 124     | 145   |
| 4   | 0.83     | 160     | 192   |
| 5   | 0.82     | 194     | 237   |
| 6   | 0.81     | 228     | 282   |
| 7   | 0.80     | 261     | 326   |
| 8   | 0.78     | 288     | 370   |
| 9   | 0.77     | 318     | 414   |
| 10  | 0.76     | 349     | 458   |
| 11  | 0.75     | 379     | 502   |
| 12  | 0.75     | 411     | 546   |
| 13  | 0.75     | 445     | 590   |
| 14  | 0.76     | 479     | 634   |
| 15  | 0.75     | 510     | 678   |
| 16  | 0.75     | 544     | 721   |
| 17  | 0.76     | 577     | 763   |
| 18  | 0.76     | 612     | 806   |
| 19  | 0.76     | 643     | 849   |
| 20  | 0.75     | 671     | 892   |

\textsuperscript{8}http://wordnetcode.princeton.edu/ standoff-files/core-wordnet.txt
\textsuperscript{9}http://oald8.oxfordlearnersdictionaries.com/usage_notes/unbox_colloc/
\textsuperscript{10}The low number of items per predicate is due to the original Oxford resource.
\textsuperscript{11}One lexical predicate did not have any semantic class ranking.
by focusing up to the first 7 classes output by our system, with a 94% precision@1.

4.4 Evaluating Classification Performance

Dataset. Starting from the lexical predicate items obtained as described in Section 4.2, we selected those items belonging to a random sample of 20 usage notes among those provided by the Oxford dictionary, totaling 3,245 items. We then manually tagged each item’s argument (e.g., * virus in viruses spread) with the most suitable semantic class (e.g., virus1), obtaining a gold standard dataset for the evaluation of our argument classification algorithm (cf. Section 3.4).

Methodology. In this second evaluation we measure the accuracy of our method at assigning the most suitable semantic class to the argument of a lexical predicate item in our gold standard. We use three customary measures to determine the quality of the acquired semantic classes, i.e., precision, recall and F1. Precision is the number of items which are assigned the correct class (as evaluated by a human) over the number of items which are assigned a class by the system. Recall is the number of items which are assigned the correct class over the number of items to be classified. F1 is the harmonic mean of precision and recall.

Tuning. The only parameter to be tuned is the factor $\alpha$ that we use to mix the two probabilities in Formula 3 (cf. Section 3.4). For tuning $\alpha$ we used a held-out set of 8 verbs, randomly sampled from the lexical predicates not used in the dataset. We created a tuning set using the annotated arguments in Wikipedia for these verbs: we trained the model on 80% of the annotated lexical predicate arguments (i.e., the class probability estimates in Formula 1) and then applied the probability mixture (i.e., Formula 3) for classifying the remaining 20% of arguments. Finally, we calculated the performance in terms of precision, recall and F1 with 11 different values of $\alpha \in \{0, 0.1, \ldots, 1.0\}$, achieving optimal performance with $\alpha = 0.2$.

Results. Table 4 shows the results on the semantic class assignments. Our system shows very high precision, above 85%, while at the same time attaining an adequate 68% recall. We also compared against a random baseline that randomly selects one out of all the candidate semantic classes for each item, achieving only moderate results. A subsequent error analysis revealed the common types of error produced by our system: terms for which we could not provide (1) any WordNet concept (e.g., political corruption) or (2) any candidate semantic class (e.g., immune system).

| Method   | Precision | Recall | F1   |
|----------|-----------|--------|------|
| SPred    | 85.61     | 68.01  | 75.80|
| Random   | 40.96     | 40.96  | 40.96|

Table 4: Performance on semantic class assignment.

4.5 Disambiguation heuristics impact

As a follow-up analysis, for each dataset we considered the impact of each disambiguation heuristic described in Section 3.2 according to how many times it was triggered. Starting from the entire set of 1,446 lexical predicates from the Oxford dictionary (see Section 4.3), we counted the number of argument triples $(a, s, l)$ already disambiguated in Wikipedia (i.e., $l \neq \epsilon$) and those disambiguated thanks to our disambiguation strategies. Table 5 shows the statistics. We note that, while the amount of originally linked arguments is very low (about 2.5% of total), our strategies are able to considerably increase the size of the initial set of linked instances. The most effective strategies appear to be the One sense per page and the Trust the inventory, which contribute 26.16% and 31.33% of the total links, respectively.

Even though most of the triples (i.e., 68 out of almost 74 million) remain unlinked, the ratio of distinct arguments which we linked to WordNet is considerably higher, calculated as 3,723,979 linked arguments over 12,431,564 distinct arguments, i.e., about 30%.

5 Experiment 2: Comparison with Kozareva & Hovy (2010)

Due to the novelty of the task carried out by SPred, the resulting output may be compared with only a limited number of existing approaches. The most similar approach is that of Kozareva and Hovy (2010, K&H) who assign supertypes to the arguments of arbitrary relations, a task which resembles our semantic predicate ranking. We therefore performed a comparison on the quality of the most highly-ranked supertypes (i.e., semantic classes) using their dataset of 24 relation patterns (i.e., lexical predicates).

Dataset. The dataset contained 14 lexical predicates (e.g., work for * or * fly to), 10 of which were expanded in order to semantify their left- and right-side arguments (e.g., * work for and work for *); for the remaining 4 predicates just a single
Table 5: Statistics on argument triple linking for all the lexical predicates in the Oxford dataset.

| Predicate       | Number of args | Number of classes |
|-----------------|----------------|-------------------|
| cause *         | 181,401        | 1,339             |
| live in *       | 143,628        | 600               |
| work in *       | 79,444         | 1,244             |
| work on *       | 58,760         | 746               |
| celebrate       | 23,333         | 408               |

Table 7: Number of arguments and associated classes for the 12 most frequent lexical predicates of Kozareva and Hovy (2010) extracted by SPred from Wikipedia.

Table 6: Precision@k for the semantic classes of the relations of Kozareva and Hovy (2010).

Table: Related work

The availability of Web-scale corpora has led to the production of large resources of relations (Etzioni et al., 2005; Yates et al., 2007; Wu and Weld, 2010; Carlson et al., 2010; Fader et al., 2011). However, these resources often operate purely at the lexical level, providing no information on the semantics of their arguments or relations. Several studies have examined adding semantics through grouping relations into sets (Yates and Etzioni, 2009), ontologizing the arguments (Chklovski and Pantel, 2004), or ontologizing the relations themselves (Moro and Navigli, 2013). However, analysis has largely been either limited to ontologizing a small number of relation types with a fixed inventory, which potentially limits coverage, or has used implicit definitions of semantic categories (e.g., clusters of arguments), which limits interpretability. For example, Mohamed et al. (2011) use the semantic categories of the NELL system (Carlson et al., 2010) to learn roughly 400 valid ontologized relations from over 200M web pages, whereas WiSeNet (Moro and Navigli, 2012) leverages Wikipedia to acquire relation synsets for an open set of relations. Despite these efforts, no large-scale resource has existed to date that contains ontologized lexical predicates. In contrast, the present work provides a high-coverage method for learning argument supertypes from a broad-coverage ontology (WordNet), which can potentially be leveraged in relation extraction to ontolo-
gize relation arguments.

Our method for identifying the different semantic classes of predicate arguments is closely related to the task of identifying selectional preferences. The most similar approaches to it are taxonomy-based ones, which leverage the semantic types of the relations arguments (Resnik, 1996; Li and Abe, 1998; Clark and Weir, 2002; Pennacchiotti and Pantel, 2006). Nevertheless, despite their high quality sense-tagged data, these methods have often suffered from lack of coverage. As a result, alternative approaches have been proposed that eschew taxonomies in favor of rating the quality of potential relation arguments (Erk, 2007; Chambers and Jurafsky, 2010) or generating probability distributions over the arguments (Rooth et al., 1999; Pantel et al., 2007; Bergsma et al., 2008; Ritter et al., 2010; Séaghdha, 2010; Bouma, 2010; Jang and Mostow, 2012) in order to obtain higher coverage of preferences.

In contrast, we overcome the data sparsity of class-based models by leveraging the large quantity of collaboratively-annotated Wikipedia text in order to connect predicate arguments with their semantic class in WordNet using BabelNet (Navigli and Ponzetto, 2012); because we map directly to WordNet synsets, we provide a more readily-interpretable collocation preference model than most similarity-based or probabilistic models.

Verb frame extraction (Green et al., 2004) and predicate-argument structure analysis (Surdeanu et al., 2003; Yakushiji et al., 2006) are two areas that are also related to our work. But their generality goes beyond our intentions, as we focus on semantic predicates, which is much simpler and free from syntactic parsing.

Another closely related work is that of Hanks (2013) concerning the Theory of Norms and Exploitations, where norms (exploitations) represent expected (unexpected) classes for a given lexical predicate. Although our semantified predicates do, indeed, provide explicit evidence of norms obtained from collective intelligence and would provide support for this theory, exploitations present a more difficult task, different from the one addressed here, due to its focus on identifying property transfer between the semantic class and the exploited instance.

The closest technical approach to ours is that of Kozareva and Hovy (2010), who use recursive patterns to induce semantic classes for the arguments of relational patterns. Whereas their approach requires both a relation pattern and one or more seeds, which bias the types of semantic classes that are learned, our proposed method requires only the pattern itself, and as a result is capable of learning an unbounded number of different semantic classes.

7 Conclusions
In this paper we present SPred, a novel approach to large-scale harvesting of semantic predicates. In order to semantify lexical predicates we exploit the wide coverage of Wikipedia to extract and disambiguate lexical predicate occurrences, and leverage WordNet to populate the semantic classes with suitable predicate arguments. As a result, we are able to ontologize lexical predicate instances like those available in existing dictionaries (e.g., break a toe) into semantic predicates (such as break a BODY PART).

For each lexical predicate (such as break *), our method produces a probability distribution over the set of semantic classes (thus covering the different expected meanings for the filling arguments) and is able to classify new instances with the most suitable class. Our experiments show generally high performance, also in comparison with previous work on argument supertyping.

We hope that our semantic predicates will enable progress in different Natural Language Processing tasks such as Word Sense Disambiguation (Navigli, 2009), Semantic Role Labeling (Fürstenau and Lapata, 2012) or even Textual Entailment (Stern and Dagan, 2012) – each of which is in urgent need of reliable semantics. While we focused on semantifying lexical predicates, as future work we will apply our method to the ontologization of large amounts of sequences of words, such as phrases or textual relations (e.g., considering Google n-grams appearing in Wikipedia). Notably, our method should, in principle, generalize to any semantically-annotated corpus (e.g., Wikipedias in other languages), provided lexical predicates can be extracted with associated semantic classes.

In order to support future efforts we are releasing our semantic predicates as a freely available resource.\footnote{http://lcl.uniroma1.it/spred}
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