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Quivers and moduli spaces of pointed curves of genus zero

Mark Blume & Lutz Hille

Abstract
We construct moduli spaces of representations of quivers over arbitrary schemes and show how moduli spaces of pointed curves of genus zero like the Grothendieck–Knudsen moduli spaces $\overline{M}_{0,n}$ and the Losev–Manin moduli spaces $\overline{L}_n$ can be interpreted as inverse limits of moduli spaces of representations of certain bipartite quivers. We also investigate the case of more general Hassett moduli spaces $\overline{M}_{0,a}$ of weighted pointed stable curves of genus zero.

Introduction
The main topic of this paper is the relation of moduli spaces of pointed curves of genus zero, in particular the Grothendieck–Knudsen moduli spaces $\overline{M}_{0,n}$ and the Losev–Manin moduli spaces $\overline{L}_n$, but also more general Hassett moduli spaces of weighted pointed stable curves of genus zero $\overline{M}_{0,a}$, to moduli spaces of representations of the following quivers $Q_n$ and $P_n$ with fixed dimension vector as indicated by the numbers at the vertices:

$Q_n$ ($n + 1$ vertices)

$P_n$ ($n + 2$ vertices)
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Moduli spaces of representations $\mathcal{M}^\theta(Q)$ of a quiver $Q$ with some fixed dimension vector are constructed via geometric invariant theory (GIT) and depend on the choice of a weight $\theta$. The collection of $\mathcal{M}^\theta(Q)$ for $\theta$ representing the finitely many GIT equivalence classes forms an inverse system and as inverse limit we have a space $\varprojlim \mathcal{M}^\theta(Q)$ independent of choice of weights.

In this paper we show over arbitrary base schemes, see theorems 3.16 and 3.17 (over $\mathbb{C}$ this is essentially known via different methods, though usually formulated without quivers, see below):

**Theorem.**

$$\mathcal{L}_n \cong \varprojlim \mathcal{M}^\theta(P_n) \quad \text{and} \quad \overline{M}_{0,n} \cong \varprojlim \mathcal{M}^\theta(Q_n).$$

Our methods also apply to more general Hassett moduli spaces $\overline{M}_{0,a}$ of weighted pointed stable curves of genus zero [15]. In theorem 4.4 we show that any of these Hassett moduli spaces is a limit of GIT quotients over an area in the weight space (considering normalised weights), which is new already over $\mathbb{C}$:

**Theorem.**

$$\overline{M}_{0,a} \cong \varprojlim_{\theta < a} \mathcal{M}^\theta(Q_n).$$

It is natural to work over $\text{Spec } \mathbb{Z}$ as the moduli spaces of pointed curves are defined over the integers, and so are moduli spaces of representations of quivers. However, we have to extend the results on moduli spaces of representations of quivers in [20] to arbitrary base schemes (see theorem 1.8):

**Theorem.** For a finite quiver $Q$ with indivisible dimension vector and generic weight $\theta$ there is, over an arbitrary base scheme, a fine moduli space $\mathcal{M}^\theta(Q)$ whose $Y$-valued points correspond to $\theta$-stable representations over $Y$ up to isomorphism over a Zariski cover.

Here the main issue is less the construction of these spaces by application of the theory of GIT over arbitrary schemes [1], [29] to this problem, but more the proof that these GIT quotients for generic weights are in fact fine moduli spaces of quiver representations and the application of the necessary techniques, like the result of [2] in the proof of proposition 1.7.

To show the isomorphisms between moduli spaces of pointed curves of genus 0 and limits of GIT quotients we use the interpretation of these GIT quotients for generic weights as fine moduli spaces of quiver representations and compare the functor of the limit to the moduli functor of pointed curves via the following steps:

- The functor of the limit associates to a scheme $Y$ the set of collections $(\varphi_\theta)_\theta$ of morphisms (or equivalently collections $(V^\theta)_\theta$ of equivalence classes of $\theta$-stable representations over $Y$) for generic $\theta$ (i.e. corresponding to full-dimensional GIT equivalence classes) that satisfy relations coming from GIT classes of codimension one, see proposition 1.16 and (7) at the beginning of subsection 2.4.

- In proposition 2.15 we express the relations between the representations $(V^\theta)_\theta$ in the limit functor by certain equations. Whereas the original relations are local in the weight space, we have equations relating pairs of representations for all generic $\theta$. We can reduce these sets of equations by remark 2.17.

- In the proofs of the results for the individual moduli spaces of pointed curves (theorems 3.16, 3.17 and 4.4) we restrict the collections $(V^\theta)_\theta$ to certain sets of generic weights. Considering representations as $\mathbb{P}^1$-bundles with $n$ sections (see corollary 2.10 and 2.12), these weights $\theta^i$ (resp. $\theta^j$) correspond to sets of...
three sections, such that a representation is stable with respect to this weight if and only if these three sections are disjoint.

- Normalising the representations with respect to the three sections for each of these weights, the functor of the inverse limit becomes a functor consisting of sections of \( P^n \) that satisfy certain equations. We compare these functors of the limit with the functors of the moduli spaces of pointed curves, described in theorems 3.11, 3.14 and 4.3, that arise from a natural closed embedding of these moduli spaces into a products of \( P^n \)'s related to root systems of type \( A \).

There is the following known relation between moduli spaces of pointed curves of genus 0 and GIT quotients of \((P^n)^n\). Working over the complex numbers, by [19] under some assumptions limits of GIT quotients of toric varieties \((X, T)\) by subtori of \( T \) are the same as Chow quotients. Toric Chow quotients can be described by fibre polytopes, and in the case of quotients of projective spaces by secondary polytopes [19, 9]. The Losev–Manin moduli space \( \overline{M}_{0,n} \) is the projective toric variety corresponding to the \((n-1)\)-dimensional permutohedron [23], which arises as secondary polytope of the product of simplices \( \Delta^1 \times \Delta^{n-1} \) and as fibre polytope for the operation of \( G_m \) on \((P^n)^n\). By the Gelfand–MacPherson correspondence (see [17]) the GIT quotients \((P^n)^n\) by PGL(2) and the GIT quotients of the Grassmannian \( G(2, n) \) by the maximal torus \((G_m)^n \subset GL(n)\), and similarly the Chow quotients \((P^n)^n / PGL(2)\) and \( G(2, n) / (G_m)^n \) coincide over the complex numbers. By [17] the Chow quotients \( G(2, n) / (G_m)^n \) coincide with the Hilbert quotients \( G(2, n) / (G_m)^n \) and by [18] \( \overline{M}_{0,n} \) is the closure of the space of Veronese curves in the Hilbert scheme or Chow variety. This is used to show that the Chow quotient \( G(2, n) / (G_m)^n \) is isomorphic to \( \overline{M}_{0,n} \), see [17, (4.1.8)]. Together the works [17], [18], [19] show that over the complex numbers \( \overline{M}_{0,n} \) is the limit of GIT quotients \((P^n)^n / PGL(2)\) (see also [32]).

With the straightforward link between the moduli spaces of representations \( \mathcal{M}^\theta(Q_n) \), \( \mathcal{M}^\theta(P_n) \) and the GIT quotients \((P^1)^n / PGL(2)\), \((P^n)^n / G_m\) as described in subsection 2.3 (related to the Gelfand–MacPherson correspondence) we recover the results that over the complex numbers \( \overline{M}_n \cong \lim_{\rightarrow \theta} (P^n)^n / PGL(2) \) ([19, 23]) and \( \overline{M}_{0,n} \cong \lim_{\rightarrow \theta} (P^n)^n / PGL(2) \) ([17]). Our different, more direct methods are valid over arbitrary base schemes and do not involve Chow varieties.

It is known by [11] that over the complex numbers for fixed \( n \) all Hassett moduli spaces of \( n \)-pointed weighted stable curves of genus zero can be realised as GIT quotients of a certain space involving the component of the Chow variety of degree \( d \) curves in \( P^n \) containing rational normal curves, which, as a parameter space of embedded \( n \)-pointed curves of genus zero, is already close to the moduli problem.

In the present paper we describe these Hassett moduli spaces as a limit of GIT quotients that come from quivers, hence in particular GIT quotients of affine space. Here the individual GIT quotients are quite simple, furthermore, in our construction we restrict to a collection of GIT quotients for generic weights all of which are products of \( P^n \)'s.

Observing that the limits of moduli spaces of representations for these very simple quivers give rise to relevant moduli spaces of pointed curves, it may be interesting to describe and identify the varieties that arise this way from other quivers.

**Outline of the paper.** In section 1 we construct fine moduli spaces of quiver representations over arbitrary schemes. To construct the spaces \( \mathcal{M}^{\theta,s}(Q, d) \subseteq \mathcal{M}^\theta(Q, d) \) of \( \theta \)-stable and \( \theta \)-semistable representations we apply the theory of GIT (see [24]) over arbitrary base schemes, using the formulation in terms of stacks in [1]. We show in theorem 1.8 that for a finite quiver \( Q \), an indivisible dimension vector \( d \) and a weight \( \theta \) the space \( \mathcal{M}^{\theta,s}(Q, d) \) is a fine moduli space parametrising \( \theta \)-stable representations.
up to isomorphism over a Zariski cover. The main point here is to show that the natural group operation on the stable locus of the representation space is free and the morphism to the quotient a torsor, see proposition 1.7. This extends the results of [20].

The first step to describe the functors of points of inverse limits of moduli spaces of quiver representations is taken in proposition 1.16 by describing the functor of the limit by the functors of the moduli spaces \( \mathcal{M}^0(Q, d) \) for equivalence classes of generic weights \( \theta \) subject to some relations.

Section 2 contains on the one hand some preparations and miscellaneous material concerning the quivers \( P_n \) and \( Q_n \); the structure of the weight spaces for the quivers \( P_n \) and \( Q_n \) (compare to [17, (1.2),(1.3)], [9, 7.3.C]); the relation between \( Q_{n+2} \) and \( P_n \), their weights and stable representations (this corresponds to the morphism \( \mathcal{M}_{0,n+2} \to \mathcal{T}_n \) after a choice of two of the \( n + 2 \) marked points); the relation of moduli spaces of representations for \( P_n \) and \( Q_n \) and GIT quotients of \( (\mathbb{P}^1)^n \). The last two points, discussed in subsections 2.2 and 2.3, both derive from different presentations of certain stacks.

On the other hand subsection 2.4 is one of the central parts of this paper where in proposition 2.15 we describe the functor of the limit of moduli spaces of representations for the quivers \( P_n \) and \( Q_n \) in terms of families of representations \( (V^\theta)_{\theta \in \sigma} \), where the weights \( \theta \) represent the equivalence classes of generic weights, satisfying certain equations.

In section 3 we consider the Grothendieck–Knudsen moduli spaces and Losev–Manin moduli spaces. It is known that the moduli spaces \( \mathcal{T}_n \) and \( \mathcal{M}_{0,n} \) can be embedded into a product of \( \mathbb{P}^1 \)'s via the natural morphisms \( \mathcal{T}_n \to \mathcal{T}_2 \cong \mathbb{P}^1 \) and \( \mathcal{M}_{0,n} \to \mathcal{M}_{0,4} \cong \mathbb{P}^1 \) (see [3, 10]). These closed embeddings have interpretations in terms of root systems of type \( A_A \) and \( A_2 \). In the case of the Losev–Manin moduli space \( \mathcal{T}_n \subseteq (\mathbb{P}^1)^n \) each copy of \( \mathbb{P}^1 \) corresponds to a root subsystem in \( A_{n-1} \) isomorphic to \( A_1 \), whereas the equations come from the root subsystems isomorphic to \( A_2 \), see [3].

In the case of the Grothendieck–Knudsen moduli space \( \mathcal{M}_{0,n} \subseteq (\mathbb{P}^1)^n \) each copy of \( \mathbb{P}^1 \) corresponds to a root subsystem in \( A_{n-1} \) isomorphic to \( A_3 \), whereas the equations come from the root subsystems isomorphic to \( A_4 \). This way the moduli space \( \mathcal{M}_{0,n} \) can also be interpreted as the cross-ratio variety of root systems of type \( A_3 \) in \( A_{n-1} \), cf. [27, 28]. We summarise the results on these embeddings, the interpretation in terms of root systems and the related description of the functor of points of \( \mathcal{T}_n \) and \( \mathcal{M}_{0,n} \) in theorems 3.11 and 3.14.

Proving that there are isomorphisms \( \mathcal{T}_n \cong \lim_{\to} \mathcal{M}^0(P_n) \) (theorem 3.16) and \( \mathcal{M}_{0,n} \cong \lim_{\to} \mathcal{M}^0(Q_n) \) (theorem 3.17), we compare the moduli functors of pointed curves with the corresponding functors of the limit. We use the description of proposition 2.15 and simplify it, where the main step consists of restricting the family of representations \( (V^\theta)_{\theta \in \sigma} \) to certain sets of weights of the form \( \theta^i \) (resp. \( \theta^T \)).

In section 4 we apply the same methods to the Hassett moduli spaces to show that \( \mathcal{M}_{0,a} \cong \lim_{\to} \mathcal{M}^0(Q_n) \) (theorem 4.4). Here some additions are necessary to take into account the notion of \( a \)-stability of \( n \)-pointed curves. On the quiver side this corresponds to a restriction to weights in the convex polytope \( P(a) = \{ \theta \in \Delta(2, n) \mid \theta < a \} \).

We also need a description of the moduli functor \( \mathcal{M}_{0,a} \) analogous to that of \( \mathcal{T}_n \) and \( \mathcal{M}_{0,n} \) arising from an embedding into a product of \( \mathbb{P}^1 \)'s, see theorem 4.3.

Notations and conventions. We work over a base scheme \( S \), usually we think of \( S \) as \( \text{Spec} \mathcal{Z} \). Products are over the base scheme \( S \) unless otherwise specified. We use the theory of schemes as developed in [12, 13]. We sometimes write \( y \in Y \) for
a geometric point $y$: Spec $k \to Y$. We use the standard theory of algebraic stacks, see [30]. We work with algebraic stacks in the fppf topology. Concerning stability of quiver representations we use the sign convention opposite to [20]. For $d, d' \in \mathbb{Q}^n$ we write $d' \leq d$ if and only if $d'_i \leq d_i$ for all $i$, and we write $d' < d$ if $d' \leq d$ and $d' \neq d$.

1. Moduli spaces of quiver representations

1.1. Moduli of quiver representations over arbitrary schemes. Let $Q$ be a finite connected quiver with set of vertices $Q_0$ and set of arrows $Q_1$. For an arrow $\alpha \in Q_1$ we denote $s(\alpha)$ and $t(\alpha)$ the source and target, i.e. $s(\alpha) \xrightarrow{\alpha} t(\alpha)$.

Definition 1.1. A representation of $Q$ of dimension vector $(d_q)_{q \in Q_0}$ over a scheme $Y$ is a tuple $V = ((V_q)_{q \in Q_0}, (\varphi_\alpha)_{\alpha \in Q_1})$ where $V_q$ is a locally free $\mathcal{O}_Y$-module of rank $d_q$ and $\varphi_\alpha: V_{s(\alpha)} \to V_{t(\alpha)}$ a homomorphism of $\mathcal{O}_Y$-modules. A representation over $Y$ is called free if the underlying $\mathcal{O}_Y$-module is free. The notions of homomorphisms of representations, subrepresentations etc. are defined as usual.

Definition 1.2. The representation space of $Q$ for the dimension vector $d = (d_q)_{q \in Q_0}$ over the base scheme $S$ is the affine space over $S$

$$R(Q, d) = \prod_{\alpha \in Q_1} \text{Hom}_S(\mathcal{O}_S^{\oplus d_{s(\alpha)}}, \mathcal{O}_S^{\oplus d_{t(\alpha)}})$$

where $\text{Hom}_S(\mathcal{O}_S^{\oplus d_{s(\alpha)}}, \mathcal{O}_S^{\oplus d_{t(\alpha)}})$ is the Hom-scheme that represents the contravariant functor on $S$-schemes $Y \mapsto \text{Hom}_Y(\mathcal{O}_Y^{\oplus d_{s(\alpha)}}, \mathcal{O}_Y^{\oplus d_{t(\alpha)}})$. Equivalently, the scheme $R(Q, d)$ can be defined as the scheme that represents the contravariant functor on $S$-schemes

$$Y \mapsto \{ \text{ free representations with fixed basis of } (Q, d) \text{ over } Y \}.$$

On the representation space $R(Q, d)$ the group scheme over $S$

$$G(d) = \prod_{q \in Q_0} \text{GL}(d_q)$$

operates by $(g_q)_{q \in Q_0}(\nu_\alpha)_\alpha = (g_{t(\alpha)} \nu_\alpha g_{s(\alpha)}^{-1})_\alpha$, where $(g_q)_q \in G(d)(Y)$, $(\nu_\alpha)_\alpha \in R(Q, d)(Y)$ for $S$-schemes $Y$. The diagonal subgroup $G_m \cong \Delta \subseteq G(d)$ operates trivially, giving rise to a $\mathcal{G}(d) = G(d)/\Delta$-operation on $R(Q, d)$.

By [20] the following definition of (semi)stability is equivalent to (semi)stability in the sense of GIT of [24] (with $\prod_q \det(g_q)^{-\theta_q}$ the character corresponding to $\theta$).

Definition 1.3. For a representation $V$ of $Q$ of dimension vector $d = (d_q)_{q \in Q_0}$ over an algebraically closed field and a weight $\theta = (\theta_q)_{q \in Q_0} \in \mathbb{Q}^{Q_0}$, using the notations $\dim(V) = (\dim(V_q))_{q \in Q_0}$ and $\theta(d) = \sum_{q \in Q_0} \theta_q d_q$, we define:

(a) The representation $V$ is called $\theta$-semistable if $\theta(d) = 0$ and every subrepresentation $V' \subseteq V$ satisfies $\theta(\dim(V')) \leq 0$.

(b) A $\theta$-semistable representation $V$ is called $\theta$-stable if the only subrepresentations $V' \subseteq V$ with $\theta(\dim(V')) = 0$ are $V = 0$.

Definition 1.4. A representation $V$ of $Q$ of dimension vector $(d_q)_{q \in Q_0}$ over a scheme $Y$ is called $\theta$-(semi)stable if for all geometric points $y$: Spec $k \to Y$ the representation $V_y = V \otimes_{\mathcal{O}_Y} k$ is $\theta$-(semi)stable.

The functors on $S$-schemes

$$Y \mapsto \{ \text{free } \theta-(\text{semi})\text{stable representations with fixed basis of } (Q, d) \text{ over } Y \}$$
are represented by open $G(d)$-invariant subschemes $R^\theta(Q,d) \subseteq R(Q,d)$ (parametrising $\theta$-semistable representations) and $R^{\theta,+}(Q,d) \subseteq R^\theta(Q,d)$ (parametrising $\theta$-stable representations).

In order to construct moduli spaces of representations, following [20] we consider GIT quotients by the (geometrically) reductive group scheme $G(d)$ or $\overline{G(d)}$ (see [1, Section 9] for some results on (geometrically) reductive group schemes). GIT over arbitrary locally noetherian schemes has been worked out first in [29], here we use the formulation of [1] in terms of adequate moduli spaces of Artin stacks.

Let $\mathcal{M}^\theta(Q,d) = R(Q,d)/\theta G(d)$ the GIT quotient with respect to $\mathcal{L} = \mathcal{O}_{R(Q,d)}$ with the linearisation determined by the character $\theta$ (if $\theta$ is not integral replace $\theta$ by $l\theta$ for some $l \in \mathbb{Z}_{>0}$ such that $l\theta$ is integral), that is

$$\mathcal{M}^\theta(Q,d) = \text{Proj}_S \bigoplus_{k \geq 0} (p_*(\mathcal{L}^\otimes k))^G(d)$$

where $p: R(Q,d) \to S$ is the structure morphism. We have the quotient morphism

$$R^\theta(Q,d) \to \mathcal{X}^\theta(Q,d) \to \mathcal{M}^\theta(Q,d).$$

where $\mathcal{X}^\theta(Q,d) = [R^\theta(Q,d)/\overline{G(d)}]$ is the quotient stack. The next theorem follows from the result in the affine case [1, Thm. 9.1.4] as this property is local [1, Prop. 5.2.9].

**Theorem 1.5** ([1]). $q: \mathcal{X}^\theta(Q,d) \to \mathcal{M}^\theta(Q,d)$ is an adequate moduli space.

In particular, we have the following properties (see [1], cf. also [29]):

1. The homomorphism $\mathcal{O}_{\mathcal{M}^\theta(Q,d)} \to q_* \mathcal{O}_{\mathcal{X}^\theta(Q,d)}$ is an isomorphism.
2. $q$ is surjective, universally closed and universally submersive.
3. For an algebraically closed field $k$ the morphism $q$ induces a bijection

$$[\mathcal{X}^\theta(Q,d)(k)]/\sim \to \mathcal{M}^\theta(Q,d)(k)$$

where $\sim$ is the equivalence relation on the set of isomorphism classes $[\mathcal{X}^\theta(Q,d)(k)]$ defined by $x_1 \sim x_2$ if $\{x_1\} \cap \{x_2\} \neq \emptyset$ in $\mathcal{X}^\theta(Q,d)_s$ for $x_1, x_2 \in \mathcal{X}^\theta(Q,d)(k)$ over $s: \text{Spec} k \to S$.
4. Assume that $S$ is locally noetherian. Then $\mathcal{M}^\theta(Q,d)$ is of finite type over $S$ and $q_* \mathcal{F}$ is coherent for every coherent $\mathcal{O}_{\mathcal{X}^\theta(Q,d)}$-module $\mathcal{F}$.
5. $q$ is universal for morphisms to schemes, i.e. for an $S$-scheme $Z$ the map

$$\text{Mor}_S(\mathcal{M}^\theta(Q,d), Z) \to \text{Mor}_S(\mathcal{X}^\theta(Q,d), Z), \quad f \mapsto f \circ q$$

is a bijection.
6. Let $Y \to \mathcal{M}^\theta(Q,d)$ be a flat morphism of $S$-schemes. Then $\mathcal{X}^\theta(Q,d) \times_{\mathcal{M}^\theta(Q,d)} Y \to Y$ is an adequate moduli space.

Statement (5) means that $R^\theta(Q,d) \to \mathcal{M}^\theta(Q,d)$ is a categorical quotient. Restricting to the open subscheme of stable points $R^{\theta,+}(Q,d) \subseteq R^\theta(Q,d)$ there is the following result corresponding to the notion of geometric quotient.

**Corollary 1.6.** Let $\mathcal{X}^{\theta,+}(Q,d) = [R^{\theta,+}(Q,d)/\overline{G(d)}]$ and $\mathcal{M}^{\theta,+}(Q,d)$ the image of $\mathcal{X}^{\theta,+}(Q,d)$ in $\mathcal{M}^\theta(Q,d)$. Then $\mathcal{X}^{\theta,+}(Q,d) \to \mathcal{M}^{\theta,+}(Q,d)$ is an adequate moduli space. For algebraically closed fields $k$ the map $[\mathcal{X}^{\theta,+}(Q,d)(k)] \to \mathcal{M}^{\theta,+}(Q,d)(k)$ is a bijection, where $[\mathcal{X}^{\theta,+}(Q,d)(k)]$ denotes the set of isomorphism classes of objects in $\mathcal{X}^{\theta,+}(Q,d)(k)$.

In addition to these standard GIT results, in our situation we have:

**Proposition 1.7.** The operation of $\overline{G(d)}$ on $R^{\theta,+}(Q,d)$ is free and the morphism $R^{\theta,+}(Q,d) \to \mathcal{M}^{\theta,+}(Q,d)$ is a $\overline{G(d)}$-torsor in the fppf topology.
Proof. We first show that the operation of $G(d)$ has trivial stabilisers. For an $S$-scheme $Y$ the stabiliser $\text{St}(\nu) \subseteq G(d)_Y$ of an element $\nu \in R^0-s(Q,d)(Y)$ contains the diagonal group scheme $\Delta_Y \subseteq G(d)_Y$ and coincides with the automorphism group scheme $\text{Aut}_Y(V)$ of the corresponding free representation $V = (\{V_{q}\dagger, (\nu_{q})_\alpha\}$ of $(Q,d)$ over $Y$. The automorphism group scheme $\text{Aut}_Y(V)$ is open dense in the endomorphism scheme $\text{End}_Y(V)$. As the $\text{End}_Y(V)$ is the kernel of the homomorphism of locally free sheaves $\bigoplus_\alpha \text{End}_Y(V_q) \to \bigoplus_\alpha \text{Hom}_Y(V_{s(\alpha)}, V_{t(\alpha)})$, $(\varphi_q)_\alpha \mapsto (\nu_{q} \varphi_{s(\alpha)} - \varphi_{t(\alpha)}^{-1} \nu_{q} \varphi_{s(\alpha)})_\alpha$, we have $\text{End}_Y(V) = \text{End}_Y(K')$ with $K' = \text{coker} (\bigoplus_\alpha \text{Hom}_Y(V_{s(\alpha)}, V_{t(\alpha)})$ $\to \bigoplus_\alpha \text{End}_Y(V_{q})^\nu)$. Since $\nu$ is stable, all geometric fibres of $\text{St}(\nu) = \text{Aut}_Y(V)$ are of dimension 1 (containing the diagonal group $\Delta$), therefore all geometric fibres of $\text{End}_Y(V)$ are 1-dimensional affine spaces, so $\text{End}_Y(V)$ is an affine line bundle over $Y$. It follows that $\text{St}(\nu) = \text{Aut}_Y(V) = \Delta_Y$.

We show that the operation is proper, i.e. $\Psi: G(d) \times R^0-s(Q,d) \to R^0-s(Q,d) \times R^0-s(Q,d)$ $(g, \nu) \mapsto (g \nu)$ is a proper morphism, using the valuative criterion [12, II, (7.3.8)]. We can assume we have the base scheme $\text{Spec} R$ and a morphism $\text{Spec} A \to \text{Spec} R$ where $A$ is a discrete valuation ring with maximal ideal $\mathfrak{m}$, field of fractions $K$ and $K = A/\mathfrak{m}$, and let $t$ be a generator of $\mathfrak{m}$. Given a morphism $\text{Spec} A \to R^0-s(Q,d) \times R^0-s(Q,d)$ we have to show that the map $\text{Mor}(\text{Spec} A, \text{Spec} G(d) \times R^0-s(Q,d)) \to \text{Mor}(\text{Spec} K, \text{Spec} G(d) \times R^0-s(Q,d))$ coming from the canonical homomorphism $A \to K$ is surjective (it is injective because the morphism is separated). The morphism $\text{Spec} A \to R^0-s(Q,d) \times R^0-s(Q,d)$ corresponds to a pair of representations $V' = (\{V'_q\}_q, (\nu'_q)_\alpha)$, $V = (\{V_q\}_q, (\nu_q)_\alpha)$ of $(Q,d)$ over Spec $A$ and a morphism $\text{Spec} K \to \text{Spec} G(d) \times R^0-s(Q,d)$ making the diagram arising from the above maps (the usual diagram when applying the valuative criterion) commutative corresponds to a pair $(g, V'')$ such that $V'' = V_K, gV_K = V'_K$. The element $g \in G(d)(K)$ corresponds to a family of matrices with coefficients in $K$ up to a common factor in $K^*$, so we can represent it by a family of matrices $(M_q)_{\alpha q}$ with coefficients in $A$ and choose bases of $V_q$ and $V'_q$ such that all $M_q$ are diagonal with diagonal entries of the form $t^q$. Let $l$ be the minimal integer such that $t^l$ occurs as a diagonal entry of some $M_q$. Considering the matrices for the homomorphisms $\nu_{q}, \nu'_{q}$ with respect to the chosen bases, the $(i,j)$-entries for the two matrices for a given differ by a factor $t^q \neq 1$ if the diagonal entries for the corresponding pairs of basis elements differ by such a factor. In this case modulo $\mathfrak{m}$ one of the two $(i,j)$-entries vanishes. Let $W'_q \subseteq V'_q$ be the submodules generated by those basis elements which correspond to the diagonal entries of the form $t^q$, and similiar $(U_q)_{q}$ the submodules of $(V_q)_{q}$ generated by the basis elements corresponding to the remaining diagonal entries. Then central fibres of the modules $W'_q \subseteq V'_q$ form a subrepresentation $W'_K \subseteq V'_K$ and the central fibres of the modules $U_q \subseteq V_q$ form a subrepresentation $U_K \subseteq V_K$. If these were proper nonzero subrepresentations, then, because $V_K, V'_K$ are $\theta$-stable, both subrepresentations would satisfy $\theta(W'_K) < 0, \theta(U_K) < 0$, which is impossible. Therefore $W'_K = V'_K, U_K = 0$. It follows that the element $g \in G(d)(K)$ can be represented by matrices with coefficients in $A \setminus \mathfrak{m}$. These matrices are invertible as matrices over $A$ and form the required element in $G(d)(A)$.

Being proper and quasifinite, the morphism $\Psi: G(d) \times R^0-s(Q,d) \to R^0-s(Q,d) \times R^0-s(Q,d)$ is finite by [12, III (1), (4.4.2)] or [12, IV (3), (8.11.1)]. The morphism $\Psi$ is a monomorphism because the operation has trivial stabilisers. As finite epimorphisms of rings are surjective (see [22, Ch. IV, Prop. 1.7]), it follows that $\Psi$ is a closed embedding, i.e. the operation $G(d) \times R^0-s(Q,d) \to R^0-s(Q,d)$ is free.
We denote the above functor $F^\theta_s(Q,d)/\mathcal{G}(d)$, i.e., the quotient in the category of fppf-sheaves, as the sheaf associated to the presheaf $Y \mapsto R^{\theta_s}(Q,d)(Y)/\mathcal{G}(d)(Y)$ on the fppf-site of $S$-schemes (see e.g. [4, 3.4.1]). As the operation $\mathcal{G}(d) \times R^{\theta_s}(Q,d) \to R^{\theta_s}(Q,d)$ is free and a geometric quotient $\pi: R^{\theta_s}(Q,d) \to R^{\theta_s}(Q,d)/\mathcal{G}(d)$ exists, by [2, Thm. 6] the canonical morphism $(R^{\theta_s}(Q,d)/\mathcal{G}(d))_{\text{fppf}} \to R^{\theta_s}(Q,d)/\mathcal{G}(d)$ is an isomorphism and the morphism $\pi$ is fppf. Since the sheaf-quotient $(R^{\theta_s}(Q,d)/\mathcal{G}(d))_{\text{fppf}}$ has the property that $\mathcal{G}(d)$ is an isomorphism (see e.g. [4, 3.4.5]), it follows that the morphism of schemes $R^{\theta_s}(Q,d) \to R^{\theta_s}(Q,d)/\mathcal{G}(d)$ is a $\mathcal{G}(d)$-torsor in the fppf topology.

The tautological $\mathcal{G}(d)$-equivariant representation $U_{R^{\theta_s}(Q,d)}$ on $R^{\theta_s}(Q,d)$ can be made into a $\mathcal{G}(d)$-equivariant representation if and only if the dimension vector $d$ is indivisible, i.e. the set of integers $d_q$ is coprime, see [20, Proof of Prop. 5.3]. In this case by descent along the $\mathcal{G}(d)$-torsor $R^{\theta_s}(Q,d) \to \mathcal{M}^{\theta_s}(Q,d)$ one obtains a representation $U_{\mathcal{M}^{\theta_s}(Q,d)}$ on $\mathcal{M}^{\theta_s}(Q,d)$.

**Theorem 1.8.** For an indivisible dimension vector $d = (d_q)_{q \in \mathbb{Q}_+}$ the scheme $\mathcal{M}^{\theta_s}(Q,d)$ with universal representation $U_{\mathcal{M}^{\theta_s}(Q,d)}$ is a fine moduli space of $\theta$-stable representations of $(Q,d)$ in the sense that it represents the contravariant functor on $S$-schemes

$$Y \mapsto \{ \text{\theta-stable representations of (Q,d) over } Y \}/\sim$$

of $\theta$-stable representations up to isomorphism over a Zariski cover.

**Proof.** We denote the above functor $F^\theta_s(Q,d)$ and $q: R^{\theta_s}(Q,d) \to \mathcal{M}^{\theta_s}(Q,d)$ the quotient morphism. We have the morphisms $\mathcal{M}^{\theta_s}(Q,d) \to F^\theta_s(Q,d)$, $(f: Y \to \mathcal{M}^{\theta_s}(Q,d)) \to f^*U_{\mathcal{M}^{\theta_s}(Q,d)}$ and $F^\theta_s(Q,d) \to \mathcal{M}^{\theta_s}(Q,d)$, $V \to f_V$, where $f_V$ is locally defined as $f_V = q \circ f_V$ for free $V$.

To show that the composition $F^\theta_s(Q,d) \to \mathcal{M}^{\theta_s}(Q,d) \to F^\theta_s(Q,d)$ is the identity, it is enough to show that $f^*_V U_{\mathcal{M}^{\theta_s}(Q,d)} \cong V$ for free representations $V$. It is $f^*_V U_{\mathcal{M}^{\theta_s}(Q,d)} = (q \circ f_V)^* U_{\mathcal{M}^{\theta_s}(Q,d)} = f^*_V U_{R^{\theta_s}(Q,d)} \cong V$.

To show that the composition $F^\theta_s(Q,d) \to \mathcal{M}^{\theta_s}(Q,d) \to F^\theta_s(Q,d)$ is the identity, it suffices to show that $f = f^*_V U_{\mathcal{M}^{\theta_s}(Q,d)}$ for $f: Y \to \mathcal{M}^{\theta_s}(Q,d)$ such that $f^*_V U_{\mathcal{M}^{\theta_s}(Q,d)}$ is free. Let $p_Y: Y' \to Y$ be an fppf morphism such that the $\mathcal{G}(d)$-torsor $R_Y = Y \times Q R^{\theta_s}(Q,d) \to Y$ becomes a trivial torsor $R_Y \to Y'$ after base extension by $p_Y$. A section $Y' \to R_Y$ gives a morphism $\bar{f}: Y' \to R^{\theta_s}(Q,d)$ which satisfies $\bar{f} = f \circ p_Y$. We have $(\bar{f})^* U_{R^{\theta_s}(Q,d)} \cong p_Y^* f^*_V U_{\mathcal{M}^{\theta_s}(Q,d)} \cong p_Y^* (f^*_V U_{\mathcal{M}^{\theta_s}(Q,d)})^* U_{R^{\theta_s}(Q,d)}$. Therefore $\bar{f}$ coincides with $f \circ p_Y$ up to an element of $\mathcal{G}(d)$ that arises from comparison of the two bases coming from $U_{R^{\theta_s}(Q,d)}$ of these isomorphic representations. Composing with $q$, it follows $f \circ p_Y = f^*_V U_{\mathcal{M}^{\theta_s}(Q,d)} \circ p_Y$, and thus $f = f^*_V U_{\mathcal{M}^{\theta_s}(Q,d)}$ since $p_Y$ is an epimorphism.

The equivalence relation on isomorphism classes of geometric points of $\mathcal{A}^\theta(Q,d)$ in (3) after theorem 1.5, or equivalently expressed as GIT-equivalence on $R^\theta(Q,d)(k)$ defined by $x_1 \sim x_2$ if $\mathcal{G}(d) x_1 \cap \mathcal{G}(d) x_2 \neq \emptyset$ in $R^\theta(Q,d)$, for $x_1, x_2 \in R^\theta(Q,d)(k)$ over $S$: Spec $k \to S$, is by [20] equivalent to $S$-equivalence of semistable representations as in the following definition.
1.1. Definition. Two \( \theta \)-semistable representations \( V,V' \) of \( Q \) over an algebraically closed field are called \( S \)-equivalent if there are filtrations in the category of \( \theta \)-semistable representations \( 0 = V_0 \subseteq \cdots \subseteq V_l = V \) and \( 0 = V'_0 \subseteq \cdots \subseteq V'_l = V' \) with \( \theta \)-stable quotients such that \( \bigoplus_i V_{i+1}/V_i \cong \bigoplus_i V'_{i+1}/V'_i \).

In particular, \( \theta \)-stable representations are \( S \)-equivalent if and only if they are isomorphic. Note that the \( S \) in \( S \)-equivalence doesn’t refer to the base scheme \( S \).

1.2. Corollary. Via the morphism \( R^\theta(Q,d) \to \mathcal{M}^\theta(Q,d) \) any \( \theta \)-semistable representation of \( (Q,d) \) over an \( S \)-scheme \( Y \) determines a morphism \( Y \to \mathcal{M}^\theta(Q,d) \) over \( S \). This way for a geometric point \( s: \text{Spec} \ k \to S \) the geometric points \( \mathcal{M}^\theta(Q,d)_s(k) \) over \( s \) are in bijection with the \( S \)-equivalence classes of \( \theta \)-semistable representations of \( (Q,d) \) over \( k \).

1.3. Decomposition of the weight space and limits of moduli spaces of quiver representations. In the case of GIT quotients of projective varieties \( X \) over an algebraically closed field the chamber structure of the space \( \text{NS}^G(X)_Q \), where \( \text{NS}^G(X) \) is the Néron-Severi group of \( G \)-equivariant line bundles, has been described in \([31, 7, 25]\), and in the case \( X = R(Q,d) \) of quivers (without oriented cycles) in \([16, 5]\).

Let \( Q \) be a finite connected quiver, \( d = (d_q)_{q \in Q_0} \) a dimension vector, \( S \) be a scheme and \( R(Q,d) \) the representation space over \( S \). We have the space \( \mathbb{Q}Q_0 \) of fractional linearisations of the line bundle \( \mathcal{O}_{R(Q,d)} \).

1.4. Definition. We define the weight space

\[
H(Q,d) = \{ \theta \in \mathbb{Q}Q_0 \mid \theta(d) = 0 \}
\]

and

\[
C(Q,d) = \{ \theta \in H(Q,d) \mid R^\theta(Q,d) \neq \emptyset \}.
\]

For the finitely many dimension vectors \( 0 < d' < d \) we define

\[
H_{d'}^\theta = \{ \theta \in H(Q,d) \mid \theta(d') = 0 \},
\]

\[
H_{d'}^{\leq 0} = \{ \theta \in H(Q,d) \mid \theta(d') < 0 \},
\]

\[
H_{d'}^{\geq 0} = \{ \theta \in H(Q,d) \mid \theta(d') \leq 0 \}.
\]

1.5. Remark. Let the base scheme be \( S = \text{Spec} \ k \), \( k \) an algebraically closed field.

1. Existence of subrepresentations of a given dimension vector is a closed condition on \( R(Q,d) \), see \([26, \text{Lemma 3.1}]\). We call a dimension vector \( 0 < d' < d \) a generic dimension vector if there is a non-empty open subscheme of \( R(Q,d) \) of representations that have a subrepresentation of dimension vector \( d' \), or equivalently, all representations of dimension vector \( d \) have a subrepresentation of dimension vector \( d' \). There is a dense open subset in \( R(Q,d) \) of representations which only have subrepresentations of generic dimension vectors.

2. The set of weights that allow (semi)stable representations is determined by the generic dimension vectors: the intersection \( \bigcap_{d' \text{generic}} H_{d'}^{\leq 0} \) is the set of weights \( \theta \in H(Q,d) \) such that \( \theta \)-stable representations exist, and

\[
C(Q,d) = \bigcap_{d' \text{generic}} H_{d'}^{\leq 0}.
\]

Thus \( C(Q,d) \) is a convex polyhedral cone in \( H(Q,d) \), and it is full-dimensional if there is a \( \theta \in H(Q,d) \) such that \( \theta \)-stable representations exist. If the quiver \( Q \) has no oriented cycles then \( C(Q,d) \) is strongly convex.

3. By \([6, \text{Cor. 1}]\), improving the results of \([26]\) (see Thm. 3.3, Thm. 5.4 and the text following the proof of Thm. 5.4 in \([26]\)), the generic dimension vectors, and thus the cone \( C(Q,d) \), are combinatorially determined.
Definition 1.13. Weights \( \theta, \theta' \in H(Q, d) \) are called GIT equivalent if
\[
R^\theta(Q, d) = R^{\theta'}(Q, d).
\]

We denote the GIT equivalence class of \( \theta \) by
\[
C_\theta = \{ \theta' \in H(Q, d) \mid R^\theta(Q, d) = R^{\theta'}(Q, d) \}
\]
and denote
\[
\overline{C}_\theta = \{ \theta' \in H(Q, d) \mid R^\theta(Q, d) \subseteq R^{\theta'}(Q, d) \}.
\]

For the standard results in the following proposition see [5] (following [25]; proven for quivers without oriented cycles, but the results and methods of proof also apply to quivers with oriented cycles).

Proposition 1.14. Let \( S = \text{Spec} \, k \), \( k \) an algebraically closed field. For \( \theta \in C(Q, d) \) the set \( \overline{C}_\theta \) is a convex polyhedral cone and \( \text{relint}(\overline{C}_\theta) = C_\theta \). The cones \( \overline{C}_\theta \) for \( \theta \in C(Q, d) \) form a finite fan with support \( C(Q, d) \).

In the situation of proposition 1.14 the decomposition of \( C(Q, d) \) into GIT equivalence classes is determined by segments of the hyperplanes \( H_d \). The relevant part \( W_d \subseteq H_d \) consists of those \( \theta \) such that there is a \( \theta \)-semistable representation \( V \) with a subrepresentation \( V' \subseteq V \) of dimension vector \( d' \) such that \( \theta(V') = 0 \). Since in this case both \( V' \) and \( V/V' \) are also \( \theta \)-semistable, we have the equivalent condition that there is a \( \theta \)-semistable \( V \) of the form \( V \cong V' \oplus V'' \) with \( V' \), \( V'' \) \( \theta \)-semistable of dimension vector \( d', d - d' \), thus:
\[
W_d = C(Q, d') \cap C(Q, d - d')
\]
Using the fact from remark 1.12.(3) that the sets \( C(Q, d) \) for any \( d \) are combinatorially determined, this implies the following result.

Proposition 1.15. The set \( C(Q, d) \subseteq H(Q, d) \) and its decomposition into GIT equivalence classes over an algebraically closed field \( k \) do not depend on the base field \( k \).

It follows that the above results concerning the decomposition of \( H(Q, d) \), in particular proposition 1.14, also apply to the case of an arbitrary base scheme \( S \). The weight space decomposition over \( S \) can be determined by looking at an arbitrary fibre (or the situation over any algebraically closed field).

Assume that stable representations for some weight \( \theta \) exist. Then \( C(Q, d) \) is full-dimensional. The sets \( W_d \) of codimension one are called walls. Walls whose intersections with \( \text{int}(C(Q, d)) \) are nonempty are called inner walls, otherwise outer walls. A weight \( \theta \in H(Q, d) \) is said to be generic if \( R^\theta(Q, d) = R^{\text{st}}(Q, d) \neq \emptyset \). The GIT equivalence classes of generic weights are open sets called chambers, the connected components of weights \( \theta \in \text{int}(C(Q, d)) \) not contained in an inner wall.

By variation of geometric invariant theory quotients (VGIT), cf. [31], [7], quiver varieties of nearby weights are related. Let \( C_{\theta_0}, C_{\theta} \subseteq C(Q, d) \) be GIT equivalence classes such that \( C_{\theta_0} \subseteq \overline{C}_{\theta} \). Then the inclusion \( R^\theta(Q, d) \subseteq R^{\theta_0}(Q, d) \) induces a morphism over \( S \)
\[
\varphi_{\theta, \theta_0} : \mathcal{M}^\theta(Q, d) \to \mathcal{M}^{\theta_0}(Q, d)
\]
The morphisms \( \varphi_{\theta, \theta_0} : \mathcal{M}^\theta(Q, d) \to \mathcal{M}^{\theta_0}(Q, d) \) for representatives of the GIT equivalence classes in \( C(Q, d) \) form an inverse system and we can consider its inverse limit \( \varprojlim_{\theta} \mathcal{M}^\theta(Q, d) \).

Proposition 1.16. Let \( Q \) be a quiver and \( (d_q)_{q \in Q_0} \) be an indivisible dimension vector. Assume that stable representations for some weight \( \theta \) exist. Then the functor
The limit functor is isomorphic to this functor since each $\tau \in C(Q,d)$ is contained in some $C_\theta$ for a generic $\theta$. This functor is a closed subfunctor of the product $\mathcal{M}^\theta(Q,d)$ is a scheme separated over $S$ (use [13, (5.2.5)]).

\section{Weight space decomposition and moduli spaces for some bipartite quivers}

\subsection{The quivers $P_n, Q_n$ and the structure of the weight space}

We define the quivers $P_n$ and $Q_n$ with fixed dimension vectors (cf. introduction).

\begin{definition}
(a) Let $Q_n = \{(p,q_1,\ldots,q_n),\{\alpha_1,\ldots,\alpha_n\}\}$ where $s(\alpha_i) = q_i$, $t(\alpha_i) = p$ with dimension vector given by $d_p = 2$ and $d_q = 1$.
(b) Let $P_n = \{(p_1,p_2,q_1,\ldots,q_n),\{\alpha_1,\alpha_2,\ldots,\alpha_{n,1},\alpha_{n,2}\}\}$ where $s(\alpha_{i,j}) = q_i$, $t(\alpha_{i,j}) = p_j$ with dimension vector $(1,\ldots,1)$.

For these quivers with dimension vectors we determine the decomposition of the weight space as considered in subsection 1.2. In the following when studying the structure of GIT classes in the cone $C(Q) \subset H(Q)$ for $Q = P_n, Q_n$ we restrict to the intersection with a certain affine hyperplane. In the case $Q_n$ this yields the hypersimplex $\Delta(2,n)$, in the case $P_n$ the product of simplices $\Delta^2 \times \Delta^{n-1}$.

\begin{remark}
Decomposition of the weight space for $Q_n$.
\begin{enumerate}
\item A weight for the quiver $Q_n$ is given by a tuple $\theta = (\eta, \theta_1,\ldots,\theta_n)$ where $\theta_p = \eta$, $\theta_q = \theta_i$. The weight space is the $n$-dimensional hyperplane $H(Q_n) = \{\theta \in Q^{n+1} | 2\eta = -\sum \theta_i \} \subset Q^{n+1}$. Omitting the coordinate $\eta$ we have an isomorphism $H(Q_n) \cong \mathbb{Q}^n$, with basis $e_1,\ldots,e_n \in \mathbb{Q}^n$ and coordinates $\theta_1,\ldots,\theta_n$. A semistable representation exists if and only if $0 \leq \theta_i \leq \frac{1}{2} \sum_{i=1}^n \theta_i$ for all $i$. This defines a full-dimensional strongly convex polyhedral cone $C(Q_n) \subset H(Q_n)$. The affine hyperplane $\{\sum_{i=1}^n \theta_i = 2\}$ intersects this cone in the hypersimplex $C(Q_n) \cap \{\sum_{i=1}^n \theta_i = 2\} = \text{conv} \{e_i + e_j | i \neq j\} = \Delta(2,n)$.
\item For $\theta = (\theta_1,\ldots,\theta_n) \in \Delta(2,n)$ a $\theta$-semistable representation that is not $\theta$-stable exists if and only if $\theta$ is contained in one of the following walls. The outer walls are of the form $W_\ell = \{\theta_1 = 0\} \cap \Delta(2,n) = \text{conv} \{e_j + e_k | j \neq k\}$ and $W_{\ell 1} \cap \{n\} = \{\theta_1 = 1\} \cap \Delta(2,n) = \text{conv} \{e_i + e_j | j \in \{1,\ldots,n\} \setminus \{i\} \} \approx \Delta(1,n-1) = \Delta^{n-2}$. The inner walls are $W_{\ell J} = \{\theta \in \Delta(2,n) | \sum_{i \in J} \theta_i = 1\} = \text{conv} \{e_i + e_j | i \in J, j \in J^\complement\}$ for $J \subset \{1,\ldots,n\}$, $2 \leq |J| \leq n-2$, $J^\complement = \{1,\ldots,n\} \setminus J$. It is $W_{\ell J} \approx \Delta^{n-2} \times \Delta^{n-|J|-1}$.
\item An inner wall $W_{\ell J}$ intersects the boundary of $\Delta(2,n)$ as follows: $W_{\ell J} \cap W_i = \text{conv} \{e_i + e_j | j \in J \setminus \{i\}, k \in J^\complement \setminus \{i\} \}$ (i.e. a wall $W_{\ell J} \cap W_{\ell 1} \subset \Delta(2,\{1,\ldots,n\} \setminus \{i\})$) and, assuming $i \in J$, $W_{\ell J} \cap W_{\ell 1} = \text{conv} \{e_i + e_j | j \in J^\complement\} = \Delta^{n-|J|-1}$.
\end{enumerate}
\end{remark}
(4) Distinct inner walls $W_{\{J_1,J_2^p\}}, W_{\{J_2,J_2^p\}} \subset \Delta(2,n)$ do not intersect in the interior of $\Delta(2,n)$ if and only if the two partitions of $\{1,\ldots,n\}$ into two subsets are compatible in the sense that there is an inclusion between the sets $J_1, J_2^p$ and $J_2, J_2^p$. In this case, if we assume $J_1 \subset J_2$, the intersection $W_{\{J_1,J_2^p\}} \cap W_{\{J_2,J_2^p\}} = \text{conv}\{e_j + e_k \mid j \in J_1, k \in J_2^p\} = \Delta^{|J_1|-1} \times \Delta^{|J_2^p|-1}$ is a wall of the face $\Delta(2,J_1 \cup J_2^p)$ of $\Delta(2,n)$.

We have the representation space $R(Q_n) = (\mathbb{A}^2)^n$ with the operation of $\text{GL}(2) \times (\mathbb{G}_m)^n$. A free representation of $Q_n$ over a scheme $Y$ after a choice of a basis can be expressed as a tuple $V = (s_1,\ldots,s_n)$ of $\mathbb{N}$ sections of $\mathbb{A}_Y^n \to Y$. We write $s_i \sim s_j$ if $s_i$ and $s_j$ are in the same $\mathbb{G}_m$-orbit.

**Lemma 2.3.** Let $V = (s_1,\ldots,s_n)$ be a representation of $Q_n$ over an algebraically closed field that is semistable with respect to some weight in the interior of $\Delta(2,n)$, in particular all $s_i$ are nonzero. Let the partition $\{1,\ldots,n\} = \bigsqcup J_i$ be defined by $i, j \in J_i$ for some $l$ if and only if $s_i \sim s_j$. The set $\Theta(V) = \{\theta \in \Delta(2,n) \mid V \text{ is } \theta\text{-semistable}\}$ is a closed convex polytope in $\Delta(2,n)$ with the following properties:

(a) We have $\Theta(V) = \bigcap \{\theta \in \Delta(2,n) \mid \sum_{i \in J_l} \theta_i \leq 1\}$, i.e. $\Theta(V)$ is bounded within $\Delta(2,n)$ by the inner walls $W_{\{J_i,J_l^p\}}$ for $2 \leq |J_l| \leq n - 2$. Any two distinct of these walls do not intersect in the interior of $\Delta(2,n)$.

(b) The sets of vertices and edges of $\Theta(V)$ are subsets of the sets of vertices and edges of $\Delta(2,n)$. $\Theta(V) = \text{conv}\{e_i + e_j \mid i \in J_l, j \in J_l^p \text{ for some } l \neq l'\}$.

(c) $\Theta(V)$ is full dimensional if and only if there are $\geq 3$ classes $J_l$, or equivalently, $V$ is stable with respect to some weight. Otherwise there are two classes $J$ and $J_l^p$ and $\Theta(V) = W_{\{J,J_l^p\}}$.

**Proof.** For (a) note that the nontrivial subrepresentations of $V$ with one-dimensional subspace in $V_q$ are given by the sets $J_l$ (the spaces $(V_q)_{J_l^p \in J_l}$) together with the one-dimensional subspace of $V_q$ determined by $(s_{J_l^p})_{J_l^p \in J_l}$. That the walls do not intersect in the interior follows from remark 2.2.(4). Concerning (b), as the inner walls bounding $\Theta(V)$ do not intersect in the interior of $\Delta(2,n)$, the first statement follows inductively using remark 2.2.(3) and (4). Then $\Theta(V)$ is the convex hull of the vertices of $\Delta(2,n)$ it contains. The statements in (c) are easy to show.

The property that the sets of vertices and edges of $\Theta(V)$ are subsets of the sets of vertices and edges of $\Delta(2,n)$ means that $\Theta(V)$ is a matroid polytope. Matroid polytopes were defined in [8] (see also [17, (1.2.6)]), and by [8, Thm. 4.1] matroid polytopes in the hypersimplex $\Delta(k,n)$ correspond to matroids of rank $k$ on \{1,\ldots,n\}. In the theory of GIT $\Theta(V)$ corresponds to the stability set of $V$ denoted $\Omega(V)$ in [25].

Considering the quiver $P_n$ we have the representation space $R(P_n) = (\mathbb{A}^1 \times \mathbb{A}^1)^n$ with the operation of $(\mathbb{G}_m \times \mathbb{G}_m) \times (\mathbb{G}_m)^n$. We write a free representation of $P_n$ over a scheme $Y$ after a choice of a basis as a tuple $V = (s_1,\ldots,s_n)$ of sections of $(\mathbb{A}^1 \times \mathbb{A}^1)_Y \to Y$ where $s_i$ corresponds to $(\alpha_i,1,\alpha_i,2)$. We set $s_i \sim s_j$ if $s_i$ and $s_j$ are in the same $\mathbb{G}_m$-orbit and add the sections $s_0 = (0,1)$, $s_\infty = (1,0)$ which are only used to compare with sections $s_i$ up to $\sim$.

**Remark 2.4.** Decomposition of the weight space for $P_n$.

(1) A weight for the quiver $P_n$ is an element $\theta = (\eta_1,\eta_2,\theta_1,\ldots,\theta_n)$ where $\theta_{p_i} = \eta_i$, $\theta_{q_i} = \theta_i$. We also write this as $\theta = \eta_1 f_1 + \eta_2 f_2 + \sum_i \theta_i e_i$ with $f_1, f_2, e_1,\ldots,e_n$ a basis of $\mathbb{Q}^{n+2}$. The weight space is the $(n+1)$-dimensional hyperplane $H(P_n) = \{\sum_i \theta_i = -\eta_1 - \eta_2\} \subset \mathbb{Q}^{n+2}$. A semistable representation exists if and only if $\eta_1,\eta_2 \leq 0$ and $\theta_1,\ldots,\theta_n \geq 0$. This defines a full-dimensional cone.
\[
C(P_n) \subset H(P_n).
\]
The affine hyperplane defined by \( \eta_1 + \eta_2 = -1 \) intersects this cone in a product of simplices
\[
C(P_n) \cap \{ \eta_1 + \eta_2 = -1 \} = \text{conv} \{ e_1 - f_1, \ldots, e_n - f_1, e_1 - f_2, \ldots, e_n - f_2 \} = \Delta^1 \times \Delta^{n-1}.\]

(2) The outer walls are of the form \( W_{\eta_i} = \{ \theta = 0 \} \cap (\Delta^1 \times \Delta^{n-1}) \cong \Delta^1 \times \Delta^{n-2} \) and \( W_{\eta_j} = \{ \theta = 0 \} \cap (\Delta^1 \times \Delta^{n-1}) \cong \Delta^{n-1} \). The inner walls are
\[
W_J = \{ \theta \in \Delta^1 \times \Delta^{n-1} | \sum_{i \in J} \theta_i = -\eta_J \}
\]
\[
= \text{conv} \{ (e_i - f_1 | i \in J) \cup (e_i - f_2 | i \in J^C) \}
\]
for \( J \subset \{ 1, \ldots, n \} \), \( 1 \leq |J| \leq n - 1, n \geq 2 \). It is \( W_J \cong \Delta^{n-1} \).

(3) An inner wall \( W_J \) intersects the boundary of \( \Delta^1 \times \Delta^{n-1} \) as follows: \( W_J \cap W_{\eta_i} = \text{conv} \{ (e_j - f_1 | j \in J \setminus \{ i \}) \cup (e_j - f_2 | j \in J^C \setminus \{ i \}) \} \) (i.e. a wall \( W_{J-i} \subset \Delta^1 \times \Delta^{n-2} \) and \( W_J \cap W_{\eta_i} = \text{conv} \{ (e_i - f_2 | i \in J^C) \} = \Delta^{|J^C|-1} \), \( W_J \cap W_{\eta_i} = \text{conv} \{ (e_i - f_1 | i \in J) \} = \Delta^{|J|-1} \).

(4) Two inner walls \( W_{J_1}, W_{J_2} \) do not intersect in the interior of \( \Delta^1 \times \Delta^{n-1} \) if and only if \( J_1 \subset J_2 \) or \( J_2 \subset J_1 \).

**Remark 2.5.** The notation is such that for \( \tau \in \text{relint}(W_J) \) representations \((s_1, \ldots, s_n)\)

\[
\text{with } s_j \sim s_\infty = (1,0) \text{ for } j \in J \text{ and } s_i \sim s_0 = (0,1) \text{ for } i \in J^C \text{ are strictly } \tau\text{-semistable.}
\]

The following lemma can be proven in the same way as lemma 2.3 using remark 2.4.

**Lemma 2.6.** Let \( V = (s_1, \ldots, s_n) \) be a representation of \( P_n \) over an algebraically closed field that is semistable with respect to some weight in the interior of \( \Delta^1 \times \Delta^{n-1} \), in particular all \( s_i \) are nonzero. Let \( J_0, J_\infty \subset \{ 1, \ldots, n \} \) be defined by \( J_0 = \{ i | s_i \sim s_0 = (0,1) \} \), \( J_\infty = \{ i | s_i \sim s_\infty = (1,0) \} \).

The set \( \Theta(V) = \{ \theta \in \Delta^1 \times \Delta^{n-1} | V \text{ is } \theta\text{-semistable} \} \) is a closed convex polytope in \( \Delta^1 \times \Delta^{n-1} \) with the following properties:

(a) \( \Theta(V) = \{ \theta \in \Delta^1 \times \Delta^{n-1} | \sum_{i \in J_0} \theta_i \leq -\eta_0 \} \cap \{ \theta \in \Delta^1 \times \Delta^{n-1} | \sum_{i \in J_\infty} \theta_i \leq -\eta_1 \} \), i.e. \( \Theta(V) \) is bounded within \( \Delta^1 \times \Delta^{n-1} \) by the walls \( W_{\eta_0}, W_{\eta_\infty} \). These walls, if distinct, do not intersect in the interior of \( \Delta^1 \times \Delta^{n-1} \).

(b) The set of vertices of \( \Theta(V) \) is a subset of the set of vertices of \( \Delta^1 \times \Delta^{n-1} \). It is \( \Theta(V) = \text{conv} \{ (e_i - f_2 | i \in J_0) \cup (e_i - f_1 | i \in J_\infty) \} \).

(c) \( \Theta(V) \) is full dimensional if and only if \( (J_0 \cup J_\infty)^0 \neq \emptyset \), or equivalently, \( V \) is stable with respect to some weight. Otherwise \( \Theta(V) = W_{\eta_0} = W_{\eta_\infty} \).

**2.2. Relation between representations of \( Q_{n+2} \) and \( P_n \).** We show that the structure of GIT equivalence classes in \( \Delta^1 \times \Delta^{n-1} \subset H(P_n) \) arises from the structure of GIT equivalence classes in \( \Delta(2, n+2) \) in the neighbourhood of some vertex \( e_a + e_b \) and compare the corresponding stacks and moduli spaces of representations.

The subset \( \Delta(2, n+2)_{a,b} = \Delta(2, n+2) \cap \{ \theta_a + \theta_b \geq \sum_{i \neq a,b} \theta_i \} \) is part of a cone with apex \( e_a + e_b \) and we can project it onto \( W_{\{a,b\},\{a,b\}^C} = \Delta(2, n+2) \cap \{ \theta_a + \theta_b = \sum_{i \neq a,b} \theta_i \} \) by
\[
\Delta(2, n+2)_{a,b} \rightarrow W_{\{a,b\},\{a,b\}^C} \theta (\theta_a, \theta_b, \lambda(\lambda a - 1) + 1, (\lambda(b), \lambda(\lambda a - 1) + 1, (\lambda(b), \lambda(\lambda \neq a,b)\}
\]
where \( \lambda = 1/\sum_{i \neq a,b} \theta_i \). The wall \( W_{\{a,b\},\{a,b\}^C} = \text{conv} \{ (e_i + e_a | i \neq a, b) \cup (e_i + e_b | i \neq a, b) \} \subset \Delta(2, n+2) \) can be identified with \( \Delta^1 \times \Delta^{n-1} \) = \( \text{conv} \{ e_i - f_2 | i \neq a, b \} \).
objects by maps
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by taking those automorphisms of the spaces corresponding to the vertices of the spaces corresponding to the vertices change maps that transform

Proof.

(a) The maps on the sets of morphisms are given by composition with the base isomorphic to the identity functors.

(b) The maps defining the walls of \( \bar{\Delta} \) are the walls \( W_{(a,b),i} \) with \( a \in J, b \in J^\emptyset \) or \( a \in J^\emptyset, b \in J \). Their intersections with \( W_{(a,b),i} \) are exactly the inner walls of \( \Delta^1 \times \Delta^{n-1} \): assume \( a \in J, b \in J^\emptyset \), then the equation \( \sum_{j \in J} \theta_j = 1 \) for \( W_{(a,b),i} \) is equivalent to the equation \( \sum_{j \in J \setminus \{a\}} \theta'_j = -\eta'_i \) defining \( W_{J \setminus \{a\}} \subset \Delta^1 \times \Delta^{n-1} \).

Proposition 2.7. Let \( a, b \in \{1, \ldots, n + 2\} \), \( a \neq b \).

(a) The maps

\[
\begin{align*}
\{ \text{free representations with fixed bases} \} & \to \{ \text{free representations with fixed bases of } P_n \} \\
V = (s_1, \ldots, s_{n+2}) \text{ of } Q_{n+2} \text{ over } Y & \mapsto \{ \text{such that } s_a \cap 0 = s_b \cap 0 = \emptyset \\
\text{and } G_m s_a \cap G_m s_b = \emptyset \} & V = (s_1, \ldots, s_{n+2}) \mapsto V' = (s'_i)_{i \neq a,b}
\end{align*}
\]

for schemes \( Y \) over a base scheme \( S \), where \( s'_i \) arises from \( s_i \) by the base change that transforms \( s_a \) to \( (1,0) \) and \( s_b \) to \( (0,1) \), induce an isomorphism of stacks

\[
\begin{align*}
[ R(Q_{n+2})_{a,b} / ((GL(2) \times (G_m)^n) / G_m) ] & \to [ R(P_n) / ((G_m \times G_m) \times (G_m)^n) / G_m] \\
\text{where } R(Q_{n+2})_{a,b} = R(Q_{n+2}) \setminus \{ (s_a = 0) \cup (s_b = 0) \cup \{ G_m s_a = G_m s_b \} \}
\end{align*}
\]

(b) We have the map

\[
\begin{align*}
\Delta(2, n + 2)_{a,b} & \to \Delta^1 \times \Delta^{n-1} \subset H(P_n) \\
\theta & \mapsto \theta' = (\eta'_1 = \lambda(\theta_a - 1), \eta'_2 = \lambda(\theta_b - 1), (\theta'_i = \lambda \theta_i)_{i \neq a,b})
\end{align*}
\]

where \( \lambda = 1 / \sum_{i \neq a,b} \theta_i \). On the fibres of this map the \( \theta \)-(semi)stable locus in \( R(Q_{n+2})_{a,b} \) does not change.

(c) Let \( \theta \in W_{(a,b),i} \subset \Delta(2, n + 2) \) and \( \theta' \in \Delta^1 \times \Delta^{n-1} \subset H(P_n) \) its image under the map (4). Let \( l \in \mathbb{N}_{>0} \) such that \( l \theta \) and \( l \theta' \) are integral. Then the equivariant line bundles \( \mathcal{O}_{R(Q_{n+2})_{a,b}} \) with \( l \theta \)-linearisation and \( \mathcal{O}_{R(P_n)} \) with \( l \theta' \)-linearisation define isomorphic line bundles on the quotient stacks under the identification (3).

Proof. (a) The maps on the sets of morphisms are given by composition with the base change maps that transform \( s_a, s_b \) to \( (1,0), (0,1) \) and forgetting the automorphisms of the spaces corresponding to the vertices \( q_a, q_b \). The inverse functor is given on the objects by maps \( (s_i)_{i \neq a,b} \mapsto (s_i) \) setting \( s_a = (1,0), s_b = (0,1) \) and on the morphisms by taking those automorphisms of the spaces corresponding to the vertices \( q_a, q_b \) such that \( s_a, s_b \) remain fixed. One checks that both compositions of these two functors are isomorphic to the identity functors.

(b) The fibres are the line segments \( [\bar{\theta}, \theta_a + \theta_b] \setminus \{ \theta_a + \theta_b \} \) for \( \bar{\theta} \in W_{(a,b),i} \). All \( \theta \) contained in this line segment are elements of the same GIT equivalence class except \( \bar{\theta} \). But \( R^0(Q_{n+2}) \) differs from \( R^0(Q_{n+2}) \) for the other \( \theta \) only outside \( R(Q_{n+2})_{a,b} \).

(c) The isomorphism (3) identifies the structure sheaves of the two stacks. We have to verify that the additional multiplications by the corresponding characters
coincide. It suffices to consider the groupoids of \( Y \)-valued points for \( S \)-schemes \( Y \) of the two given groupoid schemes. The elements of \(((\text{GL}(2) \times (G_m)^n))/G_m(Y)\) fixing \( s_a = (1,0) \) and \( s_b = (0,1) \) are of the form \( \left( \begin{array}{cc} a_0 & 0 \\ 0 & a_1 \end{array} \right), a, \alpha_b, (\alpha_2)_{\alpha \neq a, b} \), the corresponding element \((\beta_1, \beta_2, (\alpha_1)_{\alpha \neq a, b}) \in ((G_m \times G_m) \times (G_m)^n)/G_m(Y)\) satisfies \( \beta_1 = \alpha_a, \beta_2 = \alpha_b \). Applying the character corresponding to \( l \theta = (l y, l \theta_1, \ldots, l \theta_n) \) we obtain \((\alpha_b)_{\alpha \neq a, b} (\alpha_2)_{\alpha \neq b} \prod_{i \neq a} \alpha_i^{\alpha_i} \) and applying \( l \theta' \) we have \( \beta_1^{\alpha_i}, \beta_2^{\alpha_i} \prod_{i \neq a} \alpha_i^{\alpha_i} \). As \( \eta = -1 \), this coincides for \( \eta_1 = \theta_1, \eta_2 = \theta_2 - 1 \).

**Corollary 2.8.** Let \( a, b \in \{1, \ldots, n+2\}, a \neq b \).

\( \text{a) For } \theta \in \Delta(2, n+2), W_{\{a, b\}} \) a free representation \( \gamma \to G_m^1 \times \Delta^n \) and \( \Delta(2, n+2) \) a free representation \( \gamma \to G_m^1 \times \Delta^n \).

\( \text{b) The map } (4) \text{ defines a bijection between GIT equivalence classes in } \Delta(1) \times \Delta^n \text{ and } \Delta(2, n+2) \text{ for } \theta \in \Delta(2, n+2) \text{ a free representation } \gamma \to G_m^1 \times \Delta^n \).

\( \text{c) For } \theta \in \Delta(2, n+2) \text{ the isomorphism } (3) \text{ induces an isomorphism of stacks } \[ R^\theta(Q_{n+2})/((\text{GL}(2) \times (G_m)^n)/G_m) \] \to [R^\theta(P_n)/((G_m \times G_m) \times (G_m)^n)/G_m)].\]

and thus an isomorphism of their moduli spaces

\[ M^\theta(Q_{n+2}) \to M^\theta(P_n).\]

These isomorphisms determine an isomorphism of the inverse systems of the moduli spaces \( M^\theta(Q_{n+2}) \) for \( \theta \in \Delta(2, n+2) \) and \( M^\theta(P_n) \) for \( \theta^\prime \in \Delta^1 \times \Delta^{n-1} \).

**2.3. Moduli spaces for } P_n, Q_n \text{ and GIT quotients of products of } \mathbb{P}^1 \text{s.} \)

We compare the moduli spaces of representations of \( Q_n \) and \( P_n \) to GIT quotients of \( (\mathbb{P}^1)^n \) by the quotient groups \(((\text{GL}(2) \times (G_m)^n))/G_m)/(G_m \times (G_m)^n)/G_m \equiv \text{PGL}(2) \) and \(((G_m)^2 \times (G_m)^n)/G_m)/(G_m \times (G_m)^n)/G_m \equiv G_m \).

We have \( \text{NS}(\mathbb{P}^1)^n) = \text{Pic}(\mathbb{P}^1)^n) \equiv \mathbb{Z}^n \), where \( (\theta_1, \ldots, \theta_n) \in \mathbb{Z}^n \) corresponds to the line bundle \( O(\mathbb{P}^1)^n(\theta_1, \ldots, \theta_n) = O(\mathbb{P}^1)^n(\theta_1) \otimes \cdots \otimes O(\mathbb{P}^1)^n(\theta_n) \). A line bundle \( O(\mathbb{P}^1)^n(\theta_1, \ldots, \theta_n) \) with \( \theta_i \in \mathbb{Z} \) for all \( i \) has a \( \text{PGL}(2) \)-linearisation \((O(\mathbb{P}^1)^n(-2) \text{ is the canonical sheaf of } \mathbb{P}^1) \) and if an element of \( \text{Pic}(\mathbb{P}^1)^n) \) has a \( \text{PGL}(2) \)-linearisation then this linearisation is unique. Thus we can identify \( \text{NS}^{\text{PGL}(2)}(\mathbb{P}^1)^n)Q = \text{Pic}^{\text{PGL}(2)}(\mathbb{P}^1)^n)Q \equiv Q^n \) with \( H(Q_n) \) by \( (\theta_1, \ldots, \theta_n) \to (\eta = -\frac{1}{2} \sum \theta_i, \theta_1, \ldots, \theta_n) \).

**Proposition 2.9.** Let \( R^* (Q_n) = R(Q_n) \) and \( \bigcup s_i = 0 \) \( \equiv (A^2 \setminus \{0\})^n \).

\( \text{a) The morphism } R^* (Q_n) \to (\mathbb{P}^1)^n \text{ induces an isomorphism of stacks } \]

\[ \left[ R^* (Q_n)/((\text{GL}(2) \times (G_m)^n)/G_m) \right] \to [((\mathbb{P}^1)^n)/\text{PGL}(2)].\]

\( \text{b) Let } \theta = (\eta, \theta_1, \ldots, \theta_n) \text{ be integral. Then the line bundle } O(\mathbb{P}^1)^n(\theta_1, \ldots, \theta_n) \text{ has } \{\text{a unique}\} \text{ PGL}(2)-\text{linearisation and the equivariant line bundles } O_{\mathbb{P}^1}^\theta (Q_n) \text{ with } \theta-\text{linearisation and } O(\mathbb{P}^1)^n(\theta_1, \ldots, \theta_n) \text{ define isomorphic line bundles on the quotient stacks under the identification in (5).}\)

**Proof.** Consider the operation of the subgroup \( (G_m)^n \equiv (G_m \times (G_m)^n)/G_m \subset (\text{GL}(2) \times (G_m)^n)/G_m \) on \( R^* (Q_n) \equiv (A^2 \setminus \{0\})^n \). The operation of \( G_m \) on \( A^2 \setminus \{0\} \) is free and \( A^2 \setminus \{0\} \to \mathbb{P}^1 \) a \( G_m \)-torsor. The structure sheaf on \( A^2 \setminus \{0\} \) with \( G_m \)-linearisation by \( \theta \) descends to the line bundle \( O(\mathbb{P}^1)^n \). Thus \( R^* (Q_n) \to (\mathbb{P}^1)^n \) is a
(G_m)^n\text{-torsor and } \mathcal{O}_{R^r(Q_n)} \text{ with } (G_m)^n\text{-linearisation by } (\theta_1, \ldots, \theta_n) \text{ descends to the line bundle } \mathcal{O}_{(P^1)^n}(\theta_1, \ldots, \theta_n).

(a) A Y-valued point of  \text{[R}^r(Q_n)/((GL(2) \times (G_m)^n)/G_m)]\text{ for some S-scheme } Y \text{ corresponds to a } (GL(2) \times (G_m)^n)/G_m\text{-torso } E \to Y \text{ with an equivariant morphism } E \to R^r(Q_n). \text{ Taking quotients by } (G_m)^n \subset (GL(2) \times (G_m)^n)/G_m \text{ we obtain a PGL(2)-equivariant morphism } E/(G_m)^n \to (P^1)^n \text{ where } E/(G_m)^n \to Y \text{ is a PGL(2)-torso. The diagram}

\[
\begin{array}{ccc}
E & \to & (\mathbb{A}^2 \setminus \{0\})^n \\
\downarrow & & \downarrow \\
E/(G_m)^n & \to & (P^1)^n
\end{array}
\]

is cartesian and its vertical arrows are (G_m)^n-torsors. For a Y-valued point of \text{[(P^1)^n/PGL(2)]}, a PGL(2)-torso \overline{E} \to Y \text{ with equivariant morphism to } (P^1)^n, \text{ we construct a } (GL(2) \times (G_m)^n)/G_m\text{-torso over } Y \text{ with an equivariant morphism to } (\mathbb{A}^2 \setminus \{0\})^n \text{ by taking the fibre product } \overline{E} \times_{(P^1)^n} (\mathbb{A}^2 \setminus \{0\})^n. \text{ One verifies that this way two functions on } \text{[R}^r(Q_n)/((GL(2) \times (G_m)^n)/G_m)] \text{ and } [(P^1)^n/PGL(2)] \text{ are defined whose compositions are isomorphic to the identity functors.}

(b) As the categories of sheaves do not change under stackification we may work with the prestack \text{[R}^r(Q_n)/((GL(2) \times (G_m)^n)/G_m)]^{pre} \text{ of trivial } (GL(2) \times (G_m)^n)/G_m\text{-torsors } E \to Y \text{ with an equivariant morphism } E \to R^r(Q_n), \text{ and its image in } [(P^1)^n/PGL(2)] \text{ under the isomorphism (5). Objects in } \text{[R}^r(Q_n)/((GL(2) \times (G_m)^n)/G_m)]^{pre} \text{ over an S-scheme } Y \text{ correspond to morphisms } Y \to R^r(Q_n), \text{ a morphism } (y, g): Y \to (GL(2) \times (G_m)^n)/G_m \times R^r(Q_n) \text{ gives an arrow } y \to gy \text{ over } id_Y.

Let \mathcal{L} \text{ be the line bundle on } \text{[R}^r(Q_n)/((GL(2) \times (G_m)^n)/G_m)]^{pre} \text{ by the equivariant line bundle } \mathcal{O}_{R^r(Q_n)} \text{ with linearisation by } \theta, \text{ in particular } \mathcal{L}(y) = \Gamma(Y, g^*\mathcal{O}_{R^r(Q_n)}) \text{ for } y: Y \to R^r(Q_n). \text{ We describe the push-forward } \overline{\mathcal{L}} \text{ with respect to the isomorphism (5), which by definition is given by } \overline{\mathcal{L}}(y) = \lim_{\xymatrix{y' \ar[r] & y}} \mathcal{L}(y') \text{ where } y' \text{ is the image of the object } y' \text{ under (5). For open embeddings } \eta: U \hookrightarrow (P^1)^n \text{ and } y: U \to R^r(Q_n) \text{ such that } U \subset R^r(Q_n) \text{ is the preimage of } U \subset (P^1)^n \text{ we have } \overline{\mathcal{L}}(\eta) = \lim_{\xymatrix{y' \ar[r] & y}} \mathcal{L}(y') = \lim_{\xymatrix{h \in (G_m)^n(U), h \to y}} \mathcal{L}(hy) = \Gamma(U, \mathcal{O}_{R^r(Q_n)})^{(G_m)^n} = \Gamma(U, \mathcal{O}_{(P^1)^n}(\theta_1, \ldots, \theta_n)). \text{ Further we have the natural restriction maps. Thus the line bundle } \overline{\mathcal{L}} \text{ comes from the line bundle } \mathcal{O}_{(P^1)^n}(\theta_1, \ldots, \theta_n) \text{ on } (P^1)^n \text{ with some PGL(2)-linearisation.} \square

\textbf{Corollary 2.10.}

(a) We have an identification \text{Pic}^{PGL(2)}((P^1)^n) \cong H(Q_n) \cap \mathbb{Z}^{n+1} \text{ by } (\theta_1, \ldots, \theta_n) \leftrightarrow (\eta = -\frac{1}{\theta} \sum \theta_i, \theta_1, \ldots, \theta_n).

(b) For \( (\eta, \theta_1, \ldots, \theta_n) \in H(Q_n) \) such that \( \theta_i > 0 \) for all \( i \) a free representation \( V = (s_1, \ldots, s_n) \) of \( Q_n \) is \( (\eta, \theta_1, \ldots, \theta_n) \)-semi-stable if and only if \( s_i \cap 0 = \emptyset \) for all \( i \) and its image under (5) is a \( (\theta_1, \ldots, \theta_n) \)-semi-stable section of \( (P^1)^n \).

(c) The image of int \( C(Q_n) \subset H(Q_n) \text{ under the isomorphism } \text{Pic}^{PGL(2)}((P^1)^n)_Q \cong H(Q_n) \text{ is the PGL(2)-ample cone in } \text{Pic}^{PGL(2)}((P^1)^n)_Q. \text{ The GIT classes in these open cones coincide.}

(d) For \( \theta \in H(Q_n) \cong \text{Pic}^{PGL(2)}((P^1)^n)_Q \) such that \( \theta_i > 0 \) for all \( i \) the isomorphism (5) induces isomorphisms of the stacks of \( (\theta) \)-semi-stable points, of their moduli spaces and their inverse systems.

One can also compare these stacks with \( [G(2, n)/((G_m)^n/G_m)] \), cf. [17, 2.4]. Similarly, one can show the analogous results for the quiver \( P_n \). In the case of the quiver \( P_n \) we have \( \text{NS}^{(P^1)^n}((P^1)^n) = \text{Pic}^{G_m}((P^1)^n) \cong \mathbb{Z}^{n+1}, \) where \( (\theta_1, \ldots, \theta_n) \in \mathbb{Z}^n \).
defines an element \( \mathcal{O}_{(\mathbb{P}^1)^n}(\theta_1, \ldots, \theta_n) \in \text{Pic}(\mathbb{P}^1)^n \) and for each \( \mathcal{O}_{(\mathbb{P}^1)^n}(\theta_1, \ldots, \theta_n) \) the set of \( G_m \)-linearisations is a principal homogeneous space under the character group \( \mathbb{Z} \) of \( G_m \). Below we identify \( \text{Pic}^{G_m}(\mathbb{P}^1)^n \) with \( H(P_n) \cap \mathbb{Z}^{n+2} \), where \( (\eta_1, \eta_2, \theta_1, \ldots, \theta_n) \in H(P_n) \cap \mathbb{Z}^{n+2} \) corresponds to the line bundle \( \mathcal{O}_{(\mathbb{P}^1)^n}(\theta_1, \ldots, \theta_n) \) with a certain \( G_m \)-linearisation, and the \( G_m \)-linearisations on \( \mathcal{O}_{(\mathbb{P}^1)^n}(\theta_1, \ldots, \theta_n) \) corresponding to \( (\eta_1, \eta_2, \theta_1, \ldots, \theta_n) \) and \( (\eta'_1, \eta'_2, \theta_1, \ldots, \theta_n) \) differ by the character \( (\eta_1 - \eta'_1, \eta_2 - \eta'_2) \) of \( (G_m)^2/G_m \cong \mathbb{Z}^n \).

**Proposition 2.11.** Let \( R^*(P_n) = R(P_n) \setminus \bigcup\{ s_i = 0 \} \cong (\mathbb{A}^2 \setminus \{ 0 \})^n \).

(a) The morphism \( R^*(P_n) \rightarrow (\mathbb{P}^1)^n \) induces an isomorphism of stacks
\[
R^*(P_n)/(((G_m)^2 \times (G_m)^n)/G_m)) \rightarrow [(\mathbb{P}^1)^n/G_m].
\]

(b) Let \( (\eta_1, \eta_2, \theta_1, \ldots, \theta_n) \in H(P_n) \) be integral. Then the line bundle \( \mathcal{O}_{R^*(P_n)} \) with \( ((G_m)^2 \times (G_m)^n)/G_m \)-linearisation given by \( (\eta_1, \eta_2, \theta_1, \ldots, \theta_n) \) descends to the line bundle \( \mathcal{O}_{(\mathbb{P}^1)^n}(\theta_1, \ldots, \theta_n) \) with a certain \( G_m \)-linearisation, and both define isomorphic line bundles on the quotient stacks under the identification in (6).

**Corollary 2.12.**

(a) For \( \theta = (\eta_1, \eta_2, \theta_1, \ldots, \theta_n) \in H(P_n) \) such that \( \theta_i > 0 \) for all \( i \) a free representation \( V = (s_1, \ldots, s_n) \) of \( P_n \) is \( \theta \)-stable if and only if if \( s_i \cap 0 = \emptyset \) for all \( i \) and its image under (5) is a (semi)stable section of \( (\mathbb{P}^1)^n \) with respect to \( \mathcal{O}_{(\mathbb{P}^1)^n}(\theta_1, \ldots, \theta_n) \) with the corresponding \( G_m \)-linearisation.

(b) The image of \( \text{int}(C(P_n)) \subset H(P_n) \) under the isomorphism \( \text{Pic}^{G_m}((\mathbb{P}^1)^n) \cong H(P_n) \) is the \( G_m \)-ample cone in \( \text{Pic}^{G_m}((\mathbb{P}^1)^n)_Q \). The GIT classes in these open cones coincide.

(c) For \( \theta \in H(P_n) \cong \text{Pic}^{G_m}((\mathbb{P}^1)^n)_Q \) such that \( \theta_i > 0 \) for all \( i \) the isomorphism (5) induces isomorphisms of the stacks of \( \theta \)-stable points, of their moduli spaces and their inverse systems.

In the following, when considering free representations \( V = (s_1, \ldots, s_n) \) of \( Q_n \) and \( P_n \) such that \( s_i \cap 0 = \emptyset \) up to isomorphism, we will often write them as tuples of sections of \( (\mathbb{P}^1)^n \).

**2.4. The Functor of Inverse Limits of Quiver Varieties for \( P_n \) and \( Q_n \).** Let \( Q = Q_n \) or \( Q = P_n \). Because all chambers are connected via the relative interiors of GIT equivalence classes of codimension one, we can rewrite the contravariant functor on \( S \)-schemes (1) in proposition 1.16 as

\[
Y \mapsto \left\{ (\varphi_{V'})_{\theta} \in \prod_{\theta \text{ generic}} \mathcal{M}^{G}(Q)(Y) \ 
\forall \theta, \theta' \text{ generic} \ 
\forall C_{\tau} \subset \text{int} C(Q) \ 
\text{GIT equiv. class of codimension one such that} \ 
C_{\tau} \subset C_{\theta} \cap C_{\theta'}: \ 
\varphi_{\theta, \tau} \circ \varphi_{V'} = \varphi_{\theta' \tau} \circ \varphi_{V'} \right\}
\]

where the product is over representatives \( \theta \) of the generic GIT equivalence classes and \( \varphi_{V'}: Y \rightarrow \mathcal{M}^{G}(Q) \) is the morphism determined by a \( \theta \)-stable representation \( V^\theta \) over \( Y \).

For a representation \( V \) of \( Q \) over an \( S \)-scheme \( Y \) stable with respect to some generic \( \theta \) the polytopes \( \Theta(V(y)) \) for the fibres \( V(y) \) over the geometric points \( y \) of \( Y \) defined in subsection 2.1 have the property that \( \{ y' \in Y \mid \Theta(V(y)) \subseteq \Theta(V(y')) \} \) are the points of an open subscheme of \( Y \). Therefore for two representations \( V, V' \) we have an open subscheme

\[
U(V, V') = \{ y \in Y \mid \text{int} \ (\Theta(V(y)) \cap \Theta(V'(y))) \neq \emptyset \} \subseteq Y.
\]
If $V^\theta$, $V'^\theta$ are part of a family over $Y$ satisfying the conditions in (7), then

$$U(V^\theta, V'^\theta) = \{ y \in Y \mid V^\theta(y) \theta^\ast\text{-stable} \} = \{ y \in Y \mid V'^\theta(y) \theta^\ast\text{-stable} \}$$

and $V^\theta|_{U(V^\theta, V'^\theta)} \cong V'^\theta|_{U(V^\theta, V'^\theta)}$ by the conditions coming from the walls meeting the interior of the polytopes $\Theta(V^\theta(y))$, $\Theta(V'^\theta(y))$.

To study the conditions coming from walls that separate polytopes $\Theta(V(y))$ we consider the schemes of representations of $Q$ for weights in a GIT equivalence class $C_\tau$ of codimension one with adjacent chambers $C_\theta, C_\varphi$. For $Q = Q_n$, $C_\tau \cap \Delta(2, n)$ is contained in a wall of the form $W_{i,j,k,l}$ for some $J \subset \{1, \ldots, n\}$, $2 \leq |J| \leq n-2$. For $Q = P_n$, $C_\tau \cap \Delta^1 \times \Delta^{n-1}$ is contained in a wall of the form $W_J$ for some $J \subset \{1, \ldots, n\}$, $1 \leq |J| \leq n-1$. In case $Q = Q_n$ let $i \in J^0$, $j \in J$, in case $Q = P_n$ let $i = 0, j = \infty$.

Let $Z_\tau \subset R^\tau(Q)$ be the closed subscheme of strictly $\tau$-semistable points and $V^\tau$ its tautological representation considered as tuple of sections $(s^\tau_1, \ldots, s^\tau_n)$ of $P^n_{Z_{\tau}} \to Z_{\tau}$. The geometric fibres of $Z_{\tau}$ over $S$ consist of the following three strata: the subset where both conditions $s^\tau_i = s^\tau_j \Leftrightarrow i \in J$ and $s^\tau_k = s^\tau_\ell \Leftrightarrow k \in J^0$ are satisfied, and the two subsets $Z_{\tau,j}, Z_{\tau,j,\ell}$ where only the first (resp. the second) condition is satisfied. In case $Q = Q_n$ assume $\sum_{i \in J} \theta_j \ast > 1$, then $\sum_{i \in J} \theta_i \ast > 1$ and $Z_{\tau,j} = Z_{\tau} \cap R^\theta(Q)$, $Z_{\tau,j,\ell} = Z_{\tau} \cap R^\ell(Q)$. The image of $Z_{\tau,j}$ forms a projective space $P^n_{S_j} \subset M^\theta(Q)$, the image of $Z_{\tau,j,\ell}$ forms a projective space $P^n_{S_{j,\ell}} \subset M^\theta(Q)$ and the image of $Z_{\tau}$ forms a subscheme $Z^\tau \subset M^\tau(Q)$ isomorphic to the base scheme $S$. The morphisms $M^\theta(Q) \to M^\tau(Q) \leftarrow M^\theta(Q)$ restrict to morphisms $P^n_{S_j} \to Z^\tau \leftarrow P^n_{S_{j,\ell}}$ and are isomorphisms elsewhere. The case $Q = P_n$ is similar with projective spaces $P^n_{S_j} \subset M^\theta(Q)$, $P^n_{S_{j,\ell}} \subset M^\theta(Q)$.

Coordinate functions on $R^\tau(Q)$ are given by the tautological family on $R^\tau(Q)$, considered as sections $s = (s_1 = (s_{1,0} : s_{1,1}), \ldots, s_n = (s_{n,0} : s_{n,1}))$ of $P_{R^\tau(Q)}^n \to R^\tau(Q)$, as follows. In case $Q = Q_n$ for $i, j \in \{1, \ldots, n\}$ over the invariant open subscheme $\{ y \mid s_i(y) \neq s_j(y) \} \subset R^\tau(Q)$ there is the section $\left( \frac{s_{i,0}}{s_{j,0}}, \frac{s_{i,1}}{s_{j,1}} \right)$ in $\text{PGL}(2)$ that transforms the tautological family to the family $s_\tilde{\ell} = (0 : 1)$, $s_\tilde{j} = (0 : 1)$ and we set $s_\tilde{\tau} = s$. The invariant open subscheme $U_{\tau} = \{ y \mid s_i(y) \neq s_j(y), \forall k \in J^0 : s_k(y) \neq s_j(y), \forall l \in J : s_l(y) \neq s_i(y) \} \subset R^\tau(Q)$ contains $Z_{\tau}$. The algebra of invariant functions on $U_{\tau}$ corresponds to the subalgebra of torus invariant functions in the $O_S$-algebra generated by $s_{\ell,0}, s_{\ell,1}$ for $l \in J$ and $s_{0,0}, s_{0,1}$ for $k \in J^0$. This $O_S$-algebra of torus invariants is generated by $f_{k,l}^{i,j} = \frac{s_{k,0}s_{i,1}}{s_{k,1}s_{i,0}}$ for $l \in J$, $k \in J^0$. The function $f_{k,l}^{i,j}$ can be written in terms of $s$ as

$$f_{k,l}^{i,j} = \frac{(s_{j,0}s_{i,1} - s_{j,1}s_{i,0})(s_{i,1}s_{k,0} - s_{i,0}s_{k,1})}{(s_{i,1}s_{l,0} - s_{i,0}s_{l,1})(s_{j,0}s_{k,1} - s_{j,1}s_{k,0})}.$$

These invariant functions are sometimes called the cross-ratios of four sections. Since invariant regular functions on the representation space correspond to regular functions on the moduli spaces we obtain the following result.

**Lemma 2.13.**

(a) The invariant regular functions $f_{k,l}^{i,j}$ on $U_{\tau}$ define regular functions on the image of $U_{\tau} \cap R^\tau(Q)$ (resp. $U_{\tau} \cap R^\ell(Q), U_{\tau} \cap R^0(Q)$) in $M^\tau(Q)$ (resp. $M^\ell(Q), M^0(Q)$) which we also denote $f_{k,l}^{i,j}$. These satisfy $\phi_{\theta,\varphi}^{\ast}(f_{k,l}^{i,j}) = f_{k,l}^{i,j}$. 

$$\phi_{\theta,\tau}^{\ast}(f_{k,l}^{i,j}) = f_{k,l}^{i,j}.$$
(b) For $z \in \mathbb{Z}^r$ the local ring $\mathcal{O}_{M^\tau(Q),z}$ is the localisation of an $\mathcal{O}_S$-algebra generated by the functions $f_{k,l}^{i,j}$ for $l \in J, k \in J^\tau$.

We express the conditions in (7) for a family $(V^\theta)_0$ locally in terms of equations.

**Lemma 2.14.** Let $V^\theta, V^{\theta'}$ be free representations of $Q = Q_n$ or $Q = P_n$ over an $S$-scheme $Y$ stable with respect to generic $\theta, \theta'$. Assume $V^\theta, V^{\theta'}$ are part of a collection as in (7). We consider $V^\theta, V^{\theta'}$ as tuples of sections $(s^\theta_k) = (s_{k,0}^\theta : s_{k,1}^\theta)i, (s^\theta_0, s^\theta_1)$ of $P^1_Y$, in case $Q = P_n$ we add the sections $s_{k,0}^\theta, s_{k,1}^\theta = (0 : 1), s^\theta_\infty = (1 : 0)$. In case $Q = Q_n$ let $i, j \in \{1, \ldots, n\}$, in case $Q = P_n$ let $i = 0, j = \infty$. Let $U_{i,j} = \{ y \mid s^\theta_k(y) \neq s_{k,0}^\theta(y), s^\theta_k(y) \neq s_{k,1}^\theta(y) \} \subseteq Y$. We choose homogeneous coordinates $x_0^\theta, x_1^\theta$ and $x_0^\theta, x_1^\theta$ of $P^1_{U_{i,j}}$ such that $s^\theta_k = (0 : 1), s^\theta_k = (1 : 0)$ with respect to $x_0^\theta, x_1^\theta$. Then $V^\theta$ and $V^{\theta'}$ are over $U_{i,j}$ related by the equations
\begin{equation}
\begin{align*}
\left( s_{k,0}^\theta s_{k,0}^\theta x_{k,0}^\theta x_{k,1}^\theta \right)^{\theta'} = s_{k,1}^\theta s_{k,0}^\theta s_{k,0}^\theta s_{k,1}^\theta
\end{align*}
\end{equation}
for all $k, l \in \{1, \ldots, n\}$.

**Proof.** Over $U(V^\theta, V^{\theta'})$ the equations hold because $V^\theta|_{U(V^\theta, V^{\theta'})} \cong V^{\theta'}|_{U(V^\theta, V^{\theta'})}$.

Consider the local situation around a point $y \in U_{i,j} \cap U(V^\theta, V^{\theta'})$. Assume first that the polytopes $\Theta(V^\theta(y))$ and $\Theta(V^{\theta'}(y))$ meet in an inner wall $W$. In case $Q = P_n$ let $W = W_J$ and we can assume that $s^\theta_k(y) = s^\theta_0(y) = s^\theta_1(y) = (1 : 0)$ for $h \in J$ and $s^\theta_k(y) = s^\theta_1(y) = (0 : 1)$ for $h \in J^\tau$. In case $Q = Q_n$ let $W = W_{\{J, J^\tau\}}$ and we can assume $j \in J, i \in J^\tau$ and $s^\theta_k(y) = s^\theta_0(y) = (1 : 0)$ for $h \in J$, $s^\theta_k(y) = s^\theta_1(y) = (0 : 1)$ for $h \in J^\tau$. For $k, l$ there are the cases: $k, l \in J$ (similar: $k, l \in J^\tau$) or $k \in J, l \in J^\tau$ (similar: $k \in J^\tau, l \in J$).

Case $k \in J^\tau, l \in J$: We have $s^\theta_{k,1}(y), s^\theta_{k,0}(y) \neq 0$ and $s^\theta_{k,1}(y), s^\theta_{k,0}(y) \neq 0$. In a neighbourhood of $y$ equation (8) is equivalent to the equation $f_{k,l}^{i,j} = f_{k,l}^{i',j'}$ with $f_{k,l}^{i,j} = s_{k,0}^\theta s_{k,1}^\theta x_{k,0}^\theta x_{k,1}^\theta$. The regular functions $f_{k,l}^{i,j}$ (resp. $f_{k,l}^{i',j'}$) are pullbacks of the regular functions $f_{k,l}^{i,j}$ on $M^\tau(Q)$ (resp. $M^\tau(Q')$) via $\varphi_{V^\theta}$ (resp. $\varphi_{V^{\theta'}}$). Because $\varphi_{\theta, \tau} \circ \varphi_{V^\theta} = \varphi_{\theta', \tau} \circ \varphi_{V^{\theta'}}$ and using lemma 2.13(a) it follows $f_{k,l}^{i,j} = f_{k,l}^{i',j'}$.

Case $k, l \in J$: We have $s^\theta_{k,0}(y), s^\theta_{k,0}(y) \neq 0$ and $s^\theta_{k,0}(y), s^\theta_{k,0}(y) \neq 0$. In a neighbourhood of $y$ equation (8) is equivalent to the equation $s_{k,1}^\theta s_{k,1}^\theta x_{k,0}^\theta x_{k,0}^\theta = s_{k,0}^\theta s_{k,0}^\theta x_{k,0}^\theta x_{k,0}^\theta$. Multiplying with $\frac{s_{k,1}^\theta s_{k,1}^\theta}{s_{k,0}^\theta s_{k,0}^\theta}$ for $g \in J^\tau$ such that $s^\theta_k(y) \neq (0 : 1)$ and $h \in J$ such that $s^\theta_k(y) \neq (1 : 0)$, we obtain the equivalent equation $f_{g,l}^{i,j} f_{h,k}^{i,j} = f_{g,l}^{i',j'} f_{h,k}^{i',j'}$. This equation holds because by the first case we have $f_{g,l}^{i,j} = f_{g,l}^{i',j'}, f_{g,l}^{i,j} = f_{g,l}^{i',j'}$.

This shows that equations (8) hold for $V^\theta, V^{\theta'}$ in a neighbourhood of $y$ if the polytopes $\Theta(V^\theta(y))$ and $\Theta(V^{\theta'}(y))$ have non-overlapping interiors or meet in an inner wall.

To show the general case we show that if the union of the sets of walls separating $\Theta(V^\theta(y))$, $\Theta(V^{\theta'}(y))$ and $\Theta(V^{\theta'}(y))$ are exactly the walls that separate $\Theta(V^\theta(y))$, $\Theta(V^{\theta'}(y))$ and if $V^\theta, V^{\theta'}$ and $V^\theta, V^{\theta'}$ in a neighbourhood of $y$ are related by equations of the form (8), then so are $V^\theta, V^{\theta'}$. Assume that $\Theta(V^\theta(y))$ and $\Theta(V^{\theta'}(y))$ are separated by an inner wall $W_J$ (resp. $W_{\{J, J^\tau\}}$) and that $\Theta(V^\theta(y))$ and $\Theta(V^{\theta'}(y))$ are separated by an inner wall $W_{J'}$ (resp. $W_{\{J', J^\tau\}}$) such that $J \subset J'$.
these walls are part of the boundary of $\Theta(\nu\theta(y))$ and both walls separate $\Theta(\nu\theta(y))$ and $\Theta(\nu\theta'(y))$. If $s_k^0(y) \neq s_k'\nu(y)$, then either $i \in J$, $j \in (J')^c$, or $j \in J$, $i \in (J')^c$ and thus $s_k^0(y) \neq s_k'\nu(y)$. We assume $j \in J$, $i \in (J')^c$.

Case $k \in J', l \in J' (similar: k \in (J')^c, l \in J^c)$. It is $s_k^0(y) \neq (0 : 1)$, $s_k^0(y) \neq (1 : 0)$ and in a neighbourhood of $y$ we have

$$s_k^0 \cdot s_l^0 \cdot s_k^0 = s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0,$$

thus $s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 = s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0$.

Case $k \in J', l \in J (similar: k \in (J')^c, l \in J^c)$. Choose $h \in J^c \cap J'$. Then $s_k^0(y), s_k^0(y) \neq (0 : 1)$ and $s_h^0(y) = (0 : 1), s_h^0(y) = (1 : 0), s_h^0(y) \neq (0 : 1), (0 : 1)$. In a neighbourhood of $y$ we have

$$s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 = s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 = s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 = s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 = s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0$$

thus $s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0 = s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0$.

\[\square\]

**Proposition 2.15.** For $Q = Q_n$ or $Q = P_n$ the functor of the inverse limit of moduli spaces of representations is isomorphic to the functor $\text{Lim}(Q)$ defined by

\[
Y \mapsto \left\{ (\varphi_{\nu\theta})_\theta \in \prod_{\theta \text{ generic}} M^\theta(Q)(Y) \mid \text{locally equations } (8) \text{ hold for } (V^\theta)_{\theta} \right\}
\]

where the product is over representatives $\theta$ of the generic GIT equivalence classes and $\varphi_{\nu\theta} : Y \to M^\theta(Q)$ is the morphism determined by a $\theta$-stable representation $V^\theta$ over $Y$.

**Proof.** By Lemma 2.14 for a family $(V^\theta)_{\theta}$ satisfying the conditions of (7) the equations (8) hold locally. We show the opposite implication.

Let $(V^\theta)_{\theta}$ be a family of representations over an $S$-scheme $Y$ as in (9). Let $y \in Y$. Let $C_{\nu\theta}$ be an equivalence class of codimension 1 in the interior and $\theta, \nu\theta$ generic such that $C_{\nu\theta} = C_{\nu\theta} \cap C_{\nu\theta}$. We can consider $V^\nu, V^\nu\theta$ in a neighbourhood $U$ of $y$ as tuples of sections $(s_k^0)_{k=1}^n, (s_k^0)_{k=1}^n$ of $P_U \to U$. In case $Q = Q_n$, let $i \in \{1, \ldots, n\}$ such that $s_k^0(y) \neq s_k^0(y)$ and $s_k^0(y) \neq s_k^0(y)$ and choose coordinates such that $s_k^0, s_k^0 = (0 : 1)$ and $s_k^0, s_k^0 = (1 : 0)$. In case $Q = P_n$ let $i = 0, j = \infty$, then $s_i^0 = s_0^0 = (0 : 1), s_j^0 = s_\infty^0 = (1 : 0)$ and the same for $\theta^\nu$.

If there exists $k \in \{1, \ldots, n\}$ such that $s_k^0(y) \neq (0 : 1), (1 : 0), s_k^0(y) \neq (0 : 1), (1 : 0)$ then the equations $s_k^0 \cdot s_k^0 \cdot s_k^0 \cdot s_k^0 = s_k^0 \cdot s_k^0 \cdot s_k^0 \cdot s_k^0$ show that in a neighbourhood of $y \to V^\theta \cong V^\nu\theta$ and thus $\varphi_{\nu\theta} \circ \varphi_{\nu\theta} = \varphi_{\nu\theta} \circ \varphi_{\nu\theta} \circ \varphi_{\nu\theta}$.

Otherwise there is $J \subset \{1, \ldots, n\}$, where we can assume that $j \in J$, $i \in J^c$, such that $\forall k \in J^c: s_k^0(y) = (0 : 1), s_k^0(y) \neq (0 : 1)$ and $\forall l \in J: s_l^0(y) \neq (0 : 1), s_l^0(y) = (1 : 0)$. Let $x \in S$ be the image of $y \in Y$ and $z \in Z_\nu$ the point over $x$, then $\varphi_{\nu\theta} \circ \varphi_{\nu\theta}(y) = z = \varphi_{\nu\theta} \circ \varphi_{\nu\theta}(y)$. As equations (8) hold, the functions $f_{k,l}^0 = s_k^0 \cdot s_l^0 \cdot s_k^0 \cdot s_l^0$ coincide. We may consider these functions as elements of the local ring $O_{Y,y}$. Using Lemma 2.13, these are the pullbacks of the functions $f_{k,l}^0$ in $O_{\mathcal{M}^\nu\theta(Q),z}$.
under \( \varphi_{\theta, \tau} \circ \varphi_{V, \theta} \) and \( \varphi_{\theta', \tau} \circ \varphi_{V, \theta'} \), and it follows that the homomorphisms of local rings \( O_{M^\tau(Q), z} \to O_{Y, y} \) agree.

Since \( \varphi_{\theta, \tau} \circ \varphi_{V, \theta} \) and \( \varphi_{\theta', \tau} \circ \varphi_{V, \theta'} \) coincide as maps of sets of points and in each point the induced homomorphisms of local rings coincide, it follows \( \varphi_{\theta, \tau} \circ \varphi_{V, \theta} = \varphi_{\theta', \tau} \circ \varphi_{V, \theta'} \).

Let \((V^\theta)_\theta\) be a family of representations over \( Y \) satisfying the conditions of (7) or equivalently (9). For \( V^\theta, V'^\theta \) we have the natural structure of a closed subscheme \( Z(V^\theta, V'^\theta) \subseteq Y \) supported on the closed subset \( Y \setminus U(V^\theta, V'^\theta) \). Under the assumptions and notations of lemma 2.14 let \( y \in U_{i,j} \) and assume \( k,l \in \{1, \ldots, n\} \) such that \( s^\theta_k \neq (0:1), (1:0) \), \( s'^\theta_k \neq (0:1) \) and \( s'^\theta_l \neq (0:1), (1:0) \), \( s'^\theta_l \neq (1:0) \). Because equations (8) hold in a neighbourhood of \( y \), the scheme defined by the equation \( s'^\theta_k = (1:0) \) coincides with the scheme defined by the equation \( s'^\theta_l = (0:1) \) and does not depend on the choice of \( k,l \). The scheme \( Z(V^\theta, V'^\theta) \) can be defined in a neighbourhood of \( y \) by each of these equations.

The following proposition gives a geometric interpretation of the condition in (9) that two representations are related by equations (8), and indicates the relation between inverse limits of moduli spaces of representations for the quivers \( P_n, Q_n \) and moduli spaces of chains and trees of \( \mathbb{P}^1 \)'s with marked points.

**Proposition 2.16.** Let \( V^\theta, V'^\theta \) be free representations of \( Q = Q_n \) or \( Q = P_n \) over an \( S \)-scheme \( Y \) stable with respect to generic \( \theta, \theta' \). We use the notations of lemma 2.14 and assume that \( V^\theta, V'^\theta \) over \( U_{i,j} \) are related by equations (8). Consider over \( U_{i,j} \) the equations

\[
\begin{align*}
(10) \quad s^\theta_{0,0} s^\theta_{1,1} x^0_1 x^0_0 &= s^\theta_{k,1} s^\theta_{0,0} x^0_1 x^0_1 \\
\end{align*}
\]

(a) Let \( C_{i,j} \subset (\mathbb{P}^1)^2_{U_{i,j}} \) be the closed subscheme defined by the equations (10) for all \( k \). For given \( k \) let

\[
U_{i,j,k} = \{ y \in U_{i,j} | s^\theta(y), s'^\theta(y), s'^\theta(y), s'^\theta(y) \text{ distinct or } s'^\theta(y), s'^\theta(y) \text{ distinct.} \}
\]

Then over \( U_{i,j,k} \) the subscheme \( C_{i,j,k} = C_{i,j} \times_{U_{i,j}} U_{i,j,k} \subset (\mathbb{P}^1)^2_{U_{i,j,k}} \) is given by the single equation (10) for this \( k \).

(b) The curves \( C_{i,j} \subset (\mathbb{P}^1)^2_{U_{i,j}} \) glue (with the appropriate coordinate changes) to a reduced curve \( C \subset (\mathbb{P}^1)^2_{U_{i,j}} \) flat over \( Y \), which contains all pairs of sections \( (s_k^\theta, s_l^\theta) \), is isomorphic to \( \mathbb{P}^1_{U(V^\theta, V'^\theta)} \) over \( U(V^\theta, V'^\theta) \subseteq Y \) via its two projections, and degenerates exactly over the subscheme \( Z(V^\theta, V'^\theta) \subseteq Y \) to a chain of two \( \mathbb{P}^1 \)'s intersecting transversally such that each projection defines an isomorphism on one component and contracts the other to a reduced point.

(c) The curve \( C \) induces morphisms \( \mathbb{P}^1_Y \rightleftharpoons \mathbb{P}^1_\theta \) which degenerate to \( \mathbb{P}^1 \to pt. \) over \( Z(V^\theta, V'^\theta) \) and which restrict to mutually inverse isomorphisms \( \mathbb{P}^1_{U(V^\theta, V'^\theta)} \rightleftharpoons \mathbb{P}^1_{U(V^\theta, V'^\theta)} \) that give rise to the isomorphism \( V^\theta|_{U(V^\theta, V'^\theta)} \cong V'^\theta|_{U(V^\theta, V'^\theta)} \).

**Proof.** (a) Assume that \( s^\theta_k(y) \neq (0:1), (1:0) \). We can further assume \( s^\theta_k(y) \neq (1:0) \) (similar: \( s'^\theta_k(y) \neq (0:1) \)). Then in a neighbourhood of \( y \) for all \( l \) we have

\[
\begin{align*}
\begin{align*}
(11) \quad s^\theta_{0,0} s^\theta_{1,1} x^0_1 x^0_0 &= s^\theta_{k,1} s^\theta_{0,0} x^0_1 x^0_1 \\
\end{align*}
\]

using equation (10) for \( k \) and equation (8) for \( k, l \).
(b) To show that the curves $C_{i,j}$ glue, it suffices to show that the curves $C_{i,j}$ and $C_{i,j'}$ (and similar: $C_{i,j}$ and $C_{i,j'}$) coincide over $U_{i,j} \cap U_{i,j'}$ after the base changes 
\[
\left( \frac{\theta_{i,j'}}{s_{k,0}}, \frac{\theta_{i,j'}}{s_{k,1}} \right) = \left( \frac{\theta_{i,j'}}{s_{k,0}^0}, \frac{\theta_{i,j'}}{s_{k,1}^0} \right) = \left( \frac{\theta_{i,j'}}{s_{k,0}^0}, \frac{\theta_{i,j'}}{s_{k,1}^0} \right),
\]
where $a$ satisfies the relation $\frac{\theta_{i,j'}}{s_{k,0}^0} \cdot \frac{\theta_{i,j'}}{s_{k,1}^0} = 0$ and $s_k^0 = (s_{k,0}^0 : s_{k,1}^0)$ with respect to coordinates $x_0^0, x_1^0$ such that $\left( s_{k,0}^0 : s_{k,1}^0 \right) = (0 : 1)$. Applying these base changes one verifies that the equations (10) hold for all $k$ with respect to $i, j$ if and only if they hold for all $k$ with respect to $i, j'$. The properties of $C_{i,j,k}$ follow from the properties of $C_{i,j,k}$ given by the single equation (10) for $k$, which are easy to verify.

(c) follows from (b).

Remark 2.17. Proposition 2.16 allows to restrict the sets of equations required to hold in functors like (9) in Proposition 2.15. All equations (8) relating $V^\theta, V^\theta'$ hold if the equations with respect to choices of $i, j$ hold such that the corresponding sets $U_{i,j}$ cover $Y$. Also, with respect to fixed $i, j$, all equations relating $V^\theta, V^\theta'$ hold over $U_{i,j}$ if those for certain $k$ hold over $U_{i,j,k}$ and these sets cover $U_{i,j}$.

3. Losev–Manin and Grothendieck–Knudsen moduli spaces and root systems of type $A$

3.1. Losev–Manin and Grothendieck–Knudsen moduli spaces. The Losev–Manin moduli spaces of stable $n$-pointed chains of $\mathbb{P}^1$'s were introduced in [23].

Definition 3.1. A stable $n$-pointed chain of $\mathbb{P}^1$ over an algebraically closed field is a tuple $(C, s_0, s_\infty, s_1, \ldots, s_n)$, where $(C, s_0, s_\infty)$ is a chain of $\mathbb{P}^1$, i.e. its irreducible components are isomorphic to projective lines with two distinct closed points $(\mathbb{P}^1, 0, \infty)$ which intersect transversally such that the point 0 of one component meets the point $\infty$ of another component and the remaining points 0, $\infty$ are denoted $s_0, s_\infty$, further $s_1, \ldots, s_n \in C$ are closed regular points different from $s_0, s_\infty$, and each component contains at least one of the marked points $s_1, \ldots, s_n$.

Definition – Theorem 3.2 ([23]). Let $n \in \mathbb{Z}_{\geq 1}$. The Losev–Manin moduli space $\mathcal{T}_n$ is the fine moduli space of stable $n$-pointed chains of $\mathbb{P}^1$, i.e. $\mathcal{T}_n$ represents the moduli functor (denoted by the same symbol)

\[ Y \mapsto \left\{ \text{isomorphism classes of stable } n\text{-pointed chains of } \mathbb{P}^1 \text{ over } Y \right\} \]

where a stable $n$-pointed chain of $\mathbb{P}^1$ over a scheme $Y$ is a flat proper morphism $C \to Y$ with sections $s_0, s_\infty, s_1, \ldots, s_n : Y \to C$ such that the geometric fibres $(C_y, s_0(y), s_\infty(y), s_1(y), \ldots, s_n(y))$ are stable $n$-pointed chains of $\mathbb{P}^1$ over algebraically closed fields.

$\mathcal{T}_n$ is toric, it compactifies the algebraic torus $L_n = (\mathbb{G}_m)^n / \mathbb{G}_m$, the moduli space of $n$ points in $\mathbb{P}^1 \setminus \{0, \infty\}$. It has been shown in [23] that the moduli functor of stable $n$-pointed chains of $\mathbb{P}^1$ is represented by a projective scheme of relative dimension $n-1$, using an inductive construction of $\mathcal{T}_n$ together with the universal curve which is isomorphic to $\mathcal{T}_{n+1} \to \mathcal{T}_n$. This morphism $\mathcal{T}_{n+1} \to \mathcal{T}_n$, studied in a similar setting in [21], is a special case of the following morphisms that arise by forgetting sets of sections, see [3, Construction 3.15].
Proposition 3.3. Let $\emptyset \neq I \subseteq \{1, \ldots, n\}$. We write $\mathcal{L}_I$ for $\mathcal{L}_I$ with sections indexed by $I$. Then there is a morphism
\[ \gamma_I: \mathcal{L}_I \to \mathcal{L}_I \]
such that a stable $n$-pointed chain is transformed to a stable $I$-pointed chain by forgetting the sections $\{s_i | i \notin I\}$ and contracting components which have become unstable.

The Grothendieck–Knudsen moduli space $\overline{M}_{0,n}$ is the moduli space of stable $n$-pointed curves of genus 0, i.e. of stable $n$-pointed trees of $\mathbb{P}^1$. More generally, stable $n$-pointed curves of genus $g$ occur already in [14, I.5] and their moduli spaces and stacks have been systematically studied in [21].

Definition 3.4. A stable $n$-pointed curve of genus 0 over an algebraically closed field is a tuple $(C, s_1, \ldots, s_n)$ where $C$ is a complete connected reduced curve $C$ of genus 0 with at most ordinary double points, i.e. a tree of $\mathbb{P}^1$, $s_1, \ldots, s_n$ are closed points of $C$ such that each $s_i$ is a regular point of $C$, $s_i \neq s_j$ for $i \neq j$ and each component of $C$ has at least 3 special points (i.e. singular points and marked points $s_i$).

Definition – Theorem 3.5 ([21]). Let $n \in \mathbb{Z}_{\geq 3}$. The Grothendieck–Knudsen moduli space $\overline{M}_{0,n}$ is the fine moduli space of stable $n$-pointed curves of genus 0, i.e. $\overline{M}_{0,n}$ represents the moduli functor (denoted by the same symbol)
\[ Y \mapsto \left\{ \text{isomorphism classes of stable } n\text{-pointed curves of genus 0 over } Y \right\} \]
where a stable $n$-pointed curve of genus 0 over a scheme $Y$ is a flat proper morphism $C \to Y$ with sections $s_1, \ldots, s_n$: $Y \to C$ such that the geometric fibres $(C_{\gamma}, s_1(y), \ldots, s_n(y))$ are stable $n$-pointed curves of genus 0.

$\overline{M}_{0,n}$ compactifies the moduli space $M_{0,n}$ of $n$ distinct points in $\mathbb{P}^1$. The fact that the moduli functor of stable $n$-pointed curves of genus 0 is represented by a projective scheme of relative dimension $n - 3$ has been shown in [21] using an inductive argument on $n$, showing that the universal family over $\overline{M}_{0,n}$ is formed by the morphism $\overline{M}_{0,n+1} \to \overline{M}_{0,n}$. This morphism is a special case of the following morphisms for inclusions $I \subset \{1, \ldots, n\}$ which can be defined by mapping a stable $n$-pointed tree $(C \to Y, s_1, \ldots, s_n)$ to its image under the morphism defined by the sheaf $\omega_C(Y)\left(\sum_{i \in I} s_i\right)$, where $\omega_C(Y)$ is the relative dualising sheaf (see [21]).

Proposition 3.6. Let $I \subseteq \{1, \ldots, n\}$, $|I| \geq 3$. We write $\overline{M}_{0,I}$ for $\overline{M}_{0,|I|}$ with the sections of pointed trees indexed by $I$. Then there is a morphism
\[ \gamma_I: \overline{M}_{0,n} \to \overline{M}_{0,I} \]
such that a stable $n$-pointed tree is transformed to a stable $I$-pointed tree by forgetting the sections $\{s_i | i \notin I\}$ and contracting components which have become unstable.

3.2. Embeddings into Products of $\mathbb{P}^1$ and Relation to Root Systems of Type $A$. We consider the cross-ratio varieties for root subsystems of type $A_3$ in $A_{n-1}$ defined and studied in [27, 28]. It was already observed in [28] that the cross-ratio variety for root subsystems of type $A_3$ in $A_{n-1}$ should be isomorphic to the Grothendieck–Knudsen moduli space $\overline{M}_{0,n}$.

The root lattice of $A_n$ is the sublattice $M(A_{n-1}) \subseteq L(A_{n-1}) = \mathbb{Z}^n$ generated by the roots $\alpha_{i,j} = e_i - e_j$ where $i, j \in \{1, \ldots, n\}$ and $e_1, \ldots, e_n$ are the standard basis vectors of $\mathbb{Z}^n$. We have the lattice $L(A_{n-1})^*$ dual to $L(A_{n-1})$ and the lattice $N(A_{n-1}) = L(A_{n-1})^*/\langle 1, \ldots, 1 \rangle \mathbb{Z}$ dual to $M(A_{n-1})$.

We consider cross-ratio varieties for root systems of type $A_3$ in $A_{n-1}$. Let $\mathcal{A}(L(A_{n-1}))$ be the $n$-dimensional affine space with coordinates $t_1, \ldots, t_n$ corresponding to the basis $e_1, \ldots, e_n$. We have the open subscheme $U(A_{n-1}) = \mathcal{A}(L(A_{n-1}))$.
$A(L(A_{n-1})) \setminus \bigcup_{i \neq j} \{t_i = t_j\}$. For root subsystems $A_3 \cong \Delta \subseteq A_{n-1}$ consisting of roots $\alpha_i$, for $i,j \in I = \{i_1, \ldots, i_4\} \subseteq \{1, \ldots, n\}$, $|I| = 4$ there is the morphism

$$c_{A_3, A_{n-1}}^{i_1,i_2,i_3,i_4} = ((t_{i_1} - t_{i_2})(t_{i_2} - t_{i_3})(t_{i_3} - t_{i_4})): U(A_{n-1}) \to \mathbb{P}^1$$

depending on the choice of an ordering $I = \{i_1, i_2, i_3, i_4\}$ or equivalently a simple system $\alpha_{i_1,i_2}, \alpha_{i_2,i_3}, \alpha_{i_3,i_4}$ in $\Delta \cong A_3$. The morphisms $c_{A_3, A_{n-1}}^{i_1,i_2,i_3,i_4}$ for different orderings $I = \{i_1, \ldots, i_4\}$ are related by isomorphisms of $\mathbb{P}^1$: for a permutation $\sigma$ there is an isomorphism $\varphi_{\sigma}$ of $\mathbb{P}^1$ such that $c_{A_3, A_{n-1}}^{\sigma(i_1),\sigma(i_2),\sigma(i_3),\sigma(i_4)} = \varphi_{\sigma} \circ c_{A_3, A_{n-1}}^{i_1,i_2,i_3,i_4}$, where $\varphi_{\sigma}$ for generators of the permutation group is given by the following matrices $M_{\sigma}$:

$$M_{(i_1,i_2)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad M_{(i_1,i_3)} = \begin{pmatrix} -1 & 1 \\ 0 & 1 \end{pmatrix}, \quad M_{(i_2,i_4)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$

**Example 3.7.** $\mathbb{X}_{A_3, A_{n-1}} \cong \mathbb{P}^1$. For each ordering $\{1, \ldots, 4\} = \{i_1, i_2, i_3, i_4\}$ we have a copy of $\mathbb{P}^1$ with homogeneous coordinates $x_{i_1}x_{i_2}x_{i_3}x_{i_4}$ and the morphism $c_{A_3, A_{n-1}}^{i_1,i_2,i_3,i_4}: U(A_3) \to \mathbb{P}^1$ defined in (11).

Let $X_{A_3, A_3} \subseteq \prod_{i \in S_3} \mathbb{P}^1$ the image of $c_{A_3, A_3}: U(A_3) \to \mathbb{X}_{A_3, A_3}$, then $X_{A_3, A_3} \cong \mathbb{P}^1 \setminus \{(0:1),(1:0)\}$ and its closure $\overline{X}_{A_3, A_3} \cong \mathbb{P}^1$ via projections to the factors. Using (12), $\overline{X}_{A_3, A_3}$ can be described as the subscheme of $\prod_{i \in S_3} \mathbb{P}^1$ defined by equations of the form

$$x_{i_4}x_{i_3}x_{i_2}x_{i_1} = x_{i_3}x_{i_2}x_{i_1}x_{i_4}, \quad x_{i_4}x_{i_3}x_{i_2}x_{i_1} = x_{i_3}x_{i_2}x_{i_1}x_{i_4},$$

There are the factorisations $c_{A_3, A_{n-1}}^{i_1,i_2,i_3,i_4} = \varphi_{A_3} \circ c_{A_3, A_3}: U(A_3) \to \mathbb{X}_{A_3, A_3} \cong \mathbb{P}^1$ where $\varphi_{A_3}$ is induced by the projection onto the corresponding factor.

In general for root systems $\Delta \cong A_3$ in $A_{n-1}$ we have a morphism $c_{A_{n-1}, \Delta}: U(A_{n-1}) \to U(\mathbb{D}) \times_{\mathbb{D}} \mathbb{X}_{\Delta, \Delta}$ such that

$$c_{A_{n-1}, \Delta}^{i_1,i_2,i_3,i_4} = \varphi_{A_{n-1}, \Delta} \circ c_{A_{n-1}, \Delta}: U(A_{n-1}) \to U(\Delta) \to \mathbb{X}_{\Delta, \Delta} \cong \mathbb{P}^1.$$

**Definition 3.8.** We denote the image $X_{A_{n-1}, A_3} = (\prod_{A_3 \equiv \Delta \subseteq A_{n-1}} c_{A_{n-1}, \Delta})(U(A_{n-1}))$ and define the cross-ratio variety $\mathbb{X}_{A_{n-1}, A_3}$ for root systems of type $A_3$ in $A_{n-1}$ as the closure

$$\overline{X}_{A_{n-1}, A_3} = \mathbb{X}_{A_{n-1}, A_3} = \prod_{A_3 \equiv \Delta \subseteq A_{n-1}} \overline{X}_{\Delta, \Delta} \cong \prod_{A_3 \equiv \Delta \subseteq A_{n-1}} \mathbb{P}^1.$$

Let $\overline{c}_{A_{n-1}, \Delta}: \mathbb{X}_{A_{n-1}, A_3} \to \mathbb{X}_{\Delta, \Delta}$ be the morphisms induced by the projection on the factors of the product.

In a similar way we can construct a scheme from the set of root subsystems of type $A_1$ in $A_{n-1}$. We have the $n$-dimensional projective space $\mathbb{P}(L(A_{n-1}))$ with homogeneous coordinates $t_1, \ldots, t_n$ corresponding to the basis $e_1, \ldots, e_n$. The open subscheme $T(A_{n-1}) = \mathbb{P}(L(A_{n-1})) \setminus \bigcup_i \{t_i = 0\} \subseteq \mathbb{P}(L(A_{n-1}))$ is the algebraic torus with character lattice $M(A_{n-1})$. For root subsystems $A_1 \cong \{\pm \alpha_i\} \subseteq A_{n-1}$ we have morphisms

$$c_{A_{n-1}, \{\pm \alpha_i\}}^{i,j} = (t_i: t_j): T(A_{n-1}) \to \mathbb{P}^1$$

depending on the choice of an ordering of $\{i,j\}$ or equivalently on the choice of a simple system $\alpha_{i,j}$ in $\{\pm \alpha_i\}$. The morphisms $c_{A_{n-1}, \{\pm \alpha_i\}}^{i,j}$ and $c_{A_{n-1}, \{\pm \alpha_i\}}^{j,i}$ for the two different orderings of $\{i,j\}$ are related by the isomorphism of $\mathbb{P}^1$ given by the matrix $\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$. 
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Example 3.9. $\mathcal{X}_{A_1, A_1} \cong \mathbb{P}^1$.

In the case of $A_1 = \{\pm \alpha_{i,j}\}$ for each ordering of $\{i, j\}$ we have a copy of $\mathbb{P}^1$ with homogeneous coordinates $x_{i,j}^0, x_{i,j}^1$ and a morphism $c_{i,j}^{A_1, A_1} : U(A_1) \to \mathbb{P}^1$. Let $X_{A_1, A_1} \subset \mathbb{P}^1 \times \mathbb{P}^1$ be the image of $c_{i,j}^{A_1, A_1} = c_{i,j}^{A_1, A_1} \times c_{i,j}^{A_1, A_1}$, then $X_{A_1, A_1} \cong \mathbb{P}^1 \setminus \{(0 : 1), (1 : 0)\}$ and its closure $\overline{X}_{A_1, A_1} \cong \mathbb{P}^1$ via projections to the factors, $\overline{X}_{A_1, A_1}$ can be described as the subscheme of $\mathbb{P}^1 \times \mathbb{P}^1$ defined by the equation $x_{i,0}^j - x_{i,0}^j = x_{i,1}^j x_{i,1}^j$. The morphisms $c_{i,j}^{A_1, A_1}$ factors as $T(A_1) c_{i,j}^{A_1, A_1} \rightarrow \overline{X}_{A_1, A_1} \rightarrow \mathbb{P}^1$, where the last morphism is induced by the projection onto the corresponding factor.

For root subsystems $A_1 \cong \{\pm \alpha_{i,j}\} \subseteq A_{n-1}$ the projection $T(A_{n-1}) \to T(\{\pm \alpha_{i,j}\})$ composed with $c_{\{\pm \alpha_{i,j}\}, \{\pm \alpha_{i,j}\}}$ gives the morphism

$$c_{A_{n-1}, \{\pm \alpha_{i,j}\}} : T(A_{n-1}) \to T(\{\pm \alpha_{i,j}\}) \to \overline{X}_{\{\pm \alpha_{i,j}\}, \{\pm \alpha_{i,j}\}}$$

that satisfies $c_{\{\pm \alpha_{i,j}\}, \{\pm \alpha_{i,j}\}} \circ c_{A_{n-1}, \{\pm \alpha_{i,j}\}} = c_{i,j}^{A_{n-1}, \{\pm \alpha_{i,j}\}} : T(A_{n-1}) \to \mathbb{P}^1$.

The morphisms $c_{A_{n-1}, \{\pm \alpha_{i,j}\}} : T(A_{n-1}) \to \overline{X}_{\{\pm \alpha_{i,j}\}, \{\pm \alpha_{i,j}\}} \cong \mathbb{G}_m$ are homomorphisms of algebraic tori. Their product, the homomorphism of tori $\Pi_{A_1 \cong \{\pm \alpha_{i,j}\} \subseteq A_{n-1}, c_{A_{n-1}, \{\pm \alpha_{i,j}\}}}$ embeds $T(A_{n-1})$ into the open dense torus of $\Pi_{A_1 \cong \{\pm \alpha_{i,j}\} \subseteq A_{n-1}, \overline{X}_{\{\pm \alpha_{i,j}\}, \{\pm \alpha_{i,j}\}}}$, we denote its image $X_{A_{n-1}, A_1}$. The closure $\overline{X}_{A_{n-1}, A_1} = X_{A_{n-1}, A_1} \subseteq \Pi_{A_1 \cong \{\pm \alpha_{i,j}\} \subseteq A_{n-1}, \overline{X}_{\{\pm \alpha_{i,j}\}, \{\pm \alpha_{i,j}\}}} \cong \Pi_{A_1 \cong \{\pm \alpha_{i,j}\} \subseteq A_{n-1}, \mathbb{P}^1}$ coincides with the toric variety $X(A_{n-1})$ associated with the root system $A_{n-1}$, i.e. its fan is the fan of Weyl chambers of the root system $A_{n-1}$ in the lattice $N(A_{n-1})$, because on the open dense torus $T(A_{n-1}) \subset X(A_{n-1})$ the morphisms $c_{A_{n-1}, \{\pm \alpha_{i,j}\}}$ coincide with the morphisms

$$\gamma_{\{\pm \alpha_{i,j}\}} : X(A_{n-1}) \to X(A_1) \cong \mathbb{P}^1$$

for inclusions of root subsystems $\{\pm \alpha_{i,j}\} \subseteq A_{n-1}$ of type $A_1$ and the morphism $\overline{\gamma}_{\{\pm \alpha_{i,j}\}} : \gamma_{\{\pm \alpha_{i,j}\}}$ is a closed embedding (see [3] or theorem 3.11 below).

Already in [23, (2.6.3)] the Losev–Manin moduli space $\mathcal{L}_n$ has been identified as the smooth projective toric variety associated with the $(n - 1)$-dimensional permutohedron, which coincides with $X(A_{n-1})$. In [3] an alternative proof that the functor $\mathcal{L}_n$ is representable and the fine moduli space $\mathcal{L}_n$ is isomorphic to the smooth projective toric variety $X(A_{n-1})$ is given after a systematic study of toric varieties $X(R)$ associated with root systems $R$, their functorial properties with respect to maps of root systems and their functor of points, and it is shown that the morphisms $\gamma_R : X(A_{n-1}) \rightarrow X(R) \cong X(A_{k-1})$ corresponding to inclusions of root systems $A_{k-1} \cong R \subset A_{n-1}$ can be identified with the contraction morphisms $\gamma_I : \mathcal{L}_n \to \mathcal{L}_I \cong \mathcal{L}_k$ determined by subsets $I \subset \{1, \ldots, n\}$, $|I| = k$.

Example 3.10. $\mathcal{L}_2 \cong \mathbb{P}^1$.

Each $i \in \{1, 2\}$ defines via the line bundle $\mathcal{O}_C(s_i)$ a contraction of any stable 2-pointed chain $(C \to Y, s_0, s_\infty, s_1, s_2)$ over a scheme $Y$ to a trivial $\mathbb{P}^1$-bundle over $Y$ with three pairwise disjoint sections $s_0^i, s_\infty^i, s_1^i$ and a fourth section $s_2^i$. We can choose homogeneous coordinates $x_{i,0}^j, x_{i,1}^j$ such that $s_0^i = (0 : 1), s_\infty^i = (1 : 0), s_1^i = (1 : 1)$. The remaining section $s_2^i = (s_2^i : s_1^i)$ of $\mathbb{P}^1$ determines an isomorphism $\mathcal{L}_2 \cong \mathbb{P}^1$. Since $(s_2^0 : s_1^0) = (s_2^1 : s_1^0)$, $\overline{M}_{0,4}$ can be embedded in $\mathbb{P}^1 \times \mathbb{P}^1$ as the subscheme defined by the same equation $x_{i,0}^j, x_{i,0}^j = x_{i,1}^j x_{i,1}^j$ as in example 3.9, and the two projections induce the above isomorphisms $\overline{M}_{0,4} \cong \mathbb{P}^1$ corresponding to the two choices of an ordering of $\{1, 2\}$.
Theorem 3.11 ([3]). The morphism
\[
\prod_{i,j} \gamma_{i,j} : T_n \to \prod_{i,j} T_{i,j} \text{ or equivalently } \prod_{i,j} \gamma_{\{\pm\alpha_{i,j}\}} : X(A_{n-1}) \to \prod_{i,j} X(\{\pm\alpha_{i,j}\}),
\]
where the product is over all subsets \( I = \{i, j\} \subset \{1, \ldots, n\} \), \( |I| = 2 \) or equivalently over all root subsystems \( A_2 \cong \{\pm\alpha_{i, j}\} \subset A_{n-1} \), is a closed embedding. Its image in \( \prod_{i,j} T_{i,j} = \prod_{\{\pm\alpha_{i,j}\}} X(\{\pm\alpha_{i,j}\}) \) is given by the equations of the form
\[
x_{i,0}^x i x_{k,0} x_{j,0}^x = x_{i,1}^x x_{k,1} x_{j,1}^x,
\]
for all subsets \( J = \{i, j, k\} \subset \{1, \ldots, n\} \), \( |J| = 3 \) or equivalently all root subsystems \( A_2 \cong \{\pm\alpha_{i, j}, \pm\alpha_{j, k}, \pm\alpha_{k, i}\} \subset A_{n-1} \), where \( x_{i,0}^x, x_{j,0}^x \) are the homogeneous coordinates of \( T_{i,j} = X(\{\pm\alpha_{i,j}\}) \) as defined in examples 3.9 and 3.10. The functor of points of \( T_n = X(A_{n-1}) \) is isomorphic to the contravariant functor
\[
Y \mapsto \left\{ \begin{array}{ll}
\text{families of sections} & \forall i: s_{i,0}^x = s_{i,1}^x, \\
(s_j^x : Y \to P^1 Y)_{i \in \{1, \ldots, n\}} & \forall i, j, k: s_{i,0}^x s_{i,0}^x = s_{i,1}^x s_{i,1}^x s_{i,0}^x,
\end{array} \right.
\]
Similarly, we can describe \( \overline{M}_{0,4} \) and its embedding into a product of \( P^1 \)'s in terms of the root system \( A_{n-1} \). First we consider the case of \( \overline{M}_{0,4} \).

Example 3.12. \( \overline{M}_{0,4} \cong P^1 \).
We choose a permutation \( I = \{1, \ldots, 4\} = \{i_1, \ldots, i_4\} \). Three sections \( s_{i_1}, s_{i_2}, s_{i_3} \), define a contraction of any stable 4-pointed curve \((\mathcal{C} \to Y, s_{i_1}, s_{i_2}, s_{i_3}, s_{i_4})\) to a trivial \( P^1 \)-bundle over \( Y \) via the line bundle \( \omega_C/Y(s_{i_1} + s_{i_2} + s_{i_3}) \) (cf. [21]). Choosing homogeneous coordinates \( x_{i_4,0}^{i_1, i_2, i_3}, x_{i_4,1}^{i_1, i_2, i_3} \) of \( \mathbb{P}^1_{x_{i_4,0}, x_{i_4,1}} \) such that \( s_{i_4} = (0 : 1), \ s_{i_4} = (1 : 0), \ s_{i_3} = (1 : 1) \), the remaining section \( s_{i_4} = (s_{i_1,0}^{i_2, i_3}, \ s_{i_1,1}^{i_2, i_3}) \) of \( \mathbb{P}^1_{x_{i_4,0}, x_{i_4,1}} \) yields an isomorphism \( \overline{M}_{0,4} \cong P^1 \). Under permutations of \( I \) this fourth section is transformed by isomorphisms of \( P^1 \) as in (12), so the sections in these coordinates are related by
\[
\begin{align*}
\frac{s_{i_4,0}^{i_1, i_2, i_3}}{s_{i_4,0}^{i_1, i_2, i_3}} &= \frac{s_{i_4,1}^{i_1, i_2, i_3}}{s_{i_4,1}^{i_1, i_2, i_3}}, \\
\frac{s_{i_4,0}^{i_1, i_2, i_3}}{s_{i_4,0}^{i_1, i_2, i_3}} &= \frac{s_{i_4,1}^{i_1, i_2, i_3}}{s_{i_4,1}^{i_1, i_2, i_3}} - \frac{s_{i_4,1}^{i_1, i_2, i_3}}{s_{i_4,0}^{i_1, i_2, i_3}}.
\end{align*}
\]
Therefore the moduli space \( \overline{M}_{0,4} \) can be described as the subscheme in \( \prod_{i \in S_i} P^1 \) by equations of the form (13), where each projection induces the above isomorphism \( \overline{M}_{0,4} \cong P^1 \) corresponding to a choice of an ordering of \( I \).

The space \( U(A_{n-1}) = \mathbb{A}(L(A_{n-1})) \) \( \cup \bigcup_{j \neq i} \{ t_i = t_j \} \) parametrises \( n \) distinct points in \( \mathbb{A}^1 = P^1 \setminus \{\{1 : 0\}\} \), so its tautological family determines a morphism \( \psi : U(A_{n-1}) \to M_{0,n} \). A point \((a_1, a_2, a_3, a_4) \in U(A_3)\), considered as tuple \((a_1 : 1), (a_2 : 1), (a_3 : 1), (a_4 : 1)\) of points in \( P^1 \), can be transformed by the matrix \( (-a_2 - a_3) a_1 (a_2 - a_3) \) into the tuple \((0 : 1), (1 : 0), (1 : 1), ((a_1 - a_4)(a_2 - a_3) : (a_2 - a_4)(a_1 - a_3))\) (compare to (11)). We obtain the following result:

Lemma 3.13. Let \( I = \{i_1, i_2, i_3, i_4\} \subset \{1, \ldots, n\} \), \( |I| = 4 \) and \( A_3 \cong \Delta = \{\alpha_{i, j} | i, j \in I\} \subset A_{n-1} \) the corresponding root subsystem. We identify \( \overline{M}_{0,4} \cong P^1 \) as in example 3.12 by \((C \to Y, s_{i_4}) \mapsto (s_{i_4} : Y \to P^1 Y)\) after contracting a curve \( C \to Y \) over \( Y \) to \( P^1 \) and choosing a basis such that the sections \( s_{i_1}, s_{i_2}, s_{i_3} \) become \((0 : 1), (1 : 0), (1 : 1)\), and denote the composition \( \gamma_{i_1, i_2, i_3, i_4} : \overline{M}_{0,4} \to \overline{M}_{0,4} \) \( \cong P^1 \). This relates to the morphism \( c_{i_1, i_2, i_3, i_4} : U(A_{n-1}) \to U(\Delta) \to X_{\Delta} \to P^1 \) of (11) as follows:
\[
c_{i_1, i_2, i_3, i_4}^{i_1, i_2, i_3, i_4} = \gamma_i^{i_1, i_2, i_3, i_4} \circ \psi.
\]
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The following theorem is based on the closed embeddings of $\overline{M}_{0,n}$ and its universal curve in products of $\mathbb{P}^1$'s described in [10, Prop. 4]. We use this to deduce a characterisation of the functor of points of $\overline{M}_{0,n}$, add the interpretation in terms of root systems and the link to the cross-ratio varieties using lemma 3.13.

**Theorem 3.14.** The morphism

$$\prod_{|I|=4} \gamma_I: \overline{M}_{0,n} \to \prod_{|I|=4} \overline{M}_{0,I},$$

where the product is over all subsets $I \subseteq \{1,\ldots,n\}$, $|I|=4$, is a closed embedding. This embedding induces an isomorphism $\overline{M}_{0,n} \cong X_{A_{n-1},A_3}$ and can be identified with the closed embedding

$$\prod_{A_3 \cong \Delta \subseteq A_{n-1}} \overline{X}_{A_{n-1},A_3} \to \prod_{A_3 \cong \Delta \subseteq A_{n-1}} \overline{X}_{\Delta,\Delta},$$

where the product is over all root subsystems $\Delta$ isomorphic to $A_4$. The image of $\overline{M}_{0,n} \cong X_{A_{n-1},A_3}$ in $\prod_{|I|=4} \overline{M}_{0,I} \cong \prod_{|I|=4} \overline{X}_{\Delta,\Delta}$ is given by the equations of the form

$$x^{i_1,i_2,i_3}_{s_{i_4},i_5} \gamma^{i_1,i_2,i_3}_{s_{i_4},i_5},$$

for all subsets $J \subseteq \{1,\ldots,n\}$, $|J|=5$ or equivalently all root subsystems $A_4 \cong \Gamma \subseteq A_{n-1}$, where the homogeneous coordinates $x^{i_1,i_2,i_3}_{s_{i_4},i_5}, x^{i_1,i_2,i_3}_{s_{i_4},i_5}$ are defined as in examples 3.7 and 3.12, and homogeneous coordinates corresponding to different permutations of a set $I \subseteq \{1,\ldots,n\}$, $|I|=4$ for the same $\overline{M}_{0,I} = \overline{X}_{\Delta,\Delta}$ are related by equations (13). The functor of points of $\overline{M}_{0,n}$ is isomorphic to the contravariant functor

$$Y \mapsto \left\{ \begin{array}{ll}
\text{families of sections} & \text{such that } \frac{|\{i_1,i_2,i_3\}|}{3} = 3 \\
\forall T = \{i_1,i_2,i_3\}, |T|=3: & s^{i_1,i_2,i_3}_{s_{i_4},i_5} = (0:1), s^{i_1,i_2,i_3}_{s_{i_4},i_5} = (1:0), s^{i_1,i_2,i_3}_{s_{i_4},i_5} = (1:1) \\
\forall I = \{i_1,i_2,i_3,i_4\}, |I|=4: & \text{equations (15) and (16) hold} \\
\forall J = \{i_1,i_2,i_3,i_4,i_5\}, |J|=5: & s^{i_1,i_2,i_3}_{s_{i_4},i_5} s^{i_1,i_2,i_3}_{s_{i_4},i_5} s^{i_1,i_2,i_3}_{s_{i_4},i_5} = s^{i_1,i_2,i_3}_{s_{i_4},i_5} s^{i_1,i_2,i_3}_{s_{i_4},i_5} s^{i_1,i_2,i_3}_{s_{i_4},i_5}
\end{array} \right\}$$

Remark 3.15. The stable $n$-pointed tree can be reconstructed from data as in (17) over an $\mathbb{S}$-scheme $Y$ as the curve $C \subseteq (\prod_T \mathbb{P}^1)_Y$, where the product is over subsets $T \subseteq \{1,\ldots,n\}$ such that $|T|=3$, defined by the equations

$$s^{i_1,i_2,i_3}_{s_{i_4},i_5} x^{i_1,i_2,i_3}_{s_{i_4},i_5} x^{i_1,i_2,i_3}_{s_{i_4},i_5} = s^{i_1,i_2,i_3}_{s_{i_4},i_5} x^{i_1,i_2,i_3}_{s_{i_4},i_5} x^{i_1,i_2,i_3}_{s_{i_4},i_5},$$

where $x^{i_1,i_2,i_3}_{s_{i_4},i_5}, x^{i_1,i_2,i_3}_{s_{i_4},i_5}$ are the homogeneous coordinates of the factor corresponding to $T = \{i_1,i_2,i_3\}$ and related under permutations of elements of $T$ by equations as the first two in (13) leaving out the lower index, and the sections are given as $s_k = (s^{T}_{k,0}:s^{T}_{k,1})_T: Y \to C \subseteq (\prod_T \mathbb{P}^1)_Y$, where $(s^{T}_{k,0}:s^{T}_{k,1}) = (s^{i_1,i_2,i_3}_{s_{i_4},i_5})$ for $T = \{i_1,i_2,i_3\}$ with respect to the coordinates $x^{i_1,i_2,i_3}_{s_{i_4},i_5}, x^{i_1,i_2,i_3}_{s_{i_4},i_5}$. This follows easily from theorem 3.14 and the fact that $\overline{M}_{0,n+1} \to \overline{M}_{0,n}$ forms the universal $n$-pointed tree over $\overline{M}_{0,n}$. One may also compare this to proposition 2.16.

3.3. **LOSEV–MANIN AND GROTHENDIECK–KNUDSEN MODULI SPACES AS LIMITS OF MODULI SPACES OF QUIVER REPRESENTATIONS.** We relate moduli spaces of representations of $P_n$ to the Losev–Manin moduli spaces $I_{n-1}$. For $i \in \{1,\ldots,n\}$ we define the weight $\theta_i \in \Delta^1 \times \Delta^{n-1} \subset H(P_n)$ by $\eta_1, \eta_2 = -\frac{1}{2}$, $\theta_i^j = 1 - \varepsilon$ and $\theta_j^i = \frac{1}{\varepsilon}$ for $j \neq i$, where $1 \gg \varepsilon > 0$. The weights $\theta_i^j$ are generic
Theorem 3.16. There is an isomorphism

\[ T_n \cong \lim_{\to} \mathcal{M}^\theta(P_n). \]

Proof. By proposition 2.15 \( \lim_{\to} \mathcal{M}^\theta(P_n) \cong \text{Lim}(P_n) \). Consider the functor \( \text{Lim}'(P_n) \) defined by

\[ Y \mapsto \{ (\varphi_{V^\theta})_i \in \prod J \mathcal{M}^\theta(P_n)(Y) \mid \forall i, j, k, l : s^\theta_k \theta_i s^\theta_j s^\theta_k \theta_i \theta_j \theta_l \theta_k = s^\theta_k \theta_i s^\theta_j s^\theta_k \theta_l \theta_k \theta_l \} \]

where \( \varphi_{V^\theta} : Y \to \mathcal{M}^\theta(Q) \) is the morphism determined by a \( \theta \)-stable representation \( V^\theta \) over \( Y \) and the representations \( V^\theta \) are considered as tuples of sections \( (s^\theta_i)_k \) of \( \mathbb{P}_1^l \to Y \).

We claim that the natural morphism of functors \( \text{Lim}(P_n) \to \text{Lim}'(P_n) \) that arises by restricting elements and relations is an isomorphism. The property

\[ \text{int}(\Theta(V^\theta(y)) \cap \Theta(V^\theta(y))) \neq \emptyset \iff V^\theta \cong V' \text{ in a neighbourhood of } y \]

of \( (V^\theta)_a \in \text{Lim}(P_n)(Y) \) follows from the equations relating \( V^\theta, V' \theta \) and thus also holds for elements of \( \text{Lim}'(P_n)(Y) \): by proposition 2.16(c) we have an isomorphism \( V^\theta \cong V' \theta \) on an open set, and for any \( y \) in its complement there are \( J, J' \) such that \( (s^\theta_i(y))_{i \in J} \) coincide, \( (s^\theta_j(y))_{j \in J'} \) coincide and \( (J \cup J')^\theta = \emptyset \), which implies that \( \Theta(V^\theta(y)) \) and \( \Theta(V' \theta(y)) \) are separated by a wall. By this property for elements of \( \text{Lim}(P_n)(Y) \) (resp. \( \text{Lim}'(P_n)(Y) \)) the polytopes \( \Theta(V^\theta(y)) \) (resp. \( \Theta(V' \theta(y)) \)) have either disjoint interiors or coincide. We construct the inverse morphism by showing that there is a unique way to extend an element \( (V^\theta)_i \in \text{Lim}'(P_n)(Y) \) to an element \( (V' \theta)_a \in \text{Lim}(P_n)(Y) \). Such a \( (V' \theta)_a \in \text{Lim}(P_n)(Y) \) is uniquely determined by its restriction to \( \text{Lim}'(P_n)(Y) \) because for any generic \( \theta \) we have \( \bigcup \{ y \mid V^\theta(y) \text{ \( \theta \)-stable} \} = Y \). On the other hand we can extend a given \( (V^\theta)_i \in \text{Lim}'(P_n)(Y) \) to an element of \( \text{Lim}(P_n)(Y) \) if for any generic \( \theta \) we have \( \bigcup \{ y \mid V^\theta(y) \text{ \( \theta \)-stable} \} = Y \) or equivalently for all \( y \in Y \) the polytopes \( \Theta(V^\theta(y)) \) cover \( \Delta^1 \times \Delta^{n-1} \). The fibres \( (V^\theta(y)) \), over a geometric point \( y \in Y \) define a decomposition of \( \Delta^1 \times \Delta^{n-1} \) into polytopes: the polytopes \( \Theta(V^\theta(y)) \) and possibly remaining parts. By remark 2.1 and lemma 3.6 each of the remaining parts is of the form

\[ P(J, J') = \{ \theta \in \Delta^1 \times \Delta^{n-1} \mid \sum \sum \sum \theta_i \leq -\eta_i \} \cap \{ \theta \in \Delta^1 \times \Delta^{n-1} \mid \sum \sum \sum \theta_i \leq -\eta_2 \}, \]

i.e. bounded by walls \( W_J \) and \( W_{(J, J') \theta} \), for some \( J, J' \) such that \( J \subseteq (J')^\theta \). But any such \( P(J, J') \) contains \( \theta_i \) for \( i \in \{1, \ldots, n\} \setminus (J \cup J') \). So already the polytopes \( \Theta(V^\theta(y)) \) cover \( \Delta^1 \times \Delta^{n-1} \). Thus we have shown \( \text{Lim}(P_n) \cong \text{Lim}'(P_n) \).

By remark 2.17 we can restrict the equations \( s^\theta_k \theta_i s^\theta_j s^\theta_k \theta_i \theta_j \theta_l \theta_k = s^\theta_k \theta_i s^\theta_j s^\theta_k \theta_l \theta_k \theta_l \) in the functor \( \text{Lim}'(P_n) \) relating \( V^\theta, V' \theta \) to equations with \( l = i \). Thus \( \text{Lim}'(P_n) \) is isomorphic to the functor \( \text{Lim}''(P_n) \) defined by

\[ Y \mapsto \{ (\varphi_{V^\theta})_i \in \prod J \mathcal{M}^\theta(P_n)(Y) \mid \forall i, j, k : s^\theta_k \theta_i s^\theta_j s^\theta_k \theta_i \theta_j \theta_l \theta_k = s^\theta_k \theta_i s^\theta_j s^\theta_k \theta_l \theta_k \theta_l \} \]

Each \( \varphi_{V^\theta} \) is given by a family \( (s^\theta_j)_{j=1, \ldots, n} \) of sections \( s^\theta_j : Y \to \mathbb{P}_1^l \) fixing \( (0 : 1), (1 : 0) \). Within its isomorphism class we can choose this
family such that \( s^\theta_i = (1 : 1) \), then we denote \( s^\theta_j = s^\theta_i \). The functor \( \lim''(P_n) \) is isomorphic to

\[
Y \mapsto \left\{ \begin{array}{l}
\text{families } (s^\theta_{i,j})_{i,j \in \{1, \ldots, n\}} \\
\text{of sections } s^\theta_{i,j} : Y \to \mathbb{P}^1 \\
\forall i; s^\theta_{i,0} = s^\theta_{i,1} \\
\forall i, j, k; s^\theta_{k,1} s^\theta_{k,0} = s^\theta_{k,1} s^\theta_{k,0} = s^\theta_{k,1} s^\theta_{k,0}
\end{array} \right\}
\]

This functor is the same as the functor (14) in theorem 3.11.

In the same way we study the relation of moduli spaces of representations of \( Q_n \) to the Grothendieck–Knudsen moduli spaces \( \overline{M}_{0,n} \).

For \( T \subseteq \{1, \ldots, n\}, \ |T| = 3 \) we define the weight \( \theta^T \) for the quiver \( Q_n \) as \( \theta^T = \frac{2}{3}(1 - \varepsilon) \) for \( i \in T \) and \( \theta^T = \frac{2}{n-3}\varepsilon \) for \( i \notin T \), where \( 1 \gg \varepsilon > 0 \). The weights \( \theta^T \) are generic and for any \( \theta^T \)-stable free representation \( V^{\theta^T} \), considered as a tuple \( (s^\theta_{i,j})_j \) of sections of \( \mathbb{P}^1 \), the sections \( (s^\theta_{i,j})_{j \in T} \) are disjoint. The moduli spaces \( M^{\theta^T}(Q_n) \) are isomorphic to \( (\mathbb{P}^1)^{n-3} \).

**Theorem 3.17.** There is an isomorphism

\[
\overline{M}_{0,n} \cong \lim_{\theta} M^\theta(Q_n).
\]

**Proof.** By proposition 2.15 \( \lim_{\theta} M^\theta(Q_n) \cong \lim(M_n) \). Consider the functor \( \lim'(Q_n) \) defined by

\[
Y \mapsto \left\{ (\varphi_{Y^\theta})_{T} \in \prod_T M^\theta(Q_n)(Y) \left| \text{equations (8) hold} \right. \right\}
\]

where \( \varphi_{Y^\theta} : Y \to M^\theta(Q) \) is the morphism determined by a \( \theta^T \)-stable representation \( V^{\theta^T} \) over \( Y \), and the representations \( V^{\theta^T} \) are considered as tuples of sections \( (s^\theta_{i,j})_j \) of \( \mathbb{P}^1 \) → \( Y \).

In the same way as in the proof in the case of \( P_n \) we show that the natural morphism \( \lim(Q_n) \to \lim'(Q_n) \) is an isomorphism by showing that \( \cup_T \{ y | V^{\theta^T}(y) \ \theta \text{-stable} \} = Y \)

for all \( (V^{\theta^T})_T \) defining an element of \( \lim'(Q_n)(Y) \) and all generic \( \theta \). For such \( (V^{\theta^T})_T \) and fixed \( y \in Y \) again the polytopes \( \Theta(V^{\theta^T}(y)) \) either coincide or their interiors are disjoint, and \( \Delta(2, n) \) decomposes into the polytopes \( \Theta(V^{\theta^T}(y)) \) and remaining parts. Using remark 2.2 and lemma 2.3 we see that the remaining parts consist of polytopes bounded by walls \( W_{J_i, J_j} \) which do not intersect in the interior of \( \Delta(2, n) \) and thus are of the form \( \bigcap \{ \theta \in \Delta(2, n) \ | \ \sum \theta_j \leq 1 \} \) for disjoint subsets \( J_i \subset \{1, \ldots, n\}, 2 \leq |J_i| \leq n-2 \). Any such subset which is full-dimensional contains a \( \theta^T \), thus \( \cup_T \Theta(V^{\theta^T}(y)) = \Delta(2, n) \) for fixed \( y \in Y \), which is equivalent to the above statement.

In the functor \( \lim'(Q_n) \) the statement that equations 8 hold means that for all \( T, T' \) and for all \( i, j \) locally over \( \{ y \ | \ s^{\theta^T}_i(y) \neq s^{\theta^T}_j(y), s^{\theta^T}_i \neq s^{\theta^T}_j(y) \} \subseteq Y \), after a choice of coordinates such that \( s^\theta_{1,0} = (0 : 1) \) and \( s^\theta_{1,0} \neq (0 : 1) \), all \( k, l \) the equations

\[
\begin{align*}
& s^\theta_{k,0} s^\theta_{1,0} s^\theta_{1,0} = s^\theta_{k,0} s^\theta_{1,0} s^\theta_{1,0} \\
\end{align*}
\]

hold.

By the last part of the proof of lemma 2.14, if the union of the walls separating \( \Theta(V^{\theta^T}(y)), \Theta(V^{\theta^T}(y)) \) and \( \Theta(V^{\theta^T}(y)), \Theta(V^{\theta^T}(y)) \) are exactly the walls that separate \( \Theta(V^{\theta^T}(y)), \Theta(V^{\theta^T}(y)) \) and \( \Theta(V^{\theta^T}(y)), \Theta(V^{\theta^T}(y)) \) and if \( V^{\theta^T}, V^{\theta^T}, V^{\theta^T}, V^{\theta^T} \) in a neighbourhood of \( y \) are related by equations of the form (18), then so are \( V^{\theta^T}, V^{\theta^T} \). It follows that we can restrict to equations (18) for which \( \Theta(V^{\theta^T}(y)), \Theta(V^{\theta^T}(y)) \) either coincide or are separated by a wall \( W_{J_i, J_j} = \Theta(V^{\theta^T}(y)) \cap \Theta(V^{\theta^T}(y)) \).
We claim that we can restrict this set of equations further to the set of equations for $T, T'$ with $|T \cap T'| = 2$. Given $T, T'$ with $|T \cap T'| < 2$ we show that we can replace $T$ by $\hat{T}$ (and similarly $T'$ by $\hat{T}'$), possibly multiple times, such that in each step $\theta^T \in \Theta(V^{\theta^T}(y)), |T \cap \hat{T}| = 2$ and finally $|T \cap T'| = 2$. As the case that $\Theta(V^{\theta^T}(y))$ and $\Theta(V^{\theta^T}(y))$ coincide is trivial, we can assume $\Theta(V^{\theta^T}(y)) \cap \Theta(V^{\theta^T}(y)) = W_{\{,\}}$ for some $J$, so that $(s^T_i(y))_{i \in J}$ coincide and $(s^T_{j}(y))_{j \in J}$ coincide. If $T \subset J$ then there is $\tilde{T}$ such that $\theta^T \in \Theta(V^{\theta^T}(y)), |T \cap \tilde{T}| = 2, \tilde{T} \cap J^c \neq \emptyset$, thus we can assume that both $T$ and $T'$ have nonempty intersection with $J$ and $J^c$. If $|T \cap T'| = 0$ there exists $\tilde{T}$ such that $\theta^T \in \Theta(V^{\theta^T}(y)), |T \cap \tilde{T}| = 2, |\tilde{T} \cap T'| = 1$: to define $\tilde{T} = \{i_1, i_2, i_3\}$ let $i_1 \in T' \cap J^c$ and then $i_2, i_3 \in T$ such that $s^T_{i_1}(y) \neq s^T_{i_2}(y), s^T_{i_3}(y)$. If $|T \cap T'| = 1$ there is $\tilde{T}$ such that $\theta^T \in \Theta(V^{\theta^T}(y)), |T \cap \tilde{T}| = 2, |\tilde{T} \cap T'| = 1$: to define $\tilde{T} = \{i_1, i_2, i_3\}$ let $\{i_1\} = T \cap T'$, then $i_2 \in T' \cap J$ if $i_1 \in J^c$ and $i_2 \in T' \cap J^c$ if $i_1 \in J$, and then $i_3 \in T$ such that $s^T_{i_1}(y) \neq s^T_{i_2}(y), s^T_{i_3}(y)$.

Having shown that in the functor $\text{Lim}''(Q_n)$ the equations (18) with $|T \cap T'| = 2$ are sufficient, consider $T = \{i_1, i_2, i_3\}, T' = \{i_1, i_2, i_4\}$. By remark 2.17 we can restrict to the equations with $i = i_1, j = i_2$ further the equations with $k = i_4$ suffice, and we write $i_3$ for $l$. There are two cases $i_3 = i_5$ and $i_3 \neq i_3$ giving rise to two sets of equations. This shows that $\text{Lim}'(Q_n)$ is isomorphic to the functor $\text{Lim}''(Q_n)$ defined by

$$
Y \mapsto \begin{cases}
\exists i_1, i_2, i_3, i_4 \text{ pairwise distinct:} & \left\{ s^T_{i_1, i_2, i_3, i_4} \right\} = \left\{ s^T_{i_1, i_2, i_3, i_4} \right\} \\
\forall i_1, i_2, i_3, i_4 \text{ pairwise distinct:} & \left\{ s^T_{i_1, i_2, i_3, i_4} \right\} = \left\{ s^T_{i_1, i_2, i_3, i_4} \right\}
\end{cases}
$$

where we choose coordinates such that $s^T_{i_1, i_2, i_3, i_4} = (0 : 1), s^T_{i_1, i_2, i_3, i_4} = (1 : 0)$ and use the abbreviations of the form $s^T_{i_1, i_2, i_3} = s^T_{i_1, i_2, i_3}$. Each $V^{\theta^T}$ defining an element $\mathcal{M}^{\theta^T}(Q_n)(Y)$ consists of a family $(s^T_{k})_{k=1,\ldots,n}$ of sections $s^T_{k} : Y \to \mathbb{P}^1_T$, up to operation of $\text{PGL}(2)$ on $\mathbb{P}^1_T$. Within its isomorphism class, if $T = \{i_1, i_2, i_3\}$, we can choose this family such that $s^T_{i_1} = (0 : 1), s^T_{i_2} = (1 : 0), s^T_{i_3} = (1 : 1)$, then we denote $s^T_{i_1, i_2, i_3} = s^T_{i_1, i_2, i_3} : Y \to \mathbb{P}^1_T$. The 31 sections corresponding to $s^T_{i_1, i_2, i_3}$ are related by equations (15). The first set of equations of $\text{Lim}''(Q_n)$ gives equations (16). The second set of equations of $\text{Lim}''(Q_n)$ gives the equations of the form

$$s^{T}_{i_1, i_2, i_3} s^{T}_{i_1, i_2, i_3} s^{T}_{i_1, i_2, i_3} = s^{T}_{i_1, i_2, i_3} s^{T}_{i_1, i_2, i_3} s^{T}_{i_1, i_2, i_3}$$

The functor that associates to an $S$-scheme $Y$ families of sections $s^{T}_{i_1, i_2, i_3} : Y \to \mathbb{P}^1_T$ for $i_1, i_2, i_3, i_4 \in \{1, \ldots, n\}, \{i_1, i_2, i_3\} = 3$ that satisfy these equations is functor (17).

\[ \square \]

4. HASSELT MODULI SPACES AND MODULI SPACES OF QUIVER REPRESENTATIONS

4.1. HASSELT MODULI SPACES $\overline{M}_{0,a}$ OF WEIGHTED POINTED CURVES OF GENUS ZERO. The Hasseilt moduli spaces $\overline{M}_{g,a}$ of a-stable $n$-pointed curves of genus $g$ for a weight $a$ were introduced in [15]. Here we consider the Hasseilt moduli spaces $\overline{M}_{0,a}$ of
curves of genus 0. The weight $a = (a_1, \ldots, a_n) \in \mathbb{Q}^n$ satisfies $0 < a_i \leq 1$ for all $i$ and $|a| = \sum a_i > 2$.

**Definition 4.1.** An a-stable $n$-pointed curve of genus 0 over an algebraically closed field is a tuple $(C, s_1, \ldots, s_n)$ where $C$ is a complete connected reduced curve $C$ of genus 0 with at most ordinary double points (i.e. a tree of field is a tuple $(s_1, \ldots, s_n)$ are closed points of $C$ such that each $s_i$ is a regular point of $C$, if $(s_i)_{i \in I}$ coincide then $\sum_{i \in I} a_i \leq 1$, and the $Q$-divisor $K_C + a_1 s_1 + \ldots + a_n s_n$ is ample, i.e. for each irreducible component $C^k$ of $C$ we have (number of intersection points with other components) $+ \sum s_i \in C^n a_i > 2$.

**Definition – Theorem 4.2 ([15]).** The Hassett moduli space $\overline{M}_{0,a}$ is the fine moduli space of a-stable $n$-pointed curves of genus 0, i.e. $\overline{M}_{0,a}$ represents the moduli functor (denoted by the same symbol)

$$Y \mapsto \left\{ \text{isomorphism classes of a-stable n-pointed curves of genus 0 over } Y \right\}$$

where an a-stable n-pointed curve of genus 0 over a scheme $Y$ is a flat proper morphism $C \rightarrow Y$ with sections $s_1, \ldots, s_n : Y \rightarrow C$ such that the geometric fibres $(C_y, s_1(y), \ldots, s_n(y))$ are a-stable n-pointed curves of genus 0.

For $a = (1, \ldots, 1)$ the Hassett moduli space $\overline{M}_{0,a}$ coincides with the Grothendieck–Knutson moduli space $\overline{M}_{0,n}$, for $a = (1, 1, \epsilon, \ldots, \epsilon)$, $0 < \epsilon \ll 1$ the moduli space $\overline{M}_{0,a}$ coincides with the Losev–Manin moduli space $\overline{L}_n$ (cf. [15, 6.4 and 7.1]).

### 4.2. The Functor of Points of $\overline{M}_{0,a}$

We give a description of the functor of $\overline{M}_{0,a}$ similar to theorem 3.11 and 3.14 based on natural embeddings of a-stable n-pointed curves of genus 0 in a product of $\mathbb{P}^1$’s.

Let $(C \rightarrow Y, s_1, \ldots, s_n)$ be an a-stable $n$-pointed curve of genus 0 over $Y$. Using again the methods of [21], for $T \subseteq \{1, \ldots, n\}$, $|T| = 3$ the sections $(s_i)_{i \in T}$ define a contraction morphism to a $\mathbb{P}^1$-bundle over $Y$. Restricting to the open subscheme $Y^T \subseteq Y$ where $(s_i)_{i \in T}$ are pairwise disjoint, we obtain a trivial $\mathbb{P}^1$-bundle $\mathbb{P}^1_{Y^T} \rightarrow Y^T$ with sections $s^T_1, \ldots, s^T_3$ such that $(s^T_i)_{i \in T}$ are pairwise disjoint. As in example 3.12 we can introduce homogeneous coordinates $x_{i_0}^{i_1, i_2, i_3}, x_{i_4}^{i_1, i_2, i_3}$ on $\mathbb{P}^1_{Y^T}$ such that $s^T_{i_1} = (0 : 1), s^T_{i_2} = (1 : 0), s^T_{i_3} = (1 : 1)$. We write the sections $s^T_j$ respect to these coordinates as $s^{i_1, i_2, i_3}_{i_4} = (s^{i_1}_{i_0}, s^{i_1}_{i_4}, s^{i_1}_{i_5}, s^{i_1}_{i_6}).$

Under permutations of the elements of $T$ these sections are related by the formulae (15). For $I = \{i_1, i_2, i_3, i_4\} \subseteq \{1, \ldots, n\}$, $|I| = 4$ and $T, T' \subseteq I$, $T = \{i_1, i_2, i_3\}$, $T' = \{i_1, i_2, i_4\}$ over $Y^T \cap Y^{T'}$ we have the relation (16). Let $I' = \{i_1, i_2, i_3, i_4, i_5\} \subseteq \{1, \ldots, n\}$, $|I'| = 5$ and $I = \{i_1, i_2, i_3, i_4\}$, $I' = \{i_1, i_2, i_3, i_5\}$, $I'' = \{i_1, i_2, i_4, i_5\}$, $T = \{i_1, i_2, i_3\}$, $T' = \{i_1, i_2, i_4\}$. Then over $Y^T \cap Y^{T'}$ we have the relation

$$s^{i_1, i_2, i_3}_{i_4} s^{i_4, i_1, i_2, i_3}_{i_5} = s^{i_1, i_2, i_3}_{i_4} s^{i_4, i_1, i_3, i_2}_{i_5}$$

because over the open set $\{y \mid s_i(y) \neq s_i(y)\} \subseteq Y^T \cap Y^{T'}$ we have the same situation as in the case $\overline{M}_{0,4}$ (see theorem 3.14), over $\{y \mid s_i(y), s_i(y) \text{ in same component}\} \subseteq Y^T \cap Y^{T'}$ these equations correspond to usual base changes in $\mathbb{P}^1$. 
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Theorem 4.3. The functor of $\mathcal{M}_{0,a}$ is isomorphic to the contravariant functor

\[
Y \mapsto \begin{cases} 
\text{families of sections} \\
\phi_{s_{i_1,i_2,i_3}}: Y^T \to \mathbb{P}_{Y^T}^{1} \\
\text{for } i_1, i_2, i_3, i_4 \in \{1, \ldots, n\}, \\
T = \{i_1, i_2, i_3\}, |T| = 3, \\
Y^T \subseteq Y \text{ open} 
\end{cases}
\]

where sets $T$ (same for $T'$) are always subsets $T \subseteq \{1, \ldots, n\}$ with $|T| = 3,$

\[w(y, T, a) = \sum_i \min \{1, \sum_{i \in J_i(y,T)} a_i\}\]

for geometric points $y \in Y^T$ and the partitions $\{1, \ldots, n\} = \bigsqcup_i J_i(y,T)$ defined by

\[i, j \in J_i(y,T) \text{ for some } l \text{ if and only if } s_l^i(y) = s_l^j(y).\]

We write $s_{i}^j$ if we work with some fixed ordering of $\{1, \ldots, n\}$.

Proof. We show that the above construction gives a morphism from $\mathcal{M}_{0,a}$ to the functor (20). Of the remaining conditions (3) is satisfied because of a-stability. Concerning condition (4), for an $a$-stable $n$-pointed tree $C$ over an algebraically closed field each intersection point $p$ of components divides the tree into two components, where for a given $a' \in \mathbb{Q}^*_0$, $|a'| > 2$, $a' \leq a$ the weights $a'_i$ of the marked points of at least one component sum up to $> 1$. Let $C^p$ be this component if it is unique, otherwise $C^p = C$. The intersection $\bigcap_y C^p$ is nonempty and $w(y, T, a') > 2$ for each $T$ which singles out an irreducible component of $\bigcap_y C^p$. Condition (5) is satisfied because our construction defines $Y^T$ as the maximal set where the sections $(s_i)_{i \in T}$ are disjoint.

We define the morphism in the opposite direction: for an $S$-scheme $Y$ and a collection of sections $s_{i_1,i_2,i_3}^{i_4} : Y^T \to \mathbb{P}_{Y^T}^{1}$ as in (20) we construct an $a$-stable $n$-pointed tree over $Y$. For a geometric point $y \in Y$ let $T^y = \{T \mid y \in Y^T\}$ and $U_y = \{y' \in \bigcap_{T \in T^y} Y^T \mid \forall T \in T^y: s^i_{i_1,i_2,i_3}(y') = s^j_{i_1,i_2,i_3}(y') \Rightarrow s^i_{i_1,i_2,i_3}(y) = s^j_{i_1,i_2,i_3}(y)\}$. Define $C^y \subseteq \prod_{T \in T^y} (\mathbb{P}_{y,T}^{1})_{U_y}$ as the subscheme defined by the equations

\[
\phi_{s_{i_1,i_2,i_3}^{i_4}, x_0^{i_1,i_2,i_3}, x_1^{i_1,i_2,i_3}} = \phi_{s_{i_1,i_2,i_3}^{i_4}, x_0^{i_1,i_2,i_3}, x_1^{i_1,i_2,i_3}}
\]

where $x_0^{i_1,i_2,i_3}, x_1^{i_1,i_2,i_3}$ are homogeneous coordinates of $\mathbb{P}_{y,T}^{1}$, $T = \{i_1, i_2, i_3\}$, as in remark 3.15. We define sections $s^i_{i_1,i_2,i_3} = \prod_{T \in T^y} s^i_{i_1,i_2,i_3}|_{U_y}$: $U_y \to C^y \subseteq \prod_{T \in T^y} (\mathbb{P}_{y,T}^{1})_{U_y}$ for $i \in \{1, \ldots, n\}$.

Let $I \subseteq \{1, \ldots, n\}$ such $s^i_{i_1,i_2,i_3}(y) \neq s^i_{i_1,i_2,i_3}(y)$ for $i, i' \in I$ and for any $j \in \{1, \ldots, n\}$ there is $i \in I$ such that $s^i_{i_1,i_2,i_3}(y) = s^i_{i_1,i_2,i_3}(y)$. Then the same construction but restricted to $T \in T^y$ with $T \subseteq I$ yields a curve $\tilde{C}^y \subseteq \bigcap_{T \in T^y, \text{T} \subseteq I} (\mathbb{P}_{y,T}^{1})_{U_y}$ with sections $(s^i_T)$ over $U_y$ isomorphic to $(C^y, (s^i_T)_{T \in T})$. By remark 3.15 $(C^y, (s^i_T)_{T \in T})$ is a stable $|I|$-pointed tree over $U_y$.

Using conditions (3) and (4) we show that the fibres $(C^y, (s^i_T(y))_{T \in T})$ are $a$-stable. The property that for each irreducible component $C^y_{i^{(k)}}$ of $C^y_{i^{(k)}}$ we have

\[
\quad (0) \forall T = \{i_1, i_2, i_3\}, |T| = 3: \\
\quad s_{x_0}^{i_1,i_2,i_3} = (0:1), s_{x_1}^{i_1,i_2,i_3} = (1:0), s_{x_1}^{i_1,i_2,i_3} = (1:1) \\
\quad (1) \forall I = \{i_1, i_2, i_3, i_4\}, |I| = 4: \\
\quad \text{equations } (15) \text{ and } (16) \text{ hold} \\
\quad (2) \forall J = \{i_1, i_2, i_3, i_4, i_5\}, |J| = 5: \\
\quad \text{equations } (19) \text{ hold} \\
\quad (3) \forall T \forall y \in Y^T: w(y, T, a) > 2 \\
\quad (4) \forall y \in Y \forall a' \in \mathbb{Q}^*_0, |a'| > 2, a' \leq a \exists T: \forall y \in Y^T, w(y, T, a') > 2 \\
\quad (5) \forall T \forall y \in Y^T: \\
\quad (s^i_T(y))_{T \in T} \text{ pairwise distinct} \Rightarrow y \in Y^T.
\]
(number of intersection points with other points) + \sum_{j \in J} a_j > 2 \text{ follows from condition (3). The property that if } (s_j^y(y))_{j \in J} \text{ coincide then } \alpha(J) = \sum_{j \in J} a_j \leq 1 \text{ follows from condition (4): if } (s_j^y(y))_{j \in J} \text{ coincide, then for } 0 < \varepsilon < \min \{|a| - \alpha(J), |a| - 2\} \text{ there is } a' < a \text{ such that } a'_j = a_j \text{ for } j \neq J \text{ and } \sum_{i \in J} a'_i = \max\{0, 2 - \alpha(J)\} + \varepsilon, \text{ by (4) there exists } T \in T^y \text{ such that } w(y, T, a') > 2, \text{ and } \alpha(J) \leq 1 \text{ follows, because } 
abla < \min \{1, \alpha(J) - 1\} \text{ in case } \alpha(J) > 1 \text{ would imply } w(y, T, a') < 2. 

Thus we have shown that } (C^y, (s_i^y)) \text{ is an } a\text{-stable } n\text{-pointed tree over } U_y. 

We show that the data for } T \in T^y \text{ are sufficient for constructing the pointed curve over } U_y \text{ for } y' \in U_y \text{ it is } T^y \subseteq T^{y'} \text{ and we show that the projection } 
\prod_{T' \in T^{y'}}(P^1_{Y^{T'}})_{U_y \cap U_{y'}} \rightarrow \prod_{T \in T^y}(P^1_{Y^{T}})_{U_y \cap U_{y'}} \text{ induces an isomorphism } 
(C^{y'}, (s_i^{y'}))_{U_y \cap U_{y'}} \rightarrow (C^y, (s_i^y))_{U_y \cap U_{y'}}. 

A set } T' \in T^{y'} \text{ is not contained in } T^y \text{ if and only if } (s_i^y(y))_{i \in T'} \text{ are not pairwise distinct. Assume } T' = \{i_1, i_2, i_3\} \text{ such that } s_{i_1}^y(y) \neq s_{i_2}^y(y) = s_{i_3}^y(y). \text{ Let } T = \{i_1, i_2, i_3\} \in T^y \text{ such that the projection of } C^y \text{ onto the factor } (P^1_{Y^{T'}})_{U_y} \text{ corresponding to } T \text{ induces an isomorphism of the irreducible component of } C^y \text{ that contains } s_{i_2}^y \text{ and } (P^1_{Y^{T'}})_{Y'.} \text{ Then the coordinates for } T \text{ and } T' \text{ are related over } U_y \cap U_{y'} \text{ by } s_{i_3}^y \in s_{i_2}^{y'}, \text{ where } s_{i_3}^y \text{ does not meet } (0:1), (1:0), \text{ and } s_{i_2}^y \text{ does not meet } s_{i_2}^{y'}. \text{ In the case that three sections } (s_i^y(y))_{i \in T'} \text{ coincide over } y, \text{ there is a } T' \in T^{y'} \text{ with } |T' \cap T^y| = 2 \text{ such that the coordinates for } T' \text{ and } T^y \text{ are related in a similar way and only two of the sections } (s_i^y(y))_{i \in T'} \text{ coincide.} 

It follows that the } a\text{-stable } n\text{-pointed tree } (C \rightarrow Y, (s_i^y)) \text{ glue to an } a\text{-stable } n\text{-pointed tree } (C \rightarrow Y, (s_i^y)) \text{ over } Y. \text{ This construction defines a morphism from the functor } \mathcal{M}_{0,a} \text{ to } \mathcal{M}_{0,0}. 

One verifies that these two morphisms are mutually inverse. 

\[ \square \] 

4.3. Hassett moduli spaces as limits of moduli spaces of quiver representations. In theorem 3.16 we have described the Losev–Manin moduli space as the limit over moduli spaces of quiver representations } \mathcal{M}^0(P_n). \text{ By corollary 2.8 this is the same as the limit over moduli spaces of representations of the quiver } Q_{n+2} \text{ for weights in a neighbourhood of a vertex of } \Delta(2, n + 2): \text{ we have } \mathcal{T}_n = \lim_{\varepsilon \rightarrow 0} \mathcal{M}^0(Q_{n+2}) \text{ for } a = (1, 1, \varepsilon, \ldots, \varepsilon) \in Q^{n+2}, \text{ } 0 < \varepsilon \ll 1. \text{ On the other hand for the same weight } a \text{ we have } \mathcal{T}_n \cong \mathcal{M}_{0,a}. \text{ We show that a similar statement relating Hassett moduli spaces of weighted } 
\text{of weighted } n\text{-pointed curves of genus zero } \mathcal{M}^0(Q_n) \text{ to an inverse limit of moduli spaces of representations of } Q_n \text{ holds in general.} 

\textbf{Theorem 4.4.} \text{ Let } a = (a_1, \ldots, a_n) \in Q^n \text{ such that } 0 < a_i \leq 1, |a| = \sum a_i > 2. \text{ The Hassett moduli space } \mathcal{M}_{0,a} \text{ is the limit over the moduli spaces of representations } 
\mathcal{M}^0(Q_n) \text{ for } \theta \in P(a) = \{\theta \in \Delta(2, n) \mid \theta < a\}, \text{ i.e.} 
\mathcal{M}_{0,a} \cong \lim_{\theta \rightarrow a} \mathcal{M}^0(Q_n). 

\textbf{Proof.} \text{ We verify that the results in subsection 2.4 remain valid if we consider the limit over weights in the convex polytope } P(a) \text{ and obtain the following analogue of proposition 2.15: The functor } \lim_{\theta \rightarrow a} \mathcal{M}^0(Q_n) \text{ is isomorphic to the functor } 
\text{Lin}(Q_n, a) \text{ defined by} 
\begin{align*}
Y \mapsto \left\{ (\varphi^{V})_{\theta} \in \prod_{\theta \rightarrow a} \text{generic } \mathcal{M}^{0}(Q)(Y) \bigg| \text{locally equations (8) hold for } (V^{\theta})_{\theta} \right\}
\end{align*} 
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where the product is over representatives \( \theta \) of the generic GIT equivalence classes that meet \( P(a) \) and \( \varphi_{V^T} : Y \to \mathcal{M}^\theta(Q) \) is the morphism determined by a \( \theta \)-stable representation \( V^\theta \) over \( Y \).

As in the proof of theorem 3.17 there is a description in terms of the weights \( \theta^T \), but one has to take into consideration that for some \((V^\theta)_\theta\) defining an element of \( \text{Lim}(Q_n,a)(Y) \) there might be points \( y \in Y \) such that the polytopes \( \Theta(V^\theta(y)) \) do not cover \( \Delta(2,n) \) and leave out some of the \( \theta^T \). So \( \text{Lim}(Q_n,a) \) is isomorphic to the functor \( \text{Lim}^T(Q_n,a) \) defined by

\[
Y \mapsto \left\{ \begin{array}{ll}
(\varphi_{V^\theta})_T \in \prod_T \mathcal{M}^{\theta_T}(Q_n)(Y^T) \\
\text{where } Y^T \subseteq Y \text{ open}
\end{array} \right\}
\]

with the product over \( T \subseteq \{1, \ldots, n\}, |T| = 3 \).

As in the proof of theorem 3.17 the equations relating \( V^\theta, V^{\theta_T} \) for \( |T \cap T'| = 2 \) are sufficient and we introduce the sections \( s_{i_1,i_2,i_3}^T \). We obtain the functor \( \text{Lim}^T(Q_n,a) \) defined by

\[
Y \mapsto \left\{ \begin{array}{ll}
\text{families of sections } s_{i_1,i_2,i_3}^T : Y^T \to \mathbb{P}_{Y^T}^1 \\
\text{for } i_1, i_2, i_3 \in \{1, \ldots, n\} \\
\text{such that } \left| \{i_1,i_2,i_3\} \right| = 3, \\
Y^T \subseteq Y \text{ open}
\end{array} \right\}
\]

where we write \( s_{i_1,i_2,i_3}^T \) for \( s_{i_1,i_2,i_3}^T \) in case the order of elements of \( T = \{i_1,i_2,i_3\} \) is irrelevant and \( V^T \) for the representation (up to isomorphism) corresponding to \( (s_{i_1,i_2,i_3}^T) \).

To show that this functor coincides with functor (20) we compare conditions (3),(4),(5) in both. Let \( (J_i(y,T)) \) and \( w(y,T,a) \) be defined as in theorem 4.3, \( \theta, a' \) will always be elements of \( Q^\theta_{\subseteq 0} \). Concerning condition (3) for a given \( T \) and \( y \in Y^T \) we have the equivalences

\[
\text{int}(P(a) \cap \Theta(V^T(y))) \neq \emptyset \iff \exists \theta < a, \|\theta\| = 2 \quad \text{and} \quad \sum_{i \in J_i(y,T)} \theta_i < 1.
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
P(a) \subseteq \bigcup_{y \in Y^T} \Theta(V^T(y)) \iff \forall \theta < a, \|\theta\| = 2 \ \exists T : y \in Y^T, V^T(y) \theta\text{-semistable}
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
P(a) \subseteq \bigcup_{y \in Y^T} \Theta(V^T(y)) \iff \forall \theta < a, \|\theta\| = 2 \ \exists T : y \in Y^T, V^T(y) \theta\text{-semistable}
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
\exists a' < a : \sum_{i \in J_i(y,T)} \theta_i \leq 1
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
\exists a' < a : \sum_{i \in J_i(y,T)} \theta_i \leq 1
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
\exists a' < a : \sum_{i \in J_i(y,T)} \theta_i \leq 1
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
\exists a' < a : \sum_{i \in J_i(y,T)} \theta_i \leq 1
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
\exists a' < a : \sum_{i \in J_i(y,T)} \theta_i \leq 1
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
\exists a' < a : \sum_{i \in J_i(y,T)} \theta_i \leq 1
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
\exists a' < a : \sum_{i \in J_i(y,T)} \theta_i \leq 1
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
\exists a' < a : \sum_{i \in J_i(y,T)} \theta_i \leq 1
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
\exists a' < a : \sum_{i \in J_i(y,T)} \theta_i \leq 1
\]

Concerning condition (4) for fixed \( y \in Y \) we have the equivalences

\[
\exists a' < a : \sum_{i \in J_i(y,T)} \theta_i \leq 1
\]
where for the implication "\(\implies\)" of the last equivalence use that for \(a' \leq a, |a'| > 2\) and \(\theta \in \text{int}(P(a'))\) we have \(a' = \theta + b\) with \(b \in \mathbb{Q}_{>0}^n\). Concerning condition (5) we have \(\theta^T \in V^T(y) \iff V^T(y) \theta^T\)-stable \(\iff (s_i^T(y))_{i \in T}\) pairwise distinct.

Thus \(\text{Lim}^\theta(\mathbb{M}_{0,n},a)\) is isomorphic to the functor of \(\mathbb{M}_{0,n}\) in (20).

**Remark 4.5.** Our results fit well with the chamber decomposition in [15, section 5] and the observation in [15, section 8] that the corresponding GIT quotients can be interpreted as the moduli spaces \(\overline{\mathcal{M}}_{0,n}\) for \(|a| = 2\). In particular, we recover [15, Theorem 8.2, Theorem 8.3].
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