Phase transition of an open quantum walk
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It has been discovered that open quantum walks diffusively distribute in space, since they were introduced in 2012. Indeed, some limit distributions have been demonstrated and most of them are described by Gaussian distributions. We operate an open quantum walk on $\mathbb{Z} = \{0, \pm 1, \pm 2, \ldots\}$ with parameterized operations in this paper, and study its 1st and 2nd moments so that we find its standard deviation. The standard deviation tells us whether the open quantum walker shows diffusive or ballistic behavior, which results in a phase transition of the walker.
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1. Introduction

As quantum counterparts of random walks, quantum walks were introduced around 2000 and have been investigated numerically and theoretically[1][2][3][4]. Their systems are described in Hilbert spaces and the walkers are operated by unitary operations, resulting in different behavior from classical random walks. The interesting things coming from quantum walks, make a possibility to develop other fields. Quantum walks have been, for instance, applied to quantum algorithms in quantum computing[5]. While probability distributions of random walks are generally diffusive, the ones of quantum walks are ballistic. One can confirm the difference in some limit distributions after the walkers have repeated updating their systems a lot of times[6].

In 2012, another type of quantum walk, named open quantum walk, was introduced[7][8][9]. Although probability distributions of open quantum walks have not been analyzed enough at this point, specific walks were solved (e.g. [10]) and some limit theorems were discovered. The open quantum walks on $\mathbb{Z} = \{0, \pm 1, \pm 2, \ldots\}$, which have ever been studied, were not ballistic but diffusive, and it was discovered that their probability distributions converge to a Gaussian distribution or a mixture of Gaussian distributions[11][12][13]. Konno and Yoo[11] demonstrated specific limit distributions, referring a central limit theorem which had been reported in[12].

We study an open quantum walk on $\mathbb{Z}$ and the walker launches with a localized initial state. The operations on the walker are parameterized by two values, that will be represented by $\theta_0$ and $\theta_1$. The finding probability mostly looks like a Gaussian distribution and diffusively spreads as the walker repeats updating its system. Some of them, however, seem to have ballistic behavior. To prove the ballistic behavior, we aim at estimating the standard deviation which will be reported in a limit theorem.
at the end. As a result, we will find a phase transition of the open quantum walk
between diffusive and ballistic behavior.

2. An open quantum walk on $\mathbb{Z}$

The system of the open quantum walk at time $t (= 0, 1, 2, \ldots)$, represented by
$D_t$, is defined on the tensor Hilbert space $\mathcal{H}_p \otimes \mathcal{H}_d$. The position Hilbert space
$\mathcal{H}_p$ is spanned by the orthonormal basis $\{ |x\rangle : x \in \mathbb{Z} \}$. Note that the notations
$|x\rangle (x \in \mathbb{Z})$ could be replaced with the other notations $|x\rangle \langle x| (x \in \mathbb{Z})$ because both
notations represent the positions of the open quantum walker. The Hilbert space
$\mathcal{H}_d$ is spanned by the orthonormal basis $\{ |0\rangle\langle 0|, |0\rangle\langle 1|, |1\rangle\langle 0|, |1\rangle\langle 1| \}$ where

$$|0\rangle = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad |1\rangle = \begin{bmatrix} 0 \\ 1 \end{bmatrix}. \quad (1)$$

We study the most basic open quantum walk which shifts to the next neighbors.
The walker moves to the left and to the right with shift operations

$$S_- = \sum_{x \in \mathbb{Z}} |x - 1\rangle \langle x| \otimes \left( \sum_{j=0}^1 |j\rangle \langle j| \right), \quad (2)$$

$$S_+ = \sum_{x \in \mathbb{Z}} |x + 1\rangle \langle x| \otimes \left( \sum_{j=0}^1 |j\rangle \langle j| \right), \quad (3)$$

after the state is changed at each location by local operations

$$P(\theta_0, \theta_1) = \cos \theta_0 \langle 0| \langle 0| + \sin \theta_0 \sin \theta_1 |1\rangle \langle 0| - \sin \theta_0 \cos \theta_1 |1\rangle \langle 1|$$

$$= c_0 |0\rangle \langle 0| + s_0 s_1 |1\rangle \langle 0| - s_0 c_1 |1\rangle \langle 1| 
= \begin{bmatrix} 0 & c_0 \\ s_0 s_1 - s_0 c_1 \end{bmatrix}, \quad (4)$$

$$Q(\theta_0, \theta_1) = \sin \theta_0 \cos \theta_1 |0\rangle \langle 0| + \sin \theta_0 \sin \theta_1 |0\rangle \langle 1| + \cos \theta_0 |1\rangle \langle 0|$$

$$= c_0 |0\rangle \langle 0| + s_0 s_1 |0\rangle \langle 1| + c_1 |1\rangle \langle 0|$$

$$= \begin{bmatrix} s_0 c_1 & s_0 s_1 \\ c_0 & 0 \end{bmatrix}, \quad (5)$$

where $\theta_0, \theta_1 \in [0, 2\pi)$ and $c_j = \cos \theta_j$, $s_j = \sin \theta_j (j = 0, 1)$. The one-step progression
of the open quantum walk is, therefore, defined by

$$D_{t+1} = S_- \left( \sum_{x \in \mathbb{Z}} |x\rangle \langle x| \otimes P(\theta_0, \theta_1) \right) D_t \left( \sum_{x \in \mathbb{Z}} |x\rangle \langle x| \otimes P(\theta_0, \theta_1)^* \right)$$

$$+ S_+ \left( \sum_{x \in \mathbb{Z}} |x\rangle \langle x| \otimes Q(\theta_0, \theta_1) \right) D_t \left( \sum_{x \in \mathbb{Z}} |x\rangle \langle x| \otimes Q(\theta_0, \theta_1)^* \right), \quad (6)$$
where \( P(\theta_0, \theta_1)^* \) and \( Q(\theta_0, \theta_1)^* \) are the adjoint matrices of \( P(\theta_0, \theta_1) \) and \( Q(\theta_0, \theta_1) \), respectively. Given an initial state

\[
D_0 = |0\rangle \otimes \left( p |0\rangle \langle 0| + (1 - p) |1\rangle \langle 1| \right)
\]

\[
= |0\rangle \otimes \begin{bmatrix} p & 0 \\ 0 & 1 - p \end{bmatrix} \in \mathcal{H}_p \otimes \mathcal{H}_d,
\]

with \( p \in [0, 1] \), the walker is observed at position \( x \) at time \( t \) with probability

\[
\mathbb{P}(X_t = x) = \text{Tr} \left[ \left( |x\rangle \otimes \sum_{j=0}^{1} |j\rangle \langle j| \right) D_t \right],
\]

3. Phase transition

We are going to estimate the 1st moment \( E(X_t) = \sum_{x \in \mathbb{Z}} x \mathbb{P}(X_t = x) \) and the 2nd moment \( E(X_t^2) = \sum_{x \in \mathbb{Z}} x^2 \mathbb{P}(X_t = x) \), and see how the standard deviation \( \sigma(X_t) = \sqrt{E(X_t^2) - E(X_t)^2} \) behaves for large values of time \( t \).

Let us start to define the Fourier transform of the open quantum walk,

\[
\hat{\rho}_t(k) = \sum_{x \in \mathbb{Z}} e^{-ikx} \left( |x\rangle \otimes \sum_{j=0}^{1} |j\rangle \langle j| \right) D_t \quad (k \in [-\pi, \pi)).
\]

Note that the notation \( i \) represents the imaginary unit, \( i = \sqrt{-1} \), in this paper. The inverse Fourier transform reproduces the system of the open quantum walk,

\[
D_t = \sum_{x \in \mathbb{Z}} |x\rangle \otimes \int_{-\pi}^{\pi} e^{ikx} \hat{\rho}_t(k) \frac{dk}{2\pi},
\]

from which the finding probability is computed,

\[
\mathbb{P}(X_t = x) = \text{Tr} \left[ \int_{-\pi}^{\pi} e^{ikx} \hat{\rho}_t(k) \frac{dk}{2\pi} \right]
\]

\[
= \int_{-\pi}^{\pi} e^{ikx} \left( \langle 0| \hat{\rho}_t(k) |0\rangle + \langle 1| \hat{\rho}_t(k) |1\rangle \right) \frac{dk}{2\pi}.
\]

The one-step progression of the Fourier transform comes from Eq. (6),

\[
\hat{\rho}_{t+1}(k) = e^{ik} P(\theta_0, \theta_1) \hat{\rho}_t(k) P(\theta_0, \theta_1)^* + e^{-ik} Q(\theta_0, \theta_1) \hat{\rho}_t(k) Q(\theta_0, \theta_1)^*,
\]

with the initial state \( \hat{\rho}_0(k) = p |0\rangle \langle 0| + (1 - p) |1\rangle \langle 1| \).

Here, we rearrange the four components of \( \hat{\rho}_t(k) \) in the form of vector,

\[
|\hat{\psi}_t(k)\rangle = \langle 0| \hat{\rho}_t(k) |0\rangle |00\rangle + \langle 1| \hat{\rho}_t(k) |1\rangle |01\rangle \\
+ \langle 1| \hat{\rho}_t(k) |0\rangle |10\rangle + \langle 0| \hat{\rho}_t(k) |1\rangle |11\rangle \\
= \begin{bmatrix} 
\langle 0| \hat{\rho}_t(k) |0\rangle \\
\langle 1| \hat{\rho}_t(k) |1\rangle \\
\langle 1| \hat{\rho}_t(k) |0\rangle \\
\langle 0| \hat{\rho}_t(k) |1\rangle 
\end{bmatrix}.
\]
where \( |j_1, j_2\rangle = |j_1\rangle \otimes |j_2\rangle \) \((j_1, j_2 \in \{0, 1\})\), which means

\[
|00\rangle = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad |01\rangle = \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \end{bmatrix}, \quad |10\rangle = \begin{bmatrix} 0 \\ 0 \\ 1 \\ 0 \end{bmatrix}, \quad |11\rangle = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix}.
\] (14)

The probability distribution is computed from \(|00\rangle\) and \(|01\rangle\) components,

\[
\mathbb{P}(X_t = x) = \left( |00\rangle + |01\rangle \right) \int_{-\pi}^{\pi} e^{ikx} |\hat{\psi}_k(t)\rangle \frac{dk}{2\pi}
\]

\[
= \int_{-\pi}^{\pi} e^{ikx} \left( (00|\hat{\psi}_k(t)) + (01|\hat{\psi}_k(t)) \right) \frac{dk}{2\pi}.
\] (15)

Reproducing the product of \(2 \times 2\) matrices by the product of \(4 \times 4\) matrices and a vector,

\[
\begin{bmatrix} X & Y \\ Z & W \end{bmatrix} = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \begin{bmatrix} x & y \\ z & w \end{bmatrix} = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \begin{bmatrix} x & y \\ z & w \end{bmatrix} = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \begin{bmatrix} x & y \\ z & w \end{bmatrix},
\] (16)

we find the one-step progression of \(|\hat{\psi}_k(t)\rangle\),

\[
|\hat{\psi}_{t+1}(k)\rangle = e^{ik\left\langle 0 \begin{bmatrix} 0 & 0 & 0 \\ 0 & -s_0 c_1 & 0 \\ s_0 c_1 & 0 & 0 \end{bmatrix} + 0 \begin{bmatrix} 0 & 0 \\ 0 & c_0 \end{bmatrix} \right\} |\hat{\psi}_k(t)\rangle + e^{-ik\left\langle 0 \begin{bmatrix} s_0 c_1 & 0 & 0 \\ 0 & c_0 & 0 \\ 0 & 0 & s_0 c_1 \end{bmatrix} \right\} |\hat{\psi}_k(t)\rangle
\]

\[
= \hat{U}(k) |\hat{\psi}_k(t)\rangle,
\] (17)

where

\[
\hat{U}(k) = e^{ik\left\langle 0 \begin{bmatrix} 0 & 0 & 0 \\ 0 & -s_0 c_1 & 0 \\ s_0 c_1 & 0 & 0 \end{bmatrix} + 0 \begin{bmatrix} 0 & 0 \\ 0 & c_0 \end{bmatrix} \right\} |\hat{\psi}_k(t)\rangle + e^{-ik\left\langle 0 \begin{bmatrix} s_0 c_1 & 0 & 0 \\ 0 & c_0 & 0 \\ 0 & 0 & s_0 c_1 \end{bmatrix} \right\} |\hat{\psi}_k(t)\rangle
\] (18)

Let \(\lambda_j(k)\) \((j = 1, 2, 3, 4)\) be the eigenvalues of the matrix \(\hat{U}(k)\). Then, we denote the eigenvector associated to the eigenvalue \(\lambda_j(k)\) by \(|v_j(k)\rangle\). If the set of eigenvectors \(|v_j(k)\rangle\) \((j = 1, 2, 3, 4)\) is linearly independent, the decomposition of the initial state

\[
|\hat{\psi}_0(k)\rangle = \sum_{j=1}^{4} a_j(k) |v_j(k)\rangle,
\] (19)
drives the vector $|\hat{\psi}_t(k)\rangle$ into the eigenspace,

$$|\hat{\psi}_t(k)\rangle = \hat{U}(k)^t |\hat{\psi}_0(k)\rangle = \sum_{j=1}^{4} \lambda_j(k)^t a_j(k) |v_j(k)\rangle.$$  \hspace{1cm} (20)

With the notations

$$w_j(k) = \left( \langle 00 | + \langle 01 | \right) |v_j(k)\rangle \quad (j = 1, 2, 3, 4),$$  \hspace{1cm} (21)

one can see the representations of the 1st and 2nd moments in the eigenspace,

$$\mathbb{E}(X_1) = \left( \langle 00 | + \langle 01 | \right) \left( i \frac{d}{dk} |\hat{\psi}_t(k)\rangle \right) \bigg|_{k=0}$$

$$= \sum_{j=1}^{4} it \lambda_j(0)^{t-1} \lambda_j'(0) a_j(0) w_j(0) + i \lambda_j(0)^t \left( a_j(k) w_j(k) \right)' \bigg|_{k=0},$$  \hspace{1cm} (22)

$$\mathbb{E}(X_1^2) = \left( \langle 00 | + \langle 01 | \right) \left( i^2 \frac{d^2}{dk^2} |\hat{\psi}_t(k)\rangle \right) \bigg|_{k=0}$$

$$= \sum_{j=1}^{4} - t^2 \lambda_j(0)^{t-2} \left( \lambda_j'(0) \right)^2 a_j(0) w_j(0)$$

$$+ t \left[ \lambda_j(0)^{t-2} \left( \lambda_j'(0) \right)^2 a_j(0) w_j(0) - 2 \lambda_j(0)^{t-1} \lambda_j'(0) \left( a_j(k) w_j(k) \right)' \bigg|_{k=0} - \lambda_j(0)^{t-1} \lambda_j''(0) a_j(0) w_j(0) \right]$$

$$- \lambda_j(0)^{t} \left( a_j(k) w_j(k) \right)'' \bigg|_{k=0}. \hspace{1cm} (23)$$
We are going to compute the 1st and 2nd moments precisely, starting with numerical experiments of probability distributions. The analysis is demonstrated in some cases.

### 3.1. Case: $c_0 = s_0 s_1$

The probability distribution $P(X_{500} = x)$ holds two peaks in Fig. 1.

Fig. 1. (color figure online) $\theta_0 = 2\pi/7, \theta_1 = \arcsin(c_0/s_0)$: Probability distribution of the open quantum walk at time $t = 500$ with the initial state $D_0 = |0\rangle \otimes (\frac{1}{2}|0\rangle \langle 0| + (1 - \frac{1}{2})|1\rangle \langle 1|)$.

The 1st moment $E(X_t)$ linearly increases and the 2nd moment $E(X_t^2)$ quadratically increases as time $t$ goes up,

$$E(X_t) = (2p - 1)s_0^2 c_1^2 t,$$
$$E(X_t^2) = s_0^4 c_1^4 (1 + 3s_1^2)t^2 + s_0^2 \{1 + s_1^2 - s_0^2 c_1^2(1 + 3s_1^2)\} t,$$
$$\sigma(X_t) = \sqrt{s_0^4 c_1^4 (1 + 3s_1^2 - (2p - 1)^2 c_1^2) t^2 + s_0^2 \{1 + s_1^2 - s_0^2 c_1^2(1 + 3s_1^2)\} t},$$

which are compared to numerical experiments in Figs. 2, 3, and 4.
Fig. 2. (color figure online) $\theta_0 = 2\pi/7$, $\theta_1 = \arcsin(c_0/s_0)$ : The 1st moment $E(X_t)$ of the open quantum walk with the initial state $D_0 = |0\rangle \otimes (3/4|0\rangle \langle 0| + 1/4|1\rangle \langle 1|)$.

Fig. 3. (color figure online) $\theta_0 = 2\pi/7$, $\theta_1 = \arcsin(c_0/s_0)$ : The 2nd moment $E(X_t^2)$ of the open quantum walk with the initial state $D_0 = |0\rangle \otimes (3/4|0\rangle \langle 0| + 1/4|1\rangle \langle 1|)$.

Fig. 4. (color figure online) $\theta_0 = 2\pi/7$, $\theta_1 = \arcsin(c_0/s_0)$ : The standard deviation $\sigma(X_t)$ of the open quantum walk with the initial state $D_0 = |0\rangle \otimes (3/4|0\rangle \langle 0| + 1/4|1\rangle \langle 1|)$. 
Proof. Assuming the parameter $\theta_1 \neq 0, \pi$, that is, $s_1 \neq 0$, we have the eigenvalues $\lambda_j(k)$ and eigenvectors $|v_j(k)\rangle$, 

$$\lambda_1(k) = s_0^2 \left\{ (1 + s_1^2) \cos k - i c_1 \sqrt{1 + 3s_1^2} \sin k \right\}, \quad (27)$$

$$|v_1(k)\rangle = \begin{bmatrix} 2s_1^2(1 + e^{2ik}) + c_1 \left( c_1 + \sqrt{1 + 3s_1^2} \right) \left( c_1 + \sqrt{1 + 3s_1^2} \right) \\ 4s_1^2e^{ik} \left( \sqrt{1 + 3s_1^2} \cos k - i c_1 \sin k \right) \\ 2s_1 \left( 2s_1^2(1 + e^{2ik}) + c_1 \left( c_1 + \sqrt{1 + 3s_1^2} \right) \right) \\ 2s_1 \left( 2s_1^2(1 + e^{2ik}) + c_1 \left( c_1 + \sqrt{1 + 3s_1^2} \right) \right) \end{bmatrix}, \quad (28)$$

$$\lambda_2(k) = s_0^2 \left\{ (1 + s_1^2) \cos k + i c_1 \sqrt{1 + 3s_1^2} \sin k \right\}, \quad (29)$$

$$|v_2(k)\rangle = \begin{bmatrix} 2s_1^2(1 + e^{2ik}) + c_1 \left( c_1 - \sqrt{1 + 3s_1^2} \right) \left( c_1 - \sqrt{1 + 3s_1^2} \right) \\ -4s_1^2e^{ik} \left( \sqrt{1 + 3s_1^2} \cos k + i c_1 \sin k \right) \\ 2s_1 \left( 2s_1^2(1 + e^{2ik}) + c_1 \left( c_1 - \sqrt{1 + 3s_1^2} \right) \right) \\ 2s_1 \left( 2s_1^2(1 + e^{2ik}) + c_1 \left( c_1 - \sqrt{1 + 3s_1^2} \right) \right) \end{bmatrix}, \quad (30)$$

$$\lambda_3(k) = \lambda_4(k) = -2s_0^2s_1^2 \cos k, \quad (31)$$

$$|v_3(k)\rangle = \begin{bmatrix} 0 \\ 0 \\ -1 \\ 1 \end{bmatrix}, \quad |v_4(k)\rangle = \begin{bmatrix} -2s_1 \\ 2s_1 \\ c_1 \\ c_1 \end{bmatrix}. \quad (32)$$

Note that

$$\lambda_1(0) = \lambda_2(0) = s_0^2(1 + s_1^2) = s_0^2 + s_0^2s_1^2 = s_0^2 + c_0^2 = 1, \quad (33)$$

and the eigenvectors $|v_3(k)\rangle$ and $|v_4(k)\rangle$ are orthogonal to $|00\rangle + |01\rangle$, which means $w_3(k) = w_4(k) = 0$. Since the eigenvectors are orthogonal to each other, we find

$$a_j(k) = \frac{\langle v_j(k)|\hat{\psi}_0(k)\rangle}{\langle v_j(k)|v_j(k)\rangle}. \quad (34)$$

The 1st and 2nd moments, therefore, arrive in the same forms as Eqs. (24) and (25).
On the other hand, the operation $\hat{U}(k)$ becomes a diagonal matrix

$$
\hat{U}(k) = \begin{pmatrix}
e^{-ik} & 0 & 0 & 0 \\
0 & e^{ik} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
$$

(35)

if the value of parameter $\theta_1$ is fixed at 0 or $\pi$. Then, the system of the open quantum walk at time $t$ results in

$$
|\hat{\psi}_t(k)\rangle = e^{-ikt} p |00\rangle + e^{ikt} (1 - p) |01\rangle,
$$

(36)

following

$$
P(X_t = t) = p, \quad P(X_t = -t) = 1 - p.
$$

(37)

The 1st and 2nd moments

$$
\mathbb{E}(X_t) = (2p - 1) t, \quad \mathbb{E}(X_t^2) = t^2,
$$

(38)

are allowed to be included in the representations of Eqs. (24) and (25).
3.2. Case: $c_0 \neq s_0 s_1$

(1) Case: $s_0 c_1 = 0$

The probability distribution $\mathbb{P}(X_{500} = x)$ seems to be like a Gaussian distribution in numerical experiments, as Fig. 5 shows.

![Probability Distribution](image)

(a) $p = 1/2$  
(b) $p = 3/4$

Fig. 5. (color figure online) $\theta_0 = \pi/3, \theta_1 = \pi/2$: Probability distribution of the open quantum walk at time $t = 500$ with the initial state $D_0 = |0\rangle \otimes (p |0\rangle + (1 - p) |1\rangle)$.

The 1st and 2nd moments have two representations according to the value of time $t$,

$$\mathbb{E}(X_t) = \begin{cases} 0 & (t = 0, 2, 4, \ldots) \\ (2p - 1)(2c_0^2 - 1) & (t = 1, 3, 5, \ldots) \end{cases},$$

$$\mathbb{E}(X_t^2) = \begin{cases} 4c_0^2 s_0^2 t & (t = 0, 2, 4, \ldots) \\ 4c_0^2 s_0^2 t + (2c_0^2 - 1)^2 & (t = 1, 3, 5, \ldots) \end{cases},$$

$$\sigma(X_t) = \begin{cases} 2|c_0 s_0| \sqrt{t} & (t = 0, 2, 4, \ldots) \\ 2\sqrt{c_0^2 s_0^2 t + p(1 - p)(2c_0^2 - 1)^2} & (t = 1, 3, 5, \ldots) \end{cases},$$

which match numerical experiments in Figs. 6, 7, and 8.
Phase transition of an open quantum walk

Fig. 6. (color figure online) \( \theta_0 = \pi/3, \theta_1 = \pi/2 \) : The 1st moment \( \mathbb{E}(X_t) \) of the open quantum walk with the initial state \( D_0 = |0\rangle \otimes (3/4 |0\rangle \langle 0| + 1/4 |1\rangle \langle 1|) \).

Fig. 7. (color figure online) \( \theta_0 = \pi/3, \theta_1 = \pi/2 \) : The 2nd moment \( \mathbb{E}(X_t^2) \) of the open quantum walk with the initial state \( D_0 = |0\rangle \otimes (3/4 |0\rangle \langle 0| + 1/4 |1\rangle \langle 1|) \).

Fig. 8. (color figure online) \( \theta_0 = \pi/3, \theta_1 = \pi/2 \) : The standard deviation \( \sigma(X_t) \) of the open quantum walk with the initial state \( D_0 = |0\rangle \otimes (3/4 |0\rangle \langle 0| + 1/4 |1\rangle \langle 1|) \).
Proof. The operation $\hat{U}(k)$ becomes

\[
\hat{U}(k) = (e^{ikc_0^2} + e^{-iks_0^2}s_1^2) |00\rangle \langle 01| \\
+ (e^{-ikc_0^2} + e^{iks_0^2}s_1^2) |01\rangle \langle 00| \\
+ (e^{-ikc_0s_0s_1} + e^{ikc_0s_0s_1}) |10\rangle \langle 11| \\
+ (e^{-ikc_0s_0s_1} + e^{ikc_0s_0s_1}) |11\rangle \langle 10|, \tag{42}
\]

and the system of the open quantum walk at time $t$ results in

\[
|\hat{\psi}_t(k)\rangle = \left[ \begin{array}{cc}
0 & e^{ikc_0^2} + e^{-iks_0^2}s_1^2 \\
ed^{-ikc_0^2} + e^{iks_0^2}s_1^2 & 0
\end{array} \right]^t \left[ \begin{array}{c}
p \\
1 - p
\end{array} \right] \\
= \left[ \begin{array}{c}
V(k)^t |\phi\rangle \\
0 \\
0
\end{array} \right], \tag{43}
\]

where $|\phi\rangle = p |0\rangle + (1 - p) |1\rangle$ and

\[
V(k) = \left[ \begin{array}{cc}
0 & e^{ikc_0^2} + e^{-iks_0^2}s_1^2 \\
ed^{-ikc_0^2} + e^{iks_0^2}s_1^2 & 0
\end{array} \right]. \tag{44}
\]

Equation (43) allows us to analyze the vector $|\hat{\psi}_t(k)\rangle \in \mathbb{C}^4$ in the reduced space $\mathbb{C}^2$. The 2 $\times$ 2 matrix $V(k)$ holds two eigenvalues

\[
\nu_j(k) = -(-1)^j \sqrt{1 - 4c_0^2s_0^2 \sin^2 k} \quad (j = 1, 2). \tag{45}
\]

Note that $\nu_1(0) = 1$ and $\nu_2(0) = -1$. A possible eigenvector associated to the eigenvalue $\nu_j(k)$, represented by $|\xi_j(k)\rangle$, is of the form

\[
|\xi_j(k)\rangle = \left[ \begin{array}{c}
-(-1)^j \sqrt{1 - 4c_0^2s_0^2 \sin^2 k} \\
e^{-ikc_0^2} + e^{iks_0^2}s_1^2
\end{array} \right]. \tag{46}
\]

Decomposing the reduced initial state $|\phi\rangle = p |0\rangle + (1 - p) |1\rangle$ in the eigenspace,

\[
|\phi\rangle = b_1(k) |\xi_1(k)\rangle + b_2(k) |\xi_2(k)\rangle, \tag{47}
\]
we have
\[ E(X_t) = \left( \langle 00 | + \langle 01 | \right) \left( \frac{i}{d} \frac{d}{dk} \hat{\psi}_t(k) \right) \bigg|_{k=0} \]
\[ = \sum_{j=1}^{2} i t \nu_j(0)^{t-1} \nu'_j(0) b_j(0) z_j(0) + i \nu_j(0)^t \left( b_j(k) z_j(k) \right)' \bigg|_{k=0}, \quad (48) \]
\[ E(X_t^2) = \left( \langle 00 | + \langle 01 | \right) \left( i^2 \frac{d^2}{dk^2} \hat{\psi}_t(k) \right) \bigg|_{k=0} \]
\[ = \sum_{j=1}^{2} - t^2 \nu_j(0)^{t-2} \left( \nu'_j(0) \right)^2 b_j(0) z_j(0) + t \left[ \nu_j(0)^{t-2} \left( \nu'_j(0) \right)^2 b_j(0) z_j(0) \right. - 2 \nu_j(0)^{t-1} \nu'_j(0) \left. \left( b_j(k) z_j(k) \right)' \bigg|_{k=0} \right. - \nu_j(0)^{t-1} \nu''_j(0) b_j(0) z_j(0) \right] - \nu_j(0)^t \left( b_j(k) z_j(k) \right)'' \bigg|_{k=0}, \quad (49) \]
where
\[ z_j(k) = \left( \langle 0 | + \langle 1 | \right) \xi_j(k) \quad (j = 1, 2). \quad (50) \]
Since the eigenvectors \( |\xi_1(k)\rangle \) and \( |\xi_2(k)\rangle \) are orthogonal to each other, we have
\[ b_j(k) = \frac{\langle \xi_j(k)|\phi \rangle}{\langle \xi_j(k)|\xi_j(k) \rangle}, \quad (51) \]
and get the 1st and 2nd moments which were shown in Eqs. (39) and (40). \( \square \)
(2) Case: $s_0c_1 \neq 0$

(a) Case: $c_0 = 0$

Figure 9 depicts two examples of the probability distribution $\mathbb{P}(X_{500} = x)$ if the parameters $\theta_0$ and $\theta_1$ are set at values such that $s_0c_1 \neq 0$ and $c_0 = 0$.

![Probability distribution examples](image)

(a) $p = 1/2$  
(b) $p = 3/4$

Fig. 9. (color figure online) $\theta_0 = \pi/2$, $\theta_1 = \pi/3$ : Probability distribution of the open quantum walk at time $t = 500$ with the initial state $D_0 = |0\rangle \otimes (p|0\rangle \langle 0| + (1 - p)|1\rangle \langle 1|)$.

We have approximations for large values of time $t$,

$$\mathbb{E}(X_t) \sim \frac{(2p - 1)(1 - 2s_1^2)}{2s_1^2},$$  
(52)

$$\mathbb{E}(X_t^2) \sim \frac{c_1^2}{s_1^4} t - \frac{1 - 2s_1^2}{2s_1^4} \sim \frac{c_1^2}{s_1^4} t,$$  
(53)

$$\sigma(X_t) \sim \sqrt{\frac{c_1^2}{s_1^4} t - \frac{(1 - 2s_1^2)(2 + (2p - 1)^2(1 - 2s_1^2))}{4s_1^4}} \sim \frac{|c_1|}{|s_1|}\sqrt{t}.$$  
(54)

These approximations can be checked in Figs. 10, 11, and 12 compared to numerical experiments.
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Fig. 10. (color figure online) $\theta_0 = \pi/2$, $\theta_1 = \pi/3$ : The 1st moment $\mathbb{E}(X_t)$ of the open quantum walk with the initial state $D_0 = |0\rangle \otimes (3/4|0\rangle \langle 0| + 1/4|1\rangle \langle 1|)$.

Fig. 11. (color figure online) $\theta_0 = \pi/2$, $\theta_1 = \pi/3$ : The 2nd moment $\mathbb{E}(X_t^2)$ of the open quantum walk with the initial state $D_0 = |0\rangle \otimes (3/4|0\rangle \langle 0| + 1/4|1\rangle \langle 1|)$.

Fig. 12. (color figure online) $\theta_0 = \pi/2$, $\theta_1 = \pi/3$ : The standard deviation $\sigma(X_t)$ of the open quantum walk with the initial state $D_0 = |0\rangle \otimes (3/4|0\rangle \langle 0| + 1/4|1\rangle \langle 1|)$. 

Proof. The operation $\hat{U}(k)$ becomes

$$
\hat{U}(k) = \begin{bmatrix}
 e^{-ikc_1^2} & e^{-ikc_1^2} & e^{-ikc_1s_1} & e^{-ikc_1s_1} \\
 e^{ikc_1^2} & e^{ikc_1^2} & -e^{ikc_1s_1} & -e^{ikc_1s_1} \\
 0 & 0 & 0 & 0 \\
 0 & 0 & 0 & 0
\end{bmatrix},
$$

and the system of the open quantum walk at time $t$ results in

$$
|\hat{\psi}_t(k)\rangle = \left( e^{-ikc_1^2} e^{-ikc_1^2} e^{-ikc_1s_1} e^{-ikc_1s_1} \right)^t \left[ \begin{array}{c} p \\ 1-p \end{array} \right] = \left[ \begin{array}{c} \hat{V}(k)^t |\phi\rangle \\ 0 \\ 0 \end{array} \right],
$$

where $|\phi\rangle = p |0\rangle + (1-p) |1\rangle$ and

$$
\hat{V}(k) = \begin{bmatrix}
 e^{-ikc_1^2} & e^{-ikc_1^2} \\
 e^{ikc_1^2} & e^{ikc_1^2}
\end{bmatrix}.
$$

Equation (56) allows us to analyze the vector $|\hat{\psi}_t(k)\rangle \in \mathbb{C}^4$ in the reduced space $\mathbb{C}^2$. The $2 \times 2$ matrix $\hat{V}(k)$ holds two eigenvalues

$$
\nu_j(k) = c_1^2 \cos k - (-1)^j \sqrt{s_1^4 - c_1^4 \sin^2 k} \quad (j = 1, 2),
$$

from which $\nu_1(0) = 1$ and $\nu_2(0) = c_1^2 - s_1^2$. A possible eigenvector associated to the eigenvalue $\nu_j(k)$, represented by $|\xi_j(k)\rangle$, is of the form

$$
|\xi_j(k)\rangle = \begin{bmatrix}
 -(-1)^j \sqrt{s_1^4 - c_1^4 \sin^2 k} - ic_1^4 \sin k \\
 e^{ikc_1^2}
\end{bmatrix}.
$$

Disassembling the reduced initial state in the eigenspace $|\phi\rangle = b_1(k) |\xi_1(k)\rangle + b_2(k) |\xi_2(k)\rangle$ and defining $z_j(k) = \langle (0 | + | 1 \rangle |\xi_j(k)\rangle (j = 1, 2)$ again, we analyze the 1st and 2nd moments in a similar way to Eqs. (68) and (69). We find

$$
b_1(k) = \frac{\langle \xi_1(k)|\phi\rangle \langle \xi_2(k)|\xi_2(k)\rangle - \langle \xi_2(k)|\phi\rangle \langle \xi_1(k)|\xi_2(k)\rangle}{\langle \xi_1(k)|\xi_1(k)\rangle \langle \xi_2(k)|\xi_2(k)\rangle - \langle \xi_1(k)|\xi_2(k)\rangle \langle \xi_2(k)|\xi_1(k)\rangle},
$$

$$
b_2(k) = \frac{\langle \xi_2(k)|\phi\rangle \langle \xi_1(k)|\xi_1(k)\rangle - \langle \xi_1(k)|\phi\rangle \langle \xi_2(k)|\xi_1(k)\rangle}{\langle \xi_1(k)|\xi_1(k)\rangle \langle \xi_2(k)|\xi_1(k)\rangle - \langle \xi_1(k)|\xi_2(k)\rangle \langle \xi_2(k)|\xi_1(k)\rangle},
$$

where the denominator is organized to be a form,

$$
\langle \xi_1(k)|\xi_1(k)\rangle \langle \xi_2(k)|\xi_2(k)\rangle - \langle \xi_1(k)|\xi_2(k)\rangle \langle \xi_2(k)|\xi_1(k)\rangle = 4s_1^4(s_1^4 - c_1^4 \sin^2 k).
$$
Note that the vectors $|\xi_1(0)\rangle$ and $|\xi_2(0)\rangle$ are orthogonal to each other. Since we see $s_1 \neq 0$ from the conditions $c_0 \neq s_0 s_1$ and $c_0 = 0$, and $c_1 \neq 0$ from $s_0 c_1 \neq 0$, the parameter $\theta_1$ is not fixed at $0, \pi/2, \pi, 3\pi/2$. The value of $\nu_2(0)$ is, therefore, bounded,

$$|\nu_2(0)| = |c_1^2 - s_1^2| = |\cos 2\theta_1| < 1. \quad (63)$$

One can approximately estimate the 1st and 2nd moments for large values of time $t$,

$$E(X_t) = i \left( b_1(k) z_1(k) \right) \bigg|_{k=0} + \nu_2(0) t \left( b_2(k) z_2(k) \right) \bigg|_{k=0}$$

$$\sim i \left( b_1(k) z_1(k) \right) \bigg|_{k=0}$$

$$= \frac{(2p - 1)(1 - 2s_1^2)}{2s_1^2}, \quad (64)$$

$$E(X_t^2) = t \left\{ -\nu_1''(0) b_1(0) z_1(0) - \nu_2(0) t^{-1} \nu_2''(0) b_2(0) z_2(0) \right\}$$

$$- \left( b_1(k) z_1(k) \right)'' \bigg|_{k=0} - \nu_2(0) t \left( b_2(k) z_2(k) \right)'' \bigg|_{k=0}$$

$$\sim - t \nu_1''(0) b_1(0) z_1(0) - \left( b_1(k) z_1(k) \right)'' \bigg|_{k=0}$$

$$= \frac{c_1^2}{s_1^2} t - \frac{1 - 2s_1^2}{2s_1^2}. \quad (65)$$
(b) Case: $c_0 \neq 0$

Although two probability distributions seem to be similar in Fig. 13, the values of their 1st moments $E(X_{500})$ are different from each other. Numerical experiments compute the values, $E(X_{500}) = 0$ in Fig. 13-(a) and $E(X_{500}) = 0.333 \cdots$ in Fig. 13-(b).

![Probability Distributions](image)

(a) $p = 1/2$  
(b) $p = 3/4$

Fig. 13. (color figure online) $\theta_0 = \pi/6, \theta_1 = \pi/3$: Probability distribution of the open quantum walk at time $t = 500$ with the initial state $D_0 = |0\rangle \otimes (p |0\rangle \langle 0| + (1 - p) |1\rangle \langle 1|)$.  

One can prove that the 1st moment converges to a value as time $t \to \infty$, and have an approximation to the 2nd moment for large values of time $t$,

$$E(X_t) = O(1),$$

$$E(X_t^2) \sim \frac{s_0^2 \{ c_1^2 + 4 c_0^2 s_1^2 + 4 c_0 s_0 s_1 (c_1^2 - 2 c_0^2 s_1^2) \}}{(c_0 - s_0 s_1)^2} t,$$

$$\sigma(X_t) \sim \frac{|s_0| \sqrt{c_1^2 + 4 c_0^2 s_1^2 + 4 c_0 s_0 s_1 (c_1^2 - 2 c_0^2 s_1^2)}}{|c_0 - s_0 s_1|} \sqrt{t}.$$  

The convergence of the 1st moment is observed in a numerical experiment, as Fig. 14 shows. The approximations to the 2nd moment and the standard deviation are compared to the actual values in Figs. 15 and 16.
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Numerical experiment

Fig. 14. (color figure online) \( \theta_0 = \pi/6, \theta_1 = \pi/3 \) : The 1st moment \( \mathbb{E}(X_1) \) of the open quantum walk with the initial state \( D_0 = |0\rangle \otimes (3/4|0\rangle \langle 0| + 1/4|1\rangle \langle 1|) \).

(a) Numerical experiment  
(b) Approximation

Fig. 15. (color figure online) \( \theta_0 = \pi/6, \theta_1 = \pi/3 \) : The 2nd moment \( \mathbb{E}(X_1^2) \) of the open quantum walk with the initial state \( D_0 = |0\rangle \otimes (3/4|0\rangle \langle 0| + 1/4|1\rangle \langle 1|) \).

(a) Numerical experiment  
(b) Approximation

Fig. 16. (color figure online) \( \theta_0 = \pi/6, \theta_1 = \pi/3 \) : The standard deviation \( \sigma(X_1) \) of the open quantum walk with the initial state \( D_0 = |0\rangle \otimes (3/4|0\rangle \langle 0| + 1/4|1\rangle \langle 1|) \).

(a) Numerical experiment  
(b) Approximation
Proof. Let $I_4$ be the $4 \times 4$ identity matrix,

$$I_4 = |00\rangle \langle 00| + |01\rangle \langle 01| + |10\rangle \langle 10| + |11\rangle \langle 11|.$$  \hfill (69)

Then, the characteristic polynomial of the matrix $\hat{U}(k)$ is solved to two factors,

$$\det \left( \hat{U}(k) - \lambda I_4 \right)$$

$$= (\lambda + 2c_0s_0s_1 \cos k) \left[ \lambda^3 - 2s_0(s_0c_1^2 + c_0s_1)(\cos k) \lambda^2 
+ \left\{ 4c_0s_0^2s_1(s_0c_1^2 + c_0s_1) \sin^2 k + 2s_0^2c_1^2 - 1 \right\} \lambda 
+ 2c_0s_0s_1(1 - 4c_0s_0s_1 \sin^2 k) \cos k \right]$$

$$= (\lambda + 2c_0s_0s_1 \cos k) G(\lambda),$$  \hfill (70)

in which we have defined a degree 3 polynomial function of $\lambda$,

$$G(\lambda) = \lambda^3 - 2s_0(s_0c_1^2 + c_0s_1)(\cos k) \lambda^2 
+ \left\{ 4c_0s_0^2s_1(s_0c_1^2 + c_0s_1) \sin^2 k + 2s_0^2c_1^2 - 1 \right\} \lambda 
+ 2c_0s_0s_1(1 - 4c_0s_0s_1 \sin^2 k) \cos k.$$  \hfill (71)

We denote the four eigenvalues of $\hat{U}(k)$ by $\lambda_j(k) (j = 1, 2, 3, 4)$, three of which satisfy $G(\lambda_j(k)) = 0 (j = 1, 2, 3)$ and one of which is $\lambda_4(k) = -2c_0s_0s_1 \cos k$. With three functions of $k \in [-\pi, \pi]$,

$$g_j(k) = G(\lambda_j(k)) \quad (j = 1, 2, 3),$$  \hfill (72)

since we have

$$g_j(0) = (\lambda_j(0) - 1) \left[ \lambda_j(0)^2 - \left\{ s_0^2c_1^2 - (c_0 - s_0s_1)^2 \right\} \lambda_j(0) - 2c_0s_0s_1 \right],$$  \hfill (73)

the eigenvalue $\lambda_1(k)$ is allowed to be the value such that $G(\lambda_1(k)) = 0$ and $\lambda_1(0) = 1$, and the eigenvalue $\lambda_j(k) (j \in \{2, 3\})$ is such that $G(\lambda_j(k)) = 0$ and

$$\lambda_j(0) = \frac{1}{2} \left[ s_0^2c_1^2 - (c_0 - s_0s_1)^2 \right] + \left( -1 \right)^j \sqrt{s_0^2c_1^2 - (c_0 - s_0s_1)^2} + 8c_0s_0s_1,$$  \hfill (74)

where the values of $\lambda_j(0) (j = 2, 3)$ are bounded, that is $|\lambda_j(0)| < 1 (j = 2, 3)$, because the quadratic equation regarding $\lambda$,

$$\lambda^2 - \left\{ s_0^2c_1^2 - (c_0 - s_0s_1)^2 \right\} \lambda - 2c_0s_0s_1 = 0,$$  \hfill (75)

holds two solutions such that $|\lambda| < 1$ under the conditions $c_0 \neq s_0s_1$ and $s_0c_1 \neq 0$. The value of $|\lambda_4(0)|$ is also bounded to be less than 1 because of $|2c_0s_0s_1| < 1$ under the condition $s_0c_1 \neq 0$. 


A possible eigenvector associated to the eigenvalue $\lambda_j(k)$ ($j \in \{1, 2, 3, 4\}$), represented by $|v_j(k)\rangle$, is computed and they are in the following forms,

$$|v_1(k)\rangle = \begin{bmatrix} 1 \\ 1 \\ 0 \\ 0 \end{bmatrix},$$

$$|v_2(k)\rangle = \begin{bmatrix} -c_0^2 - 2c_0s_0s_1 + s_0^2(c_1^2 - s_1^2) + \sqrt{J(\theta_0, \theta_1)} \\ c_0^2 + 2c_0s_0s_1 - s_0^2(c_1^2 - s_1^2) - \sqrt{J(\theta_0, \theta_1)} \\ 4c_0s_0c_1 \\ 4c_0s_0c_1 \end{bmatrix},$$

$$|v_3(k)\rangle = \begin{bmatrix} -c_0^2 - 2c_0s_0s_1 + s_0^2(c_1^2 - s_1^2) - \sqrt{J(\theta_0, \theta_1)} \\ c_0^2 + 2c_0s_0s_1 - s_0^2(c_1^2 - s_1^2) + \sqrt{J(\theta_0, \theta_1)} \\ 4c_0s_0c_1 \\ 4c_0s_0c_1 \end{bmatrix},$$

$$|v_4(k)\rangle = \begin{bmatrix} 0 \\ 0 \\ -1 \\ 1 \end{bmatrix}.$$

where $J(\theta_0, \theta_1) = \{s_0^2c_1^2 - (c_0 - s_0s_1)^2\}^2 + 8c_0s_0s_1$. Since the vector $|v_1(0)\rangle$ is orthogonal to $|v_2(0)\rangle$, $|v_3(0)\rangle$, and $|v_4(0)\rangle$, the orthogonality derives

$$a_1(0) = \frac{\langle v_1(0)|\hat{v}_0(0)\rangle}{\langle v_1(0)|v_1(0)\rangle} = \frac{1}{2}.$$

Considering $\lambda_1(0) = 1$, one can prove $\lambda_1'(0) = 0$ from $G(\lambda_1(k)) = 0$,

$$\frac{d}{dk} G(\lambda_1(k)) \Big|_{k=0} = 0 \iff g_1'(0) = 0 \iff 2(c_0 - s_0s_1)^2\lambda_1'(0) = 0.$$

The condition $c_0 \neq s_0s_1$ was given in this section (Sect. 3.2) so that we find $\lambda_1'(0) = 0$ from Eq. (81). With $\lambda_1(0) = 1$ and $\lambda_1'(0) = 0$, a similar way finds the 2nd derivative of $\lambda_1(k)$ at the point $k = 0$,

$$\lambda_1''(0) = -\frac{s_0^2 \{c_1^2 + 4c_0s_0^2 + 4c_0s_0s_1(c_1^2 - 2c_0s_1^2)\}}{(c_0 - s_0s_1)^2},$$

which comes from

$$\frac{d^2}{dk^2} G(\lambda_1(k)) \Big|_{k=0} = 0 \iff g_1''(0) = 0.$$
Reminding $\lambda_1(0) = 1$ and $|\lambda_j(0)| < 1$ ($j = 2, 3, 4$), we reach approximations for large values of time $t$,

$$
\mathbb{E}(X_t) \sim i \left( a_1(k) w_1(k) \right) \bigg|_{k=0} = O(1), \tag{84}
$$

$$
\mathbb{E}(X_t^2) \sim \frac{s_0^2 \left\{ c_1^2 + 4c_0^2 s_1^2 + 4c_0 s_0 s_1 (c_1^2 - 2c_0^2 s_1^2) \right\}}{(c_0 - s_0 s_1)^2} t - \left( a_1(k) w_1(k) \right)'' \bigg|_{k=0}
$$

$$
\sim s_0^2 \left\{ c_1^2 + 4c_0^2 s_1^2 + 4c_0 s_0 s_1 (c_1^2 - 2c_0^2 s_1^2) \right\} \frac{1}{(c_0 - s_0 s_1)^2} t. \tag{85}
$$
The analysis, which we have demonstrated, gives a limit to a rescaled standard deviation as $t \to \infty$, and they are combined as a theorem.

**Theorem 1.** The open quantum walk launches with the initial state $D_0 = |0\rangle \otimes (p|0\rangle\langle 0| + (1 - p)|1\rangle\langle 1|)$ ($p \in [0, 1]$) and its system is updated by the matrices $P(\theta_0, \theta_1)$ and $Q(\theta_0, \theta_1)$ in Eqs. (4) and (5). The standard deviation $\sigma(X_t)$ increases in a different order of time $t$, depending on the values of parameters $\theta_0$ and $\theta_1$. The standard deviation suitably rescaled by time $t$, converges to a value below.

(1) $c_0 = s_0s_1$

(a) $c_1 \neq 0$

$$\lim_{t \to \infty} \frac{\sigma(X_t)}{t} = s_0^2|c_1|\sqrt{1 + 3s_1^2 - (2p - 1)^2c_1^2}$$  \hfill (86)

(b) $c_1 = 0$

$$\lim_{t \to \infty} \frac{\sigma(X_t)}{\sqrt{t}} = 1$$  \hfill (87)

(2) $c_0 \neq s_0s_1$

$$\lim_{t \to \infty} \frac{\sigma(X_t)}{\sqrt{t}} = \frac{|s_0|\sqrt{c_1^2 + 4c_0^2s_1^2} + 4c_0s_0s_1(c_1^2 - 2c_0^2s_1^2)}{|c_0 - s_0s_1|}$$  \hfill (88)
The limit in Eq. (86) depends on the value of $p \in [0, 1]$, as shown in Fig. 17. On the other hand, the limits in Eqs. (87) and (88) do not depend on the value of $p$. That fact is numerically confirmed in Fig. 18.

Fig. 17. (color figure online) $\theta_0 = 2\pi/7$, $\theta_1 = \arcsin(c_0/s_0)$ : The time-rescaled standard deviation $\sigma(X_t)/t$ converges to a constant as $t \to \infty$. The open quantum walk launches with the initial state $D_0 = |0\rangle \otimes (p|0\rangle \langle 0| + (1 - p)|1\rangle \langle 1|)$.

Fig. 18. (color figure online) $\theta_0 = \pi/6$, $\theta_1 = \pi/3$ : The time-rescaled standard deviation $\sigma(X_t)/\sqrt{t}$ converges to a constant as $t \to \infty$. The open quantum walk launches with the initial state $D_0 = |0\rangle \otimes (p|0\rangle \langle 0| + (1 - p)|1\rangle \langle 1|)$. 
4. Summary

We studied an open quantum walk on $\mathbb{Z}$. The walker changes its diffusion degree for time $t$ according to the values of parameters $\theta_0$ and $\theta_1$ which defines the one-step operations $P(\theta_0, \theta_1)$ and $Q(\theta_0, \theta_1)$, as shown in Table 1.

| $c_0 = s_0 s_1$ | $c_0 \neq s_0 s_1$ |
|------------------|------------------|
| $c_1 \neq 0$     | $c_1 = 0$        |

|                | Ballistic       | Diffusive       |
|----------------|-----------------|-----------------|
| $\sigma(X_t) = O(t)$ | $\sigma(X_t) = O(\sqrt{t})$ |

Table 1. Phase transition of the open quantum walk

The walker showed ballistic behavior if the parameters $\theta_0$ and $\theta_1$ satisfied the conditions $c_0 = s_0 s_1$ ($\cos \theta_0 = \sin \theta_0 \sin \theta_1$) and $c_1 \neq 0$ ($\cos \theta_1 \neq 0$), that is more precisely,

$$\{(\theta_0, \theta_1) \mid c_0 = s_0 s_1 \text{ and } c_1 \neq 0\}$$

$$= \{(\theta_0, \arcsin(c_0/s_0)) \mid \theta_0 \in (\pi/4, \pi/2] \cup (5\pi/4, 3\pi/2]\}$$

$$\cup \{(\theta_0, \pi - \arcsin(c_0/s_0)) \mid \theta_0 \in (\pi/4, \pi/2] \cup (5\pi/4, 3\pi/2]\}$$

$$\cup \{(\theta_0, \pi - \arcsin(c_0/s_0)) \mid \theta_0 \in (\pi/2, 3\pi/4] \cup (3\pi/2, 7\pi/4]\}$$

$$\cup \{(\theta_0, 2\pi + \arcsin(c_0/s_0)) \mid \theta_0 \in (\pi/2, 3\pi/4] \cup (3\pi/2, 7\pi/4]\}. \quad (89)$$

Otherwise, the walker diffusively distributed. Figure 19 visualizes the set $\{(\theta_0, \theta_1) \mid c_0 = s_0 s_1\}$. A ballistic probability distribution and a diffusive probability distribution are numerically examined in Fig. 20.

![Fig. 19. (color figure online) The set of $(\theta_0, \theta_1) \in [0, 2\pi) \times [0, 2\pi)$ such that $c_0 = s_0 s_1$.](image)

We discovered a phase transition of an open quantum walk, but some details about the probability distribution $P(X_t = x)$ still lack. More precise analysis is needed and it would be a future challenge, for instance, a limit distribution as time $t \to \infty$. 
(a) $\theta_0 = 2\pi/7$, $\theta_1 = \arcsin(c_0/s_0)$  
(b) $\theta_0 = \pi/6$, $\theta_1 = \pi/3$

Fig. 20. (color figure online) Time progress of the probability distribution $P(X_t = x)$. The open quantum walker launches with the initial state $D_0 = \ket{0} \otimes (1/2\ket{0} + 1/2\ket{1})$.
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