Design of Adaptive Controller Exploiting Learning Concepts Applied to a BLDC-Based Drive System
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Abstract: This work presents an innovative control architecture, which takes its ideas from the theory of adaptive control techniques and the theory of statistical learning at the same time. Taking inspiration from the architecture of a classical neural network with several hidden levels, the principle is to divide the architecture of the adaptive controller into three different levels. Each level implements an algorithm based on learning from data and therefore we can talk about learning concepts. Each level has a different task: the first to learn the required reference to the control loop; the second to learn the coefficients of the state representation of a model of the system to be controlled; and finally, the third to learn the coefficients of the state representation of the actual controller. The design of the control system is reported from both a rigorous and an operational point of view. As an application example, the proposed control technique is applied on a second-order non-linear system. We consider a servo-drive based on a brushless DC (BLDC) motor, whose dynamic model considers all the non-linear effects related to the electromechanical nature of the electric machine itself, and also an accurate model of the switching power converter. The reported example shows the capability of the control algorithm to ensure trajectory tracking while allowing for disturbance rejection with different disturbance signal amplitude. The implementation complexity analysis of the new controller is also proposed, showing its low overhead vs. basic control solutions.
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1. Introduction

In the field of industrial automation and vehicle electrification, which obviously includes both robotics and automotive applications, it is required that modern control systems are able to predict anomalous behavior and compensate for it as much as possible, to maintain a certain desired behavior by the process itself. Anomalous behaviors include all those behaviors due to the introduction in the control loop of variations of the plant itself, such as sensors and actuators failures (which from a mathematical point of view are equivalent to a change in the model of the dynamic system itself) or degradation of the components, which then translates into parametric variations when thinking about the dynamic model of the process to be controlled. Additionally, it can include all those uncontrolled exogenous actions that are in fact classified as external disturbances, which can affect both actuators and sensors. Think, for example, of the trajectory control of the end-effector of a robotic manipulator subject to involuntary interactions with the external environment. In fact, this translates into a non-deterministic change in the mechanical load on the actuators, which leads to an anomalous behavior of the electric motor supply currents. These effects can be modelled, with some effort on the part of the designer, in order to take them into account when planning the robot’s trajectory. If the trajectory of the end-effector is subject to external actions falling within a predetermined range of external disturbances, then it could be partly compensated for. This is the robust control approach [1,2].
where the system under control can be modeled in a linearized way, and limited noise inputs at certain points of the control loop are expected. If the disturbances applied to the system are within the range of permitted variance, then a certain trade-off in terms of required performance and stability can be guaranteed. The same can be done for any parametric variations, which, if confined within a certain confidence zone, can be partly absorbed by the control algorithm. The greater limitation of the robust control approach is the dependence on the process model for the description at nominal level, which in fact disappears once the parametric variations leave the confidence bands. There are many robust optimization techniques, such as the optimal control H-2, H-infinite and mu-synthesis [3–6], which, however, have the great limit of strong dependence on the deterministic model and the limited range of uncertainties that can be compensated, even if, in spite of this, these are adopted in many fields, such as aeronautics or mobile robotics in a non-anthropic environment.

The evolution of robust control in this sense is the adaptive control [7–14], which basically involves linearized process modeling at many operational points of application interest. On each sub-model of the process, a controller is designed with simple control techniques that therefore apply locally. If, then, the system to be controlled is simple enough and does not have to work in too different operating conditions, it is preferred to do the so-called gain scheduling [15], in which a unique structure of the controller is provided, but in which appropriate parameters can be chosen according to the operating condition itself. When the operating condition of the process changes, then the control system switches from one controller model to another, to ensure performance and stability. The change from an operating condition can occur either because a different performance is required, which in fact provides for a change of references, or because there has been an external action that is interpreted as a different working point of the system to be controlled. The limit of the procedure is precisely that of being able to incorporate the effect of external disturbances and/or parametric variations within the sub-models. Therefore, although we can theoretically cover a wider range of uncertainties, including unforeseen external disturbances and parametric variations, there is clearly a dependence on the system models that describe it under various operating conditions.

Summing up, for the comparison with the technique we propose, we only consider adaptive feedback control techniques, which are robust to parametric variations and to any kind of model uncertainty. These techniques can be schematized in two macro categories [16,17], which will be better explained in the state of art section: Gain Scheduling and “Architecture” Scheduling.

The first category fixes a control system structure, in which some parameters are modified, based on the measurements of reference signals, control signal and process outputs.

The second category considers a set of possible control architectures, each of which is activated based on a decision taken after the measurements of the reference, control and output signals. The big disadvantage of the second category is highlighted if you think about an embedded platform implementation based on microcontroller, where you have undoubted limits of memory resources. This is because, in order to have available all the architectures necessary to control the process, when operating conditions change, all the necessary structures must be stored in memory.

Moreover, still talking about computational disadvantages, to carry out the change of controller (be it only its coefficients or its entire architecture), it is necessary for the presence of a “Decision Maker” system, which to all intents and purposes, must perform an inferential statistical analysis based on the reference measurements, control action and process output, and identify the adaptation action of the controller.

This means that it must implement a real operating conditions classifier: after a certain number of measurements collected, it must verify the hypotheses of belonging to confidence intervals and choose a class that will coincide with one of the expected operating conditions. Moreover, this approach requires a preliminary analysis to set decision thresholds, i.e., a priori knowledge. Therefore, an important objective is also to reduce the computational complexity due to the presence of a functional block in the control structure that must process the measures to make a decision.
To overcome the above limits, this work presents a methodology that takes advantage of an innovative control structure based on simple iterative tuning rules of the parameters of the control structure itself. The proposed control methodology is inspired by the classic neural network structure (in particular of a Multi-Layer Perceptron), in which there is a hierarchy among the subsystems/layers that constitute it. By exploiting simple concepts linked to the application of learning algorithms, the aim of this work is to contribute in terms of adaptive control techniques to reduce the limits linked to the dependence of a priori knowledge on the system to be controlled.

To be noted is that the proposed technique does not consider artificial intelligence techniques since, as anticipated, the objective is to limit the computational complexity, both in terms of methods for the acquisition of knowledge a priori (offline) and learning techniques in service (online).

In fact, artificial intelligence techniques based on neural networks are not very suitable for control applications, since once the network training is done in the preliminary phase (off-line training) on the basis of “enough” data previously accumulated, they are in fact open loop algebraic systems, not very robust to parametric variations. Much more advanced techniques of reinforced learning [18] instead lend themselves to control applications. However, they have the big disadvantage of requiring a high dimension in terms of the number of recursive equations necessary to learn the behaviour of the system every time it is solicited in a new way.

The article is divided as follows: in Section 2 is reported the state of the art on robust and adaptive control techniques applied in the field of industrial and vehicle automation in general; in Section 3 is described the proposed methodology through the explanation of some essential mathematical steps and the explanation of the complete new control architecture; in Section 4 is explained how to apply the proposed technique, to a system of reduced order and SISO (single input single output), in order to report results of simple interpretation by the reader. As an application case study, the control of a servo-drive based on a brushless DC (BLDC) motor is presented, whose dynamic model considers all the non-linear effects related to the electromechanical nature of the electric machine itself. Finally, conclusions are drawn in Section 5.

2. State of the Art on Robust and Adaptive Control

A summary of the state of the art in adaptive control techniques is reported to create the context for the method proposed in the following sections. The basic concepts and methods currently in use for the adaptive control law project are described below. The need to design adaptive control algorithms stems from the fact that the designer is not always able to completely model the dynamics of the system to be controlled, and in any case, a very high effort may be required, both in terms of costs of the characterization procedures of a process, and in terms of time spent [1]. Furthermore, also in the case of relatively simple models, it is difficult to prevent a certain type of disturbances and where those signals are inserted in the system architecture (affecting control signal or measured quantities, or whatever). It is convenient, therefore, to consider the possibility to modify with certain update criteria some parts or some parameters of the control architecture, in order to create a real adaptation to those not modelled or unexpected events of the physical process to be controlled. Basically, it is possible to exploit two different approaches, the robust one and the adaptive one.

With the application of the robust control theory [2], the goal is to design an optimal control law vector, that, by satisfying a certain optimal criterion, is also able to guarantee the nominal performance request within bounded parametric variation and uncertainty (including external disturbances). A typical approach is to exploit a nominal model of the plant [3], related to a specific operating condition, and apply both optimal and robust criteria, which include models of uncertain conditions. If the plant will work in different operating conditions, it is also possible to directly exploit a non-linear dynamic model [4]. It is important to note that the solution derived by the application of robust control techniques, for example as in [5,6], have often a greater dimension with respect to the controlled plant. This is a disadvantage from an engineering point of view, because it means that to control a certain dynamic system, a more complex control system is needed. Anyway, the robust control approach in
general is a power methodology in the case of parametric variation of the dynamic system. Under this point of view, if the goal is designing a control system that provides robustness stability and performance, including tolerance to some type of fault/disturbance, maintaining a limited size of the control system itself, then it is suggested to use the advanced control technique.

There are many adaptive control architectures, so in the following, we briefly report the various choices and its application, in order to make the reader, in condition, to understand that our proposal in Sections 3 and 4 introduces new concepts vs. the state of art.

A type of adaptive control architecture is the MRAS (model reference adaptive system), which can be differentiate between direct and indirect [7]. Based on a reference model of the control loop, it is computed the output assumed as reference output signal for the closed loop. Based on the correction on the error between reference output and actual output, the nominal controller gains are adjusted. The difference between direct and indirect is described in the following. In the direct MRAS technique, the controller is based on the reference model, meanwhile in indirect MRAS technique, the controller is based on the identification process which is done on-line. Furthermore, the direct MRAS technique exploits the error between the references model output and the actual one, while in indirect MRAS technique, the error between actual and estimated output signal is used for the updating of the controller gains. As explained in Fereka et al. [8], the MRAS method is suggested in case of relatively slow behavior of the system itself, and furthermore, it does not guarantee from a formal point of view the asymptotic stability of the closed loop. The modern application of the MRAS control paradigm is associated with the power drive control systems, such as three-phase motor control in sensor-less conditions. Examples of this kind of applications can be found in [8–10].

It is therefore well known that, although MRAS type techniques give satisfactory results and can be applied in areas of industrial interest, such as electric power drives, these techniques are more suitable when low dynamic performance is required and therefore suitable, for example, for electric drives based on asynchronous or reluctance motors (applications with medium-high loads, but at near constant speeds).

Our proposal is more suitable when higher dynamic performance is required, because the adaptation of the controller parameters is done instant by instant, in fact, unlike MRAS adaptive algorithms, we use differential equations and not recursive equations to make the algorithm as reactive as possible.

Other types of adaptive architectures are called deterministic and stochastic adaptive control. The first one is based on neglecting the contribution of external disturbance and measuring errors on the system response. Instead, stochastic adaptive control is based on the statistical interpretation of external disturbance and errors on the system response included in the closed loop system model. As an example of the application of this paradigm, Tian et al. [11] present an interesting case study in which they consider an analysis on the quantization procedure effects.

The disadvantage of statistical control, however, is the limited speed in the adaptation time of the closed-loop system, because, based on statistics, accumulating a certain amount of information before updating the parameters of distribution models describing external disturbances is required, through statistical inference and regression techniques. In fact, it is not possible to obtain good adaptation results when signals change abruptly and the number of accumulated data used to update the controller model again is not large enough. As mentioned, and as will be explained in detail in the method description section, the proposed control technique is able to adapt quickly to sudden changes in the reference signal without having to make an inferential analysis, taking advantage of statistical learning theory and the instantaneous gradient algorithm.

Another type of adaptive paradigm is the MMAC (multi-model adaptive control) [12]. Basically, in MMAC some operating conditions of interest concerning plant operation are foreseen. In MMAC, a linearized model of the dynamic system is computed with respect to each operating condition and, based on its a controller, is designed, for example, exploiting linear control theory technique. A supervisor system takes in input the control signal and the measured output signal in order to decide which
operating condition occurs, with the goal to select the opportune controller. Some examples of modern application of this control concept can be founded in Zengin et al. [13], where the authors propose an application to the control of the vehicle lateral dynamic model, and in Outeiro et al. [14], where the authors present the application of the control strategy on a quad-rotor flying trajectory tracking.

Here, the disadvantage is the one briefly mentioned in the introduction, so this type of technique pays a computational weight, both for the actual complexity of the block operations that decides which control architecture to activate depending on the operating condition, but also from a waste of resources point of view when we start talking about implementation on low-cost embedded platforms, which have limited memory resources.

With respect to this problem, the advantage of the proposed method is that complex structures are not allocated in memory, but simply the number of variables needed to define the representation in the state space for the reference model, process and controller.

Gain scheduling is an empirical solution to make an adaptive controller, used in aeronautical and then automotive applications [15]. Thanks to theoretical arguments, it is possible to synthesize adaptive control algorithms that provide greater robustness and better performance. The idea behind gain scheduling is to design the controller for different points of operation of the system to be controlled; the different configurations, being the result of an approximation, can ensure compliance with specifications only locally at the point of work. Therefore, the parameters obtained in the different configurations are interpolated, making them variable with the operating point.

Gain scheduling techniques can be a solution in case the system you want to control has to work in a pre-established operating condition, and it is expected that it may be subject to limited parametric variations or variations in the input signal waveforms due, for example, to non-ideal effects such as saturation.

The proposed technique, instead, does not present a limit in the choice of the operating condition, that is, it can change during the operation of the process itself and, at least theoretically, there are no limitations to parametric variations, if not those that would lead to the breakage of the components of the process itself.

It is possible to demonstrate stability only for LTV (linear time variant) systems and under particularly stringent conditions; for this reason, the controller is subjected to numerous experimental validation tests. Examples of application of this paradigm can be founded in Hakim et al. [19], where the authors present an interesting application of a fuzzy PID (proportional-integral derivative) gain scheduling to an inverted pendulum model. In Poksawa et al. [20], the authors propose a gain scheduled PID control system for fixed-wing UAVs where a family of PID cascade control systems is designed for several operating conditions of airspeed. Other adaptive control techniques are the auto-tuning [21,22] or self-tuning, model-free [23,24], neuro-control [25] and fuzzy logic [26,27] and the iterative learning control (ILC) [28,29].

The proposed control technique could be classified as model-free, in which a multi-target optimization problem is iteratively solved.

3. Adaptive Controller Exploiting Learning Concepts

In this Section, we present the architecture of the proposed control algorithm, which exploits both adaptive learning concept and architecture. The learning concepts, such as the gradient descent algorithm [30] in the instantaneous version of it, are used to set adaptive rules for the coefficients updating. Furthermore, we inspired the proposed control architecture to the classical NN (neural network) constitutive architecture [31], dividing into different layers each one that has a task in terms of learning, by the data elaborated from the previous layer.

The state space representation is useful to write an approximated (but in closed form) solution for what concerns the output function. Through the expression of the output signal, meaning as the output of the controlled plant, it is possible to build the operating procedure based on simple learning
concepts, to derive an adaptive control algorithm. As we explain in the rest of this paper, the procedure is clearly easier to set in the case of linear model of the plant, but is not limited to this case.

Basically, the control system it is able to compute every time a new linear model to approximate the plant, finding new parameters both for plant, control and reference signal models. In this way, the controller is robust (clearly within certain limits), both to the application of external disturbance signals and to parametric uncertainties. We present an innovative architecture, based on the usage of the simple learning concept, such as the online gradient descent algorithm to adapt the various parameters of the entire control system, repeated on different levels.

Our control system architecture is composed of three different subsystems, each one with a different functionality. As we explain better through mathematical formulation, a level for the reference signals approximation is required for our solution, as well as a level for the assessment of the plant model, and a final level for the control parameters adaptation. Schematically, the starting point is represented in Figure 1, where a simple control loop is reported, valid also for MIMO and the general non-linear system.

![Figure 1. Schematic representation of the high-level Architecture of the proposed method.](image)

In Figure 1, the high level architecture is reported, where we take into account the adaptive control, which takes, as input signals, the measured output vector from the physical process \( y_m(t) \), the reference output vector \( r(t) \) and the actual value of the internal parameters vector \( [\theta_i(t)]_r, [\theta_i(t)]_p \) and \( [\theta_i(t)]_c \). By real plant, we mean the union of the dynamic part, which is the part of the system usually modelled through a differential equations system, the dynamic of the sensors system including the effect of external disturbance \( d_y(t) \) vector and measured noise \( n_y(t) \).

We want to highlight below the difference with the adaptive control techniques that are used until now, through an explicit schematization of the criterion shown in the figures below. As anticipated, we can enclose the adaptive control techniques in two macro categories: the first where only some parameters are modified, and the second where a change from one control structure to another is expected; in both cases, the change occurs downstream of a decision algorithm, which will perform inferential operations based on a certain amount of collected data.

For simplicity, in Figure 2, the case of an adaptive PID controller according to the gain scheduling paradigm is represented. As can be seen, the parameters are modified according to the signal coming from the “Adaptation Algorithm” block, which has both the process output signal and the control action itself as inputs. Apart from the computational problems mentioned above, linked to the operations required for the inference part, it is noted that, for the calculation of the operating condition, it is necessary to measure the control action.
In the case of electrical drives in general, the presence of voltage sensors as well known is something we try to avoid in the design phase, because, in order to appreciate the effect of modulation and the presence of the inverter, the sensors must have a high bandwidth, which makes them expensive.

The same considerations are even more valid in the case of using adaptive control strategy based on architecture scheduling, as shown in Figure 3, where the computational cost is further increased, as it will be necessary to memorize all controllers’ rules on which it is expected to switch according to the estimated operating condition.

Another advantage of the proposed control architecture, as shown in Figure 1, is that it does not require the measurement of the input signals to the system to be controlled.

The design of the control system (adaptive or not) is based on the modelling of the dynamic part of the plant, without a care about the sensors dynamic. Clearly, this is a valid assumption if the dynamic of the sensors is higher than the plant one. This assumption is usually valid, since in the preliminary sizing phase of the global system, the designers select electronic components (sensors, controllers, actuators) that have a higher dynamic than the plant under control.
As anticipated, in this work we consider the state form representation both for what concerns the plant system and the controller system. We assume a continuous time domain representation for the design procedure, also with respect of the algorithms that regard learning concepts:

\[
P: \begin{cases} 
    \dot{x}_p(t) = A_p x_p(t) + B_p u(t) \\
    y(t) = C_p x_p(t) 
\end{cases}
\]

\[
C: \begin{cases} 
    \dot{x}_c(t) = A_c x_c(t) + B_c e(t) \\
    u(t) = C_c x_c(t) 
\end{cases} 
\tag{1}
\]

In Equation (1), the state form representation of the plant is reported, in the system of equations P, as well as the controller, in the system of equations C. In Equation (1), \(x_p(t)\) and \(x_c(t)\) are the relative state vectors; \(A_p\) and \(A_c\) are the transition state matrix; \(B_p\) and \(B_c\) are the state-input matrix, which map the contribute of input vector signals in the state vector dynamic; and \(C_p\) and \(C_c\) are the output-state vectors, which map the contribute of the state vector on the output of the system itself.

The term in input to the controller is the trajectory error, that can be defined as \(e(t) = y(t) - r(t)\), where \(r(t)\) represents the reference for the output of the plant.

As explained in the following, we refer to linear dynamic state form representation, but the method can be applied also to a non-linear dynamic system. This is true because creating adaptive rules for the model parameters, basically the elements of all the matrix of the state form, the control algorithm will be able to compute a linear local approximation valid in a certain moment.

We assume that the size of the state space related to the plant must be greater than, or at least equal to, the dimension of the state space of the control model, \(size(x_p) \geq size(x_c)\). This assumption is also reasonable from an engineering point of view, related to the fact that it is not acceptable to control a dynamic system with another dynamic system that is more complicated in terms of realization.

Imposing that the output of the plant is the input of the control system together with the reference signal, and that the input of the plant is the output of the controller, it is possible to write the augmented system, as in the following equations.

\[
S: \begin{cases} 
    \dot{\tilde{x}}(t) = \tilde{A}\tilde{x}(t) + Br(t) = \left( \begin{array}{cc} A_p & B_p C_c \\ -B_c & A_c \end{array} \right) \left( \begin{array}{c} x_p(t) \\ x_c(t) \end{array} \right) + \left( \begin{array}{c} 0 \\ B_c \end{array} \right) r(t) \\
    y(t) = \tilde{C}\tilde{x}(t) = \left( \begin{array}{cc} C_p & 0 \end{array} \right) \left( \begin{array}{c} x_p(t) \\ x_c(t) \end{array} \right) 
\end{cases} 
\tag{2}
\]

In Equation (2) is reported the augmented state form derived by the connection of the plant model and the control model. The cardinality of the new state space is clearly the sum of the two disjointed state spaces: \(size(\tilde{x}) = size(x_p) + size(x_c)\). Calling \(N_{xp} = size(x_p)\), \(N_{xc} = size(x_c)\), \(N_u = size(u)\), \(N_y = size(y)\), in the above equations we have \(A_p \in \mathbb{R}^{N_{xp} \times N_{xp}}\); \(B_p \in \mathbb{R}^{N_{xp} \times N_u}\); \(C_p \in \mathbb{R}^{N_{xp} \times N_y}\); \(A_c \in \mathbb{R}^{N_{xc} \times N_{xc}}\); \(B_c \in \mathbb{R}^{N_{xc} \times N_u}\); and \(C_c \in \mathbb{R}^{N_{xc} \times N_y}\).

Another reasonable assumption is the presence of enough control variables to control all the output vector components, or in other words that \(N_u \geq N_y\); and this is an assumption for all the following formal considerations.

For our control technique, we need a method to make it possible to write the explicit solution of the augmented state form independently to the reference signal \(r\). In this work, we refer to a polynomial approximation both for the reference signal and the exponential matrix needed to write the explicit solution of the state form representation. In particular, we consider a second order approximation.

\[
r(t) \approx r_0 + r_1 t + r_2 t^2 \\
\exp(At) \approx I + At + A^2 t^2 / 2 
\tag{3}
\]

In Equation (3), the two truncated series of the reference signal and exponential matrix are reported, where \(t\) represents the time variable. The proposed control technique provides a continuous
time domain implementation, represented by a linear dynamic system depending on the update of the parameters with respect to the time. From an engineering point of view, this is not a big limitation, because also in the low-cost embedded platform, there is the availability of adequate clock speed to run the algorithm. In the equation above, with $r_0$, $r_1$ and $r_2$, the coefficients of the polynomial approximated form, which in general can be functions of time, are indicated.

$$\bar{x} = e^{\bar{A}t}x_0 + \int_{0}^{t} e^{\bar{A}(t-\tau)}\bar{B}(\tau)d\tau = \left(I + \bar{A}t + \bar{A}^2\frac{t^2}{2}\right)x_0 + \int_{0}^{t} \left(I + \bar{A}(t-\tau) + \bar{A}^2\frac{(t-\tau)^2}{2}\right)\bar{B}(\tau)d\tau =$$

$$= \int_{0}^{t} \bar{B}(\tau)d\tau + \int_{0}^{t} r_0d\tau + r_1d\tau + r_2d\tau = \bar{B}(\tau)d\tau + \int_{0}^{t} r_0d\tau + r_1d\tau + r_2d\tau = \bar{B}(\tau)d\tau + \int_{0}^{t} r_0d\tau + r_1d\tau + r_2d\tau$$

(4)

The above chain of equality in Equation (4) allows one to write a model for the output vector signals with respect to the plant, inserted in a control loop architecture. The output of the global feedback system can be founded with the algebraic relationship, with the state space vector of the augmented dynamic model in Equation (5).

$$y = \bar{C}x = \begin{pmatrix} C_p & 0 \end{pmatrix} \begin{pmatrix} x_p(t) \\ x_c(t) \end{pmatrix} = C_p x_p(t).$$

(5)

Clearly, the goal of the proposed method is to find the value of the components of the dynamic matrix of the control model in state form. Furthermore, it is possible to use the $y(t)$ expression to compute online the value of the state space state representation of the plant itself if we consider the parameters of the control model and the reference signal polynomial approximation coefficients to be known. In this mode, we can rewrite the output model $y(t) = \bar{C}x(t)$ as a function of all the needed parameters.

For convenience, in the next sections we also use the following notation:

- $[\theta_i(t)]_r$: the $i^{th}$ parameters of the reference vector approximation;
- $[\theta_i(t)]_c$: the $i^{th}$ parameters of the state space representation related with the controller model;
- $[\theta_i(t)]_p$: the $i^{th}$ parameters of the state space representation of the plant dynamic model;

In the following, we show the architecture of the control system, describing in detail the fundamental operation inside every single functional block.

As schematically represented in Figure 4, the control system is divided in three subsystems: first the subsystem dedicated to the approximation of the reference signals vector (we choose the polynomial form, but it is not mandatory); second, the subsystem that provides an estimation of the state space representation of the plant (it takes as input, the parameters of the reference approximation and the parameters from the last subsystem); the third subsystem takes as input the result of the previous estimated parameters and provides an estimation of the control dynamic system with which build the control vector $u(t)$, with respect of the Equation (1).

In the following, we describe more in detail every single subsystem and the relative formalism needed to define the adaptive rules, exploiting simple machine learning concepts.

3.1. Learning Desired Signal

In the functional block that provides an estimation of the second order polynomial approximation, we exploit the instantaneous version of gradient descent algorithm in the following way. Fixing an objective function to minimize (at every time instant) the differential equation that makes possible the update of the coefficients is reported in Equation (6). In Equation (6) with $J_r(t)$, we indicate the objective function to be minimized at every time instant. In Equation (6), $\alpha_r$ is the learning rate, which for simplicity, is equal for all the parameters ($r_0(t)$, $r_1(t)$ and $r_2(t)$ in Equation (6)), and clearly must be...
a negative real part value for stability condition. Equation (6) can be summarized in the “compressed” form of Equation (7). A schematic representation of the implementation reported in Equation (6) is showed in Figure 5.

\[
J_\epsilon = (r(t) - \hat{r}(t))^2 = \left(r(t) - \left(r_0(t) + r_1(t) + r_2(t)\right)^2\right)^2
\]

\[
\begin{align*}
\frac{dr_0(t)}{dt} &= -\alpha \frac{\partial J_\epsilon}{\partial r_0(t)} = -2\alpha r_1(t) \\
\frac{dr_1(t)}{dt} &= -\alpha \frac{\partial J_\epsilon}{\partial r_1(t)} = -2\alpha r_0(t) \\
\frac{dr_2(t)}{dt} &= -\alpha \frac{\partial J_\epsilon}{\partial r_2(t)} = -2\alpha r_0(t) + r_1(t)
\end{align*}
\]

\[
\frac{d[\theta_i(t)]_r}{dt} = -\frac{\partial (r(t) - \hat{r}(i(t)))^2}{\partial [\theta_i(t)]_r}, \forall i
\]

Figure 4. Schematic representation of the internal architecture of proposed control system.

Figure 5. Schematic representation of the implementation reported in Equation (6).
3.2. Learning Plant Model

In this section, we describe the subsystem in which the instantaneous state form representation of the plant is estimated, which can also be interpreted as the local linear approximation valid in a certain instant of time for a non-linear dynamic plant system. As shown in Figure 6, the subsystem takes, as input, the result provided by the other subsystem and the measured plant output. In this part of the control system, it is assumed that the parameters learned by the other subsystem are like constant values, which are basically all the coefficients of the matrix $A_c$, $B_c$ and $C_c$ and the polynomial coefficients of the desired signal (or more in general, a vector of desired signals) estimation $\hat{\theta}_i(t)$; meanwhile, the coefficients of the matrix $A_p$, $B_p$ and $C_p$ are the variable of the current block on-line learning phase. Basically, in this part of the algorithm, $\hat{y} = \hat{y}(A_p, B_p, C_p, t) = \hat{y}([\theta_i(t)]_p \forall i)$, where $\hat{y}(t)$ is the model of the output, which, in this block, is implemented with the following algorithm:

$$
\begin{align*}
J_p &= \left( r(t) - C_\theta(\theta_\theta(t)\forall i) \right) \\
\frac{d[\theta_i]}{dt} &= -\alpha_p \frac{\partial J_p}{\partial [\theta_i]}(t)
\end{align*}
$$

where $\alpha_p$ is the learning rate.

As in the previous block description, we can compact the formulation as $\frac{d[\theta_i]}{dt} = -\alpha_p \frac{\partial J_p}{\partial [\theta_i]}(t)$; clearly, we represent all the coefficients $[A_p]_{ij}$, $[B_p]_{ij}$ and $[C_p]_{ij}$ with a more compact one $[\theta_i(t)]_p$, $i = 1, \ldots, N_x, N_c, N_u, N_y, N_s$.

In Equation (8) are reported the update dynamic rules based on the instantaneous gradient descent algorithm. The goal for this subsystem is to fit best as possible, based on the optimal chosen criterion, the real output of the plant through the approximated model explained before. In this case, the learning rate is equal for all the updated components (but this is not mandatory; the only mandatory condition of the learning rate is the sign of its real part, that must be negative for stability reasons).
3.3. Learning Controller Model

In this functional block the learning of the control state space representation parameters is done, in which the learnt coefficients in other subsystems are considered as constant values. In this part of the control algorithm the coefficients of the matrix $A_p$, $B_p$ and $C_p$ are considered as known; meanwhile, the coefficients of the matrix $A_c$, $B_c$ and $C_c$ are updated with the following rules. In this way, $\dot{y} = \dot{y}(A_c, B_c, C_c, t) = \dot{y}([\vartheta_i(t)]_c, \forall i)$. This approach is different from the previous functional block in Section 3.2, where, instead, the reference was to variables with subscript label “p” plant, instead of “c” controller.

$$
\begin{align*}
    J_c &= (r(t) - \dot{y}([\vartheta_i(t)]_c, \forall i))^2 \\
    \frac{d[\vartheta_i(t)]_c}{dt} &= -\alpha_p \frac{\partial f}{\partial [\vartheta_i]_c} (t), \forall i
\end{align*}
$$

In Figure 7 are reported in schematic way the update rule equations of this subsystem, where the objective function $J_c$ is set with the aim to provide a control vector able to manipulate the behavior of the plant closest as possible to the reference signal, changing the coefficients of the state space representation of the controller itself instantaneously.

![Figure 7. Schematic representation of the control learning subsystem.](image)

4. Case Study: Nonlinear Model of a BLDC Motor Power Drive System

As an application case study of the innovative control technology described above, we present in this Section an electric drive based on a BLDC motor. To make the case study as realistic as possible, we consider the main intrinsic non-linearity effects in the dynamic BLDC motor model. In particular, we consider both the presence of the cogging torque [32–34] phenomenon and the torque due to the streabeck effect, which makes the dynamic model of the electric motor non-linear [35–38]. We also consider a model of the inverter (needed to generate the BLDC synchronous command signals from the DC power source), with an H-bridge driven with the bipolar PWM technique.

The complete dynamic model is reported in the set of equations in Equation (10): the first equation refers to the electric equilibrium model; the second and third equations refer to the mechanical equilibrium model for the rotation of the rotor axis.
\[
\begin{align*}
\dot{v}_a(t) &= R_a i_a(t) + L_a \frac{d}{dt} i_a(t) + K_e \omega(t) \\
K_t i_a(t) + \sum_{k=1}^{N} C_k \sin \left( k \frac{\delta(t)}{\delta_{cog}} + \phi_k \right) - C_L = & \frac{1}{I} \frac{d}{dt} \omega(t) + \left[ C_c + (C_s - C_c) e^{-\left( \frac{\omega(t)}{\omega_s} \right)^2} \right] \text{sgn}(\omega(t)) \] 
\end{align*}
\]

In particular, the third equation is a congruence equation between the angular position and the angular velocity. The supply voltage of the armature circuit (which is the control variable of the system) has been indicated with \( v_a(t) \); \( i_a(t) \) is the armature circuit current; \( \omega(t) \) and \( \dot{\vartheta}(t) \) are the speed and angular position of the rotor axis respectively; \( R \) and \( L \) represent the resistance and the inductance of the impedance of the armature circuit; \( K_e \) and \( K_t \) represent the counter-electromotive force and torque constants, respectively; \( I \) is the inertia of the rotor; \( b \) is the viscous friction coefficient; \( C_s \) is the static friction torque; \( C_c \) is the coulomb friction torque; \( \omega_s \) is the streabeck speed (\( \omega_s \approx \omega_{max} \)); \( C_L \) represents the load torque.

With the term \( \sum_{k=1}^{N} C_k \sin \left( k \frac{\delta(t)}{\delta_{cog}} + \phi_k \right) \) the cogging torque contribute on the mechanical equilibrium is represented. The cogging torque model consists in a limited Fourier series, where \( C_k \) represent the amplitude of the \( k^{th} \) harmonic and \( \phi_k \) is the phase of it. \( \delta_{cog} \) is the cogging period which is a function of the number of stator teeth and magnets arranged on the rotor iron.

We are referring to the features of a real DC motor reported in Table 1 [39]. The results obtained in simulation are shown hereafter, for a current control in which it is requested at the same time to maintain the current at a desired value and to reject different types of current disturbance.

**Table 1.** Characteristic of the considered brushless DC (BLDC).

| Operating Feature                  | Value       |
|------------------------------------|-------------|
| Continuous Stall Torque           | 0.94 (Nm)  |
| Peak Stall Torque                 | 1.44 (Nm)  |
| Continuous Stall Current          | 4.7 (A)    |
| Maximum Pulse Current             | 16.7 (A)   |
| Maximum Terminal Voltage          | 60 (V)     |
| Maximum Speed                     | 6000 (rpm) |
| Rotor Moment of Inertia           | 5.3 \times 10^{-5} (Kgm^2) |
| Mechanical Time Constant          | 8 (ms)     |
| Motor Mass                        | 1.6 (Kg)   |
| Thermal Resistance (armature to ambient) | 4 (°C/W) |
| Maximum armature Temperature      | 155 (°C)   |
| Torque Constant                   | 0.086 (Nm/A) |
| Voltage Constant                  | 9 (V/Krpm) |
| Armature Resistance               | 1.1 (Ω)    |
| Thermal Resistance                | 1.5 (Ω)    |
| Armature Inductance               | 2.4 (mH)   |
| Electrical Time Constant          | 1.6 (ms)   |

In this work, a second order model was considered for both the controller state space representation and the plant model. Below are the reduced equations for the presented case which has the peculiarity of being a SISO (single-input-single-output) system.
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\[
\hat{\beta} : \begin{cases} 
\dot{x}_p(t) &= \begin{bmatrix} a_{11} & a_{12} \\
 a_{21} & a_{22} \end{bmatrix} x_p(t) + \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} u(t) \\
\dot{y}(t) &= \begin{bmatrix} c_1 & c_2 \end{bmatrix} x_p(t) \\
u(t) &= \begin{bmatrix} p_1 \\ p_2 \end{bmatrix} x_c(t) 
\end{cases}
\]

In Equation (11) the status representations are reported for the model necessary for the learning of
the system to be controlled and of the actual controller.

\[
\begin{align*}
S : \quad &\begin{cases} 
\dot{x}(t) = \tilde{A}x(t) + \tilde{B}r(t) \\
\dot{y}(t) = \tilde{C}x(t) 
\end{cases} \\
\tilde{A} &= \begin{bmatrix} A_p & B_pC_c \\
-B_cC_p & A_c \end{bmatrix} \\
\tilde{B} &= \begin{bmatrix} 0 \\ 0 \end{bmatrix} \\
\tilde{C} &= \begin{bmatrix} n_1 \\ n_2 \end{bmatrix}
\end{align*}
\]

In Equation (12), the state representation of the closed loop system model is reported, where the
internal structures of the dynamic matrices are explained. The internal parameters of the matrices
are in turn updated according to the criteria explained in general in the previous section. To avoid
overloading the computational complexity, the learning parameters \(r_r, a_p, \) and \(a_c,\) have been left fixed
for each sub-system of the control architecture. This requires studying which combination of the
learning parameters triad is the best among those tested in simulation. Clearly, it is also possible to
add a differential learning parameter update equation for each of the control architecture sub-blocks.

Figure 8 shows the response to the current step of the closed loop system, which is simultaneously
required to reject a 10% amplitude disturbance with respect to the reference signal. Figure 9 shows
a particular view of the transitory phase and of the rejection phase of Figure 8. The step responses
in Figure 8 are superimposed as the learning parameter combinations change; in particular, it can be
noted that a valid combination is that given by \([\alpha_r, \alpha_p, \alpha_c] = [1, 100, 100]\).
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Figure 9. A particular view of the Transitory Phase (a) and Rejection Phase (b) of Figure 6.

Clearly it is possible to avoid a preliminary analysis on the combinations of the learning parameters, by inserting for each level of the proposed control architecture an additional update law.

Although true that it would increase the computational complexity of the whole algorithm, undoubtedly the procedure of estimating the reference signal and the representations in the form of state, both the process and of the controller, would become even more autonomous.

Taking inspiration from the theory of the statistical learning, there are some simple methods from an implementation point of view, which, however, have the limitation to be strongly dependent on the choice of the conditions of the learning parameters themselves. A robustness analysis to the variation of the initial conditions would be required anyway, so in this work it has been chosen to leave just these ones as free parameters.

In any case, this does not change the systematic design procedure of the controller through the structure that we propose.

It is important to point out that the result obtained does not require knowledge of any parameter of the electric motor or of the external disturbance model, which is instead necessary to apply the principle of the internal model to try to reject a disturbance through a linear controller.

Once a valid combination has been found for the learning parameters, the second test necessary to validate the control algorithm is the robustness to disturbance variation.

Figure 10 shows the result obtained by varying the amplitude of the disturbance, with a progressively higher percentage. In the legend, the percentages of the disturbance amplitude are relative to the amplitude of the current reference. Clearly, as the amplitude of the disturbance increases, the performance of the closed loop system also deteriorates. However, the rejection of the disturbance is still satisfactory, with a relative amplitude of 20%.

This is difficult to achieve through the classic cascade control structure, but also through non-linear control techniques that are based on deterministic models of both the system to be controlled and on assumptions about the disturbance, both the shape and the entry point within the control architecture. It is necessary to highlight again that the proposed control technique does not use any working hypothesis about the system to be controlled and no a priori knowledge about external disturbances.

For completeness in the validity analysis of the proposed control algorithm, the result of current stepped trajectory tracking in which it is required to reject a sinusoidal shaped disturbance is also reported. This further explains that the result obtained is not a function of the chosen waveforms, considering that the step function is the worst in terms of discontinuity of the derivative among all the reference signal choices. Figure 11 shows the rejection result of a sinusoidal current disturbance, with a relative amplitude of 10%, relative to the step reference.
Below is also the verification made on the tracking of the trajectory in terms of the desired armature current, under conditions of uncertainty about the value of the cogging torque. We report the trajectory tracking graph in which the rejection of a piecewise current disturbance is required, with a 15% increase in the maximum intensity of the cogging torque model used in the BLDC dynamic model.

Figure 10. Disturbance Rejection with different disturbance signal amplitude.

Figure 11. Comparison between current reference $r(t)$, current supplied by the motor $y(t)$ and current disturbance $d(t)$.
In Figure 12, it can be seen, both in the transient phase in terms of following the desired current trajectory and in the phases of rejection of the disturbance, that a slightly degraded result is obtained. In fact, as far as the trajectory tracking is concerned, with the same combination of the learning parameters, an over-elongation and a slightly longer settling time are obtained. As far as the rejection of the disturbance is concerned, there is the addition of an additional oscillatory behaviour, due to the cogging torque. In fact, both on the uphill and downhill front, there is a second order behaviour.

![Figure 12. Trajectory Tracking and disturbance rejection with a higher intensity of Cogging Torque effect.](image)

In any case, the disturbance continues to be partially rejected, despite the total lack of a priori knowledge about it.

The addition of an automatic update of the learning parameters could be a strong point also to solve eventual degradations of the performances, due to strong uncertainties of model in simulation phase, because the algorithm would be able to find independently the appropriate learning parameters triads, while in this case, the combinations are the same of the previous tests.

Last analysis that is reported is relative to the computation analysis of the used control architecture, using a SW tool like the Simulink profiler, that gives us some indications on the resources required by the algorithm, also in view of a future implementation on an embedded platform.

In the Table 2, Time field means the total time spent executing all invocations of the specific function as an absolute value and as a percentage of the total simulation time; Time/Calls field represents the average time required for each invocation of the specific function, including the time spent in functions invoked by the function itself; Calls field means the number of times the specific function was invoked; and Self-Time field represents the average time required to execute the specific function, excluding time spent in functions called by this function.

This preliminary complexity analysis of the controller code confirms that the proposed technique, for the BLDC example case, can be implemented in real-time on the low cost and low power NXP S32K14x family of automotive-qualified microcontrollers, which are based on the Arm-Cortex 4MF 32bit core.

| Functional Block    | Time   | Calls     | Time/Call | Self-Time |
|---------------------|--------|-----------|-----------|-----------|
| PID-Cascade Control | 43.8672| 1.60%     | 400,036   | ~0.0001184| 30.1587   |
| Learning-Based      | 265,047| 9.70%     | 2,800,221 | ~0.0000947| 137.578   |

Table 2. Complexity summary.
5. Conclusions

In this work, an innovative adaptive control structure was presented, partly inspired by the layered structure of neural networks. From a technical and formal point of view, the control structure consists of three levels of learning. Each level uses statistical learning concepts to update the parameters of the controller and of the process model state representations, and the coefficients of the polynomial representation of the reference. Each subsystem of the control architecture solves a different task, using the instantaneous gradient algorithm, learning any type of reference and adapting to any type of disturbance.

In conclusion, ours is an adaptive control technique classified as “Model Free”, as justified in the article, in which, however, compared to classical techniques, the contribution of the theory of learning has been introduced, in order to keep the computational complexity limited, compared to modern methods that use architectures based on neural networks.

In fact, three optimization problems are solved at every step of the algorithm, so not only is it an adaptive control technique that exploits learning concepts with low computational impact, but it could also be considered an optimal adaptive control technique with high robustness characteristics, especially to parametric variations.

For this reason, a certainly interesting extension of this work should consider direct comparison with robust optimal control techniques in application contexts where the last one is applied, such as the control of vehicle dynamics.

Another interesting extension could be an integration of the control architecture proposed in a context of non-linear control techniques, replacing non-systematic methods such as Lyapunov’s, to make adaptive all or part of the control laws that are designed through advanced criteria, such as Feedback linearization that is based on concepts of differential geometry, but still limited by the knowledge of a model of the system to be controlled.

As anticipated, in this work, no reference has been made to artificial intelligence methods, because those based on neural networks are onerous at computational level in the learning phase, and very little robust in the exercise phase. Clearly, artificial intelligence theory has developed modern techniques such as those of learning for reinforcement, with which it would certainly be interesting to compare the proposed technique, even in a proof of concept like the one proposed in this article.

Simulation results are presented in terms of current/torque control of a BLDC motor, in which the mathematical modelling of nonlinearity effects, such as the cogging torque and streback effect, are considered and considering the electric drive components, such as the effect of modulation and power supply through the single-phase inverter. The results achieved verify the robustness and quality of the response of the closed-loop system, both in terms of learning parameters and the amplitude of the applied disturbances. The implementation complexity analysis of the new controller is also addressed, showing its low overhead vs. basic control solutions. As a development of the work presented, it is under verification the implementation of the proposed control algorithm on a low-cost embedded platform using automotive qualified processors such those of the NXP S32K14x family, equipped with an Arm-Cortex 4MF microprocessor, and exploiting the NXP model design toolbox.
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