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Abstract: Decision-making of microgrids in the condition of a dynamic uncertain bidding environment has always been a significant subject of interest in the context of energy markets. The emerging application of reinforcement learning algorithms in energy markets provides solutions to this problem. In this paper, we investigate the potential of applying a Q-learning algorithm into a continuous double auction mechanism. By choosing a global supply and demand relationship as states and considering both bidding price and quantity as actions, a new Q-learning architecture is proposed to better reflect personalized bidding preferences and response to real-time market conditions. The application of battery energy storage system performs an alternative form of demand response by exerting potential capacity. A Q-cube framework is designed to describe the Q-value distribution iteration. Results from a case study on 14 microgrids in Guizhou Province, China indicate that the proposed Q-cube framework is capable of making rational bidding decisions and raising the microgrids’ profits.
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1. Introduction

The power system has experienced the evolution from a traditional power grid to the smart grid and then to the Energy Internet (EI), driven by economic, technological and environment incentives. Distributed energy resources (DERs) including distributed generation (DG), battery energy storage system (BESS), electric vehicle (EV), dispatchable load (DL), etc. are emerging and reconstructing the structure of power systems. In future EI, renewable energy sources (RESs) are regarded as the main primary energy owing to the wide application of solar panels, wind turbines and other new energy technologies [1]. According to a recent report from the U.S. Energy Information Administration (EIA), the U.S. electricity generation from RESs surpassed coal this April for the first time in history, providing 23% of the total electricity generation compared to coal’s 20%. Meanwhile, the proportion of RES generation in Germany has already reached 40% in 2018. The considerable increase of RESs encourages a significant decrease in energy prices, which drives the reform of energy trading patterns and behaviors in the power system. In addition, flexible location and bi-direction energy trading ability of DERs lead to the transformation of management mode from centralized to decentralized [2]. In this process, the introduction of economic models to this decentralized system makes the power grid truly equipped with market characteristics [3].

As the aggregators of DERs in certain geographical regions, microgrids are important participants in the power market [4]. By implementing internal dispatch, microgrids can provide economic benefits through applying demand response projects and avoiding long distance energy transmission [5].
Moreover, microgrids give solutions for emergencies when power from the grid is disrupted. Energy trading among networked microgrids in the distribution network form the local energy market [6]. In early research and realistic practice, cooperative energy trading mechanisms have been proposed to achieve better performances on profit and management for the overall market. Models and algorithms have been investigated to describe features of the multi-microgrid system [7,8] and solve the optimization problem [9,10]. However, given a diverse internal network topology and device configurations, the microgrids’ willingnesses of joining this cooperative energy trading market differ from each other. Though some mix-strategy Nash equilibrium points have been found by theoretical proofs, the freedom of energy trading have to be sacrificed in exchange for global optimum, as the solutions to this NP-hard problem often fail to satisfy everyone. In addition, a cooperative energy trading mechanism requires detailed information on power prediction and operating data of every device in the microgrids. This will expose residential energy consumption habits and behavioral preferences, causing privacy protection issues. Non-cooperative energy trading mechanisms are urgently needed. The development of information and communication technologies (ICTs) provides ideas for solving the above problems.

With the application of advanced ICT in the energy market, the degree of informatization has been greatly improved. Smart meter, mobile internet, blockchain and 5G, etc. help to extend the traditional power system to a three-layer architecture [11,12]: the bottom layer is the network of power devices and transmission lines. The middle layer is the network of information nodes, in which the ICTs play a very important role. Software-based negotiation agents participate in the energy trading market in the top layer [13]. In the energy trading market of networked microgrids, microgrid operators (MGOs) are set to trade energy with each other and the grid under the regulations formulated by distribution network operators (DNOs). Different economic models are implemented in this layer based on personalized behaviors of the participants, which is an emerging topic in both academic and practical fields. As a common method for allocating resources, continuous double auction (CDA) is frequently used to address the bidding problem in energy markets among multi-buyers and multi-sellers [14]. The authors in [15] discussed the efficiency of applying CDA in a computational electricity market with the midpoint price method. In [16], an adaptive aggressiveness strategy was presented in the CDA market to adjust bidding price according to market change. A stable CDA mechanism was proposed in [17], which alleviated the unnecessarily volatile behavior of normal CDA. Furthermore, peer-to-peer (P2P) energy trading mechanisms are drawing attention as ICTs like blockchain are making P2P energy trading in real time possible [18]. Wang et al. [19] proposed a parallel P2P energy trading framework with multidimensional willingness, mimicking the personalized behaviors of microgrids. In [20], a canonical coalition game was utilized to propose a P2P energy trading scheme, which proves the potential to corroborate sustainable prosumer participation in P2P energy trading. To summarize, the literature mentioned above is mainly concerned with the bidding price in the energy trading market, as the intersection of price sequences decides whether to close a deal or not. However, with the wide use of advanced ICT in the power grid, the uncertainty of DERs can be compensated by real-time behavior adjustment; meanwhile, DER responses to price signal become faster than ever before. Not only does the bidding price have impacts on the bidding results, but bidding quantity also simultaneously affects the real-time supply and demand relationship. Meanwhile, the capacity of BESS is only taken into consideration in the internal scheduling of each microgrid, neglecting the potential of BESS to participate in energy market dispatching.

At the same time as research on energy trading mechanisms, significant efforts have been devoted to model the complex bidding behaviors of negotiation agents in energy trading markets, among which the interest of applying reinforcement learning (RL) algorithms to solve power grid problems is emerging [21]. Reinforcement learning is a formal framework to study sequential decision-making problems, particularly relevant for modeling the behavior of financial agents [22]. The authors in [23] made a comprehensive review on the application of RL algorithms on electric power system decision and control. A few research works have begun to pay attention to this problem and made an effort to
Nicolaisen et al. [15] applied a modified Roth–Erev RL algorithm to determine the bidding price and quantity offers in each auction round. The authors in [25] presented an exact characterization of the design of adaptive learning rules for contained energy trading game concerning privacy policy. Cai et al. [26] analyzed the performance of evolutionary game-theory based trading strategies in the CDA market, which highlighted the practicability of the Roth–Erev algorithm. The authors in [27] presented a general methodology for searching CDA equilibrium strategies through the RL algorithm. Residential demand response enhanced by the RL algorithm was studied in [28] by a consumer automated energy management system. Particularly, Q-learning (QL) stands out because it is a model-free algorithm and easy to implement. The authors in [29] considered the application of QL with temperature variation for bidding strategies. Rahimiyan’s work [30,31] concentrated on the adaptive adjustment of QL parameters with the energy market environment. Salehizadeh et al. [32] proposed a fuzzy QL approach in the presence of renewable resources under both normal and stressful cases. The authors in [33] introduced the concept of scenario extraction into a QL-based energy trading model for decision support.

The existing literature shows the potential of combining QL algorithms and energy trading mechanisms in obtaining better market performance. However, suitable answers to the following three issues are still unsettled, which are the motivations for this paper’s research:

1. How the QL algorithm could be combined to fit better with energy trading mechanisms to describe the characteristics of the future energy market. Bidding in the future energy market is close to real-time enhanced by ICTs, and the iteration of Q-values should be round-based rather than hour-based or day-based, whereas the time scale of updating Q-values in [29] couldn’t reflect the latest market status. In addition, for a multi-microgrid system, the QL algorithm should be carried out separately by each microgrid. The authors in [34] provided the thought of applying a fitted-Q iteration algorithm in the electric power system, and more appropriate methods need to be proposed.

2. How the coupling relationship of bidding price and quantity should be modeled and reflected by the Q-values of the Q-learning algorithm. Little research has been made about the impact of bidding quantity on bidding results in the above literature. Wang’s work referred to the issue of bidding quantity [25], but only the bidding strategies of sellers in the market are discussed. In addition, the energy trading game presented in this paper adopted a discontinuous pricing rule. The impact of BESS on adjusting bidding quantity was mentioned in [35] without considering the ramping restriction, which is not practical in realistic scenes. The authors in [36] applied the extended fitted-Q iteration algorithm to control the operation modes of battery storage devices in a microgrid; however, only three actions were taken into consideration in this paper and the (dis)charge rate constraints were ignored.

3. How the QL parameters should be decided by each microgrid, considering real-time energy market status, microgrid preferences, historical trading records and other time-varying factors. In QL algorithms, the risk characteristic of one microgrid is reflected by the values of QL parameters. However, in the existing literature, those QL-based models try to identify the bidding status according to the experiences gained from a series of trials in the current bidding rounds, ignoring the importance of historical trading records. The authors in [30,31] had noticed this issue, but the relationship between QL parameters and bidding performances were not analyzed in detail. In addition, the progress of QL research in other areas [37] hasn’t been introduced into the energy trading market.

To tackle the above issues, we formulate the energy trading problem among microgrids as a Markov Decision Process (MDP) and investigate the potential of applying a Q-learning algorithm into a continuous double auction mechanism. Taking inspiration from related research on P2P trading and heuristic algorithms, a Q-cube framework of Q-learning algorithm is proposed to describe the Q-value distribution of microgrids, which is updated in each bidding round iteratively. To the best of
the authors’ knowledge, none of the previous work has proposed a non-tabular formation of Q-values for decision-making of the power grid.

The contributions of this paper are summarized as follows:

(1) The energy trading problem among microgrids in the distribution network is framed as a sequential decision problem. The non-cooperative energy market operation and bidding behaviors are modeled with a continuous double auction mechanism, which decreases the need for centralized control and suits the weakly-centralized nature of this distribution network.

(2) The high dimensional continuous problem is tackled by the Q-learning algorithm. Except for the bidding price, the bidding quantity of microgrids is considered as the second dimension of bidding action space and could be adjusted during the bidding process with the assistance of BESS, by which the coupling relationship between energy trading price and quantity during bidding process is handled. Related parameter setting and sharing mechanisms are designed.

(3) A non-tabular solution of Q-values considering two dimensions of action space is designed as a Q-cube. The Q-value distribution in the proposed Q-cube is in accordance with the behavior preferences of the microgrids.

(4) The real-time supply and demand relationship is highlighted as the state in the proposed Q-learning algorithm. A normal probability density distribution is divided into eight equal parts as eight states for all the microgrids. In addition, the idea of ‘local search’ in heuristic algorithms is applied in the proposed Q-learning algorithm for generating the action space. This approach not only takes the characteristics of power grids into consideration, but also achieves the compromise between exploitation and exploration in the action space.

(5) The proposed continuous double auction mechanism and Q-learning algorithm are validated by a realistic case from Hongfeng Lake, Guizhou Province, China. Profit comparison with traditional and P2P energy trading mechanisms highlights the doability and efficiency of the proposed method. A 65.7% and 10.9% increase in the overall profit of the distribution network could be achieved by applying a Q-learning based continuous double auction mechanism compared with the two mechanisms mentioned above.

The rest of this paper is organized as follows. In Section 2, the overview of a non-cooperative energy trading market is presented, along with a description of the proposed Q-learning based continuous double auction mechanism. A Q-cube framework of the Q-learning algorithm is introduced in Section 3. Case studies and analyses are demonstrated in Section 4 to verify the efficiency of the proposed Q-cube framework for a Q-learning algorithm and continuous double auction mechanism. Finally, we draw the conclusions and future works in Section 5.

2. Mechanism Design for Continuous Double Auction Energy Trading Market

In this section, we provide the overview of non-cooperative energy trading market and the analytical description of Q-learning based continuous double auction mechanism.

2.1. Non-Cooperative Energy Trading Market Overview

In a future distribution network, the DNO is the regulator of local energy trading market as it provides related ancillary services for market participants: (1) By gathering and analyzing the operation data from ICT, the DNO monitors and regulates the operation status of distribution network; (2) By carrying out centralized safety check and congestion management, the DNO guarantees the power flow in every transmission line is under limitation; (3) By adopting reasonable economic models, the DNO affects energy trading patterns and preferences of market participants. With the reform of the traditional energy market, along with the application of advanced metrology and ICT, the trend of peer-to-peer energy trading pattern is emerging. As peers in this energy market, we assume that MGOs have no information on their peers’ energy trading preferences and internal configurations, which addresses the concern on privacy protection. In addition, each peer in this energy market is blind about
the bidding target, it joins this energy trading market to satisfy its own needs for energy to the greatest extent rather than seeking cooperation. Each MGO can adjust its bidding price and quantity according to public real-time market information and private historical trading records. Accordingly, the energy trading among microgrids in the distribution network could be formulated as a non-cooperative peer-to-peer energy trading problem. Figure 1 shows the process of the non-cooperative energy trading market discussed in this paper.

Consider a distribution network containing a number of networked microgrids in a certain area. In the hour-ahead energy trading market before Time Slot $N$, each MGO deals with the internal coordinated dispatch (ICD) of local DERs and residents based on DERs’ power prediction and BESS’s state of charge (SOC) restriction information. Meanwhile, the DNO makes the distribution network scheduling for further procedures. A Q-learning based continuous double auction among microgrids is implemented according to ICD results and BESS’s SOC status; detailed descriptions are presented in the following chapter. After the safety check and congestion management made by DNO, energy trading commands are confirmed and transmitted to each MGO. As the MGOs are empowered to set real-time price for regional energy, internal pricing for DER power and charge and discharge scheduling for BESS are completed in this period.

Energy is exchanged according to the pre-agreed trading contracts in Time Slot $N$ under the regulation of DNO. Sufficient back-up energy supply and storage capacity are provided in case of the impact of extreme weather and dishonesty behaviors of the market participants. A market clear process is carried out after Time Slot $N$ to ensure the accurate and timely settlement of energy transactions. Punishments are also made for the above abnormal market behaviors. Security and timeliness of the market clear process could be guaranteed by advanced ICT such as blockchain, smart meters, 5G, etc.

2.2. Q-Learning Based Continuous Double Auction Mechanism

This paper proposes a Q-learning based continuous double auction (QLCDA) mechanism for the energy trading market. Figure 2 presents the process of the proposed QLCDA in one time slot.

Before the QLCDA start in one time slot, each MGO tackles the ICD problem and generates the initial bidding information. The SOC check and charge and discharge restriction of the BESS
are also completed in this initialization stage. In each round of CDA (indexed by \( n \)), each MGO reports its energy trading price and quantity to the DNO. Note that the trading quantity would be updated in each round; it is possible that one MGO changes its role as buyer or seller in the bidding process. Thus, an identity confirmation is made as the first step in CDA and the number of buyers \((nb)\)/ sellers \((ns)\) are obtained. Then, the DNO calculates and releases the overall supply and demand relationship (SDR) to these networked microgrids. Meanwhile, the reference prices for buyer and seller microgrids are calculated and released, which are the average price of selling and buying energy in the real-time market. MGOs update their bidding price and quantity according to real-time SDR and historical trading records based on the Q-Learning algorithm; the SOC restrictions are also taken into consideration to limit the behaviors of BESS in each microgrid. The bidding price of sellers and buyers are sorted in increasing order by the DNO; we have \( price_{nb}^b < price_{nb-1}^b < \cdots < price_1^b \) and \( price_1^s < price_2^s < \cdots < price_{ns}^s \). Once the price sequences of seller and buyers are intersected, i.e., \( price_1^s < price_1^b < price_2^s \), MGOs whose bidding prices are in this interval are chosen to join the energy sharing process. Actual trading price and quantity are decided in this step and the bidding quantity of each microgrid is updated based on the sharing results. If there is still untraded energy in the market, the QLCDA will repeat until the deadline of bidding rounds \((N\) represents the maximum bidding round in one time slot). If energy demand or supply are fully satisfied before the deadline, QLCDA will be stopped in the current round. Results of QLCDA are confirmed by MGOs and sent to the DNO for further energy allocation and safety check. Detailed descriptions on initialization and the energy sharing mechanism are presented in the following chapters.

**Figure 2.** The process of Q-learning based continuous double auction in one time slot.
2.2.1. Initialization Setups

As the ICD of each microgrid is completed before QLCDA by each MGO, the scheduling plans are assumed to be fixed during one time slot, therefore the initial bidding quantity of QLCDA are set as the results of ICD. For seller microgrid $i$, the initial bidding price in time slot $T$ is calculated as follows:

$$p_{initial}^i = p_{grid,buy}^t + (p_{hl}^t - p_{ll}^t) \cdot rand_i,$$

(1)

Similar to the seller, buyer microgrid $j$ submits the bidding price as follows:

$$p_{initial}^j = p_{grid,sell}^t - (p_{hl}^t - p_{ll}^t) \cdot rand_j,$$

(2)

where $p_{grid,buy}^t$ and $p_{grid,sell}^t$ represent energy purchase and sell price of the grid in time slot $t$ respectively. $p_{hl}^t$ and $p_{ll}^t$ are the highest/lowest bidding price limitation of this market in time slot $t$. $rand_i$ and $rand_j$ are random real numbers generated from the range of $[0.95,1]$ to obtain higher/lower initial bidding price for sellers/buyers.

As each microgrid is equipped with BESS already, it is essential to consider the application of BESS in QLCDA and make full use of its charging and discharging capacity to improve real-time SDR inside the distribution network. The charging ability of microgrid $i$’s BESS is given by:

$$P_{charge}^t, bess_i = C_i \cdot \min\left(\Delta SOC_i^{charge}, (1 - SOC_i^t)\right) \cdot \Delta t \cdot \eta_{charge}^i,$$

(3)

Similarly, the discharging ability of microgrid $i$’s BESS is calculated as follows:

$$P_{discharge}^t, bess_i = C_i \cdot \min\left(\Delta SOC_i^{discharge}, SOC_i^t\right) \cdot \eta_{discharge}^i \cdot \Delta t,$$

(4)

where $C_i$ is the capacity of microgrid $i$’s BESS, $SOC_i^t$ is the initial SOC of BESS in time slot $t$. Due to the limitation of material technology, charging and discharging behaviors of BESS are constrained, $SOC_i^{Δ,charge}$ and $SOC_i^{Δ,discharge}$ represent the ramp constraints on charging and discharging of microgrid $i$’s BESS, respectively. Practical operations of BESS will cause energy loss, therefore we set $\eta_{charge}^i$ and $\eta_{discharge}^i$ as the charging and discharging efficiency of BESS, respectively. During the QLCDA process, updated bidding quantity can’t exceed the restrictions on these two parameters. $\Delta t$ is the bidding cycle in this energy trading market.

2.2.2. Energy Sharing Mechanism

Once the price sequences of buyers and sellers are intersected, i.e., $price_s^i < price_b^i$, the microgrids whose bidding price are within the interval will be chosen to enter the energy sharing process. Due to the uncertainty and complexity of price intersections, a layering method and a price-prioritized quantity-weighted sharing rule are combined to solve the energy sharing problem.

The number of selected buyer and seller microgrids are $nb_{share}$ and $ns_{share}$, respectively. Starting from the highest bidding price of sellers, the buyer microgrids whose bidding prices are higher than $p_{bs,share}$ and all of the seller microgrids are selected to be combined into a sharing layer. These buyer microgrids have the priority to trade with seller microgrids as they would like to pay the higher price for each unit of energy. Deals are made in this layer and related microgrids are removed from the sharing list depending on different situations. The layering method is applied repeatedly until there is no buyer microgrid in the sharing list or all the energy of seller microgrids is sold out. The detailed layering process is presented below:

- (1) Form a bidding layer according to the above-mentioned method and proceed to (2).
• (2) Allocate the energy in this layer. If energy demand exceeds supply in this layer, the sharing process is over after allocation. If energy supply exceeds demand in this layer, proceed to (3).

• (3) Remove the buyer microgrids in this layer from the optional sharing list as their energy demands are satisfied. Remove the sell microgrids whose selling prices are higher than the current highest price of buyer microgrids as there are no potential buyers for them. Return to (1) to form a new bidding layer.

Take the situation in Figure 3 as an example. Two buyer microgrids \((p^b_1, p^b_2)\) and three seller microgrids \((p^s_1, p^s_2, p^s_3)\) are selected to form Layer 1 as shown in Figure 3a. After energy allocation in Layer 1, all of the seller microgrids have surplus energy, therefore \(p^s_1\) and \(p^s_2\) are removed from the sharing list as their energy demands are satisfied. \(p^s_3\) is also removed from the list as no buyer microgrid’s bidding price is higher than his. Afterwords, Layer 2 is formed containing one buyer microgrid \((p^b_3)\) and two seller microgrids \((p^s_1, p^s_2)\), as shown in Figure 3b. The sharing process ends after the energy allocation in this layer.

![Figure 3. Layering methods in the proposed sharing mechanism.](image)

For each layer in the energy sharing process, without loss of generality, we propose a price-prioritized quantity-weighted sharing rule for two situations. Figure 4 gives the sharing results of examples on these two situations, in which the bidding price/quantity of each deal is given below/above the figure. Energy quantity of buyers in a layer is sorted based on their quoted prices in descending order, while for sellers the quantity are sorted in ascending order. This rule ensures buyers with higher bid prices give priority to lower-priced energy. In Figure 4a, for the sharing process in round \(n\), when \(\sum q^b_j \geq \sum q^s_i\), every seller will sell out its energy, the exceeded part of demand will be cut and participate in the next round of bidding in the energy market. However, when \(\sum q^b_j < \sum q^s_i\) as shown in Figure 4b, the sellers will have to fairly share the exceeded part of supply. A seller microgrid \(j\)’s trading quantity is calculated as follows:

\[
q^b_j = \begin{cases} 
q^b_j & \text{if } \sum q^b_j \geq \sum q^s_i, \\
q^b_j - q^\text{cut}_{j,n} & \text{if } \sum q^b_j < \sum q^s_i,
\end{cases}
\]

\(q^\text{cut}_{j,n} = \left(\sum q^b_j - \sum q^s_i\right) \cdot \frac{q^s_i}{\sum q^s_i}.
\]

In Equation (6), \(q^\text{cut}_{j,n}\) represents the cut quantity for microgrid \(j\) in round \(n\). The oversupply burden is weighted shared to each seller microgrid and cut from their energy supply. This sharing rule guarantees that each seller microgrid could sell a non-negative quantity, which is more fair than the equally sharing mechanism. After the determination of sharing layers and trading quantity, the DNO can choose any suitable price within the interval \([p^s_i, p^b_j]\) as trading price at this time slot for microgrid \(i\) and \(j\). We assume both sides of this transaction agree to trade at a price \(p_{ij} = \theta \cdot (p^s_i + p^b_j)\), where \(\theta \in (0, 1)\) is a predefined constant. Without loss of fairness, \(\theta\) is set as 0.5 in this paper.

The proposed energy sharing mechanism ensures that buyer microgrids with higher bidding price and seller microgrids with lower bidding price have the priority in reaching a deal. In addition, the fairness of energy trading quantity is accomplished by a weighted sharing rule.
3. A Q-Cube Framework for Q-Learning in a Continuous Double Auction Energy Trading Market

In a normal Q-learning algorithm, an agent learns from the environment information and interacts with relevant agents. By observing states and collecting rewards, an agent selects appropriate actions to maximize future profits. The agents are independent from one another both in terms of acting as well as learning. However, the particularity of the energy trading market creates a complex energy economic system. Non-cooperative trading pattern, personalized MGO preferences and time-varying market conditions bring difficulties to the selection of bidding strategies for market participants. As a model-free algorithm, Q-learning is capable of modeling the MGOs’ bidding behaviors in a continuous double auction energy trading market. In this paper, a Q-cube framework of Q-learning algorithm is proposed especially for this multi-microgrid non-cooperative bidding problem, which addressed the exploitation-exploration issue.

3.1. Basic Definitions for Q-Learning

We base the Q-cube framework on an MDP consisting of a tuple \((S, A, S', r)\). Detailed introductions of these variables are given as follows.

3.1.1. State Space

\(S\) represents the state space, which describes the state of MGOs in a real-time energy market. As a multi-agent system, it is impossible and senseless to select different state descriptions for each agent, whereas a common formulation is preferred. We propose to choose the real-time supply and demand relationship to form the state space for the following reasons: (1) the SDR has a decisive impact on bidding results. When the energy supply exceeds demand in a distribution network, seller microgrids are more willing to cut their bidding prices to make more deals, and exceeded supply is preferred to be stored in the BESS rather than selling to the grid at lower prices. In the meantime, buyer microgrids are not eager to raise their bidding prices quickly, but they tend to buy more energy for later use as the trading prices are much cheaper than those of the grid. The interactions between price and quantity on two roles of the energy market participants still exist when the energy demand exceeds supply. (2) The SDR reflects external energy transactions status of the networked microgrids. The more balanced the supply and demand relationship is, the less energy networked microgrids interacted with the distribution network. (3) The SDR describes the bidding situation as a public information of the energy trading market, which addresses the issue of privacy protection.

In this paper, the real-time SDR of round \(n\) in time slot \(T\) is formulated as a normal distribution with \(\mu = 0\) and \(\delta = 0.3\), whose value is extended to the interval of [0,2].

\[
SDR^n = 2 \cdot \frac{1}{\sqrt{2\pi}\delta} \exp\left(-\frac{(CP^n - \mu)^2}{2\delta^2}\right),
\] (7)
where $CP^n$ is the clear power index, representing the clear power of the energy market in round $n$ divided by a pre-defined constant $A$.

A pre-selection on the value of $\delta$ is performed and the results are shown in Figure 5a. A small choice of $\delta$ value ($\delta = 0.1$) will cause a sharp increase of SDR during the interval of $[-0.25, 0.25]$, which makes the SDR meaningless in a large clear power index range. Meanwhile, a large $\delta$ value ($\delta = 0.5$) will reduce the sensitivity of SDR when the energy supply and demand are close to equilibrium. Therefore, a compromise choice of $\delta$ value ($\delta = 0.3$) is preferred.

The blue curve in Figure 5a shows the SDR under a different clear power index. When $\sum q^n_{seller} = \sum q^n_{buyer}$, $SDR^n = 1$, the energy supply and demand attain equilibrium. When $\sum q^n_{seller} \geq \sum q^n_{buyer}$, $SDR^n \geq 1$, vice versa. The SDR is sensitive in the interval close to 1 as the equilibrium between energy supply and demand is dynamic and in real time. In view of the fact that the SDR of energy trading market is a continuous variable, it is impossible to consider this MDP problem in an infinite space. In addition, it is impractical to model and simulate the energy trading market with limitless state descriptions. As a common method of applying Q-learning algorithm in practical problems, the state space should be divided into limited pieces for a better characterization of the SDR. For the Q-learning algorithm proposed in this paper, the number of states should be even-numbered as the SDR function is symmetrical. In addition, the probability of falling into each state should be equal. Without loss of fairness, the probability density distribution of the SDR function is divided into eight blocks with equal integral areas as shown in Figure 5b. These eight SDR intervals are defined as eight states in the proposed state space $S$ for all the MGOs. The clear power index is also divided into eight intervals, corresponding to eight intervals of the SDR. When the clear power index is close to 0 (the market is near the equilibrium between energy supply and demand), the interval length of state is small as in most time slots the SDR experiences minor oscillation in the bidding rounds near the deadline. However, for the states whose clear power index is far from 0, the interval length is large as the SDR isn’t sensitive, which means that the microgrids in the distribution network want to escape from these states.

3.1.2. Action

$A$ represents the set of eligible actions of MGOs, which are the variation of bidding price and quantity in each bidding round. As most of the previous works aim at increasing market participants’
profits via the dynamic adjustment of bidding pricing, we propose a two-dimensional formulation of action for Q-learning. By covering both bidding price and quantity, the action space is extended to a two-dimensional space rather than a set of single price actions, formulated as Equation (9):

\[ a^n = (p^n, q^n) \quad n = 1, 2, \cdots, N. \]  

(9)

The basic idea on actions in this paper is that each MGO always optimistically assumes that all other MGOs behave optimally (though they often will not, due to their exploration and exploitation nature). In addition, all the MGOs play fair competition in the bidding process. Considering the particularity of energy trading market and agent-based simulation environment, the concept of 'Basic Action' is created to describe the rational and conventional action of each MGO. One point needs to be emphasized is that 'Basic Action' is just a point in the action space, showing the general choices of bidding price and quantity for MGOs. The mathematical expressions of basic price action are presented as follows:

\[ p_i^n, \text{basic} = p_{i, \text{step}}^T \cdot (1 + TP^n) \cdot SDRF^n, \]  

(10)

\[ TP^n = 1 - (1 - n/N) e^{-1}, \]  

(12)

where \( p_{i, \text{step}}^T \) represents the price changing step of MGO \( i \), determined by MGO \( i \)'s initial bidding price \( p_{i, \text{initial}}^t \) and historical trading price \( p_{i, \text{history,} T}^t \) in time slot \( T \) as shown in Equation (11). \( \beta \) is a regulation factor for the price changing step. As the QLCDA reaches the time deadline, both buyer and seller MGOs are willing to make a concession on the bidding price to make more deals. The setup of time pressure \( TP^n \) as presented in Equation (12) describes the degree of urgency over bidding rounds. Discussions on the choice of time pressure function have already been made in previous research [19]. In this paper, we adopt a simplified form in which the time pressure of each microgrid is only related to the bidding round index. The historical trading records of each microgrid are ignored in the description of time pressure. \( SDRF^n \) is a modified factor based on real-time SDR. Different calculation expressions are adopted for buyer and seller MGOs as follows, inside which \( \pi \) is an adjustment coefficient in the range of \([0.3,0.5]\). The setting of \( \pi \) measures the influence of SDR on the basic bidding price:

\[ SDRF_i^n = \begin{cases} \pi \cdot (1 - SDR_i^n) + 1 & \text{for buyers,} \\ \pi \cdot (SDR_i^n - 1) + 1 & \text{for sellers.} \end{cases} \]  

(13)

Accordingly, the basic quantity action is calculated as follows:

\[ q_i^n, \text{basic} = \begin{cases} q_i^n \cdot (SDR_i^n \cdot PS_i^n - 1) & \text{for buyers,} \\ q_i^n \cdot ((2 - SDR_i^n) \cdot PS_i^n - 1) & \text{for sellers,} \end{cases} \]  

(14)

\[ PS_i^n = \rho \cdot 2 \cdot (1 - \rho) \cdot N(PR_i^n, \mu, \sigma), \]  

(15)

\[ PR_i^n = \lambda \cdot \frac{p_{i, \text{history,} T}^t - p_{i, \text{reference,} n}^t}{p_{i, \text{hl}}^t - p_{i, \text{ll}}^t}, \]  

(16)

where the \( PR_i^n \) is a reference price factor calculated as a parameter of normal distribution, \( \lambda = 1 \) when MGO \( i \) is a buyer, while \( \lambda = -1 \) when MGO \( i \) is a seller, \( p_{i, \text{reference,} n}^t \) is the reference price of MGO \( i \) in round \( n \), calculated as the average price of potential transactions in the market. The values of \( \mu \) and \( \sigma \) in Equation (15) are the same as those in Equation (7). \( \rho \) is a pre-defined adjustment coefficient located in the range of \([0.95,1]\) for coordination with the change rate of SDR in Equation (14).
Since the action space is a continuous one, it is impossible to explore the whole action space in this problem. The idea of ‘local search’ in heuristic algorithms is applied in the proposed Q-learning algorithm: we intend to explore the neighborhood space of basic action on price and quantity dimensions for better bidding performance in the QLCDA process. Based on the basic action obtained in the former process, we search two directions of the price and quantity dimensions symmetrically, therefore the number of actions in each dimension is odd. Supposing that we choose more than two neighborhoods of the basic action in one direction, the total number of actions in this problem will be at least 25 actions, which is impractical and meaningless in both modeling and simulation. To limit the number of bidding actions and reduce computational complexity, only the closest neighborhoods are taken into account. The neighborhood actions are calculated as follows, where $\xi$ and $\tau$ indicate the proximity of bidding price and quantity according to bidding experiences, respectively. $\xi$ and $\tau$ are independent variables that only describe the neighborhood relationship of bidding price and quantity. Thus, a $3 \times 3$ action matrix is created as alternative behaviors of one MGO under a certain state. One factor, in particular, needs highlighting: the nine actions under a certain state represents nine bidding preferences and tendencies of each microgrid. Given that the SDR in one state might be different, the nine actions are also SDR-based and not totally the same for one state:

\begin{align}
    p_i^{n,-} &= p_i^{n,\text{basic}} - \xi \cdot p_i^{n,\text{step}}, \\
    p_i^{n,+} &= p_i^{n,\text{basic}} + \xi \cdot p_i^{n,\text{step}}, \\
    q_i^{n,-} &= q_i^{n,\text{basic}} \cdot (1 - \tau), \\
    q_i^{n,+} &= q_i^{n,\text{basic}} \cdot (1 + \tau).
\end{align}

### 3.1.3. Q-Values and Rewards

The goal of the Q-learning algorithm for bidding strategy optimization is to choose the appropriate actions under different states for each MGO, and the Q-Values indicate the long-term values of state-action pairs. In the former Q-learning process, the Q-values for state-action pairs are arranged in the so-called Q-table. However, based on the action space, we mention, in the former chapter, a Q-cube framework of Q-learning algorithm is proposed as shown in Figure 6, in which the colors of state slices are corresponding to Figure 5.

![Figure 6. A Q-cube framework designed for the Q-learning algorithm.](image)

The Q-value of taking one bidding action under one certain state is distributed in this Q-cube as shown with a small blue cube inside. Generally speaking, the proposed Q-cube is a continuous three-dimensional space, but, for practical purposes, we discrete the problem domain by taking eight states, three bidding prices and three bidding quantities under consideration in this paper.
Each MGO has a unique Q-cube showing the Q-value distribution in the proposed problem domain. The Q-values in the Q-cube are not cleared to zero at the end of each time slot but will be applied as initial configuration of the next time slot. The rolling iteration of Q-cube accumulates bidding experience in the energy trading market.

\( r(s, a) \) is the reward function for adopting action \( a \) in state \( s \). The selection of reward function is crucial, since it induces the behavior of MGOs. Seeing that we consider the dual effects of bidding price and quantity in QLCDA, both contributions of adopting one certain action should be taken into account in the reward function. The mathematical expression of reward function is presented in Equation (21). \( \omega \) represents the weighted factor on bidding price and quantity. As price is the decisive factor in deciding whether a deal is closed, we pay more attention to the bidding price, therefore \( \omega \) is usually set to be greater than 0.5:

\[
    r(s, a) = \omega \cdot r_p(s, a) + (1 - \omega) \cdot r_q(s, a).
\]  

Equation (21)

\( r_p(s, a) \) and \( r_q(s, a) \) represent the contributions of bidding price and quantity update on the reward function, which are calculated as follows. All of the variable definitions are the same as those in Equations (10)–(16):

\[
    r_p(s, a) = \frac{|p_i^n - p_i^\text{history},T| - |p_i^n - p_i^\text{reference,n} - p_i^\text{history},T|}{p_i^{T,\text{step}}},
\]

Equation (22)

\[
    r_q(s, a) = \frac{\lambda \cdot (q_i^n - q_i^{\text{initial,T},T})}{q_i^{\text{initial,T},T} \cdot (SDR^n - 1)}.
\]

Equation (23)

3.2. Update Mechanism of the Proposed Q-Cube Framework

In the proposed Q-learning-based continuous double auction energy trading market, as two dimensions of MGOs’ action, bidding price is the key factor in deciding whether to close a deal or not, bidding quantity affects the real-time SDR of the overall market. Meanwhile, the SDR (as the MGOs’ states) has a decisive influence on MGOs’ actions by updating Q-Values. The coupling relationship between MGOs’ actions and market SDR is modeled in this chapter, as shown in Figure 7. One MGO takes \( a^n \) in round \( n \) and the state transfers from \( s^{n-1} \) to \( s^n \). After calculating rewards and updating Q-value, the probability of choosing any action in the action space is modified. Afterwards, given the new Q-cube and market SDR, the MGO might choose \( a^n \) as the action in round \( n \) and repeat the above process. Therefore, the state-action pair of one MGO in each bidding round is formulated in a spiral iteration way, considering both local private information and public environment. The Q-cube framework is a connector of the state perception process and a decision-making process, which is the core innovation of this paper.

![Figure 7](image-url)  

**Figure 7.** The coupling relationship between microgrid operators’ actions and market supply demand relationship.
3.2.1. Q-Value Update

The common Q-Value update rule for the model-free Q-learning algorithm with learning rate $\alpha$ and discount factor $\gamma$ is given as follows:

$$Q^{n+1}(s^n_i, a^n_i) = (1 - \alpha) \cdot Q^n(s^n_i, a^n_i) + \alpha \cdot \left[ r(s^n_i, a^n_i) - \gamma \cdot \max_{a_{i+1}} Q^n(s^{n+1}_i, a^{n+1}_i) \right],$$

where $Q^{n+1}(s^n_i, a^n_i)$ represents the updated Q-value for MGO $i$ adopting action $a^n_i$ under state $s^n_i$ in the $n$th bidding round. When observing the subsequent state $s^{n+1}_i$ and reward $r(s^n_i, a^n_i)$, the Q-value is immediately updated. We adopt this common Q-value update rule for Q-learning in this paper.

The learning rate $\alpha$ and discount factor $\gamma$ are two critical parameters of MGOs as they reflect each MGO’s bidding preference. The learning rate defines how much the updated Q-value learns from the new state-action pair. $\alpha = 0$ means the MGO will learning nothing from new market bidding information, while $\alpha = 1$ indicates that the Q-value of a new state-action pair is the only important information. The discount factor defines the importance of future revenues. The MGOs whose $\gamma$ near 0 are regarded as a short-sighted agent as it only cares about gaining short-term profits, but, for the MGOs whose $\gamma$ is close to 1, they tend to wait until the proper time for more future revenues.

3.2.2. Action Update

In each round of QLCDA, for each MGO, firstly the basic action is calculated based on market SDR and historical trading records as shown in Figure 8 with red balls in the action space. The colors of action space slices represent the market state. The neighborhood actions are formed in the action space as shown with blue blocks. A selection process is carried out by creating the probability matrices of nine optional actions.

![Figure 8](image-url)

**Figure 8.** The update process of bidding action in the proposed Q-learning algorithm.

In Equation (25), the action matrix $A^n_i$ is composed by combining the optional bidding price and quantity. Correspondingly, the elements the probability matrix $Pro^n_i$ are formed according to ‘$\epsilon$-greedy’ strategy. The probability ($\chi^{bb}$) of the basic action ($a^{bb}_i = (p^{basic}_i, q^{basic}_i)$) is given preferential treatment and equals $\epsilon$. For each microgrid, the setting of $\epsilon$ represents its degree of attention on optimal bidding action choice in theory, which is diverse from each other. The probability of other neighborhood actions are calculated by weighted sharing of the remaining probability according to their Q-value (as Equation (26)). The sum of nine probabilities on actions equal to 1:

$$A^n_i = \begin{bmatrix}
    (p_i^- , q_i^+) & (p^{basic}_i , q^{basic}_i) & (p_i^+ , q_i^+) \\
    (p_i^- , q^{basic}_i) & (p^{basic}_i , q^{basic}_i) & (p^{basic}_i , q_i^-) \\
    (p_i^- , q_i^-) & (p^{basic}_i , q^{basic}_i) & (p_i^+ , q_i^-)
\end{bmatrix} \Rightarrow Pro^n_i = \begin{bmatrix}
    x^- & x^b & x^+ \\
    x^- & x^b & x^b \\
    x^- & x^- & x^-
\end{bmatrix}. \quad (25)$$
For example, $x^{-+}$ represents the probability of choosing action $a^{-+}_i = (p^{-i}, q^{+i})$ under the current state, which is calculated as follows:

$$
x^{-+} = (1 - \epsilon) \cdot \frac{Q^n(s^n_i, a^{-+}_i)}{\sum_{\forall a/i} Q^n(s^n_i, a_i)}.
$$

(26)

This selection mechanism means that all MGOs have a higher possibility of choosing actions with higher Q-values in each round of QLCDA. By putting the MGOs’ best possible local actions together, the most suitable actions for the current global state are generated in a distributed non-cooperative way.

4. Case Studies and Simulation Results

In this section, we investigate the performance of the Q-learning algorithm for continuous double auction among microgrids by Monte Carlo simulation. The proposed algorithm is tested on the realistic case in Guizhou Province of China. The distribution network near Hongfeng Lake consists of 14 microgrids with different scales and internal configurations. Detailed topology of the networked microgrids are given in Figure 9. As power flow calculation and safety check are not the focus of this paper, distance information and transmission price in this distribution network are not provided here. The interested reader may refer to [24] for more details.

We simulate this non-cooperative energy trading market within a scheduling cycle of 24 h. The QLCDA is performed every $\Delta t = 0.5$ h. A scheduling cycle starts at 9:00 a.m. The internal coordinated dispatch of each microgrid is accomplished in advance, from which the dispatch results are treated as initial bidding information in QLCDA. BESS properties of the 14 microgrids are provided in Table A1, including capacity, initial SOC, charge and discharge restriction and charge and discharge efficiency. Guizhou Grid adopts the peak/flat/valley pricing strategy for energy trading, which divides a 24-hour scheduling cycle into three types of time intervals. The surplus energy injected to the grid is paid at 0.300 CNY for each kWh in the whole day. In addition, buying energy from the grid is charged at the price 1.197/0.744/0.356 CNY, respectively (see Table A2).

![Figure 9. Network topology of 14 microgrids in Guizhou Province, China.](image)

In order to simulate the microgrids’ preferences in decision-making, different risk strategies are adopted by setting diverse Q-learning parameters. Fourteen microgrids’ values of learning rate, discount rate and greedy degree are given in Table A3. Three risk strategies are defined and discussed according to different Q-learning parameter choices:

- **Conservative Strategy:** the high value of $\alpha$ (ranged in $[0.6,1]$) indicates that the MGO is greedy about new bidding information, but the higher choice of $\epsilon$ (ranged in $[0.6,1]$) indicates that he is conservative on basic QLCDA bidding actions. In addition, he’s satisfied with a lower value of $\gamma$ (ranged in $[0,0.4]$) as future revenue is not important for him.
- **In-Between Strategy:** Ordinary choices of three parameters ranged in $[0.4,0.6]$. 


• Risk-Taking Strategy: the MGO is not greedy about new bidding information (low value of $\alpha$ ranged in $[0,0.4]$) but likes to explore more potential actions (low value of $\varepsilon$ ranged in $[0,0.4]$) as a risk-taker. In the meantime, he is eager for more future profits (high value of $\gamma$ ranged in $[0.6,1]$).

Other hyper parameters in the proposed Q-learning algorithm are given in Table A4.

The proposed energy trading market model and QLCDA algorithm are implemented and simulated using MATLAB R2019a on an Intel Core i7-4790 CPU, 3.60GHz. Three case studies on bidding performances and profit comparisons are discussed in this section. All the three case studies are simulated repeatedly for 30 times, among which the bidding result of one certain Monte Carlo simulation is analyzed in detail in Case Studies 1 and 2, and the average values of bidding profits are adopted to compare with the profits of two other energy trading mechanisms in Case Study 3.

4.1. Case Study 1: Bidding Performance of the Proposed Continuous Double Auction Mechanism

4.1.1. Bidding Performance of the Overall Energy Trading Market

The proposed continuous double auction energy trading mechanism achieves significant effects on the energy trading among microgrids. Figure 10 shows the bidding process of price in Time Slot 12. In Figure 10a, the bidding price of all microgrids in the whole time slot is presented. Starting with different initial bidding prices, the slopes of price curves indicate different bidding strategies of the MGOs. Due to the fact that bidding price is the key factor in deciding whether to close a deal or not, different intersection points of the pricing curves represent deals under various market conditions. Buyer/Seller MGOs with stronger willingness of reaching deals prefer to raise/drop their prices quickly, expecting that their energy demand/supply is satisfied in the early stage of a time slot. Although patient MGOs would like to wait until the deadline for a better trading price, they have to experience fierce price competition near the deadline and face the possibility of no energy to trade.

![Figure 10a](image1.png)

(a) Bidding price in the whole time slot

![Figure 10b](image2.png)

(b) Bidding price details in round 105-135

Figure 10. The bidding process of price in time slot 12.

Figure 10b shows the bidding price details in rounds 105–135 of time slot 12. MG 11 hadn’t traded energy with other microgrids for a long time according to historical records. With stronger willingness of selling energy, MG 11 drops its bidding price quickly and reaches a deal with MG 4 at the price 0.530 CNY/kWh. Unmet energy demand of MG 4 is satisfied by MG 13 with a higher price (0.579 CNY/kWh). MG 6 raises its bidding price slowly and closes deals with MG 9 and MG 10 at the price of 0.481 CNY/kWh and 0.489 CNY/kWh, respectively. However, 27.016 kWh of energy demand has to be bought from the grid with a higher price (0.744 CNY/kWh) as all the energy supply from other microgrids is sold out. This shows a trade-off between price and trading opportunity: one MGO might be eager for closing a deal, but the trading price might not be satisfactory. On the other hand,
the energy trading market follows the principle of ‘First, Bid, First, Deal’, which means the closer the time to the deadline, the less energy one is able to trade.

Comparison on clear power curves before and after CDA is presented in Figure 11. Enhanced by the proposed CDA mechanism, the distribution network achieves better performance on the balance of energy supply and demand. As a result of more balanced energy trading market conditions, more energy is transacted within the distribution network rather than trading with the grid, which reduces long-distance energy transmission loss. With the help of BESS, an alternative form of ‘demand response’ is performed among microgrids by exerting the potential capacity of elastic loads, which expands the concept of demand response from time-slot-based to multi-agent-based by CDA. In addition, trading prices are more reasonable and profitable, taking care of each MGO’s personal preferences.

![Figure 11. Clear power of the overall energy trading market before/after continuous double auction.](image-url)

The comparison of trading quantity before and after the proposed CDA is given in Table 1. A significant effect could be obtained by adopting CDA as the trading quantity with grid decrease by different degrees. For example, only 10.8% of the energy demand of MG 3 is provided by the grid, while microgrids with heavy demand like MG 4 and MG 6 still depend on the grid to a large extent, holding 65.5% and 57.1%, respectively. Seller microgrids’ dependency of the grid is obviously less than that of buyer microgrids with an average percentage of 26.1% as they prefer to sell energy within the distribution network. The BESS storage change and (dis)charge energy loss are also presented in Table 1, from which we could find that most of the microgrids’ BESS obtain higher SOC at the end of one scheduling cycle. The larger BESS capacity and the more active the participation in the trading market, the more BESS (dis)charge energy loss will be caused.
### Table 1. Comparison of trading quantity before/after continuous double auction.

|                         | MG 1     | MG 2     | MG 3     | MG 4     | MG 5     | MG 6     | MG 7     |
|-------------------------|----------|----------|----------|----------|----------|----------|----------|
| Trading Quantity        |          |          |          |          |          |          |          |
| With Grid (Before) (kWh)| 530.0    | 351.3    | 1540.7   | 1747.2   | 2840.3   | 6787.7   | 2167.5   |
| (23.6%)                 |          |          |          |          |          |          |          |
| With Grid (After) (kWh) | 125.0    | 85.5     | 166.5    | 1145.2   | 741.1    | 3876.4   | 595.7    |
| (24.4%)                 | (10.8%)  | (65.5%)  | (26.1%)  | (57.1%)  | (27.5%)  |          |          |
| BESS Storage Change (kWh)| 21.7     | 13.3     | 55.5     | 31.2     | 32.0     | 151.1    | 36.1     |
| BESS (Dis)Charge Loss (kWh) | 7.5     | 8.1      | 14.6     | 10.9     | 26.6     | 51.9     | 10.4     |
|                         |          |          |          |          |          |          |          |
|                         | MG 8     | MG 9     | MG 10    | MG 11    | MG 12    | MG 13    | MG 14    |
| Trading Quantity        |          |          |          |          |          |          |          |
| With Grid (Before) (kWh)| 3754.1   | 1640.0   | 1275.4   | 1209.2   | 1616.9   | 4427.7   | 2230.6   |
| (30.1%)                 |          | (23.5%)  | (22.6%)  | (20.1%)  | (38.5%)  | (15.9%)  | (32.3%)  |
| BESS Storage Change (kWh)| −5.9    | 15.2     | 14.2     | 3.9      | 26.4     | −26.1    | −9.7     |
| BESS (Dis)Charge Loss (kWh) | 16.5    | 12.7     | 7.7      | 12.5     | 20.1     | 33.9     | 34.8     |

#### 4.1.2. Bidding Results of Specific Microgrids with Different Roles

The bidding results of specific microgrids with different roles are presented in this chapter, including bidding price and quantity. Figure 12 gives the energy trading price of MG 4 and MG 12. MG 4 plays the role of buyer in the whole scheduling cycle, and it successfully reaches deals with other microgrids in most of the time slots as shown in Figure 12a. On no-deal time slots, it buys energy from the grid at higher prices. During the valley interval, although the grid purchase price is low enough (0.356 CNY/kWh), there are still plenty of opportunities to trade with other microgrids in consideration of the real-time SDR. MG 4 succeeds at buying energy at lower prices in almost all the time slots in this interval. Different from MG 4, MG 12 plays two roles in different time slots. The detailed trading prices of MG 12 in time slots 9 to 32 are presented in Figure 12b. Good performance is obtained in both roles that MG 12 plays: during buyer intervals, it reaches deals with other microgrids at prices lower than the grid’s, while, in seller intervals, it sells energy in every time slot for higher profits. The overall profit of MG 12 raised by 33.9% after joining the CDA energy trading market.

![Figure 12. Energy trading price of MG 4 and MG 12.](image-url)

For MG 7, the bidding performance on quantity is presented in Figure 13a. As a buyer microgrid in the whole scheduling cycle, the gaps between original bidding quantity curve and actual trading quantity curve correspond to the real-time SDR. When $SDR \geq 1$ (the original clear power $\geq 0$ as shown in Figure 13a above the blue horizontal line) in former and later time slots, MG 7 raises its trading...
quantity and stores more energy into its BESS to absorb the surplus energy in the market. During the middle time slots when \( SDR < 1 \) (the original clear power < 0), part of the energy demand is provided by its own BESS, which helps to balance the excessive energy demand in market. The two curves coincide at the end of the scheduling cycle as the BESS stores enough energy in time slot 32 to 38 and SOC is near 1. The same characteristics could be found in the bidding performance of MG 12. In Figure 13b, when energy demand exceeds supply as shown below the purple horizontal line, the BESS of MG 12 discharges to satisfy the energy demand. More energy is sold in these time slots to reach a better market SDR performance, while, during the nighttime, MG 12 charges the surplus energy to its BESS rather than selling to the grid. It is obvious that the actual trading quantity curves cohere better with the real-time SDR than the original bidding quantity curves in both the standpoints of buyer and seller microgrids.

![Figure 13](image_url)

**Figure 13.** Bidding performance on quantity of MG 7 and MG 12.

The BESS SOC of MG 7 and MG 12 is presented in Figure 14, from which we could find the trend of SOC curves coheres with that of the SDR. When \( SDR < 1 \), both MG 7 and 12 discharge their BESS to compensate the lack of energy supply. The BESS of MG 12 releases all its energy and the SOC reaches 0 since time slot 16. However, when the energy supply exceeds demand during the nighttime, the BESS starts to charge and save surplus energy for later use. The SOC of MG 7 reaches 100% since time slot 40. Different from former research by [25], the charge and discharge behaviors of BESS are restricted by ramp constraints, which makes the simulation results closer to reality. Due to BESS capacity and (dis)charge energy loss, the regulatory ability of BESS on the energy trading market is limited. When SOC = 0 or SOC = 1, internal re-scheduling of each microgrid could be developed for greater bidding potential.

4.2. Case Study 2: Effectiveness Verification of the Proposed Q-Cube Framework

The Q-cube of a MGO is updated in each round of the whole scheduling cycle. Q-values are iteratively accumulated following the proposed update rules. In order to display this distribution in the three-dimension space, bidding actions are abstracted to nine actions. MG 6 and MG 13 are chosen as the examples of risk-taking strategy and conservative strategy, respectively. The Q-value distributions of these two microgrids are shown in Figure 15.
As a risk-taker, the Q-value distribution in MG 6’s Q-cube is a non-uniform distribution with a slight trench in the middle of action dimension as shown in Figure 15a. According to the Q-cube framework proposed in this paper, the low value of MG 6’s greedy degree ($\varepsilon = 0.1680$) results in its curiosity on the neighborhood actions of basic action (action 5) for all the states. Neighborhood actions are given more opportunities to accumulate Q-values based on the action selection mechanism. The eagerness of obtaining more future profits aggravates this phenomenon as the discount factor ($\gamma = 0.6721$) is high. A low value of learning rate ($\alpha = 0.2617$) indicates that new bidding information in the real-time market has little impact on the choice of actions.

On the contrary, MG 13 chooses to be conservative in the QLCDA process, whose Q-value distribution in the Q-cube is presented in Figure 15b. MG 13 likes to keep in touch with the latest market information and prefers to choose the basic action under states near $SDR = 1$, which leads to high values of learning rate ($\alpha = 0.6812$) and greedy degree ($\varepsilon = 0.8462$). He is satisfied with current revenues and doesn’t have much interest in exploring new actions, so the discount factor of MG 13 is at a low level ($\gamma = 0.333$). Therefore, there is an obvious hump on the surface of Q-value plane around the middle part (near $Q$ (state 4, action 5) and $Q$ (state 5, action 5)), showing that MG 13 is rational and not greedy.
The iteration results of Q-values of different microgrids prove that the proposed Q-Cube framework for Q-learning algorithm is capable and effective in reflecting the microgrids’ characteristics.

4.3. Case Study 3: Profit Analysis on Different Energy Trading Mechanisms

To verify the performance of the proposed QLCDA, a profit analysis on different energy trading mechanisms is carried out. Previous work of [19] on peer-to-peer energy trading mechanism is introduced here for comparison. As shown in Table 2, three energy trading mechanisms are simulated on the same case from Guizhou Grid for 30 times and the average values of energy trading profits are calculated and analyzed for statistically significance. Negative values indicate the cost paid to peer microgrids and the DNO. The proposed QLCDA mechanism is proved to have superior performance over tradition energy trading mechanism as expected. In addition, for most microgrids, a certain degree of increase on profits could be obtained compared to P2P mechanisms. The profits of seller microgrids are commonly raised as clean energy generated during valley intervals could be stored until the needed time rather than selling to the grid at lower prices. A 65.7% and 10.9% rise in the overall profits of the distribution network can be achieved by the QLCDA mechanism compared with that of the tradition energy trading mechanism and P2P mechanism, respectively.

However, for some buyer microgrids (particularly for MG 6), the profits by adopting the QLCDA mechanism is less than that of the P2P mechanism. This could be explained by the following reasons: (1) as presented in Table 1, the trading quantity is adjustable in the QLCDA mechanism, most of the microgrids obtain higher BESS SOC at the end of one scheduling cycle, inside which MG 6 stores the largest quantity of energy (151.1kWh). The profits by selling this part of stored energy are not calculated in Table 2, while, in a P2P mechanism, the effect of applying BESS and changes in bidding quantity is not taken into consideration. (2) MG 6 is a risk-taker based on its Q-learning parameters. The low value of greedy degree ($\varepsilon = 0.1680$) and learning rate ($\alpha = 0.2617$) indicate that MG 6 cares less about new bidding information and wants to explore more potential actions rather than sticking to the basic action. A high value of discount rate ($\gamma = 0.6721$) proves his eagerness for more future profits, therefore it prefers to keep its BESS at a high SOC and seek deals with lower trading prices near the deadline. From another standpoint of view, the profits analysis proves the effectiveness of the proposed Q-Cube framework for Q-learning algorithm on energy trading problems.

Considering the equipment and operation costs of BESS, the proposed QLCDA mechanism might not be the best choice for energy trading among microgrids, but the simulation results prove its potential in increasing profits for microgrids with different configurations and preferences.

5. Conclusions

To better describe the characteristics of future electricity market, a non-cooperative continuous double auction mechanism, considering the coupling relationship of bidding price and quantity,
was developed in this paper to facilitate energy trading among microgrids in the distribution network. An alternative form of ‘demand response’ is performed in the proposed energy trading mechanism by exerting the potential capacity of BESS, which expands the concept of demand response from time-based to multi-agent-based. The Q-learning algorithm was introduced to CDA mechanism as a decision-making method for each microgrid. To solve the existing defects on the application of Q-learning algorithm in power system, a non-tabular framework of Q-values considering two dimensions of the bidding action is proposed as a Q-cube. In addition, corresponding parameter setting and state-action architecture are designed to better reflect the microgrids’ personalized bidding preferences and make rational decisions according to real-time status of the networked microgrids. Simulations on a realistic case from Hongfeng Lake, Guizhou Province, China prove the efficiency and applicability of the proposed CDA mechanism and Q-cube framework. All of the microgrids are able to make an appropriate negotiation response to the global real-time supply and demand relationship without disclosing personal privacy. A 65.7% and 10.9% increase in the overall profit of the distribution network could be achieved by applying a QLCDA mechanism compared with the traditional energy trading mechanism and P2P energy trading mechanism, respectively. In addition, the Q-value distribution in the proposed Q-cube gives a good response to microgrid’s bidding behaviors and preferences on both theoretical analysis and simulation results. As has been demonstrated in this paper, the proposed Q-cube framework of a Q-learning algorithm for a continuous double auction mechanism can be applied to more energy trading markets in future EI.

There are still some limitations of the proposed Q-cube framework to be discussed: the interaction between bidding price and quantity should be better described as many other factors could have an influence on this coupling relationship, and it is still difficult to summarize the microgrids’ energy bidding preferences with these existing parameters. Moreover, the power flow calculation should be considered synchronously as the energy trading quantity might cause safety issues in the distribution network. In future works, a two-layer energy bidding architecture could be discussed considering both QLCDA among microgrids and internal coordinated dispatch inside microgrids. The interaction of these two layers is worth studying. The power transmission limitations should be considered to ensure the safety of energy market. In addition, further extensions are to be carried out on the time-varying setting of QL parameters and a more appropriate description of the reward function.
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**Abbreviations**
The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| EI | Energy Internet |
| DER | Distributed Energy Resource |
| DG | Distributed Generation |
| BESS | Battery Energy Storage System |
| EV | Electric Vehicle |
| DL | Dispatchable Load |
| RES | Renewable Energy Source |
| ICT | Information and Communication Technology |
Appendix A. Supplementary Case Data from the Guizhou Grid, China

Table A1 shows the BESS properties of the 14 microgrids in the Guizhou Grid, including capacity, initial SOC, charge and discharge restriction and charge and discharge efficiency.

Table A1. Battery energy storage system properties of 14 microgrids in the Guizhou Grid.

|      | MG 1  | MG 2  | MG 3  | MG 4  | MG 5  | MG 6  | MG 7  |
|------|-------|-------|-------|-------|-------|-------|-------|
| Capacity (kWh) | 40    | 20    | 80    | 100   | 100   | 300   | 80    |
| Initial SOC (%) | 33.74 | 30.60 | 68.78 | 68.05 | 49.65 | 54.93 | 60.59 |
| Charge & Discharge Restriction (%) | 24.05 | 16.18 | 16.39 | 15.55 | 15.98 | 15.86 | 18.23 |
| Charge & Discharge Efficiency | 0.8543 | 0.9207 | 0.9465 | 0.8756 | 0.9156 | 0.9400 | 0.9309 |
|      | MG 8  | MG 9  | MG 10 | MG 11 | MG 12 | MG 13 | MG 14 |
| Capacity (kWh) | 150   | 70    | 50    | 60    | 100   | 200   | 150   |
| Initial SOC (%) | 60.59 | 44.99 | 32.84 | 59.05 | 48.00 | 69.58 | 62.65 |
| Charge & Discharge Restriction (%) | 18.23 | 20.91 | 19.93 | 20.91 | 23.39 | 18.96 | 18.87 |
| Charge & Discharge Efficiency | 0.9309 | 0.8899 | 0.8933 | 0.8791 | 0.8891 | 0.9004 | 0.8622 |

The peak/flat/valley electricity price formulated by Guizhou Grid, China is presented in Table A2, which divides a day into three types of time internals.

Table A2. Peak/flat/valley electricity price formulated by the Guizhou Grid.

| Time Interval | Interval Type | Price (CNY/kWh) |
|---------------|---------------|-----------------|
| 8 a.m.–11 a.m., 6 p.m.–9 p.m. | Peak | 1.197 |
| 6 a.m.–8 a.m., 11 a.m.–6 p.m., 9 p.m.–10 p.m. | Flat | 0.744 |
| 10 p.m.–6 a.m. | Valley | 0.356 |

The learning rate $\alpha$, discount factor $\gamma$ and greedy degree $\epsilon$ parameters of the 14 microgrids are given in Table A3.

Table A3. Q-Learning Parameters of 14 Microgrids.

|      | MG 1       | MG 2       | MG 3       | MG 4       | MG 5       | MG 6       | MG 7       |
|------|------------|------------|------------|------------|------------|------------|------------|
| Learning Rate $\alpha$ | 0.5107     | 0.3205     | 0.7124     | 0.7969     | 0.7169     | 0.2617     | 0.6210     |
| Discount Factor $\gamma$ | 0.5240     | 0.6423     | 0.7569     | 0.3373     | 0.7781     | 0.6721     | 0.4231     |
| Greedy Degree $\epsilon$ | 0.6564     | 0.3564     | 0.8156     | 0.4961     | 0.3485     | 0.1680     | 0.4894     |
|      | MG 8       | MG 9       | MG 10      | MG 11      | MG 12      | MG 13      | MG 14      |
| Learning Rate $\alpha$ | 0.3546     | 0.5083     | 0.3291     | 0.5566     | 0.2371     | 0.6812     | 0.2996     |
| Discount Factor $\gamma$ | 0.4670     | 0.7065     | 0.2570     | 0.4146     | 0.6397     | 0.3330     | 0.4062     |
| Greedy Degree $\epsilon$ | 0.3648     | 0.2658     | 0.6173     | 0.3173     | 0.4983     | 0.8462     | 0.7943     |

The values of hyper parameters that appear in this paper are given in Table A4.
Table A4. Hyper parameters settings for the proposed Q-learning algorithm.

| Parameter | θ | µ | δ | β | π | ρ | ξ | τ | ω |
|-----------|---|---|---|---|---|---|---|---|---|
| Value     | 0.50 | 0 | 0.30 | 1.20 | 0.40 | 0.98 | 0.30 | 0.10 | 0.70 |
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