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Abstract Since state-of-the-art multicore processors that execute complicated applications demand a large last-level cache (LLC) for reducing memory latency, next-generation memories have been recently attracted great attentions. Triple-level cell (TLC) spin-transfer torque (STT)-magnetic random access memories (MRAMs) provide high storage density, but degrade latency and power consumption due to three-step resistance state transition and detection processes for write and read operations, respectively. In this paper, we propose a TLC STT-MRAMs aware LLC that limit such penalties for multicore processors. Our LLC minimizes the occurrence of three-step resistance state transition and detection processes via the proposed cell division mapping and conditional block swapping techniques. Experimental results show that the proposed LLC achieves on average 17.2% higher performance and 17.9% lower power consumption than conventional LLCs comprised of TLC STT-MRAMs.
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1. Introduction

With the advent of a variety of artificial intelligence, virtual/augmented reality, and ultra high-quality multimedia applications, there is an increasing demand for a last-level cache (LLC) that provides high capacity, high performance, and low power consumption for state-of-the-art multicore processors [1, 2, 3, 4]. On the contrary, static random access memories (SRAMs) used for implementing caches are approaching their scaling limit [5, 6]. Thus, next-generation non-volatile memories such as a phase-change random access memory (PRAM) [7, 25], a resistive random access memory (ReRAM) [9, 10], and a spin-transfer torque (STT)-magnetic random access memory (MRAM) [11, 12] are being researched for multicore processors. Among them, spin-transfer torque (STT)-MRAMs are taken into consideration as the most promising SRAM alternative for designing such LLCs since they show attractive results towards performance, endurance and power consumption [13]. However, STT-MRAMs have lower storage density than other non-volatile memories. Recently, triple-level cell (TLC) technologies were introduced in STT-MRAMs, and thus, STT-MRAMs enable a large LLC to be implemented at a lower cost [14, 15, 16]. TLCs can be structured in parallel or in series. Series TLC STT-MRAMs require a larger cell area, and a higher switching current, but they are easier to be fabricated and more tolerant of errors than parallel TLC STT-MRAMs. In this paper, our ideas are described in series STT-MRAMs.

Fig. 1(a) shows the cell structure of series STT-MRAMs. Each magnetic tunneling junction (MTJ) consists of two ferromagnetic layers separated by an oxide barrier (MgO) [11, 12]. The magnetization direction of a free layer is altered by passing a current whereas the magnetization direction of a reference layer is fixed. When two ferromagnetic layers of an MTJ have the same magnetization direction, the MTJ has a high resistance, and it represents logic ‘1’. On the contrary, when two ferromagnetic layers of an MTJ have the opposite magnetization directions, the MTJ has a low resistance, and it represents logic ‘0’. On a write operation, a voltage inducing a current across an MTJ is applied between source and bit lines to switch the magnetization direction of a free layer. On a read operation, a small sensing current is applied to induce a bit line voltage. Then, the bit line voltage is compared to a reference voltage to decide whether logic ‘0’ or logic ‘1’ is stored in an MTJ.

Each series TLC MTJ can store a 3-bit data. Fig. 1(b) shows the state transition of the series TLC MTJ for write operation. The series TLC MTJ has eight resistance states: $[hms]$, where $h$, $m$, and $s$ denote the state of hard, medium, and soft domains, respectively. A switching current for hard domains ($I_{\text{high}}$) is higher than a switching current for medium domains ($I_{\text{medium}}$), and $I_{\text{medium}}$ is higher than a switching current for soft domains ($I_{\text{low}}$). Thus, $I_{\text{high}}$ can switch all domains, $I_{\text{medium}}$ can switch the medium and soft domains,
and \( I_{\text{low}} \) can switch only soft domains.

Such a cell structure makes the writing of 3-bit data considerably complicated. For example, in a series TLC MTJ, state \([010]\) can be switched into state \([101]\) by a three-step resistance state transition process as shown in Fig. 1(b). That is, state \([010]\) is first switched into state \([111]\) by \( I_{\text{high}} \), then state \([111]\) is switched into state \([100]\) by \( I_{\text{medium}} \), and finally state \([100]\) is switched into state \([101]\) by \( I_{\text{low}} \). In addition, a series TLC MTJ has a long read latency due to a three-step resistance state detection process. The state of a soft domain is first detected in comparison with the reference voltage of the soft domain (Ref-S), then the state of a medium domain is detected in comparison with the reference voltages of the medium domain (Ref-M0 and M1), and finally the state of a hard domain is detected in comparison with the reference voltages of the hard domain (Ref-H0, H1, H2, and H3), as shown in Fig. 1(c). Such complex resistance state transition and detection processes for write and read operations, respectively, seriously degrade performance, power consumption, and endurance. Previous works have mitigated the degradation of multi-level cell (MLC) STT-MRAMs \([12, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27]\), but they are not effective for a large LLC comprised of series TLC STT-MRAMs.

In this paper, we propose the architecture and operation of a novel LLC comprised of series TLC STT-MRAMs. Our LLC minimizes the occurrence of three-step resistance state transition and detection processes for write and read operations, respectively, via proposed cell division mapping and conditional block swapping techniques. The cell division mapping technique composes LLC blocks with the same domain of series TLC MTJs, and the conditional block swapping technique stores more used data in LLC blocks comprised of soft domains and less used data in LLC blocks comprised of hard domains. Since the proposed techniques make three-step resistance state transition and detection processes less required, as a result, the performance, power, and endurance penalties of series TLC STT-MRAMs can be considerably mitigated in an LLC.

2. Cell Division Mapping Technique

Our LLC is structured by the proposed cell division mapping technique. Fig. 2 shows 3-way set-associative LLCs with series TLC STT-MRAMs in two different mapping manners. In Fig. 2(a), flags, tags, and data (or instructions) are mapped into TLC MTJs by the conventional sequential mapping technique which makes LLC blocks comprised of the hard, medium, and soft domains of series TLC MTJs. Whenever the resultant LLC blocks are accessed for writing and reading operations, thus, all domains of the TLC MTJs must be always accessed by three-step resistance state transition and detection processes, respectively. Furthermore, in the case that just data in hard domains need to be updated, the original data in medium and soft domains must be read via a two-step resistance state detection process, and then rewritten together with data in hard domains via a three-step resistance state transition process. The reason is that a switching current for hard domains is high enough to remove data in medium and soft domains. Similarly, just data in medium domains can be updated via one-step resistance state detection and two-step resistance state transition processes. Thus, LLCs to which TLC STT-MRAMs are mapped via such a sequential mapping technique can significantly degrade performance, power consumption, and endurance.

Fig. 2(b) shows the proposed cell division mapping technique that makes LLC blocks comprised of the same domain of series TLC MTJs. If data are written to LLC block \( s \) mapped to soft domains, the writing operation can be simply performed by a one-step resistance state transition process. The reason is that a switching current for LLC block \( s \) is too low to change data in LLC blocks \( m \) and \( h \) just comprised of medium and hard domains, respectively. In addition, LLC block \( s \) can be accessed for a read operation by a one-step resistance state detection process since the state of soft domains is detected earliest in TLC MTJs as shown in Fig. 1(c).

On the contrary, our cell division mapping technique makes LLC blocks \( m \) and \( h \) accessed via multi-step resistance state transition and detection processes. For example, data are written to LLC block \( m \) via one-step resistance detection and then two-step resistance state transition processes in Fig. 2(b). Since a switching current for LLC block \( m \) is high enough to remove data in LLC block \( s \), the data in LLC block \( s \) should be read, and then rewritten together with data in medium domains. In addition, data in LLC block \( m \) can be read after reading data in LLC block \( s \) via a two-step resistance state detection process. Similarly, data are be written to LLC block \( h \) by two-step resistance state detection and then three-step resistance state transition processes. This is because a switching current for LLC block \( h \) removes data in LLC blocks \( s \) and \( m \), and thus the data in LLC blocks \( m \) and \( s \) should be restored. In addition, data in LLC block \( h \) can be read after reading data in LLC blocks \( s \) and \( m \) via a
three-step resistance state detection process. Our LLC blocks $s$ and $m$ are accessed with shorter latency than LLC blocks constructed by the sequential mapping technique. On the contrary, our LLC block $h$ may be accessed with similar latency to LLC blocks constructed by the sequential mapping technique. If there are additional techniques that make LLC blocks $s$ and $m$ more accessed than LLC blocks $h$, the performance, power consumption, and endurance gains by the proposed cell division mapping technique can greatly increase. Therefore, in the next section, we present our conditional block swapping technique that makes LLC blocks $s$ and $m$ more accessed, and makes LLC block $h$ less accessed.

3. Conditional Block Swapping Technique

When a pseudo least recently used (LRU) algorithm evicts data (or instructions) with low temporal locality from LLC block $h$ data in an upper-level cache need to be updated to LLC block $h$, data (or instructions) in corresponding LLC blocks $m$ and $s$ should be restored. That is, (or instructions) in LLC blocks $s$ and $m$ that were constructed with the same TLC MTJs as LLC block $h$ are read, and then incoming data (or instructions) and read data (or instructions) are written in the LLC blocks $h$, $m$, and $s$. However, in such a restoration process, it is not always required to write all the data to the original LLC blocks. If data likely to be updated from a upper-level cache to an LLC migrate to LLC block $s$ in advance, they can be rapidly updated via a one-step resistance state transition process when that actually happens. Our conditional block swapping technique ensures that such data have a high priority and are written in the order of LLC blocks comprised of soft, medium, and hard domains. Similarly, when data (or instructions) in LLC block $m$ are selected as a victim or data are updated from a upper-level cache, data that come into an LLC and that are originally in LLC block $s$ can be written to LLC block $s$ or $m$, depending on their priorities. On the contrary, if data (or instructions) in LLC block $s$ are evicted from an upper-level cache, incoming data are written just to LLC block $s$.

Table I shows the priority of data and instructions in our LLC. Data in an LLC can be copied or updated from (or to) a upper-level cache and a main memory whereas instructions in an LLC are copied from a main memory and to a upper-level cache. The priorities of data in our LLC are determined by whether the copies of data and instructions are in a upper-level cache, and whether dirty and reference bits in a upper-level cache are set. A dirty bit is set when data corresponding to the dirty bit in a upper-level cache are updated, and a reference bit is set when data corresponding to the reference bit in a upper-level cache is accessed within a given period. In Table I, data which are in not only an LLC, but also a upper-level cache and of which dirty and reference bits are set and reset, respectively have the highest priority. The reason is that data with the set dirty and reset reference bits are likely to be soon evicted from a upper-level cache and updated to an LLC. Next, data which are in both an LLC and a upper-level cache and of which the dirty and reference bits are set have the second highest priority. Since data with the set reference bit are likely to continue to be used in a upper-level cache, they have lower possibility to be evicted from a upper-level cache and updated to an LLC. In the case that data which are both an LLC and a upper-level cache and of which the dirty bit is reset, the data with set and reset reference bits have the third and fourth priorities, respectively. Since data with a reset dirty bit are not required to be updated to an LLC and data with a set reference bit are more read, the data with a set reference bit have a higher priority than the data with a reset reference bit. When data in an LLC are not in a upper-level cache, lastly, they have the lowest priorities regardless of dirty and reference bits.

On the contrary, a cache for instructions does not need a dirty bit since instructions in the cache are not modified during execution. Thus, the priority of instructions starts at 3, and depends on whether instructions in an LLC are in a upper-level cache and whether the reference bit of instructions is set. Unlike the priorities 3 and 4 of data, when data which are in both an LLC and a upper-level cache, the data with reset and set reference bits have the third and fourth priorities. The reason is that instructions that are not recently used may be evicted from a upper-level cache and read from an LLC to a upper-level cache again. On the contrary, since instructions that are recently used are unlikely to be evicted from a upper-level cache, it is not necessary to read them from an LLC. Data (or instructions) with a high priority are written in the order of LLC blocks comprised of soft, medium, and hard domain. Therefore, the proposed conditional block swapping technique greatly reduces the occurrence of complex multi-step resistance state transition and detection processes in our LLC.

4. Experimental Results

We use MARSSx86 [28] and DRAMSim2 [29] simulators for evaluating our TLC STT-MRAM aware LLC for multicore Processors. MARSSx86 is a cycle-accurate full system simulator for multicore x86 CPUs, and DRAMSim2 is a cycle-accurate memory system simulator for double data rate (DDR) 2/3/4 SDRAMs. They are configured as shown in Table II. A level 2 (L2) cache with 6-way associativity is used as an LLC comprised of a series TLC STT-MRAM. Table III shows the parameters of a series TLC STT-MRAM calculated with an NVSim [30] simulator that is a circuit-
Table II. Configuration of processor, cache, and memory

| Processor | 2.4GHz, quad-core, out-of-order, 4-issue per core |
|-----------|-----------------------------------------------|
| L1 I- and D-cache | 16KB SRAM, 64B block size, 4-way associativity, write-back, LRU |
| L2 shared cache | 3MB series TLC STT-MRAM, 64B block size, 6-way associativity, write-back, pseudo-LRU |
| Main Memory | DDR3-1600 SDRAM, 1 channel, 2 ranks, 8 banks per rank, 32K rows, 2K columns |

Table III. Simulation parameters of series STT-MRAM (*a* soft domain, *b* medium domain, *c* hard domain).

| Parameter                  | S*a* | M*b* | H*c* |
|---------------------------|------|------|------|
| Cell size                 | 36F  | 4.5F |      |
| Read latency (cycle)      | 8    | 5    | 3    |
| Write latency (cycle)     | 19   | 41   | 66   |
| Read energy (pJ/bit)      | 0.828| 1.125| 1.422|
| Write energy (pJ/bit)     | 2.111| 5.176| 8.662|
| Leakage (mW)              | 121.2|      |      |

level performance, energy, and area model for emerging non-volatile memory. We use PARSEC benchmarks [31] to conduct evaluations for 100 million clock cycles, and compare LLCs adopting our cell division mapping (CDM) technique alone and our CDM and conditional block swapping (CBS) techniques with an LLC adopting a sequential mapping (SM) technique.

Fig. 3 shows instructions per cycle (IPC) comparison that is normalized by the IPC of a processor with an LLC adopting the SM technique. An LLC adopting the proposed CDM technique alone achieves, on average, 6%, 10.1%, and 13.3% higher IPC than an LLC adopting the SM technique when one, two, and four benchmarks, respectively are executed simultaneously. This improvement results from our LLC blocks comprised just of soft or medium domains. The LLC blocks are accessed via one-step and two-step resistance state transition and detection processes whereas LLC blocks constructed by the SM technique are always accessed via three-step resistance state transition and detection processes. Moreover, our LLC adopting both CDM and CBS techniques achieves, on average, 8%, 13.3%, and 17.2% higher IPC than an LLC adopting the SM technique in the case that one, two, and four benchmarks, respectively are executed at the same time. Our CBS technique migrates data that are less accessed in an LLC into LLC blocks comprised of hard domains in advance, and thus reduces the occurrence of three-step resistance state transition and detection processes for LLC blocks comprised of hard domains. In addition, our LLC shows higher performance as more applications are concurrently executed in a multicore processor. The reason is that a long LLC access for one application resulting from three-step resistance state transition and detection processes delays subsequent LLC accesses for other applications.

Fig. 4 shows power consumption comparison that is normalized by power consumed by an LLC adopting the SM technique. An LLC adopting our CDM technique alone consumes, on average, 6.7%, 10.5%, and 14.1% lower power than an LLC adopting the SM technique when one, two, and four benchmarks, respectively are executed simultaneously. In addition, the proposed LLC adopting both CDM and CBS techniques consumes 8.9%, 13.9%, and 17.9% lower power when one, two, and four benchmarks, respectively are executed at the same time. The reason is that low and medium currents for switching soft and medium domains, respec-

![Fig. 3. Performance comparison. (a) One benchmark. (b) Two benchmarks. (c) Four benchmarks.](image1)

![Fig. 4. Power consumption comparison. (a) One benchmark. (b) Two benchmarks. (c) Four benchmarks.](image2)
tively are more used in our LLC. On the contrary, LLC blocks constructed by the SM technique always need a high current for switching hard domains. Furthermore, we expect our LLC consumes much lower power than an LLC adopting the SM technique in the case that more applications are concurrently executed in a multicore processor.

5. Conclusion

As the demand of artificial intelligence and high quality services has dramatically increased, recently, LLCs with large capacity have been actively researched. A series TLC STT-MRAM that is one of the alternatives to SRAM needs long and complex three-step resistance state transition and detection processes for write and read operations due to its cell structure. The proposed cell division mapping and conditional selection block swapping techniques make such a three-step process less occur in an LLC comprised of series TLC STT-MRAMs, and thus achieve higher performance and lower power consumption. In addition, our techniques will be easily extended for quad-level cell STT-MRAMS and beyond.
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