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Abstract

Jensen’s inequality can be thought as answering the question of how knowledge of \( E(X) \) allows us to bound \( E(f(X)) \) in the cases where \( f \) is either convex or concave. Many generalizations have been proposed, which boil down to how additional knowledge allows us to sharpen the inequality. In this work, we investigate the question of how knowledge about expectations \( E(f_i(X)) \) of a random vector \( X \) translate into bounds for \( E(g(X)) \). Our results show that there is a connection between this problem and properties of convex hulls, allowing us to rewrite it as an optimization problem. The results of these optimization problems not only arrive at sharp bounds for \( E(g(X)) \) but in some cases also yield discrete probability measures where equality holds. We develop both analytical and numerical approaches for finding these bounds and also study in more depth the case where the known information are the average and variance, for which some analytical results can be obtained.

1 Introduction

Jensen’s inequality \[1\] has a long history in applied mathematics and science, being used in Probability Theory, Statistical Mechanics, Information Theory and Convex Analysis. Written in terms of expectations, it states that if \( X \) is a random vector and \( f \) is a convex function, then

\[
E(f(X)) \geq f(E(X))
\]  \( (1) \)

Eq \( (1) \) can be regarded as an inequality relating different expectations that can be computed from the random vector \( X \) (as is the case for Markov’s and Chebyshev’s inequalities). In particular, one can think of it as answering the question of how knowledge of \( E(X) \) allows us to bound \( E(f(X)) \) in the cases where \( f \) is convex (or concave, if we consider \( -f \)).

Given it’s importance, there has been considerable effort on finding generalizations of the inequality \[1\] \[12, 16, 3, 8, 1, 15, 7, 13, 2\]. These generalizations can be broken down on bounds that require more information about the function \( f \) (like analyticity assumptions \[16, 3, 8\], superquadraticity \[1, 2\] or assumptions about asymptotic behaviours \[9\]); or bounds that require knowledge of more expectations besides \( E(X) \) (like the variance \[12, 16, 3, 8, 7\], other dispersion measures \[9\] or more complicated expectations \[1, 13, 2\]). A notable limitation of the current results is that they require the random vector to have a support contained in \( \mathbb{R} \) or even specific subsets of \( \mathbb{R} \).

In this work, we consider the question of how knowledge about expectations \( E(f_i(X)) \) of a random vector \( X \) translate into bounds for \( E(g(X)) \). The case where the \( f_i \) and \( g \) are polynomials is famously related to generalized moment problems and can be solved numerically with semidefinite programming \[14, 6\]. In order to extend this problem to more general classes of functions, we take a different route and show that using convex hulls, one can obtain sharp lower and upper bounds for \( E(g(X)) \). Most of the work is devoted to theorems that allow these bounds to be obtained in a simpler way, instead of requiring finding the actual convex hull. In sections 3 and 5 we obtain the main results. Some applications are given in sections 4 and 6. These include two theorems that expand some of the work already done regarding the Jensen gap:

**Theorem.** If \( f : [a, b] \to \mathbb{R} \) is bounded, differentiable and such that \( f' \) is strictly convex, then for every \( \lambda \) and \( \sigma^2 \) that are possible values for the average and variance of a variable in \( [a, b] \), then there exist measures \( \mu_{\pm} \) with

\[
E(X)_{\mu_{\pm}} = \lambda \quad \text{and} \quad \text{Var}(X)_{\mu_{\pm}} = \sigma^2
\]

such that

\[
E(f(X))_{\mu_{\pm}} = \frac{\sigma^2 f(a) + (\lambda - a)^2 f(\lambda + \frac{\sigma^2}{\lambda - a})}{\sigma^2 + (\lambda - a)^2}
\]
\[ E(f(X))_{\mu^+} = \frac{\sigma^2 f(b) + (\lambda - b)^2 f(\lambda + \frac{\sigma^2}{\lambda - b})}{\sigma^2 + (\lambda - b)^2} \]

and for every measure \( \mu \) with the same average and variance we have

\[ E(f(X))_{\mu^-} \leq E(f(X))_{\mu} \leq E(f(X))_{\mu^+} \]

**Theorem.** Let \( f : \mathbb{R} \to \mathbb{R} \) be continuous, \( \lambda \in \mathbb{R}, \sigma > 0, \vec{p} \equiv (p_a, p_b, p_c), S = \{ \vec{p} \in \mathbb{R}^3 \mid p_a, p_b, p_c > 0 \text{ and } p_a + p_b + p_c = 1 \} \) and define

\[
x_a(\vec{p}, \theta) = \lambda + \sigma \left( \cos(\theta) \sqrt{\frac{p_a}{p_a} + \sin(\theta)\sqrt{p_c}} \right) \frac{1}{\sqrt{p_a + p_b}} \\
x_b(\vec{p}, \theta) = \lambda + \sigma \left( -\cos(\theta) \sqrt{\frac{p_a}{p_b} + \sin(\theta)\sqrt{p_c}} \right) \frac{1}{\sqrt{p_a + p_b}} \\
x_c(\vec{p}, \theta) = \lambda - \sigma \sin(\theta) \sqrt{\frac{p_a + p_b}{p_c}}
\]

Then

\[
\inf_{\mu \in M} E(f(X))_{\mu} = \inf_{\vec{p} \in S} \inf_{\theta > 0} (p_a f(x_a) + p_b f(x_b) + p_c f(x_c)) \\
\sup_{\mu \in M} E(f(X))_{\mu} = \sup_{\vec{p} \in S} \sup_{\theta > 0} (p_a f(x_a) + p_b f(x_b) + p_c f(x_c))
\]

where \( M \) is the set of all measures with support in \( S \), \( E(X)_{\mu} = \lambda \) and \( \text{Var}(x)_{\mu} = \sigma^2 \).

Finally, in section 7 we present a theorem that reduces the problem of bounding \( E(g(X)) \) given \( E(f_i(X)) \) to a convex optimization problem:

**Theorem.** If \( S \subseteq \mathbb{R}^n \), let \( g : \mathbb{R}^n \to \mathbb{R} \) and \( f : \mathbb{R}^n \to \mathbb{R}^m \) be measurable functions, \( M(S, \psi) \) be the set of all measures \( \mu \) with support contained in \( S \) such that \( E(f(X))_{\mu} = \psi \) and let \( D = \{ \psi \in \mathbb{R}^m \mid M(S, \psi) \neq \emptyset \} \). So if \( \phi \in \text{int}(D) \neq \emptyset \), then

\[
\inf_{\mu \in M(S, \phi)} E(g(X))_{\mu} = \sup_{\alpha \in \mathbb{R}^m} \left( \inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right) \\
\]

and

\[
\sup_{\mu \in M(S, \phi)} E(g(X))_{\mu} = \inf_{\alpha \in \mathbb{R}^m} \left( \sup_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right)
\]

## 2 Problem Statement and Notation

We are interested in studying the following problem:

Let \( X \) be a random vector with probability measure \( \mu \) on \( \mathbb{R}^n \) that has its support contained in \( S \subseteq \mathbb{R}^n \).

Let \( f_1, \ldots, f_m \) and \( g \) be measurable functions \( \mathbb{R}^n \to \mathbb{R} \). If \( E(f_i(X))_{\mu} = \phi_i \in \mathbb{R}, \ i = 1, \ldots, m \), then what can be said about \( E(g(X))_{\mu} \)?

For ease of notation, for the rest of this work, the functions \( f_i \) will always be the \( m \) functions whose expectations are known (bundled together as the vector \( f \)), \( \phi_i \) are the values of these expectations (bundled as the vector \( \phi \)) and \( g \) is the function whose expectation we wish to study. We further define/denote

- \( z \) is the \((m + 1)\)-th coordinate of a point in \( \mathbb{R}^{m+1} \).
- \( \Gamma(x) \equiv (f_1(x), f_2(x), \ldots, f_m(x), g(x)) \)
- \( M(S) \) is the set of all probability measures \( \mu \) on \( \mathbb{R}^n \), with support contained in \( S \subseteq \mathbb{R}^n \).
- \( M(S, \phi) \) is the subset of \( M(S) \) such that \( E(f(X))_{\mu} = \phi \in \mathbb{R}^m \) and \( E(g(X))_{\mu} \) is finite.
- \( M_k(S, \phi) \) is the subset of \( M(S, \phi) \) with measures that have at most \( k \) points in their support.
**•** $\mathcal{H}(S)$ is the convex hull of a set $S$.

**•** If $\phi \in \mathbb{R}^m$ and $S \subseteq \mathbb{R}^n$, then $\gamma(S, \phi) \equiv \mathcal{H}(\Gamma(S)) \cap \{\phi\} \times \mathbb{R}$.

**•** $\text{cl}(S)$ is the closure of a set $S$.

**•** $\text{int}(S)$ is the interior of a set $S$.

**•** $\text{bd}(S)$ is the boundary of a set $S$.

**•** $u \cdot v$ denotes the scalar product $\sum_i u_i v_i$.

The following definition will also be useful

**Def 1 (Progressive Cover).** A progressive cover of a set $S \subseteq \mathbb{R}^n$ is a sequence of sets $(S_i)_{i=1}^\infty$ such that

**•** $S_i \subseteq S_j$ if $i \leq j$

**•** $S_i \subseteq S \forall i$

**•** $\forall x \in S \exists i \mid x \in S_i$

A progressive compact cover is a progressive cover where all sets in it are compact and a progressive bounded cover is a progressive cover where all sets in it are bounded.

### 3 Convex hulls and expectations

In order to tackle our problem, we first recall the well known lemma

**Lemma 1.** If $S \subseteq \mathbb{R}^n$ and $\mu \in M(S)$ has a non-divergent expectation, $E(X)_{\mu}$, then $E(X)_{\mu} \in \mathcal{H}(S)$.

The same general reasoning used in proving lemma 1 can be used to extend it to situations where we are mapping the random vector:

**Lemma 2.** Let $\mu \in M(S)$, with $S \subseteq \mathbb{R}^n$ and let $\Psi : \mathbb{R}^n \to \mathbb{R}^m$ be a measurable function such that $E(\Psi(X))_{\mu}$ is non-divergent, then $E(\Psi(X))_{\mu} \in \mathcal{H}(\Psi(S))$.

From here the following corollary follows:

**Corollary 1.** Let $\Psi : \mathbb{R}^n \to \mathbb{R}^m$ be a measurable function, $S \subseteq \mathbb{R}^n$ and $\Xi \in \mathbb{R}^m$. Then there exists a measure $\mu \in M(S)$ such that

$$E(\Psi(X))_{\mu} = \Xi$$

iff $\Xi \in \mathcal{H}(\Psi(S))$.

**Proof.** If $\Xi \in \mathcal{H}(\Psi(S))$, then by definition $\Xi$ is a finite convex combination of elements in $\Psi(S)$:

$$\Xi = \sum_k \alpha_k P_k$$

The measure $\mu \in M(S)$ we are after can be obtained by taking $Q_k \in S$ such that $\Psi(Q_k) = P_k$ and attributing probability $\alpha_k$ to each $Q_k$.

On the other hand, if $E(\Psi(X))_{\mu} = \Xi$ for some $\mu \in M(S)$, then all we need to do is apply lemma 2.

The connection of corollary 1 with the problem we are interested in is given by the following theorem

**Theorem 1 (Hull Inequality).** Let $\gamma(S, \phi) = \mathcal{H}(\Gamma(S)) \cap \{\phi\} \times \mathbb{R}$, with $S \subseteq \mathbb{R}^n$ and let $z$ denote the $(m+1)$-th coordinate of a point. Then

\[
\inf_{\gamma(S, \phi)} z = \inf_{\mu \in M(S, \phi)} E(g(X))_{\mu} = \inf_{\mu \in M_{m+2}(S, \phi)} E(g(X))_{\mu}
\]

\[
\sup_{\gamma(S, \phi)} z = \sup_{\mu \in M(S, \phi)} E(g(X))_{\mu} = \sup_{\mu \in M_{m+2}(S, \phi)} E(g(X))_{\mu}
\]
Proof. The case $\gamma(\mathcal{S}, \phi) = \emptyset$ is trivially true. Moving on to $\gamma(\mathcal{S}, \phi) \neq \emptyset$, we’ll give the proof for the supremum only, as the result for the infimum would follow from considering the supremum for $-g(X)$ instead of $g(X)$. For conciseness, let us denote

$$\sigma = \sup_{\gamma(\mathcal{S}, \phi)} z \quad \text{and} \quad s = \sup_{\mu \in M(\mathcal{S}, \phi)} E(g(X))_\mu$$

We first prove that $s \geq \sigma$. There exists a sequence $(P_k)_{k=1}^\infty$ in $\gamma(\mathcal{S}, \phi)$ such that $P_k = (\phi, z_k)$ and

$$\lim_{k \to \infty} z_k = \sigma$$

Using corollary [1] it follows that for every $k$ there exists $\mu_k \in M(\mathcal{S}, \phi)$ such that $E(\Gamma(X))_{\mu_k} = P_k$, hence

$$\lim_{k \to \infty} E(g(X))_{\mu_k} = \sigma$$

implying $s \geq \sigma$ (note that this reasoning works even if $\sigma = \infty$).

Next we show that $s \leq \sigma$. If $\sigma$ is infinite, there is nothing to prove, otherwise suppose by absurd that $s > \sigma$. It follows that there exists $\mu \in M(\mathcal{S}, \phi)$ such that $g \equiv E(g(X))_\mu > \sigma$. Let $P = E(\Gamma(X))_\mu$. By definition of $M(\mathcal{S}, \phi)$ we have $P = (\phi, g)$. At the same time, lemma [2] implies $P \in \mathcal{H}(\Gamma(\mathcal{S}))$ and hence $P \in \gamma(\mathcal{S}, \phi)$, but then the supremum $\sigma$ should be at least $g$ (since it is the $z$ coordinate of a point in $\gamma(\mathcal{S}, \phi)$). Contradiction!

Finally, using corollary [1] for every $\mu \in M(\mathcal{S}, \phi)$, we have $E(\Gamma(X))_\mu \in \mathcal{H}(\Gamma(\mathcal{S}))$. So we can use Carathéodory’s theorem to build a measure $\bar{\mu} \in M_{\alpha+2}(\mathcal{S}, \phi)$ such that $E(\Gamma(X))_\bar{\mu} = E(\Gamma(X))_\mu$ and hence such that $E(g(X))_\mu = E(g(X))_\bar{\mu}$, which completes the proof.

Note that if we supplement this theorem with corollary [1] we get that the possible values for $E(g(X))_\mu$ are exactly the $z$ coordinates in $\gamma(\mathcal{S}, \phi)$, which provides us, at least in principle, with the answer of the problem we set to study. This can be put in the form

$$\inf_{\gamma(\mathcal{S}, \phi)} z \leq E(g(X))_\mu \leq \sup_{\gamma(\mathcal{S}, \phi)} z$$

which can be seen as a generalization of Jensen’s inequality, as we will see from examples in the following sections. Furthermore, the equality in theorem [1] means it can always be saturated, when the bounds are finite.

Also, the fact that $M(\mathcal{S}, \phi)$ and $M_{\alpha+2}(\mathcal{S}, \phi)$ have the same extrema allows us to think of the problem of obtaining these bounds as an optimization over $M_{\alpha+2}(\mathcal{S}, \phi)$, which we will explore later.

However, using convex hulls still obfuscates the results due to their complexity. In the next sections we develop tools to obtain the extrema in $\gamma(\mathcal{S}, \phi)$ more easily.

4 A generalization of Jensen’s inequality as an example

Theorem [1] tells us that studying $\mathcal{H}(\Gamma(\mathcal{S}))$ gives us information about $E(g(X))$. As an example, consider the situation where we are given the expectation of the random vector $E(X) \in \mathbb{R}^n$ and we want to study $E(g(X))$. This is the case where $m = n$, $f_i(x) = x_i$, $\mathcal{S} = \mathbb{R}^n$ and $\phi = E(X)$. In this case, $\Gamma(\mathcal{S})$ is the graph of $g(x)$:

$$\mathcal{G} = \{(x, g(x)) \mid x \in \mathbb{R}^n\}$$

whose convex hull obeys

$$\mathcal{H}(\Gamma(\mathcal{S})) = \mathcal{H}(\mathcal{G}) \subseteq \text{cl}(\mathcal{H}(\mathcal{G})) = \{(x, z) \mid x \in \mathbb{R}^n \text{ and } \bar{g}(x) \leq z \leq \tilde{g}(x)\}$$

where $\bar{g}, \tilde{g} : \mathbb{R}^n \to \overline{\mathbb{R}}$ are respectively the convex and concave envelopes of $g$.

Applying theorem [1] we get that

$$\bar{g} \left( E(X)_{\mu} \right) \leq E(g(X))_{\mu} \leq \tilde{g} \left( E(X)_{\mu} \right)$$

which can be seen as a generalization of Jensen’s inequality, beyond the convex/concave case. Note that we could have proven this inequality directly from Jensen’s inequality together with

$$\tilde{g}(x) \leq g(x) \leq \bar{g}(x)$$

since $\bar{g}$ is convex and $\tilde{g}$ is concave. However, the theory we will develop can be applied in many more situations. Notably, we can study the case where one is given $E(X)$ and $\text{Var}(X)$ and we want to study $E(g(X))$, which has received considerable attention [16, 12].
5 Geometrical Approach

Consider now the situation where one of the extrema

\[ \sigma_- = \inf_{\gamma(S, \phi)} z \quad \text{or} \quad \sigma_+ = \sup_{\gamma(S, \phi)} z \]

is finite. It follows that there’d exist a point \( P = (\phi, \sigma) \) (either \( (\phi, \sigma_-) \) or \( (\phi, \sigma_+) \)) in \( \text{cl} \( (\gamma(S, \phi)) \). This point would be in the boundary of \( H(\Gamma(S)) \) and hence there exists a supporting hyperplane passing through \( P \) that divides the space in two parts, one of which has no intersection with \( \Gamma(S) \). It turns out that the existence of these hyperplanes can help us finding \( \sigma_{\pm} \) (and hence the bound in the expectation we are interested in)

**Theorem 2.** If \( S \subseteq \mathbb{R}^n \), then there exist vectors \( \alpha_{\pm} = (\alpha_{\pm}^1, \ldots, \alpha_{\pm}^n) \) and values \( \beta_{\pm}, c_{\pm} \) such that \( \beta_{\pm} \geq 0 \), \( (\alpha_{\pm}^1, \ldots, \alpha_{\pm}^n, \beta_{\pm}) \neq 0 \) and

- If \( \sigma_+ \) is finite, then
  \[
  \alpha_+ \cdot f(x) + \beta_+ g(x) + c_+ \leq 0 \quad \forall x \in S \quad \text{and} \quad \sup_{\mu \in M(S, \phi)} E(\alpha_+ \cdot f(X) + \beta_+ g(X) + c_+) = 0
  \]

- If \( \sigma_- \) is finite, then
  \[
  \alpha_- \cdot f(x) + \beta_- g(x) + c_- \geq 0 \quad \forall x \in S \quad \text{and} \quad \inf_{\mu \in M(S, \phi)} E(\alpha_- \cdot f(X) + \beta_- g(X) + c-) = 0
  \]

- Moreover, for each case where \( \sigma_{\pm} \) is finite, if \( (\phi, \sigma_{\pm}) \in \gamma(S, \phi) \), then there exists a measure \( \mu_{\pm} \in M_{m+1}(S, \phi) \) with support \( s_{\pm} \), such that \( \mu_{\pm} = \sigma_{\pm} \) and \( \alpha_{\pm} \cdot f(x) + \beta_{\pm} g(x) + c_{\pm} = 0 \quad \forall x \in s_{\pm} \)

**Proof.** We will focus on the proof for \( \sigma_+ \) (the proof for \( \sigma_- \) is analogous).

Let us prove the first item, starting with the inequality

\[ \alpha_+ \cdot f(x) + \beta_+ g(x) + c_+ \leq 0 \quad \forall x \in S \quad (2) \]

Since \( \sigma_+ \) is finite, then using theorem[1] there exists a point \( P_+ = (\phi, \sigma_+) \in \text{cl} \( (\gamma(S, \phi)) \). This point must be in the boundary of \( H(\Gamma(S)) \), so there must exist a supporting hyperplane \( \Pi(S) \) containing it. This hyperplane divides the space into 2 regions, one of which has no intersection with \( \Gamma(S) \) (and hence with \( \Gamma(S) \)).

Algebraically, the hyperplane and the regions it defines can be specified (for every \( y \in \mathbb{R}^{m+1} \)) as \( a_+ \cdot y + c_+ = 0 \) (\( \Pi(S) \) itself) and \( a_+ \cdot y + c_+ > 0, a_+ \cdot y + c_+ < 0 \) (the 2 regions), where \( a_+ \equiv (\alpha_+^1, \ldots, \alpha_+^n, \beta_+) \neq 0 \). Note that the sign of \( a_+ \) is arbitrary (as we can change it and the sign of \( c_+ \) to get the same geometric locus) so without loss of generality we may assume \( \beta_+ \geq 0 \).

We will now consider some possibilities. If \( \Gamma(S) \) is such that \( \text{int} \( (\Gamma(S)) \) = \emptyset \), then II can also be made such that \( \Gamma(S) \subseteq \Pi \), meaning that equality holds in \( (2) \) for all points \( x \in S \) (and we are done). We will divide the case \( \text{int} \( (\Gamma(S)) \) \neq \emptyset \) in two other cases. Firstly, if \( \beta_+ = 0 \), we need to prove that we can choose \( a_+ \) and \( c_+ \) such that

\[ a_+ \cdot \Gamma(x) + c_+ = \alpha_+ \cdot f(x) + c_+ \leq 0 \quad \forall x \in S \]

But since \( \beta_+ = 0 \), this implies that the sign of \( a_+ \) has still not been determined. So the observation that \( a_+ \cdot y + c_+ \) has the same sign for all \( y \in \Gamma(S) \) trivially implies that we can choose this sign to be negative.

Finally, for the case \( \beta_+ > 0 \), consider the line \( \lambda = \{(\phi, t) \mid t \in \mathbb{R}\} \). If \( \lambda \cap \text{int} \( (\Gamma(S)) \) = \emptyset \) then the separating hyperplane theorem tells us that there exists a hyperplane \( \Xi \) separating \( \lambda \) and \( \text{int} \( (\Gamma(S)) \). Since \( P_+ \in \lambda \), the distance between these two sets is 0, implying that \( \Xi \) is also a supporting hyperplane containing \( P_+ \).

Furthermore, it implies that \( \lambda \subseteq \Xi \), so if we had used \( \Xi \) instead of \( \Pi \) to define \( \alpha \) and \( \beta \), we’d be back to the case \( \beta_+ = 0 \) that we proved already. On the other hand, if \( \lambda \cap \text{int} \( (\Gamma(S)) \) are not disjoint, then \( \lambda \cap \text{int} \( (\Gamma(S)) \) is not a singleton, implying that there are points of the form \( (\phi, t) \) in \( \text{int} \( (\Gamma(S)) \) with \( t \neq \sigma_+ \). These points must have \( t < \sigma_+ \) and hence the region defined by \( \Pi \) where \( \Gamma(S) \) (and hence \( \Gamma(S) \)) resides is \( a_+ \cdot y + c_+ \leq 0 \).

Therefore, \( a_+ \cdot \Gamma(x) + c_+ \leq 0 \quad \forall x \in S \). Expanding this we get the desired inequality:

\[ a_+ \cdot f(x) + \beta_+ g(x) + c_+ \leq 0 \quad \forall x \in S \]
(in the proof for $\sigma_-$ the only difference is that on the last step we have $t > \sigma_-$, which reverses the sign of the final inequality).

Next, we must prove that
\[
\sup_{\mu \in M(S, \phi)} \mathbb{E}(\alpha_+ \cdot f(x) + \beta_+ g(x) + c_+) = 0
\]
We first note that if $\mu \in M(S, \phi)$, then
\[
\mathbb{E}(\alpha_+ \cdot f(x) + \beta_+ g(x) + c_+)_\mu = \alpha_+ \cdot \phi + c_+ + \beta_+ \mathbb{E}(g(x))_\mu
\]
Since $\beta_+ \geq 0$, this implies that
\[
\sup_{\mu \in M(S, \phi)} \mathbb{E}(\alpha_+ \cdot f(x) + \beta_+ g(x) + c_+) = \alpha_+ \cdot \phi + c_+ + \beta_+ \mathbb{E}(g(x)) = 0
\]
which equals 0 because $P_+ \in \Pi$ (the reasoning is identical for $\sigma_-)$.

Finally, let us prove the last item. Since $P_+ \in \gamma(S, \phi)$, then $P_+ \in \mathcal{H}(\Gamma(S))$ and we can use Caratheodory’s theorem to write $P_+$ as the convex combination of $m + 1$ points in $\Gamma(S)$ ($m + 2$ are not needed because we are in the boundary) and using an argument similar to the one in the proof of corollary $\Pi$ there exists $\mu_+ \in M_{m+1}(S, \phi)$ with $\mathbb{E}(\Gamma(X))_{\mu_+} = P_+$. Hence $\mathbb{E}(g(X))_{\mu_+} = \sigma_+$. 

Also,
\[
\mathbb{E}(\alpha_+ \cdot \Gamma(X) + c_+)_{\mu_+} = \alpha_+ \cdot \mathbb{E}(\Gamma(X))_{\mu_+} + c_+ = \alpha_+ \cdot P_+ + c_+ = 0.
\]
Since $\alpha_+ \cdot \Gamma(X) + c_+$ must have the same sign for all $x \in S$ and its expectation is null, then $\mu_+$ must be such that $\alpha_+ \cdot \Gamma(X) + c_+ = 0$ almost surely. Since the support $s_+$ of $\mu_+$ is finite, then $s_+ \subseteq \Pi$. Expanding $\alpha_+ \cdot \Gamma(x)$ we get
\[
\alpha_+ \cdot f(x) + \beta_+ g(x) + c_+ = 0 \quad \forall x \in s_+
\]
(once again the reasoning is identical for $\sigma_-$)

An important situation where this theorem can be applied is when $S$ is a compact in $\mathbb{R}^n$ and the restriction of $\Gamma$ to $S$ is continuous. In this case both $\sigma_+$ and $\sigma_-$ are finite and such that $(\phi, \sigma_+) \in \gamma(S, \phi)$ and as we will see in the section $\Pi$, studying the possibilities for $\mu_\pm$ will be very useful to finding the $\sigma_\pm$. The next theorem will allow us to extend this use case, by studying progressive compact covers of $S$, instead of $S$ itself.

**Theorem 3.** Let $(S_i)_{i=1}^{\infty}$ be a progressive cover of $S \subseteq \mathbb{R}^n$ and let $L_i$, $U_i$, $L_i^{(k)}$ and $U_i^{(k)}$ be defined as follows
\[
L_i \equiv \inf_{\mu \in M(S_i, \phi)} \mathbb{E}(g(X))_\mu \quad U_i \equiv \sup_{\mu \in M(S_i, \phi)} \mathbb{E}(g(X))_\mu
\]
\[
L_i^{(k)} \equiv \inf_{\mu \in M_k(S_i, \phi)} \mathbb{E}(g(X))_\mu \quad \text{and} \quad U_i^{(k)} \equiv \sup_{\mu \in M_k(S_i, \phi)} \mathbb{E}(g(X))_\mu
\]
then
\[
\inf_{\mu \in M(S, \phi)} \mathbb{E}(g(X))_\mu = \lim_{i \to \infty} L_i \quad \sup_{\mu \in M(S, \phi)} \mathbb{E}(g(X))_\mu = \lim_{i \to \infty} U_i
\]
\[
\inf_{\mu \in M_k(S, \phi)} \mathbb{E}(g(X))_\mu = \lim_{i \to \infty} L_i^{(k)} \quad \sup_{\mu \in M_k(S, \phi)} \mathbb{E}(g(X))_\mu = \lim_{i \to \infty} U_i^{(k)}
\]

**Proof.** Let us show that
\[
\sup_{\mu \in M(S, \phi)} \mathbb{E}(g(X))_\mu = \lim_{i \to \infty} U_i
\]
Since $(S_i)_{i=1}^{\infty}$ is a progressive cover, it follows that $M(S_i, \phi) \subseteq M(S_j, \phi) \subseteq M(S, \phi)$ whenever $i < j$.
Firstly, this implies that the case $M(S, \phi) = \emptyset$ is such that $M(S_i, \phi) = \emptyset$ for all $i$, hence the supremum and all the $U_i$ are $-\infty$ (proving this case). Secondly, if $M(S, \phi) \neq \emptyset$, then $(U_i)_{i=1}^{\infty}$ is non-decreasing.
Consider first the case where the supremum is finite:
\[
\sup_{\mu \in M(S, \phi)} \mathbb{E}(g(X))_\mu = \sigma
\]
It follows that for every $\varepsilon > 0$, there exists $\mu_\varepsilon \in M(S, \phi)$ such that
are intervals of the form $[a, b)$. Using lemma 2 we have $(\phi, \overline{g}) \in \mathcal{H}(\Gamma(S))$. Using Caratheodory’s theorem we can build then $\nu_\varepsilon \in M_{m+2}(S, \phi)$ with $E(\Gamma(X))_{\nu_\varepsilon} = (\phi, \overline{g})$. Let $s_\varepsilon$ be the support of $\nu_\varepsilon$. Since $s_\varepsilon \subseteq S$ is finite and $(S_i)_{i=1}^\infty$ is a progressive cover of $S$, then there exists $N_\varepsilon$ such that for all $n > N_\varepsilon$ we have $s_\varepsilon \subseteq S_n$, implying $\nu_\varepsilon \in M(S_n, \phi)$ and hence

$$U_n = \sup_{\mu \in M(S_n, \phi)} E(g(X))_\mu \geq E(g(X))_{\nu_\varepsilon} = \overline{g}$$

However, since $M(S_n, \phi) \subseteq M(S, \phi)$, then $U_n \leq \sigma$, so $|U_n - \sigma| \leq \varepsilon$, implying the limit.

The case when the supremum is $\infty$ is similar. For all $\delta$, there exists $\mu_\delta \in M(S, \phi)$ such that

$$E(g(X))_{\mu_\delta} \geq \delta$$

Invoking lemma 2 and Caratheodory’s theorem we can once again find $\nu_\delta \in M_{m+2}(S, \phi)$ with the same expectation $E(\Gamma(X))$ than $\mu_\delta$. Once again, since the support of $\nu_\delta$ is finite, then there exists $N_\delta$ such that for all $n > N_\delta$, the support of $\nu_\delta$ is in $S_n$, implying $U_n \geq \delta$ and hence that $U_n \to \infty$.

This concludes the proof, as the limit for the infimum follows from considering the limit of the supremum for $-g$ instead of $g$ and the reasoning for the case with finite support is nearly identical (substitute $M$ for $M_\delta$, $U_i$ for $U_i^{(k)}$ and instead of using lemma 2 together with Caratheodory’s theorem to build $\nu_\varepsilon$ and $\nu_\delta$, we can just use $\mu_\varepsilon$ and $\mu_\delta$ in their places, as the supports are already finite).

\[\Box\]

5.1 Some simple examples

To illustrate how to use theorems 2 and 3 we will work out some examples where the bounds can also be derived by simpler methods.

5.1.1 A case where $\Gamma$ is continuous

Let us first find the lower bound for $E(X^4)$ given $E(X) = \lambda$ and $\text{Var}(X) = \sigma^2$. This problem fits the framework we just developed. Namely we have $m = 2$, $f_1(x) = x$, $f_2(x) = x^2$, $g(x) = x^4$, $\phi = (\lambda, \lambda^2 + \sigma^2)$ and $S = \mathbb{R}$.

Theorem 2 gives us the most information when $\Gamma(S)$ is compact, which is not the case. However, we can use theorem 3 and study a progressive compact cover of $\mathbb{R}$ instead. We will consider a cover where all elements are intervals of the form $[-a, a]$ (what the particular cover is turns out to be unimportant). Since $\Gamma([-a, a])$ is compact, then the corresponding $\gamma([-a, a], \phi)$ will be compact and we can use theorem 2 to find the infimum of $E(X^4)_\mu$ for $\mu \in M([-a, a], \phi)$. Theorem 2 implies that there exists a measure in $M_\delta([-a, a], \phi)$ that attains this infimum and whose support consists of roots of

$$h(x) = \alpha_0 + \alpha_1 x + \alpha_2 x^2 + \beta x^4 \geq 0 \ \forall \ x \in [-a, a]$$

for some choice of constants $\beta, \alpha_2$, with $\beta > 0$. We note that the roots in $[-a, a]$ must be double roots, while $\pm a$ may be simple roots. If $\sigma > 0$ then the support must have more than one point and hence $h(x)$ must have more than one root. These constraints leave us with the possibilities found in figure 1 for the qualitative graph of $h(x)$.

Figure 1: Possibilities for the qualitative graph of $h(x)$ respecting $h(x) \geq 0$ in $[-a, a]$ and with at least 2 roots in the interval.

Adding the constraint that the cubic term in $h(x)$ must be 0 allows us to discard the possibilities in figure 1(c) and (d), as the sum of the roots is necessarily different from zero in these cases (in figure 1(c), for example, the roots are $b < a$ with multiplicity 2, $-a$ with multiplicity 1 and $c \leq -a$ with multiplicity 1, so their sum taking the multiplicities
into account must be negative). It also implies that in the cases (a) and (b) the roots must be \( \pm b \) for some \( b \in [-a, a] \).

Imposing the known expectations, we get that \( b = \sqrt{\lambda^2 + \sigma^2} \) and hence there exists only one measure obeying all the properties prescribed by theorem 3 for every \( a \geq b \) (the probabilities for \( -b \) and \( b \) are uniquely determined by \( \lambda \)), so it must have the smallest possible expectation for \( X^2 \). Since this measure is the same for every \( a \geq b \), the limit prescribed by theorem 3 is trivial and we have the bound

\[
E\left(X^4\right) \geq (\lambda^2 + \sigma^2)^2
\]

which can also be derived directly from Jensen’s inequality

\[
E\left((X^2)^2\right) \geq E\left(X^2\right)^2
\]

5.1.2 Dealing with discontinuities (Markov’s inequality)

For the second example, let’s rederive Markov’s inequality. That is, if \( X \) is a nonnegative random variable and \( a > 0 \), then

\[
Pr(X > a) \leq \min\left\{ \frac{E(X)}{a}, 1 \right\}
\]

We can translate this into our framework, using \( m = 1, f_1(x) = x, g(x) = \Theta(a - x), S = \mathbb{R}_+, \phi = \lambda \). Where \( \Theta \) is Heaviside’s step function

\[
\Theta(x) = \begin{cases} 
1, & \text{if } x \geq 0 \\
0, & \text{if } x < 0 
\end{cases}
\]

and we want to show that the lower bound for \( E(g(X)) = E(\Theta(a - X)) = Pr(X \leq a) \) is \( \max\{1 - \lambda/a, 0\} \).

Once again, \( \Gamma(S) \) is not bounded, but we can use a progressive compact cover for \( S \). This cover must be built more carefully than in the previous example, to deal with the discontinuity of \( g(x) \) at \( x = a \). A possible choice is to use \( S_n = [0, a] \cup \left[a + \frac{1}{n}, n\right] \) for \( n > a + 1 \) as the elements of the cover. Since the restriction of \( \Gamma \) to any \( S_n \) is continuous, then \( \Gamma(S_n) \) is compact and we can once again use theorem 3 to find a measure that minimizes \( E(g(X)) \).

The support of the measure that minimizes \( E(g(X)) \) is composed of roots of

\[
h(x) = \beta\Theta(a - x) + \alpha_1 x + \alpha_0 \geq 0
\]

for some choice of \( \alpha_0, \alpha_1 \) and \( \beta \), such that \( \beta \geq 0 \). What the possible roots are will depend only on the sign of \( \alpha_1 \). Some representative graphs can be found in Fig 2. Taking \( n > \lambda, a + 1 \); we have the following cases:

(A) If \( \alpha_1 < 0 \) then the only possible root is \( n \) (Fig 2(a))

(B) If \( \alpha_1 > 0 \) then the only possible roots are 0 and \( a + \frac{1}{n} \) (Figs 2(b-d))

(C) If \( \alpha_1 = 0 \) then all values in the interval \( [a + \frac{1}{n}, n] \) can be roots, as long as we also have \( \alpha_0 = 0 \) (Fig 2(e))

\[0 \quad a \quad a + \frac{1}{n} \quad n \]

\[0 \quad a \quad a + \frac{1}{n} \quad n \]

\[0 \quad a \quad a + \frac{1}{n} \quad n \]

\[0 \quad a \quad a + \frac{1}{n} \quad n \]

\[0 \quad a \quad a + \frac{1}{n} \quad n \]

Figure 2: Possibilities for the graph of \( h(x) \) respecting \( h(x) \geq 0 \) in \( S_n = [0, a] \cup [a + 1/n, n] \).

Since \( n > \lambda \), then the case (A) will be irrelevant, as it never obeys the constraints. If \( \lambda \leq a \), then case (B) is the only one that can obey the constraints and doing the algebra leads us to \( Pr(X \leq a) = E(\Theta(a - X)) = 1 - \frac{\lambda}{na+1} \). Finally, if \( \lambda > a \), then case (C) is the only one that can obey the constraints and we have trivially \( Pr(X \leq a) = E(\Theta(a - X)) = 0 \).

To obtain Markov’s inequality we must use theorem 3 and take the limit \( n \to \infty \), which is clearly
\[
\lim_{n \to \infty} E(\Theta(a - X)) \bigg|_{S_n} = \max \left\{ 1 - \frac{\lambda}{a}, 0 \right\}
\]
completing the proof. Discontinuities in \( \Gamma \) where the limit along some curve exists can in principle be treated similarly (removing an open set that becomes smaller from each of the elements of a progressive compact cover), but this is normally only feasible when \( X \in \mathbb{R} \). Nevertheless, note that this still requires a one-sided limit to exist in order to work.

### 5.2 A note about the compact case

The examples in section 5.1 highlight the importance of the case when \( S \subseteq \mathbb{R}^n \) has a progressive compact cover. This raises the question of how to identify these situations, which fortunately is an easy one:

**Lemma 3.** \( S \subseteq \mathbb{R}^n \) has a progressive compact cover iff it is an \( F_\sigma \) set.

**Proof.** If \( S \) has a progressive compact cover \( (S_k)_{k=1}^{\infty} \), then clearly \( S \) is \( F_\sigma \), as \( S = \bigcup_{k=1}^{\infty} S_k \).

If on the other hand \( S \) is an \( F_\sigma \) set, then \( S \) can be written as \( S = \bigcup_{k=1}^{\infty} F_k \) where the \( F_k \) are all closed. Let \( (R_k)_{k=1}^{\infty} \) be a progressive compact cover of \( \mathbb{R}^n \) (like \( R_k = [-k, k]^n \), for example), then if we define \( S_k = R_k \cap \bigcup_{q=1}^{k} F_q \) then \( (S_k)_{k=1}^{\infty} \) is a progressive compact cover of \( S \).

Which leads us to the following strengthening of theorem 1

**Corollary 2.** If \( S \) is an \( F_\sigma \) set in \( \mathbb{R}^n \) and \( \Gamma \) is continuous, then

\[
\inf_{\mu \in M(S, \phi)} E(g(X))_\mu = \inf_{\mu \in M_{m+1}(S, \phi)} E(g(X))_\mu
\]

\[
\sup_{\mu \in M(S, \phi)} E(g(X))_\mu = \sup_{\mu \in M_{m+1}(S, \phi)} E(g(X))_\mu
\]

**Proof.** This is trivially true if \( M(S, \phi) = \emptyset \). Otherwise, lemma 3 implies that \( S \) has a progressive compact cover \( (S_k)_{k=1}^{\infty} \). Since \( \Gamma \) is continuous, then \( \gamma(S_k, \phi) \) is always compact and using theorems 2 and 3 we get

\[
\inf_{\mu \in M(S, \phi)} E(g(X))_\mu = \lim_{k \to \infty} \left( \inf_{\mu \in M(S_k, \phi)} E(g(X))_\mu \right) = \lim_{k \to \infty} \left( \inf_{\mu \in M_{m+1}(S_k, \phi)} E(g(X))_\mu \right) = \inf_{\mu \in M_{m+1}(S, \phi)} E(g(X))_\mu
\]

The proof for the supremum follows from considering the infimum for \(-g\) instead of \(g\).

### 6 Application to the Jensen gap problem

The examples in the previous section were meant to familiarize the reader with this method of obtaining bounds (study how the roots can be distributed, then apply the constraints to find candidates for the measure extremizing the expectation we are interested in). An interesting feature is that intuitively similar problems should have similar supports for their solutions. The next sections highlight some cases where such patterns arise. In all of them we will be investigating bounds for \( E(g(X)) \) given \( E(X) \) and \( \text{Var}(X) \).
6.1 $g'(x)$ is strictly convex

Theorem 4. Let $X$ be a random variable with support contained in $[a, b]$ and let $g : [a, b] \to \mathbb{R}$ be bounded, differentiable and such that $g'(x)$ is strictly convex. Then for every $\lambda$ and $\sigma^2$ that are possible values for the average and variance of a variable in $[a, b]$ (which amounts to $\lambda \in [a, b]$ and $\sigma^2 \leq \lambda(a + b) - ab - \lambda^2$), there exist measures $\mu_+$ with

$$\mathbb{E}(X)_{\mu_+} = \lambda \quad \text{and} \quad \text{Var}(X)_{\mu_+} = \sigma^2 > 0$$

such that

$$\mathbb{E}(g(X))_{\mu_-} = \frac{\sigma^2 g(a) + (\lambda - a)^2 g \left( \lambda + \frac{\sigma^2}{\lambda - a} \right)}{\sigma^2 + (\lambda - a)^2}$$

$$\mathbb{E}(g(X))_{\mu_+} = \frac{\sigma^2 g(b) + (\lambda - b)^2 g \left( \lambda + \frac{\sigma^2}{\lambda - b} \right)}{\sigma^2 + (\lambda - b)^2}$$

and for every measure $\mu$ in $M([a, b])$, with the same average and variance, we have

$$\mathbb{E}(g(X))_{\mu_-} \leq \mathbb{E}(g(X))_\mu \leq \mathbb{E}(g(X))_{\mu_+}$$

Proof. We will focus on the lower bound, as the proof for the upper bound is analogous. We have $S = [a, b]$, $f_1(x) = x$, $f_2(x) = x^2$ and $\phi = (\lambda, \lambda^2 + \sigma^2)$. Since $\Gamma$ is continuous and $S$ is compact, then theorem 4 implies that there exists a measure $\mu \in M_S([a, b], \phi)$ that minimizes $\mathbb{E}(g(X))_\mu$. The support of $\mu$ consists of roots of $h(x) \equiv \beta g(x) + \alpha_0 + \alpha_1 x + \alpha_2 x^2$ for some choice of $\alpha_0, \alpha_1, \alpha_2$ and $\beta$, such that $\beta \geq 0$ and $h(x) \geq 0$ in $[a, b]$. Furthermore, $\sigma > 0$, so there must be more than one point in the support. Using that $g'$ is strictly convex and $\beta \geq 0$, we can obtain all possibilities for the qualitative graph of $h(x)$ (Figs 3(a, b))

![Figure 3: The possible qualitative graphs of h(x), given the constraints provided by theorem 4](image)

(a) b a (b) (c) (d) b a

Figure 3: The possible qualitative graphs of $h(x)$, given the constraints provided by theorem 4. (a) and (b) are the possibilities for the lower bound case, while (c) and (d) are the possibilities for the upper bound case.

It follows that the support must be of the form $\{a, c\}$ with $c \in [a, b]$. To actually find the measure we need to impose all constraints, which leads us to the system

$$\begin{cases}
p_a + p_c = 1 \\
p_a p_a + c p_c = \lambda \\
a^2 p_a + c^2 p_c = \lambda^2 + \sigma^2
\end{cases}$$

For $\sigma > 0$ there is only one solution:

$$p_a = \frac{\sigma^2}{\sigma^2 + (\lambda - a)^2}, \quad p_c = \frac{(\lambda - a)^2}{\sigma^2 + (\lambda - a)^2}, \quad c = \lambda + \frac{\sigma^2}{\lambda - a}.$$

and evaluating $\mathbb{E}(g(X))$ for this measure gives us the lower bound. If we wanted the upper bound instead, the only difference is that now we must have $h(x) \leq 0$, so the possibilities for the qualitative graph of $h(x)$ are the ones in Figs 3(c, d), so the support must be of the form $\{d, b\}$ where $d \in [a, b]$. The rest follows by swapping $a$ for $b$ and $c$ for $d$. 

Let us examine some cases where we can apply theorem 4.
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6.1.1 Moment Generating Functions

Suppose we want to find bounds for the moment generating function \( E(e^{Xs}) \) of a non-negative random variable \( X \). We have then \( S = \mathbb{R}_+ \) and in order to be able to use theorem 4, we will need to firstly study the case \( S = [0, a] \) and then use theorem 3 to obtain the correct bounds.

If \( s > 0 \), then \( g(x) = e^{xs} \) is such that \( g'(x) \) is strictly convex, so \( X \in [0, a] \) leads us to the bounds

\[
\frac{\sigma^2 + \lambda^2 e^{\lambda s + \sigma^2/\lambda}}{\sigma^2 + \lambda^2} \leq E(e^{Xs}) \leq \frac{\sigma^2 e^{\alpha s} + (\lambda - a)^2 e^{\lambda s + \sigma^2/\lambda}}{\sigma^2 + (\lambda - a)^2}
\]

whereas if \( s < 0 \), then \( g(x) = -e^{xs} \) is such that \( g'(x) \) is strictly convex, so \( X \in [0, a] \) implies

\[
\frac{\sigma^2 e^{\alpha s} + (\lambda - a)^2 e^{\lambda s + \sigma^2/\lambda}}{\sigma^2 + (\lambda - a)^2} \leq E(e^{Xs}) \leq \frac{\sigma^2 + \lambda^2 e^{\lambda s + \sigma^2/\lambda}}{\sigma^2 + \lambda^2}
\]

Finally, taking the limit \( a \to \infty \), one arrives at

\[
E(e^{Xs}) \geq \frac{\sigma^2 + \lambda^2 e^{(\lambda^2 + \sigma^2)/\lambda}}{\sigma^2 + \lambda^2}
\]

for \( s > 0 \), with no upper bound available and

\[
e^{\lambda s} \leq E(e^{Xs}) \leq \frac{\sigma^2 + \lambda^2 e^{(\lambda^2 + \sigma^2)/\lambda}}{\sigma^2 + \lambda^2}
\]

for \( s < 0 \) (note that the lower bound does not improve over Jensen’s inequality). These bounds can be visualized more easily graphing them for the cumulant generating function (see figure 4).

![Figure 4: Our bounds for the cumulant generating function of a non-negative random variable with average and variance equal to 1 (grey region between the red curves) together with the usual Jensen lower bound (blue).](a)

6.1.2 Power Means

Suppose that \( X \) is a positive random variable, with average \( \lambda \) and variance \( \sigma^2 \) and that we are interested in finding bounds to the power mean \( E(X^s)^{1/s} \) for \( s \neq 0 \). We must study \( g(x) = x^s \) with \( S = [0, \infty] \). Once again, we need to consider a progressive compact cover to use theorem 4 and then apply theorem 3 to obtain the final bound.

Since any progressive compact cover of \( [0, \infty] \) will do, we can use intervals of the form \([1/a, a] \) and then take the limit \( a \to \infty \).

Without worrying in a first moment which is the lower and which is the upper bound (which will depend on the convexity of the derivatives), the two bounds prescribed in theorem 4 (and their limits for \( a \to \infty \)) are as follows.

When \( 1/a \) is in the support:

\[
\frac{\sigma^2 + \lambda^2 e^{(\lambda^2 + \sigma^2)/\lambda} s}{\sigma^2 + (\lambda - \frac{1}{a})^2 \left( \lambda + \frac{\sigma^2}{\lambda - \frac{1}{a}} \right)^s} \rightarrow \begin{cases} \frac{(\sigma^2 + \lambda^2)^{s-1}}{\lambda^{s-2}} & \text{if } s > 0 \\ \infty & \text{if } s < 0 \end{cases}
\]
and when $a$ is in the support:

$$ \frac{\sigma^2 a^s + (\lambda - a)^2 \left( \lambda - \frac{1}{a} \right)^s}{\sigma^2 + (\lambda - a)^2} \rightarrow \begin{cases} \infty & \text{if } s > 2 \\
\lambda^s & \text{if } s < 2 \end{cases} $$

For $s > 2$ and $0 < s < 1$, $g'(x)$ is strictly convex for $x > 0$, whereas for $s < 0$ and for $1 < s < 2$, $-g'(x)$ is strictly convex. If we define $M_s = E(X^s)^{1/s}$, this implies that

$$ 0 \leq M_s \leq \lambda \quad \text{for } s < 0 $$

$$ \frac{(\sigma^2 + \lambda^2)^{1-1/s}}{\lambda^{1-1/s}} \leq M_s \leq \lambda \quad \text{for } 0 < s < 1 $$

$$ \lambda \leq M_s \leq \frac{(\sigma^2 + \lambda^2)^{1-1/s}}{\lambda^{1-1/s}} \quad \text{for } 1 < s < 2 $$

$$ \frac{(\sigma^2 + \lambda^2)^{1-1/s}}{\lambda^{1-1/s}} \leq M_s \quad \text{for } s > 2, \text{ with no upper bound available} $$

These bounds and their comparison with Jensen’s inequality can be found in figure 5.

![Figure 5](image_url)

Figure 5: Our bounds for the power mean of a non-negative random variable with average and variance equal to 1 (grey region between the red curves) together with the usual Jensen bounds (grey regions and blue curves).

### 6.2 $g(x)$ is continuous

If we relax the hypothesis and require only that $g$ be continuous, we can still use corollary 2 to write the problem of finding the bounds as an extremization over measures with up to 3 points in their support:

**Theorem 5.** Let $g : \mathbb{R} \rightarrow \mathbb{R}$ continuous, $\lambda \in \mathbb{R}$, $\sigma > 0$, $\vec{\mu} \equiv (p_a, p_b, p_c)$, $S = \{ \vec{\mu} \in \mathbb{R}^3 \mid p_a, p_b, p_c > 0 \text{ and } p_a + p_b + p_c = 1 \}$ and define

$$ x_a(\vec{\mu}, \theta) = \lambda + \sigma \left( \cos(\theta) \sqrt{\frac{p_b}{p_a}} + \sin(\theta) \sqrt{p_c} \right) \frac{1}{\sqrt{p_a + p_b}} $$

$$ x_b(\vec{\mu}, \theta) = \lambda + \sigma \left( -\cos(\theta) \sqrt{\frac{p_b}{p_a}} + \sin(\theta) \sqrt{p_c} \right) \frac{1}{\sqrt{p_a + p_b}} $$

$$ x_c(\vec{\mu}, \theta) = \lambda - \sigma \sin(\theta) \sqrt{\frac{p_a + p_b}{p_c}} $$

Then

$$ \inf_{\mu \in M} E(g(X))_{\mu} = \inf_{\vec{\mu} \in S} \inf_{\theta} (p_a g(x_a) + p_b g(x_b) + p_c g(x_c)) $$

$$ \sup_{\mu \in M} E(g(X))_{\mu} = \sup_{\vec{\mu} \in S} \sup_{\theta} (p_a g(x_a) + p_b g(x_b) + p_c g(x_c)) $$

where $M$ is the set of measures with support in $\mathbb{R}$, $E(X)_{\mu} = \lambda$ and $\text{Var}(X)_{\mu} = \sigma^2$. 
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that appear in theorem 2 can be thought as establishing inequalities functions unfeasible. can only apply corollary 2, the measures that extremize with other properties that allowed us to reduce the size of the support. As an illustration, in the case where we \( n \) because the number \( n \) \( m \) is small, together with other properties that allowed us to reduce the size of the support. As an illustration, in the case where we can only apply corollary 2, the measures that extremize \( \mathbb{E} (g(X))_{\mu} \) have can in their support up to \( m + 1 \) points in \( S \subseteq \mathbb{R}^n \), which corresponds to \( (m + 1)(n + 1) \) variables (for each unknown point in the support, each of the \( n \) coordinates and the probability of that point are variables to be found), whereas we have only \( m + 1 \) constraints (the \( m \) constraints given by \( \phi \) plus normalization of the measure). So we are still left with an optimization problem over the \( (m + 1)n \) remaining variables, which in general will be a nonlinear program (as seen in section 6.2). The complexity of finding the bounds would then scale exponentially with \( (m + 1)n \) and quickly become numerically unfeasible.

This situation can be somewhat remedied if we look at what we have been doing from a different angle. The functions

\[ h_{\pm}(x) = \alpha_{\pm} \cdot f(x) + \beta_{\pm} g(x) + c_{\pm} \]

that appear in theorem 2 can be thought as establishing inequalities \( \mathbb{E} (h_{-}(X))_{\mu} \geq 0 \) and \( \mathbb{E} (h_{+}(X))_{\mu} \leq 0 \). Substituting the constraints, these give bounds to \( \mathbb{E} (g(X))_{\mu} \) that can be then optimized by changing the \( \alpha_{\pm}, \beta_{\pm} \) and \( c_{\pm} \), until a measure satisfying \( \mathbb{E} (h(X))_{\mu} = 0 \) (or a sequence of measures, whose expectations converge to 0) can be found. The main result is summarized in the following theorem

**Theorem 6.** Let \( S \subseteq \mathbb{R}^n \) and let \( \mathcal{D} = \{ \phi \mid M(S, \phi) \neq \emptyset \} \) be the set of all values for \( \mathbb{E} (f(X)) \) that are compatible with the support being contained in \( S \). So if \( \phi \in \text{int} (\mathcal{D}) \neq \emptyset \), then

\[ \inf_{\mu \in M(S, \phi)} \mathbb{E} (g(X))_{\mu} = \sup_{\alpha \in \mathbb{R}^n} \left( \inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right) \]

and

\[ \sup_{\mu \in M(S, \phi)} \mathbb{E} (g(X))_{\mu} = \inf_{\alpha \in \mathbb{R}^n} \left( \sup_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right) \]
Proof. We’ll do the proof only for \( \inf \mathbb{E}(g(X)) \), as the proof for the supremum follows from considering the infimum for \(-g\). Defining

\[
\sigma = \inf_{\mu \in M(S,\phi)} \mathbb{E}(g(X))_\mu
\]

we will start with the case where \( \sigma \) is finite. In this case, the hypothesis for theorem 2 are satisfied, so consider the values \( \alpha_1^- , \beta_+ \) and \( c_+ \) predicted by it (that will be denoted \( \alpha_1, \beta \) and \( c \) for simplicity). As seen in the proof of theorem 2, \( a = (\alpha_1, \ldots, \alpha_m, \beta) \) is a vector normal to a supporting hyperplane \( \Pi \) of \( \mathcal{H}(\mathcal{I}(S)) \) that passes through \( (\phi, \sigma) \in \text{cl} \, (\mathcal{H}(\mathcal{I}(S))) \).

Suppose that we had \( \beta = 0 \). In this case, if we project all points in \( \Pi \) into the hyperplane \( z = 0 \), we get \( \Pi' \times \{0\} \) (instead of \( \mathbb{R}^m \times \{0\} \)), where \( \Pi' \) is a hyperplane in \( \mathbb{R}^m \) with normal vector \( (\alpha_1, \ldots, \alpha_m) \). Furthermore, if we project all points in \( \mathcal{H}(\mathcal{I}(S)) \) into the \( z = 0 \) hyperplane, we get \( D \times \{0\} \) (because of corollary 1). But since \( \Pi \) is a supporting hyperplane of \( \mathcal{H}(\mathcal{I}(S)) \), then \( \Pi' \) will be a supporting hyperplane of \( D \) passing through \( \phi \). As a consequence this would imply that \( \phi \in \partial \mathcal{D} \). Our point is that the hypothesis that \( \phi \in \text{int} \, (\mathcal{D}) \) implies then that \( \beta > 0 \) and as such, without loss of generality, we can choose \( \beta = 1 \) for the values predicted by theorem 2 that is

\[
\alpha \cdot f(x) + g(x) + c \geq 0 \quad \forall x \in S
\]

Consider now the set

\[
C = \{(\alpha, z) \in \mathbb{R}^{m+1} \mid g(x) + \alpha \cdot (f(x) - \phi) + z \geq 0 \quad \forall x \in S \}
\]

The definition of \( C \) implies that if \( \mu \in M(S,\phi) \) and \( (\alpha, z) \in C \), then \( \mathbb{E}(g(X))_\mu \geq -z \). However this implies that

\[
\sigma = -\inf_{(\alpha, z) \in C} z
\]

To see why this is true, we first note that \( (\alpha, -\sigma) \in C \) (which follows directly from substituting \( \sigma = -\alpha \cdot \phi - c \) into the definition of \( C \), while using (3)) and that \( (\alpha, z) \in C \Rightarrow (\alpha, z') \in C \quad \forall z' > z \). So if we suppose by absurd that \( \inf_{(\alpha, z) \in C} z \neq -\sigma \), then there would need to exist \( (\alpha, z') \in C \) such that \( z' < -\sigma \). But then we would have

\[
g(x) + \alpha \cdot (f(x) - \phi) \geq z' \quad \forall x \in S \Rightarrow \mathbb{E}(g(X))_\mu \geq -z' > \sigma \quad \forall \mu \in M(S,\phi)
\]

which contradicts the definition of \( \sigma \).

It also follows from its definition that \( C \) is convex and the epigraph of some convex function \( F(\alpha) \). The definition of \( C \) leads us easily to

\[
F(\alpha) = -\inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi))
\]

Hence, if we calculate the infimum in equation (5) by first taking the infimum over \( z \) and then over \( \alpha \) we get

\[
\inf_{\mu \in M(S,\phi)} \mathbb{E}(g(X))_\mu = \sup_{\alpha \in \mathbb{R}^m} \left( \inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right)
\]

This concludes the proof of the case where \( \sigma \) is finite. Since \( \phi \in \text{int} \, (\mathcal{D}) \neq \emptyset \), then the hypothesis of the theorem exclude the case \( \sigma = \infty \). Finally, in the case \( \sigma = -\infty \), \( \Gamma(S) \) must be unbounded. We will start by considering a progressive bounded cover \( (\mathcal{B}_k)_{k=1}^{\infty} \) of \( \Gamma(S) \) (like \( \mathcal{B}_k = \Gamma(S) \cap [-k,k]^{m+1} \) for example) and use it to find a progressive cover \( (\mathcal{S}_k)_{k=1}^{\infty} \) of \( S \) where \( \mathcal{S}_k = S \cap \Gamma^{-1}(\mathcal{B}_k) \). Since \( B_k \) is bounded it follows that \( \gamma(\mathcal{S}_k,\phi) = \mathcal{H}(\mathcal{B}_k) \cap \{(\phi) \times R \} \) is bounded.

Since \( \gamma(\mathcal{S}_k,\phi) \) is bounded, then theorem 1 implies that \( \inf_{\mu \in M(\mathcal{S}_k,\phi)} \mathbb{E}(g(X))_\mu \) is finite and hence, from what we have already shown

\[
\inf_{\mu \in M(\mathcal{S}_k,\phi)} \mathbb{E}(g(X))_\mu = \sup_{\alpha \in \mathbb{R}^m} \left( \inf_{x \in \mathcal{S}_k} (g(x) + \alpha \cdot (f(x) - \phi)) \right)
\]
If we combine this result with theorem 2, we get

\[ -\infty = \inf_{\mu \in M(S, \phi)} E(g(X))_\mu = \lim_{k \to \infty} \left( \inf_{\mu \in M(S, \phi)} E(g(X))_\mu \right) = \lim_{k \to \infty} \left( \sup_{\alpha \in \mathbb{R}^m} \left( \inf_{x \in S_k} (g(x) + \alpha \cdot (f(x) - \phi)) \right) \right) \]

So for every \( \delta \in \mathbb{R} \) there exists \( N_\delta \) such that if \( k > N_\delta \) then

\[
\begin{align*}
\sup_{\alpha \in \mathbb{R}^m} \left( \inf_{x \in S_k} (g(x) + \alpha \cdot (f(x) - \phi)) \right) &< \delta \\
\inf_{x \in S_k} (g(x) + \alpha \cdot (f(x) - \phi)) &< \delta \quad \forall \alpha \in \mathbb{R}^m \Rightarrow \\
\inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) &< \delta \quad \forall \alpha \in \mathbb{R}^m \\
\inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) &< \delta \quad \forall \alpha \in \mathbb{R}^m \\
\sup_{\alpha \in \mathbb{R}^m} \left( \inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right) &< \delta \quad \forall \alpha \in \mathbb{R}^m \\
\end{align*}
\]

But \( \inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \leq \inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) < \delta \quad \forall \alpha \in \mathbb{R}^m \Rightarrow \\
\inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) < \delta \quad \forall \alpha \in \mathbb{R}^m \Rightarrow \\
\inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) = -\infty \quad \forall \alpha \in \mathbb{R}^m \Rightarrow \\
\sup_{\alpha \in \mathbb{R}^m} \left( \inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right) = -\infty = \inf_{\mu \in M(S, \phi)} E(g(X))_\mu
\]

The main advantage of this formulation is that finding the bounds becomes a convex optimization problem in \( \mathbb{R}^m \). In particular, we minimize some convex function \( F(\alpha) \), where evaluating \( F \) is akin to solving a global optimization in \( S \subseteq \mathbb{R}^n \). More precisely, if we define

\[ G(x; \alpha) = g(x) + \alpha \cdot (f(x) - \phi) \]

then the convex functions we must use for finding the lower and upper bounds of \( E(g(X))_\mu \) are

\[ F_\pm : \mathbb{R}^m \to \mathbb{R} \quad \text{such that} \quad F_\pm(\alpha) = \sup_{x \in S} (\pm G(x; \alpha)) \]

as we have

\[ \inf_{\mu \in M(S, \phi)} E(g(X))_\mu = -\inf_{\alpha \in \mathbb{R}^m} F_-(\alpha) \quad \text{and} \quad \sup_{\mu \in M(S, \phi)} E(g(X))_\mu = \inf_{\alpha \in \mathbb{R}^m} F_+(\alpha) \] (6)

The complexity of solving the problem numerically with this approach grows polynomially in \( m \) and exponentially in \( n \), which is a huge improvement over the more naive approach of the previous sections. Nevertheless, this approach is not as useful for obtaining analytical results and makes it harder to use special properties of the \( f_i \) and \( g \), so there is actually a tradeoff between the two approaches. Finally, the intermediate steps of the minimization of both \( F_\pm \) can be used to create bounds that are looser but numerically cheaper to obtain (only a rough idea of the extrema are what the extremal approach already lead to an useful bound):

**Corollary 3.**

\[ -F_-(\alpha) \leq E(g(X))_\mu \leq F_+(\alpha') \quad \forall \, \alpha, \alpha' \in \mathbb{R}^m \text{ and } \mu \in M(S, \phi) \]

**Proof.** This follows directly from equation (6) \( \square \)

### 7.1 A subgradient for \( F_\pm \)

In order to find the value of \( F_\pm(\alpha) \) for a given \( \alpha \), we will need to solve an optimization problem in \( S \). Doing this numerically will typically lead us to sequences \( (x_n^\pm)_{n=1}^\infty \) in \( S \), such that

\[ \lim_{n \to \infty} G(x_n^\pm; \alpha) = \pm F_\pm(\alpha). \]

Interestingly, if the sequences \( (f(x_n^\pm))_{n=1}^\infty \) are convergent, they can be used to find a subgradient for \( F_\pm(\alpha) \), without the need for evaluating \( F_\pm \) for different values of \( \alpha \). More precisely
Lemma 4. If $\alpha$ is such that $F_\pm(\alpha)$ is finite, $(x_n^\pm)_{n=1}^\infty$ is such that

$$\lim_{n \to \infty} G(x_n^\pm; \alpha) = \pm F_\pm(\alpha),$$

and the limit

$$S_\pm(\alpha) = \pm \lim_{n \to \infty} (f(x_n^\pm) - \phi)$$

is convergent, then $S_\pm(\alpha)$ is a subgradient of $F_\pm$ at $\alpha$.

Proof. The proof is by direct verification. We need to show that for all $\alpha' \in \mathbb{R}^m$ we have

$$F_\pm(\alpha') - F_\pm(\alpha) - S_\pm(\alpha) \cdot (\alpha' - \alpha) \geq 0$$

If $F_\pm(\alpha')$ is not finite, then the left hand side is $\infty$ (its definition implies that $F_\pm(\alpha')$ cannot be $-\infty$) and the inequality follows trivially, so we only need to consider the cases where $F_\pm(\alpha')$ is finite. For $F_+$:

$$F_+(\alpha') - F_+(\alpha) - S_+(\alpha) \cdot (\alpha' - \alpha) =$$

$$\sup_{x \in S} G(x; \alpha') - \lim_{n \to \infty} \left( g(x_n^+) + \alpha \cdot (f(x_n^+) - \phi) \right) - \lim_{n \to \infty} (f(x_n^+) - \phi) \cdot (\alpha' - \alpha) =$$

$$\sup_{x \in S} G(x; \alpha') - \lim_{n \to \infty} \left( g(x_n^+) + \alpha' \cdot (f(x_n^+) - \phi) \right) = \sup_{x \in S} G(x; \alpha') - \lim_{n \to \infty} G(x_n^+; \alpha') \geq 0$$

For $F_-:

$$F_-(\alpha') - F_-(\alpha) - S_-(\alpha) \cdot (\alpha' - \alpha) =$$

$$\sup_{x \in S} (-G(x; \alpha')) + \lim_{n \to \infty} \left( g(x_n^+) + \alpha \cdot (f(x_n^+) - \phi) \right) + \lim_{n \to \infty} (f(x_n^+) - \phi) \cdot (\alpha' - \alpha) =$$

$$- \inf_{x \in S} G(x; \alpha') + \lim_{n \to \infty} \left( g(x_n^+) + \alpha' \cdot (f(x_n^+) - \phi) \right) = \inf_{x \in S} G(x; \alpha') - \lim_{n \to \infty} G(x_n^+; \alpha') \geq 0$$

This result implies that a subgradient method can be used to obtain the bounds numerically, under no extra assumptions about $f$ and $g$. Also, note that if $S$ is compact and $f$, $g$ are continuous in $S$, then no limits need to be taken and we can just use the estimates for $\arg \max_{x \in S} G(x; \alpha)$ obtained when calculating $F_\pm(\alpha)$.

7.2 An analytical example

Let $X$ be a random variable such that $X \geq a$, $a < 0$ and $E(e^X) = 1$. Given some value $\lambda > a$ we are interested in the largest value possible for $\Pr(X \geq \lambda)$. This problem was studied in [5] (in the context of finding the optimal work extraction of a process obeying Jarzynski’s equality [10]) where it was found that

$$\Pr(X \geq \lambda) \leq \min \left \{ 1, \frac{1 - e^a}{e^\lambda - e^a} \right \}$$

holds and is sharp.

We can obtain the same result with theorem [6]. We have in this case $S = [a, \infty)$, $g(x) = \Theta(x - \lambda)$, $f(x) = e^x$, $\phi = 1$ and $D = [e^a, \infty)$. Since $\phi \in \text{int}(D)$, then theorem [6] tells us that the answer is

$$\sigma_+ = \inf_{\alpha} \left( \sup_{x \geq a} (\Theta(x - \lambda) + \alpha(e^x - 1)) \right)$$

One can easily determine that

$$F(\alpha) \equiv \sup_{x \geq a} (\Theta(x - \lambda) + \alpha(e^x - 1)) =$$

$$\begin{cases} 
\infty, & \text{if } \alpha > 0 \\
\alpha(e^\lambda - 1) + 1, & \text{if } \frac{1}{e^{\lambda - \epsilon}} \leq \alpha \leq 0 \\
\alpha(e^a - 1), & \text{if } \alpha \leq \frac{1}{e^{\lambda - \epsilon}}.
\end{cases}$$

The graph of $F(\alpha)$ is slightly different depending on the sign of $\lambda$ (Fig 6), with the minimum value attained at $\alpha = 0$ if $\lambda \leq 0$ and at $\alpha = \frac{1}{e^{\lambda - \epsilon}}$ if $\lambda > 0$. Substituting we get the result in [5],

$$\sigma_+ = \begin{cases} 
1, & \text{if } \lambda \leq 0 \\
\frac{1 - e^a}{e^\lambda - e^a}, & \text{if } \lambda > 0
\end{cases} \quad \text{or} \quad \sigma_+ = \min \left \{ 1, \frac{1 - e^a}{e^\lambda - e^a} \right \}$$
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7.3 Feasibility of the constraints

In theorem 6 we use $\phi \in \text{int}(D)$ as a hypothesis. This is a strengthening of $\phi \in D$, which just says that the constraints in the problem are feasible. In order to show that $\phi \in D$ it suffices to find an example of a measure obeying the constraints. The following lemma can be used to prove $\phi \notin \text{cl}(D)$ by means of proving that a certain inequality holds:

**Lemma 5.** Let $S \subseteq R^n$ and let $D = \{\phi | M(S, \phi) \neq \emptyset\}$. Then $\phi \notin \text{cl}(D)$ if and only if there exists $\alpha \in \mathbb{R}^m$ and $\varepsilon > 0$ such that $\alpha \cdot (f(x) - \phi) > \varepsilon \forall x \in S$

**Proof.** If $\phi \notin \text{cl}(D)$, then since $\text{cl}(D)$ and $\{\phi\}$ are convex and closed and $\{\phi\}$ is also compact, then by the Separating Hyperplane Theorem, there exists a hyperplane $\Pi$ that separates both sets with a gap, that is, if $\Pi$ is defined by $\alpha \cdot x + \beta = 0$, then there exists $\varepsilon > 0$ such that $\alpha \cdot \phi + \beta < -\varepsilon/2$ and $\alpha \cdot y + \beta > \varepsilon/2 \forall y \in \text{cl}(D)$. Combining both inequalities it follows that $\alpha \cdot (y - \phi) > \varepsilon \forall y \in \text{cl}(D)$. Since $D = \mathcal{H}(f(S))$ (using corollary 1), then $f(S) \subseteq \text{cl}(D)$ and hence $\alpha \cdot (f(x) - \phi) > \varepsilon \forall x \in S$.

On the other hand, if $\alpha \cdot (f(x) - \phi) > \varepsilon \forall x \in S$, then taking an expectation on both sides, we have that $\alpha \cdot (\mathbb{E}(f(x)) - \phi) > \varepsilon \forall \mu \in M(S)$. Once again, using corollary 1 this means that $\alpha \cdot (y - \phi) > \varepsilon \forall y \in D$ and this implies that $\alpha \cdot (y - \phi) \geq \varepsilon \forall y \in \text{cl}(D)$. Since taking $y = \phi$ implies that $\alpha \cdot (y - \phi) = 0$ and $\varepsilon > 0$, this finally implies $\phi \notin \text{cl}(D)$.

This lemma also allows us to extend theorem 6 a bit

**Corollary 4.** If $g(S)$ is bounded, then theorem 6 can be extended to the case $\phi \notin \text{bd}(D)$

**Proof.** Starting from theorem 6 what we still need to show is that if $\phi \notin \text{cl}(D)$, then

$$\sup_{\alpha \in \mathbb{R}^m} \left( \inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right) = \infty$$

and

$$\inf_{\alpha \in \mathbb{R}^m} \left( \sup_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right) = -\infty$$

Using lemma 5 there exists $\alpha \in \mathbb{R}^m$ and $\varepsilon > 0$ such that $\alpha \cdot (f(x) - \phi) > \varepsilon \forall x \in S$. It follows that all $\lambda > 0$ we have

$$\inf_{x \in S} (g(x) + \lambda \alpha \cdot (f(x) - \phi)) \geq \inf_{x \in S} (g(x) + \inf_{x \in S} (\lambda \alpha \cdot (f(x) - \phi))) \geq \lambda \varepsilon + \inf_{x \in S} g(x)$$

and since $g(S)$ is bounded, then taking $\lambda \rightarrow \infty$ it follows that

$$\sup_{\alpha \in \mathbb{R}^m} \left( \inf_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right) = \infty$$

Similarly, if $\lambda < 0$ we have

$$\sup_{x \in S} (g(x) + \lambda \alpha \cdot (f(x) - \phi)) \leq \sup_{x \in S} (g(x) + \sup_{x \in S} (\lambda \alpha \cdot (f(x) - \phi))) \leq \lambda \varepsilon + \inf_{x \in S} g(x)$$

so taking $\lambda \rightarrow -\infty$ we have

$$\inf_{\alpha \in \mathbb{R}^m} \left( \sup_{x \in S} (g(x) + \alpha \cdot (f(x) - \phi)) \right) = -\infty$$

8 Conclusions

In this work we have studied how knowledge of expectations $E(f_i(X))$ of a random vector $X$ allow us to bound $E(g(X))$ for an unrelated function $g$. What we have shown is that studying convex hulls allows us to arrive at bounds that can be saturated (theorem 1). We have also shown that it is also possible to obtain said bounds without actually finding the convex hulls.

In particular, theorem 2 in conjunction with theorem 4 allows analytical bounds to be found, specially in cases with low dimensionality and few expectations known (theorems 4 and 5). A numerical approach for problems with higher dimensionality and larger numbers of expectations was also developed (theorem 6), showing a connection between this problem and convex optimization.

The importance in general of these results is tied to the importance and scope of applications of Jensen’s inequality, but some of the main points we’d like to stress are the following:

- Our results go beyond the case where $X$ is a single random variable and allow (specially in the numerical case) the study of random vectors, which widen significantly the range of applications these results can have.

- With some extra assumptions on $g$, theorem 4 allows one to find sharp inequalities for the Jensen gap when $E(X)$ and $\text{Var}(X)$ are the known information.

- When the $f_i$ and $g$ are polynomials we fall back to a well known problem, involving the connection between generalized moment problems and semidefinite programming. From this point of view, our work is also a generalization of these optimization problems, beyond the polynomial case.

- Interest in the problem of how certain expectations impact others has increased in some applied fields (the example from [5], developed in section 7.2 is a great example). Having an unifying framework for studying these problems would be extremely helpful (be it for analytical calculations or for numerics).

As future avenues of research, we can point out the following questions that our results raise:

- Are there other classes of functions for which analytical results for the Jensen gap can be obtained, like in theorems 4 and 5? This would be interesting particularly for the cases where $m > 1$.

- The convex optimization problem that arises in theorem 6 doesn’t seem to have been studied in detail and even though we were able to show that it is amenable to a subgradient method, we were unable to find a way to tackle it with a higher order method (for example, it seems to be outside of the scope of barrier methods [4]). As such, extending these methods to handle this new setup would be a very interesting undertaking.

- Regarding some limitations of theorem 6, some interesting questions are whether it is possible to relax the hypothesis over $g$ in corollary 4 and whether anything can be said about the case $\phi \in \text{bd} (\mathcal{D})$ at all.
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