MEG: Generating Molecular Counterfactual Explanations for Deep Graph Networks
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Abstract—Explainable AI (XAI) is a research area whose objective is to increase trustworthiness and to enlighten the hidden mechanism of opaque machine learning techniques. This becomes increasingly important in case such models are applied to the chemistry domain, for its potential impact on humans’ health, e.g., toxicity analysis in pharmacology. In this paper, we present a novel approach to tackle explainability of deep graph networks in the context of molecule property prediction tasks, named MEG (Molecular Explanation Generator). We generate informative counterfactual explanations for a specific prediction under the form of (valid) compounds with high structural similarity and different predicted properties. Given a trained DGN, we train a reinforcement learning based generator to output counterfactual explanations. At each step, MEG feeds the current candidate counterfactual into the DGN, collects the prediction and uses it to reward the RL agent to guide the exploration. Furthermore, we restrict the action space of the agent in order to only keep actions that maintain the molecule in a valid state. We discuss the results showing how the model can convey non-ML experts with key insights into the learning model focus in the neighbourhood of a molecule.

I. INTRODUCTION

The ever-growing predictive capabilities of deep learning models have come at the price of increasing complexity in such models. This contributes to the lack of accountability and transparency of the decision-making which intrinsically functions as a black-box. Explainability of AI predictions is extremely important, especially in AI applied to life sciences and their impact on human lives and health [1]. Chemistry is the life science that has seen a surge of related work in the deep learning field, covering health-related tasks such as drug-design, drug-discovery, toxicological analysis and molecule-property prediction in general. The application of deep neural networks in predicting functional and structural properties of chemical compounds is a research topic with long-standing roots [2]. Deep Graph Networks (DGNs) [3], [4] have presently arisen as state-of-the-art for learning effective vectorial molecule representations. As DGNs become able to solve increasingly complex tasks [5], the need of reliable explainability models emerges. The scarce intelligibility of such models and of the internal representation they develop can, in fact, act as a show-stopper for their consolidation, e.g., to predict safety-critical molecule properties, especially when considering well known issues of opacity in DGN assessment [6].

We present and discuss the most relevant methods regarding explainable deep learning and explainability for graphs in section II.

This paper fits into this latter pioneering field of research by taking a novel angle to the problem, targeting the generation of interpretable counterfactual explanations for the primary use of the experts of the molecular domain. While some work on the generation of human-readable explanations through neural networks does exist [7], [8] and has been introduced in the context of DGNs [9], to the best of our knowledge there exists no prior work targeting counterfactual explanations for graphs.

Hence, we propose MEG (Molecular Counterfactual Generator), a model-agnostic method based on a reinforcement learning [10] explanatory agent. We build our approach upon the assumption that a domain expert would be interested in understanding the model prediction for a specific molecule based on differential case-based reasoning against counterfactuals, i.e., similar structures which the model being explained considers radically different with respect to the predicted property. Such counterfactual molecules should allow the expert to understand if the structure-to-function mapping learnt by the model is coherent with the consolidated domain knowledge, at least for what pertains a tight neighbourhood around the molecule under study. Our approach is specifically thought for molecular applications and the RL agent leverages domain knowledge to constrain the generated explanations to be valid molecules.

We validate our approach on DGNs tackling the prediction of different molecule property prediction tasks, namely binary classification on molecule toxicity and regression on solubility of chemical compounds. First, we run a model selection to pick the best performing model on an held-out validation set. Then, we feed the selected DGN with molecules sampled from an external test set and run a qualitative analysis on its predictions to assess the model behaviour in a plausible operative scenario.

II. RELATED WORK

A. Deep Graph Networks

Starting with their introduction by Micheli [11], deep graph networks have rapidly become the state-of-the-art in graph-based tasks. Deep Graph Networks are an evolution of the
classical deep neural networks that are able to work and learn patterns directly from graphs. In graph theory, a graph is defined as a pair $G = (V, E)$ where $V$ is a set of entities (nodes) composing the graph and $E \subseteq V \times V$ represents the relations, i.e. link between nodes, called edges. As far as DGNs are concerned, the plain definition is enriched with node and edge features that are stored in the node-feature matrix $X \in \mathbb{R}^{n \times d_v}$ and edge-feature matrix $A \in \mathbb{R}^{m \times d_e}$, respectively. Therefore, DGNs perform operations on graphs $G = (V, E, X, A)$.

DGNs learn by computing information for each node and diffusing it across all the graph. This mechanism is known as context diffusion. At each step, DGNs aggregate information from the node and its neighbours and use it to update the node representation. In general, DGN models can differ on how the context diffusion mechanism is implemented in practice [12]–[14]. In its general form, the neighbourhood aggregation follows a 2-step message passing algorithm: (i) each node in the graph computes a message as a function of its current state $h_v^{\ell}$ and (possibly) edge information. Then, the message is sent to all the neighbours; (ii) each node computes its next state $h_v^{\ell+1}$ by aggregating the messages that come from its neighbours. Formally, the neighbourhood aggregation process can be formalised as:

$$h_v^{\ell+1} = \phi^{\ell+1}(h_v^{\ell}, \Psi(\{h_u^{\ell} | u \in N_v\}))$$ (1)

where $\phi$ and $\psi$ are transformations of the input data and $N_v$ represents the neighbourhood of node $v$. $\Psi$ is a permutation invariant function, e.g. sum, which is required to discard the effect of arbitrary ordering of the set of neighbours. In other words, the output is not influenced by the order in which we evaluate and aggregate neighbours messages. $h_v^{\ell}$ represents the node state (or node representation) at layer $\ell$. For $\ell = 0$, each node $v$ is initialised with the associated feature vector $x_v \in X$, i.e. $h_v^0 = x_v$.

B. Explainable AI

The explainability of AI systems is a research topic that aims to explain why and how black-box models, e.g. neural networks, arrive at a specific decision. In general, explainability approaches can be distinguished in global vs local. Briefly, a global explanation method aims to provide insights into the model behaviour as a whole, which is usually difficult to obtain as it requires to find a concise description of the model that can be used to predict the future behaviour as well. Conversely, a local explainer relaxes this assumption by explaining how the model behaves for a specific sample (or a sufficiently wide neighbourhood of the input). Any explainability method can be further categorised as model-specific or model-agnostic, based on whether the method can explain only certain model architectures, i.e. the former, or any model by treating it as a black-box, i.e. the latter.

The most advanced area within this field of research regards the explainability for images and vectorial data. One class of methods are based on sensitivity analysis and falls into the local model-specific category. Symonian, Vedaldi and Zisserman [15] targets the explanation for an image $I$ of class $c$ in Convolutional Neural Networks (CNNs) by taking the derivative of the class score function $S$ with respect to the input image $\frac{\partial S}{\partial x}$. This derivative is then used to build a salience map indicating the importance of each input feature, i.e. pixels. CAM [16] is an extension of the previous method that aims at finding class-specific feature maps in the latent space, by taking the previous derivative with respect to the penultimate layer of the CNNs. In CAM, the penultimate layer is forced to be convolutional, making the whole method model-specific. LIME [17] takes a different approach, tackling the explanations of complex models by approximating them locally with simpler interpretable models. Such models approximate complex models in a tight locality of a given input $x_0$, obtained by perturbing $x_0$. As LIME makes no assumptions on the architecture of the model being explained, it falls into the category of model-agnostic methods.

Other approaches within the input perturbation methods include counterfactual explanations. A counterfactual explanation is defined as, starting from a given input, a small perturbation of the starting input configuration which produces a desired prediction (possibly radically different). Furthermore, a good counterfactual must confuse the network being explained while aligning with the underlying data distribution. In other words, it should not present an unlike configuration of features which can easily fool the model. Finding counterfactual explanations can then be defined as an optimisation problem [18]. Van Looveren and Klaise [19] apply counterfactual discovery in classification tasks by using class prototype to align the produced counterfactuals to the data distribution. Different ways to produce counterfactuals include an adversarial term in the objective function [8].

Explainability in the field of deep learning for graphs is, however, much less explored. Although some early-stage effort has been made to generalise established explainability techniques to DGNs [20], [21], these methods turned out not to be as effective in the graph scenario. In this respect, attention must be concentrated towards the development of interpretability techniques specifically tailored to DGNs. While some DGN shows potential for interpretability by-design thanks to its probabilistic formulation [14], the majority of works in literature take a neural-based approach which requires the use of an external model explainer. GNNE explainer [22] is the front-runner of the model-agnostic methods providing local explanations to neural DGNs in terms of the sub-graph and node features of the input structure which maximally contribute to the prediction. RelEx [23] extends GNNE explainer to surpass the need of accessing the model gradient to learn explanations. GraphLIME [24] attempts to create locally interpretable models for node-level predictions, with application limited to single network data. CoGE [24] introduced contrastive explanations restricted to graph classification problems. Specifically, given a graph along with its prediction, CoGE partitions the training data into the set of graphs having the same label as of the input graph and those with different labels. Thus, it selects a number of graphs from the two sets that are most similar.
to the input graph and optimize the Optimal Transport (OT) \[26\] to obtain the nodes (and edges) that are responsible for the prediction. Finally, as far as life sciences are concerned, the current literature seems lacking in interpretability methods specifically thought for this field. CellBox \[27\] is one of the few works on the topic. The authors couple the application of a machine learning framework with explicit mathematical models for modeling cellular response to perturbation.

In a supervised setting, combining the learnt features with an ODE solver to enhance the interpretability of the whole model. The prediction. Finally, as far as life sciences are concerned, Counterfactual generation is formalised as a maximisation problem in which, given a target molecule \( m \) with prediction \( \varphi(m) \), the generator \( g \) is trained to optimize:

\[
\arg\max_{\theta} \mathcal{L}(\varphi(m), (\varphi \circ g)(\cdot | \theta)) + \mathcal{K}[m, g(\cdot | \theta)]. \tag{2}
\]

Where \( \theta \) indicates the explainer learnt parameters. The composition \((\varphi \circ g)(\cdot | \theta)\) normalises the model \( \varphi \) counter-predictions, made over the counterfactuals produced by \( g \). Given the counterfactual \( m' = g(\cdot | \theta) \) we rewrite \[2\] as

\[
\arg\max_{m'} \mathcal{L}(\varphi(m), \varphi(m')) + \mathcal{K}[m, m'] \tag{3}
\]

where \( \mathcal{L} \) is a measure of dissimilarity between the model predictions for the molecule \( m \) and its counterfactual \( m' \), while \( \mathcal{K} \) measures the structural similarity between the molecules \((m, m')\) themselves. Note that the \( \arg\max \) operator is applied on both \( \mathcal{L} \) and \( \mathcal{K} \) so that the generator can optimise the two properties jointly.

The main use of counterfactual explanations is to provide insights into the function learnt by the model \( \varphi \). In this sense, a set of counterfactuals for a molecule may be used to: (i) identify changes to the molecular structure leading to substantial changes in the properties, enabling domain experts to discriminate whether the model predictions are well founded; (ii) validate existing interpretability approaches, by running them on both the original input graph and its related counterfactual explanations. The main idea behind this latter point is that a local interpretation method may provide explanations that work well within a very narrow range of the input, but do not give a strong suggestion on a wider behaviour. To show evidence and usefulness of such a differential analysis, in section \[17\] we use our counterfactuals to assess the quality of explanations given by GNNExplainer \[22\].

Given the undirected nature of the graphs in our molecular application, we restrict the original GNNExplainer model to discard the effect of edge orientation on the explanation.

### B. Explanation Generator

The explanation generator \( g \) has access to the internal representation of the property-prediction model as well as to its output and uses this information to guide the exploration of the molecular structure space to seek for the nearest counterfactuals. Given the non-differentiable nature of the graph alterations and its ease in modelling and handling multi-objective optimization, we model \( g \) through a multi-objective RL problem \[31\]. This allows to easily steer towards the generation of counterfactuals optimizing several properties at a time \[32\], \[33\].

Formally, the problem takes the form of a Markov Decision Process (MDP) \((S, A, Q, \pi, R, \gamma)\). The set of states \( S \) includes all the possible molecules that can be generated by MEG. In our framework, \( m \) is used to bootstrap the generative process in \( g \), i.e, \( s_0 = m \) which operates on the current candidate...
Fig. 1: Architecture of the Molecular Explanation Generator (MEG): DGN $\varphi$ is a trained molecule property predictor, whereas the Explainer $g$ is a generative agent producing counterfactuals, constrained by prior domain knowledge $DK$.

counterfactual with graph editing operations under domain knowledge constraints.

The action space $A$ requires particular attention to ensure that all the generated counterfactuals complies to natural chemical rules. Thus, domain knowledge must be imbued into $A$. To achieve validity of the counterfactuals, we base the implementation of the generator on the MolDQN [34] model. The key element is that we borrow the structure of the action space, in which given the current state $s_t$, we obtain $A_t$ as union of three different sets of actions:

- $A_a$, made up of all possible atom additions. First, we add a new atom $v$ to the atom sets, i.e, $V' = V \cup \{v\}$ and then bind it to an atom $u \in V$. If the resulting molecule does not violate any chemical constraints, the action is retained. Otherwise it is discarded.

- $A^+_b$, representing the set of bond additions. We scan the set of atoms $V$ pair-wisely and either add a new bond or increase the bond order in case the two current atoms are already linked, as follows:
  1) No bond $\rightarrow \{\text{Single, Double, Triple}\}$ bond
  2) Single bond $\rightarrow \{\text{Double, Triple}\}$ bond.
  3) Double bond $\rightarrow \{\text{Triple}\}$ bond.

- $A^-_b$, representing the set of bond removals which is obtained by reversely applying the bond addition rules.

Therefore, they are all combined to construct the action space $A_t = A_a \cup A^+_b \cup A^-_b \cup \{\bot\}$, where $\bot$ is a special action indicating to leave the molecule as is. Eventually, $A_t$ is constrained to discard actions that would lead the molecule in an invalid state, e.g. violation of valence rules.

The multi-objective reward function $R$ exploits the prediction from $\varphi$ so as to notify the agent of its current performance, emitting a scalar reward. The term $\gamma$ is called discount and is incorporated into $R$ to weight the contribution of distant future reward signals. In our design, $R$ binds together a term regulating the change in prediction scores, which is inherently task-dependent, with a second term controlling similarity between the original molecule and its counterfactual, as presented in [2].

We explored three different formulations for the latter term. First, the Tanimoto similarity over the binary Morgan fingerprints [35]:

$$T(a,b) = \frac{a \cdot b}{\|a\|^2 + \|b\|^2 - a \cdot b}. \quad (4)$$

As this metric looks for matching molecule fragments, it may be too susceptible to graph alteration actions. To surpass this issue, we alternatively compare the molecule similarity in the DGN latent space. Thus, we leverage the model’s own perception of similarity between molecules by directly comparing the internal vectorial molecule representations through cosine similarity:

$$\cos(m,m') = \frac{\mathbf{h}_m \cdot \mathbf{h}_{m'}}{\|\mathbf{h}_m\| \|\mathbf{h}_{m'}\|}. \quad (5)$$

However, in our empirical settings we found it useful to combine the model perception with a fragment-based metric such as the tanimoto similarity. For this reason, we derive a third similarity metric which is a convex combination of the tanimoto similarity (structural) and the neural encoding similarity (model perception):

$$K(m,m') = \alpha_1 T(m,m') + \alpha_2 \cos(m,m') \mid \sum \alpha_i = 1. \quad (6)$$

Lastly, given the current state $s_t$ and a sampled action $a_t$, the explainer evaluates the goodness of the pair action-state through the $Q$ function. Since the state space can become combinatorially large, $Q$ is approximated by a double deep-Q-network [36] composed of four linear layers. Finally, the
policy $\pi$ is a function outputting the best possible action given any state $s \in S$. We use either a decaying $\varepsilon$-greedy policy or an $\varepsilon$-greedy policy to balance exploration and exploitation, depending on whether we are targeting the optimisation of a single counterfactual or a group of them.

**C. Training the Generator**

When it comes to training the generator, we must specify the task-dependent term $L$ in the reward function (3). First of all, in a multi-objective reward function the reward is returned as a vector of partial scalar rewards $r_i$, with one partial reward for each property we are seeking to optimize. An intuitive way to combine all the partial rewards is by convex combination:

$$r^t = \sum_i \alpha_i r_i^t$$

subject to $\sum_i \alpha_i = 1$. The choice of the coefficients is treated as a model hyper-parameter.

The task-dependent term $L$ in (3) can be specialized for classification and regression tasks. As regards classification, given a set of classes $C$, a model $\varphi$ emits a probability distribution $\varphi(\cdot) = y = [y_0, \ldots, y_C]$ over the predicted classes. In this case, given an input-prediction pair $\langle m, c = \arg\max_{c \in C} \varphi(m) \rangle$, the generator is trained to produce counterfactual explanations $m'$ minimising the prediction score for class $c$, as follows

$$\arg\max_{m'} -\alpha y_c + (1 - \alpha) K[m', m]$$

(7)

where $\alpha \in [0, 1]$. Hence, the model $\varphi$ returns at each step a smooth reward, which is actually the inverse of the probability of $m'$ belonging to class $c$. Differently, we define the loss objective for a regression task as

$$\arg\max_{m'} \alpha \|s_{m'} - s_m\| + (1 - \alpha) K[m', m]$$

(8)

where $s$ is the regression target and $s_m$ and $s_{m'}$ are the predicted values for the original molecule and its counterfactual, respectively. Lastly, $\beta = \sgn(\|s_{m'} - s\|_1 - \|s_m - s\|_1)$ prevents the agent from generating molecules whose predicted scores move towards the original target.

**IV. EXPERIMENTAL EVALUATION**

**A. Datasets and model configuration**

We test MEG on two popular molecule property prediction benchmarks: TOX21 [37], addressing toxicity prediction as a binary classification task, and ESOL [38], that is a regressive task on water solubility of chemical compounds.

Preliminarily, we scanned both datasets to filter non-valid compounds. We chose a split of 80%/10%/10% for training, validation and test set in both datasets. The trained DGN comprises three GraphConv [40] layers with ReLu activations. The model has been implemented by using PyTorch Geometric [41] and trained with Adam optimizer.

We run a model selection and select the model that achieved the highest result on the validation set. We optimized the hyper-parameters by grid-search over the learning rate in $\{5 \times 10^{-3}, 1 \times 10^{-3}, 5 \times 10^{-4}, 1 \times 10^{-4}\}$, batch size in $\{20, 60, 120\}$ and hidden size in $\{32, 64, 128, 256\}$. The best configuration for both models is reported in Table I.

The network builds a layer-wise molecular representation via concatenation of max and mean pooling operations, over the set of node representations. The final neural encoding of the molecule is obtained by sum-pooling of the intermediate representations. This neural encoding is then fed to a three-layer feed-forward network, with hidden sizes of $\{128, 64, 32\}$ and dropout set to 0.1, to perform the final property prediction step. Then, we feed the model with molecules in the test set on which it achieved 77% of accuracy for TOX21 and 0.57 MSE for ESOL, and try to explain the predictions.

During generation, we employed MEG to find 10 counterfactual explanations for each molecule in test, ranked according to the multi-objective score in Section III. In order to comply with the similarity criterion, we set as starting point for the generation the original test molecule and limit the episode length to 1. Furthermore, we remove $\perp$ from the list of available actions and use a decaying epsilon greedy policy $\varepsilon_{t+1} = \lambda \varepsilon_t$ with $\lambda = 0.9987$. Finally, we train MEG for 3000 epochs.

**B. Explainability Results and Discussion**

We present some quantitative results in Table II listing some of the best counterfactual explanations collected for some samples in both tasks. Both experiments have been tested

| Dataset | HS | Batch Size | LR | Optimizer | TR | VL |
|---------|----|------------|----|-----------|----|----|
| TOX21   | 256| 20         | $5 \times 10^{-4}$ | Adam | 94%| 88%|
| ESOL    | 32 | 20         | $5 \times 10^{-4}$ | Adam | 0.31| 0.57|

**TABLE I:** HS = hidden size, LR = learning rate, TR = training, VL = validation

| Molecule | Target | Prediction | Similarity | Reward |
|----------|--------|------------|------------|--------|
| A0: Fig. 5 | NOTox | NOTox | 0.99 | - |
| A1: Fig. 5 | NOTox | NOTox | 0.99 | - |
| A2: Fig. 5 | NOTox | NOTox | 0.99 | - |
| A3: Fig. 5 | NOTox | NOTox | 0.99 | - |
| B0: Fig. 5 | NOTox | NOTox | 0.99 | - |
| B1: Fig. 5 | NoTox | NOTox | 0.93 | - |
| B2: Fig. 5 | NoTox | NOTox | 0.89 | - |
| B3: Fig. 5 | NoTox | NOTox | 0.89 | - |
| C0: Fig. 5 | NoTox | NOTox | 0.89 | - |
| C1: Fig. 5 | NoTox | NOTox | 0.89 | - |
| C2: Fig. 5 | NoTox | NOTox | 0.89 | - |
| C3: Fig. 5 | NoTox | NOTox | 0.89 | - |
| D0: Fig. 5 | NoTox | NOTox | 0.89 | - |
| D1: Fig. 5 | NoTox | NOTox | 0.89 | - |
| E0: Fig. 5 | NoTox | NOTox | 0.89 | - |
| E1: Fig. 5 | NoTox | NOTox | 0.89 | - |

**TABLE II: Summary of results. A0 and B0 refers to molecules belonging to TOX21, whereas C0, D0 and E0 belong to ESOL. Subsequent indexes refer to the related counterfactual explanations.**
with the convex combination between the neural encoding similarity and the Tanimoto, described in (6).

Qualitative results are shown in Fig. 2, Fig. 3, Fig. 4 and Fig. 5. To ease the interpretation of our results, counterfactual modifications have been highlighted in red, while blurred edges represent those edges that have been masked out by GNNExplainer predictions. In other words, GNNExplainer interpretations are the sub-graphs formed by non-blurred edges. By our examples, we:

- highlight some of the qualitative differential reasoning that experts can carry out.
- show that GNNExplainer, by its very nature, generates explanations specifically tied with the input graph, making it difficult to find evidences in the global behaviour of the model. This is true for any model that follows closely the local explanation paradigm. We argue the necessity to output explanations that maintain their validity in a neighbourhood of the input graph of arbitrary size.

In TOX21, we analyse one representative result for each class of prediction. In A0 (Fig. 2), we take a molecule that has been correctly classified by the DGN as being non-toxic and generate three counterfactuals for it. Similarly, in B0 (Fig. 3) we do the same for a toxic molecule. In both examples, the counterfactuals are classified as the opposite class with respect to the original one, as reported in Table II. In the first place, it is easy for domain experts to run qualitative analyses of the DGN predictions on our counterfactuals. In the first sample, we see three valid modifications of A0, specifically the addition of an atom of nitrogen (A1), the removal of carbon (A2) and the addition of an atom of carbon linked to the molecule through a double bond (A3). In all these cases, it is sufficient to check whether these modifications can move the prediction from non-toxic to toxic also in a real-world scenario. Correspondingly, in the toxic compound case (B0) the molecules resulting from addition of C, i.e B1-B2, are classified as non-toxic. Being able to highlight such behaviours is crucial when predicting safety-critical properties, e.g. in drug design.

Focusing on GNNExplainer interpretations, our counterfactuals show some difficulties that any local explainer based on single-instance explanation can encounter. First, we recall that GNNExplainer provides sample-level explanations by masking out low-importance edges in the graph. However, explanations limited to a single instance are difficult to generalise to other unexplained samples. This means that we have no clues on the out-of-instance model behaviour, making it difficult to guess how the model would react to unseen graphs. In fact, we see that in both Fig. 2, Fig. 3 the original explanations (A0-B0) have not identified as important certain substructures that have been eventually modified by our counterfactuals to change the prediction.

We now turn the attention to ESOL results, i.e C0-D0-E0 shown in Table II. C0 (Fig. 4) is a well-known organic compound named pentachlorophenol, commonly used as a pesticide or a disinfectant, and is characterised by nearly absolute insolubility in water. While the DGN achieved good predictive performance for its aqueous solubility value, the counterfactuals underlined that the models predicts less solubility in case the oxygen atom is removed (e.g., C2), or modified somehow (e.g., C1, C3), highlighting how it is highly relevant for the DGN prediction. As in the TOX21 samples, such relation is not adequately captured by GNNExplainer.

In the last sample, we bring a purely qualitative analysis of two molecules (Fig. 5). In D0, we have a molecule of phosalone, while E0 is a molecule of thiofanox. MEG derives the two associated counterfactuals D1-E1 by performing complementary actions. In the first case, MEG finds D1 by removing an atom of sulphur from D0 while E1 is obtained by the addition of sulphur to E0. In both cases, though, the model prediction outputs lower values of solubility with respect to the original inputs (see Table II). If the addition of sulphur makes
the water solubility of a compound to decrease, the prediction of $E_1$ is not faithful. Vice versa, if sulphur increases the water solubility, $\varphi(D_1)$ is not reliable. Although $\varphi(D_0)$ and $\varphi(E_0)$ are precise with respect to the ground truth values, such an analysis shows indications that the learnt function may not be trustworthy. It is our hope that, based on our interpretability approach, an expert of the molecular domain could be able to gain a better insight into the whether the properties and patterns captured by the predictive model are meaningful from a chemical standpoint.

V. Conclusions

We have presented MEG, a novel interpretability framework that tackles explainability in the chemical domain by generation of molecular counterfactual explanations. MEG can work with any DGN model as we only exploit input-output properties of such models.

We show As a general comment of the results, one can note that while a local approach such as GNNExplainer may give good approximations when it comes to explaining the specific prediction, it lacks sufficient breadth to characterize the model behaviour already in a near vicinity of the sample under consideration. On the other hand, our counterfactual interpretation approach may find new samples which are likely to highlight the causes of a given model prediction, providing a better approximation to a locally interpretable model, e.g. $C_1$-3 in Fig. 4. Furthermore, MEG can help to detect some critical issues on toxicity prediction of a given model, e.g. $B_1$-2 (Fig. 3), that may affect humans’ health if employed in the drug design setting. In conclusion, apart for its value in generating explanations that are well understood by a domain expert, MEG can work both as a sanity checker for other local model explainers, as well as a sampling method to strengthen the coverage and validity of local interpretable explanations, such as in the original LIME method for vectorial data [17].
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