Discovering gravitationally lensed gravitational waves: predicted rates, candidate selection, and localization with the Vera Rubin Observatory

Graham P. Smith, Andrew Robertson, Guillaume Mahler, Matt Nicholl, Dan Ryczanowski, Matteo Bianconi, Keren Sharon, Richard Massey, Johan Richard, Mathilde Jauzac

1 School of Physics and Astronomy, University of Birmingham, Edgbaston, B15 2TT, UK
2 Jet Propulsion Laboratory, California Institute of Technology, 4800 Oak Grove Dr., Pasadena, CA 91109, USA
3 Centre for Extragalactic Astronomy, Department of Physics, Durham University, South Road, Durham DH1 3LE, UK
4 Institute for Computational Cosmology, Department of Physics, Durham University, South Road, Durham DH1 3LE, UK
5 Institute for Gravitational Wave Astronomy, University of Birmingham, Birmingham B15 2TT, UK
6 Department of Astronomy, University of Michigan, 1085 S. University Ave, Ann Arbor, MI 48109, USA
7 Univ Lyon, Univ Lyon1, Ens de Lyon, CNRS, Centre de Recherche Astrophysique de Lyon UMR5574, 69230, Saint-Genis-Laval, France
8 Astrophysics Research Centre, University of KwaZulu-Natal, Westville Campus, Durban 4041, South Africa
9 School of Mathematics, Statistics & Computer Science, University of KwaZulu-Natal, Westville Campus, Durban 4041, South Africa

ABSTRACT

Secure confirmation that a gravitational wave (GW) has been gravitationally lensed would bring together these two pillars of General Relativity for the first time. This breakthrough is challenging for many reasons, including: GW sky localization uncertainties dwarf the angular scale of gravitational lensing, the mass and structure of gravitational lenses is diverse, the mass function of stellar remnant compact objects is not yet well constrained, and GW detectors do not operate continuously. We introduce a new approach that is agnostic to the mass and structure of the lenses, compare the efficiency of different methods for lensed GW discovery, and explore detection of lensed kilonova counterparts as a direct method for localising candidates. Our main conclusions are: (1) lensed neutron star mergers (NS-NS) are magnified into the “mass gap” between NS and black holes, therefore selecting candidates from public GW alerts with high mass gap probability is efficient, (2) the rate of detectable lensed NS-NS will approach one per year in the mid-2020s, (3) the arrival time difference between lensed NS-NS images is 1 sec ≤ Δt ≤ 1 year, and thus well-matched to the operations of GW detectors and optical telescopes, (4) lensed kilonova counterparts are faint at peak (e.g. r_AB ≈ 24 – 26 in the mid-2020s), fade quickly (d < 2 days), and are detectable with target of opportunity observations with large wide-field telescopes. For example, just ≤ 0.25 per cent of Vera C. Rubin Observatory’s observing time will be sufficient to follow up one well-localized candidate per year. Our predictions also provide a physically well-defined basis for exploring electromagnetically the exciting new “mass gap” discovery space.
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1 INTRODUCTION

Gravitational waves (GWs) are magnified, deflected, and delayed as they traverse gravitational fields, just like the more familiar gravitational lensing of light from distant galaxies and quasars (Ohanian 1974; Wang et al. 1996; Nakamura 1998), pointing to exciting opportunities to detect multiple gravitationally magnified images of a distant GW source. Detection of gravitationally lensed GWs will be the first opportunity to combine these two pillars of Einstein’s General Relativity in a single experiment, leading to novel tests of General Relativity and general metric gravity theories (e.g. Mukherjee et al. 2020a,b; Goyal et al. 2021; Finke et al. 2021), measurements of the Hubble constant and tests of the Friedmann-LeMaître-Robertson-Walker metric (e.g. Sereno et al. 2011; Liao et al. 2017; Cao et al. 2019; Li et al. 2019; Hannuksela et al. 2020; Hou et al. 2020), testing the speed of GW propagation (e.g. Baker & Trodden 2017; Collett & Bacon 2017; Fan et al. 2017), and constraints on intermediate mass black holes (BH) and primordial BHs via their microlensing signal (Lai et al. 2018; Diego 2020; Oguri & Takahashi 2020; Wang et al. 2021; Urrutia & Vaskonen 2022). These studies set a broad expectation that gravitationally lensed GWs is the science of the late 2030s and 2040s when the 3rd generation of GW detectors will begin operations, generally focus on lensed binary black hole (BH-BH) mergers over lensed binary neutron star (NS-NS) mergers, and tend to assume that the only relevant population of lenses is massive early-type galaxies. We discuss these three themes in turn below.

In the more familiar realm of gravitational lensing of electromagnetic (EM) radiation, early detections of gravitationally lensed high redshift galaxies, some of which were the redshift record breakers of their day (e.g. Soucail et al. 1987; Lynds & Petrosian 1989; Mellier...
et al. 1991; Frax et al. 1997; Ellis et al. 2001; Kneib et al. 2004),
pre-dated systematic studies of large samples of lensed galaxies by
several decades (e.g. Atek et al. 2015; McLeod et al. 2016; Ishigaki
et al. 2018; Bhatawdekar et al. 2019). Current progress towards
the first detection and early science of gravitationally lensed GWs there-
factor resonates with the status of lensed high redshift galaxies in the
mid-1980s and detection of lensed quasars a little earlier than that
(Walsh et al. 1979) – i.e. the years leading up to the first detection.
Likewise, systematic study of large samples of lensed GWs with next
generation GW instruments in the 2030s and 2040s will resemble
the status of lensed galaxy and lensed quasar studies of the last decade.

A growing suite of predictions are consistent with a rate of detec-
tion of lensed GWs of around one per year in the coming years with
the current generation of GW detectors (Oguri 2018, 2019; Li et al.
2018; Ng et al. 2018; Smith et al. 2019a; Wierda et al. 2021; Xu
et al. 2022). Echoing the progress driven by the emergence of charge
coupled devices (CCDs) in optical astronomy in the 1980s, several
groups have therefore been considering whether any of the gravita-
tionally lensed GWs detected by current instruments are lensed (e.g.
Smith et al. 2018, 2019b; Broadhurst et al. 2018; Hannuksela et al.
2019; Singer et al. 2019; Dai et al. 2020; Abbott et al. 2020; McIsaac
et al. 2020; Liu et al. 2021; The LIGO Scientific Collaboration et al.
2021a; Diego et al. 2021; Bianconi et al. 2022). In turn, this is moti-
vating development of techniques to identify candidate lensed GWs
(e.g. Oguri 2018; Li et al. 2018; Ng et al. 2018; Smith et al. 2019a;
Hannuksela et al. 2020; Robertson et al. 2020; Ryczanowski et al.
2020, 2022; Wempe et al. 2022; Wierda et al. 2021; Xu et al. 2022;
Yang et al. 2022), and joint investigations of lensed GWs and the
stochastic GW background (Buscicchio et al. 2020a,b; Mukherjee
& Silk 2021).

It is inarguable that multi-messenger detection of a lensed GW will be
transformational, i.e. detection of a lensed NS-NS merger and its
lensed EM counterpart. This is because the EM detection will localise
the GW source to ≤ 1 arcsec accuracy with ground-based data, and
potentially > 10 milliarcsec accuracy with space-based observations.
This will be the lensing analogue of the localisation of GW170817 to
a specific location in the outskirts of its host galaxy NGC4993 via the
detection of its optical/infrared and short gamma-ray burst (SGRB)
counterpart (Abbott et al. 2017c; Margutti & Chornock 2021, and re-
ferences therein). Such accurate localisation would eliminate reliance
on statistical arguments for or against several poorly localised BH-
BH detections being images of the same lensed source and several
different galaxies being the lens and/or the host (e.g. Hannuksela et al.
2020; Wempe et al. 2022). Moreover, despite intriguing candidates
(e.g. Graham et al. 2020), there are no confirmed EM counterparts to
BH-BH mergers available to help with localisation. Whilst the detec-
tion rates of GW signals from lensed NS-NS mergers are expected
to be lower than for lensed BH-BH mergers, preliminary estimates
indicate that multi-messenger detection of lensed NS-NS mergers will
be feasible in the 2020s (Smith et al. 2019a; Oguri 2019).

Detection of multiple images of the lensed EM counterpart will
also expand the science of lensed GWs, for example into the chemical
enrichment history of the universe and the physics of kilonovae.
For example, detection of the trailing image of the lensed kilonova
will potentially probe the rising portion of the kilonova in the rest-
frame ultraviolet (UV). This would shed light on arguably the biggest
unsolved mystery of GW170817, namely the physics responsible for
the very bright blue early component of its emission (e.g. Arcavi
2018; Piro & Kollmeier 2018; Nicholl et al. 2021). The feasibility
of such measurements will depend on the arrival time difference
between the images and the reliability of any predictions that are
required, as highlighted by resolved and confirmed detections of

strongly lensed supernovae (Kelly et al. 2015; Treu et al. 2016; Jauzac
et al. 2016; Goobar et al. 2017, 2022; More et al. 2017).

The optical depth to strong lensing (defined here as large lens magni-
fication, μ > 10) spans galaxies, groups and clusters of galaxies
(Hilbert et al. 2008), with the latest calibration being consistent with
lenses in each decade of mass spanning 10^{12} ≤ M_{200} ≤ 10^{15} M_{\odot}
contributing approximately equally to the optical depth (Robertson
et al. 2020). The scaling of lensing probability with magnification in
the strong lensing regime is also well defined analytically as
\frac{dp}{d\mu} \propto \mu^{-3} and – importantly – independent of the lens mass
(Blandford & Narayan 1986). Consequently Hilbert et al. and Robert-
son et al.’s results persist at all magnifications of μ > 2.

The relationship between lens magnification and image multiplicity
is less well defined, as it depends on the relationship between the
mass and the density profile slope of lenses. The basic idea was
sketched by Turner et al. (1984) and is still valid today (e.g. Smith
et al. 2001; Gavazzi et al. 2003; Sand et al. 2004; Smith et al. 2009;
Richard et al. 2010; Umetsu et al. 2016; Fox et al. 2022). Briefly,
galaxy clusters tend to have shallower density profiles than individual
galaxies and therefore the former are less efficient than the latter at
forming multiple images of background objects at low magnification,
typically 2 ≤ μ ≤ 10. However, clusters still contribute their “fair
share” of the optical depth at low magnification, they just do so by
forming a single image. This is important in the context of predicting
rates of and searching for gravitationally lensed GWs. In particular, a
currently un-constrained and potentially significant fraction of the op-
tical depth to lens magnifications of 2 ≤ μ ≤ 10 does not contribute
to multiple image formation. Conversely, as highlighted by resolved
confirmed strongly lensed supernova discoveries (Kelly et al. 2015;
Goobar et al. 2017, 2022), searching for high magnification strong
lensing requires consideration of lenses spanning galaxies, groups
and clusters and not just a focus on clusters.

Decisive progress towards robust and unchallenged detection of a
gravitationally lensed GW rests on identifying candidates and loc-
alising them to a lensed host galaxy. Searches for candidates have
so far identified either pairs of GW detections with sky localizations
and waveforms that are consistent with being lensed images of the
same source, and/or individual GW sources that appear to have an
anomalous mass relative to an assumed underlying mass function
(Smith et al. 2018, 2019b; Hannuksela et al. 2019; Singer et al. 2019;
Dai et al. 2020; McIsaac et al. 2020; Abbott et al. 2020; Diego et al.
2021; Liu et al. 2021; The LIGO Scientific Collaboration et al. 2021a;
Diego et al. 2021; Bianconi et al. 2022). The former approach relies
on the GW detectors collecting data of the required quality when ≥ 2
of the lensed images arrived at Earth, and the latter approach is sen-
tive to the assumed mass function. For example, Broadhurst et al.
(2018, 2019, 2022) argue that if the true stellar remnant BH mass
function in the universe peaks at M_{BH} ≈ 10 M_{\odot} (i.e. well-matched to
the BHs thus far detected in the Milky Way), then the GW detections
apparently from systems comprising BH in the range M_{BH} ≥ 20 M_{\odot}
are dominated by lensed events.

Efficient selection of candidate lensed GWs therefore faces several
important challenges. Firstly, how to define anomalous when the
underlying mass function of sources is not known a priori? Secondly,
how efficient is searching for multiple detections in a rapidly growing
catalogue of GW detections from the LIGO, Virgo and KAGRA
(LVK) detectors that are dominated by sources with 90 per cent
credible sky localisation uncertainties of Ω_{90} > 100 degree^{2} (Petrov
et al. 2021)? Moreover, the GW detectors rarely operate uninterrupted
for more than a few hours and are offline for technology upgrades for
timescales of ≥ 1 year.

In this article we develop a new magnification-based approach to
predicting rates of gravitationally lensed GWs that naturally integrates strong lenses of all masses and thus allows us to calibrate both the rates of lensed GW detections, the typical magnifications that they suffer, and their location in the mass-distance plane. We apply this approach to lensing of both BH-BH and NS-NS mergers and combine our magnification-based predictions with time delay theory to identify the typical arrival time differences for these sources and lenses of different mass and structure. This enables us to combine our predictions in the mass-distance plane with expected arrival time differences to develop efficient strategies for identifying and localizing candidate lensed GWs. This leads to predicting the lightcurves of lensed kilonova counterparts of lensed NS-NS mergers and considering their detectability with the Vera C. Rubin Observatory (Rubin).

We review the theory and phenomenology of strong lenses and develop our new magnification-based approach in Section 2, then describe the GW source populations that we consider in Section 3, before applying the former to the latter and making our predictions in Section 4. We combine our lensed GW predictions with Nicholl et al.’s (2021) kilonova lightcurve models to predict lensed kilonova lightcurves and assess the feasibility of detection with Rubin Target of Opportunity observations in Section 5, and close with a summary in Section 6. We assume a flat cosmology with \( H_0 = 67.9 \text{ km s}^{-1} \text{ Mpc}^{-1}, \Omega_M = 0.3065 \) (Adel et al. 2016). All magnitudes are stated in the AB system.

## 2 GRAVITATIONAL LENSING THEORY AND PHENOMENOLOGY

We begin with an overview of the main take away points in Section 2.1. For readers interested in more detail, we outline some key elements of gravitational lensing theory in Section 2.2, before motivating our focus on gravitational magnification in Section 2.3, justifying our model for optical depth in Section 2.4, and explaining how we predict arrival time difference for magnified image pairs in Section 2.5.

### 2.1 Overview

We consider strong gravitational lensing of GW and EM signals from mergers of compact object binaries, where the lenses are galaxies, groups and clusters of galaxies that are serendipitously located along the line of sight to the merger. We ignore any microlensing by stars or compact objects that may be located close to the critical curves of the “macrolens” – i.e. the galaxy/group/cluster lens. Whilst microlensing can be important, especially in high magnification regions of very dense macrolenses (e.g. Diego et al. 2019; Diego 2019; Meena & Bagla 2020; Mishra et al. 2021), it is beyond our current aim of establishing baseline predictions of, and follow-up strategies for, candidate gravitationally lensed GWs. As such our approach is likely to yield lower limits on the detectable rates of lensed GWs.

The geometrical nature of gravitational lensing and the growth of large scale structure in the universe result in strong lensing being dominated by lenses at redshifts of \( z_L \approx 0.2 - 0.6 \) and sources at redshifts of \( z_S \gtrsim 1 \). The typical comoving distance travelled by a signal from a strongly lensed GW source is therefore expected to be \( \gtrsim 7 \text{ Gpc} \) (\( \gtrsim 10^{26} \text{ m} \)). This is three orders of magnitude larger than the comoving virial radius of the most massive galaxy clusters in the observable universe (Bianconi et al. 2021). It is therefore valid to adopt the so-called thin lens approximation.

The distance to strongly lensed GW sources also dwarfs their physical size (\( \lesssim 10^3 \text{ m} \)), allowing us to treat them as point sources of EM and gravitational radiation. This allows us to ignore finite source size effects when considering large lens magnifications. Despite the wavelength of GWs (\( \lambda_{GW} \lesssim 10^{-3} \text{ m} \) for LVK) being much longer than EM radiation, the former is still many orders of magnitude smaller than the physical scale of the lenses (Einstein radii corresponding to physical scales of \( \gtrsim 10^{13} \text{ m} \), i.e. \( \gtrsim 300 \text{ pc} \), and thus \( \gtrsim 0.1 \text{ arcsec} \) at \( z \approx 0.2 \)). For the purposes of our calculations we are therefore safe to treat both GWs and EM radiation in the geometric optics limit and thus ignore wave effects.

We predict the rates and properties of gravitationally lensed GWs and their EM counterparts as a function of gravitational lens magnification. As discussed in Section 2.3, this is the least model-dependent approach to predicting the ensemble of lensed detections that are feasible with GW detectors and wide-field optical telescopes at the current time. In particular, we side-step the challenge of solving the lens equation (Equation 6) and the requirement to assume a form for the deflection potential that this would entail. The main advantage of our approach, beyond computational speed, is that not assuming anything about the structure of the lens population means that our predictions are not biased to any type of lens and are thus relevant across the full range of lens mass (\( 10^{12} \lesssim M_{200} \lesssim 10^{15} \text{ M}_\odot \); Robertson et al. 2020). The main disadvantage is that the efficiency of multiple image production at low lens magnification (\( 2 < \mu \lesssim 10 \)) depends on lens mass, with individual galaxy-scale lenses (relatively steep density profiles) being more efficient than group- and cluster-scale lenses (relatively shallow density profiles) at low magnification. Care is therefore needed at \( \mu \lesssim 10 \), because some of the predicted magnified detections will be single images.

We adopt a threshold magnification of an individual GW detection of \( \mu > \mu_{th} = 2 \). This threshold corresponds to a bias by a factor of \( > \sqrt{\mu_{th}} = 1.4 \) in the luminosity distance to a lensed source if the magnification is ignored (Equation 12), i.e. comparable with or larger than the typical 90 per cent posterior credible intervals on luminosity distance in LVK’s GW data analysis. This threshold also marks the onset of multiple image formation by a lens – such as an isolated early type galaxy – that is well-described by an isothermal density profile. It is however important to note that the fainter of two images formed by an isothermal lens is demagnified, i.e. \( 0 \leq |\mu_-| \leq 1 \), if the magnification of the brighter image is in the range \( 2 < \mu_+ \leq 3 \) (Equation 16). The formation of multiple images therefore does not automatically imply the detectability of multiple images, although detections at \( \mu \gtrsim 10 \) will be dominated by multiply-imaged systems (Figure 1 and Section 2.3), and be accompanied by other similarly magnified images independent of the structure of the lens.

We use analytic expressions to convert the predicted magnifications of gravitationally lensed GWs in to predictions of the time since / until another signal from the same source arrived / will arrive at Earth (Equations 21 & 22). These expressions are based on two common scenarios for the formation of bright highly magnified image pairs, and are shown to capture the time delay behaviour of the systems that have been discovered to date (Figure 2). The expressions capture the dependence of time delay on both the mass and the structure of the lens, bearing in mind that group/cluster-scale lenses tend to be denser and flatter than galaxy-scale lenses at their respective Einstein radii (Figure 1). The details of the time delay and its dependence on lens properties are described in Section 2.5 and the supporting derivations are presented in Appendix A.

### 2.2 Lensing fundamentals

We consider an infinitely thin mass distribution at redshift, \( z_L \), and distant sources at redshift \( z_S > z_L \). The true and unmeasurable
positions of the sources on the celestial sphere are $\beta$ and the observed positions are $\theta$. Following precepts laid down by Schneider (1985), Blandford & Narayan (1986), and others, the time for a lensed signal to travel from the source to the observer differs from the travel time in the absence of lensing by an amount that depends on a dimensionless scalar field called the Fermat potential, $\tau$:

$$c\ t = D\ \tau(\theta, \beta),$$

where $D = D_{L}\ D_{S}\ D_{LS}^{C}/D_{LS}^{C}$, $D_{L}$ and $D_{S}$ are the comoving distances from the observer to the lens and the source respectively, and $D_{LS}^{C} = D_{L}^{C} - D_{S}^{C}$. The Fermat potential comprises a geometrical term that depends on image and source positions, and the deflection potential, $\psi$, that describes the so-called Shapiro (1964) delay:

$$\tau(\theta, \beta) = \frac{(\theta - \beta)^2}{2} - \psi(\theta).$$

The deflection potential satisfies the Poisson equation,

$$\nabla^2 \psi = 2\kappa,$$

where $\kappa$ is the projected density of the lens in units of the critical surface mass density, $\Sigma_{\text{crit}}$.

$$\kappa(\theta) \equiv \frac{\Sigma(\theta)}{\Sigma_{\text{crit}}},$$

where

$$\Sigma_{\text{crit}} = \frac{c^2}{4\pi G} \frac{D_{S}}{D_{L}D_{LS}},$$

and $D_{L}$, $D_{LS}$, and $D_{S}$ are angular diameter distances.

By Fermat’s Principle, the measurable positions of gravitationally lensed sources (commonly referred to as images) are located at the stationary points of the surface described by Equation 2. Taking the gradient and setting $\nabla \tau = 0$ yields the lens equation:

$$\theta = \beta + \nabla \psi(\theta) = \beta + \alpha(\theta),$$

where $\alpha = \nabla \psi$ is referred to as the deflection angle. In the strong lensing regime multiple images of a distant source that is observed through a gravitational lens occur if Equation 6 has multiple solutions, $\theta_k$, for a given source position, $\beta$.

The angular offset of multiple images of a distant source from the centre of a lens is often characterized by the Einstein radius of the

$$\theta_{\text{E}} = \left(\frac{4GM}{c^2} \frac{D_{S}}{D_{L}D_{LS}}\right)^{1/2},$$

where $M$ is the projected mass interior to $\theta_{E}$. Whilst observed gravitational lenses are only approximately axisymmetric, $\theta_{E}$ is a useful approximation for the location of strongly-lensed images of distant sources. It also emphasises the convenience of $\kappa$, because $\kappa \geq 1$ is sufficient for the formation of multiple images (Subramanian & Cowling 1986), and $(\kappa(< \theta_{E})) \equiv 1$ for axi-symmetric lenses.

The time delay relative to an unperturbed signal, as defined by Equations 1 & 2, is not measurable because true source positions are not measurable in the presence of a lens along the line of sight. The measurable quantity is the arrival time difference between two gravitationally lensed images of the same source, which is proportional to the difference between the Fermat potentials traversed by the two signals, here denoted $k = 1, 2$:

$$c\ \Delta t_{1,2} = D \left[\tau(\theta_1, \beta) - \tau(\theta_2, \beta)\right].$$

Equations 2 and 8 reveal that the arrival time difference depends on the details of the gravitational potential of the lens, as discussed further in Section 2.5 and Appendix A.

The apparent size and brightness of gravitationally lensed images differ from the source in the absence of lensing by a factor $\mu$, the lens magnification. This is a geometrical effect described by the determinant of the Jacobian matrix of the coordinate transformation from the “source plane”, $\beta$, to the “image plane”, $\theta$:

$$\mu = \frac{1}{|\det \mathcal{A}|},$$

where

$$\mathcal{A}(\theta) = \frac{\partial \beta}{\partial \theta} = \frac{\partial^2 \psi(\theta)}{\partial \theta_i \partial \theta_j} = \delta_{ij} - \psi_{,ij}$$

and $\delta_{ij}$ is the identity matrix. Equation 10 implies that the magnification factor is the ratio of the solid angle subtended by a magnified image, $\omega_I$, to the solid angle that the source would subtend if it were not lensed, $\omega_S$:

$$\mu = \frac{\omega_I}{\omega_S}.$$

The estimated distance to a magnified source of known luminosity is therefore systematically biased by an amount implied by the inverse square law:

$$\mu = \frac{D}{D}^2 \Rightarrow \bar{D} = \frac{D}{\sqrt{\mu}}.$$

In principle, calculating the number of gravitationally lensed images of a given source population involves choosing a deflection field, $\psi$, and using Equation 6 to compute all possible image positions, $\theta_k$, for all possible source positions, $\beta$. However, whilst it is straightforward to compute $\beta$ given $\psi$ and $\theta_k$, the inverse mapping from $\beta$ to an unknown number of $\theta_k$ can only be solved analytically for very simple mass distributions, and is time consuming to solve numerically.

Simple models for the extended mass distributions of gravitational lenses describe the projected density of the lens as a monotonic function of projected physical distance from the centre of the lens, $R = \theta D_{L}$:

$$\Sigma(R) \propto R^{-\eta},$$

with a global power-law slope $\eta > 0$ at all radii. The singular isothermal sphere (SIS: $\eta = 1$) is the canonical analytically solvable case and is also relevant because models with an isothermal slope (generally singular isothermal ellipses) are appropriate to isolated galaxy-scale lenses (e.g. Koopmans et al. 2006). The projected mass density profile of an isothermal mass distribution is given by:

$$\Sigma(R) = \frac{\sigma^2}{2GR},$$

where $\sigma$ is the line of sight velocity dispersion of the particles in the lens (Binney & Tremaine 1987), and for which it can be shown that the deflection angle is constant and equal to the Einstein radius:

$$\theta_{E} = \frac{4\pi\sigma^2}{c^2} \frac{D_{LS}}{D_{S}}.$$
SIS lenses produce pairs of gravitational images with total magnifications of \( \mu_p > 2 \), where \( \mu_p \) is the sum of the magnifications suffered by the image pair (Turner et al. 1984). The limiting case of \( \mu_p = 2 \) corresponds to one image (generally denoted as “+”) magnified by \( \mu_+ = 2 \) and the other image (generally denoted as “−”) de-magnified such that \( \mu_− \to 0 \). In general the magnifications suffered by these images are given by:

\[
\mu_+ = 1 + \frac{\theta_E}{\beta} \quad \text{and} \quad \mu_− = \frac{\theta_E}{\beta} - 1, \tag{16}
\]

for \( \beta \leq \theta_E \). SIS lenses therefore produce two images that are both brighter than the source when \( \beta < \theta_E/2 \), which yields \( \mu_p = \mu_+ + \mu_− > 4 \). Note that the lensing behaviour outlined here relates to the pseudo-caustic catastrophe discussed in Section 2.5. Realistic isothermal lenses (i.e. perturbed from circular symmetry by the ellipticity of the lens and/or external shear) can also produce additional images, for example quadruply imaged quasars (e.g. Milon et al. 2020).

Group- and cluster-scale lenses are more massive than galaxy-scale lenses (hence larger \( \theta_E \)) and typically have density profile slopes at their Einstein radius that are shallower than isothermal. Strong lensing constraints on the density profile slope of group- and cluster-scale lenses have been discussed extensively in the literature dating back to early theoretical work by Turner et al. (1984) and spanning more recent observational studies of increasingly large samples (e.g. Smith et al. 2001; Gavazzi et al. 2003; Sand et al. 2004; Smith et al. 2009; Richard et al. 2010; Umetsu et al. 2016; Fox et al. 2022). We illustrate this in Figure 1, based on 79 cluster lens models assembled from Richard et al. (2010), Fischer et al. (2019) and Fox et al. (2022), including some models from the SGAS collaboration (Sharon et al. 2020), and the RELICS collaboration (Coe et al. 2019).

It is clear that clusters are both denser (relative to \( \Sigma_{\text{crit}} \)) and flatter than the isothermal model that is typical of galaxy-scale lenses, where we introduce \( \kappa_E \) and \( \eta_E \) as the density and density profile slope respectively at the Einstein radius. For reference, the median cluster in this sample is at a redshift of \( z = 0.375 \), with \( \theta_E = 10^\prime \prime \), \( \kappa_E = 0.78 \), and \( \eta_E = 0.48 \), where \( \theta_E \) and \( \kappa_E \) are stated for a source redshift of \( z = 1.6 \) as the typical source redshift found in Section 4.

We show the implications of the structure of cluster-scale lenses for image multiplicity as a function of magnification in the central panel of Fig. 1. The magnification threshold above which cluster-scale lenses produce multiple images is larger than the threshold relevant to SIS lenses discussed above, and is a function of the profile slope, \( \eta_E \). The magnification threshold for an individual image (i.e. not the sum over an image pair) at which \( f_{\text{multiple}} \geq 0.5 \) for the steepest cluster-scale lenses (\( \eta_E > 0.8 \)) is \( \mu \approx 6 \), and for the shallowest cluster-scale lenses (\( \eta_E < 0.4 \)) is \( \mu \approx 20 \), with a threshold for the median cluster at \( \mu \approx 10 \).

Detailed predictions of the population of multiple images of distant sources formed by the full population of lenses are not feasible at the current time. This is because a model for the covariance of \( \theta_E \), \( \eta_E \) and \( \kappa_E \) across the relevant portion of dark matter halo mass function (10^{12} \leq M_{200} \leq 10^{15} M_\odot) is available neither from observations nor from simulations. Constructing this model will be an important step in the future development of this work. Nevertheless, the observed lenses and supporting theoretical work are sufficient to identify the relevant region of parameter space that brackets the expected behaviour of the relevant lenses. We therefore base our predictions on lens magnification, and exercise caution in interpreting our predictions in terms of multiple imaging in the low-magnification regime (\( 2 < \mu \leq 10 \)). We adopt a threshold lens magnification of \( \mu > \mu_\text{th} = 2 \), as this is the lowest magnification at which any of the lenses considered here produce multiple images.

2.4 Optical depth

In this context “optical depth” refers to the fraction of the celestial sphere that is magnified by a certain amount. It can be expressed either in differential form, \( d\tau = \tau_\mu \, d\mu \), as the fraction of the sphere magnified by an amount in the range \( \mu \to \mu + d\mu \), or cumulative form, \( \tau(\mu > \mu_0) \), as the fraction magnified by more than \( \mu_0 \). It is also important to distinguish between the optical depth in the image plane, \( \tau^I \), and the source plane, \( \tau^S \). The former is the fraction of the observed sky – the sphere on which the images are located – that is magnified, whilst the latter is the fraction of the unobservable sphere on which the sources are located that is magnified. In this article
we are interested in the number of gravitationally magnified images of a given population of sources. The source-plane optical depth is therefore the most relevant quantity, defined as follows:

\[ \tau^S(\mu > \mu_{\text{th}}) = \int_{\mu_{\text{th}}}^{\infty} d\mu \frac{\tau^S}{\mu}, \]

(17)

following Robertson et al. (2020). In particular, computing \( \tau^S \) from \( \frac{\tau^S}{\mu} \) ensures that both magnification bias is removed and the optical depth is proportional to the number of images that are potentially detectable. Therefore, we predict the number of gravitationally magnified images and thus implicitly integrate over image multiplicity.

Fortunately, the integral of optical depth over lens mass is relatively insensitive to how the structure of gravitational lenses varies with lens mass. Numerous calibrations of \( \tau^S \) as a function of source redshift agree within a factor of 2 (Figure 1), and show a consistent picture of non-negligible optical depth for dark matter halos spanning masses \( 10^{12} \lesssim M_{200} \lesssim 10^{15} \, M_{\odot} \), i.e. ranging from individual massive galaxies through to massive galaxy clusters (Robertson et al. 2020). As alluded to in Section 2.3, it is also possible to predict the optical depth to multiple imaging by invoking a model for the projected density profile of lenses. We show a recent example of the predicted optical depth to multiple imaging from Haris et al. (2018) as the dashed curve in Figure 1, which they describe with a simple analytic function that we write as:

\[ \tau_{\text{mul}}(z_S) = \left( \frac{D_C}{62.2 \, \text{Gpc}} \right)^3. \]

(18)

The close agreement between \( \tau_{\text{mul}} \) and \( \tau^S(\mu > 2) \) in Figure 1 is striking, however it masks important subtleties. Predictions of \( \tau_{\text{mul}} \) assume that the lenses are all individual galaxies with isothermal density profiles (e.g. Haris et al. 2018; Oguri 2018; Ng et al. 2018), neither of which reflect the true population of lenses as discussed in Section 2.3. Moreover, the threshold total magnification at which an SIS lens produces image pairs is \( \mu_{\text{th}} = \mu_+ + \mu_- = 2 \). Therefore, formally, Haris et al.’s \( \tau_{\text{mul}} = \tau^S(\mu > 2) \) applies just to SIS lenses. Nevertheless, Equation 18 is a convenient analytic approximation of \( \tau^S(\mu \geq \mu_{\text{th}}, z_S) \), and we therefore use it to derive an analytic expression for the differential source-plane optical depth, \( \tau^S_\mu \), by setting

\[ \int_{\mu=\mu_{\text{th}}}^{\infty} d\mu \tau^S_\mu(z_S) = \tau^S(\mu \geq \mu_{\text{th}}, z_S) \approx \tau_{\text{mul}}(z_S) \]

(19)

and using the universal scaling \( \tau^S_\mu \propto \mu^{-3} \) for high magnification (Blandford & Narayan 1986), to obtain:

\[ \tau^S_\mu(z_S) = \left( \frac{D_C}{31.1 \, \text{Gpc}} \right)^3 \mu^{-3}. \]

(20)

We use Equation 20 in Section 3 when predicting the rate of detectable gravitationally magnified GWs.

2.5 Time delay

The arrival time difference between images is directly proportional to the difference between the Fermat potentials (Equation 8). Longer arrival time differences are therefore qualitatively interpreted as being attributable to cluster-scale lenses and shorter differences being attributable to galaxy-scale lenses (e.g. Dai et al. 2020). However, the arrival time difference also depends on the lens magnification and on the structure of the gravitational potential of the lens (Witt et al. 2000; Kochanek 2002). At a deeper level, the arrival time difference for an image pair also depends on the type of lens catastrophe that is responsible for forming the image pair. We discuss this in detail in Appendix A, where we show that for two common catastrophes – the pseudo-caustic of lenses that form just two images (of which the SIS is the archetype) and the fold caustic of lenses that are capable of forming more than two images – the arrival time difference between a pair of magnified images is given by:

\[ \frac{\Delta_{\text{pseudo}}}{92 \, \text{days}} = \frac{\theta_E}{1''}^2 \left| \frac{\mu_p}{4} \right|^{-1} \left| \frac{1 - k_E}{0.5} \right| \left( \frac{D}{3.3 \, \text{Gpc}} \right), \]

(21)

\[ \frac{\Delta_{\text{fold}}}{3.9 \, \text{days}} = \frac{\theta_E}{1''}^2 \left| \frac{\mu_p}{4} \right|^{-3} \left| \frac{\eta_E}{1} \right|^{-2} \left| \frac{k_E}{0.5} \right|^{-2} \left| \frac{1 - k_E}{0.5} \right|^{-3} \left( \frac{D}{3.3 \, \text{Gpc}} \right). \]

(22)

Equations 21 & 22 are compatible with published measurements of arrival time difference. In Figure 2 we show a compilation of arrival time difference measurements from lensed quasars (Fohlmeister et al. 2008, 2013; Dahle et al. 2015; Millon et al. 2020) and supernova Refsdal (Kelly et al. 2016; Rodney et al. 2016). The arrival time difference distribution for lenses that produce just two images (\( N_{\text{img}} = 2 \)) peaks at \( \Delta t \approx 100 \, \text{days} \), in good agreement with Equation 21 at low magnification. The tail to smaller \( \Delta t \) for \( N_{\text{img}} = 2 \) is mainly due to a small number of higher magnification pairs. The arrival time difference distribution for lenses that produce more than two images (\( N_{\text{img}} > 2 \)) is broader and extends to lower \( \Delta t \), due to the broader range of lensing catastrophes included within this sample, and the stronger dependence of \( \Delta t \) on \( \mu, k_E \) and \( \eta_E \) for fold caustics. For example, these lenses include galaxy-scale quadruply imaged quasars in addition to the wide separation quasar lenses SDSS J1004+4112, SDSS J1029+2623, and SDSS J2222+2745, and the massive galaxy cluster MACS J1149.5+2223 that was responsible for supernova Refsdal. This distribution extends up to \( \Delta t \approx 100 \, \text{days} \), as expected from Equation 21, and extends down \( \Delta t \approx 1 \, \text{hour} \). Such short arrival time differences are compatible with the levels of magnification (\( \mu_p \approx 40 \)) suffered by image pairs produced by typical galaxy cluster lenses (\( \eta_E \approx 0.5, k_E \approx 0.8 \)), based on Equation 22.
3 GRAVITATIONALLY LENSPING GRAVITATIONAL WAVES

We begin with an overview of the key take away points in Section 3.1. For readers interested in more detail, we explain how we apply the lensing formalism from Section 2 to GW source populations in Section 3.2, which in turn specifies the information that we need about the GW sources. We then describe the populations of NS-NS and BH-BH mergers in Section 3.3. Gravitational wave source populations. We adopt a range of models for the underlying population of GW sources. We then describe the populations of NS-NS and BH-BH mergers that we adopt for our lensed GW predictions and verify that they are compatible with the population of sources that have been detected to date in Section 3.3.

3.1 Overview

The basic ingredients required to predict the rates of gravitationally lensed detections of a distant population of objects are (1) the comoving number density of the objects as a function of a parameter that summarises signal strength, (2) the comoving volume element as function of redshift, which in turn relies on the cosmological model, (3) the lensing probability, and (4) the detector sensitivity. The least well understood of these ingredients will therefore dominate the uncertainties in the predictions. It is therefore immediately apparent that the least certain ingredient is the first, namely the comoving merger rate density of binary compact object mergers, its evolution with redshift, and the mass function of compact objects (LVK2021). In contrast, the cosmological parameters are known to \( \pm 10 \) per cent, and the optical depth to gravitational magnification is known to a factor of \( \approx 2 \) (Section 2.4).

We adopt a range of models for the underlying population of GW sources that are compatible with the population detected to date. This includes mass functions that capture the main features of the BH mass function such as a declining logarithmic slope as a function of mass, possible structure superposed on that broadly declining mass function, and reduced efficiency of BH production from stellar evolution at high mass (\( \lesssim 50 \, M_\odot \)) due to the pair instability. We also include a broad range of evolution models that are compatible with the data, that are variants on the double power law that is commonly used to describe the evolution of the cosmic star formation rate density evolution.

In Sections 4 & 5 we concentrate on our Baseline models of the BH-BH and NS-NS merger populations, as these represent a broad consensus view of the compact object populations. Importantly, in Section 4 we establish that departures from our Baseline models have only a small effect on the predicted rate of lensed detections. The Baseline models and indeed all other models are specified in Table 1. In brief the Baseline ties redshift evolution to the evolution of the cosmic star formation rate density, and adopts a BH mass function that spans \( 5 < m < 50 \, M_\odot \) with a power law slope of \(-3.3\), and a flat NS mass function that spans \( 1 < m < 2.5 \, M_\odot \). We also make several simplifying assumptions that are consistent with our aim to make broad analytic predictions of the lensed population, that are consistent with the data, and that impact our predictions at the level of a factor of \( \approx 2 \). The most important of these is that we assume equal mass mergers.

3.2 Arrival and detection rates

The number of gravitationally magnified GWs arriving at Earth per year can be expressed as a function of their apparent mass and distance, \( M \) and \( D \), i.e. before correction for the effects of lens magnification, as follows:

\[
\frac{d^2 N_{\text{det}}}{dM dD} \bigg|_{\mu \geq \mu_{\text{th}}} = \int_{z_0}^{z_{\text{max}}} \frac{dV}{dz} \frac{\mathcal{R}(M, z)}{1 + z} \frac{\delta}{d\mu} \rho^2(\mu), \tag{23}
\]

where \( \mathcal{R} \) is the merger rate per unit comoving volume per unit chirp mass, \( dV/dz \) is the comoving volume element, \( \mu(z) = [D(z)/D_0]^2 \), \( z_0 \) is the redshift to the distance \( D_0 \) that satisfies \( \mu = \mu_{\text{th}} = (D_0/D)^2 \), and as discussed in Section 2.3 we adopt \( \mu_{\text{th}} = 2 \). Henceforth, we denote \( \delta z \) by \( z \). The chirp mass, \( M \), is defined in the usual way:

\[
M = \frac{(m_1 m_2)^{3/5}}{(m_1 + m_2)^{1/5}}, \tag{24}
\]

with all masses scaling with \((1 + z)^{-1}\), consequently the mass ratio, \( q = m_2/m_1 \), is invariant to lens magnification. When needed, we adopt the convention \( m_1 > m_2 \).

The number of gravitationally magnified GWs that are actually detectable per year at Earth depends on the sensitivity of the GW detectors and whether or not they are operating when the signal arrives. We construct \( p_{\text{det}}(M, D) \) for a given GW run using LIGO (the most sensitive of the GW detectors) sensitivity curves based on Martynov et al. (2016) and take account of the impact of the orientation of the GW detectors with respect to incoming signals from close to the detector’s horizon following Chen et al. (2021). Although we don’t treat the sky localization of GW signals explicitly in this article, we stress that the Virgo and KAGRA detectors play a crucial role in reducing the sky localization uncertainties of GW detections, as for example demonstrated by the detection of GW170817 (Abbott et al. 2017a). We return to this in Section 5 when we discuss EM follow-up observations.

We write the total number of magnified GWs that are available to be detected per year at Earth as:

\[
N_{\text{det}} = \int_0^{D_{\text{max}}} dD \int_{M_{\text{min}}}^{M_{\text{max}}} d\bar{M} \frac{d^2 N_{\text{det}}}{dM dD} p_{\text{det}}, \tag{25}
\]

with integration limits chosen to span the full region of parameter space over which \( p_{\text{det}} > 0 \). Note that our approach to describing GW detector sensitivity ignores the presence of a network of detectors and assumes that GW waveforms used to search for GW signals are well matched to the lensed source population. Recent work by Yang et al. (2021) indicates that this contributes a systematic uncertainty of order a factor of 2 to our calculations, which is sub-dominant.

3.3 Gravitational wave source populations

We concentrate on NS-NS and BH-BH mergers of roughly equal mass binaries, \( q = 1 \), as these dominate the GW detections to date (LVK2021). The mass of the compact objects that merge are therefore written as \( m = m_1 = m_2 = 20.2 \, M_\odot \), when convenient to do so below. Note that \( 10 - 20 \) per cent departures from \( q = 1 \) have no more that a factor of 2 impact on the volume to which the GW detectors are sensitive, and thus considering only \( q = 1 \) is both well-motivated by data and not a significant source of systematic bias in our calculations.

We write \( \mathcal{R} \) as a separable function of mass and redshift:

\[
\mathcal{R}(z, m) = R_0 \ g(z) \ f(m) \ z^{-1}, \tag{26}
\]

where \( R_0 \) is the comoving merger rate density of binary compact object mergers in the local universe (Section 3.3.1), \( g(z) \) and \( f(m) \) are functions that describe the distribution of sources as functions of redshift and compact object mass respectively (Sections 3.3.2 & 3.3.3). Note that \( g(z) \) is normalized to ensure that \( g(z = 0) = 1 \) and \( f(m) \) is normalized to integrate to unity over the mass range considered. We
choose $g$ to ensure the predicted number of GW detections that are not lensed is invariant between the population models (Table 1).

### 3.3.1 Local comoving merger rate density, $R_0$

We adopt local comoving merger rate densities based on the credible ranges from LVK2021, and consistent with Abbott et al. (2018, 2021b). Formally, these rates assume that the source population does not evolve with redshift, and thus are inconsistent with the broad expectation that the populations do evolve with redshift. However, the difference between local rates based on assuming evolving and non-evolving populations is small compared with other uncertainties (Abbott et al. 2021b). Moreover, $g = 1$ for all models that we consider (Table 1). Therefore, this has negligible impact on our conclusions, and we adopt $g = 1$ for all models, $13 < R_0 < 1900$ Gpc$^{-3}$yr$^{-1}$ for NS-NS, and $16 < R_0 < 130$ Gpc$^{-3}$yr$^{-1}$ for BH-BH.

### 3.3.2 Redshift evolution, $g(z)$

We parameterize redshift evolution as a double power law for both NS-NS and BH-BH mergers:

$$g(z) = C(1+z)^\alpha \left[1 + \left(\frac{1+z}{1+z_p}\right)^{\alpha+\beta}\right]^{-1}$$

(27)

where $z_p$ is the redshift at which the redshift evolution pivots from $g \propto (1+z)^\alpha$ to $g \propto (1+z)^{\beta}$, and $C = 1 + (1+z_p)^{-(\alpha+\beta)}$ ensures that $g(z = 0) = 1$, following Callister et al. (2020).

Our Baseline model adopts the canonical values of $\alpha = 2.7$, $\beta = 2.9$, and $z_p = 1.9$, based on measurements of the star formation rate density (SFRD) history of the universe (e.g. Madak & Dalgarno 2014, and references therein). This is equivalent to assuming that the elapsed time from star formation to merger of binary compact objects is zero. Whilst this is clearly unphysical, connecting $g(z)$ with the cosmic SFRD is a physically well motivated ansatz, and broadly consistent with population synthesis models of binary compact object mergers (e.g. Dominik et al. 2013; Santoliquido et al. 2021). This model is consistent with the GW source populations detected to date (LVK2021). Moreover, all but the most extreme delay times between star formation and binary compact object mergers – approaching the age of the universe – have a negligible effect on the predicted rate of lensed GWs (Mukherjee et al. 2021). We explore and confirm this by experimenting with alternative models below.

Whilst LVK2021’s detection of redshift evolution is strong, their constraints on $\alpha$ (their $\kappa$) are quite uncertain ($\alpha = 2.7^{+1.8}_{-0.8}$), and only extend to $z \approx 1$, i.e. 2.4 Gyr later than the pivot redshift $z_p = 1.9$. We therefore experiment with a Delayed model ($\alpha = 3.3$, $\beta = 2.7$, $z_p = 1.5$) and a Maximal model ($\alpha = 4.5$, $\beta = 2.5$, $z_p = 1.0$). The parameters of these models were chosen by fixing the pivot redshift at $z_p = 1.5$ and $z_p = 1$ respectively so as to bracket the range of $z_p$ compatible with the cosmic star formation rate history and GW constraints on evolution to date. This forces $\alpha$ for these two models to be steeper than for the Baseline model. We chose $\alpha = 4.5$ for the Maximal model, i.e. at the steep end of LVK2021’s constraints, then obtained $\beta = 2.5$ for this model by requiring the integral of $g(z)$ to be invariant to choice of model parameters – i.e. invariance of the total number of stellar remnant compact object binaries in the universe. We followed a similar procedure to choose $\alpha$ and $\beta$ for the Delayed model. For reference, we also use Non-evolving ($\alpha = 0$, $\beta = 0$, $z_p \rightarrow \infty$) and Power-law ($\alpha = 2.7$, $\beta = 0$, $z_p \rightarrow \infty$) models.

### 3.3.3 Mass function, $f(m)$

In general, we parameterise the mass function as a double power law:

$$f(m) \propto \begin{cases} 
0 & : m < m_{\text{min}} \\
(m/m_{\text{br}})^{\gamma_1} & : m_{\text{min}} < m < m_{\text{br}} \\
(m/m_{\text{br}})^{\gamma_2} & : m_{\text{br}} < m < m_{\text{max}} \\
0 & : m > m_{\text{max}} 
\end{cases}$$

(28)

where $m_{\text{br}}$ is the “break” at which the power law slope changes, and $m_{\text{min}}$ and $m_{\text{max}}$ are effectively the integration limits of the mass function.

For NS-NS mergers we adopt a Baseline model with $\gamma_1 = \gamma_2 = 0$, $m_{\text{min}} = 1 M_\odot$, and $m_{\text{max}} = 2.5 M_\odot$, in line with LVK2021. To test the sensitivity of the predicted rate of lensed NS-NS mergers to these choices, we also use a Heavy model that extends to $m_{\text{max}} = 3 M_\odot$, a Light model that is restricted to $m_{\text{max}} = 2 M_\odot$, and a Steep model with $\gamma_1 = \gamma_2 = -2$.

For BH-BH mergers we explore a range of mass functions that are consistent with the theoretical expectation that the efficiency of BH production by stellar evolution declines at $m \gtrsim 50 M_\odot$ due to the pair instability, and the broad features of the GW population detected to date, namely a steeply declining BH mass function and possible structure (i.e. peaks) in the mass function (LVK2021). Our Baseline BH mass function is an unbroken power law, implemented as $\gamma_1 = -3.3$, $\gamma_2 \rightarrow -\infty$, $m_{\text{br}} = 50 M_\odot$, and with $5 < m < 500 M_\odot$. This model effectively mandates that detections of BH-BH mergers consistent with component masses $m > m_{\text{br}} = 50 M_\odot$ are gravitationally lensed – a physically plausible model that is based on well understood physics. However, $\gamma_2 \rightarrow -\infty$ may be rather extreme, and so our Tapered model differs from Baseline by a less aggressive reduction in efficiency of BH production via $\gamma_2 = -6$, and is qualitatively able to match the detection of a few very massive BH-BH mergers without
A tale of two mass functions

4 RATES AND PROPERTIES OF GRAVITATIONALLY LENSED GRAVITATIONAL WAVES

We present our predictions for the population of gravitationally magnified GWs from BH-BH and NS-NS mergers, concentrating on the Baseline model described in Section 3.3 and summarised in Table 1, discussing the stability of our predictions to model choice where relevant. The predictions are organised as follows: detection rates and discovery timescales (Section 4.1), distance and magnification distributions (Section 4.2), mass distributions (Section 4.3), and time delay distributions (Section 4.4). We compare our predictions with previous work in Section 4.5 and summarise the implications of our predictions for discovery strategies in Section 4.6.

4.1 Rates of detectable lensed BH-BH and NS-NS mergers

We predict that in the fifth GW run ≈ 0.1 per cent of NS-NS merger detections and ≈ 0.2 per cent of BH-BH merger detections will be magnified by μ > 2 (Table 2). These relative rates are ≈ 5× and ≈ 2× larger than in the first run for NS-NS and BH-BH respectively. Interestingly, the relative rates for lensed NS-NS mergers in the fifth GW run are comparable with the relative rates for lensed BH-BH mergers in the first run. Our predictions are stable to varying the source population models, with the relative rate of lensed detections varying by just ≈ 10 – 20 per cent between models (Table 2). The only exceptions are the Non-evolving and Power-law models, that have been included here for reference.

We predict that the number of detectable gravitationally lensed BH-BH mergers will for the first time approach one per year in the fourth GW run (Table 3), with a handful of detections per year in the fifth run. We also predict that the number of detectable gravitationally lensed NS-NS mergers will lag just one run behind lensed BH-BH mergers, with up to ≈ 1 lensed NS-NS being detectable per year during the fifth run (Table 3). The dominant uncertainty on these rates is the uncertainty on the local rates of compact object mergers (LVK2021). Importantly, the predicted rates vary by less than a factor two across the relevant source population models, with only the Non-evolving and Power-law models deviating strongly.

We combine the predicted detection rates from Table 3 with the global fraction of an LVK run for which the GW detectors are observing (LVK2021). Importantly, the predicted rates vary by less than a factor two across the relevant source population models, with only the Non-evolving and Power-law models deviating strongly.

4.2 Distance and magnification distributions

Gravitationally lensed BH-BH and NS-NS mergers are detected as being louder and closer to Earth than they really are, as a consequence...
of the lens magnification (Equation 12). We predict that the centre
of the lens magnification (Equation 12). We predict that the centre
time delay distributions derived from our models (Figure 6) into predicted
distribution as a
of magnified BH-BH mergers appears promising
in this region of parameter
of magnified NS-NS mergers located at $D \approx 15$ Gpc for all five
GW runs considered in this article (dashed contours in Figure 5). As
the GW detectors become more sensitive from one run to the
next, the distance out to which it is possible to detect gravitationally
magnified GWs increases, as seen in the rightward shift of the solid
contours between left and central panels in Figure 5. This signifies
the gradual reduction in the lens magnification required to bring
faint distant sources within the LIGO horizon. This is summarised
in Figure 6, where we see that the typical lens magnification relevant
to BH-BH mergers reduces from $\mu \approx 50$ in the first run to $\mu \approx 2$ in
the fifth run, and relevant to NS-NS mergers from $\mu \approx 2000$ in
the first run to $\mu \approx 100$ in the fifth run. Therefore in the fifth run, the
lens population responsible for detectably multiply-imaged BH-BH
mergers will be dominated by galaxy-scale lenses, with cluster-scale
lenses also contributing detectable singly-imaged magnified BH-BH
mergers. In contrast, lenses of all mass scales will contribute to the
detectable multiply-imaged NS-NS population in the fifth run, with a
negligible fraction of detectable singly-imaged NS-NS mergers
located behind cluster-scale lenses.

### 4.3 Mass distributions

In this Section we use Figure 5 to consider the $\tilde{m}$ distribution as a
tool for selecting candidate lensed GWs.

The majority of lensed BH-BH mergers do not have anomalously
large $\tilde{m}$, with just 20 per cent and 5 per cent of them having
$\tilde{m} > 50 M_\odot$ in LIGO/Virgo’s third and fifth runs respectively. The
“ordinariness” of the predicted $\tilde{m}$ values of lensed BH-BH mergers is
caused by the declining slope of the BH mass function (LVK2021), as
implemented in all of our mass function models (Table 1) – i.e. there
are relatively few BH-BH mergers of intrinsically high mass avail-
able to be magnified so as to appear to have anomalously large mass.

### 4.4 Time delay distributions

We use Equations 21 and 22 to transform the predicted magnifica-
tions distributions derived from our models (Figure 6) into predicted
arrival time difference distributions ($\Delta t_{\text{pseu}}$ and $\Delta t_{\text{fold}}$) for typical
galaxy-scale ($\theta_E \approx 1$ arcsec, $k_E = 0.5$, $\eta_E = 1$) and cluster-scale

---

**Table 2.** Predicted relative rates of lensed GW detections as a function of
GW detector sensitivity and compact object mass function, expressed as the ratio
of the number of detectable events magnified by $\mu > 2$ to the number of
detectable events that are not lensed.

| Model       | O1 | O2 | O3 | O4 | O5  |
|-------------|----|----|----|----|----|
|             | "Design" | "A+" |
| Baseline    | 1:4400 | 1:3500 | 1:2500 | 1:1900 | 1:970 |
| Heavy       | 1:3900 | 1:3100 | 1:2200 | 1:1700 | 1:860 |
| Light       | 1:5200 | 1:4100 | 1:2900 | 1:2300 | 1:1100 |
| Steep       | 1:4800 | 1:3800 | 1:2700 | 1:2100 | 1:1000 |
| Delayed     | 1:3900 | 1:3000 | 1:2200 | 1:1700 | 1:890 |
| Maximal     | 1:3500 | 1:2800 | 1:2000 | 1:1600 | 1:890 |
| Non-evolving | 1:21000 | 1:16000 | 1:11000 | 1:8600 | 1:3800 |
| Power-law   | 1:660 | 1:510 | 1:360 | 1:270 | 1:130 |

**Figure 4.** Predicted cumulative number of detected gravitationally magnified
BH-BH (red upper shaded band) and NS-NS (blue lower shaded band) mergers
for the Baseline models described in Section 3.3 and Table 1. Detection
of magnified BH-BH mergers are predicted to be a regular occurrence in the
fifth GW run and beyond, and detection of magnified NS-NS mergers are
predicted to become more likely the longer that LIGO in particular operates
at its A+ sensitivity or better in the fifth run. In this figure $N_{\text{det}}$ is lower than
the integral of $N_{\text{det}}$ from Equation 25 by a factor equal to the GW detector
duty cycle, which is taken to be 0.6 in the first two runs and 0.7 in later runs.
The durations of the first three runs are matched to their actual duration, the
fourth run is assumed to last one year (expected to start in 2023), and the fifth
and later runs are assumed to span multiple years in to the late 2020s. The
horizontal solid line marks the detection of one magnified source, $N_{\text{det}} = 1$. The
width of the shaded bands matches the ranges quoted on the values listed in
Table 3, i.e. they reflect the full range of uncertainties discussed by LVK2021.
The dotted curves show predictions that correspond to the central values of
the three compact object mass functions from LVK2021 that contribute to the
ranges on $R_0$ that we adopt; the dashed curves correspond to LVK2021’s
“PDB (pair)” model.

Selecting candidate lensed BH-BH mergers based on $\tilde{m}$ is therefore
inefficient. We stress that we do not interpret Figure 5 as indicating
that most BH-BH detections to date are lensed, and draw attention
to the relative detection rates of lensed GWs listed in Table 2.
Selecting candidate lensed NS-NS based on $\tilde{m}$ appears promising
because the predicted $\tilde{m}$-distribution of lensed NS-NS mergers peaks
within the mass gap between NS and BH (Figures 5). Crucially,
the lensed NS-NS $\tilde{m}$ distribution peaks in this region of parameter
space, in contrast to the tail of lensed BH-BH mergers at $\tilde{m} > 50 M_\odot$
discussed above. The fraction of lensed NS-NS mergers predicted
to be inferred by the LVK collaboration to be in this mass gap at
$2.5 < \tilde{m} < 5 M_\odot$ is 62 per cent in their fifth run – i.e. $\approx 12 \times$ more
efficient as an approach for candidate lensed GW selection than the
5 per cent discussed above for lensed BH-BH candidates. This is
insensitive to the choice of NS population model (Table 1): $\geq 50$ per
cent of lensed NS-NS detections reside in the lower mass gap for all of
the NS mass functions considered.
Table 3. Predicted absolute number of detectable lensed (magnified by $\mu \geq 2$) GWs per year as a function of GW detector sensitivity and compact object mass function.

|               | O1       | O2       | O3       | O4 (Design) | O5 (A+)   |
|---------------|----------|----------|----------|-------------|-----------|
| **NS-NS mergers:** |          |          |          |             |           |
| Baseline      | $1 \times 10^{-5} - 2 \times 10^{-3}$ | $3 \times 10^{-5} - 5 \times 10^{-3}$ | $1 \times 10^{-4} - 2 \times 10^{-2}$ | $3 \times 10^{-5} - 5 \times 10^{-2}$ | $7 \times 10^{-3} - 1.0$ |
| Heavy         | $2 \times 10^{-5} - 3 \times 10^{-3}$ | $5 \times 10^{-5} - 8 \times 10^{-3}$ | $2 \times 10^{-4} - 3 \times 10^{-2}$ | $6 \times 10^{-5} - 8 \times 10^{-2}$ | $1 \times 10^{-2} - 1.7$ |
| Light         | $7 \times 10^{-6} - 1 \times 10^{-3}$ | $2 \times 10^{-5} - 3 \times 10^{-3}$ | $7 \times 10^{-6} - 5 \times 10^{-3}$ | $2 \times 10^{-6} - 3 \times 10^{-2}$ | $4 \times 10^{-3} - 0.6$ |
| Steep         | $8 \times 10^{-6} - 1 \times 10^{-3}$ | $2 \times 10^{-5} - 3 \times 10^{-3}$ | $9 \times 10^{-5} - 1 \times 10^{-2}$ | $2 \times 10^{-5} - 3 \times 10^{-2}$ | $5 \times 10^{-3} - 0.7$ |
| Delayed       | $1 \times 10^{-5} - 2 \times 10^{-3}$ | $4 \times 10^{-5} - 5 \times 10^{-3}$ | $2 \times 10^{-4} - 2 \times 10^{-2}$ | $4 \times 10^{-5} - 6 \times 10^{-2}$ | $8 \times 10^{-3} - 1.2$ |
| Maximal       | $2 \times 10^{-5} - 2 \times 10^{-3}$ | $4 \times 10^{-5} - 6 \times 10^{-3}$ | $2 \times 10^{-4} - 2 \times 10^{-2}$ | $5 \times 10^{-5} - 7 \times 10^{-2}$ | $9 \times 10^{-3} - 1.3$ |
| Non-evolving  | $2 \times 10^{-6} - 3 \times 10^{-4}$ | $6 \times 10^{-6} - 9 \times 10^{-4}$ | $3 \times 10^{-5} - 4 \times 10^{-3}$ | $7 \times 10^{-5} - 1 \times 10^{-2}$ | $1 \times 10^{-3} - 0.2$ |
| Power-law     | $8 \times 10^{-5} - 1 \times 10^{-3}$ | $2 \times 10^{-4} - 3 \times 10^{-2}$ | $9 \times 10^{-4} - 0.1$ | $2 \times 10^{-3} - 0.4$ | $5 \times 10^{-2} - 7.4$ |
| **BH-BH mergers:** |          |          |          |             |           |
| Baseline      | $4 \times 10^{-3} - 4 \times 10^{-2}$ | $1 \times 10^{-2} - 0.1$ | $4 \times 10^{-2} - 0.3$ | $0.1 - 1.0$ | $1.4 - 11$ |
| Tapered       | $6 \times 10^{-3} - 5 \times 10^{-2}$ | $2 \times 10^{-2} - 0.1$ | $5 \times 10^{-2} - 0.4$ | $0.2 - 1.3$ | $1.6 - 13$ |
| Steep         | $5 \times 10^{-3} - 4 \times 10^{-2}$ | $2 \times 10^{-2} - 0.1$ | $5 \times 10^{-2} - 0.4$ | $0.2 - 1.3$ | $1.6 - 13$ |
| Perturbed     | $9 \times 10^{-3} - 7 \times 10^{-2}$ | $2 \times 10^{-2} - 0.2$ | $8 \times 10^{-2} - 0.6$ | $0.3 - 2.0$ | $1.9 - 16$ |
| Delayed       | $6 \times 10^{-3} - 5 \times 10^{-2}$ | $2 \times 10^{-2} - 0.1$ | $6 \times 10^{-2} - 0.5$ | $0.2 - 1.4$ | $1.8 - 14$ |
| Maximal       | $8 \times 10^{-3} - 6 \times 10^{-2}$ | $2 \times 10^{-2} - 0.2$ | $7 \times 10^{-2} - 0.6$ | $0.2 - 1.6$ | $1.8 - 15$ |
| Non-evolving  | $1 \times 10^{-3} - 8 \times 10^{-3}$ | $3 \times 10^{-3} - 2 \times 10^{-2}$ | $8 \times 10^{-3} - 7 \times 10^{-2}$ | $3 \times 10^{-2} - 0.2$ | $0.2 - 2$ |
| Power-law     | $2 \times 10^{-2} - 0.2$ | $6 \times 10^{-2} - 0.4$ | $0.2 - 1.5$ | $0.7 - 6.0$ | $9.0 - 73$ |

$(\theta_E = 10$ arcsec, $\kappa_E = 0.8$, $\eta_E = 0.5$) lenses (Figure 7). We adopt $D = 3.3$ Gpc, based on $z_S = 1.6$ which corresponds to the peak of the predicted true distance ($D$) distribution discussed above, and $z_{L\theta} = 0.5$ which corresponds to the peak of the optical depth to strong lensing (Robertson et al. 2020). At fixed lens mass and structure the predicted $\Delta \mu_{\text{fold}}$ distributions are broader than the predicted $\Delta \mu_{\text{pseudo}}$ distributions due to the stronger dependence of the former on lens magnification, $\mu$. Also, the predicted $\Delta \mu_{\text{fold}}$ distributions peak at smaller arrival time differences than the predicted $\Delta \mu_{\text{pseudo}}$ distributions, again due to their respective dependence on $\mu$.

Gravitationally lensed BH-BH mergers suffer longer arrival time differences than gravitationally lensed NS-NS mergers because the former are typically less strongly magnified ($\mu \lesssim 10$) than the latter ($\mu \approx 100$; Figure 6). Importantly, the predicted arrival time differences for lensed NS-NS mergers are dominated by sub-year timescales, whilst the arrival time differences for lensed BH-BH mergers can extend to numerous years, and in some cases decades. Detection of multiple signals from gravitationally lensed NS-NS mergers are therefore better matched to the length of GW detector runs than detection of multiple signals from lensed BH-BH mergers.

4.5 Comparison with previous work

Our predictions for the rates of lensed GWs are broadly consistent with comparable earlier studies (e.g. Oguri 2018, 2019; Li et al. 2018; Ng et al. 2018; Wierda et al. 2021; Xu et al. 2022). This is largely due to these studies adopting a broadly consistent description of the source populations and the lensing optical depth. However, these studies assumed that all lenses are galaxy-scale lenses and thus predicted the rate of multiply-imaged BH-BH (and in some cases NS-NS) mergers under that assumption. In contrast, we predict the rate of gravitationally magnified GWs agnostic to the mass of the dark matter halo that hosts the lens, and then interpret that prediction in the context of the predicted magnification distribution and the phenomenology of lenses as a function of their mass and structure (Section 2.3). For reasons discussed in Section 2.4, only a subset of the predicted lensed BH-BH population predicted in earlier work will be multiply-imaged due to the inefficiency of group/cluster-scale lenses at forming multiple images at $\mu < 10$. This underlines the importance of characterising the relationship between magnification and image multiplicity as a function of lens mass and structure with upcoming surveys such as the Vera C. Rubin Observatory’s (Rubin’s) Legacy Survey of Space and Time (LSST), ESA’s Euclid mission, and spectroscopic follow-up with ESO’s 4MOST instrument.

4.6 Implications for discovery strategies

Looking across the population of GW detections, it is clear from Figure 5 that essentially all GW detections within $\approx 1$ decade in $D$ of the horizon and with compact object masses in the range $2 < \tilde{m} < 100$ $M_\odot$ are candidate lensed detections. It is therefore particularly challenging to identify an individual detection at $\tilde{m} > 5$ $M_\odot$ as a candidate lensed event because this overlaps with the BH mass function and the majority of BH-BH detections that are not expected to be lensed. Moreover, selecting candidate lensed BH-BH mergers in the $\tilde{m}$-$\tilde{D}$ plane can be sensitive to population model choices (e.g. Broadhurst et al. 2022). In the $\tilde{m}$-$\tilde{D}$ plane, selecting candidate lensed NS-NS is $\approx 10\times$ more efficient (and less model dependent) than selecting candidate lensed BH-BH, because the majority of the former resides in the mass gap between NS and BH products, $2.5 < \tilde{m} < 5 M_\odot$ (Figure 5). Indeed, objects have already been detected with non-zero probability in this region of the parameter space (LVK2021), some of which have been followed up electromagnetically (Bianconi et al. 2022).

Detection of two GW signals with consistent sky locations can also motivate the identification of candidate lensed objects (e.g. Dai et al. 2020; The LIGO Scientific Collaboration et al. 2021a; Bianconi et al. 2022). This strategy has two main disadvantages. Firstly, the significant sky localisation uncertainties of a growing catalogue of GW detections (Petrov et al. 2021) are prone to generating false associations between detections. Secondly, each GW detector only collects data of a quality required for detection of binary compact object mergers for $\approx 70$ per cent of the duration of a run, and the typical coincident segment length is up to just a few hours. A segment
Figure 5. Predicted distributions of gravitationally magnified NS-NS (red contours) and BH-BH (blue contours) merger detections in the third (top panel) and fifth (bottom panel) GW runs for our Baseline models. Solid and dashed contours show the $e_m$-e_D (i.e. as inferred in low latency by the LVK collaboration assuming $\mu = 1$) and $m$-D (i.e. true intrinsic values) distributions respectively. In each case the thicker (inner) and thinner (outer) contours encircle 50 and 90 per cent of the predicted magnified population respectively. Grey horizontal bands show the mass range encompassed by the mass functions in our Baseline models. The points show the masses of the individual compact objects that comprise the population of binary compact object mergers detected through to the end of the third GW run. The thick black curve in each panel shows LIGO’s horizon for equal mass mergers based on Martynov et al. (2016).

is a period of time that a detector is collecting data and coincidence refers to overlap of segments at the different detectors (Figure 8). Moreover, the typical run length is a year with inter-run gaps of a similar duration. Putting these practical constraints together, the distribution of coincident segment lengths points to overlapping sky localisations (and other parameter posteriors) of multiple detections within a few hours – i.e. relatively short arrival time differences – as being a good match between the operation of GW detectors and the predicted lensed GW population. This is an excellent match with lensed NS-NS mergers that produce image pairs formed by a fold caustic (Figure 7). Clearly longer GW runs and within-run operational strategies that offset downtime of the different GW detectors, and thus minimize gaps between coincident segments will be advantageous for the detection of more than one image of a lensed GW.

In summary, multiple arguments point to lensed NS-NS as having significant advantages for securing a robust and unambiguous lensed GW detection. These include short time delays, potential localisation to a lensed host galaxy, and selection of candidates in the $m$-$D$ plane in low latency that is less model dependent and $\mu > 10^2$ more efficient than for candidate lensed BH-BH mergers.

5 LENSED KILONOVA COUNTERPARTS: LIGHTCURVES AND OBSERVING STRATEGY

We now discuss the prospects for localizing candidate lensed NS-NS mergers via the EM signal that accompanies them, focusing on prompt optical detection of kilonova counterparts because the detection of kilonovae is less dependent on viewing angle than the detection of SGRBs (Metzger et al. 2018). In Section 5.1 we give an overview of the kilonova models that we use, in Section 5.2 we present and discuss predicted lightcurves of lensed kilonova counterparts, in Section 5.3 we show that our reference lightcurve predictions are relatively insensitive to our assumptions, and in Section 5.4 we discuss observing strategies required to detect the lensed kilonovae.

5.1 Overview of kilonova models

We use the recent kilonova light curve models from Nicholl et al. (2021). These models, implemented within the Modular Open Source Fitter for Transients (mOSFlr; Guillodoch et al. 2018), include low, high and intermediate opacity ejecta components, representing the polar dynamical, tidal dynamical, and post-merger (wind) ejecta, respectively. The mass and velocity of each component is determined
A tale of two mass functions

Figure 7. Lensed NS-NS mergers are better matched to the duration of GW detector runs than lensed BH-BH mergers because the arrival time difference between the GW signals from a lensed NS-NS image pair is predicted to be sub-year (left panel), whilst the arrival time difference for lensed BH-BH image pairs is predicted to extend out to numerous years and potentially decades (right panel). The panels show predicted arrival time difference based on our Baseline model at the sensitivity forecast for the fifth GW run. Distributions are shown for typical galaxy-scale ($θ_E = 1$ arcsec, $κ_E = 0.8, η_E = 1$) and cluster-scale ($θ_E = 10$ arcsec, $κ_E = 0.8, η_E = 0.5$) lenses, as discussed in Section 2.5.

Table 4. Physical parameters of 170817-like and conservative kilonova models used for lightcurve predictions

| Parameter                        | Conservative | 170817-like |
|----------------------------------|--------------|-------------|
| Chirp mass, $M$                  | $1.2M_\odot$ | $1.188M_\odot$ |
| Mass ratio, $q$                  | 0.9          | 0.92        |
| Viewing angle                    | $60^\circ$   | $32^\circ$  |
| Blue ejecta enhancement factor   | 1            | 1.6         |
| Cocoon opening angle             | $0^\circ$    | $24^\circ$  |

for a given binary configuration (chirp mass, mass ratio, and tidal deformability) using fits by Dietrich & Ujevic (2017) and Coughlin et al. (2019) to numerical merger simulations.

The luminosity is computed using the $r$-process decay heating rate (Korobkin et al. 2012) with time-dependent thermalisation efficiency (Barnes et al. 2016) and the Arnett (1982) photon diffusion approximation. Further details of the $r$-process decay luminosity in mosfrr are provided by Villar et al. (2017). The Nicholl et al. models also include a viewing angle dependence based on Darbha & Kasen (2020), and an additional luminosity source from cooling emission of a ‘cocoon’, shock-heated by a GRB jet escaping the ejecta, following Piro & Kollmeier (2018). At a given time and wavelength, the apparent magnitude is calculated by summing blackbody spectral energy distributions for each component, adjusting for cosmological expansion at the specified redshift, and convolving with the transmission curve of the respective optical/near-infrared filters.

The observable lightcurve of a gravitationally magnified kilonova at a redshift of $z$ is related to the intrinsic lightcurve of the kilonova via the lens magnification and can be written in terms of apparent magnitudes in a given filter as:

$$ m_{\text{obs}}(z) = m_{\text{int}}(z) - 2.5 \log \mu = m_{\text{int}}(z) - 5 \log(D/D_0). \quad (29) $$
relative to the time of the NS-NS merger in the observer frame. Note that these lightcurves correspond to a lensed kilonova counterpart at a redshift of 1.6.

Figure 9. Predicted lightcurves in the observer frame for lensed kilonova counterparts to lensed NS-NS mergers, based on the Vera C. Rubin Observatory’s $ugrizy$-band transmission curves, with each panel labelled according to the respective filter. The solid and dashed curves show the predicted lightcurve for a kilonova counterpart that is similar to AT2017gfo counterpart to GW170817, and a redder more conservative model, respectively. The upper and lower solid curves show the predicted 170817-like lightcurve for lens magnifications representative of lensed NS-NS detections in the fourth and fifth GW runs respectively (Table 5). Similarly, the upper and lower dashed curves are representative of the fourth and fifth runs respectively. The green (upper) and pink (lower) shaded curves show the predicted 170817-like lightcurve for lens magnifications representative of lensed NS-NS detections in the fourth and fifth GW runs respectively.

Table 5. Typical distances, redshifts and magnifications of lensed NS-NS and lensed kilonova counterparts as a function of GW detector sensitivity

| Parameter | O1   | O2   | O3   | O4   | O5   |
|-----------|------|------|------|------|------|
| $\tilde{D}$ (Mpc) | 270  | 350  | 500  | 600  | 1250 |
| $D$ (Gpc) | 12.1 | 12.1 | 12.1 | 12.1 | 12.1 |
| $\mu$    | 2000 | 1200 | 600  | 400  | 100  |
| 2.5 log $\mu$ | 8.3  | 7.7  | 6.9  | 6.5  | 5.0  |
| $\tilde{z}$ | 0.059| 0.075| 0.10 | 0.13 | 0.24 |
| $z$ | 1.6  | 1.6  | 1.6  | 1.6  | 1.6  |

A forward prediction of $m_{\text{obs}}$ for a given kilonova model therefore requires a library of intrinsic lightcurves that describe $m_{\text{int}}$ (in our case, based on Nicholl et al.), and a choice of $\tilde{D}$ and $D$. To establish reference lightcurves for lensed kilonova counterparts to lensed NS-NS mergers, we base our forward predictions on our Baseline NS-NS model, the peak of the distributions shown in Figure 5 for the fourth and fifth GW runs (Table 5), and the transmission curves of the Rubin/LSST ugrizy-band filters.

Our reference lightcurves reveal that lensed kilonova counterparts are faint and fade very quickly (Figure 9). In the fourth GW run “170817-like” and “conservative” lensed kilonovae will be detectable at $AB \approx 22$ and $AB \approx 24 - 25$ close to peak respectively, corresponding to a typical lens magnification for detectable lensed NS-NS mergers of $\mu \approx 400$. Because the sensitivity to faint or less magnified events will improve in the fifth GW run ($\tau^5 \propto \mu^{-2}$; Equations 19 & 20), the typical lens magnification will be lower, at $\mu \approx 100$. A typical lightcurve will thus peak 1.5 magnitudes fainter than in the fourth run, at $AB \approx 23.5$ and $AB \approx 25.5 - 26.5$ for 170817-like and conservative kilonovae respectively. All the bright events will still be detectable – the overall endeavour is not becoming more challenging – but there will be many more frequent events at lower magnifications that can be explored.

Looking at $gri$-bands as the most sensitive of the optical/near-infrared filters from the ground, a clear signature of lensed kilonova counterparts is that they fade by a factor of two in flux from peak brightness in the observer’s frame. They fade even faster than kilonovae that are not lensed, fast blue optical transients (FBOTs), and rapidly evolving transients (RETs), that all have a duration of $d \lesssim 1$ day (time taken to fade by a factor of two in flux from peak brightness in the observer’s frame). They fade even faster than kilonovae that are not lensed, fast blue optical transients (FBOTs), and rapidly evolving transients (RETs), that all have $d \gtrsim 2$ days in the observer’s frame (e.g. Perley et al. 2020). This rapid evolution, and in particular its pace relative to kilonovae that are not lensed, is due to the filters probing the cosmologically time-dilated rest-frame UV emission from the distant lensed kilonovae ($\lambda_{\text{rest}} \approx 150 - 300$ nm), as opposed to the rest-frame optical emission for nearby kilonovae that are not lensed ($\lambda_{\text{rest}} \approx 400 - 700$ nm). Importantly, the pace of evolution of lensed kilonova counterparts is independent of the kilonova model, as can be seen by comparing solid and dashed curves in Figure 9.

In summary, lensed kilonova counterparts are distinctive because they fade faster than other optical transients studied to date. Also, in the mid/late-2020s they will typically be even fainter than the optical...
transients that Rubin/LSST is expecting to discover. Fast (spanning a few hours to a few days) and deep (AB ≃ 25 – 26) target of opportunity observations will therefore be required to detect them.

### 5.3 Sensitivity of lightcurves to parameter choices

The features of our reference lightcurves are robust to changing the chirp mass and mass ratio of the lensed NS-NS merger from which the lensed kilonova emission emanates. In Figure 10 we show that varying chirp mass in the range $0.9 < \mathcal{M} < 1.8 M_\odot$ affects the apparent magnitude at peak brightness by $<0.5$ magnitudes, and that the slope of the lightcurves within the first two days post NS-NS merger is not significantly altered by variations in chirp mass. We also show that more extreme mass ratio margers produce brighter kilonovae with lightcurves that fade more slowly than those with $q \approx 0.9 - 1$, under the assumption that the fraction of ejecta shocked by the GRB jet is independent of $q$. However, in mergers with smaller mass ratios the bulk of the ejecta may be in the tidal plane, so this assumption may not hold if the GRB jet does not interact with such ejecta. Nevertheless, the most extreme mass ratio considered here ($q = 0.5$) still has an observer frame duration of $d < 2$ days, and thus our conclusion that lensed kilonovae are faster than all other transients is robust to variations in $q$. Basing our reference lightcurves on $q = 0.9$ is therefore conservative in the context of considering optical follow-up observing strategies in Section 5.4.

Basing our reference lightcurves on the most probable distances and redshifts derived from our lens models is convenient, however the distributions shown in Figure 5 are broad. We therefore examine the sensitivity of our reference lightcurves to these distributions. Sensitivity to $\tilde{D}$ for a given $D$ is relatively straightforward to deal with, because the faintness of lensed kilonovae implies that it is only sensible to follow-up the candidate lensed NS-NS mergers with relatively small sky localization uncertainties. Better localized GW detections are located at smaller distances than worse localised detections (Petrov et al. 2021), which implies smaller $\tilde{D}$ for a given $D$, and thus larger lens magnification and brighter kilonovae. Therefore, when observing strategy considerations are folded in, basing the reference lightcurves on the peak distances and redshifts is conservative.

Nevertheless, $D$ is clearly unknown when identifying candidate lensed NS-NS mergers in low latency, when the LVK collaboration announces estimates of $\tilde{D}$, sky localisation posteriors, and the probability that one of the compact objects occupies the lower mass gap at $3 < \tilde{m} < 5 M_\odot$, $p_{\text{gap}}$. We therefore introduce a $k$-correction, $k(\tilde{z}, z, \lambda)$, as a convenient way to capture the uncertainty arising from unknown $D$. We write $m_{\text{int}}(z)$ in terms of the apparent magnitudes the kilonova would have if it was located at $\tilde{z}$, $m_{\text{int}}(\tilde{z})$, a term to account for the inverse square law that recognises the impact of the difference between $\tilde{D}$ and $D$, and the $k$-correction that accounts for the different amounts of redshifting of the rest frame spectrum:

$$m_{\text{int}}(z) = m_{\text{int}}(\tilde{z}) + 5 \log(D/\tilde{D}) + k(\tilde{z}, z, \lambda), \quad (30)$$

and then substitute Equation 30 in to Equation 29 to obtain the following simple equation:

$$m_{\text{obs}}(z) = m_{\text{int}}(\tilde{z}) + k(\tilde{z}, z, \lambda). \quad (31)$$

Equation 31 can be paraphrased as the lightcurve of the lensed kilonova counterpart to a lensed NS-NS merger is set by the lightcurve the object would have if it was really located at $\tilde{D}$ and the $k$-correction between $\tilde{D}$ and $D$. In other words, the inverse square law cancels with the lens magnification, and the unknown $D$ is encoded in the $k$-correction.

The $k$-corrections at redshifts of interest are not well constrained by existing data. At $z \approx 1 - 2$, most of the optical filters probe rest-frame UV emission, and even AT2017gfo was too faint for UV spectroscopy by the time observations were attempted ($t = 5.5$ days; Nicholl et al. 2017). An estimate of the $k$-correction therefore requires models and assumptions about the kilonova physics. The Nicholl et al. (2021) models assume a multi-component blackbody spectral energy distribution, which is inevitably overly simplistic given the complicated atomic structures of the r-process elements that comprise the kilonova ejecta. However, even sophisticated radiative transfer models are likely to be unreliable at line-rich UV wavelengths, due to the difficulty of computing the atomic structure of all relevant species and the approximations used to get around this – for example, using statistical properties of atoms rather than individual lines (Kasen et al. 2017), or specifying opacities rather than composition (Bulla 2019; Tanaka et al. 2020).

Importantly, the Nicholl et al. (2021) model fits well the observed luminosity of AT2017gfo (effectively at $z = 0$) in the Swift UV bands (2000-3500 Å) at the most relevant time of $t = 1$ day. The observer-frame light curves of the 170817-like model should therefore be relatively trustworthy in all bands redder than $u$ at $z \approx 1 - 2$, but by $z \approx 3$ the $k$-correction is not well constrained bluewards of the $i$-band. Since $z \approx 3$ is the redshift out to which lensed NS merger candidates can be identified through their detection in the lower mass gap, we can at least be confident that our predictions for a 170817-like kilonova are robust in the $i, z, y$-bands over the entire redshift range of interest (and in $g$ and $r$ over much of that range). For the conservative model, the $k$-correction is less secure at all wavelengths/redshifts, since this model has not been calibrated directly against an observed kilonova. As a guide, we therefore use the Nicholl et al. (2021) models to estimate $k$-corrections 1 day post merger in the $i$-band across the true redshift range $\tilde{z} < z < 3$ for a source placed at $\tilde{z} = 0.1$ in low latency, obtaining $-1 \leq k \leq 0$. This suggests that the $k$-corrections work in our favour and cause lensed kilonova to be a little brighter than if

Figure 10. Predicted $r$-band lightcurves for kilonova counterparts to lensed NS-NS mergers, concentrating on the fifth GW run, and demonstrating the sensitivity to the chirp mass (left) and mass ratio (right) of lensed NS-NS mergers with (as examples) cocoon opening angle of 30° and a viewing angle of 60°. Kilonova counterparts to heavier lensed NS-NS mergers are brighter and fade more quickly than the counterparts to lighter lensed NS-NS mergers. Kilonova counterparts to less equal mass lensed NS-NS mergers are brighter and fade more slowly than the counterparts to more equal mass mergers. However, the duration of the most extreme mass ratio systems ($q = 0.5$) is $d < 2$ days, and thus shorter than the general population of fast transients discussed in Section 5.2. These characteristics are insensitive to the choice of opening and viewing angles. All other details of the figure are as stated in the caption to Figure 9. The black curves in both panels are identical.
5.4 Outline observing strategy

It is unlikely that a wide-field survey telescope will be observing the relevant sky region to the required depth when a candidate lensed NS-NS merger is detected by the GW detectors and announced as a public alert by the LVK collaboration. Target of Opportunity (ToO) observations will therefore need to be triggered in response to such a detection, with the upcoming Vera C. Rubin Observatory being the most powerful facility in the mid-2020s when detection rates approach one per year (Section 4.1).

A sensitivity of $\approx 26 - 27$th magnitude is required to probe a broad range of kilonova models (Sections 5.2 & 5.3). As previously sketched by Smith et al. (2019a), ToO observations that aim to detect lensed kilonova counterparts to candidate lensed NS-NS mergers (magnified in to the mass gap between NS and BH) need to be much deeper than those envisaged to follow-up NS-NS mergers that are not lensed (Andreoni et al. 2021). The lightcurves in Figure 9 indicate that up to $\approx 30$ minutes per pointing per epoch per filter will be required, depending on the expected magnification of the source. Such deep observations therefore motivate selecting well localized candidate lensed NS-NS mergers. Moreover, the combination of faint flux levels and distinctive short duration of lensed kilonovae motivates prioritising sensitivity in a single filter over attempting to measure colours from observations through multiple filters.

Adopting nominal parameters of five Rubin/LSSTCam pointings (9.6 degree$^2$ per pointing), three epochs, one filter (preferably $r$-band), and $\leq 30$ minutes integration per pointing per epoch gives a ballpark estimate of $\leq 7.5$ hours of observing time per candidate lensed NS-NS – i.e. $\leq 0.25$ per cent of a year’s observing time (assuming 3,000 hours per year). This observing strategy will be sensitive to a broad range of blue and red kilonova models across the first two observer-frame days post GW detection. Two epochs on these timescales will aim to detect the rapid fading of the rest frame UV ($\lambda_{\text{rest}} \approx 230$ nm for the observer’s $r$-band) lensed kilonova emission. Crucially, the cosmological time dilation and redshifting renders lensed kilonovae the fastest fading known transients at $\geq 1$ magnitude per day. The third epoch (say) $\geq 4$ days post GW detection would provide a post-hoc template image.

Even a modest factor 2 reduction in the amount of observing time per candidate will help to increase the number of candidates that can be followed up and/or reduce the observing time requirement. In particular, release of additional mass information in low latency by the LVK collaboration would help to constrain our lensed kilonova lightcurve predictions. For example, the lightcurves of objects with lower mass ratios are brighter and fade slower than for higher mass ratios (Figure 10; note the mass ratio $q$ is lensing invariant and thus low latency posteriors on this parameter are straightforward to interpret). If available, low latency posteriors on $M$ would also help considerably, as highlighted by Bianconi et al. (2022) – two of the three mass gap detections ($P_{\text{gap}} > 0.94$) followed up in the third GW run were later identified as having chirp masses of $M \approx 8 M_\odot$. Low latency chirp mass posteriors would therefore enable a cleaner selection of candidates for expensive follow-up observations. Such information will be similarly helpful for ToO follow-up observations with 4-m class telescopes including, CFHT/MegaCam and Blanco/DECam and dedicated GW follow-up facilities such as BlackGEM and GOTO. The latter facilities also typically have a very broad $VR$-band (or similar) filter, that effectively enhances “light collecting power” by a factor two over (say) the $r$-band. This can help to offset the smaller aperture size of these facilities when searching for faint fast lensed transients.

In summary, rapid response deep ToO observations with the Vera C. Rubin Observatory are capable of detecting a lensed kilonova counterpart to a lensed NS-NS merger in the mid-2020s. Designing these observations to be useful for other science interests and gaining access to mass-related information in low latency will both go a long way to optimising the observations for mutual benefit across the community. GW detections in the mass gap are also scientifically compelling independent of the lensing interpretation. The observations outlined here therefore provide a physically well-motivated approach to exploring the mass gap electromagnetically, and will inform non-lensing interpretations of objects discovered in this region of parameter space.

6 SUMMARY

We have investigated gravitational lensing of GWs in the context of the mass functions of compact object remnants of stellar evolution, and of strong gravitational lenses. We developed a new analytic lens magnification-based approach to predicting the detectable rates of lensed GWs with the current generation of detectors, and transformed these predictions in to estimates of the arrival time difference between lensed images of the distant GW sources. This enabled us to compare different methods for selecting candidate lensed GWs, and to identify selecting candidate lensed NS-NS mergers that have been magnified in to the mass gap between NS and BHs as the most efficient method based on data that are publicly available immediately following the GW detection. Moreover, rapid selection of candidates lends itself to electromagnetic follow-up observations and localisation of candidate lensed NS-NS merger to a lensed host galaxy. This is the most direct way to test the interpretation that “mass gap” events have been gravitationally lensed, to shrink the sky localisation uncertainties of candidate lensed GWs to the angular scale of gravitational lensing, and thus to potentially achieve a secure first discovery of gravitational lensing of gravitational waves. We therefore combined our lensing predictions with recent models of kilonova lightcurves from Nicholl et al. (2021) to predict the optical light curves of lensed kilonova counterparts to lensed NS-NS mergers in the filters that will be used by the upcoming Vera C. Rubin Observatory. Our main conclusions are as follows:

**Lensed GW detection becomes likely from 2023 onwards.** The predicted rates of lensed BH-BH and lensed NS-NS mergers available to be detected will encroach on one per year during the fourth and fifth GW runs respectively. The predicted rates are relatively insensitive to the details of the mass functions we employed for the source populations, however significant uncertainty is due to the underlying low comoving merger rate density, with lensed rates of $\approx 1 - 10$ and $\approx 0.01 - 1$ per year for lensed BH-BH and lensed NS-NS mergers respectively from the mid-2020s.

**Detection of lensed BH-BH mergers in low latency is challenging.** Although more numerous than lensed NS-NS mergers, lensed BH-BH mergers are challenging to identify in low latency because their masses inferred assuming no magnification is at play ($\mu = 1$) overlap with the population that is not lensed. In other words, in the mass-distance plane essentially every BH-BH detection is a candidate lensed BH-BH. This is due to the steep slope of the BH mass function that has emerged from the catalogue of GW detections to date. This does not imply interpreting all BH-BH detections as being lensed – the relative rate of lensed detections is $\approx 1:1000$ (Table 2).
Multiple detections of lensed BH-BH mergers are challenging. Detection strategies based on identifying more than one lensed image of a BH-BH are also challenging. This is because lensed BH-BH mergers are predicted to be dominated by relatively low lens magnifications of $\mu \approx 2 - 10$. Consequently, the arrival time difference between lensed images of distant BH-BH mergers is typically long compared with the hour-long timescales on which GW detectors operate continuously without interruption. Moreover at these magnifications, lenses with relatively flat density profiles such as groups and clusters of galaxies are prone to only produce one lensed image. These issues reduce the efficiency of this selection method and motivate longer GW detector duty cycles that maximize overlap between different GW detectors and detailed work on the relationship between magnification and multiplicity across the lens mass function.

**Lensed NS-NS mergers are magnified in to the mass gap.**

Selection of candidate lensed NS-NS mergers in the mass-distance plane in low latency is relatively efficient because $> 50$ per cent of them are predicted to have been magnified in to the mass gap between NS and BH. Selection of candidate lensed NS-NS mergers on the $p_{\text{gap}}$ measure that the LVK collaboration began releasing in low latency in their third run is therefore a useful tool. However, cleaner selection of candidates would be achieved if mass and/or mass ratio posteriors could be made available in low latency (Bianconi et al. 2022).

**Lensed kilonova counterparts are detectable.**

Combining our lensing models with Nicholl et al. (2021) kilonova models, we show that lensed kilonova counterparts peak at $\approx 22 - 26$th magnitude, depending on the level of lens magnification and whether a 170817-like or more conservative (redder) kilonova model is adopted. Whilst they are faint and fade quickly (the fastest fading transients, with a duration of $d < 2$ days), the true redshift of the lensed kilonova ($z \approx 1.6$) helps to stretch the light curves and make detection of the rest-frame UV emission feasible. We concentrate on deep target of opportunity observations with the upcoming Vera C. Rubin Observatory, and show that 3 epochs of $r$-band observations, spanning a sky localisation region of $\Omega_{\text{R0}} \approx 50$ degree$^2$, would be sensitive to a broad range of kilonova physics, and thus enable detection of a lensed kilonova counterpart to a candidate lensed NS-NS. This equates to $\lesssim 0.25$ per cent of a year’s observing time per candidate lensed NS-NS. The most strongly magnified lensed kilonovae will also be detectable with smaller aperture telescopes, which will also benefit from using a broad $V$-$R$-band (or similar) filter.

**Arrival time differences for lensed NS-NS/kilonovae are short.**

Multiple detections of lensed NS-NS mergers are less challenging than for lensed BH-BH mergers because the former are more strongly magnified than the latter. In particular, the arrival time difference between lensed images of distant NS-NS mergers (sub-day) is typically comparable with the duty cycle GW detectors (see above). It is therefore plausible that the second lensed image of a distant NS-NS merger is detected and the lensed kilonova counterpart starts to brighten during the optical follow-up observations that were triggered in response to the first image. This opens up the possibility of measuring the rest-frame UV lightcurve of a kilonova at a true redshift of $z \approx 1 - 2$ simultaneously with the NS-NS merger.
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APPENDIX A: GRAVITATIONAL TIME DELAY

We consider lenses that are approximately circular in projection on the sky, with a density profile local to a gravitationally lensed pair of images of the same source of:

\[ \kappa(x) = \frac{\kappa}{x^{\eta}}, \quad \text{(A1)} \]

where \( \kappa \) is defined in Equation 4, \( x = \theta/\theta_E \) is the angle from the centre of the lens in units of the Einstein radius, \( \kappa \) is the density of the lens in the annulus that is bound by the location of the image pair, which for an axisymmetric lens is the convergence at the Einstein radius \( \kappa_E \), and \( 0 \leq \eta \leq 1 \). The arrival time difference between the images is conventionally phrased in terms of the image positions via \( \Delta \theta \), the width of the annulus referred to above, with the dependence on \( \Delta \theta \) differing between different types of image pairs. For singular lenses that form just two images (by virtue of their pseudo-caustic), \( \Delta \tau_{\text{ps}} \propto \Delta \theta^4 \) respectively (e.g. Congdon et al. 2008). Here we consider \( \Delta \tau_{\text{ps}} \) and \( \Delta \tau_{\text{fold}} \), as they bracket the observed behaviour of lenses with measured time delays Section 2.5. In the following Sections we derive expressions for \( \Delta \tau_{\text{ps}} \) and \( \Delta \tau_{\text{fold}} \) in terms of lens magnification, \( \mu \), and lens structure, i.e. \( \eta \) and \( \langle \kappa \rangle \).

A1 Arrival time difference for the pseudo-caustic

Kochanek (2002) showed that the arrival time difference for an image pair formed by a pseudo-caustic is given by

\[ \Delta \tau_{\text{ps}} = 2 \Delta \tau_{\text{SIS}} \left[ 1 - \langle \kappa \rangle - \frac{1 + (1 - \eta) \langle \kappa \rangle}{12} \left( \frac{\Delta \theta}{\langle \theta \rangle} \right)^2 + O \left( \frac{\Delta \theta}{\langle \theta \rangle} \right)^4 \right], \quad \text{(A2)} \]

where \( \Delta \tau_{\text{SIS}} \) is the arrival time difference between two images formed by a singular isothermal sphere (SIS lens). Since \( 1 \geq \eta \geq 0 \) and \( 0.5 \leq \langle \kappa \rangle \leq 1 \) (Figure 1), it is clear that the \( (\Delta \theta/\langle \theta \rangle)^2 \) term contributes no more than \( \approx 10 \) per cent to \( \Delta \tau_{\text{ps}} \), even for \( \Delta \theta/\langle \theta \rangle \approx 1 \). Therefore, \( \Delta \tau_{\text{ps}} \) is mainly influenced by the density of the lens, \( \langle \kappa \rangle \).

\[ \Delta \tau_{\text{ps}} \approx 2 \Delta \tau_{\text{SIS}} \left[ 1 - \langle \kappa \rangle \right]. \quad \text{(A3)} \]

Therefore, \( \Delta \tau_{\text{ps}} \rightarrow 0 \) for a flat density profile \( \eta \rightarrow 0 \), \( \langle \kappa \rangle \rightarrow 1 \), and we recover \( \Delta \tau_{\text{ps}} = \Delta \tau_{\text{SIS}} \) for an isothermal lens \( \eta = 1 \), \( \langle \kappa \rangle = 0.5 \).

The arrival time difference for a SIS lens is typically written in terms of the positions of the two images, \( \theta_+ \) and \( \theta_- \):

\[ c \Delta \tau_{\text{SIS}} = \frac{2 \mu_p}{D} \left( \frac{\theta_+^2 - \theta_-^2}{\theta_+^2 + \theta_-^2} \right) = D (\langle \theta \rangle) \Delta \theta, \quad \text{(A4)} \]

where \( D \) is defined adjacent to Equation 1. We now use Equation 16 to re-write Equation A4 in terms of magnification. Specifically, the sum of the lens magnifications suffered by the image pair is \( \mu_p = 2 \theta_E/\beta = 2 \langle \theta \rangle/\beta \) where \( \beta \) is the source position, and \( \kappa_E = \kappa \pm \theta_\pm \theta_E \), therefore \( \Delta \theta = 2 \beta \). Putting this together, we obtain

\[ c \Delta \tau_{\text{SIS}} = \frac{4 D \langle \theta \rangle^2}{\mu_p}, \quad \text{(A5)} \]

and thus

\[ \Delta \tau_{\text{ps}} \approx \frac{8 D}{c \mu_p} \left[ 1 - \langle \kappa \rangle \right] \left( \langle \theta \rangle \right)^2. \quad \text{(A6)} \]

We also write Equation A6 as a convenient scaling relation:

\[ \frac{\Delta \tau_{\text{ps}}}{924D} = \frac{\theta_E}{\langle \theta \rangle}^2 \left( \frac{\mu_p}{4} \right)^{-1} \left[ 1 - \kappa_E \right] \left( \frac{D}{3.3 \text{ Gpc}} \right), \quad \text{(A7)} \]

where \( D = 3.3 \text{ Gpc} \) corresponds to \( z_L = 0.5 \) and \( z_S = 1.6 \), and we have approximated \( \kappa_E = \langle \kappa \rangle \) and \( \theta_E = \langle \theta \rangle \).

A2 Image pairs formed by fold catastrophes

We start from Schneider et al.’s (1992) expression for the arrival time difference (their Equation 6.21a) between two fold images:

\[ c \Delta \tau_{\text{fold}} = \frac{D \Delta \theta^2}{6 \mu_p r_{01}^{(0)}}, \quad \text{(A8)} \]

where \( r_{01}^{(0)} \) is the partial second order derivative of the Fermat potential evaluated at the critical point of the lens mapping, i.e. where \( \det(A) = 0 \) at the mid-point between the images. We then use Schneider et al.’s Equation 6.20 to eliminate \( \Delta \theta \), to obtain

\[ c \Delta \tau_{\text{fold}} = \frac{2 D}{3 \mu_p r_{01}^{(0)} r_{11}^{(0)} r_{22}^{(0)}}. \quad \text{(A9)} \]
Next, we address the dependence of $\Delta \tau_{\text{fold}}$ on the structure of the lens. Taking $\tau_{11}$ first, we obtain from Equations 2 & 10:

$$\tau_{11} = 1 - \psi_{11} = A_{11}, \quad \text{(A10)}$$

where the subscripts on $A$ denote the elements of the Jacobian matrix. Following Schneider et al., we can write this as

$$\tau_{11} = 2(1 - \kappa), \quad \text{(A11)}$$

and then evaluate $\tau_{11}$ at the mid-point of the image pair to obtain:

$$\bigg| \tau_{11}^{(0)} \bigg| = 2 \bigg[ 1 - \langle \kappa \rangle \bigg]. \quad \text{(A12)}$$

Turning to $\tau_{222}$, we differentiate Equation 2 to obtain:

$$\tau_{222} = -\psi_{222}, \quad \text{(A13)}$$

which shows, in line with many previous works (e.g. Goldberg & Bacon 2005; Bacon et al. 2006; Lasky & Fluke 2009), that second order lensing (flexion) depends on derivatives of the convergence $\kappa$. We therefore adopt $\tau_{222} = \partial \kappa / \partial \theta$ and write $\tau_{222}^{(0)}$ as:

$$\bigg| \tau_{222}^{(0)} \bigg| = \partial \kappa / \partial \theta \bigg|_{\theta} \quad \text{(A14)}$$

where the subscript denotes evaluation of the derivative at $\theta = \langle \theta \rangle$. Substituting Equation A1 in to Equation A14 then yields

$$\bigg| \tau_{222}^{(0)} \bigg| = \kappa / \langle \kappa \rangle. \quad \text{(A15)}$$

Substituting Equations A12 and A15 into Equation A9 we obtain:

$$\Delta \tau_{\text{fold}} = \frac{D \langle \theta \rangle^2}{12 \epsilon \mu_p^3 \eta^2 \langle \kappa \rangle^2 \bigg[ 1 - \langle \kappa \rangle \bigg]^3}, \quad \text{(A16)}$$

which can be phrased as a convenient scaling relation:

$$\frac{\Delta \tau_{\text{fold}}}{3.9 \text{ days}} = \left[ \frac{\theta_E}{1'} \right]^2 \left[ \frac{\mu_p}{4} \right]^3 \left[ \frac{\eta}{1} \right]^{-2} \left[ \frac{\kappa_E}{0.5} \right]^{-2} \left[ \frac{1 - \kappa_E}{0.5} \right]^{-3} \left[ \frac{D}{3.3 \text{ Gpc}} \right]. \quad \text{(A17)}$$
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