Localized non-relativistic quantum systems in curved spacetimes: a general characterization of particle detector models
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In this manuscript we provide a consistent way of describing a localized non-relativistic quantum system undergoing a timelike trajectory in a background curved spacetime. Namely, using Fermi normal coordinates, we identify an inner product and canonically conjugate position and momentum operators defined in the rest space of the trajectory for each value of its proper time. This framework then naturally provides a recipe for mapping a quantum theory defined in a non-relativistic background to a theory around a timelike trajectory in curved spacetimes. This is done by interpreting the position and momentum operators and by introducing a local redshift factor to the Hamiltonian, which gives rise to new dynamics due to the curvature of spacetime and the acceleration of the trajectory. We then apply our formalism to particle detector models, that is, to the case where the non-relativistic quantum system is coupled to a quantum field in a curved background. This allows one to write a general definition for particle detector models which is able to recover the previous models in the literature. Our framework also allows one to estimate the regime of validity of these models, characterizing the situations where particle detectors can be used to accurately probe quantum fields.

I. INTRODUCTION

The interface between gravity and quantum mechanics has been among the hottest topics of theoretical physics for the past decades. As of yet, we don’t currently have a widely agreed upon theory that provides a quantum description for gravity. However, classical general relativity can accommodate quantum systems in numerous regimes. One example is the description of quantum fields in curved spacetimes using a semiclassical approximation. This approach yields fundamental results for theoretical physics, such as the Unruh effect \cite{Unruh:1976db}, Hawking radiation \cite{Hawking:1974sw, Hawking:1975vc} and the inflationary description of the early universe \cite{Guth:1980zm}. Another example of growing recent interest is the description of non-relativistic quantum systems in curved spacetimes. Part of this interest emerges from the field of relativistic quantum information (RQI), which considers localized probes in order to explore information tasks in quantum field theory both in flat and curved spacetimes.

Non-relativistic quantum mechanics is not the fundamental theory for the description of the world. This is not only due to its inconsistencies with special and general relativity, but also because it is known to be the limit of a more fundamental theory, which is necessary to describe experiments we have access to. However, most of the world that is accessible to us is well described by non-relativistic systems. The atoms that constitute our day-to-day life, and most quantum experiments that we have access to are very well described by non-relativistic quantum mechanics. Moreover, while our current understanding of quantum field theory is enough to describe most interactions perturbatively, and yields very accurate predictions for scattering processes and decay rates, the description of bound states in quantum field theory is far from being fully understood. For instance, we currently do not have a fully satisfactory description of a Hydrogen atom in terms of quantum electrodynamics. Overall, be it due to convenience, or ignorance, the description of many phenomena in the universe requires us to treat systems using the formalism of non-relativistic quantum mechanics.

The main goal of this manuscript is to provide a clear and consistent formulation for a localized non-relativistic quantum system undergoing a timelike trajectory in a background curved spacetime. We do so by employing Fermi normal coordinates around the trajectory, which define rest spaces $\Sigma_{\tau}$, where the system’s wavefunction can be defined. Then, we find canonically conjugate position and momentum operators, which allow one to describe a non-relativistic quantum system in curved spacetimes. We adapt the system’s Hamiltonian to curved spacetimes by adding a redshift factor, which matches previous descriptions found in the literature. This Hamiltonian then defines a unitary time-evolution operator which evolves the system’s state between rest spaces. We then find bounds for the regime of validity of our theory. In essence, we find that it is valid whenever the size of the system is sufficiently smaller compared to the curvature radius of spacetime, and to the inverse of the trajectory’s proper acceleration. We also find new dynamics to the system’s internal degrees of freedom due to this description, and explore its consequences in different setups.

We then apply this framework to describe particle detector models, usually considered in the field of RQI. These models have been introduced in \textsuperscript{3} \textsuperscript{10} and have been extensively used in the literature of RQI to describe many information protocols in quantum field theory, such
as entanglement harvesting [11, 20], entanglement farming [21], communication protocols via quantum fields [22–29], and quantum energy teleportation [30, 31]. In general, a particle detector model is a localized quantum system with non-relativistic degrees of freedom that couples to a quantum field. These models are attractive both from a theoretical and from a practical perspective, since they have been shown to describe the interaction of atoms with light [17, 22, 33], and the interaction of nucleons with the neutrino fields [20, 34, 35]. But particle detectors are more than this: they are the general physical tools that allow one to obtain local information about quantum field theories. In fact, particle detector models have been used to explore the Unruh [3, 5, 36–39] and Hawking effects [3, 42–44], accurately recover the models have been used to explore the Unruh [3, 5, 36–39] and Hawking effects [3, 42–44], accurately recover the quantum field theories. We also find that the detector’s acceleration and the curvature of spacetime change quantum field theories. We also find that the detector’s acceleration and the curvature of spacetime change quantum field theories. In Section IV we apply the framework of the curvature of spacetime and the trajectory’s proper acceleration.

The time component of the Fermi normal coordinates is defined as the proper time of the curve, \( \tau \). In order to define the spacelike coordinates, \( x \), we first pick an orthonormal frame \( e_\mu(\tau_0) \) in the tangent space to a given point of the curve, \( T_{z(\tau_0)}\mathcal{M} \) such that \( e_0^\mu(\tau_0) = u^\mu(\tau_0) \) is the four-velocity of the curve. Then, we have

\[
g(e_\mu, e_\nu) = \eta_{\mu\nu},
\]

where \( \eta_{\mu\nu} = \text{diag}(-1, 1, 1, 1) \). The next step is to extend this frame along the curve \( z(\tau) \). In order to do this, we transport the vectors \( e_\mu(\tau_0) \) via the Fermi transport:

\[
\frac{D(e_\mu)}{d\tau} + 2a^\nu u_\beta (e_\mu)_\beta = 0,
\]

where \( \frac{D}{d\tau} \) denotes the covariant derivative along \( z(\tau) \) and \( a^\mu = \frac{Du_\mu}{d\tau} \) is the proper acceleration of the trajectory. The Fermi transport takes into account the natural motion of the curve in order to transport vectors between different tangent spaces. Notice that because \( u_\mu a^\mu = 0 \), the four-velocity is always Fermi transported along the curve. Thus, Fermi transporting the frame \( e_\mu(\tau_0) \) along \( z(\tau) \) gives a frame \( e_\mu(\tau) \), such that \( e_0^\mu(\tau_0) = u^\mu(\tau) \) for all \( \tau \). This frame will be referred to as the Fermi frame.

We define the spacelike Fermi normal coordinates \( x = (x^1, \ldots, x^n) \) as follows. Let \( \mathcal{N}_p \) denote the normal neighbourhood of \( p \), that is, the set of all points which can be connected to \( p \) by a unique geodesic. For a given \( \tau \), we define the rest surface \( \Sigma_\tau \subset \mathcal{N}_{z(\tau)} \) as the set spanned by all geodesics starting at \( z(\tau) \) with tangent vector orthogonal to \( u^\mu \). The surfaces \( \Sigma_\tau \) correspond to the local rest spaces around \( z(\tau) \) and define a local foliation of spacetime around the curve. Let \( p \in \Sigma_\tau \) for some \( \tau \), then we assign coordinates \( (\tau, x^1, \ldots, x^n) \) to \( p \) if \( p = \exp_{z(\tau)}(x^i e_i(\tau)) \), where \( \exp_{z(\tau)} \) denotes the exponential map at the point \( z(\tau) \). The Fermi normal coordinates are well defined in the world tube \( \mathcal{F} = \bigcup \Sigma_\tau \) around the trajectory, so that any point \( x \in \mathcal{F} \) can be identified as \( x = (\tau, x) \). A consequence of the definition is that the proper distance of a point \( x \) to the curve \( z(\tau) \) is given by

\[
r = \sqrt{\delta_{ij} x^i x^j},
\]

The formalism also allows for the case where \( \tau_{\text{min}} = -\infty \) and \( \tau_{\text{max}} = \infty \).
so that proper distances from \( z(\tau) \) can be computed using the Euclidean norm of the spacelike Fermi normal coordinates.

It is important to mention that although the time parameter of the Fermi normal coordinates is the proper time of the trajectory \( z(\tau) \), in general it does not correspond to the proper time of the other trajectories defined by \( x = \text{const} \). In fact, in a general curved spacetime the vector \( \partial_\tau \) is not normal to the surfaces \( \Sigma_{\tau} \), and not normalized at \( x \neq 0 \).

It is also useful to define a local orthonormal frame associated to the Fermi normal coordinates by extending the Fermi frame to the tube \( \mathcal{F} \). For a given event \( x \in \mathcal{F} \), we define the extended Fermi frame \( e_\mu(x) \) by parallel transporting the vectors \( e_\mu(\tau) \) along the geodesic contained in \( \Sigma_{\tau} \) that connects \( z(\tau) \) to \( x \). This process then defines an orthonormal frame in every point within the region \( \mathcal{F} \).

It is also possible to find an expression for the metric components in Fermi normal coordinates in terms of an expansion on the physical distance of a point to the curve, \( r = \sqrt{\delta_{ij} x^i x^j} \). The expansion reads

\[
\begin{align*}
g_{\tau\tau} &= -\left(1 + a_i(\tau)x^i\right)^2 - R_{0i0j}(\tau)x^i x^j + \mathcal{O}(r^3), \\
g_{\tau i} &= -\frac{2}{3} R_{0ijkl}(\tau)x^j x^k + \mathcal{O}(r^3), \\
g_{ij} &= \delta_{ij} - \frac{1}{3} R_{ikjl}(\tau)x^k x^l + \mathcal{O}(r^3),
\end{align*}
\]

where \( a_\mu(\tau) \) and \( R_{\mu\nu\alpha\beta}(\tau) \) denote the components of acceleration and curvature in Fermi coordinates at \( z(\tau) \). This expansion is valid if \( |x| \) is sufficiently smaller than both the curvature radius of spacetime and \( 1/a \), where \( a = \sqrt{\delta^{\alpha\beta} a_{\alpha\beta}} \) is the magnitude of the proper acceleration of the curve. The expansion of Eq. (3) has found many uses in the literature, such as providing a treatment for extended bodies in general relativity \cite{49,51}, finding the energy level shift on a hydrogen atom due to curvature \cite{52,53,54}, describing the motion of point charges in curved spacetimes \cite{55}, and, more recently, describing localized non-relativistic systems in curved spacetimes \cite{51,56,58}.

**B. The Fermi bound**

In this subsection we define, estimate, and discuss a quantity with units of length, which we name the Fermi bound. The Fermi bound is essentially the maximum radius that a system centered at the curve \( z(\tau) \) can have in order to be completely described in terms of Fermi normal coordinates.

We first define the \( \tau \)-Fermi bound. Consider the set of spacelike geodesics which connect \( z(\tau) \) to the boundary of \( \Sigma_{\tau} \). The \( \tau \)-Fermi bound \( \ell_\tau \) is defined as the minimum proper length of maximally extended geodesics in this set. In essence, it is the largest radius that a spacelike ball \( B \subset T_{z(\tau)} \mathcal{M} \) orthogonal to \( u^i(\tau) \) can have so that \( \exp_{z(\tau)}(B) \subset \Sigma_{\tau} \). Thus, any system defined in \( \Sigma_{\tau} \) which is centered at \( z(\tau) \) and contained in a ball with proper radius smaller than \( \ell_\tau \) can be entirely described using Fermi normal coordinates. There are two parameters that control the size of \( \ell_\tau \). The curve’s acceleration effectively bends the surfaces \( \Sigma_{\tau} \) so that some geodesics overlap after a length of \( 1/a \), even in flat spacetimes. Meanwhile, spacetime may be positively curved, which makes nearby geodesics converge, so that they overlap after a certain distance. Overall, \( \ell_\tau \) is controlled by the curve’s acceleration and the curvature of spacetime. A schematic representation of the region delimited by the \( \tau \)-Fermi bound within each rest space can be found in Fig. 1.

![Figure 1. Schematic representation of the region delimited by the \( \tau \)-Fermi bound (in yellow) within each constant \( \tau \) surface \( \Sigma_{\tau} \) (in gray).](image)

The Fermi bound \( \ell \) is defined as the infimum of the \( \tau \)-Fermi bounds. That is,

\[
\ell = \inf_{\tau} \ell_\tau.
\]

Each of the \( \tau \)-Fermi bounds defines a bound for the size of a system in \( \Sigma_{\tau} \) which can be described in terms of spacelike Fermi normal coordinates at all times. The Fermi bound also defines a world tube around the trajectory, where systems that can be entirely described in Fermi normal coordinates may have support. This tube is defined as the region spanned by
all geodesics contained in $\Sigma_\tau$ which have proper length smaller than the Fermi bound $\ell$ for each $\tau$.

An illustrative example of Fermi normal coordinates and the Fermi bound can be obtained for a uniformly accelerated trajectory in Minkowski spacetime. Consider inertial coordinates $(t, x, y, z)$ in Minkowski spacetime and a uniformly accelerated observer undergoing a trajectory $z(\tau) = (\frac{1}{a} \cosh(\alpha \tau), \frac{1}{a} \sinh(\alpha \tau), 0, 0)$. Then, the Fermi normal coordinates around $z(\tau)$ are the Rindler coordinates $(\tau, x)$, with $x = (X, y, z)$. The metric in these coordinates reads

$$g = -(1 + aX)^2 d\tau^2 + dX^2 + dy^2 + dz^2.$$  \hfill (5)

From this expression one can see that the metric becomes degenerate at $X = -1/a$, which corresponds to the events of the form $(0, 0, y, z)$ in inertial coordinates. This also corresponds to the events where the Fermi normal coordinates break down. Given that the proper distance is given by the Euclidean distance in the spacelike Fermi normal coordinates, we see that the Fermi bound for a uniformly accelerated trajectory is $\ell = 1/a$. The Fermi normal coordinates and the Fermi bound around a uniformly accelerated trajectory in Minkowski spacetime are depicted in Fig. 2.

![Figure 2. Fermi normal coordinates for a uniformly accelerated trajectory in Minkowski spacetime.](image)

More generally, in Appendix A we show that under the conditions where the expansion of Eq. (3) is valid, it is possible to estimate the Fermi bound from below by

$$\ell \gtrsim \inf_{\tau} \left( \frac{1}{a + \sqrt{\lambda_R}} \right),$$  \hfill (6)

where $a = \sqrt{a_0^2 + \alpha^2}$ is the norm of the four acceleration of $z(\tau)$ and $\lambda_R$ is the largest positive eigenvalue of the operator $-R_{00j}$, if there are any. This estimate can be useful for providing bounds for the regime of validity of frameworks which use Fermi normal coordinates. Notice that for the case of uniformly accelerated trajectories in Rindler space this estimate is exact.

## III. NON-RELATIVISTIC QUANTUM SYSTEMS IN CURVED SPACETIMES

In this section we will provide a framework that allows one to describe a localized non-relativistic quantum system in curved spacetimes. We will work with systems which can be described by a wavefunction in an $n$ dimensional space and by internal degrees of freedom defined in a finite dimensional space.

### A. A single particle in non-relativistic quantum mechanics

In order to obtain a generalization to curved spacetimes, let us first consider a system that can be described in terms of a wavefunction in a non-relativistic setup. We will assume that the system can be described in a Hilbert space $\mathcal{H} = \mathcal{H}_x \otimes \mathcal{H}_s$, where $\mathcal{H}_x$ is associated to the position degrees of freedom of the particle (its wavefunction), and $\mathcal{H}_s$ is a finite dimensional Hilbert space associated to its additional internal degrees of freedom (such as its spin). Then, the canonical variables associated to the position degrees of freedom in $\mathcal{H}_x$ are the position and momentum operators, $\hat{x}^i$ and $\hat{p}_j$. These satisfy the commutation relations

$$[\hat{x}^i, \hat{p}_j] = i\delta^i_j \mathbb{1}.$$  \hfill (7)

In order to translate this description to curved spacetimes, it will be useful to work in the position representation of such system. Let $|x\rangle$ denote the non-normalizable eigenstates of $\hat{x} = (\hat{x}^1, ..., \hat{x}^m)$, and let $|s\rangle$ be any basis for $\mathcal{H}_s$. Then any state $|\psi\rangle$ can be written as

$$|\psi\rangle = \sum_s \int d^n x \langle x, s|\psi\rangle |x, s\rangle.$$  \hfill (8)

We define $\psi^s(x) = \langle x, s|\psi\rangle$ as the wavefunction representation of $|\psi\rangle$ in the basis $|s\rangle$. Normalization of the state $|\psi\rangle$ then implies

$$\langle \psi |\psi\rangle = \sum_{s, s'} \int d^n x \int d^n x' (\psi^s(x'))^* \psi^s(x) \langle x'|x\rangle \langle s'|s\rangle = \int d^n x \int d^n x' (\psi^s(x'))^* \psi^s(x) \delta_{s's} = 1,$$  \hfill (9)

where we denote $\psi^s(x) = \delta_{s's} \psi^s(x)$ and we used Einstein’s summation convention from the second to third
lines. That is, the components $\psi^s(x)$ can be seen as elements of $L^2(\mathbb{R}^n)$. In fact, we have $\mathcal{H}_s \cong L^2(\mathbb{R}^n)$, where the isomorphism is $|\psi\rangle \mapsto \psi(x) = \langle x|\psi\rangle$. In the space $L^2(\mathbb{R}^n)$, the position operator acts in the wavefunctions as multiplication,

$$\langle x|\hat{x}^i|\psi\rangle = x^i\psi(x),$$

and the momentum operator acts according to

$$\langle x|\hat{p}_j|\psi\rangle = -i\partial_j\psi(x).$$

From Eqs. (10) and (11), it is clear that the commutation relations of Eq. (7) are satisfied.

We assume that the dynamics of the system are prescribed by a self-adjoint Hamiltonian $\hat{H}(\hat{x}, \hat{p}, \{\hat{s}_i\}, t)$, where $\{\hat{s}_i\}$ denotes any collection of operators acting in $\mathcal{H}_s$ and $t$ denotes a possible external time dependence on the Hamiltonian. This Hamiltonian then generates unitary time evolution according to Schrödinger’s equation,

$$i\frac{d}{dt}\psi(t) = \hat{H}(t)|\psi(t)\rangle,$$

where we have omitted the dependence of $\hat{H}$ in $\hat{x}, \hat{p}$ and $\{\hat{s}_i\}$ to lighten the notation. Equivalently, one can write the time evolved state in terms of the time evolution operator $\hat{U}(t, t_0)$, defined by $|\psi(t)\rangle = \hat{U}(t, t_0)|\psi(t_0)\rangle$, so that Schrödinger’s equation gives

$$i\frac{d}{dt}\hat{U}(t, t_0) = \hat{H}(t)\hat{U}(t, t_0),$$

which can be shown to define a unitary operator $\hat{U}(t, t_0)$. In fact, the solution to Eq. (13) reads

$$\hat{U}(t, t_0) = T \exp \left( -i \int dt \hat{H}(t) \right),$$

where $T \exp$ denotes the time ordered exponential.

Finally, there is an important remark to be made regarding the system’s Hamiltonian. Given that we will later provide a framework so that one could describe the system in a general relativistic setup, it will be important to consider the total energy of the system, which takes into consideration its rest mass. This essentially amounts to adding a term $mc^2 \mathbb{1}$ to the non-relativistic Hamiltonian, where $m$ denotes the rest mass of the system. For instance, a particle of mass $m$ under the influence of a potential $V(x)$ should be associated to the Hamiltonian

$$\hat{H} = m + \frac{\hat{p}^2}{2m} + V(\hat{x}).$$

Notice that the introduction of the rest mass does not influence the dynamics of the system, given that it only amounts to an overall shift in the energy levels.

---

2 here $c$ denotes the speed of light, which we mostly set to 1 throughout in the manuscript.

B. A localized non-relativistic quantum system in curved spacetimes

We now provide a framework for describing the localized quantum system from the previous subsection undergoing a timelike trajectory $z(\tau)$ in a given $(n+1)$ dimensional background spacetime $\mathcal{M}$. We assume that the quantum system is localized in space at each instant of time. This corresponds to the assumption that there exists a timelike curve $z(\tau)$, parametrizing the events around which the quantum system is localized. For convenience we will refer to $z(\tau)$ as the trajectory of the system. We then assign Fermi normal coordinates $(\tau, x)$ around the curve $z(\tau)$, so that the local rest spaces of the system are the surfaces $\Sigma_\tau$, defined by constant values of the $\tau$ coordinate. Our goal here is to define the Hilbert space for the wavefunctions at each value of the time coordinate $\tau$ as $L^2(\Sigma_\tau)$ with a suitable integration measure. However, there are some important remarks that have to be considered.

First, we notice that $\Sigma_\tau$ is only locally defined, and does not extend past the normal neighbourhood of $z(\tau)$. This means that if one wishes to consider wavefunctions completely defined in $L^2(\Sigma_\tau)$, then one must consider functions which are defined in a finite sized box or, equivalently, that the potential which traps the system is infinite outside of a region centered at $x = 0$ with radius smaller than the Fermi bound $\ell$. This condition can be relaxed if the potential is strong enough so that the effective localization of the system is mostly within a radius $\ell$ of the trajectory. Within this relaxed assumption, one loses information about the “tails of the wavefunction”. Nevertheless, if these tails can be assumed negligible compared to the values of the wavefunction in the region where the surfaces $\Sigma_\tau$ are well defined, the description is approximately valid. Overall, we will call the assumption that the wavefunction is completely localized in each of the $\Sigma_\tau$ surfaces the assumption of Fermi localization, and the assumption that the wavefunctions are approximately localized within the $\Sigma_\tau$ surfaces will be called approximate Fermi localization. It is important to notice that a physical (finite) trapping potential cannot produce wavefunctions which are Fermi localized, but only approximately Fermi localized.

Second, it is important to mention that the formalism developed here is not a fundamental description, and cannot be valid for a system with arbitrarily high energies. In fact, an important assumption for our model is that the non-relativistic energy of the system is sufficiently small compared to its rest energy. This can also be formulated as the assumption that $\sqrt{\langle \hat{p}^2 \rangle}$ is small compared to its rest mass $m$, or, in other words, that the system’s average velocity $\sqrt{\langle \hat{p}^2 \rangle}$ is small compared to the speed of light. As we will discuss, this assumption will ensure that the dynamics introduced by the motion of the system and the spacetime curvature reduce to corrections previously found in the literature in similar setups.

The first step in order to formulate our description for
a non-relativistic system in curved spacetimes is to appropriately determine the inner product in $L^2(\Sigma_T)$. The natural choice is to define the inner product as the integral with respect to the measure of the surfaces $\Sigma_T$. That is, for $\psi(x)$ and $\phi(x)$ defined in $\Sigma_T$,

$$\langle \psi, \phi \rangle_T = \int_{\Sigma_T} d\Sigma \psi^* (x) \phi(x), \quad (16)$$

where $d\Sigma = \sqrt{g_\Sigma(r, x)} \, d^nx$ is the invariant volume measure in $\Sigma_T$, with $g_\Sigma = \det(h_{ij})$, and $h_{ij}$ denotes the induced metric in $\Sigma_T$. Here we see that the assumption of Fermi localization ensures that the wavefunctions above are well defined within the surface, and can be integrated in Eq. (16). Approximate Fermi localization then ensures that only the tails of the wavefunctions are neglected in Eq. (16). More than a geometrical and natural inner product, $(\psi, \phi)$ defined above is obtained when one considers the reduction of Dirac spinors to wavefunctions defined in local rest spaces, as was done in \cite{57}. We will also see that the inner product of Eq. (16) allows one to define a consistent quantum theory, with self-adjoint canonically conjugate position and momentum operators for the system.

Under the assumption of Fermi localization, one can then find position and momentum operators defined in terms of their actions in wavefunctions $\psi(x) \in L^2(\Sigma_T)$. We define the position operator $\hat{x} = \hat{x}^i e_i$, where $e_i$ denotes the extended Fermi frame and the $\hat{x}^i$ are defined via their action on wavefunctions as

$$\hat{x}^i : \psi(x) \mapsto x^i \psi(x). \quad (17)$$

That is, the generalization of each component of the position operator multiplies the wavefunction by the components of $x$ in Fermi normal coordinates. Physically, the definition of Eq. (17) is justified by the fact that in Fermi normal coordinates, $|x| = \sqrt{\delta_{ij} x^i x^j}$ corresponds to the proper distance between a point and the center of the curve. It is also important to mention that the components of the position operator defined above are also self-adjoint with respect to the inner product defined in Eq. (16).

The momentum operator in the position representation can also be defined by its action on wavefunctions $\psi(x) \in \Sigma_T$. We define its components by

$$\hat{p}_j : \psi(x) \mapsto -i \frac{\partial}{(g_\Sigma)^{1/4}} \left( (g_\Sigma)^{1/4} \psi(x) \right). \quad (18)$$

Although the factors of 1/4 may seem out of place at a first glance, they are necessary in order for the $\hat{p}_j$ operators to be self-adjoint with respect to the inner product of Eq. (16). In fact,

$$\langle \psi, \hat{p}_j \phi \rangle_T = \int d^n x \sqrt{g_\Sigma} \psi^* (x) \left( \frac{-i}{(g_\Sigma)^{1/4}} \partial_j \left( (g_\Sigma)^{1/4} \phi(x) \right) \right) = -i \int d^n x \sqrt{g_\Sigma} \psi^* (x) \partial_j \left( (g_\Sigma)^{1/4} \phi(x) \right) = i \int d^n x \partial_j \left( (g_\Sigma)^{1/4} \psi^* (x) \right) \left( (g_\Sigma)^{1/4} \phi(x) \right) = i \int d^n x \left( -i \partial_j \left( (g_\Sigma)^{1/4} \psi \right) \right) \ast (g_\Sigma)^{1/4} \phi(x) = i \int d^n x \sqrt{g_\Sigma} \left( -i \partial_j \left( (g_\Sigma)^{1/4} \psi \right) \right) \ast \phi(x) = \langle \hat{p}_j \psi, \phi \rangle_T, \quad (19)$$

where we have integrated by parts in the third equality and the boundary terms vanish under the assumption of Fermi localization. Not only are the momentum operator components defined in Eq. (18) self-adjoint, they also satisfy the canonical commutation relations with the position operator of Eq. (17):

$$\hat{x}^i \hat{p}_j - \hat{p}_j \hat{x}^i : \psi(x) \mapsto i \delta^i_j \psi(x). \quad (20)$$

Thus, the $\hat{x}^i$ and $\hat{p}_j$ operators defined here are a valid generalization of the position and momentum operators of quantum mechanics. In fact, given any non-relativistic quantum system described in terms of its position and momentum operators $\hat{x}$ and $\hat{p}$, one can describe it around a trajectory $z(\tau)$ for a fixed $\tau$ by considering its wavefunction to be in $\Sigma_T$, and interpreting the corresponding position and momentum operators as Eqs. (17) and (18). We remark that canonically conjugated position and momentum operators fully define a quantum theory for a wavefunction at a given time, so that the description provided here is indeed enough for describing the position degrees of freedom of the quantum state around the trajectory $z(\tau)$.

In order to fully describe the system in curved spacetimes, one also requires to describe the additional internal degrees of freedom of the system contained in the collection of operators $\{s_i\}$ in this more general setup. Given that these degrees of freedom are internal to the particle, we describe them in the same Hilbert space $H_s$, with no modifications to the inner product when one goes to curved spacetimes. Notice, however, that although their description will not change, it might be necessary to introduce different dynamics for the $\{s_i\}$ operators in order to describe their evolution in curved spacetimes. This will be further discussed when we consider time evolution in this framework.

The treatment given so far allows one to describe a non-relativistic quantum system in curved spacetimes at

\footnote{Under the assumption of approximate Fermi localization, one would then obtain boundary terms of the same order as the terms lost in the inner product, yielding approximately self-adjoint $\hat{p}_j$ operators. In order to obtain a fully consistent framework, one can then effectively truncate approximately Fermi localized wavefunctions, so that their dynamics can be approximated by that of compactly supported wavefunctions.}

\footnote{For instance, the dynamics of the spin of particles can be affected by spacetime curvature in a non-trivial way, as discussed in \cite{54, 55}.}
a given surface \( \Sigma_\tau \). However, we have not yet mentioned how time evolution can be implemented in this description. In other words, we have yet to describe a Hamiltonian formulation in this setup. First, notice that at each value of the time parameter \( \tau \), the wavefunctions are defined in a different Hilbert space \( L^2(\Sigma_\tau) \). This adds extra complications when writing Schrödinger’s equation, as one cannot differentiate states with respect to time via a limit of infinitesimal differences, since \( \psi(\tau_0 + \delta \tau, x) \) and \( \psi(\tau_0, x) \) are defined in different Hilbert spaces. In order to make sense of Schrödinger’s equation in this setup, we must locally extend the wavefunctions defined in \( \Sigma_{\tau_0} \), so that we obtain a function \( \psi(\tau, x) \) for \( \tau \in [\tau_0, \tau_0 + \varepsilon] \) for a small \( \varepsilon > 0 \). It is then possible to compare its values at different \( \tau \)'s, so that differentiation can be performed. This essentially amounts to differentiation of a scalar function locally defined in spacetime with respect to the time parameter \( \tau \).

At this stage, one could naively think that given a Hamiltonian \( \hat{H}(\hat{x}, \hat{p}, \{\hat{s}_i\}, t) \) for a quantum particle in a non-relativistic setup, it is enough to replace its dependence on \( \hat{x}, \hat{p} \) and \( \{\hat{s}_i\} \) as described previously, together with the replacement \( t \rightarrow \tau \) in order to write Schrödinger’s equation. However, there is an important ingredient missing that also has to be considered: redshift. As mentioned in Section \( \text{II} \), the time parameter \( \tau \) only corresponds to the proper time of an observer along the curve \( z(\tau) \). This implies that the time evolution at each point of space should contain a redshift factor, associated to the time dilation of the foliation defined by the \( \Sigma_\tau \) surfaces. In Appendix \( \text{B} \) we compute the corresponding redshift factor. It is given by

\[
\gamma(\tau, x) = |g_{\tau\tau} - g_{\tau i} g_{\tau j} h^{ij}|^{1/2},
\]

where \( h^{ij} \) denotes the inverse of the induced metric in the \( \Sigma_\tau \) surfaces.

In a classical system, one would take this redshift factor into account by multiplying the local Hamiltonian of the system by \( \gamma(\tau, x) \), giving rise to the effective Hamiltonian \( \gamma(\tau, x) \hat{H}(\hat{x}, \hat{p}, \{\hat{s}_i\}, \tau) \). In a quantum setup, one would then be tempted to describe the Hamiltonian as \( \gamma(\tau, x) \hat{H}(\hat{x}, \hat{p}, \{\hat{s}_i\}, \tau) \), promoting the space dependence in \( \gamma(\tau, x) \) to the position operator \( \hat{x} \). However, this product will not necessarily be self-adjoint due to the dependence of \( \hat{H} \) on \( \hat{p} \). In order to obtain a self-adjoint Hamiltonian, one could then use the Weyl quantization prescription \( \text{[50]} \) for the Hamiltonian \( \gamma(\tau, x) \hat{H}(\hat{x}, \hat{p}, \{\hat{s}_i\}, \tau) \) or use the Moyal product \( \text{[60]} \). A simpler way to handle the self-adjointness problem is to define the Hamiltonian via a symmetrization as

\[
\hat{H}(\hat{x}, \hat{p}, \{\hat{s}_i\}, \tau) = \frac{1}{2} \left( \gamma(\tau, x) \hat{H}(\hat{x}, \hat{p}, \{\hat{s}_i\}, \tau) + \text{H.c.} \right).
\]

Although different quantization methods might in principle give different Hamiltonians, in Subsection \( \text{III.D} \) we will argue that the Hamiltonian can be well approximated by \( \hat{H}(\hat{x}, \hat{p}, \{\hat{s}_i\}, \tau) + ma(\tau) \hat{x}^2 + \frac{1}{2} R_{\alpha\beta\gamma\delta} \hat{x}^\alpha \hat{x}^\beta \hat{x}^\gamma \hat{x}^\delta \), where \( m \) is the rest mass of the system. Moreover, this approximate correction is also independent of ordering ambiguities, and yields the same result for any quantization prescription chosen.

We first write Schrödinger’s equation for a system with no extra spin degrees of freedom. That is, in the case where the Hilbert space \( \mathcal{H}_s \) is trivial, and the system can be entirely described by its wavefunction. In this case, Schrödinger’s equation can be written simply as

\[
i \frac{\partial}{\partial \tau} \psi(\tau, x) = \hat{H}(\hat{x}, \hat{p}, \tau) \psi(\tau, x),
\]

where the \( \hat{x} \) and \( \hat{p} \) operators act in \( \psi(\tau, x) \) according to Eqs. \( \text{(17)} \) and \( \text{(15)} \). We remark that although it might look like the newly introduced dynamics, and the extra factors in the differential operator \( p \) give rise to a much more complicated differential equation, one can instead use the commutation relations between \( \hat{x} \) and \( \hat{p} \) in order to find the solutions to Schrödinger’s equation (as is usually done with the quantum harmonic oscillator, for instance).

In order to write Schrödinger’s equation when the system also has internal degrees of freedom in \( \mathcal{H}_s \), we write states in the Dirac notation, with \( |\psi\rangle \in \mathcal{H}_x^{(s)} \otimes \mathcal{H}_s \), where \( \mathcal{H}_x^{(s)} \approx L^2(\Sigma_\tau) \) for each \( \tau \). In this context, the position eigenvectors are \( |x\rangle \) such that \( \gamma^s(\tau, x) = \langle x, s|\psi(\tau)\rangle \) and a decomposition of the identity in the position basis can be written as

\[
\mathbb{1} = \sum_s \int d\Sigma |x, s\rangle \langle x, s|.
\]

In terms of Dirac’s notation, we can then write Schrödinger’s equation as

\[
i \frac{d}{d\tau} |\psi\rangle = \hat{H}(\tau) |\psi\rangle,
\]

where the \( \tau \) differentiation in the position spaces is understood via the local extension of the wavefunctions, and we omitted the dependence of \( \hat{H} \) in \( \hat{x}, \hat{p} \) and \( \{\hat{s}_i\} \) for simplicity. This equation also defines unitary operators \( \hat{U}(\tau, \tau_0) \) by \( \hat{U}(\tau, \tau_0) |\psi(\tau_0)\rangle = |\psi(\tau)\rangle \).

Finally, we comment on the possible need to perform additional changes to the Hamiltonian \( \hat{H} \), apart from the redshift factor and the replacement of the position and momentum operators for their definitions of Eqs. \( \text{(17)} \) and \( \text{(18)} \). These additional changes could come from interactions of the other internal degrees of freedom of the

\[\text{[5]} \] It is important to keep in mind that this family of unitary operators acts in different Hilbert spaces. That is,

\[
\hat{U}(\tau, \tau_0) : \mathcal{H}_x^{(\tau_0)} \otimes \mathcal{H}_s \longrightarrow \mathcal{H}_x^{(\tau)} \otimes \mathcal{H}_s
\]

\[
|\psi(\tau_0)\rangle \longmapsto |\psi(\tau)\rangle,
\]

where \( \mathcal{H}_x^{(\tau_0)} \) and \( \mathcal{H}_x^{(\tau)} \) denote the \( L^2 \) spaces at \( \Sigma_{\tau_0} \) and \( \Sigma_{\tau} \), respectively.
system (encoded in the \( \{ \hat{s}_i \} \) operators) with curvature and acceleration. Although it is not possible to give a general recipe for adapting general operators to curved spacetimes, the framework provided here can accommodate for these changes in each case with minor modifications. For instance, in [57, 58], a fermionic particle in curved spacetimes is described, and the coupling of its spin with curvature is obtained. This could be implemented here by adding terms to the Hamiltonian of Eq. (22) corresponding to this interaction.

Overall, in this section we completed one of the main goals of this manuscript: we provided a consistent description for a localized non-relativistic quantum system in curved spacetimes. A schematic representation of the model obtained can be found in Fig. 3. Throughout the remaining of the manuscript we will discuss consequences and applications of this formalism.

C. Discussion of the regime of validity of the model

In this section we discuss the regime of validity of the framework presented in Subsection III B and discuss the compatibility of the model with the framework of general relativity.

First, we remark once again that in order for the formalism presented in Subsection III B to be applied, the non-relativistic quantum system must be sufficiently localized within the Fermi bound of the trajectory, \( \ell \). For instance, the formulation works for systems which are compactly supported with support contained in a sphere of radius smaller than \( \ell \). However, in order to perfectly trap a quantum particle, one requires an infinite potential, which is an unphysical assumption. If the potential is finite, but strong enough to approximately Fermi localize the system, the formalism of Subsection III B can still be applied by neglecting the tails of the wavefunction outside of a sphere of radius \( \ell \). Although one expects to lose some information about the system, the loss due to this approximation can be controlled by analyzing the tails of the wavefunctions associated with the relevant states of the system.

It is possible to quantify the regime of validity of the theory using the estimate for the Fermi bound of Eq. (6). Consider a non-relativistic quantum theory, which we wish to describe around a trajectory \( z(\tau) \) in curved spacetimes. We will work under the assumption that the system is strongly supported within a region of radius \( R(\varepsilon) \). The notion of strong support has been used by Eduardo Martín-Martínez to characterize functions that decay quickly with some characteristic scale since 2015 [61]. In the context of our framework, a state of a quantum field will be said to be strongly supported within a region of radius \( R(\varepsilon) \) if the expected value of a set of observables of interest can be computed to precision \( \varepsilon \) by performing spatial integrals of the wavefunctions in a ball of radius \( R(\varepsilon) \). The collection of observables of interest will explicitly depend on the system under consideration and on the observables that are relevant for the predictions one wishes to compute in each setup.

Within the assumption that the relevant states of the system have strong support within a region of radius \( R(\varepsilon) \), the condition for our framework to be applicable is \( R(\varepsilon) < \ell \), and the errors in the description are controlled by the parameter \( \varepsilon \). Assuming the system to be sufficiently localized with respect to the curvature of spacetime and the trajectory’s acceleration, one can then use the estimate of Eq. (6), which gives the approximate condition

\[
R(\varepsilon) < \frac{1}{a + \sqrt{\lambda_R}},
\]

where \( \lambda_R \) is the largest positive eigenvalue of \(-R_{0i0j}\) and \( a \) denotes the maximum acceleration of the system along its motion. If the trapping potential which localizes the system is sufficiently strong, a good estimate for the localization of the system is \( \sqrt{\langle x^2 \rangle} < 1/(a + \sqrt{\lambda_R}) \). However, different systems might require different methods of estimating their localization depending on the specific shape of the trapping potential.

Another important assumption for our setup is that the energy of the system is non-relativistic (that is, sufficiently smaller than the system’s rest energy). Although this assumption is not explicitly required in order to co-
construct the formalism, it is important so that the prescribed Hamiltonian of Eq. (22) is able to accurately predict the relativistic corrections to the internal dynamics of the system. In fact, in Subsection III D we show that under this assumption the framework of Subsection III B yields the most relevant relativistic corrections for the description of wavefunctions in curved spacetimes found in 67. Moreover, we remark again that other relativistic modifications to the prescription of Eq. (22) might be required, which take into account the relationship of the internal degrees of freedom of the system with the geometry of spacetime and the trajectory’s motion.

We now comment on the relationship between the non-relativistic quantum theory and the framework of general relativity. In our model, we assumed that spacetime is not affected by the quantum system. This assumption is reasonable provided that the stresses and energy of the quantum system are small enough, so that their effect on the spacetime metric can be neglected. This a usual assumption even when considering relativistic quantum theories in curved spacetimes, so that it is natural to expect that this assumption also has to be made in our treatment. Moreover, considering the effect of superpositions of quantum systems in a background spacetime has been argued to lead to superpositions of spacetimes 62, which are not within the scope of this manuscript.

Finally, we comment on the relationship of our model with causality, and what is missed in this treatment. The formalism developed here allows one to consider the effect of the local geometry of a curved spacetime in the dynamics of a quantum system locally via the dependence on the position operator \( \hat{x} \). Although this interaction affects the system’s position degree of freedom locally, in a non-relativistic setup this effect changes a single degree of freedom (the system’s wavefunction) at each value of \( \tau \).

In essence, this means that the local effect of curvature in each portion of the system affects it instantaneously in its own frame. Essentially, information within this quantum system propagates acausally. This is expected from any non-relativistic quantum theory, and is also the case for our framework from Subsection III B. The consequences of this causality violation have been carefully studied in the literature in similar setups 63, 64. An expected consequence of this violation is the ability for non-relativistic systems to signal between spacelike separated points, violating causality at the order of their effective size. We remark that no physical system should be able to signal faster than light, and this can be seen as another bound for the regime of validity of our framework, similar to what happens with specific non-relativistic quantum systems in curved spacetimes 65.

Overall we conclude that the framework presented in this manuscript can be employed to accurately describe non-relativistic quantum systems provided that 1) the system is sufficiently localized with respect to the Fermi bound, 2) its non-relativistic energy is sufficiently smaller than its rest energy, and 3) one is not interested in its uses in communication protocols between regions which are spacelike separated by proper distances which are of the order of the size of the system.

D. The coincidence limit and first order corrections

In this section we describe the first order corrections emerging due to motion of the system and spacetime curvature due to the addition of the redshift factor of Eq. 21. In 67, a non-relativistic quantum formalism has been presented for the approximate description of a localized fermionic particle in curved spacetimes. The authors then traced over the spin degrees of freedom of the particle, obtaining the free Hamiltonian for a localized non-relativistic wavefunction added to corrections in terms of curvature and acceleration. For systems such that their non-relativistic energy is much smaller than their rest mass, the most relevant correction terms found were \( ma\hat{x}^i\) and \( \frac{\mathcal{R}_{0ij} \hat{x}^i \hat{x}^j}{c^2} \). These corrections were also found in 66 and 58. We will now show that to first order in curvature and acceleration, these corrections are also the ones provided by the formalism presented in Subsection III B.

The new dynamics introduced by the formalism we presented are due to the introduction of the redshift factor in the original Hamiltonian which localizes the quantum system. Using the expansions of Eq. 3, we can write the redshift factor as

\[
\gamma(\tau, \mathbf{x}) = 1 + a_i \hat{x}^i + \frac{1}{2} R_{0ij} \hat{x}^i \hat{x}^j + \mathcal{O}(v^3). \tag{28}
\]

Considering only the first order corrections in Eq. (22) due to spacetime curvature and acceleration (which are also the corrections to second order in the system’s localization), one obtains the approximate Hamiltonian

\[
\hat{H}(\tau) \approx \hat{H}(\tau) + \frac{1}{2} \left( a_i \hat{x}^i + \frac{1}{2} R_{0ij} \hat{x}^i \hat{x}^j \right) \hat{H}(\tau) + \text{h.c.} \tag{29}
\]

Notice that the Hamiltonian \( \hat{H}(\tau) \) can be split into two contributions: the rest mass of the system, and its non-relativistic energy, associated to an operator \( \hat{H}_{\text{SR}}(\tau) \) which contains its kinetic and potential energies,

\[
\hat{H}(\tau) = m + \hat{H}_{\text{SR}}(\tau). \tag{30}
\]

The assumption that the system’s degrees of freedom are non-relativistic then implies that its non-relativistic energy is much smaller than its rest mass, \( \langle \hat{H}_{\text{SR}}(\tau) \rangle \ll m \). In particular, this implies that the terms of the form \( \left( a_i \hat{x}^i + \frac{1}{2} R_{0ij} \hat{x}^i \hat{x}^j \right) \hat{H}_{\text{SR}}(\tau) \) in Eq. (29) contribute much less than the terms which involve the rest mass of the system. In fact, reintroducing units of \( c \), the term \( a_i \hat{x}^i \) picks up a factor of \( 1/c^2 \), while the factor of \( R_{0ij} \hat{x}^i \hat{x}^j \) is of the order of the ratio of the size of the system by the curvature radius of spacetime. It is then safe to neglect these terms in most non-relativistic setups.
Under these approximations, we can write

$$
(a_i \dot{x}^i + \frac{1}{2} R_{0i0j} \dot{x}^i \dot{x}^j) \dot{\mathcal{H}}(\tau) \approx m (a_i \dot{x}^i + \frac{1}{2} R_{0i0j} \dot{x}^i \dot{x}^j), \tag{31}
$$

so that the Hamiltonian that promotes time evolution with respect to the time parameter $\tau$ can be written as

$$
\dot{\mathcal{H}}(\tau) \approx \dot{\mathcal{H}}(\tau) + ma_i(\tau) \dot{x}^i + \frac{m}{2} R_{0i0j}(\tau) \dot{x}^i \dot{x}^j. \tag{32}
$$

Notice that the correction terms arise from the product of the rest mass term $m\hbar$ with the redshift factor. Due to the fact that the rest mass term in the Hamiltonian is proportional to the identity, and that $\gamma(\tau, \dot{x})$ only depends on $x$, the leading order relativistic corrections to the Hamiltonian are independent of the ordering ambiguities that might show up (See Eq. (22) and related discussions). The Hamiltonian of Eq. (32) also precisely matches the coupling of a localized system with curvature used in [67]-[68] and the most relevant corrections found in [57]. However, in [57], other corrections of the order of acceleration and curvature times the system’s non-relativistic energy are also found. These extra corrections are not naturally taken into account in our formalism, and can be neglected if the non-relativistic rest energy of the system is sufficiently smaller than its rest mass. If, on the other hand, one wishes to consider these corrections, it is enough to add them to the prescription of the Hamiltonian in Eq. (22).

Eq. (32) gives a Hamiltonian which is naturally self-adjoint under this non-relativistic approximation. Eq. (32) also gives a simple expression for $\dot{\mathcal{H}}(\tau)$, with a quadratic correction to the Hamiltonian $\dot{\mathcal{H}}(\tau)$. This approximation is valid provided that the energy of the system is much smaller than $mc^2$ and that the system is more localized than both the curvature radius of spacetime and than $c^2/a$, where we reintroduced the factors of $\epsilon$ in order to make the limits of validity more explicit.

E. Example: a uniformly accelerated quantum harmonic oscillator in constant curvature spacetimes

In this section we exemplify the formalism developed in this section to a harmonic oscillator with uniform proper acceleration in a constant curvature spacetime. For convenience, we will assume the spatial dimension to be $n = 3$ in this example.

The Riemann curvature tensor in a constant curvature spacetime takes the shape

$$
R_{\mu\nu\alpha\beta} = \alpha (g_{\mu\alpha} g_{\nu\beta} - g_{\mu\beta} g_{\nu\alpha}), \tag{33}
$$

where $\alpha$ is a constant, related to the Ricci curvature by $\alpha = R/12$. The sign of $R$ determines whether spacetime is positively ($R > 0$) or negatively ($R < 0$) curved, corresponding to deSitter and anti-deSitter spacetimes, respectively. In particular, in Fermi normal coordinates associated to a trajectory $z(\tau)$, we obtain

$$
R_{0i0j}(z(\tau)) = \alpha \delta_{ij}, \tag{34}
$$

so that $R_{0i0j} \dot{x}^i \dot{x}^j = -\alpha \dot{x}^2$, which is the relevant quantity for the redshift factor $\gamma(\tau, \dot{x})$ that influences the Hamiltonian of the system.

The Hamiltonian for a quantum harmonic oscillator with frequency $\omega$ and mass $m$ can then be written as Eq. (15) by taking $V(x) = m\omega^2 x^2/2$. That is,

$$
\dot{\mathcal{H}} = m + \frac{\dot{p}^2}{2m} + \frac{m\omega^2}{2} \dot{x}^2. \tag{35}
$$

In order to describe the system in a background curved spacetime, we must then have that the particle is localized in a region sufficiently smaller than the Fermi bound. A quantum harmonic oscillator is localized in a region of the order of $\sqrt{\langle x^2 \rangle} = r/\sqrt{m\omega}$, where $r = \sqrt{2(\dot{\mathcal{H}})} + 1$. We then use the approximation derived in Appendix A for the Fermi bound, $\ell \gtrsim 1/(a + \sqrt{\lambda R})$, where $\lambda R$ is the largest negative eigenvalue of $R_{0i0j}$. Using Eq. (34), we find that $\lambda R = \max(0, -\alpha)$. Thus, the formalism developed in this section can be applied if the relevant states for the setup satisfy

$$
\frac{r}{\sqrt{m\omega}} < \frac{1}{a + \sqrt{\lambda R}}. \tag{36}
$$

If the spacetime is positively curved, we can then describe the system if the frequency of the harmonic oscillator is larger than $a^2 r^2/m$. If spacetime is negatively curved, curvature reduces the Fermi bound, so that one must have a frequency larger than $(a + \sqrt{R/12})^2 r^2/m$. In either case, we will assume that the gap of our harmonic oscillator is large enough so that we can employ our formalism.

Employing the approximation of Eq. (32) described in Subsection II.D, we then obtain the Hamiltonian of the system

$$
\hat{\mathcal{H}} = m + ma \cdot \dot{x} - \frac{ma}{2} \dot{x}^2 + \frac{\dot{p}^2}{2m} + \frac{m\omega^2}{2} \dot{x}^2. \tag{37}
$$

Given that all terms in the Hamiltonian above are quadratic, it still defines a quantum harmonic oscillator. In fact, $\hat{\mathcal{H}}$ can be rewritten as

$$
\hat{\mathcal{H}} = m - \frac{ma^2}{2(\omega^2 - \alpha)} + \frac{\dot{p}^2}{2m} + \frac{m(\omega^2 - \alpha)}{2} \left( \dot{x} + \frac{a}{\omega^2 - \alpha} \right)^2. \tag{38}
$$

From the equation above we can see that the resulting theory is a harmonic oscillator with frequency $\omega’$ given by $\omega’^2 = \omega^2 - \alpha$, with wavefunctions shifted by the vector $-a/\omega^2$. The acceleration of the system and curvature of spacetime also shift the energy of the ground state by $-ma^2/2\omega^2$.

Notice that if the curvature of spacetime is too large (with $R > 0$), then it is possible that the effective potential generated by deSitter curvature is larger than the trapping potential of the oscillator, which would result in the particle accelerating away from the center of the coordinate system. In this regime, the wavefunction of the system cannot be considered to be localized, and the
condition of Fermi localization breaks down, so that this formalism would not be suitable for its description.

On the other hand, anti-de-Sitter spacetime creates an effective trapping potential for the particle, and increases the frequency of the oscillator. This phenomena has also been seen for a localized fermionic system in [57], where it was found that the curvature of anti-deSitter spacetime can be responsible for trapping the particle even when \( \omega = 0 \).

IV. APPLICATION TO PARTICLE DETECTOR MODELS

In this section we relate the framework presented in Section III to the formalism of particle detector models. We formulate a general notion of particle detector in Subsection IV A, and we analyze the consequences of the dynamics induced by the system’s acceleration and the curvature of spacetime in Subsection IV B.

A. General particle detector models

Broadly speaking, a particle detector model is any localized non-relativistic quantum system that couples locally to a quantum field. The first instance of a particle detector was introduced by Unruh [3], where he considered a particle in a box linearly coupled to a scalar quantum field. This model was later simplified by De-Witt [10], who considered a finite dimensional system for the detector’s internal degrees of freedom. Over the past years more general particle detector models have been introduced in the literature, considering smeared detectors that could couple to different fields and operators in different quantum field theories [16, 52, 33, 36, 41, 69–71]. In this section we will present a framework which generalizes these previous models.

In order to describe a particle detector model from the framework presented in Section III, we require two extra ingredients apart from the non-relativistic quantum system: a quantum field theory and an interaction between the quantum field and the localized system. In this section we will refer to the non-relativistic quantum system as “the detector”.

Consider a quantum field theory for a field \( \hat{\phi}^a(x) \) in the spacetime \( \mathcal{M} \), where \( a \) denotes any collection of Lorentz indices, associated with the spin of the field. We describe the quantum field theory as an association of smooth compactly supported fields \( f_a(x) \) to elements of a \(*\)-algebra \( \mathcal{A} \). In general, one assumes \( \mathcal{A} \) to satisfy important properties related to causality, commutation relations and conjugation, and a detailed description of these fields for different spin can be found in [72]. For our purposes, one can think of a quantum field as an operator valued distribution \( \hat{\phi}^a(x) \) that acts in compactly supported fields \( f_a(x) \) according to

\[
\hat{\phi}(f) = \int \text{d}V \hat{\phi}^a(x)f_a(x).
\]  

The derivatives and other operators acting in the field can then be obtained via functional differentiation and integration by parts. Regularized products of field operators at each point may then be introduced by extending the algebra \( \mathcal{A} \) (see [22] for details). This extended set \( \mathcal{A} \) then defines the set of valid operators in the quantum field theory.

The interaction of the detector with the field is prescribed in terms of an interaction Hamiltonian which couples to an operator-valued distribution of the quantum field theory, say \( \hat{O}^b(\tau) \), where \( b \) stands for any collection of Lorentz indices (not necessarily the same as the field \( \hat{\phi}^a(x) \)). In order to produce a scalar interaction Hamiltonian, one must have an operator in the detector’s Hilbert space which is a tensor of the same rank as that of \( \hat{O}^b(\tau) \). We define the tensor operator as \( \hat{\mu}^b(\tau) = \hat{\mu}^b(\tau)E_b \), where \( \hat{\mu}^b(\tau) \) is an operator in \( \mathcal{H}^b(\tau) \otimes \mathcal{H}_b \) and \( E_b \) denotes the orthonormal frame for tensors of the same rank as \( \hat{O}^b(\tau) \) built from the extended Fermi frame \( e_a \). We further assume \( \hat{\mu}^b(\tau) \) to be only a function of the operators \( \hat{\epsilon}, \hat{\epsilon}^\dagger \) and \( \{s_i\} \) and of the time parameter \( \tau \). For convenience, we will work in the interaction picture from now on, so that \( \hat{\mu}^b(\tau) \) includes the free time evolution associated to the detector’s “free” Hamiltonian \( \mathcal{H}(\tau) \). Then, the interaction Hamiltonian is prescribed in the interaction picture as

\[
\hat{H}_I(\tau) = \lambda \gamma(\tau, \hat{\epsilon})\hat{\mu}_1(\tau)\hat{O}^b(\tau, \hat{\epsilon}) + \text{H.c.},
\]

where \( \hat{O}^b(\tau, \epsilon) \) denotes the components of the operator \( \hat{O}^b(\tau) \) in the frame \( E\) evaluated in Fermi normal coordinates around the curve \( \mathbf{z}(\tau) \), and the replacement of the dependence in the (classical) coordinates \( \mathbf{x} \) by the quantum position operator \( \hat{\epsilon} \) formally means

\[
\hat{O}^b(\tau, \hat{\epsilon}) := \int \text{d}\Sigma \hat{O}^b(\tau, \mathbf{x})|\mathbf{x}|\mathcal{M}_\tau(x),
\]

where the subscript \( \tau \) in \( |\mathbf{x}|\mathcal{M}_\tau(x) \) denotes time evolution with respect to the detector’s free Hamiltonian: \( |\mathbf{x}|\mathcal{M}_\tau(x) = \hat{U}^\dagger(\tau)|\mathbf{x}|\mathcal{M}_\tau(x)\hat{U}(\tau) \) with \( \hat{U} = \mathcal{T} \exp \left( -i \int^\tau \hat{H}(\tau')\text{d}\tau' \right) \). In Eq. (40), \( \gamma(\tau, \hat{\epsilon}) \) denotes the redshift factor of Eq. (21) and \( \hat{\mu}_b(\tau) \) denotes the dual field to \( \hat{\mu}^b(\tau) \) (for instance, for a spinor field, \( \hat{\mu}_b(\tau) \) stands for \( \gamma^0\hat{\mu}^1(\tau) \)).
Common examples of particle detector models found in the literature can be recovered when the Hamiltonian \( \hat{H}(\mathbf{x}, \mathbf{p}, \{ \mathcal{S}_i \}, \tau) \) is independent of \( \tau \) and \( \hat{\mu}^b(t) \) can be written entirely in terms of the position operator, say \( \hat{\mu}^b(t) = \hat{\mu}^b(t, \mathbf{x}) \). For simplicity, we also assume that there are no internal degrees of freedom associated with \( \mathcal{H}_o \). In this case, we can expand the Hamiltonian \( \hat{H}_I(\tau) \) in terms of the position basis of the detector, \( |\mathbf{x}\rangle \) via Eq. [24]. We obtain
\[
\hat{H}_I(\tau) = \lambda \int d\Sigma \gamma(\tau, \mathbf{x}) \mu^b(\tau, \mathbf{x}) \hat{O}^b(\tau, \mathbf{x}) |\mathbf{x}\rangle|\mathbf{x}\rangle_+ + \text{H.c.}
\]
\[
= \lambda \int d^n \mathbf{x} \sqrt{-g} \mu^b(\mathbf{x}) \hat{O}^b(\mathbf{x}) |\mathbf{x}\rangle|\mathbf{x}\rangle_+ + \text{H.c.},
\]
where we wrote \( x = (\tau, \mathbf{x}) \) and used the fact that \( \sqrt{\gamma} \gamma(x) = \sqrt{-g} \) in the second equality. We then assume the detector’s free Hamiltonian \( \hat{\mathcal{H}} \) to be independent of \( \tau \) and to have discrete energy eigenvalues \( E_n \) with \( \hat{\mathcal{H}} |\psi_n\rangle = E_n |\psi_n\rangle \). The eigenfunctions are defined as \( \psi_n(x, \mathbf{x}) = (x|\psi_n(\tau)) = e^{-iE_n \tau} \psi_n(\mathbf{x}) \), where we write the wavefunction at \( \tau = 0 \) as \( \psi_n(\mathbf{x}) \). In the eigenbasis of the free Hamiltonian, the interaction Hamiltonian reads
\[
\hat{H}_I(\tau) = \lambda \sum_{nm} \int d^n \mathbf{x} \sqrt{-g} \psi^*_n(\mathbf{x}) \psi_m(\mathbf{x}) e^{i \Omega_{nm} \tau} \mu^b(\mathbf{x}) \hat{O}^b(\mathbf{x})
\]
\[
\times |\psi_n\rangle|\psi_m\rangle + \text{H.c.},
\]
where \( \Omega_{nm} = E_n - E_m \) is the energy gap between the states labelled by \( n \) and \( m \). Then, in order to draw a better comparison with the previous models in the literature (See e.g. [11] [52] [63]), we define the spacetime smearing tensors \( (\Lambda_{nm})^b(\mathbf{x}) = \psi_n(\mathbf{x}) \psi^*_m(\mathbf{x}) \mu^b(\mathbf{x}) \). We can then write the Interaction Hamiltonian as
\[
\hat{H}_I(\tau) = \lambda \sum_{nm} \int d^n \mathbf{x} \sqrt{-g} (\Lambda_{nm})^b(\mathbf{x}) \hat{O}^b(\mathbf{x}) e^{i \Omega_{nm} \tau} |\psi_n\rangle|\psi_m\rangle
\]
\[
+ \text{H.c.}
\]
The integrand in the expression above can be identified as the Hamiltonian density. In fact, most recent studies that consider finite-sized particle detectors in curved spacetimes (for instance [18, 20, 35, 41, 46, 47, 50, 53, 65, 67, 68]) prescribe the interaction of the detector with the field in terms of the Hamiltonian density in order to highlight the locality of the theory. In the approach presented here, locality is implemented in terms of the dependence on the position operator of the non-relativistic quantum system.

Overall, the model of Eq. [40] for the interaction of a localized non-relativistic quantum system with a quantum field represents the most general interaction between a non-relativistic quantum system localized around a trajectory and an operator in a quantum field theory. The considerations about the description of non-relativistic quantum systems in curved spacetimes from Section [11] (including its regimes of validity and covariance of the model) also apply to the general particle detector models presented here, and naturally impose a limit for the regime of validity for these models.

Although the model of Eq. [40] is very general, and as we will see, can recover many models in the literature, it is not able to implement some features of specific models in the literature, specially when it comes to delocalization of the center of mass of detectors, which was considered in [75, 76], for instance. This delocalization would amount to describing the curve \( z(\tau) \) quantum mechanically, which would require significant changes in our formalism, and are out of the scope of this manuscript.

As we will show in the examples below, previous particle detector models used in the literature can be recovered from the model of Eq. [40] by choosing an appropriate quantum system, together with the detector and field operator that mediate the interaction.

### 1. The scalar UDW model

The simplest scalar UDW model found in the literature consists of a two-level system coupled to a real scalar quantum field \( \phi(x) \) according to the interaction Hamiltonian weight [35] [56] [63–65]
\[
\hat{h}_I(\tau) = \lambda \Lambda(x)(e^{i \Omega \tau} \hat{\sigma}^+ + e^{-i \Omega \tau} \hat{\sigma}^-) \hat{\phi}(x),
\]
where \( \lambda \) is the coupling constant, \( \Lambda(x) \) is the (real) spacetime smearing function, \( \Omega \) is the energy gap between the two-levels of the system, and \( \hat{\sigma}^\pm \) are the raising and lowering operators.

The interaction of Eq. [45] can be recovered from the general model of Eq. [40] from any non-relativistic quantum system by restricting it to two-levels and neglecting the terms of the interaction which commute with the detector’s free Hamiltonian. Consider a localized quantum system that is entirely described by its position degrees of freedom and has (\( \tau \) independent) discrete energy levels \( E_n \) with eigenstates \( |\psi_n\rangle \). We prescribe the interaction with the quantum field by the Hamiltonian
\[
\hat{H}(\tau) = \lambda \gamma(\tau, \mathbf{x}) g(\tau, \mathbf{x}) \hat{\phi}(\tau, \mathbf{x}),
\]
where \( g(x) = g(\tau, \mathbf{x}) \) is any real scalar function evaluated in Fermi normal coordinates. We then identify the operator \( \hat{\mu}(\tau) = g(\tau, \mathbf{x}) \) and the field operator \( \hat{O}(x) = \phi(x) \), so that Eq. [40] reads
\[
\hat{H}_I(\tau) = \lambda \sum_{nm} \int d^n \mathbf{x} \sqrt{-g} \Lambda_{nm}(x) \hat{\phi}(x) e^{i \Omega_{nm} \tau} |\psi_n\rangle|\psi_m\rangle,
\]
with \( \Omega_{nm} = E_n - E_m \) and \( \Lambda_{nm}(x) = \psi^*_n(x) \psi_m(x) g(\tau, \mathbf{x}) \).

The terms which commute with the free Hamiltonian would only promote a shift in the energy levels of the theory, and would not show up in the leading order corrections to most quantities of interest when considering particle detectors. For this reason, these terms can be ignored for most applications of particle detector models.
Restricting this system to two energy levels with an energy gap $\Omega$, say $n = g$ and $m = e$, we obtain the Hamiltonian

$$\hat{H}_1(\tau) = \lambda \int d^3x \sqrt{-g} \hat{\phi}(x)$$

$$+ \left( \Lambda_{eg}(x) e^{\Omega \tau} |\psi_g\rangle\langle\psi_g| + \Lambda_{ge}(x) e^{-\Omega \tau} |\psi_g\rangle\langle\psi_e| + \Lambda_{gg}(x) |\psi_g\rangle\langle\psi_g| + \Lambda_{ee}(x) |\psi_e\rangle\langle\psi_e| \right),$$

where we split the terms which do not commute with the free Hamiltonian in the second line, and the terms which do in the third line. As previously mentioned, in order to recover the UDW model, we neglect the terms which commute with the free Hamiltonian of the detector. This is a reasonable assumption if one is mostly interested in the excitation and de-excitation of the detector, as these terms do not contribute to energy level excitations to leading order in perturbation theory. In order to recover the UDW model, we assume that $\psi_g(x)\psi_e(x) = \psi_e(x)\psi_e(x)$, so that $\Lambda(x) = \Lambda_{ge}(x) = \Lambda_{eg}(x)$, and the interaction Hamiltonian reads

$$\hat{H}_1(\tau) = \lambda \int d^3x \sqrt{-g} \Lambda(x) \left( e^{\Omega \tau} |\psi_g\rangle\langle\psi_g| + e^{-\Omega \tau} |\psi_g\rangle\langle\psi_e| \right) \hat{\phi}(x).$$

(49)

Denoting $\hat{\sigma}^+ = |\psi_e\rangle\langle\psi_g|$ and $\hat{\sigma}^- = |\psi_g\rangle\langle\psi_e|$, one then identifies the exact same Hamiltonian density from Eq. [40].

It is worth mentioning that instead of neglecting the part of the interaction Hamiltonian which commutes with the detector’s free Hamiltonian, one could alternatively model an auxiliary internal degree of freedom for the detector in $\mathcal{H}_s = \mathbb{C}^2$ in order to recover the UDW model. Then, by adding an energy gap for states $|0\rangle, |1\rangle \in \mathbb{C}^2$ one could choose the ground and excited states as $|\psi_g\rangle = |\psi_g, 0\rangle$ and $|\psi_e\rangle = |\psi_e, 1\rangle$ and $\hat{\mu}(\tau, x) = g(\hat{\phi}(\hat{\sigma}^+(\tau) + \hat{\sigma}^-(\tau))$. These choices together with the reduction to the two dimensional subspace spanned by $|\psi_g\rangle$ and $|\psi_e\rangle$ reduce the model of Eq. [40] to Eq. [45] exactly. Thus, we have argued how the general particle detector model from Eq. [40] can be used to recover the most used particle detector model in the literature by picking a quantum system which yields the corresponding spacetime smearing function $\Lambda(x)$.

Finally, we mention that one could choose any other scalar operator for $\hat{O}(x)$, such as $\hat{\phi}^2(x)$, which would give detector models studied in [69, 71], for instance. Moreover, the quantum field theory that the detector couples to can be more general than a scalar field theory. For instance, for a spinor field $\psi(x)$, the operator $\hat{O}(x)$ can be chosen as $\hat{O}(x) = \psi(x)\psi(x)$, which would recover other models studied in [69, 71], for instance. A generalization of the reduction presented here can also be carried naturally for the case of complex scalar fields, recovering the scalar models of [20, 34, 35]. Overall, the model of Eq. [40] can be used to recover any coupling with a scalar quantum field, or with a scalar operator in a more general quantum field theory.

2. The light-matter interaction

In order to recover models of particle detectors based on the light-matter interaction, and to extend these to curved spacetimes, we consider our non-relativistic quantum system to be a hydrogen atom. That is, its free Hamiltonian is prescribed as

$$\hat{H}_{\text{atom}} = \frac{\hat{p}^2}{2m_e} - \frac{e^2}{4\pi|x|},$$

(50)

where $m_e$ is the reduced mass of the electron, and $e$ its fundamental charge. This Hamiltonian admits bound states $|\psi_{nlm}\rangle$ labelled by three quantum numbers, with $n \in \mathbb{N}$, $0 \leq l \leq n - 1$, $-l \leq m \leq l$, so that $\hat{H}_{\text{atom}} |\psi_{nlm}\rangle = E_n |\psi_{nlm}\rangle$, where $E_n = -\alpha^2 m_e/2n^2$ and $\alpha$ denotes the fine structure constant.

The interaction of an atom with a background quantum electromagnetic field then defines a particle detector model, where a localized non-relativistic quantum system (the atom) couples to a quantum field (the electromagnetic field). Although there are different ways of prescribing this interaction [32, 33], here we will focus on the so-called dipole interaction, where, for inertial motion in flat spacetimes, the interaction Hamiltonian can be written as

$$\hat{H}_1(t) = -e \hat{x} \cdot \hat{E}(t, \hat{x}),$$

(51)

where $\hat{E}(t, \hat{x})$ is the electric field in the frame of the atom.

It is important to mention that the Hamiltonian of Eq. [51] only accurately models the interaction of an atom with the electromagnetic field in some regimes. The Hamiltonians from Eqs. [50] and [51], together with a description for the electric field then determine a particle detector model for an inertial atom in flat spacetime.

In order to consider this system undergoing a trajectory $z(\tau)$ in curved spacetimes, we must first check the conditions for the framework presented in Section 11 to be applicable. That is, we must have that the system is more localized than the Fermi bound of the curve and that its non-relativistic energy is sufficiently smaller than its rest energy. For an electron in an atom, we have $|E| \sim 13.6\text{eV}$ and $m_e \approx 0.5\text{MeV}$, so that this approximation is valid. In order to address the localization of the atom, we use that an atom’s extension in space can be approximately bounded by $1/|E|$, where $E$ is the average energy of the state considered. Assuming the Hydrogen atom to be in the state $|\psi_{nlm}\rangle$, and using the estimate

\[9\] The interested reader can check [32, 33] for more detailed discussions.
for the Fermi bound of Eq. (6), we find that a regime where the formalism can be used for this description is when
\[
\frac{1}{|E_0|} = \frac{2n^2}{\alpha^2 m_e c} < \frac{1}{a + \sqrt{\lambda_R}}. \tag{52}
\]
That is, an atom is well described undergoing an accelerated motion in curved spacetimes if its proper acceleration added to the square root of the largest eigenvalue of \(-R_{00}\) is smaller than \(\alpha^2 m_e c/2n^2\). For instance, for a hydrogen atom in its ground state undergoing uniformly accelerated motion in a flat spacetime, we obtain that its acceleration must be smaller than \(10^{25}\text{m/s}^2\). This acceleration is large enough for probing an Unruh temperature as large as \(10^6\text{K}\), for instance.

Under the Fermi localization assumption, our framework then allows us to describe an atom undergoing a trajectory \(z(\tau)\) in a curved spacetime. We promote the \(\hat{x}\) and \(\hat{p}\) operators according to Eqs. (17) and (18), and take into account the redshift factor discussed in Eq. (21) in the Hamiltonian, which introduces new dynamics to the atom due to its acceleration and due to the curvature of spacetime. These can be approximated by Eq. (32).

In order to describe the coupling of the atom with the field, one must prescribe the interaction of Eq. (51) covariantly, evaluating it in Fermi normal coordinates, and replacing \(x \rightarrow \hat{x}\). We start by discussing the operator \(\hat{E}(\tau, x)\). The effective electric field seen by an observer with four-velocity \(v^\mu\) can be written as
\[
E^\mu(x) = F^{\mu\nu}(x)v_\nu. \tag{53}
\]
\(E^\mu(x)\) is then always a spacelike vector orthogonal to \(v^\mu\), so that the electric field is defined in the rest space associated to the observer. The electric field associated to observers that move along constant \(x\) curves in Fermi normal coordinates can then be written as \(E^\mu(x) = F^{\mu\nu}(x)u_\nu(x)\), where \(u^\mu(x) = (\partial^\tau)^\mu/\sqrt{g_{\tau\tau}}\) is the four-velocity of observers moving along lines defined by \(x = \text{const}\). The position vector \(x\) in the dipole interaction can then be associated with the position vector in Fermi normal coordinates, \(x = x^I e_I\). Thus, the classical interaction Hamiltonian between the atom and the field can be written as
\[
H_I(\tau) = -e\gamma(\tau, x)x^I E_I(\tau, x), \tag{54}
\]
where we added the classical redshift from Eq. (21) and the contraction \(x^I E_I\) naturally generalizes the dot product from Eq. (51). The quantum Hamiltonian then reads
\[
\hat{H}_I(\tau) = -e\gamma(\tau, \hat{x})\hat{x}^\mu E^\mu(\tau, \hat{x}), \tag{55}
\]
where \(x^\mu = (0, x^I)\). Notice that this Hamiltonian is self-adjoint, because it is only a function of the position operator \(\hat{x}\). In terms of the \(\hat{\mu}\) operator defined in Eq. (40), this particle detector model couples to the electromagnetic field strength, \(F^\mu\nu(x)\), so that the \(\hat{\mu}E^\mu(\tau, \hat{x})\) operator that defines it is \(\hat{\mu}\nu(\tau, \hat{x}) = \hat{x}^\mu u_\nu(\tau, \hat{x})\) and the coupling constant is given by \(\lambda = -e\). Thus, we have shown how to describe the light-matter interaction in curved spacetimes as a particular case of the particle detector model of Eq. (40).

### B. Consequences of the acceleration-curvature dynamics for particle detector models

As discussed in Subsections III B and III D, when one considers a non-relativistic quantum system undergoing a timelike trajectory in curved spacetimes, the acceleration of the trajectory and the curvature of spacetime influence the dynamics of the particle according the the redshift factor in Eq. (21). Under the assumptions that 1) the kinetic plus potential energy of the system is sufficiently small compared to its rest energy and 2) the system is sufficiently localized with respect to the curvature radius of spacetime and its inverse acceleration, the dynamics introduced by the system’s motion and the background spacetime are associated with the Hamiltonian
\[
\hat{H}_{\text{rel}}(\tau) = ma_\tau(\tau)\hat{x}^j + \frac{m}{2} R_{0i0j}(\tau)\hat{x}^i\hat{x}^j, \tag{56}
\]
from Eq. (32). These dynamics can by themselves promote energy level transitions within a particle detector, which generate an extra source of noise when probing a quantum field. That is, in order to be able to use a particle detector model to infer properties of a quantum field, one must make sure that the dynamics introduced by the system’s trajectory and curvature of spacetime are sufficiently smaller than the effect of the interaction with the field. In this section, we discuss this regime in detail, and show how one could keep track of these new internal dynamics of particle detectors.

When one considers particle detector models, it is usual to assume that the Hamiltonian \(\hat{H}\) in Eq. (22) is time independent, so that one can apply perturbative techniques and use the interaction picture by picking the free Hamiltonian to be \(\hat{H}^0\). Notice that for general motion in a curved spacetime, the Hamiltonian \(\hat{H}_{\text{rel}}(\tau)\) in Eq. (56) will depend on the time parameter \(\tau\). In most cases, this forces one to treat the effect from the curve’s acceleration and the curvature of spacetime perturbatively. Thus, in order to apply perturbative techniques and to use the interaction picture with free Hamiltonian \(\hat{H}\), one would obtain an effective interaction Hamiltonian \(\hat{H}_I(\tau)\) that is the interaction with the quantum field from Eq. (40). Thus, as expected, the resulting excitations of the detector will be both due to the interaction

---

10 Notice that while \(\hat{H}\) is picked as the free Hamiltonian, the dynamics of the detector’s internal degree of freedom are governed by the Hamiltonian \(\hat{H}(\tau) = \hat{H} + \hat{H}_{\text{rel}}(\tau)\).
with the field and due to the relativistic corrections in $H_{\text{rel}}(\tau)$.

The interaction unitary time evolution operator for the detector and field system can be written as

$$\hat{U}_I = \mathcal{T}_\tau \exp \left( -i \int d\tau \hat{H}_I(\tau) \right), \quad (58)$$

where $\mathcal{T}_\tau$ denotes the time ordering operation with respect to the time parameter $\tau$. Notice that due to the non-relativistic nature of the detector, different choices of time parameter will in general result in different time evolution operators. This has been discussed in detail in [65], and the discussion naturally carries over to the general models presented here. In essence, this unitary time evolution operator promotes time evolution of the field and detector with respect to the proper time of the detector’s trajectory. This is justified because the interaction with the field is also prescribed in this frame.

The time evolution operator $\hat{U}_I$ is well defined under the assumption of Fermi localization. If the wavefunctions are not compactly supported, but instead are approximately Fermi localized, the effect of their tails is negligible, similar to the discussion in Subsection 11.4. Thus, within the regime of validity of the model, the operator $\hat{U}_I$ in Eq. (58) is well defined, and can be used to describe the unitary time evolution of the detector and field states.

Working perturbatively in the Hamiltonian $\hat{H}_I(\tau)$, we can then apply the Dyson expansion to the time evolution operator, so that

$$\hat{U}_I = 1 + \hat{U}_I^{(1)} + \hat{U}_I^{(2)} + \mathcal{O}(3), \quad (59)$$

where $\mathcal{O}(3)$ denotes terms of third order in $\hat{H}_I(\tau)$ and

$$\hat{U}_I^{(1)} = -i \int d\tau \hat{H}_I(\tau), \quad (60)$$

$$\hat{U}_I^{(2)} = -i \int d\tau d\tau' \hat{H}_I(\tau) \hat{H}_I(\tau') \theta(\tau - \tau'), \quad (61)$$

where $\theta(\tau - \tau')$ denotes the Heaviside step function, which introduces time ordering with respect to $\tau$. By writing $\hat{H}_I(\tau) = \hat{H}_I(\tau) + \hat{H}_{\text{rel}}(\tau)$, we can split the unitary time evolution due to the interaction with the field ($\hat{H}_I(\tau)$) and due to the acceleration of the trajectory and curvature of spacetime ($\hat{H}_{\text{rel}}(\tau)$) as

$$\hat{U}_I^{(1)} = \hat{U}_{\text{field}}^{(1)} + \hat{U}_{\text{rel}}^{(1)}, \quad (62)$$

$$\hat{U}_I^{(2)} = \hat{U}_{\text{field}}^{(2)} + \hat{U}_{\text{mix}}^{(2)} + \hat{U}_{\text{rel}}^{(2)}, \quad (63)$$

where

$$\hat{U}_{\text{field}}^{(1)} = -i \int d\tau \hat{H}_{\text{field}}(\tau),$$

$$\hat{U}_{\text{field}}^{(2)} = -i \int d\tau d\tau' \hat{H}_{\text{field}}(\tau) \hat{H}_{\text{field}}(\tau') \theta(\tau - \tau'),$$

$$\hat{U}_{\text{field}}^{(2)} = -i \int d\tau d\tau' \hat{H}_{\text{field}}(\tau) \hat{H}_{\text{field}}(\tau') \theta(\tau - \tau'),$$

$$\hat{U}_{\text{rel}}^{(1)} = -i \int d\tau \hat{H}_{\text{rel}}(\tau),$$

$$\hat{U}_{\text{rel}}^{(2)} = -i \int d\tau d\tau' \hat{H}_{\text{rel}}(\tau) \hat{H}_{\text{rel}}(\tau') \theta(\tau - \tau'),$$

and

$$\hat{U}_{\text{mix}}^{(2)} = -\int d\tau d\tau' \left( \hat{H}_{\text{field}}(\tau) \hat{H}_{\text{rel}}(\tau') + \hat{H}_{\text{rel}}(\tau) \hat{H}_{\text{field}}(\tau') \right) \theta(\tau - \tau'),$$

$$\hat{U}_{\text{field}}^{(2)} = -\int d\tau d\tau' \hat{H}_{\text{rel}}(\tau) \hat{H}_{\text{rel}}(\tau') \theta(\tau - \tau'). \quad (64)$$

We remark again that when considering particle detector models in the literature, one usually neglects the change in the internal dynamics of the detector due to its motion and the spacetime curvature. This corresponds to setting $\hat{H}_{\text{rel}} = 0$, so that the only contributions up to $\mathcal{O}(3)$ in the interaction are due to $\hat{U}_{\text{field}}^{(1)}$ and $\hat{U}_{\text{field}}^{(2)}$. The remaining terms are additional corrections predicted by our formalism.

In order to provide an explicit example, we consider the excitation probability for the detector to transition from a state $|\psi_n\rangle$ to an orthogonal state $|\psi_m\rangle$ when the field is in a Hadamard state $\omega$ [72, 73], so that its odd n-point functions vanish. Then, the excitation probability can be written as the expected value of the field operator

$$\langle \psi_n | \hat{U}_I^\dagger | \psi_m \rangle \hat{U}_I | \psi_n \rangle \quad (65)$$

in the state $\omega$. To second order in the interaction Hamiltonian, it is explicitly given by

$$p_{n \rightarrow m} = p_{n \rightarrow m}^{\text{field}} + p_{n \rightarrow m}^{\text{rel}}, \quad (66)$$

where

$$p_{n \rightarrow m}^{\text{field}} = \lambda^2 \int dV dV' \times A_{nm}(\omega) \langle \psi_n(x') | \psi_m(x) \rangle e^{-\Omega_{nm}(\tau - \tau')} \langle \hat{O}_n^\dagger(x) \hat{O}_m(x') \rangle \omega \quad (67)$$

is the excitation probability due to the interaction with the field, $dV = \sqrt{-g} d^{n+1}x$ is the invariant spacetime volume element and $\Omega_{nm} = E_n - E_m$ is the energy gap between the states $|\psi_n\rangle$ and $|\psi_m\rangle$. The term $p_{n \rightarrow m}^{\text{rel}}$ in Eq. (66) can be written as

$$p_{n \rightarrow m}^{\text{rel}} = \int dV dV' \psi_n^*(x) \psi_m(x') e^{-\Omega_{nm}(\tau - \tau')} \times \left( ma_i(\tau) x^i + \frac{m}{2} R_{ijkl}(\tau) x^i x^j x^l \right), \quad (68)$$

and corresponds to the effect of the acceleration of the detector and the curvature of spacetime in the excitation probability. Thus, if the particle detector detector gets excited after its interaction, one can only claim that this excitation was due to the interaction with the field if $p_{n \rightarrow m}^{\text{rel}} \ll p_{n \rightarrow m}^{\text{field}}$.

At last, we comment on a scenario where $\hat{H}_{\text{rel}}$ is time independent, where the excitation of a detector can be completely associated with the quantum field, with a change to $\Omega_{nm}$ due to its acceleration and to the curvature of spacetime. Consider the situation where the spacetime is locally static, so that it possesses a locally defined timelike killing vector field $\xi$. Then, if the detector moves along of the flux of $\xi$ and its localization is within the region where $\xi$ is Killing, we have that
\(a_i = \text{const.}\) and \(R_{0ij} = \text{const.}\), so that \(\hat{H}_{\text{rel}}\) is independent of \(\tau\). This happens for a static detector in Schwarzschild spacetime, for instance. In this case, the Hamiltonian \(\hat{H}\) in Eq. (2) is time independent, so that one can find time independent eigenstates \(\ket{\psi'_n}\) and energy values \(E'_n\) for \(\hat{H}\). Notice that \(\ket{\psi'_n}\) and \(E'_n\) will depend on \(\hat{H}_{\text{rel}}\), and implicitly depend on \(a_i\) and \(R_{0ij}\). In this case, the full \(\hat{H} = \hat{H} + H_{\text{rel}}\) Hamiltonian can be considered the free Hamiltonian in the interaction picture, and one only obtains contributions to the time evolution operator arising from the interaction with the quantum field. This procedure can also be done for the example considered in Subsection III E with a uniformly accelerated harmonic oscillator in a constant curvature spacetime, where we saw that the energy gap gets shifted according to \(\omega \mapsto \sqrt{\omega^2 - R/12}\).

Overall, we conclude that one must be careful when using particle detector models in curved spacetimes in order to probe quantum fields, because a time varying proper acceleration and spacetime curvature may create an effective noise which blurs the effect of the field. However, if these terms are small enough compared to the effect of the quantum field in the detector, most of the excitation probability (and other observables of the theory) can be associated with the field. We also identified regimes where the detector’s acceleration and curvature of spacetime can be implemented in the description of the detector, allowing one to associate detector excitations entirely with the quantum field.

V. CONCLUSIONS

In this manuscript we provided a general recipe for describing a localized non-relativistic quantum system under going a timelike trajectory in curved spacetimes. Our framework can be applied to describe any system with one position degree of freedom which is sufficiently localized in space around the trajectory. If the system fulfills this condition, we showed how to consistently define position and momentum operators in the rest spaces of the trajectory, and identified the necessary relativistic modifications to the Hamiltonian in order to implement time evolution.

We also defined the Fermi bound \(\ell\) associated to a given timelike trajectory in a curved background as the maximum proper length around the trajectory such that the Fermi normal coordinates can be used to fully describe a system with radius smaller than \(\ell\). The Fermi bound then defines a size limit for quantum systems which can be described within our framework. Moreover, we estimated the Fermi bound in terms of the spacetime curvature and the proper acceleration of the curve, providing a lower bound for the regime of validity of the model.

Finally, we applied our description of non-relativistic quantum systems to particle detector models. This allowed us to define a general particle detector model: a sufficiently localized non-relativistic quantum system which couples to any operator in a given quantum field theory. In particular, the model obtained can be reduced to other previously considered particle detector models studied in the literature, such as the UDW model and relativistic models for the light-matter interaction. We also identified the necessary modifications to the usual perturbative treatment of particle detectors, which take into account their motion and the curvature of spacetime. Overall this work is the first step towards a full characterization of localized non-relativistic quantum systems used to probe quantum fields in curved spacetimes.
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Appendix A: Estimation of the Fermi bound

In this appendix we present an estimation for the Fermi bound, that is, we find an approximate bound for the maximum radius that a region contained in the rest spaces \(\Sigma_\tau\) can have in order to be contained within the normal neighbourhood of the point \(z(\tau)\).

In order to obtain our estimate, we use the expansion of Eq. (3) for the metric in Fermi normal coordinates. It is important to notice that the approximations of Eq. (3) are not only to second order in the distance of points to the curve, but are also the first order in curvature and acceleration expansions of the metric in Fermi normal coordinates. In the regime where these expansions are valid, the Fermi bound can be estimated as the maximum radius such that the metric does not become degenerate. That is, the largest radius such that the metric of Eq. (3) is invertible. A good estimate for the \(\tau\)-Fermi bound can be given by considering the largest value of \(|x|\) such that

\[-(1 + a_i x^i) - R_{0ij} x^i x^j \neq 0. \tag{A1}\]
Notice that at $x = 0$ this gives $-1$, so that for each $\tau$ we are looking for a bound on the radius $\ell_r$ such that
\[
|\mathbf{x}| \leq \ell_r \Rightarrow -(1 + a_i x^i) - R_{0i0j} x^i x^j < 0. \tag{A2}
\]
In order to find $\ell_r$, let $a = \sqrt{a_i a^i}$ and define
\[
\lambda_R = \max_{|\mathbf{x}|=1} \left(- R_{0i0j} x^i x^j\right). \tag{A3}
\]
That is, $\lambda_R$ corresponds to the largest negative eigenvalue of $R_{0i0j}$, if there are any, else it is zero. We will now show that
\[
\ell_r = \frac{1}{a + \lambda_R} \tag{A4}
\]
fulfills the condition of Eq. (A2). Let $|\mathbf{x}| < \ell_r$, then
\[
|x| (a + \sqrt{\lambda_R}) < 1 \Rightarrow 1 - a |\mathbf{x}| \geq \sqrt{\lambda_R |\mathbf{x}|}, \tag{A5}
\]
so that using $a_i x^i \geq -a |\mathbf{x}|$,
\[
1 + a_i x^i > \sqrt{\lambda_R |\mathbf{x}|} \Rightarrow (1 + a_i x^i)^2 > \lambda_R |\mathbf{x}| \geq -R_{0i0j} x^i x^j. \tag{A6}
\]
This gives the desired result $0 > -(1 + a_i x^i)^2 - R_{0i0j} x^i x^j$. We then obtain the approximate lower bound for the $\tau$-Fermi bound,
\[
\ell_r \gtrsim \frac{1}{a + \lambda_R}, \tag{A7}
\]
which is valid for points $\mathbf{x}$ such that $|\mathbf{x}|$ is sufficiently smaller than the curvature radius of spacetime and $1/a$, which is the regime of validity of the approximation of Eq. (3). Notice that this bound works exactly in the case where there is no spacetime curvature, giving $\ell_r = 1/a$. The bound for the Fermi bound is then obtained by taking the infimum of Eq. (A7) with respect to $\tau$.

Appendix B: The redshift factor and the metric determinant

The metric in Fermi normal coordinates can be written as
\[
g = g^{\tau\tau} d\tau^2 + 2g^{\tau i} d\tau dx^i + h_{ij} dx^i dx^j. \tag{B1}
\]
Then, the inverse metric reads
\[
g^{-1} = g^{\tau\tau} \partial_{\tau} \otimes \partial_{\tau} + g^{\tau i} \partial_{\tau} \otimes \partial_i + g^{ij} \partial_i \otimes \partial_j, \tag{B2}
\]
where
\[
g^{\tau\tau} = \frac{1}{g_{\tau\tau} - g_{\tau i} g_{\tau j} h^{ij}}, \tag{B3}
\]
\[
g^{\tau i} = -\frac{g^{\tau j} g_{\tau j}}{g_{\tau\tau} - g_{\tau k} g_{\tau l} h^{kl}}, \tag{B4}
\]
\[
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