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Abstract. We reformulate the Generalized Proudman–Johnson (GPJ) equation with parameter $a$ in Lagrangian variables, where it takes the form of an inhomogeneous Liouville equation. This allows us to provide an explicit formula for the flow map, up to the solution of an ODE. Depending on the parameter $a$, we prove new criteria for global existence or formation of a finite-time singularity. In particular, we show that there exist smooth initial data which become singular in finite time for $a > 1$. Also, we give a physical derivation of the GPJ equation for general parameter values of $a$.

1. Introduction

1.1. General Overview. We will be concerned with the one-parameter family of partial differential equations

$$\begin{cases}
    u_{txx} + uu_{xxx} - au_xu_{xx} = 0, \\
    u|_{t=0} = u^0,
\end{cases}$$

(1)

the generalized Proudman–Johnson equation (henceforth abbreviated as GPJ equation), for an unknown, scalar function $u$ with initial condition $u^0$ and a parameter $a \in \mathbb{R}$. We will study equation (1) together with either Dirichlet boundary conditions, i.e., the function $u : [0, 1] \times [0, t^*) \to \mathbb{R}$ satisfies

$$u(0, t) = u(1, t) = 0, \quad t \in [0, t^*),$$

(2)

or together with periodic boundary conditions (normalizing $u$ to have zero mean), i.e., the function $\mathbb{R} \times [0, t^*)$ satisfies

$$u(x + 1, t) = u(x, t), \quad (x, t) \in \mathbb{R} \times [0, t^*),$$

$$\int_0^1 u(x, t) \, dx = 0, \quad t \in [0, t^*).$$

(3)

Throughout, we denote the maximal existence time of a solution to equation (1) as $t^*$.

Equation (1) was introduced in [1] for specific parameter values of $a$ as a model derived from high-dimensional Navier–Stokes equations with certain symmetries. Mainly, however, equation (1) has been introduced as a mathematical extension to the inviscid Proudman–Johnson equation ($a = 1$), cf. [2], which models inviscid, incompressible fluids close to a wall.

Indeed, defining the mock vorticity as $\omega := u_{xx}$, equation (1) becomes

$$\omega_t + uu_x = a\omega u_x,$$

(4)
which can be interpreted as an $a$-weighted scalar toy-model for the three-dimensional, inviscid, incompressible vorticity equation, cf. [5]. For different values of the parameter $a$, either the transport term $u \omega$ or the stretching term $\omega u$ becomes dominant. Therefore, understanding global existence and blow-up scenarios for equation (1) is expected to shed light on the role and interplay of nonlinear transport and nonlinear stretching terms in global well-posedness of solutions.

Local well-posedness of equation (1) in the periodic regime was established in [11] (cf. also [10]):

**Theorem 1.1** (Theorem 2.1 in [10]). For any $u^0_{xx} \in L^2(0,1)/\mathbb{R}$ there exists $T > 0$ and a solution of (1), satisfying periodic boundary conditions, unique in the class \( u_{xx} \in C \left( [0,T]; L^2(0,1)/\mathbb{R} \right) \cap C^1_w \left( [0,T]; H^{-1}(0,1)/\mathbb{R} \right) \), \( m = 1, 2, ..., \), then \( u_{xx} \in C^m \left( [0,T]; H^m(0,1)/\mathbb{R} \right) \).

Different global-existence and blow-up scenarios for equation (1) have been analyzed. The following theorem gives an overview of some criteria for periodic solutions.

**Theorem 1.2** (Theorem 3.3 in [10]). The following statements hold true:

1. Suppose that $a < -2$ and that $\int_0^1 \left( u^0(s) \right)^3 ds < 0$. Then $\|u_x(t)\|_{L^2(0,1)}$ blows up in finite time.
2. Suppose that $-2 \leq a < -1$. Then $u_x$ remains bounded in $L^2$-norm but blows up in finite time in $L^\infty$ norm unless $u \equiv 0$.
3. Suppose that $-1 \leq a < 0$ and that $u^0_{xx} \in L^{-\frac{1}{2}}(0,1)/\mathbb{R}$. Then the solution exists globally in time.
4. Suppose that $0 \leq a < 1$ and that $u^0_{xxx} \in L^{\frac{1}{1-a}}(0,1)/\mathbb{R}$. Then the solution exists globally in time.

In [3], existence of global weak solutions to equation (1) for the parameter range $a = -\frac{n+3}{n+1}$, $n \in \mathbb{N}$ and in [4] for a general $a \in [-2, -1)$ has been proved by the method of characteristics, devised in [1] in the context of the Hunter–Saxton equation.

In [12, 13], different global existence and blow-up scenarios where proved for $u_x$, based on a representation formula for the derivative of the velocity field along trajectories. In [12, 13], it is first noted that $u_x$ along trajectories satisfies a Riccati differential equation, which is equivalent to a second-order ODE for which then, in turn, knowledge of a special solution implies a representation formula for the general solution.

In [6, 14], blow-up conditions for $a = 1$ and general $a$ are given by a method based on the time evolution of suprema and infima. For the special case $a = 1$ (Proudman–Johnson equation), different, more specific blow-up criteria can be obtained, cf. [2] for various methods related to trajectories.

For parameters $a > 1$, comparably little is known about the formation of a singularity. In [10], special, non-smooth self-similar solutions of the form $u(x,t) = \frac{F(x)}{t^{1-a}}$ with blow-up time $T$ where constructed by solving the ODE

\[ F'' + FF''' - aF'F'' = 0, \]
for $a > 1$. For more special blow-up solutions, we also refer to [8]. Equation (6), however, only admits non-smooth solution for $a > 1$, while numerical computations show that also smooth initial conditions become singular in finite time for this parameter range, cf. [?].

1.2. Results of the paper. In this paper, we prove new criteria on global existence and formation of a finite-time singularity of equation (1) in the class of $x$-Lipschitz continuous velocity fields. We remark that the presented methods also apply to lower regularity solutions.

First, the GPJ equation is reformulated in Lagrangian variables (Section 1.3), where it takes the form of an inhomogeneous Liouville equation. Subsequently, along the same lines as in Liouville’s original paper [7], we solve the equation for the flow map and present an explicit solution formula - explicit up to the solution of an ordinary differential equation (Section 1.4). This allows us to infer several global existence and singularity criteria (Section 2). Specifically, we can report the following improvements and novelties compared to the results in [11], i.e., the assumptions of Theorem 2.3 compare to the assumptions of our main theorem, Theorem 1.2, as follows.

1. The assumptions in Theorem 2.3 for the parameter regime $a < -3$ only involve integrability constraints of the second derivative of $u_0$ or a comparison of the minimum and the $L^2$-norm of $u_0$, which are weaker as compared to the sign assumption on $\int_0^1 (u_0(s))^3 \, ds$ in Theorem 1.2.

2. The regime where a singularity forms for any sufficiently smooth initial condition is extend from $[-2, -1)$ in Theorem 1.2 to $[-3, -1)$ in Theorem 2.3.

3. The integrability assumptions on the second derivative are weaker as compared to (3) in Theorem 1.2 for $-1 < a < 0$, while for $0 < a < 1$, Theorem 2.3 only makes assumptions on the second derivative, but not on the third derivative as (4) in Theorem 1.2. Also, global existence for $a = -1$ is proved without any further assumptions on $u_0$.

4. Theorem 2.3 provides assumptions that guarantee global existence for $a > -1$ and assumptions that guarantee the formation of a finite-time singularity for $a \geq 1$, even for smooth initial conditions, for which, to the knowledge of the author, no results have been established so far.

The main theorems are illustrated on several examples. A special emphasis is put on solutions with a parabolic initial velocity field, for which the derivative of the flow map satisfies the constant curvature Liouville equation (Section 1.5). Finally, in Section 3, we derive the GPJ equation for general parameter values $a \in \mathbb{R}$ from the inviscid, compressible Euler equations.

1.3. Reformulation in Lagrangian Variables. In this section, we will reformulate equation (1) in Lagrangian variables and, subsequently, solve it explicitly in terms of particle trajectories.

First, we define the flow associated to the one-dimensional, time dependent vector
field $u$, solving equation (1), as
\[
\begin{cases}
F_t(\xi, t) = u(F(\xi, t), t) =: \hat{u}(\xi, t), \\
F(\xi, 0) = \xi, \
\end{cases}
(\xi, t) \in [0, 1] \times [0, t^*],
(7)
\]
Here, $t^*$ denotes again the maximal existence time for the flow map. We will assume that the initial condition $u^0$ is sufficiently smooth to guarantee existence and uniqueness of solutions to the ODE (7). In particular, we will assume local well-posedness in the space of $x$-Lipschitz continuous functions, i.e.,
\[
u \in C\left(0, t^*; C^{Lip}(0, 1)\right).
(8)
\]
Clearly, also less restrictive assumptions on the velocity field $u$ guarantee the subsequent formulas to hold true.
We denote the first and second $x$-derivatives of $u$ along trajectories as
\[
\begin{align*}
\hat{u}_x(\xi, t) &:= u_x(F(\xi, t), t), \\
\hat{u}_{xx}(\xi, t) &:= u_{xx}(F(\xi, t), t),
\end{align*}
(9)
\]
where $F$ is a solution to (7). Given that the vector field $u$ is locally Lipschitz continuous in $x$ and continuous in $t$, it follows from standard existence and uniqueness theory of ordinary differential equations that the map $F$ defines a local diffeomorphism at any time $t \in [0, \infty)$, which implies that
\[
F_\xi(\xi, t) > 0, \\
(\xi, t) \in [0, 1] \times [0, t^*).
(10)
\]
Indeed, a sign change of $F_\xi$ at some time $t^*$ indicates a break-down of a solution to equation (7).
Assuming Dirichlet boundary conditions (2) the flow map $F$ associated to $u$ has to fixed-points at $\xi = 0$ and $\xi = 1$, i.e.,
\[
F(0, t) = 0, \\
F(1, t) = 1, \\
t \in [0, t^*).
(11)
\]
On the other hand, assuming mean-free periodic boundary conditions (3), the flow map $F(\cdot, t) : \mathbb{R} \to \mathbb{R}$ defines a diffeomorphism for every $t \in [0, t^*)$ and we obtain that
\[
F(\xi, t) = F(\xi + 1, t) - 1, \\
(\xi, t) \in \mathbb{R} \times [0, \infty),
(12)
\]
thanks to the periodicity of $u$ and the uniqueness of the flow map, or, to put it differently, the map $G(\xi, t) := F(\xi, t) - \xi$ is periodic for $(\xi, t) \in \mathbb{R} \times [0, t^*)$. The mean-free condition on $u$ translates to the following constraint for the flow map $F$:
\[
0 = \int_0^1 u(x, t) \, dx = \int_{F(0, -t)}^{F(1, -t)} u(F(\xi, t), t) F_\xi(\xi, t) \, d\xi
= \int_{F(0, -t)}^{F(1, -t)} F_t(\xi, t) F_\xi(\xi, t) \, d\xi, \\
t \in [0, t^*),
(13)
\]
where we have used the definition of $F$ in (7), the non-degeneracy condition (10) and the flow property of $F$.
By taking a $\xi$-derivatives in (7), we obtain expressions for the $x$-derivatives of $u$ along trajectories as
\[
\hat{u}_x(\xi, t) = \frac{F_\xi(\xi, t)}{F_\xi(\xi, t)} = \frac{d}{dt} \log F_\xi(\xi, t),
(14)
\]
where we have used (10) in the definition of the logarithmic derivative. Taking
another \( \xi \)-derivative in (14), we obtain
\[
\hat{u}_{xx}(\xi, t) = \frac{1}{F_\xi(\xi, t)} \left( \frac{F_{\xi\xi}(\xi, t)}{F_\xi(\xi, t)} \right) = \frac{1}{F_\xi(\xi, t)} \frac{\partial^2}{\partial \xi \partial \xi} \log F_\xi(\xi, t).
\] (15)

The time derivative of \( \hat{u}_{xx} \) along trajectories is given by
\[
(\hat{u}_{xx})_t(\xi, t) = u_{xxt}(F(\xi, t), t) + \hat{u}_{xxx}(\xi, t) F_t(\xi, t) = u_{xxt}(F(\xi, t), t) + \hat{u}_{xxx}(\xi, t) \hat{u}(\xi, t).
\] (16)

Evaluation (1) along \( x = F(\xi, t) \) and using (16), we find that
\[
\frac{d}{dt} \hat{u}_{xx} = a \hat{u}_x \hat{u}_{xx},
\] (17)
which can be solved explicitly as
\[
\hat{u}_{xx}(\xi, t) = u_{xx}^0(\xi) \exp \left\{ a \int_0^t \hat{u}_x(\xi, s) \, ds \right\},
\] (18)
where we have used that \( \hat{u}_{xx}(\xi, 0) = u_{xx}(F(\xi, 0), 0) = u_{xx}(\xi, 0) = u_{xx}^0(\xi) \). Inserting the expressions for \( \hat{u}_x \) and \( \hat{u}_{xx} \) in terms of the flow map \( F \) and its derivatives as derived in (14) and (15), equation (18) becomes
\[
\frac{1}{F_\xi(\xi, t)} \frac{\partial^2}{\partial t \partial \xi} \log F_\xi(\xi, t) = u_{xx}^0(\xi) \exp \left\{ a \int_0^t \frac{d}{dt} \log F_\xi(\xi, s) \, ds \right\} = u_{xx}^0(\xi) F_\xi(\xi, s)^a,
\] (19)
for \((\xi, t) \in [0, 1] \times [0, t^*]\), where we have used that \( \log F_\xi(\xi, 0) = \log(1) = 0 \), by the definition of \( F \) in (7). Multiplying equation (19) by \( F_\xi \) and introducing
\[
f_a(\xi, t) = F_\xi(\xi, t)^a+1,
\] (20)
for \( a \in \mathbb{R} \setminus \{-1\} \), we arrive at the equation
\[
\frac{\partial^2}{\partial t \partial \xi} \log f_a(\xi, t) = (a + 1)u_{xx}^0(\xi)f_a(\xi, s), \quad (a \neq -1)
\] (21)
for \((\xi, t) \in [0, 1] \times [0, t^*]\) and \( a \neq -1 \), while for \( a = -1 \), we simply obtain
\[
\frac{\partial^2}{\partial t \partial \xi} \log F_\xi(\xi, t) = u_{xx}^0(\xi), \quad (a = -1),
\] (22)
for \((\xi, t) \in [0, 1] \times [0, t^*] \).

Remark 1.3. Equation (21) defines an inhomogeneous Liouville equation with \((a + 1)u_{xx}^0(\xi)\) as a curvature term. For \((a + 1)u_{xx}^0(\xi) = \text{const.}\), the solution \( f_a \) describes the conformal factor of a metric on a surface with constant curvature, cf. [7]. In Section 1.5, we solve the constant curvature equation for two values of \( a \), exemplifying this remarkable property of the GPJ equation.
1.4. Solution formula for the flow map $F$. First, we will start with the explicit solution to equation \[22\]. Integrating with respect to $x$ and $t$ in \[22\], we find that

$$
\log F_{\xi}(\xi, t) = \left[u_{x1}^{0}(\xi) - u_{x1}^{0}(0)\right]t + \theta(t) + \rho(\xi),
$$

(23)

for two functions $\rho : [0, 1] \rightarrow \mathbb{R}$ and $\theta : [0, t^\ast) \rightarrow \mathbb{R}$. Denoting $\theta_0 := \theta(0)$, it follows from the definition of $F$ in \[7\] that $0 = \log(1) = \log F_{\xi}(\xi, 0) = \theta_0 + \rho(\xi)$ and hence, after taking an exponential,

$$
F_{\xi}(\xi, t) = \exp \left\{ \theta(t) - \theta_0 + \left[u_{x1}^{0}(\xi) - u_{x1}^{0}(0)\right]t \right\},
$$

(24)

Integrating once more with respect to $\xi$ we arrive at the expression

$$
F(\xi, t) = \int_{0}^{\xi} \exp \left\{ \theta(t) - \theta_0 + \left[u_{x1}^{0}(l) - u_{x1}^{0}(0)\right]l \right\} \, dl + \mu(t),
$$

(25)

for some function $\mu : [0, t^\ast) \rightarrow \mathbb{R}$.

Assuming Dirichlet boundary conditions, it follows that $\mu(t) \equiv 0$, since $F(0, t) = 0$ for all $t \in [0, t^\ast)$, and also that

$$
e_{\xi}^{\theta(t)} - \theta_0 = \int_{0}^{1} \exp \left\{ - \left[u_{x1}^{0}(l) - u_{x1}^{0}(0)\right]l \right\} \, dl,
$$

(26)

since $F(1, t) = 0$ for all $t \in [0, t^\ast)$. With these considerations, the flow map takes the from

$$
F(\xi, t) = \frac{\int_{0}^{\xi} \exp \left\{ u_{x1}^{0}(l)t \right\} \, dl}{\int_{0}^{1} \exp \left\{ u_{x1}^{0}(l)t \right\} \, dl},
$$

(27)

or, after cancellation of the term $e^{-u_{x1}^{0}(0)t}$,

$$
F(\xi, t) = \frac{\int_{0}^{\xi} \exp \left\{ u_{x1}^{0}(l)t \right\} \, dl}{\int_{0}^{1} \exp \left\{ u_{x1}^{0}(l)t \right\} \, dl}.
$$

(28)

We now turn to the case $a \neq -1$. To facilitate notation and to emphasize the connection to the geometric nature of equation \[21\], we set

$$
K_a(\xi) = (a + 1)u_{x1}^{0}(\xi), \quad \xi \in [0, 1].
$$

(29)

In our analysis, we follow the original approach of Professor Liouville as outlined in \[7\] (in the cited paper, however, only the constant curvature case $K_a = \text{const.}$ is considered).

Let $f_a = \frac{\partial g_a}{\partial \xi}$, for some function $g_a : [0, 1] \times [0, t^\ast) \rightarrow \mathbb{R}$. As $K_a$ is $t$-independent, equation \[21\] can be integrated with respect to $t$:

$$
\frac{\partial}{\partial \xi} \log \frac{\partial g_a}{\partial t} = \left(\frac{\partial g_a}{\partial t}\right)^{-1} \frac{\partial^2 g_a}{\partial t \partial \xi} = K_a g_a + \rho_1,
$$

(30)

for some function $\xi \mapsto \rho_1(\xi), \rho_1 : [0, 1] \rightarrow \mathbb{R}$. Multiplying equation \[30\] with $\frac{\partial g_a}{\partial \xi}$ and integrating once more with respect to $t$, we have that

$$
\frac{\partial g_a}{\partial \xi} = \frac{K_a}{2} g_a^2 + \rho_1 g_a + \rho_2,
$$

(31)

for some function $\xi \mapsto \rho_2(\xi), \rho_2 : [0, 1] \rightarrow \mathbb{R}$.

Equation \[31\] is a Riccati differential equation in the $\xi$-variable and can be solved
by quadrature, once a particular solution is known. So, let \( \xi \mapsto h_\alpha(\xi), h : [0, 1] \to \mathbb{R} \) be a particular (t-independent) solution to equation (31) and define

\[
g_\alpha(\xi, t) = h_\alpha(\xi) + \frac{1}{L_\alpha(\xi, t)}, \quad (\xi, t) \in [0, 1] \times [0, t^*).
\]

Then \( L_\alpha \) satisfies the linear ordinary differential equation

\[
\frac{\partial L_\alpha}{\partial \xi} = -(K_\alpha h_\alpha + \rho_1)L_\alpha - \frac{K_\alpha}{2}
=: -\rho_3 L_\alpha - \frac{K_\alpha}{2}.
\]

Equation (33) can be integrated explicitly to

\[
L_\alpha(\xi, t) = \exp \left\{ -\int_0^\xi \rho_3(s) \, ds \right\} \left( \phi(t) - \int_0^\xi \frac{K_\alpha(s)}{2} \exp \left\{ \int_0^s \rho_3(t) \, dt \right\} \, ds \right) =: \frac{1}{R(\xi)} \left( \phi(t) - \int_0^\xi \frac{K_\alpha(s)}{2} R(s) \, ds \right),
\]

for some function \( \phi : [0, t^*) \to \mathbb{R} \) and some function \( R : [0, 1] \to (0, t^*) \). Setting \( \psi(\xi) := -\frac{1}{2} \int_0^\xi K_\alpha(s) R(s) \, ds \), we can express (32) as

\[
g_\alpha(\xi, t) = h_\alpha(\xi) - \frac{2\psi'(\xi)}{K_\alpha(\xi)[\phi(t) + \psi(\xi)]}, \quad (\xi, t) \in [0.1] \times [0, t^*),
\]

and hence, \( f_\alpha \) becomes

\[
f_\alpha(\xi, t) = \frac{2\psi'(\xi)\phi'(t)}{K_\alpha(\xi)[\phi(t) + \psi(\xi)]^2}, \quad (\xi, t) \in [0, 1] \times [0, t^*),
\]

for two arbitrary functions \( \phi : [0, t^*) \to \mathbb{R} \) and \( \psi : [0, 1] \to \mathbb{R} \). Since \( f_\alpha > 0 \), we have to choose the functions \( \phi \) and \( \psi \) such that

\[
\frac{\psi'(\xi)\phi'(t)}{K_\alpha(\xi)} > 0, \quad (\xi, t) \in [0, 1] \times [0, t^*).
\]

In particular, \( \phi \) is either increasing or decreasing. Finally, since \( f_\alpha > 0 \), we arrive at

\[
F_\xi(\xi, t) = \left( \frac{2\psi'(\xi)\phi'(t)}{K_\alpha(\xi)[\phi(t) + \psi(\xi)]^2} \right)^{-\frac{1}{\gamma_1}}, \quad (\xi, t) \in [0.1] \times [0, t^*).
\]

We will determine the functions \( \phi \) and \( \psi \) in (38) to match the boundary conditions of the flow map \( F \). First, evaluating (38) at \( t = 0 \) and using the definition of \( F \) in (7), it follows that

\[
\frac{2\psi'(\xi)\phi_0'}{K_\alpha(\xi)[\phi_0 + \psi(\xi)]^2} = 1,
\]

where we have denoted \( \phi(0) = \phi_0 \) and \( \phi'(0) = \phi_0' \). Equation (39) can be integrated explicitly to

\[
\psi(\xi) = -\frac{1 + \phi_0 \left( \kappa + \frac{1}{2\kappa_0} \int_0^\xi K_\alpha(s) \, ds \right)}{\kappa + \frac{1}{2\kappa_0} \int_0^\xi K_\alpha(s) \, ds}, \quad \xi \in [0, 1],
\]
for some constant $\kappa \in \mathbb{R}$. Since $K_a(\xi) = (a + 1)u_x^0(\xi)$, equation (40) reduces to

$$
\psi(\xi) = -\frac{1 + \phi_0}{\kappa + \frac{\alpha + 1}{2\phi_0}u_x^0(\xi)} \left( \kappa + \frac{\alpha + 1}{2\phi_0}u_x^0(\xi) \right), \quad \xi \in [0, 1],
$$

(41)

and $F_\xi$ becomes

$$
F_\xi(\xi, t) = \left( \frac{\phi'(t)}{\phi_0} \right)^{\frac{1}{\alpha+1}} \left[ 1 - (\phi(t) - \phi_0) \left( \kappa + \frac{\alpha + 1}{2\phi_0}u_x^0(\xi) \right) \right]^{-\frac{2}{\alpha+1}}, \quad (\xi, t) \in [0, 1] \times [0, t^*].
$$

(42)

Rescaling

$$
\phi(t) \mapsto \frac{1}{\phi_0}(\phi(t) - \phi_0),
$$

we can assume that $\phi_0 = 0$ as well as $\phi'_0 = 1$ and hence, equation (42) simplifies to

$$
F_\xi(\xi, t) = (\phi'(t))^{\frac{1}{\alpha+1}} \left[ 1 - \phi(t) \left( \kappa + \frac{\alpha + 1}{2}u_x^0(\xi) \right) \right]^{-\frac{2}{\alpha+1}}, \quad (\xi, t) \in [0, 1] \times [0, t^*],
$$

(44)

for some $\kappa \in \mathbb{R}$. We can give an expression of the constant $\kappa$ in terms of the function $\eta$ as follows. Taking a $t$-derivative in equation (48), it follows from the boundary condition $F_\xi(\xi, 0) = u_x^0(\xi), \quad \xi \in [0, 1]$ that

$$
\frac{1}{a + 1} \phi''_0 + \frac{2}{a + 1} \left( \kappa + \frac{a + 1}{2}u_x^0(\xi) \right) = u_x^0(\xi), \quad \xi \in [0, 1],
$$

(45)

where we have used that $\phi(0) = 0$, as well as $\phi'(0) = 1$ and where we have abbreviated $\phi''_0 := \eta''(0)$. Hence, $\kappa$ is given as

$$
\kappa = -\frac{\phi''_0}{2},
$$

(46)

Sine $\kappa$ as given by equation (46) is a second-derivative property of the function $\phi$, the flow map $F$ should not depend upon $\kappa$. Indeed, we can define another function $\eta$ through the Möbius transform

$$
\eta(t) = \frac{\phi(t)}{1 - \kappa \phi(t)}, \quad \phi(t) = \frac{\eta(t)}{1 + \kappa \eta(t)}, \quad t \in (0, t^*),
$$

(47)

which also satisfies $\eta(0) = 0$ and $\eta'(0) = 0$ such that the derivative of the flow map becomes

$$
F_\xi(\xi, t) = (\eta'(t))^{\frac{1}{\alpha+1}} \left[ 1 - \eta(t) \frac{a + 1}{2}u_x^0(\xi) \right]^{-\frac{2}{\alpha+1}}, \quad (\xi, t) \in [0, 1] \times [0, t^*],
$$

(48)

i.e., we have eliminated the dependence upon $\kappa$ while keeping the first-derivative properties of the unknown function $\eta$.

Integrating equation (48) with respect to $\xi$ gives

$$
F(\xi, t) = \mu(t) + (\eta'(t))^{\frac{1}{\alpha+1}} \int_0^\xi \left[ 1 - \eta(t) \frac{a + 1}{2}u_x^0(s) \right]^{-\frac{2}{\alpha+1}} ds, \quad (\xi, t) \in [0, 1] \times [0, t^*],
$$

(49)

for some function $\mu : [0, t^*) \to \mathbb{R}$ and some $\kappa \in \mathbb{R}$.
Assuming Dirichlet boundary conditions \([11]\), it immediately follows that \(\mu \equiv 0\) and hence
\[
F(\xi, t) = (\eta'(t))^{-\frac{1}{2\pi}} \int_0^\xi \left[ 1 - \eta(t) \frac{a + 1}{2} u_x^0(s) \right]^{-\frac{1}{2\pi}} ds, \quad (\xi, t) \in [0, 1] \times [0, t^*). \tag{50}
\]
To match the boundary condition \(F(1, t) = 1, \quad t \in [0, t^*)\), the function \(\eta\) has to satisfy the implicit ordinary differential equation
\[
(\eta'(t))^{-\frac{1}{2\pi}} \int_0^1 \left[ 1 - \eta(t) \frac{a + 1}{2} u_x^0(s) \right]^{-\frac{1}{2\pi}} ds = 1, \quad t \in [0, t^*), \tag{51}
\]
which, in general, cannot be solved explicitly.

Assuming periodic mean-free boundary conditions \([3]\), which imply that \(F(\xi, t) = F(\xi + 1, t) - 1, \quad t \in [0, t^*)\), we obtain that \(\eta\) as to satisfy equation \((51)\) has well. By the mean-free constraint \((13)\), the function \(\mu\) is then given as the solution to the differential equation
\[
\mu'(t) = -\frac{1}{\int_0^{\eta'(t)} \int_0^\xi \left[ 1 - \eta(t) \frac{a + 1}{2} u_x^0(s) \right]^{-\frac{1}{2\pi}} ds} \times \frac{d}{dt} \left( \int_0^{\eta'(t)} \int_0^\xi \left[ 1 - \eta(t) \frac{a + 1}{2} u_x^0(s) \right]^{-\frac{1}{2\pi}} ds \right) d\xi, \tag{52}
\]
with initial condition \(\mu(0) = 0\), since \(F(0, \xi) = \xi\).

Note that formula \((49)\) only holds as long as \(\eta'(t) \geq 0\) and \(1 - \eta(t) \frac{a + 1}{2} u_x^0(\xi) > 0\) for all \(\xi \in (0, 1)\).

**Example 1.4** \((a = -3, \text{Burger’s equation})\). Assume Dirichlet boundary conditions and let \(a = -3\). For this parameter value of \(a\), the GPJ equation reduces to Burger’s equation, for which the flow map can be computed easily as
\[
F_{\text{Burgers}}(\xi, t) = u^0(\xi)t + \xi, \quad (\xi, t) \in [0, 1] \times [0, t^*). \tag{53}
\]
Now, consider the flow map \((49)\) with \(a = -3\):
\[
F(\xi, t) = \sqrt{\frac{1}{\eta'(t)} \int_0^\xi 1 + \eta(t)u_x^0(s) ds} = \sqrt{\frac{1}{\eta'(t)} \left( \xi + \eta(t)u_x^0(\xi) \right)}, \tag{54}
\]
where we have used that \(u^0(0) = 0\) in the second step. Note that formula \((54)\) holds only for \(t \in [0, t^*)\), where \(1 + \eta(t)u_x^0(s) > 0\). From the second boundary condition, \(F(1, t) = 1, t \in [0, t^*)\) and \(u^0(1) = 0\), it follows that \(\eta\) satisfies the ordinary differential equation
\[
\sqrt{\frac{1}{\eta'(t)}} = 1, \quad t \in [0, t^*], \tag{55}
\]
which, remembering that \(\eta(0) = 0\) as well as \(\eta'(0) = 1\), implies that
\[
\eta(t) = t. \tag{56}
\]
The flow map then takes the form
\[ F(\xi, t) = u^0(\xi) t + \xi, \quad (\xi, t) \in [0, 1] \times [0, t^*), \]  
which is exactly the flow map of Burger’s equation. In particular, we recover the explicit formula for the blow-up time,
\[ t^* = -\frac{1}{\min_{\xi \in [0, 1]} u_x^0(\xi)}. \]  

**Example 1.5** \((a = -2, \text{ Hunter–Saxton equation})\). Assume Dirichlet boundary conditions and let \(a = -2\). For this parameter value of \(a\), the GPJ equation reduces to the Hunter–Saxton equation. Consider now the flow map \([59]\) with \(a = -2\):
\[ F(\xi, t) = \frac{1}{\eta(t)} \int_0^\xi \left[ 1 + \eta(t) \frac{1}{2} u_x^0(\xi) \right]^2 ds \]
\[ = \frac{1}{\eta(t)} \left[ \xi + u^0(\xi) \eta(t) + \frac{\eta^2(t)}{4} \int_0^\xi (u_x^0(s))^2 ds \right], \]  
for \((\xi, t) \in [0, 1] \times [0, t^*]\). We remark again that the representation formula \([59]\) only holds as long as
\[ 1 + \eta(t) \frac{1}{2} u_x^0(\xi) > 0. \]  

Evaluating equation \([59]\) at \(\eta = 1\) and using the boundary condition \(F(1, t) = 1, t \in [0, t^*]\), we obtain the following ordinary differential equation for \(\eta\):
\[ \eta'(t) = 1 + \frac{1}{4} \|u_x^0\|_{L^2([0,1])}^2 \eta^2(t), \quad t \in [0, t^*]. \]  

Equation \([61]\) can be integrated to
\[ \eta(t) = \frac{2}{\|u_x^0\|_{L^2([0,1])}} \arctan \left( \frac{\frac{t}{2} \|u_x^0\|_{L^2([0,1])}}{\eta(0)} \right), \quad t \in [0, t^*], \]  
where we have used that \(\eta(0) = 0\) and \(\eta'(0) = 1\). Finally, the flow map takes the form
\[ F(\xi, t) = \cos^2 \left( \frac{\frac{t}{2} \|u_x^0\|_{L^2([0,1])}}{\|u_x^0\|_{L^2([0,1])}} \right) \left[ \xi + \frac{2}{\|u_x^0\|_{L^2([0,1])}} \tan \left( \frac{\frac{t}{2} \|u_x^0\|_{L^2([0,1])}}{\|u_x^0\|_{L^2([0,1])}} \right) u_x^0(\xi) \right. \]
\[ + \left. \frac{1}{\|u_x^0\|_{L^2([0,1])}^2} \tan^2 \left( \frac{\frac{t}{2} \|u_x^0\|_{L^2([0,1])}}{\|u_x^0\|_{L^2([0,1])}} \right) \int_0^\xi (u_x^0(s))^2 ds \right], \quad (\xi, t) \in [0, 1] \times [0, t^*]. \]  

Since \(\eta\) blows up in finite time, we find that condition \([60]\) will be violated at the blow-up time
\[ t^* = -\frac{2}{\|u_x^0\|_{L^2([0,1])}} \frac{\|u_x^0\|_{L^2([0,1])}}{\min_{\xi \in [0, 1]} u_x^0(\xi)} \]  
\[ \frac{\arctan \left( \frac{\frac{t}{2} \|u_x^0\|_{L^2([0,1])}}{\|u_x^0\|_{L^2([0,1])}} \right)}{\frac{t}{2} \|u_x^0\|_{L^2([0,1])}}. \]  

**1.5. Constant Curvature Solutions.** Consider the GPJ equation with Dirichlet boundary conditions and initial condition \(u^0(x) = \gamma x (x - 1)\), cf. Figure 1. 
Since \(u_x^0(x) = \gamma (2x - 1)\), the representation formula \([11]\) gives
\[ F(\xi, t) = (\eta'(t))^\frac{\alpha + 1}{2A(t)(a - 1)} \int_0^\xi \left[ 1 - \gamma \frac{a + 1}{2} (2s - 1) \eta(t) \right]^{-\frac{2}{a + 1}} ds \]
\[ = (\eta'(t))^\frac{\alpha + 1}{-2A(t)(a - 1)} \left( [1 + (1 - 2\xi) A(t)]^{\frac{\alpha + 1}{2A(t)(a - 1)}} - [1 + A(t)]^{\frac{\alpha + 1}{2A(t)(a - 1)}} \right). \]
for $(\xi, t) \in [0,1] \times [0, t^*)$ and $a \neq 1$. (The case $a = 1$ will be treated below.) where we have abbreviated

$$A(t) = \gamma \frac{a+1}{2} \eta(t).$$

(66)

Using the boundary condition $F(1, t) = 1$, $t \in [0, t^*)$, the formula (65) leads to the following ordinary differential equation for the function $\eta$:

$$1 = \left(\eta'(t)\right)^{\frac{1}{2-a}} \frac{1}{\gamma(1-a)\eta(t)} \left(\left[1 - \gamma \frac{a+1}{2} \eta(t)\right]^\frac{2-a}{2-a} - \left[1 + \gamma \frac{a+1}{2} \eta(t)\right]^\frac{2-a}{2-a}\right),$$

for $t \in (0, t^*)$, which, for general $a$, cannot be solved in terms of elementary functions.

**Example 1.6** (Constant Curvature for $a = 0$). Consider the constant curvature flow (65) for $a = 0$. Equation (67) becomes

$$1 = \frac{\eta'(t)}{\left[1 - \frac{a}{2} \eta(t)^2\right]}, \quad t \in (0, t^*),$$

(68)

which, using $\eta_0 = 0$ and $\eta'_0 = 1$, can be solved to $\eta(t) = \frac{2}{\gamma} \tanh\left(\frac{\gamma}{2} t\right), \quad t \in (0, t^*)$. Hence, the flow map takes the form

$$F(\xi, t) = \frac{\xi \left(\coth\left(\frac{\gamma}{2} t\right) - 1\right)}{1 - 2\xi + \coth\left(\frac{\gamma}{2} t\right)}, \quad (\xi, t) \in [0,1] \times (0, \infty).$$

(69)

In particular, the flow map exists for all times. The time evolution of the $\xi$ of (69) now describes a surface of constant curvature, cf. Figure 2.

**Example 1.7** (Constant Curvature for $a = 1$). For $a = 1$, equation (65) becomes the Proudman–Johnson equation. We revisit the example $u^0(x) = \gamma x(x-1)$, which was already treated in [2], from a flow map point of view. The ordinary differential
Figure 2. The $\xi$-derivative of (69) for the parameter value $\gamma = 2$ and for $(\xi, t) \in [0, 1] \times [0, 1]$.

Equation (51) takes the form
\[
1 = \sqrt{\eta'(t)} \int_0^1 \frac{1}{1 - \eta(t)\gamma(2s-1)} \, ds
\]
\[
= -\sqrt{\eta'(t)} \left[ \frac{1}{2\gamma\eta(t)} \log \frac{1 - \gamma\eta(t)}{1 + \gamma\eta(t)} \right] \, ds,
\]
for $t \in [0, t^*)$. By comparing the signs of $\gamma$ and by noting that $\eta(t)$ will be positive for, at least, small $t$, equation (70) can be integrated implicitly to
\[
t = \frac{1}{4\gamma^2} \int_0^\eta \frac{1}{y^2} \log^2 \left| \frac{1 - \gamma y}{1 + \gamma y} \right| \, dy
\]
\[
=: \Psi(\eta).
\]
Since the function $y \mapsto \frac{1}{y} \log \left| \frac{1 - \gamma y}{1 + \gamma y} \right|$ is square integrable over $\mathbb{R}$, as can be seen by integration by parts, the function $\eta \mapsto \Psi(\eta)$ does not blow up and hence, the map $t \mapsto \eta(t)$ is unbounded, in fact, even blows up in finite time cf. Figure 3. This implies, that the condition $1 + \eta(t)\frac{1}{2}u_\tau^0(\xi) > 0$ will be violated at a finite time $t^* < \infty$ and hence, no global solution exists.

2. Criteria for formation of a singularity and global existence

In this section, we present some singularity criteria and global well-posedness criteria for different values of $\alpha$. Throughout, we write
\[
- u_{\min} \leq u_\tau^0(\xi) \leq u_{\max}, \quad \xi \in [0, 1],
\]
for the negative minimal value and the positive maximal value of $u_\tau^0$. In the proof of our main theorem, we will need the following inequality.

Lemma 2.1 (Reverse quadratic Bernoulli inequality). Let $x > -1$ and let $0 < \alpha < 1$. Then
\[
(1 + x)^\alpha \geq \frac{\alpha(\alpha - 1)}{2} x^2 + \alpha x + \frac{\alpha(3 - \alpha)}{2}.
\]
Figure 3. The function $\eta \mapsto \Psi(\eta)$ as defined in (71) for the parameter value $\gamma = 2$.

Proof. Since $\alpha - 1 < 0$, we can apply Bernoulli's inequality to obtain

$$(1 + x)^{\alpha - 1} \geq 1 + (\alpha - 1)x, \quad x > -1.$$  \hfill (74)

Integrating the inequality (74) from $-1$ to $x$ gives

$$\frac{1}{\alpha}(1 + x)^{\alpha} \geq x + 1 + \frac{\alpha - 1}{2}x^2 - \frac{\alpha - 1}{2}, \quad x > -1,$$  \hfill (75)

which, since $\alpha > 0$, gives (73). \hfill $\square$

Remark 2.2. Note that it is only possible to obtain a quadratic inequality of the form (73) for $0 < \alpha < 1$, as for this parameter regime, $\alpha - 1 < 0$ holds, allowing to apply the usual Bernoulli inequality to $(1 + x)^{\alpha - 1}$, while at the same time $\lim_{x \to -1}(1 + x)^{\alpha} = 0$.

The following theorem gives conditions under which the solution exists for all times or becomes singular in finite time, depending on the parameter $a$.

Theorem 2.3. Let $u \in C \left(0, t^*; C^{Lip}(0,1)\right)$ be a solution to equation (1), either with Dirichlet boundary conditions (2) or with periodic boundary conditions and zero mean (3), and let $t^* \in (0, \infty]$ be its maximal existence time.

- For $a < -3$, the solution exists only locally in time, i.e., $t^* < \infty$, provided that

$$\|u_x^0\|_{L^2(0,1)} < \sqrt{\frac{3a + 5}{a + 3}}u_{\min},$$  \hfill (76)

or provided that

$$u_{xx}^0 \in L^{\frac{2}{a+1}}(0,1),$$  \hfill (77)

for some $0 < q < -\frac{2}{a+1}$. \hfill $\lozenge$
For $-3 \leq a < -1$, the solution exists only locally in time, i.e., $t^* < \infty$ and the maximal existence time can be estimated as

$$0 < t^* < -\frac{2}{(a + 1)u_{\min}}.$$  \hfill (78)

For $a = -1$, the solution exists globally in time, i.e., $t^* = \infty$.

For $-1 < a < 1$, the solution exists globally in time, i.e., $t^* = \infty$, provided that

$$u_{xx}^0 \in L^{\frac{2}{p+2}}(0,1),$$  \hfill (79)

for some $p > -1$.

For $-1 < a$, the solution exists globally in time, i.e., $t^* = \infty$, provided that

$$u_{\max} < \frac{1}{\sqrt{1+a}}\|u_{xx}^0\|_{L^2(0,1)},$$  \hfill (80)

For $1 \geq a$, the solution exists only locally in time, i.e., $t^* < \infty$, provided that the function

$$\psi(\eta) := \int_0^1 \frac{ds}{1 - \frac{a+1}{a+\alpha} \eta u_x(s)},$$  \hfill (81)

is square-integrable over the interval $[0, \frac{2}{(a+1)u_{\max}}]$.

**Proof.** We divide the proof of Theorem 2.3 in different section, each one employing different techniques to deduce the claims. To facilitate notation, we introduce the parameter

$$\alpha = -\frac{2}{a + 1},$$  \hfill (82)

whose values in dependence upon $a$ are shown in Table 1.

| Parameter values $a$ and $\alpha$ |
|-----------------------------------|
| $-\infty < a < -3$ | $0 < \alpha < 1$ |
| $-3 \leq a < -1$ | $1 \leq \alpha < \infty$ |
| $-1 < a < 0$ | $-\infty < \alpha < -2$ |
| $0 < a < 1$ | $-2 < \alpha < -1$ |
| $1 < a, \infty$ | $-1 < \alpha < 0$ |

**Table 1**

The case $-\infty < a < -3$ or $0 < \alpha < 1$

Assume, to the contrary, that $1 + \eta(t)\frac{\partial u}{\partial t}(\xi,t) > 0$, while $\eta'(t) > 0$, for all $(\xi,t) \in [0,1] \times [0,\infty)$. First, let us assume (76). This assumption allows us to apply the
reversed quadratic Bernoulli inequality \((73)\) to equation \((51)\), which in turn implies that

\[
1 = (\eta'(t))^{\frac{1}{\alpha}} \int_0^1 \left[1 + \eta(t) \frac{u_x^0(s)}{\alpha}\right]^\alpha ds
\]

\[
\geq (\eta'(t))^{\frac{1}{2\alpha}} \int_0^1 \frac{(\alpha - 1)}{2\alpha} \left(u_x^0(s)\eta(t)\right)^2 + u_x^0(s)\eta(t) + \frac{(\alpha - 1)}{2} ds
\]

\[
= (\eta'(t))^{\frac{1}{2\alpha}} \left(\frac{\alpha(3 - \alpha)}{2} + \frac{(\alpha - 1)}{2\alpha} \|u_x^0\|^2_{L^2(0,1)}\eta^2(t)\right),
\]

for all \(t \in (0, \infty)\), where in the last equality, we have used either Dirichlet or periodic boundary conditions. Since \(a + 1 < 0\), inequality \((83)\) is equivalent to

\[
1 \leq (\eta'(t))^{\frac{1}{2\alpha}} \left(\frac{(3 - \alpha)}{2\alpha} + \frac{(\alpha - 1)}{2\alpha} \|u_x^0\|^2_{L^2(0,1)}\eta^2(t)\right)^{\frac{1}{\alpha} + 1},
\]

for \(t \in (0, \infty)\), as long as the expression in the brackets is non-negative. Therefore, \(\eta\) can be bounded from below by a monotonically increasing function which goes to

\[
\eta^* = \alpha \sqrt{\frac{3 - \alpha}{1 - \alpha} \|u_x^0\|^2_{L^2(0,1)}},
\]

as \(t \to \infty\). Therefore, for any \(\varepsilon > 0\), there exists a time \(t^*(\varepsilon)\), such that, at the minimum of the expression \(1 + \eta(t)\frac{u_x^0(\xi)}{\alpha}\) in \(\xi\), we find that

\[
1 - \eta(t^*^*) \frac{u_{\min}}{\alpha} \leq 1 - \frac{u_{\min}}{\alpha} \left(\alpha \sqrt{\frac{3 - \alpha}{1 - \alpha} \|u_x^0\|^2_{L^2(0,1)}} - \varepsilon\right)
\]

\[
< 1 - \frac{\alpha}{1 - \alpha} \|u_x^0\|^2_{L^2(0,1)} + \frac{u_{\min}}{\alpha} \varepsilon.
\]

By assumption \((76)\) and since \(\varepsilon\) was arbitrary, we obtain a contradiction.

Now, let us assume \((77)\). For any \(0 < q < \alpha\) and any two numbers \(\xi_1, \xi_2 \in [0, 1]\), we can estimate

\[
\frac{1}{\eta(q + 1)} \left[\left(1 + \eta \frac{u_x^0(\xi)}{\alpha}\right)^{q+1}\right]^{\xi_2}_{\xi_1} = \int_{\xi_1}^{\xi_2} u_x^0(s) \left(1 + \eta \frac{u_x^0(\xi)}{\alpha}\right)^q ds
\]

\[
\leq \|u_x^0\|_{L^{\frac{\alpha}{q-\alpha}}(0,1)} \left\|\left(1 + \eta \frac{u_x^0}{\alpha}\right)^q\right\|_{L^{\frac{\alpha}{\alpha-q}}(0,1)}
\]

\[
= \|u_x^0\|_{L^{\frac{\alpha}{q-\alpha}}(0,1)} \left((\int_0^1 \left[1 + \eta \frac{u_x^0(s)}{\alpha}\right]^\alpha ds\right)^{\frac{1}{\alpha}} ,
\]

for \(0 < \eta < \frac{\alpha}{u_{\min}}\), where we have applied Hölder’s inequality with the pair of conjugated exponents \(\left(\frac{q}{q-\alpha}, \frac{\alpha}{\alpha-q}\right)\), using assumption \((77)\). Since \(u_x^0\) is mean free for both Dirichlet and periodic boundary conditions, we can find \(\xi_1 < \xi_2 \in [0, 1]\) such that \(u_x^0(\xi_1) < 0\), while \(u_x^0(\xi_2) > 0\) (possibly after multiplying the first equality in
This implies that we can bound for this choice of $\xi_1$ and $\xi_2$
\[
\frac{1}{\eta(q + 1)} \left[ \left( 1 + \frac{u_0^0(\xi)}{\alpha} \right)^{q+1} \right]^{\xi_2}_{\xi_1} \geq \frac{1}{\eta(q + 1)} \left[ \left( 1 + \frac{u_0^0(\xi_2)}{\alpha} \right)^{q+1} - 1 \right].
\] (88)

Since $\frac{q}{\alpha} > 0$, we can therefore estimate
\[
\frac{1}{\eta(q + 1)} \left[ \left( 1 + \frac{u_0^0(s)}{\alpha} \right)^{q+1} \right]^{1}_{\eta(q + 1)} \left( 1 + \frac{u_0^0(\xi_2)}{\alpha} \right)^{q+1} \xi_2 \xi_1 \geq \frac{1}{\eta(q + 1)} \left[ \left( 1 + \frac{u_0^0(s)}{\alpha} \right)^{q+1} - 1 \right].
\] (89)

where we have used inequality (88) in the last step. Since now $\alpha + 1 < 0$, it follows that $\eta$ can be bounded from below by a positive multiple of the inverse of the monotonically increasing function $\Psi(\eta) := \int_0^\eta y^{-\frac{q}{\alpha}} \left[ \left( 1 + \frac{u_0^0(s)}{\alpha} \right)^{q+1} - 1 \right] dy$, (90)

which is unbounded for $\eta \in (0, \infty)$. Therefore, there exists a time $t^*$ such that $1 - \eta(t^*) \frac{u_{\text{max}}}{\alpha} < 0$ - a contradiction. This proves the claim.

The case $-3 \leq a < -1$ or $1 \leq \alpha < \infty$
Assume again, to the contrary, that $1 + \eta(t) \frac{u_0^0(\xi)}{\alpha} > 0$, while $\eta'(t) > 0$, for all $(\xi, t) \in [0, 1] \times [0, \infty)$. For this range of parameter values, the function $x \mapsto x^\alpha$ is convex, while the function $x \mapsto x^{\frac{q+1}{\alpha}}$ is monotonically decreasing. We can therefore apply Jensen’s inequality to (51) to obtain
\[
1 = \left( \eta'(t) \right)^{\frac{1}{q+1}} \int_0^1 \left[ 1 + \eta(t) \frac{u_0^0(s)}{\alpha} \right]^{\alpha} ds
\geq \left( \eta'(t) \right)^{\frac{1}{q+1}} \left( \int_0^1 1 + \eta(t) \frac{u_0^0(s)}{\alpha} ds \right)^{\alpha}
= \left( \eta'(t) \right)^{\frac{1}{q+1}},
\] (91)

for $t \in [0, \infty)$, where in the last step, we have again used either Dirichlet or periodic boundary conditions. Inverting and integrating inequality (91) gives
\[
t \leq \eta(t), \quad t \in [0, \infty),
\] (92)

where we have used the initial data for $\eta$ - again a contraction to $1 + \eta(t) \frac{u_{\text{max}}}{\alpha} > 0$ at $t^* = \frac{\alpha}{u_{\text{min}}}$.

The case $a = -1$ or $\alpha = -\infty$
In this case, we have derived the explicit formula flow map, which shows that the solution exists for all times.

\[1\text{Note that this is the maximal parameter range with these properties.}\]
The case $-1 < a < 1$ or $-\infty < \alpha < -1$

For any $p < -1$ and any two numbers $\xi_1, \xi_2 \in [0, 1]$, $\xi_1 < \xi_2$, we can calculate

$$\frac{1}{\eta(p+1)} \left[ \left( 1 + \eta \frac{u_x^0(\xi)}{\alpha} \right)^{p+1} \right]_{\xi_1}^{\xi_2} = \int_{\xi_1}^{\xi_2} \frac{u_x^0(s)}{\alpha} \left( 1 + \eta \frac{u_x^0(s)}{\alpha} \right)^p ds$$

$$\leq \|u_x^0\|_{L^{\frac{p}{p-1}}(0,1)} \left\| \left( 1 + \eta \frac{u_x^0}{\alpha} \right)^p \right\|_{L^\frac{p}{p}(0,1)}$$

$$= \|u_x^0\|_{L^{\frac{p}{p-1}}(0,1)} \left( \int_0^1 \left[ 1 + \eta \frac{u_x^0(s)}{\alpha} \right]^\alpha ds \right)\frac{\pi}{\alpha}$$

for $0 < \eta < \frac{|\alpha|}{u_{max}}$, where we have applied Hölder’s inequality with the pair of conjugated exponents $\left( \frac{\alpha}{p}, \frac{\alpha}{\alpha-p} \right)$, using assumption (79).

First, assume that $u_x^0$ attains its maximum on the interval $[0, 1]$ and let $\xi^* \in [0, 1)$ be such that $u_x^0(\xi^*) = u_{max}$. For $1 + \eta \frac{u_x^0(s)}{\alpha} > 0$, we can choose $\xi_1 = \xi^*$ and $\xi_2$ sufficiently close to $\xi_1$ to deduce that

$$\lim_{\eta \to \frac{|\alpha|}{u_{max}}} \int_0^1 \left[ 1 + \eta \frac{u_x^0(s)}{\alpha} \right]^\alpha ds = \infty,$$

(93)

since $\frac{p}{\alpha} > 0$ and since the left-hand side of inequality (93) goes to infinity as $\eta \to \frac{|\alpha|}{u_{max}}$. If $u_x^0$ attains its maximum at $\xi = 0$, multiply the first equality in (93) by $-1$ to deduce (94). Therefore, the right-hand side of equation (51) goes to infinity as $\eta \to \frac{|\alpha|}{u_{max}}$, which implies that $\eta$ is a monotonically increasing function which is bounded from above by $\frac{|\alpha|}{u_{max}}$ and hence, the solution exists for all times. This proves the claim.

The case $-1 < a$ or $-\infty < \alpha < 0$

Applying Bernoulli’s inequality to equation (51) after squaring gives

$$1 = (\eta'(t))^\frac{1}{\alpha} \int_0^1 \left[ 1 + \eta(t) \frac{u_x^0(s)}{\alpha} \right]^{\frac{2\alpha}{\alpha+1}} ds$$

$$= (\eta'(t))^\frac{1}{\alpha} \int_0^1 \left[ 1 + 2\eta(t) \frac{u_x^0(s)}{\alpha} + \frac{1}{\alpha^2} \eta^2(t) \left( u_x^0(s) \right)^2 \right]^{\frac{\alpha}{\alpha+1}} ds$$

$$\geq (\eta'(t))^\frac{1}{\alpha} \int_0^1 \left[ 1 + \eta(t) u_x^0(s) + \frac{1}{2\alpha} \eta^2(t) \left( u_x^0(s) \right)^2 \right] ds$$

$$= (\eta'(t))^\frac{1}{\alpha} \left( 1 + \frac{1}{2\alpha} \| u_x^0 \|_{L^2(0,1)}^2 \right),$$

(95)

for all $t \in (0, t^*)$, where in the last step, we have also used Dirichlet or periodic boundary conditions. Since $a + 1 > 0$, the function $x \mapsto x^{a+1}$ is monotonically increasing and it follows from (95) that $\eta$ can be bounded from above by a monotonically increasing function which goes to

$$\eta^* = \frac{\sqrt{2|\alpha|}}{\| u_x^0 \|_{L^2(0,1)}},$$

(96)
as \( t \to \infty \). Now, we can estimate

\[
1 + \eta(t) \frac{u^0_x(s)}{\alpha} \geq 1 - \eta(t) \frac{u_{\text{max}}}{|\alpha|} \\
\geq 1 - \frac{\sqrt{2|\alpha|}}{\|u^0_x\|_{L^2(0,1)}} u_{\text{max}} \\
> 0,
\]

by assumption (80). This proves the claim.

**The case** \( 1 < a \) or \(-1 < \alpha < 0\)

Assume, to the contrary, that \( 1 + \eta(t) \frac{u^0_x(\xi)}{\alpha} > 0 \), while \( \eta'(t) > 0 \), for all \((\xi, t) \in [0,1] \times [0, \infty)\). Since \(-1 < \alpha < 0\) for this parameter range, we can apply Jensen’s inequality to equation (51) to obtain

\[
1 = (\eta'(t))^{\frac{1}{\alpha+1}} \int_0^1 \left[ 1 + \eta(t) \frac{u^0_x(s)}{\alpha} \right]^\alpha ds \\
\leq (\eta'(t))^{\frac{1}{\alpha+1}} \left( \int_0^1 \left[ 1 + \eta(t) \frac{u^0_x(s)}{\alpha} \right]^{-1} ds \right)^{-\alpha},
\]

or, equivalently, after taking an \((a + 1)\)-power,

\[
1 \leq \eta'(t) \left( \int_0^1 \left[ 1 + \eta(t) \frac{u^0_x(s)}{\alpha} \right]^{-1} ds \right)^2.
\]

Since, by assumption, the function on the right-hand side of (99) is integrable over the interval \([0, |\alpha| u_{\text{max}}]\), we find that \( \eta \) can be bounded from below by a monotonically increasing function whose range includes the interval \([0, |\alpha| u_{\text{max}}]\). Thus, for every \( \varepsilon > 0 \), there exists a time \( t^*(\varepsilon) \), such that, at the minimum of the expression \( 1 + \eta(t) \frac{u^0_x(\xi)}{\alpha} \) in \( \xi \), we find that

\[
1 - \eta(t^*) \frac{u_{\text{max}}}{|\alpha|} \leq 1 - \frac{u_{\text{max}}}{|\alpha|} \left( \frac{|\alpha|}{u_{\text{max}} - \varepsilon} \right) \\
< \frac{u_{\text{max}}}{|\alpha|} \varepsilon
\]

which, since \( \varepsilon \) was arbitrary, contradicts our assumption. This proves the claim. \( \square \)

**Remark 2.4.** Generally, the integral expression on the right-hand side of equation (51) can be expanded in a Binomial series around \( \eta = 0 \) as

\[
\int_0^1 \left[ 1 + \eta(t) \frac{u^0_x(s)}{\alpha} \right]^\alpha ds = \sum_{n=0}^{\infty} \binom{\alpha}{n} \alpha^{-n} \left[ \int_0^1 \left( u^0_x(s) \right)^n ds \right] \eta^n,
\]

which, since

\[
\lim_{n \to \infty} \left( \frac{\alpha}{n} \right)^{\frac{1}{n}} = \lim_{n \to \infty} \frac{1}{\Gamma(-\alpha) \frac{1}{n^{\alpha+1}}} = 1,
\]
for $\alpha \notin \mathbb{N}$ (where the Gamma function has poles), defines an analytic function with radius of convergence

$$R = |\alpha| \left\{ \limsup_{n \to \infty} \left| \int_0^1 \left( u_0^0(s) \right)^n ds \right|^\frac{1}{\alpha} \right\}^{-1} \tag{103}$$

where the inequality in (103) can be deduced by passing to the subsequence of even $n$'s. Since $u_{\max}$ and $u_{\min}$ can be very different, we see that there is no hope on a general global existence or singularity criterion solely relying upon the failure of analyticity, i.e., of $\eta$ approaching $\| u_0^0 \|_{L^\infty(0,1)}$.

The following theorem presents more refined conditions which guarantee global existence in the parameter range $a > -1$.

**Theorem 2.5** (Improved Global Existence for $a > -1$). Let $u \in C \left( 0, t^* ; C^L(0,1) \right)$ be a solution to equation (1) with $-1 < a$, either with Dirichlet boundary conditions (2) or with periodic boundary conditions and zero mean (3), and let $t^* \in (0, \infty)$ be its maximal existence time.

- For any $n \geq 2$, let $\eta^*$ be the minimal positive root (if such a root exists) of the polynomial
  $$p_n(\eta) = 1 + \frac{1}{n} \sum_{k=2}^{n} \binom{n}{k} \left( -2 \frac{a}{a+1} \right)^{1-k} \left[ \int_0^1 \left( u_0^0(s) \right)^k ds \right] \eta^k, \tag{104}$$
  and assume that
  $$\eta^* u_{\max} < \frac{2}{a+1}. \tag{105}$$

  Then, the solution exists globally in time, i.e., $t^* = \infty$.

**Proof.** The proof is completely analogous to the proof of the third case in Theorem 2.3. Indeed, we can apply Bernoulli’s inequality after taking an $n^{th}$ power in the integral of equation (51) to obtain

$$1 = \left( \eta'(t) \right)^{\frac{n}{\alpha}} \int_0^1 \left[ 1 + \eta(t) \frac{u_0^0(s)}{\alpha} \right]^n ds \geq \left( \eta'(t) \right)^{\frac{n}{\alpha}} \left( 1 + \frac{1}{n} \sum_{k=2}^{n} \binom{n}{k} \alpha^{1-k} \left[ \int_0^1 \left( u_0^0(s) \right)^k ds \right] \eta^k \right), \tag{106}$$

implying, since $x \mapsto x^{\alpha+1}$ is monotonically increasing, that $\eta$ can be bounded from above by a monotonically increasing function which can be bounded from above by $\eta^*$. Since, by assumption $\eta^* u_{\max} < -\alpha$, the claim readily follows. □

**Remark 2.6.** If, in addition to the assumptions of Theorem 2.5, the initial velocity field $u^0$ is even, i.e.,

$$u^0 \left( \frac{1}{2} - x \right) = u^0 \left( \frac{1}{2} + x \right), \quad x \in \left[ 0, \frac{1}{2} \right], \tag{107}$$

or odd, i.e.,

$$u^0 \left( \frac{1}{2} - x \right) = -u^0 \left( \frac{1}{2} + x \right), \quad x \in \left[ 0, \frac{1}{2} \right], \tag{108}$$

then less restrictive assumptions can be made to guarantee global existence.
Example 2.7 \((a \geq 1, \text{Proudman–Johnson-type singularity})\). Consider the GPJ equation with \(a \geq 1\), for which the formation of a singularity can be reduced to the Proudman–Johnson equation. In their paper [2], the authors analyzed different blow-up scenarios for different initial conditions, cf. also Example 1.7. Here, we consider the initial condition

\[
 u^0_x(x) = \begin{cases} 
 \gamma - 4\gamma x & \text{for } 0 < x < \frac{1}{2} \\
 4\gamma x - 3\gamma & \text{for } \frac{1}{2} < x < 1,
\end{cases}
\]  

(109)

for \(\gamma \in \mathbb{R}\), such that \(u^0\) satisfies either Dirichlet boundary conditions or is mean-free. The Fourier series of \(u^0_x\) is given by

\[
 u^0_x(x) = \frac{\gamma}{2\pi^2} \sum_{n \in \mathbb{Z}^*} \frac{(e^{\pi i n} - 1)[2(e^{\pi i n} - 1) - \pi i n (e^{\pi i n} + 1)]}{n^2} e^{2\pi i n x},
\]  

(110)

and since \(u^0\) is Lipschitz continuous, we find that the Fourier series (110) converges uniformly, cf. Figure 4. Hence, we can choose a sufficiently high truncation of (110) to obtain a smooth (even analytic) initial condition that satisfies the singularity criterion in Theorem 2.3.

Indeed, equation (51) can be integrated explicitly to

\[
 1 = \sqrt{\eta'(t)} \int_0^1 \frac{1}{1 - \eta(t)u^0_x(s)} ds \\
  = \sqrt{\eta'(t)} \left( \int_0^{\frac{1}{2}} \frac{ds}{1 - \gamma \eta(t) + 4\gamma \eta(t)s} + \int_{\frac{1}{2}}^1 \frac{ds}{1 + 3\gamma \eta(t) - 4\gamma \eta(t)s} \right) \\
  = \sqrt{\eta'(t)} \left[ \frac{1}{4\gamma \eta(t)} \log \left| \frac{1 + 2\gamma \eta(t) + \gamma^2 \eta^2(t)}{1 - \gamma \eta(t)} \right| \right],
\]  

(111)

and, since the logarithmic expression in (111) is square-integrable, it follows that \(\eta\) becomes unbounded and hence, the solution becomes singular in finite time.

For a sufficiently high modular truncation, we have also found a smooth (in fact real analytic) initial condition which leads to formation of a singularity for the parameter value \(a > 1\). This answers a question by Okamoto [9].
Note, however, that for the one-mode truncation
\[ v_0^p = \frac{8\gamma}{\pi^2} \cos(2\pi x), \]
equation (51) takes the form
\[ 1 = \sqrt{\eta'}(t) \int_0^1 \frac{1}{1 - \eta(t) u_0^s(s)} ds \]
\[ = \sqrt{\eta'}(t) \int_0^1 \frac{ds}{1 - \eta(t) \frac{8\gamma}{\pi^2} \cos(2\pi s)} \]
\[ = \sqrt{\eta'}(t) \int_0^\infty \frac{ds}{1 - \eta(t) \frac{8\gamma}{\pi^2}} \frac{1}{1 - \eta(t) \frac{8\gamma}{\pi^2}} \]
(113)
and hence, \( \eta(t) < \frac{8\gamma}{\pi^2} \) for all \( t \in (0, \infty) \). In particular, the solution with initial condition (112) exists for all times.

3. Appendix: Physical Derivation of the GPJ Equation

In this section, we provide a physical derivation of the GPJ equation for a general value of \( \beta \). For special values of \( \beta \), the GPJ equation is already known to have physical applications, cf. [11]. We will find that the GPJ equations model the dynamics of an inviscid, compressible fluid close to a wall. This is an immediate generalization of the initial motivation of the Proudman–Johnson equation, modeling inviscid, incompressible fluid motion close to a wall, cf. [2].

Consider the three-dimensional Euler equations for an isentropic, compressible fluid in vorticity form, [5, p.24],
\[ \frac{\partial}{\partial t} \left( \frac{\omega}{\rho} \right) + (\mathbf{u} \cdot \nabla) \left( \frac{\omega}{\rho} \right) = \left( \frac{\omega}{\rho} \cdot \nabla \right) \mathbf{u}, \]
(114)
for a three-dimensional velocity field \( \mathbf{u} : \mathbb{R}^3 \times (0, t^*) \rightarrow \mathbb{R}^3, \ (x, y, z : t) \mapsto \mathbf{u}(x, y, z; t) \), the three-dimensional vorticity \( \omega = \nabla \times \mathbf{u} \) and the non-negative mass density \( \rho : \mathbb{R}^3 \times (0, t^*) \rightarrow \mathbb{R} \). Here, we denoted the minimum of the maximal existence times of \( \mathbf{u} \) and \( \rho \) as \( t^* \).

After differentiating the product expressions, equation (114) can be written equivalently in terms of the material derivative \( \frac{D}{Dt} := \frac{\partial}{\partial t} + \mathbf{u} \cdot \nabla \) as
\[ \frac{1}{\rho} \frac{D\omega}{Dt} - \frac{1}{\rho^2} \frac{D\rho}{Dt} \omega = \left( \frac{\omega}{\rho} \cdot \nabla \right) \mathbf{u}. \]
(116)
Since the mass density \( \rho \) is non-negative, there exists a scalar function \( R : \mathbb{R}^3 \times (0, t^*) \rightarrow \mathbb{R} \) such that
\[ \rho(x, y, z; t) = e^{R(x, y, z; t)}. \]
(117)
Assuming a velocity field of the form
\[ \mathbf{u}(x, y, z; t) = \left( u(x, t), \beta u_2(x, t)y, 0 \right), \]
(118)
for \( \beta \in \mathbb{R} \) a parameter, an unknown scalar function \( u : \mathbb{R} \times (0, t^*) \to \mathbb{R} \) and \( y \geq 0 \), the three-dimensional vorticity becomes

\[
\omega(x, y, z; t) = \left(0, 0, -\beta u_{xx}(x, t)y\right),
\]

while the divergence of \( u \) reads

\[
\nabla \cdot u = (1 + \beta)u_x.
\]

Introducing the scalar vorticity

\[
\omega(x, y; t) = -\beta u_{xx}(x, t)y,
\]

equation (116) simplifies to the scalar equation

\[
\frac{1}{\rho} \frac{D\omega}{Dt} - \frac{1}{\rho^2} \frac{D\rho}{Dt} \omega = 0,
\]

or equivalently, in terms of the exponential density (117), after multiplication by \( e^R \),

\[
\frac{D\omega}{Dt} = DR \frac{D\rho}{Dt} \omega.
\]

Since, by (117) and by (120), the equation of mass conservation becomes

\[
\frac{DR}{Dt} = -\nabla \cdot u = -(1 + \beta)u_x,
\]

the Euler equations (123) take the form

\[
\omega_t + u\omega_x + \beta u_x \omega_y = -(1 + \beta)u_x \omega,
\]

or, in terms of the scalar velocity \( u \), after division by \( -\beta y \),

\[
u_{xx} + uu_{xxx} + (1 + 2\beta)u_x u_{xx} = 0.
\]

Setting

\[
\alpha := -(1 + 2\beta),
\]

we obtain the GPJ equation

\[
u_{xx} + uu_{xx} - \alpha u_x u_{xx} = 0,
\]

as defined in (1).

If we now assume periodic boundary conditions in the ansatz (118), or if we define the scalar velocity \( u \) on the interval \([0, 1]\) together with Dirichlet boundary conditions, we obtain the according boundary conditions for the GPJ equation. As the velocity field (118) becomes unbounded for \( y \to \infty \), the GPJ equations give a model for, e.g., near-wall dynamics for compressible, inviscid fluids only for small enough \( y \).
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