RELATIONAL SYMPLECTIC GROUPOID QUANTIZATION FOR CONSTANT POISSON STRUCTURES

ALBERTO S. CATTANEO, NIMA MOSHAYEDI, AND KONSTANTIN WERNLI

Abstract. As a detailed application of the BV-BFV formalism for the quantization of field theories on manifolds with boundary, this note describes a quantization of the relational symplectic groupoid for a constant Poisson structure. The presence of mixed boundary conditions and the globalization of results is also addressed. In particular, the paper includes an extension to space–times with boundary of some formal geometry considerations in the BV-BFV formalism, and specifically introduces into the BV-BFV framework a “differential” version of the classical and quantum master equations. The quantization constructed in this paper induces Kontsevich’s deformation quantization on the underlying Poisson manifold, i.e., the Moyal product, which is known in full details. This allows focussing on the BV-BFV technology and testing it. For the unexperienced reader, this is also a practical and reasonably simple way to learn it.
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1. Introduction

Deformation quantization of Poisson manifolds as constructed by Kontsevich ([24]), which we recall in Section 2, corresponds to the perturbative quantization of the Poisson sigma model (PSM) on a disk with appropriate boundary conditions and boundary observables ([11]), see Section 3. The associativity of the star product is related to the fact that the PSM is a topological field theory, see figure 1 for a rough impression. Even though the associativity may be explicitly proved once one has the explicit formulae, as Kontsevich did, it is useful to put its PSM origin on firmer ground. This is the goal of this note, even though we only focus on the case of constant Poisson structure.

![Figure 1. Associativity in the Poisson sigma model](image)

The main idea, sketched in ([19]), is to cut the picture in figure 1 and regard its gluing back as the composition of states for the PSM as a quantum field theory. These states turn out to be the quantization of a classical construction ([22, 9, 10]) leading to the relational symplectic groupoid (RSG), roughly speaking a groupoid in the extended symplectic category, associated to the Poisson manifold. We recap the main facts about the RSG in the first part of Section 5.

For the perturbative construction of the states of the PSM we use the general procedure introduced by the first author together with P. Mnëv and N. Reshetikhin in ([19]) and called the quantum BV-BFV formalism, which we recall in Section 4, where we also rely on the fact that the PSM is an example of an AKSZ theory ([1]). For the classical version of the BV-BFV formalism we refer to [18], for more details on the BV formalism to ([6, 2, 23]), and for another short introduction of the quantum BV-BFV formalism to ([20]).

A crucial point of this quantization is that it first requires a choice of background. In the case of the perturbative PSM, this is just the choice of a constant map or, equivalently, of a point of the
target Poisson manifold. To keep track of this choice we use formal geometry as in [5]. We recall this construction in Section 4.

In the second part of Section 5 we then apply the formalism to the construction of the states for the PSM with constant Poisson structure. In Section 7 and 8 we prove, in the BV-BFV language, that the states are gauge invariant and background independent and that they define an associative product on the space of physical states. Finally, in Section 9 we show how the Moyal product is obtained by the composition of states, which in particular justifies its associativity. In the last section we present an outlook on the case of general Poisson manifolds.

Acknowledgement. We thank I. Contreras and P. Mnëv for useful discussions and comments. We are especially grateful to the referee for pointing out some small errors and for very precious comments and suggestions.

2. Deformation Quantization

2.1. Rough description. Deformation quantization [7] is a quantization procedure that focuses on the observables: the classical algebra of observables (smooth functions on a Poisson manifold) gets deformed into a noncommutative associative algebra.

Definition 2.1 (Formal deformation/star product). A formal deformation (or star product) on an associative algebra \( A \) over a ring \( k \) is a \( k[[\epsilon]] \)-bilinear map \( \star : A[[\epsilon]] \times A[[\epsilon]] \to A[[\epsilon]] \), satisfying \( \psi \star (\phi \star \xi) = (\psi \star \phi) \star \xi \) for all \( \psi, \phi, \xi \in A[[\epsilon]] \), i.e. associativity has to hold for \( \star \). If the algebra is unital, one also requires the unit 1 not to be deformed; i.e., \( \psi \star 1 = 1 \star \psi = \psi \) for all \( \psi \in A[[\epsilon]] \). Moreover, the star product should be a deformation of the original, i.e. for \( f, g \in A \) we require

\[
f \star g = fg + \sum_{k \geq 1} \epsilon^k B_k(f, g) \in A[[\epsilon]].
\]

The product is extended to \( A[[\epsilon]] \) by \( \epsilon \)-bilinearity.

Remark 2.1. One can show that

\[
\{f, g\} := \frac{f \star g - g \star f}{\epsilon} \bigg|_{\epsilon=0}
\]

defines a Poisson bracket on \( \mathcal{A} \). If \( \mathcal{A} = C^\infty(M) \) is the algebra of functions on a smooth manifold, we require the operators \( B_k \) to be bidifferential operators. Deformation quantization of a classical mechanical system encoded by a Poisson manifold \( (M, \{\cdot, \cdot\}) \) means to find a star product on \( \mathcal{A} = C^\infty(M) \) whose induced Poisson bracket equals the original one. Setting \( \epsilon = \frac{i\hbar}{2} \), one obtains the canonical commutation relations

\[
[f, g]_\star = \frac{i\hbar}{2} \{f, g\} + O(\hbar^2)
\]
at first order in \( \hbar \), where \([\cdot, \cdot]_\star \) is the commutator with respect to the star product.

2.2. Kontsevich’s star product. In [24], Kontsevich gave a general formula for a deformation quantization of any finite dimensional Poisson domain.

Theorem 2.1 (Kontsevich). Let \( \alpha = \sum_{1 \leq i < j \leq d} \alpha^{ij}(x) \partial_i \wedge \partial_j \in \Gamma \left( \bigwedge^2 TU \right) \) be a Poisson structure\(^1\) on an open subset \( U \subset \mathbb{R}^d \). Then for any two smooth functions \( f, g \in C^\infty(U) \), there is an explicit

\(^1\) We write \( \partial_i \) for \( \frac{\partial}{\partial x_i} \).
star product, denoted by $\star_K$, given by the formula\(^2\)

$$f \star_K g = \sum_{n \geq 0} \frac{\varepsilon^n}{n!} \sum_{\Gamma \in \mathcal{G}_n} w_K(\Gamma) B_{\Gamma,\alpha}(f, g),$$

where $w_K(\Gamma) \in \mathbb{R}$ is the Kontsevich weight of an admissible graph $\Gamma \in \mathcal{G}_n$ defined as integration of some special angle 1-forms on some configuration space of points on the upper half plane $\mathcal{H} = \{ z \in \mathbb{C} \mid \text{Im}(z) > 0 \}$. Here $\mathcal{G}_n$ denotes a special set of graphs (satisfying some conditions), where the vertex set of such a graph is given by $n + 2$ and the set of edges by $2n$ elements. The $B_{\Gamma,\alpha}(f, g)$ are bidifferential operators acting on $f$ and $g$, depending on the graph $\Gamma \in \mathcal{G}_n$ and the Poisson structure.

**Definition 2.2 (Constant structure).** We say that a Poisson structure

$$\alpha(x) = \sum_{i<j} \alpha^{ij}(x) \partial_i \wedge \partial_j$$

is constant if $\alpha^{ij}$ is a constant map for all $i, j$.

**Corollary 2.2 (Moyal product).** For $\alpha = \text{const}$, the star product of theorem 2.1 coincides with the Moyal product \(^{27}\) given by

$$f \star_M g = fg + \varepsilon \sum_{i,j} \alpha^{ij} \partial_i(f) \partial_j(g) + \frac{\varepsilon^2}{2} \sum_{i,j,k,\ell} \alpha^{ij} \alpha^{k\ell} \partial_i \partial_k(f) \partial_j \partial_\ell(g) + O(\varepsilon^3)$$

$$= \sum_{n \geq 0} \frac{\varepsilon^n}{n!} \prod_{j_1, \ldots, j_n} \alpha^{i_1 j_1} \left( \prod_{k=1}^n \partial_k \right) (f) \times \left( \prod_{k=1}^n \partial_{j_k} \right) (g),$$

where $\times$ denotes here the usual product.

**Remark 2.2.** We can also write $\star_K|_{\alpha=\text{const}} = \star_M$. Moreover, one can write the Moyal product of two smooth functions $f, g \in C^\infty(\mathcal{P})$ as

$$f \star_M g(x) = e^{\varepsilon \alpha^{ij} \frac{\partial}{\partial x^i} \frac{\partial}{\partial y^j}} f(x)g(y) \bigg|_{x=y}.$$  

One can then indeed easily check that associativity is satisfied.

3. **The Poisson sigma model (PSM) and relation to Deformation Quantization**

3.1. **Formulation of the model.** We want to recall the the Poisson sigma model and its connection to deformation quantization. Let $(\mathcal{P}, \alpha)$ be a Poisson manifold with Poisson structure $\alpha \in \Gamma \left( \bigwedge^2 T^* \mathcal{P} \right)$ and such that $\dim \mathcal{P} = d$. The data for the Poisson sigma model consists of a connected, oriented, smooth 2-dimensional manifold $\Sigma$, called the worldsheet, and two fields. The fields are given by a map $X: \Sigma \to \mathcal{P}$ and a 1-form $\eta \in \Gamma(X^* (T^* \mathcal{P}) \otimes T^* \Sigma)$. With this data we are able to define an action.

**Definition 3.1 (Poisson sigma model action).** The action functional for the Poisson sigma model is given by

$$S(X, \eta) = \int_\Sigma \eta_i(u) \wedge dx^i(u) + \frac{1}{2} \alpha^{ij}(X(u)) \eta_i(u) \wedge \eta_j(u).$$

In local coordinates we have $\eta_i(u) = \eta_{i\mu} du^\mu$ for $u \in \Sigma$.

---

\(^2\)This formula seems of course a bit strange without the precise derivation of the underlying objects. To get a full understanding of these objects we refer to \(^{24}\) or \(^{17}\).
3.2. Path integral formulation of Kontsevich’s star product. In [11], the first author and G. Felder have shown that Kontsevich’s star product can be written as a path integral by using the Poisson sigma model action when the worldsheet is a disk. For this the boundary condition for \( \eta \) is that for \( u \in \partial \Sigma \) we get that \( \eta_i(u) \) vanishes on vectors tangent to \( \partial \Sigma \).

**Theorem 3.1.** Let \((\mathcal{P}, \alpha)\) be a Poisson manifold and let \( D \) be the usual 2-disk, i.e. \( D = \{ u \in \mathbb{R}^2 \mid \| u \| \leq 1 \} \), which we choose to be our worldsheet. Moreover, let \( X \) and \( \eta \) be the two fields of the Poisson sigma model described above. Then Kontsevich’s star product of two smooth functions \( f, g \in C^\infty(\mathcal{P}) \) is given by the semiclassical expansion of the path integral

\[
 f \star_K g(x) = \int_{X(\infty)=x} f(X(1))g(X(0))e^{i \frac{\hbar}{\pi} S(X, \eta)} \mathcal{D}(X, \eta),
\]

where \( 0, 1, \infty \) represent any three cyclically ordered\(^3\) points on the unit circle (see figure 2).

![Figure 2. Cyclically ordered points on \( S^1 = \partial D \)](image)

4. Formal PSM in the BV-BFV formalism

Our goal is to give a perturbative description of the Poisson sigma model where we are allowed to vary the critical point around which we expand. Also gauge-fixing has to be performed. This has been discussed in the case of closed source manifolds in the literature (e.g. [13, 5]). We will recall these methods very briefly and then explain how to generalize them to the case with boundary, and apply the procedure to the example \( \mathcal{P} = \mathbb{R}^d \).

4.1. Formal exponential maps and Grothendieck connections. Given a smooth manifold \( M \), a generalized exponential map is a smooth map \( \varphi \) from a neighbourhood \( U \subset TM \) of the zero section to \( M \), denoted \( (x, y) \mapsto \varphi_x(y) \), with \( x \in M, y \in T_x M \cap U \) satisfying \( \varphi_x(0) = x, d\varphi_x(0) = \text{id} \).

We identify two such maps if, for all \( x \in M \), all their partial derivatives in the \( y \) direction at the zero section coincide, and call such an equivalence class a formal exponential map. In local coordinates \( \{ x^i \} \) on the base around some point \( x \) we can write such a formal exponential map as

\[
 \varphi_x^i(y) = x^i + y^i + \frac{1}{2} \varphi_{x,jk} y^j y^k + \frac{1}{3!} \varphi_{x,jkl} y^j y^k y^l + \cdots
\]

As is explained in [13, 5], such a formal exponential map induces a flat connection \( D_G \), called Grothendieck connection, on \( \Gamma(\widetilde{ST^{*}} M) \), where \( \widetilde{S} \) denotes the completed symmetric algebra, with the property that \( D_G \sigma = 0 \) if and only if \( \sigma(x) = T\varphi_x^* f \) is the Taylor expansion of the pullback of a function \( f \) on \( M \) at \( y = 0 \). The connection describes how sections of this bundle behave under infinitesimal shifts on \( M \), and its cohomology is concentrated in degree zero, where it coincides

\(^3\)Cyclically ordered means that if we start from 0 and move counterclockwise on the unit circle we will first meet 1 and then \( \infty \). One can also regard the unit circle here as a projective space of the real line where the point \( \infty \) actually represents the identification of \( a \to \infty \) and \( a \to -\infty \) for \( a \in \mathbb{R} \).
with the sections coming from global functions on \( M \). In local coordinates \( D_G = dx^i \frac{\partial}{\partial x^i} + dx^i R_i \) with
\[
R_i = \left( \left( \frac{\partial \varphi_x}{\partial y_j} \right)^{-1} \right)^k \frac{\partial \varphi^j}{\partial x^i} \frac{\partial}{\partial y_k} =: Y_i^k \frac{\partial}{\partial y^k}.
\]

4.2. PSM in formal coordinates. The BV action for the Poisson sigma model with target \( \mathcal{P} \) is
\[
S(X, \eta) = \int_\Sigma \left( \eta_i(u) \wedge dX^i(u) + \frac{1}{2} \alpha^{ij}(X(u)) \eta_i(u) \wedge \eta_j(u) \right).
\]
where \((X, \eta) \in \text{Map}(T[1]\Sigma, T^* [1]\mathcal{P})\) are the BV fields coming from the AKSZ formulation of the PSM (see [1] or [14]). Our goal is to expand around the \( X \)-component of the critical points of the kinetic term of the classical action, i.e., a point of
\[
\mathcal{M}_0 = \{ (X, \eta)| X(u) \equiv x \in \mathcal{P} \text{ const.} \} \cong \mathcal{P}.
\]
The perturbative expansion around such a critical point only depends on a formal neighbourhood of it. Picking a formal exponential map \( \varphi \) on \( \mathcal{P} \) we can perform a change of coordinates in such a neighbourhood of this critical point:
\[
X = \varphi_x(\tilde{X}), \quad \eta = d\varphi_x(\tilde{X})^{*-1}\tilde{\eta}
\]
where \((\tilde{X}, \tilde{\eta}) \in \text{Map}(T[1]\Sigma, T^* [1]T_x \mathcal{P})\). This can be interpreted as a formal exponential map on \( \mathcal{M}_0 \subset \mathcal{F} \). In these coordinates the action reads (cf \([5]\))
\[
\int_{\Sigma} \left( \tilde{\eta}_i \wedge d\tilde{X}^i + \frac{1}{2} (T\varphi^*_x \alpha)^{ij}(\tilde{X}) \tilde{\eta}_i \wedge \tilde{\eta}_j \right).
\]
We now want to gauge fix the model\(^5\). We first fix an embedding \( H^*(\Sigma) \hookrightarrow \Omega^*(\Sigma) \), and think of \( H^*(\Sigma) \) as a subspace of \( \Omega^*(\Sigma) \) via this embedding. Now we define the space of residual fields\(^6\)
\[
\mathcal{V}_{\Sigma, x} = H^*(\Sigma) \otimes T_x \mathcal{P} \oplus H^*(\Sigma) \otimes T^*_x \mathcal{P}
\]
and a Lagrangian subspace \( \mathcal{L} \) of a complement of \( \mathcal{V}_{\Sigma, x} \subset \text{Map}(T[1]\Sigma, T^* [1]T_x \mathcal{P}) \). One can now formally define the partition function as
\[
\int_{\mathcal{L}} e^{\frac{i}{\hbar} \mathcal{S}^\mathcal{E}_{\Sigma, x}} \in \text{Dens}_{\text{const}}^1(\mathcal{V}_{\Sigma, x}) \otimes \mathcal{S}^\mathcal{E}_{\Sigma, x}[\hbar] =: \text{Dens}_{\text{formal}}^1(\mathcal{V}_{\Sigma, x}).
\]
Under a change of gauge fixing it changes by a \( \Delta \)-exact term.

4.3. Globalization. We now look at the collection of the \( \tilde{\psi}_{\Sigma, x} \) as a section of the bundle over \( \mathcal{M}_0 \) with fiber over \( x \) given by \( \text{Dens}_{\text{formal}}^1(\mathcal{V}_{\Sigma, x}) \). If we vary \( x \), it changes as \((5)\)
\[
d_x \tilde{\psi}_{\Sigma, x} = \frac{i}{\hbar} \int_{\mathcal{L}} e^{\frac{i}{\hbar} \mathcal{S}^\mathcal{E}_{\Sigma, x}} (S_R, \mathcal{S}^\mathcal{E}_{\Sigma, x})
\]
with
\[
S_R = \int_\Sigma Y_j^i(\tilde{X}) \tilde{\eta}_j \wedge dM_0 x^i,
\]

\(^4\)Note that the whole moduli space \( \mathcal{M} \) of critical points of the kinetic term modulo symmetries is a vector bundle over \( \mathcal{P} \) with fiber at \( x \in \mathcal{P} \) given by \( H^1(\Sigma) \otimes T^*_x \mathcal{P} \). The fiber directions will be taken care of completely by the residual fields to be introduced below. Moreover, there is a canonical choice of background for \( \eta \) namely, \( \eta = 0 \). For these reasons we only take \( \mathcal{M}_0 \) as space of backgrounds.

\(^5\)One should do this before passing to formal coordinates but the result is the same, see [13].

\(^6\)As anticipated in footnote \( 4 \), the ghost number zero component of the second summand takes care of the \( \eta \)-direction of the moduli space of critical points. On the other hand, the ghost number zero component of the first summand in general only sees a formal neighborhood of the \( X \)-component of the moduli space.
where $d_{\mathcal{M}_0}$ denotes the de Rham differential on $\mathcal{M}_0$. One can summarize the properties of formal geometry and the BV formalism by defining the differential BV action

$$\tilde{S}^\varphi_{\Sigma,x} = S^\varphi_{\Sigma,x} + S_R$$

which by construction satisfies the differential classical master equation (dCME)

$$d_x \tilde{S}^\varphi_{\Sigma,x} + \frac{1}{2}(\tilde{S}^\varphi_{\Sigma,x}, \tilde{S}^\varphi_{\Sigma,x}) = 0,$$

and the partition function

$$\tilde{\psi}_{\Sigma,x} = \int_L e^{\frac{\hbar}{2} \tilde{S}^\varphi_{\Sigma,x}}$$

satisfying the differential quantum master equation (dQME)

$$d_x \tilde{\psi}_{\Sigma,x} - i\hbar \Delta \tilde{\psi}_{\Sigma,x} = 0.$$

We interpret equations (2),(3) as conditions on $\tilde{S}^\varphi_{\Sigma,x}, \tilde{\psi}_{\Sigma,x}$ to be pullbacks under a formal exponential map of global objects on BV manifolds, compare also Appendix F in [19].

4.4. Extension to the case with boundary. In the presence of a boundary, equations (2) and (3) are no longer true. A good way to extend the BV-formalism to manifolds with boundary is the BV-BFV formalism discussed in [19, 18, 20]. We will now propose a generalization of it to the case of where the perturbative quantization is performed in families over the moduli space of classical solutions (i.e. suitable for globalization). This can be seen as an extension of the methods used in Appendix F in [19] to the case with boundary. Namely, on a BV-BFV manifold $(\mathcal{F}, \omega, Q, S, \pi)$ over an exact BFV manifold $(\mathcal{F}^0, \omega^0 = \delta \alpha^0, Q^0)$, one has the modified classical master equation

$$\iota_Q \omega - \delta S = \pi^* \alpha^0.$$

We expect the same equation to hold for the PSM on manifolds with boundary if we replace $S$ by $\tilde{S}$ and $Q$ by $\tilde{Q}$, where $\tilde{Q} = Q + \tilde{R}$ and $\tilde{R}$ is the lift of $R$ to $\mathcal{F}$. Similarly, we expect the modified quantum master equation

$$(\hbar^2 \Delta + \Omega) \tilde{\psi} = 0$$

to hold in a family version over the moduli space of classical solutions. Namely, for any $x \in \mathcal{P}$ the PSM in formal coordinates around $x$ is a perturbation of two-dimensional abelian BF theory, so we can define the boundary BFV complex $(\mathcal{H}^P_{\partial \Sigma,x}, \Omega_{\partial \Sigma,x})$ and space of states

$$\tilde{\mathcal{H}}^P_{\partial \Sigma,x} = \mathcal{H}^P_{\partial \Sigma,x} \otimes \text{Dens}^\frac{1}{2}_{\text{formal}}(V_{\Sigma,x})$$

as in [19], and define the bundle $\mathcal{H}^{\text{tot}} \to \mathcal{M}_0$ as the union of these fibers. On this bundle we define a connection

$$\nabla^\Omega_G = d + i\hbar \Delta + \frac{i}{\hbar} \Omega$$

which we call the quantum Grothendieck connection, and observe that it is flat, i.e. $(\nabla^\Omega_G)^2 \equiv 0$. We then expect the partition function $\tilde{\psi}_{\Sigma,x}$ to be a flat section with respect to this connection, i.e. to satisfy

$$\left(d + i\hbar \Delta + \frac{i}{\hbar} \Omega\right) \tilde{\psi}_{\Sigma,x} = 0.$$

We call this the modified differential quantum master equation. We will return to it in section 7.

---

7Similar computations were done in [21] for 1-dimensional gravity.
8Note that here $d$ is the de Rham differential on $\mathcal{M}_0$. 
4.5. The special case \( \mathcal{P} = \mathbb{R}^d \). For the case of \( \mathcal{P} = \mathbb{R}^d \) there is a simple formal exponential map given by (the equivalence class of) \( \varphi_x(y) = x + y \). We then get \( R_i = -\frac{\partial}{\partial y^i} \), so that

\[
D_\xi = dx^i \left( \frac{\partial}{\partial x^j} - \frac{\partial}{\partial y^j} \right).
\]

The coordinates in a formal neighbourhood of \( x \in \mathcal{M}_0 \) are now defined by \( X = x + \tilde{X} \) and \( \eta = \hat{\eta} \) with \( (\tilde{X}, \hat{\eta}) \in \text{Map}(T[1]\Sigma, T^* [1]\mathbb{R}^d) \) and the action in these coordinates is

\[
S^\xi_{\Sigma,x}[(\tilde{X}, \hat{\eta})] = \int_{\Sigma} \left( \hat{\eta}_i \wedge d\tilde{X}^i + \frac{1}{2} \alpha^{ij}(x + \tilde{X})\hat{\eta}_i \wedge \hat{\eta}_j \right).
\]

Here \( \alpha(x + \tilde{X}) \) is to be understood as the Taylor expansion of \( \alpha \) in \( \tilde{X} \) around \( x \). We have that

\[
S_R = \int_{\Sigma} \hat{\eta}_i \wedge d_{\mathcal{M}_0} x^i
\]

so that

\[
\tilde{S}^\xi_{\Sigma,x} = \int_{\Sigma} \left( \hat{\eta}_i \wedge d\tilde{X}^i + \frac{1}{2} \alpha^{ij}(x + \tilde{X})\hat{\eta}_i \wedge \hat{\eta}_j \right).
\]

where we want to emphasize that \( d_\Sigma \) is the de Rham differential on \( \Sigma \) and \( d_{\mathcal{M}_0} \) the one on \( \mathcal{M}_0 \cong \mathcal{P} \). From now on we write for both differentials just \( d \), where it should be clear from the context which one belongs to which space. Letting \( Q_0 \) be the vector field of the BV theory given by \( S^\xi_{\Sigma,x} \) and \( Q = Q_0 + \int_{\Sigma} dx^i \frac{\delta}{\delta X^i} \), the mdQME

\[
\iota_Q \omega - \delta \tilde{S}^\xi_{\Sigma,x} = \pi^* \alpha^\theta
\]

holds. Indeed, we have \( \iota_Q \omega = \iota_{Q_0} \omega + \iota_{\int_{\Sigma} dx^i \frac{\delta}{\delta X^i}} \omega \) and since \( \iota_{Q_0} \omega = \delta S^\xi_{\Sigma,x} + \pi^* \alpha^\theta \) we get

\[
\iota_Q \omega - \delta \tilde{S}^\xi_{\Sigma,x} = \iota_{Q_0} \omega + \iota_{\int_{\Sigma} dx^i \frac{\delta}{\delta X^i}} \omega - \delta S^\xi_{\Sigma,x} = \iota_{Q_0} \omega - \delta S^\xi_{\Sigma,x} + \iota_{\int_{\Sigma} dx^i \frac{\delta}{\delta X^i}} \omega - \delta S_R = \pi^* \alpha^\theta + \int_{\Sigma} dx^i \wedge \delta \hat{\eta}_i - \delta S_R = \pi^* \alpha^\theta,
\]

Identifying tangent spaces to \( \mathbb{R}^d \) at different points, the bundle \( \mathcal{H}^{\text{tot}} \) becomes trivial (in general one needs an identification of tangent spaces at different points of \( \mathcal{P} \) to do this). We can now apply the BV-BFV quantization procedure over every point \( x \in \mathcal{M}_0 \) by splitting the fields \( \mathcal{F} = B^P_{\partial\Sigma} \times \mathcal{V}_{\Sigma,x} \times \mathcal{Y} \) as in [19]

\[
\hat{\eta} = \mathcal{E} + \mathcal{e} + \mathcal{E}'
\]

\[
\tilde{X} = X + x + \mathcal{X}
\]

where \( \mathcal{E}, \mathcal{X} \in B^P_{\partial\Sigma} \) are the boundary fields, \( \mathcal{e}, x \in \mathcal{V}_{\Sigma,x} \) are the residual fields and \( \mathcal{E}', \mathcal{X}' \in \mathcal{Y} \) are the fluctuation fields. We then proceed to pick a gauge-fixing Lagrangian \( \mathcal{L} \subset \text{Map}(T[1]\Sigma, T^*[1]\mathbb{R}^d) \) \( \ni (\tilde{X}, \hat{\eta}) \). Finally we are interested in the state

\[
\hat{\psi}_{\Sigma,x}(\mathcal{E}, \mathcal{e}, \mathcal{X}, x) = \int_{(\mathcal{E}', \mathcal{X}') \in \mathcal{L}} e^{i \tilde{S}^\xi_{\Sigma,x}[(\tilde{X}, \hat{\eta})]}.
\]

Remark 4.1. Note that this entire section holds for a general smooth Poisson structure on \( \mathbb{R}^d \), as long as one uses the trivial formal exponential map.
5. The Relational Symplectic Groupoid

5.1. Short description of the RSG. Symplectic groupoids are an important concept in Poisson and symplectic geometry ([30]). A groupoid is a small category whose morphisms are invertible. We denote a groupoid by $G \rightrightarrows M$, where $M$ is the set of objects and $G$ is the set of morphisms. A Lie groupoid is, roughly speaking, a groupoid where $M$ and $G$ are smooth manifolds and all structure maps are smooth. Finally, a symplectic groupoid is a Lie groupoid with a symplectic form $\omega \in \Omega^2(G)$ such that the graph of the multiplication is a Lagrangian submanifold of $(G, \omega) \times (G, \omega) \times (G, -\omega)$. The manifold of objects $M$ has an induced Poisson structure uniquely determined by requiring that the source map $G \to M$ is Poisson. A Poisson manifold $M$ that arises this way is called integrable. Not every Poisson manifold is integrable.

The reduced phase space of the PSM on a boundary interval with target an integrable Poisson manifold $\mathcal{P}$ is the source simply connected symplectic groupoid of $\mathcal{P}$ ([15]). In general, the reduced phase space is a topological groupoid arising by singular symplectic reduction. In ([22, 9, 10]) it was however shown that the space of classical boundary fields always has an interesting structure called relational symplectic groupoid (RSG). An RSG is, roughly speaking, a groupoid in the “extended category” of symplectic manifolds where morphisms are canonical relations. Recall that a canonical relation from $(M_1, \omega_1)$ to $(M_2, \omega_2)$ is an immersed Lagrangian submanifold of $(M_1, \omega_1) \times (M_2, -\omega_2)$. The main structure of an RSG $(G, \omega)$ is then given by an immersed Lagrangian submanifold $L_1$ of $(G, \omega)$, which plays the role of unity, and by an immersed Lagrangian submanifold $L_2$ of $(G, \omega) \times (G, -\omega)$, which plays the role of associative multiplication. (In addition, there is also an antisympelctomorphism $\mathcal{I}$ of $\mathcal{G}$ that plays the role of the inversion map.) In case $M$ is integrable, it was also shown that the RSG $\mathcal{G}$ is equivalent, as an RSG, to the the symplectic groupoid $G$.

5.2. Description of the canonical relations. For a boundary interval $I$ and a target Poisson manifold $\mathcal{P}$, the space of classical boundary fields $\mathcal{G}$ of the PSM is the space of bundle maps $TI \to T^* \mathcal{P}$, which can be identified with (a version of) the cotangent bundle of the path space $\text{Map}(I, \mathcal{P})$ with its canonical symplectic form $\omega$. For $n \geq 1$, we denote by $L_n$ the disk whose boundary $S^1$ splits into $2n$ closed intervals $I$ intersecting only at the end points and with the boundary condition $\mathcal{h} = 0$ on alternating intervals. The remaining $n$ intervals are free, so the space of classical boundary fields associated to $L_n$ is $F^\partial_{L_n} := (\mathcal{G}, \omega)^n$ if all the intervals are given the induced orientation. We select however one of the intervals as “outgoing”, meaning that we reverse its orientation: the corresponding space of classical boundary fields is then $F^\partial_{L_n} := (\mathcal{G}, \omega)^{n-1} \times (\mathcal{G}, -\omega)$. (Note that $F^\partial_{L_n}$ can also be obtained from $F^\partial_{L_n}$ by applying to the component corresponding to the outgoing interval the antisympelctomorphism $\mathcal{I}$ given by pulling back the fields by $\phi$: $[a, b] \to [a, b]$, $t \mapsto a + b - t$.) Finally, $L_n \subset F^\partial_{L_n}$ is defined as the space of restrictions to the boundary of solutions to the Euler–Lagrange equation on $L_n$. The main result of ([22, 10]) is that each $L_n$ is a canonical relation and that the two ways of composing two $L_3$s are identical to each other (and to $L_4$).

Finally, recall that a Lagrangian submanifold $(\mathcal{G}, \omega)$ (a canonical relation) is the classical version of a state (an operator). Roughly speaking, in this note we will construct the states $\hat{\psi}_{L_n}$ corresponding to the quantization of $L_n$ in the case of a constant Poisson structure on the target and we will show that, in the $\nabla^\partial_{\mathcal{G}}$-cohomology, the two ways of composing two $\hat{\psi}_{L_3}$s are identical to each other (and to $\hat{\psi}_{L_4}$).

5.3. Deformation quantization of the RSG. In [19] a procedure for the deformation quantization of the relational symplectic groupoid in the case when the target Poisson manifold is $\mathcal{P} = \mathbb{R}^d$ was introduced. Let us repeat the main points. The space of BV boundary fields corresponding to $L_n$ is $F^\partial_{L_n} = (\mathcal{F}^\partial)^n$ with

$$\mathcal{F}^\partial = \Omega^\bullet(I) \otimes \mathbb{R}^d \oplus \Omega^\bullet_0(I) \otimes (\mathbb{R}^d)^* [1],$$

\[\text{if we take smooth maps, then } (\mathcal{G}, \omega) \text{ is a weak-symplectic Fréchet manifold.}\]
with $\Omega^*_0(I)$ denoting the subcomplex of forms whose restriction to the end points is zero. Choose a polarization $\mathcal{P}$ of $\mathcal{F}^0_I$, and denote $\overline{\mathcal{P}}$ the opposite polarization.

Denote by $\mathcal{H}$ the vector space which quantizes $\mathcal{F}^0_I$ in this polarization. Compute the state $m_x$ associated to $L_3$ with polarization $\mathcal{P} \times \overline{\mathcal{P}} \times \mathcal{P}$ perturbing around a constant solution $X = x$. We can see it as a linear map $\mathcal{H} \otimes \mathcal{H} \to \mathcal{H}$ (see figure 3). Next we observe that there are two inequivalent ways to cut $L_4$ into gluings of two $L_3$s. From this we see that $m_x$ defines an associative structure in the $(\hbar^2 \Delta + \Omega)$-cohomology for $L_4$. This provides a way of defining the deformation quantization of the relational symplectic groupoid (see figure 6). To compare the result with the deformation quantization of the Poisson manifold $\mathcal{P}$, we have to “glue caps”, i.e. consider also $L_4$ (see e.g. figure 11). We view the state $\sigma_x$ associated to it as a linear map $\mathcal{H} \to \mathbb{C}[[\epsilon]]$, with $\epsilon = \frac{\hbar}{2}$. If $f$ is a function on $\mathcal{P}$, we may also take the expectation value of the observable $f(X(u_0))$, where $u_0$ is a point in the interior of the interval with the boundary condition. We denote the result by $\tau_x f$. We may view $\tau_x$ as a linear map $C^\infty(\mathcal{P}) \otimes \mathbb{C}[[\epsilon]] \to \mathcal{H}$. Kontsevich’s star product is obtained by the composition

$$(f * K g)(x) = \sigma_x(m_x(\tau_x f \otimes \tau_x g)).$$

6. The states for the RSG

For a constant Poisson structure we will now show how the Moyal product can be obtained out of the relational symplectic groupoid by using the BV-BFV quantization formalism.

6.1. Spaces of residual fields. We will begin by briefly discussing spaces of residual fields on $L_n$. For this we need the following simple fact. If we denote by $\partial$ the unit disk and by $I \subseteq \partial$ a closed interval, then $H^*(\partial, I) = H^*(\partial, \partial \setminus I) = \{0\}$, since the disk contracts onto $I$. It follows that as soon as we have one interval on $\partial D$ with boundary condition $x = 0$ the spaces of residual fields vanish. This happens if we choose the $\delta_{\partial \Omega}$-polarization on one of the intervals. If we choose the $\delta_{\partial X}$-polarization on every interval, the space of residual fields will be

$$V_D = H^*(\partial) \otimes \mathbb{R}^d \oplus H^*(\partial, \partial) \otimes \mathbb{R}^d[1] \cong T^*[1] \mathbb{R}^d.$$

6.2. The state for $L_3$. Let us start with $M = L_3$. Consider the polarization to be given as in figure 3 such that we have the boundary field $\tilde{X} |_{\partial_1 M} = X$ on $\partial_1 M$ and the boundary fields $\tilde{\eta} |_{\partial_3^{(1)} M} = \mathbb{E}^{(1)}$ and $\tilde{\eta} |_{\partial_3^{(2)} M} = \mathbb{E}^{(2)}$ on $\partial_2^{(1)} M$ and $\partial_2^{(2)} M$ respectively, where $\partial_2^{(1)} M := \partial_1^{(1)} M \sqcup \partial_2^{(2)} M$.

This actually means that we choose the $\delta_{\partial X}$-polarization on $\partial_2 M$ and the $\delta_{\partial \Omega}$-polarization on $\partial_1 M$. The boundary condition for $\tilde{\eta}$ is such that it is zero on the black boundary components.

As discussed above in this case the relevant cohomology vanishes and therefore there are no residual fields. Since $\alpha$ is constant the only Feynman diagrams that we have to compute are given as in figure 4. Let us denote by $\zeta$ a propagator on the disk with the above boundary conditions and let us go with the convention that indices $ij$ on the propagator $\zeta$ represent the points $u_i$ and $u_j$ on the disk where $\zeta$ is evaluated as a two point function. Moreover, let the index 1 always represent a point in the bulk and 2, 3 the points on the respective boundary component of $\partial_2 M$. Moreover, let the index 0 always represent a point on $\partial_1 M$. Following [19] we compute the effective action. We start with the diagrams 4(a) and 4(b). These are the free parts of the action

$$S_{\partial^{(k)} M}^{\text{eff}} = - \int_{\partial^{(k)} M \times \partial_1 M} \pi_1^* \mathbb{E}_i \wedge \zeta_{0u_k} \wedge \pi_2^* X_i,$$
with $u_{v_k} \in \partial^k M$ for $k \in \{1, 2\}$. Here $\pi_1$ and $\pi_2$ represent the projection onto the first and second component respectively. The perturbation term in 4(c) is obtained by the integral

$$S_{\text{pert, eff}}^{(1)} \frac{\partial}{\partial_2^1} M = \frac{1}{2} \alpha_{ij} \int_{M \times C_2(\partial_2^1 M)} \zeta_{12} \wedge \xi_{13} \wedge \pi_{2,1}^* E_i \wedge \pi_{2,2}^* E_j,$$

where $\pi_{2,1}$ is the projection onto the first component of the configuration space $C_2(\partial_2^1 M)$, $\pi_{2,2}$ the projection onto the second component of $C_2(\partial_2^1 M)$. Integration over the bulk vertex gives then

$$S_{\text{pert, eff}}^{(1)} \frac{\partial}{\partial_2^1} M = \frac{1}{2} \alpha_{ij} \int_{C_2(\partial_2^1 M)} \pi_{2,1}^* E_i \wedge \overset{\wedge}{\zeta}_{12} \wedge \pi_{2,2}^* E_j,$$

where $\overset{\wedge}{\zeta}_{12} \in \Omega^0(\partial 2 M)$ is given by $\overset{\wedge}{\zeta}_{12}(u_2, u_3) = \int_M \xi_{12} \wedge \zeta_{13}$. Since the propagator is a 1-form, this function is skew-symmetric. It vanishes if one of its arguments is on the boundary of the interval (since the propagator does). By Stokes theorem we have $d(\overset{\wedge}{\zeta}_{12}) = 0$. By the above, that

$$\lim_{s \to t^-} \overset{\wedge}{\zeta}_{12}(s, t) - \lim_{s \to t^+} \overset{\wedge}{\zeta}_{12}(s, t) = 1.$$

These properties are important for the proof of the mdQME (see A, subsection A.1). Similarly for 4(d) we get the perturbation term

$$S_{\text{pert, eff}}^{(2)} \frac{\partial}{\partial_2^2} M = \frac{1}{2} \alpha_{ij} \int_{C_2(\partial_2^2 M)} \pi_{2,2}^* E_i \wedge \overset{\wedge}{\zeta}_{23} \wedge \pi_{2,2}^* E_j.$$

The perturbation term for 4(e) is given by

$$S_{\text{pert, eff}}^{(1)} \frac{\partial}{\partial_2^1} M \wedge \frac{\partial}{\partial_2^2} M = \frac{1}{2} \alpha_{ij} \int_{(\partial_2^1 M) \times (\partial_2^2 M)} \pi_{2,1}^* E_i \wedge \overset{\wedge}{\zeta}_{23} \wedge \pi_{2,2}^* E_j.$$

The state for $L_3$ is then given by

$$\hat{\psi}_{L_3} = T_M e^{\frac{\hbar}{2} \left( S_{\text{eff}}^{\frac{\partial}{\partial_2^1} M} + S_{\text{eff}}^{\frac{\partial}{\partial_2^2} M} + S_{\text{pert, eff}}^{\frac{\partial}{\partial_2^1} M \wedge \frac{\partial}{\partial_2^2} M} \right)} = T_M e^{\frac{\hbar}{2} S_{\text{eff}}^{\frac{\partial}{\partial_2^1} M}}.$$

Here

$$T_M = \int_L e^{\frac{\hbar}{2} (f_M \text{ grad } \vec{X})} \in \mathbb{C} \otimes \text{Dens}_{\text{const}}(\mathcal{V}_M)/\{\pm 1\}.$$
is a regularized Gaussian functional integral related to the torsion of $M$, described in [19]. Since the disk is simply connected and the relative cohomology for these boundary conditions is trivial, we have that $T_{L_3} = 1$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{diagrams.png}
\caption{The diagrams for $L_3$ which need to be computed. The diagrams (a) and (b) are the free terms of the action and (c), (d) and (e) are interaction terms.}
\end{figure}

6.3. The state for $L_1$. On $M = L_1$ one can choose the $\delta_{\overline{\delta}x}$- or a $\delta_{\overline{\delta}E}$-polarization, where the resulting Feynman diagrams are illustrated in figure 5.

For figure 5(e) we get the trivial state, denoted by $\hat{\psi}_{L_1}^{\delta_{\overline{\delta}E}}$, since there is no diagram to compute. The perturbation term of the effective action for figure (a) is given by

$$S_{\partial_2M}^{\text{pert,eff}} = \frac{1}{2} \alpha^{ij} \int_{C_2(\partial_2M)} \pi_1^a E_i \wedge \hat{\zeta}^\theta_{23} \wedge \pi_2^b E_j,$$

where $\hat{\zeta}^\theta$ is again defined as in the setting of $L_3$. Now the free part contains also residual fields, since with the chosen polarization we get a non-vanishing cohomology, namely $\mathcal{V}_{L_1} = H^*(D) \oplus H^*(D, \partial D)$, generated by $1$ and $\mu$ respectively, where $\mu$ is a normalised volume form on $D$. The two free terms in 5(a) and 5(b) sum to $S_{\partial_2M}^{\text{eff}} = \int_{\partial_2M} z^i E_i + z^i (dx^i)$, since the volume form on the bulk integrates to $1$. For the diagram 5(d) we get an additional perturbation term $S_{\partial_2M}^{\text{pert,eff}} = \alpha^{ij} \int_{\partial_2M} z^i E_j \wedge \tau$, where $\{z^i, z_i^j\}$ are some chosen coordinates and dual coordinates on the cohomology and $\tau \in \Omega^1(\partial_2M)$ is the result of the integral over the bulk vertex of the graph with one bulk vertex connected to one boundary vertex with the property that

\begin{equation}
\text{d} \hat{\zeta}^\theta = \pi_1^a \tau - \pi_2^a \tau.
\end{equation}
Therefore the overall state for $L_1$ is given by $\hat{\psi}_{\Delta X}^{L_1}$. It is given by

$$\hat{\psi}_{L_1} = \hat{\psi}_{L_1}^{\Delta X} = T_{L_1} e^{\frac{i}{\hbar} \left( S^{pert, eff}_{\partial_2 M} + S^{pert, eff}_{\partial_2 M} + \tilde{S}^{pert, eff}_{\partial_2 M} \right)} = T_{L_1} e^{\frac{i}{\hbar} S^{eff}_{\partial M}}.$$  

Again, one can actually show that $T_{L_1} = 1$, with respect to the basis of $V_{L_1}$ given by 1 and $\mu$.

7. The mdQME for the canonical relations

Following the BV-BFV formalism, we need to make sure that the mdQME is satisfied for $\hat{\psi}_{L_j}$, i.e.

$$(8) \quad \nabla_{\xi}^{\partial L_j} \hat{\psi}_{L_j} = \left( d + i(\hbar) \right) \hat{\psi}_{L_j} = 0$$

for $j \in \{1, 3\}$. Here the superscript $(j)$ means that $\Omega^{(j)}$ is the corresponding boundary BFV operator for $L_j$. This operator splits into a free part $\Omega_0^{(j)}$ and a perturbation part $\Omega_{pert}^{(j)}$, i.e. $\Omega^{(j)} = \Omega_0^{(j)} + \Omega_{pert}^{(j)}$. The mdQME will look different for different states, depending on the cohomology and the corresponding effective action.
7.1. The mdQME for $L_3$. By the general construction of [19], one can check that $\Omega^{(3)}$ is given by the sum of

$$\Omega^{(3)}_{\text{pert}} = -\frac{1}{2} \alpha^{ij} \left( \hbar^2 \int_{\partial_1 M} \frac{\delta}{\delta X_i} \frac{\delta}{\delta X_j} - \int_{\partial_2^{(1)} M \cup \partial_2^{(2)} M} E_i \wedge E_j \right)$$

(9)

$$\Omega^{(3)}_0 = i\hbar \left( \int_{\partial_1 M} dX_i \frac{\delta}{\delta X_i} + \int_{\partial_2^{(1)} M \cup \partial_2^{(2)} M} dE_i \frac{\delta}{\delta E_i} + \int_{\partial_1 M} dx_i \frac{\delta}{\delta x_i} + \int_{\partial_2 M} E_i \wedge dx^i \right),$$

(10)

since $\hat{\eta}$ is quantized as $\hat{\eta} = -i\hbar \frac{\delta}{\delta X}$. Also here one should note again the difference between the differentials of $dX_i$, $dE_i$, and $dx^i$. Since there is no cohomology for the chosen polarization, the mdQME reduces to $\hat{\Omega}^{(3)} \hat{\psi}_{L_3} = 0$, which is indeed satisfied (see Appendix A subsection A.1).

7.2. The mdQME for $L_1$. Equation (8) needs to hold for $\hat{\psi}_{L_1}$. Actually it only has to hold for $\hat{\psi}_{\delta X_{L_1}}$, which again represents the state for the diagrams with the $\delta X$-polarization, since the mdQME for $\hat{\psi}_{\delta E_{L_1}}$ is trivially satisfied, we need only to check the case for $\hat{\psi}_{\delta X_{L_1}}$. Indeed, if we denote by $\Omega^{(1)}_{\delta X}$ the boundary BFV operator for $\hat{\psi}_{\delta X_{L_1}}$, then the mdQME for $\hat{\psi}_{L_1}$ is equivalent with

$$\left( \hbar^2 \Delta + \Omega^{(1)}_{\delta X} \right) \hat{\psi}_{L_1} = 0,$$

(11)

where $\Delta = \sum_{i=1}^n (-1)^{1+\deg z^i} \frac{\partial}{\partial z^i} \frac{\partial}{\partial z^i}$. One can then check that the mdQME is indeed satisfied (see Appendix A subsection A.2).

8. Associativity and gluing

The next step includes the observation that the two different ways of gluing two $L_3$s as in figure 6 produce the same state up to some $\Omega^{(3)}$-exact term, which is responsible for the associativity of the Moyal product out of the final gluing. To describe the state of the glued manifold as in the left figure, let $\Sigma^\ell$ be the identification of the boundary $\partial_2^{(1)} M$ for $M$ being the upper glued $L_3$, which we call $L_3^1$, and $\partial_1 M$ for $M$ being the lower glued $L_3$, which we call $L_3^2$.

![Figure 6. The different ways of gluing two L3s](image-url)
Let us denote by $\mathcal{M}^\ell$ the left glued manifold, i.e. $\mathcal{M}^\ell := L^1_3 \cup_{\Sigma^L_2} L^2_3$. Following the gluing description of [19], formally the state for $\mathcal{M}^\ell$ is given by the path integral

$$\hat{\psi}_{\mathcal{M}^\ell} = \int_{X^\ell_1, \Sigma^L_2} e^{-\hat{H} \int_X^\ell \bar{X}^\ell_1 \wedge \Sigma^L_2} \hat{\psi}_{L^1_3} \hat{\psi}_{L^2_3} = \int_{X^\ell_1, \Sigma^L_2} e^{-\hat{H} \int_X^\ell \bar{X}^\ell_1 \wedge \Sigma^L_2} e^{\frac{i}{\hbar} (\mathcal{S}^{\text{eff}}_{\partial L^1_3} + \mathcal{S}^{\text{eff}}_{\partial L^2_3})}.$$  

The corresponding state for the right glued manifold $\mathcal{M}^r := L^1_3 \cup_{\Sigma^L_2} L^2_3$, where $\Sigma^r$ is the identification of the boundary component $\partial^L_2 M$ for $M$ being the upper glued $L^3$, denoted by $L^2_3$ and $\partial^L_1 M$ for $M$ being the lower $L^2_3$, denoted by $L^3_2$, is formally given by the path integral

$$\hat{\psi}_{\mathcal{M}^r} = \int_{X^r_1, \Sigma^L_2} e^{-\frac{i}{\hbar} \int_{\Sigma^r} \bar{X}^r_1 \wedge \Sigma^L_2} \hat{\psi}_{L^1_3} \hat{\psi}_{L^2_3} = \int_{X^r_1, \Sigma^L_2} e^{-\frac{i}{\hbar} \int_{\Sigma^r} \bar{X}^r_1 \wedge \Sigma^L_2} e^{\frac{i}{\hbar} (\mathcal{S}^{\text{eff}}_{\partial L^1_3} + \mathcal{S}^{\text{eff}}_{\partial L^2_3})}.$$  

Instead of computing the glued states directly, one can consider a more general approach where associativity for our gluing actually appears as a special case. Therefore we need to describe the general manifold first.

8.1. General associativity construction. Let us consider the manifold $\mathcal{M}^n$ given as in figure 7. Then we can describe $\partial_2 \mathcal{M}^n = I_1 \sqcup I_2 \sqcup \cdots \sqcup I_{n-1} \sqcup I_n$ as the disjoint union of the $n$ boundary components as in figure 7.

![Figure 7. The more general manifold $\mathcal{M}^n$.](image-url)

The state for $\mathcal{M}^n$ is now easily computed by considering the free and the interaction terms for the effective action similar as for $L_3$. Hence we get the effective action

$$\mathcal{S}^{\text{eff}}_{\mathcal{M}^n} = - \int_{\partial_1 \mathcal{M}^n \times \partial_1 \mathcal{M}^n} \pi^i_1 E_i \wedge \zeta_0^n \wedge \pi^s_2 \bar{X}_i + \frac{1}{2} \alpha^{ij} \int_{\mathcal{M}^n \times C_2(\partial_2 \mathcal{M}^n)} \zeta^n_{12} \wedge \zeta^n_{13} \wedge \pi^s_2 E_i \wedge \pi^s_2 \bar{E}_j,$$

where $C_2(\partial_2 \mathcal{M}^n) = C_2(I_1) \sqcup C_2(I_2) \sqcup \cdots \sqcup I_1 \times I_2 \sqcup I_1 \times I_3 \sqcup \cdots \sqcup I_{n-1} \times I_n$ and $\zeta^n$ is some bulk propagator for $\mathcal{M}^n$ (e.g. the one corresponding to the Euclidean metric). Now if $\zeta^{n,t}$ is another bulk propagator on $\mathcal{M}^n$, since $\zeta^n$ is a propagator, there is (see [19] for the propagator construction or [25] for the computation of deformation of a chain homotopy) a decomposition $\zeta^n = \zeta^{n,t} + d\kappa^n$, where $\kappa^n$ is some zero form on $\mathcal{M}^n \times \mathcal{M}^n$. Generally, the difference of two propagators is given by an exact term for vanishing cohomology, whereas in the case of nonvanishing cohomology it is exact up to some terms depending on a basis of representatives for the cohomology classes. For our purpose, we consider a family $\zeta^{n,t}$ of these propagators by setting a parametrization given as $\zeta^{n,t} = \zeta + t d\kappa^n$ and look at the effective action for this family, which is given by

$$\mathcal{S}^{\text{eff}}_{\mathcal{M}^n}(t) = - \int_{\partial_2 \mathcal{M}^n \times \partial_1 \mathcal{M}^n} \pi^i_1 E_i \wedge \zeta^{n,t} \wedge \pi^s_2 \bar{X}_i + \frac{1}{2} \alpha^{ij} \int_{\mathcal{M}^n \times C_2(\partial_2 \mathcal{M}^n)} \zeta^{n,t}_{12} \wedge \zeta^{n,t}_{13} \wedge \pi^s_2 E_i \wedge \pi^s_2 \bar{E}_j.$$
The state for this parametrization is thus given by

\[ \hat{\psi}_{\mathcal{M}^n}(t) = T_{\mathcal{M}^n} e^{\frac{i}{\hbar} S_{\mathcal{M}^n}(t)}. \]

Let us set

\[ \mathcal{A} = \int_{\partial_2 \mathcal{M}^n \times \partial_1 \mathcal{M}^n} \pi^i_1 E_i \wedge \kappa^0_0 \wedge \pi^*_2 X_i + \frac{1}{2} \alpha^{ij} \int_{\mathcal{M}^n \times C_2(\partial_2 \mathcal{M}^n)} \zeta^{12}_{12} \wedge \kappa^n_1 \wedge \pi^*_2 E_i \wedge \pi^*_2 E_j \
+ \frac{1}{2} \alpha^{ij} \int_{\mathcal{M}^n \times C_2(\partial_2 \mathcal{M}^n)} \kappa^n_1 \wedge \zeta^{12}_{12} \wedge \pi^*_2 E_i \wedge \pi^*_2 E_j. \]

Then we get that (see Appendix B)

\[ \partial_t \hat{\psi}_{\mathcal{M}^n}(t) = \Omega^{(3)} \left( \hat{\psi}_{\mathcal{M}^n}(t), \mathcal{A} \right), \]

By taking \( n = 3 \) and \( \zeta^n, \zeta^{n,i} \) the propagators arising from the two different gluings of \( \mathcal{M}^3 \) this provides a general way of showing that associativity is indeed satisfied, namely, since \( \hat{\psi}_{\mathcal{M}^n} \) changes by an \( \Omega^{(3)} \)-exact term, we can say that \( \hat{\psi}_{\mathcal{M}^t} - \hat{\psi}_{\mathcal{M}^3} \) is given by some other \( \Omega^{(3)} \)-exact term, say \( \Omega^{(3)}(B) \) and \( \hat{\psi}_{\mathcal{M}^t} - \hat{\psi}_{\mathcal{M}^3} \) is also given by some other \( \Omega^{(3)} \)-exact term, say \( \Omega^{(3)}(A) \). Hence we can say that \( \hat{\psi}_{\mathcal{M}^t} \) and \( \hat{\psi}_{\mathcal{M}^r} \) also differ by an \( \Omega^{(3)} \)-exact term since

\[ \hat{\psi}_{\mathcal{M}^t} - \hat{\psi}_{\mathcal{M}^3} + \hat{\psi}_{\mathcal{M}^3} - \hat{\psi}_{\mathcal{M}^r} = \Omega^{(3)}(A + B). \]

9. Main gluing and the Moyal product

9.1. Flat observables on disks. To retrieve the star product we need to include boundary observables, namely those that are induced by functions on \( \mathcal{P} \). To such a function and point \( u_0 \) which lies in some interval with \( \hat{\eta} = 0 \) boundary condition we can associate the observable \( X \mapsto f(X(u_0)) \). The expectation value of such an observable is a section of \( \mathcal{H}^{\text{tot}} \) which is constant on boundary fields.

Choose coordinates \( \{ z, z^\dagger \} \) on the space of residual fields (if it is nonempty, cf. the discussion in 6.1). The result in section 4.5 gives us a Grothendieck connection \( D_G \) on \( \Gamma(\hat{S} T^* \mathcal{P}) \) as

\[ D_G = \sum_{j=1}^d dz^j \left( \frac{\partial}{\partial x^j} - \frac{\partial}{\partial z^j} \right), \]

Hence for a smooth function \( f \in C^\infty(\mathcal{P}) \) we get that

\[ D_G f(x + z) = 0, \]

i.e. functions on \( T^* \mathcal{P} \) of this form are flat sections with respect to the connection \( D_G \).

9.2. First example of gluing. We will now present the actual gluing and modification that is needed to recover the Moyal product. Let us therefore first take a look at \( \hat{L}_1 \) with the \( \delta x \)-polarization and the difference that we attach a delta function \( \left( \frac{1}{\hbar} \right)^d \delta x \), defined on \( \mathcal{P} \), on the black boundary component where we have set \( \hat{\eta} = 0 \) before, as it is shown in figure 8. The renormalization constant in front of the delta function will become clear in the following.

Here \( \delta x(x) = \delta(x - \tilde{x}) \), where \( \tilde{x} \) and \( x \) are points in \( \mathcal{P} \). Hence we can obtain the state for this modified \( \hat{L}_1 \) manifold, denoted by \( \hat{L}_1^{(x)} \delta x \), as

\[ \hat{\psi}_{\hat{L}_1^{(x)} \delta x}(E, z, z^\dagger, x, dx) = \left( \frac{1}{\hbar} \right)^d \delta x(x + z) e^\frac{1}{\hbar} \left( z^\dagger \int_{\theta_2 M} E_i + z^i \right) dx. \]

We now want to consider a special gluing, which we split into two cases of different structure.
9.2.1. First case. Let us consider a first important gluing for $\alpha = 0$, that is that of $L_1 \frac{(-i\hbar)}{\delta \tilde{x}}$ with an $L_1$ manifold endowed with the $\frac{(-i\hbar)}{\delta \tilde{x}}$-polarization, where we attach a smooth function $f \in C^\infty(\mathcal{P})$ at the black boundary component, where we have set $\hat{\eta} = 0$ before, which we denote by $L_1^f$. Moreover, we glue along the boundary components where the fields are attached as it is shown in figure 9.

We expect to end up with the observable $f$ using this particular gluing. Indeed, first we notice that the Feynman diagrams that we get for $L_1^f$ are all possible arrows going from $\partial_1 M$ to the observable $f$. Hence, by Wick’s theorem, we get the state

$$\hat{\psi}_{L_1^f} = \sum_{n \geq 0} \frac{(-i\hbar)^n}{n!} \int_{C_n(\partial_1 M)} X^{i_1}(u_1) \cdots X^{i_n}(u_n) \zeta(u_1, v_0) \cdots \zeta(u_n, v_0) \partial_{i_1} \cdots \partial_{i_n} f(x),$$

where $u_1, \ldots, u_n$ are points on $\partial_1 M$ and $v_0$ a point on the lower boundary component, where $f$ is attached and $X^{ij}$ are the component fields of $X$ on $\partial_1 M$. Using the fact that $\int_{\partial_1 M} \zeta(u_j, v_0) = 1$ for all $j = 1, \ldots, n$, we can use the gluing principle of identifying the $X$- with the $E$-fields to obtain the glued state

$$\hat{\psi}_{f, \tilde{x}} = \left( \frac{i}{\hbar} \right)^d \delta \tilde{x}(x + z) \sum_{n \geq 0} \frac{1}{n!} z^{i_1} \cdots z^{i_n} \partial_{i_1} \cdots \partial_{i_n} f(x) e^{\frac{i}{\hbar} X^{ij} dx^j},$$

which can be written as

$$\hat{\psi}_{f, \tilde{x}} = \left( \frac{i}{\hbar} \right)^d \delta \tilde{x}(x + z) f(x + z) e^{\frac{i}{\hbar} X^{ij} dx^j},$$

by considering the sum as a Taylor expansion of $f$. Let us now write

$$\hat{\psi}_{f, \tilde{x}} = \hat{\psi}_\rho = \rho(x + z) e^{\frac{i}{\hbar} X^{ij} dx^j}.$$
with \( \rho(x) := \left( \frac{i}{\hbar} \right)^d \delta(x - \tilde{x}) f(x) \). Thus we get
\[
\hat{\Delta} \psi_\rho = \frac{i}{\hbar} \sum_{k=1}^{d} dx^k \partial_k \rho(x + z) e^{\frac{i}{\hbar} z^j dx^j},
\]
and therefore \( \hat{\Delta} \psi_\rho = \frac{i}{\hbar} d \psi_\rho \). Moreover, since \( \hat{\Omega} \psi_\rho = 0 \) we get that the mdQME holds. Let us now consider the Lagrangian submanifold \( L = \{ z = 0 \} \) and the corresponding BV integral
\[
\int_{\hat{L}} \psi_\rho \mid_{z=0} dz_1 \cdots dz_d = \rho(x) \left( \frac{\hbar}{i} \right)^d dx = f(x) \delta(x - \tilde{x}) d^d x.
\]
Now integrating this term over the whole Poisson manifold, we get
\[
\int_{\hat{L}} \psi_\rho \mid_{z=0} dz_1 \cdots dz_d = f(\tilde{x}),
\]
and therefore we end up with our function again.

9.2.2. Second case. If we now consider \( \alpha \) to be constant different from zero, we can do the same computation with the difference that we have an additional perturbation term \( \alpha^{ij} \int_{\partial_2 M} z^i E_i \wedge \tau \) in the exponential for the state \( \hat{\psi}_{L_1(\frac{i}{\hbar})^d \delta_{\tilde{x}}} \). In fact we have now the corresponding diagrams as in figure 5 (a) and (c) with the additional diagram for the \( \frac{\delta}{\delta x} \)-polarization, where we have one bulk vertex with one arrow going to the boundary \( \partial_2 M \) and with one arrow deriving the function \( \left( \frac{i}{\hbar} \right)^d \delta_{\tilde{x}} \) as in figure 10.

\[ \text{Figure 10. The additional diagram for } L_1(\frac{i}{\hbar})^d \delta_{\tilde{x}}. \]

Therefore one obtains that the glued state \( \hat{\psi}_{f, \tilde{x}} \) is actually given by the star product \( f \star_M \left( \frac{i}{\hbar} \right)^d \delta_{\tilde{x}} \). To consider all points on \( \hat{\mathcal{P}} \), we integrate over all background fields to obtain
\[
\int_{\hat{\mathcal{P}}} \left( f \star_M \left( \frac{i}{\hbar} \right)^d \delta_{\tilde{x}} \right)(x) d^d x = \int_{\hat{\mathcal{P}}} \left( \frac{i}{\hbar} \right)^d f(x) \delta(x - \tilde{x}) d^d x = f(\tilde{x}) + \left( \frac{i}{\hbar} \right)^d \alpha^{ij} \int_{\mathcal{P}} \partial_i f(x) \partial_j \delta(x - \tilde{x}) d^d x + \cdots
\]
\[
= \left( \frac{i}{\hbar} \right)^d \alpha^{ij} \int_{\mathcal{P}} \partial_i \partial_j f(x) \delta(x - \tilde{x}) d^d x + \cdots
\]
where we have used the fact that $\alpha$ is an antisymmetric tensor to obtain zero for the other terms. Therefore we end up with the function $f$ for the gluing of $L_1^{\delta_x}$ and $L_1^{\delta_x}$. For notational simplicity we have only dealt with the case where $f$ is analytical, but the final result is general.

Remark 9.1. One should note that the computations at the end can also be done with general Poisson structures, in particular with Kontsevich’s star product.

9.3. Obtaining the Moyal product. Now using this construction, we can recover the Moyal product by the gluing shown in figure 11.

According to the notation $L_1^f$, we consider the same manifold but with $f \star_M g$ attached to it when we write $L_1^{f \star_M g}$ (see figure 13) for any $f, g \in C^\infty(\mathcal{P})$. The idea of the gluing in figure 11 is to produce the same result as if one would do the gluing of $L_1^{(1)} d \delta_x$ and $L_1^{f \star_M g}$ as before. Therefore we first compute the state of the appearing Feynman diagrams for the partial gluing as in figure 12, by gluing $L_1^f$ and $L_1^g$ to $\partial_2^{(1)} L_3$ and $\partial_2^{(2)} L_3$. The diagrams in figure 12 are those which need to be evaluated under the exponential map to obtain the state of the glued manifold in figure 12, which we denote by $\mathcal{G}$.

Using Wick’s theorem, the effective action terms of $L_3$ and the gluing process as in [19], we can compute the state of the glued manifold $\mathcal{G}$ by the same arguments as before. Thus we get

$$\hat{\psi}_G = \sum_{n,m,\ell \geq 0} \frac{(-i\hbar)^{n+m+\ell}}{n!m!\ell!} \int_{C_{n+m}(\partial_1 \mathcal{G})} \prod_{k_1=1}^n \prod_{k_2=1}^m X^{ik_1} (u_{k_1}, v_0) \bar{X}^{jk_2} (\bar{u}_{k_2}, v_1) \times \prod_{k_3=1}^\ell \alpha^{i_{k_3} j_{k_3}} \partial_{i_{k_1}} \partial_{i_{k_3}} f(x) \partial_{j_{k_2}} \partial_{i_{k_3}} g(x),$$

Figure 11. The gluing for the Moyal product
where $\partial_1 \mathcal{G}$ is the top boundary, $u_1, \ldots, u_n, \tilde{u}_1, \ldots, \tilde{u}_m$ are distinct points in $\partial_1 \mathcal{G}$, the $X_{1k}$-fields are the component fields of the $X$-field on $\partial_1 \mathcal{G}$ corresponding to the $\Sigma_1$ gluing and the $X_{2k}$-fields are those corresponding to the $\Sigma_2$ gluing. Here the propagators are given as before with the difference that $v_0$ represents a point on the lower boundary component of $L^f_1$ where $f$ is attached and $v_1$ represents a point on the lower boundary component of $L^g_1$ where $g$ is attached.

**Figure 13.** The manifold $L^{f*_M g}_1$

Now by the argument as before, we can consider the gluing as in figure 14, by identifying the states $\hat{\psi}_{L^{f*_M g}_1}$ and $\hat{\psi}_G$ with each other by applying the product rule, only with the difference that we have two different evaluation points for $\hat{\psi}_G$. Then we can glue these states together as in figure 14, which also corresponds then to the gluing of figure 11.

Finally, using the procedure as before for such a gluing, we end up with the integral

$$\int_{\mathcal{G}} \left\{ (f *_M g) *_M \left( \frac{i}{\hbar} \frac{d}{\delta x} \right) (x) \right\} d^d x,$$

which yields $f *_M g(\tilde{x})$. Therefore we obtain the Moyal product of $f$ and $g$ as claimed. Moreover, we have already discussed that associativity is satisfied, since the states of the $L_3$ gluings only differ
by an $\Omega^{(3)}$-exact term, i.e. the mdQME is directly satisfied and therefore associativity holds for this construction.

10. Outlook

The construction of the present paper may be generalized to other Poisson structures. We now briefly list the main peculiarities of the general case.

- If the target Poisson manifold is not an open subset of $\mathbb{R}^d$, the Grothendieck connection does not have the simple form used in equation (5). A more general form is available, see [5], and this will lead to changes in the boundary action.
- The boundary operator $\Omega$ is not as simple as in the case of a constant Poisson structure. Still following [19] it can be computed explicitly, it squares to zero, the states solve the mQME and, under a change of gauge fixing, change by an exact term for the connection $\nabla G^E$.  
- The computation of the states $L_1$ and $L_3$ requires many more (in general infinitely many) Feynman diagrams. As a consequence the state corresponding to a function $f$ on the Poisson manifold has perturbative corrections. Still, by the general results of [19], these states satisfy the mQME and change accordingly by a change of gauge fixing. In particular, $L_3$ still defines a product that is associative up to exact terms for the connection $\nabla G^E$.
- By the general results of [19] the theory is compatible with cutting and gluing. In particular, the composition in figure 11 yields the star product for the target Poisson structure.

Note that the associativity of Kontsevich’s star product is now a consequence of the gluing formulae and of the associativity up to an $\Omega$-exact term for the $L_3$s. Having explicit formulae for some other cases, like the linear one, would be useful.

Appendix A. Computations of the mdQMEs of section 7

A.1. Computation for $L_3$. We want to show the mdQME for $L_3$, i.e.

$$\nabla G^E \hat{\psi}_{L_3} = \left( d + i\hbar \Delta + \frac{i}{\hbar} \Omega^{(3)} \right) \hat{\psi}_{L_3} = 0$$

Figure 14. The cap gluing for the Moyal product
As it was already mentioned in section 7, (19) reduces to the equation $\Omega^{(3)} \tilde{\psi}_{L_3} = 0$. Moreover, recall that $\Omega^{(3)}$ is given by (see the general construction of [19]) the sum of

$$
\Omega^{(3)}_{\text{pert}} = -\frac{1}{2} \alpha^{ij} \left( \hbar^2 \int_{\partial_1 M} \frac{\delta}{\delta X_i} \frac{\delta}{\delta X_j} - \int_{\partial_2^{(1)}} \frac{\delta}{\delta X_i} \frac{\delta}{\delta X_j} \right) E_i \wedge E_j
$$

$$
\Omega^{(3)} = i \hbar \left( \int_{\partial_1 M} dX_i \frac{\delta}{\delta X_i} + \int_{\partial_2^{(1)}} \frac{\delta}{\delta X_i} + \int_{\partial_1 M} dX_i \frac{\delta}{\delta X_i} + \int_{\partial_2^{(1)}} \frac{\delta}{\delta X_i} \right),
$$

since $\tilde{\eta} = -i \hbar \frac{\delta}{\delta X}$ is the conjugated momentum. Let us also look at some terms of $\Omega^{(3)}$ with a derivative by defining

$$
\Omega^{(3)}_{X, \text{pert}} := \frac{\hbar^2}{2} \alpha^{ij} \int_{\partial_1 M} \frac{\delta}{\delta X_i} \frac{\delta}{\delta X_j},
$$

$$
\Omega^{(3)}_{X} := i \hbar \int_{\partial_1 M} dX_i \frac{\delta}{\delta X_i},
$$

$$
\Omega^{(3)}_{E} := i \hbar \int_{\partial_2^{(1)}} \frac{\delta}{\delta E_i}
$$

Applying $\tilde{\Omega} = \Omega^{(3)}_{\text{pert}} + \Omega^{(3)}_{X} + \Omega^{(3)}_{E}$ to the state $\tilde{\psi}_{L_3}$, we get

$$
\tilde{\Omega} \tilde{\psi}_{L_3} = T_{L_3} \tilde{\Omega} e^{\frac{i}{\hbar} S_{\text{eff}}} = T_{L_3} \left( \Omega^{(3)}_{\text{pert}} + \Omega^{(3)}_{X} + \Omega^{(3)}_{E} \right) e^{\frac{i}{\hbar} S_{\text{eff}}}.
$$

Recall also that $T_{L_3} = 1$. We want to compute each contribution of the different parts of $\tilde{\Omega}$. Let us therefore first apply $\Omega^{(3)}_{\text{pert}}$ and observe

$$
\Omega^{(3)}_{\text{pert}} e^{\frac{i}{\hbar} S_{\text{eff}}} = -\frac{\hbar^2}{2} \alpha^{ij} \int_{\partial_1 M} \frac{\delta}{\delta X_i} \frac{\delta}{\delta X_j} e^{\frac{i}{\hbar} S_{\text{eff}}}
$$

$$
+ \frac{1}{2} \alpha^{ij} \left( \int_{\partial_2^{(1)}} \frac{\delta}{\delta X_i} \frac{\delta}{\delta X_j} \right) E_i \wedge E_j e^{\frac{i}{\hbar} S_{\text{eff}}}
$$

$$
- \frac{\hbar^2}{2} \alpha^{ij} \left( \frac{1}{\hbar} \right) \int_{\partial_1 M} \frac{\delta}{\delta X_i} \frac{\delta S_{\text{eff}}}{\delta X_j} e^{\frac{i}{\hbar} S_{\text{eff}}}
$$

$$
+ \frac{1}{2} \alpha^{ij} \left( \int_{\partial_2^{(1)}} \frac{\delta}{\delta X_i} \frac{\delta}{\delta X_j} \right) E_i \wedge E_j e^{\frac{i}{\hbar} S_{\text{eff}}}
$$

$$
- \frac{\hbar^2}{2} \alpha^{ij} \left( \frac{1}{\hbar} \right)^2 \int_{\partial_1 M} \left( \frac{\delta^2 S_{\text{eff}}}{\delta X_i \delta X_j} e^{\frac{i}{\hbar} S_{\text{eff}}} + \frac{\delta S_{\text{eff}}}{\delta X_i} \frac{\delta S_{\text{eff}}}{\delta X_j} e^{\frac{i}{\hbar} S_{\text{eff}}} \right)
$$

$$
+ \frac{1}{2} \alpha^{ij} \left( \int_{\partial_2^{(1)}} \frac{\delta}{\delta X_i} \frac{\delta}{\delta X_j} \right) E_i \wedge E_j e^{\frac{i}{\hbar} S_{\text{eff}}}
$$

$$
- \frac{\hbar^2}{2} \alpha^{ij} \left( \frac{1}{\hbar} \right)^2 \int_{\partial_1 M} \left( \frac{\delta^2 S_{\text{eff}}}{\delta X_i \delta X_j} + \frac{\delta S_{\text{eff}}}{\delta X_i} \frac{\delta S_{\text{eff}}}{\delta X_j} \right) e^{\frac{i}{\hbar} S_{\text{eff}}}
$$

$$
+ \frac{1}{2} \alpha^{ij} \left( \int_{\partial_2^{(1)}} \frac{\delta}{\delta X_i} \frac{\delta}{\delta X_j} \right) E_i \wedge E_j e^{\frac{i}{\hbar} S_{\text{eff}}}
$$
Now we need to express the functional derivatives in (31) in terms of the propagator and the fields. Each term is given by a sum and the only terms which contribute to the derivatives are

\[
\frac{\delta^2 S_{\text{eff}}}{\delta X_i \delta X_j} = \frac{\delta^2 S_{\text{eff}}^{(1)}}{\delta X_i \delta X_j} + \frac{\delta^2 S_{\text{eff}}^{(2)}}{\delta X_i \delta X_j},
\]

since the other terms of the effective action do not depend on the X-field. Now we get

\[
\frac{\delta^2 S_{\text{eff}}^{(k)}}{\delta X_i \delta X_j} = 0,
\]

and hence

\[
\frac{\delta S_{\text{eff}}}{\delta X_i} = \int_{\Omega_1 \times \partial_2^{(k)}} \zeta_0 \wedge \pi_2^{*} \mathbb{E}_i,
\]

\[
\frac{\delta S_{\text{eff}}}{\delta X_j} = \int_{\Omega_1 \times \partial_2^{(k)}} \zeta_0 \wedge \pi_2^{*} \mathbb{E}_j.
\]

This shows that the application of $\Omega^{(3)}_{\text{pert}}$ to the state $\hat{\psi}_{L_{3}}$ gives

\[
\Omega^{(3)}_{\text{pert}} e^{\frac{i}{\hbar} S_{\text{eff}}^{(3)}} = \frac{1}{2} \alpha^{ij} \left( \int_{\Omega_1 \times \partial_2^{(1)} \times \partial_2^{(2)} M} \zeta_0 \wedge \zeta_0 \wedge \pi_2^{*} \mathbb{E}_i \wedge \pi_2^{*} \mathbb{E}_j \right) e^{\frac{i}{\hbar} S_{\text{eff}}^{(3)}}
\]

\[
+ \frac{1}{2} \alpha^{ij} \left( \int_{\Omega_1 \times \partial_2^{(1)} \times \partial_2^{(2)} M} \zeta_0 \wedge \zeta_0 \wedge \pi_2^{*} \mathbb{E}_i \wedge \pi_2^{*} \mathbb{E}_j \right) e^{\frac{i}{\hbar} S_{\text{eff}}^{(3)}}
\]

\[
+ \frac{1}{2} \alpha^{ij} \left( \int_{\Omega_1 \times \partial_2^{(2)} M} \zeta_0 \wedge \zeta_0 \wedge \pi_2^{*} \mathbb{E}_i \wedge \pi_2^{*} \mathbb{E}_j \right) e^{\frac{i}{\hbar} S_{\text{eff}}^{(3)}}
\]

\[
+ \frac{1}{2} \alpha^{ij} \left( \int_{\Omega_1 \times \partial_2^{(2)} M} \zeta_0 \wedge \zeta_0 \wedge \pi_2^{*} \mathbb{E}_i \wedge \pi_2^{*} \mathbb{E}_j \right) e^{\frac{i}{\hbar} S_{\text{eff}}^{(3)}}
\]

\[
+ \frac{1}{2} \alpha^{ij} \left( \int_{\Omega_1 \times \partial_2^{(2)} M} \mathbb{E}_i \wedge \mathbb{E}_j \right) e^{\frac{i}{\hbar} S_{\text{eff}}^{(3)}}.
\]
For these terms we get the diagrams as in Figure 15. Recall that $u_0 \in \partial_1 M, u_1 \in M$ and $u_2, u_3, u_\nu \in \partial_{(k)} M$ for some $k \in \{1, 2\}$. Now we want to compute the corresponding terms for $\Omega^{(3)}_{\text{pert}}$. We get

\begin{align}
\Omega^{(3)}_{\text{E}} e^{\frac{i}{\hbar} S_{\partial M}^{\text{eff}}} &= i\hbar \left( \int_{\partial_{(1)} M \sqcup \partial_{(2)} M} \delta S_{\partial M}^{\text{eff}} e^{\frac{i}{\hbar} S_{\partial M}^{\text{eff}}} \right) \\
&+ i\hbar \left( \int_{\partial_{(1)} M \sqcup \partial_{(2)} M} \delta S_{\partial M}^{\text{pert,eff}} e^{\frac{i}{\hbar} S_{\partial M}^{\text{eff}}} \right) \\
&+ i\hbar \left( \int_{\partial_{(1)} M \sqcup \partial_{(2)} M} \delta S_{\partial M}^{\text{pert,eff}} e^{\frac{i}{\hbar} S_{\partial M}^{\text{eff}}} \right) \\
&+ i\hbar \left( \int_{\partial_{(1)} M \sqcup \partial_{(2)} M} \delta S_{\partial M}^{\text{pert,eff}} e^{\frac{i}{\hbar} S_{\partial M}^{\text{eff}}} \right)
\end{align}

Figure 15. The diagrams for the terms of $\Omega^{(3)}_{\text{pert}}$.

Let us now compute each term individually. We will start with (43) and observe

\begin{align}
\int_{\partial_{(1)} M \sqcup \partial_{(2)} M} \delta S_{\partial M}^{\text{eff}} e^{\frac{i}{\hbar} S_{\partial M}^{\text{eff}}} &= i\hbar \left( \int_{\partial_{(1)} M \times \partial_{1} M} \pi^* \delta \zeta_0 \land \pi^* X_1 \right) e^{\frac{i}{\hbar} S_{\partial M}^{\text{eff}}}
\end{align}

For (44) we get

\begin{align}
\int_{\partial_{(2)} M \times \partial_{1} M} \delta S_{\partial M}^{\text{eff}} e^{\frac{i}{\hbar} S_{\partial M}^{\text{eff}}} &= i\hbar \left( \int_{\partial_{(2)} M \times \partial_{1} M} \pi^* \delta \zeta_0 \land \pi^* X_1 \right) e^{\frac{i}{\hbar} S_{\partial M}^{\text{eff}}}
\end{align}
For the term (45) we get

\begin{equation}
\left( \frac{i}{\hbar} \int_{\partial_2^{(1)} M : \partial_2^{(2)} M} d\mathcal{E}_i \frac{\delta S^{\text{pert, eff}}}{\delta \mathcal{E}_i} \right) e^{\frac{i}{\hbar} S^\text{eff}_{\partial M}} \tag{50}
\end{equation}

\begin{equation}
= \left( \frac{i}{\hbar} \right) \frac{1}{2} \alpha^{ij} \left( \int_{C_2(\partial_2^{(1)} M)} \pi_i^1 d\mathcal{E}_i \wedge \zeta_{23}^\partial \wedge \pi_2^2 \mathcal{E}_j + \int_{C_2(\partial_2^{(1)} M)} \pi_1^1 \mathcal{E}_i \wedge \zeta_{23}^\partial \wedge \pi_2^2 d\mathcal{E}_j \right) e^{\frac{i}{\hbar} S^\text{eff}_{\partial M}}. \tag{51}
\end{equation}

Now using integration by parts we get

\begin{equation}
\left( \frac{i}{\hbar} \right) \frac{1}{2} \alpha^{ij} \left( \int_{C_2(\partial_2^{(1)} M)} \pi_i^1 d\mathcal{E}_i \wedge \zeta_{23}^\partial \wedge \pi_2^2 \mathcal{E}_j + \int_{C_2(\partial_2^{(1)} M)} \pi_1^1 \mathcal{E}_i \wedge \zeta_{23}^\partial \wedge \pi_2^2 d\mathcal{E}_j \right) \text{e}^{\frac{i}{\hbar} S^\text{eff}_{\partial M}}. \tag{52}
\end{equation}

Because of the fact that we have vanishing cohomology, we can use Stokes' theorem to compute \( d\zeta^\partial \). We get

\[ d\zeta_{23}^\partial := d\zeta_{23}^\partial(u_2, u_3) = \int_{\partial_1 M} \zeta_{02} \wedge \zeta_{03}. \]

Hence (55) can be written as

\begin{equation}
\left( \frac{i}{\hbar} \right) \frac{1}{2} \alpha^{ij} \left( \int_{\partial_1 M \times C_2(\partial_2^{(1)} M)} \zeta_{02} \wedge \zeta_{03} \wedge \pi_{1, i}^* \mathcal{E}_i \wedge \pi_{2, j}^* \mathcal{E}_j \right) e^{\frac{i}{\hbar} S^\text{eff}_{\partial M}}. \tag{56}
\end{equation}

The same procedure holds for (46) and thus

\begin{equation}
\left( \frac{i}{\hbar} \right) \frac{1}{2} \alpha^{ij} \left( \int_{\partial_2^{(1)} M : \partial_2^{(2)} M} \mathcal{E}_i \wedge \mathcal{E}_j \right) \text{e}^{\frac{i}{\hbar} S^\text{eff}_{\partial M}}. \tag{57}
\end{equation}

The boundary propagator \( \zeta^\partial \) is no longer in (54) and (55) since we have to integrate over the fiber of the configuration space, which implies that by the property of \( \zeta^\partial \) its value is constant 1 on the fiber. Moreover, since the diagonal is a copy of the manifold itself, we get that integration over \( \partial C_2(\partial_2^{(k)} M) \) is then actually given by integration over \( \partial_2^{(k)} M \) with the remaining form \( \mathcal{E}_i \wedge \mathcal{E}_j \), i.e., evaluated at the same point for \( k \in \{1, 2 \} \). For the term (47) we have the same principle and thus
\begin{align}
\left(\int_{\partial^{(1)}_2 \times \partial^{(2)}_2} \frac{\delta S_{\text{pert,eff}}}{\delta \pi_i} \right) e^{\frac{i}{\hbar} S_{\text{eff}}}
= \frac{i}{\hbar} \frac{1}{2} \alpha^{ij} \left( \int_{\partial^{(1)}_2} \frac{\delta S_{\text{pert,eff}}}{\delta \pi_i} \right) e^{\frac{i}{\hbar} S_{\text{eff}}}
+ \frac{i}{\hbar} \frac{1}{2} \alpha^{ij} \left( \int_{\partial^{(2)}_2} \frac{\delta S_{\text{pert,eff}}}{\delta \pi_i} \right) e^{\frac{i}{\hbar} S_{\text{eff}}}.
\end{align}

Moreover, we can observe that (61) vanishes, since we get integration over the double boundary and the fields vanish on the endpoints of the boundary. Now we need to compute the terms for $\Omega^{(3)}_X$. Therefore we get

\begin{align}
\Omega^{(3)}_X e^{\frac{i}{\hbar} S_{\text{eff}}} = \frac{i}{\hbar} \left( \int_{\partial^{(1)}_1} \frac{\delta S_{\text{pert,eff}}}{\delta \pi_i} \right) e^{\frac{i}{\hbar} S_{\text{eff}}}
+ \frac{i}{\hbar} \left( \int_{\partial^{(2)}_1} \frac{\delta S_{\text{pert,eff}}}{\delta \pi_i} \right) e^{\frac{i}{\hbar} S_{\text{eff}}}.
\end{align}

The term in (63) is then

\begin{align}
\left(\int_{\partial^{(1)}_2} \pi_i^* E_i \wedge \zeta_{0\nu} \wedge \pi^*_2 X_i \right) e^{\frac{i}{\hbar} S_{\text{eff}}}
\end{align}

The term in (64) is then

\begin{align}
\left(\int_{\partial^{(2)}_2} \pi_i^* E_i \wedge \zeta_{0\nu} \wedge \pi^*_2 X_i \right) e^{\frac{i}{\hbar} S_{\text{eff}}}.
\end{align}

Now if we combine (65) with (48) and (66) with (49) and using again integration by parts we get

\begin{align}
\left(\int_{\partial^{(1)}_2 \times \partial^{(2)}_1} \pi_i^* E_i \wedge \zeta_{0\nu} \wedge \pi^*_2 X_i + \int_{\partial^{(1)}_2 \times \partial^{(2)}_1} \pi_i^* E_i \wedge \zeta_{0\nu} \wedge \pi^*_2 X_i \right) e^{\frac{i}{\hbar} S_{\text{eff}}}
\end{align}

\begin{align}
\left(\int_{\partial^{(1)}_2 \times \partial^{(2)}_1} d(\pi_i^* E_i \wedge \pi^*_2 X_i) \wedge \zeta_{0\nu} \right) e^{\frac{i}{\hbar} S_{\text{eff}}}
\end{align}

\begin{align}
\left(\int_{\partial^{(1)}_2 \times \partial^{(2)}_1} \pi_i^* E_i \wedge \pi^*_2 X_i \right) e^{\frac{i}{\hbar} S_{\text{eff}}}
\end{align}

\begin{align}
+ \left(\int_{\partial^{(1)}_2 \times \partial^{(2)}_1} \pi_i^* E_i \wedge d\zeta_{0\nu} \wedge \pi^*_2 X_i \right) e^{\frac{i}{\hbar} S_{\text{eff}}}
\end{align}

and
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\[
\begin{align*}
(71) & \quad \left( \int_{\partial_2^2 \times \partial_1 M} \pi_1^* dE_i \wedge \zeta_0 \wedge \pi_2^* X_i + \int_{\partial_2^2 \times \partial_1 M} \pi_1^* E_i \wedge \zeta_0 \wedge \pi_2^* dX_i \right) e^{\frac{i S_{\text{eff}}}{\hbar} \partial M} \\
(72) & \quad = \left( \int_{\partial_2^2 \times \partial_1 M} d(\pi_1^* E_i \wedge \pi_2^* X_i) \wedge \zeta_0 \right) e^{\frac{i S_{\text{eff}}}{\hbar} \partial M} \\
(73) & \quad = \left( \int_{\partial \partial_2^2 \times \partial_1 M} \pi_1^* E_i \wedge \pi_2^* X_i \right) e^{\frac{i S_{\text{eff}}}{\hbar} \partial M} \\
(74) & \quad + \left( \int_{\partial_2^2 \times \partial_1 M} \pi_1^* E_i \wedge d\zeta_0 \wedge \pi_2^* X_i \right) e^{\frac{i S_{\text{eff}}}{\hbar} \partial M}
\end{align*}
\]

respectively. Now again we can use that there is no cohomology and which implies that \( d\zeta = 0 \) and thus the terms (70) and (74) vanish. Moreover, the terms (69) and (73) also vanish because of the principle we already had before. Now the term (38) cancels with (56), the term (39) cancels with (62) the term (41) cancels with (59) and finally the term in (42) cancels with the sum of the terms (54) and (58). Finally, for \( \int_{\partial_1 M} dx_i \delta \delta X_i \) we get a term

\[
\begin{align*}
& \quad \int_{\partial_2^2 M \times \partial_1 M} \left( i \hbar dE_i \delta \frac{\delta}{\delta E_i} - h^2 E_i \wedge dx^i + \frac{1}{2} \alpha^i_j E_i \wedge E_j \right), \\
& \quad \Delta = \sum_{i=1}^n (-1)^{1 + \deg z_i} \frac{\partial}{\partial z_i} \frac{\partial}{\partial z_i}
\end{align*}
\]

We can use the formula \( \deg z_i = 1 - \deg \chi_i \), where \( \{ \chi_i \} \) is a basis for the cohomology for some representatives \( \chi_i \) (see [19]), and since we have the cohomology of the disk, we get that \( \deg \chi_i = 0 \) and hence \( \deg z_i = 1 \). Therefore we have an even exponent and only the coefficients +1. Now define \( \Omega^{(1)}_E := i \hbar \int_{\partial_2 M} dE_i \delta \frac{\delta}{\delta E_i} \). Then we get

A.2. Computation for \( L_1 \). Now we need to do the same computations for \( M = L_1 \) but with the difference that we have cohomology which means that \( \Delta \neq 0 \). We need to show the mdQME for \( L_1 \), i.e.

\[
(75) \quad \nabla_{\nabla}^L_1 \psi_{L_1} = \left( d + i\hbar \Delta + \frac{i}{\hbar} \Omega^{(1)}_E \right) \psi_{L_1} = 0,
\]

where

\[
(76) \quad \Omega^{(1)}_E = \int_{\partial_2 M} \left( i \hbar dE_i \delta \frac{\delta}{\delta E_i} - h^2 E_i \wedge dx^i + \frac{1}{2} \alpha^i_j E_i \wedge E_j \right),
\]

\[
(77) \quad \Delta = \sum_{i=1}^n (-1)^{1 + \deg z_i} \frac{\partial}{\partial z_i} \frac{\partial}{\partial z_i}
\]

We can use the formula \( \deg z_i = 1 - \deg \chi_i \), where \( \{ \chi_i \} \) is a basis for the cohomology for some representatives \( \chi_i \) (see [19]), and since we have the cohomology of the disk, we get that \( \deg \chi_i = 0 \) and hence \( \deg z_i = 1 \). Therefore we have an even exponent and only the coefficients +1. Now define \( \Omega^{(1)}_E := i \hbar \int_{\partial_2 M} dE_i \delta \frac{\delta}{\delta E_i} \). Then we get
\begin{equation}
\Omega^{(1)} L_1 = \Omega^{(1)} T_L c^{\frac{\delta}{\hbar}}(S_{\text{eff}}^{(SM)}) = T_L \Omega^{(1)} e^{\frac{\delta}{\hbar}}(S_{\text{pert,eff}}^{(SM)} + S_{\text{eff}}^{(SM)} + S_{\text{pert,eff}}^{(SM)})
\end{equation}

\begin{equation}
= T_L \left( \frac{i}{\hbar} \int_{\partial_2 M} \text{d}E_i \frac{\delta}{\text{d}E_i} c^{\frac{\delta}{\hbar}}(S_{\text{pert,eff}}^{(SM)} + S_{\text{eff}}^{(SM)} + S_{\text{pert,eff}}^{(SM)}) \right)
\end{equation}

\begin{equation}
= T_L \frac{i}{\hbar} \int_{\partial_2 M} \left( \text{d}E_i \frac{\delta S_{\text{pert,eff}}}{\delta E_i} + \text{d}E_j \frac{\delta S_{\text{eff}}}{\delta E_j} + \text{d}E_i \frac{\delta S_{\text{pert,eff}}}{\delta E_i} \right) e^{\frac{\delta}{\hbar} S_{\text{eff}}^{(SM)}}
\end{equation}

\begin{equation}
= T_L \frac{i}{\hbar} \int_{\partial_2 M} \left( \int_{C_2(\partial_2 M)} \pi^i E_i \wedge \pi^j E_j \right) e^{\frac{\delta}{\hbar} S_{\text{eff}}^{(SM)}}
\end{equation}

\begin{equation}
= T_L \frac{i}{\hbar} \int_{\partial_2 M} \left( \int_{C_2(\partial_2 M)} \pi^i E_i \wedge \pi^j E_j \right) e^{\frac{\delta}{\hbar} S_{\text{eff}}^{(SM)}}
\end{equation}

\begin{equation}
= T_L \frac{i}{\hbar} \int_{\partial_2 M} \left( \int_{C_2(\partial_2 M)} \pi^i E_i \wedge \pi^j E_j \right) e^{\frac{\delta}{\hbar} S_{\text{eff}}^{(SM)}}
\end{equation}

Again, with integration by parts, we get that \((81)\) together with \((82)\) gives
\begin{equation}
T_L \frac{i}{\hbar} \int_{\partial_2 M} \left( \int_{C_2(\partial_2 M)} \pi^i E_i \wedge \pi^j E_j \right) e^{\frac{\delta}{\hbar} S_{\text{eff}}^{(SM)}} + T_L \frac{i}{\hbar} \int_{\partial_2 M} \left( \int_{C_2(\partial_2 M)} \pi^i E_i \wedge \pi^j E_j \right) e^{\frac{\delta}{\hbar} S_{\text{eff}}^{(SM)}}
\end{equation}

Now we can use \((7)\) and we get that the second term of \((85)\) is given by
\begin{equation}
T_L \frac{i}{\hbar} \int_{\partial_2 M} \left( \int_{C_2(\partial_2 M)} \pi^i E_i \wedge \pi^j E_j \right) e^{\frac{\delta}{\hbar} S_{\text{eff}}^{(SM)}}
\end{equation}

Hence the term which arises from \(\triangle\) cancels with \((86)\). Moreover, we also get a term \(\hbar^2 \oint_{\partial_2 M} E_i \wedge dx^i\), which cancels with the first multiplicative term of \(\Omega^{(1)}\), and since \((83)\) and \((84)\) vanish, and clearly \(\text{d}\psi_{L_1}^\delta = 0\), we get that the \((75)\) holds. Recall that the mdQME for \(\psi_{L_1}^\delta\) is trivially satisfied, and \(T_{L_1} \equiv 1\).

\textbf{Appendix B. Computations for the associativity of the gluing of section 8}

We want to show \((17)\). We claim that
\begin{equation}
\partial_t \psi_{M^n}(t) = \Omega^{(3)} \left( \psi_{M^n}(t) \int_{\partial_2 M \times \partial_1 M} \pi^i E_i \wedge \kappa^n \wedge \pi^2 E_i \right)
\end{equation}

\begin{equation}
+ \Omega^{(3)} \left( \psi_{M^n}(t) \int_{\partial_2 M \times \partial_2 M} \kappa^n \wedge \kappa^n \wedge \kappa^n \wedge \pi^2 E_i \wedge \pi^2 E_j \right)
\end{equation}

\begin{equation}
+ \Omega^{(3)} \left( \psi_{M^n}(t) \int_{\partial_2 M \times \partial_2 M} \kappa^n \wedge \kappa^n \wedge \kappa^n \wedge \pi^2 E_i \wedge \pi^2 E_j \right)
\end{equation}

\begin{equation}
= \Omega^{(3)} \left( \psi_{M^n}(t), A \right)
\end{equation}
with
\[ A = \int_{\partial_2 M \times \partial_1 M} \pi_1^* E_i \wedge \kappa^n \wedge \pi_2^* X_i + \frac{1}{2} \alpha^{ij} \int_{M \times C_2(\partial_2 M)} \zeta^{n,t}_{12} \wedge \kappa^n_{13} \wedge \pi_2^* E_i \wedge \pi_2^* E_j \]
\[ + \frac{1}{2} \alpha^{ij} \int_{M \times C_2(\partial_2 M)} \kappa^n_{12} \wedge \zeta^{n,t}_{13} \wedge \pi_2^* E_i \wedge \pi_2^* E_j, \]

Indeed, we can first observe that
\[ \partial_t \tilde{\psi}_M^n(t) = \left( \frac{i}{\hbar} \right) \tilde{\psi}_M^n(t)(\partial_t S_{M^n}^{\text{eff}}(t)), \]

This shows that we only have to compute $\partial_t S_{M^n}^{\text{eff}}(t)$. Let us first look at the free term $S_{M^n}^{\text{free,eff}}(t)$ of the action. We get that its derivative is given by
\[ \partial_t S_{M^n}^{\text{free,eff}}(t) = \partial_t \left( - \int_{\partial_2 M \times \partial_1 M} \pi_1^* E_i \wedge (\zeta + t d\kappa^n) \wedge \pi_2^* X_i \right) = - \int_{\partial_2 M \times \partial_1 M} \pi_1^* E_i \wedge d\kappa^n \wedge \pi_2^* X_i. \]

The derivative corresponding to the perturbation term $S_{M^n}^{\text{pert,eff}}(t)$ is given by
\[ \partial_t S_{M^n}^{\text{pert,eff}}(t) = \alpha^{ij} \int_{M \times C_2(\partial_2 M)} \zeta^{n,t}_{12} \wedge \partial_t \zeta^{n,t}_{13} \wedge \pi_2^* E_i \wedge \pi_2^* E_j = \alpha^{ij} \int_{M \times C_2(\partial_2 M)} \zeta^{n,t}_{12} \wedge d\kappa^n \wedge \pi_2^* E_i \wedge \pi_2^* E_j. \]

Hence we get that
\[ \partial_t \tilde{\psi}_M^n(t) = \left( \frac{i}{\hbar} \right) \tilde{\psi}_M^n(t) \left( - \int_{\partial_2 M \times \partial_1 M} \pi_1^* E_i \wedge d\kappa^n \wedge \pi_2^* X_i + \alpha^{ij} \int_{M \times C_2(\partial_2 M)} \zeta^{n,t}_{12} \wedge d\kappa^n \wedge \pi_2^* E_i \wedge \pi_2^* E_j \right). \]

Now we want to compute $\Omega^{(3)}(\tilde{\psi}_M^n(t), A)$. We get
\[ \Omega^{(3)}(\tilde{\psi}_M^n(t), A) = \left( \Omega_0^{(3)} + \Omega_{\text{pert}}^{(3)} \right) \left( \tilde{\psi}_M^n(t), A \right) \]
\[ = \Omega_0^{(3)} \left( \tilde{\psi}_M^n(t), A \right) + \Omega_{\text{pert}}^{(3)} \left( \tilde{\psi}_M^n(t), A \right) \]
\[ = \left( \Omega_0^{(3)} \tilde{\psi}_M^n(t), A \right) + \left( \Omega_0^{(3)} A \right) \tilde{\psi}_M^n(t) + \Omega_{\text{pert}}^{(3)} \left( \tilde{\psi}_M^n(t), A \right). \]

Let us first compute term (** **). We get
\[ \Omega_{\text{pert}}^{(3)} \left( \tilde{\psi}_M^n(t), A \right) = - \frac{\hbar^2}{2} \alpha^{ij} \int_{\partial_1 M} \frac{\delta}{\delta X_i} \frac{\delta}{\delta X_j} \left( \tilde{\psi}_M^n(t), A \right) + \frac{1}{2} \alpha^{ij} \int_{\partial_2 M} E_i \wedge E_j \left( \tilde{\psi}_M^n(t), A \right) \]
\[ = \frac{\hbar^2}{2} \alpha^{ij} \left( \frac{i}{\hbar} \right)^2 \int_{\partial_1 M} \frac{\delta S_{M^n}^{\text{pert}}}{\delta X_i} \frac{\delta S_{M^n}^{\text{pert}}}{\delta X_j} \tilde{\psi}_M^n(t), A \]
\[ + \frac{\hbar^2}{2} \alpha^{ij} \left( \frac{i}{\hbar} \right) \int_{\partial_1 M} \frac{\delta A}{\delta X_i} \frac{\delta S_{M^n}^{\text{pert}}}{\delta X_j} \tilde{\psi}_M^n(t) \]
\[ + \frac{\hbar^2}{2} \alpha^{ij} \left( \frac{i}{\hbar} \right) \int_{\partial_1 M} \frac{\delta A}{\delta X_j} \frac{\delta S_{M^n}^{\text{pert}}}{\delta X_i} \tilde{\psi}_M^n(t) \]
\[ + \frac{1}{2} \alpha^{ij} \int_{\partial_2 M} E_i \wedge E_j \left( \tilde{\psi}_M^n(t), A \right). \]
Analyzing the terms, we get that term (101) is given by

\[
(104) \quad - \frac{\hbar}{2} \alpha_{ij} \left( \int_{\partial_1 M \times C_2(\partial_2 M)} \zeta_{12}^{n,t} \wedge \zeta_{13}^{n,t} \wedge \pi_{2,1}^{*} E_i \wedge \pi_{2,2}^{*} E_j \right) \mathcal{A} \tilde{\psi}_{M^n}(t),
\]

term (102) by

\[
(105) \quad \frac{\hbar}{2} \alpha_{ij} \left( \int_{\partial_1 M \times C_2(\partial_2 M)} \zeta_{12}^{n,t} \wedge \kappa_{12}^{n,t} \wedge \pi_{2,1}^{*} E_i \wedge \pi_{2,2}^{*} E_j \right) \tilde{\psi}_{M^n}(t),
\]

and term (103) by

\[
(106) \quad \frac{\hbar}{2} \alpha_{ij} \left( \int_{\partial_1 M \times C_2(\partial_2 M)} \zeta_{13}^{n,t} \wedge \kappa_{13}^{n,t} \wedge \pi_{2,1}^{*} E_i \wedge \pi_{2,2}^{*} E_j \right) \tilde{\psi}_{M^n}(t),
\]

We can take the sum of (105) and (106) to obtain

\[
(107) \quad h^2 \alpha_{ij} \left( \int_{\partial_1 M \times C_2(\partial_2 M)} \zeta_{12}^{n,t} \wedge \zeta_{13}^{n,t} \wedge \pi_{2,1}^{*} E_i \wedge \pi_{2,2}^{*} E_j \right) \tilde{\psi}_{M^n}(t),
\]

Now we want to compute \((\ast)\). We get

\[
(108) \quad \left( \Omega_0^{(3)} \tilde{\psi}_{M^n}(t) \right) \mathcal{A} = \left( \frac{i}{\hbar} \right) \left( \Omega_0^{(3)} S_{\text{eff}}^n \right) \tilde{\psi}_{M^n}(t) \mathcal{A}
\]

\[
(109) \quad = -i \hbar \left( \frac{i}{\hbar} \right) \left( \int_{\partial_2 M \times \partial_1 M} \pi_1^{*} E_i \wedge \zeta_{12}^{n,t} \wedge \pi_{2}^{*} E_i \right) \mathcal{A} \tilde{\psi}_{M^n}(t) + \int_{\partial_2 M \times \partial_1 M} \pi_1^{*} E_i \wedge \zeta_{12}^{n,t} \wedge \pi_{2}^{*} E_i \mathcal{A} \tilde{\psi}_{M^n}(t)
\]

\[
(110) \quad + i \hbar \left( \frac{i}{\hbar} \right) \left( \frac{1}{2} \alpha_{ij} \int_{M \times C_2(\partial_2 M)} \zeta_{12}^{n,t} \wedge \zeta_{13}^{n,t} \wedge \pi_{1}^{*} E_i \wedge \pi_{2}^{*} E_j \right) \mathcal{A} \tilde{\psi}_{M^n}(t)
\]

\[
(111) \quad + i \hbar \left( \frac{i}{\hbar} \right) \left( \frac{1}{2} \alpha_{ij} \int_{M \times C_2(\partial_2 M)} \zeta_{12}^{n,t} \wedge \zeta_{13}^{n,t} \wedge \pi_{1}^{*} E_i \wedge \pi_{2}^{*} E_j \right) \mathcal{A} \tilde{\psi}_{M^n}(t)
\]

\[
(112) \quad = i \hbar \left( \frac{i}{\hbar} \right) \left( \int_{\partial_1 M \times C_2(\partial_2 M)} \mathcal{A} \left( \frac{1}{2} \alpha_{ij} \int_{\partial_2 M} E_i \wedge E_j \right) \tilde{\psi}_{M^n}(t) \right)
\]
The term (**) gives us

\begin{align}
\left( \Omega_0^{(3)} A \right) \hat{\psi}_{M^n}(t) &= i \hbar \left( \int_{\partial_2 M \times \partial_1 M} \pi^1 \mathbb{E}_i \wedge \kappa_{01}^{n} \wedge \pi^*_2 \mathbb{X}_i + \int_{\partial_2 M \times \partial_1 M} \pi^1 \mathbb{E}_i \wedge \kappa_{01}^{n} \wedge \pi^*_2 \mathbb{X}_i \right) \hat{\psi}_{M^n}(t) \\
&+ i \hbar \left( \alpha^{ij} \int_{M \times C_2(\partial_2 M)} \zeta^{n,t}_{ij} \wedge \kappa_{ij}^{n} \wedge \pi^*_2 \mathbb{E}_i \wedge \pi^*_2 \mathbb{E}_j \right) \hat{\psi}_{M^n}(t) \\
&+ i \hbar \left( \alpha^{ij} \int_{M \times C_2(\partial_2 M)} \zeta^{n,t}_{ij} \wedge \kappa_{ij}^{n} \wedge \pi^*_2 \mathbb{E}_i \wedge \pi^*_2 \mathbb{E}_j \right) \hat{\psi}_{M^n}(t) \\
&= i \hbar \left( \int_{\partial_2 M \times \partial_1 M} \pi^1 \mathbb{E}_i \wedge d\kappa_{12}^{n} \wedge \pi^*_2 \mathbb{X}_i \right) \hat{\psi}_{M^n}(t) \\
&+ i \hbar \left( \alpha^{ij} \int_{\partial_1 M \times C_2(\partial_2 M)} \zeta^{n,t}_{ij} \wedge \kappa_{ij}^{n} \wedge \pi^*_2 \mathbb{E}_i \wedge \pi^*_2 \mathbb{E}_j \right) \hat{\psi}_{M^n}(t) \\
&+ i \hbar \left( \alpha^{ij} \int_{M \times C_2(\partial_2 M)} \zeta^{n,t}_{ij} \wedge d\kappa_{ij}^{n} \wedge \pi^*_2 \mathbb{E}_i \wedge \pi^*_2 \mathbb{E}_j \right) \hat{\psi}_{M^n}(t)
\end{align}

Rearranging the terms, and by the fact that \( \hat{\psi}_{M^n}(t) \) satisfies the mdQME, we see that (17) holds.
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