Non-local Thermodynamic Equilibrium Radiative Transfer Simulations of Sub-Chandrasekhar-mass White Dwarf Detonations

Ken J. Shen1, Stéphane Blondin2,3,4, Daniel Kasen1,5,6, Luc Dessart7, Dean M. Townsley8, Samuel Boos8, and D. John Hillier9

1 Department of Astronomy and Theoretical Astrophysics Center, University of California, Berkeley, CA 94720, USA; kenshen@astro.berkeley.edu
2 Unidad Mixta Internacional Franco-Chilena de Astronomía, CNRS/INSU UMI 3386, Chile
3 Instituto de Astrofísica, Pontificia Universidad Católica de Chile, Santiago, Chile
4 Aix Marseille Univ, CNRS, CNES, LAM, Marseille, France
5 Department of Physics, University of California, Berkeley, CA 94720, USA
6 Lawrence Berkeley National Laboratory, Berkeley, CA, USA
7 Institut d’Astrophysique de Paris, CNRS-Sorbonne Université, 98 bis boulevard Arago, F-75014 Paris, France
8 Department of Physics & Astronomy, University of Alabama, Tuscaloosa, AL, USA
9 Department of Physics and Astronomy & Pittsburgh Particle Physics, Astrophysics, and Cosmology Center (PITT PACC), University of Pittsburgh, Pittsburgh, PA 15260, USA

Received 2021 January 21; revised 2021 February 13; accepted 2021 February 16; published 2021 March 10

Abstract

Type Ia supernovae (SNe Ia) span a range of luminosities and timescales, from rapidly evolving subluminous to slowly evolving overluminous subtypes. Previous theoretical work has, for the most part, been unable to match the entire breadth of observed SNe Ia with one progenitor scenario. Here, for the first time, we apply non-local thermodynamic equilibrium radiative transfer calculations to a range of accurate explosion models of sub-Chandrasekhar-mass white dwarf detonations. The resulting photometry and spectra are in excellent agreement with the range of observed nonpeculiar SNe Ia through 15 days after the time of $B$-band maximum, yielding one of the first examples of a quantitative match to the entire Phillips relation. The intermediate-mass element velocities inferred from theoretical spectra at maximum light for the more massive white dwarf explosions are higher than those of bright observed SNe Ia, but these and other discrepancies likely stem from the one-dimensional nature of our explosion models and will be improved upon by future non-local thermodynamic equilibrium radiation transport calculations of multidimensional sub-Chandrasekhar-mass white dwarf detonations.

Unified Astronomy Thesaurus concepts: Type Ia supernovae (1728); Supernovae (1668); White dwarf stars (1799); Radiative transfer (1335)

1. Introduction

Type Ia supernovae (SNe Ia) are the explosions of C/O white dwarfs (WDs) in interacting stellar systems (see Maoz et al. 2014 and Jha et al. 2019 for recent reviews). Their standardizable light curves, powered by the radioactive decay of $^{56}$Ni (Pankey 1962; Colgate & McKee 1969), can be observed from nearly halfway across the universe, enabling their use as cosmological distance indicators (Riess et al. 1998; Perlmutter et al. 1999), and their thermonuclear ashes contribute significantly to the metal content of galaxies (Timmes et al. 1995). However, despite scrutiny dating back to at least 185 AD and a sharp rise in understanding over the past few decades, fundamental uncertainties remain as to the identity of the companion star(s) and the means by which the companion ignites the exploding WD.

One such explosion mechanism, the double detonation of a sub-Chandrasekhar-mass WD, in which a helium shell detonation triggers a carbon core detonation, has been explored as a potential SN Ia explosion model beginning four decades ago (e.g., Nomoto 1982; Woosley et al. 1986). However, in this early work, the helium shells were relatively massive ($\sim 0.1 M_\odot$), leading to large amounts of thermonuclear ash on the outside of the ejecta, which yielded light curves and spectra that were inconsistent with observations (e.g., Nugent et al. 1997).

More recently, it was realized that both stable and unstable mass transfer in double WD systems can lead to double detonations with far smaller helium shells that yield much better agreement with observations of SNe Ia (Bildsten et al. 2007; Fink et al. 2007; Guillochon et al. 2010; Pakmor et al. 2013). Using a more realistic nuclear reaction network, which includes additional reaction pathways that are neglected in standard networks with a limited number of isotopes, Shen & Moore (2014) found that helium shell ashes for these lower-mass envelopes are dominated by Si and Ca and would thus produce observables that better agree with observations (perhaps even explaining the high-velocity features seen in most SNe Ia). This result has been confirmed by recent multidimensional simulations (Townsley et al. 2019; Gronow et al. 2020).

These studies, combined with significant issues with other SN Ia scenarios (see Maoz et al. 2014 and Jha et al. 2019 and references therein), have made it increasingly likely that sub-Chandrasekhar-mass double detonations in double WD systems give rise to a fraction, if not the majority, of nonpeculiar SNe Ia, ranging from subluminous to overluminous subtypes. In fact, the strongest evidence to date for a successful SN Ia scenario came with Gaia’s second data release, in the form of hypervelocity stars that could only have been realistically produced by the disruption of double WD binaries (Shen et al. 2018a). This is a natural outcome of double detonations in double degenerate systems undergoing dynamically driven mass transfer (the $D^\circ$ scenario) for which the explosion of the sub-Chandrasekhar-mass primary WD may occur before the complete tidal disruption of the secondary WD. While only three such stars were found, they may represent the brightest
examples of a much larger underlying population of D\(^6\) survivors in the solar neighborhood.

These successes have spurred an increasing interest in generating detailed observables of sub-Chandrasekhar-mass WD detonations in order to compare to observed SNe Ia (Sim et al. 2010; Blondin et al. 2017, 2018; Goldstein & Kasen 2018; Shen et al. 2018b; Polin et al. 2019; Townsley et al. 2019; Gronow et al. 2020; Kushnir et al. 2020). These studies simulate the exploding WD in a range of detail, from one-dimensional models of bare C/O WDs to multidimensional calculations with realistic helium shells. However, all but Blondin et al. (2017, 2018) have been performed assuming that energy level populations of ions and, in most cases, ionization state populations are given by local thermodynamic equilibrium (LTE), which becomes an increasingly inaccurate approximation as SNe evolve. In this work, we present non-LTE radiative transfer calculations of a suite of one-dimensional bare C/O WD explosions with accurate nucleosynthesis. We find that radiation transport calculations using a combination of non-LTE and more realistic explosion models yield excellent photometric and spectroscopic agreement with observations, further supporting the idea that sub-Chandrasekhar-mass WD detonations can reproduce the full range of observed SN Ia properties. We do find some discrepancies with observations, but these will likely be overshadowed by the changes to predicted observables when calculations with realistic helium shells are performed in multiple dimensions.

2. Hydrodynamical Explosion Models

The starting models for our radiative transfer calculations are one-dimensional solar metallicity WD explosions from Shen et al. (2018b). In that study, artificially broadened detonations were ignited at the center of the WDs and followed with the reactive hydrodynamic code, \textsc{flash} (Fryxell et al. 2000), augmented with a 41-isotope nuclear network using the \textsc{mesa} (Paxton et al. 2011) nuclear reaction module with rates from JINA’s \textsc{reaclib} (Cyburt et al. 2010). Tracer particles were then post-processed with a 205-isotope nuclear network, again using \textsc{reaclib} and \textsc{mesa}’s infrastructure. No mixing prescriptions were applied. In this work, we use the 0.85, 0.90, 1.00, and 1.10 \(M_\odot\) simulations from Shen et al. (2018b) with uniform C/O mass ratios of 50/50 and 30/70 for a total of eight models. Their explosion properties are listed in Table 1. We note that C/O mass ratios in WDs are likely lower than 50/50 (Giammichele et al. 2018 use asteroseismology to infer a C/O ratio as low as 20/80 for one WD), but we include the 50/50 models for comparison to previous literature.

The nucleosynthetic yields from these models are in good agreement with recent simulations of bare C/O WD detonations that take care to treat the unresolved detonation realistically such as Miles et al. (2019) and Kushnir et al. (2020). However, they disagree significantly with past studies including Sim et al. (2010) and Blondin et al. (2017), due primarily to the older studies’ less accurate implementation of detonation physics and/or over-simplification of the nuclear network. The discrepancies are particularly large for the lower-mass explosions, for which the previous \(^{56}\text{Ni}\) masses are as much as a factor of \(~3\) lower than those for the models we use. The agreement is better at higher masses \(\geq 1.0 \, M_\odot\) because more mass is processed through nuclear statistical equilibrium, which is relatively insensitive to the choice of nuclear network and the treatment of the detonation. The nucleosynthetic differences are particularly important given the tantalizing correspondence to the observed Phillips (1993) relation that Blondin et al. (2017) found for masses \(\geq 1.0 \, M_\odot\) using the non-LTE radiative transfer code \textsc{cmfgen}. Since these high-mass models are in agreement with more accurate explosion calculations, there is hope that non-LTE radiative transfer of a wide range of accurate models will yield a better match to the entirety of SNe Ia, from subluminous to overluminous subtypes.

3. Light Curves

To this end, we process our eight explosion models with the radiative transfer code \textsc{sedona} and a subset of these models with \textsc{cmfgen}. We focus on non-LTE calculations in this Letter, but in the Appendix, we detail results using various LTE prescriptions in \textsc{sedona} to inform past and future LTE calculations.

3.1. \textsc{Sedona} Snapshots and the Impact of Non-LTE

\textsc{Sedona} (Kasen et al. 2006) is a Monte Carlo radiative transfer code that has been used in many studies of astronomical transient phenomena. Most of these studies have assumed that energy level and ion state populations possess their LTE values, but these can also be calculated in non-LTE in \textsc{sedona}. Due to computational constraints, in this Letter, we apply \textsc{sedona}’s non-LTE capabilities to “snapshot” calculations, in which photons are propagated through ejecta whose velocity, density, and composition profiles are fixed at a particular time. This is done iteratively until the output luminosity matches that of a time-dependent LTE calculation and radiative equilibrium in each zone is established. Further details are outlined in Appendix A.3.

To confirm that this snapshot procedure has the potential to match cost-prohibitive time-dependent non-LTE calculations, we compare spectra of time-dependent and snapshot LTE
Table 1
Explosion and Non-LTE Radiative Transfer Properties of the Models Used in This Work

| WD mass \([M_\odot]\) | C/O = 50/50 | C/O = 30/70 |
|-------------------------|-------------|-------------|
| Si II mass \([M_\odot]\) | 0.13 0.28 0.56 0.80 | 0.08 0.23 0.52 0.78 |
| Kinetic energy \([10^{31} \text{ erg}]\) | 0.87 1.00 1.22 1.38 | 0.65 0.82 1.08 1.26 |

| Days to B-band max. | Sedona | CMFGEN |
|---------------------|--------|--------|
| Si II 6355 velocity at max. \([10^3 \text{ km s}^{-1}]\)\(^a\) | 10.0 10.9 13.9 16.5 | 7.7 9.8 12.7 15.6 |
| Bolometric mag. at +0 days\(^b\) | −17.8 −18.5 −19.1 −19.4 | −17.2 −18.2 −19.0 −19.4 |
| Bolometric mag. at +15 days | −16.7 −17.5 −18.1 −18.5 | −16.2 −17.3 −18.1 −18.5 |
| Bolometric mag. at +30 days | −15.8 −16.5 −17.2 −17.6 | −15.4 −16.4 −17.1 −17.6 |
| U-band mag. at +0 days | −17.6 −18.8 −19.6 −20.0 | −16.8 −18.4 −19.6 −20.0 |
| U-band mag. at +15 days | −15.2 −16.8 −17.5 −18.9 | −13.7 −16.3 −18.0 −18.8 |
| U-band mag. at +30 days | −13.9 −14.7 −15.5 −15.6 | −13.4 −14.6 −15.7 −16.0 |
| B-band mag. at +0 days | −17.8 −18.7 −19.3 −19.6 | −17.1 −18.4 −19.2 −19.6 |
| B-band mag. at +15 days | −16.0 −17.0 −17.9 −19.0 | −15.1 −16.7 −18.2 −18.9 |
| B-band mag. at +30 days | −15.2 −15.9 −15.9 −16.3 | −14.8 −15.7 −15.9 −16.5 |
| V-band mag. at +0 days | −18.0 −18.7 −19.4 −19.7 | −17.4 −18.5 −19.3 −19.7 |
| V-band mag. at +15 days | −17.0 −17.9 −18.7 −18.9 | −16.3 −17.6 −18.6 −18.9 |
| V-band mag. at +30 days | −16.0 −16.7 −17.2 −17.7 | −15.5 −16.6 −17.1 −17.9 |
| R-band mag. at +0 days | −18.2 −18.8 −19.3 −19.5 | −17.6 −18.5 −19.2 −19.4 |
| R-band mag. at +15 days | −17.5 −18.3 −18.7 −18.7 | −16.9 −18.0 −18.7 −18.7 |
| R-band mag. at +30 days | −16.4 −17.0 −17.6 −18.2 | −15.9 −17.0 −17.6 −18.3 |
| I-band mag. at +0 days | −17.9 −18.2 −18.3 −18.5 | −17.7 −18.2 −18.4 −18.5 |
| I-band mag. at +15 days | −17.3 −17.5 −18.3 −17.9 | −17.1 −17.9 −17.7 −17.9 |
| I-band mag. at +30 days | −16.8 −17.3 −17.8 −18.3 | −16.4 −17.3 −17.7 −18.3 |

Notes.

\(^a\) Velocities are inferred from the wavelength of the absorption minimum.

\(^b\) Times are with respect to the time of B-band maximum.

Simulations in Figure 1 for the 1.0 \(M_\odot\) 30/70 C/O model; models with different masses and C/O mass ratios behave similarly. It is clear that the LTE snapshot spectra are nearly identical to the time-dependent LTE spectra at the three sampled times. We thus proceed with the non-LTE snapshots under the assumption that these would also match time-dependent non-LTE calculations.

As can be seen in Figure 1, the maximum-light LTE and non-LTE spectra are very similar in the optical, confirming previous work by Baron et al. (1996). However, differences between our LTE and non-LTE calculations are apparent by day +15, predominantly due to a hotter line-forming region in non-LTE, a higher ratio of Fe III to Fe II, less blanketing by Fe II lines at bluer wavelengths, and a commensurate decrease in the redistribution of flux at redder wavelengths. This has important implications for post-maximum photometry as well as the Phillips (1993) relation, which we discuss in Section 3.3.
3.2. Time-dependent Non-LTE with CMFGEN and Comparison to Observations

We also perform time-dependent radiative transfer calculations with the non-LTE code CMFGEN (Hillier & Dessart 2012; Dessart et al. 2014) for a subset of the models: all four of the 50/50 C/O models and the 1.0 $M_\odot$ 30/70 C/O model. The Appendix contains a more complete description of CMFGEN, but we note here the significant fact that the atomic data input for the two codes is not identical. In particular, the CMFGEN runs consider more levels for Fe II, Co II, and Co III than are included in the Sedona calculations. Thus, comparisons of results from the two codes in this study should be regarded as qualitative.

Figure 2 shows light-curve comparisons of the Sedona non-LTE snapshot and the CMFGEN non-LTE time-dependent calculations for our models with C/O = 50/50; our C/O = 30/70 models are displayed in Figure 6 in the Appendix. As with the Sedona LTE calculations, there is good agreement at the time of $B$-band maximum in all bands (e.g., the two codes yield maximum $B$-band magnitudes that differ by 0.2 mag at most; see Table 1 for more details), and the bolometric, V-band, and $R$-band light curves continue to match through day +30. Moreover, the agreement for most bands and models persists through day +15. Given the different methods of solving the radiative transfer problem in Sedona and CMFGEN, this agreement gives confidence that the multiband photometry is being accurately calculated in non-LTE through day +15.

As shown in Figures 2 and 6, the agreement through day +15 also extends to the observed photometry of the over-luminous SN 1999dq (Stritzinger 2005; Jha et al. 2006; Ganeshalingam et al. 2010), which is well-matched in most bands by the 1.1 $M_\odot$ explosions; the normal SN 2011fe (Munari et al. 2013; Pereira et al. 2013; Tsvetkov et al. 2013), which corresponds to the 1.0 $M_\odot$ detonations; and the subluminous SN 1999by (Garnavich et al. 2004; Stritzinger 2005; Ganeshalingam et al. 2010), which agrees with the 0.85 $M_\odot$ explosions. There are some discrepancies: for example, the $R$- and $I$-band light curves for the 1.1 $M_\odot$ explosion are too dim compared to SN 1999dq, the rise times of the more massive models are too short compared to observations, and the colors at very early times for all the models are

---

Footnote: Most of the observational data used in this work was obtained through https://sne.space (Guillochon et al. 2017).
too red. But, overall, the agreement through day +15 for this wide range of SNe Ia is striking.

The CMFGEN and Sedona light curves do diverge from each other and from observations by day +30 in U-, B-, and I-bands. The disagreement in bluer bands is especially large for the higher masses. Perhaps coincidentally, the photometry from the two codes brackets the best-matching observed U-band and B-band light curves at day +30, with CMFGEN being too bright and Sedona being too faint.

The root cause of the disagreement between the two codes is unclear. As previously discussed, the input atomic data is not identical for the two codes, rendering quantitative comparisons difficult. Another possibility is Sedona’s assumption of radiative equilibrium (i.e., that heating is equal to cooling in each zone), which is not the case for CMFGEN. CMFGEN also includes nontothermal processes, which are neglected in the Sedona runs. These only contributed tenths of a magnitude of difference at day +30 for the Chandrasekhar-mass WD models in Dessart et al. (2014), but their effects may be stronger for sub-Chandrasekhar-mass WD explosions. As it is beyond the current scope, we leave a thorough examination of the causes of differences between the two codes to a future study.

### 3.3. The Phillips Relation

Figure 3 shows the peak B-band magnitude versus Δm_{15}(B), the decline in B-band magnitude 15 days after peak, for our Sedona and CMFGEN simulations. Gray error bars are observed values taken from the CfA light-curve data set (Hicken et al. 2009), and black error bars represent SN 1999by (Garnavich et al. 2004), SN 2011fe (Pereira et al. 2013), and SN 1999dq (Ganeshalingam et al. 2010).

It has been well-established for decades that SNe Ia that reach brighter peak B-band magnitudes evolve more slowly than dimmer SNe Ia; this is the Phillips (1993) relation. Most studies of Chandrasekhar-mass explosions (but see Höflich et al. 2017) have been unable to reproduce the entirety of the relation. These studies have found that, while the more luminous end of the relation can be achieved by Chandrasekhar-mass explosions, they cannot reproduce observations with Δm_{15}(B) ≳ 1.5 (e.g., Kasen et al. 2009; Sim et al. 2013; Blondin et al. 2017).

Previous work on sub-Chandrasekhar-mass WD explosions (e.g., Sim et al. 2010; Blondin et al. 2017; Shen et al. 2018b) failed to match observations simultaneously at both the bright and the dim ends of the relation. The present work is the first study that has combined more accurate detonation modeling with non-LTE radiative transfer, and as a result, our radiative transfer simulations reproduce the entirety of the Phillips relation, from subluminous to overluminous SNe Ia. We note that this agreement would not be as convincing if the Phillips (1993) relation incorporated data more than 15 days after B-band maximum: our CMFGEN and Sedona calculations become discrepant soon after day +15, with neither code adequately matching the light curves of the entire range of observed SNe Ia. However, it is reassuring that, when the results of the two codes do match each other, they also match observations.

Peak magnitudes and values of Δm_{15}(B) have also been found to correlate with host galaxy properties. Shen et al. (2017) combined a binary population synthesis calculation with an assumed relationship between exploding WD masses and the resulting values of Δm_{15}(B) to derive a quantitative explanation for this observed correlation of SNe Ia properties with host galaxy characteristics (in particular, stellar age). The relationship we find in the present work between WD mass and Δm_{15}(B) is consistent with that assumed in Shen et al. (2017), and thus their conclusions remain valid: namely, sub-Chandrasekhar-mass WD detonations are a plausible mechanism to explain the correlation of SNe Ia properties with stellar age due to the evolution of the primary WD mass in merging double WD binaries.

We also note that the relationship between peak magnitude and the rate of decline for the bolometric light curve is much weaker. The bolometric decline rate parameter Δm_{15}(bolometric) is indeed larger for the 0.85 M_⊙ models than the 1.1 M_⊙ models, but only by 0.2 mag. This confirms earlier work by Kasen & Woosley (2007) that the primary driver of the B-bandwidth-luminosity relation is not the photon diffusion time but instead the faster color evolution of the dimmer models due to the earlier onset of Fe III to Fe II recombination.

### 4. Spectra

Scaled and offset Sedona and CMFGEN spectra of a subset of the models near +0, +15, and +30 days from B-band maximum are shown in Figure 4, along with comparisons to observed spectra. (The 0.9 M_⊙ models are omitted for simplicity, and models without CMFGEN spectra are displayed in Figure 7 in the Appendix.) The near-maximum spectra are all in excellent agreement with each other, except for one significant flaw: as with previously published LTE spectra (e.g., Sim et al. 2010; Shen et al. 2018b; Polin et al. 2019) and those in this work, the intermediate-mass element (IME) absorption features for the more massive WD models are
blueshifted by several thousand km s\(^{-1}\) compared to observations; see Table 1 for the inferred velocities at maximum light.

However, the multidimensional study performed by Townsley et al. (2019) yielded maximum-light spectral IME velocities for a 1.0 \(M_\odot\) explosion that are much closer to that seen in SN 2011fe along most lines of sight. Gronow et al. (2020) found a similar result for their 1.05 \(M_\odot\) explosion, albeit in an angle-averaged sense. It is thus likely that the IME velocity discrepancies are a product of the one-dimensional nature of our models, given the multidimensional LTE results and the similarity between our LTE and non-LTE spectra at maximum light.

At later times, the agreement among CMFGEN, Sedona, and the observations is less definitive but still persists. For example, the 0.85 \(M_\odot\) Sedona day +15 and +30 models do not appear to be close fits to SN 1999by, but the 50/50 CMFGEN model at day +14 does adequately reproduce SN 1999by’s day +17 spectrum. Meanwhile, the 1.0 \(M_\odot\) day +15 Sedona and CMFGEN spectra for both C/O ratios provide good matches to SN 2011fe’s spectrum, and at day +30, Sedona’s spectra continue to yield a good fit, while the CMFGEN spectra appear suitable. A similar pattern arises for the 1.1 \(M_\odot\) spectra and SN 1999dq. We also note that the maximum-light IME velocity discrepancies are not a problem at these later times.

In summary, it appears that non-LTE radiative transfer of one-dimensional sub-Chandrasekhar-mass WD detonations is able to reproduce observed spectra of the entire range of SNe Ia, from the subluminous SN 1999by to the overluminous SN 1999dq, up to 30 days from the time of \(B\)-band maximum. The most notable discrepancy is in the IME velocities at peak light for the brighter SNe Ia, but at later times, this difference disappears.

Figure 4. Scaled and offset CMFGEN and Sedona non-LTE spectra with comparisons to spectra of observed SNe with similar light curves. Days from the time of \(B\)-band maximum are as labeled.
5. Conclusions

Here, we summarize the main results of this work:

1. The predicted photometry from non-LTE radiative transfer simulations of sub-Chandrasekhar-mass WD detonations using two different codes (Sedona and CMFGEN) matches through day +15 after B-band maximum for all models and in almost all bands. Moreover, this multiband photometry agrees relatively well with observations of a wide range of SNe Ia through +15 days. With minor exceptions, the theoretical bolometric, V-band, and R-band light curves match each other and observations through at least +30 days. Some discrepancies do exist, but they will likely be overshadowed by the changes that future multidimensional calculations will engender. Clumping, which we do not consider in this work, will also quantitatively change the results presented here (Wilk et al. 2020).

2. Non-LTE radiative transfer of sub-Chandrasekhar-mass WD detonations is able to reproduce the entirety of the Phillips (1993) relation, from subluminous to over-luminous SNe Ia. Since the photometry generated with both CMFGEN and Sedona agrees through day +15, this appears to be a robust finding.

3. The simulated peak light spectra mostly agree with observations for the whole range of SNe Ia, but the minima of the IME absorption features for the higher mass explosions are faster than those for the brighter SNe, whose luminosity they match. Day +15 and +30 spectra are also reproduced (with no velocity shifts).

4. The predicted observables from our non-LTE simulations agree with those from our LTE calculations at the time of maximum B-band light. That is to say, non-LTE effects have little visible impact at this time. After this time, non-LTE calculations yield hotter, more ionized, and less Fe II-line-blanketed atmospheres as compared to LTE simulations, leading to changes in flux in the ultraviolet and near-infrared. Non-LTE and LTE bolometric and V-band light curves (and to a lesser extent, R-band light curves) continue to match each other until at least +30 days from maximum.

Our non-LTE radiative transfer calculations show that sub-Chandrasekhar-mass WD detonations match observations of the entire range of SNe Ia, from subluminous to over-luminous, perhaps as well as could be expected from one-dimensional simulations. Radiative transfer studies of multidimensional double detonation simulations with low-mass helium shells are in their infancy and have only been performed in LTE (Townsley et al. 2019; Gronow et al. 2020), but multidimensional effects have already proven important for reducing the discrepancy in IME velocities at maximum light. However, given the work presented here, these multidimensional LTE light curves and spectra are likely only accurate until maximum light. After this time, the bolometric and V-band light curves will probably agree with future, more physical non-LTE results, but multidimensional non-LTE simulations will be crucial for accurate predictions in other bands and for spectra at later times.
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Appendix A

Radiation Transport with Sedona

A.1. Expansion Opacity Formalism

For the majority of previous studies using Sedona, LTE is assumed to hold for the matter, so that ionization fractions and level populations are given by Saha–Boltzmann distributions. Furthermore, most of these studies have treated line opacities in the “expansion opacity” approximation (Karp et al. 1977), in which the contributions from bound–bound transitions are grouped together into discretized frequency bins.

In the Sedona implementation of expansion opacity, the source function for bound–bound transitions can be expressed in terms of the mean intensity integrated over the line profile, \( I \), and the Planck function, \( B_\nu(T) \), as

\[
S_\nu = (1 - \epsilon)I_{\nu} + \epsilon B_\nu(T),
\]

(A1)

where \( \epsilon \) is the absorption probability, and the gas temperature is \( T \). In principle, \( \epsilon \) is different for every transition of each element, but it is typically a single user-specified constant in Sedona; we adopt this simplification here, but see Goldstein 

& Kasen (2018) where it is set separately for low-mass and high-mass elements.

In our previous study (Shen et al. 2018b), \( \epsilon \) was set equal to 1. Figure 5 shows the effects of varying \( \epsilon \) on LTE light curves of our sub-Chandrasekhar-mass WD detonations. Dotted, dashed–dotted, and dashed lines represent simulations with \( \epsilon = 0.5, 0.8, \) and 1.0, respectively. (Solid lines and circles represent other treatments of bound–bound transitions and will be discussed in Appendices A.2 and A.3.) Bolometric light curves are largely insensitive to the choice of \( \epsilon \) for the duration of the simulations, and the same is true for the light curves of each individual band except B-band through day +15 from B-band maximum. After day +15, decreasing \( \epsilon \) results in bluer light curves, with a color difference that increases with time.
The differences are relatively minimal in the V- and R-bands, but they are significant for the other bands, reaching 0.8 mag in B-band for the 0.85 $M_\odot$ model at +30 days.

A.2. Resolved Line Opacity Formalism

Line opacities can also be implemented in Sedona in a less approximate way by assuming the absorption and emission profiles are specified functions that are then directly mapped to an opacity grid. For simplicity, we assume the two profiles are equivalent to each other. In LTE, this implies the source function is the Planck distribution, so the effective absorption probability $\bar{\epsilon} = 1$.

In this work, we choose the line profile to be a Voigt profile. If the only line broadening is thermal, resolving the lines would require an extremely finely spaced frequency grid. We thus specify an artificial broadening velocity, set in this work to be 100 km s$^{-1}$.\footnote{We verify that our results are converged with a broadening velocity as high as 200 km s$^{-1}$, but we use a lower velocity of 100 km s$^{-1}$ for added certainty.} We use a logarithmic frequency spacing of $d\nu / \nu = 3 \times 10^{-5}$, yielding $\sim$10 frequency bins per line.

The results for our C/O = 30/70 models using this resolved line opacity formalism assuming LTE ionization state and level populations are shown in Figure 5 as solid lines. The bolometric light curves are consistent with the expansion opacity simulations described in Appendix A.1, and the multiband light curves are mostly consistent with each other until maximum light, after which the resolved line opacity simulations remain somewhat close to the expansion opacity simulations with $\bar{\epsilon} = 1$. However, in U-band, the resolved line opacity simulations are consistently dimmer than all of the expansion opacity simulations.

A.3. Non-LTE Snapshots

Sedona also allows for the inclusion of non-LTE effects in the resolved line opacity formalism by relaxing the LTE assumption that ionization state and level populations are set by Saha–Boltzmann equilibrium. Instead, we implement non-LTE by assuming that statistical equilibrium holds, so that the time...
derivative of every level population is zero:

\[
\frac{dn_{i,j}}{dt} = n_{i,j+1}R_{i,j} + \sum_{k'} n_{i,j,k}R_{k'\rightarrow k} - n_{i,j,k}R_{k\rightarrow i} - n_{i,j,k}\sum_{k'} R_{k'\rightarrow k'} = 0, \tag{A2}
\]

where the population of level \( k \) of species \( i \) in ionization state \( j \) is \( n_{i,j,k} \), \( R_{i,j} \rightarrow k' \) is the transition rate from level \( k \) to \( k' \), \( R_{k\rightarrow i} \) is the rate of transitions from the continuum ground state of ionization state \( j+1 \), and \( R_{k'\rightarrow i} \) is the transition rate from level \( k \) to the continuum ground state of ionization state \( j+1 \). In Sedona, this constraint is cast as a matrix inversion problem \((dn_i/dt = Mn_i = 0)\) for each element that is treated in non-LTE. In this work, we calculate the primary spectral-feature-forming elements Si, S, Ca, Fe, Co, and Ni in non-LTE and assume the rest of the elements are in LTE to reduce the computational load.

While the capability to perform time-dependent non-LTE calculations exists in Sedona, such simulations currently take too much computational time to be feasible for production runs. Efforts are underway to accelerate these calculations, but for this study, we instead perform non-LTE snapshot calculations, in which a prescribed luminosity is propagated through the composition and density structure of a model at a given time to generate a spectrum, similar to snapshot procedures in other work (e.g., Nugent et al. 1997; Kerzendorf & Sim 2014). We note that the values of the non-LTE results are given with respect to the time of \( B \)-band maximum as calculated using LTE. In principle, this time may be different for a time-dependent non-LTE calculation; however, as we describe below, predicted observables from LTE and non-LTE calculations are quite similar through the time of peak light, so this is likely a negligible difference.

To ensure that such snapshot calculations can adequately reproduce time-dependent results, we first perform snapshot calculations in LTE using the resolved line opacity formalism and compare them to the spectra produced by the time-dependent resolved line opacity LTE calculations described in Appendix A.2; we show the results of this comparison in Figure 1. We use the composition and density structures at +0, +15, and +30 days from the \( B \)-band maxima for all eight of our models and allow the luminosity from the radioactive decay at those times to propagate outwards. However, the outgoing luminosity in the time-dependent calculation is not equal to the instantaneous radioactive decay power because of the finite diffusion speed of the photons as well as energy lost to expansion. Thus, we also supplement the radioactive luminosity with additional luminosity emanating from the center of the ejecta, iterating until the total outgoing luminosity matches the value from the time-dependent calculation. The converged value of the necessary additional luminosity is relatively insensitive to the opacity structure of the ejecta, so we only need to perform this series of iterations once for each model epoch.

The initial temperature structure from the time-dependent calculation is used to calculate opacities, and photon packets are propagated outwards until all have left the grid. The temperature structure is then recalculated in order to yield radiative equilibrium (i.e., heating equal to cooling) in all zones. We perform this iteration procedure 10 times for our LTE snapshots. While 10 iterations is sufficient for convergence for all of the LTE and roughly half of the non-LTE snapshots, some of the non-LTE snapshots do not reach convergence after 10 iterations. For these models, we continue the iteration procedure until none of their broadband magnitudes changes by more than 0.1 mag over five iterations. We note that, even though the magnitudes and temperature structures do converge in all cases, there is no guarantee that they converge to the “correct,” physical solutions. Due to computational restrictions, it is not feasible to redo the snapshot iteration procedure from a variety of initial conditions, which would help to ascertain how unique the converged solutions are. A more robust methodology is to perform time-dependent non-LTE calculations, which yield much better initial conditions at each time step. We show the results of such time-dependent simulations in Section 3.2 using CMFGEN, but at present, such calculations are too costly with Sedona.

The resulting multiband photometry at day +0, +15, and +30 from \( B \)-band maxima for our \( C/O = 30/70 \) Sedona non-LTE snapshots is shown as circles in Figure 5. Lines show the results of time-dependent LTE calculations using a variety of implementations, as described in Appendices A1 and A2. By construction, the bolometric light curves are well-matched to the time-dependent resolved line opacity LTE calculations at each epoch, and, as expected from the spectral comparison, the photometry at peak light in every band is also very similar. However, the reduction in Fe II line blanketing and commensurate reduction in Ca II emission after peak when implementing non-LTE leads to discrepancies compared to the resolved line opacity LTE calculations (Kasen 2006), with the largest differences in the \( U-, B-, \) and \( I \)-bands: 15 days after peak, the non-LTE results are as much as 2 mag brighter (dimmer) in \( U \)-band (\( I \)-band) than the resolved line opacity LTE results. Meanwhile, the \( V \)-band magnitudes are relatively unchanged between LTE and non-LTE because the iron line flux redistribution mostly occurs outside of the \( V \)-band, leaving it largely untouched.

It is clear from this comparison that LTE radiative transfer calculations of sub-Chandrasekhar-mass SNe Ia in most bands and under a variety of approximations are reliable until peak but not afterwards. After \( B \)-band maximum, bolometric and, to a lesser extent, \( V \)-band light curves are relatively immune from the effects of non-LTE, but all other bands are subject to corrections as large as 2 mag just 15 days from peak.

Appendix B

Description of CMFGEN and Comparison of Input Data with Sedona

CMFGEN is a non-LTE radiative transfer code that solves the time-dependent radiative transfer equations and the time-dependent kinetic equation for a homologous flow, including treatments of nonlocal energy deposition and nonthermal processes. No expansion opacity formalism is used as all bound–bound transitions are explicitly included in the transfer equation. To reduce the number of bound–bound levels, super levels are utilized. In this approach, which can be easily modified, levels in the same ion with similar properties are assumed to depart from LTE by the same factor.

We use the same setup as in Blondin et al. (2017, 2018), except for two notable differences: (a) We use a larger model atom for Fe II. We consider the first 2698 full levels,\(^{12}\) which

\(^{12}\) Compiled from http://kurucz.harvard.edu.
are grouped into 228 super levels for the purpose of solving the
time-dependent rate equations, whereas our previous setup
consisted of 827 full levels grouped into 275 super levels. (b)
The radioactive decay energy deposition function is determined
assuming a purely absorptive gray opacity with
\( \kappa = 0.06 \, \text{Y}_e \, \text{cm}^2 \, \text{g}^{-1} \), as opposed to computed via a Monte
Carlo code.

The linelist used in the Sedona calculations is a superset of
the linelist used in CMFGEN, with three exceptions: the
Sedona linelist only includes the first 1000 levels of Fe II,
Co II, and Co III, whereas CMFGEN considers the first 2698,
2747, and 3917 levels, respectively. This is the primary reason
that comparisons of results from the two codes in this study
cannot be regarded as quantitative; a proper comparison, which
will be performed in the future, requires the input data to be as
identical as possible, especially for these important ions.

Appendix C
Supplemental Figures

Here, we present additional figures showing light-curve
(Figure 6) and spectral (Figure 7) comparisons of our non-LTE
results to observations.

Figure 6. Same as Figure 2, but for C/O mass ratios of 30/70.
Figure 7. Same as Figure 4, but for the two models without CMFGEN spectra.
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Figures 2 and 6 of the published article mistakenly included the $R$-band light curve of SN 1999dq in the $I$-band panels. The correct versions of these figures are shown here in the revised Figures 2 and 6.

![Corrected Light Curves](image)

**Figure 2.** Multiband non-LTE light curves of 50/50 C/O mass ratio WD detonations. Masses are as labeled, with brighter peak $B$-band magnitudes as the mass increases. CMFGEN results are represented by solid lines; Sedona snapshots are demarcated with circles. Open diamonds, circles, and squares show observations of SNe 1999dq, 2011fe, and 1999by, respectively. Note that the observed “bolometric” light curves only consider UVOIR flux and are thus up to $\sim$20% lower than the true bolometric luminosities.

Original content from this work may be used under the terms of the Creative Commons Attribution 4.0 licence. Any further distribution of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.
Figure 6. Same as Figure 2, but for C/O mass ratios of 30/70.
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