THE BOUNDARY OF RANK-ONE DIVISIBLE CONVEX SETS
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Abstract. We prove that for any non-symmetric irreducible divisible convex set, the proximal limit set is the full projective boundary.

1. Introduction

This note concerns the rich topic of divisible convex sets, which started more than sixty years ago with the work of Kuiper [Kui54] and Benzécri [Ben60], and is today very active. We refer to Benoist’s survey [Ben08], which presents many interesting results and shows how diverse the mathematics interacting with this topic are. Let us fix for the whole paper a finite-dimensional real vector space $V$. A subset of the projective space $\mathbb{P}(V)$ is properly convex if it is convex and bounded in some affine chart. A properly convex open subset $\Omega \subset \mathbb{P}(V)$ is divisible if it is divided by some discrete subgroup of $\Gamma \subset \text{PGL}(V)$, i.e. $\Gamma$ acts cocompactly on $\Omega$. We denote by $\text{Aut}(\Omega) \subset \text{PGL}(V)$ the closed subgroup consisting of the elements $g$ that preserve $\Omega$.

1.1. Structural results on divisible convex sets. The result that we discuss here continues a line of structural results on divisible convex sets $\Omega$. These make the link between several kinds of regularity properties of the projective boundary $\partial \Omega \subset \mathbb{P}(V)$, of algebraic properties of $\text{Aut}(\Omega)$ and its discrete cocompact subgroups, and of dynamical properties of the action of $\text{Aut}(\Omega)$ and its subgroups on $\mathbb{P}(V)$.

One cornerstone of these structural results is the following result due to Vey [Vey70, Th. 3]. Consider a divisible convex set $\Omega \subset \mathbb{P}(V)$. Then

- either there exists two proper subspaces $V_1, V_2 \subset V$ with $V = V_1 \oplus V_2$ and two properly convex open cones $C_1 \subset V_1$ and $C_2 \subset V_2$ such that $\mathbb{P}(C_1) \subset \mathbb{P}(V_1)$ and $\mathbb{P}(C_2) \subset \mathbb{P}(V_2)$ are divisible convex sets and $\Omega = \mathbb{P}(C_1 + C_2)$ — in this case $\Omega$ is said to be reducible;
- or any cocompact closed subgroup of $\text{Aut}(\Omega)$ is strongly irreducible, in the sense that it does not preserve any finite union of proper subspaces of $\mathbb{P}(V)$ — in this case $\Omega$ is said to be irreducible.

Let us assume that $\Omega$ is irreducible. Combining work of Koecher [Koe99], Vinberg [Vin65] and Benoist [Ben03] yields the following dichotomy:

- either $\text{Aut}(\Omega) \subset \text{PGL}(V)$ is a semi-simple Lie subgroup that acts transitively on $\Omega$, in which case $\Omega$ is called symmetric;
- or $\text{Aut}(\Omega) \subset \text{PGL}(V)$ is a discrete Zariski-dense subgroup.

If $\Omega$ is symmetric, then it naturally identifies with the Riemannian symmetric space of $\text{Aut}(\Omega)$, and there is yet another natural dichotomy: namely, either $\text{Aut}(\Omega)$ has real rank 1, in which case $\Omega$ is an ellipsoid and $\text{Aut}(\Omega)$ is isomorphic to $\text{PO}(n, 1)$ for $n = \dim(V) - 1$, or $\text{Aut}(\Omega)$ has real rank greater than one, it is isomorphic to $\text{PGL}(n, K)$ for some $n \geq 3$, and for $K = \mathbb{R}$, $\mathbb{C}$, or the classical division algebra of quaternions, or of octonions if $n = 3$ (see for instance [Ben08, §2.4]).

Recently, A. Zimmer proved the following higher-rank rigidity result [Zim, Th. 1.4], analogous to a celebrated result in Riemannian geometry by Ballmann [Bal85] and Burns–Spatzier [BS87]. If $\Omega$ is not symmetric, then it is rank-one in the following sense.

Definition 1.1. A divisible convex set $\Omega \subset \mathbb{P}(V)$ is said to be rank-one if there exists in $\partial \Omega$ a strongly extremal point, namely a point $\xi \in \partial \Omega$ such that $[\xi, \eta] \cap \Omega$ is non-empty for any $\eta \in \partial \Omega \smallsetminus \{\xi\}$ (in other words, $\xi$ is “visible” from any other point of the projective boundary).

The notion of rank-one divisible convex sets (and more generally of rank-one geodesics, automorphisms, groups of automorphisms, quotients of properly convex open sets, which we do not define
here) was developed by M. Islam [Isl] and Zimmer [Zim], who established other characterisations of this property; see also [Blaa, Blab] for more characterisations.

It is elementary to check that reducible divisible convex sets and symmetric irreducible divisible convex sets with higher-rank automorphism groups are not rank-one (see e.g. [Blaa, §2.7 & §7]). These convex sets are hence called higher-rank. On the other hand, ellipsoids are rank-one.

1.2. The proximal limit set. Let \( \Omega \subset P(V) \) be an irreducible divisible convex set. The present note concerns an important \( \text{Aut}(\Omega) \)-invariant compact subset of the projective boundary \( \partial \Omega \), called the proximal limit set and denoted by \( \Lambda^\text{prox}_\Omega \). Recall that a projective transformation \( g \in \text{PGL}(V) \) is called proximal if it has an attracting fixed point in \( P(V) \).

Definition 1.2. Let \( \Omega \subset P(V) \) be an irreducible divisible convex set. The proximal limit set of \( \Omega \) is the closure of the set of attracting fixed points of proximal elements of \( \text{Aut}(\Omega) \).

By work of Vey [Vey70, Prop. 3] and Benoist [Ben97, Lem. 3.6.ii], the proximal limit set is also

- the closure of the set of extremal points of \( \Omega \);
- the closure of the set of attracting fixed points of proximal elements of \( \Gamma \), for any cocompact closed subgroup \( \Gamma \subset \text{Aut}(\Omega) \);
- the smallest (for inclusion) closed \( \Gamma \)-invariant non-empty subset of \( P(V) \) for any cocompact closed subgroup \( \Gamma \subset \text{Aut}(\Omega) \).

If \( \Omega \) is an ellipsoid, i.e. a rank-one symmetric divisible convex set, then \( \Lambda^\text{prox}_\Omega = \partial \Omega \) and \( \text{Aut}(\Omega) \) acts transitively on it. If \( \Omega \) is a higher-rank symmetric irreducible divisible convex set, then \( \Lambda^\text{prox}_\Omega \) is an analytic submanifold of \( P(V) \) of dimension less than \( \dim(V) - 2 \), and hence is a proper subset of \( \partial \Omega \) (see [Blaa, §7]), on which \( \text{Aut}(\Omega) \) acts transitively.

Our goal is to prove the following result.

Theorem 1.3. Let \( \Omega \subset P(V) \) be a rank-one divisible convex set. Then \( \Lambda^\text{prox}_\Omega = \partial \Omega \).

Combined with Zimmer’s higher-rank rigidity theorem [Zim, Th. 1.4], Theorem 1.3 yields the following answer to a question of Benoist [Ben12, Prob. 5].

Corollary 1.4. Let \( \Omega \subset P(V) \) be a non-symmetric irreducible divisible convex set. Then \( \Lambda^\text{prox}_\Omega = \partial \Omega \).

Let \( \Omega \) be a rank-one divisible convex set. The conclusion of Theorem 1.3 holds trivially if \( \Omega \) is symmetric (i.e. is an ellipsoid). Thus we may assume that \( \Omega \) is not symmetric, hence that \( \text{Aut}(\Omega) \) is discrete and Zariski-dense in \( \text{PGL}(V) \) (and finitely generated).

Benoist [Ben04, Th. 1.1] proved that \( \text{Aut}(\Omega) \) is Gromov-hyperbolic if and only if \( \Omega \) is strictly convex (i.e. all points of \( \partial \Omega \) are extremal), if and only if \( \partial \Omega \) is \( C^1 \). In this case, strict convexity implies that \( \Lambda^\text{prox}_\Omega = \partial \Omega \). One may find in [Ben04] more precise results on the regularity of \( \partial \Omega \).

Benoist [Ben06] also studied non-strictly convex 3-dimensional rank-one divisible convex sets. He constructed examples, and established a precise description of these which implies that \( \Lambda^\text{prox}_\Omega = \partial \Omega \).

Islam–Zimmer [IZ] generalised Benoist’s description to higher-dimensional rank-one divisible convex sets, under the assumption that \( \text{Aut}(\Omega) \) is relatively hyperbolic, and their result implies that \( \Lambda^\text{prox}_\Omega = \partial \Omega \). M. Bobb [Bob] also generalised Benoist’s result under the assumption that each non-trivial face of \( \Omega \) (see Section 2.2) is contained in a properly embedded simplex of dimension \( \dim(V) - 2 \), namely a closed simplex \( S \subset \overline{\Omega} \) whose relative interior (see Section 2.2) is exactly \( S \cap \Omega \); Bobb’s result also implies that \( \Lambda^\text{prox}_\Omega = \partial \Omega \).

1.3. Organisation of the paper. In Section 2 we recall basic notions of projective geometry. In particular, we recall the definition of the Hilbert metric on \( \Omega \), and how it naturally extends to the projective closure \( \overline{\Omega} \).

In Section 3 we establish a weak, convex projective version (Lemma 3.1) of Sullivan’s celebrated Shadow lemma. This result can be seen as a consequence of a more standard convex projective version of the Sullivan Shadow lemma proved in [Blab, Lem. 4.2], where we develop the theory of Patterson–Sullivan densities in convex projective geometry.

In Section 4 we establish two topological results (Lemmas 4.1 and 4.3) which concern the arrangement of faces on the boundary of a convex set.

In Section 5 we use Sections 3 and 4 to prove Theorem 1.3.
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2. Reminders in convex projective geometry

2.1. The Hilbert metric. In the whole paper we fix a real vector space \( V = \mathbb{R}^{d+1} \), where \( d \geq 1 \). Let \( \Omega \subset P(V) \) be a properly convex open set. Recall that \( \Omega \) admits an \( \text{Aut}(\Omega) \)-invariant proper metric called the Hilbert metric and defined by the following formula: for \( (a, x, y, b) \in \partial \Omega \times \Omega \times \Omega \times \partial \Omega \) aligned in this order,

\[
d_{\Omega}(x, y) = \frac{1}{2} \log([a, x, y, b]),
\]

where \([a, x, y, b]\) is the cross-ratio of the four points, given by

\[
[a, x, y, b] = \frac{\|b - x\| \cdot \|a - y\|}{\|a - x\| \cdot \|b - y\|},
\]

where \( \| \cdot \| \) is a norm on affine chart of \( P(V) \) containing \( \Omega \).

If \( \Omega \) is an ellipsoid, then \((\Omega, d_{\Omega})\) is the Klein model of the real hyperbolic space of dimension \( d \); if \( \Omega \) is a \( d \)-simplex, then \((\Omega, d_{\Omega})\) is isometric to \( \mathbb{R}^{d} \) endowed with a hexagonal norm.

2.2. Faces of the boundary. Let us recall some basic notions about convexity. For any topological space \( X \) and any subspace \( Y \), we denote by \( \text{int}_X(Y) \) (resp. \( \partial_X Y \)) the interior (resp. boundary) of \( Y \) with respect to \( X \); if \( X = P(V) \), then we just write \( \text{int} Y := \text{int}_{P(V)} Y \) (resp. \( \partial Y := \partial_{P(V)} Y \)) and call it the interior (resp. boundary) of \( Y \). Let \( K \subset P(V) \) be properly convex, i.e. convex and bounded in some affine chart.

- The relative interior (resp. relative boundary) of \( K \), denoted by \( \text{int}_{rel}(K) \) (resp. \( \partial_{rel}K \)) is its topological interior (resp. boundary) with respect to the projective subspace it spans.
- For \( x \in K \), the open face of \( x \) in \( K \), denoted by \( F_K(x) \), consists of the points \( y \in K \) such that \([x, y]\) is contained in the relative interior of a (possibly trivial) segment contained in \( K \). The closed face of \( x \) is \( \overline{F}_K(x) = F_K(x) \).
- A point \( x \in K \) is said to be extremal (resp. strongly extremal) if \( F_K(x) = \{x\} \) (resp. \( F_K(x) = \{x\} \) and \([x, y] \cap \text{int}_{rel} K \neq \emptyset \) for \( y \in \partial_{rel} K \setminus \{x\} \)); one says that \( K \) is strictly convex if all the points in the relative boundary are extremal (and hence strongly extremal).
- Assume that \( K \) spans \( P(V) \) and let \( \xi \in \partial K \). A supporting hyperplane of \( K \) at \( \xi \) is a hyperplane which contains \( \xi \) but does not intersect \( \text{int}(K) \). Note that there always exists such a hyperplane.

2.3. Extension of the Hilbert metric to the projective closure. We extend the definition of the Hilbert distance \( d_{\Omega} \) to pairs of points \( x, y \) in the closure \( \overline{\Omega} \). If \( y \) is in the open face \( F_\Omega(x) \) of \( x \), then we set \( d_{\overline{\Omega}}(x, y) := d_{F_\Omega(x)}(x, y) \), where \( d_{F_\Omega(x)} \) is the Hilbert metric on \( F_\Omega(x) \), seen as a properly convex open subset of the projective subspace it spans. If \( y \) is not in \( F_\Omega(x) \), then we set \( d_{\overline{\Omega}}(x, y) = \infty \).

For any \( x \in \overline{\Omega} \) and \( R > 0 \), we denote by \( \overline{B}_{\overline{\Omega}}(x, R) \) (resp. \( B_{\overline{\Omega}}(x, R) \)) the set of points \( y \in \overline{\Omega} \) with \( d_{\overline{\Omega}}(x, y) \leq R \) (resp. \( d_{\overline{\Omega}}(x, y) < R \)). The following elementary fact plays an important role in this paper.

Fact 2.1. Let \( \Omega \subset P(V) \) be a properly convex open set. The function \( d_{\overline{\Omega}} : \overline{\Omega} \times \overline{\Omega} \to \mathbb{R} \cup \{\infty\} \) is lower semi-continuous. As a consequence, for any \( R > 0 \), the map

\[
\begin{align*}
\overline{B}_{\overline{\Omega}}(\cdot, R) : \overline{\Omega} & \to \{\text{compact subsets of } \overline{\Omega}\} \\
\xi & \mapsto \overline{B}_{\overline{\Omega}}(\xi, R)
\end{align*}
\]

is upper semi-continuous in the following sense: all accumulation points of \( \overline{B}_{\overline{\Omega}}(\eta, R) \) when \( \eta \to \xi \) for the Hausdorff topology must be contained in \( \overline{B}_{\overline{\Omega}}(\xi, R) \).
Proof. Let \((x_n, y_n)_n\) converge to \((x, y)\) in \(\overline{\Omega}\) and be such that \((d_{\overline{\Omega}}(x_n, y_n))_n\) converges; let us show that the limit is at least \(d_{\overline{\Omega}}(x, y)\). We may assume that \(x \neq y\) and \(x_n \neq y_n\) for all \(n\). For each \(n\), let \(a_n, b_n \in \partial \Omega\) (resp. \(a, b \in \partial \Omega\)) be such that \(a_n, x_n, y_n, b_n\) (resp. \(a, x, y, b\)) are aligned in this order and \([a_n, b_n]\) (resp. \([a, b]\)) is maximal for inclusion among segments of \(\overline{\Omega}\); by definition \(d_{\overline{\Omega}}(x_n, y_n) = \log([a_n, x_n, y_n, b_n]/2)\) and \(d_{\overline{\Omega}}(x, y) = \log([a, x, y, b])/2\), where we set \([a, x, y, b] = \infty\) if \(a = x\) or \(b = y\). Up to extracting, we may assume that \((a_n, b_n)_n\) converges to some \((a', b') \in \partial \Omega^2\). Since \([a, b]\) is maximal in \(\overline{\Omega}\), it contains \([a', b']\), and \(a, a', x, y, b', b\) are aligned in this order. The following concludes the proof:

\[
[a_n, x_n, y_n, b_n] \rightarrow_{n \to \infty} [a', x, y, b'] \geq [a, x, y, b].
\]

We will also need the following elementary fact.

Fact 2.2. Let \(\Omega \subset P(V)\) be a properly convex open set and \(\mathcal{A} \subset P(V)\) an affine chart containing \(\overline{\Omega}\) and equipped with some norm, with induced metric \(d_{\mathcal{A}}\). For all \(a \in \mathcal{A}\) and \(t \in (0, R)\), we denote by \(h^t_a\) the homothety of \(\mathcal{A}\) with centre \(a\) and ratio \(t\). Consider \(x \in \overline{\Omega}\) and \(0 < r < R\). Then

\[
(1) \quad B_{\mathcal{A}}(x) \subset h^t_a(B_{\overline{\Omega}}(x, r)),
\]

where

\[
\begin{align*}
\lambda &= \frac{\text{diam}_{\mathcal{A}}(F_{\mathcal{A}}(x))((e^{2r} + 1))}{d_{\mathcal{A}}(x, \partial_{\mathcal{A}}F_{\mathcal{A}}(x))((e^{2r} - 1))} > 1; \\
(2) \quad h^t_a(B_{\overline{\Omega}}(x, r)) \subset B_{\mathcal{A}}(x, R)\quad \text{where} \quad \mu = (e^{2R} - 1)/(e^{2r} - 1) > 1.
\end{align*}
\]

Proof. We see \(\mathcal{A}\) as a vector space by setting \(x = 0\). Let \(y \in \partial_{\mathcal{A}}B_{\overline{\Omega}}(x, r)\), and consider \(a > 0\) and \(b > 1\) such that \(-ay\) and \(by\) lie in \(\partial_{\mathcal{A}}F_{\mathcal{A}}(x)\). To establish (1), it is enough to prove that

\[
b \leq \frac{\max(a, b)(e^{2r} + 1)}{\min(a, b)(e^{2r} - 1)}.
\]

This is an immediate consequence of (2.2), which implies that \((a + 1)b = e^{2r}a(b - 1)\), hence that

\[
b = \frac{ae^{2r} + b}{a(e^{2r} - 1)}.
\]

Consider \(t \in (1, b)\) such that \(ty \in \partial_{\mathcal{A}}B_{\overline{\Omega}}(x, R)\). By (2.2), we have

\[
1 = \frac{ab(e^{2r} - 1)}{ae^{2r} + b} \quad \text{and} \quad t = \frac{ab(e^{2R} - 1)}{ae^{2R} + b}.
\]

Thus,

\[
t = \frac{(e^{2R} - 1)(ae^{2r} + b)}{(e^{2r} - 1)(ae^{2R} + b)} = \frac{e^{2R} - 1}{e^{2r} - 1} > 1,
\]

and this proves (2). \(\square\)

3. A weak Shadow lemma

Let \(\Omega \subset P(V)\) be a properly convex open set. For \(x \in \overline{\Omega}\), \(y \in \Omega\) and \(R > 0\), we consider the set

\[
\mathcal{O}_R(x, y) = \{\xi \in \partial \Omega : [x, \xi] \cap B_{\Omega}(y, R) \neq \emptyset\},
\]

which we interpret as the shadow cast on \(\partial \Omega\) by the balls of radius \(R\) around \(y\) with a light source at \(x\).

Lemma 3.1. Let \(\Omega \subset P(V)\) be a rank-one divisible convex set. Then there exists \(R > 0\) such that \(\mathcal{O}_R(x, y)\) contains a point of the proximal limit set \(\Lambda^\text{prox}_{\Omega}\) (see Section 1.2) for all \(x, y \in \Omega\).

Proof. Recall from Section 1.2 that \(\Lambda^\text{prox}_{\Omega}\) is the closure of the set of extremal points of \(\partial \Omega\). By contradiction, suppose that there is a diverging sequence of positive numbers \((R_n)_n\) and sequences of points \((x_n)_n, (y_n)_n\) in \(\Omega\) such that for any \(n \geq 0\), the set \(\mathcal{O}_{R_n}(x_n, y_n)\) does not contain any extremal point of \(\partial \Omega\). Since \(\Omega\) is divisible, \(\text{Aut}(\Omega)\) acts cocompactly on \(\Omega\), and so we may assume that \((y_n)_n\) remains in a compact subset of \(\Omega\), and up to extracting, we may further assume that \((y_n)_n\) converges to a point \(y \in \Omega\). Up to replacing \(R_n\) by \(R_n - d_{\Omega}(y_n, y)\), we may actually assume that \((y_n)_n\) is constant equal to \(y\).

Up to extraction, we assume that \((x_n)_n\) converges to some \(\xi \in \overline{\Omega}\). If \(\xi \in \Omega\), then for \(n\) such that \(R_n \geq d_{\Omega}(\xi, \xi) + 1\) and \(d_{\Omega}(x_n, \xi) < 1\), we have \(\mathcal{O}_{R_n}(x_n, y) = \partial \Omega\), which is absurd; hence \(\xi \in \partial \Omega\).
Let $K \subset \partial \Omega$ be the set of points $\eta$ such that $[\xi, \eta] \subset \partial \Omega$. Then
\[ \partial \Omega \setminus K \subset \bigcup_{n} \bigcap_{k \geq n} \mathcal{O}_{R_{n}}(x_{k}, y). \]

See Figure 1. Let $\eta \in \partial \Omega \setminus K$, and $z \in [\xi, \eta] \cap \Omega$. Since $(x_{n})_{n}$ converges to $\xi$, we can find $z_{n} \in [x_{n}, \eta] \cap B_{\Omega}(z, 1)$ for any large enough $n$. On the other hand, $R_{n} \geq d_{\Omega}(y, z) + 2$ for $n$ large. Thus, $z_{n} \in B_{\Omega}(y, R_{n})$ and hence $\eta \in \mathcal{O}_{R_{n}}(x_{n}, y)$ for any large enough $n$.

By assumption, this implies that all extremal points are contained in $K$. Since $\Omega$ is rank-one (see Definition 1.1) and $\text{Aut}(\Omega)$ is irreducible, $\partial \Omega$ contains a strongly extremal point which is different from $\xi$. Such a point cannot lie in $K$; this yields a contradiction. \hfill $\square$

4. TWO LEMMATA ON GENERAL PROPERLY CONVEX OPEN SETS

In this section we prove two lemmas on the arrangement of faces on the boundary of a general properly convex open subset of $P(V)$, which is not necessarily divisible.

Let us first give a family of examples of non-divisible properly convex open subsets of $P(\mathbb{R}^{4})$ that one may wish to keep in mind while reading the lemmas of this section. Let $f : \mathbb{R} \to [1, \infty)$ be a $2\pi$-periodic upper semi-continuous function. Let $\Omega_{f}$ be the interior of the convex hull in $\mathbb{R}^{3}$ of
\[
\{(\cos(\theta), \sin(\theta), f(\theta)) : \theta \in \mathbb{R}\} \cup \{(\cos(\theta), \sin(\theta), -f(\theta)) : \theta \in \mathbb{R}\}.
\]

Since $f$ is upper semi-continuous and $2\pi$-periodic, it is bounded, and so is $\Omega_{f}$. Let us identify $\mathbb{R}^{3}$ with an affine chart of $P(\mathbb{R}^{4})$, so that $\Omega_{f}$ is a properly convex open subset of $P(\mathbb{R}^{4})$. One can check that (4.1) is exactly the set of extremal points of $\Omega_{f}$, and that for any $\theta \in \mathbb{R}$, the set $\{(\cos(\theta), \sin(\theta), z) : z \in (-f(\theta), f(\theta))\}$ is an open face of $\Omega_{f}$.

4.1. Existence of a point on the boundary with a sufficiently small Hilbert ball. Let $\Omega \subset P(V)$ be a properly convex open set. We saw in Fact 2.1 that, for any $R > 0$, the map $\overline{B}_{\mathbb{H}^{4}}(\cdot, R)$ is upper semi-continuous on $\Omega$. However, it is not continuous in general. For instance, in Figure 2 on the left, each orange point $x \in \partial \Omega_{f}$ is extremal, hence $\overline{B}_{\mathbb{H}^{4}}(x, R) = \{x\}$ for any $R > 0$, and orange points accumulate to a green point $y$ which has a non-trivial face, hence $\overline{B}_{\mathbb{H}^{4}}(y, R) \neq \{y\}$, and so $\overline{B}_{\mathbb{H}^{4}}(\cdot, R)$ is discontinuous at $y$.

The goal of the next lemma is to show that in any open subset of $\partial \Omega$, one can find a point at which $\overline{B}_{\mathbb{H}^{4}}(\cdot, R)$ is “almost continuous”.

Lemma 4.1. Let $\Omega \subset P(V)$ be a properly convex open set, $0 < r < R$ and $U \subset \partial \Omega$ a non-empty open subset. Then one can find a point $x \in U$ such that $\overline{B}_{\mathbb{H}^{4}}(x, r)$ is contained in any accumulation point of $\overline{B}_{\mathbb{H}^{4}}(y, R)$ (for the Hausdorff topology) when $y$ tends to $x$.

Note that if $x \in \partial \Omega$ is an extremal point, then $\overline{B}_{\mathbb{H}^{4}}(x, r) = \{x\}$, and so $\overline{B}_{\mathbb{H}^{4}}(\cdot, R)$ is continuous at $x$. Thus, the lemma is immediate when $U$ contains an extremal point.

Suppose $\Omega = \Omega_{f}$ for some $2\pi$-periodic upper semi-continuous function $f : \mathbb{R} \to [1, \infty)$, consider the open subset $U = \{(\cos(\theta), \sin(\theta), z) : z \in (-1, 1), \theta \in \mathbb{R}\} \subset \partial \Omega$, and consider $\theta \in (0, 2\pi)$, $z \in (-1, 1)$ and $x = (\cos(\theta), \sin(\theta), z)$. Fix $R > 0$. Then $\overline{B}_{\mathbb{H}^{4}}(\cdot, R)$ is continuous at $x$ if and only if $f$ is continuous at $\theta$. In particular, if $f$ is discontinuous everywhere, then $\overline{B}_{\mathbb{H}^{4}}(\cdot, R)$ is discontinuous.
everywhere on $U$. Proving Lemma 4.1 in the case $\Omega = \Omega_f$ roughly amounts to proving that for any $\epsilon > 0$, we can find $\theta_\epsilon \in \mathbb{R}$ at which $f$ is “$\epsilon$-almost continuous”, i.e. such that

$$f(\theta_\epsilon) - \epsilon \leq \lim \inf_{\theta \to \theta_\epsilon} f(\theta) \leq \lim \sup_{\theta \to \theta_\epsilon} f(\theta) \leq f(\theta_\epsilon).$$

**Proof.** Fix an affine chart $A$ that contains $\overline{\Omega}$, and a norm on $A$ whose associated metric is denoted by $d_A$, with associated balls denoted by $B_A(x, t)$ for $x \in A$ and $t > 0$. For the rest of this proof, we set $B_t(x) = \overline{B}_A(x, t)$ for $x \in \overline{A}$ and $t > 0$, and denote by $B_t$ the set of accumulation points (for the Hausdorff topology) of $B_t(y)$ when $y$ tends to $x$.

**First step:** We reduce $U$ to control the dimension of faces.

Let $k$ be the largest integer such that $\{x \in U : \dim F_\Omega(x) \geq k\}$ has non-empty interior in $U$. Let $x_0 \in U$ and $\epsilon > 0$ be such that $\overline{B}_A(x_0, 2\epsilon) \cap \partial \Omega$ is contained in this interior, and $\dim F_\Omega(x_0) = k$. Note that $D := \{x : \dim F_\Omega(x) = k\} \cap \overline{B}_A(x_0, \epsilon) \cap \partial \Omega$ is dense in $U' := \overline{B}_A(x_0, \epsilon) \cap \partial \Omega$. Up to taking $\epsilon$ even smaller, we can assume that $\text{diam}_A \overline{\Omega} \leq \epsilon^{-1}$.

**Second step:** We bound from below the size of faces of dimension $k$.

Consider for this step $x \in D$. We denote by $A_x$ the affine subspace of $A$ spanned by $F_\Omega(x)$, which has dimension $k$. Any point in $\partial \Omega B_\Omega(x)$ has a face of dimension strictly less that $k$, hence is not in $\overline{B}_A(x_0, 2\epsilon)$ by definition of $x_0$ and $\epsilon$. By triangular inequality, this implies that

$$B_A(x, \epsilon) \cap A_x \subset F_\Omega(x) \subset A_x.$$

Set $\lambda := \epsilon^{-2}(e^{2R} + 1)/(e^{2R} - 1) > 1$. For all $a \in A$ and $t > 0$, we denote by $h_a^t$ the homothety of $A$ with centre $a$ and ratio $t$. By Fact 2.2.1,

$$\overline{F}_\Omega(x) \subset h_{A_x}^\lambda (B_R(x)).$$

As a consequence, we have

$$(4.2) \quad B_A(x, \epsilon/\lambda) \cap A_x \subset B_R(x) \subset A_x.$$

By upper semi-continuity of $B_R$ (Fact 2.1) and the above (4.2), any accumulation point of $B_A(y, \epsilon/\lambda) \cap A_y$ (for the Hausdorff topology) when $y \in D$ tends to $x$ is contained in $B_R(x) \subset A_x$. One may easily deduce that the map $y \in D \mapsto B_A(y, \epsilon/\lambda) \cap A_y$ is continuous for the Hausdorff topology.
By upper semi-continuity of $B_R$ and density of $D$, any element $K \in B_R(x)$ contains the limit of some sequence $(B_R(x_n))_n$ where $(x_n) \subset D$ converges to $x$. By (4.2), this implies that
\begin{equation}
B_k(x, \epsilon/\lambda) \cap A_x \subset K \subset B_R(x) \subset A_x,
\end{equation}
hence $K$ has dimension $k$.

**Third step:** We find a minimal element in $B_R(x_0)$.

Let us show that $B_R(x_0)$ contains an element which is minimal for inclusion; by the Zorn lemma, it is enough to show that for every totally ordered subset $A \subset B_R(x_0)$, the intersection $K$ of all elements of $A$ belongs to $B_R(x_0)$.

The Hausdorff topology on the set of compact subsets of $P(V)$ is metrisable, and $K$ is in the closure of $A$, so we can find a sequence $(K_n)_n$ in $A$ that converges to $K$. If $K_n = K$ for some $n$, then $K \in B_R(x_0)$; let us assume the contrary. For any $n$, we can find $m > n$ such that $K_m \subset K_n$ since, otherwise, $K \subset K_n \subset K_m$ for any $m > n$ so $(K_m)_m$ would not converge to $K$. Thus, up to extraction, we may assume that $(K_n)_n$ is non-increasing.

For each $n$, let $(x_n, k)_n$ be a sequence converging to $x_0$ such that $(B_R(x_n, k))_n$ converges to $K_n$. Then $(B_R(x_n, k))_n$ converges to $K$, which thus belongs to $B_R(x_0)$.

Let $K \in B_R(x_0)$ be a minimal element for inclusion, and let $(x_n)_n$ be a sequence in $U'$ converging to $x_0$ such that $(B_R(x_n))_n$ converges to $K$. By density of $D$ in $U'$, upper semi-continuity of $B_R$ and minimality of $K$, we may assume that $(x_n)_n$ is in $D$.

**Fourth step:** We prove that $B_r(x_n)$ is contained in any element of $B_R(x_n)$ for $n$ large enough.

Assume by contradiction that for each $n$ there exists $K_n \in B_R(x_n)$ that does not contain $B_r(x_n)$; since, by the previous step, $K_n$ and $B_r(x_n)$ are convex subsets of $A_x$ that contain $x_n$ in their interior relative to $A_x$, we may find $y_n \in \partial_0 K_n \cap B_r(x_n)$.

Up to extraction, we can assume that $(K_n)_n$ converges to some $K'$ and $(y_n)_n$ converges to some $y$. One can check that $K' \in B_R(x)$. By (4.3), the compact convex sets $K'$ and $(K_n)_n$ have dimension $k$. According to the following classical and elementary fact, $y$ belongs to $\partial_0 K'$.

**Fact 4.2.** If $(A_n)_n$ is a sequence of $k$-dimensional compact convex subsets of $\mathbb{R}^d$ that converges to a $k$-dimensional compact convex set $A$ for the Hausdorff topology, then $(\partial_0 A_n)_n$ converges to $\partial_0 A$.

That $K_n \subset B_R(x_n)$ for each $n$ implies that $K' \subset K$, which in turn implies, by minimality of $K$, and because $K' \subset B_R(x)$, that $K' = K$.

Let $\mu = (\epsilon^2 R - 1)/(\epsilon^2 r - 1) > 1$. By Fact 2.2.2, since $y_n \in B_r(x_n)$ for each $n$, we have $h^\mu_{x_n} y_n \in B_R(x_n)$. As a consequence, $h^\mu_{x_n} y \in K$, which contradicts the fact that $y \in \partial_0 K$, $x_n \in \text{int}_\text{rel} K$, and $\mu > 1$. \square

4.2. The Grain of sand lemma. Consider a properly convex open set $\Omega \subset P(V)$, positive numbers $r < R$, a point $x \in \partial \Omega$ at which $\overline{B_{\Pi J}(\cdot, R)}$ is “almost continuous” in the sense of Lemma 4.1, and a compact neighbourhood $U$ of $x$ in $\partial \Omega$.

The Grain of sand lemma (Lemma 4.3) says that the collection of balls $\overline{B_{\Pi J}(y, R)}$ centred at points $y \in U$ “foliates” a neighbourhood of $B_{\Pi J}(x, r)$, i.e. that no “grain of sand” is inserted between the convex “leaves” of this “foliation”.

To illustrate this idea, we use again Figure 2, which represents the set $\Omega = \Omega_f$ (defined at the beginning of Section 4) for a $2\pi$-periodic function $f$ which is constant on $\mathbb{R} \setminus 2\pi \mathbb{Z}$ and discontinuous on $2\pi \mathbb{Z}$. On the right of the figure, $U \subset \partial \Omega_f$ is the compact neighbourhood of the pink point $x$ which is delimited by the pink rectangle on the cylinder. The vertical light blue segments are $d_{\Pi J}$-balls of radius $R$ centred at points of $U$, while the dark blue segment is a ball of radius $r \in (0, R)$ centred at $x$. The union $\overline{B_{\Pi J}(U, R)}$ of the balls $(\overline{B_{\Pi J}(y, R)})_{y \in U}$ is the region delimited by the light blue rectangle, to which one must add the tall central light blue vertical segment. The set $\overline{B_{\Pi J}(U, R)}$ is not open in $\partial \Omega$. Its relative interior $\text{int}_\text{rel} (\overline{B_{\Pi J}(U, R)})$ is the region delimited by the light blue rectangle, and it is foliated by light blue balls for $d_{\Pi J}$. This relative interior contains the ball $B_{\Pi J}(x, r)$.

**Lemma 4.3.** Let $\Omega \subset P(V)$ be a properly convex open set, $0 < r < R$ and $x \in \partial \Omega$ such that $\overline{B_{\Pi J}(x, r)}$ is contained in any accumulation point of $\overline{B_{\Pi J}(y, R)}$ (for the Hausdorff topology) when $y$ tends to $x$. Then for any compact neighbourhood $U \subset \partial \Omega$ of $x$,
\begin{equation}
B_{\Pi J}(x, r) \subset \text{int}_\text{rel} (\overline{B_{\Pi J}(U, R)}),
\end{equation}
where $B_{\Omega}(U, R) := \bigcup_{y \in U} B_{\Omega}(y, R)$ is the uniform $R$-neighbourhood of $U$ for the metric $d_{\Omega}$.

As in the previous section, the lemma holds trivially if $x$ is extremal, since

$$B_{\Omega}(x, r) = \{x\} \subset \text{int}_{\partial \Omega} U \subset \text{int}_{\partial \Omega}(B_{\Omega}(U, R)).$$

If $x$ is not extremal, then the situation is more delicate. In fact, the problem is related to the Invariance of Domain theorem. For instance, Lemma 4.3 is a consequence of this classical theorem under the assumption that there exists a neighbourhood $U'$ of $x$ such that $\dim(F_{\Omega}(y)) = \dim(F_{\Omega}(x))$ for any $y \in U'$ (more details on how to apply the Invariance of Domain in this particular case are given in the following proof). This assumption is satisfied when $\Omega = \Omega_f$ for some $2\pi$-periodic upper semi-continuous function $f : \mathbb{R} \to [1, \infty)$, and $x = (\cos(\theta), \sin(\theta), z)$ for some $\theta \in \mathbb{R}$ and $z \in (-1, 1)$.

In the general case, the strategy of proof of Lemma 4.3 is similar to one of those of the Invariance of Domain theorem.

**Proof.** We first embed $U$ into a hyperplane of $P(V)$.

Let $\Lambda$ be an affine chart of $P(V)$ containing $\Omega$. Let $P(V')$ be a supporting hyperplane of $\Omega$ at $p$, let $p \in \Omega$, let $\psi$ be the projection from $P(V) \setminus \{p\}$ to $P(V')$. The map $\psi|_{\partial \Omega}$ is a local homeomorphism onto $P(V')$, and it is injective on $F_{\Omega}(x)$, and $\psi(F_{\Omega}(x)) \subset \Lambda' := \Lambda \cap P(V')$. As a consequence, there exists a compact neighbourhood $W$ of $F_{\Omega}(x)$ in $\partial \Omega$ such that $\psi|_{W_1}$ is an open embedding whose image lies in $\Lambda'$. Moreover, there exists a compact neighbourhood $U_0$ of $x$ such that $\overline{B}_{\Omega}(y, R) \subset W$ for any $y \in U_0$. We may assume that $U \subset U_0$.

For any $y \in \psi(U)$ and $0 < s < R$, we let $B_t(y) = \psi(\overline{B}_{\Omega}(p^{-1}(y), t))$, $U_t = \psi(U)$ and $x' = \psi(x)$. We want to prove that

$$\bigcup_{0 < \alpha < s} B_t(x') \subset \text{int}_{\Lambda'} \bigcup_{y \in U_t} B_{\Lambda}(y).$$

Fix any $t \in (0, r)$ and any affine subspace $\Lambda_1 \subset \Lambda'$ containing $x'$ and transverse to the span of $B_R(x)$. For $s > 0$ we denote $B_{\Lambda_1}(x, s) := \{z \in \Lambda_1 : d_{\Lambda_1}(x, z) < s\}$. For any two points $p, q \in \Lambda'$, the difference $p - q$ is a vector of the linear space associated to the affine space $\Lambda'$, and for any subset $E \subset \Lambda'$ we denote $E + p - q := \{e + p - q : e \in E\}$. To conclude the proof it is enough to find $\epsilon > 0$ such that for any $z \in B_t(x)$,

$$B_{\Lambda_1}(x', \epsilon) + z - x' \subset \bigcup_{y \in U_t \cap \Lambda_1} B_{\Lambda}(y).$$

By assumption that any accumulation point of $B_R(y)$ (for the Hausdorff topology) as $y$ tends to $x'$ contains $B_t(x')$, and because $t < r$, we can find $\alpha > 0$ small enough so that $B_R(y)$ intersects $\Lambda_1 + z - x$ for all $y \in B_{\Lambda_1}(x', \alpha)$ and $z \in B_t(x')$. Since $B_R$ is upper semi-continuous, the map $(y, z) \in \overline{B}_{\Lambda_1}(x', \alpha) \times B_t(x') \mapsto B_R(y) \cap (\Lambda_1 + z - x)$ is also upper semi-continuous.

Let us explain how the rest of the proof works in a particular case, before we proceed to the general case. Let us assume that for any $y \in B_{\Lambda_1}(x', \alpha)$, the dimension of $B_R(y)$ is the same as that of $B_R(x')$. Fix $z \in B_t(x')$. Up to taking $\alpha$ even smaller, we may further assume that, for any $y \in B_{\Lambda_1}(x', \alpha)$, the intersection $B_R(y) \cap (\Lambda_1 + z - x)$ is reduced to a singleton that we denote by $\{f(y)\}$. One can check that $y \mapsto B_R(y) \cap (\Lambda_1 + z - x')$ being upper semi-continuous implies that the map $f$ is continuous. Moreover, $f$ is injective since two open faces of $\Omega$ intersect if and only if they coincide. We can conclude the proof of Lemma 4.3 by using the Invariance of Domain theorem, which says that $f(B_{\Lambda_1}(x', \alpha))$ is a neighbourhood of $z = f(x')$ in $\Lambda_1 + z - x'$.

We go back to the general case. For any open subset $O$ of an affine space, we denote by $\text{CvxCpt}(O)$ the topological space consisting of non-empty convex compact subsets of $O$, endowed with the weakest topology making upper semi-continuous maps continuous. We consider the following continuous map:

$$f : \overline{B}_{\Lambda_1}(x', \alpha) \times B_t(x') \to \text{CvxCpt}(\Lambda_1) \quad \text{(y, z)} \mapsto (B_R(y) - z + x) \cap \Lambda_1.$$
To conclude the proof of Lemma 4.3, it is enough to prove that for any \( z \in B_t(x) \),
\[
\overline{B}_h(x', \epsilon) \subset \bigcup_{y \in \overline{B}_h(x', \alpha)} f(y, z).
\]
It will be a consequence of the following result, whose proof we postpone until the next section.

**Lemma 4.4.** Let \( \mathcal{O} \) be an open subset of an affine space. Then the map
\[
\mathcal{O} \rightarrow \operatorname{CvxCpt}(\mathcal{O})
\]
is an embedding and a weak homotopy equivalence.

Let us fix \( z \in B_t(x') \) and \( p \in \overline{B}_h(x', \epsilon) \setminus \{x'\} \), and assume by contradiction that \( p \) is not in \( \bigcup_{y \in \overline{B}_h(x', \alpha)} f(y, z) \). Then the continuous map
\[
\partial_{\epsilon}B_h(x', \epsilon') \rightarrow \operatorname{CvxCpt}(\overline{B}_h(x') \setminus \{p\})
\]
is homotopically trivial; it is also homotopic to \( y \rightarrow f(y, x') \), which is in turn homotopic to \( y \rightarrow \{y\} \).

By Lemma 4.4, this means that the inclusion \( \partial_{\epsilon}B_h(x', \alpha) \hookrightarrow \overline{B}_h(x') \setminus \{p\} \) is homotopically trivial. This is a contradiction because \( p \in B_h(x, \alpha) \).

**4.3. Proof of Lemma 4.4.** We use the following fact, which is probably well known to experts. We recall its proof for the reader’s convenience.

**Fact 4.5.** Let \( p \in Y \subset X \) be a topological space, a subspace and a point. Assume that for any integer \( n \geq 0 \), for any continuous map \( f : [0,1]^n \rightarrow X \), there exists a continuous map \( H : [0,1]^{n+1} \rightarrow X \) such that:

- \( H(x,0) = f(x) \) for any \( x \in [0,1]^n \);
- \( H([0,1]^n \times \{1\}) \subset Y \);
- for any face \( F \subset [0,1]^n \) (i.e. of the form \( F = F_1 \times \cdots \times F_n \) with \( F_i \in \{[0,1],\{0\},\{1\}\} \) for each \( 1 \leq i \leq n \)), if \( f(F) \subset Y \) (resp. \( \{p\} \)) then \( H(F \times [0,1]) \subset Y \) (resp. \( \{p\} \)).

Then the inclusion map \( i : Y \hookrightarrow X \) is a weak homotopy equivalence.

**Proof.** Let \( n \) be a natural number. Let us prove that \( \iota_* : \pi_n(Y,p) \rightarrow \pi_n(X,p) \) is surjective. We consider a continuous map \( f : [0,1]^n \rightarrow X \) which sends \( \partial_{\epsilon}B_h(x, \alpha) \) to \( p \), we want to prove that it is homotopic, relatively to \( p \), to a continuous map \( [0,1]^n \rightarrow Y \) sending \( \partial_{\epsilon}B_h(x, \alpha) \) to \( p \). The homotopy is exactly given by the map \( H : [0,1]^{n+1} \rightarrow X \) provided by our assumption.

Let us prove that \( \iota_* : \pi_n(Y,p) \rightarrow \pi_n(X,p) \) is injective. We consider continuous map \( f : [0,1]^n \rightarrow Y \) and a homotopy \( h : [0,1]^{n+1} \rightarrow X \) (sending \( \partial_{\epsilon}B_h(x, \alpha) \times [0,1] \) to \( p \) from \( f = h([0,1]^n \times \{0\}) \) to \( h([0,1]^n \times \{1\}) \) constant equal to \( p \) by assumption) we can find a continuous map \( H : [0,1]^{n+2} \rightarrow X \) such that:

- \( H(x,0) = h(x) \) for any \( x \in [0,1]^{n+1} \);
- \( H([0,1]^{n+1} \times \{1\}) \subset Y \);
- for any face \( F \subset [0,1]^{n+1} \) (i.e. of the form \( F = F_1 \times \cdots \times F_{n+1} \) with \( F_i \in \{[0,1],\{0\},\{1\}\} \) for each \( 1 \leq i \leq n \)), if \( h(F) \subset Y \) (resp. \( \{p\} \)) then \( H(F \times [0,1]) \subset Y \) (resp. \( \{p\} \)).

Since \( h([0,1]^n \times \{0\}) \subset Y \), this means that \( H([0,1]^n \times \{0\} \times \{1\}) \subset Y \). Then \( f \) is homotopic in \( Y \) to \( H([0,1]^n \times \{0\} \times \{1\}) \), which is homotopic in \( Y \) to \( H([0,1] \times \{1\}) \), which is constant equal to \( p \) because \( h([0,1] \times \{1\}) = p \).

**Proof of Lemma 4.4.** Let an integer \( n \geq 1 \) and a continuous map \( f : [0,1]^n \rightarrow \operatorname{CvxCpt}(\mathcal{O}) \). By continuity there is an integer \( N \geq 1 \) such that for each \( x \in \{0, \frac{1}{N}, \frac{2}{N}, \ldots, \frac{N-1}{N}\} \) there is a convex compact set \( K_x \subset \mathcal{O} \) such that for any \( y \in [0,1]^n \), if \( |x_i - y_i| \leq \frac{1}{N} \) for \( 1 \leq i \leq n \), then \( f(y) \subset K_x \).

Fix for each \( x \in \{0, \frac{1}{N}, \frac{2}{N}, \ldots, \frac{N-1}{N}\} \) a point \( p_x \in K_x \). We define for each \( x \in \{0, \frac{1}{N}, \frac{2}{N}, \ldots, \frac{N-1}{N}\} \), for each \( y \in [0,1]^n \) and for each \( t \in [0,1] \),
\[
H(x + \frac{y}{N}, t) = t \sum_{\epsilon \in \{0,1\}^n} \left( \prod_{1 \leq i \leq n} (1_{\epsilon_i=1}y_i + 1_{\epsilon_i=0}(1-y_i)) \right) p_{x+\frac{y}{N}} + (1-t)f(x + \frac{y}{N}).
\]

And finally we apply Fact 4.5. 

[\square]
5. PROOF OF THEOREM 1.3

Suppose by contradiction that there exists an open subset $U \subset \partial \Omega$ that does not contain any point of $\Lambda^\text{prox}_\Omega$. Take $R > 0$ from Lemma 3.1 and fix $o \in \Omega$. By Lemmas 4.1 and 4.3, we can find $x \in U$ such that, given any compact neighbourhood $A \subset U$ of $x$, the ball $B_\Omega(x, R)$ is contained in the interior of $B_\Omega(A, R + 1)$ relative to $\partial \Omega$.

By Fact 2.1, any accumulation point of $\overline{B_\Omega(y, R)}$ for the Hausdorff topology, as $y$ tends to $x$, is contained in $\overline{B_\Omega(x, R)}$ and hence in the interior of $B_\Omega(A, R + 1)$ relative to $\partial \Omega$.

The stereographic projection $\Omega \setminus \{o\} \to \partial \Omega$ sends $\overline{B_\Omega(y, R)}$ onto the closed shadow $O_R(o, y)$ for any $y \in \Omega \setminus B_\Omega(o, R)$. By continuity of this stereographic projection, for any sequence $(y_n)_n$ in $\Omega$ converging to $x$, the sequence $(\overline{B_\Omega(y_n, R)})_n$ converges for the Hausdorff topology if and only if $(O_R(o, y_n))_n$ converges, in which case they have the same limit.

Thus, for any $y \in \Omega$ close enough to $x$, the open shadow $O_R(o, y)$ is contained in the interior of $B_\Omega(A, R + 1)$ relative to $\partial \Omega$, which contains no extremal point since $A$ contains no extremal point. Since $O_R(o, y) \subset \partial \Omega$ is open, it does not contain any point of $\Lambda^\text{prox}_\Omega$ (which is the closure of the set of extremal points by Section 1.2). This contradicts Lemma 3.1.
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