ON COUNTING ORBITS IN ROOT SYSTEMS

LOREN SPICE

Abstract. The computation of the characters of supercuspidal representations of a $p$-adic group involves some 4th roots of unity whose values are defined in terms of orbits of the Galois group of a $p$-field on a root system. The part of the definition that is of interest in the verification of stability of character sums involves just the parity of the number of Galois orbits. In this paper, we re-cast the definition (nearly) in terms only of the abstract action of a pair of automorphisms on a root system, and compute it by a series of reductions in all cases.
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1. Introduction

In the computation of characters of supercuspidal representations of \( p \)-adic groups \[1, \text{Theorem 7.1}\], there arise, in addition to some now reasonably well understood positive constants \[8, \text{Lemma 5.37}\], certain somewhat mysterious 4th roots of unity. Loosely speaking, these roots of unity have a ‘ramified part’, of order dividing 4, which is not expected to change across a supercuspidal L-packet, and an ‘unramified part’, of order dividing 2, which is expected to give stability when summing the characters in a supercuspidal L-packet. See \[8, \text{Definition 5.18}\] for definitions, and \[8, \text{Theorem 6.5}\] for a verification of these expectations for the positive-depth, ‘unramified’ supercuspidal L-packets constructed by Reeder \[11, \S 6.6\]. Our goal, here and in \[15\], is to understand the unramified part in order to make progress towards a construction of ‘ramified’ supercuspidal L-packets.

The definition of the unramified part is stated in a way that seems to involve the power of the Bruhat–Tits machinery \[5, 6\] in an essential way; but, in fact, one may re-cast the definition so that it involves only the theory of a finite group of Lie type (thought of as reductive quotients of \( p \)-adic groups \[21, \S 3.5\]) equipped with an algebraic automorphism \( \theta \) (reflecting the action of the inertia subgroup of the Galois group). A similar point of view is evident in \[12, \S 1, \text{p. 1126}\] and \[13, \S 4.1\]; I thank Tasho Kaletha for suggesting that it might be useful here. Further, it turns out that the definition almost does not even involve the ambient group at all, only the problem of counting the orbits for a certain action on its root system. The caveat ‘almost’ comes from the fact that we are not dealing with the full root system, but rather with a subset \( R_\theta \) associated to the automorphism \( \theta \).

Even this caveat does not arise if we work with automorphisms \( \theta \) that act by an elliptic automorphism \( \nu \) of the root system. In this case, though we must still use a choice of \( \theta \) to define \( R_\theta \), the actual choice does not matter, and so we obtain a set \( R_\nu \) depending only on \( \nu \). Once this definition has been made, the remainder of the sign computation takes place entirely in the abstract setting of a group action on the root system.

Although the original statement of the problem involves counting orbits on \( R_\theta \), it turns out to be more convenient to consider the sign of a certain permutation of a quotient of \( R_\theta \). This is closely related to the orbit-counting problem (see Lemma \[2.1.2\]), but more amenable to calculation because it is a ‘multiplicative question’, in an appropriate sense.

In this paper, we carry out this abstract computation as follows. There is a case-by-case computation at the heart of our work (see \[8\] and \[9\]), but, before getting there, we need to reduce to a manageable number of cases. We begin
by discussing generalities on permutations in §2.1 particularly the permutation arising by multiplication by a unit on \( \mathbb{Z}/n\mathbb{Z} \), which is used in the classical-group computations of §4. See Proposition 2.1.5. Next we recall some generalities on root systems and their automorphisms in §§2.2–2.3 particularly, we discuss ‘Levi descent’ for automorphisms of root systems. See Corollary 2.3.6.

In §3.2 we define the set \( R_\theta \) (Definition 3.2.1) and discuss some of its properties; see particularly Definition 3.2.4 and Lemma 3.2.6.

In §3.3 we define the sign \((\sigma/\theta)\) (Definition 3.3.1), and show that its computation may be reduced to the case where \( \theta \) acts by an elliptic (Proposition 3.3.14) automorphism of an irreducible (Remark 3.3.5) root system of 2-power order (Lemma 3.3.12). As a preliminary example, we compute it in case \( \theta \) acts by \(-1\) on the root system; see Proposition 3.3.9. The computation for all the classical root systems can be handled almost uniformly; we do so in §4. See in particular (4.1)–(4.3).

Finally we have reduced to a manageable number of cases, namely, the elliptic conjugacy classes of automorphisms of exceptional root systems of 2-power order. See Remark 3.3.10. For \( G_2 \), the only such automorphism is \(-1\), which is handled (in a uniform way) in Proposition 3.3.9. We handle the possibilities for \( F_4 \) in §5 and for \( E_n \) in §6. The results are summarised in Tables 1–5.

It is a pleasure to thank Jeff Adler, Stephen DeBacker, Kyle Petersen, and John Stembridge for many useful conversations.

2. Preliminaries

2.1. Permutations. The notation \( \text{sgn} \), with a single subscript, will occur in two different ways in this paper (see Definition 2.2.2); we rely on context to distinguish them.

**Definition 2.1.1.** If \( X \) is any finite set, then we write \( \mathfrak{S}_X \) for the symmetric group on \( X \), and \( \text{sgn}_X \) for the unique homomorphism \( \mathfrak{S}_X \to \langle -1 \rangle \) that takes the value \(-1\) at any transposition. We usually abbreviate \( \mathfrak{S}_{\mathbb{Z}/n\mathbb{Z}} \) to \( \mathfrak{S}_n \), and \( \text{sgn}_{\mathbb{Z}/n\mathbb{Z}} \) to \( \text{sgn}_n \).

The following lemma is easy, but crucial to the main computational tool of this paper, which is to replace an orbit-counting problem by the problem of computing the sign of a permutation.

**Lemma 2.1.2.** For all finite sets \( X \) and all \( w \in \mathfrak{S}_X \), we have that

\[
\text{sgn}_X(w) = (-1)^\#X(-1)^\#(\omega \setminus X).
\]

**Proof.** Both sides equal \( \prod(-1)^\#\omega^{-1} \), where the product runs over the orbits \( \omega \) of \( w \) on \( X \). \( \square \)

In our computation of signs associated to Galois actions on classical root systems (see §4), we shall often have occasion to compute the sign of permutations arising by multiplication.

**Definition 2.1.3.** If \( n \) and \( q \) are relatively prime integers and \( \varepsilon \in \{ \pm 1 \} \), then we denote the multiplication-by-\( q \) map on \( \langle \varepsilon \rangle \setminus \mathbb{Z}/n\mathbb{Z} \) again by \( q \), and put \( \text{sgn}_n^\varepsilon(q) = \text{sgn}_{\langle \varepsilon \rangle \setminus \mathbb{Z}/n\mathbb{Z}}(q) \).

The homomorphisms \( \text{sgn}_n^\varepsilon \) turn out to be closely related to the Jacobi symbol \((\cdot/n)\) when \( n \) is odd. We begin with a reduction result that computes \( \text{sgn}_n^\varepsilon \) in some special cases, then apply it in Proposition 2.1.5 to compute \( \text{sgn}_n^\varepsilon \) in all cases.
Proposition 2.1.4. Suppose that $n$ and $q$ are relatively prime integers.

1. If $p$ is an odd prime, $k \in \mathbb{Z}_{\geq 0}$, and $n = p^k$, then
   
   $$\sgn^+_n(q) = \left(\frac{q}{n}\right) \quad \text{and} \quad \sgn^-_n(q) = \begin{cases} (q/m), & p \equiv 1 \pmod{4} \\ 1, & p \equiv 3 \pmod{4}. \end{cases}$$

2. If $k \in \mathbb{Z}_{\geq 0}$ and $n = 2^k$, then
   
   $$\sgn^+_n(q) = \begin{cases} (-1)^{(q-1)/2}, & k > 1, \\ 1, & \text{otherwise} \end{cases} \quad \text{and} \quad \sgn^-_n(q) = \begin{cases} (n/q), & k > 1, \\ 1, & \text{otherwise}. \end{cases}$$

3. If $m \in \mathbb{Z}$ is relatively prime to $n$ and $q$, then
   
   $$\sgn^+_{mn}(q) = \sgn^+_m(q)^n \sgn^-_n(q)^m$$
   
   and
   
   $$\sgn^-_{mn}(q) = \sgn^+_m(q)^{(n-1)/2} \sgn^-_m(q)^n \sgn^+_n(q)^{(m-1)/2} \sgn^-_n(q)^m.$$

Proof. We begin by proving (1) and (2). Suppose that $\varepsilon \in \{\pm 1\}$, $k \in \mathbb{Z}_{\geq 0}$, and $p$ is any prime, and put $n = p^k$ and $n' = p^{k-1}$. Then $(\mathbb{Z}/n\mathbb{Z})^\times$ and $p\mathbb{Z}/n\mathbb{Z}$ form a partition of $\mathbb{Z}/n\mathbb{Z}$ into $\varepsilon$- and $q$-stable subsets, and $p: \mathbb{Z}/n'\mathbb{Z} \to p\mathbb{Z}/n\mathbb{Z}$ is an $\varepsilon$- and $q$-equivariant bijection. Thus,

$$\sgn^\varepsilon_n(q) = \sgn^\varepsilon_{n'}(q) \sgn_{\langle \varepsilon \rangle \setminus (\mathbb{Z}/n\mathbb{Z})^\times}(q).$$

By Lemma 2.1.2,

$$\sgn_{\langle \varepsilon \rangle \setminus (\mathbb{Z}/n\mathbb{Z})^\times}(q) = (-1)^{\#\langle \varepsilon \rangle - \#\langle q, \varepsilon \rangle},$$

where we have written $\#G$ for the index in $(\mathbb{Z}/n\mathbb{Z})^\times$ of a subgroup $G$.

If

- $p$ is odd and
  - $\varepsilon = 1$ or
  - $p \equiv 1 \pmod{4}$, or
- $p = 2$ and
  - $\varepsilon = 1$ and $k = 2$ or
  - $\varepsilon = -1$ and $k > 2$,

then the group $\langle \varepsilon \rangle \setminus (\mathbb{Z}/n\mathbb{Z})^\times$ has a unique index-2 subgroup, so $q \mapsto (-1)^{\#\langle \varepsilon \rangle - \#\langle q, \varepsilon \rangle} = (-1)^{\#\langle q, \varepsilon \rangle}$ is its unique non-trivial quadratic character. That is,

- if $p$ is odd, and $\varepsilon = 1$ or $p \equiv 1 \pmod{4}$, then
  
  $$(-1)^{\#\langle \varepsilon \rangle - \#\langle q, \varepsilon \rangle} = \left(\frac{q}{n}\right) = \left(\frac{q}{n'}\right);$$

- if $p = 2$, $\varepsilon = 1$, and $k = 2$, then
  
  $$(-1)^{\#\langle \varepsilon \rangle - \#\langle q, \varepsilon \rangle} = (-1)^{(q-1)/2};$$

and

- if $p = 2$, $\varepsilon = -1$, and $k > 2$, then
  
  $$(-1)^{\#\langle \varepsilon \rangle - \#\langle q, \varepsilon \rangle} = \left(\frac{2}{q}\right) = \left(\frac{n}{q}\right) \left(\frac{n'}{q}\right).$$

If

- $p$ is odd, $\varepsilon = -1$, and $p \equiv 1 \pmod{4}$, or
- $p = 2$ and
Proposition 2.1.5. If $a$, then the group $\langle \varepsilon \rangle \setminus (\mathbb{Z}/n\mathbb{Z})^\times$ has odd order, so that $\# \langle \varepsilon \rangle$ and $\# \langle q, \varepsilon \rangle$ are both odd, whence $(-1)^{\# \langle \varepsilon \rangle - \# \langle q, \varepsilon \rangle} = 1$. In particular, if $p = 2$, $\varepsilon = -1$, and $k = 2$, then

$$(-1)^{\# \langle \varepsilon \rangle - \# \langle q, \varepsilon \rangle} = 1 = \begin{pmatrix} 4 \\ q \end{pmatrix}.$$ 

By the preceding three paragraphs, (1) and (2) now hold by induction on $k$ (the results being obvious if $k = 0$).

Next we prove (3). We use the ring isomorphism

$$\mathbb{Z}/mn\mathbb{Z} \cong \mathbb{Z}/m\mathbb{Z} \oplus \mathbb{Z}/n\mathbb{Z}.$$ 

Since the desired equalities are symmetric in $m$ and $n$, and multiplicative in $q$, it suffices to prove them for $q \in (\mathbb{Z}/m\mathbb{Z})^\times$. The natural projection $\mathbb{Z}/mn\mathbb{Z} \to \mathbb{Z}/m\mathbb{Z}$ is a $q$-equivariant map with fibres of cardinality $n$, so

$$\text{sgn}^+_{mn}(q) = \text{sgn}^+_m(q)^n = \text{sgn}^+_m(q^m) \text{sgn}^+_m(q)^n.$$ 

Now fix $a \in \mathbb{Z}/mn\mathbb{Z}$. If $n \mid 2a$, i.e., if (3) carries $a$ into $\mathbb{Z}/m\mathbb{Z} \oplus (\mathbb{Z}/n\mathbb{Z})[2]$, where $R[2]$ denotes the ring of 2-torsion elements of $R$, then $(-1) \cdot q^a \to (-1) \cdot (q^a + m\mathbb{Z})$ is a bijection between the $q$-orbit through $(-1) \cdot a \in (-1) \setminus \mathbb{Z}/mn\mathbb{Z}$ and the $q$-orbit through $(-1) \cdot (a + m\mathbb{Z}) \in (-1) \setminus \mathbb{Z}/m\mathbb{Z}$. Otherwise, $(-1) \cdot q^a \to q^a + m\mathbb{Z}$ is a bijection between the $q$-orbit through $(-1) \cdot a \in (-1) \setminus \mathbb{Z}/mn\mathbb{Z}$ and the $q$-orbit through $a + m\mathbb{Z} \in \mathbb{Z}/m\mathbb{Z}$. That is, the cycle type of $q$ on $(-1) \setminus \mathbb{Z}/mn\mathbb{Z}$ is the union of $\#(-1) \setminus \mathbb{Z}/n\mathbb{Z} - \#(\mathbb{Z}/n\mathbb{Z})[2]$ copies of the cycle type of $q$ on $\mathbb{Z}/mn\mathbb{Z}$, and $\#(\mathbb{Z}/n\mathbb{Z})[2]$ copies of the cycle type of $q$ on $(-1) \setminus \mathbb{Z}/m\mathbb{Z}$, so

$$\text{sgn}^-_{mn}(q) = \text{sgn}^+_m(q)^{\#(-1) \setminus \mathbb{Z}/n\mathbb{Z} - \#(\mathbb{Z}/n\mathbb{Z})[2]} \text{sgn}^-_m(q)^{\#(\mathbb{Z}/n\mathbb{Z})[2]}$$

and

$$\begin{aligned}
\text{sgn}^+_{mn}(q) &= \text{sgn}^+_m(q)^{\#(-1) \setminus \mathbb{Z}/mn\mathbb{Z} - \#(\mathbb{Z}/mn\mathbb{Z})[2]} \text{sgn}^-_m(q)^{\#(\mathbb{Z}/mn\mathbb{Z})[2]} \\
&= \text{sgn}^+_m(q)^{\#(-1) \setminus \mathbb{Z}/mn\mathbb{Z} - \#(\mathbb{Z}/mn\mathbb{Z})[2]} \text{sgn}^-_m(q)^{\#(\mathbb{Z}/mn\mathbb{Z})[2]} \times \\
&\quad \text{sgn}^+_m(q)^{\#(-1) \setminus \mathbb{Z}/mn\mathbb{Z} - \#(\mathbb{Z}/mn\mathbb{Z})[2]} \text{sgn}^-_m(q)^{\#(\mathbb{Z}/mn\mathbb{Z})[2]}.
\end{aligned}$$

(3) follows upon observing that $\#(-1) \setminus \mathbb{Z}/a\mathbb{Z} = \left\lceil \frac{1}{2}(a + 1) \right\rceil$ and $\#(\mathbb{Z}/a\mathbb{Z})[2] \equiv a \pmod{2}$ for $a \in \mathbb{Z} \setminus \{0\}$. □

**Proposition 2.1.5.** If $n$ and $q$ are relatively prime integers, then

$$\text{sgn}^+_n(q) = \begin{cases} (-1)^{(q-1)/2}, & n \equiv 0 \pmod{4}, \\
(q \div n), & n \equiv 1, 3 \pmod{4}, \text{ and} \\
1, & n \equiv 2 \pmod{4} \end{cases}$$

and

$$\text{sgn}^-_n(q) = \begin{cases} (n \div q), & n \equiv 0 \pmod{4}, \\
(q \div n), & n \equiv 1 \pmod{4}, \\
1, & n \equiv 2, 3 \pmod{4} \end{cases}.$$ 

**Remark 2.1.6.** By quadratic reciprocity, for $q$ odd, we have the more nearly uniform expression

$$\text{sgn}^-_n(q) = \begin{cases} (n \div q), & n \equiv 0, 1 \pmod{4}, \\
1, & n \equiv 2, 3 \pmod{4} \end{cases}.$$
Proof. By Lemma 2.1.4(1, 2), the formulae are correct when \( n \) is a prime power.

By Lemma 2.1.4(3), if \( m, n \in \mathbb{Z} \) are odd and relatively prime, then, on \( (\mathbb{Z}/mn\mathbb{Z})^\times \), we have that \( sgn_{mn}^+ = sgn_m^+ sgn_n^+ \), and that \( sgn_{mn}^- \) is given by the following table:

| \( n \equiv 1 \pmod{4} \) | \( m \equiv 1 \pmod{4} \) | \( m \equiv 3 \pmod{4} \) |
|-------------------------|------------------|------------------|
| \( sgn_m^- sgn_n^- \)  | \( sgn_m^+ sgn_n^- \)  | \( sgn_m^- sgn_n^+ \)  |
| \( sgn_m^+ sgn_n^- \)  | \( sgn_m^+ sgn_n^+ \)  | \( sgn_m^- sgn_n^- \)  |

We may then prove by induction on the number of distinct prime factors of \( n \) that

- the formula for \( sgn_n^+ \) is correct when \( n \) is odd,
- \( sgn_n^- = sgn_n^+ \) when \( n \equiv 1 \pmod{4} \), and
- \( sgn_n^- = 1 \) when \( n \equiv 3 \pmod{4} \).

These three facts together show that the formula for \( sgn_n^- \) is correct when \( n \) is odd.

Again by Lemma 2.1.4(3), if \( k \in \mathbb{Z}_{>0} \) and \( n \in \mathbb{Z} \) is odd, then, on \( (\mathbb{Z}/2k^n\mathbb{Z})^\times \), we have that \( sgn_{2k}^+ = sgn_{2k}^+ \), and that \( sgn_{2k}^- \) is given by the following table:

| \( n \equiv 1 \pmod{4} \) | \( k = 1 \) | \( k > 1 \) |
|-------------------------|---------|---------|
| \( sgn_2^- sgn_{2k}^- \) | \( sgn_2^+ sgn_{2k}^- \) | \( sgn_2^- sgn_{2k}^- sgn_{2k}^+ \) |
| \( sgn_2^+ sgn_{2k}^- \) | \( sgn_2^+ sgn_{2k}^- \) | \( sgn_2^- sgn_{2k}^- sgn_{2k}^+ \) |

This shows that the formula for \( sgn_{2k}^+ \) is correct for all \( n \in \mathbb{Z} \); and upon noting that, by what we have already shown and quadratic reciprocity [14, Theorem I.3.3.6], we have for \( k > 1 \) and \( n \equiv 3 \pmod{4} \) that

\[
sgn_{2k}^+ (q) sgn_{2k}^- (q) sgn_n^+ (q) = (-1)^{(q-1)/2} \left( \frac{q}{n} \right) \left( \frac{n}{q} \right)
\]

\[
= (-1)^{(q-1)(n-1)/4} \left( \frac{2k}{q} \right) \left( \frac{n}{q} \right) = \left( \frac{2k^n}{q} \right),
\]

also that the formula for \( sgn_n^- \) is correct for all \( n \in \mathbb{Z} \).

\[ \square \]

2.2. Root systems. For this section and §2.3 fix a root system \( R \). (All root systems are assumed to be reduced [3, §VI.1.4].) For \( \alpha \in R \), we write \( s_\alpha \) for the reflection in the root \( \alpha \); we will view this as a transformation of \( R \) or of its dual space, as appropriate. Write \( W = W(R) \) for the Weyl group of \( R \), and \( A = \text{Aut}(R) \) for the group of automorphisms of \( R \). See [3] Chapter VI for details, especially §VI.1.4, for basics on root systems.

If \( \Delta \) is a system of simple roots in \( R \) (i.e., a base of \( R \), in the terminology of [3, Définition VI.1.5.2]), then we write \( \text{Aut}(R, \Delta) = \text{stab}_{\text{Aut}(R)}(\Delta) \). Then

(2.2.1) \[ A = W \rtimes \text{Aut}(R, \Delta) \]

[3] Proposition VI.1.5.16. If we wish to emphasise the choice of \( \Delta \), then we shall refer to \((2.2.1)_\Delta \) rather than just to \((2.2.1)\).

Remember that we have already written \( sgn_X \) for the sign character of a symmetric group (Definition 2.1.1). We also write \( sgn_R \) for a different character, defined below.

Definition 2.2.2. Let \( \Delta \) be a system of simple roots in \( R \). By [3, Théorème IV.1.5.2(vii)], there is a unique homomorphism \( sgn_R \) from \( A = W \rtimes \text{Aut}(R, \Delta) \) to \( \langle -1 \rangle \) that is trivial on \( \text{Aut}(R, \Delta) \), and sends \( s_\alpha \) to \(-1\) for each \( \alpha \in \Delta \).

In fact, we can refine slightly the restriction of \( sgn_R \) to \( W \). This will be useful in Proposition 3.3.9.
\textbf{Definition 2.2.3.} Suppose that $R$ is irreducible. For $\alpha \in R$, define
\[
\epsilon_{\alpha, \text{long}} = \begin{cases} 
-1, & R \text{ is simply laced, or } \alpha \text{ is long} \\
1, & R \text{ is not simply laced, and } \alpha \text{ is short}
\end{cases}
\]
(where, as usual, an irreducible root system is said to be simply laced if all roots have the same length; see [3, Proposition VI.1.4.12(ii)]) and $\epsilon_{\alpha, \text{short}} = -\epsilon_{\alpha, \text{long}}$. Write $\ast$ for 'long' or 'short'. Fix a system $\Delta$ of simple roots for $R$. By [3, VI.1.3, p. 148, 1)–11)], especially [3, VI.1.3, p. 148, 4)–7)], we have that
\[
(\epsilon_{\alpha, \ast}\epsilon_{\beta, \ast})^{m(\alpha, \beta)} = 1 \quad \text{for all } \alpha, \beta \in \Delta,
\]
where, as usual, $m(\alpha, \beta)$ is the order of $s_\alpha s_\beta$; so, by [3, Définition IV.1.3.3 and Théorème VI.1.5.2(viii)], there is a unique homomorphism $\text{sgn}_{R, \ast} : W \to \langle -1 \rangle$ such that $\text{sgn}_{R, \ast}(s_{\alpha}) = \epsilon_{\alpha, \ast}$ for all $\alpha \in \Delta$.

If $R$ is reducible, then we define $\text{sgn}_{R, \ast}$ in the obvious way, as the product over all irreducible components $R'$ of $R$ (with multiplicity) of the characters $\text{sgn}_{R', \ast}$.

\textbf{Remark 2.2.4.} By [3, Théorème IV.1.5.2(i) and Proposition VI.1.5.15], $\text{sgn}_R$ is trivial on any element of $A$ that fixes a system of simple roots in $R$, and
\[
\text{sgn}_R(s_{\alpha}) = -1 \quad \text{and} \quad \text{sgn}_{R, \ast}(s_{\alpha}) = \epsilon_{\alpha, \ast} \quad \text{for all } \alpha \in R.
\]
In particular, $\text{sgn}_R$ and $\text{sgn}_{R, \ast}$ do not depend on the choice of $\Delta$.

Note that $\text{sgn}_R = \text{sgn}_{R, \text{long}} \text{sgn}_{R, \text{short}}$. If $R$ is not simply laced, then $\text{sgn}_{R, \text{long}}$ and $\text{sgn}_{R', \text{short}}$ are identified by the natural isomorphism $W(R) \cong W(R')$, where $R'$ is the dual root system to $R$ [3, §VI.1.1, p. 144].

\section{Parabolic subgroups of automorphism groups.}

As in §2.2, $R$ is a root system with Weyl group $W$ and automorphism group $A$.

\textbf{Definition 2.3.1.} If $\Delta$ is a system of simple roots in $R$, and $\Theta$ is a subset of $\Delta$, then we write
\[
R_{\Theta} = R \cap Z\Theta, \quad W_{\Theta} = \langle s_{\alpha} \mid \alpha \in \Theta \rangle, \quad \text{and} \quad A_{\Theta \subseteq \Delta} = W_{\Theta} \rtimes \text{Stab}_{\text{Aut}(R, \Delta)}(\Theta).
\]
A subsystem of $R$ of the form $R_{\Theta}$ is called a Levi subsystem. A subgroup of $W$ of the form $W_{\Theta}$, or of $A$ of the form $A_{\Theta \subseteq \Delta}$, is called parabolic; and an element $w \in W$ (respectively, $w \in A$) is called elliptic if it belongs to no proper parabolic subgroup of $W$ (respectively, of $A$).

\textbf{Remark 2.3.2.} We use the notation of Definition 2.3.1.

(1) A subset $R'$ of $R$ is a Levi subsystem if and only if $RR' \cap R = R'$. The ‘only if’ direction is clear; for the ‘if’ direction, see [3, Proposition VI.1.7.24].

(2) The restriction map $W_{\Theta} \to W(R_{\Theta})$ is an isomorphism, and the sets $\{\alpha \in R \mid s_{\alpha} \in W_{\Theta}\}$ and $\{\alpha \in R \mid s_{\alpha} \in A_{\Theta \subseteq \Delta}\}$ both equal $R_{\Theta}$ [3, Théorème IV.1.8.2(i) and Corollaire V.3.2].

(3) By [2] (and [3, §VI.1.1 and Proposition VI.1.5.15]), a parabolic subgroup $W_{\Theta}$ of $W$, or $A_{\Theta \subseteq \Delta}$ of $A$, is proper if and only if $\Theta \neq \Delta$.

(4) The intersection $A_{\Theta \subseteq \Delta} \cap W$ is $W_{\Theta}$. In particular, by [3], an element $w \in W$ is elliptic (when considered as an element of $W$) if and only if it is elliptic when considered as an element of $A$.

\textbf{Remark 2.3.3.} Parabolic subgroups of automorphism groups of root systems are less well behaved than parabolic subgroups of Coxeter groups. For example, the group
A_{Θ \subseteq \Delta} can depend on \( \Delta \), not just on \( \Theta \); and the restriction map \( A_{Θ \subseteq \Delta} \to \text{Aut}(R_Θ) \) need not be injective or surjective.

For example, let \( R = A_3 \), and use the notation of \cite{3} Planche VI.I. Write \( α_0 = -(α_1 + α_2 + α_3) \) for the lowest root of \( R \) (with respect to \( \Delta \)). Put \( \Delta = \{α_1, α_2, α_3\} \) and \( \Delta′ = \{α_0, α_1, α_2\} \), and let \( w_0 \) be the non-trivial element of \( \text{Aut}(R, \Delta) \).

Restriction furnishes an order-2 covering \( A_{\{α_2\} \subseteq \Delta} \to \text{Aut}(R_{\{α_2\}}) = W(R_{\{α_2\}}) \), with kernel generated by \( w_0 \), but an isomorphism \( A_{\{α_2\} \subseteq \Delta′} \cong \text{Aut}(R_{\{α_2\}}) \).

Since the unique element \( w_0 s_{α_1} s_{α_2} s_{α_3} \) of \( A \) that swaps \( α_1 \) and \( α_2 \) does not belong to \( A_{\{α_1, α_2\} \subseteq \Delta} \) or \( A_{\{α_1, α_2\} \subseteq \Delta′} \), neither surjects onto \( \text{Aut}(R_{\{α_1, α_2\}}) \cong W(R_{\{α_1, α_2\}}) \times \mathbb{Z}/2\mathbb{Z} \). (In fact, both map isomorphically onto \( W(R_{\{α_1, α_2\}}) \).)

As for Weyl groups, there is a geometric interpretation of the notion of an elliptic automorphism of a Weyl group.

**Proposition 2.3.4.** An element of \( A \) is elliptic if and only if it has no non-0 fixed vectors in \( RR \).

**Proof.** For the ‘if’ direction, suppose that

- \( \Delta \) is a system of simple roots for \( R \),
- \( \Theta \) is a proper subset of \( \Delta \), and
- \( w \in A_{Θ \subseteq \Delta} \),

and let \( w = w' \times w_0 \) be the decomposition \((\ref{2.2.1})_{\Delta} \). If \( ω \) is an orbit of \( w_0 \) on \( \Delta \setminus Θ \), then \( \sum_{α \in ω} α \), hence also its projection \( χ \) on the orthogonal complement \( Θ^⊥ \), is \( w_0 \)-fixed; and \( χ \) belongs to \( \sum_{α \in ω} α + \mathbb{R}Θ \), hence is non-0. Since \( w' \) is generated by reflections in elements of \( Θ \), it fixes \( Θ^⊥ \) (pointwise), hence also \( χ \).

For the ‘only if’ direction, suppose that \( χ \in RR \) is a non-0 vector fixed by \( w \). Choose a chamber \( C \in RR \), in the sense of \cite{3} VI.1.5, whose closure contains \( χ \) \cite{3} Théorème VI.1.5.2(ii)]. Let \( w = w' \times w_0 \) be the decomposition \((\ref{2.2.1})_{\Delta} \), where \( \Delta \) is the system of simple roots defined by \( C \) \cite{3} Définition VI.1.5.2]. By \cite{3} Théorème VI.1.5.2(vii)], we have that \( w_0 χ \) lies in the closure of \( C \). Since \( w' w_0 χ = w χ = χ \), another application of \cite{3} Théorème VI.1.5.2(ii)] gives that \( w_0 χ = χ \). Now put \( Θ = \{α \in Δ \mid ⟨α, χ⟩ = 0\} \). Since \( w_0 χ = χ \), also \( w_0 Θ = Θ \). By \cite{3} Proposition V.3.3.1], \( w' \in W_Θ \). That is, \( w \in A_{Θ \subseteq \Delta} \). Since \( χ \neq 0 \), we have that \( Θ \neq Δ \), so that \( A_{Θ \subseteq Δ} \) is a proper parabolic subgroup of \( A \).

Our goal in this paper is to compute the sign \((σ/θ)\) (see Definition \( \ref{3.3.1} \)) in general. In order to make this computation feasible, we need to reduce, in an appropriate sense, to elliptic automorphisms of Weyl groups. The next two results allow us to do so.

**Proposition 2.3.5.** The intersection of two parabolic subgroups of \( A \) is again a parabolic subgroup.

**Proof.** We mimic the proof of \cite{3} Theorem 2.1.12].

Suppose that \( \Delta \) and \( \Delta′ \) are two systems of simple roots in \( R \). By \cite{3} Remarque VI.1.5.4], there exists \( u \in W \) so that \( u Δ = Δ′ \). Thus, it suffices to show that, for any two subsets \( Θ, Ω \subseteq Δ \), the intersection \( A_{Θ \subseteq Δ} \cap \text{Int}(u) A_{Ω \subseteq Δ} \) is a parabolic subgroup of \( A \). We may, and do, further assume that \( u \) is of minimal length (with respect to \( Δ \); see \cite{3} Théorème VI.1.5.2(vii] and Définition IV.1.1.1]) in \( W_Θ \cap W_Ω \).

Now suppose that \( v \in A_{Θ \subseteq Δ} \) and \( w \in A_{Ω \subseteq Δ} \) satisfy \( v = \text{Int}(u) w \). Let \( v = v' \times v_0 \) and \( w = w' \times w_0 \) be the decompositions \((\ref{2.2.1})_{Δ} \), so that \( v' \in W_Θ \), \( w' \in W_Ω \), and
v₀ and w₀ lie in Aut(R, Δ) and stabilise Θ and Ω (setwise), respectively. Then comparing the components of vu = uw in the decomposition (2.2.1)Δ shows that

\[(*) \quad v'v₀v₀⁻¹ = uw'\]

and v₀ = w₀.

Since v₀ = w₀ stabilises Δ, Θ, and Ω (setwise), it preserves lengths (with respect to Δ) and normalises W₀ and W₁; so v₀uv₀⁻¹ is again of minimal length in W₀ · v₀w₀⁻¹ · W₁.

By [9 Propositions 2.1.1 and 2.1.7], we have that v₀uv₀⁻¹ = u, hence, by [9 Theorem 2.1.12] and (1), that v' = Int(u)w' ∈ W₀ ∩ Int(u)W₁ = W₀∩uΩ. Finally, v₀ = Int(u)w₀ ∈ stab_{Aut(R, Δ)}(Θ ∩ uΩ), so

\[v = v' \times v₀ \in W₀ \cap uΩ \times stab_{Aut(R, Δ)}(Θ ∩ uΩ) = A_Θ ∩ uΩ ≤ Δ.\]

\[\square\]

**Corollary 2.3.6.** Suppose that w ∈ A.

1. There is a unique smallest parabolic subgroup P of A containing w.
2. If Δ is a system of simple roots in R, and Θ is a subset of Δ, such that P = A_Θ ≤ Δ, then the restriction of w to R_Θ is an elliptic element of Aut(R_Θ).

**Proof.** (1) is an immediate consequence of Proposition 2.3.5 (and the fact that A is finite). To show (2), adopt the notation of the statement, and suppose that Θ' is a system of simple roots in R_Θ, and Ω' a subset of Θ', such that the restriction θ of w to R_Θ lies in Aut(R_Θ)_{θ ≤ Θ'}. By [8 Théorème IV.1.8.2(i)] and Remark 2.3.2(2), there is v ∈ W_Θ such that vθ = Θ'. Put Ω = v⁻¹Ω'. Let w = w' × w₀ be the decomposition (2.2.1)Δ. Then, with the obvious notation, θ = w⁻¹w₁w₀⁻¹v⁻¹ × v₀w₀⁻¹v⁻¹ is the decomposition (2.2.1)θ.

- \[w⁻¹w₀⁻¹v⁻¹ ∈ W(R_Θ)_{θ ≤ Θ}, \text{ so } w⁻¹w₁w₀⁻¹v⁻¹ ∈ W(R_Θ)_{θ ≤ Θ} \text{. Since } W_Θ ≤ W_0 \text{ surjects onto } W(R_Θ)_{θ ≤ Θ} \text{, we have by Remark 2.3.2(2) again that } W_Θ \text{ is the full preimage of } W(R_Θ)_{θ ≤ Θ} \text{ in } W_0; \text{ in particular, that } v⁻¹w₁w₀⁻¹v⁻¹ ∈ W_Θ.\]
- \[v₀w₀⁻¹v⁻¹ \text{, hence also } v₀w₀⁻¹v⁻¹ \text{, stabilises } Ω', \text{ so } w₀ \text{ stabilises } Ω.\]

It follows that v⁻¹w ∈ A_Θ ≤ Δ, hence that w ∈ A_Θ ≤ Δ. By construction, A_Θ ≤ Δ ⊆ A_Θ' ≤ Δ. By Remark 2.3.2(2) once more, we have that R_Θ ⊆ R_Θ'. The reverse containment being obvious, we have equality. Since dim R_Θ = #Θ = #Θ' and dim R_Θ' = #Θ', we have that Ω' = Θ', hence that Aut(R_Θ)_{Ω' ≤ Θ} = Aut(R_Θ).

\[\square\]

**Remark 2.3.7.** With the notation of Corollary 2.3.6 we have by Remark 2.3.2(2) that N_A(⟨w⟩) ≤ N_A(P) ≤ stab_A(R_Θ).

### 3. Sign changes in Weyl groups

For the remainder of this paper, let \( \mathbb{F} \) be a separably closed field. For this section, let G be a connected, reductive, \( \mathbb{F} \)-group, and T a maximal torus in G. Write Lie(G) and Lie(T) for the Lie algebras of G and T, respectively. Put R = R(G, T) [18 §7.4.3, p. 125] and W(G, T) = N_G(T)/T, and write W = W(R) and A = Aut(R). Recall that W(G, T) \( \cong W \) [18 §7.4.1]. Write Lie(G)_{α} for the root subspace of Lie(G) associated to a root \( α \in R \), i.e., for the space on which T acts by \( α \).

**Definition 3.0.1.** An algebraic automorphism of \((G, T)\) is an algebraic automorphism of G that preserves T. A twisted automorphism of \((G, T)\) is the composition...
of an algebraic automorphism of \((G, T)\) with the action of some element of \(\text{Gal}(\mathfrak{F}/\mathfrak{f})\), where \(\mathfrak{F}/\mathfrak{f}\) is a Galois extension and both \(T\) and \(G\) are defined over \(\mathfrak{f}\).

Note that the group of algebraic automorphisms is a normal subgroup of the group of twisted automorphisms.

3.1. The Tits group. Since the definition of \(R_\theta\) is sensitive to the choice of \(\theta\), not just the automorphism \(w := \overline{\theta}\) by which it acts on \(R\), we might wonder if there is a canonical choice of \(\theta\), given \(w\). This is not quite the case in general, but there is a next best thing. Namely, Tits defines an ‘extended Weyl group’ \(\tilde{W} = \tilde{W}(R)\) associated to \(R\) \([20,\ \text{Définition} 2.2]\), which comes equipped with a surjection \(\tilde{W} \to W\) with kernel an elementary Abelian 2-group \([20,\ \text{Théorème} 2.5]\), and shows that, if \(G\) is simply connected, then the choice of a system \(\Delta\) of simple roots and ‘realisation’ of \(R\) in \(G\) (in the sense of \([18,\ \text{§}8.1.4]\)) furnishes an embedding of \(\tilde{W}(R)\) in \(N_G(T)\) over \(W \cong W(G, T)\) \([20,\ \text{Théorème} 4.4]\) (see also the definition of the category \(\mathcal{N}''\) in \([20,\ \text{§}3.2]\)). In general, by factoring through the simply connected cover of the derived group of \(G\), the same data furnish an embedding of a quotient, which we call \(\tilde{W}(G, T)\) (and which is called \(\tilde{W}\) in \([18,\ \text{Exercise} 9.3.4(2)]\)), of \(\tilde{W}(R)\) in \(N_G(T)\) over \(W\). Note that the kernel of \(\tilde{W}(G, T) \to W\) is a quotient of the kernel of \(\tilde{W} \to W\), hence still an elementary Abelian 2-group. Although we do not have a canonical embedding of \(\tilde{W}(G, T)\) in \(G\), the various choices involved affect it only up to conjugacy in \(N_G(T)\).

There is quite a lot that can be said about the group \(\tilde{W}(G, T)\), but all that we need to know is that it consists of elements that act by ‘semi-pinned’ automorphisms, in the sense of the next definition.

Definition 3.1.1. An algebraic automorphism \(\theta\) of \((G, T)\) is called semi-pinned if, whenever \(\alpha \in R\) and \(e \in \mathbb{Z}\) are such that \(\theta^e \alpha = \alpha\), then \(\theta^e\) acts on \(\text{Lie}(G)_\alpha\) by multiplication by \(+1\) or \(-1\).

Remark 3.1.2. If \(\theta\) is semi-pinned and \(e \in \mathbb{Z}\) such that \(\overline{\theta}^e = 1\), then \(\theta^{2e} = 1\). In particular, a semi-pinned automorphism automatically has finite order.

Lemma 3.1.3. Every element of \(\tilde{W}(G, T)\) induces a semi-pinned automorphism of \(G\) (by conjugation).

Proof. Since \(\tilde{W}(G, T)\) is a group, it suffices to show that, if \(\tilde{w} \in \tilde{W}(G, T)\) fixes \(\alpha \in R\), then \(\tilde{w}\) acts on \(\text{Lie}(G)_\alpha\) by multiplication by \(+1\) or \(-1\).

Remember that the construction of \(\tilde{W}(G, T)\) involves a choice of a system \(\Delta\) of simple roots for \(R\). By \([3,\ \text{Proposition} VI.1.5.15]\), there is \(v \in W\) so that \(v\alpha \in \Delta\). By \([18,\ \text{Proposition} 9.3.5]\), in the notation of \([18,\ \text{§}9.3.3]\), the element \(\hat{u} := \phi(vuv^{-1}) \in W(G, T)\) fixes \(\text{Lie}(G)_{v\alpha}\) (pointwise); and, by \([18,\ \text{Exercise} 9.3.4(2)]\), if \(\hat{v}\) is any lift of \(v\) to \(\tilde{W}(G, T)\), then \(t = \hat{u}^{-1} \hat{v} \hat{u^{-1}}\) is a 2-torsion element of \(T\). Thus \(t\), hence also \(\hat{v} \hat{u} \hat{v^{-1}} = \hat{u} t\), acts on \(\text{Lie}(G)_{v\alpha}\) by multiplication by the scalar \(\alpha(t) \in \{\pm 1\}\); so \(\tilde{w}\) acts on \(\text{Lie}(G)\) by the same scalar. \(\square\)

Thus, the extended Weyl group provides a source of semi-pinned automorphisms lifting all elements of the Weyl group. We would like to be able to lift arbitrary automorphisms of the root system, whether or not they lie in the Weyl group, and we can nearly always do so.

Proposition 3.1.4. Suppose that \(w \in A\), and
• \(w \in W\), or
• \(G\) is simple, adjoint, or simply connected.

Then there is a semi-pinned automorphism \(\theta\) of \((G, T)\) such that \(\overline{\theta} = w\).

Remark 3.1.5. For our purposes, the conditions of the proposition are not as restrictive as they seem; for, if \(G\) is arbitrary, then we may simply pass to its adjoint quotient, which does not affect its root system \(R\).

Proof. We have already handled the case where \(w \in W\) in Lemma 3.1.3.

Suppose that we have proven the result for all simple groups. Note that we may write \(w = w'w_0\), where, for each irreducible component \(R'\) of \(R\),

• the element \(w_0\) stabilises \(R'\) (setwise), and
• the element \(w'\) fixes \(R'\) (pointwise), or carries it to a different irreducible component of \(R\).

Now suppose that \(G\) is adjoint or simply connected, so that it is the product of its simple subgroups, all of which are adjoint, or all of which are simply connected. (See [18, Theorem 8.1.5].) If \(G'\) and \(G''\) are simple subgroups of \(G\), corresponding to irreducible components \(R'\) and \(R''\) of \(R\) such that \(R'' = w'R'\), then \(G'\) and \(G''\) are isomorphic [18, Theorem 9.6.2]. We piece together all such isomorphisms to obtain an automorphism \(\theta'\) of \(G\). Next we piece together, for each simple subgroup \(G'\) of \(G\), a semi-pinned lifting of \(w_0\) to an automorphism of \(G'\), and call the result \(\theta_0\). Then \(\theta = \theta'/\theta_0\) is a semi-pinned automorphism of \(G\) such that \(\overline{\theta} = w\).

Thus, it suffices to handle the case where \(G\) is simple. By Lemma 3.1.3, it suffices to show that we may find

• a connected, reductive \(\mathfrak{g}\)-group \(\tilde{J}\),
• a maximal torus \(\tilde{T}\) in \(\tilde{J}\),
• a subgroup \(\tilde{G}\) of \(\tilde{J}\) containing \(\tilde{T}\), and
• a central subgroup \(\tilde{Z}\) of the derived subgroup \(\mathcal{D}\tilde{G}\) of \(\tilde{G}\),

such that

• there is an isomorphism \(\mathcal{D}\tilde{G}/\tilde{Z} \cong G\) that restricts to an isomorphism \(\mathcal{D}\tilde{G} \cap \tilde{T}/\tilde{Z} \cong T\), so that \(R\) may be naturally identified with the subset \(R(\mathcal{D}\tilde{G}, \mathcal{D}\tilde{G} \cap \tilde{T})\) of \(R(\tilde{J}, \tilde{T})\), and
• \(\text{stab}_{W(\tilde{J}, \tilde{T})}(R)\) contains a set of representatives for \(A/W\).

Fortunately, there are only a few cases where \(A \neq W\). In each case, we find a root system \(\tilde{R}\) of which \(R\) is a Levi subsystem (in the sense of Definition [231]), and take \(\tilde{J}\) to be the derived group of the simply connected group with root system \(\tilde{R}\), and \(\tilde{G}\) to be an appropriate Levi subgroup. We will label root systems as in [23 Planches VI,IV–VI], and use the notation \(L_I\) of [18, §15.4, p. 264] for Levi components of ‘standard’ parabolic subgroups.

If \(R\) is of type \(A_{n-1}\) with \(n > 2\), then we take \(\tilde{R} = D_n\) and \(L = L_{(\alpha_1, \ldots, \alpha_{n-1})}\).

The element

\[
\prod_{i=1}^{[n/2]-1} s_{\alpha_1+\cdots+\alpha_{n-i-1}+2\alpha_{n-i}+\cdots+2\alpha_{n-2}+\alpha_{n-1}+\alpha_n} \in N_{W(D_n)}(W)
\]

acts as an outer automorphism of \(R\).
If \( R \) is of type \( D_n \) with \( n > 4 \), then we take \( \tilde{R} = D_{n+1} \) and \( L = L_{\{\alpha_2, \ldots, \alpha_{n+1}\}} \). The element

\[
s_{\alpha_1} s_{\alpha_1} + 2 \alpha_2 + \cdots + 2 \alpha_{n-1} + \alpha_n + \alpha_{n+1} \in N_{W(D_{n+1})}(W)
\]

acts as an outer automorphism of \( R \).

If \( R \) is of type \( D_4 \), then we take \( \tilde{R} = E_6 \) and \( L = L_{\{\alpha_2, \ldots, \alpha_5\}} \). The elements

\[
s_{0 \ 0 \ 1 \ 1 \ 1 \ 1 \ 1 \ 0 \ 1 \ 1 \ 1} s_{0 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 0 \ 0 \ 1 \ 1 \ 1} \in N_{W(E_6)}(W)
\]

act as outer automorphisms of \( R \) that are not congruent modulo inner automorphisms.

If \( R \) is of type \( E_6 \), then we take \( \tilde{R} = E_7 \) and \( L = L_{\{\alpha_1, \ldots, \alpha_6\}} \). The element

\[
s_{0 \ 1 \ 2 \ 2 \ 1 \ 1 \ 1 \ 1 \ 1 \ 1 \ 2 \ 2 \ 1 \ 1} \in N_{W(E_7)}(W)
\]

acts as an outer automorphism of \( R \). \( \square \)

3.2. A set of roots attached to an algebraic automorphism. We continue with the notation established at the beginning of \( \S 3 \). Until \( \S 3.3 \) let \( \theta \) be an algebraic automorphism of \((G, T)\) (Definition 3.0.1).

Loosely speaking, one may motivate the next definition by thinking of the case in which \( C_G(T^w) = T \). Then restriction defines a bijection of \( \langle \theta \rangle \backslash R_\theta \) with \( R((G^\theta)^\circ, (T^\theta)^\circ) \).

Definition 3.2.1. Put

\[
R_\theta = \{ \alpha \in R \mid \theta^\circ \text{ fixes } \text{Lie}(G)_{\alpha} \text{ pointwise whenever } \theta^\circ \alpha = \alpha \}.
\]

It is easy to construct examples where \( R_\theta \) depends on \( \theta \), not just on \( \overline{\theta} \); but the next two results show that this cannot happen if \( \overline{\theta} \) is elliptic.

Lemma 3.2.2. If \( w \in \text{Aut}(R) \) is elliptic and \( G \) is semisimple, then \( T^w \) is finite and \( T = (1 - w)T \).

Proof. By Proposition 2.3.4, the element \( w \) has no non-0 fixed vectors in \( \mathbb{R}R = X^*(T) \otimes \mathbb{R} \), hence also none in the dual space \( X_*(T) \otimes \mathbb{R} \); so

\[
X_*(T^w) \otimes \mathbb{R} = X_*(T)^w \otimes \mathbb{R} \cong \left( X_*(T) \otimes \mathbb{R} \right)^w = 0,
\]

whence \( T^w \) contains no non-trivial subtori. By [13] Corollary 3.2.7(ii), this means that \( T^w \) is finite, hence that \( \dim(T^w) = 0 \). Since \( 1 - w : T/T^w \to (1 - w)T \) is an isomorphism, this means that \( \dim T = \dim(1 - w)T \). Since \( T \) is connected, it follows that \( T = (1 - w)T \). \( \square \)

Corollary 3.2.3. If \( \overline{\theta} \) is elliptic, and \( \theta' \) is an algebraic automorphism of \((G, T)\) such that \( \overline{\theta'} = \overline{\theta} \), then \( \theta' = \text{Int}(s)\theta\text{Int}(s)^{-1} \) for some \( s \in T(\mathfrak{g}) \).

Proof. We may write \( \theta' = \text{Int}(t)\theta \) for some \( t \in T(\mathfrak{g}) \) [17] Proposition 2.5(ii)]. Since \( \text{Int}(t) \in \text{Int}(T)(\mathfrak{g}) = (1 - w)\text{Int}(T)(\mathfrak{g}) = (1 - w)(\text{Int}(T)(\mathfrak{g})) \) by Lemma 3.2.2, the result follows. \( \square \)

Definition 3.2.4. If \( w \in A \) is elliptic, then we put \( R_w = R_\theta \), where \( \theta \) is any algebraic automorphism of \((G, T)\) such that \( \overline{\theta} = w \). By Corollary 3.2.3 the set \( R_w \) does not depend on the choice of \( \theta \).
Remark 3.2.5. The set $R_\theta$ need not be a root system. For example, put $G = \text{GL}_6$, and let $T$ be the subgroup of diagonal matrices, with roots
\[
\alpha_1 : \text{diag}(t_0, \ldots, t_5) \mapsto t_0 t_1^{-1} \quad \text{and} \quad \alpha_2 : \text{diag}(t_0, \ldots, t_5) \mapsto t_1 t_2^{-1}.
\]
Put $\beta = s_{\alpha_1}(\alpha_2)$. Let $w$ be the permutation matrix corresponding to the permutation $(1\,3)(2\,4\,5)$, and put $\theta = \text{Int}(w \cdot \text{diag}(-1, 1^{+5}))$. Then
\begin{itemize}
  \item $\theta^2\alpha_1 = \alpha_1$ if and only if $2 \mid e$, and $\theta^2 = \text{Int}(w^2)$ acts trivially on $\text{Lie}(G)_{\alpha_1}$, so $\alpha_1 \in R(G, T)_\theta$;
  \item $\theta^2\alpha_2 = \alpha_2$ if and only if $6 \mid e$, and $\theta^2 = 1$ acts trivially on $\text{Lie}(G)_{\alpha_2}$, so $\alpha_2 \in R(G, T)_\theta$; but
  \item $\theta^3\beta = \beta$ and $\theta^3 = \text{Int}(w^3 \cdot \text{diag}(-1, 1^{+5}))$ acts on $\text{Lie}(G)_\beta$ by multiplication by $-1$, so $\beta \notin R(G, T)_\theta$.
\end{itemize}

Despite Remark 3.2.5, it is clear that $-R_\theta = R_\theta$, and, further, that $R_\theta \subseteq R_\theta^n$ for all $n \in \mathbb{Z}$. We can do better in some cases.

Lemma 3.2.6. If $\theta$ is semi-pinned (see Definition 3.1.1) and $n$ is odd, then $R_\theta = R_{\theta^n}$.

Proof. Suppose that $\alpha \in R$, and $e \in \mathbb{Z}$ is such that $\theta^e \alpha = \alpha$. Then $\theta^e$ acts on $\text{Lie}(G)_\alpha$ by multiplication by $e \in \{\pm 1\}$; so $(\theta^e)^n$ acts on $\text{Lie}(G)_\alpha$ by multiplication by $e^n = \varepsilon$. If $\alpha \in R_\theta^n$, then $(\theta^e)^n$ must fix $\text{Lie}(G)_\alpha$ pointwise, so that $\varepsilon = 1$. Since $e$ was any integer such that $\theta^e \alpha = \alpha$, this means that $\alpha \in R_\theta$. \hfill \Box

3.3. A sign associated to a pair of automorphisms. We continue with the notation established at the beginning of §3. As in §3.3, we let $\theta$ be an algebraic automorphism of $(G, T)$. Now let also $\sigma$ be a twisted automorphism of $(G, T)$ (Definition 3.0.1) that normalises $\langle \theta \rangle$, so that $\mathbf{T}$ stabilises $R_\theta$ (setwise).

As described in §1, we are interested in the number (or at least its parity) of orbits of $(\sigma, \theta)$ on $R$, but it turns out to be better to use Lemma 2.1.2 to re-phrase this computation in terms of the sign of a certain permutation—because the sign is multiplicative in $\sigma$, whereas the count of the number of orbits need not be.

Definition 3.3.1. We write $\left(\frac{\sigma}{\theta}\right)_R$ or $(\sigma / \theta)_R$ for the sign of the permutation of $\langle \theta \rangle \setminus R_\theta$ induced by $\sigma$. We may omit the subscript $R$ if it is clear from the context. If $w := \theta$ is elliptic, then (by Corollary 3.2.3) the sign $(\sigma / \theta)$ depends only on $w$, so we may, and do, denote it by $(\sigma / w)$.

Lemma 3.3.2. $(\sigma / 1) = \text{sgn}_R(\sigma)$.

Remark 3.3.3. One may view Lemma 3.3.2 as saying that the two meanings of $\text{sgn}_R$, as a character of $\mathfrak{S}_R$ (Definition 2.1.1) and of $\text{Aut}(R)$ (Definition 2.2.2), agree on $\text{Aut}(R)$.

Proof. Obviously, $R_1 = R$. Let $\Delta$ be a system of simple roots in $R$. Put $v = \sigma$.

It suffices to show the result in case $v$ stabilises $\Delta$, or $v = s_\alpha$ for some $\alpha \in \Delta$. In the former case, $v$ has no symmetric orbits on $R$, so that $(\sigma / 1) = 1 = \text{sgn}_R(v)$. In the latter case, by [3], Corollaire VI.1.6.1, $v$ has exactly one symmetric orbit on $R$ (namely, $\{\pm \alpha\}$), so $(\sigma / 1) = -1 = \text{sgn}_R(v)$. \hfill \Box

Remark 3.3.4. Since $\# R$ is even, we have by Lemma 2.1.2 that $(\sigma / 1) = (-1)^{\# (\sigma) \setminus R}$.
Remark 3.3.5. The computation of the symbol \((\sigma \setminus / \theta)_R\) in general may be reduced to its computation in case \(R\) is irreducible, i.e., \(G\) is simple.

To see this, put \(\Gamma = (\sigma, \theta)\) and \(N = (\theta)\).

If \(R'\) is an irreducible component of \(R\), then write \(e_{R'}\) for the least positive integer \(e\) such that \(\theta^e\) stabilises \(R'\) (setwise), and \(f_{R'}\) for the least positive integer \(f\) such that \(\sigma^f\) stabilises \(N \cdot R'\). Put \(\theta_{R'} = \theta^{f_{R'}}\), and write \(\sigma_{R'}\) for any element of \(N \cdot \sigma^{f_{R'}}\) that stabilises \(R'\) (setwise). Put \(N_{R'} = \langle \theta_{R'} \rangle = \text{stab}_N(R')\) and \(\Gamma_{R'} = \langle \sigma_{R'}, \theta_{R'} \rangle = \text{stab}_R(R')\). Then \(\theta_{R'}\) preserves the group \(G'\) generated by \(T\) and the root subgroups of \(G\) corresponding to roots in \(R'\), which has root system \(R'\); and we have that \(R' \cap R_\theta = R'_{\theta_{R'}}\). Note that \(e_{R'}\) (hence \(\theta_{R'}\)) and \(f_{R'}\) depend only on the \((\sigma, \theta)\)-orbit of \(R'\). We have that \(N \cap N \cdot (R' \cap R_\theta)\) is naturally in bijection with \(N_{R'\setminus R'_{\theta_{R'}}}, \) and \(\Gamma \cap \Gamma \cdot (R' \cap R_\theta)\) with \(\Gamma_{R'\setminus R'_{\theta_{R'}}}\). Finally, the set of irreducible components of \(\Gamma \cdot R'\) falls into precisely \(e_{R'}\) orbits under \(N\).

By Lemma 2.1.2 we have that
\[
\left(\frac{\sigma}{\theta}\right)_R = (-1)^{\#N \setminus R - \# \Gamma \setminus R}.
\]
The above discussion shows that we may write
\[
\left(\frac{\sigma}{\theta}\right)_R = \prod (-1)^{e_{R'} \cdot \#N_{R'} \setminus R - \# \Gamma_{R'} \setminus R'\triangleleft \Gamma}.
\]
where the product runs over the \(\Gamma\)-orbits of irreducible components \(R'\) of \(R\). By Remark 3.3.4 (and Lemma 2.1.2 again), this may be re-written as
\[
\left(\frac{\sigma}{\theta}\right)_R = \prod \left(\frac{\sigma_{R'}}{\theta_{R'}}\right)_{R'} \cdot \left(\frac{\theta_{R'}}{\Gamma}ight)^{e_{R'} - 1}.
\]

Remark 3.3.6. It is clear that \((\sigma / \theta)\) depends only on \(v := \sigma\) (and \(\theta\)), so we will sometimes denote it by \((v / \theta)\).

Note, however, that the set \(R_\theta\) need not be stable under \(N_A(\overline{\theta})\), or even \(C_W(\overline{\theta})\). This puts some constraints on the possible ‘numerators’ \(v\) in a symbol \((v / \theta)\); but see Proposition 3.3.8 below.

For example, put \(G = \text{GL}_3\), and let \(T\) be the subgroup of diagonal matrices, with roots
\[
\alpha_1 : \text{diag}(t_0, t_1, t_2) \to t_0 t_1^{-1} \quad \text{and} \quad \alpha_2 : \text{diag}(t_0, t_1, t_2) \to t_1 t_2^{-1}.
\]
Put \(\theta := \text{Int}(\text{diag}(1, 1, -1))\). Then \(s_{\alpha_2}\) commutes with \(\overline{\theta} = 1\), but does not stabilise \(R_\theta = \{ \pm \alpha_1 \}\); so there is no abstract automorphism \(\sigma\) such that \(\sigma\) normalises \((\theta)\) and \(\overline{\sigma} = s_{\alpha_2}\).

Further, \((\sigma / \theta)\) may depend on \(\theta\) (and \(\overline{\sigma}\)), not just on \(\overline{\theta}\). For example, put \(G = \text{GL}_2\), and let \(T\) be the subgroup of diagonal matrices. Let \(\sigma\) be the inverse-transpose map on \(G\), so that \(\overline{\sigma} = -1\). If \(\theta = 1\) and \(\theta' = \text{Int}(\text{diag}(1, -1))\), then \(\overline{\theta} = \overline{\theta'}\); but \(R_\theta = R, \) so \((-1 / \theta) = -1\), and \(R_{\theta'} = \emptyset, \) so \((-1 / \theta') = 1\). If \(w := \overline{\theta}\) is elliptic, then this issue does not arise, so that we may write \((v / w)\) in place of \((\sigma / \theta)\).

The next two results show that the possible obstruction to defining \((v / \theta)\) mentioned in Remark 3.3.6 does not arise if \(\overline{\theta}\) is elliptic.
Lemma 3.3.7. An \( \mathfrak{f} \)-structure on \( T \) may be extended to an \( \mathfrak{f} \)-structure on \( G \) if and only if the action of \( \text{Aut}(\mathfrak{F}) \) on \( X^*(T) \) is by automorphisms of \( R \).

Proof. The ‘only if’ direction is obvious.

For the ‘if’ direction, note that, if \( \mathfrak{F}^{\text{sep}} \) is the separable closure of \( \mathfrak{f} \) in \( \mathfrak{F} \), then \( T \) is \( \mathfrak{F}^{\text{sep}} \)-split for any \( \mathfrak{f} \)-structure, so that \( \text{Aut}(\mathfrak{F}/\mathfrak{F}^{\text{sep}}) \) acts trivially on \( X^*(T) \). By Proposition 13.1.1(ii) and 13.2.2(i); so we may, and do, assume that \( \mathfrak{F} = \mathfrak{F}^{\text{sep}} \).

We shall write \( G_\mathfrak{F} \) and \( T_\mathfrak{F} \) instead of \( G \) and \( T \) when we wish to emphasise that we are viewing these objects as groups over \( \mathfrak{F} \).

Now let

- \( \varphi : \text{Gal}(\mathfrak{F}/\mathfrak{f}) \to A \) be the action map for the chosen \( \mathfrak{f} \)-structure on \( T \),
- \( \Delta \) be a system of simple roots in \( R \), and
- \( \varphi_0 \) be the composition of \( \varphi \) with the projection \( A \to \text{Aut}(R, \Delta) \) along \( \mathfrak{F} \).

By [18, §16.4.7], there is a (quasisplit) \( \mathfrak{f} \)-structure \( (G_{\mathfrak{qs}}, T_{\mathfrak{qs}}) \) on \( (G_\mathfrak{F}, T_\mathfrak{F}) \) for which \( \varphi_0 \) is the action map on \( X^*(T) \). By [10, Theorem 1.1], there is a 1-cocycle \( c \) on \( \text{Gal}(\mathfrak{F}/\mathfrak{f}) \) with values in \( N_{G_{\mathfrak{qs}}}(T_{\mathfrak{qs}}) \) such that, for all \( \sigma \in \text{Gal}(\mathfrak{F}/\mathfrak{f}) \), the element \( c_\sigma \) is a preimage in \( N_{G_{\mathfrak{qs}}}(T_{\mathfrak{qs}}) \) of \( \varphi(\sigma)^{-1} \in W \). The cocycle \( c \) naturally gives rise, via the interior action, to cocycles with values in \( \text{Aut}(G_{\mathfrak{qs}}) \) and \( \text{Aut}(T_{\mathfrak{qs}}) \), so we may construct the corresponding twists \( G \) and \( T \) of \( G_{\mathfrak{qs}} \) and \( T_{\mathfrak{qs}} \), respectively [18 §11.3.3]. We have that \( T \) is \( \mathfrak{f} \)-isomorphic to the chosen \( \mathfrak{f} \)-structure, so that \( G \) is the desired \( \mathfrak{f} \)-structure on \( G_\mathfrak{F} \). \( \square \)

Proposition 3.3.8. Suppose that

- \( \mathfrak{F}/\mathfrak{f} \) is a procyclic Galois extension,
- \( \text{Frob} \) is a progenerator of \( \text{Gal}(\mathfrak{F}/\mathfrak{f}) \),
- \( w \in A \) is elliptic,
- \( v \in A \) and \( q \in \mathbb{Z} \) satisfy \( v w v^{-1} = w^q \), and
- \( \theta \in \text{Aut}(G, T) \) satisfies \( \overline{\theta} = w \).

Then there is an \( \mathfrak{f} \)-structure on \( (G, T) \) such that

- \( \text{Frob} \) acts on \( X^*(T) \) by \( v \), and
- \( \text{Frob} \theta \text{Frob}^{-1} = \theta^q \).

Proof. As in the proof of Lemma 3.3.7, we shall write \( G_\mathfrak{F} \) and \( T_\mathfrak{F} \) instead of \( G \) and \( T \) when we wish to emphasise that we are viewing these objects as groups over \( \mathfrak{F} \).

By Lemma 3.3.7, there is some \( \mathfrak{f} \)-structure \( (G_0, T_0) \) on \( (G_\mathfrak{F}, T_\mathfrak{F}) \) for which \( \text{Frob} \) acts on \( X^*(T) \) by \( v \). For emphasis, we shall denote the action of \( \text{Frob} \) according to this structure by \( \text{Frob}_0 \).

By Corollary 3.2.2, there is an element \( s \in T_0(\mathfrak{F}) \) such that

\[
(*) \quad \text{Frob}_0 \theta \text{Frob}^{-1}_0 = \text{Int}(s) \theta^q \text{Int}(s)^{-1}.
\]

Choose a positive integer \( d \) so that \( \theta \) commutes with, and \( s \) is fixed by, \( \text{Frob}_0^d \). Then conjugating \( \theta \) repeatedly by \( \text{Frob}_0 \) gives

\[
\theta = \text{Int}(t) \theta \text{Int}(t)^{-1} = \text{Int}((1 - w)t) \theta,
\]

where \( t = \prod_{i=0}^{d-1} \text{Frob}_0^i s \in T_0(\mathfrak{f}) \). Then \((1 - w)t = 1 \), i.e., \( t \in T_0(\mathfrak{f})^w = T_0^w(\mathfrak{f}) \). By Lemma 3.2.2, the group \( \text{Int}(T_0)^w(\mathfrak{F}) \) has finite order, say \( N \); so

\[
\text{Int} \left( \prod_{i=0}^{Nd-1} \text{Frob}_0^i s \right) = \text{Int} \left( \prod_{j=0}^{N-1} \text{Frob}_0^j t \right) = \text{Int}(t)^N = 1.
\]
That is, there is a 1-cocycle $c$ on $\text{Gal}(\mathfrak{F}/f)$ with values in $\text{Int}(T_0) \subseteq \text{Aut}(G_0)$ such that $c_{\text{Frob}} = \text{Int}(s)^{-1}$. Let $(G, T)$ be the twist of $(G_0, T_0)$ by $c$. 

We have already computed $(\cdot / 1)$ (see Lemma 3.3.2). The next result nearly computes $(\cdot / -1)$, and Remark 3.3.10 finishes the job.

**Proposition 3.3.9.** If $R$ is irreducible and $v \in W$, then

$$\left(\frac{v}{-1}\right) = \text{sgn}_{R, \text{long}}(v)^g \text{sgn}_{R, \text{short}}(v)^{g^\vee},$$

where $\text{sgn}_{R, \ast}$ is as in Definition 2.2.3, and $g$ and $g^\vee$ are the dual Coxeter numbers [19] (1), p. 148] of $R$ and its dual root system, respectively.

**Proof.** By [4, Proposition VIII.4.4.5], we have that $R - 1 = R$. It suffices to assume that $v = s_\alpha$ for some $\alpha \in R$.

Choose a system $\Delta$ of simple roots that includes $\alpha$ [3, Proposition VI.1.5.15]. Since $s_\alpha$ permutes the $(\Delta)$-positive roots other than $\alpha$ [3, Corollaire 1 to Proposition VI.1.6.17], the fixed points of $s_\alpha$ on $\check{\mathfrak{R}} := \langle -1 \rangle \backslash R$ are precisely $\{\pm \alpha\}$ and each $\{\pm \beta\}$, where $\beta \in R$ is a root perpendicular to $\alpha$. By [19, Proposition 1], if $\alpha$ is long (respectively, short), then there are $4g - 6$ (respectively, $4g^\vee - 6$) roots not perpendicular to it, hence $2g - 4$ (respectively, $2g^\vee - 4$) non-fixed points of $s_\alpha$ on $\check{\mathfrak{R}}$. Since $s_\alpha$ acts as an involution of $\check{\mathfrak{R}}$, it must therefore be a product of $g - 2$ (respectively, $g^\vee - 2$) transpositions, so

$$\left(\frac{v}{-1}\right) = (-1)^{g-2} = \text{sgn}_{R, \text{long}}(v)^g \text{sgn}_{R, \text{short}}(v)^{g^\vee},$$

(respectively, $(v / -1) = \text{sgn}_{R, \text{short}}(v)^{g^\vee} = \text{sgn}_{R, \text{long}}(v)^g \text{sgn}_{R, \text{short}}(v)^{g^\vee}$).

**Remark 3.3.10.** Since $(v / -1) = 1$ for $v = -1$, Proposition 3.3.9 completely determines $(\cdot / -1)$ except for $R$ of type $D_n$ with $n$ even. If $v$ is an involutive automorphism of $D_n$ that stabilises (setwise) a system of simple roots, then, after relabelling if necessary, we have that $v$ acts on $\mathbb{R}D_n = \bigoplus_{\varepsilon \in \mathbb{Z}/2\mathbb{Z}} \mathbb{R} \varepsilon_i$ by fixing $\varepsilon_i$ for $i \neq 0$, and negating $\varepsilon_0$. Then $v$ acts on $\langle -1 \rangle \backslash R$ by the product of the $n - 1$ transpositions swapping $\langle -1 \rangle \cdot (\varepsilon_0 - \varepsilon_i)$ and $\langle -1 \rangle \cdot (\varepsilon_0 + \varepsilon_i)$ for $i \neq 0$; so

$$\left(\frac{v}{-1}\right) = (-1)^{n-1}.$$

**Remark 3.3.11.** In light of Proposition 3.3.9, it is helpful to have the following chart of dual Coxeter numbers. Note that, for a simply laced root system, the dual Coxeter number is just the Coxeter number.

| type of $R$ | dual Coxeter number |
|-------------|---------------------|
| $A_{n-1}$   | $n$                 |
| $B_n$       | $2n - 1$            |
| $C_n$       | $n + 1$             |
| $D_n$       | $2(n - 1)$          |
| $G_2$       | $4$                 |
| $F_4$       | $9$                 |
| $E_6$       | $12$                |
| $E_7$       | $18$                |
| $E_8$       | $30$                |

In particular, by Remark 3.3.10, the kernel of $(\cdot / -1)$ is
Lemma 3.3.12. If \( n \) is an odd integer and \( R_\theta = R_{\theta^n} \), then \( (\sigma / \theta) = (\sigma / \theta^n) \).

Proof. Put \( w = \overline{\theta} \).

For any \( v \in N_A(\langle w \rangle) \cap \text{stab}_A(R_\theta) \) and any \( \omega \in \langle v, w \rangle \setminus R_\theta \), we have that \( \langle w \rangle / \langle w^n \rangle \) acts transitively on \( \langle v, w^n \rangle / \omega \); in particular, that \( \# \langle v, w^n \rangle / \omega \) divides \( \# \langle w \rangle / \langle w^n \rangle = n \), hence is odd. Thus,

\[
\begin{align*}
\# \langle v, w^n \rangle / R_{\theta^n} &= \sum_{\omega \in \langle v, w \rangle \setminus R_\theta} \# \langle v, w^n \rangle / \omega \\
&= \sum_{\omega \in \langle v, w \rangle \setminus R_\theta} 1 = \# \langle v, w \rangle / R_\theta \pmod{2\mathbb{Z}}.
\end{align*}
\]

Now use (\( \Box \)) twice (once with \( v = 1 \) and once with \( v = \overline{\sigma} \)) and Lemma 2.1.2 to conclude that

\[
\left(\frac{\sigma}{\theta}\right) = (-1)^{\# \langle w \rangle / R_\theta - \# \langle v, w \rangle / R_\theta} = (-1)^{\# \langle w^n \rangle / R_{\theta^n} - \# \langle v, w^n \rangle / R_{\theta^n}} = \left(\frac{\sigma}{\theta^n}\right).
\]

For the reduction result Proposition 3.3.14, we need the notion of the rank of a group relative to a twisted automorphism.

Definition 3.3.13. If \( T \) is a maximal torus and \( \xi \) is a twisted automorphism of \( T \), then we define \( \text{rk}_\xi T \) to be the dimension of the space of fixed points of \( \xi \) in the character lattice of \( T \). If \( H \) is a connected, reductive \( \overline{G} \)-group and \( \xi \) is a twisted automorphism of \( H \), then we define \( \text{rk}_\xi H \) to be the maximum value of \( \text{rk}_\xi T \) over all \( \xi \)-stable maximal tori \( T \) in \( H \).

Proposition 3.3.14 ([13] Corollary 3.3 and Proposition 3.4]). If \( M \) is a \( \sigma \)- and \( \theta \)-stable Levi component of a \( \theta \)-stable parabolic subgroup of \( G \), then

\[
\left(\frac{\sigma}{\theta}\right)_{R(G,T)} = (-1)^{\text{rk}_\xi(G^\theta)} - \text{rk}_\xi(M^\theta) \left(\frac{\sigma}{\theta}\right)_{R(M,T)}.
\]

Remark 3.3.15. With the notation of Corollary 2.3.14 and [18] §15.4, p. 264], we may take \( M = L_\theta \) in Proposition 3.3.14. Notice that, under the conditions of the proposition, the groups \( G^\theta \) and \( M^\theta \) are \( \sigma \)-stable, even though \( \sigma \) and \( \theta \) may not commute.

Remark 3.3.16. Finally, we are in a position to reduce to a small number of cases. By Remark 3.3.15, we may assume that \( R \) is irreducible. Let \( \theta \) be any automorphism.

By Proposition 3.3.14 and Remark 3.3.15, we may replace \( R \) by a Levi subsystem on which \( \overline{\theta} \) acts as an elliptic automorphism. By Proposition 3.1.4 and Corollary
Remark 3.3.11

\[ \ker (\cdot / w) \]

| Conjugacy class of \( w \) | Details |
|--------------------------|---------|
| Coxeter, \( n \equiv 0,3 \mod 4 \) | \( C_A(w) \times \{ y_{\alpha_{n-1},q} | \text{sgn}^+_n(q) = 1 \} \) |
| Coxeter, \( n \equiv 1,2 \mod 4 \) | \( C_W(w) \times \{ \pm y_{\alpha_{n-1},q} | \text{sgn}^+_n(q) = \pm 1 \} \) |
| \( -1, n \text{ even} \) | \( \ker \text{sgn}_{\alpha_{n-1}} \times (-1) \) |
| \( -1, n \text{ odd} \) | Remark 3.3.11 |

\[ \text{§3.2.3} \]

Upon passing to the adjoint quotient of \( G \) if necessary, we may assume that \( \theta \) is semi-pinned; so, by Lemma 3.3.12 we may replace \( \theta \) by an odd power, and so assume that \( \bar{\theta} \) has 2-power order. However, \( \bar{\theta} \) may now no longer be elliptic, so we may use Proposition 3.3.14 again to reduce to the case where \( \bar{\theta} \) is both elliptic and of 2-power order.

In the notation of [7] p. 41], an element \( w \in W \) is elliptic if and only if \( W_1 = W \).

By [7] Table 3], an element \( w \in W \) has 2-power order if and only if every admissible diagram [7] §4, p. 7] attached to it, in the sense of [7] p. 6], has only components of the forms \( A_{2r-1}, B_{2r} = C_{2r}, D_{2r+1}, D_{2r+2}(a_{2r-1}), \) and \( D_{2r+1}(b_{2r-1}) \) (which is the same as \( D_{2r+1}(a_{2r-1}) \)) with \( r \geq 0 \) and \( s > 0 \).

We handle the possibilities for the classical groups nearly uniformly in [4]. By [7] Tables 7–11], the elliptic conjugacy classes of 2-power order in the exceptional Weyl groups are:

- \( A_1 \times \bar{A}_1 = -1 \) in type \( G_2 \);
- \( A^1_1 = -1, A_3 \times \bar{A}_1, D_4(a_1), \) and \( B_4 \) in type \( F_4 \);
- \( A_2^0 = -1, A^2_3 \times A_1, \) and \( A_2 \) in type \( E_7 \);
- \( A^0_3 = -1, A_3^1 \times A^2_1, \) \( A_4 \times A_1, D_4(a_1)^2, \) and \( D_8(a_3) \) in type \( E_8 \).

There are none in \( W(E_6) \). Since \( \text{Aut}(E_6) = W(E_6) \times (-1), \) a conjugacy class in \( \text{Aut}(E_6) \) is elliptic if and only if it consists of elements of the form \( -w, \) where \( w \in W(E_6) \) has no eigenvalue of order \(-1\). By [7] Table 3] again, the only way that this can happen for \( w \) of 2-power order is if every admissible diagram attached to \( w \) has only components of the forms \( B_{2r+1} = C_{2r+1}, D_{2r+2}(a_{2r-1}), \) and \( D_{2r+1}(b_{2r-1}) = D_{2r+1}(a_{2r-1}) \) with \( r \geq 0 \) and \( s > 0 \). Thus, by [7] Table 9] again, the only elliptic conjugacy classes in \( \text{Aut}(E_6) \) of 2-power order are \(-1\) and \(-D_4(a_1)\).

Our calculations (see particularly Remark 4.9]) show that, whenever \( R \) is irreducible and \( \bar{\theta} \) is elliptic and of 2-power order, we have that \( R_\theta = R, \) except if \( R \) is of type \( C_n, \) or \( R \) is of type \( F_4 \) and \( w \) is of type \( A_3 \times A_1 \) (see 4.1] We summarise the calculations for types \( A_{n-1}, F_4, \) and \( E_7 \) in Tables 14.6]. The results for \( B_n, C_n, \) and \( D_n \) are slightly more complicated to state; see [4.2] For \( G_2, \) the one possibility has already been discussed; see Remark 3.3.11

4. Classical Groups

As in [33] we let \( \mathfrak{g} \) be a separably closed field.

We follow essentially the notation of [3] Planches VI–IV], except that we find it useful to use 0- (rather than 1-) based indexing. Thus, we realise \( B_n, C_n, \) and \( D_n \) as root systems in an \( n \)-dimensional Euclidean space \( \mathbb{E}^n \) with orthonormal basis
Table 2. \( \text{F}_4 \)

| Conjugacy class of \( w \) | \( \ker (\cdot / w) \) | Details |
|--------------------------|----------------------|--------|
| \(-1\) \( \ker \text{sgn}_{\text{F}_4} \) | | Remark 3.3.11 |
| \( A_3 \times \tilde{A}_1 \) | \((\langle 0 \rangle) \times \langle 1 \rangle \times \langle 2 3 \rangle \times \langle 0 1 \rangle \eta_{B_{2+1+2,-1}}\) | \[5.1\] |
| \( D_4(a_1) \) | \( N_A(\langle w \rangle) \) | \[5.2\] |
| \( B_4 \) | \( C_A(w) \times \langle \eta_{B_{4,-1}} \rangle \) | \[5.3\] |

Table 3. \( \text{E}_8 \)

| Conjugacy class of \( w \) | \( \ker (\cdot / w) \) | Details |
|--------------------------|----------------------|--------|
| \(-1\) \( A \) | | Remark 3.3.11 |
| \( A_2^3 \times A_1^2 \) | \( C_A(w) \) | \[6.1\] |
| \( A_2^2 \times A_1 \) | \( C_A(w) \times \langle \eta_{D_{4+2+1+2,-3}} \rangle \) | \[6.2\] |
| \( D_4(a_1)^2 \) | \( N_A(\langle w \rangle) \) | \[6.3\] |
| \( D_8(\alpha_3) \) | \( C_A(w) \times \langle \eta_{D_{4+2,-3}} \rangle \) | \[6.4\] |

Table 4. \( \text{E}_7 \)

| Conjugacy class of \( w \) | \( \ker (\cdot / w) \) | Details |
|--------------------------|----------------------|--------|
| \(-1\) \( A \) | | Remark 3.3.11 |
| \( A_2^3 \times A_1 \) | \( C_A(w) \) | \[6.1\] |
| \( A_2 \times A_1 \) | \( C_A(w) \times \langle \eta_{D_{4+2+1+2,-3}} \rangle \) | \[6.2\] |
| \( D_4(a_1) \) | | |

Table 5. \( \text{E}_6 \)

| Conjugacy class of \( w \) | \( \ker (\cdot / w) \) | Details |
|--------------------------|----------------------|--------|
| \(-1\) \( A \) | | Remark 3.3.11 |
| \(-D_4(a_1)\) | \( C_A(w) \) | \[6.1\] |

\( \{ \varepsilon_i \mid i \in \mathbb{Z}/n\mathbb{Z} \} \). We define \( \tilde{\varepsilon}_i \) for \( i \in \mathbb{Z}/2n\mathbb{Z} \) by putting

\[
\tilde{\varepsilon}_i = \begin{cases} 
\varepsilon_i, & 0 \leq i < n \\
-\varepsilon_{i-n}, & n \leq i < 2n,
\end{cases}
\]

and then reading subscripts of \( \tilde{\varepsilon} \) modulo 2n. Then \( C_n \) and \( D_n \) consist of the vectors \( \tilde{\varepsilon}_i - \tilde{\varepsilon}_j \) with \( i, j \in \mathbb{Z}/2n\mathbb{Z} \) such that (for \( C_n \)) \( i \neq j \) and (for \( D_n \)) the images of \( i \) and \( j \) in \( \mathbb{Z}/n\mathbb{Z} \) are distinct; and \( B_n = D_n \cup \{ \tilde{\varepsilon}_i \mid i \in \mathbb{Z}/2n\mathbb{Z} \} \). We also realise \( A_{n-1} \) in a subspace of \( \mathbb{E}^n \) as the set \( \{ \varepsilon_i - \varepsilon_j \mid i, j \in \mathbb{Z}/n\mathbb{Z} \text{ and } i \neq j \} \). We regard elements of \( W(A_{n-1}) \) as orthogonal transformations of \( \mathbb{E}^n \) by letting them act trivially on the (1-dimensional) orthogonal complement of \( A_{n-1} \).
We identify \( W(A_{n-1}) \) with \( \mathfrak{S}_n \) (so that \( \text{sgn}_{n} = \text{sgn}_{A_{n-1}} \)), \( W(B_n) = W(C_n) \) with \( \langle -1 \rangle^{\oplus n/2} \rtimes \mathfrak{S}_n \), and \( W(D_n) \) with \( \ker \text{sgn}_{B_n}, \)\( \text{short} = \ker \text{sgn}_{C_n}, \)\( \text{long} \). Explicitly,

\[
W(D_n) = \left\{ \bigoplus_{i \in \mathbb{Z}/n\mathbb{Z}} \epsilon_i \times \sigma \bigg| \prod_{i \in \mathbb{Z}/n\mathbb{Z}} \epsilon_i = 1 \right\}.
\]

It is also helpful to identify \( W(B_n) \) with the group of permutations of \( \mathbb{Z}/2n\mathbb{Z} \) that commute with \( i \mapsto i+n \). Namely, \( (\epsilon_i)_{i \in \mathbb{Z}/n\mathbb{Z}} \times w \) is identified with the permutation that, for \( i = 0, \ldots, n-1 \), sends \( i \) to \( wi \) and \( i+n \) to \( wi+n \) if \( \epsilon_i = 1 \), and that sends \( i \) to \( wi+n \) and \( i+n \) to \( wi \) if \( \epsilon_i = -1 \). Suppose that \( j_1, \ldots, j_r \in \mathbb{Z}/2n\mathbb{Z} \) are \( r \) distinct elements such that \( \{j_1, \ldots, j_r\} \cap \{j_1+n, \ldots, j_r+n\} = \emptyset \). Then, following \[7, p. 25\], we abbreviate \( (j_1, \ldots, j_r, j_1+n, \ldots, j_r+n) \) to \( (j_1, \ldots, j_r) \), and call it a negative cycle; and, by abuse of notation and terminology, abbreviate \( (j_1, \ldots, j_r) (j_1+n, \ldots, j_r+n) \) to just \( (j_1, \ldots, j_r) \), and call it a positive cycle.

Note that \( A_1, B_1, \) and \( C_1 \) are isomorphic; \( D_1 \) is empty; and \( D_2 \) is isomorphic to \( A_1 \cup A_1 \).

Now we construct some special elements of the classical Weyl groups, and lifts to the classical Lie groups, that will be useful in our calculations below.

**Definition 4.1.** Let \( \eta_{A_{n-1},q} \) (for \( q \in (\mathbb{Z}/n\mathbb{Z})^\times \)) be the unique element of \( W(A_{n-1}) \) such that \( \eta_{A_{n-1},q} \epsilon_i = \epsilon_q \) for all \( i \in \mathbb{Z}/n\mathbb{Z} \); and let \( \eta_{C_n,q} \) (for \( q \in (\mathbb{Z}/2n\mathbb{Z})^\times \)) be the unique element of \( \text{Aut}(C_n) \) such that \( \eta_{C_n,q} \epsilon_i = \epsilon_{q_i} \) for all \( i \in \mathbb{Z} \).

If \( \lambda = m_0 + \cdots + m_k \) is a partition of \( n \), then \( C_\lambda := C_{m_0} \cup \cdots \cup C_{m_k} \) sits naturally inside \( C_n \), and furnishes an embedding of \( W(C_\lambda) = \bigoplus_{i=0}^k W(C_{m_i}) \) in \( W(C_n) \). If \( q \) is odd and relatively prime to all parts of \( \lambda \), then we write \( \eta_{C_\lambda,q} \) for the image of \( \bigoplus_{i=0}^k \eta_{C_{m_i},q} \) in \( W(C_n) \). (Strictly speaking, these notations are defined only up to \( W(C_n) \)-conjugacy, but the ambiguity should cause no confusion.) When convenient, we will also write \( \eta_{B_n,q} \) when we view this transformation as an element of \( W(B_n) \), or \( \eta_{D_n,q} \) when we view it as an element of \( \text{Aut}(D_n) \).

**Remark 4.2.** Every element of \( B_n \) and \( C_n \) (hence of \( A_{n-1} \) and \( D_n \) lies in \( \mathbb{Q}R' \oplus \mathbb{Q}R'' \) for some irreducible components \( R' \) and \( R'' \) of \( C_\lambda \).

Now let \( V = V_{A_{n-1}} \) be an \( n \)-dimensional vector space, say with (ordered) basis \( (v_i)_{i \in \mathbb{Z}/n\mathbb{Z}} \). We write \( T_{A_{n-1}} \) for the maximal torus in \( \text{GL}(V_{A_{n-1}}) \) that acts on each \( v_i \) by scalar multiplication.

**Definition 4.3.** Let \( w_{A_{n-1}} \) be the element of \( \text{GL}(V_{A_{n-1}}) \) that sends \( v_i \) to \( v_{i+1} \) for \( i \in \mathbb{Z}/n\mathbb{Z} \). Then \( w_{A_{n-1}} \) normalises \( T_{A_{n-1}} \), and projects to a Coxeter element \( w_{A_{n-1}} \) of \( W(\text{GL}(V_{A_{n-1}})), T_{A_{n-1}} \), of \( W(A_{n-1}) \) for which \( \eta_{A_{n-1},q} w_{A_{n-1}} = w_{A_{n-1}} w_{A_{n-1}} \).

Write \( V_{B_n}, V_{C_n}, \) and \( V_{D_n} \), respectively, for the spaces \( V \oplus \mathfrak{g}_1 \oplus V^\vee, V \oplus V^\vee, \) and \( V \oplus V^\vee, \) respectively, given the natural symmetric, alternating, and symmetric pairing, respectively, \( \langle \cdot, \cdot \rangle \) such that \( \langle v^\vee, v \rangle = v^\vee(v) \) for all \( v \in V \) and \( v^\vee \in V^\vee \) (and, for type \( B_n \), so that \( \mathfrak{g}_1 \) is orthogonal to \( V \oplus V^\vee \), and carries the multiplication pairing). If we need to emphasise the type of the pairing, then we shall write \( \langle \cdot, \cdot \rangle_R \) instead of just \( \langle \cdot, \cdot \rangle \), where \( R \) is \( B_n, C_n, \) or \( D_n \).

Let \( (u_i^\vee)_{i \in \mathbb{Z}/n\mathbb{Z}} \) be the basis of \( V^\vee \) such that

\[
u_i^\vee(v_j) = \begin{cases} 2, & i = j \\ 0, & i \neq j \end{cases} \text{ for all } i, j \in \mathbb{Z}/n\mathbb{Z},
\]
and write \( e \) for 1, viewed as an element of \( \mathfrak{g}l_1 \subseteq V_{B_n} \). Write \( T_{D_n} = T_{B_n} \) for the maximal torus in \( \text{Spin}(V_{D_n}) \subseteq \text{Spin}(V_{B_n}) \) consisting of those elements that (via the natural action on \( V_{D_n} \subseteq V_{B_n} \)) act on each \( v_i \) and \( v_i^\vee \) by scalar multiplication.

**Definition 4.4.** Write

\[
\hat{w}_{D_n} = \frac{v_0 - v_0^\vee}{2\sqrt{-1}} \cdot \frac{v_0 - v_1 + v_0^\vee - v_1^\vee}{2\sqrt{2}} \cdot \frac{v_0 - v_1 - v_0^\vee + v_1^\vee}{2\sqrt{-2}} \times \ldots \times
\]

\[
\frac{v_{n-2} - v_{n-1} + v_{n-2}^\vee - v_{n-1}^\vee}{2\sqrt{2}} \cdot \frac{v_{n-2} - v_{n-1} - v_{n-2}^\vee + v_{n-1}^\vee}{2\sqrt{-2}}
\]

\[\in \text{Pin}(V_{D_n})(\mathfrak{g}) \subseteq \text{Pin}(V_{B_n})(\mathfrak{g})\]

and

\[\hat{w}_{B_n} = \hat{w}_{D_n} \cdot e \in \text{Spin}(V_{B_n})(\mathfrak{g})\]

(Here we are thinking of the pin group of a quadratic space \( V \) as generated by products in the Clifford algebra of unit vectors \( V \). See, for example, [23, §3], particularly Theorem 3.11 loc. cit.) The element \( \hat{w}_{D_n} \) depends on the choice of \( \sqrt{-1} \) if \( n \) is odd, but not on that of \( \sqrt{2} \) (since it appears an even number of times).

The elements \( \hat{w}_{D_n} \) and \( \hat{w}_{B_n} \) normalise \( T_{D_n} = T_{B_n} \), and their common image in \( W(B_n) \) is a Coxeter element there (not in \( W(D_n) \)).

**Definition 4.5.** If \( n = m' + m'' \), then, via the natural embedding of \( \text{Pin}(V_{D_{m'}}) \times \text{Pin}(V_{D_{m''}}) \in \text{Pin}(V_{D_n}) \), the element \( \hat{w}_{D_{m'}} \times \hat{w}_{D_{m''}} \) is carried into \( \text{Spin}(V_{D_n})(\mathfrak{g}) \). We denote its image there (which no longer depends on a choice of \( \sqrt{-1} \)) by \( \hat{w}_{D_{m'+m''}} \).

If \( \lambda = \lambda' + \lambda'' \) is a partition of \( n \), then we embed \( \text{Spin}(V_{B_{\lambda'}}) \times \text{Spin}(V_{B_{\lambda''}}) \) naturally in \( \text{Spin}(V_{B_n}) \), and \( \text{Pin}(V_{B_{\lambda'}}) \times \text{Spin}(V_{B_{\lambda''}}) \) in \( \text{Pin}(V_{B_n}) \), and write \( \hat{w}_{B_n} \) and \( \hat{w}_{D_n} \) for the corresponding images of \( \hat{w}_{B_{\lambda'}} \times \hat{w}_{D_{m'+m''}} \), and \( \hat{w}_{D_{\lambda'}} \times \hat{w}_{D_{m'+m''}} \), respectively.

**Remark 4.6.** When viewed as transformations of \( V_{D_n}(\mathfrak{g}) \) and \( V_{B_n}(\mathfrak{g}) \), respectively, \( \hat{w}_{D_n} \) and \( \hat{w}_{B_n} \) both send \( v_i \) to \( v_{i+1} \) and \( v_i^\vee \) to \( v_{i+1}^\vee \) for \( i \neq n-1 \), and send \( v_{n-1} \) to \( v_0^\vee \) and \( v_{n-1}^\vee \) to \( v_0 \). To determine completely the action of \( \hat{w}_{B_n} \) on \( V_{B_n} \), we need only observe that it negates \( e \).

In particular, if \( \zeta^{2n} = 1 \), then the \( \zeta \)-eigenspaces of \( \hat{w}_{D_n} \) in \( V_{D_n}(\mathfrak{g}) \) and of \( \hat{w}_{B_n} \) in \( V_{B_n}(\mathfrak{g}) \) both contain \( e_\zeta := \sum_{i=0}^{n-1} (\zeta^{-i} v_i + \zeta^{-n} v_i^\vee) \). They are in fact equal to the span of this vector, except that the \( -1 \)-eigenspace of \( \hat{w}_{B_n} \) is spanned by \( e_{-1} \) and \( e \).

In particular, if \( S_{B_n} \) is the torus in \( \text{SO}(V_{B_n}) \) (not the spin group) consisting of those elements that act on each \( e_\zeta \) by scalar multiplication, and \( \zeta_{2n} \) is a primitive \( 2n \)th root of unity in \( \mathfrak{g} \), then \( \hat{w}_{B_n} \in S_{B_n}(\mathfrak{g}) \), and there is a basis \( \{ e_{0}, \ldots, e_{n-1} \} \) such that \( e_i(\hat{w}_{D_n}) = e_{i+1}(\hat{w}_{B_n}) = \zeta_{2n} e_i \) for \( i \in \{0, \ldots, n-1\} \). (Note that \( \hat{w}_{B_n} \) is just the extension of \( \hat{w}_{D_n} \) to the map on \( V_{B_n} = V_{D_n} \oplus \mathfrak{g}l_1 \) that acts by negation on \( \mathfrak{g}l_1 \).)

**Definition 4.7.** Let \( \hat{w}_{C_n} \) be the element of \( \text{Sp}(V_{C_n})(\mathfrak{g}) \) that sends \( v_i \) to \( v_{i+1} \) and \( v_i^\vee \) to \( v_{i+1}^\vee \) for \( i \neq n-1 \), and sends \( v_{n-1} \) to \( v_0^\vee \) and \( v_{n-1}^\vee \) to \( -v_0 \).

Then \( \hat{w}_{C_n} \) normalises the maximal torus \( T_{C_n} \) in \( \text{Sp}(V_{C_n}) \) consisting of those elements that act on each \( v_i \) and \( v_i^\vee \) by scalar multiplication, and it projects to a Coxeter element of \( W(\text{Sp}(V_{C_n}), T_{C_n}) \cong W(C_n) \).
**Definition 4.8.** If \( \lambda = m_0 + \cdots + m_t \) is a partition of \( n \), then we write \( \dot{w}_\lambda \) for the image of \( \prod_{i=0}^t \dot{w}_{\lambda_i} \) under the natural embedding of \( \prod_{i=0}^t \text{Sp}(V_{\lambda_i}) \) in \( \text{Sp}(V_n) \).

The images of \( \dot{w}_{B_\alpha} \), \( \dot{w}_{C_\alpha} \), and \( \dot{w}_{D_\alpha} \) in \( W(B_n) = W(C_n) \subseteq \text{Aut}(D_n) \) are all the same element \( w_{\lambda_B} = w_{\lambda_C} = w_{\lambda_D} \), and satisfy \( \eta_{\lambda_B,q}w_{\lambda_C} = w_{\lambda_B}^q \eta_{\lambda_C,q} \).

**Remark 4.9.** Let \( (G,T) \) be \( (\text{GL}(V_{\lambda_{\alpha-1}}), T_{\lambda_{\alpha-1}}) \), \( (\text{SO}(V_{B_n}), T_{B_n}/\{\pm 1\}) \), \( (\text{Sp}(V_n), T_{C_n}) \), or \( (\text{SO}(\lambda_n), T_{D_n}/\{\pm 1\}) \). Then \( N_G(T) \) consists of generalised permutation matrices with respect to the basis given above for the underlying space \( V_R \). The following claims are easily verified.

The stabiliser of \( \varepsilon_i - \varepsilon_j \) in \( N_G(T) \) consists of those generalised permutation matrices whose \( (v_i, v_i) \) and \( (v_j, v_j) \) entries are non-0 and equal.

The stabiliser of \( \varepsilon_i + \varepsilon_j \) in \( N_G(T) \) (for \( R \) of type \( B_n \), \( C_n \), or \( D_n \)) consists of those generalised permutation matrices for which the product of the \( (v_i, v_i) \) and \( (v_j, v_j) \) entries is 1.

The stabiliser of \( \varepsilon_i \) in \( N_G(T) \) (for \( R \) of type \( B_n \)) consists of those generalised permutation matrices for which the square of the \( (v_i, v_i) \) and \( (e, e) \) entries are equal. (Note that the \( (e, e) \) entry must be \( +1 \) or \( -1 \).)

The stabiliser of \( 2\varepsilon_i \) in \( N_G(T) \) (for \( R \) of type \( C_n \)) consists of those generalised permutation matrices for which the square of the \( (v_i, v_i) \) entry is 1.

It follows from the above that \( (A_{n-1})\dot{w}_{\lambda_{\alpha-1}} = A_{n-1} \) and \( (D_n)\dot{w}_{D_\alpha} = D_n \). Once we note that \( \dot{w}_{B_\alpha} \) can fix a root of the form \( \varepsilon_i \) only when \( 2 \mid e \), it also follows that \( (B_n)\dot{w}_{B_\alpha} = B_n \). The situation for type \( C_n \) is a bit more complicated. Namely, \( (C_n)\dot{w}_{C_\alpha} = C_X \), where \( X \) is the partition of \( n \) that arises by lumping together all parts of \( \lambda \) with the same 2-adic valuation. To be more precise, if \( \lambda = m_0 + \cdots + m_t \), then we put \( X = \overline{m_0} + \overline{m_1} + \cdots \), where \( \overline{m_j} \) is the sum of all parts \( m_i \) of \( \lambda \) with 2-adic valuation \( j \). (For example, \( \overline{m_0} \) is the sum of all odd parts of \( \lambda \).)

**Remark 4.10.** We shall frequently use the fact that, if \( \alpha \) and \( \beta \) are orthogonal vectors in a Euclidean space \( V \), then \( s_\alpha s_\beta = s_{\alpha + \beta} s_{\alpha - \beta} \). In particular, consider the admissible diagram \( D_n(a) \) in \( D_n \). With the notation of [3 Planche VI.IV], put \( \alpha' = \alpha_{s+1} + 2\alpha_{s+2} + \cdots + 2\alpha_{n-2} + \alpha_{n-1} + \alpha_n \). We wish to find the conjugacy class \( C_{D_n} \) in \( W(D_n) \) attached to the admissible diagram

\[
\begin{array}{cccccccc}
& & & & \alpha_{s+1} & & & \\
\alpha_1 & \cdots & \alpha_s & & & \alpha_{s+2} & \cdots & \alpha_{n-1} \\
& & & & \alpha' & & & \\
\end{array}
\]

Put \( \beta = \frac{1}{2}(\alpha_{s+1} + \alpha') \) and \( \beta' = \frac{1}{2}(\alpha_{s+1} - \alpha') \), so that \( \beta, \beta' \in B_n \). Then \( s_{\alpha_{s+1}} s_{\alpha'} = s_\beta s_{\beta'} \), so \( C_{D_n} \) is contained in the conjugacy class \( C_{B_n} \) in \( W(B_n) \) attached to the
admissible diagram

\[
\begin{array}{c}
\alpha_1 \cdots \alpha_s \\
\beta \\
\beta' \\
\alpha_{s+2} \cdots \alpha_{n-1}
\end{array}
\]

of type $B_{s+1} \times B_{n-s-1}$. This is attached to the product of the Coxeter classes in $B_{s+1}$ and $B_{n-s-1}$, i.e., the conjugacy class of $w_{B_\lambda}$, where $\lambda$ is the partition $(s+1)+(n-s-1)$ of $n$. By \cite{[7, Proposition 25]}, we have that $C_{B_n}$ is a $W(D_n)$-conjugacy class, so $C_{D_n} = C_{B_n}$.

**Remark 4.11** Fix $w \in W(C_n)$. We will temporarily say that an element of $\mathbb{RC}_n$ is $w$-unbalanced if the sum of the elements of its $w$-orbit is non-0. If $w$ preserves a root system $R \subseteq \mathbb{RC}_n$, then the image of $w$ in $\text{Aut}(R)$ is elliptic if and only if there are no $w$-unbalanced roots in $R$.

If $i$ belongs to a positive cycle of $w$, then $\varepsilon_i \in B_n$ and $2\varepsilon_i \in C_n$, and (if $n > 1$ and $j \neq i, i+n$ is arbitrary) $\varepsilon_i + \varepsilon_j \in D_n$, are $w$-unbalanced.

If $w \in W(A_{n-1})$ and $i$ and $j$ belong to different cycles of $w$ (on $\mathbb{Z}/n\mathbb{Z}$), then $\varepsilon_i - \varepsilon_j$ is $w$-unbalanced. If $w = -\sigma \in -W(A_{n-1})$, and $i$ belongs to an even-length cycle of $\sigma$, then $\varepsilon_i - \varepsilon_{\sigma i}$ is $w$-unbalanced.

4.1. **Type** $A_{n-1}$. The results of this section are summarised in Table 1.

Put $R = A_{n-1}$, $W = W(R)$, and $A = \text{Aut}(R)$. Let $w$ be an elliptic element of $A$.

By regarding $w$ as an element of $W(B_n)$, we see from Remark 4.11 that it is a Coxeter element in $W$, or else of the form $w = -\sigma$, where $\sigma \in W$ has odd order. In the latter case, if $w$ has 2-power order, then $w = -1$, and we may use Proposition 3.3.9.

Suppose that $w = w_R$. Then

\[C_A(w) = \langle w \rangle \times \langle -1 \rangle \quad \text{and} \quad N_A(\langle w \rangle) = C_A(w) \times \{ \eta_{R,q} \mid q \in (\mathbb{Z}/n\mathbb{Z})^* \}.\]

There are $n-1$ orbits of $w$ on $R$, each of size $n$, and each containing exactly one vector of the form $\varepsilon_0 - \varepsilon_j$. The element $\eta_{R,q}$ sends $\varepsilon_0 - \varepsilon_j$ to $\varepsilon_0 - \varepsilon_{jq}$, so, by Definition 2.1.3,

\[
\left( \frac{\eta_{R,q}}{w} \right) = \text{sgn}_n^+(q).
\]

Since $-\eta_{R,-1}$ stabilises every $w$-orbit,

\[
\left( \frac{-1}{w} \right) = \left( \frac{\eta_{R,-1}}{w} \right) = \text{sgn}_n^+(-1).
\]

4.2. **Types** $B_n$, $C_n$, and $D_n$. Suppose that $R$ is one of $B_n$ or $C_n$ (the ‘non-simply laced cases’) or $D_n$ (the ‘simply laced case’). Put $W = W(R)$ and $A = W(B_n)$. Then $A = \text{Aut}(R)$ unless $R = D_4$. In this case, every conjugacy class in $\text{Aut}(R)$ either intersects $A$, or has order divisible by 3; and $A$ has index 3 in $\text{Aut}(R)$, which means that, for any $w \in A$, the subgroup $N_A(\langle w \rangle)$ of $N_{\text{Aut}(R)}(\langle w \rangle)$ has index dividing 3, hence that $(\cdot / w)$ is determined by its restriction to $N_A(\langle w \rangle)$. 
Let $w$ be an elliptic element of $A$. By Remark 4.11, every cycle of $w$ is negative. That is, there is a partition $\lambda$ of $n$ such that $w = w_{C_\lambda}$; so $C_A(w) = \bigoplus_{i=1}^{\infty} (w_{C_i})^{\boxplus \lambda} \rtimes \bigoplus_{i=1}^{\infty} \mathfrak{S}_\lambda$, and

$$N_A(\langle w \rangle) = C_A(w) \rtimes \{ \gamma_{C_\lambda, q} \mid q \in (\mathbb{Z}/\epsilon \mathbb{Z})^\times \},$$

where $\epsilon$ is the order of $w$.

By Remark 4.11, if $R$ is of type $B_n$ or $D_n$, then $R_w = R$; whereas, if $R$ is of type $C_n$, then $R_w = C_\mathfrak{p}$, where $\mathfrak{p} = \mathfrak{m}_{r_0} + \mathfrak{m}_{r_1} + \cdots$ is as in that remark. In the latter case, we have that $N_A(\langle w \rangle) = \prod_{j=0}^{\infty} N_W(\mathfrak{c}_{\mathfrak{p}_j})(\langle w \rangle)$ and

$$\left( \bigoplus_{\gamma \in \mathfrak{g}} \langle \gamma \rangle \right)_R = \prod_{j=0}^{\infty} \left( \frac{\langle v_j \rangle}{w} \right)_{\mathfrak{c}_{\mathfrak{p}_j}}.$$

Thus there is no loss of generality in replacing $C_n$ by an irreducible component of $C_\mathfrak{p}$, or, in other words, of assuming that all parts of $\lambda$ have the same 2-adic valuation. Upon doing so, we once again have that $R_w = R$.

Let $R'$ be an irreducible component of $C_\lambda$, of type $C_{\rho'}$, say, and choose labels so that $R' = \{ \tilde{\epsilon}_i - \tilde{\epsilon}_j \mid i, j \in \mathbb{Z}/2r' \mathbb{Z} \text{ and } i \neq j \}$. Recall that there is associated to $R'$ a Coxeter element $w_{R'} = w_{C_{\rho'}}$. Then $w$ has $r'$ orbits on $R \cap Q \cap R'$ in the non-simply laced cases, and $r' - 1$ orbits on $R \cap Q \cap R'$ in the simply laced case, each of size $2r'$; they are parameterised by sets of up to two mutually inverse, non-0 (and non-$r'$, in the simply laced case) elements of $\mathbb{Z}/2r' \mathbb{Z}$, and the roots of the form $\tilde{\epsilon}_i - \tilde{\epsilon}_j$ lying in the orbit corresponding to $(j, -j)$ are precisely those for which $i \in \{ j, -j \}$.

The element $w_{R'}$ fixes pointwise the orthogonal complement of $R'$, and the orbits of $w$ on $Q \cap R'$. The element $\gamma_{C_{\rho}, q}$ sends $\tilde{\epsilon}_0 - \tilde{\epsilon}_j$ to $\tilde{\epsilon}_0' - \tilde{\epsilon}_j'$, hence, by Proposition 2.1.3, acts on the space of orbits in $R'$ as a permutation of sign $(2r' - q)$ if $r'$ is even, and of sign 1 if $r'$ is odd. (This is true even in the simply laced case, since multiplication by $q$ fixes $r'$.)

Let $R''$ be a different irreducible component of $C_{\lambda}$, of type $C_{\rho''}$, say, and choose labels so that a typical vector of $R''$ is of the form $\tilde{\epsilon}_i' - \tilde{\epsilon}_j''$. (We may have $r'' = r'''$.)

The elements of $R \cap (Q \cap R' \cap Q \cap R'')$ that do not lie in $Q \cap R'$ or $Q \cap R''$ are precisely those of the form $\tilde{\epsilon}_i' - \tilde{\epsilon}_j''$. If $\bar{r}$ and $\bar{r}''$ are the greatest common divisor and least common multiple of $r'$ and $r''$, respectively, then there are $2 \bar{r}$ orbits of such roots, each of size $2\bar{r}$; they are parameterised by elements of $\mathbb{Z}/2\bar{r} \mathbb{Z}$, and the roots of the form $\tilde{\epsilon}_i' - \tilde{\epsilon}_j''$ lying in the orbit corresponding to $j$ are precisely those for which $i \equiv j \pmod{2\bar{r}}$. The element $w_{R''}$ sends the orbit (in $R \cap (Q \cap R' \cap Q \cap R'')$, but not in $Q \cap R'$ or $Q \cap R''$) parameterised by $j$ to the one parameterised by $j - 1$, hence acts on the orbits in $R \cap (Q \cap R' \cap Q \cap R'')$ that are not in $Q \cap R'$ or $Q \cap R''$ by a $2\bar{r}$-cycle; in particular, by an odd permutation. The element $\eta_{R', q}$ sends $\tilde{\epsilon}_0' - \tilde{\epsilon}_j''$ to $\tilde{\epsilon}_0' - \tilde{\epsilon}_q''$, hence, by Proposition 2.1.3, acts on the same set of orbits as a permutation of sign $(q/2\bar{r})$.

In particular, if $\bar{r}$ is odd (i.e., if $r'$ or $r''$ is odd), then the action is by an even permutation; and, if $\bar{r}$ is even (i.e., if both $r'$ and $r''$ are even), then it is by a permutation of sign $(-1)^{(q-1)/2}$.

If $r' = r''$, then there is a unique involution $v = v_{R', R''} \in C_A(w)$ that fixes pointwise every irreducible component of $C_{\lambda}$ other than $R'$ and $R''$, and satisfies $v \tilde{\epsilon}_i' = \tilde{\epsilon}_i''$ for all $i \in \mathbb{Z}/2r' \mathbb{Z}$. This involution sends the orbit (in $R \cap (Q \cap R' \cap Q \cap R'')$, but not in $Q \cap R'$ or $Q \cap R''$) parameterised by $j$ to the one parameterised by $-j$. In particular, its fixed points in this space of orbits are precisely the orbits of $\tilde{\epsilon}_0' - \tilde{\epsilon}_0'' = \tilde{\epsilon}_0' - \tilde{\epsilon}_0''$ and of $\tilde{\epsilon}_0' - \tilde{\epsilon}_r'' = \tilde{\epsilon}_0' + \tilde{\epsilon}_r''$. Since it has no fixed points in the spaces
of orbits in \(R \cap \mathbb{Q}R'\) or \(R \cap \mathbb{Q}R''\), it acts on the space of orbits in \(R \cap (\mathbb{Q}R' \oplus \mathbb{Q}R'')\) by \(\frac{1}{2}(r' + r'' + (2r' - 2)) = 2r' - 1\) transpositions in the non-simply laced cases, and by \(\frac{1}{2}((r' - 1) + (r' - 1) + (2r' - 2)) = 2r' - 2\) transpositions in the simply laced case, hence as an odd, respectively even, permutation.

Now let \(R'''\) be a third (still different) irreducible component of \(C_\lambda\). Then the fixed points of the action of \(v\) on the space of orbits in \(R \cap (\mathbb{Q}R' \oplus \mathbb{Q}R'' \oplus \mathbb{Q}R''')\) lie in \(\mathbb{Q}R' \oplus \mathbb{Q}R''\) or \(\mathbb{Q}R'''\). We have shown that

\[
\left(\frac{wRw'}{w}\right) = (-1)^{s-1},
\]

(4.1)

\[
\left(\frac{vR'w'}{w}\right) = \begin{cases} 
-1, & \text{in the non-simply laced cases,} \\
1, & \text{in the simply laced case,}
\end{cases}
\]

(4.2)

and

\[
\left(\frac{\eta_{C_\lambda,q}}{w}\right) = (-1)^{s'(s'-1)(q-1)/4} \prod_{\text{rk } R' = r'} \left(\frac{2r'}{q}\right)
\]

(4.3)

where \(s\) is the number of irreducible components of \(C_\lambda\), \(s'\) is the number of those components of even rank, and the product in (4.3) runs over the components \(R'\) of even rank \(r'\). In particular,

\[C_{W(D_4)}(w) \subseteq \ker \left(\frac{\cdot}{w}\right)\]

if and only if \(C_\lambda\) decomposes with multiplicity 1, or \(R = D_n\); and

\[C_A(w) \subseteq \ker \left(\frac{\cdot}{w}\right)\]

if and only if, in addition, \(s\) is odd, i.e., \(w \notin W(D_n)\).

Recall that, if \(R = C_n\), then all parts of \(\lambda\) are odd, so \(s' = 0\) and

\[\left(\frac{\eta_{C_\lambda,q}}{w}\right) = 1;\]

or all parts of \(\lambda\) are even (hence also \(n\) is even).

5. Type \(F_4\)

The results of this section are summarised in Table 3.3.

The root system \(F_4\) contains a copy of \(B_4\). If \(G_{F_4}\) is the semisimple group whose root system (with respect to some maximal torus \(T_{F_4}\)) is of type \(F_4\), then, since \(G_{F_4}\) is simply connected, its subgroup generated by \(T_{F_4}\) and the root subgroups corresponding to roots in \(B_4\) is also simply connected, hence of type \(\text{Spin}(V_{B_4})\).

If \((\alpha_1 = \varepsilon_0 - \varepsilon_1, \alpha_2 = \varepsilon_1 - \varepsilon_2, \alpha_3 = \varepsilon_2 - \varepsilon_3, \alpha_4 = \varepsilon_3)\)

\[
\alpha_1 \rightarrow \alpha_2 \rightarrow \alpha_3 \rightarrow \alpha_4
\]

is a system of simple roots in \(B_4\), in the ordering of [3 Planche VI.II], then

\[
\alpha_2 \rightarrow \alpha_3 \rightarrow \alpha_4 \rightarrow \frac{1}{2}(\alpha_1 - \alpha_3 - 2\alpha_4)
\]

(\(\alpha_1, \alpha_3, \alpha_4, \frac{1}{2}(\alpha_1 - \alpha_3 - 2\alpha_4)\))
is a system of simple roots for $F_4$, in the ordering of \[3, \text{Planche VI.VII}\]. Put $F_4^+ = F_4 \setminus B_4$.

Put $A = W = W(F_4)$, and let $w$ be an elliptic element of $F_4$.

5.1. $A_3 \cong \tilde{A}_1$. The element $w := w_{B_{2+1+2}} = (01)(23) \in W(B_4)$ is attached to the admissible diagram

\[
\begin{array}{ccc}
\varepsilon_0 & \varepsilon_1 & \alpha_3 \\
\end{array},
\]

of type $B_2 \times \tilde{B}_2^1$, but also, since $s_{\varepsilon_1}s_{\alpha_4} = s_{\varepsilon_1 - \varepsilon_3}s_{\varepsilon_1 + \varepsilon_3}$, to the admissible diagram

\[
\begin{array}{ccc}
\varepsilon_0 & \varepsilon_1 - \varepsilon_3 & \alpha_3 \\
\end{array},
\]

of type $A_3 \times \tilde{A}_1$. By Remark 4.6 and the explicit description of $F_4$ in \[3, \text{Planche VI.VIII}\], the element $\hat{w}_{B_{2+1+2}}$ acts on $\text{Lie}(G_{F_4})/\text{spin}(V_{B_4})$ with eigenvalues precisely the primitive 8th roots of unity, each occurring with multiplicity 4. In particular, $(F_4)_w \setminus (B_4)_w$ is empty, so $(F_4)_w = (B_4)_w = B_4$ by Remark 4.9.

The group $C_{W(B_4)}(w)$ is

\[
((((0)) \times ((1))) \times ((01))) \times ((23)),
\]

which has order 32. By \[7, \text{Table 8}\], it equals $C_{W(F_4)}(w)$; so also $N_{W(F_4)}(w) = C_{W(F_4)}(w) \rtimes (\nu_{2+1+2}, -1) = N_{W(B_4)}(w)$. Thus, $(\cdot/ w)_{F_4} = (\cdot/ w)_{B_4}$.

5.2. $D_4(a_1)$. By Remark 4.10, the element $w := w_{B_{2+2}} = (01)(23) \in W(B_4)$ is attached to the admissible diagram

\[
\begin{array}{ccc}
\alpha_1 & \alpha_2 & \alpha_3 \\
\varepsilon_1 & \varepsilon_2 & \varepsilon_1 + \varepsilon_2 \\
\end{array},
\]

of type $D_4(a_1)$. By Remark 4.6, the element $\hat{w}_{B_{2+2}}$ acts on $\text{Lie}(G_{F_4})/\text{spin}(V_{B_4})$ with eigenvalues precisely the 4th roots of unity, each occurring with multiplicity 4. In particular, by dimension counting (since each orbit of $w$ in $(F_4)_w$ contributes 1 to the dimension of the space of $w_{B_{2+2}}$-fixed points in $\text{Lie}(G_{F_4})/\text{spin}(V_{B_4})$), we have that $# \langle w \rangle \setminus (F_4)_w \setminus (B_4)_w = 4$. The element $w$ has 4 orbits on $F_4^+$, each of which is symmetric and has 4 elements. Thus, since $(B_4)_w = B_4$ by Remark 4.9, we have $(F_4)_w = F_4$. Put $B_4 = (w) \setminus B_4$ and $F_4^+ = (w) \setminus F_4^+$.

The group $C_{W(B_4)}(w)$ is

\[
((01) \times (23)) \times ((02)(13)),
\]

which has order $2^5$. By \[7, \text{Table 8}\], it is a Sylow 2-subgroup of $C_{W(F_4)}(w)$. (In fact it has index 3 in $C_{W(F_4)}(w)$, and the full centraliser has a 3-Sylow subgroup generated by an element of $N_{W(F_4)}(D_4) \setminus W(B_4)$.) The element $(01)$ acts transitively on $F_4^+$; whereas the element $(02)(13)$ has 1 orbit of size 2, and 2 orbits of size 1 (namely, those through $\frac{1}{2}(\alpha_1 \pm \alpha_3)$). Thus, both act with sign $-1$ on $F_4^+$. By \[4.11\] and \[4.12\], they also act with sign $-1$ on $B_4$. Thus, each of a set of normal generators of $C_{W(B_4)}(w)$, which is a Sylow 2-subgroup of $C_{W(F_4)}(w)$, acts with sign 1 on $F_4$; so every element of $C_{W(F_4)}(w)$ acts with sign 1 on $F_4$.\[\]
The group $N_{W(F_4)}(\langle w \rangle)$ is the semi-direct product of $C_{W(F_4)}(w)$ and the group generated by $\eta_{B_2, -1} = (1 3) \in W(B_4)$. Since $\eta_{B_{2}, -1}(0 2)(1 3)$ acts trivially on $\hat{F}_4^+$, the element $\eta_{B_{2}, -1}$ acts with sign $-1$ on $\hat{F}_4^+$. By (4.3), it acts with sign

$$(-1)^{2(2-1)(-1-1)/4} \left( \frac{2 \cdot 2}{-1} \right)^2 = -1$$

on $\hat{B}_4$, hence with sign 1 on $\hat{F}_4$.

5.3. $B_4$. The element $w = w_{B_4} = (0 1 2 3) \in W(B_4)$ is a Coxeter element of $B_4$; in particular, it is attached to an admissible diagram of type $B_4$. By Remark 4.6, the element $\hat{w}_{B_4}$ acts on $\text{Lie}(G_{F_4})/\text{spin}(V_{B_4})$ with eigenvalues precisely the 8th roots of unity, each occurring with multiplicity 2. In particular, by dimension counting, $\#(\langle w \rangle \setminus (F_4)_w \setminus (B_4)_w) = 2$. The element $w$ has 2 orbits on $F_4^+$, each of which is symmetric and has 8 elements; namely, those through $\frac{1}{2}(\alpha_1 + \alpha_3)$ and $\frac{1}{2}(\alpha_1 + 2\alpha_2 + \alpha_3)$. Thus, since $(B_4)_w = B_4$ by Remark 4.3, we have that $(F_4)_w = F_4$.

Put $B_4 = \langle w \rangle \setminus (B_4)$ and $\hat{F}_4^+ = (w) \setminus (B_4)$.

The group $C_{W(B_4)}(w)$ is generated by $w$ [16, Corollary 4.4], hence has order $2^3$. By [7, Table 8], it equals $C_{W(F_4)}(w)$.

The group $N_{W(F_4)}(\langle w \rangle)$ is the semi-direct product of $C_{W(F_4)}(w)$ and $\langle \eta_{B_4, 3} \rangle \times \langle \eta_{B_4, -3} \rangle \subseteq W(B_4)$. The elements $\eta_{B_4, 3} = (1 3)(2)$ and $\eta_{B_4, -3} = (1 3)(3)$ swap the two orbits outside of $B_4$, hence act with sign $-1$ on $\hat{F}_4^+$. By (4.3), we have that $\eta_{B_4, q}$ acts with sign

$$(-1)^{1(1-1)(q-1)/4} \left( \frac{2 \cdot 4}{q} \right) = \left( \frac{8}{q} \right) = -1$$

on $\hat{B}_4$, hence also on $\hat{F}_4$, for $q \in \{\pm 3\}$.

6. Types $E_n$

The results of this section are summarised in Tables 3.3, 5.

The root system $E_8$ contains a copy of $D_8$. If $G_{E_8}$ is the semisimple group whose root system (with respect to a maximal torus $T_{E_8}$) is $E_8$, then, since $G_{E_8}$ is simply connected, its subgroup generated by $T_{E_8}$ and the root subgroups corresponding to roots in $D_8$ is also simply connected, hence of type $\text{Spin}(V_{D_8})$.

If $(\alpha_1 = -(\varepsilon_6 + \varepsilon_7), \alpha_2 = \varepsilon_6 - \varepsilon_5, \alpha_3 = \varepsilon_5 - \varepsilon_4, \alpha_4 = \varepsilon_4 - \varepsilon_3, \alpha_5 = \varepsilon_3 - \varepsilon_2, \alpha_6 = \varepsilon_2 - \varepsilon_1, \alpha_7 = \varepsilon_1 - \varepsilon_0, \alpha_8 = \varepsilon_0 + \varepsilon_1)$

\[
\begin{align*}
\alpha_1 & \quad \alpha_2 & \quad \alpha_3 & \quad \alpha_4 & \quad \alpha_5 & \quad \alpha_6 \\
\alpha_7 & \quad \alpha_8
\end{align*}
\]
is a system of simple roots in $D_8$, in the ordering of [3. Planche VI.IV], then $(\beta := -\frac{1}{2}(\alpha_1 + 2\alpha_2 + 3\alpha_3 + 4\alpha_4 + 5\alpha_5 + 6\alpha_6 + 4\alpha_7 + 3\alpha_8), \alpha_8, \alpha_7, \alpha_6, \alpha_5, \alpha_4, \alpha_3, \alpha_2)\) 

$$
\begin{array}{cccccccc}
\beta & \alpha_7 & \alpha_6 & \alpha_5 & \alpha_4 & \alpha_3 & \alpha_2 & \alpha_8 \\
\end{array}
$$

is a system of simple roots for $E_8$, in the ordering of [3. Planche VI.VII].

Write $\alpha_0 = -(\alpha_1 + 2\alpha_2 + 3\alpha_3 + 2\alpha_4 + 2\alpha_5 + 2\alpha_6 + \alpha_7 + \alpha_8)$ for the lowest root of $D_8$.

The orthogonal complement of $\alpha_1$ in $D_8$ (respectively, $E_8$) is a root system of type $D_6 \times C_1$ (respectively, $E_7$). The common orthogonal complement of $\alpha_1$ and $\alpha_2$ in $D_8$ (respectively, $E_8$) is a root system of type $D_5$ (respectively, $E_6$). Put $E_8 = E_8 \setminus D_8$, $E_7 = E_7 \setminus (D_6 \times C_1)$, and $E_6 = E_6 \setminus D_5$.

6.1. $-D_4(a_1), A_3^2 \times A_1, A_3 \times A_3^2$. Let $D$ be the admissible diagram

$$
\begin{array}{cccc}
\alpha_3 & \alpha_7 & \alpha_6 & \alpha_0 \\
\varepsilon_4 & \varepsilon_5 & & \\
\alpha_4 & & \varepsilon_6 & \alpha_8 \\
\end{array}
$$

in $D_6 \times C_1$. The conjugacy class attached to $D \cup \{\alpha_1\}$ of type $D_3^2 \times C_1^2 = A_3^2 \times A_3^2$ is a product of Coxeter classes in

- $D_8 \cap \mathbb{Z}\{\alpha_3, \alpha_4, \varepsilon_4 + \varepsilon_5\} = \{\pm \varepsilon_i \pm \varepsilon_j \mid i, j \in \{3, 4, 5\} \text{ and } i \neq j\}$,
- $D_8 \cap \mathbb{Z}\{\alpha_6, \alpha_7, \alpha_8\} = \{\pm \varepsilon_i \pm \varepsilon_j \mid i, j \in \{0, 1, 2\} \text{ and } i \neq j\}$, and
- $\{\pm \alpha_0 = \pm (\varepsilon_7 - \varepsilon_6)\}$ and $\{\pm \alpha_1 = \pm (\varepsilon_6 + \varepsilon_7)\}$.

In particular, it contains the element $w_8 := w_{D_{2+2+2+3+4+3}} = (\emptyset)(\emptyset)(34)^{(\emptyset)}(\emptyset)(\emptyset)^{(\emptyset)}$.

Since $w_8$ negates $\alpha_1$ and $\alpha_2$, it stabilises $D_5, E_6, D_6 \times C_1$, and $E_7$. Its restriction $w_7 = w_{D_{2+2+2+3+4+3}} w_{C_1} \in W(D_6 \times C_1)$ to $E_7$ is attached to the admissible diagram $D$, which is of type $D_3^2 \times C_1 = A_3^2 \times A_3^2$.

Write $w_6$ for its restriction to $E_6$. By Remark 4.10 the element $-w_6 = (\emptyset)(\emptyset)(\emptyset)(\emptyset)^{(\emptyset)}(\emptyset)^{(\emptyset)}(\emptyset)$ is attached to the admissible diagram

$$
\begin{array}{cccc}
\varepsilon_3 & \varepsilon_1 & \varepsilon_1 & \varepsilon_3 \\
\alpha_4 & & \alpha_6 & \\
\end{array}
$$

of type $D_4(a_1)$.

By Remark 3.6 and the explicit description of $E_8$ in [3. Planche VI.VII], the element $w_{D_{2+2+2+3+4+3}}$ acts on $\text{Lie}(G_{E_8})/\text{spin}(V_{D_8})$ with eigenvalues precisely the 4th roots of unity, each occurring with multiplicity 32. In particular, by dimension counting, $\#(w_{E_8})\mathbb{Z}(E_8) = 32$. The element $w_8$ has 32 orbits on $E_8^\perp$, each of size 4, and none symmetric. Thus, since $(D_8)_{w_8} = D_8$ by Remark 4.9, we
have \((E_8)_{w_8} = E_8\), hence also \((E_n)_{w_n} = E_n\) for \(n \in \{6, 7\}\). Of the 32 orbits of \(w_8\)
on \(E_8^\perp\), 16 lie in \(E_8^\perp\) (hence are orbits of \(w_7\) there), and 8 in \(E_8^\perp\) (hence are orbits of \(w_6\) there). Put \(\hat{D}_5 = \langle w_6 \rangle \backslash D_5\), \((D_6 \times C_1)^\perp = \langle w_7 \rangle \backslash (D_6 \times C_1)^\perp\), \(\hat{D}_8 = \langle w_8 \rangle \backslash D_8\), and \(\hat{E}_n = \langle w_n \rangle \backslash \hat{E}_n^\perp\) for \(n \in \{6, 7, 8\}\).

The group \(C_{W(D_8)}(w_8)\) is the kernel of \(\mathrm{sgn}_{B_8}\), short on

\[
\langle ((\langle 0 \rangle) \times (\langle 5 \rangle) \times (\langle 0 \rangle) \times (\langle 7 \rangle)) \times (\langle 0, 5 \rangle, (5, 6), (6, 7)) \times (\langle (1 \ 2) \rangle \times (\langle 3 \ 4 \rangle)) \times (\langle 1 \ 3 \ 2 \ 4 \rangle) \rangle.
\]

Since \(\langle (0, 5), (5, 6), (6, 7) \rangle \cong S_4\), the order of this group is \(2^{11} \cdot 3\). By [7], Table 11, it contains a Sylow 2-subgroup of \(C_{W(E_7)}(w_8)\). The elements \((\langle 0 \rangle) \langle 5 \rangle\) (and its \(C_{W(D_7)}(w_8)\)-conjugate \(\langle 5 \rangle \langle 7 \rangle\)), \(\langle 0 \rangle \langle 1 \ 2 \rangle\), \(\langle 0 \rangle \langle 5 \rangle\), and \(\langle 1 \ 3 \ 2 \ 4 \rangle\) have 16 orbits of size 2, 8 orbits of size 4, 24 orbits (of which 8 have size 2 and 16 have size 1), and 24 orbits (of which 8 have size 2 and 16 have size 1) on \(E_8^\perp\), none of them symmetric, hence act with sign 1 there. By \([4.1] and (4.2)\), \((1 \ 2), (0 \ 5), and (1 \ 3)(2 \ 4)\) all act with sign 1 on \(D_8\). Thus, each of a set of normal generators of \(C_{W(D_8)}(w_8)\), which contains a Sylow 2-subgroup of \(C_{W(E_8)}(w_8)\), acts with sign 1 on \(E_8\); so every element of \(C_{W(E_8)}(w_8)\) acts with sign 1 on \(E_8\).

The group \(C_{W(D_8 \times C_1)}(w_7)\) is the intersection with \(W(D_6 \times C_1)\) of \(C_{W(D_8)}(w_8)\); explicitly, it is the direct product with \((\langle 5 \rangle) \langle 7 \rangle\) of \(\mathrm{sgn}_{B_8}\), short on

\[
\langle ((\langle 0 \rangle) \times (\langle 5 \rangle)) \times (\langle 0 \rangle) \times (\langle 7 \rangle) \rangle \times (\langle 0, 5 \rangle) \times (\langle 3 \ 4 \rangle) \times (\langle 1 \ 3 \ 2 \ 4 \rangle) \rangle.
\]

It has order \(2^8\), hence, by [6], Table 10, is a Sylow 2-subgroup of \(C_{W(E_7)}(w_7)\). We showed above that \((\langle 0 \rangle) \langle 5 \rangle\), \((0 \ 5)\), \((\langle 5 \rangle) \langle 7 \rangle\), \((0 \rangle \langle 1 \ 2 \rangle\), and \((1 \ 3 \ 2 \ 4)\) act without symmetric orbits, hence with sign 1, on \(E_8^\perp\) (indeed, on \(E_8^\perp\)). Since \(C_{W(D_8 \times C_1)}(w_7)\) acts trivially on the (2-element) orbit of \(w_7\) in \(C_1\), we have by [4.1] and (4.2) that \(\langle 0 \rangle \langle 5 \rangle\), \((0 \rangle \langle 1 \ 2 \rangle\), \((0 \rangle \langle 5 \rangle\), and \((1 \ 3 \ 2 \ 4)\) all act with sign 1 on \(D_6 \times C_1\)\). The element \(\langle 5 \rangle \langle 7 \rangle\) acts trivially on \(D_6\), hence also acts with sign 1 on \(D_6 \times C_1\). Thus, each of a set of normal generators of the Sylow 2-subgroup \(C_{W(D_8 \times C_1)}(w_7)\) of \(C_{W(E_7)}(w_7)\) acts with sign 1 on \(E_7\); so every element of \(C_{W(E_7)}(w_7)\) acts with sign 1 on \(E_7\).

The centraliser in \(N_{W(E_6)}(D_5)\) of \(w_6\) is the intersection with \(N_{W(E_6)}(D_5)\) of \(C_{W(D_5)}(w_8)\); explicitly, it is the kernel of the homomorphism

\[
\langle (0 \rangle) \times (\langle 5 \rangle) \times (\langle 7 \rangle) \rangle \times (\langle 0 \rangle) \times (\langle 3 \ 4 \rangle) \times (\langle 1 \ 3 \ 2 \ 4 \rangle) \rangle \rightarrow \langle -1 \rangle
\]
sending each indicated product of negative cycles to \(-1\), and \((1 \ 3)(2 \ 4)\) to 1. It has order \(2^6\), hence, by [6], Table 9, is a Sylow 2-subgroup of \(C_{W(E_6)}(w_6) = C_{W(E_6)}(w_6) \times (\langle -1 \rangle)\). We showed above that \((0 \rangle \langle 1 \ 2 \rangle)\) and \((1 \ 3)(2 \ 4)\) act without symmetric orbits, hence with sign 1, on \(E_6^\perp\) (indeed, on \(E_6^\perp\)). The element \(\langle 5 \rangle \langle 7 \rangle\) has 4 orbits of size 2, all symmetric, on \(E_6^\perp\), hence acts there with sign 1; and it acts trivially on \(D_5\). Viewed as an element of \(\mathrm{Aut}(D_5)\), the element \(w_6\) is of the form \(w_{C_{2+2+1}^+}\); and, by (4.1) and (4.2), \((0 \rangle \langle 1 \ 2 \rangle\) and \((0 \rangle \langle 5 \rangle) \langle 7 \rangle)\) act with sign 1 on \(D_5\). On the other hand, \((0 \rangle \langle 5 \rangle) \langle 7 \rangle\) negates each orbit in \(E_6\) outside \(D_5\). Thus, each of a set of normal generators of \(C_{N_{W(E_6)}(D_5)}(w_6)\), which is a Sylow 2-subgroup of \(C_{\mathrm{Aut}(E_6)}(w_6)\), act with sign 1 on \(E_6\); so every element of \(C_{\mathrm{Aut}(E_6)}(w_6)\) acts with sign 1 on \(E_6\).

For \(n \in \{6, 7, 8\}\), the group \(N_{\mathrm{Aut}(E_n)}(\langle w_n \rangle)\) is the semi-direct product of \(C_{\mathrm{Aut}(E_n)}(w_n)\) and the group generated by \(\eta_{C_{2+2+1}+4,-1} = \langle 2 \rangle \langle 4 \rangle \in W(D_5)\), which element has 16
orbits on $\mathcal{E}_6^+$, all of size 2, and 8 of them non-symmetric. The symmetric orbits in $\mathcal{E}_6^+$ are those through $\frac{1}{2}(\alpha_1 + \alpha_3 + \alpha_5 - \alpha_7)$; the additional symmetric orbits in $\mathcal{E}_8^+$ are those through $\frac{1}{2}(\alpha_1 + \alpha_3 + \alpha_5 + \alpha_7)$; and the remaining symmetric orbits in $\mathcal{E}_8^+$ are those through $\frac{1}{2}(\alpha_1 + \alpha_3 + 2\alpha_6 + \alpha_7 + 2\alpha_8)$. That is, $\eta_{C_{2^22^2+1^2}}$ acts with sign 1 on $\mathcal{E}_6^+$ for $n \in \{6, 7, 8\}$. The transformation $\eta_{C_{2^22^2+1^2}}$ of $\mathcal{D}_8$ acts on $(D_6 \times C_1)$ as $\eta_{C_{2^22^2+1^2}}$ and on $\mathcal{D}_5$ as $\eta_{C_{2^22^2+1^2}}$; so, by (4.3), it acts in each case with sign
\[
(-1)^{2(2-1)(-1-1)/4} \left( \frac{2 \cdot 2}{-1} \right)^2 = -1,
\]
hence with the same sign on $\mathcal{E}_n$ for $n \in \{6, 7, 8\}$.

6.2. $A_7$ and $A_7 \times A_1$. Let $\mathcal{D}$ be the admissible diagram

$$
\begin{array}{c}
\alpha_6 \\
\alpha_7 \\
\alpha_6 + \alpha_7 + \alpha_8 \\
\end{array}
\begin{array}{c}
\alpha_5 \\
\alpha_4 \\
\alpha_3 \\
\alpha_0 \\
\end{array}
$$

in $D_6 \times C_1$ of type $D_6(a_1) \times C_1$. By Remark 6.10 the element $w_8 := w_{D_4^2A_1^2} = (0 1)(2 3 4 5)(6)(7) \in W(\mathcal{D}_8)$ is attached to the admissible diagram $\mathcal{D} \sqcup \{a_1\}$ of type $D_6(a_1) \times C_1^2$.

Since $w_8$ negates $a_1$, it stabilises $D_6 \times C_1$ and $E_7$. Its restriction $w_7 = w_{D_4^2A_1} \in W(D_6 \times C_1)$ to $E_7$ is attached to the admissible diagram $\mathcal{D}$. On the other hand, since
\[
s_{a_0}s_{a_3}s_{a_5}s_{a_7} = s_{\beta_1}s_{\beta_2}s_{\beta_3}s_{\beta_4},
\]
we have that $w_8$, viewed as an element of $W(E_8)$ (respectively, $w_7$, viewed as an element of $W(E_7)$), is also attached to the admissible diagram $\mathcal{D}' \sqcup \{a_1\}$ of type $A_7 \times A_1$ (respectively, to the admissible diagram $\mathcal{D}'$ of type $A_7$), where $\mathcal{D}'$ is the admissible diagram

$$
\begin{array}{c}
\beta_6 \\
\beta_4 \\
\beta_3 \\
\beta_2 \\
\beta_1 \\
\end{array}
\begin{array}{c}
\beta_4 \\
\beta_3 \\
\beta_2 \\
\beta_1 \\
\alpha_6 + \alpha_7 + \alpha_8 \\
\alpha_6 \\
\end{array}
$$

in $E_7$.

By Remark 6.11 the element $w_{D_4^2A_1^2}$ acts on $\text{Lie}(G_{E_8})/\text{spin}(D_8)$ with eigenvalues precisely the 8th roots of unity, each occurring with multiplicity 16. In
particular, by dimension counting, \( \# \langle w_8 \rangle \backslash ((E_8)_{w_8} \setminus (D_8)_{w_8}) = 16 \). The element \( w_8 \) has 16 orbits on \( E_8^+ \), each of size 8, and none symmetric. Thus, since \( (D_8)_{w_8} = D_8 \) by Remark 4.9, we have \( (E_8)_{w_8} = E_8 \), hence also \( (E_7)_{w_7} = E_7 \). Of the 16 orbits of \( w_8 \) on \( E_8^+ \), 8 lie in \( E_7^+ \) (hence are orbits of \( w_7 \) there). Put \( \hat{D}_8 = \langle w_8 \rangle \setminus D_8 \), \( (D_6 \times C_1)^* = \langle w_7 \rangle \setminus (D_6 \times C_1) \), and \( \hat{E}_n^+ = \langle w_n \rangle \setminus E_n^+ \) for \( n \in \{7, 8\} \).

The group \( C_{W(D_8)}(w_8) \) is the kernel of \( \text{sgn}_{B_8} \), short on
\[
\langle (0, 1) \rangle \times \langle (2 \cdot 3 \cdot 4 \cdot 5) \rangle \times \left( \langle (6) \rangle \times \langle (7) \rangle \times \langle (6, 7) \rangle \right).
\]
It has order \( 2^7 \), so, by [7, Table 11], equals \( C_{W(E_7)}(w_8) \). The elements \( (0, 1) \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle \langle 6 \rangle \langle 7 \rangle \langle 6, 7 \rangle \) have 8 orbits of size 2, 4 orbits of size 4, and 12 orbits (of which 4 have size 2 and 8 have size 1), respectively, on \( E_7^+ \), none of them symmetric. By (4.1) and (4.2), the elements \( (0, 1) \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle \langle 6 \rangle \langle 7 \rangle \langle 6, 7 \rangle \) all act with sign 1 on \( D_8 \). Thus, each of a set of normal generators of \( C_{W(D_6)}(w_8) \) acts with sign 1 on \( \hat{E}_6^+ \); so every element of \( C_{W(D_6)}(w_8) \) acts with sign 1 on \( \hat{E}_8^+ \).

The group \( C_{W(D_8 \times C_1)}(w_7) \) is the intersection with \( W(D_6 \times C_1) \) of \( C_{W(D_8)}(w_8) \); explicitly, it is the direct product with \( \langle (6) \rangle \langle (7) \rangle \langle (6, 7) \rangle \) of the kernel of \( \text{sgn}_{B_6} \), short on
\[
\langle (0, 1) \rangle \times \langle (2 \cdot 3 \cdot 4 \cdot 5) \rangle \times \langle (6, 7) \rangle.
\]
It has order \( 2^5 \), hence, by [7, Table 10], equals \( C_{W(E_7)}(w_7) \). We showed above that \( (0, 1) \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle \langle 6 \rangle \langle 7 \rangle \langle 6, 7 \rangle \) acts without symmetric orbits, hence with sign 1, on \( E_7^+ \); and \( (0, 1) \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle \langle 6 \rangle \langle 7 \rangle \langle 6, 7 \rangle \) acts trivially, hence with sign 1, on \( \hat{E}_7^+ \) (indeed, on \( E_7^+ \)). Since \( C_{W(D_6 \times C_1)}(w_7) \) acts trivially on the (2-element) orbit of \( w_7 \) in \( C_1 \), we have by (4.1) that \( (0, 1) \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle \langle 6 \rangle \langle 7 \rangle \langle 6, 7 \rangle \) act with sign 1 on \( (D_6 \times C_1)^* \). The element \( (6, 7) \) acts trivially on \( D_6 \), hence also acts with sign 1 on \( (D_6 \times C_1)^* \). Thus, each of a set of normal generators of \( C_{W(E_7)}(w_7) \) acts with sign 1 on \( \hat{E}_7^+ \); so every element of \( C_{W(E_7)}(w_7) \) acts with sign 1 on \( \hat{E}_7^+ \).

For \( n \in \{7, 8\} \), the group \( N_{W(E_7)}(\langle w_n \rangle) \) is the semi-direct product of \( C_{W(E_7)}(w_n) \) and \( \langle \eta_{D_4} \rangle \langle 4 \cdot 5 \rangle \langle 6 \rangle \langle 7 \rangle \langle 6, 7 \rangle \subseteq W(D_6 \times C_1) \). The elements \( \eta_{D_4} \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle = (1) \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle \) and \( \eta_{D_4} \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle = (1) \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle \) have 8 orbits on \( E_8^+ \), each of size 2 and none symmetric, hence acts with sign 1 on \( \hat{E}_n^+ \) for \( n \in \{7, 8\} \). The transformation \( \eta_{D_4} \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle \) of \( D_6 \) acts on \( (D_6 \times C_1)^* \) as \( \eta_{D_4} \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle \); so, by (4.3), it acts in each case with sign
\[
(-1)^{(2)(q-1)/2} \left( \frac{2 \cdot 3 \cdot 4 \cdot 5}{q} \right)^{1/2} = (-1)^{q-1} \frac{1}{q} = \begin{cases} 1, & q = 3, \\ -1, & q = -3, \end{cases}
\]
hence with the same sign on \( \hat{E}_n^+ \) for \( n \in \{7, 8\} \).

6.3. \( D_4(a_1)^2 \). By Remark 4.10 the element \( w = w_{D_4} = (0, 1) \langle 2 \cdot 3 \cdot 4 \cdot 5 \rangle \langle 6, 7 \rangle \) is attached to the admissible diagram
of type $D_4(a_1)^2$. By Remark 4.6 the element $w_{D_4+4}$ acts on $\text{Lie}(G_{E_8})/\text{Nil}(G_{D_8})$ with eigenvalues the 4th roots of unity, each with multiplicity 32. In particular, by dimension counting, $\#(w)/((E_8)_w \setminus (D_8)_w) = 32$. The element $w$ has 32 orbits on $E_8^\perp$, each symmetric of size 4. Thus, since $(D_8)_w = D_8$ by Remark 4.9 we have $(E_8)_w = E_8$. Put $\dot{E}_8^\perp = (w)\backslash \dot{E}_8^\perp$.

The group $C_{\dot{W}(D_8)}(w)$ is the kernel of $\text{sgn}_{E_8}$, short on

$$((0 1 4)(1 3), (2 4)(3 5), (4 6)(5 7)).$$

Since $((0 2)(1 3), (2 4)(3 5), (4 6)(5 7)) \cong S_3$, it has order $2^{10}\cdot 3$. By [7, Table 11], contains a Sylow 2-subgroup of $C_{W(E_8)}(w)$. Each square of $(0 1 4), (2 3), (4 5), (6 7)$ acts on $E_8^\perp$ with 16 orbits, each of size 2; and each product of two different cycles acts on $E_8^\perp$ with 8 orbits, each of size 4. The element $(0 3)(1 2)$ (and its $C_{W(D_8)}(w)$-conjugates $(2 4)(3 5)$ and $(4 6)(5 7)$) acts on $E_8^\perp$ with 12 orbits of size 2 and 8 orbits of size 1 (namely, those through $\frac{1}{2}(\pm 1 + 3 + 2\alpha_4 + 3\alpha_5 + 4\alpha_6 + 2\alpha_7 + 3\alpha_8), \frac{1}{2}(\pm 1 + 3 + 2\alpha_4 + 3\alpha_5 + 4\alpha_6 + 2\alpha_7 + 3\alpha_8), \frac{1}{2}(\pm 1 + 3 + 2\alpha_4 + 3\alpha_5 + 4\alpha_6 + 2\alpha_7 + 3\alpha_8), \frac{1}{2}(\pm 1 + 3 + 2\alpha_4 + 3\alpha_5 + 4\alpha_6 + 2\alpha_7 + 3\alpha_8)$). By [11] and [12], $(0 1)^2, (0 1)(3 5 2)$, and $(0 3)(1 2)$ act on $D_8$ with sign 1. Thus, each of a set of normal generators of $C_{W(D_8)}(w)$, which contains a Sylow 2-subgroup of $C_{W(E_8)}(w)$, acts with sign 1 on $\dot{E}_8^\perp$; so every element of $C_{W(E_8)}(w)$ acts with sign 1 on $E_8^\perp$.

The group $N_{(E_8)}(w))$ is the semi-direct product of $C_{W(E_8)}(w)$ and the group generated by $\eta_{D_2+4,-1} = (1)(2)(3)(7) \in W(D_8)$. The element $\eta_{D_2+4,-1} \in D_8^\perp$ acts on $E_8^\perp$ with 12 orbits of size 2 and 8 orbits of size 1 (namely, those through $\frac{1}{2}(\pm 1 + 3 + 2\alpha_4 + 3\alpha_5 + 4\alpha_6 + 2\alpha_7 + 3\alpha_8), \frac{1}{2}(\pm 1 + 3 + 2\alpha_4 + 3\alpha_5 + 4\alpha_6 + 2\alpha_7 + 3\alpha_8), \frac{1}{2}(\pm 1 + 3 + 2\alpha_4 + 3\alpha_5 + 4\alpha_6 + 2\alpha_7 + 3\alpha_8)$). By [11], it acts on $D_8$ with sign

$$(-1)^{4(4-1)(-1-1)/4} \begin{pmatrix} 2 & 2 \\ -1 & 1 \end{pmatrix} = 1.$$

6.4. $D_8(a_3)$. By Remark 4.10 the element $w := w_{D_4+2} = (0 1 2 3)(4 5 6 7)$ is attached to the admissible diagram

$$\alpha_3 \quad \alpha_4 \quad \alpha_5 \quad \alpha_6 \quad \alpha_7$$

$$\alpha_0 \quad \alpha_2 \quad \varepsilon_3 + \varepsilon_4$$

of type $D_8(a_3)$. By Remark 4.10 the element $w_{D_4+4}$ acts on $\text{Lie}(G_{E_8})/\text{spin}(V_{D_8})$ with eigenvalues precisely the 8th roots of unity, each with multiplicity 16. In particular, by dimension counting, $\#(w)/((E_8)_w \setminus (D_8)_w) = 16$. The element $w$ has 16 orbits on $E_8^\perp$, each symmetric of size 4. Thus, since $(D_8)_w = D_8$ by Remark 4.9 we have $(E_8)_w = E_8$. Put $\dot{E}_8^\perp = (w)\backslash \dot{E}_8^\perp$.

The group $C_{\dot{W}(D_8)}(w)$ is the kernel of $\text{sgn}_{E_8}$, short on

$$((0 1 2 3) \times ((4 5 6 7)) \times ((0 4)(1 5)(2 6)(3 7)).$$

It has order $2^6$. By [7, Table 11], it is a Sylow 2-subgroup of $C_{W(E_8)}(w)$. The element $(0 1 2 3)^2$ (and its conjugate $(4 5 6 7)^2$) acts on $E_8^\perp$ with 4 orbits, each
of size 4. The element \((0 \ 4)(1 \ 5)(2 \ 6)(3 \ 7)\) acts on \(E^+_8\) with 6 orbits of size 2, and 4 orbits of size 1 (namely, those through \(\frac{1}{2}(\alpha_1 \pm (\alpha_3 + 2\alpha_4 + \alpha_5) + \alpha_6)\) and \(\frac{1}{2}(\alpha_1 + 2\alpha_2 + \alpha_3 \pm (\alpha_5 + \alpha_8))\)). By \((4.1)\) and \((4.2)\), they act on \(D_8\) with sign 1. Of course, \(w = (1 \ 2 \ 3)(4 \ 5 \ 6 \ 7)\) acts on \(E_8\) with sign 1. Thus, each of a set of normal generators of \(C_{W(D_8)}(w)\), which is a Sylow 2-subgroup of \(C_{W(E_8)}(w)\), acts with sign 1 on \(E_8\); so every element of \(C_{W(E_8)}(w)\) acts with sign 1 on \(E_8\).

The group \(N_{W(E_8)}(w)\) is the semi-direct product of \(C_{W(E_8)}(w)\) and \(\langle \eta_{D_{4+2}, 3} \rangle \times \langle \eta_{D_{4+2}, -3} \rangle\). The elements \(\eta_{D_{4+2}, 3} = (1 \ 3)(5 \ 7)(9)\) and \(\eta_{D_{4+2}, -3} = (1 \ 3)(5)(7)(9)\) act on \(E_8\) with 8 orbits, each of size 2. By \((4.3)\), the element \(\eta_{D_{4+2}, q}\) acts on \(D_8\) with sign

\[
(-1)^{2(2-1)(q-1)/4} \left( \frac{2 \cdot 4}{q} \right)^2 = (-1)^{(q-1)/2}.
\]
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