Distributed Kalman Filter for A Class of Nonlinear Uncertain Systems: An Extended State Method
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Abstract—This paper studies the distributed state estimation problem for a class of discrete-time stochastic systems with nonlinear uncertain dynamics over time-varying topologies of sensor networks. An extended state vector consisting of the original state and the nonlinear dynamics is constructed. By analyzing the extended system, we provide a design method for the filtering gain and fusion matrices, leading to the extended state distributed Kalman filter. It is shown that the proposed filter can provide the upper bound of estimation covariance in real time, which means the estimation accuracy can be evaluated online. It is proven that the estimation covariance of the filter is bounded under rather mild assumptions, i.e., collective observability of the system and jointly strong connectedness of network topologies. Numerical simulation shows the effectiveness of the proposed filter.

I. INTRODUCTION

In recent years, networked state estimation problems are drawing more and more attention of researchers, due to the broad applications in environmental monitoring, target tracking over networks, collaborative information processing, etc. Two main strategies, namely, the centralized and the distributed, have been considered to deal with the state estimation problems over networks. The Kalman filter based fusion estimation problems were studied in [1, 2], where each sensor can fuse the information from all the other sensors over the network to obtain the better estimate. In the distributed strategy, the communications between sensors follow a peer-to-peer protocol. Compared with the centralized strategy, the distributed one has shown more robustness in network structure, better performance in energy saving and stronger ability in parallel processing.

In the existing literature on distributed state estimation, many effective methods and some theoretical analysis tools have been provided. A distributed estimator with time-invariant filtering gain was studied in [3], where the relationship between the instability of system and the boundedness of estimation error was evaluated. A distributed Kalman filter (DKF) based on measurement consensus strategy was proposed in [4], where the design method of the consensus weights and the filtering gain were investigated. In [5], a diffusion DKF with constant weights was studied and the performance of the proposed filter was analyzed theoretically. Yet, the results were based on a local observability condition [1], which is difficult to be met in a large network. Besides, there were many methods and results related to the distributed state estimation. Interested readers can refer to [6–9] and the references therein.

The state estimation problems for nonlinear systems have been studied for a few decades. Through linearizing the nonlinear system to the first order, the extended Kalman filter (EKF) was constructed in the form of Kalman filter [10] to achieve the state estimation and prediction. Based on the third-order linearization for any known nonlinearity, unscented Kalman filter (UKF) can accurately achieve the estimation on the posterior mean and covariance [11]. For the nonlinear uncertain systems, quite a few robust filters including $H_{\infty}$ filters and set valued filters have been studied by many researchers [12–14]. The essential idea was to minimize a worst-case bound so as to obtain a conservative estimate of the state under deterministic or stochastic uncertainties of the system. Due to the instability issue of the linearization methods and the conservativeness of the robust filters, [15] proposed an extended state Kalman filter to handle the state estimation for a class of nonlinear time-varying uncertain systems. Moreover, the upper boundedness of the estimation covariance and the optimality of estimation in some certain conditions are discussed. The corresponding continuous-time problem was studied in [16], which proposed an extended state Kalman-Bucy filter and analyzed the main performance of the filter. While, all the above filters still face many problems when they are utilized to the sensor networks, especially in the aspects of stability analysis and performance evaluation. Thus, more attention should be paid to the research of distributed state estimation for nonlinear uncertain systems.

In this paper, we study the distributed state estimation for a class of discrete-time stochastic systems with nonlinear uncertain dynamics over time-varying topologies of sensor networks. The main contributions of this paper are summarized. First, a new extended state method is provided and the method can achieve the simultaneous estimation of the original state and the nonlinear dynamics. By designing adaptive fusion matrices and filtering gain, the upper bounds of estimation covariances can be obtained in real time. Second, it is proven

1 Each sub-system on an individual sensor is observable.
that the estimation covariance of the filter is bounded under rather mild assumptions, i.e., collective observability of system and jointly strong connectedness of network topologies.

The reminder of the paper is organized as follows: Section II is on the preliminaries and problem formulation. Section III presents the main results of this paper. Section IV shows the numerical simulation. The conclusion of this paper is given in Section V. Due to the limitation of the pages, the proofs are omitted.

A. Notations

The superscript "T" represents the transpose. \( I_n \) stands for the identity matrix with \( n \) rows and \( n \) columns. \( \mathbb{E}\{x\} \) denotes the mathematical expectation of the stochastic variable \( x \), and \( \text{blockdiag}\{\cdot\} \) means the block elements are arranged in diagonals. \( \text{diag}\{\cdot\} \) represent the diagonalization scalar elements. \( \text{tr}(P) \) is the trace of the matrix \( P \). \( \mathbb{N}^+ \) denotes the set of positive natural numbers. \( \mathbb{R}^n \) stands for the set of \( n \)-dimensional real vectors.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries in Graph Theory

Let \( \mathcal{G} = (\mathcal{V}, \mathcal{E}_G, \mathcal{A}_G) \) be a weighted digraph, which consists of the node set \( \mathcal{V} = \{1, 2, \cdots, N\} \), the set of edges \( \mathcal{E}_G \subset \mathcal{V} \times \mathcal{V} \) and the weighted adjacent matrix \( \mathcal{A}_G = [a_{i,j}] \in \mathbb{R}^{N \times N} \). In the weighted adjacent matrix \( \mathcal{A}_G \), all the elements are nonnegative, row stochastic and the diagonal elements are all positive, i.e., \( a_{i,i} > 0, a_{i,j} \geq 0, \sum_{j\in\mathcal{V}} a_{i,j} = 1 \). If \( a_{i,j} > 0, j \neq i \), there is a link \( (i,j) \in \mathcal{E}_G \), which means node \( i \) can directly receive the information of node \( j \) through the communication channel.

In this situation, node \( j \) is called the neighbor of node \( i \) and all the neighbors of node \( i \) including itself can be represented by the set \( \{j \in \mathcal{V}|(i,j) \in \mathcal{E}_G\} \bigcup \{i\} \equiv \mathcal{N}_i^G \), whose size is denoted as \( |\mathcal{N}_i^G| \). For a given positive integer \( L \), the union of the \( L \) digraphs \( \mathcal{G}_1 = (\mathcal{V}, \mathcal{E}_{G_1}, \mathcal{A}_{G_1}), \cdots, \mathcal{G}_L = (\mathcal{V}, \mathcal{E}_{G_L}, \mathcal{A}_{G_L}) \) is denoted as \( \bigcup_{l=1}^L \mathcal{G}_l = (\mathcal{V}, \bigcup_{l=1}^L \mathcal{E}_{G_l}, \bigcup_{l=1}^L \mathcal{A}_{G_l}) \). \( \mathcal{G} \) is called strongly connected if for any pair nodes \( (i_1, i_2) \), there exists a direct path from \( i_1 \) to \( i_2 \) consisting of edges \( (i_1, i_2), (i_2, i_3), \cdots, (i_{l-1}, i_l) \). We call \( \mathcal{G}_1, \cdots, \mathcal{G}_L \) jointly strongly connected if \( \bigcup_{l=1}^L \mathcal{G}_l \) is strongly connected.

B. Problem Formulation

Consider the following discrete-time stochastic system

\[
\begin{aligned}
    x_{k+1} &= \bar{A}_k x_k + \bar{G}_k F(x_k, k) + \bar{\omega}_k, \\
    y_{k,i} &= \bar{H}_{k,i} x_k + v_{k,i}, \quad i = 1, 2, \cdots, N,
\end{aligned}
\]

where \( x_k \) is the unknown \( n \)-dimensional system state, \( \bar{A}_k \) is the known system matrix and \( \bar{\omega}_k \) is the zero-mean unknown process noise with \( \mathbb{E}\{\bar{\omega}_k \bar{\omega}_k^T\} > 0 \). \( F(x_k, k) \) is the \( p \)-dimensional uncertain dynamics consisting of the known nominal model \( \bar{F}(x_k, k) \) and some unknown disturbance. For convenience, we define \( F(x_k, k) \equiv \bar{F}_k \) and \( \bar{F}(x_k, k) \equiv \bar{\bar{F}}_k \). \( N \) is the number of sensors over the network. \( y_{k,i} \) is the \( m_i \)-dimensional measurement vector obtained via sensor \( i \). \( \bar{H}_{k,i} \) is the known measurement matrix, and \( v_{k,i} \) is the zero-mean stochastic measurement noise. \( \{\bar{\omega}_k\}_{k=0}^\infty \), \( \{v_{k,i}\}_{k=0}^\infty \) are independent of each other, and also independent of \( x_0 \) and \( F_0 \). It is noted that \( \bar{A}_k, \bar{G}_k, \bar{H}_{k,i}, \) and \( y_{k,i} \) are simply known to sensor \( i \). The above matrices and vectors have compatible dimensions.

For the system \( F_k \), a new state vector, consisting of the original state \( x_k \) and the nonlinear uncertain dynamics \( F_k \), can be constructed. Then a modified system model with respect to the new state vector is given in the following.

\[
\begin{pmatrix}
    x_{k+1} \\
    F_{k+1}
\end{pmatrix} =
\begin{pmatrix}
    \bar{A}_k & \bar{G}_k \\
    0 & I_p
\end{pmatrix}
\begin{pmatrix}
    x_k \\
    F_k
\end{pmatrix} +
\begin{pmatrix}
    \bar{\omega}_k \\
    0
\end{pmatrix}
\begin{pmatrix}
    \bar{F}_{k+1} - F_k \\
    I_p
\end{pmatrix},
\]

Define

\[
\begin{pmatrix}
    x_k \\
    F_k
\end{pmatrix} \equiv X_k,
\begin{pmatrix}
    \bar{A}_k & \bar{G}_k \\
    0 & I_p
\end{pmatrix} \equiv A_k,
\begin{pmatrix}
    \bar{\omega}_k \\
    0
\end{pmatrix} \equiv \bar{\omega}_k,
\begin{pmatrix}
    \bar{F}_{k+1} - F_k \\
    I_p
\end{pmatrix} \equiv D,
\begin{pmatrix}
    \bar{H}_{k,i} \\
    0
\end{pmatrix} \equiv H_{k,i},
\]

then the system \( F_k \) can be rewritten as

\[
\begin{pmatrix}
    X_{k+1} \\
    F_{k+1}
\end{pmatrix} = A_k X_k + D u_k + \bar{\omega}_k,
\]

\[
y_{k,i} = H_{k,i} X_k + v_{k,i},
\]

In this paper, the following assumptions are needed.

**Assumption 1.** The system \( F_k \) satisfies the following conditions

\[
\begin{align*}
    E\{\bar{\omega}_k \bar{\omega}_k^T\} &\leq Q_k, \\
    E\{v_{k,i} v_{k,i}^T\} &\leq R_{k,i}, \\
    E\{u_k^2(j)\} &\leq q_k(j), \quad j = 1, 2, \cdots, p,
\end{align*}
\]

where \( R_{k,i} > 0 \) and \( q_k(j) > 0 \). Also, \( Q_k \) and \( q_k(j) \) are uniformly upper bounded.

The noise conditions given in Assumption [1] are reasonable and easy to be satisfied due to the power limitation of practical systems. Different from the result [17] that treats the uncertain dynamics as a bounded total disturbance, the requirement for the increment of the nonlinear dynamics in Assumption [1] poses no restriction on the boundedness of uncertain dynamics. It is a mild condition for the systems with nonlinear uncertain dynamics.

**Assumption 2.** There exist a positive integer \( N \) and a constant \( \alpha > 0 \) such that for any \( k \geq 0 \), there is

\[
\sum_{i=1}^N \sum_{j=k}^{k+N} \Phi_{j,i}^T H_{j,i}^{-1} R_{j,i} H_{j,i} \Phi_{j,i} \geq \alpha I_n,
\]

where \( \Phi_{j,i} \) are the elements of the matrices \( \Phi_{j,i} \).
where

$$\Phi_{k,k} = I_n, \Phi_{k+1,k} = A_k, \Phi_{j,k} = \Phi_{j,j-1} \cdots \Phi_{k+1,k} (j > k).$$

Assumption 2 is a general collective observability condition [7], which is a desired condition to guarantee the stability of distributed estimation algorithms. If the system is time-invariant, then Assumption 2 degenerates to \((A, H)\) being observable [13, 19]. Besides, if the local observability condition of an individual sensor is satisfied [5], then Assumption 2 holds, but not vice versa.

In this paper, the topologies of the networks are assumed to be time-varying digraphs \(\{G_{\sigma_k}, k \in \mathbb{N}^+\}\). \(\sigma_k\) is the graph switching signal defined \(\sigma_k : \mathbb{N}^+ \rightarrow \Omega\), where \(\Omega\) is the set of the underlying network topology numbers. For convenience, the weighted adjacent matrix of the digraph \(G_{\sigma_k}\) is denoted as \(A_{\sigma_k} = [a_{i,j}(k)] \in \mathbb{R}^{N \times N}\). To analyze the time-varying topologies, we consider the infinity interval sequence of bounded, non-overlapping and contiguous time intervals \([k_l, k_{l+1}], l = 0, 1, \cdots\), with \(k_0 = 0\) and \(0 \leq k_{l+1} - k_l \leq k^0\) for some integer \(k^0\). On the time-varying topologies of the networks, the following assumption is in need.

**Assumption 3.** The digraph set \(\{G_{\sigma_k}, k \in [k_l, k_{l+1}]\}\) is jointly strongly connected across the time interval \([k_l, k_{l+1}]\) and \(a_{i,j}(k) \in \Psi, k \in \mathbb{N}^+\), where \(\Psi\) is a finite set of arbitrary nonnegative numbers.

Assumption 3 is on the conditions of the network topologies. Since the jointly connectedness of the time-varying digraphs admits the network is unconnected at each moment, it is quite general for the networks facing with the link failures. If the network remains connected at each moment or fixed [7, 18], general for the networks facing with the link failures. If the system is time-varying topologies, we consider the infinity interval sequence of bounded, non-overlapping and contiguous time intervals \([k_l, k_{l+1}], l = 0, 1, \cdots\), with \(k_0 = 0\) and \(0 \leq k_{l+1} - k_l \leq k^0\) for some integer \(k^0\). On the time-varying topologies of the networks, the following assumption is in need.

**Theorem 1.** Under Assumptions 2 and 3 for \(i \in \mathcal{V}, \forall \theta > 0\), it follows that

$$E\{(X_{k,i} - \hat{X}_{k,i})(X_{k,i} - \hat{X}_{k,i})^T\} \leq \tilde{P}_{k,i},$$

if \(W_{k,i,j}\) in the filter structure [7] are designed with

$$W_{k,i,j} = a_{i,j}(k)P_{k,i}^{-1} \tilde{P}_{k,j}^{-1}.$$

where \(\tilde{P}_{k,i}, \hat{P}_{k,i}\) and \(P_{k,i}\) evolve according to the following recursive forms:

$$\tilde{P}_{k,i} = (1 + \theta)A_{k-1}P_{k-1,i}A_{k-1}^T + \frac{1 + \theta}{\theta} \tilde{Q}_{k-1} + Q_{k-1},$$

$$\tilde{Q}_{k-1} = 4pD \cdot \text{diag}\{q_{k-1}(1), \cdots, q_{k-1}(p)\}D^T,$$

$$\hat{P}_{k,i} = (I - K_{k,i}H_{k,i})\hat{P}_{k,i}(I - K_{k,i}H_{k,i})^T + K_{k,i}R_{k,i}K_{k,i}^T,$$

$$P_{k,i} = \left(\sum_{j \in \mathcal{N}_i} a_{i,j}(k)\hat{P}_{k,j}^{-1}\right)^{-1}.$$
TABLE I
EXTENDED STATE DISTRIBUTED KALMAN FILTER (ESDKF):

| TABLE I | EXTENDED STATE DISTRIBUTED KALMAN FILTER (ESDKF): |
|---------|--------------------------------------------------|

**Prediction:**

\[
\begin{align*}
X_{k,i} &= A_{k-1}X_{k-1,i} + D\hat{u}_{k-1}, \\
P_{k,i} &= (1 + \theta)A_{k-1}P_{k-1,i}A_{k-1}^T + \frac{1}{\theta}Q_{k-1,i} + Q_{k-1,i}, \forall i > 0,
\end{align*}
\]

where \( \hat{u}_{k-1} \) and \( Q_{k-1,i} \) are given in (9) and (19), respectively.

**Measurement Update:**

\[
\begin{align*}
\hat{X}_{k,i} &= X_{k,i} + K_{k,i}(y_{k,i} - H_{k,i}X_{k,i}) \\
K_{k,i} &= P_{k,i}H_{k,i}^T(H_{k,i}P_{k,i}H_{k,i}^T + R_{k,i})^{-1} \\
P_{k,i} &= (I - K_{k,i}H_{k,i})P_{k,i},
\end{align*}
\]

**Local Fusion:** Receiving \((\hat{X}_{k,j}, P_{k,j})\) from neighbors \( j \in N_i \)

\[
P_{k,i} = P_{k,i}(\sum_{j \in N_i} a_{i,j}(k)\hat{P}_{k,j})(k-1)X_{k,j},
\]

**Proof.** Please see the proof in Appendix A.

For the filtering gain matrix \( K_{k,i} \), its design can be casted into an optimization problem given in the following lemma.

**Lemma 1.** The solution of the optimization problem

\[
\min_{K_{k,i}} \tilde{P}_{k,i}
\]

in the sense of positive definiteness is

\[
K_{k,i} = \tilde{P}_{k,i}H_{k,i}^T(H_{k,i}P_{k,i}H_{k,i}^T + R_{k,i})^{-1}.
\]

**Proof.** Please see the proof in Appendix B.

In Theorem 1 it is shown that the upper bounds of estimation error covariances at three typical steps can be iteratively obtained by each sensor. The bounds can not only contribute to the design of fusion weights and filtering gain, but also be used to evaluate the estimation accuracy in real time.

Summing up the results of Theorem 1 and Lemma 2, the extended state distributed Kalman filter (ESDKF) is provided in Table I. In the next, we will study the boundedness of the estimation error covariance of each sensor under given conditions.

**Theorem 2.** Under Assumptions 1-4 and the condition that \( \{A_k, k \in \mathbb{N}^+\} \) belongs to a nonsingular compact set, then there exists a positive definite matrix \( \tilde{P} \), such that

\[
E\{(\hat{X}_{k,i} - X_k)(\hat{X}_{k,i} - X_k)^T\} \leq P_{k,i} \leq \tilde{P}, \forall i \in V.
\]

**Proof.** Please see the proof in Appendix C.

Through Theorem 2, it can be seen that, under mild conditions including collective observability of system and jointly strong connectedness of network topologies, the proposed filter can effectively estimate the extended state, consisting of the original state and the nonlinear dynamics.

**IV. NUMERICAL SIMULATION**

In this section, we will carry out a numerical simulation to show the effectiveness of the proposed filter. Consider the following fourth-order time-varying system with four sensors

\[
\left\{ \begin{array}{l}
x_{k+1} = \begin{pmatrix} 1 & 0 & 0.1 & 0 \\ 0 & 1 & 0 & 0.1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} x_k + \begin{pmatrix} 0 \\ 0 \\ 1/3 \sin(x_k(3)) + k \\ 1/3 \sin(x_k(4)) + k \end{pmatrix}, \\
+ \omega_k \\
y_{k,i} = \tilde{H}_{k,i}x_k + v_{k,i}, i = 1, 2, 3, 4
\end{array} \right.
\]

where \( x_k \in \mathbb{R}^4 \) is the process and the observation matrices are

\[
\begin{align*}
\tilde{H}_{k,1} &= \begin{pmatrix} 1 & 0 & 0 & 0 \end{pmatrix} \\
\tilde{H}_{k,2} &= \begin{pmatrix} 0 & 1 & 0 & 0 \end{pmatrix} \\
\tilde{H}_{k,3} &= \begin{pmatrix} 1 & 1 & 0 & 0 \end{pmatrix} \\
\tilde{H}_{k,4} &= \begin{pmatrix} 0 & 0 & 0 & 0 \end{pmatrix}
\end{align*}
\]

Additionally, the network communication topologies, assumed as directed and time-varying, are illustrated in Fig. 1 with adjacent matrix selected from

\[
\begin{pmatrix}
\begin{array}{cccc}
\sigma_{k,1} & 0 & 0 & 0 \\
0 & \sigma_{k,2} & 0 & 0 \\
0 & 0 & \sigma_{k,3} & 0 \\
0 & 0 & 0 & \sigma_{k,4}
\end{array}
\end{pmatrix}
\]

And the graph switching signal \( \sigma_k \) is

\[
\begin{pmatrix}
\begin{array}{c}
\sigma_k = 1, k = 1 : 5, 16 : 20, \ldots \\
\sigma_k = 2, k = 6 : 10, 21 : 25, \ldots \ \\
\sigma_k = 3, k = 11 : 15, 26 : 30, \ldots
\end{array}
\end{pmatrix}
\]

Here, it is assumed that the process noise covariance matrix \( Q = \text{diag}\{4, 4, 4, 1, 1\} \), and the whole measurement noise covariance matrix \( R = \text{diag}\{90, 90, 90, 90\} \), and the parameter \( \theta = 0.1 \). The initial value has zero mean and covariance being 100I4, and the initial estimation setting is \( \hat{X}_{i,0} = 0 \) and \( P_{i,0} = 100I_4, \forall i = 1, 2, 3, 4 \). Next, we conduct the numerical simulation through Monte Carlo experiment, in which 500 runs for the proposed algorithm are implemented. The average performance function is defined \( MSE_{k} = \frac{\sum_{i=1}^{4} MSE_{k,i}}{4} \), where

\[
MSE_{k,i} = \frac{1}{500} \sum_{j=1}^{500} (X_{k,j,i} - \hat{X}_{k,j,i})^T (X_{k,j,i} - \hat{X}_{k,j,i}),
\]

and \( \hat{X}_{k,j,i} \) is the extended state estimate of the jth run of sensor i at the kth moment. Besides, we define \( P_k = \frac{1}{4} \sum_{i=1}^{4} P_{k,i} \).
The topologies of sensor networks are shown in Fig. 1. The simulation results based on above parameter setting are given in Fig. 2 and Fig. 3. Fig. 2 shows the tracking performance for the system states and the estimation errors, from which one can see the algorithm can effectively estimate the overall state in the sense of mean value. The comparison between $MSE_{k,i}$ and $tr(P_{k,i})$ is depicted in Fig. 3 where it can be seen that the estimation errors of the proposed algorithm keep stable in the given period and the consistency of each sensor remains.

V. CONCLUSION

In this paper, the distributed state estimation problem was studied for a class of discrete-time stochastic systems with nonlinear uncertain dynamics over time-varying topologies. Through extending the original state and the nonlinear dynamics to a new state vector, an extended system was constructed. Then, a design method for the filtering gain and fusion matrices was proposed. It was shown that the proposed filter was consistent, i.e., the upper bound of estimation covariance can be provided in real time. It was proven that the estimation covariance of the filter was bounded under rather mild assumptions, i.e., collective observability of the system and jointly strong connectedness of network topologies. Through numerical simulations, the effectiveness of the distributed filter was testified.

ACKNOWLEDGMENT

The authors would like to thank the financial support in part by the NSFC61603380, the National Key Research and Development Program of China (2016YFB0901902), the National Basic Research Program of China under Grant No. 2014CB845301.

REFERENCES

[1] F. Pfaff, B. Noack, U. D. Hanebeck, F. Govaers, and W. Koch, “Information form distributed Kalman filtering with explicit inputs,” in International Conference on Information Fusion, pp. 1–8, 2017.
[2] C. Y. Chong, S. Mori, F. Govaers, and W. Koch, “Comparison of tracklet fusion and distributed Kalman filter for track fusion,” in International Conference on Information Fusion, 2014.
[3] U. A. Khan and A. Jadbabaie, “Collaborative scalar-gain estimators for potentially unstable social dynamics with limited communication,” Automatica, vol. 50, no. 7, pp. 1909–1914, 2014.
[4] S. Das and J. M. F. Moura, “Distributed Kalman filtering with dynamic observations consensus,” IEEE Transactions on Signal Processing, vol. 63, no. 17, pp. 4458–4473, 2015.
[5] F. S. Cattivelli and A. H. Sayed, “Diffusion strategies for distributed Kalman filtering and smoothing,” IEEE Transactions on Automatic Control, vol. 55, no. 9, pp. 2069–2084, 2010.
D. Ding, Z. Wang, H. Dong, and H. Shu, “Distributed Kalman filtering: a bibliographic review,” *IET Control Theory & Applications*, vol. 7, no. 4, pp. 483–501, 2013.

X. He, W. Xue, and H. Fang, “Consistent distributed state estimation with global observability over sensor network,” *Automatica*, vol. 92, pp. 162–172, 2018.

G. Battistelli, L. Chisci, G. Mugnai, A. Farina, and A. Graziano, “Consensus-based linear and nonlinear filtering,” *IEEE Transactions on Automatic Control*, vol. 60, no. 5, pp. 1410–1415, 2015.

W. Yang, C. Yang, H. Shi, L. Shi, and G. Chen, “Stochastic link activation for distributed filtering under sensor power constraint,” *Automatica*, vol. 75, pp. 109–118, 2017.

K. Reif, S. Gunther, E. Yaz, and R. Unbehauen, “Stochastic stability of the discrete-time extended Kalman filter,” *IEEE Transactions on Automatic Control*, vol. 44, no. 4, pp. 714–728, 1999.

S. J. Julier and J. K. Uhlmann, “Unscented filtering and nonlinear estimation,” *Proceedings of the IEEE*, vol. 92, no. 3, pp. 401–422, 2004.

G. Battistelli, L. Chisci, G. Mugnai, A. Farina, and A. Graziano, “Consensus-based linear and nonlinear filtering,” *IEEE Transactions on Automatic Control*, vol. 60, no. 5, pp. 1410–1415, 2015.

W. Yang, C. Yang, H. Shi, L. Shi, and G. Chen, “Stochastic link activation for distributed filtering under sensor power constraint,” *Automatica*, vol. 75, pp. 109–118, 2017.

K. Reif, S. Gunther, E. Yaz, and R. Unbehauen, “Stochastic stability of the discrete-time extended Kalman filter,” *IEEE Transactions on Automatic Control*, vol. 44, no. 4, pp. 714–728, 1999.

S. J. Julier and J. K. Uhlmann, “Unscented filtering and nonlinear estimation,” *Proceedings of the IEEE*, vol. 92, no. 3, pp. 401–422, 2004.

G. Yang and W. Chen, “Non-fragile $H_{\infty}$ filter design for linear continuous-time systems,” *Automatica*, vol. 44, no. 11, pp. 2849–2856, 2008.

D. Ding, Z. Wang, H. Dong, and H. Shu, “Distributed $H_{\infty}$ state estimation with stochastic parameters and nonlinearities through sensor networks: the finite-horizon case,” *Automatica*, vol. 48, no. 8, pp. 1575–1585, 2012.

G. Calafiore, “Reliable localization using set-valued nonlinear filters,” *IEEE Transactions on Systems, Man, and Cybernetics-Part A: Systems and Humans*, vol. 35, no. 2, pp. 189–197, 2005.

W. Bai, W. Xue, Y. Huang, and H. Fang, “On extended state based Kalman filter design for a class of nonlinear time-varying uncertain systems,” *Science China Information Sciences*, vol. 61, no. 4, p. 042201, 2018.

X. Zhang, W. Xue, H. Fang, and X. He, “On extended state based Kalman-Bucy filter,” in *IEEE 7th Data Driven Control and Learning Systems Conference*, 2018.

Z. Cai, M. S. D. Queiroz, and D. M. Dawson, “Robust adaptive asymptotic tracking of nonlinear systems with additive disturbance,” *IEEE Transactions on Automatic Control*, vol. 51, no. 3, pp. 524–529, 2006.

G. Battistelli and L. Chisci, “Kullback-Leibler average, consensus on probability densities, and distributed state estimation with guaranteed stability,” *Automatica*, vol. 50, no. 3, pp. 707–718, 2014.

X. He, C. Hu, W. Xue, and H. Fang, “On event-based distributed Kalman filter with information matrix triggers,” in *IFAC World Congress*, pp. 14873–14878, 2017.

S. J. Julier and J. K. Uhlmann, “A non-divergent estimation algorithm in the presence of unknown correlations,” in *Proceedings of the American Control Conference*, pp. 2369–2373, 1997.

W. Niehsen, “Information fusion based on fast covariance intersection filtering,” in *International Conference on Information Fusion*, pp. 901–904, 2002.
Considering $E\{e_{k,i}e_{k,i}^T\} = 0$, one can obtain
\[
E\{\tilde{e}_{k,i}\tilde{e}_{k,i}^T\} = (I - K_{k,i}H_{k,i})E\{e_{k,i}e_{k,i}^T\}(I - K_{k,i}H_{k,i})^T + K_{k,i}E\{e_{k,i}e_{k,i}^T\}K_{k,i}^T
\geq (I - K_{k,i}H_{k,i})\tilde{P}_{k,i}(I - K_{k,i}H_{k,i})^T + K_{k,i}R_{k,i}K_{k,i}^T
= \tilde{P}_{k,i}.
\] (22)

Notice that
\[
e_{k,i} = \tilde{X}_{k,i} - X_k
= P_{k,i}\sum_{j \in N_i} a_{i,j}(k)\tilde{P}_{k,j}(\tilde{X}_{k,j} - X_k)
= P_{k,i}\sum_{j \in N_i} a_{i,j}(k)\tilde{P}_{k,j}^{-1}e_{k,j},
\] (23)
where
\[
P_{k|[k,i]} = \left(\sum_{j \in N_i} a_{i,j}(k)\tilde{P}_{k,j}^{-1}\right)^{-1}.
\] (24)

According to (23) – (24) and the consistent estimate of Covariance Intersection (21), there is
\[
E\{e_{k,i}e_{k,i}^T\} \leq P_{k,i}.
\] (25)

Therefore, the proof is finished.

**APPENDIX B**

**PROOF OF LEMMA 1**

**Proof.** Consider (22), then we have
\[
\tilde{P}_{k,i} = (I - K_{k,i}H_{k,i})\tilde{P}_{k,i}(I - K_{k,i}H_{k,i})^T + K_{k,i}R_{k,i}K_{k,i}^T
\geq \tilde{P}_{k,i} - K_{k,i}H_{k,i}\tilde{P}_{k,i}(I - K_{k,i}H_{k,i})^T + K_{k,i}R_{k,i}K_{k,i}^T
\geq \tilde{P}_{k,i} - K_{k,i}H_{k,i}\tilde{P}_{k,i}(I - K_{k,i}H_{k,i})^T + K_{k,i}R_{k,i}K_{k,i}^T
\geq (K_{k,i} - K_{k,i}^*)(H_{k,i}\tilde{P}_{k,i}H_{k,i}^T + R_{k,i})(K_{k,i} - K_{k,i}^*)^{-1}
\geq (I - K_{k,i}^*H_{k,i}^T)\tilde{P}_{k,i},
\] (26)

where $K_{k,i}^* = H_{k,i}\tilde{P}_{k,i}H_{k,i}^T + R_{k,i}$.

Thus, from (26) it is seen that $\tilde{P}_{k,i}$ is minimized in the sense of positive definiteness when $K_{k,i} = K_{k,i}^*$.

**APPENDIX C**

**PROOF OF THEOREM 2**

In light of (10), we turn to prove the boundedness of $P_{k,i}$. Considering (3), Assumption 1 and (19), we can easily prove that $\frac{1}{\eta}Q_{k-1} + Q_{k-1} > 0$. Thus, $P_{k,i}$ is positive definite.

By exploiting the matrix inverse formula on $P_{k,i}$ and $\tilde{P}_{k,i}$, respectively, we obtain
\[
P_{k,i}^{-1} \geq \sum_{j \in N_i} a_{i,j}(k)\tilde{P}_{k,j}^{-1}
\geq \sum_{j \in N_i} a_{i,j}(k)\tilde{P}_{k,j}^{-1} + \sum_{j \in N_i} a_{i,j}(k)H_{k,j}^TR_{k,j}R_{k,j}^{-1}H_{k,j}
\geq \eta \sum_{j \in N_i} a_{i,j}(k)A_{k}^T \tilde{P}_{k,L}^{-1}A_{k}^{-1} + \sum_{j \in N_i} a_{i,j}(k)H_{k,j}^TR_{k,j}R_{k,j}^{-1}H_{k,j},
\] (27)

where $0 < \eta < 1$, which is obtained from Lemma 1 in \[18\] due to Assumption 1 and the condition that $\{A_{k}, k \in \mathbb{N}^+\}$ belongs to a nonsingular compact set.

By recursively applying (27) for $L$ times, one has
\[
P_{k,i}^{-1} \geq \eta^L \Phi_{k,k-L} \left( \sum_{j \in N} a_{i,j,k-L} \right) A_{k}^T \tilde{P}_{k,L}^{-1} + \tilde{P}_{k,i}^{-1},
\] (28)

where
\[
\tilde{P}_{k,i}^{-1} = \sum_{s=1}^{L} \eta^{s-1} \Phi_{k,k-s} \left( \sum_{j \in N} a_{i,j,k-s} H_{k,j}^T R_{k,j}^{-1} H_{k,j} \right) \Phi_{k,k-s}^{-1},
\] (29)

and $a_{i,j,k-s}$ is the $(i,j)$th element of $\Pi_{k-s}$. Since the first term on the right hand side of (28) is positive definite, we consider the second term $\tilde{P}_{k,i}^{-1}$. Under Assumption 2, the jointly strongly connected network can lead to $a_{i,j,k-s} > 0$, $s \geq \max\{k^0, N\}$.

From (29), one can obtain
\[
\tilde{P}_{k,i}^{-1} \geq a_{min} \sum_{s=k^0}^{L} \left( \sum_{j \in N} a_{i,j,k-s} H_{k,j}^T R_{k,j}^{-1} H_{k,j} \right) \Phi_{k,k,s}^{-1},
\] (30)

where $a_{min} = \min_{i,j \in N} a_{i,j,k-s} > 0$, $s \in [\max\{k^0, N\}, L]$. It is noted that $a_{min}$ can be obtained under Assumption 3 since the elements of $A_{k}$ belong to a finite set.

Let $L = \max\{k^0, N\} + N$. Under Assumption 2 and the condition that $\{A_{k}, k \in \mathbb{N}^+\}$ belongs to a nonsingular compact set, then there exists a constant positive definite matrix $\tilde{P}_{k,L}$, such that
\[
\tilde{P}_{k,L}^{-1} \geq \tilde{P}_{k,i}^{-1}.
\] (31)

Considering (28), we have $P_{k,i} \leq \tilde{P}, k \geq L$. Due to $L = \max\{k^0, N\} + N < \infty$, there exists a constant matrix $\tilde{P}$, such that $P_{k,i} \leq \tilde{P}, k \geq 0$. Then the conclusion of this theorem holds.