Preparation of phthalocyanine green nano pigment using supercritical CO\textsubscript{2} gas antisolvent (GAS): experimental and modeling
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1. Introduction

Nowadays, supercritical fluids (SCFs) have attracted a great deal of attention in numerous fields, such as solubility of the drug, micronization, and formation of the nanoparticles, extraction, coating, separation and chemical reaction [1, 2, 3, 4, 5, 6, 7, 8]. In most of these cases, SCF serves as a solvent and exhibits high solute diffusion and minor viscosity. Thanks to its advantages such as non-explosiveness, non-flammability, non-combustibility, lack of producing the residual, non-toxicity, recyclability, environmentally friendly characteristics, availability at high purity, low critical pressure and temperature \(P_C = 7.38\) MPa and \(T_C = 31.4\) °C, and ready availability at low cost of supercritical carbon dioxide (SC-CO\textsubscript{2}), SC-CO\textsubscript{2} is now a highly popular SCF \[9,10,11,12,13,14,15\].

Nano-sized particles can be obtained by various processes including solid-solid, liquid-solid, or gas-solid transitions. Physical and chemical vapor deposition, colloidal chemistry methods, mechanical (milling-grinding), sol–gel, hydrothermal, biological/biomimetic as well as ultrasonic and microwave techniques can be mentioned as some of the conventional methods used for production of the nanoparticles [16]. In the traditional technologies for production of the nanoparticles, there are many problems, such as degradation in the structure of particles due to thermal or mechanical stresses. The presence of organic solvents or other toxic substances in the products and also production of the large particles with inappropriate distribution are among the other problems associated with these processes [17, 18]. Precipitation of the SCF has received a great deal of attention due to its high diffusivity, adjustable solvent power, low viscosity, and ease of mass transfer, and the SCF-based precipitation process (micronization and nanonization) has been more studied. The preparation of small particles (in micro or nano scale) with a tunable particle size distribution (PSD) is one of the prominent issues in the fields of science and industry. Achieving the nanoparticles with the precisely controlled size and shape is the main issue in the size reduction of the solid substances and providing the nano-scaled particles. Size, shape, surface, crystalline structure, morphology and the particles determine the quality and physical and chemical stability of the final products (i.e., micro and nano particles) [19, 20]. In this regard, SCF-based techniques have been regarded as one of the newly-emerged class of “green” technologies to produce the fine particles. In such procedures, the particle size and PSD are influenced by the operational condition (i.e., pressure, temperature, solute (dye, pigment) concentration, carbon dioxide content, and anti-solvent/co-solvent ratio) [21, 22].

In the SCF-based technique to produce the micro/nano particles, SCFs can be used as an anti-solvent, solvent, and reaction media. The entire range of such processes could be classified in different classes: (1) SCF as a solvent; e.g., rapid expansion of the supercritical solution (RESS) [10,
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Recently, Sodeifian et al., reported the use of a new ultrasonic method combined with RESSAS and RESOLV (US-RESSAS and US-RESOLV) [48,49].

Supercritical dyeing (SCD) technology and its micro- or nano-sized products have been used to improve the performance of the dyes or pigments and prevent the environmental pollution (water) during the dyeing process. The main challenge of the pigments is their poor solubility in the water and other matrices. The SCF has been used as an anti-solvent (GAS process) for the compounds with poor solubility in the SC-CO2 and high polarity (such as different pigments, pharmaceuticals, and temperature-sensitive materials) [50].

As a batch (discontinuous) procedure, GAS exhibits its maximum efficiency in the case of using the SFC-insoluble solid solutes in the highly soluble liquids. In other words, the solute should be carbon dioxide-insoluble; while the organic solvent should exhibit high carbon dioxide solubility at the precipitation temperatures and pressures. The GAS process relies on the solution expansion by the SC-CO2. In this case, the liquid solvents are not proper for dissolving the solute or occurrence of nucleation. In fact, the liquid phases are employed for dissolving the SC-CO2, which will abruptly reduce the solvent’s solvating power and result in the development of the solid precipitates [17]. Actually, in this process, the solid is solved in the solvent including methanol, ethanol, dimethyl sulfoxide (DMSO), etc. The prepared solution is loaded into the sedimentation cell. After introducing the SC-CO2 with suitable flow rate into the cell, the solution is expanded. This results in a decrease the liquid solvent power and ultimately, deposition of the dissolved particles in the solution [20]. There are many studies on the production of the nanoparticles by the GAS method in the literature. Muller et al. [20], investigated the GAS method for micronization of an organic drug. Bothun et al. [51], and Cocero-Ferrero [52] considered the GAS to produce the amorphous polyacrylic acid particles from the chloroform and to perform the micronization of β-carotene, respectively. The molar volume expansion is a key parameter of the GAS. The knowledge about this parameter contributes to the control of the super saturation and PSD. Also, the lowest relative molar volume expansion is related to the highest available super saturation. Upon addition of an anti-solvent, the volume expansion occurs, which may be attributed to the SCF dissolution in the solvent. This leads to a decrease in the solvent density and power. The volumetric expansion has been calculated using the thermodynamic models [53, 54, 55]. It is worth noting that, during a GAS process, particles may precipitate not necessarily under the optional (arbitrary) operating conditions; in such cases, rather the thermodynamic models should be used to find the suitable conditions for retaining the feasibility of the process in practice. Thermodynamic models relate the phase behavior to the formation and growth of the particles. Additionally, the modeling demonstrates the effect of anti-solvent addition on the mean particle size and PSD of the final products [7, 45, 56].

It should be emphasized that, the knowledge about the dynamics, kinetics, and mechanism of particle formation via the GAS technique may have the important contributions to the control over size ad PSD of the precipitated particles [22, 30, 57].

Thanks to their superior physicochemical properties, phthalocyanines (Pcs), and in particular copper-phthalocyanine (CuPc) are the chemically and thermally stable organic materials that have been extensively studied, both theoretically and experimentally. The behavior of Pcs in the solutions and the structure of their crystals in various forms (e.g., nanoparticles, micro-particles, or films) have attracted a great deal of interest. Commercially known as the Pigment Green7, phthalocyanines green (Pc-G) or copper perchlorophthalocyanine (CuPhCl14) is one of the members of Pc class. This synthetic green pigment is indeed a complex consisting of copper (II) and chlorinated Pc [58, 59].

According to the literature review, no research has addressed the production of Pc-G nanoparticles via the GAS process and its thermo-dynamic modeling. It is noteworthy that, in our previous work, experimental solubility and thermodynamic modeling of the Pc-G in SC-CO2 was investigated at pressures and temperatures ranging within 10–35 MPa and 308.15–338.15 K, respectively. The mole fraction of the Pc-G dissolved in the SC-CO2 was obtained in the range of $0.01 \times 10^{-5}$ to $12.12 \times 10^{-5}$ [60].

In this study, the feasibility of the GAS process to decrease the particle size of the Pc-G (nano-sized) was evaluated. The parameters influencing the process were studied and optimized by the Box–Behken design (BBD). BBD is a suitable and up-to-date optimization method classified as a rotatable or nearly rotatable second-order design based on the three-level incomplete factorial designs [61, 62].

Gas process conditions resulting in the optimal Pc-G precipitation were determined by modeling the volume expansion and phase equilibriu (thermodynamic model). In this system, pigment (Pc-G) was considered as the solute while, the DMSO and SC-CO2 played the role of solvent and anti-solvent, respectively. Procedure parameters, such as pressure, temperature, and solute concentration were investigated and their effect on the particle size and PSD of the produced Pc-G particles was evaluated using the BBD. Various analytical methods (dynamic light scattering (DLS), Fourier transform infrared spectrometry (FTIR), scanning electron microscopy (SEM), X-ray diffraction (XRD), and differential scanning calorimetry (DSC)) were conducted to characterize the specimens (processed particles) using different analyses. Finally, a comparison was made between the processed and unprocessed particles.

2. Experimental section

2.1. Materials

Phthalocyanine green Pc-G, CAS Number (14832-14-5) and Dimethyl sulfoxide (DMSO, CAS Number: 67-68-5) with a purity (GC) of $>99.0\%$ were supplied from Sigma-Aldrich (USA). High-purity (99.99%) carbon dioxide (CO2) (CAS Number 124-38-9) was prepared by Fadak Company (Kashan, Iran). All the mentioned substances were applied as-received with no extra further purification. The details of the employed compounds are presented in our previous work [60].

2.1.1. Equipment and process of gas anti-solvent (GAS)

Figure 1 schematically illustrates the setup applied in the GAS batch-fed precipitation procedure. The employed GAS pilot plant included several parts: a CO2 cylinder (P-1), a metal μm filter (Hylok, 6000 psi) (P-2), a refrigeration unit to provide liquefied CO2 (P-3), an air compressor (P-5) equipped high-pressure pump (Haskel pump, MSH-P110) (P-6) for supercritical fluid delivery, a 100-μl precipitation unit (P-8), a system for automation (P-10) which encompasses pressure assessment tools (pressure gauge and digital pressure transmitter (WIRA) and a back-pressure regulator (GO; BP-66)) (P-9), temperature measuring unit (consisting of digital thermometer, temperature indicator), a temperature-tunable oven (Froulalo AE-60, France) combined with Pt 100 temperature sensors (±0.1 K) (P-7), and sintered metal filter along with a polymer filter (PTFE) (P-11) on which the particles were supposed to be precipitated (P-13). The entire fittings and piping process were implemented using 1/8” stainless steel 316 capable of tolerating high pressure values (up to 45 MPa).

First, solutions of Pc-G in the DMSO were prepared at various concentrations: 10, 40, and 70 mg/mL. Also, the operating temperature...
(308, 318, and 328 K) and pressure (10, 15, and 20 MPa) were chosen for the experimental data. The operating conditions of the process (temperature and pressure) were selected using the thermodynamic modeling and initial tests (preliminary test) [21, 63, 64].

Then, 2 mL of this solution (Pc-G - solvent) was loaded into the precipitation cell. After passing through a metal μm filter (pore size of 1 μm) used to remove the particle contaminations at the size of μm, the carbon dioxide was introduced into the refrigeration system where it was compressed and converted into the liquefied gas through temperature decline. The liquefied gas pressure was equivalent to the CO2 cylinder pressure (6 MPa) when it left the refrigeration unit. Afterwards, it was charged into a reciprocating pump, in which its pressure was changed to the intended one. The CO2 flow rate was equal to 1 g/min and also, the accuracy of the pressure transmitter and gauge was equal to ±0.1 MPa. For reaching the desired temperature, the precipitation cell was placed inside an oven. The inner diameter and length of precipitation unit were equal to 60 and 120 mm, respectively. SC-CO2 was pressurized and applied from the top of the precipitation cell by stabilizing the operating condition at its set point in the precipitator cell while, the outlet valve on the bottom of the cell was sealed throughout the precipitation stage. After providing the desired pressure in the precipitator, the pump was turned off, the input valve on the bottom of the cell was closed and the precipitator conditions were kept constant for 90 min. Although, the CO2 stream could diffuse and pass the sintered metal and polymer filters placed on the cell bottom, the pigment particle was precipitated on the filters. At last, the Pc-G particles were collected after depressurizing the precipitator.

2.1.2. Experimental design (BBD) for nanoparticle production via GAS

The Box–Behnken experimental design (BBD) was coupled with response surface methodology to assess the input variables and their interactions to determine the optimal response [61, 65]. A 3-factor and 3-level Box–Behnken design was employed to investigate the impact of the procedure factors on the morphology and of size the Pc-G precipitates obtained from the GAS approach. DLS technique was applied to determine the mean particle size (x50). The independent–dependent variables correlation was assessed by fitting the experimental data with the following second-order quadratic polynomial relation [66, 67, 68]:

$$Y = \beta_0 + \beta_1A_1 + \beta_2A_2 + \beta_3A_3 + \beta_{11}A_1^2 + \beta_{22}A_2^2 + \beta_{33}A_3^2 + \beta_{12}A_1A_2 + \beta_{13}A_1A_3 + \beta_{23}A_2A_3$$

in which, Y shows the process response (output); while A1 – A3 denote the coded independent parameters. \( \beta_0 \) represents the intercept term; whereas \( \beta_1 - \beta_3 \) stand for the linear coefficients. \( \beta_{12}, \beta_{13}, \text{and} \beta_{23} \) show the interaction coefficients; \( \beta_{11}, \beta_{22}, \text{and} \beta_{33} \) represent the quadratic coefficients. The analysis of variance (ANOVA) was also conducted considering R², adjusted R², predicted R² and F-values. Moreover, the experimental data were graphically analyzed using the Design Expert 7.0.0 software. This research employed a quadratic model which included the linear, interactive and quadratic terms.

2.1.3. Particle characterization

The structural, morphological and surface properties of the GAS-produced particles were investigated using Fourier Transform Infrared
Spectrophotometer (FTIR) and Field Emission Scanning Electron Microscope (FESEM; Hitachi, S-4160 FESEM apparatus (20 kV), Japan). Furthermore, the PSD of the samples was carried out by dynamic light scattering DLS; a NANOPOX particle sizer (Symaptec GmbH System-Partikel-Technik) equipped with a He–Ne laser (wavelength: 623 nm, power: 10 mW). The thermal stability of the specimens was investigated by differential scanning calorimetry (DSC; 404 F3 Pegasus, Netzsch Co., Germany). In a typical procedure, the temperature of the samples (5 mg/run) were elevated from 303 K (starting temperature) to 503 K (end temperature) with a heating rate of 10 K/min in a standard aluminum pan under an argon flow (20 mL/min). Finally, XRD (XRD; Philips Xpert Pro MPD, Netherland) was utilized at room temperature to examine the crystallinity, phase status and average crystallite size.

3. Thermodynamic framework

For a GAS process, the thermodynamic modeling and phase behavior analysis of the system are essential steps for the evaluation of the process feasibility. For this purpose, volume expansion and phase equilibrium should be investigated by thermodynamic models prior to the experimental steps. To model the GAS process, all phases were assumed to exhibit the same pressure and temperature. Additionally, due to the low volume of the precipitator and mixing of the liquid and gas phases, mass transfer resistance was assumed to be negligible [7, 22, 30].

3.1. Peng-Robinson equation of state (EoS)

The Peng–Robinson equation of state has the following form [69]:

\[ P = \frac{RT}{v - b} + \frac{a(T)}{v(v + b)} \]  \hspace{1cm} (2)

In the above equation, absolute pressure (MPa) and temperature (K) are represented by \( P \) and \( T \), respectively. \( v \) denotes the molar volume (cm\(^3\)/mol) while \( R \) shows the global gas constant (8.314 J.mol/K). \( a \) and \( b \) parameters are related to the critical and physical features of the pure components with interaction parameters. For a system composed of only a single compound, \( a \) and \( b \) are constants which could be determined by:

\[ a(T, \omega) = 0.45724 \frac{RT^2}{P_c} \times a(T_c, \omega) \]  \hspace{1cm} (3)

\[ a(T_c, \omega) = \left[ 1 + k \left( 1 - T_c^{-0.5} \right) \right]^\omega \]  \hspace{1cm} (4)

\[ k = 0.37464 + 1.54226 \omega - 0.26992 \omega^2 \]  \hspace{1cm} (5)

\[ b = 0.07780 \frac{RT_c}{P_c} \]  \hspace{1cm} (6)

In which \( P \) and \( T \) stand for the critical pressure (MPa) and temperature (K), respectively, \( \omega \) represents the acentric factor of the compound. The reduced temperature is also shown by \( T_r \) (where \( T_r = T / T_c \)). Since no information was found regarding the critical and physical properties of Pc-G, parameters such as the acentric factor, critical pressure and critical temperature as well as the normal boiling point (\( T_b \)) were estimated using the group contribution method [70]. Additionally, in a solute-CO\(_2\) system, the \( a \) and \( b \) parameters desirable for the Peng–Robinson EoS could be described by a two-parameter van der Waals (vdW) mixing rule:

\[ a_\alpha = \sum_j \gamma_{ij} \sqrt{a_i a_j} \left( 1 - k_{ij} \right) \]  \hspace{1cm} (7)

\[ b_\alpha = \sum_j \gamma_{ij} \frac{(b_i + b_j)}{2} \left( 1 - l_{ij} \right) \]  \hspace{1cm} (8)

\( l_{ij} \) and \( k_{ij} \) are binary interaction parameters whose optimum values can be obtained by the genetic algorithm (GA).

The equilibrium compositions were assessed on the basis of the PR-EoS using below equation:

\[ \sum \phi_i - \phi_i^0 = 0 \]  \hspace{1cm} (9)

3.2. Vapor-liquid-solid equilibrium calculation

\[ \ln \frac{\phi_i}{x_i} = \frac{A}{2\sqrt{B}} \left( \frac{2 \sum_j \gamma_{ij} b_j}{a_n b_n} \right) \ln \left( \frac{Z + 2.414B}{Z - 0.414B} \right) - \ln(Z - B) \]  \hspace{1cm} (10)

With

\[ Z = \frac{PV}{RT} = A = \frac{P_d}{R^2T^2} \quad B = \frac{b_n P}{RT} \]  \hspace{1cm} (11)

The proposed system involves three equilibrated phases (vapor, liquid, and solid (VLS)). The equilibrium condition of the mentioned system includes [7, 53, 55]:

\[ \frac{\phi_i}{\phi_1} x_1^3 - x_1 = 0 \]  \hspace{1cm} (12)

\[ \frac{\phi_i}{\phi_2} x_1^2 - x_2 = 0 \]  \hspace{1cm} (13)

\[ \frac{\phi_i}{\phi_3} x_1^3 - x_3 = 0 \]  \hspace{1cm} (14)

Eqs. (12) and (13) are the equilibrium condition for liquid–vapor equilibrium of binary system. Eqs. (12), (13), and (14) are three equilibrium condition for liquid–vapor equilibrium of ternary system. In Eq. (15) it is supposed that the solid phase is pure solute in the solid liquid equilibrium.

\[ \phi_i^0 - x_3 = 0 \]  \hspace{1cm} (15)

In Eq. (15), \( \phi_i^0 \) is the fugacity coefficient of solute in solid phase. The following constraints for two fluid phases (liquid and vapor) were used:

\[ \sum_{i=1}^{3} x_i - 1 = 0 \]  \hspace{1cm} (16)

\[ \sum_{i=1}^{3} y_i - 1 = 0 \]  \hspace{1cm} (17)

The PR EoS can be employed to model the liquids and vapors. Therefore, the solid phase fugacity coefficient was separately proposed. Below equation can be used for \( \phi_i^0 \) calculation [7, 55]:

\[ \ln \phi_i^0 = \ln \phi_i^{\text{pure}} + \frac{\Delta H_{tp}}{R} \left( \frac{1}{T_p} - \frac{1}{T} \right) + \frac{\Delta V_p}{RT} (P - P_p) \]  \hspace{1cm} (18)

In the above relation, \( \phi_i^{\text{pure}} \) represents the fugacity coefficient of the pure solute present in the sub-cooled liquid with the respective temperature and pressure of \( T \) and \( P \). Calculation of the fugacity coefficient requires information on the triple point fusion heat (\( \Delta H_{tp} \)), temperature \( T_p \) often approximated to the melting point and pressure \( P_p \) as well as the solute molar volume at the triple point \( V_{tp} \).

3.3. Molar volume expansion

Defined by de la Fuente Badilla et al., the relative molar volume change can be obtained by [53]:
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\[
\frac{\Delta v}{v} = \frac{v(T, P, x_1) - v_0(T, P_0)}{v_0(T, P_0, x_1)}
\]

where, \(v(T, P, x_1)\) indicates the molar volume of the liquid phase as a function of the system temperature and pressure, \(x_1\) represents the equilibrium liquid-dissolved CO2 mole fraction and \(v_0(T, P_0, x_1)\) stands for the solvent molar volume at the system temperature and the reference pressure (in this work, \(P_0 = 1.01325\) bar).

4. Results and discussion

4.1. Box–Behnken experimental design and evaluation of the fitted model

Box–Behnken experimental design (BDD) was employed to evaluate the effect of the three process parameters on the size and morphology of the Pc-G precipitates. Various ranges of the independent variables were studied (temperature \((A_1; 308, 318, 328)\) K, pressure \((A_2; 10, 15, 20)\) MPa, and initial solute concentration \((A_3; 10, 40, 70)\) mg/mL) as listed in Table 1. Based on this design, the average particle size \((x_{50})\) was considered as an output variable (response) and the required number of experiments was found to be 17. Table 2 shows the empirical results about the decrease in the particle size in different operational conditions.

The response relationships with different variables were determined by the BBD approach considering the coded factors using the multiple regression analysis of the experimental results. The relationship between

| Parameters and their levels for the purpose of Box–Behnken experimental design. | Level 1 | Level 2 | Level 3 |
|---|---|---|---|
| Pressure (MPa); \(A_1\) | 10 | 15 | 20 |
| Temperature (K); \(A_2\) | 308 | 318 | 328 |
| Solute concentration (mg/mL); \(A_3\) | 10 | 40 | 70 |
| Solvent | DMSO |

| Run | \(P (A_1)\) (MPa) | \(T (A_2)\) (K) | Solute concentration \((A_3)\) (mg/mL) | Mean particle size \((x_{50})\) -nm | Predicted value (nm) |
|---|---|---|---|---|---|
| 1 | 20.00 | 328.00 | 40.00 | 63.57 | 66.71 |
| 2 | 15.00 | 318.00 | 40.00 | 116.08 | 116.07 |
| 3 | 15.00 | 318.00 | 40.00 | 116.08 | 116.07 |
| 4 | 20.00 | 308.00 | 40.00 | 27.12 | 28.56 |
| 5 | 15.00 | 318.00 | 40.00 | 116.08 | 116.07 |
| 6 | 10.00 | 318.00 | 70.00 | 214.87 | 215.39 |
| 7 | 10.00 | 318.00 | 10.00 | 188.36 | 192.41 |
| 8 | 10.00 | 318.00 | 40.00 | 233.62 | 232.17 |
| 9 | 15.00 | 308.00 | 10.00 | 85.17 | 84.25 |
| 10 | 15.00 | 318.00 | 70.00 | 116.08 | 116.07 |
| 11 | 20.00 | 318.00 | 70.00 | 157.51 | 158.42 |
| 12 | 15.00 | 308.00 | 70.00 | 67.04 | 62.98 |
| 13 | 15.00 | 318.00 | 40.00 | 98.22 | 100.83 |
| 14 | 20.00 | 318.00 | 10.00 | 41.26 | 40.73 |
| 15 | 10.00 | 308.00 | 40.00 | 170.34 | 167.19 |
| 16 | 15.00 | 318.00 | 10.00 | 132.4 | 129.78 |
| 17 | 15.00 | 318.00 | 40.00 | 116.08 | 116.07 |

| Source | Sum of squares | df | Mean square | F-Value | p-value Prob > F | Adeq Precision |
|---|---|---|---|---|---|---|
| Model | 53161.89 | 9 | 5906.88 | 568.25 | <0.0001 | significant |
| \(A_1\)-pressure | 46238.40 | 1 | 46238.40 | 4448.16 | <0.0001 | significant |
| \(A_2\)-Temperature | 5317.38 | 1 | 5317.38 | 511.54 | <0.0001 | significant |
| \(A_3\)-Concentration | 1022.65 | 1 | 1022.65 | 98.38 | <0.0001 | significant |
| \(A_1\times A_2\) | 179.96 | 1 | 179.96 | 17.31 | 0.0042 | significant |
| \(A_1\times A_3\) | 0.13 | 1 | 0.13 | 0.013 | 0.9130 |
| \(A_2\times A_3\) | 36.36 | 1 | 36.36 | 3.50 | 0.1036 |
| \(A_1^2\) | 309.24 | 1 | 309.24 | 29.75 | 0.0010 | significant |
| \(A_2^2\) | 4.11 | 1 | 4.11 | 0.39 | 0.5496 |
| \(A_3^2\) | 44.00 | 1 | 44.00 | 4.23 | 0.0787 |
| Residual | 72.76 | 7 | 10.39 |
| Lack of Fit | 72.76 | 3 | 24.25 |
| Pure Error | 0.00 | 4 | 0.00 |
| Cor Total | 53234.66 | 16 |

| Quadratic | Std. Dev. PRESS R-Squared Adj R-Squared Pred R-Squared Adeq Precision |
|---|---|---|---|---|---|
| 3.22 | 1164.23 | 0.9986 | 0.9969 | 0.9781 | 82.341 |
the response and significant variables can be described using the following second-order quadratic polynomial equation:

\[ X_{50} = 116.08 - 76.02A + 25.78B + 11.31C - 6.71AB \\
- 0.18AC + 3.01BC + 8.57A^2 - 0.99B^2 + 3.23C^2 \]  

(20)

Table 3 summarizes the analysis of variance (ANOVA) test results obtained by the Design Expert 7.0.0 software. Accordingly, the higher the F-value and the lower the p-value, the more significant the corresponding coefficient will be. High F-values imply that the regression equations are capable of describing the response variations. Furthermore, p-values below 0.05 indicated the statistical significance. As shown in Table 3, the F-value (568.25) and p-value of the model (<0.0001) clearly confirmed the model significance with a predictability confidence of >95%. Based on the ANOVA results, pressure, temperature, and solute concentration most significantly influenced the model. \( R^2 \) (R-square), adjusted \( R^2 \), and predicted \( R^2 \) can be employed to check the degree of fit in a quadratic model. Indeed, the larger \( R^2 \) and adjusted \( R^2 \) indicated the better fitting of the proposed model to the experimental data (i.e., higher input-response correlation). In this study, \( R^2 \) (R-square) was equal to 0.9986 while, the adjusted \( R^2 \) and predicted \( R^2 \) were determined as 0.9969 and 0.9781, respectively. Finally, BBD studies confirmed the acceptable performance of the model with a good reliability. Figure 2(a–c) show the 3D surface diagrams regarding evaluation of the effect of each parameter on the Pc-G pigment nanoparticle size and formation mechanisms. Additionally, Figure 3 presents the diagnostic plots of the model adequacy (model fitting) via the BBD method, which can be applied for comparison of the experimental results with the model-calculated ones. As indicated in Figure 3, the experimental results exhibited a significant

![Figure 2. The surface plots representing the impact of (a) temperature and pressure, (b) solute concentration and temperature, and (c) solute concentration and pressure on the particles size.](image)
proximity to the estimated data implying the good fitting to the empirical results. BBD was employed in the Design Expert software to optimize the operational conditions in order to minimize the Pc-G particle size. According to this optimization, a temperature of 308.1 K, the pressure of 19.98 MPa, and the solute (Pc-G) concentration of 33.57 mg/mL will result in an optimal particle size (27.11 nm).

4.2. Effect of the operating parameters

The effect of various parameters was investigated for process optimization.

4.2.1. Temperature

According to Figure 2 and Table 2 (obtained from the Box–Behnken experimental design), enhancement of the process temperature (308, 318, and 328 K) augmented the mean size of the precipitated Pc-G particles. Temperature is important in the GAS process because of its effect on the solubility, super-saturation, and nucleation. The temperature can influence the particle size through nucleation and growth dynamics. Accordingly, a rise in the temperature will enhance the pigment solubility in the organic solvent. Consequently, the augmented pigment-solvent interaction will decrease the pigment solubility in the SC-CO2. Besides, the temperature increase can change the shape of the precipitated particles. The volume expansion decreases by decreasing the solubility and super-saturation, providing a growth in the size of the produced particles. Similar results and trends have also been reported by Muller et al. [20], Bakhbakhi et al. [71], Chen et al. [63], Bakhbakhi et al. [22], and Kim et al., [72].

4.2.2. Pressure

Three different pressures (10, 15, and 20 MPa) were evaluated at a constant temperature to assess how the pressure influences the particle size and particle size distribution. As shown in Figure 2 and Table 2 (obtained from the Box–Behnken experimental design), an increase in the process pressure decreased the Pc-G mean particle size. Indeed, the increased pressure might cause a higher volume expansion, favoring the nucleation and hence enhancing its rate. The nucleation mechanism became dominant upon the pressure increase leading to the formation of smaller particles. This might ultimately result in the production of smaller particles of the pigment (Pc-G) [20, 21, 31, 63].

4.2.3. Solute (Pc-G) concentration

Three different solute concentrations (10, 40, and 70 mg solute/mL solution) were investigated to shed some light on its effect on the average particle size and PSD. According to Table 2 and Figure 2, greater Pc-G concentrations resulted in the formation of larger particles, which can be attributed to the process of nucleation and growth. The precipitation will occur at lower volume expansion by increasing the initial solute concentration, resulting in the longer durations of crystal growth, ultimately leading to the formation of the larger particles. For greater solute concentrations, the super-saturated profile will rapidly approach the saturation line, causing an initial nucleation explosion, which may superimpose to the secondary nucleation, resulting in the formation of larger particles. Conversely, at lower solute concentrations, solute precipitation will happen at higher volume expansion giving rise to the emergence of smaller particles. Chen et al. [63], Esfandiary et al. [31], Jafari et al. [21], and Bakhbakhi et al. [71], also reported similar results concerning the effect of solute concentration on the average particle size and PSD in the GAS process.

4.3. Characterization of the Pc-G

Particle size and morphology are the decisive factors in possible applications of the SC-CO2 in dyeing and dye properties [73, 74]. This highlights the necessity for investigating the structural properties of the nanoparticles. Therefore, GAS-produced Pc-G particles were investigated through various techniques including FTIR, XRD, DSC, FSEM, and DLS.

The unprocessed and GAS-processed specimens were assessed by the FT-IR spectroscopy as depicted in Figure 4 (a, b). Clearly, no shift was observed in the wavenumber; moreover, the peak intensity of the functional groups remained unchanged. The PCs possessed a highly distinctive spectrum (below 1700 cm\(^{-1}\)) encompassing numerous sharp bands as a result of stretching deformation in the aromatic ring carbon-carbon bonds. Also, the peaks at 1630 and 745 cm\(^{-1}\) could be attributed to the \(-\text{C}=\text{N}\) and \(\text{C}–\text{Cl}\) bonds, respectively. Several researchers have also reported similar results [58, 75, 76, 77].

Figure 3. Diagnostic plots for model adequacy (model fitting) from the BBD method.

Figure 4. The FTIR spectra of (a) original and (b) GAS-processed Pc-G particles.
Figure 5. XRD patterns of Pc-G before and after the processes: (a) original and (b) GAS-processed.

Figure 6. DSC analysis of Pc-G before and after the process: (a) original and (b) GAS-processed.
XRD technique can be used to investigate the crystallinity of the specimen. Figure 5(a, b) show the XRD results of the unprocessed and GAS-processed Pc-G crystals. The crystal structure of the processed specimens was similar to the original specimen. However, the nanoparticles showed lower degrees of crystallinity than the unprocessed particles. In this respect, the reduced peak intensity in the XRD results of the GAS-processed specimens indicated a decline in the crystallinity.

DSC analysis was performed for thermal analysis of the processed and unprocessed particles. DSC test can be applied for detecting the crystal formation from the difference in the crystal melting point and latent heat of fusion and also, those of its constituents by the endotherm phase [65]. In fact, DSC analysis highlights the thermal behavior of the crystals in terms of the solid–liquid (fusion) and solid–solid (polymorphic transformation) transition curves [65]. Figure 6 shows the DSC thermograms of the original (unprocessed) and GAS-processed specimens. As shown in Figure 6 (a, b), melting points of the pure Pc-G and GAS-processed Pc-G were equal to 798.76 and 794.81 °C, respectively. Such a decline in the melting point of the nanoparticles can be explained by the enhanced heat transfer area and the reduced crystallinity. Also, the latent heat of fusion was at 37.85 J/gr for the unprocessed particles whereas it was at 36.88 J/gr for the processed particles. This reduction might be due to the lower size and amorphous structure of the particles.

As suggested by the SEM imaging of the particles (Figure 7(a–e)), a significant reduction was observed in the size along with a variation in the morphological features of the GAS-processed particles. Furthermore, the unprocessed specimens exhibited the irregular and angular morphologies while, the GAS-processed particles were semispherical particles with the enhanced distribution. The SEM results showed a good consistency with the DLS tests. According to the DLS analysis, the particle size of the processed specimens varied in the range of 27.1–233.6 nm exhibiting finer particles with narrower distribution compared to the original ones. Figure 8 (a–d) present the DLS graphs.

4.4. Thermodynamic modeling and molar volume expansion

Modeling of the binary and ternary systems composed of Pc-G, DMSO, and CO2 was conducted using the Peng-Robinson equation of state (PR EoS) at three different temperatures (308, 318, and 328 K). For this purpose, the molar volume expansion was studied in the expanded liquid phase. Table 4 summarizes the critical features as well as the acentric factors of Pc-G, DMSO, and CO2. Moreover, Table 5 presents the physical properties of the Pc-G in Eq. (18). Table 6 also shows the values of binary interaction parameters. Peng-Robinson EoS was considered for estimation of the overall volume expansion in the equilibrated liquid phase of binary (DMSO–SC-CO2) and ternary (DMSO – Pc-G – SC-CO2) systems. In this context, calculation of the operating conditions is essential for solute precipitation in the GAS process. A plot of the relative molar volume as a function of pressure could be used to determine the minimum operation
Table 4. Critical properties and acentric factor of substances.

| Substance | Tc (K)  | Pc (MPa) | ω    | Ref. |
|-----------|---------|----------|------|------|
| CO₂       | 304.13  | 7.38     | 0.22 | [60] |
| DMSO      | 706.9   | 5.85     | 0.45 | [60] |
| Pc-G      | 1165.84 | 1.233    | 2.04 | this work |

Table 5. Thermophysical properties of pure component.

| Component | T_h (K) | T_m (K) | v_0 (cm³.mol⁻¹) | MW (g.mol⁻¹) | P_tp (MPa) | v_tp (cm³.mol⁻¹) | ΔH_tp (kJ.g⁻¹) |
|-----------|---------|---------|-----------------|-------------|------------|-----------------|---------------|
| Pc-G      | 1009.82 | 798.76  | 350.5           | 1127.154    | 7.15 x 10⁻⁷ | 350.4           | 26.499        |

Table 6. Binary interaction parameters for various conditions.

| Temperature | k_i | l_i |
|-------------|-----|-----|
| T = 308 K   | 0.25| 0.08|
| T = 318 K   | 0.14| -0.05|
| T = 328 K   | 0.04| -0.16|

Figure 8. DLS graphs obtained under various GAS process conditions (based on Table 2): (a) run 1, (b) run 4, (c) run 7, (d) run 8, (e) run 12 and (f) run 15.
pressure for different temperatures (Figures 9 and 10). Accordingly, in this study, the operation pressure exceeded $P_{\text{min}}$.

As demonstrated in Figure 10, for the ternary system of CO$_2$–DMSO–Pc-G, the minimum pressure showed an enhancement with the increase in the temperature. A rise in the temperature also augmented the solubility of the Pc-G in the DMSO causing an enhancement in the minimum pressure required for particle precipitation. This phenomenon can be also seen in Figure 11(a–c).

Figure 11(a–c) present the mole fractions for each component predicted by the PR EoS. The lowest Pc-G concentration in the liquid phase was determined at the pressure similar to that of volume expansion curve. The results presented in Figures 9 and 10 could be confirmed by those in Figure 11(a–c). Under the mentioned conditions, most of the Pc-G content was precipitated. Relative variation in the molar volume exhibited an enhancement by elevating the CO$_2$ liquid mole fraction. At the beginning of the experiment, the dissolved Pc-G- DMSO solution was introduced into the cell. Upon addition of CO$_2$, it was also dissolved in the DMSO. This resulted in the precipitation of Pc-G and hence, a decline in its mole fraction in the liquid phase. These findings can be helpful in the selection of real experimental conditions.

The calculated $P_{\text{min}}$ values of the ternary system were equal to 7.87, 8.48, and 8.95 MPa at temperatures of 308, 318, and 328 K, respectively. As demonstrated, the value of $P_{\text{min}}$ for a binary system was less than that of the ternary system, at a fixed temperature.

Finally, the mole fractions of solid (pigment Pc-G) were calculated by the model. The results regarding the minimum value of pigment concentration in the liquid phase were obtained at the pressure similar to that of the volume expansion curve. The process pressure should be above $P_{\text{min}}$. Operation at the aforementioned pressure and temperature assured the precipitation of most volume of the pigment. With the increase in the pressure, a sharp decrease was observed in the Pc-G solubility in the liquid phase. The minimum solute solubility in the liquid phase was found at the pressures above $P_{\text{min}}$. An increase in the relative variation of molar volume occurred with an increase in the liquid mole fraction of CO$_2$. At the beginning of the experiment, the Pc-G-DMSO solution was placed in the precipitator. The CO$_2$ was added to this solution and consequently, it was dissolved in the DMSO. The pigment was precipitated and its mole fraction was decreased in the liquid phase. These results helped to select the actual experimental operating conditions and kinetic modeling. However, the amount of minimum pressure ($P_{\text{min}}$) was found to increase by increasing the temperature, which can be due to the increased pigment solubility as a result of the increase in the temperature.

5. Conclusion

Production of Pc-G nanoparticles by gas antisolvent (GAS) method was addressed in the current study, for the first time. The use of smaller particles can increase the solubility of the pigments with low water-solubility. The impacts of different factors (i.e. pressure, temperature, and solute concentration) on the size and morphology of the produced Pc-G particles were investigated. Based on the Box–Behnken experimental design (BBD), an increase in the temperature and/or solute

Figure 9. The molar volume expansion of the binary system CO$_2$ + DMSO at $T = (308, 318$ and $328$ K) computed by PR EoS.

Figure 10. The molar volume expansion of the ternary system CO$_2$ + DMSO + Pc-G at $T = (308, 318$ and $328$ K) computed by PR EoS.

Figure 11. Mole fraction of components in the liquid phase in the ternary system of Pc-G- CO$_2$- DMSO at a) 308 K, b) 318 K and c) 328 K calculated by the thermodynamic model.
concentration enhanced the particles size; while the pressure elevation led to the formation of smaller particles. The size of GAS-produced Pc-G nanoparticles varied from 27.1 to 233.6 nm. The GAS-precipitated particles had almost spherical shapes. Furthermore, the Peng Rob-inson (PR) EoS was used to investigate the phase equilibrium behavior (fluid phases) of the binary (CO₂–Pc-G) and ternary (CO₂–Pc-G and DMSO) systems. Additionally, an independent equation was utilized for the solid phase. The liquid phase volume expansion as well as the relative molar volume was also determined. Finally, the results indicated that the minimum pressure could be enhanced by the temperature elevation.
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