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ABSTRACT

The target task of this study is grounded language understanding for domestic service robots (DSRs). In particular, we focus on instruction understanding for short sentences where verbs are missing. This task is of critical importance to build communicative DSRs because manipulation is essential for DSRs. Existing instruction understanding methods usually estimate missing information only from non-grounded knowledge; therefore, whether the predicted action is physically executable or not was unclear.

In this paper, we present a grounded instruction understanding method to estimate appropriate objects given an instruction and situation. We extend the Generative Adversarial Nets (GAN) and build a GAN-based classifier using latent representations. To quantitatively evaluate the proposed method, we have developed a data set based on the standard data set used for Visual QA. Experimental results have shown that the proposed method gives the better result than baseline methods.

Index Terms—grounded language understanding, human-robot communication, domestic service robots

1. INTRODUCTION

Based on increasing demands to improve the quality of life of those who need support, many DSRs are being developed [1]. The target task of this study is grounded language understanding for DSRs. In particular, we focus on instruction understanding for short sentences where verbs are missing. This task is of critical importance to build communicative DSRs because manipulation is essential for DSRs.

An example situation where a user asks a DSR to fetch a bottle is shown in the left-hand figure of Fig. 1. The right-hand figure of Fig. 1 shows a standard DSR platform.

Existing instruction understanding methods usually estimate missing information only from non-grounded knowledge; therefore, whether the predicted action is physically executable or not is unclear. Moreover, the interaction sometimes takes more than one minute until the robot starts to execute the task in a typical setting. Such interactions are inconvenient for the user.

In this paper, we present a grounded instruction understanding method to estimate appropriate objects given an instruction and situation. We extend the GAN [2] and build a GAN-based classifier using latent representations. Unlike other methods, the user does not need to directly specify which action to take in the utterance, because it is estimated.

There have been many studies on the variations of GANs (e.g., [3, 4]). Recently, some studies applied GANs for classification tasks [5, 6]. Our study is inspired by these methods; however, the difference is that our method has Extractor. Extractor’s task is to convert raw input to latent representations that are more informative for classification. Generator’s task is data augmentation to improve generalization ability.

The following are our key contributions:

- We propose a novel GAN-based classifier called Latent Classifier Generative Adversarial Nets (LAC-GAN). LAC-GAN is composed of three main components: Extractor E, Generator G, and Discriminator D. The method is explained in Section 2.

- LAC-GAN is applied to manipulation instruction understanding. To quantitatively evaluate the proposed method, we have developed a data set based on the standard data set used for Visual QA [7]. The results are shown in Section 7.

Fig. 1. Left: Sample input used in the experiment. Verb is missing in the instruction. Right: Standard domestic service robot platform [8].
2. RELATED WORK

The classic dialogue management mechanisms adopted for DSRs process linguistic and non-linguistic information separately. More recently, the robotics community has started to pay more attention to the mapping between language and real-world information, mainly focusing on motion [9, 11]. Kollar et al. proposed a path planning method from natural language commands [12]. However, most of the SLU methods used for DSRs are still rule-based [13]. In the dialogue community, Lison et al. presented a model for priming speech recognition using visual and contextual information [14].

We developed LCore [15], which is a multimodal SLU method. In LCore, the SLU was integrated with image, motion prediction, and object relationships. However, the grammar and vocabulary was limited and the situation was artificial. We also developed Rospeex [16], which is a multilingual spoken dialogue toolkit for robots [16]. Rospeex has been used by 45,000 unique users. In recent years, there have been many studies on image-based caption generation and visual QA [17, 18]. Our study has a deep relationship with these studies, however the difference is that our focus is not on caption generation.

There have been many studies on the variations of GANs (e.g., [2, 4]). A GAN is usually composed of two main components: Generator G and Discriminator D. AC-GAN [18] uses category labels as well as the estimated source (real or fake) as Discriminator’s output. Most of GAN-related studies focus on generating pseudo samples, e.g., image and text. Recently, some studies applied GANs for classification tasks [5, 6]. Our study is inspired by these method; however, the difference is that LAC-GAN has Extractor.

3. TASK DEFINITION

In this paper, we focus on grounded language understanding for manipulation instructions. This problem is of critical importance to build communicative DSRs because manipulation is essential for DSRs. In particular, we focus on instruction understanding for short sentences missing verbs.

Specifically, the following is a typical use case considered in this study:

U: “Robot, bottle please.”
R: “Please select from the list (GUI shows a list of manipulable bottles).”

The task here is to estimate whether candidate objects are likely to be manipulable. This is challenging because the physical situation should be modeled to understand the instruction.

On the other hand, most DSRs use non-grounded language understanding to solve such a task. Missing information is estimated only from linguistic knowledge; therefore, whether the predicted action is physically executable or not is unclear. Moreover, the interaction sometimes takes more than one minute until the robot starts to execute the task in a typical setting [1]. Such interactions are inconvenient for the user.

Here, we define terminology used in this study as follows:

- An manipulation instruction understanding is defined to be classifying the target object (trajector) as manipulable or not given the situation.
- The situation is defined as a set of sentences explaining a (camera) image.
- A trajector is the target object which is focused in the scene [19].
- The trajector is manipulable if a typical DSR is technically capable of manipulating it given the situation.

The key evaluation metric in this study is the classification accuracy.

4. GENERATIVE ADVERSARIAL NETS

GAN [2] is composed of two main components: Generator G and Discriminator D. Input to G is a $d_z$-dimensional random variable, $x$. Output from G is $x_{fake}$ defined as follows:

$$x_{fake} = G(z).$$ (1)

The input source of $D$ is denoted as $S$, which is selected from the set $\{\text{real, fake}\}$. When $S$ is real, a real training sample denoted as $x_{real}$ is input to $D$. $D$’s task is to discriminate the source, $S \in \{\text{real, fake}\}$, given $x \in \{x_{real}, x_{fake}\}$. On the other hand, $G$’s task to fake $D$.

$D$ outputs the likelihood of $S$ being real given $x$ as follows:

$$D(x) = p(S = \text{real}|x).$$ (2)

The following cost functions are used to optimize GAN’s network parameters.

$$J^{(D)} = -\frac{1}{2} \mathbb{E}_{x_{real}} \log D(x_{real}) - \frac{1}{2} \mathbb{E}_z \log(1 - D(G(z))),$$

$$J^{(G)} = -J^{(D)},$$

where $J^{(D)}$ and $J^{(G)}$ denote the cost functions of $D$ and $G$, respectively. In the training process, the training for $D$ and $G$ are conducted alternately. First, $D$’s parameters are trained, and then $G$’s parameters are trained. $D$’s parameters are fixed while $G$’s parameters are trained.
5. LATENT CLASSIFIER GAN

5.1. Model Structure

We extend GAN for classification, and propose a novel method called LAstent Classifier Generative Adversarial Networks (LAC-GAN). Our approach is inspired by the fact that G does not have to generate raw representations, e.g., image or text, in classification tasks. Instead in our approach, G is used for data augmentation, and asked to generate latent representations of the data. LAC-GAN’s model structure is shown in Fig. 2. LAC-GAN is composed of three main components: Extractor E, Generator G, and Discriminator D.

Suppose we obtain a training sample \((x_{\text{raw}}, y)\), where \(x_{\text{raw}} \in \mathbb{R}^{d_{\text{raw}}}\) and \(y\) denote raw features and the label, respectively. We assume that \(y\) is a categorical variable, which is a \(d_y\)-dimensional binary vector.

Unlike other studies where GANs are used for sample generation, our focus is on GAN-based classification. From this background, it is reasonable to convert \(D\)’s input to more informative features in terms of classification. Such features are extracted by \(E\) from \(x_{\text{raw}}\).

Input to \(E\) is \(x_{\text{raw}}\), and output from \(E\) is \(p_E(y)\), which is the likelihood of \(y\) given \(x_{\text{raw}}\). In the optimization process of \(E\), we simply minimize the following cross-entropy-based cost function:

\[
J_C = - \sum_j y_j \log p_E(y_j),
\]

where \(y_j\) denotes the label for \(j\)-th category. We designed \(E\)’s structure as a bottleneck network, in which the output of the bottleneck layer is extracted as a \(d_{\text{real}}\)-dimensional vector, \(x_{\text{real}}\).

Input to \(G\) is category denoted as \(c\) and a \(d_z\)-dimensional random vector denoted as \(z\). In each mini-batch, new random samples are drawn as \(c\) and \(z\) from a categorical distribution and a continuous distribution, respectively. The standard normal distribution was used as the continuous distribution: \(z \sim \mathcal{N}(0, I)\). Output from \(G\) is denoted as \(x_{\text{fake}}\), which is a \(d_{\text{fake}}\)-dimensional continuous vector. In LAC-GAN, \(G\)’s role is data augmentation; therefore, \(G\) is expected to generate \(x_{\text{real}}\)-like samples to improve generalization ability.

OR gate in Fig. 2 shows that either \(x_{\text{real}}\) or \(x_{\text{fake}}\) is input to \(D\). \(D\)’s task is two-fold. The first one is to discriminate the source, \(S \in \{\text{real}, \text{fake}\}\), given \(x \in \{x_{\text{real}}, x_{\text{fake}}\}\). The other is to categorize the input. Therefore, \(D\) has two types of output: the likelihood of \(S\) given \(x_{\text{real}}\), \(p_D(S)\), and the likelihood of \(y\) given \(x_{\text{real}}\), \(p_D(y)\).

Similar to other GAN-based classification models [6, 18], we define separate cost functions for \(p_D(S)\) and \(p_D(y)\). The former is defined as follows:

\[
J_S = -\frac{1}{2} \mathbb{E}_{x_{\text{real}}} \log D(x_{\text{real}}) - \frac{1}{2} \mathbb{E}_{z,c} \log(1 - D(G(z, c))),
\]

where \(G(z, c)\) is the output of \(G\) given \(z\) and \(c\) [3]. The same cost function as Equation (3) is used for the latter, where \(p_E\) is rewritten as \(p_D\). The total cost function for \(D\) is defined as the weighted sum of the two. The weight parameter is denoted as \(\lambda\).

Thus, the cost functions for LAC-GAN are defined as follows:

\[
J_{\text{lacgan}}^{(E)} = J_C, \quad J_{\text{lacgan}}^{(D)} = J_S + \lambda J_C, \quad J_{\text{lacgan}}^{(G)} = -J_S,
\]

where \(J_{\text{lacgan}}^{(E)}, J_{\text{lacgan}}^{(D)}, \) and \(J_{\text{lacgan}}^{(E)}\) denote the cost functions of \(E, D,\) and \(G\).

5.2. Activation Functions and Regularization

We use batch normalization (BN [20]) to regularize the parameters of a layer. BN reduces internal covariate shift to stabilize the training by converting input mean 0 and variance...
1 within each mini-batch. Since BN act as a standardization method, dropout does not have to be used where BN is applied. We do not apply BN in the first layer of $D$, which is standard in GAN-based approaches. We use dropout instead for the layer.

BN is usually applied after addition, which is called post-activation. In pre-activation (PA), BN is applied before addition. PA outperformed post-activation in the CIFAR-10 task when the network is very deep [21]. As explained in Section 5, the $x_{raw}$ is represented as a paragraph vector [22], which is not standardized. We apply PA to standardize the data within each mini-batch.

We use ReLU, softmax, tanh as activation functions. Since the output of the $E$ and $D$ is a categorical variable, we use softmax in their final layers. The output of $G$ is a positive/negative continuous values; therefore, we use tanh in $G$'s final layer. We use ReLU for the other layers. Leaky ReLU was reported to show better performance than ReLU; however, we did not obtain statistically significant results in pilot experiments for our task.

6. DEVELOPING OBJECT MANIPULATION MULTIMODAL DATA SET

As far as we know, no standard data set exists for object-manipulation instruction understanding. Therefore, we first explain the data set developed for this study. To avoid creating a data set that is too artificial, we extracted a subset from the standard Visual Genome dataset [17].

The Visual Genome dataset contains over 100k images, where each image has an average of 21 objects. The bounding boxes of the objects are given by human annotators, and they are canonicalized to the WordNet synsets [23]. Each image also contains regions with descriptions given by human annotators. Unlike other datasets such as MS-COCO [24], the Visual Genome dataset contains more bounding boxes and their descriptions per image. This is suitable for our problem setting because rich representation is available for a situation. Another advantage is that the data set contains a wide variety of images; therefore, we can empirically validate classification methods in various situations.

Next, we selected target synsets that were likely to be used in DSR use cases. In this paper, we extracted a bounding box as a sample if its label is either of the following synsets:

- apple, ball, bottle, can, cellular telephone, cup, glass, paper, remote control, shoe, or teddy(bear),

where “n.01” is not written for readability. These synsets were randomly selected from the synsets that are often used in objection manipulation tasks by DSRs. The images were filtered by the above synsets, and they were also filtered by the minimum height and width of the objects. In this study, both are set to 50 pixels. The images were randomly extracted from the Visual Genome data set, and the number of images were balanced among the above synsets.

Fig. 3. Two representative samples for the synset “bottle.n.01”. Each yellow box shows the bounding box of the trajector. The left sample is labeled as “positive” because the trajector is manipulable under the situation. However, the right sample is labeled as “negative” because the trajector is already grasped and the robot cannot manipulate it.

Next, the samples were labeled using the following criteria.

(E1) The bounding box contains multiple objects of the same kind, e.g. several shoes in a basket.

(E2) The bounding box does not contain necessary information about the object, e.g. the handle of a glass.

(N) The bounding box sufficiently contains the trajector; however, the trajector is not suitable for grasping. For example, a meat ball is categorized as part of the synset “ball.n.01”, however the robot should not grasp it.

(M0) The object is not manipulable in that situation. In other words, the path planning for manipulation fails. This category includes cases where the trajector is surrounded by many obstacles, it is held by a human, or it is moving.

(M1) The object is manipulable, however autonomous grasping could fail in the situation. If the robot is remotely controlled, the object can be safely grasped.

(M2) The object is manipulable, and the robot can autonomously manipulate the object in that situation.

(O) None of the above.

Examples of the images are shown in Fig. 3. The annotator was one of the authors and a robotics expert. To exclusively label a sample, the criteria were checked in the same order as the above list. For example, if the sample was labeled as (E1), it was never labeled as (M0).

In the experiments, the samples categorized as (N), (M0), (M1), and (M2) were used; therefore, the task is a 4-class classification problem. Categories (E1) and (E2) were not used because it is unlikely that sufficient situation information would be available.
The data samples were shuffled and divided into the training (80%), validation (10%), and test (10%) sets. The statistics of the original and labeled data set are shown in Table 1. Hereafter, we call the labeled data set the “Object Manipulation Multimodal Data Set”.

7. EXPERIMENTS

7.1. Setup

In the experiments, we assumed that the input was given as the linguistic expressions of an instruction and situation. Here, the instruction did not contain a verb, but contained the trajector’s ID. The linguistic expressions were obtained from the Object Manipulation Multimodal Data Set.

The input to LAC-GAN is given as follows:

\[ x_{raw} = \{x_{name}, x_{situation}\}, \]

where \( x_{name} \) and \( x_{situation} \) denote the embedded representations of the trajector’s name and the situation, respectively.

We used the distributed memory model of paragraph vector (PV-DM [22]) to obtain the embedded representations. First, the name expression was obtained based on the trajector’s ID. Most of the name expressions contained only one candidate consisted of a noun; however, some expressions contained multiple candidates consisted of multiple words, e.g., “cups in stack | stacked cups.” Regardless of the number of words, the name expressions were converted to a 200-dimensional paragraph vector, \( x_{name} \). This is done by averaging the paragraph vector of the candidates. The situation was composed of multiple descriptions of other objects in the scene. Those descriptions were converted to a 200-dimensional vector, \( x_{situation} \).

To train the PV-DM, we extracted descriptions from the Visual Genome data set, and built a corpus. The corpus consisted of 4.72 million sentences, where the average length of a sentence was 5.18 words.

Table 2 shows the experimental setup. The random variable \( z \) was sampled from \( \mathcal{N}(0, I) \), where \( d_z \) was set to \( d_z = 100 \); however, preliminary experimental results showed that the effect of \( d_z \) was not large among all hyper-parameters. The dimensions \( d_{raw}, d_{real}, d_{fake} \) and \( d_y \) were set to \( d_{raw} = 400, d_{real} = d_{fake} = 50, \) and \( d_y = 4 \), respectively.

Table 3. Test-set accuracy obtained from the best models of each method. The best model is obtained as the model which gives the highest validation-set accuracy.

| Method                                      | Test-set accuracy |
|---------------------------------------------|-------------------|
| Baseline (AC-GAN [22], without PA)          | 50.7%             |
| Baseline (AC-GAN, with PA)                  | 58.2%             |
| Extractor only                              | 61.1%             |
| Ours (LAC-GAN)                              | 67.1%             |

7.2. Results

We compared our method (LAC-GAN) with baseline methods including AC-GAN [18] using the Object Manipulation Multimodal Data Set. In general in training deep networks, the accuracy does not monotonically increases as the increase in epochs. Due to the cost of cross-validation in deep networks, the best model is usually considered to be the model which gives the highest validation-set accuracy in the standard experimental protocol. According to this protocol, the test-set accuracy obtained by each best model was compared. The result is shown in Table 3.

To make the comparison fair, the proposed and baseline methods were made to have the same structure and the same number of nodes except the input layer. “With/without PA” represents whether the pre-activation was used or not. “Extractor only” represents the test-set accuracy based on the output of Extractor, \( p_E(y) \); therefore, this means the test-set accuracy obtained by a simple six-layered feed-forward network.

Table 3 shows that LAC-GAN outperformed the baseline methods including AC-GAN and “Extractor only”. From the comparison between LAC-GAN and AC-GAN, it is indicated that we can obtain better performance by extracting informative features. From the comparison between LAC-GAN and “Extractor only”, it is indicated that GAN-based data generation can improve the test-set accuracy. This also indicates that the generalization ability is enhanced by LAC-GAN.

8. CONCLUSION

Based on increasing demands to improve the quality of life of those who need support, many DSRs are being developed.
Although there are still many tasks that DSRs cannot do, they have advantages over human support staff and service dogs. A human carer cannot work without rest, and training a service dog requires nearly two years.

In this paper, we presented a grounded language understanding method to estimate manipulability from short instructions. We extended the GAN \cite{2} to build LAC-GAN, which is a GAN-based classifier using latent representations. To quantitatively evaluate LAC-GAN, we have developed the Object Manipulation Multimodal Data Set. Linguistic expressions on the trajectory and situation are extracted from the data set and converted into paragraph vectors by PV-DM \cite{22}. The manipulability is predicted based on the paragraph vectors by LAC-GAN. We experimentally validated LAC-GAN, and found it gives the better result than baseline methods including AC-GAN \cite{18}. Future directions include the integrating the proposed method with object detection and caption generation.
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