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Abstract. Nowadays, music generation has become an important research field in the study of deep learning. Many different methods such as Generative Adversarial Networks (GAN) and Variational self-encoding (VAE) are already proved to be able to handle such task. In this paper, RNNs, such as LSTM and GRU, will be used to compose the core of the network to predict notes of the melody and generate new music. MIDI will be used as the general music format because of its simple and appropriate data structure that can be coded as a dictionary.

1. Introduction

With the development of various digital techniques, music, as a traditional form of art, has become increasingly significant for people’s lives. In a society with fast pace and fierce competition, many feel stressed and suffer from mental diseases. Research in neuroscience found that some music can change our mood, soothe tired brains and help with the treatment of some severe diseases, such as anxiety, schizophrenia, and even tumors. One of the main purposes of this music generation project is to establish a model that can be useful in music therapy in the future.

This paper evaluates and verifies music generation with different network structures, such as long short-term memory network (LSTM), recurrent neural network (RNN) and Gated Recurrent Units (GRU) [12]. Three different kinds of recurrent neural networks are used to predict every following note in the music through network training combined with dictionary coding of MIDI data set. The model uses MIDI instead of mp3 because the size of the MIDI file is comparatively smaller, which results in a faster training process. We construct the generation model through the corresponding weights, and the model completes the automatic generation of the next note by inputting the first note, achieving the goal of music generation.

2. Methods

In this section, we will discuss word embedding technique, Dropout Layers and three different recurrent networks, RNN, LSTM, GRU. The whole network model for music generation is comprised of all these elements, and thus, it is necessary for us to demonstrate these models and techniques in the first place.

2.1. Word embedding

Word embedding is a technique that gives a name to a word in other forms, as exemplified by the Word2vec approach [13]. It is a general name for a set of language modeling and feature learning techniques in natural language processing (NLP), where words or phrases from the vocabulary are
mapped to the vectors of real numbers. In other words, Word Embedding, or Distributional Vectors, is a technique that converts natural language words into vector or matrix forms which computers can understand.

2.2. Dropout Layers
In the model of machine learning, if there are too many model’s parameters and not enough training samples, the training model can lead to a phenomenon called over-fitting. Over-fitting can be seen in a circumstance where the training data might appear as good, though the actual result might not.

Overfitting is a common issue in machine learning. If one model is over-fitted, the result produced can hardly be used. In order to solve the problem, people usually use the method of model integration, that is, training multiple models to combine together. However, training the combination of models is time-consuming, and testing them can also waste a lot of time.

![Figure 1. A Brief display of Dropout Strategy](image)

2.3. Recurrent Neural Networks
The experiment uses the recurrent neural network (RNN), which is a neural network that can learn a series of items. RNN records time series data and is trained to predict the next element of a sequence. Thus, people prefer to use RNN when they process music and video. RNN predict the following element by reentering the output of the hidden layer (ht) as an additional input, and it can learn based on not only the current information but also its previous state. RNNs are routinely used for natural text processing and for music generation [17].

![Figure 2. RNN neural network structure](image)

2.4. Gated Recurrent Units (GRU)
Gated Recurrent Units (GRU) was first proposed by Cho et al in 2014 [19]. It is similar to LSTM, but simpler to compute and implement because it minimizes the number of gate units. GRU significantly decreases the training time but ensures accuracy at the same time. Its structure of cells and calculation formula can be seen in Fig.4.
In this section, we demonstrate the main components of our model that train and generate music. In the next chapter, we will outline the preparation process of the music data set, as well as the overall structure of the network, and complete the preparation process of the experiment.

3. Experiment preparation

3.1. Networks Structure
In the second chapter, we have introduced the main components and techniques that will be used to compose our networks. The main structure of the network is shown in Fig. 4.

![Figure 3. the structure of GRU NN cell and its calculation formula](http://blog.csdn.net/11010101)

![Figure 4. The Main structure of the network.](http://blog.csdn.net/11010101)
In Fig. 4, we can see that the recurrent neural network we used here is LSTM, which can be substituted by GRU and the most basic RNN. The first layer of the model is an embedding layer. Three LSTM and Dropout layers are constructed after the embedding layer. Then, a dense layer follows, and after the dense layer, we used a SoftMax Layer as the activation layer of the network’s output. The SoftMax Layer generates a pointer, which points to the corresponding char in the notes and chords’ dictionary that will be discussed later. SoftMax layer can be used to predict next notes or chords in a piece of music. By entering an original dataset and generating next notes or chords recurrently, the model is able to generate new music.

3.2. Dictionary code
Dictionary code is important in this paper, which transforms notes and chords, also called char data, into a digital form that can be utilized in the network. Music21, which has been introduced above, is able to read MIDI files and obtain notes and chord’s information from the files. We should first store all of these notes and chord’s information so that they will be composed into a char list. For example, there is a song called Loser by Bigbang in our music dataset. After being processed, it can be presented as ['G5', '10.3', 'B-4', 'G5', 'G5', 'B-4', 'F5', ... , 'E-5', 'F4', 'D4', '5.10']. The information above represents all of its notes and chord information. This can be used to process every song in our datasets and combine them into one list as shown in Fig. 5.

Reading MIDI Files
Processing file : ./data\adele_-_Hello.mid
Processing file : ./data\Ai_ga_Mebraeru_Piano_-_Highschool_DxD_OST.mid
Processing file : ./data\Avril_Lavigne_-_Give_You_What_You_Like.mid
Processing file : ./data\Avril_Lavigne_-_When_Youre_Gone_piano_solo.mid
Processing file : ./data\Big_Bang_-_Last_Dance (_DJS137).mid
Processing file : ./data\Big_Bang_-_Loser (DJS 137).mid
Processing file : ./data\Big_Bang_-_Sober (DJS 137).mid
Processing file : ./data\Colors_-_Halsey.mid
Processing file : ./data\Date_2__Mitsuhhas_Theme_Kimi_no_Na_wa.mscz.mid
Processing file : ./data\DON_T_KNOW_WHAT_TO.DO_-_BLACKPINK_Piano.mid
Processing file : ./data\Ed_Sheeran_Perfect_Piano_Cover.mid
Processing file : ./data\Hellevator_-_JYP_Stary_Kids.mid
Processing file : ./data\Hiyoku_no_Hane_-_Yosuga_no_Sora_Full.mid
Processing file : ./data\If_You_-_Bigbang.mid
Processing file : ./data\IKON_Love_Scenario.mid
Processing file : ./data\Kataware_Doki_-_Kimi_no_Na_wa.mid
Processing file : ./data\Kenshi_Yonezu___Stern.0.mscz.mid
All files read. Daming notes to file
Total Time Taken : 0:00:02.521290

(a)
Figure 5. Figure (a) represents the transforming process, which transforms the MIDI files to char lists, and Figure (b) displays the transforming results.

4. Experimental result and analysis

4.1. Training Result

The graphs of loss and accuracy in Fig. 6 compare three networks, GRU, LSTM and RNN. GRU seems to produce the best result out of three. LSTM has the lowest accuracy and highest loss at the very beginning but eventually becomes the second place. The most basic RNN seems to be unstable, and its final accuracy is the lowest out of all three. However, the overall training process is good and ideal because all three networks reach at least 80% of accuracy in the experiment.
Figure 6. Figure (a) represents prediction accuracy and Figure (b) represents the loss.

4.2. Music Generation Result
After training the model, we save our music products every 50 epoch numbers until 500 epochs. The length of the music is also controllable. The computer is able to generate music in the MIDI form, and by placing the file in a synthesizer can change the elements or form of the music. Even though overfitting does not occur in the process, we cannot ensure that the piece of music with 500 epochs sound absolutely the best because the evaluation of music can be extremely subjective. I eventually choose a piece with 350 epochs based on my own personal preference, and the two figures below show the score and piano roll of the song.

Figure 7. Score of the music
Because music is in MIDI form, it can be easily changed based on people’s needs. For example, if we slow the tempo of the song, it becomes very soothing and relaxing. But if we fasten the tempo, it becomes a cheerful and pleasant song. People can also change the instrument of the song to see different effects.

5. Conclusion
This project mainly evaluates music generation using three distinctive recurrent neural networks: RNN, LSTM, and GRU. The recurrent neural networks are able to record time series data and predict notes based on previous information. We sample every song in MIDI form to minimize the time for the model to practice and to use dictionary coding to represent the notes. With no overfitting and all three networks’ accuracy over 80%, the result of the experiment meets our expectation and is the ideal situation of music generation.

The development in music generation using digital techniques is not only significant for musicology and computer science but can also be applied to many different areas such as psychology and neuroscience by generating music that is soothing for human’s brains. While it is hard for music composers to deliberately write music that is good for improving mental health, computers can automatically generate music for the therapy simply by selecting several samples. The model can serve as a perfect tool for music therapy since the tempos and instruments of the music can be alternated easily by the phycologists.

With the help of music generation, many current issues can be solved, and creative ideas can become reality. The next step is to put more attention on GRU as the main approach of music generation. It is important to accelerate the training process and minimize the size of the dataset for generating music more effectively in the future.
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