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Abstract—In this article, we propose a new unifying framework for the investigation of multi-agent control problems in the mean-field setting. Our approach is based on a new definition of differential inclusions for continuity equations formulated in the Wasserstein spaces of optimal transport. The latter allows to extend several known results of the classical theory of differential inclusions, and to prove an exact correspondence between solutions of differential inclusions and control systems. We show its appropriateness on an example of leader-follower evacuation problem.

I. INTRODUCTION

The study of self-organisation in large-scale dynamical systems has become a prominent topic in applied mathematics during the course of the past two decades. Multi-agent systems appear in an increasingly vast number of applications, ranging from pedestrian dynamics [1] and herds analysis [2] to fleets of autonomous vehicles [3] and opinion formation models [4]. In this context, control and optimal control problems on multi-agent systems do arise as well. Due to their high underlying dimensionality, the latter are usually studied in the so-called mean-field approximation framework, where the discrete collection of agents is replaced by its spatial density. The time evolution of such densities can usually be modelled by means of non-local continuity equations of the form

\[ \partial_t \mu(t) + \text{div}(v(t, \mu(t))\mu(t)) = 0, \]

where the driving velocity field \( v(t, \mu(t)) \) depends on the whole density at each time. This type of non-local interactions often takes the form of convolution with interaction kernels, see Section V below for an example of such a situation. In this setting, the system is represented by a curve \( \mu(\cdot) \) of probability measures. Building on far-reaching progresses in the theory of optimal transport (see e.g. [5]), an important research effort has been directed towards the generalisation of tools of control theory to the metric setting of the space of probability measures. The corresponding contributions include controllability results [6], existence of optimal controls [7], [8], [9], optimality conditions [10], [11], [12], [13] and numerical methods [14].

In vector spaces, differential inclusions of the form

\[ \dot{x}(t) \in F(t, x(t)), \]

have been known to provide a synthetic and powerful way to describe control systems. Indeed under very mild assumptions, any control system can be equivalently rewritten as a differential inclusion. It is then possible to recover many important results of control theory, e.g. controllability results, existence of optimal controls, necessary optimality conditions, regularity properties of the value function, etc., from general properties of the solutions of differential inclusions. We refer the reader e.g. to [15] for a detailed study of this topic.

In the context of mean-field control systems, a first approach to differential inclusions in Wasserstein spaces was proposed e.g. in [13], [16], [17]. However, this formalism did not provide a general one-to-one correspondence between inclusions and control systems, as the controls could depend both on the state \( \mu(\cdot) \) of the system and the characteristic curves on which it is supported (for the superposition principle, see e.g. [18]). Besides, the idea of considering curves of measures generated by all the pointwise solutions of a differential inclusion is less meaningful in terms of Wasserstein geometry than the functional approach that we develop here in Section III.

The structure of the article is the following. In Section II, we recall classical notions of optimal transport theory and set-valued analysis. In Section III, we formulate differential inclusions in Wasserstein spaces and state results on the compactness and closure of their solution sets. We then apply the latter in Section IV to a general Mayer optimal control problem with mixed running constraints, which we illustrate on a particular example of evacuation scenario with soft congestion in Section V.

II. PRELIMINARIES

In what follows, we recollect known facts about optimal transport and set-valued analysis. We point to the reference monographs [5] and [15] respectively for a comprehensive introduction to these topics.

Let \( \mathcal{P}(\mathbb{R}^d) \) be the set of Borel probability measures over \( \mathbb{R}^d \) endowed with the narrow topology induced by

\[ \mu \in \mathcal{P}(\mathbb{R}^d) \mapsto \int_{\mathbb{R}^d} \phi(x) \, d\mu(x), \]

for all \( \phi \in C^0_b(\mathbb{R}^d) \). Here, \( (C^0_b(\mathbb{R}^d), \|\cdot\|_{C^0_b}) \) is the set of continuous and bounded functions. We will denote by \( \text{Lip}(\cdot; \Omega) \) the Lipschitz constant of \( \phi(\cdot) \) over \( \Omega \subset \mathbb{R}^d \), and

\[ \text{Lip}(\varphi; \Omega) \]

by $B(0, R)$ the closed ball of radius $R > 0$ centred at zero in $\mathbb{R}^d$. Given $p \in [1, +\infty)$, $L^p(\mathbb{R}^d)$ and $W^{1,p}(\mathbb{R}^d)$ stand respectively for the Banach spaces of $p$-integrable and Sobolev maps with respect to the standard Lebesgue measure $\mathcal{L}^d$. Define the momentum of $\mu \in \mathcal{P}(\mathbb{R}^d)$ by

$$\mathcal{M}_1(\mu) := \int_{\mathbb{R}^d} |x|d\mu(x).$$

We henceforth denote by $\mathcal{P}(\mathbb{R}^d)$ the set of measures with finite momentum, and by $\mathcal{P}_e(\mathbb{R}^d) \subset \mathcal{P}(\mathbb{R}^d)$ the set of measures whose support

$$\text{supp}(\mu) := \{ x \in \mathbb{R}^d \text{ s.t. } \mu(N_x) > 0 \ \forall N_x \text{ neigh. of } x \}$$

is compact.

Given a measure $\mu \in \mathcal{P}(\mathbb{R}^d)$, define its pushforward through a Borel map $f : \mathbb{R}^d \to \mathbb{R}^d$ by $f#\mu(B) := \mu(f^{-1}(B))$ for any Borel set $B \subset \mathbb{R}^d$.

**Definition 1:** Let $\pi^1, \pi^2 : \mathbb{R}^{2d} \to \mathbb{R}^d$ be the projection operations onto the first and second factor. A measure $\gamma \in \mathcal{P}(\mathbb{R}^d)$ is a transport plan between $\mu, \nu \in \mathcal{P}(\mathbb{R}^d)$, if $\pi^1_\#\gamma = \mu$ and $\pi^2_\#\gamma = \nu$. The set of all transport plans is denoted by $\Gamma(\mu, \nu)$.

**Definition 2:** The Wasserstein distance $W_1(\mu, \nu)$ between two measures $\mu, \nu \in \mathcal{P}_1(\mathbb{R}^d)$ is defined by

$$W_1(\mu, \nu) := \min_{\gamma \in \Gamma(\mu, \nu)} \int_{\mathbb{R}^{2d}} |x - y|d\gamma(x,y).$$

It is known that the $W_1$-topology metrises the narrow topology induced by (1), in the sense that

$$W_1(\mu_n, \mu) \to 0 \quad \text{if and only if} \quad \mu_n \to \mu \quad \text{in } \mathcal{P}_1(\mathbb{R}^d).$$

We say that an absolutely continuous curve of measures $\mu(\cdot) \in AC([0, T], \mathcal{P}_e(\mathbb{R}^d))$ solves the continuity equation driven by the velocity field $(t, x) \mapsto v(t, x)$ with initial condition $\mu_0 \in \mathcal{P}_e(\mathbb{R}^d)$, which writes

$$\begin{cases}
\partial_t \mu(t) + \nabla \cdot (v(t))\mu(t) = 0, \\
\mu(0) = \mu_0,
\end{cases}$$

(2)

where “$\nabla \cdot$” stands for the distributional divergence, provided that $\mu(t) = \mu_0$ and

$$\int_0^T \int_{\mathbb{R}^d} \partial_t \phi(t, x) + (\nabla \cdot \phi(t, x))d\mu(t)(x)dt = 0,$$

(3)

for any $\phi \in C^\infty_c([0, T] \times \mathbb{R}^d)$.

**Hypothesis (C1):** The velocity field $v(\cdot, \cdot)$ is a Carathéodory vector field, i.e. the map $t \mapsto v(t, x)$ is $\mathcal{L}^1$-measurable for all $x \in \mathbb{R}^d$ and the map $x \mapsto v(t, x)$ is continuous for $\mathcal{L}^1$-almost every $t \in [0, T]$. Moreover, there exists $m \in L^1([0, T], \mathbb{R}_+)$ such that

$$|v(t, x)| \leq m(t)(1 + |x|),$$

(4)

for $\mathcal{L}^1$-almost every $t \in [0, T]$ and all $x \in \mathbb{R}^d$.

**Hypothesis (C2):** For any compact set $K \subset \mathbb{R}^d$, there exists $l_K \in L^1([0, T], \mathbb{R}_+)$ such that

$$\text{Lip}(v(t, \cdot); K) \leq l_K(t),$$

(5)

for $\mathcal{L}^1$-almost every $t \in [0, T]$.

We now recall a classical well-posedness result for continuity equations (see e.g. [18]).

**Theorem 1:** Let $r > 0$, $\mu_0 \in \mathcal{P}(B(0, r))$ and suppose that $(t, x) \mapsto v(t, x)$ satisfies (C1). Then, there exists a solution $\mu(\cdot)$ of (2) starting from $\mu_0$. Moreover, there exist $R_r > 0$ and $m_r \in L^1([0, T], \mathbb{R}_+)$ depending only on $r, m$ such that for each such solution, it holds

$$\text{supp}(\mu(t)) \subset B(0, R_r), \quad W_1(\mu(t), \mu(s)) \leq \int_s^t m_r(\tau)d\tau,$$

(6)

for all times $0 \leq s < t \leq T$. If $(t, x) \mapsto v(t, x)$ also satisfies (C2), then the curve $\mu(\cdot)$ is unique.

Let $(\mathcal{D}, d_{\mathcal{D}})$ be a complete separable metric space and $(X, \| \cdot \|_X)$ be a separable Banach space. Given a subset $B \subset X$, we denote by $\overline{\mathcal{D}}(B)$ its closed convex hull. We say that a set-valued map $F : \mathcal{D} \rightrightarrows X$ has closed values if $F(s) \subset X$ is a closed set for all $s \in \mathcal{D}$. Furthermore, we say that $F : [0, T] \rightrightarrows \mathcal{D}$ is $\mathcal{L}^1$-measurable if the sets

$$F^{-1}(\emptyset) := \{ t \in [0, T] \text{ s.t. } F(t) \cap \emptyset \neq \emptyset \},$$

are $\mathcal{L}^1$-measurable for any open subset $\emptyset \subset \mathcal{D}$.

**Theorem 2:** Suppose that $F : [0, T] \rightrightarrows \mathcal{D}$ is measurable with closed values. Then, there exists a measurable selection $f : [0, T] \to \mathcal{D}$ in $F(\cdot)$, i.e. $f(t) \in F(t)$ for $\mathcal{L}^1$-almost every $t \in [0, T]$.

### III. DIFFERENTIAL INCLUSIONS IN WASSERSTEIN SPACES

In this section, we propose a functional approach to differential inclusions in Wasserstein spaces and state the compactness theorem and the Relaxation theorem.

**Definition 3:** Given $V : [0, T] \times \mathcal{P}_e(\mathbb{R}^d) \to C^0(\mathbb{R}^d)$, a curve of measures $\mu(\cdot) \in \mathcal{P}(\mathbb{R}^d)$ solves the differential inclusion

$$\begin{cases}
\partial_t \mu(t) \in -\text{div}(V(t, \mu(t))\mu(t)), \\
\mu(0) = \mu_0,
\end{cases}$$

(7)

if there exists a measurable selection $t \mapsto v(t) \in V(t, \mu(t))$ such that $\mu(\cdot)$ solves (2). The couple $(\mu(\cdot), v(\cdot))$ is then called a trajectory-selection pair for (7).

**Definition 4:** For any compact set $K \subset \mathbb{R}^d$, define

$$V_K(t, \mu) := \{ v \in V(t, \mu) \text{ s.t. } v \in C^0(K, \mathbb{R}^d) \},$$

for any $(t, \mu)$, where $v|_K$ is the restriction of $v$ to $K$.

**Hypotheses (D):** Suppose that for any compact subset $K \subset \mathbb{R}^d$, the following holds.

(i) The map $t \mapsto V_K(t, \mu)$ is measurable with closed non-empty images for all $\mu \in \mathcal{P}_e(\mathbb{R}^d)$.

(ii) There exists $m \in L^1([0, T], \mathbb{R}_+)$ such that for $\mathcal{L}^1$-almost every $t \in [0, T]$ and all $\mu \in \mathcal{P}_e(\mathbb{R}^d)$, any element $v \in V(t, \mu)$ satisfies for all $x \in \mathbb{R}^d$

$$|v(x)| \leq m(t)(1 + |x| + \mathcal{M}_1(\mu)).$$

(iii) There exists $l_K \in L^1([0, T], \mathbb{R}_+)$ such that for $\mathcal{L}^1$-almost every $t \in [0, T]$ and all $\mu \in \mathcal{P}(K)$, any element $v \in V(t, \mu)$ satisfies

$$\text{Lip}(v; K) \leq l_K(t).$$

(5)
(iv) There exists $L_K \in L^1([0,T], \mathbb{R}_+)$ such that for $\mathcal{L}^1$-almost every $t \in [0,T]$ and all $\mu, \nu \in \mathcal{P}(K)$ it holds

$$V_K(t, \nu) \subset V_K(t, \mu) + L_K(t) W_1(\mu, \nu) \mathbb{B}_{C^0(K, \mathbb{R}^d)},$$

where $\mathbb{B}_{C^0(K, \mathbb{R}^d)}$ denotes the closed unit ball in $(C^0(K, \mathbb{R}^d), \|\cdot\|_{C^0(K, \mathbb{R}^d)})$.

The following existence result can be proven under hypotheses (D) by an iterative scheme in the spirit e.g. of [19, Chapter 2.3.13]. The proof of this result is fairly lengthy and technical and will appear elsewhere.

**Theorem 3:** Let $V : [0, T] \times \mathcal{P}(\mathbb{R}^d) \ni C^0(\mathbb{R}^d, \mathbb{R}^d)$ be verifying (D). Then for any $\mu^0 \in \mathcal{P}_c(\mathbb{R}^d)$, there exists a solution $\mu(\cdot)$ of (7). Moreover for every $r > 0$, there exist $R_r > 0$ and $m_r \in L^1([0,T], \mathbb{R}_+)$ such that any solution $\mu(\cdot)$ of (7) with $\mu^0 \in \mathcal{P}(B(0,r))$ satisfies (6).

A. Compactness of the solution set

An essential property of (7) that we shall use in the sequel is the compactness of its solution set whenever $V : [0, T] \times \mathcal{P}(\mathbb{R}^d) \ni C^0(\mathbb{R}_+^d, \mathbb{R}^d)$ has convex values.

**Theorem 4:** Suppose that $V : [0, T] \times \mathcal{P}(\mathbb{R}^d) \ni C^0(\mathbb{R}_+^d, \mathbb{R}^d)$ has convex values and that it satisfies (D).

Then, the set of all trajectories of (7) is compact in the topology of the uniform convergence.

**Proof:** Let $r > 0$ be such that $\mu^0 \in \mathcal{P}(B(0,r))$ and $(\mu_d(\cdot), v_d(\cdot))$ be a sequence of trajectory-selection pairs for (7). By Theorem 3, there exists $R_r > 0$ and $m_r \in L^1([0,T], \mathbb{R}_+)$ such that $\mu_d(\cdot)$ satisfies (6) for all $N \geq 1$. Whence by the Ascoli-Arzelà Theorem, there exists a curve $\mu^* \in AC([0,T], \mathcal{P}(\mathbb{R}^d))$ such that

$$\sup_{t \in [0,T]} W_1(\mu_N(t), \mu^*(t)) \to 0,$$

along an unlabelled subsequence.

Define the closed ball $K := B(0,R_r)$. By (D)-(ii), (iii) and (6), there exists $c \in L^1([0,T], \mathbb{R}_+)$ such that

$$||v_N(t, \cdot)||_{W^{1,1}(K, \mathbb{R}^d)} \leq c(t),$$

for $\mathcal{L}^1$-almost every $t \in [0,T]$ and all $p \in (1, +\infty)$. Thus by the Dunford-Pettis theorem (see e.g. [20, Thm. 1.38]) applied to Bochner integrable maps (see e.g. [21]), the sequence $(v_N(\cdot))$ admits a weakly-converging subsequence towards some $v^*(\cdot)$ in $L^1([0,T], W^{1,1}(K, \mathbb{R}^d))$. By choosing $p > d$ and invoking Morrey’s embedding (see e.g. [22, Thm. 9.12]), it holds for any $\phi \in C_c^\infty(\mathbb{R}^d)$

$$\int_0^T \int_{\mathbb{R}^d} \langle v^*(t,x) - v_N(t,x), \nabla \phi(x) \rangle \, d\mu^*(t) \, dt \to 0,$$

along an unlabelled subsequence. Plugging (8)-(9) into (3) in turn yields that $(\mu^*(\cdot), v^*(\cdot))$ solves (2).

We now prove that $v^*(t) \in V(t, \mu^*(t))$ for $\mathcal{L}^1$-almost every $t \in [0,T]$. By hypothesis (D)-(iv) and (8), there exists $(\tilde{v}_N(\cdot))$ such that

$$||v_N(t) - \tilde{v}_N(t)||_{C^0(K, \mathbb{R}^d)} \to 0, \quad \tilde{v}_N(t) \in V(t, \mu^*(t)),$$

for $\mathcal{L}^1$-almost every $t \in [0,T]$. By repeating the same argument as before, $(\tilde{v}_N(\cdot))$ admits a weakly-converging subsequence in $L^1([0,T], W^{1,1}(K, \mathbb{R}^d))$. Moreover, observe that $\tilde{v}_N(\cdot) \in \mathcal{V}_K$ where

$$\mathcal{V}_K = \{ v \in L^1([0,T], C^0(K, \mathbb{R}^d)) \text{ s.t. } v(t) \in V(t, \mu^*(t)) \}.$$
The second step is to apply a version of Filippov’s estimate (see e.g. [19, Thm 2.3.13]) adapted to Wasserstein spaces, which together with the Lipschitzianity \((D)-(iv)\) of \(\mu \mapsto V(t, \mu)\) allows to recover the existence of a curve \(\mu^*(\cdot)\) solution of (13) such that \(W_1(\mu_N(t), \mu(t))\) is small. The result then follows from the triangle inequality. ■

The next proposition provides an application of the Relaxation theorem to investigate the function of optimal control problems on differential inclusions.

Proposition 1: Suppose that \(V : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \rightarrow C^0(\mathbb{R}^d, \mathbb{R}^d)\) satisfies \((D)\) and that \(\varphi : \mathcal{P}_c(\mathbb{R}^d) \rightarrow \mathbb{R}\) is continuous in the \(W_1\)-metric. Then, the value functions \(\mathcal{V}, \mathcal{V}_{\pi} : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \rightarrow \mathbb{R}\) defined respectively by

\[
\mathcal{V}(\tau, \mu) := \inf_{\mu^*(\cdot)} \left[ \varphi(\mu(T)) \right] \\
\text{s.t.} \quad \partial_t \mu(t) \in -\text{div} \left( V(t, \mu(t)) \mu(t) \right),
\]

and

\[
\mathcal{V}_{\pi}(\tau, \mu) := \inf_{\mu^*(\cdot)} \left[ \varphi(\mu(T)) \right] \\
\text{s.t.} \quad \partial_t \mu(t) \in -\text{div} \left( \mathcal{V}(t, \mu(t)) \mu(t) \right),
\]

for every \((\tau, \mu, r) \in [0, T] \times \mathcal{P}_c(\mathbb{R}^d)\) equal, where \(\mathcal{V}\) is a controlled non-local vector field. We define the set-valued map \(V : [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \rightarrow C^0(\mathbb{R}^d, \mathbb{R}^d)\) by

\[
V(t, \mu) := v(t, \mu, U(t, \mu)),
\]

for \(L^1\)-almost every \(t \in [0, T]\) and all \(\mu \in \mathcal{P}_c(\mathbb{R}^d)\).

Hypotheses (OCP): Suppose that for any compact set \(K \subset \mathbb{R}^d\), the following holds.

(i) The set-valued map \((t, \mu) \mapsto U(t, \mu) \subset \mathcal{V}\) is \(L^1\)-measurable in \(t \in [0, T]\) and continuous with respect to \(\mu \in \mathcal{P}_c(\mathbb{R}^d)\) in the \(W_1\)-metric.

(ii) The map \((t, \mu, u, x) \mapsto v(t, \mu, u)(x) \in \mathbb{R}^d\) is \(L^1\)-measurable with respect to \(t \in [0, T]\) and continuous with respect to \((u, x) \in \mathcal{V} \times \mathbb{R}^d\). Moreover, there exists \(m \in L^1([0, T], \mathbb{R}_+)\) such that for \(L^1\)-almost every \(t \in [0, T]\) it holds

\[
|v(t, \mu, u)(x)| \leq m(t)(1 + |x| + M_1(\mu)),
\]

for all \((\mu, u, x) \in \mathcal{P}_c(\mathbb{R}^d) \times \mathcal{V} \times \mathbb{R}^d\). There exist two maps \(l_K, L_K \in L^1([0, T], \mathbb{R}_+)\) such that for \(L^1\)-almost every \(t \in [0, T]\) we have

\[
\text{Lip}(v(t, \mu, u)) \leq l_K(t),
\]

for any \((\mu, u) \in \mathcal{P}(K) \times \mathcal{V}\), and

\[
\|v(t, \mu, u) - v(t, \nu, u)\|_{C^0(K, \mathbb{R}^d)} \leq L_K(t) W_1(\mu, \nu),
\]

for any \(\mu, \nu \in \mathcal{P}(K)\) and \(u \in \mathcal{V}\).

(iii) The set-valued map \((t, \mu) \mapsto V(t, \mu)\) has convex values.

(iv) The final cost \(\mu \in \mathcal{P}_c(\mathbb{R}^d) \mapsto \varphi(\mu) \in \mathbb{R}\) is lower-semicontinuous over \(\mathcal{P}(K)\) in the \(W_1\)-metric.

(v) The running and final constraint sets \(t \in [0, T] \mapsto K(t) \subset \mathcal{P}_c(\mathbb{R}^d)\) and \(Q_T \subset \mathcal{P}_c(\mathbb{R}^d)\) are \(W_1\)-closed.

Remark 1: Hypotheses (OCP)-(ii) are a natural extension of the classical assumptions of control theory to Wasserstein spaces, guaranteeing that to every measurable control corresponds a unique solution defined on the whole time interval \([0, T]\) of the controlled continuity.
Hypotheses (OCP)-(iii), (iv) and (v) are classical for the existence of optimal solutions. Assumption (OCP)-(i) is needed to link the trajectories of an associated differential inclusion to those of the control system. When the sets \( U(\cdot,\cdot) \) are independent from both time and states, it simply means that measurable controls take their values in a compact set.

First, we prove that the set of solutions of the control system driving (P) coincides with the solution set of the differential inclusion with \( V(\cdot,\cdot) \) defined by (17).

**Proposition 2:** Suppose that (OCP)-(i) and (OCP)-(ii) hold, and that the set-valued map \( V : [0,T] \times \mathcal{P}_c(\mathbb{R}^d) \to C^0([0,T],\mathbb{R}^d) \) is defined as in (17). Then, a curve \( \mu(\cdot) \) solves (7) if and only if it is a solution of the controlled dynamics generated by some \( u(\cdot) \in U \).

**Proof:** Let \( \mu(\cdot) \in AC([0,T],\mathcal{P}_c(\mathbb{R}^d)) \) be an admissible curve for (P) driven by a control map \( u(\cdot) \in U \). By construction, the time-dependent velocity field \( v : t \to v(t,\mu(t),u(t)) \in C^0([0,T],\mathbb{R}^d) \) is such that \( v(t) \in V(t,\mu(t)) \) for \( L^1 \)-almost every \( t \in [0,T] \), so that \( \mu(\cdot) \) solves (7) with \( V(\cdot,\cdot) \) as in (17).

Conversely, suppose that \( \mu(\cdot) \in AC([0,T],\mathcal{P}_c(\mathbb{R}^d)) \) is a solution of (7) driven by \( V(\cdot,\cdot) \). Notice that as a consequence of hypothesis (OCP)-(ii), the set-valued map \( V(\cdot,\cdot) \) defined in (17) satisfies hypotheses (D). Let \( K \subset \mathbb{R}^d \) be the compact set given by Theorem 3, i.e. \( \text{supp}(\mu(t)) \subset K \) for all times \( t \in [0,T] \). By Definition 3, there exists a measurable selection \( t \to u(t) \in V_K(t,\mu(t)) \) such that

\[
\partial_t \mu(t) + \text{div}(v(t,\mu(t))) = 0.
\]

Moreover, observe that

\[
V_K(t,\mu(t)) = v_K(t,\mu(t),U(t,\mu(t))) \subset C^0(K,\mathbb{R}^d),
\]

where \( (t,u) \to v_K(t,\mu(t),u) \) is \( L^1 \)-measurable with respect to \( t \in [0,T] \) and continuous with respect to \( u \in \mathcal{U} \). Thus, we can apply Theorem 2 and [15, Thm. 8.2.8] to recover the existence of a measurable selection \( t \to u(t) \in U(t,\mu(t)) \) such that \( v(t) = v_K(t,\mu(t),u(t)) \) for \( L^1 \)-almost every \( t \in [0,T] \). Whence, \( \mu(\cdot) \) is admissible for (P) and generated by the control map \( t \to u(t) \in U(t,\mu(t)) \).

Using the above result, we can show that under hypotheses (OCP), problem (P) admits a solution.

**Theorem 6:** Suppose that hypotheses (OCP) hold. Then, there exists an optimal trajectory-control pair \( (\mu(\cdot),u(\cdot)) \in AC([0,T],\mathcal{P}_c(\mathbb{R}^d)) \times U \) for (P).

**Proof:** Let \( (\mu_N(\cdot)) \) be a minimising sequence for (P) and \( (\mu_N(\cdot)) \) be the corresponding admissible trajectories. By (OCP)-(ii), we know that \( V(\cdot,\cdot) \) defined in (17) satisfies (D), and that is has convex values by (OCP)-(iii). Thus by Theorem 4, there exists a trajectory-selection pair \( (\mu^*(\cdot),v^*(\cdot)) \) solution of (7) such that

\[
\sup_{t \in [0,T]} W_1(\mu_N(t),\mu^*(t)) \xrightarrow{N \to +\infty} 0,
\]

along an unlabelled subsequence. Furthermore by Proposition 2, there exists an admissible control \( t \to u^*(t) \in U(t,\mu^*(t)) \) such that \( v(t) = v(t,u^*(t),u^*(t)) \) for \( L^1 \)-almost every \( t \in [0,T] \).

Since \( K(t) \) and \( Q_T \) are closed in the \( W_1 \)-topology by (OCP)-(v), we have by (18) that for all times \( t \in [0,T] \)

\[
\mu^*(t) \in K(t) \quad \text{and} \quad \mu^*(t) \in Q_T.
\]

Moreover, \( \varphi(\cdot) \) is lower-semicontinuous in the \( W_1 \)-metric as a consequence of (OCP)-(iv), so that it holds

\[
\varphi(\mu^*(T)) \leq \liminf_{N \to +\infty} \varphi(\mu_N(T)).
\]

Whence, \( (\mu^*(\cdot),u^*(\cdot)) \) is optimal for (P).

**V. EXAMPLE OF APPLICATIONS**

In this section, we illustrate the results of Sections III and IV on an example of leader-follower problem. This type of formulation frequently appears in the modeling of multi-agent systems (see e.g. [10], [14], [23]).

We will henceforth consider an optimal evacuation problem. Therein, a set of leaders \( y := \{y_i(\cdot)\}_{i=1}^M \) who can control their own accelerations \( u := \{u_i(\cdot)\}_{i=1}^M \) via

\[
y_i(t) = v_i(t), \quad w_i(t) = u_i(t),
\]

aim at maximising the fraction of a crowd \( \mu(\cdot) \) that reaches a closed target safety area \( S \subset \mathbb{R}^d \) at time \( T > 0 \),

\[
\max_{u(\cdot) \in U} \int_{[0,T]} I_S(x)d\mu(T)(x,v).
\]

This type of final-time density maximisation has already been considered e.g. in [24].

We suppose that the controls \( u(\cdot) \) have values in the state-dependent admissible sets

\[
U(\mu,y) = \{u \in (\mathbb{R}^d)^M \text{ s.t. } |u_i| \leq C \left( 1 - \eta (\rho * \mu)(y_i) \right) \},
\]

where \( C > 0, \eta \in [0,1], \rho \in C^\infty(\mathbb{R}^d) \) is a smooth unitary mollifier with compact support and \((\rho * \mu)\) is the convolution operator defined by

\[
(\rho * \mu)(x) := \int_{\mathbb{R}^d} \rho(x-x')d\mu(x',v').
\]

This constraint encodes a form of “soft congestion” effect on the leaders, which amounts for the fact that they cannot move as fast as they wish if they are closely surrounded by too many agents. Introducing the empirical measures \( \nu_M(\cdot) := \frac{1}{M} \sum_{i=1}^M \delta(y_i(\cdot),w_i(\cdot)) \), the dynamics of the leaders can be rewritten as

\[
\partial_t \nu_M(t) + \text{div}(\nabla (W(t,u(t))\nu_M(t))) = 0,
\]

with a driving velocity field \( W : (t,u) \in [0,T] \times (\mathbb{R}^d)^M \to C^0(\mathbb{R}^{2d},\mathbb{R}^{2d}) \) defined by \( W(t,u)(y,w) := (w,u)^T \).

The dynamics of the crowd is modelled by a curve of densities \( \mu(\cdot) \in AC([0,T],\mathcal{P}_c(\mathbb{R}^d)) \), whose evolution follows the non-local continuity equation

\[
\partial_t \mu(t) + \text{div}(\nabla (v(t,u(t))\nu_M(t))\mu(t)) = 0.
\]
Here, the non-local velocity field $V : (t, \mu, \nu) \in [0, T] \times \mathcal{P}_c(\mathbb{R}^d) \times \mathcal{P}_c(\mathbb{R}^d) \to C^0(\mathbb{R}^{2d}, \mathbb{R}^{2d})$ writes
\[
V(t, \mu, \nu)(x, v) := \begin{pmatrix} v \\ \Phi(\mu(t) + \phi * \nu(t))(x, v) \end{pmatrix},
\] (20)
where $\phi(\cdot), \Phi(\cdot)$ are defined respectively by
\[
\begin{align*}
\phi(x, v) &:= -\frac{K}{(\sigma + |x|^2)^{\frac{d+1}{2}}} v, \\
\Phi(x, v) &:= R_1 \exp\left(-\frac{|x|^2}{R_2}\right) v - A_1 \exp\left(-\frac{|x|^2}{A_2}\right) v,
\end{align*}
\]
for given constants $K, \sigma, \beta, R_1, R_2, A_1, A_2 \geq 0$, and $(\ast)$ is the convolution operator. The acceleration term $(\Phi \ast \mu)$ in (20) is the derivative of a Morse potential (see e.g. [25]), which encodes short range repulsions and long range attractions amongst the agents, while $(\Phi \ast \nu_M)$ is a Cucker-Smale type kernel (see [2]) which enforces the alignment of the velocities of $\mu(\cdot)$ with that of $\nu_M(\cdot)$.

We also impose an extra constraint that the crowd of agents must remain within a closed safety region $\mathcal{H} \subset \mathbb{R}^d$ during the whole evacuation process. This running constraint can be encoded in the spirit e.g. of [17] by functionals inequalities of the form
\[
\Lambda(\mu(t)) := \int_{\mathbb{R}^d} d_\mathcal{H}(x) d\mu(t)(x, v) \leq 0,
\]
for all times $t \in [0, T]$, where $x \in \mathbb{R}^d \mapsto d_\mathcal{H}(x)$ denotes the Euclidean distance from $x \in \mathbb{R}^d$ to $\mathcal{H} \subset \mathbb{R}^d$.

We therefore consider the optimal control problem
\[
(P) \left\{ \begin{array}{l}
\max_{u(t) \in \mathcal{U}} \int_{\mathbb{R}^d} \mathbb{1}_\mathcal{H}(x) d\mu(T)(x, v) \\
\partial_t \mu(t) + \text{div} \left( V(t, \mu(t), \nu_M(t))\mu(t) \right) = 0, \\
\mu(0) = \mu^0, \\
\partial_t \nu_M(t) + \text{div} \left( W(t, u(t))\nu_M(t) \right) = 0, \\
\nu_M(0) = \frac{1}{M} \sum_{i=1}^M \delta(y_i^0, v_i^0), \\
\text{and} \\
\Lambda(\mu(t)) \leq 0,
\end{array} \right.
\]
where $U(\mu, \nu_M)$ is defined as in (19) by identifying the empirical measure $\nu_M$ with the set of points $y \in (\mathbb{R}^d)^M$ where it is supported. It can be verified that all the objects involved in $(P)$ satisfy hypotheses (OCP) of Section IV. Therefore, problem $(P)$ has an optimal solution.

VI. FUTURE WORK

In the future, we aim at applying our set-valued approach of mean-field control to several topics. We are currently investigating first and second order necessary optimality conditions in the spirit of [26]. We also aim at studying the sensitivity relations (see e.g. [27]) which relate the Pontryagin costate of an optimal control problem to the super-differential of the value function.
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