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Abstract

We compute the spectrum for a class of quantum Markov semigroups describing systems of $N$ particle interacting through a binary collision mechanism. These quantum Markov semigroups are associated to a novel kind of quantum random walk on graphs, with the graph structure arising naturally in the quantization of the classical Kac model, and we show that the spectrum of the generator of the quantum Markov semigroup is closely related to the spectrum of the Laplacian on the corresponding graph. For the direct analog of the original classical Kac model, we determine the exact spectral gap for the quantum generator. We also give a new and simple method for studying the spectrum of certain graph Laplacians.
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1 Introduction

We study the rate of approach to equilibrium in a quantum version of the classical Kac model that was developed in [7]. The original Kac model [15, 16] concerns a a dilute gas of $N$ molecules interacting through pair-wise collision that conserve the energy, and in this model, the collision mechanism gives rise to a jump process on a continuous state space, the “energy
sphere” of the $N$ particles, and the Kolmogorov forward equation for this jump process is known as the *Kac Master Equation*.

Interactions between molecules are properly described by quantum mechanics, and the model introduced in [7] is a natural adaptation of Kac’s classical model to the quantum setting, in which the Kac Master Equation becomes an equation of Lindblad type, the *Quantum Kac Master Equation* (QKME). The assumptions on the collision mechanism in [7] were rather general, and the paper concentrated on general features such as classifying the equilibrium states, proving propagation of chaos (see [7]) and studying the resulting non-linear quantum Boltzmann equation. Little was said about the actual evolution and about the spectral properties of the generator of the quantum Markov semigroup, which is the subject of this paper.

In the present work we consider a special collision rule that is described below and which is the direct analog of the one first considered by Kac. This allows a much more detailed analysis. As we show, the quantization leads to a graph structure on an orthonormal basis of eigenstates of the $N$-particle energy operator. We shall give a complete description of the spectrum of the QKME generator in terms of spectra of the graph Laplacian on this graph. This yields a description of the quantum evolution in terms of the eigenvectors of these graph Laplacians.

In fact, one may view the QKME as a quantum Kolmogorov forward equation for a sort of quantum random walk on the graph associated to the collision mechanism. However, this sort of quantum random walk is different from the class of random walks on graphs introduced by Aharonov, Ambainis, Kempe and Vazirani [1]. In particular, the graph structures emerges naturally from the dynamics, and is not present from the beginning. Of course, it is not surprising to see discrete mathematical structures emerging from quantization.

In the model we focus on here, the graphs that arise turn out to be the closely connected with *multislice* (see [14]), a natural generalization of the sliced Boolean cube. Recently proved ergodic properties of the random walk on slices of the multislice [13, 14, 19] then become relevant to QKME. However, the Kac model perspective sheds light on spectral analysis of Laplacians on graphs: We give a simple proof of the result of Caputo, Liggett and Richthammer [5] that the spectral gap of the Laplacian on the multislice for $N$ particles has the same value, namely $N$, for all non-trivial connected components of the graph. This leads to an exact determination of the spectral gap for our quantum Kac model.

### 1.1 Description of the quantum Kac model

Let us recall the setting in [7]. Consider a $d$-dimensional Hilbert space $\mathcal{H}$ and a single particle Hamiltonian $h$ acting on $\mathcal{H}$ with $d$ eigenvalues $e_1, \ldots, e_d$. For the moment, we impose no conditions on the spectrum. Let $\{\psi_1, \ldots, \psi_d\}$ be an orthonormal basis for $\mathcal{H}$ with $h\psi_j = e_j\psi_j$ for all $1 \leq j \leq d$.

Define the $N$-particle Hamiltonian $H_N$ on $\mathcal{H}_N = \otimes^N \mathcal{H}$ as a sum of $N$ terms

$$H_N = (h \otimes 1 \otimes \cdots \otimes 1) + \cdots + (1 \otimes \cdots \otimes h \otimes \cdots \otimes 1) + \cdots + (1 \otimes \cdots \otimes 1 \otimes h),$$

where $1$ is the identity on $\mathcal{H}$, and where in the $n$th term, there is a single $h$ which is in the $n$th position.
The eigenvalues of $H_N$ are indexed by the multi-indices $\alpha = (\alpha_1, \ldots, \alpha_N) \in \{1, \ldots, d\}^N$, and are given by

$$e(\alpha) = e_{\alpha_1} + \cdots + e_{\alpha_N}. \tag{1}$$

Defining

$$\Psi_\alpha := \psi_{\alpha_1} \otimes \cdots \otimes \psi_{\alpha_N},$$

$\{\Psi_\alpha : \alpha \in \mathcal{V}_N\}$ is an orthonormal basis of $\mathcal{H}_N$ consisting of eigenvectors of $H_N$. For a multi-index $\alpha$, and $k \in \mathcal{V}$ define the ‘occupation numbers’

$$k(\alpha) = (k_1(\alpha), \ldots, k_d(\alpha)), \quad k_j(\alpha) = |\{1 \leq m \leq N : \alpha_m = j\}|$$

where for a set $A$, $|A|$ denotes the cardinality of $A$. Thus, an alternate to the formula (1) for $e(\alpha)$ is

$$e(\alpha) = \sum_{j=1}^d k_j(\alpha) e_j. \tag{2}$$

We also define, for all $1 \leq m < n \leq N$,

$$e_{m,n}(\alpha) = e_{\alpha_m} + e_{\alpha_n}. \tag{3}$$

We will be investigating a quantum kinetic time evolution in which particles interact through instantaneous “pair collisions”, and between collisions, particles do not interact, and the energy of the system is then given by $H_N$, which includes no interactions.

Consider a pair collision between particles $m$ and $n$ with $1 \leq m < n \leq N$. Suppose initially that the state of the system is $\Psi_\alpha$. Then after the collision, the state of the system will be a linear combination of state of the form $\Psi_\beta$ where

$$\beta_p = \alpha_p \text{ for } p \neq m, n \tag{4}$$

since only particles $m$ and $n$ are involved in the collision, and such that

$$e_{m,n}(\alpha) = e_{m,n}(\beta), \tag{5}$$

since the collisions conserve energy.

### 1.2 The Quantum Kac Master Equation

We now describe a quantum analog of the Kac Master Equation [15] that will govern the time evolution of our system. The evolution of the system is driven by a Poisson stream of binary collisions that conserve energy. To describe binary collisions in our $N$ particle system, we first consider the case $N = 2$, and will then “lift” our constructions to the full $N$-particle model. Let $U$ be some unitary operator on $\mathcal{H}_2$, and define define $U_{1,2}$ to be the unitary operator on $\mathcal{H}_N$ given by

$$U_{1,2}(\phi_1 \otimes \phi_2 \otimes \phi_3 \otimes \cdots \otimes \phi_N) = U(\phi_1 \otimes \phi_2) \otimes \phi_3 \otimes \cdots \otimes \phi_N.$$

In the same way, for $1 \leq m < n \leq N$, we define $U_{m,n}$ so that it acts on the $m$th and $n$th factors of $\mathcal{H}$. The unitary $U_{m,n}$ describes the effects of a particular type of collision between
particles $m$ and $n$. Since the collisions conserve energy, we require that each $U_{m,n}$ commutes with $H_N$, and clearly this is the same thing as requiring that $U$ commutes with $H_2$. We regard all unitaries $U$ that commute with $H_2$ as describing a kinematically possible collision.

We discuss here a simple collision model, one that is an analog of the original classical Kac model, in which we average uniformly over all unitaries $U$ that commute with $H_2$. In this simplest quantum Kac model, the quantum operation that describes a collision between two particles, viewed as acting on $B(H_2)$, is given by

$$\mathcal{Q}(X) = \int_U U^* X U d\nu,$$

where $U$ is the group of all unitaries commuting with $H_2$ and $\nu$ is normalized Haar measure on it. Evidently, $\mathcal{Q}$ is completely positive, unital and trace preserving. Since Haar measure on $U$ is invariant under the map the map $U \mapsto U^*$, $\mathcal{Q}$ is self adjoint with respect to the Hilbert-Schmidt inner product on $B(H_2)$.

It is easy to see that $\mathcal{Q}$ is a projection, and in fact $\mathcal{Q}(X)$ is the “pinching” operation that projects onto the $C^*$ subalgebra of $B(H_2)$ consisting of functions of $H_2$. Therefore, if

$$H_2 = \sum_{E \in \Sigma_2} EP_E$$

is the spectral decomposition of $H_2$,

$$\mathcal{Q}(X) = \sum_{E \in \Sigma_2} \frac{1}{D(E)} \text{Tr}[XP_E]P_E,$$

where $D(E) = \text{Tr}[P_E]$ is the degeneracy of the eigenvalue $E$. From here, it is easy to write down a Kraus representation of $\mathcal{Q}$ in terms of the orthonormal basis $\{\psi_{\alpha_1} \otimes \psi_{\alpha_2} : 1 \leq \alpha_1, \alpha_2 \leq d\}$ of $H_2$. Since

$$\text{Tr}[XP_E] = \sum_{e_{\alpha_1} + e_{\alpha_2} = E} \langle \psi_{\alpha_1} \otimes \psi_{\alpha_2}, X \psi_{\alpha_1} \otimes \psi_{\alpha_2} \rangle$$

and $P_E := \sum_{e_{\beta_1} + e_{\beta_2} = E} |\psi_{\beta_1} \otimes \psi_{\beta_2}\rangle \langle \psi_{\beta_1} \otimes \psi_{\beta_2}|$,

if we define

$$F_{\alpha_1\alpha_2;\beta_1\beta_2} := |\psi_{\alpha_1} \otimes \psi_{\alpha_2}\rangle \langle \psi_{\beta_1} \otimes \psi_{\beta_2}|,$$

then

$$\mathcal{Q}(X) = \sum_{E \in \Sigma_2} \frac{1}{D(E)} \sum_{e_{\alpha_1} + e_{\alpha_2} = e_{\beta_1} + e_{\beta_2} = E} F_{\alpha_1\alpha_2;\beta_1\beta_2}^* X F_{\alpha_1\alpha_2;\beta_1\beta_2}.$$

We now lift $\mathcal{Q}$ to $H_N$ as described in the beginning of this section by letting fixing $1 \leq m < n \leq N$ and replacing each $U$ by $U_{m,n}$, and thus obtaining $\mathcal{Q}_{m,n}$, which now describes the averaged effect of a collision between particles $m$ and $n$. For every $1 \leq m < n \leq N$, $\mathcal{Q}_{m,n}$ is completely positive, self-adjoint with respect to the Hilbert-Schmidt inner product on $B(H_N)$, unital and trace preserving because it inherits these properties form $\mathcal{Q}$.

In lifting $\mathcal{Q}$ up to $H_N$ as described, the trace in (8) becomes the partial trace over the $m$th and $n$th factors in $H_N$. For $(m,n) = (1,2)$ one easily finds

$$\mathcal{Q}_{1,2}(X) = \sum_{\alpha_1,\alpha_2,\beta_1,\beta_2; e_{\alpha_1} + e_{\alpha_2} = e_{\beta_1} + e_{\beta_2}} \frac{1}{D(e_{\alpha_1} + e_{\alpha_2})} E_{\alpha_1\alpha_2;\beta_1\beta_2}^* X E_{\alpha_1\alpha_2;\beta_1\beta_2}.$$
where
\[ E_{\alpha_1 \alpha_2; \beta_1 \beta_2} = |\psi_\alpha_1 \otimes \psi_\alpha_2 \rangle \langle \psi_\beta_1 \otimes \psi_\beta_2 | \otimes 1_{N-2} = |\psi_\alpha_1 \rangle \langle \psi_\beta_1 | \otimes |\psi_\alpha_2 \rangle \langle \psi_\beta_2 | \otimes 1_{N-2} , \]
and $1_{N-2}$ is the identity operator on the remaining factor. For general $m < n$ the rank one operators $|\psi_\alpha_1 \rangle \langle \psi_\beta_1 |$ and $|\psi_\alpha_2 \rangle \langle \psi_\beta_2 |$ should be inserted as factors $m$ respectively $n$ in the tensor product and the remaining factors are the identity matrices. Therefore, for $1 \leq m < n \leq N$,
\[ \mathcal{Q}_{m,n}(X) = \sum_{\alpha_m, \alpha_n, \beta_m, \beta_n, \epsilon_{m,n} = \epsilon_{\beta_m} + \epsilon_{\beta_n}} \frac{1}{D(\epsilon_{\alpha_m} + \epsilon_{\alpha_n})} E_{\alpha_m \alpha_n; \beta_m \beta_n}^* X E_{\alpha_m \alpha_n; \beta_m \beta_n} \tag{9} \]
where
\[ E_{\alpha_m \alpha_n; \beta_m \beta_n} = |\psi_{\alpha_m} \rangle \langle \psi_{\beta_m} | \otimes |\psi_{\alpha_n} \rangle \langle \psi_{\beta_n} | \otimes 1_{N-2} , \]
with the subscripts indicating the factors on which the first two terms operate. Finally define
\[ \mathcal{Q}(X) = \left( \begin{array}{c} N \end{array} \right)^{-1} \sum_{m<n} \mathcal{Q}_{mn}(X) . \]

Note that (9) gives the Kraus form of the completely positive operator $\mathcal{Q}_{m,n}$, and then summing, we have the Kraus form of $\mathcal{Q}$. From this one can easily write down the Lindblad form of the generator $\mathcal{L}_N$, but here it turns out to be more convenient to work directly with (9).

We recall the following definitions from [7]:

**Definition 1.1.** Define the operators $\mathcal{Q}_N$ and $\mathcal{L}_N$ on $\mathcal{B}(\mathcal{H}_N)$ by
\[ \mathcal{Q}_N = \left( \begin{array}{c} N \end{array} \right)^{-1} \sum_{m<n} \mathcal{Q}_{mn} \quad \text{and} \quad \mathcal{L}_N = N(\mathcal{Q}_N - 1_{\mathcal{H}_N}) . \tag{10} \]

$\mathcal{Q}_N$ is completely positive, self-adjoint with respect to the Hilbert-Schmidt inner product on $\mathcal{B}(\mathcal{H}_N)$, unital and trace preserving because the set of such operators is convex. Note that (9) gives the Kraus form [17] of the completely positive operator $\mathcal{Q}_{m,n}$, and then summing, we have the Kraus form of $\mathcal{Q}$. From this one can easily write down the Lindblad form [18] of the generator $\mathcal{L}_N$, but here it turns out to be more convenient to work directly with (9).

**Definition 1.2.** The Quantum Kac Master Equation (QKME) is the evolution equation on $\mathcal{S}(\mathcal{H}_N)$ given by
\[ \frac{d}{dt} \varrho(t) = \mathcal{L}_N \varrho(t) . \tag{11} \]

Since $\|\mathcal{X}_N\|_\infty \leq 2N$, the QKME is solved by exponentiation: For each $t \geq 0$ we may define an operator $\mathcal{P}_{N,t}$ on each $\mathcal{B}(\mathcal{H}_N)$ by
\[ \mathcal{P}_{N,t} A = \sum_{k=1}^{\infty} e^{-Nt} (Nt)^k \frac{k!}{k!} \mathcal{Q}_N^k A = e^{\mathcal{L}_N t} A . \tag{12} \]

Then the unique solution $\varrho(t)$ of the QKME satisfying $\varrho(0) = \varrho_0 \in \mathcal{S}(\mathcal{H}_N)$ is $\varrho(t) = \mathcal{P}_{N,t} \varrho_0$.  


2 The graph structure induced by the collision rules

The pair collision rules (4) and (5) induce a graph structure on \( \{1, \ldots, d\}^N \) which then becomes its set of vertices. This graph structure is fundamental to our analysis of the spectral properties of the QKME generator.

**Definition 2.1.** Let \( \mathcal{V}_N \) denote \( \{1, \ldots, d\}^N \), the set of multi-indices, now considered as vertices in a graph. Two vertices \( \alpha, \beta \in \mathcal{V}_N \) are adjacent in case \( \alpha \neq \beta \) and (4) and (5) are satisfied. Any such pair of adjacent vertices defines an edge, and we denote the set of all such edges by \( \mathcal{E}_N \). If \( \gamma \) is adjacent to \( \delta \), we write \([\gamma, \delta]\) to denote the corresponding edge. Note that \([\gamma, \delta] = [\delta, \gamma]\). We denote this graph by \( \mathcal{G}_N \).

It is evident that if \([\gamma, \delta] \in \mathcal{E}_N\), then \( e(\gamma) = e(\delta) \), but the converse need not be true, as we explain below.

**Remark 2.2.** If the eigenvalues \( \{e_1, \ldots, e_d\} \) are all distinct, and if \( \alpha \) and \( \beta \) are adjacent, they differ in exactly two places, so that to each edge \([\alpha, \beta] \in \mathcal{E}_N\), there is a uniquely determined pair \((m, n)\), \(1 \leq m < n \leq N\) such that \( \alpha_m \neq \beta_m \) and \( \alpha_n \neq \beta_n \). If the eigenvalues of \( h \) are degenerate, then there will exist adjacent \( \alpha \) and \( \beta \) that differ in a single index so that for some \( m \), \( \alpha_m \neq \beta_m \), but \( e_{\alpha_m} = e_{\beta_m} \), and hence (4) and (5) are satisfied with \( \alpha_j = \beta_j \) for all \( j \neq m \), and any choice of \( n \neq m \). Such a transition can be viewed as resulting from a collision between particle \( m \) and any other particle \( n \) that has somehow “catalyzed” the transition of particle \( m \). Thus, no single pair collision can be identified with the edge \([\alpha, \beta]\). Going forward, we assume the eigenvalues of \( h \) are non-degenerate.

**Definition 2.3.** Let \( \sigma(H_2) \) denote the spectrum of \( H_2 \). For each \( E \in \sigma(H_2) \), recall that \( D(E) \) is the dimension of the corresponding eigenspace. As remarked above, under the assumption that the eigenvalues of \( h \) are non-degenerate, to each \([\alpha, \beta] \in \mathcal{E}_N\), there is a unique \((m, n)\), \(1 \leq m < n \leq N\) such that \( \alpha_m \neq \beta_m \) and \( \alpha_n \neq \beta_n \). Since \( \alpha \) and \( \beta \) are adjacent, (5) is satisfied. Define

\[
D[\alpha, \beta] = D(e_{\alpha_m} + e_{\alpha_n}) = D(e_{\beta_m} + e_{\beta_n})
\]

for this uniquely determined pair \((m, n)\).

**Definition 2.4.** For each \( \alpha \in \mathcal{V}_N \), let \( v(\alpha) \) denote the valency of \( \alpha \); i.e., the number of vertices in \( \mathcal{G}_N \) that are adjacent to \( \alpha \).

For each \( \alpha \), there are \( D(e_{\alpha_m} + e_{\alpha_n}) - 1 \) vertices that are adjacent to \( \alpha \) through collision involving particles \( m \) and \( n \). Summing over \( m < n \), the valency of \( \alpha \) is given by

\[
v(\alpha) = \sum_{m < n} (D(e_{\alpha_m} + e_{\alpha_n}) - 1) ,
\]

or alternatively,

\[
v(\alpha) = \sum_{i < j}^d k_i(\alpha) k_j(\alpha) (D(e_i + e_j) - 1) \tag{13}
\]
Under the non-degeneracy assumption for $i < j$, $D(e_i + e_j) \geq 2$, and hence
\[ v(\alpha) \geq \sum_{i<j} k_i(\alpha)k_j(\alpha). \] (14)

Given a finite undirected graph $G$ with vertex set $V$ and edge set $E$, the graph Laplacian $\Delta_G$ is the operator on functions $f$ on $V$ given by
\[ \Delta_G f(x) = \sum_{y \in V : \{x,y\} \in E} (f(x) - f(y)). \] (15)

Note that
\[ \sum_{x \in V} f(x)\Delta_G f(x) = \sum_{y \in V : \{x,y\} \in E} \frac{1}{2}(f(x) - f(y))^2. \] (16)

This computation shows that if $\mu_V$ denotes the uniform probability measure on $V$, $L_G$ is a positive semi-definite operator on $L^2(\mu_V)$, and that the constant function $f(x) = 1$ for all $x \in V$ is an eigenfunction with eigenvalue 0. (This is the standard sign convention for the Laplacian in graph theory.)

It follows from (16) that $\Delta_G f = 0$ if and only if $f$ is constant on each connected component of $G$. Hence, on a connected graph $G$, 0 is an eigenvalue of multiplicity one, and the eigenspace is spanned by the constant vector. The quadratic form on the right in (16) is called the Dirichlet form of the graph Laplacian.

\textbf{Definition 2.5.} Let $G$ be a finite connected graph with vertex set $V$. The spectral gap of $G$, $\Gamma_G$, is the least non-zero eigenvalue of $\Delta_G$.

By the Rayleigh-Ritz variational principle,
\[ \Gamma_G = \inf \left\{ \int_V f(x)\Delta_G f(x)d\mu_V : \int_V f(x)d\mu_V = 0, \int_V |f(x)|^2 d\mu_V = 1 \right\}. \] (17)

\section{The spectrum of the Kac generator $L_N$}

When the spectrum of the single particle hamiltonian $h$ satisfies a strong non-degeneracy condition, it is possible to give a simple and complete spectral decomposition of the generator $L_N$ for the QKME.

\textbf{Definition 3.1.} The spectrum of $h$ is strongly non-degenerate in case:

(1) The spectrum of $h$ is such that the spectrum of $H_2$ is non-degenerate on the symmetric subspace of $H_2 = \mathcal{H} \otimes \mathcal{H}$. That is, for any $1 \leq j_1, j_2, j_3, j_4 \leq d$,
\[ e_{j_1} + e_{j_2} = e_{j_3} + e_{j_4} \iff \{j_1, j_2\} = \{j_3, j_4\}. \]

(2) For each $N \geq 3$ and each $E \in \sigma(H_N)$, the pair of equations
\[ \sum_{m=1}^d k_m e_n = E \quad \text{and} \quad \sum_{m=1}^d k_m = N \]
has exactly one solution for each $E$ in the spectrum of $\mathcal{H}_N$. 
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Note that condition (2) is satisfied if the \( \{e_1, \ldots, e_d\} \) are linearly independent over the rational numbers, and in this sense the condition is generically satisfied.

We shall show that when \( h \) is strongly non-degenerate, \( B(\mathcal{H}_N) \) has a decomposition into a direct sum of subspaces, each of which is invariant under the Kac generator \( \mathcal{L}_N \), and moreover, the restriction of \( -\mathcal{L}_N \) to each of these invariant subspaces is unitarily equivalent to \( \Delta_{\mathcal{G}_M} \) plus an explicit non-negative constant for some \( M \leq N \).

### 3.1 Direct sum decomposition of \( B(\mathcal{H}_N) \)

First, we fix some notation. For \( \alpha, \beta \in \mathcal{V}_N \), define

\[
F_{\alpha\beta} := |\Psi_{\alpha}\rangle \langle \Psi_{\beta}|.
\]

Since \( \{\Psi_{\alpha}\}_{\alpha \in \mathcal{V}_N} \) is an orthonormal basis for \( \mathcal{H}_N \), \( \{ F_{\alpha\beta} : \alpha, \beta \in \mathcal{V}_N \} \) is an orthonormal basis of \( B(\mathcal{H}_N) \).

**Definition 3.2.** For any \( \delta, \gamma \in \mathcal{V}_N \), define \( C_{\delta\gamma} \subseteq \{1, \ldots, N\} \) to be the coincidence set of this pair of vertices. That is,

\[
C_{\delta\gamma} = \{ j : \delta_j = \gamma_j \}.
\]

Next, let \( S \subset \{1, \ldots, N\} \):

1. Define the set of exterior pair configurations \( E_S \) to be the set of pairs \( \zeta, \eta \in \{1, \ldots, d\}^{S^c} \) such that for all \( j \in S^c \), \( \zeta_j \neq \eta_j \).
2. For each \( S \subset \{1, \ldots, N\} \) and each \( (\zeta, \eta) \in E_S \), define \( B_{S; \zeta, \eta} \) to be the subspace of \( B(\mathcal{H}_N) \) spanned by the operators \( F_{\delta, \gamma} \) such that \( C_{\delta\gamma} = S \), and such that for \( j \in S^c \), \( \delta_j = \zeta_j \) and \( \gamma_j = \eta_j \).
3. For \( S = \{1, \ldots, N\} \), define \( C_N = \text{span}(\{ F_{\gamma, \gamma} : \gamma \in \mathcal{V}_N \}) \). That is, \( C_N \) is the span of the \( F_{\delta, \delta} \) such that \( C_{\delta\gamma} = \{1, \ldots, N\} \) in which case there are no exterior configurations to be considered. Note that \( C_N \) is not only a subspace of \( B(\mathcal{H}_N) \), it is a commutative subalgebra of \( B(\mathcal{H}_N) \). It is called the classical subalgebra of \( B(\mathcal{H}_N) \).

**Lemma 3.3.** The \( N \)-particle space \( \mathcal{H}_N \) is the direct sum of the subspaces \( B_{S; \zeta, \eta} \); that is

\[
\mathcal{H}_N = C_N \oplus \left( \bigoplus_{S \subseteq \{1, \ldots, N\}, (\zeta, \eta) \in E_S} B_{S; \zeta, \eta} \right).
\]  

**Proof.** It is evident that for each \( \delta, \gamma \in \mathcal{V}_N \), \( F_{\delta, \gamma} \) belongs to \( B_{S; \zeta, \eta} \) if and only if \( S = C_{\delta\gamma} \) and for each \( j \notin S, \delta_j = \zeta_j \) and \( \gamma_j = \eta_j \). Thus, each of the basis vectors \( F_{\delta, \gamma} \) to exactly one of the spaces \( B_{S; \zeta, \eta} \), and this proves (18). \( \square \)

For \( M \in \mathbb{N} \), let \( L^2(\mathcal{G}_M) \) denote the Hilbert space obtained by equipping \( \mathcal{G}_M \) with counting measure. For each multi-index \( \alpha = (\alpha_1, \ldots, \alpha_M) \), define a function \( g_\beta \) on \( \mathcal{V}_M \) by \( g_\beta(\alpha) = \delta_{\alpha, \beta} \). Then \( \{g_\beta\}_{\alpha \in \mathcal{V}_M} \) is an orthonormal basis for \( L^2(\mathcal{G}_M) \).
Fix some $S \subset \{1, \ldots, N\}$ with cardinality $|S| = M$, and write it in the form $\{j_1, \ldots, j_M\}$. Define the map $k_S : S \to \{1, \ldots, M\}$ by $k_S(j_k) = k$. In addition, for $M < N$, fix some $(\zeta, \eta) \in E_S$. Then define a unitary map $U_{S;\zeta,\eta}$ from $L^2(G_M)$ to $\mathcal{B}_{S;\zeta,\eta}$ by linearly extending

$$U_{S;\zeta,\eta}(g_{\beta}) = F_{\gamma,\delta} \quad \text{where} \quad \begin{cases} \gamma_j = \delta_j = \beta_{k_S(j)} & j \in S \\ \gamma_j = \zeta_j, \delta_j = \eta_j & j \notin S \end{cases}.$$  \hspace{1cm} (19)

This map is unitary because it takes an orthonormal basis of $L^2(G_M)$ to an orthonormal basis of $\mathcal{B}_{S;\zeta,\eta}$. For $S = \{1, \ldots, N\}$ there is the simpler unitary map $U_{C_N}$ from $L^2(G_M)$ onto $C_N$ defined by $U_{C_N}(g_{\beta}) = F_{\beta\beta}$.

**Theorem 3.4.** Let $S \subset \{1, \ldots, N\}$ with $|S| = M$, and let $(\zeta, \eta) \in E_S$. Define $r := N - M$. For all $f \in L^2(G_M)$, and all $\alpha, \in V_M$,

$$U_{S;\zeta,\eta}^*(-\mathcal{L}_N) U_{S;\zeta,\eta} f(\alpha) = \frac{1}{N-1} \Delta_{G_M} f(\alpha) + \left(2r \frac{N-1}{N-1} - \frac{r(r+1)}{N-1}\right) f(\alpha).$$ \hspace{1cm} (20)

for $S = \{1, \ldots, N\}$ we have

$$U_{C_N}^*(-\mathcal{L}_N) U_{C_N} = \frac{2}{N-1} \Delta_{N} f(\alpha).$$ \hspace{1cm} (21)

Theorem 3.4 reduces the study of the spectrum of $\mathcal{L}_N$ to the study of the spectrum of the graph Laplacians $\Delta_{G_M}, M \leq N$. The rest of this section is devoted to the proof of Theorem 3.4. In the next section, we turn to the analysis of the spectrum of $\Delta_{G_M}, M \leq N$. We give a new a relatively simple proof of some known relevant facts about the spectrum, and in particular, the determination of the spectral gap.

**Lemma 3.5.** Suppose that $h$ is strongly non-degenerate. If $\gamma$ and $\delta$ are adjacent in $G_N$, then $\gamma$ and $\delta$ differ by a pair transposition. The valency of $\alpha \in G_N$ is given by

$$v(\alpha) = \sum_{i<j} k_i(\alpha) k_j(\alpha).$$ \hspace{1cm} (22)

**Proof.** Since $\gamma$ and $\delta$ are adjacent, they differ in exactly 2 indices, say $m$ and $n$. But then since $k_j(\delta) = k_j(\gamma)$ for each $j = 1, \ldots, d, \{\gamma_m, \gamma_n\} = \{\delta_m, \delta_n\}$. Then since $\gamma \neq \delta, \delta_m = \gamma_n$ and $\delta_n = \gamma_m$. Thus $\gamma$ and $\delta$ differ by a pair transposition. Finally, (22) follows from (13) since for $i < j, D(e_i + e_j) = 2$. \hfill $\square$

The operator $\mathcal{Q}$ turns out to have a fairly simple matrix representation in the $\{F_{\alpha,\beta}\}$ basis, as we now show. It will be useful to define

$$f_{\alpha,\beta} = |\psi_{\alpha}\rangle \langle \psi_{\beta}|.$$ We shall also make use of the *swap map*, both as a map from $V_N$ into itself, and as a unitary operator on $H_N$. First, a map form $V_N$ into itself, for $m < n$, and $\alpha \in V_N, S_{mn}(\alpha)$ is defined by

$$(S_{mn}(\alpha))_j = \begin{cases} \alpha_n & j = m \\ \alpha_m & j = n \\ \alpha_j & j \neq m, n \end{cases}.$$
The *swap operator* is the unitary operator on $\mathcal{H}_N$ defined by
\[
S_{mn}\Psi_\alpha = \Psi_{s_{mn}(\alpha)}.
\]

**Lemma 3.6.** We have that
\[
\binom{N}{2} \Theta(F_{\gamma\delta}) = \frac{1}{2} \sum_{m<n} \delta_{\gamma_m \delta_m} \delta_{\gamma_n \delta_n} [F_{\gamma\delta} + S_{mn}F_{\gamma\delta}S_{mn}]
\]
\[
= \frac{1}{2} \sum_{m<n} \delta_{\gamma_m \delta_m} \delta_{\gamma_n \delta_n} [F_{\gamma\delta} + F_{s_{mn}(\gamma)s_{mn}(\delta)}]. \tag{23}
\]

**Proof.** For simplicity we pick the pair $(m, n) = (1, 2)$. Then
\[
E^*_{\alpha_1 \beta_1; \gamma_1 \delta_1} F_{\gamma \delta} E_{\alpha_1 \beta_1; \gamma_1 \delta_1} = [f_{\beta_1 \alpha_1} \otimes f_{\beta_2 \alpha_2} \otimes I_{N-2}] [\otimes_{j=1}^N f_{\gamma_j \delta_j}] [f_{\alpha_1 \beta_1} \otimes f_{\alpha_2 \beta_2} \otimes I_{N-2}]
\]
\[
= f_{\beta_1 \alpha_1} f_{\gamma_1 \beta_1} f_{\alpha_1 \beta_1} \otimes f_{\beta_2 \alpha_2} f_{\gamma_2 \beta_2} f_{\alpha_2 \beta_2} \otimes_{j=3}^N f_{\gamma_j \delta_j}
\]
\[
= \delta_{\alpha_1 \gamma_1} \delta_{\beta_1 \alpha_1} \delta_{\alpha_2 \gamma_2} \delta_{\beta_2 \alpha_2} f_{\beta_1 \beta_1} \otimes f_{\beta_2 \beta_2} \otimes_{j=3}^N f_{\gamma_j \delta_j}.
\]

The sum
\[
\sum_{\alpha_1, \alpha_2, \beta_1, \beta_2; e_{\alpha_1} + e_{\alpha_2} = e_{\beta_1} + e_{\beta_2}} \frac{1}{D(e_{\alpha_1} + e_{\alpha_2})} E^*_{\alpha_1 \alpha_2; \beta_1 \beta_2} F_{\gamma \delta} E_{\alpha_1 \alpha_2; \beta_1 \beta_2}
\]
has a contribution from the non-degenerate eigenvalues of $H_2$ given by $2e, e \in \sigma(h)$
\[
E^*_{\alpha_1 \alpha_1; \alpha_1 \alpha_1} F_{\gamma \delta} E_{\alpha_1 \alpha_1; \alpha_1 \alpha_1} = \delta_{\gamma_1 \delta_1} \delta_{\gamma_2 \delta_2} \delta_{\gamma_1 \delta_2} f_{\gamma_1 \gamma_1} \otimes f_{\gamma_1 \gamma_1} \otimes_{j=3}^N f_{\gamma_j \delta_j} = \delta_{\gamma_1 \delta_1} \delta_{\gamma_2 \delta_2} \delta_{\gamma_1 \gamma_2} F_{\gamma \delta}.
\]

and a contribution from the doubly degenerate eigenvalues of $h$, $e_i + e_j, i \neq j$
\[
\frac{1}{2} \sum_{\alpha_1, \alpha_2, \beta_1, \beta_2; e_{\alpha_1} + e_{\alpha_2} = e_{\beta_1} + e_{\beta_2}} E^*_{\alpha_1 \alpha_2; \beta_1 \beta_2} F_{\gamma \delta} E_{\alpha_1 \alpha_2; \beta_1 \beta_2},
\]
which for $\gamma_1 \neq \gamma_2$ equals
\[
\frac{\delta_{\gamma_1 \delta_1} \delta_{\gamma_2 \delta_2}}{2} [f_{\gamma_1 \gamma_1} \otimes f_{\gamma_2 \gamma_2} \otimes_{j=3}^N f_{\gamma_j \delta_j} + f_{\gamma_2 \gamma_1} \otimes f_{\gamma_2 \gamma_2} \otimes_{j=3}^N f_{\gamma_j \delta_j}]
\]
\[
= \frac{\delta_{\gamma_1 \delta_1} \delta_{\gamma_2 \delta_2}}{2} [f_{\gamma_1 \gamma_1} \otimes f_{\gamma_2 \gamma_2} \otimes_{j=3}^N f_{\gamma_j \delta_j} + f_{\gamma_2 \gamma_1} \otimes f_{\gamma_1 \gamma_1} \otimes_{j=3}^N f_{\gamma_j \delta_j}]
\]
\[
= \frac{\delta_{\gamma_1 \delta_1} \delta_{\gamma_2 \delta_2}}{2} [F_{\gamma \delta} + S_{12} F_{\gamma \delta} S_{12}]
\]

Hence we have
\[
\Theta_{12}(F_{\gamma \delta}) = \begin{cases} 
\frac{\delta_{\gamma_1 \delta_1} \delta_{\gamma_2 \delta_2} \delta_{\gamma_1 \gamma_2} F_{\gamma \delta}}{2} & \text{if } \gamma_1 = \gamma_2 \\
\frac{\delta_{\gamma_1 \delta_1} \delta_{\gamma_2 \delta_2} \delta_{\gamma_1 \gamma_2} F_{\gamma \delta} + S_{12} F_{\gamma \delta} S_{12}}{2} & \text{if } \gamma_1 \neq \gamma_2
\end{cases}
\]

since for $\gamma_1 = \gamma_2$ the swap operator $S_{12}$ acts trivially. The same reasoning yields the analogous result for all other $m < n$. Summing and then using (10) proves the lemma. \qed
Proof of Theorem 3.4. Fix $\beta \in G_M$, and let $F_{\gamma,\delta} = U_{S;\zeta\eta}(g_\beta)$ so that $\gamma$ and $\delta$ are given by (19). Then $C_{\gamma,\delta} = M$, and from Lemma 3.6

$$N^{-1} \binom{N}{2} \mathcal{L}_N(F_{\gamma,\delta}) = \frac{1}{2} \sum_{m<n} \delta_{\gamma_m\delta_m}\gamma_{\gamma_m}\delta_{\gamma_n}\delta_{\gamma_n}[F_{\gamma\delta} + F_{S_{mn}}(\gamma)S_{mn}(\delta)] - F_{\gamma\delta}$$

$$= \frac{1}{2} \sum_{m<n} \delta_{\gamma_m\delta_m}\gamma_{\gamma_m}\delta_{\gamma_n}\delta_{\gamma_n}[F_{S_{mn}}(\gamma)S_{mn}(\delta) - F_{\gamma\delta}]$$

$$- \left( \binom{N}{2} - \binom{M}{2} \right) F_{\gamma\delta}$$

Now observe that

$$U_{S;\zeta\eta} \left( \frac{1}{2} \sum_{m<n} \delta_{\gamma_m\delta_m}\gamma_{\gamma_m}\delta_{\gamma_n}\delta_{\gamma_n}[F_{S_{mn}}(\gamma)S_{mn}(\delta) - F_{\gamma\delta}] \right) U_{S;\zeta\eta}^*(\alpha)$$

$$= \sum_{\{\alpha' : [\alpha,\alpha'] \in E_M\}} g_\beta(\alpha') - v(\alpha)g_\beta(\alpha) = -\Delta g_M g_\beta(\alpha)$$

and

$$\binom{N}{2} - \binom{M}{2} = \frac{(N^2 - N) - (N^2 - (2r + 1)N + r(r + 1))}{2} = rN - \frac{r(r + 1)}{2}$$

4 The spectrum of the Graph Laplacian on the multi-slice

The graph $G_N$ is known as the multislice in analogy with the sliced Boolean cube $\{0,1\}^N$. The pair-transposition random walk on the vertices of the Boolean cube preserves the sum of the coordinates belonging to a vertex in $\{0,1\}^N$, and hence the paths of the walk stay in, and eventually cover, the “slices” of $\{0,1\}^N$ corresponding to the $N + 1$ possible values of the sum of the coordinates.

When $h$ is non-degenerate, we identify $V_N = \{1, \ldots, d\}^N$ with $\{e_1, \ldots, e_d\}^N$. Then due to energy conservation, our pair transposition walk on $V_N$ conserves the value of the sum of the coordinates. The possible values of this sum are the eigenvalues of $H_N$, and we have seen that these are indexed by the occupation vectors $k(\alpha), \alpha \in G_N$. Under the strong non-degeneracy condition, there is a one-to-one correspondence between eigenvalues $E$ of $H_N$, and occupation vectors $k = (k_1, \ldots, k_d)$ such that each $k_j$ is a non-negative integer and $\sum_{j=1}^d k_j = N$. For each such $k$, define $G_N,k$ to be the subgraph of $G_N$ consisting of those vertices $\alpha \in G_N$ for which $k(\alpha) = k$. It is easy to see that these are precisely the connected components of $G_N$. Thus $\Delta g_N$ is the direct sum of the operators $\Delta g_{N,k}$.

**Theorem 4.1.** For all $N \geq 2$, all $d \geq 2$, and all $k = (k_1, \ldots, k_d) \in \mathbb{Z}_+^{d}$ with

$$\sum_{m=1}^d k_m = N \quad \text{and} \quad \max\{k_0, \ldots, k_{r-1}\} < N$$

(24)
so that $G_{N,k}$ is not trivial, the spectral gap $\Gamma_{N,k}$ of $\Delta_{G_{N,k}}$ is given by

$$\Gamma_{N,k} = N.$$  

This together with our previous results yields

**Theorem 4.2.** For all $N \geq 2$, all $d \geq 2$, and all $k = (k_1, \ldots, k_d) \in \mathbb{Z}^d_{\geq 0}$ with (24) satisfied, the spectral gap of of $L_{N,k}$ is $N/(N-1)$.

**Proof.** Now fix some $E \in \sigma(H_N)$ such that the corresponding occupation vector $k$ satisfies the non-triviality condition of Theorem 4.1. Let $H_{N,k}$ be the corresponding eigenspace of $H_N$, and let $P_{N,k}$ be the orthogonal projection onto $H_{N,k}$. Then $B(H_{N,k})$ is invariant under $L_N$, and $L_N(P_{N,k}) = 0$. Let $L_{N,k}$ denote the restriction of $L_N$ to $B(H_{N,k})$.

From Lemma 3.3, we have

$$B(H_{N,k}) = \bigoplus_{S \subseteq \{1, \ldots, N\}, (\zeta, \eta) \in E_S} B_{S,\zeta,\eta}.$$  

For $S = \{1, \ldots, N\}$, the eigenvalues of $L_{N,k}$ on $B_{S,\zeta,\eta}$ are precisely $-1/(N-1)$ times the eigenvalues of $G_{N,k}$, and hence the spectral gap in this sector is $N/(N-1)$.

For $S$ a strict subset of $\{1, \ldots, N\}$, $|S| \leq N - 2$, since when $k(\gamma) = k(\delta)$, it is impossible for the coincidence set $S$ to have cardinality $N - 1$. Hence in Lemma 3.4, $r \geq 2$, and hence the least eigenvalue of $-L_{N,k}$ on $B_{S,\zeta,\eta}$ is at least

$$\left(2r \frac{N}{N-1} - \frac{r(r+1)}{N-1}\right) \geq 4 - \frac{2}{N-1}.$$  

It is easy to write down a set of eigenfunctions of $\Delta_{G_{N,k}}$ that have eigenvalue $N$. This will be very useful in the proof that $N$ is in fact the spectral gap.

**Definition 4.3.** Let $K_{N,k}$ denote the set of real-valued functions $g$ on $\{e_1, \ldots, e_d\}$ such that

$$\sum_{m=1}^{d} k_m g(e_m) = 0.$$  

(25)

**Lemma 4.4.** Let $g$ be any non-zero function in $K_{N,k}$ as specified in Definition 4.3. Fix $1 \leq \ell \leq N$ and define a function $f$ on $V_{N,k}$ by $f(x) = g(x_\ell)$. Then

$$\Delta_{G_{N,k}} f(x) = N f(x).$$  

(26)

**Proof.** Note that $f(x) - f(\pi_{i,j} x) = 0$ unless $i = \ell$ or $j = \ell$, hence we need only consider such pair permutations when computing $L_{G_{N,k}} f(x)$. For any $0 \leq m \leq r-1$, consider $x \in V_{N,k}$ such that $x_\ell = e_m$. For each $n \neq m$, there are $k_n$ pair permutations such that when applied to $x$ yield the value $e_n$ in the $\ell$th place. Therefore,
\[ \Delta_{g_{N,k}} f(x) = \sum_{n \neq m} k_n (g(e_m) - g(e_n)) \]
\[ = (N - k_m)g(e_m) - \sum_{n \neq m} k_n g(e_n) \]
\[ = (N - k_m)g(e_m) + k_m g(e_x) = Ng(e_m) = Nf(x) , \]
where in the last line we have used \( \sum_{n=0}^{N-1} k_n g(e_n) = 0 \). Since \( m \) is arbitrary, (26) is proved. \( \square \)

**Remark 4.5.** Fix any function \( g \) on \( \{e_1, \ldots, e_d\} \) such that \( \sum_{n=1}^{d} k_n g(e_n) = 0 \). Then the \( N \) functions \( \{g(x_1), \ldots, g(x_N)\} \) are not linearly independent since for any \( x \in V_{N,k} \),

\[ \sum_{\ell=1}^{N} g(x_\ell) = \sum_{n=1}^{d} k_n g(e_n) = 0 . \] (27)

Now consider any \( \{g_1, \ldots, g_N\} \subset K_{M,k} \), not all zero, and define the function

\[ f(x) = \sum_{\ell=1}^{N} g_\ell(x_\ell) . \]

By Lemma 4.4, \( Lg_{N,k} f = N f \). However, we can express \( f \) in a simpler way: Since by (27), \( \sum_{\ell=1}^{N} g_N(x_\ell) = 0 \),

\[ f(x) = f(x) - \left( \sum_{\ell=1}^{N} g_N(x_\ell) \right) = \sum_{\ell=1}^{N-1} h_\ell(x_\ell) \]

where for \( 1 \leq \ell \leq N - 1 \), \( h_\ell = g_\ell - g_N \).

## 5 Spectral properties of the graph Laplacian on the multislice

For each \( N \), there is a natural partial order on the set of vectors \( k = (k_1, \ldots, k_d) \) induced by the “coarsening operation” of “merging” energy levels [19]. For any \( d' > d \geq 2 \), let \( \phi : \{0, \ldots, d'\} \rightarrow \{0, \ldots, d\} \) be any surjection. For \( k = (k_0, \ldots, k_d) \) with \( \sum_{n=0}^{d'} k_n = N \), define

\[ \phi(k)_m := \sum_{n : \phi(n) = m} k_n \quad \text{and} \quad \phi(k) = (\phi(k)_1, \ldots, \phi(k)_d) . \]

Then \( \phi \) induces a map, also denoted by \( \phi \), from \( \{e_1, \ldots, e_{d'}\} \) into itself by

\[ \phi(e_n) = e_{\phi(n)} , \quad 1 \leq n \leq d' . \] (28)

We say that one multislice \( V_{N,k} \) is coarser than another \( V_{N,k'} \) if for some \( 2 \leq d < d' \leq N \), there is a surjection \( \phi : \{1, \ldots, d'\} \rightarrow \{1, \ldots, d\} \) such that \( \phi(k') = k \).
In this case $\phi$ induces a map from $\mathcal{V}_{N,k}$ onto $\mathcal{V}_{N,k'}$ given by

$$
(\phi(x))_{\ell} := \phi(x_{\ell})
$$

with $\phi(x_{\ell})$ defined by (28).

The relevance of such coarsenings to spectral problems was pointed out and exploited in [10, 11]. In our setting, suppose that for some $\phi$ as above we have $k = \phi(k')$. It is easy to see that for any real valued function $f$ on $\mathcal{V}_{N,k}$,

$$
(\Delta_{\mathcal{V}_{N,k}} f) \circ \phi = \Delta_{\mathcal{V}_{N,k'}} (f \circ \phi).
$$

Let $f$ be an eigenfunction of $\Delta_{\mathcal{G}_{N,k}}$ with eigenvalue $\lambda$. Then

$$
\lambda f \circ \phi = (\Delta_{\mathcal{V}_{N,k}} f) \circ \phi = \Delta_{\mathcal{V}_{N,k'}} (f \circ \phi).
$$

Since the map $\phi$ defined in (29) is surjective, $f \circ \phi$ is not identically zero, and hence $\lambda$ is also an eigenvalue of $\Delta_{\mathcal{V}_{N,k'}}$. Therefore, when the multislice $\mathcal{V}_{N,k}$ is coarser than the multislice $\mathcal{V}_{N,k'}$, the spectrum of $\Delta_{\mathcal{G}_{N,k}}$ is contained in the spectrum of $\Delta_{\mathcal{G}_{N,k'}}$. In particular,

$$
\Gamma_{N,k'} \geq \Gamma_{N,k}.
$$

Whenever $\mathcal{G}_{N,k}$ is not trivial; i.e., has at least one edge, it is known that $\Gamma_{N,k} = N$, independent of $k$. This result can be found in [19, Lemma 1], in which the proof refers to the deep proof by Caputo, Liggett and Richthammer [5] of a famous conjecture of Aldous [2]. This fact about the gap also follows from (32) and some computations that follow. Because of (32), it suffices to know $\Gamma_{N,k}$ for a few special choices of $k$.

Among the graphs considered here, some are absolutely trivial. For example, if $k_m = N$ for some $0 \leq m \leq r - 1$, then $\mathcal{V}_{N,k}$ is a singleton, and the edge set $\mathcal{E}_{N,k}$ is empty. In this case, the graph Laplacian is 0, and there is only this one eigenvalue, an hence no gap.

Somewhat less trivial is the case in which $k_{m_0} = N - 1$ for some $m_0$. Then $k_m = 1$ for one value of $m \neq m_0$, and $k_n = 0$ for all $n \neq m, m_0$. In this case, every vertex is related to every other by a pair transposition, and hence the graph is a complete graph with $N$ vertices, and therefore the spectral gap is $N$.

For $r = 2$, we have seen we might as well take $\{e_0, e_1\} = \{0, 1\}$, and then $\{e_0, \ldots, e_{r-1}\} = \{0, 1\}^N$, the Boolean $N$-cube. Taking $\mathcal{G} = \{0, 1\}^N$ with adjacency defined as above. The connected components $|G_{N(k_0, k_1)}|$ are known as Johnson Graphs, and the full spectrum of the Laplacian $L_{\mathcal{G}_{N,(k_0, k_1)}}$ is known [3, 13]. In particular, it is known that the spectral gap is always $N$ independent of $k = (k_0, k_1)$ assuming that both $k_0$ and $k_1$ are non-zero.

Finally, consider the case in which $r = N$ and $k = (1, \ldots, 1)$; i.e., $k_m = 1$ for all $m$. Then evidently $\mathcal{V}_{N,(1,\ldots,1)}$ has $N!$ vertices and may be identified with $S_N$, the symmetric group on $N$ letters. The spectrum of the corresponding graph Laplacian $LV_{N,(1,\ldots,1)}$ has been studied using methods from group representation theory by Diaconis and Shahshahani [12]. Their results provide complete information on all of the eigenvalues, and this is essential for their applications. One of their results is that for all $N$, the spectral gap is $N$. For this alone, one does not need so much machinery, and a simple proof is given in [6, Theorem 5.1].

Now consider any $k$ such that $\mathcal{G}_{N,k}$ is non trivial. Evidently $k$ is coarser than $k_1 := (1, \ldots, 1)$, and going in the opposite direction, reducing to just two energies, there is a $k_0 = (k_0, k_1)$ such that

$$
\Gamma_{N,k_0} \leq \Gamma_{N,k} \leq \Gamma_{N,k_1}.
$$
Since $G_{N,k_0}$ is a Johnson graph, $\Gamma_{N,k_0} = N$. Then since $\Gamma_{N,k_1} = N$, $\Gamma_{N,k} = N$. This result is explicitly noted in [19, Lemma 1], with an argument based on the proof of Aldous’ conjecture [2] by Caputo, Liggett and Richthammer [5].

We now give a simple proof of Theorem 4.1 and somewhat more using ideas developed in [6], and applied there to the case of the sliced Boolean cube.

5.1 The induction for the lower bound on the gap

Define $\mu_{N,k}$ to be the uniform probability measure on $V_{N,k}$. The Dirichlet form for $\Delta_{\mathcal{G}_{N,k}}$ on $L^2(\mu_{N,k})$ is

$$\frac{1}{2} \sum_{x \in V_{N,k}} \frac{1}{2} \sum_{i<j} (f(x) - f(\pi_{i,j}x))^2 \mu_{N,k}. \quad (34)$$

It greatly simplifies the induction we shall carry out if we normalize so that the sum over pairs becomes an average. Hence we work with the Dirichlet form of $\left(\frac{N}{2}\right)^{-1} \Delta_{\mathcal{G}_{N,k}}$:

$$\frac{1}{2} \left(\frac{N}{2}\right)^{-1} \sum_{x \in V_{N,k}} \sum_{i<j} (f(x) - f(\pi_{i,j}x))^2 \mu_{N,k}. \quad (35)$$

The key to our induction is the identity

$$\left(\frac{N}{2}\right)^{-1} \sum_{i<j} (f(\pi_{i,j}x) - f(x))^2 = \frac{1}{N} \sum_{\ell=1}^{N} \left(\left(\frac{N-1}{2}\right)^{-1} \sum_{i<j,i,j \neq \ell} (f(\pi_{i,j}x) - f(x))^2 \right), \quad (36)$$

On the right, we have an average of $N$ terms, each of which leaves one coordinate, $x_\ell$, unchanged since transpositions $\pi_{i,j}$ in which either $i = \ell$ or $j = \ell$ are not included. If one thinks in terms of processes defined by the Dirichlet forms, this identity will relate the dynamics for $N$ particles to the dynamics for $N-1$ particles.

First, we make one more adjustment to the $N$ particle dynamics. The Dirichlet form (35) is associated to a continuous time Markov jump process on $V_{N,k}$ of the following description: A Poisson clock is running with expected times between “rings” equal to 2. When a “ring” occurs, a pair $(i,j)$, $i < j$, is chosen uniformly at random, and the state jumps from vertex $x$ to vertex $\pi_{i,j}x$. For any given $1 \leq \ell \leq N$, the number of pairs $i < j$ containing $\ell$ is $N-1$, and hence the fraction of the jumps that change the state of the $\ell$th particle is $2/N$. In order to have that all particles update with an expected time of order 1, independent of $N$, we therefore multiply the Dirichlet form in (35) by $N$, to obtain a family of processes, indexed by $N$, in which the expected waiting times for updates of each particle are of order 1, independent of $N$. This is physically motivated, but as we shall see, it is also convenient for the induction.

**Definition 5.1.** Define the Dirichlet form

$$\mathcal{D}_{N,k}(f,f) = \frac{N}{2} \left(\frac{N}{2}\right)^{-1} \sum_{x \in V_{N,k}} \sum_{i<j} (f(\pi_{i,j}x) - f(x))^2 \mu_{N,k}(x)$$

$$= \frac{1}{N-1} \sum_{x \in V_{N,k}} \sum_{i<j} (f(\pi_{i,j}x) - f(x))^2 \mu_{N,k}(x) \quad (37)$$
where the pair permutations $\pi_{i,j}$ acts on $x$ by swapping the $i$ and $j$th entries. Also define $\hat{\Gamma}_{N,k}$ to be the spectral gap associated to this Dirichlet form. That is

\[ \hat{\Gamma}_{N,k} = \inf \{ D_{N,k}(f,f) : \|f\|_{L^2(\mu_{N,k})} = 1, \langle f,1 \rangle_{L^2(\mu_{N,k})} = 0 \} \]  

(38)

**Remark 5.2.** Comparing with (34) which gives the Dirichlet form of the graph Laplacian $\Delta_{N,k}$, we see that its gap, $\Gamma_{N,k}$ and $\hat{\Gamma}_{N,k}$ are related by

\[ \hat{\Gamma}_{N,k} = \frac{2}{N-1} \Gamma_{N,k} . \]  

(39)

To make use of (36), we first consider a graph $G_{N,k}$ where $k = (k_1, \ldots, k_d)$ is such that

\[ k_m \geq 1 \quad \text{for each} \quad 1 \leq m \leq d . \]  

(40)

Then $G_{N,k}$ is a graph for $N$ particles that truly have $d$ different energy levels. If it were the case that $k_m = 0$ for some $m$, the energy $e_m$ would play no role, and the graph would be identical to another graph with a reduced set of $r' < r$ energy levels and a net $k'$ such that for all $0 \leq m \leq r' - 1$, $k'_m \geq 1$. Evidently $G_{N,k}$ and $G_{N,k'}$ are isomorphic and in particular have the same spectral gap.

Now considering $G_{N,k}$ such that (40) is satisfied, we specify a bijection of $V_{N,k}$ with a union of vertex sets of graphs for $N - 1$ particles: For $0 \leq m \leq r - 1$, define $k^{(m)}$ to be obtained from $k$ by replacing $k_m$ with $k_m - 1$. For each $1 \leq \ell \leq N$ we define a map

\[ T_\ell : \bigcup_{m=0}^{r-1} V_{N-1,k^{(m)}} \to V_{N,k} \]  

(41)

by

\[ T_\ell(x) = (x_1, \ldots, x_{\ell-1}, e_m, x_\ell, \ldots, x_{N-1}) \quad \text{for} \quad x \in V_{N-1,k^{(m)}} \]  

(42)

with the obvious modifications for $\ell = 1$ or $\ell = N - 1$. In other words, for $x \in V_{N-1,k^{(m)}}$, one simply inserts $e_m$ in the $\ell$th place, keeping the order of the remaining entries unchanged, and thus obtains an element of $V_{N,k}$. It is evident that this does indeed yield a bijection. The set \{ $x \in V_{N,k} : x_\ell = e_m$ \} is precisely the image of $V_{N-1,k^{(m)}}$ under $T_\ell$. We shall prove

**Theorem 5.3.** Let \{ $e_1, \ldots, e_d$ \} be given along with $k = (k_0, \ldots, k_{r-1})$ where each $k_m$ is a strictly positive integer and $\sum_{m=1}^r k_m = N$. Then the spectral gap $\Delta_{N,k}$ for the corresponding Dirichlet form specified in (37) satisfies

\[ \hat{\Gamma}_{N,k} \geq \frac{N(N-2)}{(N-1)^2} \min \{ \hat{\Gamma}_{N-1,k^{(m)}} : 0 \leq m \leq r - 1 \} \]  

(43)

We shall prove this to be a consequence of several lemmas, and begin by explaining how we make use of (36).

For each $1 \leq \ell \leq N$, and each $m \in \{0, \ldots, r-1\}$, define

\[ D_{N,k}^{(m)}(f,f) = \frac{N-1}{2} \left( \begin{array}{c} N-1 \\ 2 \end{array} \right)^{-1} \sum_{x \in V_{N,k}, x_\ell = e_m} \left( \sum_{i<j, i,j \neq \ell} (f(\pi_{i,j}x) - f(x))^2 \right) \mu_{N-1,k^{(m)}} \]

\[ = \frac{1}{N-2} \sum_{x \in V_{N,k}, x_\ell = e_m} \left( \sum_{i<j, i,j \neq \ell} (f(\pi_{i,j}x) - f(x))^2 \right) \mu_{N-1,k^{(m)}} . \]  

(44)
Next, for each $1 \leq \ell \leq N$ define the operator $P_\ell$ on $L^2(\mathcal{V}_{N,k})$ as follows: On the set \( \{ x : x_\ell = e_m \} \),
\[
P_\ell f(x) := \mu_{N,k}^{(m)} \sum_{y \in \mathcal{V}_{N,k} : y_\ell = e_m} f(y) .
\]
The operator $P_\ell$ is just the orthogonal projection in $L^2(\mu_{N,k})$ onto the subspace of functions that depend only on $x_\ell$. Therefore, for each $m \in \{0, \ldots, r-1\}$,
\[
\mathcal{D}_{N,k}^{\ell,m}(f,f) = \mathcal{D}_{N,k}^{\ell,m}(f - P_\ell f, f - P_\ell f) .
\]
Also, note that
\[
\mu_{N,k} = \sum_{m=0}^{r-1} \frac{k_m}{N} \mu_{N-1,k}^{(m)} .
\]
Therefore, using the key identity (36), together with (45) and (46),
\[
\mathcal{D}_{N,k}(f,f) = \frac{1}{N} \sum_{\ell=1}^{N} \frac{N}{N-1} \sum_{m=0}^{r-1} \mathcal{D}_{N,k}^{\ell,m}(f - P_\ell f, f - P_\ell f) \frac{k_m}{N} .
\]
Recall that $\hat{\Gamma}_{N,k}$ is the spectral gap of the Dirichlet form defined in (37). Since for each $m = 0, \ldots, r-1$, $f - P_\ell f$ is constant on the image of each $\mathcal{V}_{N-1,k}^{(m)}$ under $T_\ell$,
\[
\mathcal{D}_{N,k}^{\ell,m}(f - P_\ell f, f - P_\ell f) \geq \Delta_{N-1,k}^{(m)} \| (f - P_\ell f) \circ T_\ell \|_{L^2(\mu_{N-1,k}^{(m)})}^2.
\]
By (46), and the fact that each $P_\ell$ is an orthogonal projection,
\[
\sum_{m=1}^{r-1} \| (f - P_\ell f) \circ T_\ell \|_{L^2(\mu_{N-1,k}^{(m)})}^2 \frac{k_m}{N} = \| f - P_\ell f \|_{L^2(\mu_{N,k})}^2
\]
\[
= \| f \|_{L^2(\mu_{N,k})}^2 - \langle f, P_\ell f \rangle_{L^2(\mu_{N,k})} .
\]
Then taking $f$ to be a normalized gap eigenfunction for $\Delta_{N,k}$, we have from (47) that
\[
\hat{\Gamma}_{N,k} \geq \min \left\{ \hat{\Gamma}_{N-1,k}^{(m)} : 0 \leq m \leq r-1 \right\} \frac{N}{N-1} (1 - \langle f, P_\ell f \rangle_{L^2(\mu_{N,k})})
\]
where
\[
P = \frac{1}{N} \sum_{\ell=1}^{N} P_\ell .
\]
Note that $P$ is an average of orthogonal projections, and hence its spectrum lies in $[0, 1]$. Any function $f$ that is an eigenvalue of $P$ with the eigenvalue 1 must be in the range of each of the projections $P_\ell$. However, the range of $P_\ell$ consists of functions $f$ that depend on $x$ only through $x_\ell$. For $N \geq 3$, the only functions $f$ on $\mathcal{V}_{N,k}$ that have this property for all $\ell$ are the constant functions since for every $x, y \in \mathcal{V}_{N,k}$, there is a sequence of pair transpositions that takes $x$ to $y$, and since $N \geq 3$, each such transposition leaves one coordinate unchanged, and hence leaves the value of $f$ unchanged. Hence $f(x) = f(y)$. Therefore, for $N \geq 3$, 1 is an eigenvalue of $P$ of multiplicity one with the eigenspace being the constant functions. Since the gap eigenfunction $f$ is orthogonal to the constants in $L^2(\mu_{N,k})$, we must have $\langle f, P_\ell f \rangle < 1$. In fact, this quantity can be no larger that the next largest eigenvalue of $P$:
Definition 5.4. Let $N \geq 3$ and let $\lambda_{N,k}$ denote the second largest eigenvalue of $P$

$$
\lambda_{N,k} = \sup \{ \langle h, Ph \rangle_{L^2(\mu_{N,k})} : \|h\|_{L^2(\mu_{N,k})} = 1, \langle h, 1 \rangle_{L^2(\mu_{N,k})} = 0 \} .
$$

Therefore, (48) becomes

$$
\widehat{\Gamma}_{N,k} \geq \min \{ \widehat{\Gamma}_{N-1,k(m)} : 0 \leq m \leq r-1 \} \frac{N}{N-1} (1 - \lambda_{N,k}) .
$$

The next lemma renders (51) completely explicit and yields the proof of Theorem 5.3.

Lemma 5.5. Let $N \geq 3$. The spectrum of $P$ is the set $\{0, (N - 1)^{-1}, 1\}$. In particular,

$$
\lambda_{N,k} = \frac{1}{N - 1} .
$$

Moreover, the eigenspace corresponding to $1$ consists of the constant functions, and the eigenspace corresponding to $(N - 1)^{-1}$ has dimension $(r - 1)(N - 1)$ and a basis for it is the set of functions of the form

$$
f_{m,\ell}(x) = g_m(x_{\ell}) \quad 1 \leq m \leq r - 1 \quad \text{and} \quad 1 \leq \ell \leq N - 1
$$

where $\{g_1, \ldots, g_{r-1}\}$ is a basis for $\mathcal{K}_{N,k}$.

The proof of Lemma 5.5 that we give is patterned on the proof of Lemma 2.16 of [8]. It involves a simpler operator $K$ that, like $P$, is constructed out of the projections $P_{\ell}$. $K$ is an operator on functions of a single variable in $\{e_1, \ldots, e_d\}$. Let $\nu_{N,k}$ denote the probability measure on $\{e_1, \ldots, e_d\}$ that is the image of the uniform probability measure on $\mathcal{V}_N$ under the map $\pi_N : (x_1, \ldots, x_N) \mapsto x_N$. It is easy to see that

$$
\nu_{N,k}(\{e_m\}) = \frac{k_m}{N} .
$$

Define the operator $K$ on $L^2(\nu_{N,k})$ by $Kh = P_1 h \circ \pi_N$. Note that for any function $h$ on $\{e_1, \ldots, e_d\}$, $h \circ \pi_N$ is a function on $\mathcal{V}_N$, depending only on the $N$th coordinate, and then $P_1 h \circ \pi_N$, which is a function of the first coordinate only, may be identified with a function on $\{e_1, \ldots, e_d\}$, and this function is, by definition, $Kh$. There is nothing special about $1$ and $N$, and pairs of distinct indices yields the same operator by symmetry.

By the definition of $\nu_{N,k}$ in terms of $\mu_{N,k}$, we have the following formula for $K$ which shows that it is self-adjoint on $L^2(\nu_{N,k})$:

$$
\langle g, Kh \rangle_{L^2(\nu_{N,k})} := \sum_{x \in \mathcal{V}_{N,k}} g(x_1)h(x_N)\mu_{N,k}(x) .
$$

Lemma 5.6. The spectrum of the $K$ on $L^2(\nu_{N,k})$ is $\{1, -1/(N - 1)\}$. The eigenspace corresponding to the eigenvalue $1$ consists of the constant functions on $\{e_0, \ldots, e_{r-1}\}$, and the eigenspace corresponding to the eigenvalue $-1/(N - 1)$ is the space consisting of functions $g$ on $\{e_0, \ldots, e_{r-1}\}$ such that $\sum_{m=1}^{r-1} k_m g(e_m) = 0$. 
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Therefore, \((N - e)\) eigenvalues of \((55)\), we find
\[
\sum_{x \in V_{N,k}} g(x_1)h(x_N)\mu_{N,k}(x) = \frac{1}{N(N - 1)} \sum_{m=0}^{r-1} g(e_m)h(e_m)k_m(k_m - 1)
+ \frac{1}{N(N - 1)} \sum_{m \neq n} g(e_m)h(e_n)k_mk_n.
\]

From here it follows easily that \(Kh(e_m) = \sum_{n=0}^{r-1} K_{m,n}h(e_n)\) where
\[
(N - 1)K_{m,n} = \begin{cases} 
  k_n - 1 & n = m \\
  k_n & n \neq m 
\end{cases}.
\]

Therefore, \((N - 1)K = -1 + L\) where \(L\) is the rank one matrix each of whose rows is \((k_0, \ldots, k_{r-1})\). Evidently, the non-zero constant vectors are eigenvectors of \(K\) with eigenvalue 1, and every non-zero vector orthogonal to the constants in \(L^2(\nu_{N,k})\) is an eigenvector with eigenvalue \(-1/(N - 1)\).

Note that the space \(K_{N,k}\) that figures in Theorem 4.1 is precisely the eigenspace of \(K\) corresponding to the eigenvalue \(-1/(N - 1)\).

We have seen in Remark 4.5 that for \(\{g_1, \ldots, g_N\} \subset K_{N,k}\), \(\{g_1(x_1), \ldots, g_N(x_N)\}\) need not be linearly independent even if each \(g_\ell\) is non-zero. The following lemma shows that the only way linear independence can fail is the way indicated in Remark 4.5.

**Lemma 5.7.** Let \(\{g_1, \ldots, g_N\} \subset K_{N,k}\). Then \(\sum_{\ell=1}^N g_\ell(x_\ell) = 0\) for all \(x \in V_{N,k}\) if and only if all of the functions \(g_1, \ldots, g_N\) are the same.

**Proof.** By what is explained in Remark 4.5, it suffices to show that if \(\sum_{\ell=1}^N g_\ell(x_\ell) = 0\) for all \(x \in V_{N,k}\), then all of the functions \(g_1, \ldots, g_N\) are the same. Hence we assume \(\sum_{\ell=1}^N g_\ell(x_\ell) = 0\) and compute

\[
0 = \left\| \sum_{\ell=1}^N g_\ell(x_\ell) \right\|_{L^2(\rho_{N,k})}^2 = \sum_{i=1}^N \left( \|g_i\|_{L^2(\nu_{N,k})}^2 + \sum_{\ell \neq i} \langle g_i, Kg_\ell \rangle_{L^2(\nu_{N,k})} \right)
= \sum_{i=1}^N \left( \|g_i\|_{L^2(\nu_{N,k})}^2 - \frac{1}{N - 1} \sum_{\ell \neq i} \langle g_i, g_\ell \rangle_{L^2(\nu_{N,k})} \right)
\geq \sum_{i=1}^N \left( \|g_i\|_{L^2(\nu_{N,k})}^2 - \frac{1}{N - 1} \sum_{\ell \neq i} \|g_i\|_{L^2(\nu_{N,k})} \|g_\ell\|_{L^2(\nu_{N,k})} \right)
\geq \sum_{i=1}^N \left( \|g_i\|_{L^2(\nu_{N,k})}^2 - \frac{1}{N - 1} \sum_{\ell \neq i} \frac{1}{2} \left( \|g_i\|_{L^2(\nu_{N,k})}^2 + \|g_\ell\|_{L^2(\nu_{N,k})}^2 \right) \right) = 0.
\]
Hence both inequalities must be equalities. The first inequality is the Schwarz inequality and a worst case assumption on the signs, and equality here entails that the functions \( g_1, \ldots, g_N \) are all positive multiples of one another. The second inequality is the arithmetic-geometric mean inequality, and equality here entails that \( \|g_i\|_{L^2(\nu_N,k)} = \|g_\ell\|_{L^2(\nu_N,k)} \) for all \( i \) and \( \ell \). □

**Proof of Lemma 5.5.** Suppose that \( f \) is an eigenfunction of \( P \) with eigenvalue \( \lambda > 0 \). Write

\[
P_\ell f(x) =: h_\ell(x_\ell) = h_\ell \circ \pi_\ell(x) ,
\]

where \( \pi_\ell(x) = x_\ell \). Define \( \vec{h} := (h_1, \ldots, h_N) \) viewed as an element of \( \mathbb{C}^N \otimes L^2(\nu_N,k) \). Since \( f \) is an eigenfunction of \( P \), \( f \neq 0 \) and \( N\lambda \sum_{\ell=1}^N h_\ell(x_\ell) = f(x) \). Therefore \( \vec{h} \neq 0 \), and the map \( f \mapsto \vec{h} \) is injective from the eigenspace of \( P \) corresponding to eigenvalue \( \lambda > 0 \) into \( \mathbb{C}^N \otimes L^2(\nu_N,k) \). Since this is true for every eigenvalue \( \lambda > 0 \) of \( P \), the map \( f \mapsto \vec{h} \) is injective from \( \operatorname{ker}(P)^\perp \) into \( \mathbb{C}^N \otimes L^2(\nu_N,k) \).

Applying \( P_i \) to both sides of \( \lambda f = Pf \), and using the formula \( Kh_\ell = P_i h_\ell \circ \pi_\ell \),

\[
(N\lambda - 1)h_i = \sum_{\ell \neq i} Kh_\ell ,
\]

(57)

Define \( M \) to be the \( N \times N \) matrix with \( M_{i,\ell} = \begin{cases} 0 & i = \ell \\ 1 & i \neq \ell \end{cases} \). Then since (57) is valid for each \( i \), we have

\[
(N\lambda - 1)\vec{h} = M \otimes K \vec{h} .
\]

Since \( \vec{h} \neq 0 \), \((N\lambda - 1)\) is an eigenvalue of \( M \otimes K \). Evidently the spectrum of \( M \) is \( \{-1, N - 1\} \), and by Lemma 5.6, the spectrum of \( K \) is \( \{1, -1/(N - 1)\} \). Then the spectrum of \( M \otimes K \) is \( \{-1, 1/(N - 1), N - 1\} \). It follows that if \( \lambda > 0 \), then either \( \lambda = 1 \) or \( \lambda = 1/(N - 1) \). Since \((N\lambda - 1) \in \{-1, 1/(N - 1), N - 1\} \) is equivalent to

\[
\lambda \in \{0, 1/(N - 1), 1\} ,
\]

this proves that the only eigenvalue \( \lambda \) of \( P \) with \( 0 < \lambda < 1 \) is \( \lambda = 1/(N - 1) \), and hence (52) is proved.

Moreover, we have seen that the map \( f \mapsto \vec{h} = (h_1, \ldots, h_N) \) is injective from the \( 1/(N - 1) \) eigenspace of \( P \) into the \( 1/(N - 1) \) eigenspace of \( M \otimes K \), and this eigenspace is the product of the \(-1 \) eigenspace of \( M \) and the \(-1/(N - 1) \) eigenspace of \( K \). Evidently, the dimension of this eigenspace is \( (N - 1)(r - 1) \). Hence the dimension of the \( 1/(N - 1) \) eigenspace of \( P \) can not have a dimension any higher than this.

To see that it is not any lower, consider any nonzero \( g \in \mathcal{K}_{N,k} \), and any \( 1 \leq \ell \leq N \), and let \( f(x) = g(x_\ell) \). We then compute

\[
Pf(x) = \frac{1}{N} \left( g(x_\ell) + \sum_{i \neq \ell} Kg(x_i) \right) = \frac{1}{N} \left( g(x_\ell) - \frac{1}{N - 1} \sum_{i \neq \ell} g(x_i) \right)
\]

\[
= \frac{1}{N} \left( \frac{N}{N - 1} g(x_\ell) - \frac{1}{N - 1} \sum_{i=1}^N g(x_i) \right) = \frac{1}{N - 1} g(x_\ell) = \frac{1}{N - 1} f(x) .
\]
Hence all such functions belong to the eigenspace corresponding to the eigenvalue $1/(N-1)$. Choose a basis \( \{g_1, \ldots, g_{r-1}\} \) of \( \mathcal{K}_{N,k} \). Let \( f \) be a nontrivial linear combination of the \((N-1)(r-1)\) functions \( f_{m,\ell} = g_m(x_\ell) \), \( 1 \leq m \leq r-1 \) and \( 1 \leq \ell \leq N-1 \). The result is a function of the form \( \sum_{\ell=0} h_\ell(x_\ell) \) with each \( h_\ell \in \mathcal{K}_{N,k} \), at least one of which is non-zero. Then by Lemma 5.7, this cannot vanish identically, and hence the specified set of \((N-1)(r-1)\) functions is linearly independent. Hence they constitute a basis for the eigenspace corresponding to the eigenvalue $1/(N-1)$. eigenspace corresponding to the eigenvalue $1/(N-1)$ \( \Box \)

Proof of Theorem 5.3. This now follows directly from (51) and (52). \( \Box \)

### 5.2 Proof of Theorem 4.1

To use our inductive relation (51), we need to know the values of \( \Gamma_{N,k} \) for small \( N \). For some values of \( k \), this is trivial even for large \( N \): If \( \max\{k_m : 0 \leq m \leq r-1\} = N \), \( \mathcal{G}_{N,k} \) has a single vertex and no edges. We exclude these trivial cases, and going forward suppose that

\[
\max\{k_m : 0 \leq m \leq r-1\} \leq N-1.
\] (58)

If there is equality in (58), then every vertex \( x = (x_1, \ldots, x_N) \) in \( V_{N,k} \) has all but one of the entries \( x_j \) the same, and exactly one that is not. All of these are related to one another by a pair transposition, and hence in this case, \( \mathcal{G}_{N,k} \) is a complete graph with \( N \) vertices, and hence

\[
\Gamma_{N,k} = N \quad \text{and} \quad \hat{\Gamma}_{N,k} = \frac{2N}{N-1}
\] (59)

for all such \( k \).

Finally, as we have observed before, it suffices to consider graphs \( \mathcal{G}_{N,k} \) for which \( k_m \geq 1 \) for \( 0 \leq m \leq r-1 \), since otherwise the graph is the same as one with a smaller set of energies that does satisfy such a condition.

Consider \( N = 2 \). The only non-trivial choice for \( k \) is with \( r = 2 \) and \( k = (1, 1) \). There are two vertices \((e_0, e_1)\) and \((e_1, e_0)\) and the single edge connects them. This is a complete graph, and hence \( \Gamma_{2,(1,1)} = 2 \) and \( \hat{\Gamma}_{2,(1,1)} = 4 \). In summary, for \( N = 2 \), the is only one non-trivial choice of \( k \), and for this choice, \( \hat{\Gamma}_{2,k} = 4 \).

Next consider \( N = 3 \). The non-trivial choices for \( k \) are, with \( r = 2 \), \( k = (1, 2) \) and \( k = (2, 1) \), both of which are complete graphs, and for \( r = 3 \), \( k = (1, 1, 1) \). By Theorem 5.3

\[
\hat{\Gamma}_{3,(1,1,1)} \geq \frac{3}{4} \min\{\hat{\Gamma}_{2,(0,1,1)}, \hat{\Gamma}_{2,(1,0,1)}, \hat{\Gamma}_{2,(1,1,0)}\}
\]

But evidently \( \hat{\Gamma}_{2,(0,1,1)} = \hat{\Gamma}_{2,(1,0,1)} = \hat{\Gamma}_{2,(1,1,0)} = \hat{\Gamma}_{2,(1,1)} = 4 \). Therefore

\[
\hat{\Gamma}_{3,(1,1,1)} \geq \frac{3}{4} \cdot 4 = 3.
\]

Since \( \mathcal{G}_{3,(2,1)} \) and \( \mathcal{G}_{3,(1,2)} \) are complete, \( \Gamma_{3,(2,1)} = \Gamma_{3,(1,2)} = 3 \), and since \( 2/(N-1) = 1 \) for \( N = 3 \), we also have \( \hat{\Gamma}_{3,(2,1)} = \hat{\Gamma}_{3,(1,2)} = 3 \). In summary, for \( N = 3 \) and all non-trivial choices of \( k \), \( \hat{\Gamma}_{3,k} = 3 \).
Proof of Theorem 4.1. Let $N \geq 3$ be an integer. We make the inductive hypothesis that for $M = N - 1$, $\hat{\Gamma}_{M,k} = 2M/(M-1)$ for all $k$ such that $\mathcal{G}_{M,k}$ is non-trivial. By the remarks made above, this is valid for $M = 2$ and $M = 3$. Now consider $k$ such that $\mathcal{G}_{N,k}$ is non-trivial and such that $k_m \geq 1$ for $0 \leq m \leq r - 1$ which, as explained above, we may assume without loss of generality. Then, by Theorem 5.3, (51) and the inductive hypothesis yield

$$\hat{\Gamma}_{N,k} \geq \frac{N(N-2)2(N-1)}{(N-1)^2} \frac{N-2}{N-1} = \frac{2N}{N-1}.$$  

However, by Lemma 4.4 and (39),

$$\hat{\Gamma}_{N,k} \leq \frac{2N}{N-1} \text{ and hence } \hat{\Gamma}_{N,k} = \frac{2N}{N-1}$$

for all $N$ and all $k$ such that $\mathcal{G}_{N,k}$ is non-trivial. By (39) once more, this proves that $\Gamma_{N,k} = N$ for all $N$ and all $k$ such that $\mathcal{G}_{N,k}$ is non-trivial.

Now take $f$ to a normalized gap eigenfunction for $\hat{\Gamma}_{N,k}$. We have from (48) that if $f$ is not a gap eigenfunction of $P$, there there is strict inequality in (51), and this in turn would yield

$$\hat{\Gamma}_{N,k} > \frac{N(N-2)2(N-1)}{(N-1)^2} \frac{N-2}{N-1} = \frac{2N}{N-1}.$$  

This contradiction shows that every gap eigenfunction for $\mathcal{L}_{N,k}$ is a gap eigenfunction of $P$. However, Lemma 5.5 provides a complete description of the gap eigenspace of $P$, and Lemma 4.4 shows that every gap eigenfunction of $P$ is a gap eigenfunction of $\mathcal{L}_{N,k}$. \hfill $\Box$

6 Relative entropy dissipation

Let $\tau_{N,k}$ denote the normalized trace on $\mathcal{H}_{N,k}$. That is, for $X \in \mathcal{B}(\mathcal{H}_{N,k})$,

$$\tau_{N,k}(X) := \frac{1}{\dim(\mathcal{H}_{N,k})} \text{Tr}[X].$$

We say that $\varrho \in \mathcal{B}(\mathcal{H}_{N,k})$ is a normalized density matrix in case $\varrho \geq 0$ and $\tau_{N,k}(\varrho) = 1$. Every quantum state on $\mathcal{B}(\mathcal{H}_{N,k})$ has a representation of the form $X \mapsto \tau_{N,k}(X \varrho)$ for some uniquely determined normalized density matrix $\rho$.

Recall that $P_{N,k}$ is the orthogonal projection onto $\mathcal{H}_{N,k}$. Then $P_{N,k}$ is a normalized density matrix in $\mathcal{B}(\mathcal{H}_{N,k})$, and as we have seen $\mathcal{L}_{N,k}(P_{N,k}) = 0$. That is $P_{N,k}$ is the equilibrium state in the sector $\mathcal{B}(\mathcal{H}_{N,k})$.

The relative entropy of $\varrho$ with respect to the equilibrium state $P_{N,k}$ is the quantity

$$D(\varrho||P_{N,k}) := \tau_{N,k}(\varrho \log \varrho - \log P_{N,k}) = \tau_{N,k}(\varrho \log \varrho).$$

The are two entropy inequalities that are very useful for studying the approach to equilibrium, each of which implies a spectral gap inequality. The first is a generalized logarithmic Sobolev inequality and it takes the following form in our context: Let $C_{N,k}$ be the such that

$$\text{Tr}[\varrho \log \varrho] \leq -C_{N,k} \text{Tr}[\log \varrho \mathcal{L}_{N,k} \varrho] \quad (60)$$
for all normalized density matrices $\rho$ in $B(\mathcal{H}_{N,k})$.

In this case, we have that for any normalized density matrix $\rho_0$,

$$D(e^{t\mathcal{L}_{N,k}}\rho_0||P_{N,k}) \leq e^{-tC_{N,k}}D(\rho_0||P_{N,k}).$$

The inequality (60) is known as a **generalized logarithmic Sobolev inequality**.

The existence of a finite constant $C_{N,k}$ such that (60) holds is trivial, but determining the dependence on $k$ and $N$ is not. In the classical sector, or, what is the same thing, for the corresponding walk on slices of the multislice, it is known that that $1/2 \leq C_{N,k} \leq 1$ for all non-trivial $k$ and $N$. See [19, Section 3.4] where this is deduced from a comparison argument and a result of Caputo, Dai Pra and Posta [4]. It is natural to conjecture that a similar result is valid for the quantum model, and this is the subject of current research.
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