Research Article

Multi-Innovation Stochastic Gradient Parameter and State Estimation Algorithm for Dual-Rate State-Space Systems with \(d\)-Step Time Delay

Ya Gu, Quanmin Zhu, Jicheng Liu, Peiyi Zhu, and Yongxin Chou

1School of Electrical Engineering and Automation, Changshu Institute of Technology, Changshu 215500, Jiangsu, China
2Department of Engineering Design and Mathematics, University of the West of England, Bristol BS16 1QY, UK

Correspondence should be addressed to Ya Gu; guya927819@163.com

Received 22 May 2020; Revised 16 June 2020; Accepted 22 June 2020; Published 13 July 2020

Guest Editor: Qiang Chen

Copyright © 2020 Ya Gu et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper presents a multi-innovation stochastic gradient parameter estimation algorithm for dual-rate sampled state-space systems with \(d\)-step time delay by the multi-innovation identification theory. Considering the stochastic disturbance in industrial process and using the gradient search, a multi-innovation stochastic gradient algorithm is proposed through expanding the scalar innovation into an innovation vector in order to obtain more accurate parameter estimates. The difficulty of identification is that the information vector in the identification model contains the unknown states. The proposed algorithm uses the state estimates of the observer instead of the state variables to realize the parameter estimation. The simulation results indicate that the proposed algorithm works well.

1. Introduction

The mathematical model can represent the basic features of the system, and system identification applies the statistical methods to set up the mathematical models of dynamic systems from available data [1–4]. There exist some identification methods for state-space models with and without state-delay [5, 6], such as the recursive least squares (RLS) algorithm and the stochastic gradient (SG) algorithm. The SG algorithm is used in adaptive control because of its small computation. Recently, Chen et al. presented an Aitken based the modified Kalman filtering stochastic gradient algorithm for dual-rate nonlinear models [7]. Many identification methods have been developed for linear stochastic systems [8–11], bilinear stochastic systems [12–14], and nonlinear systems with colored noises [15–17].

In system identification, some algorithms concentrate on reducing the calculation amount and improving the recognition accuracy [18–20]. Since the gradient optimization method only requires calculating the first-order derivative, its computation is small [21]. However, the calculation accuracy of the gradient algorithm is low [22]. In order to improve the calculation accuracy, many improved gradient algorithms have been proposed. Although these improved algorithms can improve the parameter estimation accuracy, the computational complexity is large. The innovation is effective information to improve the parameter estimation accuracy [23, 24]. It can promote the convergence of the algorithm in the recursive process. In order to improve the estimation accuracy through using more innovation, the multi-innovation theory has been used in system recognition.

The stabilities and identification of time-delay systems have drawn a great deal of attention of many researchers in system control and system analysis [25]. In industrial processes and control systems, time delays are difficult to avoid due to material transmission and signal interruptions. The time delay makes it difficult for the control system to respond to the input changes in time [26]. In addition, the time delay can cause instability and unsatisfactory
performance of the controlled process. The recognition of time-delay systems has been a hot topic [27]. For example, Sanz et al. studied an observation and stabilization of LTV systems with time-varying measurement delay [28]. Li et al. discussed the local discontinuous Galerkin method for reaction-diffusion dynamical systems with time delays [29].

This paper studies identification problems of a dual-rate state-space model with $d$-step time delay. The main contributions of this paper are as follows. The input-output representation is derived from a canonical state-space model of the state-delay system for the identification through eliminating the state variables in the systems, to derive a joint parameter and state estimation algorithm by means of the multi-innovation identification theory and the state observer for reducing the computational burden and improving the parameter estimation accuracy and the convergence speed.

This paper is organized as follows: Section 2 gives the canonical state-space model for state-delay systems; Section 3 introduces the identification model; Section 4 presents a combined multi-innovation stochastic gradient (MISG) parameter and state estimation algorithm; Section 5 provides an illustrative example; and finally, we offer some concluding remarks in Section 6.

2. The Canonical State-Space Model for State-Delay Systems

Let us introduce some symbols. The relation $A := X$ or $X := A$ means that $A$ is defined as $X$; $I$ ($I_n$) stands for an identity matrix of appropriate size ($n \times n$); $z$ denotes a unit forward shift operator; $z x(k) = x(k + 1)$; $T$ represents the matrix/vector transpose; $\theta(k)$ is the estimate of $\theta$ at time $k$; $I_n$ means that an $n \times 1$ vector whose elements are all unity; $E$ denotes the expectation operator; $\operatorname{adj}[X]$ stands for the adjoint matrix of the square matrix $X$: $\operatorname{adj}[X] = \det[X]X^{-1}$; $\det[X] = |X|$ represents the determinant of the square matrix $X$.

Consider the following state-space system with $d$-step state-delay:

\[
x(k + 1) = Ax(k) + B(x(k) - d) + fu(k),
\]

\[
y(k) = cx(k) + w(k),
\]

\[
w(k) = \sum_{r=1}^{n_u} g_r v(k - r) + v(k),
\]

where $x(k) \in \mathbb{R}^n$ is the system state vector, $u(k) \in \mathbb{R}$ is the system input, $y(k) \in \mathbb{R}$ is the system output, $v(k) \in \mathbb{R}$ is a random noise with zero mean, and $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{1 \times n}$, $f \in \mathbb{R}^n$, and $c \in \mathbb{R}^{1 \times n}$ are the system parameter matrices/vectors. Assume that $(c, A)$ is observable and $u(k) = 0$ and $y(k) = 0$ for $k \leq 0$. The system matrices/vectors $A$, $B$, and $f$ are the unknown parameters to be estimated from the input-output data $\{u(k), y(k)\}$. If we remove $B(x(k) - d)$ in equation (1), then it becomes the conventional standard state-space model.

Remark 1. For the system in (1) and (2), if the state vector $x(k)$ is known, the system matrix/vector $(A, b)$ is easy to identify. This paper considers the case that the state $x(k)$ is completely unavailable. The objective is to propose new methods for jointly estimating the unknown states and parameters from the measurement data $\{u(k), y(k)\}$ and to study the performance of the proposed methods.

3. The Identification Model

This section derives the identification model of the canonical state-space model in (1) and (2). From (1), we have

\[
x_i(k + 1) = x_{i+1}(k) + b_i x(k - d) + f_i u(k),
\]

\[
x_n(k + 1) = a_n x_1(k) + a_{n-1} x_2(k) + \cdots + a_1 x_n(k) + b_n x(k - d) + f_n u(k),
\]

where

\[
A := \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \ddots & \\
\vdots & \vdots & \ddots & \ddots & 0 \\
0 & 0 & \cdots & 0 & 1
\end{bmatrix} \in \mathbb{R}^{n \times n},
\]

\[
B := \begin{bmatrix}
b_1 \\ b_2 \\ \vdots \\ b_n
\end{bmatrix} \in \mathbb{R}^{1 \times n},
\]

\[
f := [f_1, f_2, \ldots, f_n]^T \in \mathbb{R}^n,
\]

\[
c := [1, 0, 0, \ldots, 0] \in \mathbb{R}^{1 \times n},
\]

Remark 1. For the system in (1) and (2), if the state vector $x(k)$ is known, the system matrix/vector $(A, b)$ is easy to identify. This paper considers the case that the state $x(k)$ is completely unavailable. The objective is to propose new methods for jointly estimating the unknown states and parameters from the measurement data $\{u(k), y(k)\}$ and to study the performance of the proposed methods.

This section derives the identification model of the canonical state-space model in (1) and (2). From (1), we have

\[
x_i(k + 1) = x_{i+1}(k) + b_i x(k - d) + f_i u(k),
\]

\[
x_n(k + 1) = a_n x_1(k) + a_{n-1} x_2(k) + \cdots + a_1 x_n(k) + b_n x(k - d) + f_n u(k),
\]

where $x(k) \in \mathbb{R}^n$ is the system state vector, $u(k) \in \mathbb{R}$ is the system input, $y(k) \in \mathbb{R}$ is the system output, $v(k) \in \mathbb{R}$ is a random noise with zero mean, and $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{1 \times n}$, $f \in \mathbb{R}^n$, and $c \in \mathbb{R}^{1 \times n}$ are the system parameter matrices/vectors. Assume that $(c, A)$ is observable and $u(k) = 0$ and $y(k) = 0$ for $k \leq 0$. The system matrices/vectors $A$, $B$, and $f$ are the unknown parameters to be estimated from the input-output data $\{u(k), y(k)\}$. If we remove $B(x(k) - d)$ in equation (1), then it becomes the conventional standard state-space model.
Let $a := [a_n, a_{n-1}, \ldots, a_1]^T \in \mathbb{R}^n$, using the properties of
the shift operator $z$, multiplying (5) by $z^{-d}$ and (6) by $z^{-n}$,
and adding all expressions give

\[
x_1(k) = ax(k-n) + b_1x(k-d-1) + b_2x(k-d-2) + \cdots + b_{n-1}x(k-d-n+1)
+ b_nx(k-d-n) + f_1u(k-1) + f_2u(k-2) + \cdots + f_nu(k-n)
= ax(k-n) + \sum_{i=1}^{n} b_i x(k-d-i) + \sum_{i=1}^{n} f_i u(k-i).
\]

When $d \leq n-1$, define the information vector $\varphi(k)$ and
the parameter vector $\theta$:

\[
\varphi(k) := \left[ \varphi_1^T(k), \varphi_n^T(k) \right]^T,
\]
\[
\varphi_1(k) := \left[ \begin{array}{c}
x^T(k-d-1), x^T(k-d-2), \ldots, x^T(k-n), x^T(k-n-d), \ldots, x^T(k-n-d) \end{array} \right]^T
\in \mathbb{R}^{n^2+n},
\]
\[
\varphi_n(k) := \left[ \begin{array}{c}
v(k-1), v(k-2), \ldots, v(k-n) \end{array} \right]^T \in \mathbb{R}^{n^2},
\]
\[
\theta := \left[ \theta_1^T, \theta_n^T \right]^T,
\]
\[
\theta_1 := \left[ b_1, b_2, \ldots, a + b_{n-d}, \ldots, b_n f \right]^T \in \mathbb{R}^{n^2+n},
\]
\[
\theta_n := \left[ g_1, g_2, \ldots, g_{n^2} \right]^T \in \mathbb{R}^{n^2}.
\]

When $d \geq n$, define the information vector $\varphi(k)$ and
the parameter vector $\theta$:

\[
\varphi(k) := \left[ \varphi_1^T(k), \varphi_n^T(k) \right]^T,
\]
\[
\varphi_1(k) := \left[ \begin{array}{c}
x^T(k-n), x^T(k-d-1), x^T(k-d-2), \ldots, x^T(k-d-n+1), \ldots, x^T(k-d-n-d) \end{array} \right]^T
\in \mathbb{R}^{n^2+2n},
\]
\[
\varphi_n(k) := \left[ \begin{array}{c}
v(k-1), v(k-2), \ldots, v(k-n) \end{array} \right]^T \in \mathbb{R}^{n^2},
\]
\[
\theta := \left[ \theta_1^T, \theta_n^T \right]^T,
\]
\[
\theta_1 := \left[ a, b_1, b_2, \ldots, b_{n-1}, b_n, f \right]^T \in \mathbb{R}^{n^2+2n},
\]
\[
\theta_n := \left[ g_1, g_2, \ldots, g_{n^2} \right]^T \in \mathbb{R}^{n^2}.
\]

From (2) and (7), we have

\[
y(k) = x_1(k) + w(k) = \varphi^T(k)\theta + w(k).
\]

Multirate systems include dual-rate systems [30, 31] and
nonuniformly sampled systems [32, 33] as a special cases. In
the dual-rate scheme, the observed output is sampled by the
sampler and the sampling period is multiple of the input
retention period. Assume that the sampling interval is $\tau$
($\tau \geq 2$ is an integer), and thus, the measured input-output
data are $[u(k): k = 0, 1, 2, \ldots]$ at the fast rate and
$[y(\tau k): k = 0, 1, 2, \ldots]$ at the slow rate. Replacing $k$ in (10)
with $\tau k$ gives

\[
y(\tau k) = x_1(\tau k) + w(\tau k) = \varphi^T(\tau k)\theta + w(\tau k).
\]

The identification model is important for parameter
estimation, and many estimation algorithms have been
proposed based on the identification models from observation data [34, 35] such as the gradient algorithms, the least squares algorithms, and the Newton algorithms [36].

Remark 2. This is the identification model of the dual-rate state-space system with \( d \)-step state-delay. The information vector \( \Psi(kr) \) consists of the state vector \( x(kr - i) \), the input \( u(kr - i) \), and the correlated noise \( w(kr - i) \), and the parameter vector \( \theta \) consists of the parameters \( a_i, b_i, \) and \( f \) of the state-space model in (1) and (2).

Remark 3. In what follows, an SG algorithm is derived for the state-space system with colored noise. Furthermore, a MISG algorithm is presented to reduce the computational burden and enhance the parameter estimation accuracy. A simulation example is provided to evaluate the estimation accuracy and the computational efficiency of the proposed algorithms.

4. The Parameter and State Estimation Algorithm

This section derives a multi-innovation stochastic gradient algorithm to estimate the parameter vector \( \theta \) in (11) and uses the observer to estimate the state vector \( x(kr) \) of the system.

4.1. The SG Algorithm. Defining and minimizing the cost function,

\[
J(\theta) = \|y(kr) - \Psi^T(kr)\theta\|^2,
\]

and using the gradient search principle, we may obtain a stochastic gradient algorithm:

\[
\dot{\theta}(kr) = \dot{\theta}(kr - \tau) + \frac{\phi(kr)}{r(kr)}[y(kr) - \Psi^T(kr)\dot{\theta}(kr - \tau)],
\]

\[
r(kr) = r(kr - \tau) + \|\phi(kr)\|^2,
\]

\[
r(0) = 1,
\]

where \( 1/r(kr) \) is the step-size or convergence factor. The choice of \( r(kr) \) guarantees that the parameter estimation error converges to zero. However, difficulties arise in that the information vector \( \Psi(kr) \) contains the unknown state vector \( x(kr - i)(i = 1 + d, 2 + d, \ldots, n + d) \) and the SG algorithm in (13) and (14) cannot compute the estimate of \( \theta \) in (11). The approach here is to replace the unknown \( x(kr - i) \) in \( \Psi(kr) \) with its \( \hat{x}(kr - i) \). Based on the identification model in (11), we can obtain the following stochastic gradient parameter estimation algorithm for estimating \( \theta \):

\[
\dot{\theta}(kr) = \dot{\theta}(kr - \tau) + \frac{\phi(kr)}{r(kr)}[y(kr) - \Psi^T(kr)\dot{\theta}(kr - \tau)],
\]

\[
r(kr) = r(kr - \tau) + \|\phi(kr)\|^2,
\]

\[
r(0) = 1.
\]

When \( d \leq n - 1 \), we have

\[
\phi(kr) = \begin{bmatrix} \phi_1^T(kr), \phi_n^T(kr) \end{bmatrix}^T,
\]

\[
\phi_1(kr) = \begin{bmatrix} \hat{x}^T(kr - d - 1), \hat{x}^T(kr - d - 2), \ldots, \hat{x}^T(kr - n), \hat{x}^T(kr - n - d) \end{bmatrix}^T,\]

\[
\phi_n(kr) = \begin{bmatrix} \hat{v}(kr - 1), \hat{v}(kr - 2), \ldots, \hat{v}(kr - n_d) \end{bmatrix}^T \in \mathbb{R}^n.
\]

When \( d \geq n \), we have

\[
\phi(kr) = \begin{bmatrix} \phi_1^T(kr), \phi_n^T(kr) \end{bmatrix}^T,
\]

\[
\phi_1(kr) = \begin{bmatrix} \hat{x}^T(kr - n), \hat{x}^T(kr - d - 1), \ldots, \hat{x}^T(kr - d - n + 1), \hat{x}^T(kr - d - n) \end{bmatrix}^T,\]

\[
\phi_n(kr) = \begin{bmatrix} \hat{v}(kr - 1), \hat{v}(kr - 2), \ldots, \hat{v}(kr - n_d) \end{bmatrix}^T \in \mathbb{R}^n.
\]

4.2. The MISG Algorithm. In order to improve the accuracy of the SG algorithm, we extend the SG algorithm and derive a multi-innovation stochastic gradient algorithm by expanding the innovation length.

Define an innovation vector:

\[
E(p, kr) = \begin{bmatrix} e(kr) \\
e(kr - 1) \\
\vdots \\
e(kr - p + 1) \end{bmatrix} \in \mathbb{R}^p.
\]
where the positive integer $p$ represents the innovation length, and
\[
e(kT - i) = y(kT - i) - \tilde{\phi}^T(kT - i)\tilde{\theta}(kT - i - r).
\] (20)

In general, one may think that the estimate $\hat{\theta}(kT - r)$ is closer to $\theta$ than $\tilde{\theta}(kT - r)$ at time $kT - i (i = 2, 3, 4, \ldots, p - 1)$. Thus, the innovation vector is taken more reasonably to be
\[
E(p, kr) = \begin{bmatrix}
y(kT) - \tilde{\phi}^T(kT)\tilde{\theta}(kT - r) \\
y(kT - 1) - \tilde{\phi}^T(kT - 1)\tilde{\theta}(kT - r) \\
\vdots \\
y(kT - p + 1) - \tilde{\phi}^T(kT - p + 1)\tilde{\theta}(kT - r)
\end{bmatrix} \in \mathbb{R}^p.
\] (21)

Defining the information matrix $\bar{\Phi}(p, kr)$ and stacking output vector $Y(p, kr)$ as
\[
\bar{\Phi}(p, kr) = [\tilde{\phi}(kT), \tilde{\phi}(kT - 1), \ldots, \tilde{\phi}(kT - p + 1)] \\
Y(p, kr) = [y(kT), y(kT - 1), \ldots, y(kT - p + 1)]^T
\] (22)

the innovation vector $E(p, kr)$ can be equivalently expressed as
\[
E(p, kr) = Y(p, kr) - \bar{\Phi}^T(p, kr)\tilde{\theta}(kT - r).
\] (23)

Furthermore, we can obtain the following multi-innovation stochastic gradient algorithm with the innovation length $p$:
\[
\hat{\theta}(kT) = \tilde{\theta}(kT - r) + \frac{\bar{\Phi}(p, kr)}{r(kT)}E(p, kr),
\] (24)
\[
E(p, kr) = Y(p, kr) - \bar{\Phi}^T(p, kr)\tilde{\theta}(kT - r),
\] (25)
\[
r(kT) = r(kT - r) + \|\bar{\phi}(p, kr)\|^2,
\] (26)
\[
Y(p, kr) = [y(kT), y(kT - 1), \ldots, y(kT - p + 1)]^T,
\] (27)
\[
\bar{\Phi}(p, kr) = [\tilde{\phi}(kT), \tilde{\phi}(kT - 1), \ldots, \tilde{\phi}(kT - p + 1)].
\] (28)

When $d \geq n - 1$, we have
\[
\hat{\phi}(kT) = \begin{bmatrix}
\hat{\phi}_1^T(kT), \hat{\phi}_n^T(kT)
\end{bmatrix}^T,
\] (29)
\[
\hat{\phi}_1(kT) = \begin{bmatrix}
\hat{x}^T(kT - d - 1), \hat{x}^T(kT - d - 2), \ldots, \hat{x}^T(kT - n - d)
\end{bmatrix}^T,
\] (30)
\[
\hat{\phi}_n(kT) = [\hat{v}(kT - 1), \hat{v}(kT - 2), \ldots, \hat{v}(kT - n)]^T \in \mathbb{R}^n.
\] (31)

When $d \geq n$, we have
\[
\hat{\phi}(kT) = \begin{bmatrix}
\hat{\phi}_1^T(kT), \hat{\phi}_n^T(kT)
\end{bmatrix}^T,
\] (32)
\[
\hat{\phi}_1(kT) = \begin{bmatrix}
\hat{x}^T(kT - n), \hat{x}^T(kT - d - 1), \ldots, \hat{x}^T(kT - d - n + 1),
\hat{x}^T(kT - d - n), u(kT - 2), \ldots, u(kT - n)
\end{bmatrix}^T,
\] (33)
\[
\hat{\phi}_n(kT) = [\hat{v}(kT - 1), \hat{v}(kT - 2), \ldots, \hat{v}(kT - n)]^T \in \mathbb{R}^n.
\] (34)

When the innovation length $p = 1$, the MISG algorithm degrades to the SG algorithm.

**Theorem 1.** For the system in (11) and the MISG algorithm in (24)–(34), assume that the system noise $v(kT)$ is random noise with zero mean and variance $\sigma^2$ that is uncorrelated with the input $u(kT)$, and the mean square is bounded, that is, \((A1) E[v(kT)] = 0\), \(E[v(kT)]^2 = \sigma^2(kT) \leq \sigma^2\); the existence of constant $0 < \alpha \leq \beta < \infty$ and integer $p \geq n$ make the following condition: \((A2) aI \preceq (1/p) \sum_{k=1}^{p} \psi(kT - i + 1)\psi^T(kT - i + 1) \preceq \beta I, a.s., kr \geq p\). Then, the mean square error of the parameter estimation error given by MISG algorithm is bounded, that is, \(\limsup_{kr \to \infty} E[\|\hat{\theta}(kT) - \theta\|^2] \leq 4\beta^3 \sigma^2/\alpha^4\).

4.3. The State Estimation Algorithm. Using the parameter estimation vector $\hat{\theta}(kT)$ to form the system matrices/vectors $A(kT)$, $B(kT)$, and $f(kT)$ and based on the canonical state-
space model in (1)-(2), we can use the following observer to estimate the state vector \( \hat{x}(kr + \tau) \):

\[
\hat{x}(kr + \tau) = \tilde{A}(kr) \hat{x}(kr) + \tilde{B}(kr) \hat{x}(kr - d\tau) + \tilde{f}(kr) u(kr),
\]

(35)

\[
\tilde{A}(kr) = \begin{bmatrix}
0 & 1 & \cdots & 0 \\
0 & 0 & \ddots & \vdots \\
\vdots & \vdots & \ddots & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad \tilde{B}(kr) = \begin{bmatrix}
\tilde{b}_1(kr) \\
\tilde{b}_2(kr) \\
\vdots \\
\tilde{b}_n(kr)
\end{bmatrix},
\]

(36)

\[
\tilde{f}(kr) = \begin{bmatrix}
\tilde{f}_1(kr) \\
\tilde{f}_2(kr) \\
\vdots \\
\tilde{f}_n(kr)
\end{bmatrix},
\]

(37)

Consider the following dual-rate time-delay system with \( \tau = 2 \):

\[
x(t + 1) = \begin{bmatrix}
0 & 1 \\
-0.01 & -0.22
\end{bmatrix} x(t) + \begin{bmatrix}
0.19 & -0.08 \\
0.16 & -0.12
\end{bmatrix} x(t - 2) + \begin{bmatrix}
0.8 \\
-0.8
\end{bmatrix} u(t),
\]

\[
y(t) = [1, 0] x(t) + v(t).
\]

(41)

The parameter vector to be identified is

\[
\theta = [a_1, a_2, b_{11}, b_{12}, b_{21}, b_{22}, f_1, f_2]^{T},
\]

(42)

In simulation, the input \( \{u(t)\} \) is taken as an uncorrelated persistent excitation signal sequence with zero mean and unit variance, and \( \{v(t)\} \) as a white noise sequence with zero mean and variances \( \sigma^2 = 0.30^2 \) and \( \sigma^2 = 1.00^2 \). The parameter estimation based MISEG algorithm in (24)–(34) to estimate the parameter vector \( \theta \) and the state estimation algorithm in (35)–(39) to estimate the state vector \( x(t) \) of this example system are applied. The parameter estimates and their estimation errors are shown in Tables 4 and 5 and the parameter estimation errors \( \delta \) versus \( t \) are shown in Figures 1 and 2 with \( p = 1, 2, 5 \), respectively, and the state estimates \( \hat{x}_1(t) \) and \( \hat{x}_2(t) \) versus \( t \) are shown in Figures 3 and 4.

From Tables 4 and 5 and Figures 1–4, we can draw the following conclusions:

1. Let \( k = 1 \) and set the initial values \( \hat{\theta}(0) = 1_{n+2p}, p_0, \)

2. Collect the input-output data \( u(kr) \) and \( y(kr) \) and form \( \tilde{\phi}(kr) \) by (29) or (32), \( \tilde{\Phi}(p, kr) \) by (28), and \( Y(p, kr) \) by (27), respectively.

3. Compute \( E(p, kr) \) by (25) and \( r(kr) \) by (26).

4. Update the parameter estimation vector \( \tilde{\theta}(kr) \) by (24).

5. Read \( \tilde{a}_i(kr), \tilde{b}_i(kr), \) and \( \tilde{f}(kr) \) from \( \tilde{\theta}(kr) \) according to the definition of \( \tilde{\theta}(kr) \).

6. Form \( \tilde{A}(kr) \) and \( \tilde{B}(kr) \) by (36) and (37).

7. Compute the state estimation vector \( \tilde{x}(kr + \tau) \) by (35).

8. Increase \( k \) by 1 and go to step 2, and continue the recursive calculation.

Remark 4. The flop number is used to measure the calculation efficiency (calculation amount) of a complex algorithm. The total number of four floating-point operations required by an algorithm is defined as its calculation amount. Based on this, the calculation efficiency of the algorithm is evaluated as a benchmark, and an efficient and economical algorithm is sought. The calculation method is necessary to analyze the performance of the proposed algorithm.

The computational efficiency of the MISG and the SG algorithms is shown in Tables 1–3. Total floating-point operation (flop) numbers of the MISG and the SG algorithms are \( N_1 = (n^2 + n + n_p)(4p + 3) \) and \( N_2 = 7(n^2 + n + n_p) \), respectively. The difference between the MISG algorithm and the SG algorithm is

\[
N_1 - N_2 = (n^2 + n + n_p)(4p + 3) - 7(n^2 + n + n_p)
\]

(40)

Thus, the SG algorithm has smaller computational efforts than the MISG algorithm.

5. Example

Consider the following dual-rate time-delay system with \( \tau = 2 \):

(41)

The parameter vector to be identified is

\[
\theta = [a_2, a_1, b_{11}, b_{12}, b_{21}, b_{22}, f_1, f_2]^{T}
\]

(42)
Table 1: The computational burden of the MISG algorithm.

| Computational sequences                                                                 | Number of multiplications | Number of additions |
|----------------------------------------------------------------------------------------|---------------------------|---------------------|
| $\bar{\theta}(kr) = \bar{\theta}(kr - \tau) + (\Phi(p, kr)/r(kr))E(p, kr)$          | $(n^2 + n + n_p)(p + 1)$ | $(n^2 + n + n_p)p$  |
| $E(p, kr) = Y(p, kr) - \hat{\Phi}^T(p, kr)\bar{\theta}(kr - \tau)$                  | $(n^2 + n + n_p)p$        | $(n^2 + n + n_p)p$  |
| $r(kr) = r(kr - \tau) + \|\hat{\Phi}(p, kr)\|^2$                                    | $n^2 + n + n_g$           | $n^2 + n + n_g$     |
| Sum                                                                                     | $2(n^2 + n + n)(p + 1)$   | $(n^2 + n + n_g)(2p + 1)$ |
| Total flops                                                                             | $(n^2 + n + n)(4p + 3)$   |                     |

Table 2: The computational efficiency of the SG algorithm.

| Computational sequences                                                                 | Number of multiplications | Number of additions |
|----------------------------------------------------------------------------------------|---------------------------|---------------------|
| $\bar{\theta}(kr) = \bar{\theta}(kr - \tau) + (\Phi(kr)/r(kr))[y(kr) - \hat{\Phi}^T(kr)\bar{\theta}(kr - \tau)]$ | $3(n^2 + n + n_g)$       | $2(n^2 + n + n_g)$  |
| $r(kr) = r(kr - \tau) + \|\hat{\Phi}(kr)\|^2$                                         | $n^2 + n + n$             | $n^2 + n + n$       |
| Sum                                                                                     | $4(n^2 + n + n_g)$        | $3(n^2 + n + n_g)$  |
| Total flops                                                                             | $7(n^2 + n + n)$          |                     |

Table 3: Comparison of the computational efficiency of the MISG and the SG algorithms.

| Algorithms | Number of multiplications | Number of additions | Total flops |
|------------|---------------------------|---------------------|-------------|
| MISG       | $2(n^2 + n + n_p)(p + 1)$ | $(n^2 + n + n_p)(2p + 1)$ | $(n^2 + n + n_p)(4p + 3)$ |
| SG         | $4(n^2 + n + n_g)$        | $3(n^2 + n + n_g)$    | $7(n^2 + n + n)$   |

Table 4: The parameter estimates and errors with $\sigma^2 = 0.30^2$.

| Algorithms | $t$ | $a_2$ | $a_1$ | $b_1$ | $b_2$ | $b_{12}$ | $b_{21}$ | $b_{12}$ | $f_1$ | $f_2$ | $\delta(\%)$ |
|------------|-----|-------|-------|-------|-------|----------|----------|----------|-------|-------|---------------|
| MISG, $p = 1$ | 100 | -0.00912 | -0.15036 | 0.04307 | -0.06630 | 0.02505 | -0.01004 | 0.49833 | -0.38674 | 47.52683 |
| MISG, $p = 2$ | 200 | -0.00071 | -0.15897 | 0.03430 | -0.06226 | 0.03583 | -0.01874 | 0.51905 | -0.41671 | 44.53744 |
| MISG, $p = 5$ | 500 | -0.01158 | -0.16218 | 0.04174 | -0.07458 | 0.04926 | -0.02578 | 0.55028 | -0.45958 | 39.90966 |

Table 5: The parameter estimates and errors with $\sigma^2 = 1.00^2$.

| Algorithms | $t$ | $a_2$ | $a_1$ | $b_1$ | $b_2$ | $b_{12}$ | $b_{21}$ | $b_{12}$ | $f_1$ | $f_2$ | $\delta(\%)$ |
|------------|-----|-------|-------|-------|-------|----------|----------|----------|-------|-------|---------------|
| SG, $p = 1$ | 100 | -0.01550 | -0.15470 | 0.04028 | -0.06265 | 0.02094 | -0.01630 | 0.52050 | -0.34565 | 49.20737 |
| SG, $p = 2$ | 200 | -0.00846 | -0.16114 | 0.03142 | -0.05900 | 0.02910 | -0.02302 | 0.53817 | -0.38165 | 46.04580 |
| SG, $p = 5$ | 500 | -0.02228 | -0.16425 | 0.04190 | -0.07513 | 0.04531 | -0.03215 | 0.57022 | -0.42744 | 41.04400 |

True values: $-0.01000$ to $-0.22000$, $0.19000$ to $0.08000$, $0.16000$ to $0.12000$, $0.80000$ to $-0.80000$.
The parameter estimation errors $\delta$ versus $t$ with $\sigma^2 = 0.30^2$.

The parameter estimation errors $\delta$ versus $t$ with $\sigma^2 = 1.00^2$.

(1) The parameter estimates converge fast to their true values for large $p$, see Tables 4 and 5.
(2) The MISG algorithm with $p \geq 2$ has higher accuracy than the SG algorithm, see Figures 1 and 2.
(3) The parameter estimation errors given by the MISG algorithm become smaller with the data length $t$ and the innovation length $p$ increasing, see Tables 4 and 5 and Figures 1 and 2.
(4) The state estimates are close to their true values with $t$ increasing, see Figures 3 and 4.

6. Conclusions

This study has taken up a category of state-space models with state time delay as the research background and accordingly developed two folds of solutions for the model identification (parameter and state estimation in specific). The theoretical analysis has proved that the estimates converge to the real value under the condition of continuous excitation in modelling. The algorithms used in this paper can be applied to hybrid switched impulsive power networks and uncertain...
chaotic nonlinear systems with time delay [54–57] and can be applied to other literature studies [58–64]. The simulation case study has demonstrated that the proposed algorithms/procedures are effective and efficient in design and implementation.
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