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In this paper, we extend the entropy scheme for hyperbolic conservation laws to one-dimensional convection-diffusion equation. The operator splitting method is used to solve the convection-diffusion equation that is divided into conservation and diffusion parts, in which the first-order accurate entropy scheme is applied to solve the conservation part and the second accurate central difference scheme is applied to solve the diffusion part. Numerical tests show that the $L_\infty$ error achieves about second-order accuracy, but the $L_1$ error reaches about forth-order accuracy.

1. Introduction

In this paper, we consider the convection-diffusion equation:

$$u_t + f(u)_x = (A(u))_{xx} + c(x,t),$$

where $A'(u) \geq 0$. Many researchers have developed numerical methods for the convection-diffusion equation and have obtained some superconvergence results [1, 2].

In [3], Li has developed the entropy scheme which contains numerical solution and numerical entropy to compute the linear advection equation. The numerical tests showed that it can achieve very good accuracy and is suitable for long-time computation of smooth solutions. Yanfen and De-Kang investigated the truncation error for the entropy scheme and showed the entropy scheme has superconvergent property in [4]. However, when computing discontinuous solutions, spurious oscillations occurred in the vicinity of the discontinuities. In order to eliminate the spurious oscillations, an entropy-ultra-bee scheme was presented by Li and Mao for computing the linear advection equation. In essence, entropy-ultra-bee scheme is a combination of the entropy scheme and the ultra-bee scheme which can obtain good resolution in smooth regions and sharpen the discontinuity. In [5], Chen and Mao extended the entropy scheme to the nonlinear scalar conservation laws and presented the entropy-TVD scheme. In [6], Cui and Mao extended the entropy scheme to the KdV equation. The scheme is second-order, but the numerical results showed that the scheme has a third-order convergence rate away from extrema. Furthermore, the scheme suits for long-time numerical computing. Chen et al. generalize the entropy-TVD scheme for the one-dimensional shallow water equations in [7]. The entropy scheme was extended to the Euler system in [8, 9].

The significance of the entropy scheme is in methodology. The original Godunov scheme is first-order accurate [10]. Traditional ways to extend it to high-order schemes are to use high-order interpolations in the solution reconstruction in each cell, assuming that the solution is smooth [11–19]. The schemes so developed are no more local as the original Godunov scheme. Different limiting technologies, such as TVD, ENO, and WENO, are then used to eliminate numerical oscillations caused by the presence of discontinuities. Different from the above approach, our scheme numerically computes more physical quantities, which are algebraically related with one another in each cell. The scheme then uses them to reconstruct the solution in the cell by enforcing the algebraic relations among them, with certain TVD limiting to maintain the stability. In doing so, the smooth assumption on the solution is not necessary.
With the solution reconstructed in this way, the numerical errors accumulate in the fashion that the local truncation errors in two successive time steps cancel each other, and this leads to the second-order accuracy of the scheme.

With the entropy scheme designed in this way, it maintains to be local as the original Godunov scheme. Since all the principle and augmented quantities have solid physical meanings and the reconstruction satisfies all the physical algebraic relations among them, the reconstructed solution in each cell physically well simulates the exact solution, even the latter is not smooth in the cell. Important physical properties such as the entropy condition and nonnegativity of mass and pressure are maintained in the scheme. Moreover, the numerical dissipations are quantitatively controlled in that they are used only near discontinuities and extremes of the solution.

In this paper, we mainly introduce the idea, and we choose a kind of convection-diffusion equation in one dimension with the convection part as \( f(u) \) for simplicity. We do not consider the other kinds of convection-diffusion equation and high order in this paper. In order to extend to high order, we need to replace the step reconstruction with a higher order polynomial and solve generalized Riemann problems, and the algorithm may be very complicated. We use \( u^n \) as the entropy function in this paper, but the scheme can also be executed in other entropy function, such as \( u \log u \).

In this paper, we follow [6] and extend the entropy scheme to a kind of convection-diffusion equation in one dimension. The operator splitting method is used to solve the convection-diffusion equation that is divided into conservation and diffusion parts, in which the first-order accurate entropy scheme is applied to solve the conservation part and the second accurate central difference scheme is applied to solve the diffusion part. Numerical tests show that the \( L^\infty \) convergence rate approaches the second order and the \( L^1 \) convergence rate approaches the forth order along with the mesh refinement.

The outline of the paper is as follows: in Section 2, we give a description for the scheme in detail; in Section 3, the numerical results that show the convergence rate are provided; and finally, Section 4 is the conclusion.

### 2. Description of the Scheme

We consider the following initial value problem for the convection-diffusion equation:

\[
\begin{aligned}
    u_t + f(u)_x = (A(u))_{xx}, & \quad 0 \leq x \leq 2\pi, \\
    u(x,0) = u_0(x),
\end{aligned}
\]  

(2)

where \( A'(u) \geq 0 \). Suppose a pair of scalar function \((U(u), F(u))\) such that

\[
U'(u)f'(u) = F'(u), \quad U''(u) \geq 0.
\]  

(3)

Multiplied by \( U'(u) \) in the two sides of equation (2), equation (2) becomes

\[
U'(u)_t + F'(u) = U'(u)(A(u))_{xx}.
\]  

(4)

For simplicity, we use uniform cells with the cell size \( \Delta x \), and we denote the cells centre by \( x_j \) and the cells by \((x_{j-1/2}, x_{j+1/2})\). \( \Delta t \) refers to time increment. We use \( u^n \) and \( U^n \) to represent a cell-average approximation to the true solution and a cell-average approximation to the entropy of the true solution, respectively. \( u^n \) and \( U^n \) are defined as

\[
u^n_j = \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} u(x, t^n) \, dx,
\]

\[
U^n_j = \frac{1}{\Delta x} \int_{x_{j-1/2}}^{x_{j+1/2}} U(x, t^n) \, dx.
\]

(5)

In this way, the solution to equation (2) and its respective numerical solution are both made up of two entities.

#### 2.1. Operator Splitting

As in [6], we use the operator splitting method to solve equation (2). At first, we divide equation (2) into two parts: the conservation part and the diffusion part. Then, we alternately solve the corresponding conservation part and diffusion part. The conservation and diffusion parts of equation (2) are defined, respectively, as

\[
\begin{aligned}
    u_t + f(u)_x = 0, \\
    U_t + F(u)_x = 0, \\
    u(x, 0) = u_0(x), U(u(x, 0)) = U(u_0(x)),
\end{aligned}
\]

(6)

\[
\begin{aligned}
    u_t = (A(u))_{xx}, \\
    U_t = U'(u)(A(u))_{xx}, \\
    u(x, 0) = u_0(x), U(u(x, 0)) = U(u_0(x)).
\end{aligned}
\]

(7)

#### 2.2. Numerical Scheme for Equation (6)

The entropy scheme with the half-step reconstruction is used to solve equation (6) (for details, refer to [5, 8]). The entropy scheme proceeds three steps as follows.

#### 2.2.1. Step Reconstruction

A piecewise constant function with a half step is used to reconstruct the solution in each cell:

\[
R(x; u^n, U^n) = u^n_j + \begin{cases} -d^n_j, & x_{j-1/2} < x \leq x_j, \\
+ d^n_j, & x_j < x \leq x_{j+1/2}, \end{cases}
\]

(8)

with \( d^n_j \) the half step (HS) of the reconstruction. The reconstruction (8) satisfies

\[
\frac{1}{\Delta t} \int_{x_{j-1/2}}^{x_{j+1/2}} R(x; u^n, U^n) \, dx = u^n_j.
\]

(9)

In order to compute the HS \( d^n_j \), we require

\[
\frac{1}{\Delta t} \int_{x_{j-1/2}}^{x_{j+1/2}} U(R(x; u^n, U^n)) \, dx = U^n_j.
\]

(10)

i.e., the entropy cell-average of the reconstructed solution is equal to the numerical entropy in each cell. We can compute \( d^n_j \) from equation (10).
2.2.2. Evolution. Solve the initial value problem (IVP) as follows:

\[
\begin{cases}
u_t + f(v)_x = 0, \\
v(x, t_n) = R(x; u^n, U^n).
\end{cases}
\] (11)

For the linear equation, the exact solution to the problem is \(R(x - t; u^n, U^n)\). For the nonlinear equation, the approximate solution to the problem becomes reconstructed [18].

We denote the solution of (11) as \(v(x, t)\).

2.2.3. Cell Averaging. Compute \(u^{n+1}_j\) and \(U^{n+1}\) as in the following:

\[
u^{n+1}_j = \frac{1}{h} \int_{x_{j-1/2}}^{x_{j+1/2}} v(x, t_{n+1}) dx,
\]

\[
U^{n+1}_j = \frac{1}{h} \int_{x_{j-1/2}}^{x_{j+1/2}} U(v(x, t_{n+1})) dx.
\]

(12)

In practice, we compute \(u^{n+1}_j\) and \(U^{n+1}\) in the following flux forms:

\[
u^{n+1}_j = u^n_j - \lambda (\bar{f}^{n}_{j+1/2} - \bar{f}^{n}_{j-1/2}),
\]

\[
U^{n+1}_j = \frac{1}{h} \int_{x_{j-1/2}}^{x_{j+1/2}} U(R(x; u^n, U^n)) dx - \lambda (\bar{F}^{n}_{j+1/2} - \bar{F}^{n}_{j-1/2}),
\]

(13)

(14)

where the numerical flux \(\bar{f}^{n}_{j+1/2} = f(v(x_{j+1/2}, t))\) and \(\bar{F}^{n}_{j+1/2} = F(v(x_{j+1/2}, t))\).

2.3. Numerical Scheme for Equation (7). We use central difference to approximate the second derivatives and use the Euler forward time discretization for equation (7). The final scheme has the following form:

\[
u^{n+1}_j = u^n_j + \frac{\Delta t}{\Delta x^2} (A(u^n_{j+1}) - 2A(u^n_j) + A(u^n_{j-1})),
\]

\[
U^{n+1}_j = U^n_j + \frac{\Delta t}{\Delta x^2} U'(u^n_j)(A(u^n_{j+1}) - 2A(u^n_j) + A(u^n_{j-1})).
\]

(15)

(16)

We use the operator splitting method so that the initial problem (2) with initial data \(u^n\) and \(U^n\) is split into two subproblems. One proceeds as follows:

(a) Solve the conservation part of equation (2) with \(u^n\) and \(U^n\) to obtain a provisional solution \(u^p\) and \(U^p\) for the next time level.

(b) Solve the diffusion part of equation (2) by using \(u^p\) and \(U^p\) as initial condition.

This gives the final solution \(u^{n+1}\) and \(U^{n+1}\) for the next time level \(n+1\). From (13), (14), (15), and (16), we can obtain the final scheme in the following:

\[
u^{n+1}_j = u^n_j - \lambda (\bar{f}^{n}_{j+1/2} - \bar{f}^{n}_{j-1/2}) + \frac{\Delta t}{\Delta x^2} (A(u^n_{j+1}) - 2A(u^n_j) + A(u^n_{j-1})),
\]

\[
U^{n+1}_j = \frac{1}{h} \int_{x_{j-1/2}}^{x_{j+1/2}} U(R(x; u^n, U^n)) dx - \lambda (\bar{F}^{n}_{j+1/2} - \bar{F}^{n}_{j-1/2}) + \frac{\Delta t}{\Delta x^2} U'(u^n_j)(A(u^n_{j+1}) - 2A(u^n_j) + A(u^n_{j-1})).
\]

(17)

Remark 1. The entropy scheme described in Section 2.2 for equation (6) is first-order accurate away from extrema [8], and the difference scheme in Section 2.3 for equation (7) is second-order away from extrema.

3. Numerical Experiments

In this section, we use the entropy scheme to compute one-dimensional convection-diffusion equation. In the following, two examples come from [11] and the CFL number is taken to be 0.2.

Example 1. Consider the following initial value problem:

\[
\begin{cases}
u_t + u_x = u u_x, \\
(u^2)_t + (u^2)_x = 2uu_x x, \\
u(x, 0) = \sin(x), \\
u(0, t) = u(2\pi, t).
\end{cases}
\]

The exact solution to this problem is

\[
u(x, t) = e^{-t} \sin(x - t).
\]

We take \(\epsilon\) as 1 and 0.01, respectively. We conduct the computation with 20, 40, 80, 160, 320, and 640 cells, respectively; the computational time is \(t = 1.0\); and we present the \(L^1\) and \(L^{\infty}\) errors and orders of convergence of \(\epsilon = 1\) in Table 1. We observe that the \(L^{\infty}\) orders of convergence approach the second order and the \(L^1\) orders of convergence approach the forth order along with the mesh refinement. We present the \(L^1\) and \(L^{\infty}\) errors and orders of convergence of \(\epsilon = 0.01\) in Table 2. We can see from Table 2 that the orders of convergence of \(L^{\infty}\) error are greater than 2, and the orders of convergence of \(L^1\) error are greater than 4.

Example 2. Consider the following initial value problem:

\[
\begin{cases}
u_t + (u^2)_x = u x + c(x, t), \\
(u^2)_t + \left(\frac{4}{3} u^3\right)_x = 2uu_x x + 2u c(x, t), \\
u(x, 0) = \sin(x), \\
u(0, t) = u(2\pi, t).
\end{cases}
\]

(20)
Table 1: Example 1, ε = 1, numerical errors and orders of convergence at t = 1.

| Cells | $L^\infty$ error | Order | $L^1$ error | Order |
|-------|------------------|-------|--------------|-------|
| 10    | 1.611E − 002     | —     | 8.543E − 004 | —     |
| 20    | 6.794E − 003     | 1.245 | 1.244E − 004 | 2.779 |
| 40    | 2.249E − 003     | 1.594 | 1.250E − 005 | 3.315 |
| 80    | 5.346E − 004     | 2.072 | 7.563E − 007 | 4.047 |
| 160   | 1.388E − 004     | 1.945 | 5.398E − 008 | 3.808 |
| 320   | 4.017E − 005     | 1.788 | 4.052E − 009 | 3.735 |
| 640   | 9.336E − 006     | 2.105 | 2.113E − 010 | 4.261 |

Table 2: Example 1, ε = 0.01, numerical errors and orders of convergence at t = 1.

| Cells | $L^\infty$ error | Order | $L^1$ error | Order |
|-------|------------------|-------|--------------|-------|
| 10    | 6.221E − 002     | —     | 6.749E − 003 | —     |
| 20    | 2.727E − 002     | 1.189 | 1.237E − 003 | 2.447 |
| 40    | 1.081E − 002     | 1.334 | 1.563E − 004 | 2.984 |
| 80    | 6.226E − 003     | 0.796 | 1.602E − 005 | 3.286 |
| 160   | 1.509E − 003     | 2.044 | 7.360E − 007 | 4.444 |
| 320   | 2.582E − 004     | 2.547 | 2.784E − 008 | 4.724 |
| 640   | 3.933E − 005     | 2.714 | 1.332E − 009 | 4.385 |

Table 3: Example 2, numerical errors and orders of convergence at t = 1.

| Cells | $L^\infty$ error | Order | $L^1$ error | Order |
|-------|------------------|-------|--------------|-------|
| 10    | 3.168E − 002     | —     | 1.629E − 003 | —     |
| 20    | 7.198E − 003     | 2.137 | 1.045E − 004 | 3.962 |
| 40    | 2.302E − 003     | 1.644 | 8.759E − 006 | 3.577 |
| 80    | 5.877E − 004     | 1.970 | 5.960E − 007 | 3.877 |
| 160   | 1.561E − 004     | 1.912 | 3.916E − 008 | 3.927 |
| 320   | 4.321E − 005     | 1.853 | 2.640E − 009 | 3.890 |
| 640   | 1.222E − 005     | 1.822 | 2.046E − 010 | 3.689 |

where $c(x, t) = -e^{-2t} \cos(x-t) (e^t - 2 \sin(x-t))$. The exact solution to this problem is

$$u(x, t) = e^{-t} \sin(x-t).$$ \hfill (21)

Equation (20) is a convection-diffusion equation with a nonlinear convective term. We conduct the computation with 20, 40, 80, 160, 320, and 640 cells, respectively; the computational time is $t = 1.0$; and we present the $L^1$ and $L^\infty$ errors and orders of convergence in Table 3. We can see from Table 3 that the $L^\infty$ orders of convergence approach the second order and the $L^1$ orders of convergence approach the forth order along with the mesh refinement.

4. Conclusions

In this paper, the entropy scheme is extended to one-dimensional of convection-diffusion equation. We divide the convection-diffusion equation into two parts and use the operator splitting method to solve it. The first-order accurate entropy scheme is applied to solve the conservation part, and the second accurate central difference scheme is applied to solve the diffusion part. We have presented two numerical examples, and the numerical results show that the $L^\infty$ orders of convergence approach the second order and the $L^1$ orders of convergence approach the forth order along with the mesh refinement. As for other kinds of convection-diffusion equation, only minor modifications need to be made to the algorithm. The extension to two dimensions is our future work.
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