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Abstract—Given a graph \( G \) and a vertex \( q \in G \), the community search (CS) problem aims to efficiently find a subgraph of \( G \) whose vertices are closely related to \( q \). Communities are prevalent in social and biological networks, and can be used in product advertisement and social event recommendation. In this paper, we study profiled community search (PCS), where CS is performed on a profiled graph. This is a graph in which each vertex has labels arranged in a hierarchical manner. Extensive experiments show that PCS can identify communities with themes that are common to their vertices, and is more effective than existing CS approaches. As a naive solution for PCS is highly expensive, we have also developed a tree index, which facilitate efficient and online solutions for PCS.
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1 INTRODUCTION

Due to the recent developments of gigantic social networks (e.g., Twitter), topics of graph queries have attracted attention from industry and research areas [1, 7]. Communities, which are often found in large graphs, can be used in various applications, such as social event setting, friend recommendation, and research collaboration analysis [8, 12]. Given a graph \( G \) and a query vertex \( q \in G \), the goal of community search (CS) is to extract communities, or densely connected subgraphs of \( G \) that contain \( q \), in an online manner.

![Diagram of a profiled graph](image1)

In this paper, we investigate the CS problem for a profiled graph. This is essentially a kind of attributed graphs, where each graph vertex is associated with a set of labels arranged in a hierarchical manner called a P-tree. Fig. 1(a) shows a profiled graph, which is a computer science collaboration network; each vertex represents a researcher, and a link between two vertices depicts that the two corresponding researchers have worked together before. Each vertex is associated with a P-tree, which describes the expertise of researchers. Fig.1(c) shows the meanings of the terms in each P-tree, following the ACM Computing Classification System (CCS) [1], which is partially presented in Fig.1(b). For instance, vertex \( B \) denotes a researcher, whose research domain is in computing methodology (CM), with specific interest in machine learning (ML) and artificial intelligence (AI). Profiled graphs are informative and can be found in various graph applications (e.g., knowledge bases, social and collaboration networks). Moreover, the P-trees of profiled graphs systematically organize labels related to a vertex (e.g., hierarchical and interrelated knowledge in knowledge bases, affiliation, expertise, and locations in social and collaboration networks), reflecting the semantic relationship among them. For example, in a P-tree, label “London” can be a child node of “UK”, because London is a UK city.
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Fig. 1. A profiled graph, a subtree of CCS and meanings of terms.

Prior works. The methods related to retrieval communities can generally be classified into community detection (CD) methods and community search (CS) methods. In general, the aim of CD algorithms is to retrieve all communities for a graph [13, 20]. Note that these solutions are not query-based. This means that, given a user-specified query vertex, they are not customized for a query request. As a result, these algorithms normally take a long time to find all the communities for a large graph. Thus it is not suitable to use CD algorithms for quick or online retrieval of communities. To solve these problems, CS solutions have been recently proposed [8, 10, 21-24]. Compared with CD solutions,
CS approaches are query-based, and thus are suitable to derive communities in an online manner.

However, to our best knowledge, previous CS algorithms are not designed for profiled graphs. Early solutions (e.g., [6–10]) often only consider graph topology (e.g., a k-core is a community such that each vertex is connected to k or more vertices). They did not consider the use of vertex labels. As pointed out in [11], the communities returned by those solutions are often huge (e.g., a community can easily contain over 1,000 vertices). Moreover, the vertices included in the communities were not quite related. Recent works, such as ACQ [11] and ATC [12], propose to use both graph structure and vertex label information. While these works have been shown to be more effective than CS solutions that do not utilize vertex labels, they did not employ the hierarchical relationship among labels (e.g., P-trees in Fig. 1(a)). This may lead to suboptimal results. In Fig. 1(a) suppose that a renowned expert D wants to organize a seminar where researchers are closely related to each other. Based on the ACQ solution [11], with k=2, only a 2-core is searched (Fig. 2(b)), whose vertices \{B, C, D\} have several labels (i.e., \(r, CM, ML, AF\)) in common. However, it fails to return the community in Fig. 2(c) whose vertices are also highly similar. For these two communities, the shared labels as well as their relationships in the P-tree are very different. Therefore, both communities can be presented to the organizer for further selection.

Profiled community search. In this paper, we study profiled community search (PCS), which aims to find profiled communities, or PC’s, for a profiled graph. To obtain high-quality communities, we use structure cohesiveness and profile cohesiveness to constrain PC’s. We adopt widely used metric minimum degree [8, 25–29] to measure the structure cohesiveness. Note that in PCS problem, the minimum degree metric can be replaced by other useful metrics, e.g., k-truss [10] and k-clique [22], to fit in other possible application scenarios. In a profiled graph, each vertex is associated with a P-tree. To measure the profile cohesiveness, we fully utilize the information in P-trees. Conceptually, a PC is a group of densely connected vertices, whose P-trees have the largest degree of overlap. This overlapping part is the largest common subtree shared by all the vertices. Fig. 2(a) illustrates two PC’s in the profiled graph of Fig. 1, namely \{B, C, D\} and \{A, D, E\}. In Fig. 2(b) and Fig. 2(c), the two PC’s, as well as their largest common subtrees are respectively shown. For example, in Fig. 2(b), vertices A, D, and E all possess the subtree with root \(r\) and leaf nodes “IS” and “DMS”. Notice that these three vertices also form a 2-core of \(D\), and the common subtree among them is the largest. The common subtree sufficiently reflects the “theme” of the community. In the PC of Fig. 2(b) the researchers involved share interest in machine learning and artificial intelligence, whereas for Fig. 2(c) the researchers are all interested in information systems and hardware studies.

Personalization. PCS problem allows a query user to search communities that exhibits both structure cohesiveness and profiled cohesiveness. The parameter \(k\) controls the density of connection intensiveness. The profiled cohesiveness constrains the community to be semantically similar as much as possible. For instance, PCS methods can answer questions such as who are my close friends so that we have strong connection and common interests and expertise? In contrast, existing CD methods [34–52] often use some global criteria (e.g., modularity) where the graph is partitioned a-priori with no reference to the particular query vertices. Thus existing CD methods are not suitable for personalized queries.

Online search. Similar to other online CS approaches, our PCS method is able to find PC’s from a large-scale profiled graph effectively and efficiently. However, existing CD methods for graph query problems are generally slower. This is mainly because that they are designed for retrieving all the communities for an entire graph.

Contributions. As we will explain, a simple solution to solve the PCS problem is extremely expensive. To improve the efficiency of finding PC’s (so that they can be used in online applications), we first introduce an anti-monotonicity property, which allows the candidates for a PC to be pruned efficiently. We further develop the CP-tree index, which systematically organizes the graph vertices and P-trees of a profiled graph. The CP-tree index enables the development of two fast PC discovery algorithms. We experimentally evaluate our solutions on two real large profiled graphs and two synthetic profiled graphs. Our results show that PC’s are better representations of communities, and the CP-tree based algorithms are up to 4 order-of-magnitude faster than basic solution.

Organization. We review the related work in Section 2. Section 3 presents the PCS problem and a basic solution. Section 4 discusses the CP-tree and its related solutions. We report the experimental results in Section 5 and conclude in Section 6.

2 Related Work

In the literature, there are two kinds of work related to the retrieval of communities, namely community detection (CD) and community search (CS).

Community detection (CD) aims to obtain all the communities from a given graph. Earlier works [16, 33] use link-based analysis to obtain these communities. However, they do not consider the textual information associated with graphs. Recent works focus on attributed graphs and use some advanced techniques such as clustering techniques to identify communities. However, these studies often assume that the attribute of the vertex is a set of keywords, and do not consider the hierarchical relationship among them. For Example, Zhou et al. [20] used keywords to describe vertices and further compute the vertices’ pairwise similarities to cluster the graph. Qi et al. [34] studied a problem of dynamically maintaining communities of moving objects using their trajectories. Ruan et al. [35] proposed a method called CODICIL. Based on content similarity, CODICIL augments the original graphs by creating new edges, and then uses an effective graph sampling to boost the efficiency of clustering. Another wide-used approach is based on topic models [18, 36]. Essentially, these methods still analyze the one-dimensional content to obtain the communities.

Another common approach is based on topic models. Link-PLSA-LDA [14] and Topic-Link LDA [37] models jointly model vertices links and content based on the LDA model. In [6], the communities are clustered based on probabilistic inference. In [38], information such as topics, interaction types and the social connections are considered to explore the communities. CESNA [19] detects overlapping communities by assuming communities generate both the link and content. As we introduced before, CD solutions are typically time consuming, and they may not be suitable for online applications that require fast retrieval of communities. It is also interesting to examine how our PCS solutions can be extended to support CD.

Community search (CS) returns the communities for a given graph vertex in a fast and online manner. Most existing CS
solutions [8, 10, 23, 26] only consider graph topologies, but not the labels associated with the vertices. To define the structure cohesiveness of the community, the minimum degree is often used [8, 23, 26]. Sozio et al. [8] proposed the first algorithm Global to find the \( k \)-core containing the query vertex. Cui et al. [23] proposed Local, which uses local expansion techniques to improve Global. We will compare these two solutions in our experiments. Other definitions, such as \( k \)-clique [9], \( k \)-truss [10] and edge connectivity [59], have been considered for searching meaningful communities. Recent CS solutions, such as ACQ [11, 40] and ATC [12], make use of both vertex labels and graph structure to find communities.

Since CS is “query-based,” it is much more suitable for fast and online query of the communities on large-scale profiled graphs. However, all above works are not designed for profiled graphs, and they do not consider the hierarchical relationship among vertex labels. Thus in this paper, we propose methods to solve the community search problem on profiled graphs. We have performed detailed experiments on real datasets (Section 5). As we will show, our algorithms yield better communities than state-of-the-art CS solutions do.

3 Problem Definition and Basic Solution

In this section, we first formally introduce the PCS problem, and then give a basic solution to the PCS problem. Table 1 lists all notations used in this paper.

| Notation | Meaning |
|---------|---------|
| \( G(V, E) \) | A profiled graph with vertex set \( V \) and edge set \( E \) |
| \( n \) | the number of vertices in \( V \) |
| \( m \) | the number of edges in \( E \) |
| \( \text{deg}_G(v) \) | The degree of vertex \( v \) in \( G \) |
| \( T(v) \) | The P-tree of vertex \( v \) |
| \( M(G_q) \) | The maximal common subtree of \( G_q \) |
| \( G[T] \) | the largest connected subgraph of \( G \) s.t. \( q \in G[T], \forall v \in G[T], T \subseteq T(v) \) |
| \( G_k[T] \) | the largest connected subgraph of \( G[T] \) s.t. \( q \in G_k[T], \text{deg}_G(v) \geq k \) |

3.1 The PCS Problem

A profiled community is a subgraph of \( G \) that first satisfies the structure cohesiveness (i.e., the vertices in this community are connected to each other in some way). Formal definition will be introduced later. A common notion of structure cohesiveness is that the \textit{minimum degree} of all the vertices that in the community has to be at least \( k \) [8, 23, 26]. This is used in the \( k \)-core and the PC. Let us discuss the \( k \)-core first.

Definition 1 (\( k \)-core [27, 41]). Given an integer \( k \) (\( k \geq 0 \)), the \( k \)-core of \( G \), is the largest subgraph of \( G \), such that \( \forall v \in k \)-core, degree of \( v \) is at least \( k \).

Notice that \( k \)-core may not be connected [27]. Its connected components, denoted by \( k \)-co\( r \), are the “communities” retrieved by \( k \)-core search algorithms. We use Example 1 to illustrate it.

Example 1. In Figure 2(a) each dashed circle represents a 2-core and also a 2-co\( r \). Vertices \{A, B, D, E\} group a 3-co\( r \) and vertices \{A, B, C, D, E\} form a 2-co\( r \) because C only has a degree of 2, even though other vertices have a higher degree.

A profiled graph \( G(V, E) \) is an undirected graph with vertex set \( V \) and edge set \( E \). Each vertex \( v \in V \) is associated with a \textit{profiled} tree (P-tree) to describe \( v \)’s hierarchical attributes.

Definition 2 (P-tree). The P-tree of vertex \( q \), denoted by \( T(q) = (V_T(q), E_T(q)) \), is a rooted ordered tree, where \( V_T(q) \) is the set of attribute labels and \( E_T(q) \) is the set of edges between labels. A P-tree satisfies following constraints: (1) There is only one root node \( r \in V_T(q) \); (2) \( \forall (x, y) \in E_T(q) \), it is directed and \( y \) is the child attribute label of \( x \); and (3) \( \forall y \in V_T(q) \) and \( y \neq r \), there is one and only one \( x \in V_T(q) \) s.t. \( (x, y) \in E_T(q) \).

In practice, labels in the upper levels of the P-tree are more semantically general than those in lower levels. All edges in \( E_T(q) \) preserve the semantic relationships among labels in \( V_T(q) \).

Definition 3 (induced rooted subtree). Given two P-trees \( S = (V_S, E_S) \) and \( T = (V_T, E_T) \), \( S \) is the induced rooted subtree of \( T \), denoted by \( S \subseteq T \), if \( V_S \subseteq V_T \) and \( E_S \subseteq E_T \).

Essentially, an induced rooted subtree defines an inclusion relationship between two P-trees. Unless otherwise specified, we use “subtree” to mean “induced rooted subtree”. We call the unified P-tree of all vertices’ P-trees a \textit{Global} P-tree (GP-tree), which usually corresponds to a taxonomy system in practice.

Definition 4 (maximal common subtree). Given a profiled graph \( G \), the maximal common subtree of \( G \), denoted by \( M(G) \), holds the properties: (1) \( \forall v \in G, M(G) \subseteq T(v) \); (2) there exists no other common subtree \( M'(G) \) such that \( M(G) \subseteq M'(G) \).

The common subtree depicts the common hierarchical part among all P-trees in a subgraph. We use the maximal structure \( M(G) \) to consider both the high-level and low-level labels and it fully mines the common features of this subgraph. As a result, by using the maximal common subtree, we can maximize vertices’ common profiles, including the topology and semantics of users’ profiles. Next, we formally introduce the PCS problem.

Problem 1 (PCS). Given a profiled graph \( G(V, E) \), a positive integer \( k \), and a query node \( q \in G \), find a set \( \mathcal{G} \) of graphs, such that \( \forall G_q \in \mathcal{G} \), the following properties hold:
- **Connectivity.** \( G_q \subseteq G \) is connected and contains \( q \);
- **Structure cohesiveness.** \( \forall v \in G_q \), \( \text{deg}_G(v) \geq k \), where \( \text{deg}_G(v) \) denotes the degree of \( v \) in \( G_q \);
- **Profile cohesiveness.** There exists no other \( G_q' \subseteq G_q \) satisfying the above two constraints, such that \( M(G_q) \subseteq M(G_q') \);
- **Maximal structure.** There exists no other \( G_q \) satisfying the above properties, such that \( G_q \subseteq G_q' \) and \( M(G_q) = M(G_q') \).

Essentially, a profiled community (PC) is a subgraph of \( G \), in which vertices are closely related in both structure and semantics. In Problem 1 the first two properties and last property ensure the structure cohesiveness, as shown in the literature [26, 40]. The unique property profile cohesiveness captures the maximal shared profile among all the vertices of \( G_q \). Moreover, since the shared subtree \( M(G_q) \) shows the common hierarchical attribute, it can well explain the semantic theme of the community.

3.2 A Basic Solution

Since vertices in the PC’s share a common subtree of the query vertex \( q \), a straightforward method is that we can enumerate all the
subtrees of $q$’s P-tree and find the corresponding PC’s. However, as illustrated in Lemma 2, the search space may be exponentially large and computation overhead renders this method impractical. To alleviate this issue, we iteratively perform the following two steps.

**Lemma 1.** The maximum number of subtrees of a P-tree with $x$ nodes is $2^{x-1} + 1$.

![Fig. 3. A P-tree with $x$ nodes.](image)

**Proof.** Let $f(x) = \max\{L \in \mathbb{N} | L \text{ is the number of subtrees of a tree with } x \text{ nodes}\}$. As shown in Fig. 3(a), $p_i$ denotes the $i$th child of the P-tree. Then it is not hard to find that there are $(2^{x-1} + 1)$ subtrees including the “empty tree” (no P-tree node is contained). So $f(x) \geq 2^{x-1} + 1$. In this case, we do need to worry about the “parent-child” relationship between P-tree nodes so that $2^{x-1} + 1$ is also the upper bound of $f(x)$. Then we can infer that $f(x) = 2^{x-1} + 1$.

More formally, we can verify the correctness of this formula. As shown in Fig. 3(b), the left triangle (including $r$) denotes the subtree with $i$ nodes and the right one represents the subtree with $x - i$ nodes. We present the following equation 1. Note that the “empty tree” should be included and thus $f(0) = 1$. Obviously, we can construct different subtrees by combining subtrees in left and right parts. Then we can compute $f(x)$ by using $f(i)$ and $f(x - i)$. Note that the “empty tree” in both left and right part should not be included simultaneously. Finally we add 1 to $f(x)$ to represent the “empty tree”.

$$f(x) = \begin{cases} 1 & x = 0 \\ \max_{i=0}^{x} \{f(i) \cdot [f(x - i) - 1]\} + 1 & x \geq 1, x \in \mathbb{N} \end{cases}$$ (1)

Now we can directly verify that $f(x) = 2^{x-1} + 1$ satisfy the equation and this complete the proof.

**Step 1: candidate subtree generation.** To generate the candidate subtrees, the key problem is to avoid redundancies of the subtree enumeration. In [22], Asai et al. introduced a tree pattern enumeration strategy, and it is based on the following two concepts: (1) **Rightmost leaf** is the last P-tree node according to the depth-first traversal order. (2) **Rightmost path** is defined as a path from the root node to the rightmost leaf. Given a tree $T'$, a new subtree $T$ can only be generated by adding a new node $t$ to $T'$ such that the following hold: (1) $t$’s parent node is on the rightmost path of $T'$; (2) $t$ is the rightmost leaf of $T$. As shown in [22], this generation strategy guarantees that all the subtrees of the P-tree will be enumerated without repetition. Thus, we follow this strategy to generate the candidate subtrees.

**Step 2: community verification.** After a candidate subtree $T$ has been generated, we verify the existence of the corresponding community. We use $G_k[T]$ to represent the largest connected subgraph of $G$ containing $q$ where each vertex has at least $k$ neighbors and contains the subtree $T$. We say that, $T$ is feasible, if $G_k[T]$ exists. The verification step is mainly based on the following lemma.

**Proposition 1.** Given a profiled graph $G$, two P-tree $T'$, $T$ and the query vertex $q$, if $T' \subseteq T, G_k[T] \subseteq G_k[T']$.

**Proof.** As we defined before, $G_k[T]$ denotes the $k$-core containing $q$ where each vertex contains the subtree $T$. (1) If $G_k[T] = \emptyset$, $G_k[T] \subseteq G_k[T']$ always holds. (2) If $G_k[T] \neq \emptyset$, we have $\forall v \in G_k[T], T \subseteq T(v)$. Then from $T' \subseteq T$, we can infer $\forall v \in G_k[T], T' \subseteq T(v)$. This means each vertex $v \in G_k[T]$ also contains the P-tree $T'$. Thus if $G_k[T] \neq \emptyset$, $G_k[T] \subseteq G_k[T']$. In summary, Proposition holds.

**Lemma 2 (Anti-monotonicity).** Given a subtree $T$, if $G_k[T] \neq \emptyset$, then $\forall T' \subseteq T, G_k[T'] \neq \emptyset$.

**Proof.** From Proposition 1 we know $\forall T' \subseteq T, G_k[T] \subseteq G_k[T']$. Now since $G_k[T] \neq \emptyset$, we have $\forall T' \subseteq T, G_k[T'] \neq \emptyset$.

By Lemma 2 we can conclude that, if $G_k[T]$ is infeasible, then we can stop generating subtrees from $T$. The basic method begins with generating a subtree from the root node. Then, it iteratively performs the two steps above to retrieve all the feasible $G_k[T]$s, until no larger subtrees can be generated. Pseudocodes of basic are attached in Algorithm 1.

**Complexity analysis.** Let $m$ be the number of edges in $G$. In worst case all edges are traversed to compute the $G_k[T]$ and all the subtrees are verified. As a result, basic completes in $O(2^{|T(q)|} \cdot m)$ time where $|T(q)|$ denotes the number of nodes of $T(q)$. In practice, the value of $2^{|T(q)|}$ could be exponentially large and this makes basic impractical. To alleviate this issue, we propose more efficient index-based solutions in next section.

Algorithm 1 presents basic. We first initialize the result set $\Psi$ and load the $q$’s P-tree $T(q)$ (line 2). Then we need to compute $G_k$, the largest connected subgraph of $G$ containing $q$ where each vertex has at least $k$ degrees (line 3). Now in the iteration, we generate new subtrees from current subtree $T'$. For each new subtree $T$, we verify the existence of $G_k[T]$ (lines 4-10). If $G_k[T]$ exists, we add $T$ in $\Psi$ (lines 11-12); otherwise if no subtree can be generated from $T'$ or all subtrees generated from $T'$ are infeasible, we add $G_k[T']$ in $\Psi$ if $T'$ is maximal (line 13). Finally, all PC’s are returned (line 14).

**Algorithm 1 basic query algorithm**

1. function QUERY($G, q, k$)
2. $\Psi \leftarrow \emptyset$; load $T(q)$ from $G$;
3. compute $G_k$ from $G$;
4. if $G_k \neq \emptyset$ then
5. $\Psi \leftarrow$ GENERATESUBTREE($\emptyset, T(q)$);
6. while $\Psi \neq \emptyset$ do
7. $T' \leftarrow \Psi.pop();$ flag $\leftarrow$ true;
8. $\Phi \leftarrow$ GENERATESUBTREE($T', T(q)$);
9. for each $T \in \Phi$ do
10. compute $G_k[T]$ from $G_k$;
11. if $G_k[T] \neq \emptyset$ then
12. flag $\leftarrow$ false; $\Psi.push(T)$;
13. if flag = true and $T'$ is maximal then
14. $\Psi \leftarrow \Psi \cup G_k[T']$;
15. return $\Psi$;
4 INDEX-BASED SOLUTIONS

We first introduce some preliminaries and the proposed CP-tree index, and then discuss the index-based query algorithms.

4.1 k-core and CL-tree

k-core. In line with existing CS [11, 28], we use k-core to satisfy the constraints of minimum degree and maximal structure of a PC. Given an integer k (k ≥ 0), the k-core of G, denoted by G_k, is the largest subgraph of G, such that \( \forall v \in G_k, \deg_{G_k}(v) \geq k \). Since G_k may be disconnected, we use k-cores to denote one of its connected components. An important property of k-core is the “nested” property: given two integer \( i \) and \( j \), \( j \)-core \( \subseteq i \)-core if \( i < j \). In Fig. 4(a) the 0-core represents the whole graph, and 3-core is nested in 2-core. Computing all the k-cores of a graph G, known as core decomposition, can be completed by an \( O(m) \) algorithm [27], where m is the number of edges in G.

CL-tree. Since k-cores are nested, all the k-cores of a graph can be organized into a tree structure, called CL-tree [11]. In this paper, we adopt it, but skip the labels on the tree. The CL-tree of the graph in Fig. 4(a) is shown in Fig. 4(b). Clearly, vertices in each CL-tree node and other vertices in all its descendant nodes represent a k-core. For example, vertex C and other vertices \{A, B, D, E\} in its child node compose a 2-core. Since each vertex appears only once, the space cost of CL-tree is \( O(n) \) where n is the number of vertices in G. In addition, we maintain a map vertexNodeMap, where the key is the vertex and the value is the node of the corresponding CL-tree node, and it allows us to locate the k-core containing any query vertex efficiently.

In addition, we maintain a map headMap, where the key is a vertex v, and the value is a list of CP-tree nodes, each of which corresponds to a leaf node of v’s P-tree. Main advantages of CP-tree are listed below.

- **Restore P-trees.** By utilizing the headMap, each vertex’s P-tree can be restored by traversing the leaf nodes up to the root node.
- **Locating k-core.** Given an integer k, a query vertex q and a CP-tree node t, using vertexNodeMap, we design a function get(k, q, t) to get the k-core containing q where each vertex contains the label t.label in constant time cost.
- **Query efficiency.** As discussed above, the label information of each vertex’s P-tree can be efficiently accessed using the headMap.

Index Construction. We incrementally create CP-tree nodes and then link them up to build the CP-tree index. Pseudocodes of CP-tree index construction are presented in Algorithm 2. For each vertex v, we read T(v) and create new CP-tree nodes (lines 2-5). For each CP-tree node t, we add v in t for later CL-tree construction (lines 6-9). If P-tree node x is a leaf node, we update headMap (line 7). Then we link up all CP-tree nodes according to the GP-tree structure. Note that if CP-tree is unknown, we can simultaneously unify it while reading P-trees in the previous step (line 10). Finally, I is returned (line 11).

Algorithm 2 CP-tree index construction

```java
1: function BUILDINDEX(G(V, E))
2:   for each v ∈ V do
3:     for each x ∈ T(v) do
4:       t ← a CP-tree node in T such that t.label = x.label;
5:       if t = null then create a CP-tree node t and add it in I;
6:       add v in t;
7:       if x is the leaf node of T(v) then headMap.put(v, t);
8:       for each t ∈ I do
9:         Build CL-tree for the subgraph of t;
10:        link to its parent and child nodes;
11:     return I;
```

Complexity analysis. Obviously, lines 2-7 take the linear time. The time complexity of building a CL-tree is \( O(m \cdot \alpha(n)) \) [11, 40] where m is the number of edges in G and \( \alpha(n) \), the inverse Ackermann function, is less than 5 for large value of n. Thus the time complexity of building CP-tree is \( O(|P| \cdot m \cdot \alpha(n)) \), and it is linear to the size of G. The space cost of CP-tree is \( O(|P| \cdot n) \) where |P| denotes the number of labels in G. The space cost of the headMap is \( O(l \cdot n) \) where l denotes the average number of leaf nodes in each vertex’s P-tree and \( l < |P| \). Therefore, the total space complexity is \( O(|P| \cdot n) \) which is linear to the size of G.

4.2 CP-tree Index

Index Overview. We build the Core Profiled tree (CP-tree) index by considering both the P-tree structure and k-cores. We depict an example CP-tree in Fig. 5 using the profiled graph in Fig. 1(a).

![Fig. 4. k-cores, CL-tree.](image)

![Fig. 5. CP-tree index.](image)

Each CP-tree node corresponds to a label and stores the k-cores sharing this label. To summarize, each node p consists of following four elements:

1. label: the attribute label;
2. parentNode: the parent node of p;
3. childList: a list of child CP-tree nodes of p; and
4. vertexNodeMap: a map that stores the CL-tree.

4.3 Index-based Query Algorithms

Now we present our index-based query solutions. The first one follows the framework of basic, and it incrementally generates and verifies the subtrees of P-tree (from smaller subtrees to larger ones). Thus we call it incre. The advanced methods borrow some ideas from MARGIN [43], the algorithm of mining maximal frequent subgraphs. As we will explain later, advanced methods can find all PC’s by examining a small fraction of subtrees, resulting in high efficiency. In addition, their time complexities are \( O(2^{\langle q \rangle} \cdot m) \), because in the worst case all the subtrees are verified. However, as we will show in Section 5.3, in practice they are much more efficient than such worse-case time complexities.

4.3.1 The Method incre

We begin with an interesting lemma, which greatly accelerates the verification step.
Lemma 3. Given a CP-tree index $I$, a subtree $T'$ and a new subtree $T$ which is generated from $T'$ by adding a new P-tree node. We have $G_k[T'] \subseteq G_k[T'] \cap I \cdot get(k, q, T', T')$, where $T' \setminus T'$ denotes the new added node.

Proof. $T = T' \cup t$, so we have $T' \subseteq T$. Based on Proposition[1] we know $G_k[T] \subseteq G_k[T']$. Similarly, $t \subseteq T$, then we have that $G_k[T] \subseteq I \cdot get(k, q, T', T')$ where $I \cdot get(k, q, T', T')$ is the k-core containing the query vertex $q$ and P-tree node $T' \setminus T'$. Hence $G_k[T] \subseteq G_k[T'] \cap I \cdot get(k, q, T', T')$.

As incr searches the communities in the subgraph which are found in former iteration, the query efficiency is improved. We present incr in Algorithm [3]

Algorithm 3 incr query algorithm
1: function QUERY($I, q, k$)
2: restore $T(q)$ using $I \cdot headMap$;
3: $G \leftarrow \emptyset; \Phi \leftarrow generateSubtree(0, T(q))$;
4: while $\Phi \neq \emptyset$ do
5: $T' \leftarrow \Phi \cdot pop();$ flag $\leftarrow$ true;
6: $\Phi \leftarrow generateSubtree(T', T(q))$;
7: for each $T \in \Phi$ do
8: compute $G_k[T]$ from $G_k[T'] \cap I \cdot get(k, q, T', T')$;
9: if $G_k[T] \neq \emptyset$ then
10: flag $\leftarrow$ false; $\Psi \cdot push(T)$;
11: if flag $= true$ and $T'$ is maximal then
12: $G = G \cup G_k[T']$;
13: return $G$;

We first use $headMap$ to locate the leaf nodes of $T(q)$ and then restore $T(q)$ (line 2). We initialize $\Psi$ by using $T(q)$ (line 3). In the iteration, for current subtree $T'$, we generate new subtrees. For each new subtree $T$, we verify the existence of $G_k[T]$ using the index (lines 4-8). If $G_k[T]$ exists, we add $T$ in $\Phi$ (lines 9-10); otherwise if no subtree can be generated from $T'$ or all subtrees generated from $T'$ are infeasible, we add $G_k[T']$ in $G$ if $T'$ is maximal (line 11). Finally, all PC’s are returned (line 12).

4.3.2 The Advanced Methods

The method incr follows the Apriori-based method, which explores all possible subtrees by traversing the search space from smaller subtrees to larger ones; while, as demonstrated in the Section 5.1, the maximal feasible subtrees often lie in the middle of the search space, which implies that most of the exploration may be avoided. Based on this observation, we adapt MARGIN [43] to tackle PCS.

MARGIN: It does not perform a bottom-up (or top-down) traversal of the search space; instead, it narrows the search space by examining only subgraphs that lie on the border of frequent and infrequent subgraphs. It firstly finds an initial pair of graphs ($CR$, $R$) where $R$ is frequent and $CR$ is not. In addition, $CR$ is the child subgraph of $R$ (i.e., $CR$ is the subgraph of $R$ and they differ by exactly one edge). Similarly, $R$ is the parent subgraph of $CR$. ($CR$, $R$) is called a cut and from this cut, MARGIN expands and finds all other cuts by adding or deleting an edge to obtain new adjacent subgraphs. MARGIN defines this function as expandCut and Thomas et al. [43] has proved that expandCut is able to find all maximal frequent subgraphs.

Inspired by MARGIN, we design the following functions.

1. Function expandPtree. This function is adapted from expandCut [43] and the main modifications are as follows.
   - We dynamically obtain child subgraphs and parent subgraphs, which are called child subtrees and parent subtrees in our case, using the parentNode and childLists of CP-tree nodes, instead of pre-computing all subtrees in the search space as MARGIN does.
   - We define a pair of P-trees ($IF, F$) as a cut, where $IF$ is the child subtree of $F$ and $F$ is feasible while $IF$ is not.
   - We dynamically verify whether a feasible subtree is maximal.
   - We develop a function verifyPtree to verify the feasibility.

Algorithm 4 expandPtree
1: function EXPANDTREE($IF, F, G$);
2: if $IF = \emptyset$ and $F \neq \emptyset$ then update $G$;
3: else
4: $Q \leftarrow \emptyset; Q \cdot push((IF, F))$;
5: while $Q \neq \emptyset$ do
6: $(IF, F) \leftarrow Q \cdot pop();$
7: for each parent $Y_i$ of $IF$ do
8: if $Y_i$ is feasible then
9: update $G$ if $Y_i$ is maximal;
10: for each child $K$ of $Y_i$ do
11: if $K$ is infeasible then $Q \cdot push((K, Y_i))$;
12: if $K$ is feasible then
13: find common child $C$ of $K$ and $IF$;
14: $Q \cdot push((C, K))$;
15: else
16: for each parent $Y_i$ of $IF$ do
17: if $K$ is feasible then $Q \cdot push((Y_i, K))$;
18: return $G$;

We now illustrate expandPtree in Algorithm [4] As we will introduce later, if $IF = \emptyset$ and $F \neq \emptyset$ we can directly update $G$ because the $F$ is already the maximal common subtree (line 2). Otherwise, we first use $(IF, F)$ to initialize the queue $Q$ (line 4). Then, for each pair, we iteratively verify its adjacent pairs (lines 5-17). If the parent subtree $Y_i$ of $IF$ is feasible, $G_k[Y_i]$ here may not be the final result. This is because subtrees are not regularly enumerated, and thus $Y_i$ may be temporarily maximal, so we need to repeatedly verify it. If there exist other feasible subtrees verified in previous steps that are the subtree of $Y_i$, we need to replace their corresponding subgraphs with $G_k[Y_i]$ (line 9). Finally, we return $G$ (line 18).

Lemma 4. Given a P-tree pair ($IF, F$), expandPtree can find all feasible subtrees for a PCS query.

The proof of Lemma 4 is based on following preliminaries.

![Fig. 6. the lattice and Upper-ω-Property](image)

Lattice is essentially a pre-processed data structure where all possible subgraphs of a given graph are enumerated. Taking the graph in Fig. [6] as an example, its subgraphs in each level have the same size (i.e., numbers of edges). The bottom level (level 0) corresponds to the empty graph and the level $i$ lists all size-$i$ subgraphs. In lattice, each subgraph is linked to its parent graphs (i.e., subgraph of this graph and they differ exactly by one edge) and childs (i.e., super-graph of this graph and they differ exactly by one edge). We can observe that the P-tree can directly replace the graph to construct the lattice.
Property 1 (Upper-\(\cap\)-Property [43]). Any two child subgraphs \(C_i, C_j\) of a graph \(P\) will have a common child subgraph \(A\).

In Property 1 \(C_i, C_j, P\) and \(A\) are four subgraphs. \(C_i, C_j\) are two child subgraphs of \(P\) (i.e., subgraphs of \(P\) and they respectively differ with \(P\) by one edge \(e_1, e_2\)). Then there must exist one subgraph \(A\) such that \(A\) is the child subgraph of \(C_i\) and \(C_j\). Property 1 is very intuitive in graphs. Based on Proposition 2 we prove that the Upper-\(\cap\)-Property can be simply adapted to fit in P-tree models.

**Proposition 2.** P-trees satisfy the Upper-\(\cap\)-Property.

*Proof.* In P-trees, \(e_1\) and \(e_2\) can be two P-tree nodes such that subtrees \(C_i = P \cup e_1\) and \(C_j = P \cup e_2\). There must exist a P-tree \(A = P \cup e_1 \cup e_2\) = \((P \cup e_1) \cup e_2 = (P \cup e_2) \cup e_1\). Thus \(A = C_i \cup e_1 = C_j \cup e_1\) which means \(A\) is the common child subtree of \(C_i\) and \(C_j\).

Now we formally give the proof of Lemma 4.

*Proof.* Method expandPtree is mainly adapted from MARGIN. As mentioned in MARGIN, the correctness holds when the adapted problem satisfies the following constraints [43]:

1. The search space is a subset of the lattice.
2. The Upper-\(\cap\)-property holds.
3. The anti-monotone property is satisfied.
4. A candidate set can be defined which is a “boundary” set such that every in the set satisfies a given user-constraint and there exists an immediate child in the lattice that does not satisfy the constraint because of the anti-monotone property. For every in the set, there exists an immediate parent that does not satisfy the constraint for the monotone property.
5. Solution sets can be generated from the candidate sets.

For PCS problem, the “element” in constraint (1) is the P-tree and obviously constraint (1) is satisfied. Proposition 2 has proved that constraint (2) is satisfied. The anti-monotonicity property has been proved in Lemma 2 and thus constraint (3) is also satisfied. In MARGIN, the “user-constraint” of the constraint (4) is that, given a threshold, whether a graph is frequent or not. Here for constraint (4), the “user-constraint” is that whether a P-tree is feasible. For instance, a P-tree \(T'\) is feasible which means \(G_k[T']\) exists. If \(T\), which is the child of \(T'\), is not feasible (i.e., \(G_k[T]\) does not exist). Then \(T'\) can be defined in this “boundary” set and its immediate child \(T\) does not satisfy this “user-constraint” for the anti-monotone property. Hence constraint (4) holds. Once a is added in the candidate set, we need to verify whether this is maximal. It means the solution set is the subset of this candidate set. Thus constraint (5) is satisfied. In conclusion, the correctness of Lemma 4 holds.

2. **Function** verifyPtree. Given a subtree \(T\), \(T_{child}\) and \(T_{parent}\) denote a child and the parent subtree of \(T\). Let \(l\) denote the number of \(T_{parent}\)'s leaf nodes and \(n_1\) represent the ith leaf node of \(T_{parent}\). Derived from Lemma 3 we have

- \(G_k[T_{child}] = G_k[T] \cap \mathcal{I}.get(k, q, T_{child}').\)
- \(G_k[T_{parent}] = \bigcap_{i=1}^l \mathcal{I}.get(k, q, n_i).\)

Since all P-trees are subtrees of the GP-tree, if a P-tree has the attribute \(t\), then \(t\)’s parent attribute \(t'\) is also included. Thus, \(\mathcal{I}.get(k, q, t) = \mathcal{I}.get(k, q, t').\) For a special subtree \(T_i\) (a path from leaf node \(n_i\) to root node \(r\)), we can finally get \(G_k[T_i] = \mathcal{I}.get(k, q, n_i).\) Note that \(T_{parent}\) can be seen as several paths and thus we get \(G_k[T_{parent}] \subseteq \bigcap_{i=1}^l \mathcal{I}.get(k, q, n_i).\)

Based on CP-tree, verifyPtree can efficiently verify subtrees. Next we discuss three methods to find the initial cut.

3. **Function** find-I. We can adapt incree to find the initial cut. As shown in Algorithm 5 we incrementally enumerate subtrees and verify the existence of the corresponding communities. Once we find a subtree which is feasible while its child subtree is not, then we can regard them as an initial cut (lines 2-15).

4. **Function** find-D. We can incrementally generate subtrees from larger subtrees to smaller ones. We represent find-D pseudocodes in Algorithm 6. Firstly, if \(G_k[T(q)]\) exists, we can directly return it as a qualified community (lines 2-4). In each step, for an infeasible subtree \(T\), we remove one of \(T\)’s leaf nodes and verify the feasibility of the new subtrees (lines 6-11). Once there is a new feasible subtree, we treat \(T\) and this new subtree as the initial cut (lines 12-17).

5. **Function** find-P. We can find the initial cut by directly verifying subtrees instead of the node one by one. Intuitively, P-tree can be divided into several paths (from leaf nodes to the root). According to Lemma 2 these paths can be further verified by checking the corresponding leaf nodes. We call it find initial cut by path (find-P).

We present the pseudocodes of find-P in Algorithm 7. \(S\) denotes a P-tree node set. Initially, it consists of all leaf nodes of \(T(q)\). If there does not exist a feasible node in \(S\), we trace up to verify their parent nodes (lines 13-14). Next, we iteratively check the nodes in \(S\). If we find a node \(t\) and \(G_k[F \cup t] \neq \emptyset\), we update \(F\) (lines 5-6). Let \(t_{parent}\) denote the parent node of \(t\). If we find
5 Experiments

5.1 Setup

We consider two real datasets (ACM DL and PubMed) and two synthetic datasets (Flickr and DBLP). ACM DL and PubMed are the co-authorship networks of researchers in computer science and biomedical areas respectively. Each vertex of them represents an author, and an edge is a co-authorship between two authors. For each author, her papers have been categorized by a hierarchy of research areas in Fig. 7 and Fig. 8. Notice that ACQ only finds a node that \( G_k[F \cup t] \) does not exist, we trace up to find the “boundary” where \( G_k[t']_{\text{parent}} \) exists while \( G_k[t'] \) does not and thus we find an initial pair (lines 8-11). Note that at now stage, \( IF, F \) may not be complete subtrees. Thus for the nodes in \( IF \) and \( F \), we need to include all their ancestor nodes and then return \((IF, F)\) as a cut (lines 15-16).

Algorithm 8 gives the overall advanced methods. Notice that, there are three functions, i.e., \text{find-I, find-D, and find-P}, of finding the initial cut, so we have three variants of advanced, denoted by \text{adv-I, adv-D and adv-P} respectively.

### Algorithm 7 Find the initial cut: find-P

1: function FIND-P(\( I, S, q, k \))
2: \( IF \leftarrow \emptyset \); \( F \leftarrow \emptyset \); find a leaf node \( t \in S \) s.t. \( G[S].get(k, q, t) \neq \emptyset \);
3: if \( F \neq \emptyset \) then
4: for each \( t \in S \) do
5: computing \( G_k[F \cup t] \) from \( G_k[F] \cap G\); \( k, q, t \);
6: if \( G_k[F \cup t] \neq \emptyset \) then \( F = F \cup t \);
7: else
8: path \( \leftarrow \) trace a path from \( t \) to \( r \) in \( I \);
9: find \( t', t'_{\text{parent}} \) on path s.t. \( G_k[t'] = \emptyset \), \( G_k[t'_{\text{parent}}] \neq \emptyset \);
10: if \( F = F \cup t'_{\text{parent}} \) then \( F = F \cup t' \);
11: Break;
12: else
13: for each \( t \in S \) do \( S\).replace\((t, t'_{\text{parent}})\); \( S\).replace\((t, t')\); \( S\).replace\((t, F)\); \( S\).replace\((t, F)\); return \( IF, F \);

5.2 PCS Effectiveness

As mentioned above, the existing CS methods mainly focus on non-attributed graphs. A recent work ACQ \[11, 40\] investigates CS on attributed graphs. In ACQ, each vertex in the attributed graph is associated with a set of keywords. Communities retrieved by ACQ should satisfy the structure cohesiveness (\( k \)-core constraint) and “keyword cohesiveness” \[11, 40\], i.e., the number of common keywords shared by all vertices in communities should be maximum. We compare PCS with ACQ. To run ACQ queries, we set each vertex’s attribute as a set of keywords, which are the keywords in its P-tree. In the following, we first present a case study, and then show the quality and diversity of communities.

### Algorithm 8 Advanced method

1: function QUERY(\( I, q, k \))
2: \( G \leftarrow \emptyset \);
3: \((IF, F) \leftarrow \text{FIND-P}(I, S, q, k)\);
4: \( \text{EXPANDPTREE}(IF, F, G) \);
5: return \( G \);

To evaluate PCS queries, in line with \[11\], we set the default value of \( k \) to 6. For each dataset, we randomly select 100 query vertices from the 6-core. We implement all the algorithms in Java, and run experiments on a machine having an eight-core Intel 3.40GHz processor, and 16GB of memory, with Ubuntu installed.

#### TABLE 2

Datasets used in our experiments.

| Dataset  | Vertices | Edges  | d | P   | GP-tree |
|----------|----------|--------|---|-----|---------|
| ACM DL   | 107,656  | 717,958| 13.34 | 11.54 | 1,908 |
| Flickr   | 581,099  | 4,952,274| 17.11 | 26.63 | 10,132 |
| PubMed   | 716,459  | 4,742,606| 13.22 | 27.10 | 10,132 |
| DBLP     | 977,288  | 6,684,546| 14.04 | 37.98 | 1,908 |

we consider all the four datasets and check the locations of maximal feasible subtrees of 100 communities in search space for each dataset. In our experiments, because the search space may be very large, according to the depth, we average them into 5 levels. Notice that, in this case, level 3 represents the middle location of the search space. The experimental results are attached below. For example, there are 43% maximal feasible subtrees lying on the middle of the search space in PubMed. This demonstrates the above view and explains the motivation for the advanced methods.

#### TABLE 3

Locations of maximal feasible subtrees.

| Dataset | Level 1 | Level 2 | Level 3 | Level 4 | Level 5 |
|---------|---------|---------|---------|---------|---------|
| ACM DL  | 3%      | 8%      | 11%     | 5%      |         |
| Flickr  | 15%     | 23%     | 5%      | 13%     |         |
| PubMed  | 18%     | 32%     | 43%     | 37%     |         |
| DBLP    | 26%     | 25%     | 24%     | 31%     |         |
| ACM DL  | 38%     | 12%     | 17%     | 14%     |         |

2. https://dl.acm.org/  
3. https://www.nlm.nih.gov  
4. https://meshb.nlm.nih.gov/  
5. https://www.flickr.com/  
6. http://dblp.uni-trier.de/xml/
Distance (TED) to compute the similarity between the P-trees of any pair of vertices in community $G_i$. Let $T_i$ be the P-tree of the $i$-th vertex in $G_i$. The CPS is then the average similarity over all pairs of $G_i$'s vertices, and all communities of $G$:

$$CPS(G) = 1 - \frac{1}{|G|} \sum_{i=1}^{|G|} \left[ \frac{1}{|G|^2} \sum_{j=1}^{|G|} TED(T_i, T_j) \right]$$  \hspace{1cm} (2)

The CPS($G$) value has a range of 0 and 1. The higher the value is, the more cohesive the community is. As shown in Fig. 9(a), PCs$^*$ denotes the communities that only PCS can search. P-ACs represents those returned by both of PCS and ACQ. P-ACs have the most P-tree nodes (i.e., keywords in ACQ definition) in common, and the fewest vertices. Thus they have the highest CPS values. Note that PCs$^*$ have a close CPS value with P-ACs which implies that these unique PCs are also of highly quality.

**Level-diversity ratio (LDR):** To further measure the quality of PC's, we define a metric, called level-diversity ratio (LDR), to measure the diversity of attributes level by level in the shared subtrees. $F$ denotes the method that we use here to compare with PCS. Given a query vertex $q$, we use $T(F, q, j)$ to represent the maximal common P-trees of $j$-th community returned by the method $F$. $\mathcal{L}$ is the number of levels in P-tree $T(q)$. $L_i(T)$ is the number of unique labels in the $i$-th level of P-tree $T$. $\mathcal{H}$ and $\mathcal{J}$ denote the numbers of communities returned by the method $F$ and PCS respectively. A lower LDR value implies that the method $F$ is less diverse than PCS.

$$LDR(q, F) = \frac{1}{\mathcal{L}} \sum_{i=1}^{\mathcal{L}} \frac{\sum_{h=1}^{\mathcal{H}} L_i(T(F, q, h))}{\sum_{j=1}^{\mathcal{J}} L_i(T(PCS, q, j))}$$ \hspace{1cm} (3)

Intuitively, LDR reflects the proportion of unique labels in each level. The experimental results are depicted in Fig. 9(b), which shows that communities returned by ACQ can only cover 40% to 60% labels of PC’s in each level. This implies that PC’s found by PCS have higher diversity than those of ACQ, because PCS focuses on maximizing the common structure of P-trees, rather than the number of common keywords. As a result, all communities with the semantically maximal properties can be found, and the communities are of high diversity.

**Community numbers:** Fig. 10(a) reports the average number of communities that per query request returns in these methods. From the results, we can see that PCS finds more communities than others. This is because only PCS focuses on profiled graphs and hierarchical information in P-trees to retrieve communities. Compared with other methods, PCS is able to extract communities with more semantic focuses.

**Community P-tree Frequency (CPF):** CPF is inspired by the document frequency measure. Let $freq_{i,j}$ represent the number of vertices in $G_i$ whose P-tree contains $T(q)$’s $j$-th P-tree node. We use CPF to compute the occurrence frequency over all nodes in $T(q)$ and all communities in $G$:

$$CPF(q) = \frac{1}{|G| \cdot |T(q)|} \sum_{i=1}^{|G|} \sum_{j=1}^{|T(q)|} freq_{i,j}$$ \hspace{1cm} (4)

Note that CPF($q$) ranges from 0 to 1 and a higher value implies a better cohesiveness. As shown in Fig. 10(a), compared with the communities retrieved by both of PCS and ACQ, those unique PCs also have a highly degree of cohesiveness.

![Figure 7. One PC of Jim Gray.](image1)

![Figure 8. Another PC of Jim Gray.](image2)

![Figure 9. Comparing PCS with CS methods.](image3)

![Figure 10. Comparing PCS with CS methods.](image4)
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Fig. 11. The experimental results show that, compared with other methods, PCS can stably extract communities with high accuracy over three real networks.

5.3 Comparison with Other Definition Metrics

In this section, we compare several potential metrics to define the PCS problems. Generally, a good community should be a group of users, which are cohesive in both structures and profiles. To measure structure cohesiveness, we use the minimum degree metric, which is in line with existing works [11, 12, 25, 26]. To measure the profile cohesiveness, we have tried a list of possible metrics, including:

(a) common nodes of P-trees;
(b) common path of P-trees (from the P-tree leaf to the root);
(c) common subtree of P-tree structures;
(d) similarity of vertex P-trees.

We compare these four metrics over two real datasets (ACMDL and PubMed). As shown in Fig. 12, compared with other metrics, Metric (c) can achieve highest scores over four indices. We now discuss the reason for such differences.

In a recently work ACQ [40], the authors define the vertex attribute as a set of keywords and use the number of shared keywords to constrain the communities. Thus, in our PCS problem, it is natural to use the number of common P-tree nodes to measure the profile cohesiveness, and it is natural to require the number of common nodes to be the largest. However, as we have analyzed before, this will ignore the interrelated relations among the nodes and violate the basic motivation for the PCS problem. Thus Metric (a) is not suitable for PCS definition. Metric (b) is defined by common paths (i.e., a common path from P-tree root to a leaf node) shared by all the nodes in the returned community. Intuitively, we can require the number of common paths to be maximum. This metric will still have some inadequacies, as it amounts to maximize the number of common leaf nodes, which will miss out meaningful communities with fewer common leaves. As a result, based on the discussions above, we think metric (b) is also not suitable for PCS problem definition. Metric (c) focuses on the common subtree of all P-trees. Clearly, a subtree consists a set of nodes and their hierarchical relationships. Compared with the metrics above, the common subtree of P-tree structure is more suitable for measuring the profile cohesiveness of a community, as it can adequately present the commonalities of vertex P-trees. Inspired by another recent community search work [12], we tried to use the similarity of P-trees to define the problem. It means, given a threshold, to find all vertices with a budgeted similarity score. However, it is still not suitable for the PCS problem. This is because, normally, if two P-trees are to be compared by some similarity methods, the diversity of these P-trees will be nevertheless regarded as the dissimilarity. Thus, based on above discussion and experimental results in Fig. 12, we adopt Metric (c) in our PCS problem definition.

5.4 Results of Efficiency Evaluation

In this section, we show the efficiency results of index construction and PCS queries.

1. Index construction. Fig. 13(a)-13(b) show the scalability of the CP-tree index construction method. To evaluate the scalability of index construction method w.r.t the dataset size, for each dataset, we randomly select 20%, 40%, 60% and 80% of its vertices to obtain four sub-datasets respectively. As shown in Fig. 13(a), we observe that, the time cost of the index construction is linear to the size of profiled graphs, which confirms our analysis before. Furthermore, to evaluate the scalability of index construction method over different P-tree sizes of vertices and over different fractions of the GP-tree size, we obtain four sub-datasets in a similar way. As shown in Fig. 13(b) and Fig. 13(c), we demonstrate that the time cost of the index construction is linear to the size of P-trees and GP-trees.

2. Query efficiency. We vary the value of $k$ and show the query efficiency of different algorithms in Fig. 14(a)-14(d). The method inc-re is 10 times faster than the basic method, but slower than the method adv-I. Further, adv-D and adv-P are 10 times faster than inc-re. The reason is that, compared with inc-re, the advanced methods narrow the search space by verifying a smaller fraction of subtrees. Also, the efficiency gap in finding an initial cut results in the slightly different performance of the advanced methods. Thus, the index-based methods run fast and adv-P stably scales the best. Note that these advanced methods perform similarly on Flickr. This is because the initial cut results are in the
middle of the search space. Thus they have similar performance even though they search from different directions.

3. Scalability w.r.t. vertex. Fig. 14(e)-14(h) report the scalability over different fraction of vertices. For each dataset, we randomly select 20%, 40%, 60% and 80% of its vertices to respectively obtain four sub-datasets. Note that in this experiment, vertices’ P-trees are fully considered. As shown in the experimental results, the algorithms run slower as more vertices involved. From the above analysis and experimental results, basic has been proved to be quite inefficient and we do not involve it afterwards. As show in Fig. 14(e)-14(h), incre and adv-I scale similarly and adv-I is slightly better. This is because after finding a feasible answer, adv-I will quickly search all answers instead of exploring the whole search space. Not surprisingly, adv-D and adv-P scale the best.

4. Scalability w.r.t. P-tree. Fig. 14(i)-14(l) examine scalability over different fraction of P-trees for each vertex. For the P-tree of each vertex, we randomly select 20%, 40%, 60% and 80% of its P-tree nodes to generate the corresponding subtree. Here all vertices are considered. As shown in Fig. 14(i)-14(l), adv-I performs better than incre. This is because adv-I avoids exploring the whole search space after finding an initial solution, which accelerates the query process. Also, adv-D and adv-P stably perform the best and adv-P performs slightly better than adv-D.

The reason is that, as we introduced before, adv-P finds initial P-tree cuts by directly verifying a batch of P-tree nodes rather than verifying nodes one by one. Thus adv-P is always faster than adv-D.

5. Scalability w.r.t. GP-tree. We test the importance of GP-tree size in Fig. 14(m)-14(p). For the GP-tree of each dataset, we randomly select 20%, 40%, 60% and 80% of its P-tree nodes to generate new GP-trees. Here we consider all the vertex and P-trees. As GP-tree varies, again, adv-I is faster than incre. Moreover, adv-D and adv-P achieve the best performance.

6. Effect of find functions. By varying $k$ from 4 to 8, we compare three find functions of the advanced methods in Fig. 14(q)-14(r). find-P and find-D are about 10-100 times faster than find-I. This is because, as we explained before, find-P can find initial cut by directly verifying the leaf nodes of subtrees instead of enumerating nodes from the root node one by one. Note that in Fig. 14(r), adv-D and adv-P have similar performance. The reason is that the efficiency of finding initial cuts depends on the distribution of initial cuts in search space. Actually, adv-D search initial cuts incrementally and adv-P explores the search space by decrementally verifying subtrees. Thus adv-D and adv-P may have similar performance.

6 CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we study the online community search problem which exhibit both semantic and structure cohesiveness on large-scale profiled graphs. Given a vertex $q$ of a profiled graph $G$, we study the PCS problem, which aims to find profiled communities containing $q$. We firstly introduce a basic solution. To further accelerate the query efficiency, we develop an index and some index-based query algorithms accordingly. We evaluate the algorithms on both real and synthetic datasets, and our experimental results demonstrate the effectiveness of PCS and the efficiency of our solutions.

In the future, we will study other structure cohesiveness measures (e.g., $k$-truss and $k$-clique) and profile cohesiveness measures in the PCS definition. An potential extension of PCS is to explore how to relax the query condition and optimize our solutions. For instance, we can stimulate that each vertex of the targeted community has a semantic similarity with the query vertex $q$ to be at least $\beta$ ($\beta < 0$), where $\beta$ is a predefined threshold. Or we can try to relax the structure cohesiveness (e.g., the proportion of vertices in a community having degrees of at least $k$ is at least $\delta$ where parameter $\delta > 0$). Another useful question is to examine how the directions of edges will affect the formation of an PC. For example, D-core [14], a concept extended from $k$-core for directed graphs, can be utilized to measure the structure cohesiveness, and develop algorithms that is similar to those of PCS. In practice, directed edges are more common in many real social networks. In addition, we will also investigate other problems that can be done on profiled graphs, such as communities search family of problems, or labeled graph search problems. We will study how other graph pattern matching techniques can be extended to find PCs on profiled graphs and how to automatically generate a meaningful graph pattern that well reflects the ground-truth communities.
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