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The problem of an elastica knot in three-dimensional space is solved explicitly by expressing the Frenet-Serret curvature and torsion of the knot in terms of the Weierstrass and Jacobi elliptic functions. This solution is obtained by variational methods and is derived by minimizing of the squared-curvature energy integral. In the present work, an equivalency is established between pairs of Jacobi elliptic solutions that are described by the same values for curvature and torsion functionals.

1 Introduction

Elastica knots [1, 2, 3] are three-dimensional closed curves that minimize the constrained curvature functional

\[ \mathcal{F}_\Lambda[r] = \frac{1}{2} \int_a^b \left[ r''(s)^2 + \Lambda(s) \left( |r'(s)|^2 - 1 \right) \right] ds, \]

where the curve \( r(s) \) is parameterized by the length element \( s \) along the curve, and the function \( \Lambda(s) \) serves as a Lagrange multiplier associated with the constraint \( |r'(s)|^2 = 1 \) (since \( ds^2 \equiv |dr|^2 \)).

Here, the three-dimensional curve \( r(s) \) satisfies the Frenet-Serret equations

\[
\begin{pmatrix}
\frac{d\hat{t}}{ds} \\
\frac{d\hat{n}}{ds} \\
\frac{dB}{ds}
\end{pmatrix} = 
\begin{pmatrix}
0 & \kappa & 0 \\
-\kappa & 0 & \tau \\
0 & -\tau & 0
\end{pmatrix} \cdot 
\begin{pmatrix}
\hat{t} \\
\hat{n} \\
B
\end{pmatrix},
\]

where the tangent unit vector \( \hat{t} \equiv r' \), the normal unit vector \( \hat{n} \), and the binormal unit vector \( B \equiv \hat{t} \times \hat{n} \) form the Frenet-Serret unit-vector triad \((\hat{t}, \hat{n}, B)\), while \( \kappa \) and \( \tau \) denote the curvature and the torsion of the curve, respectively. Using the Frenet-Serret formulas (2), we also derive the following expressions

\[
\begin{align*}
\hat{r}' &= \hat{t} \\
\hat{r}'' &= \kappa \hat{n} \\
\hat{r}''' &= \kappa' \hat{n} + \kappa \left( \tau B - \kappa \hat{t} \right)
\end{align*}
\]

from which we obtain the definitions for the Frenet-Serret curvature \( \kappa(s) \equiv |r''| \) and the Frenet-Serret torsion \( \tau(s) \equiv \kappa^{-2} (r' \times r'' \cdot r''') \). We note that the torsion may be positive, negative, or zero (i.e., when the curve lies on a two-dimensional plane).

The Euler equation for the curve \( r(s) \) is obtained from the first variation of the curvature functional (1):

\[ \delta \mathcal{F}_\Lambda \equiv \left( \frac{d}{de} \mathcal{F}_\Lambda[r + e \delta r] \right)_{e=0} = \int_a^b \left[ r'' \cdot \delta r'' + \Lambda r' \cdot \delta r' \right] ds = \int_a^b \delta r \cdot \frac{dW}{ds} ds, \]

where the variation \( \delta r \) and its first derivative \( \delta r' \) are assumed to vanish at the end points \( s = a \) and \( s = b \), and the vector

\[ W(s) \equiv r''' - \Lambda r' = \kappa' \hat{n} + \kappa \tau \hat{B} - (\kappa^2 + \Lambda) \hat{t} \]

is written in terms of Eq. (3) and the Lagrange multiplier \( \Lambda(s) \). When the first variation (4) vanishes for arbitrary variations \( \delta r \) (subject to vanishing boundary conditions), we obtain the Euler equation relating the curvature \( \kappa \) and the torsion \( \tau \) for the curve \( r(s) \):

\[ 0 = \frac{dW}{ds} = - \left( 3 \kappa' + \Lambda' \right) \hat{t} + \left( 2 \kappa' \tau + \kappa \tau' \right) \hat{B} + \left[ \kappa'' - \kappa \left( \kappa^2 + \tau^2 + \Lambda \right) \right] \hat{n}. \]

The \( \hat{t} \)-component of Eq. (6) yields the conservation law \( (\frac{3}{2} \kappa^2 + \Lambda)' = 0 \), from which we obtain a solution for the Lagrange multiplier

\[ \Lambda(s) \equiv - \frac{3}{2} \kappa^2(s) + \frac{1}{2} \lambda k_0^2, \]

where \( \lambda \) denotes a dimensionless constant of integration (initially assumed to be \( -\infty < \lambda < \infty \)) and the curvature parameter \( k_0 \) is defined as \( k_0 \equiv \kappa(0) \).

The \( \hat{t} \)-component of Eq. (6) yields the conservation law \( (\kappa^2 \tau)' = 0 \), from which we obtain the torsion constraint

\[ \kappa^2(s) \tau(s) = \kappa' \hat{n} + \kappa' \hat{B} + \frac{1}{2} \left( \kappa^2 - \kappa k_0^2 \right) \hat{t}. \]
Lastly, the \(\hat{n}\)-component of Eq. (6) yields the curvature second-order ordinary differential equation
\[
\kappa'' = -\frac{1}{2} \kappa^3 + k_0^4 r_0^2 \kappa^{-3} + \frac{1}{2} \lambda k_0^2 \kappa,
\]
where we inserted the relations (7)-(8).

Section 2
Curvature Equation

In this Section, we solve the curvature second-order ordinary differential equation (10) in terms of the Weierstrass elliptic function [4, 5, 6] and the Jacobi elliptic function [7]. We begin with the derivation of the general solution of Eq. (10) expressed in terms of the Weierstrass elliptic function. Next, using standard relations among elliptic functions, we derive the Jacobi elliptic solution from the Weierstrass solution.

Before proceeding with our solution, however, we transform Eq. (10) as follows. First, we multiply Eq. (10) by \(\kappa'\) and integrate it to obtain
\[
(\kappa')^2 = -\frac{1}{4} (\kappa^4 - k_0^4) - k_0^4 r_0^2 \left(\frac{k_0^2}{\kappa^2} - 1\right) + \frac{1}{2} \lambda k_0^2 \left(\kappa^2 - k_0^2\right),
\]
where we used the initial conditions \(\kappa(0) = k_0\) and \(\kappa'(0) = 0\). Next, we multiply Eq. (11) by \(4\kappa^2\) to obtain the squared-curvature equation
\[
\left[(\kappa')^2\right]^2 = -\kappa^6 + 2\lambda k_0^4 \kappa^4 - \nu^2 k_0^6 + k_0^4 \kappa^2 \left(1 - 2\lambda + \nu^2\right),
\]
where we introduced the dimensionless real-valued torsion parameter \(\nu = 2\tau_0/k_0\), which can be positive, negative, or zero.

2.1 Weierstrass elliptic solution

Our goal is now to transform Eq. (12) into the standard Weierstrass form [4, 5]
\[
\left(\frac{d\varphi(z)}{dz}\right)^2 = 4 \varphi^3(z) - g_2 \varphi(z) - g_3
\equiv 4 [\varphi(z) - e_1] [\varphi(z) - e_2] [\varphi(z) - e_3],
\]
where \(\varphi(z; g_2, g_3)\) denotes the Weierstrass elliptic function (which is an even-parity doubly-periodic function of its argument \(z\)) and the cubic roots \(e_k = (e_1, e_2, e_3)\) satisfy the relation \(e_1 + e_2 + e_3 = 0\) as well as the ordering
\[
e_3 \leq e_2 \leq e_1.
\]
when the roots are real. The invariants \((g_2, g_3, \Delta)\) of \(\varphi(z; g_2, g_3)\) are
\[
\begin{align*}
g_2 &\equiv 2 (e_1^2 + e_2^2 + e_3^2) \\
g_3 &\equiv 4 e_1 e_2 e_3 \\
\Delta &\equiv g_2^3 - 27 g_3^2 \\
&= 16 (e_1 - e_2)^2 (e_2 - e_3)^2 (e_1 - e_3)^2
\end{align*}
\]
The half-periods \(\omega_k(g_2, g_3) = (\omega_1, \omega_2, \omega_3)\), which also depend on the sign of the modular discriminant \(\Delta [6]\), satisfy the periodicity conditions
\[
\varphi(z + 2\omega_k; g_2, g_3) = \varphi(z; g_2, g_3),
\]
with the definitions \(\varphi(\omega_k; g_2, g_3) = e_k\) and \(\varphi'(\omega_k; g_2, g_3) = 0\). When the three roots \((e_1, e_2, e_3)\) are real, \(\omega_1\) is real, \(\omega_3\) is imaginary; and \(\omega_2 = -\omega_1 - \omega_3\) is complex.

For the purpose of transforming Eq. (12) into the standard Weierstrass form (13), we introduce the transformation
\[
\kappa^2(s) = \frac{k_0^2}{q_0} q(\varphi),
\]
where \(\varphi(s) \equiv i k_0 s/(2\sqrt{q_0}) + \varphi_0\), with \(\varphi_0\) chosen so that \(q_0 \equiv q(\varphi_0)\) denotes a real-valued scale parameter. Substituting the transformation (16) into Eq. (12) yields
\[
[q'(\varphi)]^2 = 4 q_0^3 \nu^2 - 4 q_0^2 q \left(1 - 2\lambda + \nu^2\right) - 8 \lambda q_0 q^2 + 4 q^3 \equiv Q(q).
\]
We note that the right side of Eq. (17) is a cubic polynomial \(Q(q)\), which is not yet in the Weierstrass form (13).

In order to bring Eq. (17) into the Weierstrass form (13), we consider the uniform transformation \(q(\varphi) = \chi(q_0) + \varphi(\varphi)\), where \(\varphi(\varphi_0) \equiv q_0 - \chi(q_0)\) and \(\varphi'(\varphi_0) = 0\), so that Eq. (17) becomes
\[
(\varphi')^2 = 4 \varphi^3 + \frac{1}{2} Q''(\chi) \varphi^2 + Q'(\chi) \varphi + Q(\chi).
\]
Since the \(\varphi^2\)-term is absent in Eq. (13), we must choose \(Q''(\chi) = 24 \chi - 16 \lambda q_0 \equiv 0\), which yields the constant
\[
\chi(q_0) = \frac{2}{3} \lambda q_0.
\]
Hence, the invariant functions \(g_2 \equiv -Q'(\chi)\) and \(g_3 \equiv -Q(\chi)\) are now expressed as
\[
\begin{align*}
g_2(\lambda, \nu, q_0) &\equiv \frac{4}{3} \left(3 - 6 \lambda + 4 \lambda^2 + 3 \nu^2\right) q_0^2 \\
&\equiv \mathcal{T}_2(\lambda, \nu) q_0^2, \\
g_3(\lambda, \nu, q_0) &\equiv \frac{8}{27} \left(\lambda - \frac{3}{2}\right) \left(8 \lambda^2 - 6 \lambda + 9 \nu^2\right) q_0^3 \\
&\equiv \mathcal{T}_3(\lambda, \nu) q_0^3.
\end{align*}
\]
The modular discriminant $\Delta \equiv g_2^3 - 27 g_3^2$, on the other hand, is

$$\Delta(\lambda, \nu, q_0) = 64 \left( \lambda - \lambda_\Delta(\nu) \right)^2 \delta^2(\lambda, \nu) q_0^6$$

$$\equiv \Delta(\lambda, \nu) q_0^6,$$  \hspace{1cm} (22)

where

$$\lambda_\Delta(\nu) = 1 - \nu^2 / 2$$

$$\delta^2(\lambda, \nu) = (1 - 2\lambda)^2 + 4 \nu^2.$$  \hspace{1cm} (23)

We note that the invariant function $g_2$ does not vanish and, hence, the cubic roots are real and satisfy the ordering (14). The invariant function $g_3$ vanishes when one of the roots vanishes, e.g., when $\lambda = 3/2$ in Eq. (21); we note that $g_3$ does not vanish anywhere else if $\nu > \nu_0 \equiv 1/\sqrt{8}$. The modular discriminant $\Delta$, on the other hand, is non-negative (since the roots are real) and vanishes when two roots merge, i.e., when $\lambda = \lambda_\Delta$ (see Fig. 1). When we evaluate Eq. (10) at $s = 0$, we find

$$\kappa''_0 = \frac{k_0^3}{2} \left( \lambda - \lambda_\Delta \right),$$  \hspace{1cm} (24)

which means that $k_0$ is a maximum ($\kappa''_0 < 0$) when $\lambda < \lambda_\Delta$ and $k_0$ is a minimum ($\kappa''_0 > 0$) when $\lambda > \lambda_\Delta$. We also note that the invariant functions (20)-(22) are homogeneous functions of the scale parameter $q_0$; this important remark will form the basis of a new parametrization introduced in Sec. A.

The squared-curvature equation (16) is, therefore, solved in terms of the Weierstrass elliptic function as

$$\kappa^2(s) = k_0^2 \left[ \frac{2}{3} \lambda + q_0^{-1} \varphi(\varphi; g_2, g_3) \right]$$  \hspace{1cm} (25)

$$= \frac{k_0^2}{q_0} \left[ q_0 + \varphi(i \xi + \omega_a; g_2, g_3) - e_a \right],$$

where $\varphi(s) \equiv \xi(s) + \omega_a$, with

$$\xi(s) = k_0 s / (2 \sqrt{q_0}) \equiv \xi(s) / \sqrt{q_0},$$  \hspace{1cm} (26)

and

$$e_a \equiv \left( 1 - \frac{2}{3} \lambda \right) q_0 \equiv \varpi_a(\lambda, \nu) q_0$$  \hspace{1cm} (27)

denotes one of the three cubic roots $e_k = (e_1, e_2, e_3)$, with the half-period $\omega_a$ defined from the identity $\varphi(\omega_a; g_2, g_3) \equiv e_a$. As indicated above, the cubic roots $(e_1, e_2, e_3)$ of the Weierstrass elliptic function form an ordered set (14) when the roots are real. From Eqs. (15) and (20)-(21), and using Eq. (27), the other two cubic roots are

$$e_{b,c} = - \frac{1}{2} e_a \pm \frac{q_0}{2} \delta(\lambda, \nu) \equiv \varpi_{b,c}(\lambda, \nu) q_0,$$  \hspace{1cm} (28)

which are also real.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.pdf}
\caption{Plots of the normalized cubic roots $\varpi_k(\lambda, \nu) \equiv e_k / q_0$ as functions of $\lambda$ for $\nu = \nu_0 / 2 = (4\sqrt{2})^{-1}$: $\varpi_1$ (top solid curve) $\geq \varpi_2$ (dashed curve) $> \varpi_3$ (bottom solid curve). The two roots $\varpi_1 = \varpi_2$ merge at $\lambda = \lambda_\Delta = 1 - \nu^2 / 2$, where $\Delta(\lambda, \nu)$ vanishes.}
\end{figure}

For Fig. 1, we identify the cubic root (27) as

$$\left( 1 - \frac{2}{3} \lambda \right) q_0 = e_a \equiv \begin{cases} e_1^- & (\lambda < \lambda_\Delta) \\ e_2^+ & (\lambda > \lambda_\Delta) \end{cases}$$  \hspace{1cm} (30)

where the $\pm$ notation is based on the sign of $\lambda - \lambda_\Delta$ (i.e., the sign of $\kappa''_0$). The remaining cubic roots (28) are identified as

$$- \frac{1}{2} e_a + \frac{q_0}{2} \delta = e_b \equiv \begin{cases} e_2^- & (\lambda < \lambda_\Delta) \\ e_1^+ & (\lambda > \lambda_\Delta) \end{cases}$$  \hspace{1cm} (31)

where the half-period $\omega_a \equiv \omega_a \sqrt{q_0}$ and the period (29) are independent of the scale parameter $q_0$.  

2.2 Weierstrass cubic roots and half-periods

From Fig. 1, we identify the cubic root (27) as

$$\left( 1 - \frac{2}{3} \lambda \right) q_0 = e_a \equiv \begin{cases} e_1^- & (\lambda < \lambda_\Delta) \\ e_2^+ & (\lambda > \lambda_\Delta) \end{cases}$$  \hspace{1cm} (30)

where the $\pm$ notation is based on the sign of $\lambda - \lambda_\Delta$ (i.e., the sign of $\kappa''_0$). The remaining cubic roots (28) are identified as

$$- \frac{1}{2} e_a + \frac{q_0}{2} \delta = e_b \equiv \begin{cases} e_2^- & (\lambda < \lambda_\Delta) \\ e_1^+ & (\lambda > \lambda_\Delta) \end{cases}$$  \hspace{1cm} (31)

where the half-period $\omega_a \equiv \omega_a \sqrt{q_0}$ and the period (29) are independent of the scale parameter $q_0$.  

2.2 Weierstrass cubic roots and half-periods

From Fig. 1, we identify the cubic root (27) as

$$\left( 1 - \frac{2}{3} \lambda \right) q_0 = e_a \equiv \begin{cases} e_1^- & (\lambda < \lambda_\Delta) \\ e_2^+ & (\lambda > \lambda_\Delta) \end{cases}$$  \hspace{1cm} (30)

where the $\pm$ notation is based on the sign of $\lambda - \lambda_\Delta$ (i.e., the sign of $\kappa''_0$). The remaining cubic roots (28) are identified as
and
\[ -\frac{1}{2} e_a - \frac{q_0}{2} \delta(\lambda, \nu) = e_3^\pm, \tag{32} \]
for all values of \((\lambda, \nu)\). Using Eqs. (30)-(31), we also obtain the following expression for \(\nu^2\):
\[ \nu^2 = \left( e_b - e_a + q_0 \right) \left( e_a - e_3 - q_0 \right) / q_0^2 \]
\[ \equiv \left( \sqrt{\lambda} - \sqrt{\lambda} + 1 \right) \left( \sqrt{\lambda} - \sqrt{\lambda} - 1 \right), \tag{33} \]
where we made use of the homogeneity of the roots as functions of \(q_0\). The torsionless case \(\nu = 0\) yields the roots
\[ e_c = (1 - 2 \lambda/3) q_0, \]
\[ e_b = (-2 \lambda/3) q_0, \]
\[ e_a = (-1 + 4 \lambda/3) q_0, \tag{34} \]
where \(e_c \leq e_b < e_a\) for \(\lambda \leq \frac{1}{2}\), \(e_b < e_c \leq e_a\) for \(\frac{1}{2} < \lambda \leq 1\), and \(e_b < e_a < e_c\) for \(\lambda > 1\).

The root identifications (30)-(32) allow us to define the Jacobi elliptic modulus \(p\) and the complementary modulus \(p' \equiv 1 - p\) for all values of \((\lambda, \nu)\):
\[ p(\lambda, \nu) \equiv \frac{e_2 - e_3}{e_1 - e_3} \quad \text{and} \quad p'(\lambda, \nu) \equiv \frac{e_1 - e_2}{e_1 - e_3}, \tag{35} \]
where the independence on the scale parameter \(q_0\) follows from the homogeneity of the cubic roots \(e_k \equiv q_0 \xi_k(\lambda, \nu)\). From Fig. 2, we note that the boundary value \(\lambda = \lambda_\Delta\), we find \(p^2(\lambda_\Delta, \nu) = 1\), while we find \(p^2(\frac{1}{2}, \nu) = \frac{1}{2}\) at \(\lambda = \frac{3}{2}\). We note that, by definition, both \(p\) and \(p' = 1 - p\) lie in the closed interval \([0, 1]\).

In Eq. (42) below, the two-parameter real half-period of the Weierstrass elliptic function is
\[ \overline{w}_1(\lambda, \nu) = \int_{e_1}^\infty \frac{\sqrt{z_0} dz}{\sqrt{4 (z_1 - e_1)(z - e_2)(z - e_3)}} \]
\[ = \int_{\sqrt{e_1 - e_3}}^{\infty} \frac{ds}{\sqrt{q_0 s^2 - (e_1 - e_3)^2}} \]
\[ = \frac{\pi}{2} \frac{1}{\sqrt{q_0}} \frac{1}{\sin \theta} \int_0^{\pi/2} \frac{d\theta}{\sqrt{1 - p \sin^2 \theta}} \tag{36} \]
and the two-parameter imaginary half-period is
\[ \overline{w}_3(\lambda, \nu) = \int_{\sqrt{e_1 - e_3}}^{\infty} \frac{d\theta}{\sqrt{1 - p \sin^2 \theta}} \tag{37} \]
where the sign \(\pm\) is determined from the sign of \(q_0 = 4e_1e_2e_3\). Here, the complete elliptic integral of the first kind
\[ K(p) \equiv \int_0^{\pi/2} \frac{d\theta}{\sqrt{1 - p \sin^2 \theta}} \tag{38} \]
is defined in terms of the Mathematica notation, which differs from the standard definition \(K(m)\) defined with \(p = m^2\) in the integrand of Eq. (38). The integral (38) is defined for the Jacobi modulus in the range \(0 \leq p < 1\), and its special values are \(K(0) = \pi/2\) and \(K(p) \to \infty\) as \(p \to 1\). In the range \(0 \leq p \leq 0.5\), we easily find
\[ K(p) = K(-p/p') \sqrt{p'}, \tag{39} \]
where \(p' \equiv 1 - p > -p \geq 0\), while in the range \(p \geq 1\), we find
\[ K(p) = \left[ K(1/p') - i K(1/1/p') \right] / \sqrt{p'}, \tag{40} \]
The complete elliptic integral of the first kind (38) is shown in Fig. 3 in the range \(-3 \leq p \leq 3\), where the extended formulas (39) and (40) are used.

Lastly, the two half-periods (36)-(37) can be used to construct the third (complex-valued) half-period [4]
\[ \omega_2 \equiv -\omega_1 - \omega_3. \tag{41} \]
The three half-periods \((\omega_1, \omega_2, \omega_3)\) will appear extensively in what follows.
Figure 3: Plots of the real (solid) and imaginary (dashed) parts of the elliptic integral $K(p)$ in the range $-3 \leq p \leq 3$.

### 2.3 Jacobi elliptic solution

We can transform the Weierstrass elliptic solution (25) into a Jacobi elliptic solution by using the appropriate relations to the Jacobi elliptic functions [7]:

\[
\begin{align*}
\wp(i z + \omega_1) &= e_1 = -(e_1 - e_2) \text{sn}^2(u|p') \\
\wp(i z + \omega_2) &= e_2 = (e_1 - e_2) p \text{sd}^2(u|p')
\end{align*}
\]

where $u \equiv z \sqrt{e_1 - e_3}$ and $\text{sn}^2(u|p')$ and $\text{sd}^2(u|p') \equiv \text{sn}^2(u|p')/\text{dn}^2(u|p')$ are Jacobi elliptic functions with real and imaginary half-periods $K(p')$ and $\pm i K(p)$, respectively. Here, we note that we use the Mathematica convention $\text{sn}(\xi, k) = \text{sn}(\xi|k^2)$, with standard formulas [7] expressed in terms of $\text{sn}(\xi, k)$. The Mathematica convention, therefore, immediately satisfies the symmetry $\text{sn}(\xi - k) = \text{sn}(\xi, k)$, while we also find the transformation

\[
\begin{align*}
\text{sn}(\xi, i k) &= \text{sn}(\xi, - k^2) \\
&= \frac{1}{\sqrt{1 + k^2}} \text{sd} \left(\xi \sqrt{1 + k^2}, k/\sqrt{1 + k^2}\right) \\
&= \frac{1}{\sqrt{1 + k^2}} \text{sd} \left(\xi \sqrt{1 + k^2}, k^2/(1 + k^2)\right),
\end{align*}
\]

where $k$ is any real number.

The general Jacobi solutions of the squared-curvature equation (12) are

\[
\kappa_{-}^2(s) = \frac{k_0^2}{q_0} \left[ q_0 - (e_1 - e_2) \text{sn}^2(u^- | p'^-) \right],
\]

where $\lambda < \lambda_\Delta$ and $u^- \equiv \xi \sqrt{e_1 - e_3}$, and

\[
\kappa_{+}^2(s) = \frac{k_0^2}{q_0} \left[ q_0 + p^+ (e_1^+ - e_2^+) \text{sd}^2(u^+ | p'^+) \right],
\]

where $\lambda > \lambda_\Delta$ and $u^+ \equiv \xi \sqrt{e_1^+ - e_3^+}$. We note that these two solutions do not hold simultaneously in parameter space $(\lambda, \nu)$.

Lastly, we have so far derived solutions of the squared-curvature equation (12) expressed either in terms of the Weierstrass elliptic solution (25), or the Jacobi elliptic solutions (44)-(45). We note that, beside the initial-condition parameter $k_0 = \kappa(0)$, these solutions depend on three parameters: the curvature parameters $(\lambda, \nu)$ and the scale parameter $q_0$.

### 3 Langer-Singer Parametrization of the Curvature Solution

The classical parametrization for the Jacobi elliptic solution of the squared-curvature equation (12) was introduced by Langer and Singer [1], with the Jacobi modulus $0 \leq m \leq 1$ chosen as

\[
m \equiv (e_1 - e_2)/(e_1 - e_3) = e_1 - e_2,
\]

with $e_1 - e_3 = 1$, so that $\lambda$ and $\nu$ become functions of $(m, q_0)$. With these choices, we obtain the two relations $e_1 = 1 + e_3 = m + e_2$, from which, using the identity $e_2 = -e_1 - e_3$, we find the three cubic roots:

\[
\begin{align*}
e_1(m) &= (1 + m)/3 \\
e_2(m) &= (1 - 2m)/3 \\
e_3(m) &= (m - 2)/3
\end{align*}
\]

in the classical range $0 \leq m \leq 1$. These roots are shown in Fig. 4, where $e_1$ and $e_3$ are shown as the piecewise continuous top and bottom solid lines, respectively, while $e_2$ is shown as the piecewise continuous dashed line. According to Fig. 4, the cubic roots can be extended outside the classical range $0 \leq m \leq 1$ as follows. In the range $0 \leq m \leq 1$, we find

\[
\begin{align*}
e_1(m) &= (1 - 2m)/3 \\
e_2(m) &= (1 + m)/3 \\
e_3(m) &= (m - 2)/3
\end{align*}
\]

while in the range $m \geq 1$, we find

\[
\begin{align*}
e_1(m) &= (1 + m)/3 \\
e_2(m) &= (m - 2)/3 \\
e_3(m) &= (1 - 2m)/3
\end{align*}
\]

where the ranges are selected in order to preserve the ordering $e_3 \leq e_2 \leq e_1$ for all values of $m$.

Returning to Eqs. (30) and (47)-(48), now written as $\lambda = \frac{3}{2} (1 - e_2/q_0)$, we find the curvature function

\[
\lambda(m, q_0) = \frac{3}{2} - \frac{(1 + m)}{2 q_0}
\]
The classical Langer-Singer range is $0 \leq m \leq 1$, where $e_1 = e_2$ at $m = 0$ and $e_2 = e_3$ at $m = 1$.

The plots of the cubic roots $e_3(m) \leq e_2(m) \leq e_1(m)$ as functions of $m$ in the range $-3 \leq m \leq 3$. The classical Langer-Singer range is $0 \leq m \leq 1$, where $e_1 = e_2$ at $m = 0$ and $e_2 = e_3$ at $m = 1$.

Figure 5: Plots of $\lambda(m, q_0)$ versus $\nu^2(m, q_0)$ in the classical range $0 \leq m \leq q_0 \leq 1$ (solid) and the extended range $m \leq 0$ (dashed) for (A) $q_0 = 1$, (B) $q_0 = 3/4$, (C) $q_0 = 1/2$, (D) $q_0 = 1/3$, and (E) $q_0 = 1/6$. The dots on the dotted line, corresponding to the boundary $\lambda(0, q_0) = 1 - \nu^2(0, q_0)/2$ at $m = 0$, show the transition from the classical range to the extended range.

Figure 6: Plot of the Jacobi modulus $0 \leq p(m) \leq 1$ as a function of $m$ in the range $-3 \leq m \leq 3$. The classical range $0 \leq m \leq 1$ is represented as a solid line while the extended ranges $m \leq 0$ and $m \geq 1$ are represented as dashed curves.

For all values of $(m, q_0)$ satisfying the condition $m \leq q_0 \leq 1$. For the torsion function $\nu^2(m, q_0)$, we use Eq. (33) and find

$$\nu^2 = (1 - q_0)(q_0 - m)/q_0^2,$$

which is positive in the range $m \leq q_0 \leq 1$. The plots of $\lambda(m, q_0)$ versus $\nu^2(m, q_0)$ in the classical range $0 \leq m \leq q_0 \leq 1$ (solid) and the extended range $m \leq 0$ (dashed) are shown in Fig. 5. Each straight line in Fig. 5 is parametrized by $m \leq q_0$ for a fixed value of $q_0 \leq 1$. The torsionless case ($\nu = 0$) is divided into two segments on the $\lambda$-axis: the upper segment $\lambda = 1 - m/2 \geq 1/2$ for $q_0 = 1$ and $m \leq 1$; and the lower segment $\lambda = 1 - 1/(2m) \leq 1/2$ for $0 \leq q_0 = m \leq 1$. In what follows, only the ranges $m \leq 0$ and $0 \leq m \leq q_0 \leq 1$ will be explored since they entirely cover the parameter space $(\nu^2, \lambda)$ in Fig. 5.

The Weierstrass invariant functions (15) are

$$\begin{align*}
g_2(m) &= (4/3)(m^2 - m + 1) \\
g_3(m) &= (4/27)(m + 1)(1 - 2m)(m - 2) \\
\Delta(m) &= 16m^2(1 - m)^2 \\
\end{align*}$$

Here, we note that $g_2(m) > 0$ for all real values of $m$, while $\Delta(m) > 0$ is positive for all values of $m$ except when $m = 0$ or $m = 1$, where it vanishes. The function $g_3(m)$ is positive either when $m < -1$ or $m = 2$, while it is negative either for $-1 < m < 2$, or $m > 2$. In the classical Langer-Singer range $0 \leq m \leq 1$, $g_3(m)$ therefore changes sign only once.

Using the cubic-root parameterization (47)-(49), the Jacobi modulus is now defined as

$$p(m) = \frac{e_2 - e_3}{e_1 - e_3} = \begin{cases} 1/m' & (m \leq 0) \\
 1/m' \equiv 1 - m & (0 \leq m \leq 1) \\
 1 - 1/m & (m \geq 1) \end{cases}$$

(53)
Figure 7: Plots of the real half-period $\omega_1(m)$ (solid) and the imaginary half-period $|\omega_3(m)|$ (dashed) of the Weierstrass elliptic function as functions of $m$ in the range $-2 \leq m \leq 1$.

and

$$p'(m) = \frac{e_1 - e_2}{e_1 - e_3} = \begin{cases} \frac{-m/m'}{m} & (m \leq 0) \\ \frac{1}{m} & (m > 1) \end{cases}$$

with

$$e_1 - e_3 = \begin{cases} \frac{m'}{m} & (m \leq 0) \\ 1 & (0 < m \leq 1) \end{cases}$$

From Fig. 6, we note that, for all values of $m$, the Jacobi moduli (53)-(54) satisfy the relations $0 \leq p(m) \leq 1$ and $0 \leq p'(m) \equiv 1 - p(m) \leq 1$, where $p(0) = 1$ and $p'(1) = 1$, when the cubic roots are equal: $e_2 = e_1$ and $e_2 = e_3$, respectively. The half-periods are, therefore, expressed in terms of the complete elliptic integrals

$$iK(m) = i\begin{cases} \frac{1}{m/m'}\sqrt{m} & (m \leq 0) \\ \frac{1}{m} & (0 \leq m \leq 1) \end{cases}$$

where we used the relation (39), and

$$K(m') = \begin{cases} \frac{1}{m'}\sqrt{m} - iK(m) & (m \leq 0) \\ \frac{1}{m} & (0 \leq m \leq 1) \end{cases}$$

where we used the relation (40). These half-period functions are shown in Fig. 7, where $\omega_1(m)$ (solid) and $\omega_3(m)$ (dashed) become infinite at $m = 0$ ($e_1 = e_2$) and $m = 1$ ($e_2 = e_3$), respectively, where $\Delta(m)$ vanishes.

3.1 Jacobi parameter space

According to Eq. (51), the initial torsion $\tau_0 \equiv \tau(0) \neq 0$ is real and non-vanishing provided the parameters

$$(m, q_0)$$

satisfy $m < q_0 < 1$, while $\tau_0$ vanishes for $q_0 = 1$ or $q_0 = m < 1$. Hence, using the parametrization (51) with a fixed value of $\nu^2$, the parameter space $(m < 1, q_0)$ is defined by the boundaries

$$q_0^\pm(m, \nu) = \frac{(1 + m) \pm \sqrt{(1 - m)^2 - 4\nu^2 m}}{2(1 + \nu^2)},$$

where $\pm$ define the upper (+) and lower (−) boundaries in Fig. 8. Here, we note that region A ($0 \leq m \leq q_0 \leq 1$) represents the classical parameter space explored by Langer and Singer [1], which is shown as a dotted triangle with boundaries at $q_0^+(m, 0) = 1$ and $Q_0(m, 0) = m$. The region B ($m < 0 \leq q_0 \leq 1$) of the parameter space remained unexplored until the present work.

Secondly, we note that as the dimensionless torsion parameter $\nu$ increases, the region A decreases. In the limit $\nu \to \infty$, the region A disappears completely and the parameter space shrinks to $m \leq 0$ (in region B) on the line $q_0 = 0$ (see Fig. 8). The dotted lines, with $q_0 = 1$ and $q_0 = m$ (for $m < 1$), show the torsionless ($\nu = 0$) boundaries of the parameter space $(m, q_0)$. The $q_0$-axis (with $m = 0$) corresponds to the case $\lambda = \lambda_\Delta$ where $\Delta$ vanishes. The parameter spaces corresponding to $\nu = 0.3$ (solid) and $\nu = 1$ (dashed) are also shown, while the parameter space corresponding to the large-torsion limit ($\nu \gg 1$) is the line $m < 0$ with $q_0 = 0$.

We will see in Sec. 5 that the elastica knots considered in this work have a natural cylindrical geometry, with both the cylindrical radius $\rho(s)$ and the vertical position $z(s)$ required to be periodic functions of $s$, while the azimuthal angle $\theta(s)$ is required to satisfy certain conditions in order for the elastica knot to be closed. In particular, we will see that the periodicity condition $\Delta \gamma = \gamma(s) - \gamma(\gamma) = 0$ requires that the scale factor $q_0$ be treated as a function of the Langer-Singer modulus.
We now return to Eqs. (3.2 Langer-Singer elliptic solutions (dashed curve), drawn within the Langer-Singer parametric curve (m,qo), with boundaries at qo = 1 and qo = m, where the torsion parameter \( \nu \) is zero.

\[
q_0 = Q_0(m) \equiv 2 \frac{E(m)}{K(m)} - (1 - m),
\]

where \( E(m) \) is the complete elliptic integral of the second kind. As shown in Fig. 9, we note that \( Q_0(m^-) = m^- \) (i.e., \( \nu = 0 \)), when \( m = m^- = 0.82611... \), where \( 2 E(m^-) = K(m^-) \). We also noted that \( Q_0(0) = 1 \) (i.e., \( \nu = 0 \)), and \( Q_0(m_0^+) = 0 \), when \( m_0^+ = -m^-/(1 - m^-) = -4.75076... \), with \( \nu \to \infty \) as \( m \to m_0^+ \).

With Eq. (59), we can construct the one-parameter functions

\[
\nu(m) = \sqrt{\frac{1}{Q_0(m)} - 1},
\]

\[
\lambda(m) = \frac{3}{2} - \frac{m + 1}{2Q_0(m)},
\]

and generate the parametric plot shown in Fig. 10. We see that the parametric curve \( (\nu(m), \lambda(m)) \) is bounded in the classical range \( 0 \leq m \leq m^- \) (solid curve) and reaches a maximum for \( \nu(m^*) = 0.1632... \) at \( m^* = 0.6455... \). In the extended range \( m_0^+ \leq m \leq 0 \), the parametric curve \( (\nu(m), \lambda(m)) \) is unbounded and \( (\nu, \lambda) \to (\infty, \infty) \) as \( m \to m_0^+ \).

### 3.2 Langer-Singer elliptic solutions

We now return to Eqs. (44)-(45) to express the curvature solution \( \kappa^2(s, m, q_0) \) as a function of Jacobi elliptic functions. For the classical case \( \lambda < \lambda_\Delta \) (with \( 0 \leq m \leq 1 \)), the Jacobi elliptic solution (44) yields the Langer-Singer solution [1]

\[
\kappa^2(s, m, q_0) = k_\nu^2 \left[ 1 - \frac{m}{q_0} \text{sn}^2(\xi | m) \right].
\]

When this solution is evaluated at the mid-point \( \xi = K(m) \), we find

\[
\kappa^2(S/2, m, q_0) = k_\nu^2 \left[ 1 - \frac{m}{q_0} \text{sn}^2(K(m)|m) \right] = k_\nu^2 \left( 1 - \frac{m}{q_0} \right) < k_\nu^2,
\]

where we used \( \text{sn}^2(K(m)|m) = 1 \). Hence, since \( \lambda < \lambda_\Delta \), the initial curvature \( k_\nu \) is a maximum.

For the extended case \( \lambda > \lambda_\Delta \) (i.e., \( m < 0 \)), on the other hand, the Jacobi elliptic solution (45) yields

\[
\kappa^2(s, m, q_0) = k_\nu^2 \left[ 1 + \frac{n}{q_0} \text{sd}^2(\xi | \sqrt{1 - n} | n) \right],
\]

where the modulus transformation

\[
n(m) = \frac{-m}{1 - m} \leftrightarrow n(m) = \frac{-n}{1 - n}
\]

is used to relate a negative value of \( m \) to a positive value \( 0 < n(m) < 1 \). Figure 12 shows that this transformation introduces a symmetry between a solution for \( n(m) \) and a solution for \( n(m) \), e.g., the solution with \( m = -1 \) is related by symmetry to the solution with \( m = 1/2 \) since \( n(-1) = 1/2 \) and \( n(1/2) = -1 \). When Eq. (63) is evaluated at \( \xi = K(n) \sqrt{1 - n} \), we find

\[
\kappa^2(S/2, m, q_0) = \frac{k_\nu^2}{q_0} \left[ q_0 + \frac{|m| \text{sn}^2(K)}{(1 + |m|) \text{dn}^2(K)} \right] = \frac{k_\nu^2}{q_0} \left( 1 + \frac{|m|}{q_0} \right) > k_\nu^2,
\]

where we used \( \text{sn}^2(K) = 1 \) and \( \text{dn}^2(K) = 1/(1 + |m|) \). It can be shown that Eq. (63) can be written as

\[
\kappa^2(s, m, q_0/k_\nu^2) = \frac{1 - n}{q} \text{sn}^2(\xi - K(n) | n)\]

Figure 9: Plot of \( Q_0(m) \) (obtained from the periodicity constraint \( \Delta z = 0 \)) as a function of \( m \) in the classical range \( 0 \leq m \leq m^- = 0.82611... \) (solid curve) and the extended range \( m_0^+ = -4.75076... \leq m \leq 0 \) (dashed curve), drawn within the Langer-Singer parameter space \((m,q_0)\), with boundaries at \( q_0 = 1 \) and \( q_0 = m \), where the torsion parameter \( \nu \) is zero.

Figure 10: Parametric plot of \( \lambda(m) \) versus \( \nu(m) \) as functions of \( m \) in the classical range \( 0 \leq m \leq m^- \) (solid curve), where \((\nu, \lambda) = (0, 1)\) at \( m = 0 \) and \((\nu, \lambda) = (0, 1 - 1/2m)\) at \( m = m^- \). In the extended range \( m < 0 \) (dashed curve), the point \((\nu, \lambda) \to (\infty, \infty)\) as \( m \to m_0^+ \), since \( Q_0(m) \to 0 \). The dotted curve corresponds to \( \lambda = \lambda_\Delta(\nu) = 1 - \nu^2/2 \).
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Figure 11: Plot of Eq. (66) as a function of $\xi$ in the range $0 \leq \xi \leq 2K(m)$, with the constraint $q_0 = Q_0(m)$ defined in Eq. (59). Here, $m = 1/2$ (solid curve below dotted line) and $m = -1$ (dashed curve above dotted line) are shown since they are related by the symmetry $n(-1) = 1/2$. The dashed curve below the dotted line shows Eq. (65), which is identical to the upper dashed curve when it is divided by the factor $(1 + |m|/q_0)$.

Figure 12: Plot of $n(m) = -m/(1 - m)$ versus $m$. The range $m_q^+ < m < m_0^-$, where $m_0^+ = n(m_0^+) = 0.82611... \equiv n_0^+$ and $m_0^- = n(m_0^-) = -4.75076... \equiv n_0^-$, is transformed into $n_0^- < n < n_0^+$.

where $\hat{\xi} = \xi/\sqrt{1 - n(m)}$, $\hat{q} = q_0 + n(m)(1 - q_0)$, and $\hat{k}_0^2 = k_0^2(1 + |m|/q_0)$. Hence, since $\lambda > \lambda_\Delta$, the initial curvature $k_0$ is a minimum.

If we use the transformation (43), we find that the solutions (62)-(65) can be represented as

$$\kappa^2(s, m, q_0)/k_0^2 = 1 - \frac{m}{q_0} \mathrm{sn}^2(\xi | m),$$

for all values $m \leq q_0$ (including $m \leq 0$). The plot of Eq. (66) is shown in Fig. 11, with $q_0 = Q_0(m)$ defined by Eq. (59) in accordance to the periodicity constraint $\Delta z = 0$, with $m = 1/2$ (solid curve below dotted line) and $m = -1$ (dashed curve above dotted line). We note that for $0 < m \leq Q_0(m)$ (solid curve), the squared curvature (66) is limited in range to $0 < \kappa^2(\xi, m)/k_0^2 \leq 1$, while, for $m \leq 0$ (upper dashed curve), the squared curvature (66) satisfies $\kappa^2(\xi, m)/k_0^2 \geq 1$, with a maximum becoming infinite when $Q_0(m)$ vanishes. We also note that the period $2K(m)$ is larger for $m > 0$ compared to $m < 0$ (see dashed curve in Fig. 7).

4 Curvature and Torsion Functionals

In this Section, we use the Jacobi elliptic solution (66), with the constraint (59), to evaluate curvature and torsion functionals.

4.1 Curvature functional

We now return to the curvature functional (1), with the constraint $|\mathbf{r}'| = 1$ now implemented. Inserting the squared-curvature solution (66), we evaluate the normalized curvature functional

$$\mathcal{F}(m, q_0) = \frac{1}{2k_0 \hat{\kappa}} \int_0^S \kappa^2(s) \, ds$$

$$= \frac{1}{\sqrt{q_0 k^2}} \left[ \int_0^{2K(m)} \mathrm{dn}^2(\xi | m) \, d\xi - (1 - q_0) 2K(m) \right]$$

$$= \frac{2}{\sqrt{q_0 k^2}} \left[ \frac{1}{2} Z(2K(m) | m) + E(m) - (1 - q_0) K(m) \right]$$

$$= \frac{2}{\sqrt{q_0 k^2}} E(m) - (1 - q_0) K(m),$$

(67)

where the normalizing factor

$$\hat{\kappa}^2 = \begin{cases} 1 & (m > 0) \\ 1 - m/q_0 & (m < 0) \end{cases}$$

guarantees that the curvature functional is normalized with respect to the maximum curvature according to Eqs. (62)-(65), $E(m)$ denotes the complete elliptic integral of the second kind, and we use the simplified notation $Z(\xi | m)$ for the Jacobi zeta function [7]

$$Z(\xi | m) \equiv Z\left(\arcsin[\mathrm{sn}(\xi | m)] \bigg| m\right)$$

$$\equiv \int_0^\xi \mathrm{dn}^2(u | m) \, du - \frac{E(m)}{K(m)} \xi,$$

(69)

which is periodic, $Z(\xi + 2K(m) | m) = Z(\xi | m)$, and vanishes at $\xi = 2K(m)$.

Using the constraint $q_0 = Q_0(m)$, Eq. (67) yields

$$\hat{\mathcal{F}}(m) \equiv \mathcal{F}(m, Q_0(m)),$$

which is shown in Fig. 13 (as a solid curve for $m > 0$ and a dashed curve for $m < 0$). At the boundary $m = 0$, we find $\hat{\mathcal{F}}(0) = \pi$. Lastly, we note that the normalized curvature functional satisfies the modulus symmetry

$$\hat{\mathcal{F}}(n(m)) = \mathcal{F}(m),$$

(70)
4.2 Torsion functionals

We calculate the averaged (normalized) torsion

\[
\langle \tau \rangle(m, q_0) = \frac{1}{k_0 S} \int_0^S \tau(s) \, ds = \frac{1}{8 \pi} \int_0^S k_0 \tau_0(s) \, ds = \frac{k_0}{4 \kappa^3} \int_{\omega_a}^{\omega_a + 2 \omega_3} \frac{d\phi}{\omega(\phi) - \hat{\omega}(\psi)} 
\]

where, using Eq. (27), \( \psi \) is defined through \( \varphi(\psi) \equiv -2q_0 \lambda/3 = e_\pi - q_0 \). Using the definition (33), we easily find that \( \varphi'(\psi) = 2q_0^{3/2} \nu \), so that the averaged torsion (71) becomes

\[
\langle \tau \rangle(m, q_0) = \frac{1}{8 \sqrt{q_0 k^2 \omega_3}} \int_{\omega_a}^{\omega_a + 2 \omega_3} \frac{\varphi'(\psi) \, d\phi}{\varphi(\phi) - \hat{\varphi}(\psi)} = \frac{1}{2 \sqrt{q_0 k^2 \omega_3}} \left[ \omega_3 \zeta(\psi) - \psi \zeta(\omega_3) \right]. \tag{72} \]

Next, we use the Langer-Singer parametrization, with the constraint \( q_0 \equiv Q_0(m) \), so that \( \psi \equiv \psi(m) \) yields the special values \( \psi'(0) = \omega_3(0) = i \pi/2 \) and \( \psi(m_0^+) = -\omega_2(m_0^+) \).

Figure 14 shows the plot of the normalized averaged torsion \( \langle \tau \rangle(m) \) as a function of \( m \) in the ranges \( m_0^+ < m \leq 0 \) (dashed curve) and \( 0 \leq m \leq m_0^- \) (solid curve). The averaged torsion has a finite value at \( \langle \tau \rangle(m_0^+) = \pi/(4 \sqrt{m_0^- K(m_0^-)}) \). At \( m = 0 \), we find \( Q_0(0) = 1 \), and the averaged torsion (72) is zero since \( \omega_3 \zeta(\omega_3) = \omega_3 \zeta(\omega_3) = 0 \) in the numerator of Eq. (72).

Another measure of the integrated torsion is the total torsion

\[
T(m) \equiv \frac{1}{2 \pi} \int_0^S \tau(s) \, ds = \frac{1}{4 \pi i} \int_{\omega_a}^{\omega_a + 2 \omega_3} \frac{\varphi'(\psi) \, d\phi}{\varphi(\phi) - \hat{\varphi}(\psi)} = \frac{1}{\pi i \kappa^3} \left[ \omega_3 \zeta(\psi) - \psi \zeta(\omega_3) \right]. \tag{73} \]

At \( m = 0 \), we find \( \psi(0) = \omega_3(0) \) so that \( T(0) = 0 \). At \( m = m_0^+ \), we find \( \psi(m_0^+) = -\omega_2(m_0^+) \) so that

\[
T(m_0^+) = \frac{1}{\pi i \kappa^3} \left[ -\omega_3 \zeta(\omega_2) + \omega_2 \zeta(\omega_3) \right] = \frac{1}{2}. 
\]

Lastly, we note that both torsion functionals (72) and (73) satisfy the modulus symmetry

\[
\langle \tau \rangle[n(m)] = \langle \tau \rangle(m), \quad T[n(m)] = T(m) \tag{74} \]

where \( n(m) = -m/(1 - m) \) and \( q_0 = Q_0(m) \). Hence, for example, these torsion functionals are numerically identical at \( m = -1 \) and \( n(-1) = 1/2 \).

5 Elastica-Knot Space-Curve

In this last Section, we will show that, with the help of the curvature \( \kappa(s) \equiv |r''| \), defined by the Weierstrass solution (124), and the torsion constraint

\[
\tau(s) = \frac{\tau_0 k_3^2}{\kappa^2(s)} = \frac{\nu k_3^2}{2 \kappa^2(s)}, \tag{75} \]

we will reconstruct the three-dimensional elastica-knot curve \( r(s) \).
where the constant unit vector representation of the elastica-knot space curve: 

\[ c \text{ cylindrical geometry} \]

Hence, we begin with a cylindrical geometry. The geometry of the elastica knots is determined by the fact that the vector is defined as

\[ \text{two unit vectors } \alpha, \beta \text{ and } \gamma \text{ satisfy} \]

\[ \alpha \gamma = 1 \]

In order to construct the cylindrical unit vectors \((\hat{\rho}, \hat{\theta})\), we need to construct a vector \(\hat{W}_\perp\) that is perpendicular to \(W\). Here, we note that, since the vector \(W\) has a constant projection along the vector \(\kappa \hat{b}\):

\[ W \cdot \kappa \hat{b} = \kappa |W| \hat{z} \cdot \hat{b} = \kappa^2 \tau = k_0^2 \tau_0, \quad (81) \]

which follows from the torsion constraint (8), we are free to define \(W_\perp\) as

\[ \mathcal{R}^2 W_\perp = \hat{z} - \gamma^{-1} \hat{b}, \quad (82) \]

which immediately leads to the definitions

\[ \hat{\theta} = \frac{W_\perp}{|W_\perp|} = \frac{\gamma \hat{z} - \hat{b}}{\sqrt{1 - \gamma^2}}, \quad (83) \]

\[ \hat{\rho} = \frac{W \times \hat{b}}{|W \times \hat{b}|} = \frac{\hat{z} \times \hat{b}}{1 - \gamma^2} \quad (84) \]

where

\[ \mathcal{R}^2 |W \times \hat{b}| = \gamma \mathcal{R}^2 |W_\perp| = \sqrt{1 - \gamma^2}. \quad (85) \]

Here, we see that, as expected, we find

\[ \hat{\rho} \times \hat{\theta} = \frac{(\hat{z} \times \hat{b}) \times (\gamma \hat{z} - \hat{b})}{1 - \gamma^2} \]

\[ = \frac{\gamma \hat{b} - \gamma^2 \hat{z} - \gamma \hat{b} + \hat{z}}{1 - \gamma^2} = \hat{z}. \]

With the unit vectors (77) and (83)-(84), we can now write the tangent unit vector as

\[ \hat{t} = \rho'(s) \hat{\rho} + \rho(s) \theta'(s) \hat{\theta} + z'(s) \hat{z}, \quad (86) \]

which yields the differential equations for the cylindrical coordinates \((\rho, \theta, z)\):

\[ \rho'(s) = \hat{t} \cdot \hat{\rho} = \beta / \sqrt{1 - \gamma^2} \]

\[ \rho(s) \theta'(s) = \hat{t} \cdot \hat{\theta} = \alpha / \sqrt{1 - \gamma^2} \]

\[ z'(s) = \hat{t} \cdot \hat{z} = \alpha \]

Hence, once the functions \(\rho(s)\) and \(z(s)\) are solved as functions of \(s\), then the azimuthal angle \(\theta(s)\) can also be found, so that the three-dimensional space curve

\[ r(s) = \hat{z} \times \left( \frac{\rho(s) \hat{b}(s)}{\sqrt{1 - \gamma^2(s)}} \right) + z(s) \hat{z} \quad (88) \]

is completely determined from the initial conditions.

5.1 Cylindrical elastica-knot geometry

The geometry of the elastica knots is determined by the fact that the vector \(W\) is constant, which suggests a cylindrical geometry. Hence, we begin with a cylindrical representation of the elastica-knot space curve:

\[ r(s) = \rho(s) \hat{p}(s) + z(s) \hat{z}, \quad (76) \]

where the constant unit vector

\[ \hat{z} = W / |W| = \alpha(s) \hat{t} + \beta(s) \hat{n} + \gamma(s) \hat{b} \quad (77) \]

is defined in terms of the constant vector (9), and the two unit vectors \(\hat{p}(s)\) and \(\hat{\theta}(s) = \hat{z} \times \hat{p}(s)\) are perpendicular to \(\hat{z}\) and may change their orientations as functions of \(s\). In Eq. (77), we have also defined the periodic functions

\[ \alpha(s) = \mathcal{R}^2 (\kappa^2 - \lambda k_0^2) / 2 \]

\[ \beta(s) = \mathcal{R}^2 \kappa' \]

\[ \gamma(s) = \mathcal{R}^2 k_0^2 \tau_0 / \kappa \equiv \mu k_0 / \kappa \]

which satisfy \(\alpha^2 + \beta^2 + \gamma^2 = 1\), and the magnitude of the constant vector

\[ |W|^2 = \frac{k_0^4}{4} \left( (1 - \lambda)^2 + \nu^2 \right) \equiv \mathcal{R}^{-4} \quad (79) \]

introduces a useful length scale \(\mathcal{R}(\lambda, \nu, k_0)\). In Eq. (78), we also introduced a new dimensionless parameter \(\mu\), defined as

\[ \mu^2(\lambda, \nu) \equiv \mathcal{R}^4 k_0^2 \tau_0 = \frac{\nu^2}{(1 - \lambda)^2 + \nu^2} \leq 1. \quad (80) \]
Figure 16: Plot of $\mu^2(m, Q_0(m))$ as a function of $m$ in the ranges $m_0^- < m \leq 0$ (dashed curve) and $0 \leq m \leq m_0^+$ (solid curve). At the boundary $m = 0$, we find $\mu^2(0, 1) = 1/3$.

5.2 Cylindrical solutions

From the differential equations (87), we now obtain explicit solutions for the radial coordinate $\rho(s)$, the vertical coordinate $z(s)$, and the azimuthal angle $\theta(s)$. Using the Langer-Singer parametrization, Eq. (80) is now expressed as

$$
\mu^2(m, q_0) = \frac{4 (1 - q_0) (q_0 - m)}{(1 + m - q_0)^2 + 4 (1 - q_0) (q_0 - m)},
$$

which is shown in Fig. 16. We note that $\mu^2(m, Q_0(m))$ vanishes at $m = m_0^-$ and it reaches a maximum value $4|m_0^+|(1 + |m_0^+|)^2 < 1$ at $m = m_0^+$.

Figure 17 shows a plot of the normalized radius

$$
\hat{R}(m) \equiv k_0 \hat{\kappa}(m) \mathcal{R}(m, Q_0(m)),
$$

where $\hat{\kappa}(m)$ is the normalization factor (68). We note that Eq. (90) is infinite at $m = 0$, while it is finite at $m = m_0^+ : \hat{R}(m_0^+) = 2\sqrt{m_0}$. We also note that the normalized radius (68) satisfies the modulus symmetry $\hat{\mathcal{R}}(n(m)) = \hat{\mathcal{R}}(m)$. 

5.2.1 Radial solution

The solution for the cylindrical radius $\rho(s)$ is easily obtained from

$$
\rho' = \frac{\mathcal{R}^2 \kappa \kappa'}{\sqrt{\kappa^2 - \mu^2} k_0^2} = \frac{d}{ds} \left( \mathcal{R}^2 \sqrt{\kappa^2 - \mu^2} k_0^2 \right).
$$

Using the initial condition

$$
\rho(0) = k_0 \mathcal{R} \sqrt{1 - \mu^2},
$$

which, according to Fig. 16, does not vanish, we find the periodic solution

$$
\rho(s) = \mathcal{R} k_0 \mathcal{R}^2 \sqrt{1 - \mu^2 - m/q_0},
$$

Hence, the cylindrical radius evaluated at the midpoint $s = S/2$ is expressed as

$$
\rho(S/2) = k_0 \mathcal{R}^2 \sqrt{1 - \mu^2 - m/q_0},
$$

which is $\rho(S/2) < \rho(0)$ for $0 < m < m_0^-$ and $\rho(S/2) > \rho(0)$ for $m_0^- < m < 0$. At $m = m_0^-$, we find that $\rho(S/2)$ vanishes, since $\mu^2$ vanishes and $Q_0(m^-) = q_0$, while at $m = m_0^+$, $\rho(S/2)$ becomes infinite, since $Q_0(m_0^+) = 0$.

Lastly, we note that the radial solution (92) implies that the three-dimensional curve (88) can also be expressed as

$$
r(s) = \mathcal{R} \kappa(s) \hat{\mathbf{z}} + z(s) \hat{\mathbf{z}},
$$

where the orientation of the binormal unit vector $\hat{\mathbf{b}}(s)$ changes as a result of torsion $\tau(s) : \hat{\mathbf{b}}' = -\tau \hat{\mathbf{n}}$.

5.2.2 Vertical solution

The solution for the vertical position $z(s)$ is also easily obtained from the equation $z' = \frac{1}{2} \mathcal{R}^2 (\kappa^2 - \lambda k_0^2)$. Assuming that $z(0) = 0$, we use the Langer-Singer parametrization to obtain

$$
z(s) = \frac{1}{2} \mathcal{R}^2 \left( \int_0^s \kappa^2(s) ds - \lambda k_0^2 s \right)
$$

$$
= \frac{k_0 \mathcal{R}^2}{\sqrt{q_0}} \mathcal{Z}(\xi m)
$$

$$
+ \frac{k_0 \mathcal{R}^2 \xi}{2 \sqrt{q_0}} \left( 2 \frac{\mathcal{E}(m)}{\mathcal{K}(m)} - (1 + q_0 - m) \right),
$$

where $m = \int_0^s \kappa^2(s) ds$. The solutions for the vertical position $z(s)$ are plotted in Fig. 16.
which is a periodic function of $\xi \equiv k_0 s / 2\sqrt{q_0}$

$$z(\xi) = \frac{k_0 R^2}{\sqrt{q_0}} Z(\xi|m), \quad (96)$$

with the Jacobi zeta function defined in Eq. (69), only if $q_0$ satisfies the constraint $\Delta z(m, q_0) \equiv 0$, where

$$\Delta z(m, q_0) \equiv z(s + S) - z(s)$$

$$= \frac{k_0^2 R^2 S}{2 q_0} \left[ 2 E(m) - K(m) - (1 - m) - q_0 \right],$$

which yields Eq. (59).

5.2.3 Azimuthal-angle solution

Lastly, the solution for the azimuthal angle $\theta(s)$ is obtained from

$$\rho \theta' = z' \frac{|W|}{|W_\perp|} = \frac{1}{2} k_0 \mu \frac{R^2 (k^2 - \lambda k_0^2)}{\sqrt{k^2 - \mu^2 k_0^2}},$$

which leads to

$$\theta'(s) = \frac{1}{2} k_0 \mu \frac{(k^2 - \lambda k_0^2)}{(k^2 - \mu^2 k_0^2)} \left( \frac{\mu^2 - \lambda}{k^2 - \mu^2 k_0^2} \right). \quad (97)$$

The integral solution to this equation yields

$$\theta(s) = \mu \sqrt{q_0} \xi$$

$$- i \mu \sqrt{q_0} \int_{\omega_a}^{i \xi + \omega_3} \frac{(\mu^2 - \lambda)}{\varphi(u) - \varphi(\Omega + \omega_3)} \, \mu du,$$ \quad (98)

where we used the Weierstrass solution (25). The real-valued parameter $0 \leq \Omega(m) \leq \omega_1(m)$ is defined through the relation

$$\varphi(\Omega + \omega_3) = q_0 \left( \mu^2 - \frac{2}{3} \lambda \right), \quad (99)$$

which yields the solution

$$\Omega(m) = \text{Re} \left\{ \varphi^{-1} \left[ q_0 \left( \mu^2 - \frac{2}{3} \lambda \right) \right] \right\}, \quad (100)$$

where we used the fact that $\text{Re}(\omega_3) \equiv 0$. We also find the useful identity

$$\varphi'(\Omega + \omega_3) \equiv -2 \mu \sqrt{q_0} (\mu^2 - \lambda), \quad (101)$$

which follows from $(\varphi')^2 = 4 \varphi^3 - g_2 \varphi - g_3$, with $\varphi$ given by Eq. (99) and $(g_2, g_3)$ given by Eqs. (20)-(21).

When using these expressions, we therefore find

$$\theta(\xi) = \mu \sqrt{q_0} \xi + \frac{i}{2} \int_{\omega_a}^{i \xi + \omega_3} \frac{\varphi'(v)}{\varphi(u) - \varphi(v)} \, du,$$ \quad (102)

Figure 18: Plot of $\Omega(m)$ as a function of $m$ in the classical range $0 \leq m \leq m_0^-$ (solid curve) and the extended range $m_0^+ \leq m \leq 0$ (dashed curve). The real half-period $\omega_1(m)$ is also shown as a dotted curve, and $\Omega(m) = \omega_1(m)$ at $m = m_0^-$ and $m_0^-$.

where $v = \Omega + \omega_3$. In order to obtain an explicit solution from Eq. (102), we now use the identity [5]:

$$\frac{\varphi'(v)}{\varphi(u) - \varphi(v)} = 2 \zeta(v) + \zeta(u - v) - \zeta(u + v)$$

$$\equiv 2 \zeta(v) + \frac{d}{du} \left[ \ln \left( \frac{\sigma(u - v)}{\sigma(u + v)} \right) \right],$$

where the odd-parity Weierstrass zeta function $\zeta(u) = \sigma'(u)/\sigma(u)$ is expressed in terms of the odd-parity Weierstrass sigma function $\sigma(u)$, so that we obtain the integral expression

$$\int \frac{\varphi'(v) \, du}{\varphi(u) - \varphi(v)} = 2 u \zeta(v) + \ln \left( \frac{\sigma(u - v)}{\sigma(u + v)} \right).$$

We note that the Weierstrass sigma function is not periodic but instead satisfies the relations

$$\sigma(u \pm 2 \omega_k) = -\sigma(u) \exp \left[ \pm 2 \eta_k (u \pm \omega_k) \right],$$

$$\sigma(u - \omega_k) = -\sigma(u + \omega_k) \exp (\pm 2 \eta_k u), \quad (103)$$

where $\eta_k \equiv \eta(\omega_k)$. Because $\sigma(u)$ vanishes at $u = 0$, Eq. (103) implies that it vanishes at the full periods: $\sigma(2\omega_k) = 0$.

The integral term in Eq. (98) can thus be solved as

$$I_a(\Omega, \xi) \equiv \int_{\omega_a}^{i \xi + \omega_3} \frac{\varphi'(v) \, du}{\varphi(u) - \varphi(v)}$$

$$= 2 i \xi \left[ \zeta(v) + \zeta(\omega_a) \right] + \ln \left[ \frac{\sigma(\Omega - i\xi - \omega_b)}{\sigma(\Omega + i\xi - \omega_b)} \right],$$

with $v \equiv \Omega + \omega_3$ and $\omega_a + \omega_b + \omega_3 = 0$. We note that the function $I_a(\Omega, \xi)$ takes values on the imaginary axis. In the classical range $\lambda < \lambda_\Delta$, we have $\omega_a = \omega_1$ and $\omega_b = \omega_2$, while in the extended range $\lambda > \lambda_\Delta$, we have

$$\omega_a = \omega_1 - \Omega + \omega_3, \quad \omega_b = \omega_2 + \Omega - \omega_3.$$
ω_a = ω_2 and ω_b = ω_1. When Eq. (104) is evaluated at

\[ i\xi = 2\omega_3, \]

we find

\[
\mathcal{I}(\Omega, 2|\omega_3|) = 4\omega_3 \zeta(\Omega + \omega_3) + 4\omega_3 \zeta(\omega_a) + \ln \left[ \frac{\sigma(\Omega - 2\omega_3 - \omega_b)}{\sigma(\Omega + 2\omega_3 - \omega_b)} \right]
\]

\[ = \mathcal{I}(\Omega) + 4 \left( \omega_3 \eta_a - \omega_a \eta_3 \right), \tag{105} \]

where we used ω_3 + ω_b = −ω_a and we have defined

\[ \mathcal{I}(\Omega) \equiv 4 \left[ \omega_3 \zeta(\Omega + \omega_3) - (\Omega + \omega_3) \zeta(\omega_3) \right]. \]

In addition, we find

\[ 4(\omega_3 \eta_a - \omega_a \eta_3) = +2i\pi (a = 1) \text{ or } -2i\pi (a = 2). \]

Figure 19 shows the imaginary part of \( \mathcal{I}(\Omega) \) as a function of \( x = \Omega/\omega_3 \) in the range \( 0 \leq x \leq 1 \). When we substitute these results into Eq. (98), we obtain

\[ \theta(\xi) = \mu \sqrt{q_0} \xi + \frac{i}{2} \mathcal{I}(\Omega, \xi) \]

\[ = \xi \left[ \mu \sqrt{q_0} - \zeta(\Omega + \omega_3) + \zeta(\omega_3) \right] + \frac{i}{2} \ln \left[ \frac{\sigma(i\xi - \Omega - \omega_b) \sigma(i\xi + \Omega - \omega_b)}{\sigma(-\Omega - \omega_b) \sigma(i\xi + \Omega - \omega_b)} \right], \tag{106} \]

We can now define the azimuthal angular increment

\[ \Delta \theta(m) \equiv \theta(\xi + 2|\omega_3|) - \theta(\xi) \]

\[ = 2|\omega_3| \left[ \mu \sqrt{q_0} - \zeta(\Omega + \omega_3) + \zeta(\omega_3) \right] + \frac{i}{2} \ln \left[ \frac{\sigma(i\xi - \Omega - \omega_b + 2\omega_3) \sigma(i\xi + \Omega - \omega_b)}{\sigma(i\xi - \Omega - \omega_b) \sigma(i\xi + \Omega - \omega_b + 2\omega_3)} \right] \]

\[ = 2\mu \sqrt{q_0} |\omega_3| + \frac{i}{2} \left[ \omega_3 \zeta(\Omega + \omega_3) - (\Omega + \omega_3) \zeta(\omega_3) \right]. \tag{107} \]

At \( m = m_0^+ \), we use the fact that \( \mu q_0 \) vanish and \( \Omega = \omega_1 \), to obtain the limiting angular increment

\[ \Delta \theta(m_0^+) = 2i \left[ \omega_3 \zeta(\omega_1 + \omega_3) - (\omega_1 + \omega_3) \zeta(\omega_3) \right] \]

\[ = 2i \left[ \omega_2 \zeta(\omega_3) - \omega_3 \zeta(\omega_2) \right] \]

\[ = 2i \left( \frac{i\pi}{2} \right) = -\pi, \]

as can be seen in Fig. 20, while

\[ \Delta \theta(0) = \frac{\pi}{\sqrt{3}} + 2i \left[ \frac{i\pi}{2} \zeta(\Omega_0^+) - \Omega_0^+ \zeta \left( \frac{i\pi}{2} \right) \right] \]

\[ = \frac{\pi}{\sqrt{3}} - \frac{\pi}{\sqrt{3}} = 0, \]

where \( \Omega_0^+ \equiv \Omega_0 + i\pi/2 \), with \( \Omega_0 = \text{arctanh}(1/\sqrt{3}) \).

We immediately conclude from Fig. 20, where \( \Delta \theta(m) \) is plotted in the range \( m_0^+ \leq m \leq m_0^- \), that periodic
solutions in \((\rho, z, \theta)\) exist whenever \(\Delta \theta(m)\) intersects lines at \(-p\pi/q\), where \((p, q \geq p)\) are integers. Hence, since \(\theta(4qK/p; m(p, q)) = -2\pi\), the cylindrical coordinates \((\rho, z)\) will return to their initial values only if \(4qK/p = 2\ell K\), where \(\ell\) is an integer. We therefore find \(q = \ell p/2\) and thus,
\[
\Delta \theta(m) = -p\pi/q = -2\pi/\ell(m). \quad (108)
\]
The case \(p = 2, q = 3, \) and \(\ell = 3\) is shown in Fig. 21.
Lastly, we can also see from Fig. 20 that \(\Delta \theta(m)\) satisfies the modulus symmetry
\[
\Delta \theta[n(m)] = \Delta \theta(m), \quad (109)
\]
where \(n(m) = -m/(1 - m)\).

5.3 Cylindrical unit vectors

Once the azimuthal angle \(\theta(s)\) is known, it is then possible to construct the rotating unit vectors
\[
\begin{align*}
\hat{\rho}(s) & \equiv \cos \theta(s) \hat{x} + \sin \theta(s) \hat{y} \\
\hat{\theta}(s) & \equiv -\sin \theta(s) \hat{x} + \cos \theta(s) \hat{y}
\end{align*}
\]
where the fixed unit vectors \((\hat{x}, \hat{y})\) define a plane perpendicular to the unit vector \(\hat{z}\).

5.3.1 Frenet-Serret frame

Our task is now to write expressions for the Frenet-Serret unit vectors \((\hat{t}, \hat{n}, \hat{b})\) in terms of the cylindrical unit vectors \((\hat{\rho}, \hat{\theta}, \hat{z})\). First, using Eq. (77), Eqs. (83)-(84) become
\[
\begin{align*}
\hat{\theta} & = \frac{\hat{z} - \gamma^{-1} \hat{b}}{\sqrt{1 - \gamma^2}} = \frac{\gamma (\alpha \hat{t} + \beta \hat{n}) - (1 - \gamma^2) \hat{b}}{\sqrt{1 - \gamma^2}} \quad (111) \\
\hat{\rho} & = \frac{\hat{z} \times \hat{b}}{\sqrt{1 - \gamma^2}} = \frac{(\beta \hat{t} - \alpha \hat{n})}{\sqrt{1 - \gamma^2}} \quad (112)
\end{align*}
\]
Next, using Eq. (111), with \(\hat{x} \cdot \hat{\theta} = -\sin \theta\) and \(\hat{y} \cdot \hat{\theta} = \cos \theta\), we now find
\[
\begin{pmatrix} b_x \\ b_y \end{pmatrix} = \sqrt{1 - \gamma^2} \begin{pmatrix} \sin \theta \\ -\cos \theta \end{pmatrix},
\]
and, thus, the binormal unit vector is
\[
\hat{b} = \gamma \hat{z} - \sqrt{1 - \gamma^2} \hat{\theta}. \quad (113)
\]
Using Eq. (112), with \(\hat{x} \cdot \hat{\rho} = \cos \theta\) and \(\hat{y} \cdot \hat{\rho} = \sin \theta\), we also find
\[
\begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix} = \frac{1}{\sqrt{1 - \gamma^2}} \begin{pmatrix} \beta t_x - \alpha n_x \\ \beta t_y - \alpha n_y \end{pmatrix}.
\]
If we now introduce the decompositions
\[
(t_x, n_x) = (t_\rho, n_\rho) \cos \theta - (t_\theta, n_\theta) \sin \theta,
(t_y, n_y) = (t_\rho, n_\rho) \sin \theta + (t_\theta, n_\theta) \cos \theta,
\]
we readily find the relations
\[
\begin{align*}
\beta t_\rho - \alpha n_\rho & = \sqrt{1 - \gamma^2} \\
\beta t_\theta - \alpha n_\theta & = 0
\end{align*} \quad (114)
\]
Lastly, if we use Eq. (113), with \(\hat{n} = \beta \hat{z} + n_\rho \hat{\rho} + n_\theta \hat{\theta}\), we find
\[
\begin{align*}
\hat{t} & = \hat{n} \times \hat{b} = -n_\rho \sqrt{1 - \gamma^2} \hat{z} - \alpha n_\rho \hat{\theta} \\
& + \left(\gamma n_\theta + \beta \sqrt{1 - \gamma^2}\right) \hat{\rho},
\end{align*}
\]
and, hence, we obtain \(\alpha = -n_\rho \sqrt{1 - \gamma^2}\), \(t_\theta = -\alpha n_\rho\), and \(t_\rho = \gamma n_\theta + \beta \sqrt{1 - \gamma^2}\). By using the relations (114), we now easily obtain
\[
\begin{align*}
\hat{t} & = \alpha \hat{z} + \frac{(\beta \hat{\rho} + \alpha \gamma \hat{\theta})}{\sqrt{1 - \gamma^2}}, \quad (115) \\
\hat{n} & = \beta \hat{z} + \frac{(-\alpha \hat{\rho} + \beta \gamma \hat{\theta})}{\sqrt{1 - \gamma^2}} \quad (116)
\end{align*}
\]
Hence, the Frenet-Serret triad \((\hat{t}, \hat{n}, \hat{b})\) is now completely expressed in terms of cylindrical geometry. In the limit of zero torsion \((\tau_0 = 0 = \gamma)\), to be discussed in the next subsection, the binormal unit vector \(\hat{b} \equiv -\hat{\theta}\) is constant, and \(\hat{t} = \alpha \hat{z} + \beta \hat{\rho}\) and \(\hat{n} = \beta \hat{z} - \alpha \hat{\rho}\) are on the \((\rho, z)\)-plane.

5.3.2 Darboux frame

The Frenet-Serret triad is not unique along the curve \(r(s)\). The Darboux triad \((\hat{T}, \hat{N}, \hat{B})\) is constructed from the Frenet-Serret triad \((\hat{t}, \hat{n}, \hat{b})\) by a rotation through an angle \(\Theta(s)\) about the \(\hat{t}\)-axis:
\[
\begin{align*}
\hat{T} & = \hat{t} \\
\hat{N} & = \cos \Theta \hat{n} + \sin \Theta \hat{b} \\
\hat{B} & = -\sin \Theta \hat{n} + \cos \Theta \hat{b}
\end{align*}
\]
from which we obtain the Darboux equations
\[
\begin{align*}
d\hat{T}/ds & = \kappa \cos \Theta \hat{N} - \kappa \sin \Theta \hat{B} \\
d\hat{N}/ds & = -\kappa \cos \Theta \hat{T} + (\tau + d\Theta/\ell) \hat{B} \\
d\hat{B}/ds & = \kappa \sin \Theta \hat{T} - (\tau + d\Theta/\ell) \hat{N}
\end{align*} \quad (118)
\]
Here, the Darboux angle \(\Theta(s)\) measures the deviation of the elastica curve from a geodesic curve on the toroidal surface on which it lies.
If we substitute the Frenet-Serret formulas (113) and (116) into the expression for \( \hat{N} \), we find the \( \hat{e} \)-component:

\[
\hat{N} \cdot \hat{t} = \alpha \left( 1 - \sqrt{1 - \gamma^2} \right) \left( \beta \cos \Theta + \gamma \sin \Theta \right),
\]

which is required to vanish because \( \hat{N} \cdot \hat{t} = \hat{N} \cdot \hat{T} = 0 \). Hence, the Darboux angle \( \Theta(s) \) is defined as

\[
\Theta(s) \equiv \arctan \left( -\frac{\beta(s)}{\gamma(s)} \right) = \arctan \left( -\frac{(k^2)'}{k_0^3 \nu} \right) = \arctan \left( -\frac{i}{2\nu} \varphi \left( i \frac{k_0 s}{2} + \omega_n \right) \right),
\]

where \( \Theta(0) = 0 \). Hence, we may express the Weierstrass derivative

\[
\varphi' \left( i \frac{k_0 s}{2} + \omega_n \right) \equiv 2i \nu \tan \Theta(s)
\]

in terms of the Darboux angle \( \Theta(s) \), so that \( (k^2)' = -k_0^3 \nu \tan \Theta(s) \).

According to Eq. (118), we obtain an expression for the geodesic curvature

\[
\kappa_g(s) \equiv \kappa(s) \cos \Theta(s) = \frac{\kappa(s)}{1 + (k^2)'^2/(k_0^3 \nu^2)}
\]

which measures curvature in relation to geodesics, where

\[
\left[ (k^2)' \right]^2 + k_0^3 \nu^2 = k_0^3 \left( (1 - \lambda)^2 + \nu^2 \right) - \kappa^2 \left( k^2 - \lambda k_0^2 \right)^2,
\]

so that

\[
\kappa_g(s) = k_0^3 \nu \left[ k_0^3 \left( (1 - \lambda)^2 + \nu^2 \right) - \left( k^2 - \lambda k_0^2 \right)^2 \right]^{\frac{1}{2}}.
\]

We also find expressions for the normal curvature \( \kappa_n(s) \equiv -\kappa(s) \sin \Theta(s) \) and the geodesic (relative) torsion \( \tau_r(s) \equiv \tau(s) + d\Theta(s)/ds \).

6 Summary

In summary, we have shown that the Jacobi elliptic solution (66) for the Frenet-Serret curvature \( \kappa(s) \) can be used to construct equivalent elastica knots associated with constant curvature and torsion functions. Hence, for a normalized curvature functional (67) evaluated as \( F = 2 < \pi \), for example, we find two equivalent Jacobi elliptic solutions with moduli \( m_- = 0.751 \) and \( m_+ = -3.02... \), where \( n(m_+) = m_+/(1 - m_+) = m_- \)_. These equivalent Jacobi elliptic solutions also have the same numerical values for the normalized averaged torsion \( \langle \tau \rangle = 0.601... \) and total torsion \( T = 0.288... \).

A Weierstrass Parametrization of the Curvature Solution

The Weierstrass and Jacobi elliptic solutions to the curvature equation presented in Sec. 3 were parametrized in terms of the Langer-Singer parameters \( (m, q_0) \). In this Appendix, we introduce a new parametrization based on the curvature parameters \( (\lambda, \nu^2) \) in the half plane \( -\infty < \lambda < \infty \) and \( \nu^2 \geq 0 \). Using our new parametrization, we show how the scale parameter \( q_0 \) can be completely eliminated from the parametric representation of elastica knots.

A.1 Weierstrass parametrization

First, we pointed out that the invariant functions (20)-(22) were homogeneous functions of the scale parameter \( q_0 \). Next, we note that the Weierstrass elliptic function \( \wp(u; g_2, g_3) \) is invariant under the homogeneity transformation [4]

\[
t^2 \wp \left( t u; t^{-4} g_2, t^{-6} g_3 \right) = \wp(u; g_2 g_3),
\]

where \( t \) is an arbitrary number (real or complex). Thus, if we use \( t = q_0^{-\frac{1}{2}} \), with \( \xi = \overline{\eta}_0 q_0^{-\frac{1}{2}} \), \( g_2 = \overline{g}_2(\lambda, \nu) q_0^3 \), and \( g_3 = \overline{g}_3(\lambda, \nu) q_0^5 \) [where \( (\overline{g}_2, \overline{g}_3) \) are given in Eqs. (20)-(21)], then the transformation (122) yields

\[
q_0^{-\frac{1}{2}} \wp \left( q_0^{-\frac{1}{2}} (\eta_0 \overline{\eta}_0)^{-\frac{1}{2}} q_0^2 \overline{g}_2, q_0^5 \overline{g}_3 \right) = \wp(\eta_0, \overline{\eta}_0, \overline{g}_3),
\]

with \( \eta_0 = ik_0 s/2 + \overline{\eta}_0 \) and \( \overline{\eta}_0 = \varphi_0 \sqrt{q_0} \), while the new cubic roots are defined from Eqs. (27)-(28) as \( \overline{e}_k(\lambda, \nu) = \overline{e}_k/q_0 \). We have, therefore, eliminated the parameter \( q_0 \) and we are left with the two independent parameters \( \lambda \) and \( \nu \). The half-periods \( \omega_k(\lambda, \nu) \equiv \sqrt{q_0} \omega_k \), defined by the relations \( \varphi(\overline{e}_k; \overline{g}_2, \overline{g}_3) = \overline{e}_k \), also depend on both parameters.

The two-parameter Weierstrass solution \( \kappa^2(s; \lambda, \nu) \) is obtained from Eq. (25) as

\[
\kappa^2(s) = k_0^2 \left[ \frac{2}{3} \lambda + \varphi \left( i \overline{\xi} + \overline{\omega}_0; \overline{g}_2(\lambda, \nu), \overline{g}_3(\lambda, \nu) \right) \right]
\]

\[
= k_0^2 \left[ 1 + \varphi \left( i \overline{\xi} + \overline{\omega}_0; \overline{g}_2, \overline{g}_3 \right) - \overline{a}_k \right],
\]

where \( \overline{\xi} = k_0 s/2 \) and the scale parameter \( q_0 \) has now completely disappeared from our Weierstrass solution.

A.2 Weierstrass cubic roots and half-periods

According to Fig. 1, in the classical range \( \lambda < \lambda_\Delta \), the ordered cubic roots \( \overline{e}_3 < \overline{e}_2 \leq \overline{e}_1 \) are

\[
\begin{align*}
\overline{e}_1(\lambda, \nu) &= 1 - \frac{3}{2} \lambda \\
\overline{e}_2(\lambda, \nu) &= \left( \frac{1}{3} \lambda - \frac{1}{3} \right) + \frac{1}{2} \delta(\lambda, \nu) \\
\overline{e}_3(\lambda, \nu) &= \left( \frac{1}{3} \lambda - \frac{1}{3} \right) - \frac{1}{2} \delta(\lambda, \nu)
\end{align*}
\]

\[
= \left\{ \begin{array}{ll}
\overline{e}_1(\lambda, \nu) &= 1 - \frac{\lambda}{2} \\
\overline{e}_2(\lambda, \nu) &= \frac{1}{2} \lambda - \frac{1}{2} \\
\overline{e}_3(\lambda, \nu) &= \frac{1}{2} \lambda - \frac{1}{2}
\end{array} \right\},
\]

\[
= \left\{ \begin{array}{ll}
\overline{e}_1(\lambda, \nu) &= 1 - \frac{\lambda}{2} \\
\overline{e}_2(\lambda, \nu) &= \frac{1}{2} \lambda - \frac{1}{2} \\
\overline{e}_3(\lambda, \nu) &= \frac{1}{2} \lambda - \frac{1}{2}
\end{array} \right\},
\]
so that the two-parameter Weierstrass solution (124) becomes
\[
\kappa^2_2(s) = k_0^2 \left\{ 1 + \left[ \wp \left( i \bar{\tau} + \bar{\omega}_1 : \bar{g}_2, \bar{g}_3 \right) - \bar{g}_1 \right] \right\}.
\]  
(126)
The Jacobi modulus is
\[
\bar{p}^{-1}(\lambda, \nu) = \frac{\delta(\lambda, \nu)}{(3/2 - \lambda) + \frac{1}{2} \delta(\lambda, \nu)},
\]  
(127)
and the half-periods \(\bar{\omega}_1^+\) and \(\bar{\omega}_3^+\) are
\[
\left( \bar{\omega}_1^+, \bar{\omega}_3^+ \right) = \frac{1}{\sqrt{\bar{g}_1^+ - \bar{g}_3^+}} \left( K(\bar{p}^{-}), i K(1 - \bar{p}^{-}) \right),
\]
where \(\bar{g}_1^+ - \bar{g}_3^+ = (\frac{3}{2} - \lambda) + \frac{1}{2} \delta(\lambda, \nu)\). The two-parameter Jacobi elliptic solution, on the other hand, is
\[
\kappa^2_2(s) = k_0^2 \left\{ 1 - (\bar{g}_1 - \bar{g}_3) \right\} \left[ \wp \left( i \bar{\tau} + \bar{\omega}_1 : \bar{g}_2, \bar{g}_3 \right) - \bar{g}_1 \right],
\]  
(129)
where \(\bar{\omega}_1 - \bar{\omega}_3 = (\frac{3}{2} - \lambda) - \frac{1}{2} \delta(\lambda, \nu)\).

In the extended range \(\lambda > \lambda_\Delta\), on the other hand, the ordered cubic roots \(\bar{g}_3^+ < \bar{g}_2^+ < \bar{g}_1^+\) are
\[
\begin{align*}
\bar{g}_1^+ & = \left( \frac{1}{3} \lambda - \frac{1}{3} \right) + \frac{1}{3} \delta(\lambda, \nu), \\
\bar{g}_2^+ & = \frac{1}{3} \lambda - \frac{1}{3}, \\
\bar{g}_3^+ & = \left( \frac{1}{3} \lambda - \frac{1}{3} \right) - \frac{1}{3} \delta(\lambda, \nu),
\end{align*}
\]  
(130)
so that the two-parameter Weierstrass solution (124) becomes
\[
\kappa^2_2(s) = k_0^2 \left\{ 1 + \left[ \wp \left( i \bar{\tau} + \bar{\omega}_1^+ : \bar{g}_2, \bar{g}_3 \right) - \bar{g}_1^+ \right] \right\}.
\]  
(131)
The Jacobi modulus is
\[
\bar{p}^+ \left( \lambda, \nu \right) = \frac{(3/2 - \lambda)}{\delta(\lambda, \nu)} + \frac{1}{2},
\]  
(132)
and the half-periods \(\bar{\omega}_1^+\) and \(\bar{\omega}_3^+\) are
\[
\left( \bar{\omega}_1^+, \bar{\omega}_3^+ \right) = \frac{1}{\sqrt{\bar{g}_1^+ - \bar{g}_3^+}} \left( K(\bar{p}^+), i K(1 - \bar{p}^+) \right),
\]
where \(\bar{g}_1^+ - \bar{g}_3^+ = \delta(\lambda, \nu)\). The two-parameter Jacobi elliptic solution, on the other hand, is
\[
\kappa^2_2(s) = k_0^2 \left\{ 1 + \bar{p}^+ \left( \bar{g}_1^+ - \bar{g}_2^+ \right) \right\} \left[ \wp \left( i \bar{\tau} + \bar{\omega}_1^+ : \bar{g}_2, \bar{g}_3 \right) - \bar{g}_1^+ \right],
\]  
(134)
where \(\bar{\omega}_1 - \bar{\omega}_3 = (\lambda - \frac{3}{2}) + \frac{1}{2} \delta(\lambda, \nu)\). We note that, in the limit \(\nu \gg 1\), the Jacobi modulus (132) becomes \(\bar{p}^+ \to \frac{1}{2}\) for all values of \(\lambda\) (see Fig. 2).