Hölder continuity of solutions to the Dirichlet problem for SPDEs with spatially correlated noise
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Abstract
This paper obtains Hölder continuity of the mild solution to a stochastic parabolic equation defined on a bounded domain with homogeneous Dirichlet boundary condition. The Gaussian noise involved in the equation is white in time and correlated in space. The approach is based on a new Hölder-type estimate for the Green function in the domain.
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1 Introduction
This paper concerns the Dirichlet problem for the following stochastic partial differential equation (SPDE) in a bounded domain $D \subset \mathbb{R}^d$:

$$
\begin{align*}
\partial_t u(t, x) &= Lu(t, x) + g(t, x, u) + \sigma(t, x, u)\dot{W}, & t \geq 0, x \in D, \\
u(t, x) &= 0, & t \geq 0, x \in \partial D, \\
u(0, x) &= \psi(x), & x \in D,
\end{align*}
$$

(1.1)

where $L$ is a second-order differential operator defined as

$$
Lu(t, x) := a_{ij}(t, x)\partial_{ij}u(t, x) + b_i(t, x)\partial_i u(t, x),
$$

(1.2)

and $\dot{W}$ is the centered Gaussian noise that satisfies

$$
E[\dot{W}(t, x)\dot{W}(s, y)] = \delta_0(t - s)f(x - y),
$$

(1.3)

where $\delta_0(\cdot)$ denotes the Dirac measure and $f$ is a nonnegative and continuous function defined on $\mathbb{R}^d \setminus \{0\}$. Einstein summation convention is used in this paper.
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SPDEs with space-time noise have been widely studied. Although stochastic integrals with respect to space-time noise are well-defined in very general settings (cf. [27, 4, 20, 3]), the analytic property of the solution to an SPDE is affected significantly by the specific form of the noise, and in some cases, the solution may not be a function but only a distribution in Schwartz’s sense. For example, if the noise is white in space and time, only in one-dimensional case the solutions to second-order SPDEs are function-valued (cf. [27, 13]). On the other hand, when considering nonlinear SPDEs, the solutions are expected to be regular so that the nonlinear mappings can be defined. For one-dimensional case, many results have been done for both Cauchy problems and initial-boundary value problems [27, 10, 11, 6].

In the study of nonlinear SPDEs, Dalang and Frangos [5] and Dalang [4] proposed the following condition on the space-time noise: the spectral measure \( \mu_f \), defined as the inverse Fourier transform of \( f \) in (1.3), satisfies

\[
\int_{\mathbb{R}^d} \frac{\mu_f(d\xi)}{1 + |\xi|^2} < \infty.
\]

Under this condition, Dalang [4] proved that the Cauchy problem for SPDE (1.1) has a unique mild solution that satisfies

\[
\sup_{t,x} E[|u(t,x)|^p] < \infty \quad \text{for any } p \geq 1,
\]

but did not show whether the solution has a continuous modification. Later, Sanz-Solé and Sarrà [24, 23] proposed a reinforcing condition:

\[
\int_{\mathbb{R}^d} \frac{\mu_f(d\xi)}{1 + |\xi|^2}^{1 - \eta} < \infty \quad \text{with } \eta \in (0, 1),
\]

under which they proved Hölder continuity of solutions to the Cauchy problem for SPDE (1.1) with \( \mathcal{L} = \Delta \). Their result was extended by Márquez-Carreras and Sarrà [19] to the Dirichlet problem with \( D = [0, 1]^d \) and \( \mathcal{L} = \Delta \). It is worth noting that condition (1.4) alone cannot guarantee the existence of a continuous version of the solution (cf. [2, 1]).

Krylov et al. established a complete \( L_p \)-theory on the whole space [16] and domain [15, 14]. By Sobolev’s embedding, the regularity in proper Hölder spaces can be obtained, but requires higher regularities of the data.

Most literatures about SPDEs on bounded domains in the sense of Walsh are dealing with convex domains (c.f. [12, 25]). In the last decade, the interests on the results including large deviation principle, intermittency and spatial asymptotics of the solutions have grown up considerably. However, all of these results deal with the special domains such as \( \mathbb{R}^d \), \([0, 1] \) or a closed ball (c.f. [19, 22, 7, 26]). Since the shape of the domains play a crucial role, some results do not extend directly to general bounded domains (c.f. [21]). This article allows to go a step further on the assumptions of domains.

The aim of this paper is to prove Hölder continuity of solutions to SPDE (1.1) in general bounded domains, under condition (1.5). The approach in [19] is based on the specific form of the heat kernel on \([0, 1]^d \), which is constructed by the method of images [8]. Their approach does not seem to work for \( \mathcal{L} \) in (1.2) and general domains. Our method is based on a crucial estimate of the Green function associated with \( \mathcal{L} \) (see Lemma 3.3). We prove that the mild solution is Hölder continuous with exponents \( \eta/2 - \varepsilon \) in time and \( \eta - \varepsilon \) in space for any \( \varepsilon > 0 \). The indices coincide with those for the Cauchy problem (cf. [23]) and the Dirichlet problem with \( D = [0, 1]^d \) (cf. [19]).

We remark that some other assumptions instead of condition (1.5) were proposed in the literature to study the continuity of solutions to SPDEs. For example, Sanz-Solé and Vuillermot [25] introduced the condition

\[
\sup_{(t,x) \in [0,T] \times D} \int_0^t (t - \tau)^{-\eta} \sum_{j=1}^\infty \lambda_j \left( \int_D |G(t; \tau, y) e_j(y) dy \right)^2 d\tau < \infty
\]

(1.6)
involving the Green function for $L$, and obtained Hölder regularity for SPDE (1.1) in bounded convex domains. As condition (1.6) is weaker than condition (1.5), it is interesting to extend our results under it, especially for non-convex domains.

This paper is organized as follows. Section 2 gives the main theorem after introducing notations and assumptions. In Section 3, we apply Kolmogorov’s continuity criterion and crucial estimates of the Green function to prove Hölder continuity of the solution to SPDE (1.1).

2 Notation and main results

Let $\mathbb{R}^d$ be the Euclidean space of points $x = (x^1, \ldots, x^d)$ and $B_r(x) := \{y \in \mathbb{R}^d : |x - y| < r\}$. Let $D \subset \mathbb{R}^d$ be a bounded domain. $C^{m+p}(D)$ denotes the usual Hölder space with $m = 0, 1, \ldots$ and $p \in (0, 1)$ (cf. [18]); $C_0(D)$ consists of all continuous real-valued functions vanishing on $\partial D$. Let $T > 0$ be a fixed constant. Define $Q_T := \{0, T\} \times D$.

For $i = 1, \ldots, d$, we write $\partial_i u = \partial u/\partial x^i$ and $\nabla u = (\partial_1 u, \ldots, \partial_d u)$.

Let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}, \mathbb{P})$ be a complete filtered probability space and $\mathcal{P}$ be the predictable $\sigma$-algebra generated by $\{\mathcal{F}_t\}$. Let $W = \{W(\varphi), \varphi \in D(\mathbb{R}^{d+1})\}$ be a centered Gaussian random field with covariance functional given by

$$J(\varphi, \psi) := \int_{\mathbb{R}^+} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \varphi(s, x)f(x - y)\psi(s, y)dxdyds,$$

where $f : \mathbb{R}^d \setminus \{0\} \to \mathbb{R}^+_+$ is a continuous function with $f(x) = f(-x)$ for all $x$. We assume that the inverse Fourier transform of $f$ is a non-negative tempered measure on $\mathbb{R}^d$, which is denoted by $\mu_f$, and satisfies (1.5).

Fix a constant $\beta \in (0, 1)$. We assume the boundary $\partial D \in C^{1+\beta}$, the definition of which is standard (cf. [18, Page 9]).

**Definition 2.1** (Boundary regularity). We write $\partial D \in C^{1+\beta}$ if there is a constant $\rho_0 > 0$ such that $\partial D \cap B_{\rho_0}(x)$ for each $x \in \partial D$ is a connected surface whose equation under a local coordinate system $\{y_i\}$ is given by $y^1 = \psi(y^2, \ldots, y^d)$ with $\psi \in C^{1+\beta}$.

Define the Green function $G(t; x; s, y)$ associated with $L$ on $D$ as follows:

$$\frac{\partial G(t; x; s, y)}{\partial t} = L_x G(t; x; s, y),$$

$$G(t; x; s, y)|_{t=s} = \delta_0(x - y),$$

$$G(t; x; s, y)|_{x \in \partial D} = 0.$$

Then we can introduce the mild solution to SPDE (1.1) (cf. [27]).

**Definition 2.2.** A $\mathcal{P} \otimes \mathcal{B}(D)$-measurable function $u(\cdot, \cdot)$ is a mild solution to SPDE (1.1) if it holds for all $(t, x) \in Q_T$ that

$$u(t, x) = \int_D G(t, x; 0, y)\psi(y)dy + \int_0^t \int_D G(t, x; s, y)g(s, y, u(s, y))dyds$$

$$+ \int_0^t \int_D G(t, x; s, y)\sigma(s, y, u(s, y))W(ds, dy).$$

Let $\overline{D}$ be the closure of $D$.

**Assumption 2.3** (Parabolicity). There exist positive constants $\lambda_1$ and $\lambda_2$ such that for any $(t, x) \in [0, T] \times \overline{D}$ and $\xi = (\xi^1, \ldots, \xi^d) \in \mathbb{R}^d$,

$$\lambda_1|\xi|^2 \leq a_{ij}(t, x)\xi^i\xi^j \leq \lambda_2|\xi|^2.$$
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**Assumption 2.4.** There exist a positive constant $A$ and a constant $\alpha \in (0, 1)$ such that for all $t, s \in [0, T]$ and $x, y \in \bar{D}$,

$$|a_i(t, x) - a_i(s, y)| \leq A(|x - y|^\alpha + |t - s|^\frac{\alpha}{2}),$$

$$|b_i(t, x) - b_i(t, y)| \leq A|x - y|^\alpha.$$

**Assumption 2.5.** The functions $g$ and $\sigma$ are $\mathcal{P} \otimes B(\bar{D}) \otimes B(\mathbb{R})$-measurable on $\Omega \times [0, T] \times \bar{D} \times \mathbb{R}$, and there exists a constant $M$ such that

$$\sup_{(\omega, t, x) \in \Omega \times [0, T] \times \bar{D}} (|g(\omega, t, x, 0)| + |\sigma(\omega, t, x, 0)|) \leq M.$$

**Assumption 2.6.** There exists a constant $K$ such that

$$|g(\omega, t, x, r) - g(\omega, t, x, r')| + |\sigma(\omega, t, x, r) - \sigma(\omega, t, x, r')| \leq K|r - r'|,$$

for any $(\omega, t, x, r, r') \in \Omega \times [0, T] \times \bar{D} \times \mathbb{R}^2$.

In view of [7, Theorem 7.2] and [25, Theorem 5], the following existence and uniqueness result follows immediately from Gaussian estimates (see Lemma 2.10).

**Lemma 2.7.** Let (1.4) and Assumptions 2.3–2.6 be satisfied. If $\psi \in C_0(D)$, then SPDE (1.1) has a unique mild solution $u$ which satisfies

$$\sup_{(t, x) \in Q_T} E[|u(t, x)|^p] < \infty, \quad \forall p \geq 2. \quad (2.2)$$

Our main result stated below shows that the unique mild solution of (1.1) has a Hölder continuous version.

**Theorem 2.8.** Let (1.5) and Assumptions 2.3–2.6 be satisfied. If $\psi \in C^2(D) \cap C_0(D)$, then the mild solution of SPDE (1.1) has a modification in the space $C^{\frac{\sigma}{2}, \eta}([0, T] \times \bar{D}) := \cap_{\epsilon > 0} C^{\frac{\sigma}{2}, \eta - \epsilon}([0, T] \times \bar{D})$.

**Remark 2.9.** Although [7, Theorem 7.2] and [25, Theorem 5] do not address the same problem in this article, their methods can be extended based on Lemma 2.10. Besides, it has been shown that $\tilde{W}$ in our paper satisfies their assumptions on the noise (see [4, Remark 10] and [25, Page 839]).

The proof of Theorem 2.8 is given in the next section. Here we remark that the property (2.2) along with Assumptions 2.5 and 2.6 ensures that the stochastic integral in (2.1) is well-defined (cf. [27, 4]). Indeed, one will see that

$$E \left[ \left( \int_0^t \int_D \int_D G(t, x; s, y) \sigma(s, y, u) f(y - z) \sigma(s, z, u) G(t, x; s, z) dy dz ds \right)^\frac{\sigma}{2} \right] \quad (2.3)$$

is bounded for any $p \geq 2$.

The following estimates for the Green function, taken from [18, Chapter IV], play a key role in the proof of Theorem 2.8.

**Lemma 2.10.** Under Assumptions 2.3 and 2.4, there exist two positive constants $k_1$ and $k_2$ such that

$$G(t, x; s, y) \leq k_1(t - s)^{-\frac{d}{2}} \exp \left( -k_2 \frac{|x - y|^2}{t - s} \right), \quad (2.4)$$

$$|\nabla_x G(t, x; s, y)| \leq k_1(t - s)^{-\frac{d+1}{2}} \exp \left( -k_2 \frac{|x - y|^2}{t - s} \right), \quad (2.5)$$

$$|\partial_t G(t, x; s, y)| \leq k_1(t - s)^{-\frac{d+1}{2}} \exp \left( -k_2 \frac{|x - y|^2}{t - s} \right), \quad (2.6)$$

for all $x, y \in \bar{D}$ and $0 \leq s < t \leq T$. 

ECP 26 (2021), paper 61. 

Page 4/13 

https://www.imstat.org/ecp
The Dirichlet problem for SPDEs

Letting $\Gamma_k(t, x; s, y)$ be the fundamental solution of $\partial_t u = \frac{1}{2} \Delta u$ in $\mathbb{R}^d$, the estimate (2.4) implies that there is a positive constant $k_3$ depending on $k_1, k_2$, and $d$ such that

$$G(t, x; s, y) \leq k_3 \Gamma_k(t, x; s, y),$$

(2.7)

for all $x, y \in \overline{D}$ and $0 \leq s < t \leq T$. This is called Gaussian estimate, which can be easily proved by the maximum principle.

**Remark 2.11.** Lemma 2.10 is proved in [18, Chapter IV], of which the original version assumes the coefficients $a_{ij}$ and $b_i$ to be defined on $[0, T] \times \mathbb{R}^d$ and satisfy Assumptions 2.3 and 2.4. Although the coefficients in this paper are defined on $[0, T] \times \overline{D}$, they can easily be extended to the whole space $\mathbb{R}^d$ and still satisfy the same assumptions.

### 3 Proof of Theorem 2.8

To prove the Hölder continuity of the mild solution, we need the following three lemmas, of which the first one is a property of the path in the bounded domain $D$. Given $x, z \in D$, we define $\overline{P}_{x, z}$ as the set, which consists of all continuous paths satisfying the following two conditions:

(i) the endpoints of the path are $x$ and $z$;

(ii) each point on the path belongs to $\overline{D}$.

**Lemma 3.1.** For any bounded domain $D \subset \mathbb{R}^d$ with $C^{1+\beta}$ boundary, there exists a constant $K_D > 1$ depending only on the shape of $D$ such that for any two points $x, z \in \overline{D}$, we can find a path in $\overline{P}_{x, z}$, and the length of this path is bounded by $K_D| x - z |$.

We postpone the proof of this lemma to the end of this section. Now we aim to treat the solution $u$ as a random field with parameter $(t, x)$, and apply the Kolmogorov’s continuity criterion which is shown in [17, Lemma 1.4.1] to prove the continuity of solution $u$ up to a modification.

**Lemma 3.2.** Let $\{X(t)\}_{t \in T}$ be a stochastic process indexed by $t = (t^1, t^2, \ldots, t^N) \in \mathbb{T}$ where $\mathbb{T}$ is a domain in $\mathbb{R}^N$. Suppose that there exist constants $C > 0$, $p > 0$, and $\alpha_i > 0, i = 1, \ldots, N$ with $\sum_{i=1}^{N} \alpha_i^{-1} < 1$ such that uniformly for all $s, t \in \mathbb{T}$,

$$E[|X(t) - X(s)|^p] \leq C \left( \sum_{i=1}^{N} |t^i - s^i|^\alpha_i \right),$$

then $X$ has a continuous modification $\hat{X}$. Moreover, define $\alpha_0 := d/ (\sum_{i=1}^{N} \alpha_i^{-1})$ and let $\bar{\alpha}_i, i = 1, \ldots, N$ be positive constants less than $\alpha_i (\alpha_0 - d)/ (\alpha_0 p)$, $i = 1, \ldots, N$ respectively, then we have

$$E \left[ \sup_{s \neq t} \frac{|X(t) - X(s)|}{\left( \sum_{i=1}^{N} |t^i - s^i|^{\alpha_i} \right)^{1/p}} \right] < \infty.$$

The following lemma gives the crucial estimates. The idea for the proof of this lemma is derived from the proof of Theorem 7 of Chapter 1 in [9], which proves the estimates for the fundamental solution in $\mathbb{R}^d$.

**Lemma 3.3.** Under Assumptions 2.3 and 2.4, for any $\theta \in [0, 1]$, we have:

(i) for all $0 \leq s < t \leq T$ and $x_1, x_2, y \in \overline{D}$,

$$|G(t, x_1; s, y) - G(t, x_2; s, y)| \leq C(t - s)^{-\frac{\theta}{2}} |x_1 - x_2|^\theta (\Gamma_{k_2/2}(t, x_1; s, y) + \Gamma_{k_2/2}(t, x_2; s, y)),$$

(3.1)

where $C$ is independent of $\theta, s, t, x_1, x_2, y$. 
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(ii) for all $0 \leq s < t_2 < t_1 \leq T$ and $x, y \in \mathcal{D}$,

$$|G(t_1, x; s, y) - G(t_2, x; s, y)|$$

$$\leq C(t_1 - t_2)^2 (t_2 - s)^{-\frac{\theta}{2}} \left( (\Gamma_{k_2/2}(t_1, x; s, y) + \Gamma_{k_2/2}(t_2, x; s, y)) \right), \quad (3.2)$$

where $C$ is independent of $\theta$, $s$, $t_1$, $t_2$, $x$, and $y$. The constant $k_2$ is taken from Lemma 2.10.

Proof. The results for $\theta = 0$ or $1$ are direct consequences of Lemma 2.10. Therefore, we only consider the case $\theta \in (0, 1)$. For any $x_1, x_2 \in \mathcal{D}$ and $0 \leq s < t \leq T$, when $t - s \leq |x_1 - x_2|^2$, the Gaussian estimate (2.4) indicates that

$$|G(t, x_1; s, y)| \leq k_1 (t - s)^{-\frac{\theta}{2}} \exp \left( -k_2 \frac{|x_1 - y|^2}{t - s} \right),$$

and

$$|G(t, x_2; s, y)| \leq k_1 (t - s)^{-\frac{\theta}{2}} \exp \left( -k_2 \frac{|x_2 - y|^2}{t - s} \right).$$

So we have

$$|G(t, x_1; s, y) - G(t, x_2; s, y)|$$

$$\leq k_1 (t - s)^{-\frac{\theta}{2}} (t - s)^{\frac{4\theta}{2}} \left[ \exp \left( -k_2 \frac{|x_1 - y|^2}{t - s} \right) + \exp \left( -k_2 \frac{|x_2 - y|^2}{t - s} \right) \right]$$

$$\leq k_1 |x_1 - x_2|^\theta (t - s)^{-\frac{\theta}{2}} \left[ \exp \left( -k_2 \frac{|x_1 - y|^2}{t - s} \right) + \exp \left( -k_2 \frac{|x_2 - y|^2}{t - s} \right) \right].$$

Then we focus on the case $t - s > |x_1 - x_2|^2$. Based on Lemma 3.1, there exist a constant $K_D$ and a path $P_{x_1, x_2} \in \mathcal{P}_{x_1, x_2}$, such that the length of $P_{x_1, x_2}$ is bounded by $K_D|x_1 - x_2|$. Then we use (2.5) to obtain

$$|G(t, x_1; s, y) - G(t, x_2; s, y)| \leq \sup_{\xi \in P_{x_1, x_2}} |\nabla_x G(t, \xi; s, y)| \cdot K_D |x_1 - x_2|$$

$$\leq \sup_{\xi \in P_{x_1, x_2}} C(t - s)^{\frac{4\theta}{2}} \exp \left( -k_2 \frac{|y - \xi|^2}{t - s} \right) |x_1 - x_2|.$$

Due to $\xi \in P_{x_1, x_2}$, we have

$$2|y - \xi|^2 \geq |x_1 - y|^2 - 2|x_1 - \xi|^2 \geq |x_1 - y|^2 - 2K_D^2 |x_1 - x_2|^2.$$

Therefore, one has

$$|G(t, x_1; s, y) - G(t, x_2; s, y)|$$

$$\leq C(t - s)^{-\frac{4\theta}{2}} |x_1 - x_2|^\theta |x_1 - x_2|^{1-\theta} \exp \left( k_2 K_D^2 \frac{|x_1 - x_2|^2}{t - s} - k_2 \frac{|x_1 - y|^2}{t - s} \right)$$

$$\leq C(t - s)^{-\frac{4\theta}{2}} |x_1 - x_2|^\theta \exp \left( k_2 \frac{|x_1 - y|^2}{2 (t - s)} \right).$$

Hence, for all $0 \leq s < t \leq T$ and $x_1, x_2, y \in \mathcal{D}$, we have

$$|G(t, x_1; s, y) - G(t, x_2; s, y)|$$

$$\leq C(t - s)^{-\frac{4\theta}{2}} |x_1 - x_2|^\theta \left[ \exp \left( -k_2 \frac{|x_1 - y|^2}{2 (t - s)} \right) + \exp \left( -k_2 \frac{|x_2 - y|^2}{2 (t - s)} \right) \right].$$
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which completes the proof of (i) in Lemma 3.3. As for the second estimate (3.2) in Lemma 3.3, we adopt a similar method as in the proof of (i). We first consider the case $t_2 - s < t_1 - t_2$. It is easy to see that $t_1 - s < 2(t_1 - t_2)$, and we combine this estimate with the Gaussian estimate (2.4) to obtain that

$$|G(\tau, x; s, y)| \leq 2k_1(\tau - s)^{-\frac{d+2}{t}}(t_1 - t_2)^{\frac{t}{2}} \exp \left( -k_2 \frac{|x - y|^2}{\tau - s} \right),$$

for $\tau \in \{t_1, t_2\}$, then we can get that

$$|G(t_1, x; s, y) - G(t_2, x; s, y)| \leq 2k_1(t_1 - t_2)^{\frac{t}{2}} \left[ (t_1 - s)^{-\frac{d+2}{t}} \exp \left( -k_2 \frac{|x - y|^2}{t_1 - s} \right) + (t_2 - s)^{-\frac{d+2}{t}} \exp \left( -k_2 \frac{|x - y|^2}{t_2 - s} \right) \right].$$

On the other hand, if $t_2 - s \geq t_1 - t_2$, we have

$$(t_2 - s)^{-1} = (t_1 - s)^{-1} + (t_1 - t_2)(t_1 - s)^{-1}(t_2 - s)^{-1} \leq 2(t_1 - s)^{-1}.$$

Combining this estimate with (2.6) and applying the mean value theorem, one can get that there exists $l \in [t_2, t_1]$ such that

$$|G(t_1, x; s, y) - G(t_2, x; s, y)| \leq C(\bar{l} - s)^{-\frac{d+2}{t}}(t_1 - t_2)^{\frac{t}{2}}(t_1 - t_2)^{-\frac{t}{2}} \exp \left( -k_2 \frac{|x - y|^2}{\bar{l} - s} \right)$$

$$\leq C(t_2 - s)^{-\frac{d+2}{t}}(t_1 - t_2)^{\frac{t}{2}} \exp \left( -k_2 \frac{|x - y|^2}{t_1 - s} \right)$$

$$\leq C(t_1 - s)^{-\frac{t}{2}}(t_2 - s)^{-\frac{t}{2}}(t_1 - t_2)^{-\frac{t}{2}} \exp \left( -k_2 \frac{|x - y|^2}{t_1 - s} \right).$$

Therefore, for all $0 \leq s < t_2 < t_1 \leq T$ and $x, y \in D$, we have

$$|G(t_1, x; s, y) - G(t_2, x; s, y)| \leq C(t_1 - t_2)^{\frac{t}{2}}(t_2 - s)^{-\frac{t}{2}}(\Gamma_{k_2/2}(t_1, x; s, y) + \Gamma_{k_2/2}(t_2, x; s, y)).$$

Then Lemma 3.3 is proved.

We now start to prove Theorem 2.8.

**Proof of Theorem 2.8.** Based on Definition 2.2, we only need to prove the Hölder continuity of each terms in the right hand side of (2.1). For non-zero $\psi \in C^2(D) \cap C_0(D)$, one can take a simple transformation to reduce the problem to the case with $\psi = 0$; for example, consider the equation of $v = u - \psi$. Besides, the proof of the term consisting $g(t, x, u(t, x))$ can be easily proved with Lemma 2.7 and 3.3, Hölder inequality, Assumptions 2.5 and 2.6. Therefore, we pay more attention to the term

$$U(t, x) := \int_0^t \int_D G(t, x; s, y)\sigma(s, y, u(s, y))W(ds, dy).$$

We divide the proof into two steps, which prove the continuity for space and time separately.
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**Step 1:** Let $x_1$ and $x_2$ be two different points in $\mathcal{D}$. By the Burkholder’s inequality (see the proof of [4, Theorem 5]) and $f \geq 0$, for all $t \in (0, T]$ and $p \geq 2$, we have

$$
E[|U(t,x_1) - U(t,x_2)|^p] 
$$

$$
\leq C \left[ \left( \int_0^t \int_D \int_D |G(t,x_1; s,y) - G(t,x_2; s,y)| \cdot |\sigma(s,y,u(s,y))| \cdot f(y - z) 
\right.
\cdot |\sigma(s,z,u(s,z))| \cdot |G(t,x_1; s,z) - G(t,x_2; s,z)| dy dz ds \right]^{\frac{p}{2}}.
$$

Similar to the proof of [4, Theorem 13], we use the Hölder inequality, stochastic Fubini theorem, Assumptions 2.5 and 2.6, and Lemma 2.7 to acquire that

$$
E[|U(t,x_1) - U(t,x_2)|^p] 
$$

$$
\leq C \left( 1 + \sup_{(s,x) \in [0,t] \times D} E[|u(s,x)|^p] \right) \left( \int_0^t \int_D \int_D |G(t,x_1; s,y) - G(t,x_2; s,y)| 
\cdot f(y - z) \cdot |G(t,x_1; s,z) - G(t,x_2; s,z)| dy dz ds \right)^{\frac{p}{2}}.
$$

Set $\theta \in (0, 1)$ a constant to be determined. Combine (3.3) with (3.1) to acquire

$$
E[|U(t,x_1) - U(t,x_2)|^p] 
$$

$$
\leq C|x_1 - x_2|^\theta \left[ \left( \int_0^t (t - s)^{-\theta} \int_{R^d} \int_{R^d} (\Gamma_{k2/2}(t,x_1; s,y) + \Gamma_{k2/2}(t,x_2; s,y)) \right.
\cdot f(y - z) \cdot (\Gamma_{k2/2}(t,x_1; s,z) + \Gamma_{k2/2}(t,x_2; s,z)) dy dz ds \right]^{\frac{p}{2}}.
$$

Define

$$
F(x, s) := \int_{R^d} \int_{R^d} \Gamma_{k2/2}(t,x; s,y) f(y - z) \Gamma_{k2/2}(t,\xi; s,z) dy dz
$$

for any $x, \xi \in \{x_1, x_2\}$. Then we have

$$
E[|U(t,x_1) - U(t,x_2)|^p] 
$$

$$
\leq C|x_1 - x_2|^\theta \left[ \left( \int_0^t (t - s)^{-\theta} F(x_1, x_1) + F(x_1, x_2) + F(x_2, x_1) + F(x_2, x_2) dy dz ds \right]^{\frac{p}{2}}.
$$

When $x = \xi$, we use the Fourier’s transform to obtain

$$
F(x, x) = \int_{R^d} \int_{R^d} \Gamma_{k2/2}(t,0; s,y) f(y - z) \Gamma_{k2/2}(t,0; s,z) dy dz
$$

$$
= \int_{R^d} \exp \left( - \frac{4\pi^2(t-s)\xi^2}{k_2} \right) \mu_f(d\xi),
$$

where 0 is the origin in $d$-dimensional space. Applying the fact that (recalling $\eta \in (0, 1)$)

$$
\sup_{(t-s)\xi^2 \in R_+} \left\{ (T + (t - s))\xi^2 \right\}^{1-\eta} \exp \left( - \frac{4\pi^2(t-s)\xi^2}{k_2} \right) < \infty,
$$

we have

$$
F(x, x) \leq C(t-s)^{\eta-1} \int_{R^d} (1 + \xi^2)^{\eta-1} \mu_f(d\xi) \leq C(t-s)^{\eta-1},
$$
where $C$ is a constant independent of $x$. For the case $x \neq \zeta$, we apply the definition of the non-negative tempered measure $\mu_f$ to obtain that

$$F(x, \zeta) = \int_{Q^2} \int_{Q^2} \Gamma_{k_2/2}(t, 0; s, y + \zeta - x - (-z)) f(y) \Gamma_{k_2/2}(t, 0; s, -z) dy dz$$

$$= \int_{Q^2} f(y) (\Gamma_{k_2/2}(t, 0; s, -^*) \Gamma_{k_2/2}(t, 0; s, -^*)) (y + \zeta - x) dy$$

$$= \int_{Q^2} \exp(\xi \cdot (\zeta - x) 2 \pi i) \exp\left(-\frac{4 \pi^2 (t - s) |\xi|^2}{k_2}\right) \mu_f(d\xi).$$

Note that the integration is a real number, we have

$$\int_{Q^2} \sin(2 \pi \xi \cdot (\zeta - x)) \exp\left(-\frac{4 \pi^2 (t - s) |\xi|^2}{k_2}\right) \mu_f(d\xi) = 0,$$

then we apply (3.5) and the nonnegativity of $\mu_f$ to get that

$$F(x, \zeta) \leq \int_{Q^2} \exp\left(-\frac{4 \pi^2 (t - s) |\xi|^2}{k_2}\right) \mu_f(d\xi) \leq C(t - s)^{n - 1},$$

where $C$ is a constant independent of $t$, $s$, $x$, and $\zeta$. Combine these estimates with (3.4), one has

$$E[|U(t, x_1) - U(t, x_2)|^p] \leq C|x_1 - x_2|^{\theta p} \left(\int_0^t (t - s)^{n - \theta - 1} ds\right)^{\frac{p}{2}}. \quad (3.6)$$

To make the integral in the right side of (3.6) finite, we need $\theta \in (0, \eta)$. For any $\varepsilon > 0$ small enough, we take $\theta = \eta - \varepsilon$. Then we have

$$E[|U(t, x_1) - U(t, x_2)|^p] \leq C|x_1 - x_2|^{(\eta - \varepsilon)p},$$

where $C$ is a constant independent of $t$, $x_1$, and $x_2$. Applying Lemma 3.2 to obtain that for any $\varepsilon > 0$, the function $U$ has a modification, of which the trajectories are Hölder continuous in $x \in D$ with the exponent $\eta - \varepsilon$.

**Step 2:** To prove the continuity of $U$ in $t$, we set $0 \leq t_2 < t_1 \leq T$. Following the proof in Step 1, we have that for almost all $x \in D$,

$$E[|U(t_1, x) - U(t_2, x)|^p] \leq CE\left(\int_{t_2}^{t_1} \int_D \int_D G(t_1, x; s, y) \cdot |\sigma(s, y, u(s, y))| \right.$$

$$\cdot f(y - z) \cdot |\sigma(s, z, u(s, z))| \cdot G(t_1, x; s, z) dy dz ds \left.)^\frac{p}{2} \right.$$ $$+ CE\left(\int_0^{t_2} \int_D \int_D |G(t_1, x; s, y) - G(t_2, x; s, y)| \cdot |\sigma(s, y, u(s, y))| \right.$$

$$\cdot f(y - z) |\sigma(s, z, u(s, z))| \cdot |G(t_1, x; s, z) - G(t_2, x; s, z)| dy dz ds \left.)^\frac{p}{2} \right.$$ $$=: I_1 + I_2.$$

Gaussian estimate (2.7), Assumption 2.5 and 2.6 yield

$$I_1 \leq \left(\int_{t_2}^{t_1} \int_R \int_R \Gamma_{k_2}(t_1, x; s, y) f(y - z) \Gamma_{k_2}(t_1, x; s, z) dy dz ds\right)^\frac{p}{2}$$

$$\leq C \left(\int_{t_2}^{t_1} (t_1 - s)^{n - 1} ds\right)^\frac{p}{2} \leq C(t_1 - t_2)^{\frac{np}{2}}.$$
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On the other hand, for any \( \tau, t \in \{t_1, t_2\} \), define

\[
B(\tau, t) := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \Gamma_{k_2}(\tau, x; s, y) f(y - z) \Gamma_{k_2}(t, x; s, z) dydz,
\]

Set \( \theta \in (0, 1) \) a constant to be determined, then (3.2) indicates

\[
I_2 \leq C(t_1 - t_2) \frac{\#p}{2} \left[ \int_0^{t_2} (t_2 - s)^{-\theta} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\Gamma_{k_2}(t_1, x; s, y) + \Gamma_{k_2}(t_2, x; s, y)) f(y - z) (\Gamma_{k_2}(\tau, x; s, z) + \Gamma_{k_2}(t, x; s, z)) dydzds \right]^\frac{1}{2}
\]

(3.7)

\[
= C(t_1 - t_2) \frac{\#p}{2} \left[ \int_0^{t_2} (t_2 - s)^{-\theta} (B(t_1, t_1) + B(t_1, t_2) + B(t_2, t_1) + B(t_2, t_2)) ds \right]^\frac{1}{2}.
\]

When \( \tau = t \), we apply (1.5) and (3.5) to obtain

\[
B(\tau, t) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \Gamma_{k_2}(\tau, x; s, y) f(y - z) \Gamma_{k_2}(\tau, x; s, z) dydz
\]

\[
= \int_{\mathbb{R}^d} \exp \left( - \frac{4\pi^2(\tau - s)|\xi|^2}{k_2} \right) \mu_f(d\xi) \leq C(\tau - s)^{\eta - 1},
\]

where the constant \( C \) is independent of \( \tau, s, \) and \( x \). For the case \( \tau \neq t \), we also have

\[
B(\tau, t) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \Gamma_{k_2}(\tau, x; s, y) f(y - z) \Gamma_{k_2}(t, x; s, z) dydz
\]

\[
= \int_{\mathbb{R}^d} \exp \left( - \frac{2\pi^2(\tau - s)|\xi|^2}{k_2} \right) \exp \left( - \frac{2\pi^2(t - s)|\xi|^2}{k_2} \right) \mu_f(d\xi)
\]

\[
\leq C \max \{ (\tau - s)^{\eta - 1}, (t - s)^{\eta - 1} \},
\]

where \( C \) is a constant independent of \( \tau, s, \) and \( x \). Therefore, the estimate (3.7) shows

\[
I_2 \leq C(t_1 - t_2) \frac{\#p}{2} \left( \int_0^{t_2} (t_2 - s)^{\eta - \theta - 1} ds \right)^\frac{1}{2},
\]

where \( C \) is a constant independent of \( t_1, t_2, \) and \( x \). For any \( \varepsilon > 0 \) small enough, we take the constant \( \theta = \eta - 2\varepsilon \). Similar to the proof in Step 1, we get that for any \( \varepsilon > 0 \), the function \( U \) has a modification, of which the trajectories are Hölder continuous in \( t \in [0, T] \) with the exponent \( (\eta/2 - \varepsilon) \).

For the joint space-time Hölder regularity, note that the following estimate

\[
E[|u(t_1, x_1) - u(t_2, x_2)|^p] \leq CE[|u(t_1, x_1) - u(t_1, x_2)|^p] + CE[|u(t_1, x_2) - u(t_2, x_2)|^p]
\]

\[
\leq C(|x_1 - x_2|^{\eta - \varepsilon} + |t_1 - t_2|^{\eta/2 - \varepsilon}),
\]

holds for all \( t_1, t_2 \in [0, T], x_1, x_2 \in \overline{\mathcal{D}} \), and \( \varepsilon > 0 \) small enough, where \( C \) is a constant independent of \( t_1, t_2, x_1, \) and \( x_2 \). Then we can apply Lemma 3.2 to complete the proof.

We conclude this paper with the proof of Lemma 3.1.

**Proof of Lemma 3.1.** For any \( x, z \in \overline{\mathcal{D}} \), define the infimum length of paths in \( \mathcal{P}_{x,z} \) as \( d_D(x, z) \). Obviously, for a fixed bounded domain \( D \) with \( C^{1+\beta} \) boundary, the function \( d_D(x, z) \) is uniformly bounded (the upper bound is independent of the choice of points \( x \) and \( z \)). Moreover, there exists a continuous path with the endpoints \( x \) and \( z \), which satisfies that each point on path is in \( \overline{D} \), and the length of this path is \( d_D(x, z) \).
Suppose the constant $K_D$ does not exist, then there exist two sequences of points 
\[ \{x_n\}_{n \in \mathbb{N}} \text{ and } \{z_n\}_{n \in \mathbb{N}} \] 
such that $x_n, z_n \in \overline{D}$ for all $n \in \mathbb{N}$ and
\[
\lim_{n \to \infty} \frac{d_D(x_n, z_n)}{|x_n - z_n|} = \infty,
\]
which gives $|x_n - z_n|^{\frac{n}{\infty}} \to 0$. Since the domain $D$ is bounded, we can take the subsequences of 
\[ \{x_n\}_{n \in \mathbb{N}} \text{ and } \{z_n\}_{n \in \mathbb{N}} \] 
which also denote as $\{x_n\}_{n \in \mathbb{N}}$ and $\{z_n\}_{n \in \mathbb{N}}$ for convenience, such that $x_n$ and $z_n$ converge to the same point $e$ as $n \to \infty$. When $e$ in the interior of $D$, there exists a constant $\rho_1 > 0$ such that $B_{\rho_1}(e) \subset D$. Take $N$ large enough such that $x_n, z_n \in B_{\rho_1}(e)$ for any $n > N$. Then it is easy to find $d_D(x_n, z_n) = |x_n - z_n|$, which is contrary to (3.8).

For the case that $e \in \partial D$, define $\rho_0$ as the constant in Definition 2.1. Based on Definition 2.1, we can find a local coordinate system $(y^1, \ldots, y^d)$ such that the intersection of $B_{\rho_0}(e)$ with $\partial D$ has the form $y^1 = \Psi(y^2, \ldots, y^d)$. Without loss of generality, we assume that the origin of local coordinate system is $e$, and the set $\{y^1 \in B_{\rho_0}(e) | y^1 \leq \Psi(y^2, \ldots, y^d)\}$

is in $\overline{D}$ (otherwise we use a new local coordinate system $(\bar{y}^1, \ldots, \bar{y}^d)$ and a new function $\bar{\Psi}$ such that $\bar{y}^1 = y^1$, $\bar{\Psi} = \Psi$, and $\bar{y}^i = y^i$ for $i = 2, \ldots, d$). Take $N$ large enough such that $x_n, z_n \in B_{\rho_0}(e)$ for all $n > N$. Now we fix $n > N$, and only consider the situation that the line segment $x_n z_n$ has the intersection with $\partial D$ ($x_n, z_n$ denotes the line segment with the endpoints $x$ and $z$). Define the points $\bar{x}_n$ and $\bar{z}_n$ in the set $x_n z_n \cap \partial D$ as the closest points to $x$ and $z$, respectively. Then the line segment $\bar{x}_n \bar{z}_n$ has the representation
\[
\bar{y}_n(s) = (\bar{y}^1_n(s), \bar{y}^2_n(s), \ldots, \bar{y}^d_n(s)) := \bar{x}_n + s(\bar{z}_n - \bar{x}_n), \quad s \in [0, 1]
\]
in the local coordinate system. Define a curve segment
\[
C_{\bar{x}_n \bar{z}_n} := (\Psi(\bar{y}^1_n(s), \bar{y}^2_n(s), \ldots, \bar{y}^d_n(s)), \bar{y}^2_n(s), \ldots, \bar{y}^d_n(s)), \quad s \in [0, 1],
\]
then the curve segment $C_{\bar{x}_n \bar{z}_n}$ has the following properties:

(i) each point of $C_{\bar{x}_n \bar{z}_n}$ is on the boundary $\partial D$;

(ii) the endpoints of $C_{\bar{x}_n \bar{z}_n}$ are $\bar{x}_n$ and $\bar{z}_n$;

(iii) the projection of $C_{\bar{x}_n \bar{z}_n}$ on the surface $y^1 = 0$ is the same as the one of $x_n \bar{z}_n$.

We claim that for a fixed point $e$, there exists a constant $K_1 > 1$, which is independent of $n$, such that the length of $C_{\bar{x}_n \bar{z}_n}$ is bounded by $K_1|x_n - \bar{z}_n|$. This fact can be proved by the definition of integrating along curves and the boundedness of the first derivatives of $\Psi$. Therefore, the continuous path $x_n \bar{x}_n - C_{\bar{x}_n \bar{z}_n} - \bar{z}_n \bar{z}_n$ is in $\overline{D}$ and the length is bounded by $K_1|x_n - \bar{z}_n|$. This property contradicts to (3.8), which proves Lemma 3.1. 
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