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Abstract
The paper deals with second order parabolic equations on bounded domains with
Dirichlet conditions in arbitrary Euclidean spaces. Their interest comes from being
models for describing reaction-diffusion processes in several frameworks. A linear diffusion
term in divergence form is included which generates a strongly elliptic differential
operator. A further linear part, of integral type, is present which accounts of nonlocal
diffusion behaviours. The main result provides a unifying method for studying the existence and localization of solutions satisfying nonlocal associated boundary conditions. The Cauchy multipoint and the mean value conditions are included in this investigation. The problem is transformed into its abstract setting and the proofs are based on the homotopic invariance of the Leray–Schauder topological degree. A bounding function (i.e. Lyapunov-like function) theory is developed, which is new in this infinite dimensional context. It allows that the associated vector fields have no fixed points on the boundary of their domains and then it makes possible the use of a degree argument.
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1 Introduction
The paper deals with the second order parabolic equation
\[
\frac{\partial u(t, \xi)}{\partial t} = \sum_{i,j=1}^{n} \frac{\partial}{\partial \xi_i} \left( a_{i,j}(\xi) \frac{\partial u(t, \xi)}{\partial \xi_j} \right) + \int_{D} k(\xi, y)u(t, y)dy - bu(t, \xi) + g(t, u(t, \xi))
\]  
(1.1)
with \( t \in [0, T] \) and \( \xi \in D \subset \mathbb{R}^n \), where \( D \) is a bounded domain with a sufficiently regular boundary \( \partial D \). The coefficients \( a_{i,j} \in C^1(\overline{D}) \) for \( i, j = 1, \ldots, n \), are symmetric i.e.
\[
a_{i,j}(\xi) = a_{j,i}(\xi), \quad \xi \in \overline{D} \quad \text{for} \ i, j = 1, \ldots, n \ \text{with} \ i \neq j
\]  
(1.2)
and there is a value $C_0 > 0$ such that
\[ C_0 \| \sigma \|^2 \leq \sum_{i,j=1}^n a_{i,j}(\xi) \sigma_i \sigma_j \quad \text{for all } \sigma \in \mathbb{R}^n. \] (1.3)

Moreover $b > 0$ is a prescribed constant, $k : D \times D \to \mathbb{R}$ and $g : [0, T] \times \mathbb{R} \to \mathbb{R}$ are two given maps. The solution is subject to the Dirichlet boundary conditions
\[ u(t, \xi) = 0, \quad \text{for } t \in [0, T], \xi \in \partial D. \] (1.4)

Equation (1.1) is a model for reaction-diffusion processes in many frameworks and hence it is widely investigated. We refer to the recent monographs [11], [15], [27] and [35] for a wide discussion on parabolic dynamics. The symmetric second order differential operator in its r.h.s. accounts of diffusion behaviours of a punctual type while the nonlocal term in integral form includes long distance diffusive interactions or memory effects. When $a_{i,j}(\xi) \equiv \delta_{i,j} = \begin{cases} 0 & i \neq j \\ 1 & i = j \end{cases}$, the differential term on the right hand side of (1.1) simply reduces to the Laplace operator and hence (1.1) becomes
\[ u_t(t, \xi) = \Delta u(t, \xi) + \int_D k(\xi, y) u(t, y) \, dy - bu(t, \xi) + g(t, u(t, \xi)), \quad t \in [0, T], \xi \in D. \]

We always assume that
\[
(i) \quad g \text{ is continuous and there exist } L > 0 \text{ and } \beta \in (0, 1) \text{ such that } \\
\quad |g(t, \xi) - g(t, y)| \leq L \max\{|\xi - y|^{\beta}, |\xi - y|\}, \quad \text{for } t \in [0, T], \xi, y \in \mathbb{R},
\]
\[
(ii) \quad k \in L^\infty(D \times D) \text{ and } 0 \leq k(\xi, y) \leq 1 \text{ for a.a. } \xi, y \in \mathbb{D}.
\]

By the estimate in (1.5) (i) the function $g$ has a sublinear growth in its second variable $\xi$ when $|\xi| \to \infty$, for every $t \in [0, T]$; $g$ is also Hölder continuous with exponent $\beta$ in $\xi$ for every $t$ and then, in particular, $g(t, \xi)$ may approach $g(t, 0)$ as $|\xi|^{\beta}$ when $\xi \to 0$.

When $k(\xi, y) := h(\xi - y)$ for a.a. $\xi, y \in \mathbb{D}$ with $h \in L^\infty(\mathbb{D})$ and $0 \leq h(\xi) \leq 1$ for a.a. $\xi \in \mathbb{D}$, the integral term in (1.1) can be written in the form $h \ast u(t, \cdot)$, i.e. is a convolution product with convolution kernel $h$.

As usual $L^p(\mathbb{D})$ denotes the Lebesgue space $L^p(\mathbb{D}, \mathbb{R})$ and we always restrict to the case when
\[ 1 < p < \infty. \]

Under conditions (1.2) and (1.3) the linear elliptic partial differential operator in divergence form $A_p : W^{2,p}(\mathbb{D}) \cap W_0^{1,p}(\mathbb{D}) \to L^p(\mathbb{D})$ given by
\[ A_p(v)(x) = \sum_{i,j=1}^n \frac{\partial}{\partial x_i} \left( a_{ij}(x) \frac{\partial v(x)}{\partial x_j} \right) \] (1.6)
is well-defined and it is the infinitesimal generator of an analytic semigroup of contractions $\{S(t)\}_{t \geq 0}$ in $L^p(\mathbb{D})$ (see e.g. [29, Theorem 3.6 p. 215]); we refer to Section 2 for an additional discussion about this semigroup.
The abstract formulation of (1.1) takes the form
\[ x'(t) = Ax(t) + f(t, x(t)), \quad t \in [0, T], \ x \in L^p(D) \] (1.7)
with
\[ x(t) := u(t, \cdot), \quad \text{for } t \in [0, T]. \] (1.8)
As usual (1.7) is obtained by equation (1.1) when \( u \) is no longer considered as a function of the variables \( t \) and \( \xi \), but as a mapping \( t \mapsto u(t, \cdot) \) with \( t \in [0, T] \) and \( u(t, \cdot) \) in a suitable function space. For short in (1.7) we simply denote with \( A \) the linear operator while the function \( f: [0, T] \times L^p(D) \to L^p(D) \) includes all the additional terms in (1.1) (see formula (4.3) in Section 4).

By a solution of (1.1) we mean a function \( u: [0, T] \times D \to \mathbb{R} \) with \( u(t, \cdot) \in L^p(D) \) for all \( t \in [0, T] \) such that the corresponding function \( x \) introduced in (1.8) belongs to \( C([0, T], L^p(D)) \) and it is a solution of (1.7) in integral form, i.e. \( x \) is a mild solution (see Definition (3.1)) of (1.7).

The existence of solutions to (1.1) which satisfy given nonlocal conditions displays a growing interest for the possibility of these trajectories to capture additional information about the dynamics. We mention, for instance, the mean value condition.

\[ u(0, \xi) = \frac{1}{T} \int_0^T u(t, \xi) \, dt, \quad \text{for a.a. } \xi \in D \] (1.9)
and the multipoint condition

\[ u(0, \xi) = \sum_{i=1}^{q} \alpha_i u(t_i, \xi) \text{ with } t_i \in (0, T], \alpha_i \in \mathbb{R}, i = 1, \ldots, q \text{ and a.a. } \xi \in D. \] (1.10)

The linear parabolic case with no integral term and boundary conditions as in (1.10) is in Chabrowski [7]: the study is based on a maximum principle and the use of a Green function. The model in Deng [10] deals with the evolution of a small quantity of gas in a tube; the nonlocal condition is of integral type (see (1.9)) and \( t \) varies on a half-line; the nonlinear term is smooth and also the asymptotic behaviour of the solution at infinity is discussed. The nonlocal condition in Jackson [18] is quite general and possibly nonlinear. Pao [28] treated the existence and multiplicity of solutions between a pair of ordered upper and lower solution again in a smooth model which also includes a nonlocal initial condition. Infante-Maciejewski [17] and Xue [34] studied systems of two equations with an elliptic part given by the Laplace operator; while the latter is based on a fixed point argument, in the former a degree argument is used and the appearance of positive solutions is proved; strong growth restrictions on the terms are assumed in both papers. The model introduced by Zhu-Li [37] is quite general, again with integral nonlocal conditions, but the growth and regularity conditions are rather strong and given in implicit form. A degree argument is used also by Benedetti-Loi-Taddei [3], combined with an approximation solvability method and it seems especially useful for treating the case when the nonlinearity depends on some weighted mean value of the solution. At last the model proposed by Viorel [31] has an autonomous nonlinearity of polynomial type with a superlinear growth at infinity.

We will prove the following result on the existence of solutions satisfying the above boundary conditions. Notice that our model has quite general regularity conditions and no
growth restrictions on its term. As usual the symbol \(|D|\) denotes the Lebesgue measure of the set \(D\).

**Theorem 1.1.** Consider equation (1.1) with \(a_{i,j} \in C^1(D)\), \(i, j = 1, \ldots, n\) satisfying (1.2), (1.3). Assume conditions in (1.5) and let \(b > L + |D|\). Then problem (1.1)-(1.4)

(i) admits a solution satisfying condition (1.9);

(ii) admits a solution satisfying condition (1.10) provided that

\[
\sum_{i=1}^{q} |\alpha_i| \leq 1.
\]

The paper contains a wider discussion which involves the quite general nonlocal condition

\[
x(0) = M(x)
\]

(1.11)

where \(M: C([0, T], L^p(D)) \to L^p(D)\) and \(x\) is the function defined in (1.8). It is clear that (1.9), (1.10) and the Cauchy condition \(x(0) = x_0 = u(0, \cdot)\) satisfy (1.11). Notice moreover that

(i) the periodic condition: \(M(x) = x(T) = u(T, \cdot)\);

(ii) the antiperiodic condition: \(M(x) = -x(T) = u(T, \cdot)\)

are special cases of (1.10). We remark that (1.11) also includes nonlinear conditions such as

\[
u(0, \xi) = G \left( \int_0^T h(t)u(t, \xi) \, dt \right), \quad \xi \in D
\]

with suitable \(h : [0, T] \to \mathbb{R}\) and \(G : \mathbb{R} \to \mathbb{R}\) introduced for instance in \([4]\) (see Example 5) in the framework of age-population models.

The proof of Theorem 1.1 is in Section 4 where there is a quite general discussion about problem (1.1)-(1.4)-(1.11) (see Theorem 4.1). The results are based on a unifying approach of topological type on the abstract setting, i.e., for equation (3.1) (see Section 3), a degree argument, in particular, is used there which makes then possible to avoid strong restrictions on the terms of (1.1) as already noted about Theorem 1.1. On the other hand, the involved vector fields need to be fixed-points free on their boundary; the property is obtained by a bounding function (i.e., Lyapunov-like) method which is original in this infinite dimensional setting; the method is discussed in Section 5. Section 2 contains some notation and preliminary results.

Several Banach spaces appear in this paper; we simply use the symbol \(\| \cdot \|\) to denote the norm in all of them when it is clear from the context which is, each time, the involved space. The symbol \(E^*\) stands for the dual space of \(E\).
2 Preliminary results and notation

Let $E$ be a Banach space. A family of linear, bounded operators $S(t) : E \to E$, for $t$ in the interval $[0, \infty)$, is called a $C_0$-semigroup if the following conditions are satisfied:

(a) $S(0) = I$;
(b) $S(t+r) = S(t)S(r) = S(r)S(t)$ for $t, r \in [0, \infty)$;
(c) the function $t \to S(t)x$ is continuous on $[0, \infty)$, for every $x \in E$.

The infinitesimal generator of $S(t)$ is the linear operator $A$ defined by

$$Ax = \lim_{h \to 0^+} \frac{(S(h) - I)x}{h}, \quad x \in D(A)$$

with

$$D(A) := \left\{ x \in E : \lim_{h \to 0^+} \frac{(S(h) - I)x}{h} \text{ exists} \right\}.$$

We refer to [25], [29], [33] for the theory of semigroups. Here we only restrict to those properties which are needed in our investigation.

As a straightforward consequence of (c) (see e.g. [29, Theorem 2.4 p.4]), we obtain

$$\lim_{h \to 0} \frac{1}{h} \int_t^{t+h} S(s)x \, ds = S(t)x, \quad t \geq 0, \, x \in E. \quad (2.1)$$

Every $C_0$-semigroup is bounded, for $t$ in a bounded interval, (see e.g. [29, Theorem 2.2 p.4]), in the space $L(E)$ of linear, bounded operators. When further $\|S(t)\| \leq 1$ for $t \geq 0$, the semigroup $\{S(t)\}_{t \geq 0}$ is said to be a contraction semigroup. It is easy to see that every contraction semigroup satisfies

$$S(t)rB \subseteq rB, \quad \text{for } r > 0, \, t \geq 0, \quad (2.2)$$

where $B$ is the open unit ball in $E$ centered at 0. The semigroup $\{S(t)\}_{t \geq 0}$ is said:

- compact if $S(t)$ is compact, for $t > 0$;
- uniformly differentiable if the map $t \mapsto S(t)$ defined on $[0, \infty)$ with values in $L(E)$ is differentiable for every $t > 0$ (see e.g. [33, Definition 6.3.2]).

For $0 < \theta \leq \pi$ define the sector

$$C_\theta := \{ z \in \mathbb{C} : -\theta < \arg z < \theta \}.$$

Clearly

$$\overline{C_\theta} = \{ z \in \mathbb{C} : -\theta \leq \arg z \leq \theta \} \cup \{0\}.$$

**Definition 2.1.** ([33, Definition 7.1.1]) The $C_0$-semigroup $\{S(t)\}_{t \geq 0}$ is said to be analytic if there is $\theta \in (0, \pi]$ and a mapping $\tilde{S} : \overline{C_\theta} \to L(E)$ such that

(i) $S(t) = \tilde{S}(t), \, t \geq 0$;
(ii) $\tilde{S}(z + w) = \tilde{S}(z)\tilde{S}(w)$ for $z, w \in \overline{C_\theta}$.
satisfying the following conditions

(iii) \( \lim_{z \in C_\theta, z \to 0} \tilde{S}(z)x = x \) for \( x \in E \);

(iv) the mapping \( z \mapsto \tilde{S}(z) \) is analytic from \( C_\theta \) to \( L(E) \).

**Lemma 2.1.** ([33, Corollary 3.5.1]) Let \( A : D(A) \subseteq E \to E \) be the infinitesimal generator of a \( C_0 \)-semigroup. The map \( \| \cdot \|_{D(A)} : D(A) \to \mathbb{R} \) given by

\[
\|x\|_{D(A)} := \|x\| + \|Ax\|
\]

defines a norm in \( D(A) \), called graph norm, with respect to which \( D(A) \) is a Banach space.

We make use, in the sequel, of the following compactness condition which involves the graph norm.

**Proposition 2.1.** ([33, Corollary 6.3.2]) Let \( A : D(A) \subseteq E \to E \) be the infinitesimal generator of a uniformly differentiable \( C_0 \)-semigroup of contractions. If \( D(A) \), endowed with the graph norm, is compactly embedded in \( E \), then the semigroup generated by \( A \) is compact.

We complete this brief discussion about semigroup theory with an important result about the semigroup generated by the elliptic operator introduced in (1.6).

**Theorem 2.1.** Consider the linear operator \( A_p \) defined in (1.6). When conditions (1.2), (1.3) are satisfied, the semigroup generated by \( A_p \) is compact.

**Proof.** The linear operator \( A_p \) is the infinitesimal generator of an analytic semigroup of contractions on \( L^p(D) \) (see e.g. [29, Theorem 3.6 p.215]). In particular, the semigroup is uniformly differentiable. \( A_p \) is also strongly elliptic of order 2 by conditions (1.2), (1.3). Therefore, the following estimate holds (see e.g. [29, Theorem 3.1 p.212])

\[
\|v\|_{W^{2,p}(D)} \leq C \left( \|Av\|_{L^p(D)} + \|v\|_{L^p(D)} \right) = Cv\|_{D(A_p)}, \quad v \in D(A_p),
\]

for some \( C > 0 \). Hence, the Banach space \( (D(A_p), \| \cdot \|_{D(A_p)}) \) is continuously embedded into the space \( (D(A_p), \| \cdot \|_{W^{2,p}(D)}) \). By Sobolev-Rellich-Kondrachov Theorem (see e.g. [33, Theorem 1.5.4]) the embedding of \( (D(A_p), \| \cdot \|_{W^{2,p}(D)}) \) into \( (D(A_p), \| \cdot \|_{L^p(D)}) \) is compact. We obtained that the embedding of \( (D(A_p), \| \cdot \|_{D(A_p)}) \) into \( (D(A_p), \| \cdot \|_{L^p(D)}) \) is compact. We complete the proof by means of Proposition 2.1. \( \square \)

**Definition 2.2.** ([19, Definition 4.2.1]) A sequence \( \{f_n\} \subseteq L^1([a,b], E) \) is said to be semicompact if it is integrably bounded, i.e. \( \|f_n(t)\| \leq \nu(t) \) for a.a. \( t \in [a,b] \) and all \( n \in \mathbb{N} \) with \( \nu \in L^1([a,b], E) \), and the set \( \{f_n(t)\} \) is relatively compact for a.a. \( t \in [a,b] \).

We recall now a useful compactness result in the space of continuous function, involving semicompact sequences.

**Theorem 2.2.** ([19, Theorem 5.1.1,]) Let \( G : L^1([a,b], E) \to C([a,b], E) \) be an operator satisfying the following conditions

(i) there exists \( \sigma \geq 0 \) such that

\[
\|Gf - Gg\| \leq \sigma\|f - g\|
\]
(ii) for any compact $K \subset E$ and sequence $\{f_n\} \subset L^1([a,b], E)$ such that $\{f_n(t)\} \subset K$ for a.a. $t \in [a,b]$, the weak convergence $f_n \rightharpoonup f_0$ in $L^1([a,b], E)$ implies that $Gf_n \rightharpoonup Gf_0$.

Then, for every semicompact sequence $\{f_n\} \subset L^1([a,b], E)$ the sequence $\{Gf_n\}$ is relatively compact in $C([a,b], E)$ and, moreover, if $f_n \rightharpoonup f_0$ then $Gf_n \rightharpoonup Gf_0$.

**Example 2.1.** Let $\{S(t)\}_{t \geq 0}$ be a (not necessarily compact) $C_0$-semigroup. Then, the associated Cauchy operator $G : L^1([a,b], E) \rightarrow C([a,b], E)$ defined by

$$Gf(t) = \int_a^t S(t-s)f(s) \, ds$$

satisfies conditions (i) and (ii) in Theorem 2.2 (see e.g. [19, Lemma 4.2.1]).

A function $f : X \rightarrow Y$ between the Banach spaces $X$ and $Y$ is said to be completely continuous if it is continuous and maps bounded subsets $U \subset X$ into relatively compact subsets of $Y$. Given a nonempty, open and bounded set $U \subset X$ and a completely continuous map $g : U \rightarrow X$ satisfying $x \neq g(x)$ for all $x \in \partial U$, then for the corresponding vector field $i - g$ (where $i$ denotes the identity map on $X$) the Leray-Schauder topological degree $\deg(i - g, U)$ is well-defined (see, e.g. [22, 23]) and it satisfies the usual properties.

### 3 Nonlocal solutions in Banach spaces

In this part we deal with the equation (3.1). Indeed, in order to lead a discussion as general as possible, we let $t$ varying in an arbitrary interval $[a, b]$ and $x$ in a reflexive Banach space $E$ i.e. we consider

$$x'(t) = Ax(t) + f(t, x(t)), \quad t \in [a, b], \; x \in E. \quad (3.1)$$

We assume that

(A) $A$ is a linear, not necessarily bounded, operator with $A : D(A) \subset E \rightarrow E$ and it generates a compact $C_0$-semigroup of contractions $S : [0, \infty) \rightarrow \mathcal{L}(E)$ (see Section 2 for details);

(f) the function $f : [a, b] \times E \rightarrow E$ is continuous and for every $\Omega \subset E$ bounded there is $\nu_\Omega \in L^1([a, b])$ such that $\|f(t, x)\| \leq \nu_\Omega(t)$ for a.a. $t \in [a, b]$ and $x \in \Omega$.

We consider mild solutions of (3.1), that is functions $x \in C([a,b], E)$ which satisfy (3.1) in integral form; more precisely

**Definition 3.1.** A function $x \in C([a,b], E)$ is said to be a mild solution of the equation (3.1) if

$$x(t) = S(t-a)x(a) + \int_a^t S(t-s)f(s, x(s)) \, ds, \quad t \in [a, b]. \quad (3.2)$$

We combine equation (3.1) with a nonlocal condition

$$x(a) = M(x), \quad (3.3)$$

where $M : C([a,b], E) \rightarrow E$. We assume that (see below formula (2.2) for the symbol $B$)
(m₀) there exists a positive constant r such that $M(C([a,b],rB)) \subseteq rB$;

(m₁) if $\{x_n\} \subset C([a,b],rB)$ and $x_n(t) \to x(t)$ for $t \in (a,b)$ with $x \in C([a,b],E)$, then $M(x_n) \to M(x)$ as $n \to \infty$.

Remark 3.1. By condition (m₁), the function $M$ is clearly continuous, when restricted to $C([a,b],rB)$.

The study of problem (3.1)-(3.3) very naturally leads to be performed with a topological method. It was initiated by Byszewski [6] and the nonlocal condition there is of the type

$$x(a) + g(t_1, \ldots, t_p, x(t_1), \ldots, x(t_p)) = x_0,$$

hence possibly nonlinear. Additional results can be found in [3], [5], [8], [20], [24], [34] and [38] (see also the references there). A fixed point theorem is used in all these papers such as the Banach contraction principle, the Schauder fixed point theorem or the fixed point theorem for condensing maps; hence, strong growth and regularity assumptions are needed, such as the compactness of the function involved in the nonlocal condition or the sublinearity of the nonlinear term with respect to the variable $x$.

A topological degree was introduced by Ćwiszewski-Kokocki [9] (see also [21]) for the study of a periodic problem. A new approximation solvability method, involving a degree argument, was used in Benedetti-Loi-Taddei [3], it allows to treat nonlinear terms satisfying the very general growth condition in (f) but requires the continuity of $f(t,\cdot)$ with respect to the weak topology in $E$ for a.a. $t$ and the linearity of $M$. Despite, like the above mentioned results, in this paper we use the invariance of an appropriate topological degree by an homotopic field, our new technique allows to assume the very general growth condition (f) and we do not need any compactness or linearity conditions on $M$. However, in order that such an invariance is satisfied, the vector fields need to be fixed-points free on the boundary of their domains (see Section 2). This is usually known as the transversality condition which is strictly related to the notion of bounding function (i.e. Lyapunov-like function, see Definition 3.2) and Section 5.

In some cases (see e.g. [2], [8], [20] and [34]) the discussion took place in the multivalued setting. We claim that, with minor changes, the present investigation can be generalized to multivalued dynamics.

Definition 3.2. Let $K \subset E$ be nonempty, open and bounded. A function $V: E \to \mathbb{R}$ satisfying

(V1) $V/\partial K = 0$, $V/K \leq 0$;

(V2) $\liminf_{h \to 0^+} \frac{V(x + hf(t,x))}{h} < 0$, for all $t \in (a,b)$ and $x \in \partial K$;

is said to be a bounding function for equation (3.1).

By means of this tool we can use the Leray-Schauder degree theory in order to prove the following result.
Theorem 3.1. Consider the b.v.p. (3.1) - (3.3) under conditions (A), (f), (m_0) and (m_1). Let there exists a locally Lipschitzian bounding function $V : E \to \mathbb{R}$ of (3.1) with $K := rB$ and $r$ as in (m_0). Then problem (3.1) - (3.3) admits at least one mild solution $x \in C([a, b], rB)$.

Proof. The proof splits into two parts. By means of the homotopic invariance of the Leray-Schauder degree, we first solve an initial value problem associated to equation (3.1) in an arbitrary interval $[a + \frac{1}{m}, b]$ with $m \in \mathbb{N}$ sufficiently large (see (3.7) - (3.8) with $\lambda = 1$). The compactness of the semigroup $S(t)$ is fundamental in this reasoning and this is why we restrict to the interval $[a + \frac{1}{m}, b]$. In such a way we get a sequence $\{x_m\}$ of continuous functions taking values in $rB$. Then we obtain a solution of the original problem (3.1)-(3.3) by passing to the limit in the sequence $\{x_m\}$. Let $Q := C([a, b], rB)$ with $r > 0$ as in (m_0) and $m \in \mathbb{N}$ such that $a + \frac{1}{m} < b$. Notice that, since $\{S(t)\}_{t \geq 0}$ is a semigroup of contractions, it follows that $S(t)rB \subseteq rB$, $t \geq 0$.

STEP 1. We define the map $\mathcal{I}_m : Q \times [0, 1] \to C([a, b], E)$ as follows

$$
\mathcal{I}_m(q, \lambda)(t) = \begin{cases}
\lambda S(\frac{1}{m})M(q) & t \in [a, a + \frac{1}{m}]
\lambda S(t - a)M(q) + \lambda \int_{a+\frac{1}{m}}^t S(t - s)f(s, q(s))ds & t \in [a + \frac{1}{m}, b],
\end{cases}
$$

(3.4)

which, according to (A) and (f), is well defined.

With $q$, $\lambda$ and $m$ as before, let $y_{q, \lambda}, \eta_{q, \lambda} : [a + \frac{1}{m}, b] \to E$ be given by

$$
y_{q, \lambda}(t) := \lambda S(t - a)M(q), \quad \eta_{q, \lambda}(t) := \lambda \int_{a+\frac{1}{m}}^t S(t - s)f(s, q(s))ds;
$$

(3.5)

notice that

$$
\mathcal{I}_m(q, \lambda)(t) = y_{q, \lambda}(t) + \eta_{q, \lambda}(t), \quad t \in [a + \frac{1}{m}, b].
$$

By the equality

$$
S(t - \frac{1}{m} - a) \left[ \lambda S(\frac{1}{m})M(q) \right] = \lambda S(t - a)M(q), \quad t \in [a + \frac{1}{m}, b]
$$

we obtain that the function $x := \mathcal{I}_m(q, \lambda)$ is the unique solution (see [29] Corollary 2.2 p.106) of the linear initial value problem

$$
\begin{cases}
z'(t) = Az(t) + \lambda f(t, q(t)), & t \in [a + \frac{1}{m}, b]
z(a + \frac{1}{m}) = \lambda S(\frac{1}{m})M(q).
\end{cases}
$$

(3.6)

In particular, every fixed point $x = \mathcal{I}_m(x, \lambda)$, with $x \in Q$ and $\lambda \in [0, 1]$ is a mild solution of the equation

$$
x'(t) = Ax(t) + \lambda f(t, x(t)), \quad t \in [a + \frac{1}{m}, b]
$$

(3.7)

(see Definition 3.1) which satisfies

$$
x(a + \frac{1}{m}) = \lambda S(\frac{1}{m})M(x).
$$

(3.8)

We will show that $\mathcal{I}_m(\cdot, 1)$ has a fixed point $x_m = \mathcal{I}_m(x_m, 1)$, with $x_m \in Q$. 
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The use of a topological method then arises quite naturally and hence we investigate, in the following, the regularity properties of the map $\mathcal{T}_m$.

(1a) First we show that $\mathcal{T}_m$ is continuous. In fact, let $\{q_n\} \subset Q$ satisfying $q_n \to q$ in $C([a,b], E)$ and let $\{\lambda_n\} \subset [0,1]$ with $\lambda_n \to \lambda$. For every $n \in \mathbb{N}$, the function $x_n := \mathcal{T}_m(q_n, \lambda_n)$ is such that
\[
x_n(t) = \begin{cases} \lambda_n S(\frac{1}{m}t)M(q_n), & t \in [a, a + \frac{1}{m}] \\ y_{q_n, \lambda_n}(t) + \eta_{q_n, \lambda_n}(t) & t \in [a + \frac{1}{m}, b] \end{cases}
\]  
(3.9)
(see (3.8)). Put $x := \mathcal{T}_m(q, \lambda)$. Since, by (A), $\|S(t)\| \leq 1$ for $t \geq 0$, when $t \in [a, a + \frac{1}{m}]$ we have that
\[
\|x_n(t) - x(t)\| = \|\lambda_n S(\frac{1}{m}t)M(q_n) - \lambda S(\frac{1}{m}t)M(q)\| \\
\leq |\lambda_n - \lambda|\|S(\frac{1}{m}t)M(q_n)\| + \lambda\|S(\frac{1}{m}t)[M(q_n) - M(q)]\| \\
\leq |\lambda_n - \lambda|\|M(q_n)\| + \lambda\|M(q_n) - M(q)\|.
\]

Since $M(q_n) \to M(q)$ in $E$ (see Remark 3.1) hence, in particular, $\{M(q_n)\}$ is bounded in $E$, we obtain that $x_n \to x$ in $C([a, a + \frac{1}{m}], E)$.

Similarly it is easy to prove that
\[
y_{q_n, \lambda_n} \to y_{q, \lambda} \text{ in } C([a + \frac{1}{m}, b], E). \tag{3.10}
\]

Notice that, by (f) and the convergence of $\{q_n\}$ to $q$, it follows that $f(t, q_n(t)) \to f(t, q(t))$, $t \in [a, b]$. Again by (f) the convergence is also dominated since
\[
\|f(t, q_n(t))\| \leq \nu(t), \quad \text{for a.a. } t \in [a, b]. \tag{3.11}
\]

By the Lebesgue dominated convergence theorem we conclude that, for every $t \in [a + \frac{1}{m}, b]$,
\[
\|\eta_{q_n, \lambda_n}(t) - \eta_{q, \lambda}(t)\| \leq |\lambda_n - \lambda| \int_{a + \frac{1}{m}}^{t} \|S(t - s)f(s, q_n(s))ds\| + \\
\lambda \int_{a + \frac{1}{m}}^{t} \|S(t - s)[f(s, q_n(s)) - f(s, q(s))]ds\| \\
\leq |\lambda_n - \lambda| \int_{a + \frac{1}{m}}^{b} \nu(t)ds + \lambda \int_{a + \frac{1}{m}}^{b} \|f(s, q_n(s)) - f(s, q(s))\|ds \to 0.
\]

Hence $\eta_{q_n, \lambda_n} \to \eta_{q, \lambda}$ in $C([a + \frac{1}{m}, b], E)$ and by (3.10) this proves that $x_n \to x$ in $C([a, b], E)$, i.e. $\mathcal{T}_m$ is a continuous operator.

(1b) Now we show that $\mathcal{T}_m$ is compact. To this aim consider a sequence $\{x_n\} \subset \mathcal{T}_m(Q \times [0,1])$ which implies the existence of $\{q_n\} \subset Q$ and $\{\lambda_n\} \subset [0,1]$ such that $x_n = \mathcal{T}_m(q_n, \lambda_n)$, i.e. $x_n$ satisfies condition (3.9), for all $n \in \mathbb{N}$. With no loss of generality we can restrict to a subsequence, as usual denoted as the sequence, such that $\lambda_n \to \lambda \in [0,1]$.

First consider the interval $[a, a + \frac{1}{m}]$. Since, by (m_0), the sequence $\{M(q_n)\} \subset \mathcal{B}$ bounded and the semigroup $\{S(t)\}_{t \geq 0}$ is compact, we obtain that $x_n$ is relatively compact in $C([a, a + \frac{1}{m}], E)$.

Let $t \in [a + \frac{1}{m}, b]$. As before the set $\{y_{q_n, \lambda_n}(t)\} \subset E$ is relatively compact in $E$. We prove now that $\{y_{q_n, \lambda_n}\}$ is equicontinuous in $[a + \frac{1}{m}, b]$. Let, in fact, $t \in [a + \frac{1}{m}, b]$ and $\varepsilon > 0$.

The compactness of $\{S(t)\}_{t \geq 0}$ implies the continuity of $S$: $(0, \infty) \to \mathcal{L}(E)$ in the uniform operator topology (see [29], Theorem 3.2, p. 49)). Hence we can find $\delta = \delta(\varepsilon) > 0$ satisfying
\[
\|S(t - a) - S(t' - a)\| \leq \frac{\varepsilon}{r}, \quad |t - t'| < \delta \text{ with } t' \in [a + \frac{1}{m}, b].
\]
Therefore, by \((m_0)\)
\[
\|y_{q_n,t}(t) - y_{q_n,t}(t')\| \leq \lambda_n \|S(t - a) - S(t' - a)\| \|M(q_n)\| \leq \frac{e}{r} \cdot r = e,
\]
for every \(n \in \mathbb{N}\) and \(t, t' \in [a + \frac{1}{m}, b]\) with \(|t - t'| < \delta\).

Then, by the abstract version of the Ascoli-Arzelà theorem, we obtain that
\[
\{y_{q_n,t}\} \text{ is relatively compact in } C([a + \frac{1}{m}, b], E).
\]

Consider now the sequence \(\{\eta_{q_n,t}\}\) defined in \((3.5)\). Fix \(t \in [a + \frac{1}{m}, b]\) and let
\[
h_{n,t}(s) := S(t - s)f(s, q_n(s)) \quad \text{for } n \in \mathbb{N} \text{ and } s \in [a + \frac{1}{m}, t].
\]
According to \((3.11)\) and since, by (A), \(\|S(t)\| \leq 1\) for \(t \geq 0\), we have that \(\|h_{n,t}(s)\| \leq \nu(T)(s)\) for a.e. \(s \in [a + \frac{1}{m}, t]\), hence \(\{h_{n,t}\}\) is integrably bounded in \([a + \frac{1}{m}, t]\). Moreover, condition \((3.11)\) implies that \(\{f(s, q_n(s))\}\) is bounded in \(E\) for a.e. \(s \in [a + \frac{1}{m}, t]\) and by the compactness of the semigroup \(\{S(t)\}_{t \geq 0}\) we obtain that the sequence \(\{h_{n,t}(s)\}\) is relatively compact for a.e. \(s \in [a + \frac{1}{m}, t]\).

In conclusion the sequence \(\{h_{n,t}\}\) is semicompact in \([a + \frac{1}{m}, t]\) (see Definition \(2.2)\).

Let us introduce now the operator \(\hat{S}: L^1([a + \frac{1}{m}, t], E) \to C([a + \frac{1}{m}, t], E)\) given by
\[
\hat{S} \varphi(\tau) := \int_{a + \frac{1}{m}}^\tau \varphi(s) \, ds.
\]

It is easy to see that \(\hat{S}\) satisfies both conditions \((i)\) and \((ii)\) of Theorem \(2.2\); indeed \(\hat{S}\) is the Cauchy operator (see Example \(2.1)\) in the special case when the semigroup is identically equal to \(I\). By virtue of Theorem \(2.2\) the sequence \(\{\eta_{q_n,t}\}\) is relatively compact in \(C([a + \frac{1}{m}, t], E)\). Hence, in particular, \(\{\eta_{q_n,t}(t)\}\) is relatively compact in \(E\) for all \(t \in [a + \frac{1}{m}, b]\).

We prove now that \(\{\eta_{q_n,t}\}\) is equicontinuous. In fact, fix \(t \in [a + \frac{1}{m}, b]\) and let \(t' \in [a + \frac{1}{m}, b]\) with \(t' > t\). Notice that
\[
\|\eta_{q_n,t}(t') - \eta_{q_n,t}(t)\| = \lambda_n \|I_{a + \frac{1}{m}}^{t'} S(t' - s)f(s, q_n(s)) \, ds - \int_{a + \frac{1}{m}}^t S(t - s)f(s, q_n(s)) \, ds\|.
\]

For every given \(\sigma \in (0, t - \frac{1}{m} - a)\), we can then estimate \(\|\eta_{q_n,t}(t') - \eta_{q_n,t}(t)\|\) by means of the sum of the following three integrals
\[
\|\eta_{q_n,t}(t') - \eta_{q_n,t}(t)\| \leq \lambda_n \int_{a + \frac{1}{m}}^{t'} \|S(t' - s) - S(t - s)\|f(s, q_n(s)) \, ds\|
+ \lambda_n \int_{t - \sigma}^{t} \|S(t' - s) - S(t - s)\|f(s, q_n(s)) \, ds\|
+ \lambda_n \int_{t}^{t'} S(t' - s)f(s, q_n(s)) \, ds\|.
\]

Now fix \(\varepsilon > 0\). With no loss of generality we can take \(\sigma > 0\) such that
\[
\int_{t - \sigma}^{t} \nu(T)(s) \, ds < \frac{\varepsilon}{6}.
\]
Let us start from the first integral in (3.13). Notice that when \( t' - s - (t - s) = t' - t \) for \( s \in [a + \frac{1}{m}, t - \sigma] \). Since \( \{S(t)\}_{t \geq 0} \) is compact, it is also uniformly continuous in the compact interval \([a + \frac{1}{m}, t - \sigma]\). We can then find \( \sigma_1(\varepsilon) > 0 \) such that

\[
\|S(\tau') - S(\tau)\| \leq \frac{\varepsilon}{3\|\nu_\tau\|}, \quad |\tau' - \tau| < \sigma_1, \quad \tau', \tau \in \left[\sigma, t' - \frac{1}{m} - a\right].
\]

Since \( t' - s - (t - s) = t' - t \) for \( s \in [a + \frac{1}{m}, t - \sigma] \), when \( 0 < t' - t < \sigma_1 \), by (3.11) and since \( \|S(t)\| \leq 1 \) for \( t \geq 0 \), we have

\[
\lambda_n\| \int_{a + \frac{1}{m}}^{t' - \sigma} \|S(t' - s) - S(t - s)\| f(s, q_n(s)) \frac{ds}{s}\| \| \leq \int_{a + \frac{1}{m}}^{t' - \sigma} \|S(t' - s) - S(t - s)\| f(s, q_n(s)) \frac{ds}{s}
\]

According to (3.14) the second integral in (3.13) is such that

\[
\lambda_n\| \int_{t - \sigma}^{t'} \|S(t' - s) - S(t - s)\| f(s, q_n(s)) \frac{ds}{s}\| \leq \int_{t - \sigma}^{t'} \|S(t' - s)\| \|f(s, q_n(s))\| ds
\]

Moreover, let \( \sigma_2 > 0 \) be such that

\[
\int_{t}^{t'} \nu_\tau\|S(t' - s) - S(t - s)\| f(s, q_n(s)) \frac{ds}{s} \leq \frac{\varepsilon}{3}, \quad \text{for } t' - t < \sigma_2;
\]

hence we obtain the following estimate for the third integral in (3.13)

\[
\lambda_n\| \int_{t}^{t'} \|S(t' - s)\| f(s, q_n(s)) \frac{ds}{s}\| \leq \int_{t}^{t'} \nu_\tau\|S(t' - s)\| f(s, q_n(s)) \frac{ds}{s} \leq \frac{\varepsilon}{3}
\]

Consequently, when \( t' - t < \min\{\sigma_1, \sigma_2\} \), we have that \( \|\eta_{q_n, \lambda_n}(t') - \eta_{q_n, \lambda_n}(t)\| < \varepsilon \); since the reasoning is similar also in the case \( t' \in [a + \frac{1}{m}, t] \) we conclude that \( \{\eta_{q_n, \lambda_n}\} \) is equicontinuous in \([a + \frac{1}{m}, b]\) and again we can use the abstract version of Arzelà-Ascoli theorem in order to show that \( \{\eta_{q_n, \lambda_n}\} \) is relatively compact in \( C([a + \frac{1}{m}, b], E) \). Therefore, by (3.12) and the estimates in the interval \([a, a + \frac{1}{m}]\) (see the beginning of (1b)), we have that \( \{x_n\} \) is relatively compact and so the operator \( \Gamma_m \) is compact. In conclusion \( \Gamma_m \) is completely continuous since it is both continuous and compact.

**(1c)** For every \( q \in Q \) we have that \( \Gamma_m(q, 0) \equiv 0 \) and since \( 0 \in rB \), it implies that \( \Gamma_m(Q, 0) \subset \text{int} Q \).

**(1d)** We apply now a degree argument for the study of the fixed points of \( \Gamma_m(\cdot, 1) \) and then we need to show that \( \Gamma_m(\cdot, \lambda) \) is fixed points free on \( \partial Q \) for every \( \lambda \in [0, 1] \). The case \( \lambda = 0 \) was already treated in (1c). Any possible fixed point \( x \in \partial Q \) for \( \lambda = 1 \), i.e. satisfying \( x = \Gamma_m(x, 1) \), is already a solution of our problem. So, it remains to show that \( \Gamma_m(\cdot, \lambda) \) is fixed-points free on \( \partial Q \) only for \( \lambda \in (0, 1) \). We reason by contradiction and assume the existence of \( (x, \lambda) \in \partial Q \times (0, 1) \) satisfying \( x = \Gamma_m(x, \lambda) \). According to the definition of \( Q \), there exists \( t_0 \in [a, b] \) such that \( \|x(t_0)\| = r \). By (m0) and since \( \{S(t)\}_{t \geq 0} \) is a semigroup of contractions, the case \( t_0 \in [a, a + \frac{1}{m}] \) leads to the contradictory conclusion

\[
r = \|x(t_0)\| = \lambda\|S(\frac{1}{m})M(x)\| \leq \lambda r < r.
\]
Consequently \( t_0 \in (a + \frac{1}{m}, b] \); we recall that \( x(t) \) is a mild solution of the equation

\[
x'(t) = Ax(t) + h(t, x(t)), \quad t \in [a + \frac{1}{m}, b]
\]

where

\[
h(t, x) := \lambda f(t, x), \quad (t, x) \in [a, b] \times E.
\]

Notice that \( h \) satisfies conditions (f). We show that \( V \) is a bounding function for (3.15) with \( K = rB \), in particular that \( V \) satisfies condition \((V2)\). In fact, let \( x \in E \) with \( \| x \| = r \) and \( t \in (a, b] \); since \( V \) is a bounding function for (3.14) there is a sequence \( \{ h_n \} \subset \mathbb{R} \), with \( h_n \to 0^- \) such that

\[
\lim_{n \to \infty} \frac{V(x + h_n f(t, x))}{h_n} < 0.
\]

Put \( k_n := \frac{h_n}{r}, n \in \mathbb{N} \); we have that \( k_n \to 0^- \) and

\[
\lim_{n \to \infty} \frac{V(x + k_n g(t, x))}{k_n} = \lim_{n \to \infty} \frac{V(x + k_n \lambda f(t, x))}{k_n} = \lambda \lim_{n \to \infty} \frac{V(x + h_n f(t, x))}{h_n} < 0.
\]

Hence \( V \) is a bounding function for (3.15) and by applying Theorem 5.1 to (3.15) we obtain that \( \| x(t_0) \| < r \). In conclusion \( \| x(t) \| < r \) for all \( t \in [a + \frac{1}{m}, b] \) and hence \( \mathcal{T}_m \) is fixed points free on the boundary \( \partial Q \).

\((1e)\) The properties already proved imply that \( \mathcal{T}_m \) is an admissible homotopy which connects the fields \( \mathcal{T}_m(\cdot, 0) \) and \( \mathcal{T}_m(\cdot, 1) \). According to the homotopic invariance and the normalization property of the Leray-Schauder topological degree, we then obtain

\[
\deg(i - \mathcal{T}_m(\cdot, 1), Q) = \deg(i - \mathcal{T}_m(\cdot, 0), Q) = 1
\]

and hence there exists \( x_m \in Q \) such that \( x_m = \mathcal{T}_m(x_m, 1) \), i.e. \( x_m(t) \equiv S(\frac{1}{m})M(x_m) \) for \( t \in [a, a + \frac{1}{m}] \) and \( x_m \) is a solution of the initial value problem (3.14)-(3.15) for \( \lambda = 1 \) on \( [a + \frac{1}{m}, b] \); moreover \( \| x_m(t) \| \leq r \) for \( t \in [a, b] \) with \( r \) introduced in (m).

**STEP 2.** In this part we consider the sequence of functions \( \{ x_m \} \) obtained in the previous step and, by passing to the limit, we get a solution of problem (3.14)-(3.15). According to (3.4), we recall that

\[
x_m(t) = \begin{cases} \displaystyle S(t-a)M(x_m) + \int_a^t S(t-s) f(s, x_m(s)) ds, & t \in [a, a + \frac{1}{m}] \\ S(\frac{1}{m})M(x_m) & t \in [a + \frac{1}{m}, b]. \end{cases} \tag{3.17}
\]

\((2a)\) Take \( \alpha \in (a, b] \) and let \( m \) be sufficiently large so that \( a + \frac{1}{m} < \alpha \). Since \( \{ x_m \} \subset Q \), according to (f) we have that \( \| f(t, x_m(t)) \| \leq \nu_m(t) \) for a.a. \( t \in [a, b] \). Hence, with a similar reasoning as in (1b), we can show that \( \{ x_m \} \) is relatively compact in \([a, b]\).

\((2b)\) Fix a decreasing sequence \( \{ a_n \} \subset (a, b) \) satisfying \( a_n \to a \) as \( n \to \infty \). According to (2a), \( \{ x_m \} \) is relatively compact in \( C([a_1, b], E) \); hence there is a subsequence \( \{ x_m^{(1)} \} \) converging in \( C([a_1, b], E) \) to a continuous function \( \Phi : [a_1, b] \to E \). Similarly, there exists a subsequence \( \{ x_m^{(2)} \} \) of \( \{ x_m^{(1)} \} \) converging in \( C([a_2, b], E) \) to a continuous function.
\( \overline{\pi} : [a_2, b] \to E \) and, according to the unicity of the limit, \( \pi(t) = \overline{\pi}(t) \) for \( t \in [a_1, b] \). Proceeding by induction, for every \( n \in \mathbb{N} \) we can find a sequence \( \{x^{(n)}_m\} \) which is a subsequence of \( \{x^{(n-1)}_m\} \) and converges in \( C([a_n, b], E) \). According to the unicity of the limit, we can define a continuous function \( \tilde{x} : (a, b) \to E \) and, using a Cantor diagonalization argument, the sequence \( \tilde{x}^{(n)}(t) \to \tilde{x}(t) \) for \( t \in (a, b) \). By the continuity of \( f \) (see condition (f)), it implies that \( f(t, \tilde{x}^{(n)}(t)) \to f(t, \tilde{x}(t)) \) for all \( t \in (a, b) \) and also that \( t \mapsto f(t, \tilde{x}(t)) \) is continuous on (a, b). Moreover, since \( \{x_m\} \subset Q \), again by (f) we have that \( \|f(t, \tilde{x}^{(n)}(t))\| \leq \nu_{\overline{\mathbb{B}}} \) and hence \( \|f(t, \tilde{x}(t))\| \leq \nu_{\overline{\mathbb{B}}} \) for a.a. \( t \in (a, b) \), with \( \nu_{\overline{\mathbb{B}}} \in L^1([a, b]) \).

(2c) Since \( \{x^{(n)}_n\} \subset C([a, b], r\overline{\mathbb{B}}) \), by \( (m_0) \) we obtain that \( \{M(x^{(n)}_n)\} \subset r\overline{\mathbb{B}} \). Hence, by the reflexivity of \( E \), there is a subsequence, as usual denoted as the sequence, satisfying

\[
M \left( x^{(n)}_n \right) \to x_0 \quad \text{as } n \to \infty, \quad \text{with } \|x_0\| \leq r.
\] (3.18)

(2d) Let us introduce, now, the continuous function

\[
x(t) := S(t - a)x_0 + \int_a^t S(t - s)f(s, \tilde{x}(s)) \, ds, \quad t \in [a, b],
\] (3.19)

with \( x_0 \) as in (2c) and \( \tilde{x} \) defined in (2b). The integral in (3.19) is well defined by the regularity of the function \( t \mapsto f(t, \tilde{x}(t)) \) in \( [a, b] \) showed in (2b). We claim that

\[
x^{(n)}_n(t) \to x(t), \quad t \in (a, b], \quad \text{as } n \to \infty.
\] (3.20)

In fact, by (3.17) and the definition of \( \{x^{(n)}_n\} \), there is a sequence \( \{p_n\} \), with \( 0 < p_n \leq 1/n, n \in \mathbb{N} \), such that

\[
\tilde{x}^{(n)}_n(t) = \begin{cases} 
S(p_n)M(x^{(n)}_n) & t \in [a, a + p_n] \\
S(t - a)M(x^{(n)}_n) + \int_{a + p_n}^t S(t - s)f(s, x^{(n)}_n(s)) \, ds & t \in [a + p_n, b].
\end{cases}
\] (3.21)

Let \( t \in (a, b] \). By (3.18) we have that

\[
S(t - a)M(x^{(n)}_n) \to S(t - a)x_0.
\]

Now take \( n \geq \overline{m} \) such that \( t \in [a + p_n, b] \) for every \( n \geq \overline{m} \). Notice that

\[
\int_{a + p_n}^t S(t - s)f(s, x^{(n)}_n(s)) \, ds = \int_a^t S(t - s)f(s, x^{(n)}_n(s)) \, ds - \int_a^{a + p_n} S(t - s)f(s, x^{(n)}_n(s)) \, ds.
\]

By the properties showed in (2b), we have

\[
S(t - s)f(s, x^{(n)}_n(s)) \to S(t - s)f(s, \tilde{x}(s)), \quad s \in (a, t].
\]

Moreover \( \|S(t - s)f(s, x^{(n)}_n(s))\| \leq \nu_{\overline{\mathbb{B}}} \) a.e. in \([a, t]\), with \( \nu_{\overline{\mathbb{B}}} \in L^1([a, t]) \). So the Lebesgue Dominated Convergence Theorem leads to

\[
\int_a^t S(t - s)f(s, x^{(n)}_n(s)) \, ds \to \int_a^t S(t - s)f(s, \tilde{x}(s)) \, ds, \quad \text{as } n \to \infty.
\]
Since $0 < p_n \leq 1/n$, $n \in \mathbb{N}$, we have
\[ \int_a^{a+p_n} S(t-s)f(s,x_n^{(n)}(s))\,ds \to 0 \quad \text{as } n \to \infty; \]
hence, by (3.21), $x^{(n)}(t) \to x(t)$. Since we showed in (2b) that $x^{(n)}(t) \to \tilde{x}(t)$ for $t \in (a,b]$, we obtain that $\tilde{x}(t) = x(t)$ and hence, by (3.19), $x$ is a mild solution of (3.1) in $[a,b]$. By condition (m1) we get that $M(x^{(n)}) \to M(x)$ thus (3.18) implies that $x(a) = x_0 = M(x)$ and hence $x$ satisfies the boundary condition (3.3). The proof is complete. \hfill \square

4 Nonlocal solutions of the parabolic equation (1.1)

In this part we apply the methods and results contained in Section 3 for the study of nonlocal boundary value problems associated to equation (1.1). We prove, in particular, Theorem 1.1 as a special case of the following more general result (see Theorem 4.1).

We put
\[ \mu := \max_{t \in [0,T]} |g(t,0)|. \] (4.1)
The definition is well posed by the continuity of $g$ (see condition (1.5) (i)).

**Theorem 4.1.** Consider problem (1.1)-(1.4)-(1.11). Let $a_i, j \in C^1(\mathbb{D})$, $i, j = 1, \ldots, n$ satisfy conditions (1.2), (1.3) and assume (1.5); suppose $(m_0)$ and $(m_1)$ hold (see Section 3) with $E = L^p(\mathbb{D})$. If, moreover,
\begin{enumerate}[(a)]
\item $b > L + |D|$
\item $r > \frac{(L + \mu) |D|}{b - |D| - L}$
\end{enumerate}
with $\mu$ as in (4.1), then (1.1)-(1.4)-(1.11) is solvable.

**Proof.** We reformulate (1.1)-(1.4)-(1.11) in the abstract setting (3.1)-(3.3) where $E := L^p(\mathbb{D})$, $1 < p < \infty$.

The linear elliptic partial differential operator in divergence form $A_p$ introduced in (1.6) generates a compact $C_0$-semigroup of contractions $\{S(t)\}_{t \geq 0}$ (see Theorem 2.1).

Given $\eta \in E$ we denote, as usual, with $|\eta|$ the map $\xi \mapsto |\eta(\xi)|$ for a.a. $\xi \in D$. Consider $\beta \in (0,1)$; since $D$ is bounded and $c > 0$ implies $c^\beta \leq \max\{1, c\}$, it is clear that also $|\eta|^\beta \in E$.

Moreover it is easy to see that $|\eta|^\beta \in L^{1/\beta}(D)$ and the following estimate is satisfied
\[ \left\| |\eta|^\beta \right\| \leq |D|^{1-\beta} \cdot \|\eta\|^\beta, \quad \eta \in E. \] (4.2)

We introduce the function $f : [0,T] \times E \to E$ defined by
\[ f(t,\eta)(\xi) := \int_D k(\xi,y)\eta(y)\,dy - b\eta(\xi) + g(t,\eta(\xi)), \] for a.a. $\xi \in D$. \hfill (4.3)

By (1.5) we have
\[ |f(t,\eta)(\xi)| \leq \int_D |\eta(y)|\,dy + b|\eta(\xi)| + |g(t,\eta(\xi)) - g(t,0)| + |g(t,0)|, \]
for \( t \in [0, T] \) and a.a. \( \xi \in D \). Hence, by the Hölder inequality, we obtain

\[
|f(t, \eta)(\xi)| \leq |D|^{1 - \frac{1}{p}} \|\eta\| + b|\eta(\xi)| + L \max\{|\eta(\xi)|, |\eta(\xi)|^\beta\} + \mu
\]

(4.4)

with \( \mu \) as in (4.1), implying that \( f \) is well-defined. Therefore, in abstract setting, equation (1.1) takes the form (3.1) with \( x(t) = u(t, \cdot) \).

Now we show that \( f \) is continuous. Let \( (t_n, \eta_n) \rightarrow (t, \eta) \) in \( [0, T] \times E \). By the continuity of \( g \) we have that \( g(t_n, \eta_n) \rightarrow g(t, \eta) \), for a.a. \( \xi \in D \) and the convergence is dominated in \( E \) since

\[
|g(t_n, \eta_n(\xi)) - g(t, \eta(\xi))| \leq |g(t_n, \eta_n(\xi)) - g(t_n, 0)| + |g(t, \eta(\xi)) - g(t, 0)|
\]

\[
+ |g(t_n, 0)| + |g(t, 0)|
\]

\[
\leq 2L(1 + |\eta(\xi)|) + 2\mu, \text{ for a.a. } \xi \in D.
\]

Therefore

\[\|g(t_n, \eta(\cdot)) - g(t, \eta(\cdot))\| \rightarrow 0, \text{ as } n \rightarrow \infty, \text{ in } E. \]

(4.5)

By (1.5) and the Hölder inequality, we have

\[
|f(t_n, \eta_n)(\xi) - f(t, \eta)(\xi)| \leq |f(t_n, \eta_n)(\xi) - f(t_n, \eta)(\xi)| + |f(t_n, \eta) - f(t, \eta)(\xi)|
\]

\[
\leq |D|^{1 - \frac{1}{p}}|\eta_n - \eta| + (b + L)|\eta_n(\xi) - \eta(\xi)| + L|\eta_n(\xi) - \eta(\xi)|^\beta
\]

\[
+ |g(t_n, \eta_n(\xi)) - g(t, \eta(\xi))|.
\]

Hence, by (4.2) and (4.3), \( f(t_n, \eta_n) \rightarrow f(t, \eta) \) in \( E \) and \( f \) is continuous.

We prove that \( f \) satisfies also the growth condition in \( (f) \). So, let \( \Omega \subset E \) be bounded and take \( \eta \in \Omega \). By the estimate

\[
(a + b)^p \leq 2^p(a^p + b^p) \text{ for } a, b \geq 0 \text{ and } p > 1,
\]

(4.6)

and according to (4.4) we have

\[
\|f(t, \eta)\|^p = \int_D |f(t, \eta)(\xi)|^p \, d\xi \leq 2^p(b + L)^p\|\eta\|^p + 2^p \left( |D|^{1 - \frac{1}{p}}\|\eta\| + L + \mu \right)^p |D|,
\]

for all \( t \in [0, T] \) and hence \( (f) \) is satisfied.

By assumption, the nonlocal condition (1.11) satisfies both \( (m_0) \) and \( (m_1) \).

It remains to show the existence of a locally Lipschitzian bounding function \( V : E \rightarrow \mathbb{R} \) (Definition 5.2) with \( K = rB \) and \( r \) as in \( (m_0) \).

Consider the function

\[
V_r(x) = \frac{1}{2} \left( \|x\|^2 - r^2 \right), \quad x \in E.
\]

\( V_r \) is locally Lipschitzian; it is also Fréchet differentiable, since \( L^p(D) \) is uniformly convex, and

\[
\langle V_r(y), z \rangle = \frac{1}{\|y\|^{p-2}} \int_D |y(\xi)|^{p-2} y(\xi) \cdot z(\xi) \, d\xi, \quad y, z \in E
\]

(see e.g. Example 5.1(ii)). We prove that \( V_r \) satisfies condition (V2). Notice that, since \( D \) is bounded,

\[
\int_D |\eta(\xi)|^{p-1} \, d\xi \leq |D|^{\frac{1}{p}}\|\eta\|^{p-1}, \quad \eta \in L^p(D).
\]
Therefore, we have the following estimate
\[
|f_D |\eta(\xi)|^p - 2 \eta(\xi) \left[ \int_D k(\xi, y) \eta(y) dy + g(t, \eta(\xi)) \right] d\xi |
\]
\[
\leq \int_D |\eta(\xi)|^{p-1} \left( \int_D \eta(y) |dy + |g(t, \eta(\xi)) - g(t, 0)| + \mu \right) d\xi 
\]
\[
\leq \int_D \eta(\xi)|^{p-1} \left( L \eta(\xi) + |D|^{1-\frac{2}{p}} \eta \right) + L + \mu \right) d\xi 
\]
\[
\leq L \int_D \eta(\xi)|^p d\xi + \left( |D|^{1-\frac{2}{p}} \eta \right) + L + \mu \right) \int_D \eta(\xi)|^{p-1} d\xi 
\]
\[
\leq \left( |D| + L \right) \eta + \left( |D| + L + \mu \right) \frac{|D|^{\frac{1}{p}}}{|D|^{\frac{1}{p}} - L} r.
\]
Thus, if \( \|\eta\| = r \), by means of conditions (a)-(b) and the Hölder inequality, we have that
\[
\langle \hat{V}_r(\eta), f(t, \eta) \rangle = \frac{1}{\|\eta\|^{p-2}} \int_D |\eta(\xi)|^{p-2} \eta(\xi) \left[ \int_D k(\xi, y) \eta(y) dy - b\eta(\xi) + g(t, \eta(\xi)) \right] d\xi 
\]
\[
= -b\|\eta\|^2 + \frac{1}{\|\eta\|^{p-2}} \int_D \eta(\xi)|^{p-2} \eta(\xi) \left[ \int_D k(\xi, y) \eta(y) dy + g(t, \eta(\xi)) \right] d\xi 
\]
\[
\leq -b\|\eta\|^2 + \frac{1}{\|\eta\|^{p-2}} \left[ \int_D \eta(\xi)|^{p-2} \eta(\xi) \left[ \int_D k(\xi, y) \eta(y) dy + g(t, \eta(\xi)) \right] d\xi \right] 
\]
\[
\leq \left( |D| + L \right) \|\eta\|^2 + \left( |D| + L + \mu \right) \frac{|D|^{\frac{1}{p}}}{|D|^{\frac{1}{p}} - L} r.
\]
Since \( b > L + |D| \), when
\[
r > \frac{(L + \mu)|D|^{1/p}}{b - |D| - L}
\]
we obtain that
\[
\langle \hat{V}_r(\eta), f(t, \eta) \rangle < 0, \quad \|\eta\| = r
\]
and then \( \hat{V}_r \) is a locally Lipschitzian bounding function for (3.1) (see Remark 5.1).
All the assumptions of Theorem 3.1 are then satisfied and the proof is complete
\[
\square
\]

**Proof of Theorem 4.1**  The proof follows from Theorem 4.1. It remains only to show that (1.9) and (1.10) in the abstract setting satisfy \((m_0)\) and \((m_1)\) in \( E = L^p(D) \).

(i) Let \( M : C([0, T], L^p(D)) \rightarrow L^p(D) \) be defined by
\[
Mx = \frac{1}{T} \int_0^T x(t) dt.
\]
Notice that the definition is well-posed since $x(t)$ is a continuous function. Let $r > 0$ and consider $x \in C([0, T], L^p(D))$ with $\|x\| \leq r$. Then

$$\|Mx\| \leq \frac{1}{T} \int_0^T \|x(t)\| \, dt \leq r;$$

hence condition $(m_0)$ is satisfied for any $r > 0$. With no loss of generality, we can then assume that also condition $(b)$ in Theorem 4.1 is satisfied. Let $\{x_n\} \subset C([0, T], L^p(D))$ be such that $x_n(t) \to x(t)$, $t \in (0, T]$ with $x \in C([0, T], L^p(D))$ and $\|x_n\| \leq r$ for all $n$. The convergence of $\{x_n\}$ is then dominated, implying that $Mx_n = \frac{1}{T} \int_0^T x_n(t) \, dt \to \frac{1}{T} \int_0^T x(t) \, dt = Mx$;

hence also $(m_1)$ is satisfied. By applying Theorem 4.1 we state claim (i).

(ii) Let $M : C([0, T], L^p(D)) \to L^p(D)$ be such that

$$Mx = \sum_{i=1}^q \alpha_i x(t_i), \text{ with } t_i \in (0, T], \alpha_i \in \mathbb{R}, i = 1, ..., q \text{ and } \sum_{i=1}^q |\alpha_i| \leq 1.$$

If $x \in C([0, T], L^p(D))$ with $\|x\| \leq r$, $r > 0$ we have

$$\|Mx\| \leq \sum_{i=1}^q |\alpha_i||x(t_i)| \leq r \sum_{i=1}^q |\alpha_i| \leq r,$$

implying condition $(m_0)$. As in (i), by the arbitrariness of $r$ we can assume that condition $(b)$ in Theorem 4.1 is satisfied. If, moreover, $\{x_n\} \subset C([0, T], L^p(D))$ and $x \in C([0, T], L^p(D))$ are defined as in (i), it is easy to see that

$$Mx_n = \sum_{i=1}^q \alpha_i x_n(t_i) \to \sum_{i=1}^q \alpha_i x(t_i) = Mx, \text{ as } n \to \infty,$$

so also $(m_1)$ is satisfied. Claim (ii) then follows, again by Theorem 4.1 and the proof is complete.

5 Bounding functions for mild solutions

This part contains a brief discussion about the notion of bounding function introduced in Section 3 (see Definition 3.2). Notice that the set $K$ in Definition 3.2 is the 0-sublevel set of $V$. The function $V$ takes its name from its relevant property. In fact, when such a $V$ exists, every solution $x \in C([a, b], E)$ of (3.1) which is located in $K$ lies, indeed, in $K$ for $t \in (a, b]$ (see Theorem 5.1). Hence, the existence of a bounding function for (3.1) makes the transversality condition automatically satisfied on $(a, b]$ and it remains to check the behaviour of the solution only for $t = a$. The bounding function theory was originally introduced in [13] and [26] (see also [14]), in the framework of finite dimensional systems and with smooth bounding function. Again in
Hence the linear term is not necessarily bounded and it generates a semiflow available in the present general framework, i.e. in an arbitrary Banach space when the linear term is not necessarily bounded and it generates a $C_0$-semigroup.

Remark 5.1. Let us denote with $\langle \cdot, \cdot \rangle$ the duality between $E$ and its dual space $E^*$. When $V$ is Gâteaux differentiable it is easy to see that

$$\lim_{h \to 0} \frac{V(x + hy) - V(x)}{h} = \langle \dot{V}(x), y \rangle, \quad x, y \in E.$$ 

Therefore, since $V(x) = 0$, $x \in \partial K$, if $V$ is Gâteaux differentiable on $\partial K$, condition (V2) simply reduces to the inequality

$$\langle \dot{V}(x), f(t,x) \rangle < 0, \quad \text{for } t \in (a,b) \text{ and } x \in \partial K. \quad (5.1)$$

Theorem 5.1. Let $E$ be a Banach space, $A : D(A) \subset E \to E$ linear, not necessarily bounded and such that it generates a $C_0$-semigroup $S : [0,\infty) \to \mathcal{L}(E)$ and $f : [a,b] \times E \to E$ continuous. Assume the existence of a bounding function $V : E \to \mathbb{R}$ of (3.1) which is locally Lipschitzian with $K \subset E$ and let there is $\delta \in (0,\infty)$ such that

$$S(\tau)K \subseteq \overline{K} \quad \text{for } \tau \in [0,\delta]. \quad (5.2)$$

If $x : [a,b] \to E$ is a mild solution of (3.1) with $x(t) \in \overline{K}$ for $t \in [a,b]$, then $x(t) \in K$ for $t \in (a,b]$.

Proof. Let $x : [a,b] \to E$ be a solution of (3.1) satisfying $x(t) \in \overline{K}$ for all $t \in [a,b]$. Assume, by contradiction, the existence of $\hat{t} \in (a,b]$ such that $\hat{x} := x(\hat{t}) \in \partial K$.

By condition (V2) there is a sequence $\{k_n\} \subset (-\infty,0)$ with $\hat{t} + k_n > a$ for all $n$ such that $k_n \to 0^-$ as $n \to \infty$ and

$$\lim_{n \to \infty} \frac{V(\hat{x} + k_n f(\hat{t}, \hat{x}))}{k_n} < 0. \quad (5.3)$$

According to the definition of mild solution (see Definition 3.1) and the properties of the semigroup we have that

$$\dot{x} = x(\hat{t}) = S(\hat{t} - a) x(a) + \int_a^{\hat{t}} S(\hat{t} - s) f(s,x(s)) \, ds$$

$$= S(-k_n) \left[ S(\hat{t} - a + k_n) x(a) + \int_a^{\hat{t} + k_n} S(\hat{t} - s + k_n) f(s,x(s)) \, ds \right]$$

$$+ \int_{\hat{t} + k_n}^{\hat{t}} S(\hat{t} - s) f(s,x(s)) \, ds$$

$$= S(-k_n) x(\hat{t} + k_n) + \int_{\hat{t} + k_n}^{\hat{t}} S(\hat{t} - s) f(s,x(s)) \, ds.$$  

Hence

$$\dot{x} - S(-k_n) x(\hat{t} + k_n) = \int_{\hat{t} + k_n}^{\hat{t}} S(\hat{t} - s) f(s,x(s)) \, ds, \quad n \in \mathbb{N}. \quad (5.4)$$
Since
\[
\int_{t + k_n}^{t} S(t - s) f(s, x(s)) ds = \int_{t + k_n}^{t} S(t - s) f(\hat{t}, \hat{x}) ds + \int_{t + k_n}^{t} S(t - s) [f(s, x(s)) - f(\hat{t}, \hat{x})] ds,
\]
by means of the change of variables \( \tau = t - s \) introduced in the first integral on the right hand side, we have
\[
\int_{t + k_n}^{t} S(t - s) f(s, x(s)) ds = \int_{-k_n}^{t} S(\tau) f(\hat{t}, \hat{x}) d\tau + \int_{t + k_n}^{t} S(t - s) [f(s, x(s)) - f(\hat{t}, \hat{x})] ds.
\]
(5.5)

Since both \( f \) and \( x \) are continuous functions in their respective domains, for every \( \varepsilon > 0 \) there is \( \sigma = \sigma(\varepsilon) > 0 \) such that
\[
\|f(t, x(t)) - f(\hat{t}, \hat{x})\| \leq \varepsilon, \quad \text{for } |t - \hat{t}| \leq \sigma.
\]
(5.6)

Hence there is \( \varpi = \varpi(\sigma) \) such that (5.6) is satisfied for \( t \in [\hat{t} + k_n, \hat{t}] \) and \( n \geq \varpi \). Consequently, since \( \|S(t)\| \leq 1 \) for \( t \geq 0 \) by (A), for \( n \geq \varpi \) we have
\[
\frac{1}{-k_n} \left| \int_{t + k_n}^{t + \varpi} S(\tau) f(\hat{t}, \hat{x}) d\tau \right| \leq \frac{1}{-k_n} \int_{t + k_n}^{t + \varpi} \|S(\tau)\| \|f(s, x(s)) - f(\hat{t}, \hat{x})\| ds \leq \frac{1}{-k_n} \varepsilon (-k_n) = \varepsilon.
\]

It shows that
\[
\frac{1}{-k_n} \int_{t + k_n}^{t + \varpi} S(\tau) f(\hat{t}, \hat{x}) d\tau \to 0, \quad \text{as } n \to \infty.
\]

Notice (see e.g. (2.1)) that
\[
\frac{1}{-k_n} \int_{0}^{-k_n} S(\tau) f(\hat{t}, \hat{x}) d\tau \to f(\hat{t}, \hat{x}), \quad \text{as } n \to \infty.
\]

Therefore, from conditions (5.4) and (5.5), we obtain
\[
\frac{S(-k_n) x(\hat{t} + k_n) - \hat{x}}{k_n} \to f(\hat{t}, \hat{x}).
\]

We have then showed the existence of \( \{\sigma_n\} \subset E \), depending on \( \{k_n\} \), such that \( \sigma_n \to 0 \) as \( n \to \infty \) and satisfying
\[
S(-k_n) x(\hat{t} + k_n) = \hat{x} + k_n f(\hat{t}, \hat{x}) + k_n \sigma_n.
\]
(5.7)

Let \( U \subset E \) be open with \( \hat{x} \in U \) and \( L > 0 \) be such that \( V|_U \) is \( L \)-Lipschitzian. Take \( n \) large enough in such a way that both \( \hat{x} + k_n f(\hat{t}, \hat{x}) \) and \( \hat{x} + k_n f(\hat{t}, \hat{x}) + k_n \sigma_n \) belong to \( U \) and \( S(-k_n) x(\hat{t} + k_n) \in \mathcal{K} \) by (5.2). According to (VI) and (5.7) we obtain that
\[
0 \leq \frac{V(S(-k_n) x(\hat{t} + k_n))}{k_n} = \frac{V(\hat{x} + k_n f(\hat{t}, \hat{x}) + k_n \sigma_n)}{k_n} = \frac{V(\hat{x} + k_n f(\hat{t}, \hat{x}))}{k_n} + \Delta_n,
\]
\[
\frac{1}{k_n} \int_{t + k_n}^{t + \varpi} S(\tau) f(\hat{t}, \hat{x}) d\tau \to f(\hat{t}, \hat{x}), \quad \text{as } n \to \infty.
\]

Notice (see e.g. (2.1)) that
\[
\frac{1}{-k_n} \int_{0}^{-k_n} S(\tau) f(\hat{t}, \hat{x}) d\tau \to f(\hat{t}, \hat{x}), \quad \text{as } n \to \infty.
\]

Therefore, from conditions (5.4) and (5.5), we obtain
\[
\frac{S(-k_n) x(\hat{t} + k_n) - \hat{x}}{k_n} \to f(\hat{t}, \hat{x}).
\]

We have then showed the existence of \( \{\sigma_n\} \subset E \), depending on \( \{k_n\} \), such that \( \sigma_n \to 0 \) as \( n \to \infty \) and satisfying
\[
S(-k_n) x(\hat{t} + k_n) = \hat{x} + k_n f(\hat{t}, \hat{x}) + k_n \sigma_n.
\]
(5.7)
with 
\[ \Delta_n := V(\hat{x} + k_n f(\hat{t}, \hat{x}) + k_n \sigma_n) - V(\hat{x} + k_n f(\hat{t}, \hat{x})) \]

By the L-Lipschitzianity in \( U \) of \( V \), we obtain that 
\[ |\Delta_n| \leq L \| \sigma_n \| \to 0, \quad \text{as} \quad n \to \infty. \]

Consequently, 
\[ \lim_{n \to \infty} \frac{V(\hat{x} + k_n f(\hat{t}, \hat{x}))}{k_n} = \lim_{n \to \infty} \left[ \frac{V(\hat{x} + k_n f(\hat{t}, \hat{x}))}{k_n} + \Delta_n \right] = \lim_{n \to \infty} \frac{V(S(-k_n)x(\hat{t} + k_n))}{k_n} \geq 0 \quad (5.8) \]

in contradiction with (5.3). Hence \( \hat{x} \in K \) and the proof is complete. \( \square \)

The case when the 0-sublevel set of the bounding function is the ball centered in 0 and with radius \( r \), i.e. 
\[ V_r(x) = \frac{1}{2} (\| x \|^2 - r^2), \quad x \in E, \quad r > 0, \quad (5.9) \]

frequently occurs in several applications (see e.g. Section 4).

**Example 5.1.** (i) Let \( E \) be a Hilbert space with scalar product \( \langle \cdot, \cdot \rangle \). In this case \( V_r \in C^1(E) \) and \( \dot{V}_r(x): E \to E \) is such that \( \dot{V}_r(x)(y) = \langle x, y \rangle \), \( x, y \in E, \quad r > 0 \). Moreover \( \| \dot{V}_r(x) \| = \| x \| \), \( x \in E \), and then \( V_r \) is also locally Lipschitzian. Therefore, when the function \( f \) satisfies 
\[ \langle x, f(t, x) \rangle < 0, \quad \text{for} \quad t \in (a, b) \quad \text{and} \quad \| x \| = r, \quad (5.10) \]

then, by (5.1), \( V_r \) is a locally Lipschitzian bounding function for \( (3.1) \) for all \( r > 0 \).

(ii) Assume, now, that \( E^* \) is a uniformly convex Banach space. Hence the function \( V_r \) is Fréchet differentiable on \( E \) with 
\[ \langle \dot{V}_r(x), y \rangle = \langle J(x), y \rangle, \quad \text{for} \quad x, y \in E, \]

where \( J: E \to E^* \) is the single-valued duality map given by 
\[ J(x) = x^* \in E^* : \| x^* \| = \| x \| \quad \text{and} \quad \langle x^*, x \rangle = \| x \|^2 \]

and \( J \) is continuous (see e.g. [12]). Hence, if we further assume the existence of \( r > 0 \) such that 
\[ \langle J(x), f(t, x) \rangle < 0, \quad \text{for} \quad t \in (a, b) \quad \text{and} \quad \| x \| = r, \quad (5.11) \]

then \( V_r \) is a locally Lipschitzian bounding function for equation \( (3.1) \).

In particular, let \( E = L^p(\Omega) \) where \( \Omega \subset \mathbb{R}^n \) is a bounded measurable subset of \( \mathbb{R}^n, \quad n \geq 1 \) and \( 1 < p < \infty \). Then \( E \) is reflexive, \( E^* = L^{p'} \), with \( 1/p + 1/p' = 1 \), is uniformly convex and (see [32, Example 1.4.4] and [16, Chapter I, Example 2.7])
\[ \langle J(x), y \rangle = \frac{1}{\| x \|^{p-2}} \int_{\Omega} |x(\xi)|^{p-2} x(\xi) y(\xi) d\xi, \quad x, y \in L^p(\Omega). \]
Again by (5.11), if the following condition
\[ \langle J(x), f(t, x) \rangle = \frac{1}{\|x\|^{p-2}} \int_{\Omega} |x(\xi)|^{p-2} x(\xi) f(t, x)(\xi) d\xi < 0, \quad \text{for } t \in (a, b] \text{ and } \|x\| = r, \]
is satisfied, then \( V_r \) is a locally Lipschitzian bounding function for (3.1).

Example 5.2. In a uniformly convex Banach space \( E \), consider the usual distance function \( d(\cdot, r\overline{B}) : E \to \mathbb{R} \) from the closed ball centered in 0 with radius \( r > 0 \). From its definition,
\[ d(x, r\overline{B}) := \begin{cases} 
0 & \text{if } \|x\| \leq r \\
\inf_{y \in r\overline{B}} \|x - y\| & \text{if } \|x\| > r
\end{cases} \]
it is easy to show that it is a Lipschitzian function. If we further assume that
\[ \liminf_{h \to 0^-} \frac{d(x + hf(t, x), r\overline{B})}{h} < 0, \quad \text{for } t \in (a, b], \|x\| = r, \]
the function \( d(\cdot, \overline{B}) \) is a bounding function for equation (3.1).
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