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Abstract

Gab is an online social network often associated with the alt-right political movement and users barred from other networks. It presents an interesting opportunity for research because near-complete data is available from day one of the network’s creation. In this paper, we investigate the evolution of the user interaction graph, that is the graph where a link represents a user interacting with another user at a given time. We view this graph both at different times and at different timescales. The latter is achieved by using sliding windows on the graph which gives a novel perspective on social network data. The Gab network is relatively slowly growing over the period of months but subject to large bursts of arrivals over hours and days. We identify plausible events that are of interest to the Gab community associated with the most obvious such bursts. The network is characterised by interactions between ‘strangers’ rather than by reinforcing links between ‘friends’. Gab usage follows the diurnal cycle of the predominantly US and Europe based users. At off-peak hours the Gab interaction network fragments into sub-networks with absolutely no interaction between them. A small group of users are highly influential across larger timescales, but a substantial number of users gain influence for short periods of time.

Temporal analysis at different timescales gives new insights above and beyond what could be found on static graphs.

1 Introduction

Modern online social networks (OSN) foster different social bubbles, with some platforms hosting opinions that would not be acceptable on mainstream venues. Gab is one such platform, with prominent usage from alt-right supporters. Previous studies found that extremism and radical opinions were a cornerstone of the platform (Zannettou et al. 2018; Lima et al. 2018). There are concerns that such online extremism has real-world consequences (Johnson et al. 2018; McIlroy-Young and Anderson 2019). To explore these communities, researchers frequently model a graph from the explicit relationships declared by users, namely followers and group memberships. Since follower relationships can’t usually be given an exact starting time (Meeder et al. 2011), this approach usually involves analysing a static graph which conceals any temporal evolution, e.g. the changing intensity of these relationships over time.

In this paper, we focus instead on the communication happening between users; we study the live interactions captured by the replies of users to posts and messages. This crucial information about individual and collective user behaviour is naturally embedded in the temporal dimension and cannot be observed in static graphs. A key advantage of studying the interactions is that we can observe the active, instant usage of the platform. For such, we model Gab as a temporal interaction graph recording every interaction taking place within the platform and limit the study to that of the structure of the graph formed by the messages, dismissing the content of posts.

An important property of live interactions is that they might be relevant only during a limited time span across the network’s existence. We explore this feature by windowing the Gab temporal interaction graph over multiple temporal resolutions (ranging from one hour to one year at a time). Looking at the graph at multiple temporal resolutions allows us to observe different types of dynamics around user interactions (Saramäki and Moro 2015).

Our approach provides a new way of observing OSN communities. Some researchers characterise OSN as either social (friends interacting) or broadcast (influencers writing to strangers), and the latter may be true of Gab (Zhou et al. 2019). We investigate this more deeply by looking at the proportion of interactions between user pairs who had not previously communicated. We also investigate influence on Gab by examining whether a dominant group of most important users (measured by number of interactions) persists or whether this influence is short lived.

The complete nature of the Gab data makes this the first paper, to our knowledge, that analyses the interaction graph of a complete social network. We believe that viewing temporal networks at a number of timescales is a tool that can provide considerable insight into Gab and other social networks. Consistently, we found that the insights gained from viewing the interaction graph at one timescale were enhanced by the insights from viewing it at other timescales. Hence, we hope that the techniques used in this paper will prove valuable for other OSN researchers.

This paper makes the following contributions; 1) We present a methodology to analyse OSNs through the lenses of different temporal windows applied to an interaction graph; 2) We explore the Gab interaction network observing
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trends in its growth over the first eighteen months. We show that the slow growth over long time windows decomposes to rapid rises and falls at the daily and hour timescale driven mainly by events of interest to the user base; 3) We look at the cohesiveness of the Gab userbase, asking whether it forms a single connected group. We find that at a timescale of an hour the network oscillates between being mostly a single connected component at peak hours and being largely fragmented at off-peak hours. We believe this behaviour has never previously been observed; 4) we explore the relative influence of the top Gab users over different time resolutions, observing that a small number of users gather an extremely high level of attention – several users interact with more than 5% of the entire user base every month.

2 Background and related work

2.1 Gab Analysis

Gab is a fairly new social media platform, in a lot of ways similar to Twitter, that claims to champion “free speech, individual liberty, and the free flow of information online”. Efforts to open accessibility to datasets with different characteristics of this platform are continuously provided for the research community (Zannettou et al. 2018; Fair and Wesslen 2019). The first venture into studying this network was performed by (Zannettou et al. 2018). They found that Gab attracted predominantly alt-right views and conspiracy theorists, in which hate speech and discriminatory language were highly present. (Lima et al. 2018) delve deeper into the characterisation of the network by looking into the nature of Gab users and the type of content being shared. In doing so, they link the unmoderated nature of posts to the emergence of echo chambers around alt-right-leaning content. (Kalmar, Stevens, and Worby 2018) compared the spreading of the Soros Myth on Twitter and Gab and concluded that, in addition to anti-Semitic content being more prominent on Gab, its users display unabashed willingness to post and share such content. The work of (McIlroy, Young and Anderson 2019) was motivated by the Pittsburgh synagogue shooting in which they analysed the use of language and the topics discussed and their evolution since the creation of the network until the violent attack. They note a shift from neutral terms and site-setup topics to an increase in more extreme offensive language and racist subjects. They also observe a period in time where the popular topics include non-English terms, an indication to the network expanding to a more European presence. A recent analysis (Zhou et al. 2019) further explored this finding by comparing the behaviour of English and German speaking users. They observe that, although small in proportion, the German accounts tend to build tighter connections amongst themselves. A comparison with a Twitter dataset highlighted a more elitist structure to the Gab network with mostly homogeneous content. Most of the research presented so far focused on investigating the content from a language perspective, and little has been done to analyse the structure of the network; more interestingly, the type of interactions that govern this particular platform. One study (Bagavathi et al. 2019) examined the nature of conversations on Gab by analysing cascades in the corresponding graph. They notice that cascade conversations tend to emerge from linear interactions and evolve towards more complex structures as topics become viral. A recent work by (Mathew et al. 2019) explores the temporal behaviour of the userbase on Gab. By examining the nature of speech, they categorise the users into hateful and non-hateful. They report a fast increase in the number of hateful users and that new users seem to embrace hateful speech quicker. Looking at the structure of the follower graph, they notice that a large number of hateful users are at the core of the network and seem to attract a lot of attention which was steering the conversations towards hateful speech at a faster rate. In here, we aim at exploring the temporal aspect of the Gab network by focusing on the interactions among the users without looking at the content or the follower relationships but rather at the structure of the interaction graphs.

2.2 Temporal graphs and windowing

Graphs are a popular means for modelling relationships between members of online social networks, and are useful for understanding collective behaviours and the spread of information and content on these platforms. There are different models for constructing such a graph depending on the purpose of the study and available data. Much early work in this area focused on static graphs, with edges representing a binary friendship or directed ‘following’ relationship (Mislove et al. 2007). Later work coined the phrase ‘interaction graph’ (Wilson et al. 2012), focusing rather on actual communications between users, with the idea that these might bring more insight into the relationship between users than previously used friendship graphs. Contact graphs are another type where the interaction is associated with a duration (Nicosia et al. 2013). A similar concept of an ‘activity network’ was explored in a temporal setting, examining the persistence of interactions between users on Facebook (Viswanath et al. 2009) finding that only a minority of declared friendships were maintained with a monthly ‘wall post’ interaction.

An important question when looking at temporal graphs is that of the appropriate time scale to study. Analysing the evolution of the aggregate graph (every link that occurs before some time t) has an important problem: the aggregate graph grows continually and even relatively large events would be eventually eclipsed. An obvious approach is to study the graph of contacts within a particular ‘window’. A small number of authors have investigated how the study of a network depends critically on the time scale at which you study it. In (Sekara, Stopczynski, and Lehmann 2016; Stopczynski et al. 2014) the authors look at bluetooth contact data for 1,000 individuals. They show that studying the data in five minute windows produced identifiable social groups but aggregating this to a day long network blurred these groups into a single connected component. The authors of (Clauset and Eagle 2012) look at a small contact network (67 individuals) and similarly find considerable variation in network measures using time scales, varying from five min-
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Table 1: Details on the userbase and interactions within Gab that span the period between August 2016 – May 2018.

| Property                        | Quantity         |
|---------------------------------|------------------|
| Number of users                 | 169,745          |
| % of users that never reply     | 48.5%            |
| Number of posts                 | 19,091,476       |
| % as original posts             | 62.5%            |
| % as replies                    | 37.5%            |
| % as self-replies               | 1.53%            |

utes to a full day. In [Perra et al. 2012] the authors consider three graph datasets – two citation networks and one social network – and look at the frequency of pairwise interactions over a variety of window lengths. They observed that these datasets make up sparse, disconnected networks for shorter window lengths, with giant connected components forming as the window lengths became longer. Unfortunately, they were only able to do a limited amount of exploration on three different window lengths. In [Krings et al. 2012] the authors investigate mobile telephone network data within various window sizes, from one hour to several days, with a particular interest in diurnal behaviour. They used the same null model of shuffled data as this paper and showed that the large connected component could be much larger than in the shuffled model for window sizes of one to two hours. Choice of window size to analyse can affect how systems are built. In [Xie et al. 2016] the authors build delay tolerant networks modelled using contact graph datasets and note that “too large a window size cannot capture the time-varying features [...] too small a window size may [...] lead to inaccurate calculation of social metrics.” This emphasises the need to explore temporal networks at different window sizes since diverse patterns of behaviour would be distinct in one window and obscured in others. The work by [Léop, Crespelle, and Fleury 2015] offers an upper-limit on the range of possible periods that could be analysed. They looked at whether graph snapshots of a given window size were preserving the propagation properties of the original temporal network. They defined an automatic way to determine a saturation scale by tracking the window that brings the occupancy rate distribution closest to a uniform density distribution. They show that this describes a threshold on the window size where the aggregated graph would lose its temporal dynamics as it relates to properties of propagation if the window was larger than this scale. The work presented here doesn’t aim at determining a single window to perform the analysis but rather explores different window sizes to uncover dynamic network patterns that have different rate of change and necessitate looking at the network changes at multiple scales.

4 Methodology

4.1 Windowing and graph construction

With temporal graphs, snapshots of graphs are generally built at time \( t \) which includes every activity that occurred at time \( t \). When windowing is concerned, graph snapshots within a window of length \( \tau \) are aggregated together to form one graph. Formally, a graph \( G(t, \tau) \) at time \( t \) and window size of \( \tau \) is constructed by adding a single directed edge \( e_{uv} \) between users \( u \) and \( v \) if an interaction \((u,v,T)\) occurs for \( T \in (t - \frac{\tau}{2}, t + \frac{\tau}{2}) \). This means necessarily that for \( 0 < \tau_1 < \tau_2 \), the graph \( G(t, \tau_1) \) is a subgraph of \( G(t, \tau_2) \). Figure 1 illustrates an example of such windowed aggregation. Notice that, although users A and B interact more than once during this interval, only one edge is added between them. Also, only users participating in an interaction during a window are included as a node in the graph. To observe temporal patterns throughout the history of the network, we construct graphs by sliding windows of size \( \tau \) and an offset \( \Delta \). Unless stated otherwise, for the rest of the work, we use the window sizes of \( \tau \in \{1 \text{ hour}, 1 \text{ day}, 7 \text{ days}, 30 \text{ days}\} \) and offset \( \Delta = 1 \text{ day} \).

To enable such high-granularity analysis, we employ an efficient graph processing system called Raphtry [Steer, Cuadrado, and Clegg 2020]. Raphtry models ingested data as a temporal property graph, where the full structural and
property history of entities within a network are maintained in-memory. This allows the user to view the exact state of a graph at any point throughout its evolution. A user may additionally apply a ‘windowed view’ which only returns entities that have been updated within the window size, looking back from the chosen view time. In this fashion, the scraped Gab data was ingested and built into the interaction graph described above. Windowed views were then produced at each day throughout its lifetime, applying the chosen window sizes. For several of the results below, this translates into over 17,000 windowed views of the graph being materialised. This is handled automatically by the tool making it possible to run different analysis algorithms on varied temporal scales and observe patterns that may be hidden with larger window sizes.

4.2 Randomised reference models

We augment our analysis where appropriate with the use of two randomised reference models to investigate potential structural and temporal factors determining the phenomena we observe. Our first reference model is a “shuffled timestamps” model (Gauvin et al. 2018; Holme and Saramäki 2012). This model randomly shuffles the timestamps \( T \) of all interactions \((u, v, T)\) while keeping \((u, v)\) fixed. In this way, the graph obtained by aggregating all interactions within the dataset is conserved within this null model, as well as the set of interaction times, but removed are the temporal correlations between interactions from adjacent pairs of users. These correlations are common to interaction networks, arising, for example, as burst trains (Karsai, Kaski, and Kertész 2012) (sequences of repeated interactions between node pairs) or as temporal subgraph motifs (Zhao et al. 2010). The second reference model we use, commonly known as the restrained randomisation model (Maslov and Sneppen 2002), generates a random graph snapshot with a given degree sequence, usually chosen to match that of the dataset. After creating a graph for a specific window we use this model to create a graph with the same degree sequence. This may be used to test whether observed graph features can be explained just by the degree sequence of the network or whether structural correlations such as assortativity or community structure play a role.

5 Results

Our investigation of Gab considers three important questions about the network. (i) **What is the nature of growth in the Gab network and what drives that growth?** We address this question by looking at how the number of nodes and edges in the interaction network changes over time and the proportion of those nodes and edges that have never been seen before. (ii) **Is the Gab network a single connected group of interacting users or a number of disconnected groups that rarely interact with each other?** We consider this by investigating the behaviour of the large connected component for the graph. Finally (iii) we ask whether Gab is dominated by a consistent group of influential users or whether the most influential users change over time. We address this by looking at the most connected users in the network.

As this paper focuses on interactions rather than declared friendship/follower relations, we first examine how these interactions are distributed across the network, with Figure 2 showing some of these quantities pertaining to interactions. Node degree refers to the number of distinct users that node has interacted with, whereas interaction degree refers to the total number of interactions that node has had. Edge weight refers to the number of interactions between each pair of users, excluding pairs which never interact. We notice that 52% of the user pairs that interact do so once and never again, with a long tail of few edges over which many interactions occur.

In all of these investigations, we analyse how the network evolves as time goes on but also how the network quantities change as we consider different sizes of time window. The latter parameter is important; the larger the time window...
to investigate the network, the more interactions we will be looking at. Figure 3 shows the change of some basic network properties when varying the size of the window. As would be expected, larger windows include a greater number of nodes and edges. A less intuitive but well-known observation for growing networks is that the longer the time period considered, the higher the average degree (or edge/node ratio); a process sometimes called densification (Leskovec, Kleinberg, and Faloutsos 2005). A similar pattern was observed when using window based analysis to study proximity networks (Clauset and Eagle 2012).

5.1 Drivers of Growth in Interactions

An aggregate graph viewed over time can only ever add nodes and edges and may not reveal clear patterns in the temporal behaviour of these entities. In this section, we use different window sizes to explore whether we can identify factors affecting growth or decline in these interactions. We use the definition of nodes and edges within a window \( \tau \) which make up the graph \( G(t, \tau) \) defined in the previous section. We distinguish a “new” node or edge within a window as entities that have never been seen at any time before this window. In other words, these represent users and pairwise interactions that occur in the window \( T \in (t - \frac{\tau}{2}, t + \frac{\tau}{2}) \) and were never active before \( (t - \frac{\tau}{2}) \). Adjusting the window size \( \tau \) provides different definitions of who is an “active” user. We investigate whether the system is driven by returning users who continue to contribute over time or new users who have never been seen before the time window under analysis.

Figure 4a shows the number of users according to daily, weekly, monthly, quarterly and 6-monthly window sizes (bottom), and the proportion of those users that are new (top). In addition, the running total (aggregate) number of users is plotted as a reference. The number of users that are active monthly or more regularly makes up a small proportion of the total userbase, which is not surprising given the prevalence of bots and duplicate accounts on social networks (Silva et al. 2013). On average 19% of monthly users are active on a given day, compared to 44% for Twitter (Twitter 2019).

Similarly, Figure 4b shows the number of edges and the proportion of new interactions in different windows. Surprisingly, the majority of communications in most windows of a day or greater are between users who have never previously interacted. The ratio holds even in the later months of our dataset where the mass of users was higher. This is in contrast to work (Grindrod and Parsons 2011) which has found that many edges in temporal social networks tend to be persistent, with the probability of an edge returning depending positively on whether it exists already. They observe that 12% of weekly edges are new interactions, a figure which stays low throughout the dataset (after the first week). This is in contrast to an approximate proportion of 60% we see in the Gab data. It does, however, add weight to studies (Zhou et al. 2019) that have characterised interactions on Gab as broadcast behaviour rather than engaging in conversations; where interactions exist not to build up social relationships but to reinforce hierarchies.

Multiple window sizes help in identifying events that are
either hidden with larger window scales or lost within the
noise of smaller windows. With this particular dataset, the
weekly ratio seems to provide the most clear indicator of
bursty spikes of new users. We have compared these peaks
with key events from the alt-right movement. A list of some
events that could be triggers for these activity bursts have
been marked in Figures 6a and 6b with a key in Table 2.
We consolidate these beliefs by measuring the frequency of
posts containing a given keyword on the event day, com-
pared with a corpus of 250,000 randomly selected posts. As
a benchmark comparison, ‘Trump’ is mentioned 3.5 times
more on the day after the 2016 US election than on a ran-
domly chosen day.

Some growth bursts seem to centre on events around the
Trump administration, with the site’s largest peak in pro-
portion of new users after the site’s birth coming shortly
after Trump’s election (event 1). Trump’s remark refer-
ing to Haiti, El Salvador and African nations as ‘sh*thole’
countries (event 5) coincides with one of these. We found
the word ‘sh*thole’ appearing 766 times more on the se-
clected day than in the reference data; pushing it to be found
in (McIlroy-Young and Anderson 2019) as one of the all-
time top 15 over-represented words on the platform. Some
peaks in new users seem to be driven by migration from
Twitter in response to clampdowns on the alt-right, the
site founded shortly after the high profile banning of Milo
Yiannopoulos from Twitter in July 2016. One such clamp-
down is on 18 Dec 2017 (event 4) when Twitter removed
numerous accounts associated with the far right, (including
for example, Paul Golding and Jayda Fransen of Britain First
who joined Gab the same day) prompting a 2.2 times in-
crease in occurrences of ‘Twitter’ among Gab posts. The an-
nouncement to repeal net neutrality (event 3) sees a spike
in edges, ‘neutrality’ yielding a 2.2 times relative frequency
increase. What seems to be the site’s largest and most sust-
inanced increase in number of users after the birth of the site
is around the Charlottesville Unite the Right rally (event 2)
and its aftermath. The number of active users in this month
roughly doubles from a month previous, with over half of
these users never seen before on the site at its peak. In March
2018 (event 6) a lawsuit is filed against Infowars’ Alex
Jones, one of the top 20 most followed users of Gab (Zan-
ettou et al. 2018) regarding a Charlottesville conspiracy he
perpetrated, prompting another spike of discussions on the
site.

5.2 Considering the Gab Userbase as a
Connected Community

The Gab userbase is characterised by homogeneity, espe-
cially driven by political topics. It is useful thence to in-
vvestigate the extent to which they form a single community.

We might consider the ties among the Gab community by
looking again at the data in Figure 6b and in particular the
proportion of new edges. The day trace for new edges shows
that 40% to 70% of daily interactions are between users who
have never interacted before that day. This is consistent with
the idea that Gab is not well characterised as a community
of friends who consistently interact with each other.

We address this question by observing the size of the
largest connected component (LCC). Aggregate graphs of
OSN almost always show that the majority of users in a net-
work are part of a large connected component. Considering
time windows of data gives a much more detailed insight.
Smaller window sizes imply fewer nodes and fewer links
(analogous to edge removal for graph robustness (Albert,
Jeong, and Barabási 2000)).

Figure 5: CDF of the size of the largest connected com-
ponent (LCC) as a proportion of the total graph for each win-
dow size. A point on this graph shows the proportion of the
time (y-axis) the proportion of graph within the largest con-
ected component was smaller than the value on the x-axis.

Figure 5 shows the proportion of users connected by the
LCC for different window sizes τ. For example, at a win-
dow size of one day (and all longer windows) the LCC con-
nects 90% of users for the vast majority of windows (the
LCC proportion is above ninety percent nearly one hun-
dred percent of the time). However, the smaller the window
size we observe, the higher variability we find in the size of
the LCC. As might be expected the number of users (and
hence the absolute size of the LCC) varies considerably with
time of day when studied at the hour level. This is consist-
ent with (Krings et al. 2012) looking at the same effect in
electrocommunications network. What is less predictable is
what will happen when we look at the proportion of users
who are within the LCC.

It is not obvious whether an OSN will form a single LCC
when viewed at the finest time scale (one hour). In fact, at
the hour time-scale, the Gab network moves between two
different regimes. This can be seen in Figure 7, where we fo-
cus further on the proportion of users in the LCC using the
hour long window. When we zoom in on a short period of
time the reason for the variability becomes clear. The pro-
portion of users who are part of the LCC varies hugely from
the peak to off-peak. Gab usage is highly diurnal, driven by
a userbase that is largely US- and Europe-based (Zhou et
al. 2019). At peak hours, 70 – 80% of active users are part
of a single LCC. At off-peak hours, the LCC contains no
more than 30% of users and Gab becomes several smaller
Figure 6: Comparison of the relative size of the largest connected component, components of size 2 (pairs) and intermediate sized components when the graph is viewed with an hour sized window. Values are given for the same week time period, in the real data (left), the restrained randomisation model (centre), and the shuffled timestamps model (right). Graphs are obtained over the hourly window for a week period.

The change of proportion and size of the LCC is not simply an effect of the number of active users at a given time as can be seen by comparing against randomised models. Figure 6 shows the proportion of the graph taken up by the LCC (blue), other components with a size strictly greater than two (orange) and pairs of users only interacting with each other (green). This view shows us not only that the proportion of users in the largest connected component enlarges and shrinks again over the course of a 24 hour period but that at off-peak hours this shrinkage comes mainly with an increased presence of isolated interactions in the network as opposed to more intermediate sized components. First, ignoring any temporal aspect, we test whether the behaviour of the connected component is owing to any structural correlations within the network, using a restrained randomisation model (see section 4.2) as a reference (middle panel of Figure 6). The restrained randomisation model produces very similar results to the real data. However the proportion of users in the LCC is slightly lower and the proportion of users making pairwise interactions slightly higher in the real data, particularly in the off peak. The majority of the behaviour is a result of the number of interactions each present user is engaged with but some arises from Gab’s network structure which favours pairwise interactions over group discussions.

We investigate the role of temporal correlations by considering a randomised timestamps model (see section 4.2) which takes the original interaction dataset and permutes the timestamps. In this case Figure 6 (right) we observe that a periodic behaviour persists but that the proportion of users in the LCC is very small for all time periods. The periodicity can be explained by the fact that the higher rate of interactions during peak hours means increased densification and hence a larger LCC. However, the activity rate alone does not explain the proportion of users present in the LCC in the real data during peak hours (the LCC is a much smaller proportion of the graph in the shuffled model), meaning that temporal correlations between interactions are indeed the vital driver in explaining this behaviour.

Figure 7: A week of data showing the proportion of the graph that is within the largest connected component when the graph is viewed in hourly windows. The red line smooths this with a low pass filter. With the hourly window most of the graph is in a single connected component at peak hours but at off peak hours the graph “shatters” into smaller components.

completely disconnected networks that can be thought of as isolated groups (sometimes just user pairs) talking among themselves. We believe that this daily shattering and reforming of the LCC has never previously been observed in OSN data.

We look a little closer at the nature of activity arising from the diurnal habits of the userbase by applying a low-pass filter to the data in Figure 7. The red line smooths the data with a low pass filter keeping only the lowest frequency components. We notice twin peaks, a distinct peak with a slightly smaller peak lagging behind. This pattern could arise from two superimposed groups of slightly different sizes that are six hours apart. This is consistent with the work (Zhou et al. 2019) which found a German and French presence alongside English language content on the platform.
5.3 Churn of Influential Users on Gab

In this section, we ask how many users ever become influential on the platform, and for how long that status lasts. We use the in-degree (number of iterations from distinct users) a user receives as a coarse measure of their influence in that window, and we extract the top 20 users for each window. Figure 9 reports the proportion of windows a user spends in the top 20 at different timescales. The same nine users that are found in the top 20 in more than half of the month windows are found in nearly half of the week windows, and 30% of the day windows. When looking through a timescale of a day, we see a large pool of more than 800 different users enter the top 20 at this timescale. For the most part, however, this influence is very short lived, with nearly half of these entering the ranks once and never again.

We also examine trajectories of the top ranked users by in-degree (Figure 8, showing more explicitly the rise (and sometimes fall) of a subset of these users. The users shown are the 20 with the highest in-degree in the aggregate graph. Some of these users hold and maintain a huge level of attention, with the top ranked user in the year window receiving replies from 20% of the active users within that year and the rest of the users presented in the year window each achieving attention from over 4% of the network. The year window shows on the most part a stable hierarchy of top users who only occasionally overtake each other, with a downward trend which is explained by the growing nature of the network. The monthly plot shows in more detail when and in what manner each user rises to prominence. For example, user (31) who tops the year window is dominant for nearly the whole time period for the smaller window as well. On the other hand, some users who obtain prominence in the year window achieve this through a short burst of fame seen only through the lens of smaller timescales (seen with Users (15264) and (130807)). Not included are the plots for the day and week windows size which are mostly too noisy to draw out any salient user trajectories. We did note, however, a small number of users who gained a high amount of influence for just a single day each and never again.

5.4 Summary of main findings

This paper analysed the first eighteen months of Gab data focusing on the structure of the temporal interaction network. Looking at data through the multiple views allowed by different window scales provides insight that could not be gained from analysing a graph using just one time scale. Even a basic question like “is the Gab network growing or shrinking?” depends crucially on the time window we look at. When considered in small time windows of hours or days, the userbase for Gab is driven by spikes of arrivals that may be associated with events of importance for potential users of this network. We tentatively identify some real-world events that may be associated with growth in this network, for example, the suspension of some far-right accounts on Twitter and the ‘Unite the Right’ rally in Charlottesville. Over longer periods of time the network seems to be growing its number of users albeit extremely slowly.

3Andrew Torba, founder of Gab
Considering the question as to whether the Gab userbase is a unified ‘community’ that actively interacts with each other, we show that at peak times the community viewed over a single hour does form a large connected component but in the off peak, with less usage, it becomes a number of much smaller connected components that are completely isolated from each other.

The Gab userbase is highly dynamic. In a given month, typically more than one quarter of the users interacting with the network have never previously done so. At every time scale we consider, 40% of interactions are between pairs of users who have never previously interacted. The most interacted with users in Gab form a small core of users who dominate most of the time receiving extremely high levels of attention, and much wider pool who gain influence fleeting. Typically, like the saying ‘fifteen minutes of fame’, users in this wider pool may enter the top twenty for a single time period and then rarely, if ever, reappear. The network appears to be characterised by churn, both in new users appearing and in different users dominating the interactions.

6 Conclusions

This paper is the first we know about to analyse a temporal interaction graph for a complete social network dataset (in this case, Gab). We investigate the temporal aspect using a variety of timescales (windows). One might ask whether it is possible to identify an ideal timescale for the study of networks; we have found instead that interesting insights can be gained by looking at a multitude of networks. By viewing how user-to-user interactions evolve at different timescales we gain unique insights into the nature of the network. While Gab grows relatively slowly over longer time scales, this growth is also characterised by sudden rises and falls over short timescales associated with external events of interest to the alt-right community. We have shown how, at every timescale, Gab interactions commonly (more than 40 percent of the time) take place between ‘strangers’, that is users who never previously interacted. When considering the Gab system as a community, for longer timescales the majority of the active userbase forms a single connected component. However, analysed at short timescales like an hour this largest connected component dwindles to be a very small proportion of the network in off-peak hours. When looking at the most influential users we see a small elite of users who command an unusually large degree of attention from the userbase. Several users interact with more than five percent of the userbase in any given monthly window. In future work we plan to extend our approach to other OSNs where the full set of interactions is available (unlike the sampled data available for Twitter). We will also assess the discrimination potential of different timescales depending on the dataset characteristics.
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