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ABSTRACT. We prove a precise geometric description of all one layer ReLU networks \( z(x; \theta) \) with a single linear unit and input/output dimensions equal to one that interpolate a given dataset \( \mathcal{D} = \{(x_i, f(x_i))\} \) and, among all such interpolants, minimize the \( \ell_2 \)-norm of the neuron weights. Such networks can intuitively be thought of as those that minimize the mean-squared error over \( \mathcal{D} \) plus an infinitesimal weight decay penalty. We therefore refer to them as ridgeless ReLU interpolants. Our description proves that, to extrapolate values \( z(x; \theta) \) for inputs \( x \in (x_i, x_{i+1}) \) lying between two consecutive datapoints, a ridgeless ReLU interpolant simply compares the signs of the discrete estimates for the curvature of \( f \) at \( x_i \) and \( x_{i+1} \) derived from the dataset \( \mathcal{D} \). If the curvature estimates at \( x_i \) and \( x_{i+1} \) have different signs, then \( z(x; \theta) \) must be linear on \( (x_i, x_{i+1}) \). If in contrast the curvature estimates at \( x_i \) and \( x_{i+1} \) are both positive (resp. negative), then \( z(x; \theta) \) is convex (resp. concave) on \( (x_i, x_{i+1}) \). Our results show that ridgeless ReLU interpolants achieve the best possible generalization for learning 1d Lipschitz functions, up to universal constants.

1. INTRODUCTION

The ability of overparameterized neural networks to simultaneously fit data (i.e. interpolate) and generalize to unseen data (i.e. extrapolate) is a robust empirical finding that spans the use of deep learning in tasks from computer vision \([KSH12, HZRS16]\), natural language processing \([BMR+20]\), and reinforcement learning \([SHM+16, VBC+19, JEP+21]\). This observation is surprising when viewed from the lens of traditional learning theory \([VC71, BM02]\), which advocates for capacity control of model classes and strong regularization to avoid overfitting.

Part of the difficulty in explaining conceptually why neural networks are able to generalize is that it is unclear how to understand, concretely in terms of the network function, various forms of implicit and explicit regularization used in practice. For example, a well-chosen initialization for gradient-based optimizers is key to ensuring good generalization properties of the resulting learned network \([MM15, HZRS15, XBS+18]\). However, the specific geometric or analytic properties of the learned network ensured by a successful initialization scheme are hard to pin down.

In a similar vein, it is standard practice to experiment with explicit regularizers such as weight decay, obtained by adding an \( \ell_2 \) penalty on model parameters to the underlying empirical risk. While weight decay is easy to describe via its effect on parameters, it is typically challenging to translate this into properties of a learned non-linear model. In the simple setting of one layer ReLU networks there has been some relatively recent progress in this direction. Specifically, starting with an observation in \([NTS14]\) the articles \([SESS19, OWSS19, PN20a, PN20b, PN21]\) explore and develop the fact that \( \ell_2 \) regularization on parameters in this setting is provably equivalent to penalizing the total variation of the derivative of the network function (cf eg Theorem 1.3 from prior work below). While the results in these articles hold for any input dimension, in this article we consider the simplest case of input dimension 1. In this setting, our main contributions are:

1. Given a dataset \( \mathcal{D} = \{(x_i, y_i)\} \) with scalar inputs and outputs, we obtain a complete characterization of all one layer ReLU networks with a single linear unit which fit the data and, among all such interpolating networks, do so with the minimal \( \ell_2 \) norm of the
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neuron weights. There are infinitely many such networks and, unlike in prior work, our characterization is phrased directly in terms of the behavior of the network function on intervals \((x_i, x_{i+1})\) between consecutive datapoints. Our description is purely geometric and can be summarized informally as follows (see Theorem 1.2 for the precise statement):

- If we order \(x_1 < \cdots < x_m\), then the data itself gives a discrete curvature estimate
  \[
  \epsilon_i := \text{sgn} (s_i - s_{i-1}), \quad s_i := \frac{y_{i+1} - y_i}{x_{i+1} - x_i}
  \]
  at \(x_i\) of whatever function generated the data. See Figure 1.
- If the curvature estimates \(\epsilon_i\) and \(\epsilon_{i+1}\) at \(x_i\) and \(x_{i+1}\) disagree, then the network must be linear on \((x_i, x_{i+1})\). See Figures 2 and 3.
- If the curvature estimates agree and are positive (resp. negative), then the network function is convex (resp. concave) on \((x_i, x_{i+1})\) and lies below (resp. above) the straight line interpolant of the data. See Figures 2 and 3.

(2) The geometric description of the space of interpolants of \(\mathcal{D}\) from (1) immediately yields sharp generalization bounds for learning 1d Lipschitz functions. This is stated in Corollary 1.4. Specifically, if the dataset \(\mathcal{D}\) is generated by setting \(y_i = f_*(x_i)\) for \(f_* : \mathbb{R} \to \mathbb{R}\) a Lipschitz function, then any one layer ReLU network with a single linear unit which interpolates \(\mathcal{D}\) but does so with minimal \(\ell_2\)-norm of the network parameters will generalize as well as possible to unseen data, up to a universal multiplicative constant. To the author’s knowledge this is the first time such generalization guarantees have been obtained.

1.1. Setup and Informal Statement of Results. Consider a one layer ReLU network

\[
(1.1) \quad z(x) = z(x; \theta) := ax + b + \sum_{j=1}^{n} W_j^{(2)} \left[ W_j^{(1)} x + b_j^{(1)} \right], \quad [t]_+ := \text{ReLU}(t) = \max\{0, t\}
\]
with a single linear unit and input/output dimensions equal to one. For a given dataset
\[ D = \{ (x_i, y_i) : i = 1, \ldots, m \}, \quad -\infty < x_1 < \cdots < x_m < \infty, \quad y_i \in \mathbb{R}, \]
if the number of datapoints \( m \) is smaller than the network width \( n \), there are infinitely many choices of the parameter vector \( \theta \) for which \( z(x; \theta) \) interpolates (i.e. fits) the data:
\[ z(x_i; \theta) = y_i, \quad \forall i = 1, \ldots, m. \]

Without further information about how \( \theta \) was selected, little can be said about the function \( x \mapsto z(x; \theta) \) on intervals \( (x_i, x_{i+1}) \) away from two consecutive datapoints when \( n \) is much larger than \( m \). This precludes useful generalization guarantees that hold uniformly over all \( \theta \) subject only to the interpolation condition (1.2).

In practice interpolants are not chosen arbitrary. Instead, they are typically learned by some variant of gradient descent starting from a random initialization. For a given network architecture, initialization scheme, optimizer, data augmentation scheme, regularizer, and so on, understanding how the learned network uses the known labels \( \{y_i, i = 1, \ldots, m\} \) to extrapolate values of \( z(x; \theta) \) for \( x \) in intervals \( (x_i, x_{i+1}) \) away from the datapoints in \( D \) is an important open problem.

To obtain non-trivial generalization estimates and make progress on this problem, a fruitful line of inquiry in prior work has been to search for additional complexity measures based on margins \cite{WLLM18}, PAC-Bayes estimates \cite{DR17, DR18, NK19}, weight matrix norms \cite{NTS15, BFT17}, information theoretic compression estimates \cite{AGNZ18}, Rachemacher complexity \cite{GRS18}, etc that, while perhaps not explicitly regularized, are hopefully small in trained networks. The idea is then that these complexity measures being small gives additional constrains on the capacity of the space of learned networks. We refer the interested reader to \cite{JMN19} for a review and empirically comparison of many such approaches.

In this article, we take a different approach to studying generalization. We do not seek general results that are valid for any network architecture. Instead, our goal is to describe completely, in concrete geometrical terms, the properties of one layer ReLU networks \( z(x; \theta) \) that interpolate a dataset \( D \) in the sense of (1.2) with the minimal possible \( \ell_2 \) penalty
\[ C(\theta) = C(\theta, n) = \frac{1}{2} \sum_{j=1}^{n} \left( |W_j^{(1)}|^2 + |W_j^{(2)}|^2 \right) \]
on the neuron weights. More precisely, we study the space of ridgeless ReLU interpolants
\[ \text{RidgelessReLU}(D) := \{ z(x; \theta) \mid z(x_i; \theta) = y_i \quad \forall (x_i, y_i) \in D, \quad C(\theta) = C_* \}, \]
of a dataset \( D \), where
\[ C_* := \inf_{\theta, n} \{ C(\theta, n) \mid z(x_i; n, \theta) = y_i \quad \forall (x_i, y_i) \in D \}. \]
The elements of \( \text{RidgelessReLU}(D) \) can intuitively be thought of as all ReLU networks that minimize a weakly penalized loss
\[ \mathcal{L}(\theta; D) + \lambda C(\theta), \quad \lambda \ll 1, \]
where \( \mathcal{L} \) is an empirical loss, such as the mean squared error over \( D \), and the strength \( \lambda \) of the weight decay penalty \( C(\theta) \) is infinitesimal. It is plausible but by no means obvious that, with high probability, gradient descent from a random initialization and a weight decay penalty whose strength decreases to zero over training converges to an element in \( \text{RidgelessReLU}(D) \). This article does not study optimization, and we therefore leave this as an interesting open problem. Our main result is simple description of \( \text{RidgelessReLU}(D) \) and can informally be stated as follows:

**Theorem 1.1 (Informal Statement of Theorem [1.2]).** Fix a dataset \( D = \{ (x_i, y_i), i = 1, \ldots, m \} \). Each datapoint \( (x_i, y_i) \) gives an estimate
\[ \epsilon_i := \text{sgn} \left( s_i - s_{i-1} \right), \quad s_i := \frac{y_{i+1} - y_i}{x_{i+1} - x_i} \]

---
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for the local curvature of the data (Figure 1). Among all continuous and piecewise linear functions \( f \) that fit \( D \) exactly, the ones in \( \text{RidgelessReLU}(D) \) are precisely those that:

- Are convex (resp. concave) on intervals \((x_i, x_{i+1})\) at which neighboring datapoints agree on the local curvature in the sense that \( \epsilon_i = \epsilon_{i+1} = 1 \) (resp. \( \epsilon_i = \epsilon_{i+1} = -1 \)). On such intervals \( f \) lies below (resp. above) the straight line interpolant of the data. See Figures 2 and 3.
- Are linear (or more precisely affine) on intervals \((x_i, x_{i+1})\) when neighboring datapoints disagree on the local curvature in the sense that \( \epsilon_i \cdot \epsilon_{i+1} \neq 1 \).

Before giving a precise statement our results, we mention that, as described in detail below, the space \( \text{RidgelessReLU}(D) \) has been considered in a number of prior articles \cite{SESS19, OWSS19, PN20a}. Our starting point will be the useful but abstract characterization of \( \text{RidgelessReLU}(\mathcal{D}) \) they obtained in terms of the total variation of the derivative of \( z(x; \theta) \) (see (1.5)).

Let us also note that the conclusions of Theorem 1.1 and Theorem 1.2 also hold under seemingly very different hypotheses from ours. Namely, instead of \( \ell_2 \)-regularization on the parameters, \cite{BGGV20} considers SGD training for mean squared error with iid noise added to labels. Their Theorem 2 shows (modulo some assumptions about interpreting the derivative of the ReLU) that, among all ReLU networks a linear unit that interpolate a dataset \( D \), the only ones that minimize the implicit regularization induced by adding iid noise to SGD are precisely those that satisfy the conclusions of Theorem 1.1 and hence are exactly the networks in \( \text{RidgelessReLU}(D) \). This suggests that our results hold under much more general conditions. It would be interesting to characterize them.

Further, our characterization of \( \text{RidgelessReLU}(D) \) in Theorem 1.2 immediately implies strong generalization guarantees uniformly over \( \text{RidgelessReLU}(D) \). We give a representative example in Corollary 1.3 which shows that such ReLU networks achieve the best possible generalization error of Lipschitz functions, up to constants.

Finally, note that we allow networks \( z(x; \theta) \) of any width but that if the width \( n \) is too small relative to the dataset size \( m \), then the interpolation condition (1.2) cannot be satisfied. Also, we point out that in our formulation of the cost \( C(\theta) \) we have left both the linear term \( ax + b \) and the neuron biases unregularized. This is not standard practice but seems to yield the cleanest results.

1.2. Statement of Results and Relation to Prior Work. Every ReLU network \( z(x; \theta) \) is a continuous and piecewise linear function from \( \mathbb{R} \) to \( \mathbb{R} \) with a finite number of affine pieces. Let us denote by \( \text{PL} \) the space of all such functions and define

\[
\text{PL}(\mathcal{D}) := \{ f \in \text{PL} \mid f(x_i) = y_i \ \forall i = 1, \ldots, m \}
\]

to be the space of piecewise linear interpolants of \( D \). Perhaps the most natural element in \( \text{PL}(\mathcal{D}) \) is the “connect-the-dots interpolant” \( f_D : \mathbb{R} \to \mathbb{R} \) given by

\[
f_D(x) := \begin{cases} 
    \ell_1(x), & x < x_2 \\
    \ell_i(x), & x_i < x < x_{i+1}, \quad i = 2, \ldots, m - 2 \\
    \ell_{m-1}(x), & x > x_{m-1}
\end{cases}
\]

where for \( i = 1, \ldots, m - 1 \), we’ve set

\[
\ell_i(x) := (x - x_i)s_i + y_i, \quad s_i := \frac{y_{i+1} - y_i}{x_{i+1} - x_i}.
\]

See Figure 1. In addition to \( f_D \), there are many other elements in \( \text{RidgelessReLU}(\mathcal{D}) \). Theorem 1.2 gives a complete description of all of them phrased in terms of how they may behave on intervals \((x_i, x_{i+1})\) between consecutive datapoints. Our description is based on the signs

\[
\epsilon_i = \text{sgn}(s_i - s_{i-1}), \quad 2 \leq i \leq m
\]

of the (discrete) second derivatives of \( f_D \) at the inputs \( x_i \) from our dataset.
Theorem 1.2. The space RidgelessReLU(\(D\)) consists of those \(f \in PL(D)\) satisfying:

1. \(f\) coincides with \(f_D\) on the following intervals:
   1. Near infinity, i.e. on the intervals \((-\infty, x_2)\) and \((x_{m-1}, \infty)\)
   2. Near datapoints that have zero discrete curvature, i.e. on intervals \((x_{i-1}, x_{i+1})\) with \(i = 2, \ldots, m-1\) such that \(\epsilon_i = 0\).
   3. Between datapoints with opposite discrete curvature, i.e. on intervals \((x_i, x_{i+1})\) with \(i = 2, \ldots, m-1\) such that \(\epsilon_i \cdot \epsilon_{i+1} = -1\).

2. \(f\) is convex (resp. concave) and bounded above (resp. below) by \(f_D\) between any consecutive datapoints at which the discrete curvature is positive (resp. negative). Specifically, suppose for some \(3 \leq i \leq i + q \leq m - 2\) that \(x_i\) and \(x_{i+q}\) are consecutive discrete inflection points in the sense that
   \[\epsilon_{i-1} \neq \epsilon_i, \quad \epsilon_i = \cdots = \epsilon_{i+q}, \quad \epsilon_{i+q} \neq \epsilon_{i+q+1}.\]
   If \(\epsilon_i = 1\) (resp. \(\epsilon_i = -1\)), then restricted to the interval \((x_i, x_{i+q})\), \(f\) is convex (resp. concave) and lies above (resp. below) the incoming and outgoing support lines and below (resp. above) \(f_D\):
   \[
   \epsilon_i = 1 \implies \max \{\ell_{i-1}(x), \ell_{i+q}(x)\} \leq f(x) \leq f_D(x)
   \]
   \[
   \epsilon_i = -1 \implies \min \{\ell_{i-1}(x), \ell_{i+q}(x)\} \geq f(x) \geq f_D(x)
   \]
   for all \(x \in (x_i, x_{i+q})\).

We refer the reader to Theorem 1.2 as an algorithm that, given the dataset \(D\), describes all elements in RidgelessReLU(\(D\)) (see Figures 2 and 3):

Step 1 **Linearly interpolate the endpoints:** by property (1), \(f \in \text{RidgelessReLU}(D)\) must agree with \(f_D\) on \((-\infty, x_2)\) and \((x_{m-1}, \infty)\).

Step 2 **Compute discrete curvature:** for \(i = 2, \ldots, m-1\) calculate the discrete curvature \(\epsilon_i\) at the data point \(x_i\).

Step 3 **Linearly interpolate on intervals with zero curvature:** for all \(i = 2, \ldots, m-1\) at which \(\epsilon_i = 0\) property (1) guarantees that \(f\) coincides with the \(f_D\) on \((x_{i-1}, x_{i+1})\).

Step 4 **Linearly interpolate on intervals with ambiguous curvature:** for all \(i = 2, \ldots, m-1\) at which \(\epsilon_i \cdot \epsilon_{i+1} = -1\) property (1) guarantees that \(f\) coincides with \(f_D\) on \((x_i, x_{i+1})\).

Step 5 **Determine convexity/concavity on remaining points:** all intervals \((x_i, x_{i+1})\) on which \(f\) has not yet been determined occur in sequences \((x_i, x_{i+1}), \ldots, (x_{i+q-1}, x_{i+q})\) on which \(\epsilon_{i+j} = 1\) or \(\epsilon_{i+j} = -1\) for all \(j = 0, \ldots, q\). If \(\epsilon_i = 1\) (resp. \(\epsilon_i = -1\)), then \(f\) is any convex (resp. concave) function bounded below (resp. above) by \(f_D\) and above (resp. below) the support lines \(\ell_i(x), \ell_{i+q}(x)\).

The starting point for the proof of Theorem 1.2 comes from the prior articles [NTS14 SESS19 OWSS19], which obtained an insightful “function space” interpretation of RidgelessReLU(\(D\)) as a subset of \(PL(D)\). Specifically, a simple computation (cf e.g. Theorem 3.3 in [SESS19] and also Lemma 3.14 below) shows that \(f_D\) achieves the smallest value of the total variation \(||Df||_{TV}\) for the derivative of \(f\) among all \(f \in PL(D)\). (The function \(Df\) is piecewise constant and \(||Df||_{TV}\) is the sum of absolute values of its jumps.) Part of the content of the prior work [NTS14 SESS19 OWSS19] is the following result...
Figure 2. Steps 1 - 3 for generating RidgelessReLU($D$) from the dataset $D$. 
Theorem 1.3 (cf Lemma 1 in [OWSS19] and around equation (17) in [SESS19]). For any dataset $D$ we have

$$\text{RidgelessReLU}(D) = \{ f \in \text{PL}(D) \mid ||Df||_{TV} = ||Df_D||_{TV} \}. \tag{1.5}$$

Theorem 1.3 says that RidgelessReLU($D$) is precisely the space of functions in PL($D$) that achieve the minimal possible total variation norm for the derivative. Intuitively, functions in RidgelessReLU($D$) are therefore averse to oscillation in their slopes. The proof of this fact uses a simple idea introduced in Theorem 1 of [NTS14] which leverages the homogeneity of the ReLU to translate between the regularizer $C(\theta)$, which is positively homogeneous of degree 2 in the network weights, and the penalty $||Df||_{TV}$, which is positively homogeneous of degree 1 in the network function.

Theorem 1.2 yields strong generalization guarantees uniformly over RidgelessReLU($D$). To state a representative example, suppose $D$ is generated by a function $f_* : \mathbb{R} \rightarrow \mathbb{R}$:

$$y_j = f_*(x_j).$$
The appearance of the logarithm is due to the fact that among the possible results, the one we seek holds with high probability if \( x = i/m \) cannot be directly obtained from the relation (1.5) of prior work. The issue is that a priori the \( f_i \)’s are uniform over \( \mathbb{R}^m \) and \( \{1, \ldots, m\} \), then

\[
||f||_{\text{Lip}} \leq ||f_*||_{\text{Lip}},
\]

Hence, if \( f_* \) is \( L \)-Lipschitz and \( x_i = i/m \) are uniformly spaced in \([0, 1]\), then

\[
\sup_{f \in \text{RidgelessReLU}(\mathcal{D})} \sup_{x \in [0, 1]} |f(x) - f_*(x)| \leq \frac{2L}{m}.
\]

**Proof.** Observe that for any \( i = 2, \ldots, m-1 \) and \( x \in (x_i, x_{i+1}) \) at which \( Df(x) \) exists we have

\[
\epsilon_i(s_{i-1} - s_i) \leq \epsilon_i(Df(x) - s_{i}) \leq \epsilon_i(s_{i+1} - s_{i}).
\]

Indeed, when \( \epsilon_i = 0 \) the estimate (1.8) follows from property (1b) in Theorem 1.2. Otherwise, (1.8) follows immediately from the local convexity/concavity of \( f \) in property (2). Hence, combining (1.8) with property (1a) shows that for each \( i = 1, \ldots, m-1 \)

\[
||Df||_{L^\infty(x_i, x_{i+1})} \leq \max \{|s_{i-1}|, |s_{i}|\}.
\]

Again using property (1a) and taking the maximum over \( i = 2, \ldots, m \) we find

\[
||Df||_{L^\infty([0, 1])} \leq \max_{1 \leq i \leq m-1} |s_{i}| = ||f_D||_{\text{Lip}}.
\]

To complete the proof of (1.6) observe that for every \( i = 1, \ldots, m-1 \)

\[
|s_{i}| = \left| \frac{y_{i+1} - y_i}{x_{i+1} - x_i} \right| = \left| \frac{f(x_{i+1}) - f(x_i)}{x_{i+1} - x_i} \right| \leq ||f_*||_{\text{Lip}} \implies ||Df||_{\text{Lip}} \leq ||f_*||_{\text{Lip}}.
\]

Given any \( x \in [0, 1], \) let us write \( x' \) for its nearest neighbor in \( \{i/m, i = 1, \ldots, m\} \). We find

\[
|f(x) - f_*(x)| \leq |f(x) - f(x')| + |f_*(x') - f_*(x)| \leq \left( ||f||_{\text{Lip}} + ||f_*||_{\text{Lip}} \right) |x - x'| \leq \frac{2L}{m}.
\]

Taking the supremum over \( f \in \text{RidgelessReLU}(\mathcal{D}) \) and \( x \in [0, 1] \) proves (1.7). \( \square \)

Corollary 1.4 gives the best possible generalization error of Lipschitz functions, up to a universal multiplicative constant, in the sense that if all we knew about \( f_* \) was that it was \( L \)-Lipschitz and we were given its values on \( \{i/m, i = 1, \ldots, m\} \), then we cannot recover \( f_* \) in \( L^\infty \) to accuracy that is better than a constant times \( L/m \). Further, instead of choosing \( x_i = i/m \) the same kind of result holds with high probability if \( x_i \) are drawn independently at random from \([0, 1]\), with the \( 2L/m \) on the right hand side replaced by \( C\log(m)/L/m \) for some universal constant \( C > 0 \). The appearance of the logarithm is due to the fact that among \( m \) iid points in \([0, 1]\) the largest spacing between consecutive points scales like \( C\log(m)/m \) with high probability. Similar generalization results can easily be established, depending on the level of smoothness assumed for \( f_* \) and the uniformity of the datapoints \( x_i \).

In writing this article, it at first appeared to the author that the generalization bounds (1.6) cannot be directly obtained from the relation (1.5) of prior work. The issue is that a priori the relation (1.5) gives bounds only on the global value of \( ||Df||_{TV} \), suggesting perhaps that it does not provide strong constraints on local information about the behavior of ridgeless interpolants on small intervals \( (x_i, x_{i+1}) \). However, the relation (1.5) can actually be effectively localized to yield the estimates (1.6) and (1.7) but with worse constants. The idea is the following. Fix \( f \in \text{RidgelessReLU}(\mathcal{D}) \). For any \( i_* = 3, \ldots, m-2 \) define the left, right and central portions of \( \mathcal{D} \) as follows:

\[
\mathcal{D}_L := \{(x_i, y_i), i < i_*\}, \quad \mathcal{D}_C := \{(x_i, y_i), i_* - 1 \leq i \leq i_* + 1\}, \quad \mathcal{D}_R := \{(x_i, y_i), i_* < i\}.
\]

Consider further the left, right, and central versions of \( f \), defined by

\[
f_L(x) = \begin{cases} f(x), & x < x_{i_*} \\ \ell_{i_*}(x), & x > x_{i_*} \end{cases}, \quad f_R(x) = \begin{cases} f(x), & x > x_{i_*} \\ \ell_{i_*}(x), & x < x_{i_*} \end{cases}.
\]
To start, we introduce some notation. For each $f$ in Proposition 3.13 that any $f$ of the form $(\text{Corollary 1.4 but with slightly worse constants.})$

when the datapoints $x$ preparatory results, starting with Proposition 3.1 and its Corollary 3.3. With these in hand, we satisfies properties (1) and (2). This constitutes the majority of the argument and requires several

Our proof of Theorem 1.2 is structured as follows. First, we show that any $f$ of the form

Using (1.5), we have $\|Df\|_{TV} = \|Df\|_{TV}$. Further,

which, by again applying (1.5) but this time to $D_L, D_R$ and $f_L, f_R$, yields the bound

Using that

we derive the localized estimate

Note further that

Putting together the previous three lines of inequalities (and checking the edge cases $i = 2, m - 1$), we conclude that for any $i = 2, \ldots, m - 1$ we have

where we set $s_0 = s_1$. Thus, proceeding as in the last few lines of the proof of Corollary 1.4, we conclude that

and that therefore for any $x \in [0, 1]$ we find

when the datapoints $x_i$ are uniformly spaced. These last two estimates are precisely like those in Corollary 1.4 but with slightly worse constants.
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3. Proof of Theorem 1.2

Our proof of Theorem 1.2 is structured as follows. First, we show that any $f \in \text{RidgelessReLU}(\mathcal{D})$ satisfies properties (1) and (2). This constitutes the majority of the argument and requires several preparatory results, starting with Proposition 3.1 and its Corollary 3.3. With these in hand, we derive in Propositions 3.7, 3.9 and 5.11 constraints on the local behavior of $f$ on small intervals of the form $(x_i, x_{i+1})$ or $(x_{i-1}, x_i)$. Taken together these Propositions, and several other results, imply properties (1) and (2). The details for this step are around Lemma 3.12. Finally, establish in Proposition 3.13 that any $f$ which satisfies properties (1) and (2) belongs to RidgelessReLU($\mathcal{D}$).

To start, we introduce some notation. For each $f \in \text{PL}(\mathcal{D})$ and every $x \in \mathbb{R}$, let us write

$$s_{\text{in}}(x) = s_{\text{in}}(f, x) := \lim_{\epsilon \to 0^+} Df(x - \epsilon), \quad s_{\text{out}}(x) = s_{\text{out}}(f, x) := \lim_{\epsilon \to 0^+} Df(x + \epsilon)$$
Figure 4. The three possible relative configurations for $\sigma_j, \sigma_*$ are shown. On the left, $\sigma_3 < \sigma_* \leq \sigma_1 < \sigma_2$. In the center $\sigma_1, \sigma_3 < \sigma_* < \sigma_2$. On the right, $\sigma_1 < \sigma_* < \sigma_3 < \sigma_2$.

for the incoming and outgoing slopes of $f$ at $x$. For any $f \in \text{PL}$ the second derivative $D^2 f$ is an atomic measure and we have

$$D^2 f = \sum_{j=1}^{k} c_j \delta_{\xi_j}, \quad c_j = s_{\text{out}}(f, \xi_j) - s_{\text{in}}(f, \xi_j)$$

where $\xi_j$ are the points of discontinuity for the derivative $Df$. We will usually suppress $f$ from the notation. Thus, $Df$, and in particular $Dz$ for any one layer ReLU network $z$, has a well-defined total variation

$$\|Df\|_{TV} := \sum_{j=1}^{k} |c_j|.$$

Much of the remainder of our proof results on the following fundamental observation.

**Proposition 3.1.** Fix $f \in \text{RidgelessReLU}(D)$. For every $i = 1, \ldots, m - 1$ and $Df$ is monotone on $(x_i, x_{i+1})$ in the sense that the functions $s_{\text{in}}(f, x)$ and $s_{\text{out}}(f, x)$ are both either non-increasing or non-decreasing for $x \in (x_i, x_{i+1})$.

**Proof.** We proceed by contradiction. That is, let us suppose that $f \in \text{RidgelessReLU}(D)$ and that for some $i$ there exist

$$x_i \leq \xi_1 < \xi_2 < \xi_3 < \xi_4 \leq x_{i+1}$$

such that $f$ is given by distinct affine functions with slopes $\sigma_j$ when restricted to any of $(\xi_j, \xi_{j+1})$ for $j = 1, 2, 3$ but that the sequence $\sigma_1, \sigma_2, \sigma_3$ is not monotone. Without loss of generality we assume

$$\sigma_1, \sigma_3 < \sigma_2.$$  \hfill (3.1)

In particular, for all $\delta$ sufficiently small, we have

$$\text{Total Variation of } Df \text{ on } (\xi_1 - \delta, \xi_4 + \delta) = 2\sigma_2 - \sigma_1 - \sigma_3 + |\sigma_1 - s_{\text{in}}| + |\sigma_3 - s_{\text{out}}|,$$

where

$$s_{\text{in}} := s_{\text{in}}(f, \xi_1) = \lim_{\epsilon \to 0^+} Df(\xi_1 - \epsilon)$$

and

$$s_{\text{out}} := s_{\text{out}}(f, \xi_1) = \lim_{\epsilon \to 0^-} Df(\xi_1 + \epsilon).$$
and \[ \sigma_{\text{out}} := s_{\text{out}}(f, \xi_4) = \lim_{\epsilon \to 0^+} Df(\xi_4 + \epsilon). \]

Define \( \sigma_\ast := \frac{f(\xi_4) - f(\xi_1)}{\xi_4 - \xi_1} = \frac{\sigma_1(\xi_2 - \xi_1) + \sigma_2(\xi_3 - \xi_2) + \sigma_3(\xi_4 - \xi_3)}{\xi_4 - \xi_1} \). Note that the constraint (3.1) and the fact that \( \sigma_\ast \) is a convex combination of \( \sigma_j \) guarantees that
\[ \min \{ \sigma_1, \sigma_3 \} < \sigma_\ast < \sigma_2. \]

See Figure 4 for the three possible cases. Consider \( g \in \text{PL}(D) \) defined as follows:
\[ g(x) = \begin{cases} f(x), & x \in (\xi_1, \xi_4) \setminus \mathbb{C} \\ \sigma_\ast(x - \xi_1) + f(\xi_1), & x \in (\xi_1, \xi_4). \end{cases} \]

The function \( g \) represents a "straightening of \( f \" between \( \xi_1 \) and \( \xi_4 \), and we will now show that the total variation of \( Dg \) on \( (\xi_1 - \delta, \xi_4 + \delta) \) is strictly smaller than that of \( Df \) on the same interval. Since the total variations of \( Df \) and \( Dg \) agree on \( (\xi_1, \xi_4) \) this will contradict the minimality of \( ||Df||_{TV} \) over \( \text{PL}(D) \). Indeed, considering all possible cases for the relative sizes of \( \sigma_{\text{in}}, \sigma_{\text{out}} \) and \( \sigma_\ast \) we find for all \( \delta \) sufficiently small
\[
\text{Total Variation of } Dg \text{ on } (\xi_1 - \delta, \xi_4 + \delta) = \max \{ ||2\sigma_\ast - \sigma_{\text{in}} - \sigma_{\text{out}}||, ||\sigma_{\text{in}} - \sigma_{\text{out}}|| \}.
\]

Combining this with the expression (3.2) for the total variation of \( Df \) and the following elementary Lemma completes the proof.

**Lemma 3.2.** For any \( \sigma_1, \sigma_2, \sigma_3, \sigma_\ast \) satisfying (3.3) we have
\[
2\sigma_2 - \sigma_1 - \sigma_3 + |\sigma_1 - \sigma_{\text{in}}| + |\sigma_3 - \sigma_{\text{out}}| > \max \{ ||2\sigma_\ast - \sigma_{\text{in}} - \sigma_{\text{out}}||, ||\sigma_{\text{in}} - \sigma_{\text{out}}|| \}.
\]

**Proof.** We consider all four cases for the maximum on the right hand side. We have
\[
2\sigma_2 - \sigma_1 - \sigma_3 + |\sigma_1 - \sigma_{\text{in}}| + |\sigma_3 - \sigma_{\text{out}}| - (2\sigma_\ast - \sigma_{\text{in}} - \sigma_{\text{out}})
= 2(\sigma_2 - \sigma_\ast) + |\sigma_1 - \sigma_{\text{in}}| - (\sigma_1 - \sigma_{\text{in}}) + |\sigma_3 - \sigma_{\text{out}}| - (\sigma_3 - \sigma_{\text{out}})
> 0,
\]
as desired. Similarly,
\[
2\sigma_2 - \sigma_1 - \sigma_3 + |\sigma_1 - \sigma_{\text{in}}| + |\sigma_3 - \sigma_{\text{out}}| - (\sigma_{\text{in}} + \sigma_{\text{out}} - 2\sigma_\ast)
= 2(\sigma_2 + \sigma_\ast - \sigma_1 - \sigma_3) + |\sigma_1 - \sigma_{\text{in}}| - (\sigma_1 - \sigma_{\text{in}}) + |\sigma_3 - \sigma_{\text{out}}| - (\sigma_3 - \sigma_{\text{out}})
> 0,
\]
as desired. Further,
\[
2\sigma_2 - \sigma_1 - \sigma_3 + |\sigma_1 - \sigma_{\text{in}}| + |\sigma_3 - \sigma_{\text{out}}| - (\sigma_{\text{in}} - \sigma_{\text{out}})
= 2(\sigma_2 - \sigma_1) + |\sigma_1 - \sigma_{\text{in}}| - (\sigma_1 - \sigma_{\text{in}}) + |\sigma_3 - \sigma_{\text{out}}| - (\sigma_3 - \sigma_{\text{out}})
> 0,
\]
as desired. Finally,
\[
2\sigma_2 - \sigma_1 - \sigma_3 + |\sigma_1 - \sigma_{\text{in}}| + |\sigma_3 - \sigma_{\text{out}}| - (\sigma_{\text{out}} - \sigma_{\text{in}})
= 2(\sigma_2 - \sigma_3) + |\sigma_1 - \sigma_{\text{in}}| - (\sigma_1 - \sigma_{\text{in}}) + |\sigma_3 - \sigma_{\text{out}}| - (\sigma_{\text{out}} - \sigma_{\text{in}})
> 0,
\]
completing the proof. \( \square \)

Proposition 3.1 shows that any \( f \in \text{RidgelessReLU}(D) \) is either convex or concave on any interval of the form \( (x_i, x_{i+1}) \). This gives several useful consequences, for example the following

**Corollary 3.3 (of Proposition 3.1).** Fix \( f \in \text{RidgelessReLU}(D) \). For each \( i = 1, \ldots, m - 1 \),
\[
\text{sgn} (s_{\text{in}}(x_{i+1}) - s_i) + \text{sgn} (s_{\text{out}}(x_i) - s_i) = 0.
\]
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Proof. Suppose first $\text{sgn}(s_{\text{out}}(x_i) - s_i) = 0$. That is, $s_{\text{out}}(x_i) = s_i$. By Proposition 3.1 we have $s_{\text{out}}(x)$ is monotone for $x \in (x_i, x_{i+1})$. Thus, if there exists $\xi \in (x_i, x_{i+1})$ so that $Df(\xi) > s_i$, then $f(x_{i+1}) = f(x_i + 1) > s_i$ and $f(\xi) = y_i$, contradicting the assumption that $f \in \text{PL}(D)$. A similar contradiction occurs if there exists $\xi \in (x_i, x_{i+1})$ so that $Df(\xi) < s_i$. Hence, we conclude that $s_{\text{in}}(x_{i+1}) = s_i$, as desired. Next, suppose $s_{\text{out}}(x_i) > s_i$. In particular, there exists $\xi_+ \in (x_i, x_{i+1})$ such that

$$s_{\text{in}}(f, \xi_+) > s_i.$$ 

Since $f$ satisfies $f(x_i) = y_i$ and $f(x_{i+1}) = y_{i+1}$ there must exist $\xi_- \in (x_i, x_{i+1})$ such that

$$s_{\text{in}}(f, \xi_-) < s_i.$$ 

By Proposition 3.1, $s_{\text{in}}(f, \xi)$ is monotone for $\xi \in (x_i, x_{i+1})$. We see by comparing $s_{\text{in}}(f, \xi_\pm)$ that it is in fact non-increasing. Since $x_{i+1} - \delta > \xi_-$ for $\delta$ sufficiently small, we conclude that $s_{\text{in}}(x_{i+1}) < s_i$, as desired. The case $s_{\text{out}}(x_i) < s_i$ is analogous, completing the proof.

For the remainder of the proof we fix $f \in \text{RidgelessReLU}(D)$ and show that it must satisfy properties (1) and (2). To prove this, we use Proposition 3.1 and Corollary 3.3 to derive Propositions 3.4, 3.5, 3.7, and 3.9 that together determine the structure of $f$. Specifically, Propositions 3.4, 3.5 and a combination of Propositions 3.7 and 3.9 show that $f$ satisfies property (1). Then, a different application of Propositions 3.7 and 3.9, together with the fact that $f$ satisfies property (1), will imply that $f$ satisfies property (2) as well.

**Proposition 3.4** ($f$ agrees with $f_D$ on colinear neighbors). Fix $i = 2, \ldots, m - 1$. Suppose $\epsilon_i = 0$. Then

$$s_{\text{out}}(x_{i-1}) = s_{\text{in}}(x_i) = s_{\text{out}}(x_i) = s_{\text{in}}(x_{i+1}) = s_{i-1} = s_i.$$ 

Hence, $f(x) = f_D(x)$ for all $x \in (x_{i-1}, x_{i+1})$.

**Proof.** By definition, since $\epsilon_i = 0$, we have $s_i = s_{i-1}$. Suppose for the sake of contradiction that at least one of $s_{\text{out}}(x_{i-1})$, $s_{\text{in}}(x_i)$, $s_{\text{out}}(x_i)$, $s_{\text{in}}(x_{i+1})$ does not equal $s_i$.

By Corollary 3.3 this means that either one or both least one of the pairs $(s_{\text{out}}(x_{i-1}), s_{\text{in}}(x_i))$ or $(s_{\text{out}}(x_i), s_{\text{in}}(x_{i+1}))$ are both not equal to $s_i$. We will suppose without loss of generality that

$$\min \{s_{\text{out}}(x_{i-1}), s_{\text{in}}(x_i)\} < s_i < \max \{s_{\text{out}}(x_{i-1}), s_{\text{in}}(x_i)\}.$$ 

Note also that by Corollary 3.3 and the fact that $f(x_i) = y_i$ and $f(x_{i+1}) = y_{i+1}$ we also have

$$\min \{s_{\text{out}}(x_i), s_{\text{in}}(x_{i+1})\} \leq s_i \leq \max \{s_{\text{out}}(x_i), s_{\text{in}}(x_{i+1})\}.$$ 

By definition, if $\epsilon_i = 0$, then $s_{i-1} = s_i$. By Proposition 3.1 the total variation of $Df$ on $(x_{i-1} - \delta, x_{i+1} + \delta)$ equals, for all $\delta$ sufficiently small,

$$|s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+1})| + |s_{\text{in}}(x_{i+1}) - s_{\text{out}}(x_i)| + |s_{\text{out}}(x_i) - s_{\text{in}}(x_i)| + |s_{\text{in}}(x_i) - s_{\text{out}}(x_{i-1})| + |s_{\text{out}}(x_{i-1}) - s_{\text{in}}(x_{i-1})|,$$

which is bounded below by

$$|s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+1})| + |s_{\text{in}}(x_{i+1}) - s_{\text{out}}(x_i)| + |s_{\text{out}}(x_i) - s_{\text{in}}(x_i)| + |s_{\text{out}}(x_i) - s_{\text{in}}(x_{i-1})|.$$ 

Define $g \in \text{PL}(D)$ to coincide with $f$ on $(x_{i-1}, x_{i+1})$ and to coincide with $f_D$ on $(x_{i-1}, x_{i+1})$. The total variation of $Dg$ on $(x_{i-1} - \delta, x_{i+1} + \delta)$ equals, for all $\delta$ sufficiently small,

$$|s_{\text{out}}(x_{i+1}) - s_i| + |s_{\text{in}}(x_{i-1}) - s_i|.$$ 

Using that

$$|s_{\text{out}}(x_{i+1}) - s_i| \leq |s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+1})| + |s_{\text{in}}(x_{i+1}) - s_i|$$

and

$$|s_{\text{in}}(x_{i-1}) - s_i| \leq |s_{\text{in}}(x_{i-1}) - s_{\text{out}}(x_{i-1})| + |s_{\text{out}}(x_{i-1}) - s_i|,$$

we find that the difference between the total variation of $Df$ and $Dg$ on $(x_{i-1} - \delta, x_{i+1} + \delta)$ is bounded below by

$$|s_{\text{in}}(x_{i+1}) - s_{\text{out}}(x_i)| - |s_{\text{in}}(x_{i+1}) - s_i| + |s_{\text{in}}(x_i) - s_{\text{out}}(x_{i-1})| - |s_i - s_{\text{out}}(x_{i-1})|.$$
Note that if \( a, c \in \mathbb{R} \) and \( \min \{ a, c \} \leq b \leq \max \{ a, c \} \), then we have
\[
|c - a| - |a - b| = |b - c|.
\]
Hence, using our assumptions \((3.4)\) and \((3.5)\), we conclude that
\[
|s_{\text{in}}(x_i) - s_{\text{out}}(x_{i-1})| - |s_i - s_{\text{out}}(x_{i-1})| = |s_{\text{in}}(x_i) - s_i| > 0
\]
and that
\[
|s_{\text{in}}(x_{i+1}) - s_{\text{out}}(x_i)| - |s_{\text{in}}(x_{i+1}) - s_i| = |s_{\text{in}}(x_{i+1}) - s_i| \geq 0.
\]
The difference between the total variation of \( Df \) and \( Dg \) on \((x_{i-1} - \delta, x_{i+1} + \delta)\) is thus strictly positive for all \( \delta \) sufficiently small. Since \( f, g \) agree on \((x_{i-1}, x_{i+1})\), we find that \( \|Dg\|_{TV} < \|Df\|_{TV} \), contradicting the minimality of \( \|Df\|_{TV} \) over \( \text{PL}(D) \).

Our next result, Proposition 3.5, ensures that \( f \) and \( f_D \) agree near infinity.

**Proposition 3.5.** Suppose \( f \in \text{RidgelessReLU}(D) \). Then for \( x < x_2 \) and \( x > x_{m-1} \) we have that \( f(x) = f_D(x) \).

**Proof.** We focus on the analysis of \( f \) on \((-\infty, x_2)\) since the conclusion on \((x_{m-1}, \infty)\) follows by symmetry. To start note that \( Df(x) = s_{\text{out}}(x_i) \) for all \( x < x_1 \). Indeed, if this were not the case, we could define \( g \in \text{PL}(D) \) to coincide with \( f \) on \((x_1, \infty)\) but to have slope \( s_{\text{out}}(x_1) \) on \((-\infty, x_1)\). This \( g \) belongs to \( \text{PL}(D) \) and satisfies \( \|Dg\|_{TV} < \|Df\|_{TV} \) since the total variation of its derivative on \((-\infty, x_1 + \epsilon)\) equals that of \( f \) but the total variation of \( Dg \) on \((-\infty, x_1 + \epsilon)\) vanishes while that of \( f \) is non-zero.

Thus, we see that \( s_{\text{in}}(x_1) = s_{\text{out}}(x_1) \). Let us now prove that \( f(x) = f_D(x) \) for \( x \in (x_1, x_2) \). This will imply \( s_{\text{out}}(x_1) = s_1 \) and will complete the proof. Suppose for the sake of contradiction that \( s_{\text{in}}(x_2) \neq s_1 \). Then we have from Corollary 3.3 that
\[
\min \{ s_{\text{out}}(x_1), s_{\text{in}}(x_2) \} < s_1 < \max \{ s_{\text{out}}(x_1), s_{\text{in}}(x_2) \}.
\]
Define \( g \in \text{PL}(D) \) to coincide with \( f \) on \((x_2, \infty)\) and with \( f_D \) on \((-\infty, x_2)\). The total variation of \( Dg \) on \((-\infty, x_2 + \delta)\) for all \( \delta \) sufficiently small is
\[
|s_{\text{out}}(x_2) - s_1|,
\]
whereas the total variation of \( Df \) on the same interval is
\[
|s_{\text{out}}(x_1) - s_{\text{in}}(x_2)| + |s_{\text{in}}(x_2) - s_{\text{out}}(x_2)|.
\]
Since by construction \( Df \) and \( Dg \) agree on \((x_2, \infty)\), the following claim shows that \( \|Df\|_{TV} > \|Dg\|_{TV} \), contradicting the minimality of \( \|Df\|_{TV} \) over \( \text{PL}(D) \):

**Claim 3.6.** Suppose \( a, b, c \in \mathbb{R} \) satisfy
\[
\min \{ a, b \} < c < \max \{ a, b \}.
\]
Then for any \( d \in \mathbb{R} \) we have
\[
|d - c| < |a - b| + |b - d|
\]
**Proof.** Suppose first \( a < c < b \). Then
\[
|a - b| + |b - d| - |d - c| = b - a + |b - d| - |d - c| = c - a + |b - d| - (d - b) - |d - c| + (d - c) > 0,
\]
as desired. Similarly, suppose \( b < c < a \) then
\[
|a - b| + |b - d| - |d - c| = a - b + |b - d| - |d - c|.
\]
If \( d \geq c \) then \( d > b \) and the right hand side of \((3.6)\) becomes
\[
a - b + |b - d| - (d - c) = a - b + d - d - c - b + a - b > 0.
\]
Finally, if \( d \leq c \) then the right hand side of \((3.6)\) becomes
\[
a - b + |d - b| - (c - d) = a - c + |d - b| - (d - b) > 0.
\]
This completes the proof. \(\square\)
Proposition 3.5 allows us to know the “initial” and “final” conditions $s_{\text{in}}(x_2)$ and $s_{\text{out}}(x_{m-1})$ for the slopes of $f$. In contrast, Proposition 3.7 below allows us to take information about the incoming slope $s_{\text{in}}(x_i)$ of $f$ at $x_i$ and use the local curvature information $\epsilon_i$ at $x_i$ to constrain the outgoing slope $s_{\text{out}}(x_i)$. See Figure 5.

**Proposition 3.7 (How slope of $f$ changes at $x_i$).** Suppose $\epsilon_i = 1$. Then

\[(3.7) \quad s_{i-1} \leq s_{\text{in}}(x_i) \leq s_i \quad \Rightarrow \quad s_{i-1} \leq s_{\text{in}}(x_i) \leq s_{\text{out}}(x_i) \leq s_i\]

Similarly, suppose $\epsilon_i = -1$. Then

\[(3.8) \quad s_{i-1} \geq s_{\text{in}}(x_i) \geq s_i \quad \Rightarrow \quad s_{i-1} \geq s_{\text{in}}(x_i) \geq s_{\text{out}}(x_i) \geq s_i\]

**Proof.** The proof of (3.8) is identical to that of (3.7), and we therefore focus on proving the latter. That is, we fix $i = 2, \ldots, m-1$ and assume $\epsilon_i = 1$ and suppose that $s_{i-1} \leq s_{\text{in}}(x_i) \leq s_i$. For the sake of contradiction assume also that $s_{\text{out}}(x_i) > s_i$. By Corollary 3.3 we have $s_{\text{in}}(x_{i+1}) < s_i$ and therefore the total variation of $Df$ on $(x_i - \epsilon, x_i + \epsilon)$ is

$$|s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+1})| + 2s_{\text{out}}(x_i) - s_{\text{in}}(x_{i+1}) - s_{\text{in}}(x_i).$$

Consider $g \in \text{PL}(\mathcal{D})$ defined to be equal to $f$ on $(x_i, x_{i+1})$ and to $f_D$ on $(x_i, x_i + \epsilon)$. The total variation of $Dg$ on $(x_i - \delta, x_{i+1} + \delta)$ for all $\delta$ sufficiently small is

$$|s_{\text{out}}(x_{i+1}) - s_i| + s_i - s_{\text{in}}(x_i).$$

The following claim shows that the total variation of $Dg$ on $(x_i - \delta, x_{i+1} + \delta)$ for all $\delta$ sufficiently small is strictly smaller than that of $Df$. Implies that $||Dg||_{TV} < ||Df||_{TV}$, which is a contradiction.

**Claim 3.8.** Suppose $a, b, c, d \in \mathbb{R}$ with $\max \{a, b\} \leq c < d$. Then for all $x \in \mathbb{R}$ we have

$$|x - b| + 2d - a - b > |x - c| + c - a$$

**Proof.** Since $|x - c| \leq |x - d| + d - c$, we have

$$|x - b| + 2d - a - b - (|x - c| + c - a) \geq d - b > 0.$$
Consider Figure 6. The total variation of $Df$ is given by $\text{TV}(Df) = \max \{|s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+1})| + s_{\text{in}}(x_{i+1}) - s_{\text{out}}(x_{i})\}$. Hence the difference between the total variation of $Df$ and $Dg$ on $(x_i - \delta, x_{i+1} + \delta)$ for all $\delta$ small enough is

$$|s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+1})| + s_{\text{in}}(x_{i+1}) - s_{\text{out}}(x_{i}) > 0.$$ 

Since $f$ and $g$ agree on $(x_i, x_{i+1})$ this contradicts the minimality of $\|Df\|_{TV}$ in $\text{PL}(D)$ and completes the proof of (3.7). \hfill \Box

Next, again for the sake of contradiction, suppose that we still have $\epsilon_i = 1$ and $s_{i-1} \leq s_{\text{in}}(x_{i}) \leq s_{i+1}$ but also that $s_{\text{out}}(x_{i}) < s_{\text{in}}(x_{i})$. Then, by Corollary 3.3 we have $s_{\text{in}}(x_{i+1}) > s_{i}$. Moreover, by Proposition 3.1, the total variation of $Df$ on $(x_i - \delta, x_{i+1} + \delta)$ for all $\delta$ small enough is

$$|s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+1})| + s_{\text{in}}(x_{i+1}) - s_{\text{out}}(x_{i}) > 0.$$ 

Consider $g \in \text{PL}(D)$ defined to be equal to $f$ for $x \in (x_{i}, x_{i+1})$ but for $x \in (x_{i}, x_{i+1})$ given by $g(x) = \max \{(x - x_{i})s_{\text{in}}(x_{i}) + y_{i}, (x - x_{i-1})s_{\text{in}}(x_{i+1}) + y_{i+1}\}$.

See Figure 6. The total variation of $Dg$ on $(x_i - \epsilon, x_{i+1} + \epsilon)$ is

$$|s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+1})| + s_{\text{in}}(x_{i+1}) - s_{\text{out}}(x_{i}) > 0.$$ 

Therefore the difference between the total variation of $Df$ and $Dg$ on $(x_i - \delta, x_{i+1} + \delta)$ is

$$2(s_{\text{in}}(x_{i}) - s_{\text{out}}(x_{i})) > 0.$$ 

Since $f$ and $g$ agree on $(x_{i}, x_{i+1})$ this contradicts the minimality of $\|Df\|_{TV}$ in $\text{PL}(D)$ and completes the proof of (3.7). \hfill \Box

Proposition 3.7 allows us to translate information about the incoming slope $s_{\text{in}}(x_{i})$ to outgoing information about $s_{\text{out}}(x_{i})$. To make use of this, we also need a way to translate between outgoing information $s_{\text{out}}(x_{i})$ and incoming information $s_{\text{in}}(x_{i+1})$. This is done in the following Proposition, whose conclusion is illustrated in Figure 7.

**Proposition 3.9** (How slope of $f$ changes between $x_{i}$ and $x_{i+1}$ when $\epsilon_{i}$, $\epsilon_{i+1}$ agree). If $\epsilon_{i} = 1$ and $s_{i-1} \leq s_{\text{in}}(x_{i}) \leq s_{\text{out}}(x_{i}) \leq s_{i}$ then

$$\epsilon_{i+1} = 1 \quad \implies \quad s_{i} \leq s_{\text{in}}(x_{i+1}) \leq s_{i+1} \quad (3.9)$$

Similarly, if $\epsilon_{i} = -1$ and $s_{i-1} \geq s_{\text{in}}(x_{i}) \geq s_{\text{out}}(x_{i}) \geq s_{i}$, then

$$\epsilon_{i+1} = -1 \quad \implies \quad s_{i} \geq s_{\text{out}}(x_{i+1}) \geq s_{i+1} \quad (3.10)$$

**Proof.** The relation (3.10) follows in the same way as (3.9), and so we focus on showing the latter. That is, we suppose $\epsilon_{i} = \epsilon_{i+1} = 1$ and that $s_{i-1} \leq s_{\text{in}}(x_{i}) \leq s_{\text{out}}(x_{i}) \leq s_{i}$. Corollary 3.3 immediately gives $s_{\text{in}}(x_{i+1}) \geq s_{i}$. To complete the proof of (3.9) let us suppose for the sake
of contradiction that in fact $s_{\text{in}}(x_{i+1}) > s_{i+1}$. To derive a contradiction, we need the following observation.

**Lemma 3.10.** Suppose that we have $\epsilon_{i+1} = 1$ and $s_{\text{in}}(x_{i+1}) > s_{i+1}$. Then we must have $s_{\text{out}}(x_{i+1}) < s_{\text{in}}(x_{i+1})$.

**Proof.** If $i = m - 2$, then the conclusion follows immediately from the fact that by Proposition 3.5 we have $s_{\text{out}}(x_{i+1}) = s_m$. If $i < m - 2$, let us suppose for the sake of contradiction that $s_{\text{out}}(x_{i+1}) \geq s_{\text{in}}(x_{i+1})$. In particular, we have $s_{\text{out}}(x_{i+1}) > s_{i+1}$. Hence, by Corollary 3.3 we have $s_{\text{in}}(x_{i+2}) < s_{i+1}$.

Also by Corollary 3.3 since $s_{\text{in}}(x_{i+1}) > s_{i+1} > s_{i}$ we have $s_{\text{out}}(x_{i}) < s_{i}$.

See Figure 8. The total variation of $Df$ on $(x_{i} - \delta, x_{i+2} + \delta)$ for $\delta$ sufficiently small is therefore

$$|s_{\text{out}}(x_{i+2}) - s_{\text{in}}(x_{i+2})| + 2s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+2}) - s_{\text{in}}(x_{i})$$

Consider $g \in \text{PL}(D)$ that coincides with $f$ on $(x_i, x_{i+2})$ and with $f_D$ on $(x_i, x_{i+2})$. The total variation of $Dg$ on $(x_i - \delta, x_{i+2} + \delta)$ for $\delta$ sufficiently small is

$$|s_{\text{out}}(x_{i+2}) - s_{i+1}| + s_{i+1} - s_{\text{in}}(x_i)$$

Using that $|s_{\text{out}}(x_{i+2}) - s_{i+1}| \leq |s_{\text{out}}(x_{i+2}) - s_{\text{in}}(x_{i+2})| + s_{i+1} - s_{\text{in}}(x_{i+2})$, we conclude that the difference between the total variation of $Df$ and $Dg$ is bounded below by

$$2(s_{\text{out}}(x_{i+1}) - s_{i+1}) > 0,$$

contradicting the minimality of $||Df||_{TV}$. □

Returning now to the proof of (3.9), we continue to assume that $s_{i-1} \leq s_{\text{in}}(x_i) \leq s_{\text{out}}(x_i) \leq s_{i}$ and $s_{\text{in}}(x_{i+1}) > s_{i+1}$. The previous Lemma ensures that therefore

$$s_{\text{in}}(x_{i+1}) > s_* := \max\{s_{i+1}, s_{\text{out}}(x_{i+1})\}.$$

From this last condition we conclude that the total variation of $Df$ on $(x_i - \delta, x_{i+1} + \delta)$ for all $\delta$ sufficiently small is

$$2s_{\text{in}}(x_{i+1}) - s_{\text{in}}(x_i) - s_{\text{out}}(x_{i+1}).$$
Consider $g \in \text{PL}(D)$ defined to be equal to $f$ on $(x_i, x_{i+1})^c$ but on $(x_i, x_{i+1})$ given by

$$g(x) = \max \left\{ (x - x_{i+1})s_* + y_{i+1}, (x - x_i)s_{\text{out}}(x_i) + y_i \right\}, \quad x \in (x_i, x_{i+1}).$$

See Figure 9. Since $s_* \geq s_{i+1} > s_i$, we find that the total variation of $Dg$ on $(x_i - \delta, x_{i+1} + \delta)$ for all $\delta$ small enough equals $s_* - s_{\text{in}}(x_i)$. 

**Figure 8.** Illustration of hypotheses for contradiction in Lemma 3.10

**Figure 9.** Illustration of the function $g$ used for contradiction at the end of the proof of Proposition 3.9
The difference of the total variation of $Df$ and $Dg$ on $(x_i - \delta, x_{i+1} + \delta)$ is therefore given by

\[ s_{\text{in}}(x_{i+1}) - s_{i+1} + s_{\text{in}}(x_{i+1}) - s_{x} > 0. \]

This contradicts the minimality of $|Df|_{TV}$ among $\text{PL}(D)$ and completes the proof of (3.9). \[ \Box \]

Proposition 3.11 showed how to use information about the incoming and outgoing slopes of $f$ at $x_i$ to obtain information on the incoming slope at $x_{i+1}$ if $\epsilon_i = \epsilon_{i+1}$. The following Proposition explains how to do this if instead $\epsilon_i \neq \epsilon_{i+1}$.

**Proposition 3.11** (How slope of $f$ changes between $x_i$ and $x_{i+1}$ when $\epsilon_i$, $\epsilon_{i+1}$ disagree). If $\epsilon_i = 1$ and $s_{i-1} \leq s_{\text{in}}(x_i) \leq s_{\text{out}}(x_i) \leq s_i$, then

\[ \epsilon_{i+1} = -1 \implies s_{\text{out}}(x_i) = s_{\text{in}}(x_{i+1}) = s_i. \]

Similarly, if $\epsilon_i = -1$ and $s_{i-1} \geq s_{\text{in}}(x_i) \geq s_{\text{out}}(x_i) \geq s_i$, then

\[ \epsilon_{i+1} = 1 \implies s_{\text{out}}(x_i) = s_{\text{in}}(x_{i+1}) = s_i. \]

**Proof.** Relations (3.11) and (3.12) are proved in the same way, and so we focus on the former. To show (3.11), we suppose $\epsilon_i = 1$, $\epsilon_{i+1} = -1$ and that $s_{i-1} \leq s_{\text{in}}(x_i) \leq s_{\text{out}}(x_i) \leq s_i$. Suppose for the sake of contradiction that $s_{\text{out}}(x_i) < s_i$. Then, by Corollary 3.2, we have $s_{\text{in}}(x_{i+1}) > s_i$. To see why this cannot occur, we give somewhat different arguments depending on whether $s_{\text{out}}(x_{i+1}) > s_i$ or $s_{\text{out}}(x_{i+1}) \leq s_i$.

Let us first suppose $s_{\text{out}}(x_{i+1}) > s_i$. By Corollary 3.2, we have $s_{\text{in}}(x_{i+2}) < s_{i+1}$. Thus, the total variation of $Df$ on $(x_i - \delta, x_{i+2} + \delta)$ equals

\[ |s_{\text{out}}(x_{i+2}) - s_{\text{in}}(x_{i+2})| + s_{\text{out}}(x_{i+2}) - s_{\text{in}}(x_{i+2}) + |s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+1})| + s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+1}), \]

which is bounded below by

\[ |s_{\text{out}}(x_{i+2}) - s_{\text{in}}(x_{i+2})| + 2s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_{i+2}) - s_{\text{in}}(x_i). \]

Define $g \in \text{PL}(D)$ to coincide with $f$ on $(x_i, x_{i+2})^c$ and with $f_D$ on $(x_i, x_{i+2})$. The total variation of $Dg$ on $(x_i - \delta, x_{i+2} + \delta)$ is

\[ |s_{\text{out}}(x_{i+2}) - s_{\text{in}}(x_{i+2})| + 2s_i - s_{\text{in}}(x_{i+2}) - s_{\text{in}}(x_i). \]

Hence, the difference between the total variation of $Df$ and $Dg$ is bounded below by

\[ 2(s_{\text{out}}(x_{i+1}) - s_i) > 0. \]

This contradicts the minimality of $|Df|_{TV}$. Let us now consider the other case: $s_{\text{out}}(x_{i+1}) \leq s_i$. In this case, we have that $s_{\text{in}}(x_{i+1}) > s_{\text{out}}(x_{i+1})$. Thus, the total variation of $Df$ on $(x_i - \delta, x_{i+1} + \delta)$ is

\[ 2s_{\text{in}}(x_{i+1}) - s_{\text{in}}(x_i) - s_{\text{out}}(x_{i+1}). \]

Define $g \in \text{PL}(D)$ to coincide with $f$ on $(x_i, x_{i+1})^c$ and with $f_D$ on $(x_i, x_{i+1})$. The total variation of $Dg$ on $(x_i - \delta, x_{i+1} + \delta)$ is

\[ 2s_i - s_{\text{out}}(x_{i+1}) - s_{\text{in}}(x_i). \]

Hence, the difference between the total variation of $Df$ and $Dg$ is bounded below by

\[ 2(s_{\text{in}}(x_{i+1}) - s_i) > 0. \]

This contradicts the minimality of $|Df|_{TV}$, completing the proof of Proposition 3.11. \[ \Box \]

We are now ready to show that any $f \in \text{RidgelessReLU}(D)$ satisfies (1) and (2). We already know from Propositions 3.4 and 3.5 that $f$ satisfies properties (1a) and (1b). In order to check that $f$ satisfies (1c) and (2), we will use the following result.

**Lemma 3.12.** Suppose $f \in \text{RidgelessReLU}(D)$. For $i = 2, \ldots, m - 1$ we have

\[ \epsilon_i = 1 \implies s_{i-1} \leq s_{\text{in}}(x_i) \leq s_{\text{out}}(x_i) \leq s_i \]

\[ \epsilon_i = -1 \implies s_{i-1} \geq s_{\text{in}}(x_i) \geq s_{\text{out}}(x_i) \geq s_i \]
Proof. We induct on $i$. When $i = 2$, we have from Proposition 3.5 that

$$s_1 = s_{\text{in}}(x_2).$$

If $\epsilon_2 = 1$, we may therefore apply Proposition 3.7 to conclude that $s_1 \leq s_{\text{in}}(x_2) \leq s_{\text{out}}(x_2) \leq s_2$, as desired. The case $\epsilon_2 = -1$ is similar, completing the base case. Let us now suppose we have the claim for $2, \ldots, i$. Suppose that $\epsilon_{i+1} = 1$ (the case $\epsilon_{i+1} = -1$ is similar). If $\epsilon_i \neq 1$, then we conclude from the definition of $\epsilon_{i+1} = 1$, the inductive hypothesis, and Propositions 3.4 and 3.11 that

$$s_i = s_{\text{in}}(x_{i+1}) \leq s_{i+1}.$$

Hence, we may apply Proposition 3.7 to conclude that $s_i = s_{\text{in}}(x_{i+1}) \leq s_{\text{out}}(x_{i+1}) \leq s_{i+1}$, as desired. This completes the inductive step and hence the proof of this Lemma. \qed

Lemma 3.12 in combination with Corollary 3.3 immediately implies that $f$ satisfies property (2). Finally, in combination with Proposition 3.11, Lemma 3.12 also shows that $f$ satisfies property (1c). This completes the proof that $f \in \text{RidgelessReLU}(\mathcal{D})$ satisfies properties (1) and (2). It remains to show that every $f$ which satisfies Properties (1) and (2) belongs to RidgelessReLU($\mathcal{D}$), which we now establish.

**Proposition 3.13.** Suppose $f \in \text{PL}(\mathcal{D})$ satisfies conditions (1) and (2) of Theorem 1.2. Then, $f$ belongs to RidgelessReLU($\mathcal{D}$).

Proof. Define the set $\mathcal{I} \subseteq \{1, \ldots, m\}$ of discrete inflection points for the connect-the-dots interpolant $f_D$ (see Figure 10):

$$\mathcal{I} := \{i \in \{2, \ldots, m - 2\} \mid \epsilon_i \neq \epsilon_{i+1}\} \cup \{1, m - 1\} = \{i_1 = 1 < i_2 < \cdots < i_{|\mathcal{I}| - 1} < i_{|\mathcal{I}|} = m - 1\}.$$

By construction, for each $q = 1, \ldots, |\mathcal{I}| - 1$ on the intervals $(x_{i_q}, x_{i_{q+1}}), \ldots, (x_{i_{q+1}}, x_{i_{q+1}+1})$ the sequence of slopes $s_{i_q}, \ldots, s_{i_{q+1}}$ of $f_D$ is either non-increasing or non-decreasing. Hence,

$$\sum_{j=i_q}^{i_{q+1}-1} |s_j - s_{j+1}| = |s_{i_q} - s_{i_{q+1}}|.$$
and we find

\[
||Df_D||_{TV} = \sum_{i=1}^{m-1} |s_i - s_{i+1}| = \sum_{q=2}^{|I|} |s_{iq} - s_{iq+1}| .
\]

The key observation is

\[
\text{Lemma 3.14.}
\]

Indeed, by property (2), the function \( f \) is either convex or concave on any interval of the form \((x_q, x_{q+1})\). Therefore, \( Df \) is monotone on any such interval. Thus, we find that

\[
||Df||_{TV} = \sum_{q=2}^{|I|} |s_{\text{out}}(f, x_q) - s_{\text{out}}(f, x_{q-1})| .
\]

But property (1) guarantees that

\[
s_{\text{out}}(f, x_q) = s_{iq}
\]

and for all \( q = 1, \ldots, |I| \), proving (3.14). The proof of Proposition 3.13 therefore follows from the following result, which was already observed in Theorem 3.3 of [SESS19].

**Lemma 3.14.** We have

\[
\text{RidgelessReLU}(\mathcal{D}) = \left\{ f \in \text{PL}(\mathcal{D}) \mid ||Df||_{TV} = ||Df_D||_{TV} \right\}
\]

**Proof.** Consider any \( f \in \text{RidgelessReLU}(\mathcal{D}) \). We seek to show that \( ||Df||_{TV} \geq ||Df_D||_{TV} \). Note that for any sequence of points \( \xi_1 < \cdots < \xi_k \) at which \( Df(\xi_i) \) exists, we have

\[
||Df||_{TV} \geq \sum_{j=1}^{k-1} |Df(\xi_{j+1}) - Df(\xi_j)| .
\]

We will now exhibit a set of points where the right hand side equals \( ||Df_D||_{TV} \). To begin, note that by Proposition 3.5 we have \( f(x) = f_D(x) \) for \( x < x_2 \) and \( x > x_{m-1} \). For all \( \xi_i \in (x_1, x_2) = (x_{i-1}, x_{i+1}) \) and \( \xi_{i|\mathcal{I}} \in (x_{m-1}, x_m) = (x_{i|\mathcal{I}-1}, x_{i|\mathcal{I}}) \) we thus have

\[
Df(\xi_i) = s_1, \quad Df(\xi_{i|\mathcal{I}}) = s_m.
\]

Further, for any \( i = 2, \ldots, m-1 \) on any interval \((x_i, x_{i+1})\), there exist \( \xi_{i,\pm} \) such that \( Df(\xi_{i,\pm}) \) exist and

\[
Df(\xi_{i,\pm}) \geq s_i, \quad Df(\xi_{i,-}) \leq s_i .
\]

In particular, for \( q = 2, \ldots, |\mathcal{I}| - 1 \) we may find \( \xi_{iq} \) satisfying

\[
\xi_{iq} \in (x_{iq}, x_{iq+1}), \quad \text{sgn}(s_{iq} - Df(\xi_{iq})) = \epsilon_{iq+1}.
\]

As we saw just before this Lemma, for each \( i = 1, \ldots, |\mathcal{I}| - 1 \) we have

\[
\text{sgn}(s_{iq+1} - s_{iq}) = \epsilon_{iq+1}.
\]

Hence, for each \( q = 1, \ldots, |\mathcal{I}| - 1 \) we conclude

\[
|Df(\xi_{iq}) - Df(\xi_{iq+1})| \geq |s_{iq} - s_{iq+1}| .
\]

Thus,

\[
||Df||_{TV} \geq \sum_{q=1}^{|\mathcal{I}|-1} |s_{iq} - s_{iq+1}| = ||Df_D||_{TV} ,
\]

as desired.

\[
\square
\]

\[
\square
\]
