On M-functions associated with modular forms
Philippe Lebacque, Alexey Zykin

To cite this version:
Philippe Lebacque, Alexey Zykin. On M-functions associated with modular forms. 2016. hal-01475616

HAL Id: hal-01475616
https://hal.archives-ouvertes.fr/hal-01475616
Submitted on 23 Feb 2017

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
ON M-FUNCTIONS ASSOCIATED WITH MODULAR FORMS

PHILIPPE LEBACQUE AND ALEXEY ZYKIN

Abstract. Let $f$ be a primitive cusp form of weight $k$ and level $N$, let $\chi$ be a Dirichlet character of conductor coprime with $N$, and let $L(f \otimes \chi, s)$ denote either $\log L(f \otimes \chi, s)$ or $(L'/L)(f \otimes \chi, s)$. In this article we study the distribution of the values of $L$ when either $\chi$ or $f$ vary. First, for a quasi-character $\psi: \mathbb{C} \to \mathbb{C}^\times$ we find the limit for the average $\text{Avg}_{\chi} \psi(L(f \otimes \chi, s))$ when $f$ is fixed and $\chi$ varies through the set of characters with prime conductor that tends to infinity. Second, we prove an equidistribution result for the values of $L(f \otimes \chi, s)$ by establishing analytic properties of the above limit function. Third, we study the limit of the harmonic average $\text{Avg}_h f \psi(L(f, s))$, when $f$ runs through the set of primitive cusp forms of given weight $k$ and level $N \to \infty$. Most of the results are obtained conditionally on the Generalized Riemann Hypothesis for $L(f \otimes \chi, s)$.

1. Introduction

1.1. Some history. The study of the distribution of values of $L$-functions is a classical topic in number theory. In the first half of 20th century Bohr, Jessen, Wintner, etc. initiated a study of the distribution of the values of the logarithm $\log \zeta(s)$ and the logarithmic derivative $(\zeta'/\zeta)(s)$ of the Riemann zeta-function, when $\Re s = \sigma > \frac{1}{2}$ is fixed and $\Im s = \tau \in \mathbb{R}$ varies ([1], [2], [18], [19]). This was later generalized to $L$-functions of cusp forms and Dedekind zeta-functions by Matsumoto ([23], [24], [25]).

In the last decade Y. Ihara in [5] proposed a novel view on the problem by studying other families of $L$-functions. His initial motivation was to investigate the properties of the Euler–Kronecker constant $\gamma_K$ of a global field $K$, which was defined by him in [4] to be the constant term of the Laurent series expansion of the logarithmic derivative of the Dedekind zeta function of $K$, $\zeta_K'(s)/\zeta_K(s)$. The study of $L'(1, \chi)/L(1, \chi)$ initiated in [13] grew out to give a whole range of beautiful results on the value distribution of $L'/L$ and $\log L$.

Given a global field $K$, i.e. a finite extension of $\mathbb{Q}$ or of $\mathbb{F}_q(t)$, and a family of characters $\chi$ of $K$ Ihara considered in [5] the distribution of $L'(s, \chi)/L(s, \chi)$ in the following cases:

(A) $K$ is $\mathbb{Q}$, a quadratic extension of $\mathbb{Q}$ or a function field over $\mathbb{F}_q$, $\chi$ are Dirichlet characters on $K$;

(B) $K$ is a number field with at least two archimedean primes, and $\chi$ are normalized unramified Grössencharacters;

(C) $K = \mathbb{Q}$ and $\chi = \chi_t$, $t \in \mathbb{R}$ defined by $\chi_t(p) = p^{-it}$.

The equidistribution results of the type

$$\text{Avg}_{\chi} \phi \left( \frac{L'(s, \chi)}{L(s, \chi)} \right) = \int_{\mathbb{C}} M_{\sigma}(w) \Phi(w) |dw|,$$

where
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The function field case was treated once again in [9] by Y. Ihara and K. Matsumoto, with both the assumptions on \( \Phi \) and on \( \sigma \) having been relaxed (\( \Phi \) of at most polynomial growth and \( \sigma > 1/2 \) respectively). The most general results in the direction of the case (A) were established in [11] conditionally under the Generalized Riemann Hypothesis (GRH) in the number field case and unconditionally in the function field case (the Weil’s Riemann hypothesis being valid) for both families \( L'(s, \chi)/L(s, \chi) \) and \( \log L(s, \chi) \). For \( \text{Re} \; s > \frac{1}{2} \) Ihara and Matsumoto prove that

\[
\text{Avg}_\chi \Phi \left( \frac{L'(s, \chi)}{L(s, \chi)} \right) = \int_C M_\sigma(w)\Phi(w)|dw|, \quad \text{Avg}_\chi \Phi(\log L(s, \chi)) = \int_C M_\sigma(w)\Phi(w)|dw|,
\]

for continuous test functions \( \Phi \) of at most exponential growth. Note that \( \text{Avg}' \) in (1) is different from the one used in the latter paper, since extra averaging over conductors is assumed in the former case, the resulting statements being weaker.

Unconditional results for a more restrictive class of \( \Phi \) (bounded continuous functions), and with extra averaging over the conductor \( \text{Avg}' \), but still for \( \text{Re} \; s > \frac{1}{2} \) were established in [10] and [12] in the log and log' cases respectively in the situations (A, \( K = \mathbb{Q} \)) and (C).

The above results give rise to the density functions \( M_\sigma(z) \) and a related function \( \tilde{M}_\sigma(z_1, z_2) \) (which is the inverse Fourier transform of \( M_\sigma \), when \( z_2 = \bar{z}_1, \; s = \sigma \in \mathbb{R} \)) both in the log and log' cases. Under optimal circumstances (though it is very far from being known unconditionally in all cases) we have

\[
M_\sigma(z) = \text{Avg}_\chi \delta_z(\mathfrak{L}(\chi, s)), \quad \tilde{M}_\sigma(z_1, z_2) = \text{Avg}_\chi \psi_{z_1, z_2}(\mathfrak{L}(\chi, s)),
\]

where \( \mathfrak{L}(s, \chi) \) is either \( L'(s, \chi)/L(s, \chi) \) or \( \log L(s, \chi) \), \( \delta_z \) is the Dirac delta function, and \( \psi_{z_1, z_2}(w) = \exp \left( \frac{1}{2}(z_1 \bar{w} + z_2 w) \right) \) is a quasi-character.

The functions \( M \) and \( \tilde{M} \) turn out to have some remarkable properties that can be established unconditionally. For example, \( M \) has an Euler product expansion, an analytic continuation to the left of \( \text{Re} \; s > 1/2 \), its zeroes and the “Plancherel volume” \( \int_C |\tilde{M}_\sigma(z, \bar{z})|^2|dz| \) are interesting objects to investigate. We refer to [6], [7] for an in-depth study of \( M \) and \( \tilde{M} \), as well as to the survey [8] for a thorough discussion of the above topics.

In a recent paper by M. Mourtada and K. Murty [27] averages over quadratic characters were considered. Using the methods from [11], they establish an equidistribution result conditional on GRH. Note that in their case the values taken by the \( L \)-functions are real. In this respect the situation is similar to the one considered by us in [15] in case we assume that \( s \) is real.

Finally, let us quote a still more recent preprint by K. Matsumoto and Y. Umegaki [26] that treats similar questions for differences of logarithms of two symmetric power \( L \)-functions under the assumption of the GRH. Their approach is based on [11] rather than on [11], though the employed techniques are remarkably close to the ones we apply in [5]. The results of Matsumoto and Umegaki are complementary to ours, since the case of \( \text{Sym}^2 f = f \), which is the main subject of our paper, could not be treated in [26].

### 1.2. Main results.

In this article, we generalize to the case of modular forms the methods of Ihara and Matsumoto to understand the average values of \( L \)-functions of Dirichlet characters over global fields.
Our results are obtained in two different setting. First, we consider the case of a fixed modular form, while averaging with respect to its twists by Dirichlet characters. Our results in this setting are fairly complete, though sometimes conditional on GRH. Second, we consider averages with respect to primitive forms of given weight and level, when the level goes to infinity.

Let us formulate our main results. A more thorough presentation of the corresponding notation can be found in [2] and in the corresponding sections.

Let $B_k(N)$ denote the set of primitive cusp forms of weight $k$ and level $N$, let $f \in B_k(N)$, and let $\chi$ be a Dirichlet character of conductor $m$ coprime with $N$. Define $\mathcal{L}(f \otimes \chi, s)$ to be either $(L'/L)(f \otimes \chi, s)$ or $\log L(f \otimes \chi, s)$, put $g(f \otimes \chi, s, z) = \exp \left( \frac{\pi}{2} \mathcal{L}(f, s) \right)$. We introduce $I_z(n)$ to be the coefficients of the Dirichlet series expansion $g(f \otimes \chi, s, z) = \sum_{n \geq 1} I_z(n)n^{-s}$. Using the relations between the coefficients of the Dirichlet series expansion $L(f, s) = \sum_{n \geq 1} \eta_f(n)n^{-s}$, one can write $I_z(n) = \sum_{x \geq 1} c^N_{z,x}(n)\eta_f(x)$, where $c^N_{z,x}(n)$ depend only on the level $N$. Put $c_{z,x}(n) = c^1_{z,x}(n)$.

In what follows, the expressions of the form $f \ll g$, $g \gg f$, and $f = O(g)$ all denote that $|f| \leq c|g|$, where $c$ is a positive constant. The dependence of the constant on additional parameters will be explicitly indicated (in the form $\ll_{\epsilon,\delta,\ldots}$ or $O_{\epsilon,\delta,\ldots}$, if it is not stipulated otherwise in the text. We denote by $v_p(n)$ the $p$-adic valuation of $n$, writing as well $p^k \parallel n$ if $v_p(n) = k$. We also use the notation $:= = \pm$ meaning that the corresponding object to the left or to the right of the equality respectively is defined in this way.

Our main results are as follows.

**Theorem** (Theorem 3.1). Assume that $m$ is a prime number and let $\Gamma_m$ denote the group of Dirichlet characters modulo $m$. Let $0 < \epsilon < \frac{1}{2}$ and $T, R > 0$. Let $s = \sigma + it$ belong to the domain $\sigma \geq \frac{1}{2}$, $|t| \leq T$, let $z$ and $z'$ be inside the disk $D_R = \{z \mid |z| \leq R\}$. Then, assuming the Generalized Riemann Hypothesis (GRH) for $L(f \otimes \chi, s)$, we have

$$
\lim_{m \to \infty} \frac{1}{|\Gamma_m|} \sum_{\chi \in \Gamma_m} g(f \otimes \chi, s, z)g(f \otimes \chi, s, z') = \sum_{n \geq 1} I_z(n)I_{z'}(n)n^{-2\sigma} =: \tilde{M}_\sigma(-z, z').
$$

**Theorem** (Theorem 4.1). Let $\text{Re } s = \sigma > \frac{1}{2}$ and let $m$ run over prime numbers. Let $\Phi$ be either a continuous function on $\mathbb{C}$ with at most exponential growth, or the characteristic function of a bounded subset of $\mathbb{C}$ or of a complement of a bounded subset of $\mathbb{C}$. Define $M_\sigma$ as the inverse Fourier transform of $\tilde{M}_\sigma(z, \bar{z})$. Then under GRH for $L(f \otimes \chi, s)$ we have

$$
\lim_{m \to \infty} \frac{1}{|\Gamma_m|} \sum_{\chi \in \Gamma_m} \Phi(\mathcal{L}(f \otimes \chi, s)) = \int_{\mathbb{C}} M_\sigma(w)\Phi(w)|dw|.
$$

**Theorem** (Theorem 5.1). Assume that $N$ is a prime number and that $k$ is fixed. Let $0 < \epsilon < \frac{1}{2}$ and $T, R > 0$. Let $s = \sigma + it$ belong to the domain $\sigma \geq \epsilon + \frac{1}{2}$, $|t| \leq T$, and $z$ and $z'$ to the disc $D_R$ of radius $R$. Then, assuming GRH for $L(f, s)$, we have

$$
\lim_{N \to +\infty} \sum_{f \in B_k(N)} \omega(f)g(f, s, z)g(f, s, z') = \sum_{n,m \in \mathbb{N}} n^{-s}m^{-s} \sum_{x \geq 1} c_{z,x}(n)c_{z',x}(m),
$$

where $\omega(f)$ are the harmonic weights defined in [3].
Finally, let us describe the structure of the paper. In §2 we introduce the notation and some technical lemmas to be used throughout the paper. The §3 is devoted to the proof of Theorem 3.1 on the mean values of the logarithms and logarithmic derivatives of $L$-functions obtained by taking averages over the twists of a given primitive modular form. Using GRH, we deduce it from Ihara and Matsumoto’s results. In §4 we study unconditionally the analytic properties of $M$ and $\tilde{M}$ functions in the above setting. We then prove an equidistribution result (Theorem 4.1), which is, once again, conditional on GRH. In §5, we consider the average over primitive forms of given weight $k$ and level $N$, when $N \to \infty$, establishing under GRH Theorem 5.1. The orthogonality of characters is replaced by the Petersson formula in this case, which obviously makes the proofs trickier. Finally, open questions, remarks and further research directions are discussed in §6.
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2. Notation

The goal of this section is to introduce the notation necessary to state our main results. We also prove some auxiliary estimates to be used throughout the paper.

2.1. The $g$-functions. Let $N$, $k$ be two integers. We denote by $S_k(N)$ the set of cusp forms of weight $k$ and level $N$, and by $S_{\text{new}}^k(N)$ the set of new forms. For $f \in S_k(N)$ we write $f(z) = \sum_{n=1}^{\infty} \eta_f(n) n^{(k-1)/2} e(nz)$ for its Fourier expansion at the cusp $\infty$, with the standard notation $e(nz) = e^{2\pi i nz}$.

Let $B_k(N)$ denote the set of primitive forms of weight $k$ and level $N$, i.e. the set of $f^{\text{nor}} = f/\eta_f(1)$ where $f$ runs through an orthogonal basis of $S_{\text{new}}^k(N)$ consisting of eigenvectors of all Hecke operators $T_n$, so that the Fourier coefficients of the elements of $B_k(N)$ are the same as their Hecke eigenvalues. Note that for a primitive form $f \in B_k(N)$ all its coefficients $\eta_f(n)$ are real.

The $L$-function of a primitive form $f \in B_k(N)$ is defined as the Dirichlet series $L(f,s) = \sum_{n=0}^{\infty} \eta_f(n)n^{-s}$. The series converges absolutely for $\text{Re } s > 1$, however, $L(f,s)$ can be analytically continued to an entire function on $\mathbb{C}$. It admits the Euler product expansion:

$$L(f,s) = \prod_p L_p(f,s),$$

where, for any prime number $p$,

$$L_p(f,s) = \begin{cases} (1 - \eta_f(p)p^{-s} + p^{-2s})^{-1} & \text{if } (p, N) = 1, \\ (1 - \eta_f(p)p^{-s})^{-1} & \text{if } p \mid N. \end{cases}$$

By the results of Deligne, these local factors can be written as follows (\cite[Chapter 6]{Deligne} or \cite[Chapter IX, §7]{IharaMatsumoto}):

$$L_p(f,s) = (1 - \alpha_f(p)p^{-s})^{-1} (1 - \beta_f(p)p^{-s})^{-1},$$  \quad (2)
where
\[
\begin{align*}
|\alpha_f(p)| = 1, & \quad \beta_f(p) = \alpha_f(p)^{-1} \quad \text{if } (p, N) = 1, \\
\alpha_f(p) = \pm p^{-\frac{\alpha}{2}}, & \quad \beta_f(p) = 0 \quad \text{if } p \parallel N \text{ (that is } p \mid N \text{ and } p^2 \nmid N), \\
\alpha_f(p) = \beta_f(p) = 0 \quad \text{if } p^2 \mid N.
\end{align*}
\]

We are interested in the two functions
\[
\begin{align*}
g(f, s, z) &= \exp \left( \frac{iz L'(f, s)}{2 L(f, s)} \right), \\
G(f, s, z) &= \exp \left( \frac{iz}{2} \log L(f, s) \right).
\end{align*}
\]

Define $h_n(x)$ and $H_n(x)$ as the coefficients of the following generating functions:
\[
\exp \left( \frac{xt}{1-t} \right) = \sum_{n=0}^{+\infty} h_n(x) t^n,
\]
\[
\exp(-x \log(1-t)) = \sum_{n=0}^{+\infty} H_n(x) t^n,
\]
or, equivalently (cf. [11, §1.2]), as the functions given by $h_0(x) = H_0(x) = 1$ and, for $n \geq 1$,
\[
\begin{align*}
h_n(x) &= \sum_{r=0}^{n} \frac{1}{r!} \left( \frac{n-1}{r-1} \right) x^r, \\
H_n(x) &= \frac{1}{n!} x(x+1) \ldots (x+n-1).
\end{align*}
\]

As we have
\[
\frac{iz L'(f, s)}{2 L(f, s)} = -\frac{iz}{2} \sum_p \frac{\alpha_f(p)p^{-s}\log p}{1-\alpha_f(p)p^{-s}} + \frac{\beta_f(p)p^{-s}\log p}{1-\beta_f(p)p^{-s}},
\]
we can write (using the standard convention that, in the case when $\beta_f(p) = 0$, we put $\beta_f(p)^n = 0$, if $n > 0$, and $\beta_f(p)^0 = 1$):

$$g(f, s, z) = \exp \left( \frac{iz}{2} \frac{L'(f, s)}{L(f, s)} \right) =$$

$$= \prod_p \exp \left( \frac{\alpha_f(p)p^{-s}}{1 - \alpha_f(p)p^{-s}} \cdot \frac{-iz \log p}{2} \right) \exp \left( \frac{\beta_f(p)p^{-s}}{1 - \beta_f(p)p^{-s}} \cdot \frac{-iz \log p}{2} \right) =$$

$$= \prod_p \left( \sum_n h_n \left( -\frac{iz}{2} \log p \right) \alpha_f(p)^n p^{-ns} \right) \left( \sum_n h_n \left( -\frac{iz}{2} \log p \right) \beta_f(p)^n p^{-ns} \right) =$$

$$= \prod_p \left( \sum_{n=0}^{+\infty} \sum_{r=0}^{n} h_r \left( -\frac{iz}{2} \log p \right) h_{n-r} \left( -\frac{iz}{2} \log p \right) \alpha_f(p)^r \beta_f(p)^{n-r} p^{-ns} \right) =$$

$$= \prod_{p|N} \left( \sum_{n=0}^{+\infty} h_n \left( -\frac{iz}{2} \log p \right) \alpha_f(p)^n p^{-ns} \right) \prod_{p \mid N} h_n \left( \frac{iz}{2} \right) \alpha_f(p)^n p^{-ns} =: \prod_{p \mid N} \lambda_z(p^n) p^{-ns}.$$

In a similar way we get:

$$G(f, s, z) = \exp \left( \frac{iz}{2} \log L(f, s) \right) =$$

$$= \prod_p \exp \left( -\frac{iz}{2} \log (1 - \alpha_p(f)p^{-s}) \right) \exp \left( -\frac{iz}{2} \log (1 - \beta_p(f)p^{-s}) \right) =$$

$$= \prod_{p|N} \left( \sum_{n=0}^{+\infty} \sum_{r=0}^{n} H_r \left( \frac{iz}{2} \right) H_{n-r} \left( \frac{iz}{2} \right) \alpha_f(p)^{2r-n} p^{-ns} \right) \prod_{p \mid N} H_n \left( \frac{iz}{2} \right) \alpha_f(p)^n p^{-ns} =$$

$$= : \prod_{p \mid N} \Lambda_z(p^n) p^{-ns}.$$

We extend multiplicatively $\lambda_z$ and $\Lambda_z$ to $\mathbb{N}$ so that we can write:

$$g(f, s, z) = \sum_{n \geq 1} \lambda_z(n) n^{-s},$$

$$G(f, s, z) = \sum_{n \geq 1} \Lambda_z(n) n^{-s}.$$

We will use the notation $\mathcal{L}$ for $\frac{L'(f, s)}{L(f, s)}$ or $\log L(f, s)$, $\mathfrak{g}$ for $g$ or $G$, $h_z(p^n)$ for $h_n \left( -\frac{iz}{2} \log p \right)$ or $H_n \left( \frac{iz}{2} \right)$, and $\mathfrak{l}$ for $\lambda$ or $\Lambda$ depending on the case we consider. Thus, we can write in a uniform way:
\[ g(f, s, z) = \exp \left( \frac{i z}{2} \mathcal{E}(f, s) \right) = \sum_{n \geq 1} \mathbb{I}_{z}(n)n^{-s} = \prod_{p} \sum_{n=0}^{+\infty} \mathbb{I}_{z}(p^n)p^{-ns} = \prod_{p|N} \left( \sum_{n=0}^{+\infty} \sum_{r=0}^{n} h_z(p^n) h_z(p^{n-r}) \alpha_f(p)^{2r-n} p^{-ns} \right) \prod_{p|N} \sum_{n=0}^{+\infty} h_z(p^n) \alpha_f(p)^{n} p^{-ns}. \]

The coefficients \( \mathbb{I}_{z}(n) \) will be used to define the \( \tilde{M} \)-functions in the case of averages over twists of modular forms by Dirichlet characters.

2.2. The coefficients \( \mathbb{I}_{z}(n) \) and \( c_{z,x}(n) \). In this subsection we will find a more explicit expression for \( \mathbb{I}_{z}(n) \). For \( p \nmid N \) we will use the formula (see [30, (3.5)])

\[ \eta_f(p^r) = \frac{\alpha_f(p)^{r+1} - \beta_f(p)^{r+1}}{\alpha_f(p) - \beta_f(p)}, \]

which easily follows from [2]. Taking into account that \( \beta_f(p) = \tilde{\alpha}_f(p) \), we have for \( r \geq 2 \)

\[ \eta_f(p^r) = \frac{\alpha_f(p)^{r+1} - \tilde{\alpha}_f(p)^{r+1}}{\alpha_f(p) - \tilde{\alpha}_f(p)} = \sum_{i=0}^{r} \alpha_f(p)^{i} \tilde{\alpha}_f(p)^{r-i} = \sum_{i=0}^{r} \alpha_f(p)^{r-2i} = \alpha_f(p)^{r} + \alpha_f(p)^{r-2} + \sum_{i=0}^{r-2} \alpha_f(p)^{r-2i-2} = \alpha_f(p)^{r} + \tilde{\alpha}_f(p)^{r} + \eta_f(p^{r-2}). \]

The above formula also holds for \( r = 1 \) if we put \( \eta_f(p^{-1}) = 0 \). From this we deduce that

\[ \alpha_f(p)^{r} + \tilde{\alpha}_f(p)^{r} = \eta_f(p^{r}) - \eta_f(p^{r-2}). \]

Using the previous formula, we can write

\[ \mathbb{I}_{z}(p^r) = \sum_{a=0}^{r} h_z(p^a) h_z(p^{r-a}) \alpha_f(p)^{2a-r} \]

\[ = h_z(p^r) + \sum_{a=0}^{\lfloor \frac{r-1}{2} \rfloor} h_z(p^a) h_z(p^{r-a}) \left( \alpha_f(p)^{r-2a} + \alpha_f(p)^{2a-r} \right) \]

\[ = h_z(p^r) + \sum_{a=0}^{\lfloor \frac{r-1}{2} \rfloor} h_z(p^a) h_z(p^{r-a}) \left( \eta_f(p^{r-2a}) - \eta_f(p^{r-2a-2}) \right) \]

\[ = h_z(p^r) - h_z(p^{r-1}) h_z(p^{r+1}) + \sum_{a=0}^{\lfloor \frac{r-1}{2} \rfloor} \left( h_z(p^a) h_z(p^{r-a}) - h_z(p^{a-1}) h_z(p^{r-a+1}) \right) \eta_f(p^{r-2a}) \]

\[ = \sum_{a=0}^{\lfloor \frac{r}{2} \rfloor} \left( h_z(p^a) h_z(p^{r-a}) - h_z(p^{a-1}) h_z(p^{r-a+1}) \right) \eta_f(p^{r-2a}), \]

where we put \( h_z(p^{\frac{r}{2}}) = h_z(p^{\frac{r-1}{2}}) = 0 \), if \( r \) is odd, and \( h_z(p^{a}) = 0 \), if \( a < 0 \).
When \( p \mid N \) we have
\[
    I_z(p^r) = b_z(p^r)\alpha_f(p)^r = b_z(p^r)\eta_f(p)^r = b_z(p^r)\eta_f(p)^r.
\]
Denoting by \( \mathcal{P} \) the set of prime numbers, for \( n = \prod_{p \in \mathcal{P}} p^{v_p(n)} \) put
\[
    I_N(n) = \{ m \in \mathbb{N} \mid v_p(m) \equiv v_p(n) \mod 2 \quad \text{for} \quad p \in \mathcal{P}, \quad v_p(n) = v_p(m) \text{ if } p \mid N \}
\]
and
\[
    J_N(n) = \{ m \in I_N(n) \mid v_p(m) \leq v_p(n) \text{ for all } p \in \mathcal{P} \}.
\]
Note the following easy estimate ([3, Theorem 315]) in which \( \tau(n) \) is the number of divisors of \( n \):
\[
    |J_N(n)| = \prod_{p \mid n} \left( \left\lfloor \frac{v_p(n)}{2} \right\rfloor + 1 \right) \leq \tau(n) \ll \epsilon n^\nu. \tag{3}
\]

The previous computations may be summarized as follows:
\[
    I_z(p^r) = \sum_{x \in J_N(p^r)} c^N_{z,x}(p^r)\eta_f(x),
\]
where
\[
    c^N_{z,x}(p^r) = \begin{cases} 
    b_z(p^{r-a})b_z(p^{r+a}) - b_z(p^{r-a-1})b_z(p^{r+a+1}), & \text{if } p \mid N \text{ and } r \equiv a \mod 2, \\
    b_z(p^r), & \text{if } p \mid N \text{ and } r = a, \\
    0, & \text{otherwise}.
    \end{cases}
\]
We have \( I_z(n) = \prod_{p \mid n} I_z(p^{v_p(n)}) \) and \( \eta_f(n)\eta_f(m) = \eta_f(nm) \text{ if } (n, m) = 1, \) thus
\[
    I_z(n) = \prod_{p \mid n} \left( \sum_{x \in J_N(p^{v_p(n)})} c^N_{z,x}(p^{v_p(n)})\eta_f(x) \right) = \sum_{x \in J_N(n)} c^N_{z,x}(n)\eta_f(x),
\]
with
\[
    c^N_{z,x}(n) = \prod_{p \mid n} c^N_{z,p^{v_p(p)}}(p^{v_p(n)}).
\]
Note that the coefficients \( c^N_{z,x}(n) \), \( I_z(n) \), and \( J_N(n) \) depend only on the level \( N \) and not directly on the modular form \( f \). Let us also define \( I(n) = I_1(n) \), \( J(n) = J_1(n) \), and \( c_{z,x}(n) = c^1_{z,x}(n) \). They will employed in the statement of Theorem [5,1] which is our main result on averages over the set of primitive forms \( B_k(N) \).

Let \( B(a, R) = \{ z \in \mathbb{C} \mid |z - a| < R \} \) denote the open disc of radius \( R \) and center \( a \in \mathbb{C} \), let \( \overline{B(a, R)} \) be the corresponding closed disc. We also put \( \mathcal{D}_R = \overline{B(0, R)} \). The following estimate is used throughout the paper.

**Lemma 2.1.** For any \( \epsilon > 0 \) and \( z \in \mathcal{D}_R \) we have \( |c^N_{z,x}(n)| \ll_{\epsilon,R} n^\epsilon \) and \( |I_z(n)| \ll_{\epsilon,R} n^\epsilon \).

**Proof.** To see this, recall ([11, 3.1.2]) that for any prime \( p \)
\[
    \left| H_{r} \left( \frac{i z}{2} \right) \right| \leq H_{r} \left( \frac{|z|}{2} \right) \leq h_r \left( \frac{|z|}{2} \right) \leq h_r (|z| \log p)
\]

Thus in both cases $|h_r(\frac{iz}{2} \log p)| \leq h_r(|z| \log p) \leq \exp \left(2\sqrt{r|z| \log p} \right)$, we see that

$$ |c^N_{z,x}(p^r)| \leq e^{2\sqrt{|z| \log p} \sqrt{2|z| \log p}} + e^{2\sqrt{(\frac{|z|}{2}+1)|z| \log p}} e^{2\sqrt{(\frac{|z|}{2}-1)+|z| \log p}}$$

$$ \leq e^{2\sqrt{|z| \log p} \sqrt{2|z|}} + e^{2\sqrt{|z| \log p} \sqrt{2|z|}} \leq 2e^{2\sqrt{2r|z| \log p}}.$$

when $p \mid N$. The above estimates on $h_z(p^r)$ also imply the same bound on $c^N_{z,x}(p^r)$ when $p \mid N$.

Now, denoting by $\omega(n)$ the number of distinct prime divisors of $n$ and using once again the concavity of $\sqrt{x}$, for $n = \prod_{p \in P} p^{v_p(n)}$ we have

$$ \log |c^N_{z,x}(n)| \leq \sum_{p \mid n} \left( \log 2 + \sqrt{v_p(n) \log p \sqrt{8R}} \right) \ll_R \left( \sum_{p \mid n} \sqrt{v_p(n) \log p} \right) \sqrt{8R}$$

$$ \ll_R \sqrt{\sum_{p \mid n} v_p(n) \log p \sqrt{\omega(n)}} \ll_R \sqrt{\frac{\log n}{2 + \log \log n} \sqrt{\log n}},$$

since by [5, Sublemma 3.10.5] (which is classical in the case of $N$) we have

$$ \omega(n) \ll \frac{\log n}{2 + \log \log n}. \quad (4)$$

We thus conclude that $|c^N_{z,x}(n)| \ll_{\epsilon,R} n^\epsilon$.

As for the second statement, we notice that the estimate [3] together with Deligne bound $|\eta_f(n)| \leq \tau(n) \ll \epsilon n^\epsilon$ imply $I_z(n) \ll \epsilon |J_N(n)| \cdot n^\epsilon \cdot \tau(n) \ll \epsilon n^{3\epsilon}$. We conclude the section by the following trivial but useful lemma.

**Lemma 2.2.** We have $I_z(n) = I_{-z}(n)$, and $c^N_{z,x}(n) = c^N_{-z,x}(n)$.

**Proof.** The eigenvalues $\eta_f(n)$ are all real, so the $L$-functions $L(f,s)$ have Dirichlet series with real coefficients. Thus the statement of the lemma follows from the definition of the coefficients $I_z(n)$, and $c^N_{z,x}(n)$. \qed

### 3. Average on twists

This section is devoted to the proof of an averaging result for twists of a given primitive form. It is to a large extent based on the work of Ihara and Matsumoto [11], which provides a general setting for the problem we consider.
3.1. Setting. Let us fix a primitive cusp form \( f \in B_k(N) \) of weight \( k \) and level \( N \). Let \( \chi : (\mathbb{Z}/m\mathbb{Z})^\times \to \mathbb{C}^\times \) be a primitive character mod \( m \), where \((m, N) = 1\). It is known (see [15, Prop. 14.19 and Prop. 14.20]) that \( f \otimes \chi \) is a primitive form of weight \( k \), level \( Nm^2 \), and nebentypus \( \chi^2 \). We consider the twisted \( L \)-function given by

\[
L(f \otimes \chi, s) = \prod_p L_p(f \otimes \chi, s),
\]

where the local factors are defined as follows:

\[
L_p(f \otimes \chi, s) = \left(1 - \alpha_f(p)\chi(p)p^{-s}\right)^{-1} \left(1 - \beta_f(p)\chi(p)p^{-s}\right)^{-1},
\]

with the notation of \( \S \). It is an \( L \)-function of degree 2 and conductor \( Nm^2 \), entire and polynomially bounded in vertical strips. After multiplication by the gamma factor

\[
\gamma_k(s) = \sqrt{2\pi} \frac{i^{k-1}}{(2\pi)^s} \Gamma \left( s + \frac{k-1}{2} \right),
\]

it satisfies a functional equation [15, \S 5.11]. Its analytic conductor \( q(f \otimes \chi, s) \) is defined as follows:

\[
q(f \otimes \chi, s) = Nm^2 \left( \left| s + \frac{k-1}{2} \right| + 3 \right) \left( \left| s + \frac{k+1}{2} \right| + 3 \right) \leq Nm^2(|s| + k + 3)^2.
\]

Just as in \( \S \) we use the following notation for modular forms with nebentypus:

\[
\begin{align*}
\{ g(f \otimes \chi, s, z) = \exp \left( i z \frac{L'(f \otimes \chi, s)}{2 L(f \otimes \chi, s)} \right), \\
G(f \otimes \chi, s, z) = \exp \left( i z \frac{\log L(f \otimes \chi, s)}{2} \right).
\end{align*}
\]

We also write \( g(f \otimes \chi, s, z) \) to denote either of the above two functions.

If \( G \) is a function on a finite group \( K \), let \( \text{Avg}_{\chi \in K} G(\chi) \) denote the usual average \(|K|^{-1} \sum_{\chi \in K} G(\chi)\).

3.2. The \( \tilde{M} \)-function. We would like to understand the average over all Dirichlet characters mod \( m \) of the functions \( g(f \otimes \chi, s, z) \), when \( m \) runs through large prime numbers. Ihara and Matsumoto’s results apply in this case and we get the following theorem.

**Theorem 3.1.** Assume that \( m \) is a prime number. Let \( \Gamma_m \) denote the group of Dirichlet characters modulo \( m \). Let \( 0 < \epsilon < \frac{1}{2} \) and \( T, R > 0 \). Let \( s = \sigma + it \) belong to the domain \( \sigma \geq \epsilon + \frac{1}{2} \), \( |t| \leq T \), let \( z \) and \( z' \) be inside the disk \( D_R \). Then, assuming the Generalized Riemann Hypothesis (GRH) for \( L(f \otimes \chi, s) \), in the notation of \( \S \) we have

\[
\text{Avg}_{\chi \in \Gamma_m} \left( g(f \otimes \chi, s, z) g(f \otimes \chi, s, z') \right) - \sum_{(n, m) = 1} l_z(n) l_{z'}(n)n^{-2\sigma} \ll_{\epsilon, R, T, f} m^{-\frac{1}{2}}. \tag{5}
\]

Moreover,

\[
\lim_{m \to \infty} \text{Avg}_{\chi \in \Gamma_m} \left( g(f \otimes \chi, s, z) g(f \otimes \chi, s, z') \right) = \sum_{n \geq 1} l_z(n) l_{z'}(n)n^{-2\sigma}.
\]
Proof. We notice that \( g(f \otimes \chi, s, z) = \sum_{n \geq 1} I_\chi(n) \chi(n)n^{-s} \), where \( I_\chi(n) \) are the coefficients of \( g(f, s, z) \). We thus can deduce the theorem from [11, Theorem 1]. We can pass to the situation treated in [11] by omitting the summand corresponding to the trivial character \( \chi_0 \) since in our case all the \( g(f \otimes \chi, s, z) \) are holomorphic for \( \text{Re} \ s > \frac{1}{2} \). Thus, it is enough to prove that the family \( I_{|z| \leq R} \) is uniformly admissible in the sense of Ihara and Matsumoto.

First of all, the property (A1), asserting that \( \text{Re} \ s \) holds for any non trivial \( \chi \), is true under GRH.

Next, for the same range of \( s \) we have

\[
\log |g(f \otimes \chi, s, z)| = \log \left| \exp \left( \frac{iz}{2} \mathcal{L}(f \otimes \chi, s) \right) \right| = \text{Re} \left( \frac{iz}{2} \mathcal{L}(f \otimes \chi, s) \right) \ll_R |\mathcal{L}(f \otimes \chi, s)|, 
\]

so

\[
\max(0, \log |g(f \otimes \chi, s, z)|) \ll_{\epsilon, R} \ell(t)^{1-2\epsilon} \ell(mNk)^{1-2\epsilon},
\]

where \( \ell(x) = \log(|x| + 2) \) and \( t = \text{Im} \ s \).

Proof of the Lemma. First, the following estimates hold ([15, Theorems 5.17 and 5.19]) for any \( s \) with \( \frac{1}{2} < \text{Re} \ s = \sigma < \frac{1}{4} \):

\[
- \frac{L'(f \otimes \chi, s)}{L(f \otimes \chi, s)} = O \left( \frac{1}{2\sigma - 1} \log q(f \otimes \chi, s)^2 - 2\sigma + \log \log q(f \otimes \chi, s) \right),
\]

and

\[
\log L(f \otimes \chi, s) = O \left( \frac{(\log q(f \otimes \chi, s))^2 - 2\sigma}{2\sigma - 1} \log \log q(f \otimes \chi, s) + \log \log q(f \otimes \chi, s) \right),
\]

the implied constants being absolute.

Thus, we see that

\[
\log q(f \otimes \chi, s) \ll \log(mNk) + \log(|t| + 2) \ll \ell(mNk) + \ell(t).
\]

Thus we see that

\[
\max(0, \log |g(f \otimes \chi, s, z)|) \ll_{\epsilon, R} \ell(t)^{1-2\epsilon} \ell(Nmk)^{1-2\epsilon}.
\]

If \( \sigma \geq \frac{5}{4} \) a much simpler estimate suffices. Indeed, using the fact that ([15, (5.25)])

\[
- \frac{L'(f, s)}{L(f, s)} = \sum_n \frac{\Lambda_f(n)}{n^s} \quad \text{and} \quad \log L(f, s) = - \sum_n \frac{\Lambda_f(n)}{n^s \log n},
\]

with \( \Lambda_f(n) \) supported on prime powers and \( \Lambda_f(p^n) = (\alpha_f(p)^n + \beta_f(p)^n) \log p \), we see that both \( \frac{L'(f, s)}{L(f, s)} \) and \( \log L(f \otimes \chi, s) \) are bounded by an absolute constant. Thus the conclusion of the lemma still holds in this case.

Thus Ihara and Matsumoto’s property (A3) is established (with a stronger bound than required), since in our case \( N \) and \( k \) are fixed. So, the family we consider is indeed uniformly admissible.
Remark 3.3. The estimate (5) should still be true if we omit the condition on $m$ to be prime. To prove it one establishes an analogue of Lemma 3.2, replacing $\chi$ with the primitive character by which it is induced and estimating the bad factors of the $L$-function (with some additional work required when $m$ is not coprime with $N$). Then one uses once again [11, Theorem 1], in which the first inequality is true without any restriction on the conductor.

Remark 3.4. The theorem should hold unconditionally for $\sigma = \text{Re } s > 1$ by orthogonality of characters, all the series being absolutely convergent in this domain.

As a direct consequence, we obtain the following result on averages of the values of $\mathfrak{g}$. Put

$$\mathcal{M}_s(z_1, z_2) = \sum_{n=1}^{\infty} \frac{l_{z_1}(n) l_{z_2}(n) n^{-2s}}{n - z_1 - z_2 \sigma}.$$  

Because of Lemma 2.1, the series converges uniformly and absolutely on $\text{Re } s \geq \frac{1}{2} + \varepsilon$, $|z_1|, |z_2| \leq R$, defining a holomorphic function of $s, z_1, z_2$ for $\text{Re } s > \frac{1}{2}$.

$$\psi_{z_1, z_2}(w) = \exp \left( \frac{i}{2} (z_1 w + z_2 w) \right).$$

Corollary 3.5. Let $m$ run over prime numbers. Then, assuming GRH,

$$\lim_{m \to \infty} \text{Avg } \psi_{z_1, z_2}(\mathfrak{L}(f \otimes \chi, s)) = \mathcal{M}_\sigma(z_1, z_2).$$

Proof. By definition, we have:

$$\psi_{z_1, z_2}(\mathfrak{L}(f \otimes \chi, s)) = \exp \left( \frac{i}{2} z_1 \mathfrak{L}(f \otimes \chi, s) \right) \exp \left( \frac{i}{2} z_2 \mathfrak{L}(f \otimes \chi, s) \right) = \mathfrak{g}(f \otimes \chi, s - z_1) \mathfrak{g}(f \otimes \chi, s, z_2).$$

By Theorem 3.1 we get

$$\lim_{m \to \infty} \text{Avg } \psi_{z_1, z_2}(\mathfrak{L}(f \otimes \chi, s)) = \sum_{n \geq 1} \mathfrak{L}_{z_1}(n) \mathfrak{L}_{z_2}(n) n^{-2\sigma}.$$  

Lemma 2.2 implies that $\mathfrak{L}_{z_1}(n) = \mathfrak{I}_z(n)$, so the corollary is proven.

4. The distribution of $L$-values for twists

Our next result concerns the distribution of the values of logarithmic derivatives and logarithms of $L$-functions of twists of a fixed modular form $f$. In this section the dependence on $f$ in $\ll$ will be omitted.

Recall that we have defined

$$\tilde{M}_s(z_1, z_2) = \sum_{n=1}^{\infty} \frac{l_{z_1}(n) l_{z_2}(n) n^{-2s}}{n - z_1 - z_2 \sigma},$$

the corresponding series being absolutely and uniformly convergent on $\text{Re } s \geq \frac{1}{2} + \varepsilon, |z_1| \leq R, |z_2| \leq R$. For $\sigma \in \mathbb{R}$, we put $\tilde{M}_\sigma(z) = \tilde{M}_\sigma(z, \tilde{z})$.

Define the family of additive characters

$$\psi_{z_1, z_2}(w) = \exp \left( \frac{i}{2} (z_1 w + z_2 w) \right).$$
We also let \( \psi_2(w) = \psi_2(w) = \exp(i \text{Re}(z \bar{w})) \). Recall that the Fourier transform of \( \phi: \mathbb{C} \to \mathbb{C} \), \( \phi \in L^1 \) is defined as
\[
\mathcal{F} \phi(z) = \frac{1}{2\pi} \int_{\mathbb{C}} \phi(w) e^{i \text{Re}(z \bar{w})} dw = \frac{1}{2\pi} \int_{\mathbb{R}^2} \phi(w) e^{i(xz + y\bar{z})} dxdy,
\]
where \( |dw| = \frac{1}{2\pi} dxdy \), \( x = \text{Re} w \), \( y = \text{Im} w \), \( a' = \text{Re} z \), \( y' = \text{Im} z \).

The goal is to prove the following equidistribution result, which is an analogue of [11, Theorem 4].

**Theorem 4.1.** Let \( \text{Re } s = \sigma > \frac{1}{2} \) and let \( m \) run over prime numbers. Let \( \Phi \) be either a continuous function on \( \mathbb{C} \) with at most exponential growth, that is, \( \Phi(w) \ll e^{a|w|} \) for some \( a > 0 \), or the characteristic function of a bounded subset of \( \mathbb{C} \) or of a complement of a bounded subset of \( \mathbb{C} \). Define \( M_\sigma \) as the inverse Fourier transform of \( M_\sigma(z) = \mathcal{F} M_\sigma(-z) \). Then under GRH for \( L(f \otimes \chi, s) \) we have
\[
\lim_{m \to \infty} \text{Avg } \Phi(\mathcal{L}(f \otimes \chi, s)) = \int_{\mathbb{C}} M_\sigma(w) \Phi(w) |dw|.
\]

**Remark 4.2.** The above theorem should hold unconditionally for any \( \sigma > 1 \) and any continuous function \( \Phi \) on \( \mathbb{C} \), by virtue of Remarks 3.4 and (iv) of Corollary 4.12.

To prove this theorem we first construct the local \( M \) and \( \tilde{M} \)-functions and establish their properties. We then obtain a convergence result for partial \( M \)-functions \( M_{s,P} \) for finite sets of primes \( P \) to a global function \( M \). This allows us to prove some crucial estimates for the growth of \( M \). Finally, we deduce the global result using corollary 4.5. Our approach is strongly influenced by that of Ihara and Matsumoto, the main ingredients being inspired by the results of Jessen and Wintner [18] that we have to adapt to our situation.

All the results below, except from the proof of Theorem 4.1 itself, do not depend on GRH.

### 4.1. The functions \( M_{s,P} \) and \( \tilde{M}_{s,P} \)

Let \( \text{Re } s = \sigma > 0 \). Define the functions on \( T_p = \mathbb{C}^1 = \{ t \in \mathbb{C} \mid |t| = 1 \} \) by
\[
g_{s,P}(t) = \frac{-(\log p) \alpha(p) p^{-s} t}{1 - \alpha(p) p^{-s}} + \frac{-(\log p) \beta(p) p^{-s} t}{1 - \beta(p) p^{-s}},
\]
and
\[
G_{s,P}(t) = -\log(1 - \alpha(p) p^{-s} t) - \log(1 - \beta(p) p^{-s} t).
\]

As before, we let \( g_{s,P} \) denote either \( g_{s,P} \) or \( G_{s,P} \), depending on the case we consider. We note that the local factor of the \( L \)-function is 1 once \( p^2 \mid N \), so we can omit such primes from our considerations.

Denote by \( f_p(z) \) the expression
\[
\frac{-(\log p) \alpha(p) z}{1 - \alpha(p) z} + \frac{-(\log p) \beta(p) z}{1 - \beta(p) z} \quad \text{or} \quad -\log(1 - \alpha(p) z) - \log(1 - \beta(p) z).
\]
in the \( \log' \) and \( \log \) case respectively. Note that if \( p \nmid N \), \( f_p(z) = -\log p \cdot \eta_f(p) z - 2z^2 \) or \(-\log(1 - \eta_f(p) z + z^2) \) respectively. The functions \( f_p(z) \) are holomorphic in the open disc \( |z| < 1 \). We obviously have \( g_{s,P}(t) = f_p(p^{-s} t) \).
For a prime number $p$, let $T_p = \mathbb{C}^1$ be equipped with the normalized Haar measure $d^x t = \frac{dt}{2\pi i t}$. If $P$ is a finite set of primes, we let $T_P = \prod_{p \in P} T_p$ and we denote by $d^x t_P$ the normalized Haar measure on $T_P$. Put also $g_{s,p} = \sum_{p \in P} g_{s,p}$.

We introduce the local factors $\tilde{M}_{s,p}(z_1, z_2)$ via

$$
\tilde{M}_{s,p}(z_1, z_2) = \sum_{r=0}^{+\infty} l_{z_1}(p^r) l_{z_2}(p^r) p^{-2rs}.
$$

(7)

The series is absolutely and uniformly convergent on compacts in $\text{Re}\; s > 0$ by Lemma 2.1. Put $\tilde{M}_{s,P}(z_1, z_2) = \prod_{p \in P} \tilde{M}_{s,p}(z_1, z_2)$. We also define $\tilde{M}_{\sigma,p}(z) = \tilde{M}_{\sigma,p}(z, \bar{z})$, and $\tilde{M}_{\sigma,P}(z) = \tilde{M}_{\sigma,P}(z, \bar{z})$.

**Lemma 4.3.**

(i) The function $\tilde{M}_{s,P}(z_1, z_2)$ is entire in $z_1, z_2$.

(ii) We have

$$
\tilde{M}_{s,p}(z_1, z_2) = \int_{\mathbb{C}^1} \exp\left( i \frac{z_1}{2} (g_{s,p}(t^{-1}) + z_2 g_{s,p}(t)) \right) d^x t.
$$

In particular,

$$
\tilde{M}_{\sigma,p}(z_1, z_2) = \int_{\mathbb{C}^1} \psi_{z_1, z_2}(g_{\sigma,p}(t)) d^x t, \quad \text{and} \quad \tilde{M}_{\sigma,P}(z) = \int_{\mathbb{C}^1} \exp(i \text{Re}(g_{\sigma,p}(t)\bar{z})) d^x t.
$$

(iii) The “trivial” bound $|\tilde{M}_{\sigma,p}(z)| \leq 1$ holds.

**Proof.** (i) This is a direct corollary of the absolute and uniform convergence of the series of analytic functions (7), defining $\tilde{M}_{s,p}(z_1, z_2)$.

(ii) It is clear from the definitions that $\exp\left( i \frac{z}{2} g_{s,p}(t) \right) = \sum_{r=0}^{\infty} l_z(p^r)(p^{-s}t)^r$. So, the statement is implied by the fact that $\tilde{M}_{s,p}$ is the constant term of the Fourier series expansion of $\exp\left( i \frac{z}{2} (g_{s,p}(t^{-1}) + z_2 g_{s,p}(t)) \right)$.

(iii) Obviously follows from (ii). 

For the sake of convenience in what follows we will identify a function on $\mathbb{R}^2$ with the Radon measure or the tempered distribution it defines, when the latter make sense. We will also regard the Fourier transform or the convolution products as being defined via the corresponding distributions. We refer to [18, §2, §3] for more details.

**Proposition 4.4.**

(i) There exists a unique positive measure $M_{\sigma,P}$ of compact support and mass 1 on $\mathbb{C} \simeq \mathbb{R}^2$ such that

$$
M_{\sigma,P}(\Phi) = \int_{T_P} \Phi(g_{s,p}(t_P)) d^x t_P
$$

for any continuous function $\Phi$ on $\mathbb{C}$.

(ii) $FM_{\sigma,P} = \tilde{M}_{\sigma,P}(z)$.

(iii) There exists a set of primes $\mathcal{P}_f$ of positive density such that, for all $p \in \mathcal{P}_f$, $\tilde{M}_{\sigma,p}(z) \ll_{p, \sigma} (1 + |z|)^{-\frac{1}{2}}$. 
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(iv) Let $P$ be a set of primes. If $|P \cap \mathcal{P}_f| > 4$, then $M_{\sigma,p}$ admits a continuous density (still denoted by $M_{\sigma,p}$) which is an $L^1$ function. The function $M_{\sigma,p}$ satisfies $M_{\sigma,p}(z) = M_{\sigma,p}(\bar{z}) \geq 0$.

(v) $M_{\sigma,p}$ is of class $C^\infty$ once $|P \cap \mathcal{P}_f| > 2(r + 2)$.

Proof. (i) The uniqueness statement is obvious and the existence is given by the direct image measure $(g_{s,P})_*(d^x t_P)$. The volume of an open set $U$ of $\mathbb{R}^2$ is thus given by $M_{\sigma,p}(U) = \text{Vol}(g_{s,P}^{-1}(U))$, therefore $M_{\sigma,p}$ has compact support equal to the image of $g_{s,P}$ and mass 1.

From the formula $M_{s,P}(\Phi) = \int_{T_P} \Phi(g_{s,P}(t_P))d^x t_P$, it is clear that $M_{s,P}$ depends only on $\sigma$, since Haar measures on $T_P$ are invariant under multiplication by $p^{i \text{Im}(s)}$.

(ii) From the definition of the convolution product we note that, regarded as distributions with compact support, $M_{\sigma,p} = *_{p \in \mathcal{P}} M_{\sigma,p}$.

Next, $\mathcal{F}M_{\sigma,p} = \prod_{p \in \mathcal{P}} \mathcal{F}M_{\sigma,p}$. From Lemma 4.3 we see that $\tilde{M}_{\sigma,p}(z_1, z_2) = M_{\sigma,p}(\psi_{z_1, z_2})$, and for the Fourier transforms of tempered distributions on $\mathbb{C} \cong \mathbb{R}^2$ we have

$$\mathcal{F}M_{\sigma,p}(\phi) = M_{\sigma,p} \left( \int_\mathbb{C} \psi_z(w)\phi(w)|dw| \right) = \int_{T_P} \int_\mathbb{C} \psi_{g_{s,P}(t)}(w)\phi(w)|dw|d^x t$$

$$= \int_\mathbb{C} \int_{T_P} \psi_{g_{s,P}(t)}(w)\phi(w)d^x t|dw| = \int_\mathbb{C} M_{\sigma,p}(\psi_z(w))\phi(w)|dw|$$

$$= \int_\mathbb{C} M_{\sigma,p}(\psi_z(w))\phi(w)|dw| = \int_\mathbb{C} \tilde{M}_{\sigma,p}(w)\phi(w)|dw|.$$ 

We deduce that $\mathcal{F}M_{\sigma,p} = \tilde{M}_{\sigma,p}(z)$.

(iii) This is the most delicate part. Unfortunately, we cannot apply Jessen–Wintner theorem [18, Theorem 13] to $f_p(z)$, since $\rho_0$ (in the notation of the latter theorem) depends on $p$. Therefore, we need to establish the following explicit version of their result.

**Lemma 4.5.** Let $\rho > 0$ and let $F(z) = \sum_{k \geq 1} a_k z^k$ be absolutely convergent for $|z| < \rho + \epsilon$, $\epsilon > 0$. Let $S \subset \mathbb{C}$ denote the parametric curve $\{S(\theta)\}_{\theta \in [0,1]} = \{F(re^{2\pi i \theta})\}_{\theta \in [0,1]}$. Let $D_r$ be the distribution on $\mathbb{C} = \mathbb{R}^2$ defined as the direct image of the normalized Haar measure on the circle of radius $r$ in $\mathbb{C}$ by $F$ and let $\tilde{D}_r = \mathcal{FD}_r$ be its Fourier transform. Assume that $|a_1| \neq 0$. Then, if

$$\rho'' = \frac{|a_1|}{\sqrt{2} \left( \sum_{k \geq 2} k^3 |a_k| \rho^{-2} \right)}$$

for any $r < \rho_0 = \min(\rho, \rho'')$ we have $\tilde{D}_r(z) \ll_{r,F} (1 + |z|)^{-\frac{1}{2}}$.

Proof. Our goal is to make the proof of [18, Theorem 13] explicit in order to be able to estimate $\rho_0$. To do so, we will verify the conditions of [18, Theorem 12] by proceeding in several steps.
First of all, we want to ensure that \( F'(z) \neq 0 \), and the curve \( S \) is Jordan. Put

\[
\rho' = \frac{|a_1|}{\sqrt{2} \sum_{k \geq 2} k|a_k| \rho^{k-2}}.
\]

If \( r < \min(\rho, \rho') \), we have \( F'(z) \neq 0 \) for all \( z \in \mathcal{D}_r = \overline{B(0, r)} \), and \( F \) is injective on \( \mathcal{D}_r \). Indeed, either \( |\text{Re} \ a_1| \) or \( |\text{Im} \ a_1| \) is greater than \( \frac{|a_1|}{\sqrt{2}} \). Without loss of generality we can suppose that \( |\text{Re} \ a_1| \geq \frac{|a_1|}{\sqrt{2}} \). Then

\[
|\text{Re} \ F'(z)| \geq |\text{Re} \ a_1| - |z| \sum_{k \geq 2} k|a_k| \rho^{k-2} \geq \frac{|a_1|}{\sqrt{2}} - |z| \sum_{k \geq 2} k|a_k| \rho^{k-2} > 0
\]
on \( \mathcal{D}_r \), in particular \( F'(z) \neq 0 \). The sign of \( \text{Re} \ F'(z) \) does not change as the function is continuous, so once more, without loss of generality, we may assume that \( \text{Re} \ F'(z) > 0 \). Then, for \( z_1 \neq z_2 \) two points in \( \mathcal{D}_r \), we have by convexity of \( \mathcal{D}_r \),

\[
\text{Re} \frac{F(z_2) - F(z_1)}{z_2 - z_1} = \int_0^1 \text{Re} F'(z_1 + t(z_2 - z_1)) \, dt > 0,
\]

which proves the injectivity. Thus \( F \) is a conformal transformation and \( S \) is a Jordan curve.

The next step is to get a condition for the curve \( S \) to be convex. We use a well-known criterion \[29\] Part 3, Chapter 3, 108, stating that \( S \) is convex if

\[
\text{Re} \left( \frac{zF''(z)}{F'(z)} \right) > -1
\]
on \( |z| = r \). The estimate

\[
\left| \text{Re} \left( \frac{zF''(z)}{F'(z)} \right) \right| \leq \frac{|zF''(z)|}{|F'(z)|} \leq \frac{|z| \sum_{k \geq 2} k(k-1)|a_k| \rho^{k-2}}{|a_1|} \leq \frac{|z| \sum_{k \geq 2} k(k-1)|a_k| \rho^{k-2}}{a_1 \left( 1 - \frac{1}{\sqrt{r}} \right)}
\]
for \( r < \min(\rho, \rho') \) implies that the condition is satisfied once the left-hand side is less than one, that is

\[
r < \rho'' = \frac{|a_1|(2 - \sqrt{2})}{2 \sum_{k \geq 2} k(k-1)|a_k| \rho^{k-2}}.
\]

Now, the condition (i) of [18] Theorem 12] is satisfied for all \( r < \rho \). As for (ii) we consider the function

\[
g_r(\theta) = \sum_{k \geq 1} |a_k| r^k \cos 2\pi(k\theta + \gamma_k - \tau),
\]
where \( \tau \in [0, 1) \) is fixed and \( a_k = |a_k|e^{2\pi i \gamma_k} \). We have to prove that for \( r \) explicitly small enough, its second derivative has exactly two roots on \( [0, 1) \). We compute

\[
h_r(\theta) = -\frac{g''_r(\theta)}{4\pi^2 r} = |a_1| \cos 2\pi(\theta + \gamma_1 - \tau) + r \sum_{k \geq 2} j^2 |a_k| r^{k-2} \cos 2\pi(k\theta + \gamma_k - \tau),
\]
so

\[
h'_r(\theta) = -2\pi |a_1| \sin 2\pi(\theta + \gamma_1 - \tau) - 2\pi r \sum_{k \geq 2} k^2 |a_k| r^{k-2} \sin 2\pi(k\theta + \gamma_k - \tau).
\]
Take now
\[ r < \frac{|a_1|}{\sqrt{2} \left( \sum_{k \geq 2} k^3 |a_k| \rho^{k-2} \right)} = \rho'' . \]

Since \( \sum_{k \geq 2} k^3 |a_k| \rho^{k-2} \geq \sum_{k \geq 2} k^2 |a_k| \rho^{k-2} \), the function \( h_r \) can possibly have zeroes only on the two intervals (modulo 1) containing \( \pm \frac{1}{4} - \gamma_1 + \tau \mod 1 \) defined by the condition \( |\cos 2\pi(\theta + \gamma_1 - \tau)| < \frac{1}{\sqrt{2}} \). The same argument shows that \( h_r \) is positive at \( \theta = -\gamma_1 + \tau \mod 1 \) and negative at \( \theta = \frac{1}{2} + \tau - \gamma_1 \mod 1 \), and therefore it has at least one zero in each of these intervals.

On the other hand, when \( |\cos 2\pi(\theta + \gamma_1 - \tau)| < \frac{1}{\sqrt{2}} \), we see that
\[ |h'_r(\theta)| \geq 2\pi |a_1| \sin 2\pi(\theta + \gamma_1 - \tau) - 2\pi r \sum_{k \geq 2} k^3 |a_k| r^{k-2} > 2\pi |a_1| \left( \sqrt{1 - \frac{1}{2}} - \frac{1}{\sqrt{2}} \right) = 0, \]
showing that there is exactly one zero of \( h_r \) in each of the above intervals.

We thus can apply \([18, \text{Theorem 12}]\), obtaining that the conclusion of the theorem holds for \( r < \rho_0 = \min(\rho, \rho', \rho'', \rho''') = \min(\rho, \rho''). \)

By \([28, \text{Corollary 2 of Theorem 4}]\), there exists a set \( P \) of positive density such that, for all \( p \in P \), \( |\eta_f(p)| > 1 \). We apply the above lemma to the functions \( F = f, p \in P \), defined by absolutely convergent series for \( |z| < \rho + \varepsilon \), with \( \rho = \varepsilon = \frac{1}{2} \), and to the radii \( r_p = p^{-\sigma} \). In the log case, the coefficient \( |a_1| \) of the lemma is \( |\eta_f(p)| \), whereas we have for any \( i, |a_i| \leq 2 \). In the log' case, the coefficients are all multiplied by \( \log p : |a_1| = |\eta_f(p)| \log p \) and \( |a_i| \leq 2 \log p \).

Thus, for \( p \) such that \( p \in P \) and
\[ p^{-\sigma} < \frac{1}{8\sqrt{2} \sum_{k \geq 2} k^{3/2-k}} = \frac{1}{204\sqrt{2}}, \]
we have that \( \tilde{M}_{\sigma,p}(z) = O \left( (1 + |z|)^{-\frac{1}{2}} \right) \), proving thus (iii).

(iv), (v) By the Fourier inversion formula, we get \( \mathcal{F} \tilde{M}_{\sigma,p}(-z) = M_{\sigma,p} \). It is well-known \([18, \S 3]\) that \( f = \mathcal{F} g \) is absolutely continuous and admits continuous density, once the integral \( \int_{\mathbb{C}} |g(w)||dw| \) converges. Moreover, it possesses continuous partial derivatives of order \( \leq p \), if the convergence holds for \( \int_{\mathbb{C}} |z|^p |g(w)||dw| \). Thus, to deduce the regularity properties of \( M_{\sigma,p} \), it suffices to bound the growth of \( \tilde{M}_{\sigma,p}(z) \).

For the primes \( p \notin \mathcal{P}_f \), we use the trivial bound \( |\tilde{M}_{\sigma,p}(z)| \leq 1 \) from Lemma \([4,3]\). For all the other \( p \) the bound from (iii) can be applied.

Now, the identity \( M_{\sigma,p}(z) = M_{\sigma,p}(\bar{z}) \) is the consequence of (ii) together with the symmetry \( \tilde{M}_{\sigma}(z, \bar{z}) = \tilde{M}_{\sigma}(\bar{z}, z) \). The positivity of \( M_{\sigma,p}(z) \) follows from the definition \( M_{\sigma,p}(U) = \text{Vol}(\mathfrak{g}_{\sigma,p}^{-1}(U)) \) together with the continuity that we have established.

Let \( \mathcal{P} \) denote the set of all prime numbers, \( \mathcal{P}_x = \{ p \in \mathcal{P} \mid p \leq x \} \).

**Corollary 4.6.** Given \( r > 0 \), \( y > 0 \), there exists \( C = C(y, r, f) \) such that \( \tilde{M}_{\sigma,\mathcal{P}_x \setminus \mathcal{P}_y}(z) = O((1 + |z|)^{-r}) \) and the function \( M_{\sigma,\mathcal{P}_x \setminus \mathcal{P}_y}(z) \) is of class \( C^r \) for all \( x \geq C \).
Proof. This comes directly from the fact that $\mathcal{P}_f$ has positive density, implying that there exists $C$, such that if $x \geq C$, then $(\mathcal{P}_x \setminus \mathcal{P}_y) \cap \mathcal{P}_f$ contains more than $2r + 4$ primes.

Remark 4.7. The previous proposition is motivated by the following equidistribution result that is essentially implied by [5] Lemma 4.3.1 applied to $\Psi = \Phi$

\[ \lim_{m \to \infty} \text{Avg} \Phi(\mathcal{L}_P(f \otimes \chi, s)) = \int_{\mathcal{T}_P} \Phi(g_{\sigma,P}(t_P))d^\sigma t_P, \]

where $\Phi$ is a an arbitrary continuous function on $\mathbb{C}$, $\mathcal{L}_P$ is either the logarithm or the logarithmic derivative of the corresponding partial product $\prod_{p \in P} L_p(f \otimes \chi, s)$ for $L(f \otimes \chi, s)$, and $\chi$ runs through all Dirichlet character of prime conductor $m \not\in P$. Note a difference in the type of average considered in the aforementioned lemma with the one we use. The proof stays the same, being an application of Weyl's equidistribution criterion together with the orthogonality of characters.

Note, however, that it is not at all obvious to pass from the local equidistribution result to the global one. This also seems to give (after very significant effort) only a certain weaker form of global averaging results (e.g. [5], [9]). Following later papers by Ihara and Matsumoto, we use instead the convergence for particular test functions (quasi-characters, c.f. Theorem 3.1) and then deduce the general case, using the information on the resulting distributions together with some general statements on convergence of measures.

4.2. Global results for $\tilde{M}_\sigma$. Let us establish some global properties of $\tilde{M}$, in particular the convergence of $\tilde{M}_{\sigma,P}$ to $\tilde{M}_\sigma$. From now on we assume that $\text{Re} \, s = \sigma > \frac{1}{2}$, without mentioning it in each statement.

Proposition 4.8. (i) The function $\tilde{M}_s(z_1, z_2)$ is entire in $z_1, z_2$.

(ii) We have the Euler product expansion

\[ \tilde{M}_s(z_1, z_2) = \prod_p \tilde{M}_{s,p}(z_1, z_2), \]

which converges absolutely and uniformly on $\text{Re} \, s \geq \frac{1}{2} + \epsilon$ and $|z_1|, |z_2| \leq R$, for any $\epsilon, R > 0$.

(iii) $\tilde{M}_s(z) = O((1 + |z|)^{-N})$ for all $N > 0$.

Proof. (i) This is a direct corollary of the absolute and uniform convergence of the series of analytic functions, defining $\tilde{M}_s(z_1, z_2)$.

(ii) To prove the uniform convergence of the infinite product it is enough to establish it for the sum $\sum_p |\tilde{M}_{s,p}(z_1, z_2) - 1|$. By Lemma 2.7 we see that

\[ |\tilde{M}_{s,p}(z_1, z_2) - 1| \leq \sum_{r=1}^{\infty} |t_{z_1}(p^r)||t_{z_2}(p^r)|p^{-2r\sigma} \ll \epsilon, R \sum_{r=1}^{\infty} p^{(2\epsilon - 2\sigma)r} \leq \sum_{r=1}^{\infty} p^{(-1-\epsilon)r} < 2p^{-1-\epsilon}. \]

which implies the convergence.

The limit of the infinite product equals $\tilde{M}_s$. Indeed, the series for $\tilde{M}_s$ converges absolutely and uniformly, thus the difference between $\tilde{M}_s$ and the partial product over primes $p \leq x$, which is $\sum_{n \in S_x} t_{z_1}(n)t_{z_2}(n)n^{-2s}$, where $S_x$ is the set of integers $n$ divisible by at least one prime strictly greater than $x$, tends to 0 as $x \to \infty$. 
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(ii) Note that for any two sets $P \subset P'$ of primes, any $z \in \mathbb{C}$, 
\[ |\tilde{M}_{\sigma,P}(z)| \leq |\tilde{M}_{\sigma,P}(z)|. \]

Corollary 4.6 implies that one can find a finite set of primes $P$ such that $\tilde{M}_{\sigma,P}(z) \ll (1 + |z|)^{-\gamma}$. This is enough to conclude. \[ \square \]

**Remark 4.9.** Along the same lines as in [10, 3.20], one proves a more precise estimate: 
\[ |\tilde{M}_{\sigma,P}(z) - 1| \ll |z|^2 p^{-2\sigma} \] in the log case; and 
\[ |\tilde{M}_{\sigma,P}(z) - 1| \ll |z|^2 p^{-2\sigma} \log p \] in the log' case with absolute constants in \( \ll \).

**Remark 4.10.** One should be able to write an explicit power series expansion of $\tilde{M}_{\sigma}(z_1, z_2)$ similar to the one in [11, §4, Theorem $M$].

### 4.3. Global results for $M_{\sigma}$.

**Proposition 4.11.** The sequence $(M_{\sigma,P_z}(z))_{x > 0}$ converges uniformly (as continuous functions) to 
\[ M_{\sigma}(z) := \mathcal{F} \tilde{M}_{\sigma}(-z). \] Moreover, for a fixed $y$, the sequence of continuous functions 
\[ (M_{\sigma,P_z \setminus P_y})_{x > 0} \] converges uniformly to the continuous function \[ M_{\sigma}^{(y)} = *_{P \setminus P_y} M_{\sigma,p} := \mathcal{F} \left( \prod_{P \setminus P_y} \tilde{M}_{\sigma,p}(-z) \right), \] and we have 
\[ M_{\sigma}(z) = M_{\sigma,P_y} * M_{\sigma}^{(y)}. \]

**Proof.** First of all, the notation $x \gg 0$ is used to make sure that all the elements of the sequence are continuous functions.

Fix $\epsilon > 0$. One can find a closed disk $D_r$ and $x'$ large enough, so that for all $P' \supset P_{x'}$, 
\[ \int_{\mathcal{C} \setminus D_r} |\tilde{M}_{\sigma,P'}(w)||dw| < \epsilon. \]

The sequence $(\tilde{M}_{\sigma,P_z}(z))_{x > 0}$ converges uniformly to $\tilde{M}_{\sigma}(z) = \tilde{M}_{\sigma}(z)$ on $D_r$ by Proposition 4.8, thus we can find $x''$ large enough to guarantee for $x > \max(x', x'')$, 
\[ \|\mathcal{F} \tilde{M}_{\sigma}(z) - \mathcal{F} \tilde{M}_{\sigma,P_z}(z)\|_{\infty} < 2\epsilon. \]

This proves that $(\mathcal{F} \tilde{M}_{\sigma,P_z}(z))_{x > 0} = (M_{\sigma,P_z}(-z))_{x > 0}$ converges uniformly to $\mathcal{F} \tilde{M}_{\sigma}(z) = M_{\sigma}(-z)$.

The same arguments apply if we remove $P_y$ from the set of all primes. Moreover, taking the Fourier transform of $\tilde{M}_{\sigma} = \tilde{M}_{\sigma,P_y} \times \prod_{P \setminus P_y} \tilde{M}_{\sigma,p}$, we see that $M_{\sigma}(z) = M_{\sigma,P_y} (*_{P \setminus P_y} M_{\sigma,p})$. \[ \square \]

**Corollary 4.12.** We have 
(i) $M_{\sigma}(z) = M_{\sigma}(\bar{z}) \geq 0$; 
(ii) \[ \int_{\mathcal{C}} M_{\sigma}(z)|dz| = 1; \] 
(iii) $M_{\sigma}(z) \in C^\infty$ and the partial derivatives of $M_{\sigma,P_z}$ converge uniformly to those of $M_{\sigma}$; 
(iv) If $\sigma > 1$, the support of $M_{\sigma}$ is compact.

**Proof.** (i) This is obvious from the corresponding properties of $M_{\sigma,P}$. 
(ii) Using the identity $M_{\sigma}(z) = \mathcal{F} \tilde{M}_{\sigma}(-z)$, we see that 
\[ \int_{\mathcal{C}} M_{\sigma}(z)|dz| = \tilde{M}_{\sigma}(0) = 1. \]

(iii) We note that, given $p$, there exists $y_0$ such that for $p > y_0$, $M_{\sigma,P_p}$ has continuous partial derivatives up to order $p$. Now, letting $D^{(a,b)} = \frac{\partial^{a+b}}{\partial^a z \partial^b \bar{z}}$, we have $D^{(a,b)}(f \ast g) = (D^{(a,b)} f) \ast g$, if
$f$ admits the corresponding partial derivative. The statement now follows from the uniform convergence of $M^{(y)}_{\sigma,P_x \setminus P_y}$ to $M^{(y)}_{\sigma}$.

(iv) Indeed, by the uniform convergence of $M_{\sigma,P}$ to $M_\sigma$, and the fact that the support of $M_{\sigma,P}$ is equal to the image of $\Phi_{x,P}$, it is enough to prove that the latter is bounded for $\sigma > 1$. This is true since the series $\sum_p p^{-\sigma}$ converges for $\sigma > 1$. □

We will now obtain the rapid decay of $M_\sigma$ à la Jessen–Wintner by proving the following proposition, which is crucial for the proof of the main theorem of this section.

**Proposition 4.13.** For any $\lambda > 0$, $M_\sigma(z) = O_{\sigma,\lambda}(e^{-\lambda|z|^2})$, as $|z| \to \infty$. The same is true for all its partial derivatives.

**Proof.** We adapt the proof of Jessen–Wintner [13, Theorem 16] to our specific case. The proof is based on an argument of Paley and Zygmund.

Let $\sigma > \frac{1}{2}$ and $\lambda > 0$ be fixed. Let $p_1 < \cdots < p_i \ldots$ denote the sequence of all prime numbers. Write $P_j = \{p_1, \ldots, p_j\}$. We have

$$f_p(z) = \sum_{i \geq 1} a_{i,p} z^i,$$

on the disk $B(0,1)$. By writing $1 - \eta_f(p)z + z^2 = (1 - \alpha_f(p)z)(1 - \beta_f(p)z)$, where $|\alpha_f(p)|$ and $|\beta_f(p)|$ are less than or equal to 1, we see that for all $i$, $|a_{i,p}| \leq 2 \log p$ in the log case and $\leq 2$ in the log case respectively.

Put $r_p = p^{-\sigma}$. Then the series $\sum_p |a_{1,p}|^2 r_p^2$ converges, so that we can find $q$ such that

$$d = 1 - 2\lambda \sum_{p>p_q} |a_{1,p}|^2 r_p^2 > 0.$$

For $n > q$ let us look at the partial sums

$$s_n(\theta_1, \ldots, \theta_n) = \sum_{j=1}^n f_{p_j}(r_{p_j}e^{i\theta_j}) \quad \text{and} \quad t_n(\theta_{q+1}, \ldots, \theta_n) = \sum_{j=q+1}^n a_{1,p_j} r_{p_j} e^{i\theta_j},$$

where $\theta_j \in [0,2\pi]$. We can bound the difference by

$$|s_n(\theta_1, \ldots, \theta_n) - t_n(\theta_{q+1}, \ldots, \theta_n)| \leq \sum_{j=1}^q |f_{p_j}(r_{p_j}e^{i\theta_j})| + \sum_{j=q+1}^n \sum_{k=2}^\infty |a_{k,p_j}| r_{p_j}^k$$

$$\leq \sum_{j=1}^q |f_{p_j}(r_{p_j}e^{i\theta_j})| + 2 \sum_{j=q+1}^n r_{p_j}^2 (1 - r_{p_j})^{-1} \log p_j$$

$$\leq \sum_{j=1}^q |f_{p_j}(r_{p_j}e^{i\theta_j})| + 8 \sum_{j=q+1}^{+\infty} r_{p_j}^2 \log p_j$$

$$\leq \sum_{j=1}^q \sup_{\theta_j \in [0,2\pi]} |f_{p_j}(r_{p_j}e^{i\theta_j})| + 8 \sum_{j=q+1}^{+\infty} r_{p_j}^2 \log p_j \ll A(q)$$

as $(1 - r_{p_j})^{-1} \leq \frac{\sqrt{2}}{\sqrt{2} - 1}$. Here $A$ depends only on $q$ and not on $n$. 20
By an inequality of Jessen [17] p. 290–291, writing \(|s_n|^2 \leq 2|s_n - t_n|^2 + 2|t_n|^2\), we obtain
\[
\int_{T_{P_n}} \exp(\lambda |s_n(\theta_1, \ldots, \theta_n)|^2)d\theta_1 \ldots d\theta_n 
\leq e^{2\lambda A(q)^2} \int_{T_{P_{n,q}}} \exp(2\lambda |t_n(\theta_{q+1}, \ldots, \theta_n)|^2)d\theta_{q+1} \ldots d\theta_n,
\]
where \(P_{n,q} = P_n \setminus P_q\). Noting that \(M_{\sigma, P_n}(e^{\lambda |w|^2})\) is just the left-hand side of (8), we deduce:
\[
M_{\sigma, P_n}(e^{\lambda |w|^2}) \leq K,
\]
where \(K\) is independent of \(n\). Thus by Fatou lemma and Proposition 4.11 we conclude that
\[
\int_{\mathbb{C}} M_{\sigma}(w)e^{\lambda |w|^2}dw \leq K.
\]
Let us take \(y\) such that \(M_{\sigma, P_y}\) is a continuous function. It is clear that if we remove all the terms corresponding to \(p \leq y\), and take \(q > y\) large enough we obtain exactly the same bound for the function \(M_{\sigma}^{(y)} = \ast_{p \in P \setminus P_y} M_{\sigma, p} :\)
\[
\int_{\mathbb{C}} M_{\sigma}^{(y)}(w)e^{\lambda |w|^2}dw \leq K.
\]
If \(D_\rho = \overline{B(0, \rho)}\), \(B = B(z, \rho)\) denote the corresponding closed discs, \(z \notin D_\rho\), then
\[
e^{\lambda(|z| - \rho)^2}\int_B M_{\sigma}^{(y)}(w)|dw| = \int_B e^{\lambda(|z| - \rho)^2} M_{\sigma}^{(y)}(w)|dw| \leq \int_B e^{\lambda |w|^2} M_{\sigma}^{(y)}(w)|dw| \leq K.
\]
Let \(\rho\) be large enough, so that \(D_\rho\) contains the support of \(M_{\sigma, P_y}\). Then
\[
M_{\sigma}(z) = (M_{\sigma, P_y} \ast M_{\sigma}^{(y)})(z) = \int_{\mathbb{C}} M_{\sigma, P_y}(w)M_{\sigma}^{(y)}(z-w)|dw| = \int_{D_\rho} M_{\sigma, P_y}(w)M_{\sigma}^{(y)}(z-w)|dw|
\leq \sup_{D_\rho} M_{\sigma, P_y}(w) \cdot \int_{\mathbb{C}} M_{\sigma}^{(y)}(z-w)|dw| \leq Ke^{-\lambda(|z| - \rho)^2}\sup_{D_\rho} M_{\sigma, P_y}(w).
\]
As \(y, \rho, \rho\) are independent of \(z\), we obtain that
\[
M_{\sigma}(z) = O(e^{-\lambda |z|^2}).
\]
According to Corollary 4.13 one can take \(y\) large enough so that \(M_{\sigma, P_y}\) has continuous partial derivatives of order up to \(p\). We also have \(D^{(a,b)}(f \ast g) = D^{(a,b)}(f) \ast g = f \ast D^{(a,b)}(g)\). Thus, the same arguments as above imply that the required estimate holds for partial derivatives of \(M_{\sigma}(z)\) of any order \(p\).

\[ \square \]

**Corollary 4.14.** The functions \(M_{\sigma}(z)\) and \(\tilde{M}_{\sigma}(z)\) belong to the Schwartz space, that is they go to zero as \(|z| \to \infty\) faster than any inverse power of \(|z|\), as do all their derivatives.

**Proof.** The statement is clear for \(M_{\sigma}(z)\) by the above theorem. Now, \(\tilde{M}_{\sigma}(z) = \mathcal{F}M_{\sigma}(-z)\). Since \(\mathcal{F}\) maps Schwartz functions to Schwartz functions the result follows. \[ \square \]
Corollary 4.15.

\[ \widetilde{M}_\sigma(z_1, z_2) = \int_\mathbb{C} M_\sigma(w) \psi_{z_1, z_2}(w) |dw|. \]

Proof. Each side of the above equality is an entire function of \( z_1, z_2 \) (the left one by Proposition 4.8, the right one by Proposition 4.13). These functions are equal when \( z_2 = \bar{z}_1 \) by Proposition 4.11, thus they must coincide for any \( z_1, z_2 \in \mathbb{C} \). □

Remark 4.16. The last corollary also follows from Theorem 4.1, however we prefer to give a direct proof.

4.4. Proof of Theorem 4.1. We will apply Lemma A from [11, §5], which is a general result that allows to deduce from the convergence of averages for a special class of functions \( \Phi \), the same fact for more general \( \Phi \).

First of all, Corollaries 4.12 and 4.14 imply that \( M_\sigma \) is a good density function on \( \mathbb{R}^2 \) in the sense of Ihara and Matsumoto, that is, it is non-negative, real valued, continuous, with integral over \( \mathbb{R}^2 \) equal to 1, and such that both the function and its Fourier transform belong to \( L^1 \cap L^\infty \).

By 3.5 the identity (3) holds for any additive character \( \psi_z \) of \( \mathbb{C} \). Lemma A implies then that (3) is true for any bounded continuous \( \Phi \), for the characteristic function of any compact subset of \( \mathbb{R}^2 \) or of the complement of such a subset.

Now, let us take \( \phi_0(r) = \exp(ar) \). Proposition 4.13 implies that \( \int_\mathbb{C} M_\sigma(z) \phi_0(|z|) |dz| \) converges. The same reasoning as in [11, §5.3, Sublemma] allows us to see that \( \text{Avg}_{\chi \in \Gamma} \exp(a |\mathcal{L}(f \otimes \chi, s)|) \ll 1 \). This concludes the proof of Theorem 4.1.

5. Average on primitive forms

While working with modular forms it is analytically more natural to consider harmonic averages instead of usual ones. One introduces the harmonic weight

\[ \omega(f) = \frac{\Gamma(k-1)}{(4\pi)^{k-1}(f, f)_N}, \]

where

\[ (f, f)_N = \int_{\Gamma_0(N) \backslash \mathcal{H}} |f(z)|^2 y^k dx \frac{dy}{y^2} \]

is the Petersson scalar product, \( \mathcal{H} = \{ z \in \mathbb{C} \mid \text{Im} z > 0 \} \). We denote by \( \text{Avg}^h_{f \in B_k(N)} G(f) \) the harmonic average

\[ \text{Avg}^h_{f \in B_k(N)} G(f) = \sum_{f \in B_k(N)} \omega(f) G(f). \]

It can be proven [16 Corollary 2.10 for \( m = n = 1 \)] that for squarefree \( N \) we have

\[ \sum_{f \in B_k(N)} \omega(f) = \frac{\varphi(N)}{N} + O\left( \frac{\tau(N)^2 \log(2N)}{N k^{5/6}} \right), \]

thus \( \text{Avg}^h_{f \in B_k(N)} \) is an average operator when \( \frac{\varphi(N)}{N} \to 1 \).
One has the following interpretation of $\omega(f)$ via the symmetric square $L$-functions [16, Lemma 2.5]:

$$
\omega(f) = \frac{2\pi^2}{(k - 1)NL(Sym^2 f, 1)}.
$$

**Theorem 5.1.** Assume that $N$ is a prime number and that $k$ is fixed. Let $0 < \epsilon < \frac{1}{2}$ and $T, R > 0$. Let $s = \sigma + it$ belong to the domain $\sigma \geq \epsilon + \frac{1}{2}, |t| \leq T$, and $z$ and $z'$ to a disc $D_R$. Then, assuming GRH for $L(f, s)$, for any $\delta > 0$ we have

$$
\text{Avg}_{f \in B_k(N)} \left( \overline{\mathbf{g}(f, s, z)} \mathbf{g}(f, s, z') \right) - \sum_{n,m \in \mathbb{N}} n^{-\delta} m^{-s} \sum_{\chi \in J(n) \cap J(m) \cap \mathbb{N}} c_{z,x}(n) c_{z',x}(m) \ll \epsilon, R, T, \delta, k \ N^{-\epsilon/2 + \delta},
$$

and

$$
\lim_{N \to +\infty} \text{Avg}_{f \in B_k(N)} \left( \overline{\mathbf{g}(f, s, z)} \mathbf{g}(f, s, z') \right) = \sum_{n,m \in \mathbb{N}} n^{-\delta} m^{-s} \sum_{\chi \in J(n) \cap J(m) \cap \mathbb{N}} c_{z,x}(n) c_{z',x}(m).
$$

The convergence of the series is on the right-hand sides is uniform and absolute in the above domains without the assumption of GRH.

**Remark 5.2.** In contrast to the situation, considered in Theorem 3.1, we see that the average depends both on Re $s$ and Im $s$. In fact, the independence of Im $s$ in the case of averages with respect to characters is the corollary of the invariance of Haar measures on $\mathbb{C}^1$ under rotations.

**Corollary 5.3.** Under the conditions of the previous theorem we have

$$
\lim_{N \to +\infty} \text{Avg}_{f \in B_k(N)} \psi_{z_1, z_2} (\mathcal{L}(f, s)) = \tilde{M}^h_1(z_1, z_2) = \sum_{n,m \in \mathbb{N}} n^{-\delta} m^{-s} \sum_{\chi \in J(n) \cap J(m) \cap \mathbb{N}} c_{z_1,x}(n) c_{z_2, x}(m).
$$

**Proof.** We have

$$
\psi_{z_1, z_2} (\mathcal{L}(f, s)) = \overline{\mathbf{g}(f, s, -\overline{z_1})} \mathbf{g}(f, s, z_2),
$$

so

$$
\lim_{N \to +\infty} \text{Avg}_{f \in B_k(N)} \psi_{z_1, z_2} (\mathcal{L}(f, s)) = \sum_{n,m \in \mathbb{N}} n^{-\delta} m^{-s} \sum_{\chi \in J(n) \cap J(m) \cap \mathbb{N}} c_{z_1, x}(n) c_{z_2, x}(m).
$$

The corollary follows from the equality $c_{-\overline{z}, x}(n) = c_{z, x}(n)$ which is implied by Lemma 2.2. □

### 5.1. Naive approach.

In this subsection we try to estimate the average in a naive way via Euler products. This approach works for Re $s$ large enough and gives a formula which turns out to be valid for more general $s$. The intermediate calculations will be used again in §5.3.

All the estimates are written assuming only that $N$ is squarefree and not assuming that $k$ is fixed until the very end of §5.3.

We have

$$
\text{Avg}_{f \in B_k(N)} \left( \overline{\mathbf{g}(f, s, z)} \mathbf{g}(f, s, z') \right) = \sum_{f \in B_k(N)} \omega(f) \sum_{n,m \geq 1} n^{-\delta} m^{-s} \mathbf{I}_z(n) I_{z'}(m).
$$

Let $\tau_k(n) = \{((d_1, \ldots, d_k) \in \mathbb{N}^k \mid d_1 \cdot \ldots \cdot d_k = n}\}$. We will use a version of the Petersson formula proven in [16, Corollary 2.10]. Note that our weights are slightly different from those used in [16], we follow instead [30] in our normalization.
Proposition 5.4. If $N$ is squarefree, $(m, N) = 1, (n, N^2) | N$, then

$$S(m, n) = \sum_{f \in B_k(N)} \omega(f)\eta_f(m)\eta_f(n) = \frac{\varphi(N)}{N}\delta(m, n) + \Delta(m, n),$$

where $\delta(m, n)$ is the Kronecker symbol and

$$\Delta(m, n) = O \left( k^{-\frac{2}{3}}(mn)^{\frac{1}{3}}N^{-1}(n, N)^{-1/2}\tau(N)^2\tau_3((m, n))\log(2mnN) \right),$$

the implied constant being absolute.

The conditions of this proposition are in particular satisfied once $(nm, N) = 1$. We will also use the following trivial bound, when $(m, N) \neq 1$:

$$|S(m, n)| \leq \sum_{f \in B_k(N)} \omega(f)\frac{\tau(m)\tau(n)}{\sqrt{(m, N)}} = \left( \frac{\varphi(N)}{N} + O \left( \frac{\tau(N)^2\log(2N)}{Nk^{5/6}} \right) \right) \frac{\tau(m)\tau(n)}{\sqrt{(m, N)}}, \quad (11)$$

which holds by virtue of (9) and the fact that $|\eta_f(m)| \leq \frac{\tau(m)}{\sqrt{(m, N)}}$ since $N$ is squarefree. Obviously, the corresponding bound is also true if we assume instead that $(n, N) \neq 1$.

Remark 5.5. In what follows, one can possibly soften our restrictions on $N$ (in particular, remove the assumption that $N \to \infty$) by using more elaborate bounds on the sums in the case when $(mn, N) \neq 1$, applying directly the construction of an explicit basis of $S_k(N)$ from $B_k(N)$, in a way similar to [16, Proposition 2.6].
Using the above estimates, we can write

\[ \text{Avg}^h \left( \bar{g}(f, s, z) \bar{g}(f, s, z') \right) = \sum_{f \in B_k(N)} \omega(f) \sum_{n, m} n^{-s} m^{-s} c_{z, x}^N(n) \mathbb{I}(m) \]

\[ = \sum_{n, m} n^{-s} m^{-s} \sum_{f \in B_k(N)} \omega(f) \mathbb{I}(n) \mathbb{I}(m) \]

\[ = \sum_{n, m} n^{-s} m^{-s} \sum_{x \in J_N(n), y \in J_N(m)} c_{z, x}^N(n) c_{z', y}^N(m) \sum_{f \in B_k(N)} \omega(f) \eta_f(x) \eta_f(y) \]

\[ = \sum_{n, m} n^{-s} m^{-s} \sum_{x \in J_N(n), y \in J_N(m)} c_{z, x}^N(n) c_{z', y}^N(m) \left( \delta(x, y) \frac{\varphi(N)}{N} + \Delta(x, y) \right) \]

\[ + \sum_{n, m} n^{-s} m^{-s} \sum_{x \in J_N(n), y \in J_N(m)} c_{z, x}^N(n) c_{z', y}^N(m) \omega(f) \eta_f(x) \eta_f(y) \]

\[ = \frac{\varphi(N)}{N} \sum_{n, m} n^{-s} m^{-s} \sum_{x \in J_N(n) \cap J_N(m)} (x, N) = 1 c_{z, x}^N(n) c_{z', x}^N(m) \]

\[ + \sum_{n, m} n^{-s} m^{-s} \sum_{x \in J_N(n), y \in J_N(m)} c_{z, x}^N(n) c_{z', y}^N(m) \Delta(x, y) \]

\[ + \sum_{n, m} n^{-s} m^{-s} \sum_{x \in J_N(n), y \in J_N(m)} c_{z, x}^N(n) c_{z', y}^N(m) S(x, y). \]

The fact that the sum can be subdivided into three parts will be justified by the absolute convergence of the series for \( s \) large enough.

Put \( \bar{M}(s) = \sum_{n, m} n^{-s} m^{-s} \sum_{x \in J_N(n) \cap J_N(m)} (x, N) = 1 c_{z, x}^N(n) c_{z', x}^N(m) \). Let us first note that the sum does not depend on \( N \), since \( c_{z, x}^N(n) = c_{z, x}(n) \) if \( (n, N) = 1 \), and the coefficient \( c_{z, x}^N(n) \) vanishes, once we have both \( (x, N) = 1 \), and \( (n, N) \neq 1 \). This allows us to write \( \bar{M}(s) = \sum_{n, m} n^{-s} m^{-s} \sum_{x \in J_N(n) \cap J_N(m)} (nm, N) = 1 c_{z, x}^N(n) c_{z', x}^N(m) \).

Our goal is to verify that \( \bar{M}(s) \) gives the principal term of the asymptotic behaviour of \( m(s, z, z') \). If \( m \notin I(n) \), which is equivalent to \( I(m) \neq I(n) \), the term \( c_{z, x}^N(n) c_{z', x}^N(m) \) vanishes. Therefore,

\[ \bar{M}(s) = \sum_{n \in \mathbb{N}, (nm, N) = 1} n^{-s} m^{-s} \sum_{x \in J(n) \cap J(m)} c_{z, x}^N(n) c_{z', x}^N(m). \]

Let us define \( r_-(n) \) to be the largest square dividing \( n \), and \( r_+(n) \) to be the least square divisible by \( n \). So, if \( n = p_1^{k_1} \cdots p_l^{k_l} \), we have

\[ n = p_1^{k_1 \text{mod} 2} \cdots p_l^{k_l \text{mod} 2} r_-(n)^2, \quad r_+(n)^2 = p_1^{k_1 \text{mod} 2} \cdots p_l^{k_l \text{mod} 2} n, \]
and the squarefree part of \( n \) is equal to
\[
p_{1}^{k_{1}} \mod 2 \cdots p_{l}^{k_{l}} \mod 2 = \frac{r_{+}(n)}{r_{-}(n)}.
\]

Using this notation, we can write for \( s = \sigma + it \)
\[
\tilde{M}(s) = \sum_{n \geq 1} \sum_{r \geq 1} n^{-\sigma + it} \left( \frac{r_{+}(n)}{r_{-}(n)} \right)^{-\sigma - it} r^{-2s} \sum_{x \in J(n)} c_{z,x}(n)c_{z',x} \left( \frac{r_{+}(n)r^{2}}{r_{-}(n)} \right),
\]
(12)
so
\[
|\tilde{M}(s)| \leq \sum_{n,r \geq 1} (r_{+}(n))^{-2\sigma} r^{-2\sigma} \sum_{x \in J(n)} \left| c_{z,x}(n) \right| \left| c_{z',x} \left( \frac{r_{+}(n)r^{2}}{r_{-}(n)} \right) \right|.
\]

There are \( 2^{\omega(n)} - 1 = 2^{l} - 1 \) different \( n \) giving the same \( r_{+}(n) \). As \( \omega(n) \ll \frac{\log n}{2+\log \log n} \) by (4), so \( 2^{l} \ll \epsilon n^{\epsilon} \), using Lemma 2.1 and (3) we see that the sum \( \tilde{M}(s) \) converges absolutely for \( \text{Re } s > 1/2 \) :
\[
|\tilde{M}(s)| \ll_{\epsilon} \sum_{n,r \geq 1} n^{\epsilon} \cdot n^{-2\sigma} \cdot r^{-2\sigma} \cdot n^\epsilon \cdot n^\epsilon \cdot n^{1-2\sigma} \cdot n^\epsilon = \sum_{n \geq 1} n^{-2\sigma+4\epsilon} \sum_{r \geq 1} r^{-2\sigma+2\epsilon}.
\]

Let us now see what happens with the error term. If we put
\[
\Delta(s) = \sum_{n,m \geq 1} n^{-\frac{s}{2}} m^{-s} \sum_{x \in J_{N}(n), y \in J_{N}(m)} \frac{c_{z,x}(n)c_{z',y}(m)}{|xy,N|} \Delta(x, y),
\]
from the Proposition 5.4 together with the estimate \( \tau_{n}(n) \leq \tau(n)^{3} \ll \epsilon n^{\epsilon}, \) and Lemma 2.1 we conclude that
\[
|\Delta(s)| \ll_{\epsilon} \frac{\tau(N)^{2} \log N}{N k^{5/6}} \sum_{m,n \geq 1} (mn)^{-\sigma+\frac{1}{3}+\epsilon}.
\]

In a similar way, putting
\[
\Delta'(s) = \sum_{n,m \geq 1} n^{-\frac{s}{2}} m^{-s} \sum_{x \in J_{N}(n), y \in J_{N}(m)} c_{z,x}(n)c_{z',y}(m) S(x, y),
\]
we get
\[
|\Delta'(s)| \ll_{\epsilon} \frac{1}{\sqrt{p_{\min}(N)}} \left( \frac{\varphi(N)}{N} + O \left( \frac{\tau(N)^{2} \log(2N)}{N k^{5/6}} \right) \right) \sum_{m,n \geq 1} (mn)^{-\sigma+\epsilon},
\]
where \( p_{\min}(N) \) is the least prime factor of \( N \).

These bounds only make sense for \( \sigma = \text{Re } s > 5/4 \), when the series converge. For these values of \( s \) we conclude that the error terms tend to 0, once \( p_{\min}(N) \rightarrow \infty \) (recall that we assume \( N \) to be squarefree). In the next section we are going to show how the estimates can be pushed to the left from \( \text{Re } s > 5/4 \).
5.2. **Integral representation.** We introduce the following notation. Let $0 < \epsilon' < \epsilon < \frac{1}{2}$, $s \in \mathbb{C}$ with $\sigma = \text{Re} s \geq \frac{1}{2} + \epsilon$, $c > \max(0, 1 - \sigma)$, $X \geq 1$ a parameter to be specified later. The symbol $\ll$ will depend on $\epsilon, R$, and $T$ but this dependence will not be explicitly indicated. As before, we assume only that $N$ is squarefree (and not necessarily prime), and we do not suppose $k$ to be fixed. We will write $g$ to denote $g(f, s, z)$ when no ambiguity is possible.

We use the techniques from [11], though it would be possible to employ the approximate functional equations instead, since they are available in our case. First, we establish the analogues of the propositions proven in [11, §2.2].

**Lemma 5.6.**

(i) For $\text{Re} s \geq \frac{1}{2} + \epsilon$ we have $g = g_+ - g_-$, where the holomorphic functions $g_+$ and $g_-$ are defined by

$$g_+(f, s, z, X) = \frac{1}{2\pi i} \int_{\text{Re} w = c} \Gamma(w) g(f, s + w, z) X^w dw,$$

and

$$g_-(f, s, z, X) = \frac{1}{2\pi i} \int_{\text{Re} w = \epsilon' - \epsilon} \Gamma(w) g(f, s + w, z) X^w dw.$$

(ii) The function $g_+$ has a Dirichlet series expansion

$$g_+ = \sum_{n=1}^{\infty} l_z(n) e^{-\frac{n}{X} s} n^{-s}$$

which is absolutely and uniformly convergent on compacts in $\mathbb{C}$.

**Proof.** The first statement admits exactly the same proof as the corresponding part of [11, Proposition 2.2.1] with Ihara and Matsumoto’s property (A3) being replaced by Lemma 3.2 in our case.

As for the second statement, we have the Dirichlet series expansion

$$g(f, s, z) = \sum_{n=1}^{\infty} l_z(n) n^{-s}.$$

Taking in account that $\sigma + c > 1$, we see that

$$g(f, s + w, z) = \sum_{n=1}^{\infty} l_z(n) n^{-s-w}$$

is absolutely and uniformly convergent with respect to $\text{Im} w$ on $\text{Re} w = c$. Exchanging the integration and summation and using

$$\frac{1}{2\pi i} \int_{\text{Re} w = c} \Gamma(w) a^{-w} dw = e^{-a},$$

we obtain the desired expansion. The absolute and uniform convergence is clear for Lemma 2.1.

In what follows we will estimate $g_+$ on average, which will give the main term, the function $g_-$ will on the contrary be estimated individually for each $f$. The following lemma bounds $g_-$ in terms of the parameter $X$. 27
Lemma 5.7. Let \( \Re s \geq 1/2 + \epsilon \). Then for any \( f \in B_k(N) \), \( 0 < \epsilon' < \epsilon \), \( T > 0 \), for \( |\Im(s)| \leq T \) we have

\[
|g_-(f, s, z, X)| \ll \epsilon' (NkX)^{\epsilon'} X^{-\epsilon}.
\]

Proof. Once again our proof largely mimics that of [11, Proposition 2.2.13]. We need to estimate the integral

\[
g_-(f, s, z, X) = \frac{1}{2\pi i} \int_{\Re w = \epsilon' - \epsilon} \Gamma(w)g(f, s + w, z)X^w dw.
\]

Clearly, \( |X^w| = X^{\epsilon' - \epsilon} \) and it is well-known [11, (2.2.9)] that

\[
\Gamma(w) \ll |\Im w|^{\epsilon - 1/2} \exp\left(-\frac{\pi}{2}|\Im(w)|\right),
\]

when \( |\Im w| \geq 1 \), \( \Re w \leq c \), so in our case \( \Gamma(w) \ll \exp(-|\Im(w)|) \). Lemma 3.2 ensures that, putting \( u = \Im(w) \) and \( t = \Im(s) \), we have

\[
\log |g(f, s + w, z)| \ll \ell(kN)^{1-2\epsilon'} \ell(t + u)^{1-2\epsilon'}.
\]

Therefore, there exists \( C = C(T, \epsilon') \) such that

\[
|g(f, s + w)| \leq \exp\left(C\ell(Nk)^{1-2\epsilon'} (\log(|u| + 1))^{1-2\epsilon'}\right) \leq \exp\left(C\ell(Nk)^{1-2\epsilon'} \log(|u| + 1)\right).
\]

So, by comparison with the \( \Gamma \)-integral, we have

\[
|g_-(f, s + w, z, X)| \ll X^{\epsilon' - \epsilon} \int_0^{+\infty} e^{-u}(u + 1)^{C\ell(Nk)^{1-2\epsilon'}} du \\
\ll X^{\epsilon' - \epsilon} (C\ell(Nk)^{1-2\epsilon'} + 1) \\
\ll X^{\epsilon' - \epsilon} \exp(C\ell(Nk)^{1-2\epsilon'} \log(C\ell(Nk)^{1-2\epsilon'})) \\
\ll X^{\epsilon' - \epsilon} \exp(C'\ell(Nk)^{1-2\epsilon'} \log(\ell(Nk))) \\
\ll X^{\epsilon'} \exp(\epsilon' \ell(Nk)) \ll X^{\epsilon'} (Nk)^{\epsilon'},
\]

since for \( Nk \) large enough depending on \( T \) and \( \epsilon' \), \( C'\ell(Nk)^{-2\epsilon'} \log(\ell(Nk)) < \epsilon' \) holds. \( \square \)

5.3. Averaging. We now go back to averaging over primitive forms. We denote for simplicity \( g = g(s, f, z) \), \( g' = g(s, f, z') \) and we adopt similar notation for \( g_{\pm} \) and \( g_{\mp} \).

First of all, using the decomposition established in 5.2, we note that

\[
\text{Avg}^h_{f \in B_k(N)} (g_0 g') = \text{Avg}^h_{f \in B_k(N)} (\overline{g}_+ g'_+) - \text{Avg}^h_{f \in B_k(N)} (\overline{g}_+ g'_-) - \text{Avg}^h_{f \in B_k(N)} (\overline{g}_- g'_+) + \text{Avg}^h_{f \in B_k(N)} (\overline{g}_- g'_-).
\]

Our first goal is to prove that the average

\[
\text{Avg}^h_{f \in B_k(N)} (\overline{g}_+ g'_+) = \sum_{f \in B_k(N)} \omega(f) \sum_{n,m \geq 1} n^{-s} m^{-s} \tilde{I}_x(n)I_z(m) e^{-\frac{n+m}{X}}.
\]

gives the main term of the asymptotic behaviour. The calculations of 5.1 allow us to decompose the above average as follows:

\[
\text{Avg}^h_{f \in B_k(N)} (\overline{g}_+ g'_+) = \tilde{M}(s, X) + \Delta(s, X) + \Delta'(s, X), \tag{13}
\]
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with
\[
\tilde{M}(s, X) = \frac{\varphi(N)}{N} \sum_{n,m} n^{-s} m^{-s} e^{-\frac{n+m}{\alpha X}} \sum_{x \in J_N(n) \cap J_N(m)} c^N_{x,x}(n) c^N_{x',x}(m),
\]
\[
\Delta(s, X) = \sum_{n,m} n^{-s} m^{-s} e^{-\frac{n+m}{\alpha X}} \sum_{x \in J_N(n) \cap J_N(m)} c^N_{x,x}(n) c^N_{x',y}(m) \Delta(x, y),
\]
\[
\Delta'(s, X) = \sum_{n,m} n^{-s} m^{-s} e^{-\frac{n+m}{\alpha X}} \sum_{x \in J_N(n) \cap J_N(m)} c^N_{x,x}(n) c^N_{x,y}(m) S(x, y).
\]

Noting that \(0 < 1 - e^{-\alpha} < \min(a, 1)\) and fixing any \(\alpha > 0\), we see that

\[
|\tilde{M}(s) - M(s, X)| = \frac{\varphi(N)}{N} \left| \sum_{n,m} n^{-s} m^{-s} (1 - e^{-\frac{n+m}{\alpha X}}) \sum_{x \in J_N(n) \cap J_N(m)} c^N_{x,x}(n) c^N_{x',x}(m) \right|
\]
\[
\leq \frac{\varphi(N)}{N} \sum_{n \leq \alpha X} n^{-\sigma} m^{-\sigma} \frac{n+m}{X} \sum_{x \in J_N(n) \cap J_N(m)} |c^N_{x,x}(n)||c^N_{x',x}(m)|
\]
\[
+ \frac{\varphi(N)}{N} \sum_{n \geq \alpha X} n^{-\sigma} m^{-\sigma} (1 - e^{-\frac{n+m}{\alpha X}}) \sum_{x \in J_N(n) \cap J_N(m)} |c^N_{x,x}(n)||c^N_{x',x}(m)|.
\]

The calculations of \([5.1]\) together with the observation that (in the notation of \([12]\)) \(r^2 r_+ (b)^2 = mn\) result in the following bound valid for any \(\epsilon'' > 0\):

\[
\sum_{n \geq \alpha X \atop m \geq \alpha X} n^{-\sigma} m^{-\sigma} (1 - e^{-\frac{n+m}{\alpha X}}) \sum_{x \in J_N(n) \cap J_N(m)} |c^N_{x,x}(n)||c^N_{x',x}(m)|
\]
\[
\ll \epsilon'' \sum_{(rs)^2 \geq \alpha X} (rs)^{-2\sigma + \epsilon''} \ll \epsilon'' \sum_{r \geq \sqrt{\alpha X}} r^{-2\sigma + \epsilon''} \ll \epsilon'' (\alpha X)^{1/2 - \sigma + \epsilon''/2},
\]

while the absolute convergence of the series for \(\tilde{M}(s)\) implies

\[
\sum_{n \leq \alpha X \atop m \leq \alpha X} n^{-\sigma} m^{-\sigma} \frac{n+m}{X} \sum_{x \in J_N(n) \cap J_N(m)} |c^N_{x,x}(n)||c^N_{x',x}(m)| \ll \alpha.
\]

Taking \(\epsilon''\) small enough so that \(\beta = 1/2 - \sigma + \epsilon''/2 < 0\) and \(\alpha\) satisfying \(\alpha = (\alpha X)^{\beta}\), we finally see that

\[
|\tilde{M}(s) - M(s, X)| \ll \epsilon'' \frac{\varphi(N)}{N} X^{1/2 - \sigma + \epsilon''/2} \leq \frac{\varphi(N)}{N} X^{\epsilon''/2 - \epsilon}. \tag{14}
\]
Now, let us turn to the second and the third terms in (13). Once again, applying the estimates from (5.1) we see that for any \( \epsilon'' > 0 \)

\[
|\Delta(s, X)| \ll \epsilon'' \frac{\tau(N)^2 \log N}{Nk^{5/6}} \sum_{m,n \geq 1} (mn)^{-\sigma + \frac{1}{2} + \epsilon''} e^{-\frac{\epsilon''}{X}},
\]

\[
|\Delta'(s, X)| \ll \epsilon'' \frac{1}{\sqrt{p_{\min}(N)}} \left( \frac{\varphi(N)}{N} + O \left( \frac{\tau(N)^2 \log(2N)}{Nk^{5/6}} \right) \right) \sum_{m,n \geq 1} (mn)^{-\sigma + \epsilon''} e^{-\frac{\epsilon''}{X}}.
\]

Bounding the sums via the corresponding improper integrals (cf. (11) proof of Proposition 2.2.13), we get

\[
|\Delta(s, X)| \ll \epsilon'' \frac{\tau(N)^2 \log N}{Nk^{5/6}} X^{3/2 + 2\epsilon'' - 2\epsilon},
\]

\[
|\Delta'(s, X)| \ll \epsilon'' \frac{1}{\sqrt{p_{\min}(N)}} \left( \frac{\varphi(N)}{N} + O \left( \frac{\tau(N)^2 \log(2N)}{Nk^{5/6}} \right) \right) X^{1 + 2\epsilon'' - 2\epsilon}.
\]

In what follows, we will choose \( X \) (as a function of \( N \)) in such a way that the right-hand sides in (14), (15), and (16) tend to 0. With this choice of \( X \), taking \( z = z' \) and using the absolute convergence of \( M(s) \), we obtain

\[
\text{Avg}_{f \in \mathcal{B}_k(N)} |g'_+|^2 \ll_{\epsilon''} 1, \quad \text{Avg}_{f \in \mathcal{B}_k(N)} |g'_-|^2 \ll_{\epsilon''} 1
\]

Let us estimate the remaining terms involving \( g_- \) and \( g'_- \). By Lemma 5.7 and (9)

\[
\text{Avg}_{f \in \mathcal{B}_k(N)} |g_-|^2 \ll_{\epsilon'',T} (NkX)^{2\epsilon'} X^{-2\epsilon} \sum_{f \in \mathcal{B}_k(N)} \omega(f)
\]

\[
\leq \left( \frac{\varphi(N)}{N} + O \left( \frac{\tau(N)^2 \log(2N)}{Nk^{5/6}} \right) \right) (NkX)^{2\epsilon'} X^{-2\epsilon}.
\]

We apply the Cauchy–Schwarz to get

\[
|\text{Avg}_{f \in \mathcal{B}_k(N)} (g_+ g'_-) + |\text{Avg}_{f \in \mathcal{B}_k(N)} (g_- g'_+) + |\text{Avg}_{f \in \mathcal{B}_k(N)} (g_- g'_-)|
\ll_{\epsilon'} \left( \frac{\varphi(N)}{N} + O \left( \frac{\tau(N)^2 \log(2N)}{Nk^{5/6}} \right) \right) (NkX)^{2\epsilon'} X^{-\epsilon},
\]

since \((NkX)^{2\epsilon'} \geq (NkX)\epsilon'\) and \(X^{-2\epsilon} \leq X^{-\epsilon}\).

Let us now turn to the case considered in the theorem, by assuming that \( k \) is fixed and \( N = p \) is prime. Assuming that \( \epsilon'' < 2\epsilon \), we have

\[
|\bar{M}(s) - M(s, X)| \ll \epsilon'' \frac{\log p}{p} X^{\epsilon''/2 - \epsilon},
\]

\[
|\Delta(s, X)| \ll \epsilon'' \frac{\log p}{p} X^{3/2 + 2\epsilon'' - 2\epsilon},
\]

\[
|\Delta'(s, X)| \ll \epsilon'' \frac{1}{\sqrt{p}} X^{1 + 2\epsilon'' - 2\epsilon},
\]

\[
|\text{Avg}_{f \in \mathcal{B}_k(N)} (g_+ g'_-) + |\text{Avg}_{f \in \mathcal{B}_k(N)} (g_- g'_+) + |\text{Avg}_{f \in \mathcal{B}_k(N)} (g_- g'_-) | \ll_{\epsilon,k} p^{2\epsilon'} X^{2\epsilon' - \epsilon}.
\]
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Taking $X = p^{1/2}$, we see that the above bounds lead to

$$\left| \text{Avg}^h_{f \in B_k(N)} \mathfrak{g}(f, s, z) \mathfrak{g}(f, s, z') - \tilde{M}(s) \right| \ll_{\delta} p^{-\epsilon/2+\delta},$$

where $\delta$, which depends on $\epsilon'$ and $\epsilon''$, can be taken arbitrarily small.

The second part of the theorem follows from the first.

### 6. Open questions and remarks

This section is devoted to a series of questions and remarks to complement the results of the paper. We hope to address at least some of them in subsequent articles. We start by the topics discussed in [13].

**Question 6.1.** Can Theorem 3.1 be proven in a greater generality?

For example, one can consider $L$-functions of more general automorphic cusp forms and the average taken with respect to their twists by Hecke characters of imaginary quadratic number fields or algebraic function fields with a fixed place at infinity. As indicated in [11], going beyond imaginary quadratic number fields seems to be tricky since it involves essentially new problems related to the presence of non-trivial units. One can also consider averages over quadratic characters in the spirit of [27].

**Question 6.2.** What is an unconditional version of Theorem 4.1?

The unconditional results [10, Theorem 1] and [12, Theorem 1.1] suggest that it should be possible to prove similar statements in our case.

**Question 6.3.** Prove an analogue of Theorem 4.1 for modular forms in the other situations within the framework of the cases (A), (B), (C) discussed in the introduction.

Some results in this direction were established by Mastumoto in [23] in the case (C), that is the equidistribution of $L(f, \sigma + it)$, when $\sigma$ is fixed and $t \in \mathbb{R}$ varies. It seems, however, that, even when considering averages of Dirichlet $L$-functions conditionally on GRH, this question has not been fully investigated, the most advanced results having been obtain only in the case (A).

**Question 6.4.** Carry out a more in-depth study of the functions $M$ and $\tilde{M}$.

In the case of Dirichlet characters this was done in [6], [7]. One should be able to write down an explicit power series expansion of $\tilde{M}_s(z_1, z_2)$ in the variables $z_1, z_2$, establish its analytic continuation, study its growth, its zeroes, etc.

We next switch to the case of averages with respect to primitive forms of §5, where the results are far less complete.

**Question 6.5.** Can one obtain Theorem 5.1 with weaker assumptions on $N$? Can we let $k$ tend to infinity, while $N$ is fixed? Can we let $k + N \to \infty$?

By following carefully the proof of Theorem 5.1, one can see that the limit statement is still true when $N = 1$ and $k \to \infty$. Indeed, in this case $\Delta'$ is not present and the parameter $X$ can be chosen to be equal to $k^{1/2}$. This suggests that some greater generality should be possible. The idea would be to use better bounds on averages of the Fourier coefficients of cusp forms with indices not coprime with $N$, which should be possible by a careful treatment of an explicit basis of the space of old forms in the spirit of [16].
Question 6.6. Prove an unconditional version of Theorem 5.1.

Surprisingly enough, a crude reasoning with Euler products does not seem to work even for \( \Re s > 1 \). An unconditional version for \( \Re s > 1/2 \) will certainly be tricky to obtain even if one only considers characters \( \psi_z \) as in [10] and [12].

Question 6.7. Is it possible to establish value distribution results in the case harmonic averages over the set of primitive forms?

The reason we could not carry out the study analogous to that of §4 is the absence of a local theory (at least in a straightforward way). Indeed, the \( \tilde{M}_s \) do not seem to admit an Euler product in this case. One could hope to rely on the interpretation of \( \omega(f) \) via the symmetric square \( L \)-functions [10], though there does not seem to be an easy way to do that.

Question 6.8. Can one remove the harmonic weights in Theorem 5.1?

At least two approaches are available. The papers [16], [21], [22] address a similar issue in different situations by using the interpretation [10] of the weights via \( L(\text{Sym}^2 f, 1) \).

A more conceptual way would be to construct the local theory first. The results of Serre [31] on the equidistribution of the eigenvalues of Hecke operators \( T_p \) suggest that the local picture should be fairly clear. This would allow to establish the value distribution results missing in the case of harmonic averages. We plan to address this question in a forthcoming paper.

Question 6.9. Can one prove Theorem 5.1 in greater generality for other types of automorphic forms?

The first obvious step would be establishing it for \( L(f \otimes \chi, s) \). For more general \( L \)-functions an appropriate trace formula would be necessary to replace Petersson.

Question 6.10. What is a function field version of Theorem 5.1?

The GRH being known in this case, unconditional results should not be very difficult to establish along the lines of this paper, once proper definitions are given.

Question 6.11. Establish the properties of \( \tilde{M} \) functions in the case of averages with respect to primitive forms.

Some peculiarities do arise compared to the case of characters. For example, \( \tilde{M}_s(z_1, z_2) \) is no longer holomorphic in \( s \), since the average does depend on \( s \) and \( \bar{s} \). The function is still entire in \( z_1, z_2 \) for fixed \( s \). Establishing its explicit power series expansion, analytic continuation, etc. seems to be of interest. The growth properties of \( \tilde{M} \) seem to be much more delicate in our case, since they are proven using local results in the situation of Ihara and Matsumoto.

Question 6.12. Write an adelic version of Ihara’s and Matsumoto’s results, as well as of our results in the setting of modular forms.

This might shed some light on and give a better understanding of the functions \( M, \tilde{M} \), as well as of the relation of the global theory to the local one. One might also hope to be able to deal with the problems related to units in the number field case (c.f. Question 6.1).
Question 6.13. What are the arithmetic implications of our results?

The results of Ihara and Matsumoto give us a better understanding of the behaviour of the Euler–Kronecker constants of cyclotomic fields. More generally, since the log case of averaging results for \( \mathbb{Q} \) concerns, in particular, zeta-functions of cyclotomic fields \( \zeta_{\mathbb{Q}((\zeta_m))}(s) \), which are simply the products of \( L(s, \chi) \) over primitive Dirichlet characters of conductors dividing \( m \), the results of Ihara and Matsumoto can be seen as a first step in the development of a finer version of the asymptotic theory of global fields from [32], that gives non-trivial results for abelian extensions. This is not the case in [32], since infinite global fields, containing infinite abelian subfields are asymptotically bad in the terminology of loc. cit.

When one takes averages with respect to primitive forms, the results are close in spirit to the asymptotic study of zeta-functions of modular curves \( X_0(N) \), that can be written as

\[
\zeta_{X_0(N)}(s) = \prod_{f \in B_2(N)} L(f, s).
\]

Establishing a precise relation boils down to answering Question 6.8.

Note that even a cruder version of the asymptotic theory in the spirit of [32] has not been developed in this case. In the function field case this was to a significant extent done in [33]. A higher dimensional asymptotic theory in the characteristic zero case is yet to be constructed.
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