Intermittent Chaos in the CSTR Bray–Liebhafsky Oscillator-Specific Flow Rate Dependence
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Dynamic states with intermittent oscillations consist of a chaotic mixture of large amplitude relaxation oscillations grouped in bursts, and between them, small-amplitude sinusoidal oscillations, or even the quiescent parts, known as gaps. In this study, intermittent dynamic states were generated in Bray–Liebhafsky (BL) oscillatory reaction in an isothermal continuously-fed, well-stirred tank reactor (CSTR) controlled by changes of specific flow rate. The intermittent states were found between two regular periodic states and obtained for specific flow rate values from 0.020 to 0.082 m in $-1$. Phenomenological analysis based on the quantitative characteristics of intermittent oscillations, as well as, the largest Lyapunov exponents calculated from experimentally obtained time series, both indicated the same type of behavior. Namely, fully developed chaos arises when approaching to the vertical asymptote which is somewhere between two bifurcations. Hence, this study proposes described route to fully developed chaos in the Bray–Liebhafsky oscillatory reaction as an explanation for experimentally observed intermittent dynamics. This is in correlation with our previously obtained results where the most chaotic intermittent chaos was achieved between the periodic oscillatory dynamic state and stable steady state, generated in BL under CSTR conditions by varying temperature and inflow potassium iodate concentration. Moreover, it was shown that, besides the largest Lyapunov exponent, analysis of chaos in experimentally obtained intermittent states can be achieved by a simpler approach which involves using the quantitative characteristics of the BL reaction evolution, that is, the number and length of gaps and bursts obtained for the various values of specific flow rates.
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INTRODUCTION

The intermittent dynamic state is a chaotic state where two types of dynamic emerge in time, replacing each other stochastically. (Hilborn, 2004) The extent to which one type dominates the other can vary depending on the control parameter values. (Hilborn, 2004) In here considered case, intermittent dynamic state (also known as intermittent oscillations, intermittent chaos, or simply intermittency) (Pomeau and Manneville, 1980; Hilborn, 2004; Schuster and Just, 2005) represents a chaotic mixture of large amplitude relaxation oscillations grouped in bursts, and between them, there are small-amplitude sinusoidal
oscillations or quiescent parts, known as gaps. This type of deterministic dynamic phenomenon may also be found in some complex chemical (Chopin-Dumas, 1978; Pomeau et al., 1981; Roux et al., 1981; Baier et al., 1989; Kreisberg et al., 1991; Strizhak and Menzinger, 1996; Vukojević et al., 2000; Kolar-Anić et al., 2004; Cadena et al., 2013; Ćupić et al., 2014; Bubanja et al., 2016, 2017) and biochemical (Izhikevich, 2000a,b) reaction systems under conditions that do not have an equilibrium.

This study examined the appearance of intermittent chaos in the Bray–Liebhafsky (BL) reaction, which has been systematically investigated for decades by the Belgrade research group (Kolar-Anić et al., 2017). In this catalytic oscillatory reaction hydrogen peroxide is decomposed into water and oxygen in the presence of hydrogen and iodate ions (Bray, 1921; Bray and Liebhafsky, 1931).

\[ 2H_2O_2 \rightarrow 2H_2O + O_2 \]  

\((D)\)

Hydrogen peroxide decomposition is the result of two complex pathways in which hydrogen peroxide acts either as a reducing (R) or as an oxidizing (O) agent:

\[ 2IO_3^- + 2H^+ + 5H_2O_2 \rightarrow I_2 + 6H_2O + 5O_2 \]  

\((R)\)

\[ I_2 + 5H_2O_2 \rightarrow 2IO_3^- + 2H^+ + 4H_2O \]  

\((O)\)

Mentioned reactions (R) and (O) are complex and their mechanisms involve several intermediate species (Bray, 1921; Liebhafsky, 1931; Woodson and Liebhafsky, 1969; Furrow, 1985, 1987; Stanisavljev et al., 2013; Holló et al., 2014). In general, alternating increases and decreases of the intermediate species concentrations in time appear as a consequence of alternating dominations of reactions (R) and (O).

Taking into account that oscillatory dynamic states, the BL reaction can be realized either at relatively higher temperatures, where the potentiometric measurements are very complex or at lower temperatures where such experiments, lasting several days are difficult to control. Due to the fact that the intermittent chaos can be obtained only within a very narrow range of the control parameter values, it is not surprising that only a small number of scientific papers are dedicated to intermittent chaos in BL systems. To the best of our knowledge, only four papers considering intermittent phenomena in the BL system were found. Among them, two papers were published over 40 (Chopin-Dumas, 1978) and 20 years ago (Vukojević et al., 2000) while the remaining two (Bubanja et al., 2016, 2017) were published more recently.

In the most recent papers (Bubanja et al., 2016, 2017), intermittent dynamic states were experimentally generated in the BL reaction system realized in a continuously-fed well-stirred tank reactor (CSTR) under variations of temperature and inflow concentration of potassium iodate. These two last papers, clearly show that experimentally generated intermittent chaos can be analyzed, not only by calculations of the largest Lyapunov exponents \((\lambda)\) from experimentally obtained oscillograms but also by the simple quantitative characteristics of the evolution of BL reaction, lengths of bursts, (packages of relaxing oscillations) and lengths of gaps between them (the periods of the sinusoid oscillations of relatively small amplitude when compared to relaxing oscillations). In this instance, a general problem that appears during the calculation of the largest Lyapunov exponents occurs from experimental noise in the signal, which cannot be avoided. Because of noise, even obviously regular oscillations give false-positive values of the largest Lyapunov exponents appearing as false chaotic states.

This study, building upon previous research (Bubanja et al., 2016, 2017), aimed to examine if there is a causality between the structure of intermittent chaos and the specific flow rate as the control parameter and whether this causality is consistent with these previous findings. For appropriate application in the characterization of relations among the different dynamic states, this study adapted previously established methods and techniques, which are described in the Results and Discussion of this paper.

**EXPERIMENT**

The BL reaction represents a decomposition of hydrogen peroxide into water and oxygen in the presence of iodate ions and acidic medium. In all our papers and here as well, as the source of iodate ions potassium iodate was used, and for setting up a desired acidity sulfuric acid was taken. Experiments were carried out at a constant temperature of \((63.0 \pm 0.1) ^{\circ} C\), in a 50 mL (Metrohm reaction vessel, product number: EA876-20) glass CSTR vessel wrapped in a water recirculation jacket connected to a thermostat. For homogenization of the reaction mixture, a magnetic stirrer with a stirring speed of \(\sigma = 900\) rpm and magnetic stirring bar (uniform triangular prism-shaped magnetic bar, length size 12 mm, and triangle side size 6 mm) covered with polytetrafluorethylene (PTFE) were used. The amounts of reactant species in the reactor were controlled by peristaltic pumps. Three channels were used to deliver solutions of the reactants KIO\(_3\), H\(_2\)SO\(_4\), and H\(_2\)O\(_2\) prepared in deionized water (18 M\(\Omega\) cm), and one channel of the other pump was used to remove the surplus volume of the reaction mixture through a U-shaped glass tube, to keep the constant volume of the reaction mixture \((22.2 \pm 0.2)\) mL. A potentiometric method was used to record the dynamic states of the BL reaction system, and a three-electrode system was applied. A double-junction Ag/AgCl was used as a reference electrode while working an iodide ion sensitive electrode \((I^- SE)\) and Pt electrode. Potential changes of Pt vs. Ag/AgCl and I\(^-\) SE vs. Ag/AgCl during the time (well known in the literature as time series or oscillograms) were traced and recorded at the same time with an electrochemical instrument (PC-Multilab EH4 16-bit ADC) coupled with a personal computer. A schematic view of the experimental setup is given in Figure 1.

The experiment was performed first, by filling the reactor with reactants at the total flow rate of 15.0 mL/min, protecting the thermostat reaction vessel from light. Concentrations of stock solutions were chosen so that their inflow concentrations in the reactor were: \([\text{KIO}_3]_0 = 0.035\) M, \([\text{H}_2\text{SO}_4]_0 = 0.077\) M, and \([\text{H}_2\text{O}_2]_0 = 0.240\) M (M stands for mol·dm\(^{-3}\)). After 1 min magnetic stirrer was turned on and set to stirring speed of 900 rpm. Then, after 2.95 min the total flow rate was set to 0.84
mL/min, and we switched on another pump for removing the surplus volume of the reaction mixture. The total flow rate of 0.84 mL/min corresponds to a specific flow rate of 0.038 min$^{-1}$. This value was obtained by dividing the total flow rate ($\upsilon$) with the total volume of the reaction mixture ($V$):

$$j_0 = \frac{\upsilon_{KIO_3} + \upsilon_{H_2SO_4} + \upsilon_{H_2O_2}}{V} = \frac{\upsilon}{V} = \frac{0.84 \text{ mL/min}}{22.2 \text{ mL}} = 0.038 \text{ min}^{-1}$$

Every following experiment was performed as an extension of the previous one with a decreased or increased total flow rate of reactants and, therefore, with decreased or increased specific flow rate. Between each experiment, the recording was paused for a period of three retention times (retention time represents the reciprocal value of the specific flow rate). This allowed the system to stabilize in a new dynamic state with a changed control parameter.

**RESULTS AND DISCUSSION**

Under CSTR conditions in the considered range of specific flow rate, we found the chaotic mixture of the regular sustained large-amplitude relaxation oscillations grouped in bursts and small-amplitude irregular sinusoidal ones grouped in gaps. Chaotic intermittent nature of recorded time series is reflected in irregular and unpredictable lasting of both, bursts and gaps. Figure 2, shows the dynamic states of the BL system in CSTR under variation of specific flow rate ($j_0$), which were monitored by potential changes of iodide ion sensitive ($I^-SE$) vs. Ag/AgCl electrode over time. The first chaotic emergence of low-amplitude oscillations, which occurred when the specific flow rate decreased, shifting the system from a periodic oscillatory dynamic state (Figure 2A, gray oscillogram), denotes the emerging of an initial intermittent state (Figure 2B). This phenomenon appears when the defined value of the specific flow rate is slightly lower than the value where the periodic dynamic state was found. With further decreasing of specific flow rate the low-amplitude oscillations transform to the short gaps. Their number and duration increase at first and then decrease. Finally, the gaps disappear at a very low specific flow rate, when a periodic oscillatory dynamic state was again obtained (Figure 2F). As the specific flow rate increases, starting from the state given in Figure 2F, the whole scenario repeats, and the system reaches the periodic oscillatory dynamic state once more.

Thus, in here considered case where the specific flow rate is used as a control parameter, the intermittent chaos was observed between two periodic oscillatory states. When variations of temperature (Bubanja et al., 2016) and inflow concentration of potassium iodate (Bubanja et al., 2017) were used to generate intermittent oscillations in the BL system, intermittencies emerged between the periodic oscillatory state and stable steady state.

In our previous experiments only potential changes of Pt versus Ag/AgCl electrode were used to record dynamics of BL system (Bubanja et al., 2016, 2017). In the present study potential changes of I-SE versus Ag/AgCl electrode were monitored simultaneously with potential changes of Pt versus Ag/AgCl electrode. Our previous experiments identified potential changes of Pt vs. the Ag/AgCl electrode, which were used to record the dynamics of the BL system, in the present study the potential changes of I$^-SE$ vs. Ag/AgCl electrode were monitored simultaneously with potential changes of Pt vs. Ag/AgCl electrode. Figure 3 shows that the same segment of oscillograms obtained by Pt vs. Ag/AgCl and I$^-SE$ vs. Ag/AgCl electrodes for a specific flow rate of $j_0 = 0.068 \text{ min}^{-1}$.

In this system, where the iodide ion sensitive electrode (I$^-$SE) and Pt electrode were used both together within the same reaction mixture, both potentiometric records of the bursts and gaps appear at the same time and have the same number of large amplitude oscillations per burst (Figure 3). However, it is noticeable that the potential signal traced with I$^-$SE was less
FIGURE 2 | Transitions between periodic oscillatory dynamic states (A) $j_0 = 0.095 \text{ min}^{-1}$, (F) $j_0 = 0.020 \text{ min}^{-1}$, and (K) $j_0 = 0.101 \text{ min}^{-1}$ via different intermittent states, obtained either by decreasing (B) $j_0 = 0.077 \text{ min}^{-1}$, (C) $j_0 = 0.081 \text{ min}^{-1}$, (D) $j_0 = 0.038 \text{ min}^{-1}$, $\lambda = 68.4$ or increasing (G), (H), (J) $j_0 = 0.038 \text{ min}^{-1}$, $\lambda = 63.4$; (E) $j_0 = 0.064 \text{ min}^{-1}$, $\lambda = 92.7$; (I) $j_0 = 0.072 \text{ min}^{-1}$; (J) $j_0 = 0.077 \text{ min}^{-1}$, $\lambda = 67.6$ specific flow rate. Data from 3 h of the time series (I−SE vs. Ag/AgCl potential over time) are shown (note: oscillograms were recorded over a longer period). Oscillograms were obtained for the following experimental conditions: [KIO$_3$]$_0$ = 0.035 M, [H$_2$SO$_4$]$_0$ = 0.077 M, [H$_2$O$_2$]$_0$ = 0.240 M, T = 63.0°C, $\sigma$ = 900 rpm, while the specific flow rate was varied. For noise removal in Origin 8 application, Savitzky–Golay filtering was applied. Oscillograms in gray correspond to periodic oscillatory states, and those that are black represent intermittent dynamic states. Besides specific flow rates, values of largest Lyapunov exponent, $\lambda$, are stated where applicable.

As explained above, (Figure 2) by varying the control parameters, gaps gradually emerge from periodic oscillatory states due to the development of a new intermittent dynamic state. We noticed that variation of gap lengths (as well as burst lengths) over time is chaotic (irregular/unpredictable) and that somewhere in the middle of the region, for which the control parameter was varied, gaps become more dominant in the considered time frame than the bursts. In our previously published papers, the number of bursts per unit of time ($N_B/\tau$, where $\tau$ is the duration of the experiment) was used as a measure of chaos in intermittent dynamic states. Even though, the number of bursts per unit time may be a useful representation of chaotic behavior, it is not a sufficient measure of the complexity of the chaotic dynamics. The largest Lyapunov exponent provides a more accurate measure of the degree of chaos in the system. The Wolf algorithm, which was successfully used to quantify chaos when different chaotic dynamic states were obtained numerically (Ivanović-Šašić et al., 2011), showed a good correlation (Bubanja et al., 2016, 2017), considering the noise presence. Therefore, only the time series in which intermittencies were detected were used to calculate the largest Lyapunov exponents and the Wolf algorithm showed a good correlation (Bubanja et al., 2016, 2017), considering the noise presence. Therefore, only the time series in which intermittencies were detected were used to calculate the largest Lyapunov exponents and the Wolf algorithm showed a good correlation (Bubanja et al., 2016, 2017), considering the noise presence. Therefore, only the time series in which intermittencies were detected were used to calculate the largest Lyapunov exponent.
of bursts and gaps per each time series are almost identical, in presented case it is more correct to use number of gaps per unit of time since chaotic states are generated by inserting the increasing number of gaps between burst packages made of regular periodic oscillations. Taking this into consideration, besides the largest Lyapunov exponents ($\lambda$), the measure of chaos in considered intermittent state is obviously the number of gaps per unit of time ($N_G/\tau$). Therefore, the calculated largest Lyapunov exponents, as a function of specific flow rate (Figure 4A), were compared with the number of gaps per unit of time as a function of the same control parameter (Figure 4B). The functional dependence of the largest Lyapunov exponents vs. the specific flow rate follows the functional dependence of the number of gaps per time vs. the specific flow rate. Moreover, a significant level of linear correlation among the largest Lyapunov exponent and the number of gaps per unit of time was confirmed (see Supplementary Material).

As seen in Figure 4B, by further analyzing the results of the experiment we can see that somewhere in the middle of the region for which the control parameter was varied (roughly around 0.06 min$^{-1}$), the dynamic states of the considered reaction system tend to achieve “fully developed chaos.” However, as we are closer to the mentioned fully developed chaotic state, the system is more sensitive to control parameters and the realization of these states is more difficult. Consequently, in the vicinity of the vertical asymptote, which is presented in Figures 4A–C, the dispersion of experimental points is the most evident. In this region, some experimental results could not be analyzed by the Wolf method using the largest Lyapunov exponents. To capture and record the selected dynamic state the experiment should be very long, which is serious experimental problem. It is difficult to keep the reaction system in so sensitive dynamic state for several days. Nevertheless, the shape of the functional dependence between the largest Lyapunov exponents and specific flow rate matches the general observation of the obtained chaotic dynamics within a narrow range of the flow rates with the intermittent dynamic states.

Moreover, we wanted to define the boundaries of the region of specific flow rates with intermittent dynamic states. However, the task of determining the bifurcation points between the periodic and intermittent oscillations is difficult. In the vicinity of bifurcation, only one short gap might appear just once after several days. Therefore, we decided to look for bifurcation points in analogy with other reaction systems where transitions between qualitative different dynamic states under the changes of control parameter have not caused sudden or unexpected transitions between them, similarly to the appearance of the limit cycle from the stable steady state through supercritical Andronov-Hopf bifurcation. In this study, the packages of small amplitude oscillations grouped in gaps emerge gradually from the regular oscillations described by the large amplitudes. Therefore, the fraction of time occupied by gaps ($r_G/\tau$) slowly increases from zero in the vicinity of the bifurcation point. This reflects the slow emerging limit cycle in Andronov-Hopf bifurcation as a function of the control parameter. Hence, we presented $(r_G/\tau)^2$ as a function of the control parameter of the specific flow rate (Figure 5) and analyzed the linear relationship around critical values.

From Figure 5 it is very difficult to evaluate the exact critical values of specific flow rates that correspond to bifurcation points. We can only estimate that those bifurcation points occur around 0.020 and 0.082 min$^{-1}$. This roughly estimated region, in which the appearance of the bifurcation point could be expected, is indicated by the shaded area in Figure 5. The bifurcation point close to 0.020 min$^{-1}$ corresponds to the bifurcation representing the occurrence of gaps from regular periodic oscillations, obtained for lower specific flow rate values. Bifurcation close to 0.082 min$^{-1}$ corresponds to the occurrence of gaps from regular periodic oscillations, obtained for higher specific flow rate values. Moreover, no hysteresis was obtained when experiments were performed with decreasing/increasing specific flow rates.

As observed from Figure 2, in all the intermittent states the lengths of individual gaps and bursts are both chaotically
includes the values of the adjusted R-squares. The letters B and G are given in the subscript of the p, q parameters, and adjusted R-squares (R^2) to indicate from the data from which each fitting was performed. Namely, values with B in subscript were obtained using the number of burst packages whose duration is longer than T_0. The values with G in subscript correspond to the number of gap packages with a duration longer than T_0. As can be seen from Table 1, the mentioned mathematical form was convenient for all shown cases in Figure 6, as well as for both bursts and gaps per case, but with different values for the fitted parameters. Based on the high values of the adjusted coefficient of determination or adjusted R-square (the lowest was 0.946 and the highest was 0.994) we can conclude that the exponential equation fitted data well. That said, in case (Figure 6D) the adjusted R-square for q_B was slightly lower (at 0.897), as a consequence of the very short duration of this experimental recording and the relatively small number of bursts.

The ratio between fit parameters q for bursts (q_B) and gaps (q_G) in the same experiment, should reveal whether the black curve is “above” or “below” the gray (Table 1). However, regardless of the relative position of the black and gray curves, this was an instance of intermittent chaos. Moreover, even when q_B and q_G are nearly equal intermittent chaos also occurs. However, a higher ratio of q_B/q_G indicates a higher level of complexity. This quantity could be a candidate for identifying the position of vertical asymptote with respect to the control parameter (Figure 4), which was expected to have low absolute values for q_G and high for q_B meaning that the ratio would tend to infinity, which would correspond to fully developed chaos. The relative positions of exponential curves can be used to describe the dominant state in the experimentally observed intermittent states. Namely, in intermittent states where lengths of gaps are short, and bursts dominate (Figures 6A,E), the exponential curve of bursts is above the corresponding curve for gaps, so the q_B/q_G ratio is <1 (q_B/q_G = 0.0514 (A), and q_B/q_G = 0.0363 (E)), meaning it is opposite when the gaps start to dominate over bursts [Figure 6 q_B/q_G = 1.777 (C), q_B/q_G = 2.124 (D)]. From the results seen in Figure 6B, it could be concluded that both bursts and gaps are equally dominant in the intermittent state since q_B/q_G is almost 1 (q_B/q_G = 1.044). Thus, the method proposed by Dubois et al. (1983) is one way of quantifying the regularity seen in Figure 4C. That is, in both bifurcation points, when gaps emerge their fraction gradually increases while approaching a vertical asymptote, where they start to dominate. There, the dynamic states approach fully developed chaos, which is quantified by the largest Lyapunov exponents Figure 4A. The number of gaps (Figure 4B), the fraction of time occupied by gaps (Figure 4C), follow these overall dynamics. These results, which provide insights into the evolution of dynamic states, are in accordance with the known fact that the route to chaos can be realized through intermittent oscillations. Even though any intermittent state is a chaotic one, this study has shown that this tendency and increasing complexity occurs somewhere in the middle, among these two periodic oscillatory states (Nicolis and Prigogine, 1989; Ivanović-Šašić et al., 2011).
Relative number of burst or gap packages per time $\tau$ with duration $l > T_0$ ($n/l > T_0/\tau$) or, simply ($n/\tau$) where $n = \text{N}(l > T_0)/\tau$ obtained for selected specific flow rate experiments (see figure in the middle where fraction of time occupied by gaps ($\tau_G/\tau$) as a function of specific flow rate is presented) denoted by arrows: (A) 0.038 min$^{-1}$, (B) 0.054 min$^{-1}$, (C) 0.057 min$^{-1}$, (D) 0.064 min$^{-1}$, and (E) 0.077 min$^{-1}$. The number of burst packages longer than $T_0$ are marked with black squares and fitted with a black curve, while the number of gaps for $l > T_0$ are marked with empty squares and fitted with gray curves.

### TABLE 1

| Case | $j_0/min^{-1}$ | $q_B$ | $q_G$ | $q_B/q_G$ | $p_B$ | $p_G$ | $R^2_B$ | $R^2_G$ |
|------|----------------|-------|-------|-----------|-------|-------|---------|---------|
| (A)  | 0.038          | -1.889| -36.79| 0.0514    | 1.186 | 1.806 | 0.971   | 0.954   |
| (B)  | 0.054          | -11.348| -10.868| 1.044    | 6.153 | 5.354 | 0.978   | 0.983   |
| (C)  | 0.057          | -11.961| -8.419| 1.777    | 5.561 | 5.279 | 0.946   | 0.975   |
| (D)  | 0.064          | -21.182| -9.975| 2.124    | 8.018 | 6.906 | 0.897   | 0.979   |
| (E)  | 0.077          | -2.682 | -73.823| 0.0363   | 2.693 | 5.147 | 0.966   | 0.994   |

Letter B in subscript corresponds to results obtained by fitting the number of burst packages whose duration was longer than $T_0$, while letter G is related to the number of gap packages with duration longer $T_0$.

### CONCLUSIONS

This study examined a mixture of two types of dynamic state (bursts and gaps), which were chaotically combined to create a new intermittent dynamic state. This new intermittent state was experimentally generated in the Bray-Liebhafsky (BL) oscillatory chemical reaction in CSTR under variations of the specific flow rate, using the following experimental conditions: $[\text{KIO}_3]_0 = 0.035 \text{M}$, $[\text{H}_2\text{SO}_4]_0 = 0.077 \text{M}$, $[\text{H}_2\text{O}_2]_0 = 0.240 \text{M}$, $\sigma = 900 \text{ rpm}$, $T = 63.0^\circ \text{C}$. We observed intermittent dynamic states between these two regular periodic oscillatory states. By analyzing the bifurcation points, we found that they emerge in the following range of specific flow rates, between around 0.020 and 0.082 min$^{-1}$.

In the intermittent region, chaotic complexity arises from both bifurcations, approaching a vertical asymptote that is somewhere between these flow rates, indicating a potential route to generating fully developed chaos. Hence, this study proposes that described route to fully developed chaos in the Bray-Liebhafsky oscillatory reaction is an explanation for experimentally observed intermittent dynamics.

This experiment obtained similar results to other previous studies, in which temperature and the inflow concentration of potassium iodate were taken as the control parameters.
(Bubanja et al., 2016, 2017). If there is a basin where the experimentally intermittent chaos is obtained, changes of any control parameter will govern the system to the closest periodic state or stable steady state. Consequently, future studies could adopt similar methods for the examination and quantification of the intermittent dynamic states.

This study showed that experimentally generated intermittent chaos can be analyzed, not only by calculations of the largest Lyapunov exponents (λ) from experimentally obtained oscillograms but also by simple quantitative analysis of the characteristics of the evolution of BL reaction, including the length of bursts (packages of relaxing oscillations), and the lengths of gaps (between the periods of the sinusoid oscillations of relatively small amplitude, when compared to relaxing oscillations).
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