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Abstract. In this paper we introduce a framework to prove the tightness of a sequence of discrete Gibbsian line ensembles \( \mathcal{L}^N = \{L^N_1(u), L^N_2(u), \ldots \} \), a countable collection of random curves. The sequence of discrete line ensembles \( \mathcal{L}^N \) we consider enjoys a resampling invariance property, which we call \( (H^N, H^{RW,N}) \)-Gibbs property. We assume that \( \mathcal{L}^N \) satisfies technical assumptions A1-A4 on \( (H^N, H^{RW,N}) \) and that the lowest labeled curve with a parabolic shift, \( L^N_1(u) + u^2/2 \), converges weakly to a stationary process in the topology of uniform convergence on compact sets. Under these assumptions, we prove our main result Theorem 2.18 that \( \mathcal{L}^N \) is tight and the \( H \)-Brownian Gibbs property holds for all subsequential limit line ensembles with \( H(x) = e^x \). Together with the characterization result in \([Dim]\), this proves the convergence to the KPZ line ensemble. As an application of Theorem 2.18 under the weak noise scaling, we show that the scaled log-gamma line ensemble \( \mathcal{L}^N \) converge to the KPZ line ensemble.

1. Introduction

There is a large class of stochastic integrable models from random matrix theory, last passage percolation, and more generally from the Kardar-Parisi-Zhang (KPZ) universality class that naturally carry the structure of random paths with certain Gibbsian resampling invariance. One particularly interesting and central example is the Airy line ensemble \([PS, AM, CH14] \) \( \mathcal{A} = \{A_1 > A_2 > \cdots \} \), a collection of non-intersecting continuous random curves indexed by \( \mathbb{N} \), see Figure 1 for some basic properties of the Airy line ensemble.

- Non-intersecting paths, i.e. for any \( u \in \mathbb{R} \), \( A_1(u) > A_2(u) > \cdots \)
- Top curve \( A_1 \) is the Airy \( \alpha_2 \) process.
- \( A(u) \) is the Airy point process for \( u \in \mathbb{R} \) fixed.
- Brownian Gibbs property of Airy line ensemble after subtracting a parabola \( u^2/2 \).

Figure 1. Illustration of Airy line ensemble \( \mathcal{A} \), with four curves drawn.

The Airy line ensemble \( \mathcal{A} \) has been proven to be a universal edge scaling limit of a wide range of models, e.g. Gaussian unitary ensemble, Dyson Brownian motions, Brownian last passage percolation, polynuclear growth model, see \([OY, PS, DNV]\). One of the key ingredients towards proving the aforementioned convergence is a beautiful resampling invariance, known as the Brownian Gibbs property, \([CH14]\).
After the subtraction of a parabola, $\tilde{A} := \mathcal{A} - \frac{a^2}{2}$ enjoys the Brownian Gibbs property (introduced in [CH14]), which is a spatial Markov property and also a global resampling invariance property under the following resampling process. Taking any $a < b \in \mathbb{R}$, $k \in \mathbb{N}$, first remove the trajectory of the $k$-th curve $\bar{\mathcal{A}}_k$ between $[a, b]$ and then resample a trajectory according to the law of a Brownian bridge which avoids the upper curve $\bar{\mathcal{A}}_{k-1}$ and the lower curve $\bar{\mathcal{A}}_{k+1}$. This procedure keeps the law of the line ensemble unchanged. Note that we could run the same process for finite adjacent curves by resampling non-intersecting Brownian bridges. In other words, conditioned on the values of $\mathcal{A}$ outside a compact set $C = \{k_1, k_1 + 1, \cdots, k_2\} \times [a, b]$, the law of $\tilde{\mathcal{A}}$ inside $C$ only depends on the boundary data (i.e. independent of values of $\mathcal{L}$ outside $C$). Furthermore, this conditional law of $\tilde{\mathcal{A}}$ on $C$ is equivalent to the law of Brownian bridges with endpoints to be $\bar{x} = (\bar{A}_{k_1}(a), \cdots, \bar{A}_{k_2}(a))$ and $\bar{y} = (\bar{A}_{k_1}(b), \cdots, \bar{A}_{k_2}(b))$ conditioned not to intersect (including not to touch upper and lower boundaries $\bar{A}_{k_1-1}$ and $\bar{A}_{k_2+1}$).

The KPZ equation is a central model in the KPZ universality class for random growth processes, interacting particle systems, and directed polymers, see [Cor12, QS15]. Many discrete growth models have a tunable asymmetry and the KPZ equation appears as a continuum limit as this parameter is critically tuned close to zero, e.g. ASEP, directed polymers, stochastic vertex models, see for instance [BG, AKQ, CGHT].

Upon discovery, the Brownian Gibbs property has served as a powerful probabilistic tool, see for instance in [Ham1, DOV]. As the Brownian Gibbs property for Airy line ensemble has proven to be a powerful probabilistic resampling method, it is motivating to study the KPZ equation via Gibbs properties. The KPZ line ensemble was constructed and explored in [CH16, OW, Nic], where the KPZ equation is embedded as the lowest indexed curve. The construction of the KPZ line ensemble in [CH16] is based on subsequential extraction through O’Connell-Yor semi-discrete direct polymers and the characterization of the KPZ line ensemble through O’Connell-Warren’s OW multilayer extension of the solution to the stochastic heat equation with narrow wedge initial data are established in [Nic].

While the non-intersecting property for Airy line ensemble $\mathcal{A}$ being a nature of the zero-temperature models, the curves of the KPZ line ensemble $\mathcal{H}$ now could go out of order but subject to an exponential penalization. More specifically, the KPZ line ensemble enjoys the $H$-Brownian Gibbs property, which is a more general type of Gibbs property compared to Brownian Gibbs property. The $H$-Brownian Gibbs property for $\mathcal{H}$ specifies the law of $\mathcal{H}$ inside a compact set $C := [k_1, k_2] \times [a, b]$ conditioned on the values of $\mathcal{H}$ outside $C$ such that the conditional law is equivalent to that of a few independent Brownian bridges reweighted by a penalization factor for being out order, see an illustration in Figure 2.

A longstanding conjecture about the KPZ equation is that the solution to the KPZ equation converges to the Airy$_2$ process, with the narrow wedge initial data. This conjecture was recently solved independently in [QS21, Vir]. This conjecture was further strengthened in [CH16] that the the KPZ line ensemble should converge to the Airy line ensemble under the same scaling and was recently proved through combining the results in [DM, QS21, Vir, Wu21].

While there have been many successes for the study of continuous Gibbs line ensembles in the KPZ universality class, the discrete Gibbsian line ensembles are also worth exploration and will be the focus of this paper, due to the richness of discrete integrable models in the KPZ universality class, [CL, DNV, DXF+]. The discrete Gibbsian line ensembles enjoy a discrete analogue resampling invariance of the previous Brownian Gibbs property. We call such resampling invariance random walk Gibbs property to emphasize that for line
Figure 2. An overview of KPZ\(_t\) line ensemble \(\mathcal{H}^t\) for fixed \(t\). Curves \(\mathcal{H}^t_1(\cdot)\) through \(\mathcal{H}^t_4(\cdot)\) are sampled. The lowest indexed curve \(\mathcal{H}^t_1\) is distributed according to the time \(t\) solution to KPZ equation with narrow wedge initial data. The dotted first two curves \(\mathcal{H}^t_1\) and \(\mathcal{H}^t_2\) between \(a\) and \(b\) indicate a possible resampling, as a demonstration for the \(\mathbf{H}\)-Brownian Gibbs property.

ensembles of Brownian Gibbs property or more generally, \(\mathbf{H}\)-Brownian Gibbs property, the underlying paths resemble Brownian bridges, while for discrete Gibbsian line ensembles, the underlying paths resemble random walk bridges. To give a few examples, through various versions of the Robinson-Schensted-Knuth (RSK) correspondence [O'C1], one can link geometric last passage percolation to non-intersecting random walk bridges with geometric jumps, exponential last passage percolation to non-intersecting random walk bridges with exponential jumps.

In this paper, we aim to study a sequence of log-gamma discrete line ensemble \(\mathcal{L}\) with random walk Gibbs property. The construction of this line ensemble \(\mathcal{L}\) and its Gibbs property come from the study in [COSZ] of a geometric RSK correspondence, when applied to the log-gamma directed polymers. The directed polymer model was introduced in the statistical physics literature by Huse and Henley [HH] in 1985 and received first rigorous mathematical treatment in 1988 by Imbrie and Spencer [IS]. The monograph [Com] is a great resource for the foundational work in this area. Among directed polymers, the log-gamma directed polymer model was first introduced in [Sep], which is special in the same way as the last-passage percolation model with exponential or geometric weights is special among corner growth models, namely, both demonstrate integrable structures and permit explicit computations.

We further apply the weak noise scaling to the log-gamma line ensemble \(\mathcal{L}\). This scaling regime is known as the intermediate disorder regime in [AKQ], where they showed the convergence of directed polymers with general random environment to the KPZ equation with narrow wedge initial data, hence establishing the weak KPZ universality for directed polymers. Denoting \(\mathcal{Z}^N\) as the scaled log-gamma line ensemble (see Figure 3 for an illustration), we want to take a functional limit of \(\mathcal{Z}^N\) as \(N\) goes to infinity (in the topology of uniform convergence for continuous functions on compact sets). Moreover we prove that
Figure 3. An overview of scaled log-gamma line ensemble $\mathcal{L}^N$. Discrete curves $\mathcal{L}^N_1(\cdot)$ through $\mathcal{L}^N_4(\cdot)$ are sampled on $\frac{2}{\sqrt{N}} \mathbb{Z}$ (linked through the linear interpolation between two adjacent points). The lowest indexed curve $\mathcal{L}^N_1(\cdot)$ converges weakly to time $t$ solution to the KPZ equation with narrow wedge initial data as $N$ goes to infinity. The dotted first two curves $\mathcal{L}^N_1(\cdot)$ and $\mathcal{L}^N_2(\cdot)$ between $a$ and $b$ indicate a possible resampling, as a demonstration for the random walk Gibbs property.

the $H$-Brownian Gibbs property with $H(x) = e^x$ (the same Gibbs property as enjoyed by the KPZ line ensemble $\mathcal{H}$) for all subsequential limits of $\mathcal{L}^N$.

1.1. Main results. The main results of this paper are the following. First, we consider a sequence of random walk Gibbs line ensembles and develop a general framework to study them. Under suitable assumptions, we show that a sequence of random walk Gibbs line ensembles is tight. Furthermore, any subsequential limit enjoys $H$-Brownian Gibbs property with $H(x) = e^x$. See our main result Theorem 2.18 for detailed statements. Next, we apply Theorem 2.18 to the scaled log-gamma line ensembles $\mathcal{L}^N$ and obtain the tightness. Moreover, combining the convergence of the first curve [AKQ] and the characterization of $H$-Brownian Gibbs line ensemble [Dim], we can show that $\mathcal{L}^N$ converges to the KPZ line ensemble. See Corollary 5.15 for more details.

Notation. We describe notations used in this paper. We use $\mathbb{R}_+$ to denote the positive real numbers $(0, \infty)$. Given $k_1 < k_2$ with $k_1, k_2 \in \mathbb{Z}$, we denote $[k_1, k_2]_\mathbb{Z} := \{k_1, k_1 + 1, \ldots, k_2\}$ and $(k_1, k_2)_\mathbb{Z} := \{k_1 + 1, \ldots, k_2 - 1\}$. Given $\Lambda \subset \mathbb{R}$ and $a < b$, we write $\Lambda[a, b] := \Lambda \cap [a, b]$ and $\Lambda(a, b) := \Lambda \cap (a, b)$.

For $\Sigma \subset \mathbb{Z}$ and $\Lambda \subset \mathbb{R}$, we equip $\Sigma \times \Lambda$ with the subset topology from $\mathbb{Z} \times \mathbb{R}$. We use $C(\Sigma \times \Lambda, \mathbb{R})$ to denote the collection of continuous functions from $\Sigma \times \Lambda$ to $\mathbb{R}$. We always work with the topology of $C(\Sigma \times \Lambda, \mathbb{R})$ which is induced by uniform convergence on compact subsets. Let $\text{Conv}(\Lambda)$ be the convex hull of $\Lambda$. Suppose $\Lambda$ is discrete. We view $C(\Sigma \times \Lambda, \mathbb{R})$ as a subset of $C(\Sigma \times \text{Conv}(\Lambda), \mathbb{R})$ through an injection

$$C(\Sigma \times \Lambda, \mathbb{R}) \to C(\Sigma \times \text{Conv}(\Lambda), \mathbb{R})$$
which is defined by linear interpolations. For instance, we may view $L \in C(\{1\} \times \mathbb{Z}, \mathbb{R})$ as a continuous function defined on $\{1\} \times \mathbb{R}$. We remark that the topology of $C(\Sigma \times \Lambda, \mathbb{R})$ agrees with the subset topology from $C(\Sigma \times \text{Conv}(\Lambda), \mathbb{R})$.

Given an event $A$, we write $A^\complement$ for the complement of $A$.

Outline. Subsection 2.1 and Subsection 2.2 describe the general setting of line ensembles and introduce the main objects studied in this paper, discrete line ensembles with random walk Gibbs property. Subsection 2.3 states assumptions A1-A4, under which the main theorem is formulated. The proof of main Theorem 2.18 is in Subsection 3.3 and Subsection 3.4. Subsection 3.2 provides estimates on random walk bridges and discrete Gibbs line ensembles and Section 4 contains the proofs of two key propositions. These are the main technical results in this paper. Section 5 presents one interesting application of our main theorem to the scaled log-gamma line ensemble. In Appendix A and Appendix B, we give respectively proofs of Lemma 2.7 and Lemma 2.17, which concern coupling of random walk bridges.
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2. Gibbsian line ensembles and the main result

We first introduce the basic notions of line ensembles in Subsection 2.1 and then define the main objects of study in this paper – Brownian and random walk Gibbsian line ensembles in Subsection 2.2. Lastly in Subsection 2.3, we list the assumptions A1-A4, under which we formulate the main result Theorem 2.18 of this paper.

2.1. Basics about line ensembles.

Definition 2.1. Let $\Sigma$ be an interval of $\mathbb{Z}$ and let $\Lambda$ be a subset of $\mathbb{R}$. Let $C(\Sigma \times \Lambda, \mathbb{R})$ denote the sigma-field generated by Borel sets in $C(\Sigma \times \Lambda, \mathbb{R})$. A $\Sigma \times \Lambda$-indexed line ensemble $L$ is a random variable on a probability space $(\Omega, \mathcal{B}, P)$, taking values in $C(\Sigma \times \Lambda, \mathbb{R})$ such that $L$ is a measurable function from $\mathcal{B}$ to $C(\Sigma \times \Lambda, \mathbb{R})$.

When $\Lambda$ is a discrete subset of $\mathbb{R}$, we may extend a $\Sigma \times \Lambda$-indexed line ensemble and view it as a $\Sigma \times \text{Conv}(\Lambda)$-indexed line ensemble through linear interpolation. Also we will generally write $L : \Sigma \times \Lambda \to \mathbb{R}$ even though it is not $L$, but rather $L(\omega)$ for each $\omega \in \Omega$ which is such a function. We will also sometimes specify a line ensemble by only giving its law without reference to the underlying probability space. We write $L_i(\cdot) := (L(\omega))(i, \cdot)$ for the label $i \in \Sigma$ curve of the ensemble $L$.

Definition 2.2. Given a $\Sigma \times \Lambda$-indexed line ensemble $L$ and a sequence of such ensembles $L^N, N \geq 1$, we will say that $L^N$ converges to $L$ weakly as a line ensemble if for all bounded continuous functions $F : C(\Sigma \times \Lambda, \mathbb{R}) \to \mathbb{R}$,

$$\lim_{N \to \infty} \int F(L^N(\omega)) dP^N(\omega) = \int F(L(\omega)) dP(\omega).$$

This is equivalent to weak-* convergence in $C(\Sigma \times \Lambda, \mathbb{R})$ endowed with the topology of uniform convergence on compact subsets of $\Sigma \times \Lambda$. 

We will define two types of Gibbsian bridge line ensembles – those whose underlying path measures are given by Brownian motions, and those given by discrete time random walks. We start with the Brownian case.

**Definition 2.3.** For any $L > 0$, we denote by $B_L : [0, L] \to \mathbb{R}$ the standard Brownian bridge with $B_L(0) = B_L(L) = 0$.

**Definition 2.4.** Fix $k_1 \leq k_2$ with $k_1, k_2 \in \mathbb{Z}$, an interval $[a, b] \subset \mathbb{R}$ and two vectors $\vec{x}, \vec{y} \in \mathbb{R}^{k_2-k_1+1}$. We use $\mathbb{P}_{\text{free}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}}$ to denote the law of a $[k_1, k_2]_{\mathbb{Z}} \times [a, b]$-indexed line ensemble $\mathcal{L} = (\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2})$ in which each $\mathcal{L}_k$ is independent of other indexed curves and

$$L_k(u) = x_k + \frac{u-a}{b-a}(y_k - x_k) + B_{b-a}(u-a).$$

A Hamiltonian $\mathbf{H}$ is defined to be a continuous function $\mathbf{H} : \mathbb{R} \times \mathbb{R} \to [0, \infty)$ with $\mathbf{H}(-\infty) = 0$. Let $f : (a, b) \to \mathbb{R}$ and $g : (a, b) \to \mathbb{R}$ be measurable functions with $\inf_{u \in (a,b)} f(u) > -\infty$ and $\sup_{u \in (a,b)} g(u) < \infty$. Let $\vec{x}, \vec{y} \in \mathbb{R}^{k_2-k_1+1}$ be two vectors. For $\mathcal{L} = (\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2}) \in C([k_1, k_2]_{\mathbb{Z}} \times [a, b], \mathbb{R})$, define the Boltzmann weight to be

$$W_{\mathbf{H}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}, f,g}(\mathcal{L}) := \exp \left\{ - \sum_{i=k_1}^{k_2-1} \int_a^b \mathbf{H}(\mathcal{L}_{i+1}(u) - \mathcal{L}_i(u)) \, du \right\}.$$

Here we adopt convention that $\mathcal{L}_{k_1-1} = f$, $\mathcal{L}_{k_2+1} = g$. The normalizing constant is defined by

$$Z_{\mathbf{H}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}, f,g} := \mathbb{P}_{\text{free}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}} \left[ W_{\mathbf{H}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}, f,g}(\mathcal{L}) \right],$$

where $\mathcal{L}$ in the above expectation is distributed according to the measure $\mathbb{P}_{\text{free}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}}$. See Remark 2.5 for the measurability of the $W_{\mathbf{H}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}, f,g}(\mathcal{L})$.

Suppose that

$$Z_{\mathbf{H}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}, f,g} > 0.$$

We define the $\mathbf{H}$-Brownian bridge line ensemble with entrance data $\vec{x}$, exit data $\vec{y}$ and boundary data $(f, g)$ to be a $[k_1, k_2]_{\mathbb{Z}} \times [a, b]$-indexed line ensemble with law $\mathbb{P}_{\mathbf{H}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}, f,g}$ given according to the following Radon-Nikodym derivative relation:

$$\frac{d\mathbb{P}_{\mathbf{H}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}, f,g}}{d\mathbb{P}_{\text{free}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}}} = \frac{W_{\mathbf{H}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}, f,g}(\mathcal{L})}{Z_{\mathbf{H}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}, f,g}}.$$

**Remark 2.5.** In this remark we discuss the measurability of the Boltzmann weight. By the continuity of $\mathbf{H}$ and $\mathbf{H}(-\infty) = 0$, $\mathbf{H}(x)$ is uniformly continuous and bounded on $[-\infty, M]$ for any $M \in \mathbb{R}$. From this, it can be checked that for any functions $f$ and $g$ as in Definition 2.4, $W_{\mathbf{H}}^{k_1,k_2,(a,b), \vec{x}, \vec{y}, f,g}$ is a continuous function on $C([k_1, k_2]_{\mathbb{Z}} \times [a, b], \mathbb{R})$. This implies we can take the expectation in (2.2).

In Definition 2.4 we use Brownian bridges to build our line ensemble. We now describe how we may similarly construct discrete line ensembles in terms of random walk bridges. Random walks come in different flavors based on the choice of continuous versus discrete time, and continuous versus discrete jump distributions. In principle, for each such choice we can run the same type of construction as below. In this paper we focus on discrete time
and continuous jump distributions, as it is suitable for our eventual application to study
the line ensemble associated to the log-gamma directed polymers as introduced in and
further studied in [COSZ].

We start by defining $H^{RW}$-random walk bridges using the Hamiltonian function $H^{RW}$, as
well as various line ensembles built off of them.

**Definition 2.6.** A random walk Hamiltonian is a continuous function $H^{RW}: \mathbb{R} \to (-\infty, \infty)$
such that

$$\int_{\mathbb{R}} \exp (-H^{RW}(x))dx = 1.$$ 

Let $X_i, i \in \mathbb{N}$ be i.i.d. random variables with probability density function given by $\exp(-H^{RW}(x))$.

For any $k \in \mathbb{N}$, we write $S(k) = X_1 + X_2 + \cdots + X_k$ for the $k$-th step random walk. We
adopt the convention that $S(0) \equiv 0$. The p.d.f. of $S_k$ can be inductively defined through

$$f_1(x) := \exp\left(-H^{RW}(x)\right), \quad f_k(x) := \int_{\mathbb{R}} f_1(x-y)f_{k-1}(y)dy.$$

Given $n \in \mathbb{N}$ and $z \in \mathbb{R}$, we denote by $\{S_{n,z}(k)\}_{k=0}^n$ the random walk $\{S(k)\}_{k=0}^n$ conditioned
on $S(n) = z$. In other words,

$$S_{n,z}(k) := S(k) | S(L) = z.$$

We often view $S_{n,z}(u)$ as continuous function on $u \in [0,n]$ through linear interpolation.

In the lemma below, we show that $S_{n,z}$ can be coupled continuously in one probability
space. The proof can be found in Appendix A.

**Lemma 2.7.** Fix $n \in \mathbb{N}$. There exists a probability space $(\Omega_n, \mathcal{B}_n, \mathbb{P}_n)$ and a measurable
map $G_n : \mathbb{R} \times \Omega_n \to C([0,n], \mathbb{R})$ such that the following holds. For any $z \in \mathbb{R}$, the law of
$G_n(z,\cdot)$ is given by $S_{n,z}$ defined in Definition 2.6. Moreover, for any $\omega \in \Omega_n$, $G_n(\cdot,\omega)$ is
continuous in the first variable.

Next, we fix a discrete set and scale the random walk bridges accordingly.

**Definition 2.8.** Fix $d > 0$ and define a discrete set as $\Lambda_d := d\mathbb{Z}$. Recall that $\Lambda_d(a,b) = \Lambda_d \cap (a,b)$ and $\Lambda_d[a,b] = \Lambda_d \cap [a,b]$.

Fix $L \in d\mathbb{N}$, $z \in \mathbb{R}$ and a random walk Hamiltonian $H^{RW}$. Recall that $S_{d-1,L,z}$ is the
random walk bridge on $[0,d^{-1}L]_z$ defined in Definition 2.6. We define

$$\bar{S}_{L,z}(u) := S_{d-1,L,z}(d^{-1}u).$$

Fix $k_1 \leq k_2$ with $k_1, k_2 \in \mathbb{Z}$, $a < b$ with $a,b \in \Lambda_d$ and two vectors $\vec{x}, \vec{y} \in \mathbb{R}^{k_2-k_1+1}$. We use $\mathbb{P}^{k_1,k_2,\Lambda_d(a,b),\vec{x},\vec{y}}_{\text{free},H^{RW}}$ to denote the law of a $[k_1,k_2]_z \times \Lambda_d[a,b]$-indexed line ensemble
$L = (L_{k_1}, \ldots, L_{k_2})$ in which each $L_k$ is independent of other indexed curves and

$$L_k(u) \overset{(d)}{=} x_k + \bar{S}_{b-a,y_k-x_k}(u-a).$$

**Definition 2.9.** A local interaction Hamiltonian is a continuous function $\hat{H} : (\mathbb{R} \cup \{\pm \infty\})^6 \to [0,\infty]$ such that $\hat{H}(a_1,a_2,a_3,a_4,a_5,a_6) < \infty$ provided $a_1,a_2,a_3 \in \mathbb{R} \cup \{\infty\}$ and $a_4,a_5,a_6 \in \mathbb{R} \cup \{-\infty\}$ (see Remark 2.10 for an explanation of the meaning of each
slot of $\hat{H}$). Fix $a < b$ with $a,b \in \Lambda_d$. Let $f : \Lambda_d(a,b) \to \mathbb{R} \cup \{+\infty\}$ and $g : \Lambda_d(a,b) \to \mathbb{R} \cup \{-\infty\}$ be functions. Let $\vec{x}, \vec{y} \in \mathbb{R}^{k_2-k_1+1}$ be two vectors. For $L = (L_{k_1}, \ldots, L_{k_2})$ in
\(C([k_1, k_2] \times \Lambda_d[a, b], \mathbb{R})\), define the Boltzmann weight to be

\[
W_{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}(\mathcal{L}) := \exp \left\{ - \sum_{k=k_1-1}^{k_2} \sum_{u \in \Lambda_d(a,b)} H(\mathcal{P}(\mathcal{L}, k, u)) \right\},
\]

where we adopt convention that \(\mathcal{L}_{k_1-1} = f, \mathcal{L}_{k_2+1} = g\) and

\[
\mathcal{P}(\mathcal{L}, k, u) = (\mathcal{L}_k(u-d), \mathcal{L}_k(u), \mathcal{L}_{k+1}(u-d), \mathcal{L}_{k+1}(u), \mathcal{L}_{k+1}(u+d)),
\]

see Figure 4 below for an illustration of the inputs for \(\mathcal{P}(\mathcal{L}, k, u)\). The normalizing constant is defined by

\[
Z_{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}(\mathcal{L}) := \mathbb{E}_{\text{free}, \mathcal{H}_\text{RW}}^{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}[W_{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}(\mathcal{L})],
\]

where \(\mathcal{L}\) in the above expectation is distributed according to the measure \(\mathbb{P}^{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}}\).

Suppose that

\[
Z_{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}^{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}(\mathcal{L}) > 0.
\]

We define the \((\mathcal{H}_\text{RW})\)-random walk bridge line ensemble with entrance data \(\vec{x}\), exit data \(\vec{y}\) and boundary data \((f, g)\) to be a \([k_1, k_2] \times \Lambda_d[a, b]\)-indexed line ensemble \(\mathcal{L} = (\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2})\) with law \(\mathbb{P}_{\mathcal{H}_\text{RW}}^{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}\) given according to the following Radon-Nikodym derivative relation:

\[
\frac{d\mathbb{P}_{\mathcal{H}_\text{RW}}^{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}(\mathcal{L})}{d\mathbb{P}_{\text{free}, \mathcal{H}_\text{RW}}^{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}(\mathcal{L})} = \frac{W_{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}(\mathcal{L})}{Z_{k_1, k_2, \Lambda_d(a,b), \vec{x}, \vec{y}, f, g}(\mathcal{L})}.
\]

**Figure 4.** The points labeled with 1-6 correspond to the six inputs in (2.7).

**Remark 2.10.** The function \(\mathcal{P}(\mathcal{L}, k, u)\) defined in (2.7) returns the point \(\mathcal{L}_k(u)\) as well as five of its neighbors (in terms of the index space) corresponding to \(k\) and \(k + 1\), as well as \(u - d, u, u + d\). The interaction Hamiltonians we consider are nearest neighbor in that a single curve at a single time will only depend on the curve above and below it at that same time or plus or minus one time increment. The function \(\mathcal{P}(\mathcal{L}, k, u)\) is used in specifying the interaction felt by curve \(k\) with respect to curve \(k + 1\).

In the next lemma, we show that the normalizing constants defined in (2.2) and (2.8) are measurable with respect to the boundary data.

**Lemma 2.11.** Continue with the notations of Definition 2.4. For any bounded continuous function \(F : C([k_1, k_2] \times [a, b], \mathbb{R}) \rightarrow \mathbb{R}\),

\[
\mathbb{E}_{\text{free}}^{k_1, k_2, (a,b), \vec{x}, \vec{y}}[F(\mathcal{L}) \cdot W_{k_1, k_2, (a,b), \vec{x}, \vec{y}, f, g}(\mathcal{L})]
\]
is a measurable function in
\[(\vec{x}, \vec{y}, f, g) \in \mathbb{R}^{k_2-k_1+1} \times \mathbb{R}^{k_2-k_1+1} \times C([a, b], \mathbb{R} \cup \{\infty\}) \times C([a, b], \mathbb{R} \cup \{-\infty\}).\]

Continue with the notations of Definition 2.9. For any bounded continuous function
\[F : C([k_1, k_2] \times \Lambda_d[a, b], \mathbb{R}) \to \mathbb{R},\]
\[\mathbb{E}_{\text{free, RW}}^{k_1, k_2, \Lambda_d(a, b), \vec{x}, \vec{y}} \left[ F(\mathcal{L}) \cdot W_{\mathcal{H}}^{k_1, k_2, \Lambda_d(a, b), \vec{x}, \vec{y}, f, g}(\mathcal{L}) \right] \]
is a measurable function in
\[(\vec{x}, \vec{y}, f, g) \in \mathbb{R}^{k_2-k_1+1} \times \mathbb{R}^{k_2-k_1+1} \times C(\Lambda_d[a, b], \mathbb{R} \cup \{\infty\}) \times C(\Lambda_d[a, b], \mathbb{R} \cup \{-\infty\}).\]

Proof. For simplicity, we denote
\[\mathcal{X} := \mathbb{R}^{k_2-k_1+1} \times C([a, b], \mathbb{R} \cup \{\infty\}) \times C([a, b], \mathbb{R} \cup \{-\infty\}).\]

Let \(\vec{0}\) be the zero vector in \(\mathbb{R}^{k_2-k_1+1}\) and \(\mathcal{L}^\prime(\omega) = (\mathcal{L}_{k_1}^\prime(\omega), \ldots, \mathcal{L}_{k_2}^\prime(\omega))\) be distributed according to \(\mathbb{P}^{k_1, k_2, (a, b), \vec{0}, \vec{0}}\) defined in Definition 2.4. We will write \(\Omega\) for the corresponding probability space. Given \(\vec{x}, \vec{y} \in \mathbb{R}^{k_2-k_1+1}\), define \(\mathcal{L}(\vec{x}, \vec{y}; \omega) = (\mathcal{L}_{k_1}(\omega), \ldots, \mathcal{L}_{k_2}(\omega))\) by
\[\mathcal{L}_k(\omega)(u) = x_k + \frac{u - a}{b - a}(y_k - x_k) + (\mathcal{L}_{k}(\omega))(u).\]

Define the function \(Q : \mathcal{X} \times \Omega \to \mathbb{R}\) by
\[Q(\vec{x}, \vec{y}; f, g, \omega) := F(\mathcal{L}(\vec{x}, \vec{y}; \omega)) \cdot W_{\mathcal{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g}(\mathcal{L}(\vec{x}, \vec{y}; \omega)).\]

By the continuity of \(\mathcal{H}\), \(Q\) is measurable on \(\mathcal{X} \times \Omega\). By the Fubini–Tonelli theorem,
\[\mathbb{E}_{\text{free}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}} \left[ F(\mathcal{L}) \cdot W_{\mathcal{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g}(\mathcal{L}) \right] = \int_{\Omega} Q(\vec{x}, \vec{y}; f, g, \omega) \, d\mathbb{P}^{k_1, k_2, (a, b), \vec{0}, \vec{0}}(\omega)\]
is measurable in \(\mathcal{X}\). The argument for the discrete case is analogous except that the construction of \(\mathcal{L}(\vec{x}, \vec{y}, \omega)\) relies on Lemma 2.7. \(\square\)

2.2. \(\mathcal{H}\)-Brownian Gibbs property and discrete \((\mathcal{H}, \mathcal{H}_{\text{RW}})\)-Gibbs property. The Gibbs property for a line ensemble can be thought of as a spatial version of the Markov property whereby the distribution of a field in a given compact region depends entirely on the distribution of the field on the region’s boundary. For a line ensemble which enjoys a Gibbs property, this distribution conditional on the boundary is specified exactly via the type of Radon-Nikodym derivative prescriptions in Definitions 2.4 and 2.9.

Definition 2.12 (\(\mathcal{H}\)-Brownian Gibbs property). Let \(\Sigma\) be an interval in \(\mathbb{N}\), \(\Lambda\) be an interval in \(\mathbb{R}\) and \(\mathcal{H}\) be a Hamiltonian function. A \(\Sigma \times \Lambda\)-indexed line ensemble \(\mathcal{L}\) defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) has the \(\mathcal{H}\)-Brownian Gibbs property if the following holds. Fix arbitrary \([k_1, k_2] \subset \Sigma\), \((a, b) \subset \Lambda\) and a bounded continuous function \(F : C([k_1, k_2] \times [a, b], \mathbb{R}) \to \mathbb{R}\). It holds \(\mathbb{P}\)-almost surely that
\[(2.10) \mathbb{E} F(\mathcal{L}|_{[k_1, k_2] \times (a, b)}) = \mathbb{E}_{\mathcal{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g} F(\tilde{\mathcal{L}}).\]

Here
\[\mathcal{F}_{\text{ext}}([k_1, k_2] \times (a, b)) := \sigma(\mathcal{L}(k) : (k, u) \in \Sigma \times \Lambda \setminus [k_1, k_2] \times (a, b))\]
is the sigma field generated by the line ensemble outside \([k_1, k_2] \times (a, b)\). The ensemble \(\tilde{\mathcal{L}}\) on the right-hand side of (2.10) is independently drawn and the expectation is taken according to the \(\mathbb{P}_{\mathcal{H}}^{k_1, k_2, (a, b), \vec{x}, \vec{y}, f, g}\) measure, where we have entrance data \(\vec{x} = (\mathcal{L}_{k_1}(a), \ldots, \mathcal{L}_{k_2}(a))\), exit data \(\vec{y} = (\mathcal{L}_{k_1}(b), \ldots, \mathcal{L}_{k_2}(b))\), upper boundary curve \(f = \mathcal{L}_{k_1-1}|_{(a, b)}\) and lower boundary
curve \( g = L_{k_2+1}[^{a,b}] \). By convention if \( k_1 - 1 \notin \Sigma \) then \( L_{k_1-1} \) is assumed to be everywhere \(+\infty\) and likewise if \( k_2 + 1 \notin \Sigma \) then \( L_{k_2+1} \) is assumed to be everywhere \(-\infty\). Note that from Lemma \(2.17\), the right hand side of \(2.10\) is \( F_{ext}([k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b))\)-measurable.

The equality in \(2.10\) is \(\mathbb{P}\)-almost surely as \( F_{ext}([k_1, k_2]_\mathbb{Z} \times (a,b))\)-measurable random variables. The Gibbs property can alternatively be stated in terms of conditional distributions. In that case, conditional on the above defined entrance data \(\bar{x}\), exit data \(\bar{y}\) and boundary data \((f,g)\), the law of \(L|[k_1, k_2]_\mathbb{Z} \times (a,b)\) is given by \(\mathcal{P}^\mathcal{H}_{[k_1, k_2](a,b),\bar{x},\bar{y},f,g}\).

**Definition 2.13 (Discrete \(\mathcal{H}, \mathcal{H}^{RW}\)-Gibbs property).** Fix an interval \(\Sigma\) of \(\mathbb{N}\) and a discrete set \(\Lambda_d = d\mathbb{Z}\). Consider a \(\Sigma \times \Lambda_d\)-indexed line ensemble \(L\) defined on a probability space \((\Omega, \mathcal{B}, \mathbb{P})\). For a random walk Hamiltonian \(\mathcal{H}^{RW}\) and a local interaction Hamiltonian \(\mathcal{H}\) (see Definition \(2.9\)), we say that that the line ensemble \(L\) enjoys the \((\mathcal{H}, \mathcal{H}^{RW})\)-random walk Gibbs property if for any \(k_1 < k_2\) with \(k_1, k_2 \in \Sigma\), any \(a < b\) with \(a,b \in \Lambda_d\) and any continuous bounded function \(F: C([k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b), \mathbb{R}) \rightarrow \mathbb{R}\), \(\mathbb{P}\)-almost surely

\[
\mathbb{E}[F(L|[k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b)) | F_{ext}([k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b))] = \mathbb{E}_{\mathcal{H}, \mathcal{H}^{RW}}^{k_1,k_2,\Lambda_d(a,b),\bar{x},\bar{y},f,g}[F(\bar{L})].
\]

In the above,

\( F_{ext}([k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b)) := \sigma(L_k : (k,a) \in \Sigma \times \Lambda_d, [k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b)) \)

is the sigma field generated by the (discrete) line ensemble outside \([k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b)\). The ensemble \(\bar{L}\) on the right-hand side of \(2.11\) is independently drawn according to the measure, where we have entrance data \(\bar{x} = (L_{k_1}(a), \ldots, L_{k_2}(a))\), exit data \(\bar{y} = (L_{k_1}(b), \ldots, L_{k_2}(b))\), upper boundary curve \(f = L_{k_1-1}^\Lambda\) and lower boundary curve \(g = L_{k_2+1}^\Lambda\). By convention if \(k_1-1 \notin \Sigma\) then \(L_{k_1-1}\) is assumed to be everywhere \(+\infty\) and likewise if \(k_2+1 \notin \Sigma\) then \(L_{k_2+1}\) is assumed to be everywhere \(-\infty\). Note that from Lemma \(2.17\), the right hand side of \(2.11\) is \( F_{ext}([k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b))\)-measurable.

The equality in \(2.11\) is \(\mathbb{P}\)-almost surely as \( F_{ext}([k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b))\)-measurable random variables. The Gibbs property can alternatively be stated in terms of conditional distributions. In that case, conditional on the above defined entrance data \(\bar{x}\), exit data \(\bar{y}\) and boundary data \((f,g)\), the law of \(L|[k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b)\) is given by \(\mathcal{P}^\mathcal{H}_{[k_1, k_2](a,b),\bar{x},\bar{y},f,g}\).

**Remark 2.14.** An \(\mathcal{H}\)-Brownian bridge line ensemble naturally enjoys the \(\mathcal{H}\)-Brownian Gibbs property by definition. An \((\mathcal{H}, \mathcal{H}^{RW})\)-random walk bridge line ensemble enjoys the \((\mathcal{H}, \mathcal{H}^{RW})\)-random walk Gibbs property, which follows from the locality of the interaction Hamiltonian and the random walk bridge Hamiltonian.

Just as the strong Markov property extends the Markov property to stopping times, we may (following [CH14, CH16]) define stopping domains (Definition \(2.15\)) and appeal to the strong Gibbs property (Lemma \(2.16\)). Note that in the case of discrete time \(\Lambda_d\), the proof of this is considerably simpler than in continuous time (just as for the discrete versus continuous Markov processes). We do not provide the proof of this result as it is a simplified version of the proof of [CH14, Lemma 2.5].

**Definition 2.15.** Continue with the notations of Definition \(2.13\). A pair of random variables \((l,r)\) which take values in \(\Lambda_d\) is called a \([k_1, k_2]_\mathbb{Z}\)-stopping domain if for all \(a \leq b\) with \(a,b \in \Lambda_d\), it holds that

\[
\{l \leq a, r \geq b\} \in F_{ext}([k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b)).
\]
For a \([k_1, k_2]_\mathbb{Z}\)-stopping domain \((l, r)\), let \(\mathcal{F}_{\text{ext}}([k_1, k_2]_\mathbb{Z} \times \Lambda_d(l, r))\) be the collection of measurable events \(A\) that satisfies
\[
A \cap \{l \leq a, r \geq b\} \in \mathcal{F}_{\text{ext}}([k_1, k_2]_\mathbb{Z} \times \Lambda_d(a, b))
\]
for all \(a \leq b\) with \(a, b \in \Lambda_d\). Define the space
\[
\mathcal{C}^{k_1, k_2} := \left\{(l, r, f_{k_1}, \ldots, f_{k_2}) : l \leq r \in \Lambda_d \text{ and } (f_{k_1}, \ldots, f_{k_2}) \in C([k_1, k_2]_\mathbb{Z} \times \Lambda_d[l, r], \mathbb{R})\right\}.
\]
We equip \(\mathcal{C}^{k_1, k_2}\) with the topology induced by the restriction map \(\Lambda_d \times \Lambda_d \times C([k_1, k_2]_\mathbb{Z} \times \Lambda_d, \mathbb{R}) \to \mathcal{C}^{k_1, k_2}\). Note that because \(\Lambda_d\) is discrete, this topology is the same as the disjoint union of \(C([k_1, k_2]_\mathbb{Z} \times \Lambda_d, \mathbb{R})\) among different pairs of \((l, r)\).

Because of the discreteness of \(\Lambda_d\), the following strong \((\hat{H}, H_{\text{RW}})\)-Gibbs property property follows \((\hat{H}, H_{\text{RW}})\)-Gibbs property.

**Lemma 2.16.** Continue with the notation of Definitions 2.13 and 2.15. Let \((l, r)\) be a \([k_1, k_2]_\mathbb{Z}\)-stopping domain for a line ensemble \(\mathcal{L}\) which enjoys the \((\hat{H}, H_{\text{RW}})\)-random walk Gibbs property, then for any continuous bounded function \(F : \mathcal{C}^{k_1, k_2} \to \mathbb{R}\), it holds \(P\)-almost surely that
\[
\mathbb{E} \left[ F(l, r, \mathcal{L}|[k_1, k_2]_\mathbb{Z} \times \Lambda_d(l, r)) \right] = P_{\hat{H}, H_{\text{RW}}}^{k_1, k_2, \lambda_d(l, r), \bar{x}, \bar{y}, f, g} \left[ F(l, r, \bar{\mathcal{L}}) \right].
\]

Here we have entrance data \(\bar{x} = (\mathcal{L}_{k_1}(l), \ldots, \mathcal{L}_{k_2}(l))\), exit data \(\bar{y} = (\mathcal{L}_{k_1}(r), \ldots, \mathcal{L}_{k_2}(r))\), upper boundary curve \(f = \mathcal{L}_{k_1-1}(\lambda_d(l, r))\) and lower boundary curve \(g = \mathcal{L}_{k_2+1}(\lambda_d(l, r))\). The ensemble \(\bar{\mathcal{L}}\) on the right-hand side above is independently draw according to the \(P_{\hat{H}, H_{\text{RW}}}^{k_1, k_2, \lambda_d(l, r), \bar{x}, \bar{y}, f, g}\) measure. From Lemma 2.11, for any \(a, b \in \Lambda_d\), we have
\[
P_{\hat{H}, H_{\text{RW}}}^{k_1, k_2, \lambda_d(l, r), \bar{x}, \bar{y}, f, g} \left[ F(l, r, \bar{\mathcal{L}}) \right] \cap \{l = a, r = b\}
\]
is measurable in \(\mathcal{F}_{\text{ext}}([k_1, k_2]_\mathbb{Z} \times \Lambda_d(a, b))\). Because \(l\) and \(r\) take discrete values, the right hand side of (2.12) is measurable in \(\mathcal{F}_{\text{ext}}([k_1, k_2]_\mathbb{Z} \times \Lambda_d(l, r))\).

### 2.3. Assumptions on \((\hat{H}, H_{\text{RW}}, N)\) and the main result.

In this section we make four key assumptions on the interaction Hamiltonians and the random walk Hamiltonians. The convexity assumptions A1 and A2 are used to show the crucial monotone coupling Lemma 2.17. The assumption A3 ensures that interaction Hamiltonians took \(\mathbf{H}(x) = e^x\). The assumption A4 is about another important ingredient, the KMT type coupling between random walk bridges and Brownian bridges. The existence of such coupling for random walk bridges is the main topic studied in [DW].

**Assumption A1.** \(\mathbf{H}\) satisfies the following properties:

1. \(\mathbf{H}(a)\) is non-increasing in terms of \(a_1, a_2, a_3\) and is non-decreasing in terms of \(a_4, a_5, a_6\).
2. Let \(a, \bar{b} \in (\mathbb{R} \cup \{\pm \infty\})^6\) and \(\delta > 0\). Suppose \(a_i \geq b_i\) for \(i = 1, 2, \ldots, 6\) and \(a_k = b_k\) for some \(k \in \{1, 2, \ldots, 6\}\). Denote
   \[
a'_i = \begin{cases} 
      a_k + \delta & i = k \\
      a_i & i \neq k
   \end{cases}, \quad
   b'_i = \begin{cases} 
      b_k + \delta & i = k \\
      b_i & i \neq k
   \end{cases}.
   \]
Then for any $\bar{a}, \bar{b} \in (\mathbb{R} \cup \{\pm \infty\})^6$ and any $\delta > 0$, we require

$$-\bar{H}(\bar{a}) + \bar{H}(\bar{a}) \geq -\bar{H}(\bar{b}) + \bar{H}(\bar{b}).$$

**Assumption A2.** The random walk Hamiltonian function $\bar{H}^{RW} : \mathbb{R} \to (-\infty, \infty)$ is convex.

For a convex Hamiltonian $\bar{H}$, it is known in the work of [CH16] that the $\bar{H}$-Brownian bridge line ensemble has certain monotonicity properties. For example, if $f$, $g$, $\bar{x}$ or $\bar{y}$ increase pointwise, then the resulting line ensemble can be coupled to the original one so as to dominate it pointwise. We extend these properties to line ensemble under Assumption A1 on $\bar{H}$ and convexity of $\bar{H}^{RW}$. Without such convexity, the constructive proof we give for monotonicity fails. We remark that [CD] involves a line ensemble which lacks this convexity. Therein they develop a new, weaker type of monotonicity (in terms of certain expectation values and up to certain constants) which turns out to be sufficient for proving tightness in the manner of [CH16].

We have the following lemma which allows us to couple different discrete line ensembles.

**Lemma 2.17.** Fix $k_1 \leq k_2$ with $k_1, k_2 \in \mathbb{R}$ and $a < b$ with $a, b \in \Lambda_d$. For $i = 1, 2$, fix vectors $(\bar{x}, \bar{y}) \in \mathbb{R}^{k_2 - k_1 + 1}$, and functions $f^i : \Lambda_d(a, b) \to \mathbb{R} \cup \{\infty\}$, $g^i : \Lambda_d(a, b) \to \mathbb{R} \cup \{-\infty\}$. Suppose that for $i = 1, 2$,

$$Z_{\bar{H}^{RW}}^{k_1, k_2, \Lambda_d(a, b), \bar{x}, \bar{y}, f^i, g^i} > 0.$$

See (2.8) for the definition. For $i \in \{1, 2\}$, let $Q^i = \{Q_j^i\}_{j=k_1}^{k_2}$ be a $[k_1, k_2]_Z \times \Lambda_d(a, b)$-indexed line ensemble on a probability space $(\Omega^i, \mathcal{B}^i, \mathbb{P}^i)$ where $\mathbb{P}^i = \mathbb{P}^i_{\bar{H}, \bar{H}^{RW}}^{k_1, k_2, \Lambda_d(a, b), \bar{x}, \bar{y}, f^i, g^i}$.

Assume $\bar{H}$ satisfies Assumption A1 and $\bar{H}^{RW}$ satisfies Assumption A2. Assume that the $i = 1$ vectors and functions are pointwise greater than or equal to their $i = 2$ counterparts (e.g. $f^1(u) \geq f^2(u)$ for all $u \in \Lambda_d(a, b)$). Then there exists a coupling of the probability measure $\mathbb{P}^1$ and $\mathbb{P}^2$ such that almost surely $Q_j^1(u) \leq Q_j^2(u)$ for all $j \in [k_1, k_2]_Z$ and $u \in \Lambda_d(a, b)$.

The proof of this lemma is given in Section [E] of the paper following the Glauber dynamics approach of [CH14, CH16] which realizes the line ensemble as the invariant measure of a Markov chain on trajectories. Assumption A1 on $\bar{H}$ and convexity of $\bar{H}^{RW}$ are sufficient conditions under which the Markov chains can be coupled, hence proving coupling of their invariant measures as well.

Next two assumptions are about large $N$ behavior of a sequence of interaction and random walk Hamiltonians $\{\bar{H}^N, \bar{H}^{RW,N}\}_{N \in \mathbb{N}}$. Note that the underlying discrete set is also varying in $N$. Let $\{d_N\}_{N \in \mathbb{N}}$ be sequence which decreases to zero and set $\Lambda_d^N = d_N Z$.

Assumption A3 compares $\bar{H}^N$ with $\bar{H}(x) = e^x$. The Hamiltonian $\bar{H}(x) = e^x$ is particularly important because the KPZ line ensembles satisfy $\bar{H}$-Brownian Gibbs property [CH16].

We first define modulus of continuity for continuous functions. Let $K \in \mathbb{N}$, $a < b$ and $r > 0$. For a continuous function $f = (f_1, f_2, \cdots, f_K) \in C([1, K]_Z \times [a, b], \mathbb{R})$, the $r$-modulus of continuity is defined as

$$\omega_{(a,b)}(f, r) = \sup_{1 \leq i \leq K} \sup_{u, t \in [a, b], |u-t| \leq r} |f_i(u) - f_i(t)|. \quad (2.13)$$

**Assumption A3.** There exists a constant $C_1 > 0$ such that the following holds. Fix arbitrary $k \in \mathbb{Z}$, $a < b$ with $a, b \in \Lambda_d^N$ and $\mathcal{L} = (\mathcal{L}_k, \mathcal{L}_{k+1}) \in C([k, k+1]_Z \times [a, b], \mathbb{R})$, it
holds that
\[
\left| \sum_{u \in \Lambda^N_{\{a,b\}}} \mathcal{H}^N(\mathcal{L}, k, u) \right| \int_a^b \exp(\mathcal{L}_{k+1} - \mathcal{L}_k(u))du - 1 \leq e^{C_1(a, b, \mathcal{L}, d_N)+d_N} - 1.
\]

The last Assumption A4 is a strong (KMT) coupling between Brownian bridges and random walk bridges. Recall that \(B_L : [0, L] \to \mathbb{R}\) is the standard Brownian bridge defined in Definition 2.3. Given \(L \in d_N\mathbb{N}\) and \(z \in \mathbb{R}\), we denote by \(S^N_{L,z} : [0, L]\) the random walk bridge defined in Definition 2.8 using \(H^{RW, N}\) and \(\Lambda^N_N = d_N\mathbb{Z}\).

Under suitable requirements on \(H^{RW, N}\), Donsker invariance principle says that \(S^N_{L,z}(u)\) converges weakly to \(B_L(u) + L^{-1}zu\) as \(N\) goes to infinity, while KMT coupling provides a quantitative estimate for this convergence rate. For the original classical result on the case of random walks with exponential moment, see [KMT] and a recent treatment for the case of random walk bridges is considered in [DW].

**Assumption A4.** There exist constants \(0 < a_1, a_2 < \infty\) such that the following statement holds. For any \(N \in \mathbb{N}\), any \(L > 0\) with \(d_N^{-1}L \in \mathbb{N}\), there exists a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) on which a Brownian bridge \(B_L(u)\) and a family of random walk bridges \(\{S^N_{L,z}(u)\}_{z \in \mathbb{R}}\) are defined. For all \(z \in \mathbb{R}\), one has the following estimate
\[
\mathbb{P} \left[ \sup_{0 \leq u \leq L} \left| B_L(u) + L^{-1}zu - S^N_{L,z}(u) \right| \geq a_1d_N^{1/2}\log(d_N^{-1}L) \right] \leq a_2(d_N^{-1}L)^{-1}e^{2^2/L}.
\]
Moreover, \(S^N_{L,z}(u)\) is realized as a measurable map \(F : \mathbb{R} \times \Omega \to C([0, L], \mathbb{R})\).

Under assumptions A1-A4, we are ready to state the main result of this paper.

**Theorem 2.18.** Let \(\{H^N, H^{RW, N}\}_{N \in \mathbb{N}}\) be a sequence of interaction and random walk Hamiltonians, \(\{d_N\}_{N \in \mathbb{N}}\) be a sequence which decreases to zero and let \(\Lambda^N = d_N\mathbb{Z}\). Fix \(K \in \mathbb{N} \cup \{\infty\}\), let \(L^N\) be a \([1, K]_z \times \Lambda^N_{\{a,b\}}\) indexed discrete line ensemble that enjoys the discrete \((H^N, H^{RW, N})\)-Gibbs property. Here we adopt the convention that \(L^N_0 = +\infty\) and \(L^N_{K+1} = -\infty\).

Assume that \((H^N, H^{RW, N}, \Lambda^N_{\{a,b\}})\) satisfies assumptions A1-A4. Moreover, assume that \(L^N(u) + u^2/2\), defined through linear interpolation, converges weakly to stationary process as a \(\{1\} \times \mathbb{R}\)-indexed line ensembles. Then the following statements hold.

1. For any \(T > 0\) and \(1 \leq k \leq K\), the restriction of the line ensemble \(L^N\) to \([1, k]_z \times [-T, T]\) is sequentially compact as \(N\) varies.
2. Furthermore, any subsequential limit line ensemble \(L^\infty\) satisfies \(H\)-Brownian Gibbs property with \(H(x) = e^x\).

### 3. Proof of Theorem 2.18

We first present in Subsection 3.1 two propositions concerning upper bounds and lower bounds of \(L^N\). Next, we record a few estimates on random walk bridges and \((H^N, H^{RW, N})\)-discrete Gibbs line ensembles in Subsection 3.2. Then we prove Theorem
2.18 in the last two subsections.

3.1. Two key propositions.

**Proposition 3.1.** Continue with the notation and assumption of Theorem 2.18. Fix arbitrary \( k \in [1, K] \mathbb{Z}, \varepsilon \in (0, 1) \) and \( x_0 > 0 \). There exists \( R_k = R_k(\varepsilon) > 0 \) and \( N_1 = N_1(k, x_0, \varepsilon) \in \mathbb{N} \) such that the following holds. For any \( \bar{x} \in [-x_0, x_0] \) and \( N \geq N_1 \), we have

\[
P \left( \inf_{u \in \Lambda_N^k[\bar{x}-1, \bar{x}+1]} (\mathcal{L}^N_k(u) + u^2/2) < -R_k \right) < \varepsilon.
\]

**Proposition 3.2.** Continue with the notation and assumption of Theorem 2.18. Fix arbitrary \( k \in [1, K] \mathbb{Z}, \varepsilon \in (0, 1) \) and \( x_0 > 0 \). There exists \( \hat{R}_k = \hat{R}_k(\varepsilon) > 0 \) and \( N_2 = N_2(k, x_0, \varepsilon) \in \mathbb{N} \) such that the following holds. For any \( \bar{x} \in [-x_0, x_0] \) and \( N \geq N_2 \), we have

\[
P \left( \sup_{u \in \Lambda_N^k[\bar{x}-1, \bar{x}+1]} (\mathcal{L}^N_k(u) + u^2/2) > \hat{R}_k \right) < \varepsilon.
\]

The proofs of the above propositions are postponed to Section 4.

3.2. Estimates for random walk bridges and \((\tilde{H}^N, \mathbf{H}^{\text{RW},N})\) line ensembles. In this subsection we prove a few lemmas which we need in the proof of main Theorem 2.18. Recall that \( B_L \) is the Brownian bridge defined in Definition 2.3. The following lemma can be found in [KS, Chapter 4, (3.40)].

**Lemma 3.3.** For all \( s > 0 \), it holds that

\[
P \left( \sup_{u \in [0, L]} B_L(u) > s \right) = e^{-2s^2/L}.
\]

The next lemma is an analogue for random walk bridges which satisfy Assumption A4.

**Lemma 3.4.** Fix \( L_2 \geq L_1 > 0 \), \( z_0 \geq 0 \) and \( s_0 \geq 1 \). Suppose that \( \mathbf{H}^{\text{RW},N} \) satisfies Assumption A4 with respect to \( \Lambda_d^N = d_N \mathbb{Z} \). Then there exists \( N_0 = N_0(L_1, L_2, s_0, z_0) \) such that the following holds. For any \( |z| \leq z_0, 1 \leq s \leq s_0, L_1 \leq L \leq L_2 \) and \( N \geq N_0 \), let \( \tilde{S}^N_{L,z}(u) \) be the random walk bridge defined in Definition 2.8 with respect to \( \mathbf{H}^{\text{RW},N} \) and \( \Lambda_d^N \). It holds that

\[
P \left( \sup_{u \in [0, L]} (\tilde{S}^N_{L,z}(u) - L^{-1}zu) > s \right) \leq e^{-s^2/L}.
\]

**Proof.** Let \( a_1, a_2 \) be the constants determined in Assumption A4. We take \( N_0 \) to be the smallest number such that the following two inequalities hold for all \( N \geq N_0 \):

\[
a_1 d_N^{1/2} \log(d_N^{-1}L_2) \leq 1 - 2^{-1} \sqrt{3},
\]

\[
a_2 (d_N^{-1}L_1)^{-1} e^{2s/L_1} \leq \min_{1 \leq s \leq s_0} \left( e^{-s^2/2L} - e^{-3s^2/(2L)} \right).
\]

(3.1)
Combining Assumption A4, Lemma 3.3 (3.1) and \( s \geq 1 \), we get
\[
\begin{align*}
\mathbb{P} \left( \sup_{u \in [0,L]} \left( S_{L,z}^N(u) - L^{-1}zu \right) > s \right) \\
\leq \mathbb{P} \left( \sup_{u \in [0,L]} B_L(u) > 2^{-1} \sqrt{3}s \right) + \mathbb{P} \left( \sup_{u \in [0,L]} \left| B_L(u) + Lzu - \bar{S}_{L,z}^N(u) \right| > (1 - 2^{-1} \sqrt{3})s \right) \\
\leq e^{-s^2/L}.
\end{align*}
\]

Next, we compare the normalizing constants defined in (2.2) and (2.8). This is the content of Proposition 3.7. To prove Proposition 3.7, we need the following two lemmas.

**Lemma 3.5.** Let \( H(x) = e^x, \{ \hat{H}^N \}_{N \in \mathbb{N}} \) be a sequence of Hamiltonians, \( \{ d_N \}_{N \in \mathbb{N}} \) be a sequence which decreases to 0 and set \( \Lambda^N_d = d_N \mathbb{Z} \). We assume that \( \{ \hat{H}^N, \Lambda^N_d \} \) satisfies Assumption A3. Then there exists a constant \( C_2 \) depending on the constant \( C_1 \) in Assumption A3 such that the following holds.

Fix arbitrary \( k_1 \leq k_2 \) with \( k_1, k_2 \in \mathbb{Z} \), \( a < b \) with \( a, b \in \Lambda^N_d \) and \( \hat{\mathcal{L}} = (\mathcal{L}_{k_1 - 1}, \mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2 + 1}) \) in \( C([k_1 - 1, k_2 + 1]_\mathbb{Z} \times \Lambda^N_d(a,b], [b]) \). We set \( \bar{x} = (\mathcal{L}_{k_1}(a), \ldots, \mathcal{L}_{k_2}(a)), \bar{y} = (\mathcal{L}_{k_1}(b), \ldots, \mathcal{L}_{k_2}(b)), f = \mathcal{L}_{k_1 - 1}, g = \mathcal{L}_{k_2 + 1} \) and \( \hat{\mathcal{L}} = (\mathcal{L}_{k_1}, \ldots, \mathcal{L}_{k_2}) \). It holds that
\[
\left| W_{\hat{H}^N}^{k_1,k_2,\Lambda^N_d(a,b),\bar{x},\bar{y},f,g}(\hat{\mathcal{L}}) - W_{H}^{k_1,k_2,\Lambda^N_d(a,b),\bar{x},\bar{y},f,g}(\mathcal{L}) \right| \leq C_2 \left( \omega_{(a,b)}(\hat{\mathcal{L}},d_N) + d_N \right),
\]
See [2.13] for the definition of \( \omega_{(a,b)} \).

**Proof.** To simplify the notation, we denote
\[
W = W_{\hat{H}}^{k_1,k_2,\Lambda^N_d(a,b),\bar{x},\bar{y},f,g}(\hat{\mathcal{L}}) \text{ and } W^N = W_{H}^{k_1,k_2,\Lambda^N_d(a,b),\bar{x},\bar{y},f,g}(\mathcal{L}).
\]

From (2.1) and (2.6), we have
\[
\begin{align*}
- \log W &= \sum_{i=k_1-1}^{k_2} \int_a^b \exp(\mathcal{L}_{i+1}(u) - \mathcal{L}_i(u)) du, \\
- \log W^N &= \sum_{i=k_1-1}^{k_2} \sum_{u \in \Lambda^N_d(a,b)} \hat{H}^N(\mathcal{L}_i, i, u).
\end{align*}
\]

Under Assumption A3, we obtain
\[
\left| \log W^N / \log W - 1 \right| \leq e^{C_1(\omega_{(a,b)}(\hat{\mathcal{L}},d_N) + d_N)} - 1.
\]

If we further assume \( \omega_{(a,b)}(\hat{\mathcal{L}},d_N) + d_N \leq 1 \), then by the mean value theorem it holds that
\[
e^{C_1(\omega_{(a,b)}(\hat{\mathcal{L}},d_N) + d_N)} - 1 \leq C_1 e^{C_1 \left( \omega_{(a,b)}(\hat{\mathcal{L}},d_N) + d_N \right)}.
\]

Hence
\[
\left| \log W^N / \log W - 1 \right| \leq C_1 e^{C_1 \left( \omega_{(a,b)}(\hat{\mathcal{L}},d_N) + d_N \right)}.
\]

Further assuming \( \omega_{(a,b)}(\hat{\mathcal{L}},d_N) + d_N \leq (2C_1)^{-1} e^{-C_1}, \) the right hand side of (3.2) is bounded from above by \( 2^{-1} \). Applying the elementary inequality (which we prove at the end)
\[
|\alpha^{1+\beta} - \alpha| \leq |\beta| \text{ for all } \alpha \in (0,1] \text{ and } |\beta| \leq 2^{-1}
\]

with $\alpha = W$ and $1 + \beta = \log W^\gamma / \log W$, we conclude from (3.2) that

$$W^\gamma - W = C_1 e^{C_1} \left( \omega_{(a,b)}(\ell, d_N) + d_N \right),$$

provided $\omega_{(a,b)}(\ell, d_N) + d_N \leq \min\{1, (2C_1)^{-1} e^{-C_1}\}$.

Suppose $\left( \omega_{(a,b)}(\ell, d_N) + d_N \right) > \min\{1, (2C_1)^{-1} e^{-C_1}\}$. From (2.1) and (2.6), the Boltzmann weights take values in $[0, 1]$. Therefore,

$$|W_N - W| \leq \min\{1, (2C_1)^{-1} e^{-C_1}\} \left( \omega_{(a,b)}(\ell, d_N) + d_N \right).$$

Combining (3.4) and (3.5), the assertion holds by taking $C_2 = \max\{1, 2C_1 e^{C_1}\}$.

It remains to prove (3.3). For any $\alpha > 0$ and $|\beta| \leq 1/2$, from the mean value theorem, it holds that

$$|\alpha^{1+\beta} - \alpha| = |\alpha^{1+\beta'} \log \alpha||\beta|$$

for some $|\beta'| \leq 1/2$. Then (3.3) follows the fact that

$$\sup_{\alpha \in [0, 1]} |\alpha^{1+\beta'} \log \alpha| \leq \sup_{\alpha \in [0, 1]} |\alpha^{1/2} \log \alpha| \leq 1.$$

Lemma 3.6. Let $H(x) = e^x$. There exists a constant $C_3$ such that the following holds.

Fix arbitrary $k_1 \leq k_2$ with $k_1, k_2 \in \mathbb{Z}$, $a < b$ and $\hat{\mathbf{c}} = \left( C_{k_1-1}, C_{k_1}, \ldots, C_{k_2+1} \right)$ in $C([k_1 - 1, k_2 + 1] \times [a, b], \mathbb{R})$ with $i = 1, 2$. We set $\hat{x}^i = (\hat{x}_{k_1}^i(a), \ldots, \hat{x}_{k_2}^i(a))$, $\hat{y}^i = (\hat{y}_{k_1}^i(b), \ldots, \hat{y}_{k_2}^i(b))$, $f^i = L_{k_1-1}^i$, $g^i = L_{k_2+1}^i$ and $L^i = (L_{k_1}, \ldots, L_{k_2})$. Let

$$\|\hat{\mathbf{c}}^1 - \hat{\mathbf{c}}^2\| = \sup_{a \leq u \leq b} \left| L_k^1(u) - L_k^2(u) \right|.$$

Then it holds that

$$W_{H}^{k_1, k_2, (a, b), \hat{x}^1, \hat{y}^1, \hat{x}^2, \hat{y}^2} (L^1) - W_{H}^{k_1, k_2, (a, b), \hat{x}^2, \hat{y}^2} (L^2) \leq C_3 \|\hat{\mathbf{c}}^1 - \hat{\mathbf{c}}^2\|.$$

Proof. To simplify the notation, we denote

$$W^i = W_{H}^{k_1, k_2, (a, b), x^i, y^i} (L^i).$$

For any $k \in [k_1 - 1, k_2] \mathbb{Z}$, we have

$$\left| \int_a^b \frac{\exp(L_{k+1}^1(u) - L_k^1(u)) du}{\exp(L_{k+1}^2(u) - L_k^2(u)) du} - 1 \right| \leq e^2 \|\hat{\mathbf{c}}^1 - \hat{\mathbf{c}}^2\| - 1.$$

Together with

$$-\log W^i = \sum_{k = k_1 - 1}^{k_2} \int_a^b \exp \left( \mathcal{L}_{k+1}^i(u) - \mathcal{L}_k^i(u) \right) du,$$

we have

$$\left| \log W^1 / \log W^2 - 1 \right| \leq e^2 \|\hat{\mathbf{c}}^1 - \hat{\mathbf{c}}^2\| - 1.$$
If we assume \( \|\hat{L}^1 - \hat{L}^2\| \leq 1 \), by the mean value theorem, it holds that
\[
|\log W^1/ \log W^2 - 1| \leq 2e^2\|\hat{L}^1 - \hat{L}^2\|.
\]
Further assuming that \( \|\hat{L}^1 - \hat{L}^2\| \leq 4^{-1}e^{-2} \), we can apply \((3.3)\) with \( \alpha = W^2 \) and \( 1 + \beta = \log W^1/ \log W^2 \), to get
\[
|W^1 - W^2| \leq 2e^2\|\hat{L}^1 - \hat{L}^2\|.
\]
Suppose \( \|\hat{L}^1 - \hat{L}^2\| > 4^{-1}e^{-2} \). We can simply use
\[
|W^1 - W^2| \leq 1 \leq 4e^2\|\hat{L}^1 - \hat{L}^2\|.
\]
Thus the desired result follows by taking \( C_3 = 4e^2 \). □

The following proposition shows under suitable assumptions, the normalizing constants \( Z_{\mathcal{H}}^{\mathcal{N},\mathcal{H}^{RW,N}} \) converge to \( Z_{\mathcal{H}}^{\mathcal{N},\mathcal{H}^{RW,N}} \) with \( \mathcal{H}(x) = e^x \). See Definitions 2.4 and 2.9 for the definitions of these normalizing constants.

**Proposition 3.7.** Let \( \mathcal{H}(x) = e^x \), \( \{\mathcal{H}^N,\mathcal{H}^{RW,N}\}_{N \in \mathbb{N}} \) be a sequence of interaction and random walk Hamiltonians, \( \{d_N\}_{N \in \mathbb{N}} \) be a sequence which decreases to zero and let \( \Lambda_d^N = d_N \mathcal{Z} \). Suppose \( \mathcal{H}^N,\mathcal{H}^{RW,N},\Lambda_d^N \) satisfy Assumption A3 and Assumption A4. Then for any \( k_0 \in \mathbb{N}, 0 < L_1 < L_2, z_0 > 0 \) and \( \varepsilon > 0 \), there exists \( N_0 \) and \( \delta > 0 \) such that the following statement holds.

Fix arbitrary \( N \in \mathbb{N} \) with \( N \geq N_0 \), \( k_1, k_2 \in \mathbb{Z} \) with \( 0 \leq k_2 - k_1 \leq k_0 \), \( a, b \in \Lambda_d^N \) with \( L_1 \leq b - a \leq L_2 \), \( \bar{x} = (x_{k_1}, \ldots, x_{k_2}), \bar{y} = (y_{k_1}, \ldots, y_{k_2}) \), with \( \sup_{k_1 \leq k \leq k_2} |x_k - y_k| \leq z_0 \) and two continuous functions \( f, g \in C([a, b], \mathbb{R}) \) with \( \omega(a,b)(f,d_N) + \omega(a,b)(g,d_N) < \delta \).

Let \( B : [k_1, k_2] \mathcal{Z} \times [a, b] \rightarrow \mathbb{R} \) and \( \bar{S}^N : [k_1, k_2] \mathcal{Z} \times \Lambda_d^N \rightarrow \mathbb{R} \) be the line ensembles with laws \( \mathbb{P}_{\mathcal{H}}^{k_1,k_2,a,b,\bar{x},\bar{y}} \) and \( \mathbb{P}_{\mathcal{H}^{RW,N},\mathcal{H}}^{k_1,k_2,a,b,\bar{x},\bar{y}} \) respectively. (See Definitions 2.4 and 2.8.) Then \( \bar{S}^N \) and \( B \) can be coupled in one probability space. Moreover, given two events \( J \) and \( J' \) with \( \mathbb{P}(J \Delta J') < \varepsilon', \) we have
\[
\mathbb{E}\left[ |W_{\mathcal{H}}^{k_1,k_2,a,b,\bar{x},\bar{y},f,g}(\bar{S}^N)\mathbb{1}_J| - \mathbb{E}\left[ \mathbb{E}\left[ W_{\mathcal{H}}^{k_1,k_2,a,b,\bar{x},\bar{y},f,g}(B)\mathbb{1}_J\right]\right]\right] < \varepsilon + \varepsilon'.
\]
In particular, by taking \( J = J' \) to be the whole probability space, we have
\[
\left| Z_{\mathcal{H}}^{k_1,k_2,a,b,\bar{x},\bar{y},f,g}(\mathcal{H}^{RW,N}) - Z_{\mathcal{H}}^{k_1,k_2,a,b,\bar{x},\bar{y},f,g}(\mathcal{H}) \right| < \varepsilon.
\]
**Proof.** Let \( \delta_1, \delta_2 \) be two small numbers to be determined. From Assumption A4, we can couple \( \bar{S}^N \) and \( B \) in the same probability space such that for each \( k \in [k_1, k_2] \mathcal{Z} \),
\[
\mathbb{P}\left( \sup_{a \leq u \leq b} \left| B_k(u) - \bar{S}^N_k(u) \right| > a_1d_N^{1/2} \log(d_N^{-1}L_2) \right) \leq a_2(d_N^{-1}L_1)^{-1}e^{-\varepsilon_0/2L_1}.
\]
Define the events
\[
A_{1,N} = \{\omega(a,b)(B,d_N) < \delta_1\},
\]
\[
A_{2,N} = \left\{ \sup_{a \leq u \leq b,k_1 \leq k \leq k_2} \left| B_k(u) - \bar{S}^N_k(u) \right| < \delta_2 \right\},
\]
\[
A_N = A_{1,N} \cap A_{2,N}.
\]
Take $N_0$ large enough such $a_1 d_{N_0}^{1/2} \log(d_{N_0}^{-1} L_2) < \delta_2$. Then (3.6) implies for all $N \geq N_0$, it holds that $\mathbb{P}(A_{N}^2) \leq k_0 \omega_2(d_{N_0}^{-1} L_2)^{-1} e^{\epsilon_0 L_1}$. Hence through taking $N_0$ large enough, we have $\mathbb{P}(A_{N}^2) \leq \epsilon$. Also, for $N_0$ large enough depending on $L_2, z_0, k_0$ and $\delta_1$, we have $\mathbb{P}(A_{1,N}^c) \leq \epsilon$ for all $N \geq N_0$. In short, we obtain that

$$\mathbb{P}(A_N^c) \leq 2\epsilon.$$ 

When the event $A_N$ occurs, it holds that $\omega_{(a,b)}(S^N, d_N) \leq \delta_1 + 2\delta_2$. Hence, by applying Lemma 3.5 and 3.6 we get

$$\mathbb{P}(A_N) \leq \mathbb{P}(A_{N}^c) \leq 2\epsilon.$$ 

Combining (3.7), (3.8) and the fact that Boltzmann weights take values in $[0, 1]$, we conclude that

$$\mathbb{P}(A_{N}^c) \leq 2\epsilon.$$ 

\[\mathbb{P}(A_N^c) \leq 2\epsilon.\]

\[\mathbb{P}(A_N^c) \leq 2\epsilon.\]

3.3. Proof of Theorem 2.18 (1). In this subsection, we prove Theorem 2.18 (1). The core of the proof is an estimate on the normalizing constants for $(H^N, H^{RW,N})$-Gibbs line ensembles, which we show in the lemma below. The analogous result for $H$-Brownian Gibbs line ensembles in proved in [CH16] Proposition 6.4.

Lemma 3.8. Continue with the notation and assumption of Theorem 2.18. Fix $k_1 \leq k_2$ with $k_1, k_2 \in [1, K]$, $0 < L_1 < L_2$ and $\epsilon > 0$. Then there exists $\delta = \delta(k_2, L_1, L_2, \epsilon)$, and $N_0 = N_0(k_2, L_1, L_2, \epsilon)$ such that the following holds.

Fix arbitrary $N \geq N_0$, and $a, b \in \Lambda^N_{[-L_2, L_2]}$ with $L_1 \leq b - a$. We have

$$\mathbb{P}\left(\bar{Z}_{H^N, H^{RW,N}}^{k_1, k_2, \Lambda^N_{[-L_2, L_2]}(a, b), \bar{x}, \bar{y}, f, g < \delta}\right) < \epsilon,$$

where $\bar{x} = (\mathcal{L}^N_i(a))_{i=k_1}, \bar{y} = (\mathcal{L}^N_i(b))_{i=k_1}, f = \mathcal{L}^N_{k_1-1}, g = \mathcal{L}^N_{k_2+1}$. 


Proof. Propositions 3.1 and 3.2 imply that there exists $M > 0$, depending on $k_2, L_2$ and $\varepsilon$, such that the event
\[
E := \left\{ \min_{u \in \Lambda^N_{[a,b]}} \mathcal{L}^N_{k_{1}-1}(u) > -M \right\} \cap \left\{ \max_{u \in \Lambda^N_{[a,b]}} \mathcal{L}^N_{k_{2}+1}(u) < M \right\}
\]
\[
\cap \left\{ |\mathcal{L}^N_i(u)| \leq M, \text{ for all } u \in [a, b], \ i \in [k_1, k_2]Z \right\}
\]
has probability $\mathbb{P}(E) \geq 1 - \varepsilon$.

Let $\delta > 0$ be a small number to be specified soon. Define the event (with $\bar{x}, \bar{y}, f, g$ as in the statement of the lemma)
\[
D := \left\{ Z_{k_1,k_2,\Lambda^N_{[a,b]}},\bar{x},\bar{y},f,g \in \mathcal{D} \right\}
\]
Since $\mathbb{P}(E^c) < \varepsilon$ and $\mathbb{P}(D) \leq \mathbb{P}(D \cap E) + \mathbb{P}(E^c)$, it suffice to show that $\mathbb{P}(D \cap E) = 0$.

Due to the monotonicity of Assumption A1 (1), we have
\[
\mathbb{P} \left( Z_{k_1,k_2,\Lambda^N_{[a,b]}},\bar{x},\bar{y},f,g \in \mathcal{D} \right) \leq \mathbb{P} \left( Z_{k_1,k_2,\Lambda^N_{[a,b]}},\bar{x},\bar{y},f,g \in \mathbb{E} \right).
\]
Let $\delta = 2^{-1} \inf \mathbb{Z}_{k_1,k_2,\Lambda^N_{[a,b]}},\bar{x},\bar{y},f,g \in \mathcal{D}$, where the infimum is taking over $\bar{x}', \bar{y}' \in [-M, M]^{k_2-k_1+1}$. By Proposition 3.1 there exists $N_0$ depending on $k_2, L_1, L_2, M$ and $\delta$ such that for $N \geq N_0$,
\[
\mathbb{P} \left( Z_{k_1,k_2,\Lambda^N_{[a,b]}},\bar{x},\bar{y},f,g \in \mathcal{D} \right) = \mathbb{P} \left( Z_{k_1,k_2,\Lambda^N_{[a,b]}},\bar{x},\bar{y},f,g \in \mathcal{E} \right) \leq \delta \mathbb{P} \left( Z_{k_1,k_2,\Lambda^N_{[a,b]}},\bar{x},\bar{y},f,g \in \mathcal{E} \right).
\]
Under the above arrangement, $D \cap E = \emptyset$. \qed

Before giving the proof of Theorem 2.18(1), let us recall a tightness criterion for random continuous functions. For a continuous function $f = (f_1, f_2, \ldots, f_k) \in C([1, k]Z \times [a, b], \mathbb{R})$ and $r > 0$, $\omega(a,b)(f, r)$ defined in (2.13) measures the modulus of continuity of $f$. Consider a sequence of probability measures $\mathbb{P}_N$ on $C([1, k]Z \times [a, b], \mathbb{R})$ and define the event
\[
U_{[a,b]}(\omega, r) := \{ \omega(a,b)(f, r) \leq \varrho \}.
\]
As an immediate generalization of [33], Theorem 8.2, a sequence of probability measures on $C([1, k]Z \times [a, b], \mathbb{R})$ is tight if, for each $i \in [1, k]Z$, the one-point distribution of $f_i(u_0)$ at a fixed $u_0 \in [a, b]$ is tight and if, for each positive $\varrho$ and $\eta$, there exists $r > 0$ and an integer $N_0$ such that for $N \geq N_0$,
\[
\mathbb{P}_N(U_{[a,b]}(\varrho, r)) \geq 1 - \eta.
\]
This tightness criterion will be applied to $\mathcal{L}^N$ restricted on a compact interval.

Proof of Theorem 2.18 (1). We present only the argument of the case $1 \leq k < K$. The case $k = K$ can be proved analogously. Fix $T > 0$. Recall that $\{\mathcal{L}^N\}_{N \in \mathbb{N}}$ is a sequence of $[1, K]Z \times \Lambda^N$-indexed line ensemble which has $(\mathbb{H}^N, \mathbb{H}^{RW,N})$-Gibbs property. We denote $\mathbb{P}_N \mathbb{E}_N$ as the corresponding probability measures on $C([1, k]Z \times [-T, T], \mathbb{R})$. We denote $\mathbb{E}_N$ as the expectations of $\mathbb{P}_N$. We aim to show that $\mathbb{P}_N$ is tight in $N$.

From Propositions 3.1 and 3.2, the sequence of random variables $\{\mathcal{L}^N_i(0)\}_{N \in \mathbb{N}}$ is tight in $N$ for all $i \in [1, k]Z$. This gives the one point tightness. It remains to verify that, for any $\varrho, \eta > 0$, there exist $r$ and $N_0$ depending on $k, T, \varrho$ and $r$ such that for $N \geq N_0$, it holds that
\[
\mathbb{P}_N(U_{[-T,T]}(\varrho, r)) \geq 1 - \eta,
\]
where $U_{[-T,T]}(\varrho,r)$ is defined in (3.9).

For $M > 0$, we define the event

$$S_{N,M} := \left\{ L^N_i(\pm T) \in [-M, M] \text{ for all } i \in [1, k] \right\}.$$  

Propositions 3.1 and 3.2 imply there exist $M$ and $N_0$ depending on $k, T$ and $\eta$ such that

$$P(S_{N,M}) \leq 4^{-1}\eta.$$  

Let $z^N = (L^N_1(T), \ldots, L^N_k(T)), \tilde{y}^N = (L^N_1(T), \ldots, L^N_k(T))$ and $g^N(u) = L^N_{k+1}(u)$. We denote $Z_N$ as a shorthand for

$$Z_N := Z^1_{\mathcal{H}^N, \mathcal{H}_{RW,N}}.$$  

By Lemma 3.8 there exists $\delta$ and $N_0$ depending on $k, N$ and $\eta$ such that for all $N > N_0$, it holds that

$$P_N(\{Z_N < \delta\}) \leq 4^{-1}\eta.$$  

It is enough to prove that for any $\varrho, \eta > 0$, there exists $M, r$ and $N_0$ depending on $\varrho, \eta$ such that for all $N \geq N_0$, it holds that

$$P_N(U_{[-T,T]}(\varrho, r) \cap \{Z_N \geq \delta\} \cap S_{N,M}) > 1 - \eta.$$  

Observe that the event $\{Z_N \geq \delta\} \cap S_{N,M}$ is $\mathcal{F}_\text{ext}([1, K]_Z \times \Lambda^N_d(-T, T))$-measurable. This implies the left-hand side of (3.14) equals

$$\mathbb{E}_N\left[ 1_{Z_N \geq \delta} 1_{S_{N,M}} \mathbb{E}_N[1_{U_{[-T,T]}(\varrho, r)} \mathcal{F}_\text{ext}([1, K]_Z \times \Lambda^N_d(-T, T))] \right].$$  

Denote

$$\tilde{P}_N := P^1_{\mathcal{H}^N, \mathcal{H}_{RW,N}}.$$  

From the $(\mathcal{H}^N, \mathcal{H}_{RW,N})$-Gibbs property enjoyed by $L^N$, it holds $P_N$-almost surely that,

$$\mathbb{E}_N[1_{U_{[-T,T]}(\varrho, r)} \mathcal{F}_\text{ext}([1, K]_Z \times \Lambda^N_d(-T, T))] = \tilde{P}_N(U_{[-T,T]}(\varrho, r)).$$  

Lemma 3.9. Fix arbitrary positive numbers $\varrho, \eta, \delta$ and $M$. There exists $r$ and $N_0$ depending on $k, T, \varrho, \eta, \delta$ and $M$ such that for all $N \geq N_0$,

$$1_{Z_N \geq \delta} 1_{S_{N,M}} \tilde{P}_N(U_{[-T,T]}(\varrho, r)) \geq (1 - 2^{-1}\eta) 1_{Z_N \geq \delta} 1_{S_{N,M}}.$$  

Let us assume Lemma 3.9 holds for the moment and proceed to derive (3.14). Recall that $\delta$ and $M$ are determined by $k, T$ and $\eta$ such that (3.11) and (3.12) hold. Combining Lemma 3.9 and (3.17), there exists $r$ and $N_0$ depending on $k, T, \varrho$ and $\eta$ such that for all $N \geq N_0$, it holds that

$$1_{Z_N \geq \delta} 1_{S_{N,M}} \tilde{P}_N(U_{[-T,T]}(\varrho, r)) \geq (1 - 2^{-1}\eta) 1_{Z_N \geq \delta} 1_{S_{N,M}}.$$  

Combining (3.11), (3.13) and (3.18), we conclude that

$$1_{Z_N \geq \delta} 1_{S_{N,M}} \tilde{P}_N(U_{[-T,T]}(\varrho, r)) \geq (1 - \eta/2)^2 > 1 - \eta.$$  

This completes the proof of (3.14).
Proof of Lemma 3.9. The proof is based on the KMT coupling (Assumption A4) and the modulus of continuity bound for free Brownian bridges.

Recall that $\tilde{P}_N$ is defined in (3.16). We write $\tilde{P}_{\text{free},N}$ for $\tilde{P}_{\text{free},H^{RW,N}}^{1,\Lambda_N^{\text{free}}(-T,T),\bar{x}^N,\bar{y}^N}$ and $\tilde{P}_\text{free}^N$ for its expectation. Also we denote $W_N$ as the $N$-th Boltzmann weight corresponding to $(H^N, \Lambda_N^N)$. See Definition 2.9 for more details. From Definition 2.9 we have

$$\tilde{P}_N(U_{[-T,T]}(\varrho, r)) = Z_N^{-1} \tilde{P}_\text{free}^N(\mathbb{1}_{U_{[-T,T]}(\varrho, r)} W_N).$$

Here $Z_N$ is given in (3.12). Because $W_N$ takes values in $[0, 1]$, we have

$$1_{Z_N \geq \delta} \tilde{P}_N(U_{[-T,T]}(\varrho, r)) \leq \delta^{-1} \tilde{P}_\text{free}^N(U_{[-T,T]}(\varrho, r))^\mathbb{1}_{Z_N \geq \delta}.$$

Therefore, the proof of Lemma 3.9 is reduced to show that for any $\varrho, \eta, \delta$ and $M$, there exit $r$ and $N_0$ such that for all $N \geq N_0$, it holds that

$$1_{S_{N,M}} \tilde{P}_\text{free}^N(U_{[-T,T]}(\varrho, r)) \leq 2^{-1} \delta \eta 1_{S_{N,M}}.$$

The rest of the proof is devoted to show (3.20). From now one we assume each component of $\bar{x}^N$ and $\bar{y}^N$ is contained in $[-M, M]$. We write $\hat{S}^N = (\hat{S}_1^N, \ldots, \hat{S}_k^N)$ for random curve distributed as $\tilde{P}_\text{free}^N$. We denote $B = (B_1, B_2, \ldots, B_k)$ as Brownian bridges distributed as $\tilde{P}_\text{free}^{1,k(-T,T),\bar{x}^N,\bar{y}^N}$. See Definition 2.4 for detailed definition. We will use $U_{[-T,T]}(\hat{S}^N, \varrho, r)$ and $U_{[-T,T]}(B, \varrho, r)$ to denote the event defined in (3.9) for $\hat{S}^N$ or $B$ respectively.

From Assumption A4, $\hat{S}^N$ and $B$ can be coupled in one probability space and we write $\mathbb{P}_cpl^N$ for the coupling measure. From Assumption A4, there exist $a_1, a_2 > 0$ depending on $T, M$ and $k$ such that

$$\mathbb{P}_cpl^N(D_N) \leq a_2(2d_N^{-1}T)^{-1} e^{2M^2/T},$$

where

$$D_N = \left\{ u \in [1, k] : \sup_{u \in [-T, T]} \left| \hat{S}_i^N(u) - B(u) \right| < a_1 d_N^{1/2} \log(2d_N^{-1}T) \right\}.$$

We can now fix $N_0$. Let $N_0$ be the smallest integer such that for all $N \geq N_0$, we have $a_1 d_N^{1/2} \log(2d_N^{-1}T) < \varrho$ and $a_2(2d_N^{-1}T)^{-1} e^{2M^2/T} < 4^{-1} \delta \eta$. This implies that

$$D_N \cap U_{[-T,T]}(\hat{S}^N, \varrho, r) \subseteq U_{[-T,T]}(B, 2\varrho, r),$$

and that

$$\mathbb{P}_cpl^N(D_N) < 4^{-1} \delta \eta.$$

Next, we fix the value of $r$. From the modulus of continuity estimate for free Brownian bridges, there exists $r$ depending on $k, T, \varrho, \eta, \delta$ and $M$ such that

$$\mathbb{P}_cpl^N(U_{[-T,T]}(B, 2\varrho, r)) \leq 4^{-1} \delta \eta.$$

Combining (3.21), (3.22) and (3.23), we get

$$\mathbb{P}_cpl^N(U_{[-T,T]}(\hat{S}^N, \varrho, r)) \leq \mathbb{P}_cpl^N(D_N) + \mathbb{P}_cpl^N(U_{[-T,T]}(B, 2\varrho, r)) \leq 2^{-1} \delta \eta.$$

This finishes the proof of (3.20). □
3.4. Proof of Theorem 2.18 (2). In this subsection, we demonstrate that all sub-sequential limiting line ensembles enjoy the H-Brownian Gibbs property.

Proof of Theorem 2.18 (2). Fix $T > 0$ and $k \in [1, K]$.$\mathbb{Z}$. Without loss of generality, we assume that $d_N$ is summable and that $\mathcal{L}^N|_{[1,k] \times [-T,T]}$ converges weakly to a line ensemble $\mathcal{L}^\infty|_{[1,k] \times [-T,T]}$. See Definition 2.2 for the definition of the weak convergence. We denote them by $\mathcal{L}^N$ and $\mathcal{L}^\infty$ for simplicity. Fix an index $i \in [1, k-1] \mathbb{Z}$ and two times $a, b \in [-T, T]$ with $a < b$. We will show that the law of $\mathcal{L}^\infty$ is unchanged if $\mathcal{L}^i$ is resampled between $a$ and $b$ according to the law $\mathbb{P}^{i,a,b,x,y,\infty,f,\infty,g,\infty}$ with $x^\infty = \mathcal{L}^\infty_i(a), y^\infty = \mathcal{L}^\infty_i(b), f^\infty = \mathcal{L}^\infty_{i-1}, g^\infty = \mathcal{L}^\infty_{i+1}$ and $H = e^r$. The argument can easily be generalized to multiple consecutive curves. Note that the H-Brownian Gibbs property is equivalent to this resampling invariance, hence finishing the proof.

Since $C([1,k] \times [-T,T],\mathbb{R})$ is separable, the Skorohod representation theorem applies. Therefore there exists a probability space $(\Omega, \mathcal{B}, \mathbb{P})$ on which all of $\mathcal{L}^N$ for $N \in \mathbb{N} \cup \{\infty\}$ are defined and almost surely $\mathcal{L}^N(\omega) \to \mathcal{L}^\infty(\omega)$ in the topology of $C([1,k] \times [-T,T],\mathbb{R})$.

Let $L = b - a$. Recall that $\bar{S}^N_{L,z}$ is the random walk bridge defined in in Definition 2.8 using $H^{RW,N}$ and $\Lambda^N_d = d_N \bar{Z}$. From Assumption A4, there exists a probability space $(\Omega_{cpl}, \mathcal{P}_{cpl}, \mathbb{P}_{cpl})$ on which all of random walk bridges $\bar{S}^N_{L,z}, z \in \mathbb{R}$ and a Brownian bridge $B_L$ are defined. Moreover, from Assumption A4, there exit $0 < a_1, a_2 < \infty$ such that

$$\mathbb{P}_{cpl}^N \left( \sup_{0 \leq u \leq L} \left| B_L(u) + L^{-1} z u - \bar{S}_{L,z}^N(u) \right| > a_1 d_N^{1/2} \log \left( d_N^{-1} L \right) \right) \leq a_2 (d_N^{-1} L)^{-1} e^{z^2/2 L}.$$  

We further put all such coupling together and construct a probability space $(\Omega_{cpl}, \mathcal{B}_{cpl}, \mathbb{P}_{cpl})$ on which all of $\bar{S}^N_{L,z}, z \in \mathbb{R}, N \in \mathbb{N}$ and a Brownian bridge $B_L$ are defined. Moreover, the above estimates hold with $\mathbb{P}_{cpl}^N$ replaced by $\mathbb{P}_{cpl}$. Suppose we have a bounded sequence $z_N \in \mathbb{R}$ converging to $z_\infty$, then

$$\sum_N \mathbb{P}_{cpl} \left( \sup_{0 \leq u \leq L} \left| B_L(u) + L^{-1} z_N u - \bar{S}_{L,z_N}^N(u) \right| > a_1 d_N^{1/2} \log \left( d_N^{-1} L \right) \right) < \infty.$$  

Through the Borel-Cantelli lemma, it holds $\mathbb{P}_{cpl}$-almost surely that

$$\sup_{u \in [0,L]} \left| B_L(u) + L^{-1} z_N u - \bar{S}_{L,z_N}^N(u) \right| \leq \sup_{u \in [0,L]} \left| B_L(u) + L^{-1} z_N u - \bar{S}_{L,z_N}^N(u) \right| + |z_N - z_\infty| \to 0.$$  

(3.24)

Let $\{(\bar{S}^N_{L,z}, B^\ell_L)\}_{\ell \in \mathbb{N}}$ be a sequence of such coupling and independent between different $\ell$. Let $\{U_{\ell}\}_{\ell \in \mathbb{N}}$ be a sequence of independent random variables, each having the uniform distribution on $(0,1)$. We further augment the probability space $(\Omega, \mathcal{B}, \mathbb{P})$ to include all such random variables in an independent manner.

In the first step, we define the $\ell$-th candidate for the resampled bridge. As $u \in [a, b]$, define

$$\mathcal{L}^N_{i,\ell}(u) = \mathcal{L}^N_i(a) + \bar{S}_{L,\mathcal{L}^N_i(b)-\mathcal{L}^N_i(a)}^N(u-a),$$  

and $\mathcal{L}^N_{\ell}(u) = \mathcal{L}^N_k(u)$ for $u \in [-T, a) \cup (b, T]$. Because $S^N_L$ is measurable in $z$ (See Assumption A4), $\mathcal{L}^N_{\ell}$ is measurable. Similarly, as $u \in [a, b]$, define

$$\mathcal{L}^\infty_{\ell}(u) = \mathcal{L}^\infty_k(a) + B^\ell_L(u - a) + \frac{u - a}{b - a} \cdot (L^\infty_k(b) - L^\infty_k(a)),$$

and $\mathcal{L}^\infty_{\ell}(u) = \mathcal{L}^\infty_k(u)$ for $u \in [-T, a) \cup (b, T]$. For $N \in \mathbb{N} \cup \{\infty\}$, we set $x^N = \mathcal{L}^N_k(a), y^N = \mathcal{L}^N_k(b), f^N = \mathcal{L}^N_{\ell - 1}$ and $g^N = \mathcal{L}^N_{\ell + 1}$. In the second step, we check whether

$$(3.25) \quad U_\ell \leq W(N, \ell) := W_H^{i - 1, i + 1, a, b}(x^N, y^N, f^N, g^N)(\mathcal{L}^N_{\ell},),$$

and accept the candidate resampling $\mathcal{L}^N_{\ell}$ if this event occurs. We define accordingly

$$(3.26) \quad W(\infty, \ell) := W_H^{i - 1, i + 1, a, b}(x^\infty, y^\infty, f^\infty, g^\infty)(\mathcal{L}^\infty_{\ell}).$$

For $N \in \mathbb{N} \cup \{\infty\}$, define $\ell(N)$ to be the minimal value of $\ell$ for which we accept $\mathcal{L}^N_{\ell}$. In Lemma 3.10 below, we show that $\ell(\infty)$ is almost surely finite. The argument for $\ell(N)$ is analogous. Write $\mathcal{L}^{N, re}$ for the line ensemble with the $i$-th line replaced by $\mathcal{L}^N_{\ell}(N)$. Because $\ell(N)$ takes discrete values, $\mathcal{L}^{N, re}$ is measurable. The random walk Gibbs property is equivalent to the fact that for $N \in \mathbb{N}$,

$$(3.27) \quad \mathcal{L}^{N, re} \overset{(d)}{=} \mathcal{L}^{N}.$$  

Our goal is to show the same equality holds for $N = \infty$, which verifies the $H$-Brownian Gibbs property for the limiting line ensembles. For the moment we assume $\ell(N)$ converges to $\ell(\infty)$ with $\ell(\infty)$ bounded almost surely (which we will prove in the lemmas following later) and we proceed to finish the proof of Theorem 2.18.2.

From (3.24) and the independence among $\mathcal{L}^N$ and $\{S^N_L, B^\ell_L\}_{\ell \in \mathbb{N}}$, one obtains almost surely

$$(3.28) \quad \sup_{u \in [a, b]} \left| B^\ell_L(u - a) + \frac{u - a}{b - a} \cdot (L^\infty_k(b) - L^\infty_k(a)) - S^N_L, L^\infty_k(b) - L^\infty_k(a)(u - a) \right| \to 0.$$

Here we used the independence among $\mathcal{L}^N$ and $\{S^N_L, B^\ell_L\}_{\ell \in \mathbb{N}}$ to ensure (3.24) can be applied to $z_N = L^\infty_k(b) - L^\infty_k(a), z_\infty = L^\infty_k(b) - L^\infty_k(a)$ and the convergence still holds almost surely. Then $\mathcal{L}^{N, re}$ converges to $\mathcal{L}^{\infty, re}$ in $C([-T, T], \mathbb{R})$ almost surely and thus $\mathcal{L}^{N, re} \overset{(d)}{=} \mathcal{L}^{\infty}$.

We complete the proof of Theorem 2.18.2 \(\square\).

Lemma 3.10. Almost surely $\ell(\infty)$ is finite.

Proof. For fixed $\mathcal{L}^\infty_k(a), \mathcal{L}^\infty_k(b), \mathcal{L}^\infty_{\ell - 1}, \mathcal{L}^\infty_{\ell + 1}$, $W(\infty, \ell)$ (randomness coming from $B^\ell_L$) are i.i.d. in $\ell$ and are supported in $(0, 1)$. Hence, for some $\varepsilon > 0$, $W(\infty, \ell)$ is at least $\varepsilon$ with probability at least $\varepsilon$, which implies that $\ell(\infty)$ is finite almost surely. \(\square\)

Lemma 3.11. Almost surely for all $\ell$, \(\lim_{N \to \infty} W(N, \ell) = W(\infty, \ell)\).

Proof. Let $A$ be the intersection of the following events:

- $\sum_{i=1}^{k-1} \sup_{u \in [-T, T]} |L^\infty_k(u) - L^\infty_k(u)| \to 0$. 


We estimate which converges to zero.

Let

\[ \text{Proof. Lemma 3.12. Almost surely} \]

From Lemma 3.5, the first term is bounded by

\[ \left| W(N, \ell) - W(\infty, \ell) \right| \]

\[ \leq W_{i-1,1}^N(a, b, x, y, f, g) (L_{N,\ell}) - W_{i-1,1}^N(a, b, x, y, f, g) (L_{\infty, \ell}) \]

\[ + W_{i-1,1}^N(a, b, x, y, f, g) (L_{N,\ell}) - W_{i-1,1}^N(a, b, x, y, f, g) (L_{\infty, \ell}) \]

\[ + W_{i-1,1}^N(a, b, x, y, f, g) (L_{\infty, \ell}) - W_{i-1,1}^N(a, b, x, y, f, g) (L_{\infty, \ell}) \].

From Lemma 3.5, the first term is bounded by

\[ C_2(\omega(a, b)(L_{i-1,1}^N, d_N) + \omega(a, b)(L_{i-1,1}^\infty, d_N) + \omega(a, b)(L_{i-1,1}^\infty, d_N) + d_N). \]

From

\[ \omega(a, b)(L_{i-1,1}^N, d_N) \leq \omega(a, b)(L_{i-1,1}^\infty, d_N) + 2\|L_{i-1,1}^N - L_{i-1,1}^\infty\|_{C([a, b], \mathbb{R})} \]

which converges to zero.

From Lemma 3.6, the second term is bounded by

\[ C_3\|L_{i-1,1}^N - L_{i-1,1}^\infty\|_{C([a, b], \mathbb{R})} \]

which again converges to zero.

From Lemma 3.6, the last terms is bounded by

\[ C_3(\|L_{i-1,1}^N - L_{i-1,1}^\infty\|_{C([a, b], \mathbb{R})} + \|L_{i-1,1}^N - L_{i-1,1}^\infty\|_{C([a, b], \mathbb{R})}) \]

which again converges to zero.

\[ \square \]

Lemma 3.12. Almost surely \( \lim_{N \to \infty} \ell(N) = \ell(\infty). \)

Proof. Let \( A' \) be the intersection of the event \( A \) above and

\[ \bullet \, \ell(\infty) < \infty \]

\[ W(\infty, \ell(\infty)) > U_{\ell(\infty)} \]

The last condition occurs with probability 1 since \( W(\infty, \ell(\infty)) \in (0, 1) \) and, conditioned on \( \{W(\infty, \ell(\infty))\}_{j=1}^{\ell(\infty)} \), \( U_{\ell(\infty)} \) is the uniform distribution in \([0, W(\infty, \ell(\infty))]\). Then from \( W(N, \ell(\infty)) \to W(\infty, \ell(\infty)) \), we have for \( N \) large enough \( W(N, \ell(\infty)) > U_{\ell(\infty)} \) and then \( \ell(N) \leq \ell(\infty). \) In particular,

\[ \limsup_{n \to \infty} \ell(N) \leq \ell(\infty). \]

On the other hand, for all \( 1 \leq j \leq \ell(\infty) - 1 \), one has \( W(\infty, j) < U_j \). Therefore \( W(N, j) < U_j \) for \( N \) large enough and hence

\[ \liminf_{n \to \infty} \ell(N) \geq \ell(\infty). \]

\[ \square \]
4. Proof of Two key Propositions

In this section, we will prove Propositions 3.1 and 3.2 by an induction on the index \( k \in \mathbb{N} \).

4.1. Proof of Proposition 3.1. The \( k = 1 \) case follows from the assumption of Theorem 2.18 since we assume that \( \mathcal{L}^N_k(u) + u^2/2 \) converges weakly as a process on \( \mathbb{R} \) to a stationary process. From now on, we set \( k \geq 2 \) and assume Propositions 3.1 and 3.2 have been verified for \( k - 1 \).

Now we set the constants used in this subsection. Throughout this subsection, we fix \( \varepsilon \in (0, 1) \), \( x_0 > 0 \) and \( \tau \in [-x_0, x_0] \). Let \( R_{k-1}(8^{-1}\varepsilon) \) and \( \hat{R}_{k-1}(8^{-1}\varepsilon) \) be the constants in the Proposition 3.1 and Proposition 3.2 for \( k - 1 \) respectively. We set \( \tau > 0 \) be the smallest number which satisfies the following conditions:

\[
\tau \geq 1, \quad 4^{-1}\tau^2 \geq R_{k-1}(8^{-1}\varepsilon) + \hat{R}_{k-1}(8^{-1}\varepsilon),
\]

\[
\frac{2}{1 - e^{-1/\tau}} e^{2e^{-1}\tau - \tau^3/32} \leq 2^{-1}, \quad \frac{2}{1 - e^{-1/(4\tau)}} e^{8e^{-1}\tau - \tau^3/8} \leq 2^{-1}\varepsilon.
\]

The value of \( \tau \) is also fixed throughout this subsection. We remark that \( \tau \) depends only on \( k \) and \( \varepsilon \) but not on \( x_0 \).

We consider the linear functions \( \ell_{\pm}(u) \) which agree with the parabola \(-u^2/2\) at \( u = \pm 2\tau \) and \( u = \pm 4\tau \). Explicitly,

\[
\ell_{\pm}(u) = - (\pm 3\tau)u + (\pm 4\tau)(\mp 2\tau)/2.
\]

Define the events

\[
\text{Low}_{k,-}^N := \left\{ \sup_{u \in \Lambda_k^N[\mp 4\tau, \pm 2\tau]} \left( \mathcal{L}_k^N(u) - \ell_-(u) \right) \leq 0 \right\},
\]

\[
\text{Low}_{k,+}^N := \left\{ \sup_{u \in \Lambda_k^N[\mp 2\tau, \pm 4\tau]} \left( \mathcal{L}_k^N(u) - \ell_+(u) \right) \leq 0 \right\},
\]

\[
\text{Low}_k^N := \text{Low}_{k,-}^N(\tau) \cup \text{Low}_{k,+}^N(\tau).
\]

Lemma 4.1. There exists \( N_{11} = N_{11}(k, x_0, \varepsilon) \) such that for all \( N \geq N_{11} \), we have

\[
\mathbb{P}\left( \text{Low}_k^N \right) < \varepsilon.
\]

Proof. We present only the proof for \( \mathbb{P}(\text{Low}_{k,-}^N) < 2^{-1}\varepsilon \) because the argument for \( \text{Low}_{k,+}^N \) is analogous. Let \( R_{k-1}(8^{-1}\varepsilon) \) and \( \hat{R}_{k-1}(8^{-1}\varepsilon) \) be the constants in Proposition 3.1 and Proposition 3.2 for \( k - 1 \) respectively. Define the events

\[
G_{k-1}^N := \left\{ \mathcal{L}_{k-1}^N(u) - \ell_-(u) \leq \hat{R}_{k-1}(8^{-1}\varepsilon) \quad \text{for} \quad u = \mp 2\tau \quad \text{and} \quad u = \mp 4\tau \right\},
\]

\[
H_{k-1}^N := \text{Low}_{k,-}^N \cap G_{k-1}^N, \quad \text{Fall}_{k-1}^N := \left\{ \mathcal{L}_{k-1}^N(\mp 3\tau) + (\mp 3\tau)^2/2 \leq -R_{k-1}(8^{-1}\varepsilon) \right\}.
\]

From Propositions 3.1 and 3.2 for \( N \geq \max\{N_1(k-1, x_0, 8^{-1}\varepsilon), N_2(k-1, x_0 + 4\tau, 8^{-1}\varepsilon)\} \), we have

\[
\mathbb{P}(G_{k-1}^N) \geq 1 - 4^{-1}\varepsilon, \quad \mathbb{P}(\text{Fall}_{k-1}^N) < 8^{-1}\varepsilon.
\]
It is clear that the event $\mathcal{H}^N_{k,k-1}$ is $\mathcal{F}_{\text{ext}}\left(\{k - 1\} \times \Lambda^N_d(\bar{x} - 4\tau, \bar{x} - 2\tau)\right)$-measurable. Therefore,
\[
\mathbb{P}\left(\mathcal{H}^N_{k,k-1} \cap \text{Fall}^N_{k-1}\right) = \mathbb{E}\left[\mathbb{1}_{\mathcal{H}^N_{k,k-1}} \mathbb{E}\left[\mathbb{1}_{\text{Fall}^N_{k-1}} | \mathcal{F}_{\text{ext}}\left(\{k - 1\} \times \Lambda^N_d(\bar{x} - 4\tau, \bar{x} - 2\tau)\right)\right]\right].
\]
Due to the $(\hat{\mathcal{H}}^N, \mathcal{H}^{\text{RW},N})$-Gibbs property of $\mathcal{L}^N$, it holds that
\[
\mathbb{E}\left[\mathbb{1}_{\text{Fall}^N_{k-1}} | \mathcal{F}_{\text{ext}}\left(\{k - 1\} \times \Lambda^N_d(\bar{x} - 4\tau, \bar{x} - 2\tau)\right)\right] = \mathbb{P}^{k-1,k-1,\Lambda^N_d(\bar{x} - 4\tau, \bar{x} - 2\tau),x,y,f,g}_\mathcal{H}^{N,H^{\text{RW},N}}(\text{Fall}^N_{k-1}),
\]
where $x = \mathcal{L}^N_{k-1}(\bar{x} - 4\tau)$, $y = \mathcal{L}^N_{k-1}(\bar{x} - 2\tau)$, $f = \mathcal{L}^N_{k-2}$ and $g = \mathcal{L}^N_{k}$. We claim that for $N$ large enough depending on $x_0$, we have
\[
\mathbb{P}\left(\text{Fall}^N_{k-1}\right) \geq \mathbb{P}\left(\mathcal{H}^N_{k,k-1} \cap \text{Fall}^N_{k-1}\right) \geq 2^{-1}\mathbb{P}\left(\mathcal{H}^N_{k,k-1}\right).
\]
Combining (4.2) and (4.4), we conclude that
\[
\mathbb{P}\left(\text{Low}^N_{k-1}\right) \leq \mathbb{P}\left(\mathcal{G}^N_{k-1}\right) + \mathbb{P}\left(\mathcal{H}^N_{k,k-1}\right)
\leq \mathbb{P}\left(\mathcal{G}^N_{k-1}\right) + 2\mathbb{P}\left(\text{Fall}^N_{k-1}\right) < 2^{-1}\varepsilon.
\]
This is the desired result.

It remains to prove (4.3). We now use the monotone coupling to simplify the boundary condition. Set
\[
x_\ast = \ell_\ast(\bar{x} - 4\tau) + \hat{R}_{k-1}(8^{-1}\varepsilon), \quad y_\ast = \ell_\ast(\bar{x} - 2\tau) + \hat{R}_{k-1}(8^{-1}\varepsilon),
\]
\[
f_\ast(u) \equiv +\infty, \quad g_\ast(u) = \ell_\ast(u).
\]
From Lemma 2.17, we have
\[
\mathbb{P}^{k-1,k-1,\Lambda^N_d(\bar{x} - 4\tau, \bar{x} - 2\tau),x,y,f,g}_\mathcal{H}^{N,H^{\text{RW},N}}(\text{Fall}^N_{k-1}) \\
\geq \mathbb{P}^{k-1,k-1,\Lambda^N_d(\bar{x} - 4\tau, \bar{x} - 2\tau),x,y,f,g}_\mathcal{H}^{N,H^{\text{RW},N}}(\text{Fall}^N_{k-1}).
\]
It is then sufficient to show that
\[
\mathbb{P}^{k-1,k-1,\Lambda^N_d(\bar{x} - 4\tau, \bar{x} - 2\tau),x,y,f,g}_\mathcal{H}^{N,H^{\text{RW},N}}(\text{Fall}^N_{k-1}) \geq 2^{-1}.
\]
To ease the notation, we write $\mathbb{P}_N$ and $\mathbb{E}_N$ respectively for the probability measure and the expectation for $\mathcal{H}^{N,H^{\text{RW},N}}$. Also, we denote by $W_N$ for the functional $W^{k-1,k-1,\Lambda^N_d(\bar{x} - 4\tau, \bar{x} - 2\tau),x,y,f,g}_\mathcal{H}^{N}$. See Definition 2.8 for details. Moreover, we denote by $\mathbb{P}_\infty$, $\mathbb{E}_\infty$ and $W_{\infty}$ for the corresponding objects with random walk bridges replaced by Brownian bridges and $\mathcal{H}^N$ replaced by $\mathcal{H}(x) = e^x$. See Definition 2.4.

Since $W_N \leq 1$, we have
\[
\mathbb{P}^{k-1,k-1,\Lambda^N_d(\bar{x} - 4\tau, \bar{x} - 2\tau),x,y,f,g}_\mathcal{H}^{N,H^{\text{RW},N}}(\text{Fall}^N_{k-1}) = \mathbb{E}_N \left[ W_N^{-1} \mathbb{E}_N \left[ \mathbb{1}_{\text{Fall}^N_{k-1}} \cdot W_N \right] \right] \\
\leq \mathbb{E}_N \left[ W_N^{-1} \mathbb{P}_N \left( \text{Fall}^N_{k-1} \right) \right].
\]
Taking expectation

The goal is to show that for

□

This finishes the derivation of (4.5).

See in Definition 2.8 for the definition of \( S_{2r, z}^N \). Through a direct calculation,

\[
P_N \left( \left( \text{Fall}^{N}_{k-1} \right)^{\tau} \right) = P \left( S_{2r, z}^N (\tau) - 2^{-1} z_s > 2^{-1} \tau^2 - R_{k-1}(8^{-1} \varepsilon) - \hat{R}_{k-1}(8^{-1} \varepsilon) \right)
\]

Let \( N_0 = N_0(2r, 2r, 4^{-1} \tau^2, 6 \tau^2 + 2 \tau x_0) \) be the constant in Lemma 3.4. In view of (4.1) and Lemma 3.4 for \( N \geq N_0 \) we have

\[
(4.7) \quad P_N \left( \left( \text{Fall}^{N}_{k-1} \right)^{\tau} \right) \leq P \left( S_{2r, z}^N (\tau) - 2^{-1} z_s > 4^{-1} \tau^2 \right) \leq e^{-\tau^3/32}.
\]

Next, we give a lower bound on \( E_N [W_N] \). Recall that \( B_L \) is a standard Brownian bridge on \([0, L]\). Under the law \( P_\infty \), the curve \( S(u) \) is distributed as

\[
B_{2r}(u - \pi + 4\tau) + \ell_-(u) + \hat{R}_{k-1}(8^{-1} \varepsilon).
\]

Together with \( g_s(u) = \ell_-(u), \hat{R}_{k-1}(8^{-1} \varepsilon) \geq 2 \) and Lemma 3.3, this implies the event

\[
\text{Sep} = \{ S(u) > g_s(u) + 1 \text{ for all } u \in [\pi - 4 \tau, \pi - 2 \tau] \}
\]

occurs with a probability at least \( 1 - e^{-1/\tau} \). Moreover, we have

\[
\mathbb{1}_{\text{Sep}} \cdot W_\infty \geq e^{-2e^{-1/\tau}} \mathbb{1}_{\text{Sep}}.
\]

Taking expectation \( E_\infty \), it holds that

\[
E_\infty [W_\infty] \geq (1 - e^{-1/\tau}) e^{-2e^{-1/\tau}}.
\]

In view of Proposition 3.7 for \( N \) large enough depending on \( x_0 \) and \( \tau \),

\[
E_N [W_N] \geq 2^{-1}(1 - e^{-1/\tau}) e^{-2e^{-1/\tau}}.
\]

Combining (4.6), (4.7), (4.8) and (4.1), we conclude that

\[
P^{k-1, k-1, N}_{\mathbb{H}^N, \mathbb{H}^{RW, N}}(\pi - 4 \tau, \pi - 2 \tau, x, y, j, j', f, g, f') \left( \left( \text{Fall}^{N}_{k-1} \right)^{\tau} \right) \leq \frac{2}{1 - e^{-1/\tau}} e^{-2e^{-1/\tau} - 3/32} \leq 2^{-1}.
\]

This finishes the derivation of (4.5). \( \square \)

We are now ready to prove Proposition 3.1.

**Proof of Proposition 3.1** We begin setting relevant constants. Recall that \( \tau \) is the minimum number which satisfies (4.1). Let \( R_{k-1}(\varepsilon/(4\tau)) \) be the constant in Proposition 3.1 for the index \( k - 1 \). Set the constants

\[
\bar{R} := \max\{ \tau^2/2, R_{k-1}(\varepsilon/(4\tau)) + 2 \}, \quad R_k(\varepsilon) = \bar{R} + 9 \tau^2.
\]

Define the events

\[
\text{LB}^{N}_{k-1} := \left\{ \inf_{u \in \Lambda^N_{\mathbb{H}^N}(\pi - 2\tau, \pi + 2\tau)} \left( \mathcal{L}^{N}_{k-1}(u) + u^2/2 \right) \geq -R_{k-1}(\varepsilon/(4\tau)) \right\},
\]

\[
\text{EB}^{N}_{k} := \left\{ \inf_{u \in \Lambda^N_{\mathbb{H}^N}(\pi - 2\tau, \pi + 2\tau)} \left( \mathcal{L}^{N}_{k}(u) + u^2/2 \right) \leq -R_{k}(\varepsilon) \right\}.
\]

The goal is to show that for \( N \) large enough depending on \( k, x_0 \) and \( \varepsilon \), we have

\[
P(\text{EB}^{N}_{k}) < 3\varepsilon.
\]
Once we have (4.10), the assertion in Proposition 3.1 holds with \( \varepsilon \) replaced by \( 3\varepsilon \). Then Proposition 3.1 follows by replacing \( \varepsilon \) with \( 3^{-1}\varepsilon \).

We show that \( \text{LB}_k^{N-1} \) is typical. \([\bar{x} - 2\tau, \bar{x} + 2\tau]\) can be covered by \([4\tau]\) intervals with length 2. Applying Proposition 3.1 to each interval, for \( N \geq N_1(k - 1, x_0 + 2\tau, \varepsilon/(4\tau)) \) we have

\[
\mathbb{P}(\text{LB}_k^{N-1}) < \varepsilon.
\]

We claim that for \( N \) large enough,

\[
\mathbb{P} \left( \left( \text{Low}_k^{N} \right)^c \cap \text{LB}_k^{N-1} \right) < \varepsilon.
\]

Combining (4.11), (4.12) and Lemma 4.1, we have

\[
\mathbb{P}(E_k^N) \leq \mathbb{P} \left( \left( \text{Low}_k^{N} \right)^c \cap \text{LB}_k^{N-1} \right) + \mathbb{P}(\text{Low}_k^{N}) + \mathbb{P}(\text{LB}_k^{N-1}) < 3\varepsilon.
\]

This concludes (4.10).

It remains to prove (4.12). Define \( \sigma_- \) to be the infimum over those \( u \in \Lambda_0^N[\bar{x} - 4\tau, \bar{x} - 2\tau] \) such that \( L_k^N(u) - \ell_-(u) \geq 0 \). Likewise define \( \sigma_+ \) to be the supremum over those \( u \in \Lambda_0^N[\bar{x} + 2\tau, \bar{x} + 4\tau] \) such that \( L_k^N(u) - \ell_+(u) \geq 0 \). It is easy to see that the interval \((\sigma_-, \sigma_+)\) forms a \( k \)-stopping domain (Definition 2.15) and the event \((\text{Low}_k^{N})^c \cap \text{LB}_k^{N-1}\) is \( \mathcal{F}_\text{ext} \left( \{k\} \times \Lambda_0^N(\sigma_-, \sigma_+) \right) \)-measurable. These imply that

\[
\mathbb{P} \left( \left( \text{Low}_k^{N} \right)^c \cap \text{LB}_k^{N-1} \cap \text{Ext}_k \right) = \mathbb{E} \left[ \mathbb{E}_{k}^{[N]} \mathcal{F}_\text{ext} \left( \{k\} \times \Lambda_0^N(\sigma_-, \sigma_+) \right) \right].
\]

From the strong Gibbs property,

\[
\mathbb{E} \left[ \mathbb{E}_{k}^{[N]} \mathcal{F}_\text{ext} \left( \{k\} \times \Lambda_0^N(\sigma_-, \sigma_+) \right) \right] = \mathbb{P}^{k, k, \Lambda_0^N(\sigma_-, \sigma_+), x, y, f, g}(E_k^N),
\]

where \( x = L_k^N(\sigma_-) \), \( y = L_k^N(\sigma_+) \), \( f(u) = L_k^N(u) \) and \( g(u) = L_k^N(u) \).

We now use the monotone coupling to simplify the boundary condition. Let \( \ell(u) \) be the linear function which agrees with \( -u^2/2 \) at \( u = \sigma_\pm \). When \( (\text{Low}_k^{N})^c \) occurs, we have

\[
L_k^N(\sigma_\pm) \geq \ell(\sigma_\pm) \geq -\sigma_\pm^2/2 - \tau^2/2 = \ell(\sigma_\pm) - \tau^2/2.
\]

When \( \text{LB}_k^{N-1} \) occurs, we have for all \( u \in \Lambda_0^N[\sigma_-, \sigma_+] \)

\[
L_k^{N-1}(u) \geq -u^2/2 - R_k^{-1}(\varepsilon/(4\tau)) \geq \ell(u) - R_k^{-1}(\varepsilon/(4\tau)).
\]

In view of (4.9), \((\text{Low}_k^{N}(\tau))^c \cap \text{LB}_k^{N-1}\) implies that

\[
L_k^N(\sigma_\pm) \geq \ell(\sigma_\pm) - R,
\]

and that

\[
L_k^{N-1}(u) \geq \ell(u) - R + 2 \quad \text{for all } u \in \Lambda_0^N[\sigma_-, \sigma_+].
\]

Set \( x_\ast = \ell(\sigma_-) - R, \) \( y_\ast = \ell(\sigma_+) - R, \) \( f_\ast(u) = \ell(u) - R + 2, \) \( g_\ast(u) \equiv -\infty. \)

From Lemma 2.17, we have

\[
\mathbb{E} \left[ \mathbb{E}_{k}^{[N]} \mathcal{F}_\text{ext} \left( \{k\} \times \Lambda_0^N(\sigma_-, \sigma_+) \right) \right] \leq \mathbb{E} \left( \text{Ext}_k \right) \mathbb{P}^{k, k, \Lambda_0^N(\sigma_-, \sigma_+), x_\ast, y_\ast, f_\ast, g_\ast}(E_k^N).
\]
It is then sufficient to show that
\begin{equation}
\mathbb{P}^{k,k,N}_{H^{N},H^{RW,N}}(\sigma_{-},\sigma_{+}) \cdot x_{*}, y_{*}, f_{*}, g_{*}, (E_{k}^{N}) < \varepsilon.
\end{equation}
Since $\sigma_{+} - \sigma_{-} \leq 8\tau$, we have $-u^{2}/2 - 8\tau^{2} \leq \ell(u)$. This implies
\begin{equation}
E_{k}^{N} \subset \tilde{E}_{k}^{N}\left(\inf_{u \in \Lambda_{N}^{N}[\sigma_{-},\sigma_{+}]}(L_{k}^{N}(u) - \ell(u)) \leq -Rk(\varepsilon) + 8\tau^{2}\right).
\end{equation}
It is then sufficient to show that
\begin{equation}
\mathbb{P}^{k,k,N}_{H^{N},H^{RW,N}}(\sigma_{-},\sigma_{+}) \cdot x_{*}, y_{*}, f_{*}, g_{*}, (E_{k}^{N}) < \varepsilon.
\end{equation}
To ease the notation, we write $\mathbb{P}_{N}$ and $\mathbb{E}_{N}$ respectively for the probability measure and the expectation for $\mathbb{P}^{k,k,N}_{free,H^{RW,N}}(\sigma_{-},\sigma_{+}) \cdot x_{*}, y_{*}, f_{*}, g_{*}$. Also, we denote by $W_{N}$ for the functional $W_{N}^{k,k,N}(\sigma_{-},\sigma_{+}) \cdot x_{*}, y_{*}, f_{*}, g_{*}$. See Definition 2.8 for details. Moreover, we denote by $\mathbb{P}_{\infty}$, $\mathbb{E}_{\infty}$ and $W_{\infty}$ for the corresponding objects with random walk bridges replaced by Brownian bridges and $H^{N}$ replaced by $H(x) = e^{x}$. See Definition 2.4.

Since $W_{N} \leq 1$, we have
\begin{equation}
\mathbb{P}^{k,k,N}_{H^{N},H^{RW,N}}(\sigma_{-},\sigma_{+}) \cdot x_{*}, y_{*}, f_{*}, g_{*}, (E_{k}^{N}) = \mathbb{E}_{N} [W_{N}]^{-1} \mathbb{E}_{N} \left(1_{\tilde{E}_{k}^{N}} \cdot W_{N}\right) \leq \mathbb{E}_{N} [W_{N}]^{-1} \mathbb{P}_{N} (E_{k}^{N}).
\end{equation}
Under the law $\mathbb{P}_{N}$, the curve is distributed according to a $H^{RW,N}$ random walk bridge with height $x_{*}$ and $y_{*}$ at the left and right end points respectively. Using $z_{*} = y_{*} - x_{*}$, it can be expressed explicitly as
\begin{equation}
\bar{S}_{\sigma_{+} - \sigma_{-}, z_{*}}(u - \sigma_{-}) + x_{*}.
\end{equation}
Through a direct calculation and (4.9),
\begin{equation}
\mathbb{P}_{N} (\bar{E}_{k}^{N}) = \mathbb{P} \left( \inf_{u \in \Lambda_{N}^{N}[\sigma_{-},\sigma_{+}]}(\bar{S}_{\sigma_{+} - \sigma_{-}, z_{*}}(u - \sigma_{-}) - \ell(u) + \ell(\sigma_{-})) \leq -\tau^{2}\right).
\end{equation}
Let $N_{0} = N_{0}(8\tau, \tau^{2}, 2^{-1}(x_{0} + 4\tau)^{2})$ be the constant in Lemma 3.4. From Lemma 3.4, for $N \geq N_{0}$, we have
\begin{equation}
\mathbb{P}_{N} (\bar{E}_{k}^{N}) \leq e^{-\tau^{2}/8}.
\end{equation}
Next, we give a lower bound on $\mathbb{E}_{N} [W_{N}]$. Under the law $\mathbb{P}_{\infty}$, the curve $S(u)$ is distributed as $B_{\sigma_{+} - \sigma_{-}}(u - \sigma_{-}) + \ell(u) - \bar{R}.$ Together with $f_{*}(u) = \ell(u) - \bar{R} + 2$ and Lemma 3.3, this implies the event
\begin{equation}
Sep = \{S(u) < f_{*}(u) - 1 \text{ for all } u \in [\sigma_{-}, \sigma_{+}]\}
\end{equation}
occurs with probability $1 - e^{-2/(\sigma_{+} - \sigma_{-})} \geq 1 - e^{-1/(4\tau)}$. Moreover, we have
\begin{equation}
1_{Sep} \cdot W_{\infty} \geq e^{-8e^{-1}\tau} 1_{Sep}.
\end{equation}
Taking expectation $\mathbb{E}_{\infty}$, it holds that
\begin{equation}
\mathbb{E}_{\infty}[W_{\infty}] \geq (1 - e^{-1/(4\tau)}) e^{-8e^{-1}\tau}.
\end{equation}
In view of Proposition 3.7 for $N$ large enough depending on $x_0$ and $\tau$,  
(4.17)  
$$E_N[W_N] \geq 2^{-1} (1 - e^{-1/(4\tau)}) e^{-8e^{-1}\tau}.$$

Combining (4.15), (4.16), (4.17) and (4.1), we conclude that  
$$P_{H^N,H^{NW,N}}^{k-1,k-1,\Lambda^N_k(\sigma-\sigma_{+}),x_\ast,y_\ast,f_{\ast}g_{\ast},\bar{x}}(\hat{E}_k^N) \leq \frac{2}{1 - e^{-1/(4\tau)}} e^{8e^{-1}\tau - \tau^3/8} \leq \varepsilon.$$  
This finishes the derivation of (4.14). \hfill \square

4.2. Proof of Proposition 3.2. Our proof proceeds by induction on the curve index $k$.  
For the case $k = 1$, Proposition 3.2 follows from the assumption in Theorem 2.18.  
The general case is $k \geq 3$, and the case $k = 2$ is a specialization of the $k \geq 3$ proof.  
So, from here on we will assume that $k \geq 3$.

We will apply Proposition 3.1 for indices $k - 2$, $k - 1$ and $k$ and Proposition 3.2 for index $k - 1$.  
The idea is to show that should the index $k$ curve be too high at some time $u \in [\bar{x}, \bar{x} + 1/2]$  
then so too must the index $k - 1$ curve be high at some point between $[x, \bar{x} + 2]$.  
This violates the index $k - 1$ result of Proposition 3.2 assumed by the induction, and hence  
proves the index $k$ case.

Now we set the constants and events which will be used in this subsection.  
Throughout this subsection, we fix $\varepsilon \in (0, 1)$, $x_0 > 0$ and $\bar{x} \in [-x_0, x_0]$.  
We use $M, r_k, \hat{r}_{k-1}$ and $\hat{r}_k$ as positive parameters.  
Consider the event  
$$E_k^N(\hat{r}_k) = \left\{ \sup_{u \in \Lambda_k^N[\bar{x}, \bar{x} + 1/2]} (\mathcal{L}_k^N(u) + u^2/2) \geq \hat{r}_k \right\}.$$  
The goal is to show that for suitable $\hat{R}_k(\varepsilon)$ and $N$ large enough, we have  
(4.18)  
$$P \left( E_k^N(\hat{R}_k(\varepsilon)) \right) < 8\varepsilon.$$  
Then Proposition 3.2 follows easily from (4.18).

Set  
$$\chi^N(\hat{r}_k) = \inf \left\{ u \in \Lambda_k^N[\bar{x}, \bar{x} + 1/2] : (\mathcal{L}_k^N(u) + u^2/2) \geq \hat{r}_k \right\},$$  
with the convention that if the infimum is not attained then $\chi(\hat{r}_k) = \bar{x} + 1/2$.  
We will generally shorten $\chi^N(\hat{r}_k)$ by just writing $\chi$.

Let us further define events (which we will show to be typical)  
$$Q^N_{k-2}(M) = \left\{ \inf_{u \in \Lambda_{k-2}^N[\bar{x}, \bar{x} + 2]} (\mathcal{L}_{k-2}^N(u) + u^2/2) \geq -M \right\},$$  
$$A^N_{k-1,k}(r_k) = \left\{ \mathcal{L}_{k-1}^N(\chi) + \chi^2/2 \geq -r_k \right\} \cap \left\{ \mathcal{L}_j^N(\bar{x} + 2) + (\bar{x} + 2)^2/2 \geq -r_k \text{ for } j = k, k - 1 \right\}.$$  
Lastly, define the event (which will be shown to be atypical)  
$$B^N_{k-1}(\hat{r}_{k-1}) = \left\{ \sup_{u \in \Lambda_{k-1}^N[\bar{x}, \bar{x} + 2]} (\mathcal{L}_{k-1}^N(u) + u^2/2) \geq \hat{r}_{k-1} \right\}.$$  
For the above $N$-dependent events, we will typically drop the $N$ superscript.  
For instance, we will denote $E_k^N(\hat{r}_k)$ simply by $E_k(\hat{r}_k)$.

We now discuss the first set of requirements on the parameters.  
Assuming  
(4.19)  
$$M \geq R_{k-2}(\varepsilon), r_k \geq R_{k-1}(\varepsilon) + R_k(\varepsilon), \text{ and } \hat{r}_{k-1} \geq R_{k-1}(\varepsilon),$$
from Proposition 3.1 and Proposition 3.2 it holds that
\[
\mathbb{P}(Q_{k-2}(M)) \geq 1 - \varepsilon, \quad \mathbb{P}(A_{k-1,k-2}(r_k)) \geq 1 - 3\varepsilon, \quad \text{and} \quad \mathbb{P}(B_{k-1}(\hat{r}_{k-1})) < \varepsilon,
\]
provided \( N \) is large enough depending on \( k, x_0 \) and \( \varepsilon \).

Observe that the interval \([\chi, \pi + 2]\) forms a \( \{k - 1, k\}\)-stopping domain for \( \mathcal{L}^N \). Observe also that the events \( E_k(\hat{r}_k), Q_{k-2}^N(M) \) and \( A_{k-1,k}^N(r_k) \) are all \( \mathcal{F}_{\text{ext}}(\{k - 1, k\} \times \Lambda_0^N(\chi, \pi + 2)) \)-measurable. This implies \( \mathbb{P}(E_k(\hat{r}_k) \cap Q_{k-2}^N(M) \cap A_{k-1,k}^N(r_k) \cap B_{k-1}(\hat{r}_{k-1})) \) equals
\[
\mathbb{E}\left[\mathbb{1}_{E_k(\hat{r}_k) \cap Q_{k-2}^N(M) \cap A_{k-1,k}^N(r_k)} \mathcal{F}_{\text{ext}}(\{k - 1, k\} \times \Lambda_0^N(\chi, \pi + 2))\right].
\]
By the strong Gibbs property, we have that \( \mathbb{P}\)-almost surely:
\[
\mathbb{E}\left[\mathbb{1}_{E_k(\hat{r}_k) \cap Q_{k-2}^N(M) \cap A_{k-1,k}^N(r_k)} \mathcal{F}_{\text{ext}}(\{k - 1, k\} \times \Lambda_0^N(\chi, \pi + 2))\right] = \mathbb{E}_{\mathcal{H}^{N, \hat{r}_{k-1}}}^{k-1,k,\Lambda_0^N(\chi,\pi+2),\bar{x},\bar{y},f,g}(B_{k-1}(\hat{r}_{k-1}))
\]
where \( \bar{x} = (\mathcal{L}_{k-1}^N(\chi), \mathcal{L}_{k}^N(\chi)) \), \( \bar{y} = (\mathcal{L}_{k-1}^N(\pi + 2), \mathcal{L}_{k}^N(\pi + 2)) \), \( f(u) = \mathcal{L}_{k-2}^N(u) \) and \( g(u) = \mathcal{L}_{k+1}^N(u) \).

We now use the monotone coupling to simplify the boundary condition. Given that the event \( E_k(\hat{r}_k) \cap Q_{k-2}^N(M) \cap A_{k-1,k}^N(r_k) \) occurs, it follows that
\[
\mathcal{L}_{k-1}^N(\chi) \geq -r_k - \chi^2/2
\]
\[
\mathcal{L}_{k}^N(\chi) \geq \hat{r}_k - \chi^2/2
\]
\[
\mathcal{L}_{k}^N(\pi + 2) \geq -r_k - (\pi + 2)^2/2
\]
\[
\mathcal{L}_{k}^N(\pi + 2) \geq -r_k - (\pi + 2)^2/2
\]
\[
\mathcal{L}_{k-2}^N(u) \geq M - u^2/2 \quad \text{for all} \ u \in \Lambda_0^N[\chi, \pi + 2].
\]
Set
\[
\bar{x}_* = (-r_k - \chi^2/2, \hat{r}_k - \chi^2/2), \quad \bar{y}_* = (-r_k - (\pi + 2)^2/2, -r_k - (\pi + 2)^2/2)
\]
\[
f_* (u) = M - u^2/2, \quad g_* (u) = -\infty.
\]
From Lemma 2.17,
\[
\mathbb{P}_{\mathcal{H}^{N, \hat{r}_{k-1}}}^{k-1,k,\Lambda_0^N(\chi,\pi+2),\bar{x},\bar{y},f,g}(B_{k-1}(\hat{r}_{k-1}))
\]
\[
\geq \mathbb{E}_{\mathcal{H}^{N, \hat{r}_{k-1}}}^{k-1,k,\Lambda_0^N(\chi,\pi+2),\bar{x},\bar{y},f,g}(B_{k-1}(\hat{r}_{k-1}))
\]
where \( p(M, r_k, \hat{r}_{k-1}, \hat{r}_k) \) is a shorthand for \( \mathbb{P}_{\mathcal{H}^{N, \hat{r}_{k-1}}}^{k-1,k,\Lambda_0^N(\chi,\pi+2),\bar{x},\bar{y},f,g}(B_{k-1}(\hat{r}_{k-1})) \).

We would like to set parameters such that \( p(M, r_k, \hat{r}_{k-1}, \hat{r}_k) \) has a lower bound. This is achieved in Lemma 4.2 below.

**Lemma 4.2.** Suppose \( \mathcal{H}^{N} \) and \( \mathcal{H}^{RW,N} \) satisfy assumptions A3 and A4 respectively. Then there exist positive numbers \( \delta > 0, \ R_0 > 0, \) and functions \( K^0 : \mathbb{R} \to \mathbb{R}_+ \) and \( \hat{R}^0 : \mathbb{R}^2 \to \mathbb{R}_+ \) and \( N_0 : \mathbb{R}^3 \to \mathbb{N} \) such that the following holds. Given the data
\[
R \geq R_0, \quad K \geq K^0(R), \quad \hat{R} \geq \hat{R}^0(R, K), \quad N \geq N_0(R, K, \hat{R}),
\]
and
\[
\pi \in \mathbb{R}, \chi \in \Lambda_0^N[\pi, \pi + 1/2],
\]
it holds that
\[ \mathbb{P}_N^{1.2} \left( \sup_{u \in \Lambda^N_N|[x,\pi+2]} (\tilde{S}_1(u) + u^2/2) \geq 2^{-1} \delta \tilde{R} \right) \geq 4^{-1}, \]
where \( \mathbb{P}_N^{1.2} \) is a shorthand for the measure below on the curves \( \tilde{S}_1 \) and \( \tilde{S}_2 \),
\[ \mathbb{P}_N^{1.2,\Lambda^N_N|\chi,\pi,2},(-R-\chi^2/2,\tilde{R}-\chi^2/2),(-R-(\pi+2)^2/2,-R-(\pi+2)^2/2),-K-x^2/2,-\infty. \]

We postpone the proof of Lemma 4.2 to the end of this section. Suppose that
\[ r_k \geq \tilde{R}_0, \quad M \geq K_{\text{th}}(r_k), \quad \hat{r}_k \geq \tilde{R}_0(r_k, M), \quad 2^{-1} \delta \hat{r}_k \geq \hat{r}_{k-1}. \]
Then we have \( p(M, r_k, \hat{r}_{k-1}, \hat{r}_k) \geq 4^{-1} \). By taking the expectation in \( (4.21) \), we obtain
\[ \mathbb{P}(E_{\hat{k}}(\hat{r}_k) \cap Q_{k-2}(M) \cap A_{k-1,k}(r_k)) \leq 4 \mathbb{P}(B_k(\hat{r}_{k-1})). \]
Combining \( (4.20) \) and \( (4.23) \), we obtain
\[ \mathbb{P}(E_{\hat{k}}(\hat{r}_k)) \leq \mathbb{P}(E_{\hat{k}}(\hat{r}_k) \cap Q_{k-2}(M) \cap A_{k-1,k}(r_k)) + \mathbb{P}((Q_{k-2}(M))^c) + \mathbb{P}((A_{k-1,k}(r_k))^c) \leq 4 \mathbb{P}(B_k(\hat{r}_{k-1})) + \mathbb{P}((Q_{k-2}(M))^c) + \mathbb{P}((A_{k-1,k}(r_k))^c) \leq 8\varepsilon. \]
We are ready to determine the value of \( \hat{R}_k(\varepsilon) \) and prove \( (4.18) \). Let \( \hat{R}_k(\varepsilon) \) be the minimum number which satisfy the following condition. There exists \( (M, r_k, \hat{r}_{k-1}, \hat{r}_k) \) such that \( \hat{r}_k = \hat{R}_k(\varepsilon) \) and \( (4.19) \) and \( (4.22) \) are satisfied. This finishes the derivation of \( (4.18) \).

In the rest of the section, we prove Lemma 4.2. The analogue of Lemma 4.2 for Brownian bridge measure has been proved in [CH16, Proposition 7.6]. Our strategy is to use Assumption A4 to compare random walk bridges and Brownian bridges, hence finishing the proof.

**Proof of Lemma 4.2** Recall that \( \Lambda^N_d = d_N Z \) for some \( d_N \) decreasing to 0. For any triple \( (R, K, \tilde{R}) \), we consider
\[ x_0 = (-R - \chi^2/2, \tilde{R}_k - \chi^2/2), \quad y_0 = (-R - (\pi + 2)^2/2, -R - (\pi + 2)^2/2) \]
\[ f_0(u) = K - u^2/2, \quad g_0(u) \equiv -\infty. \]
To simplify the notation we denote the measures:
\[ \mathbb{P}_N := \mathbb{P}_N^{1.2,\Lambda^N_N|\chi,\pi,2},x_0,y_0,f_0,g_0, \quad \mathbb{P}_N := \mathbb{P}_N^{1.2,\Lambda^N_N|\chi,\pi,2},x_0,y_0, \]
and
\[ \mathbb{P}_\infty := \mathbb{P}_N^{1.2,\Lambda^N_N|\chi,\pi,2},x_0,y_0, \quad \mathbb{P}_\infty := \mathbb{P}_N^{1.2,\Lambda^N_N|\chi,\pi,2},x_0,y_0. \]
See Definitions 2.4 and 2.9 for more details. We write \( \mathbb{E}_N, \mathbb{E}_\infty, \mathbb{E}_\infty \) for the corresponding expectations. We use \( \bar{S}^N = (\bar{S}^N_N, \bar{S}^N_d) \) to denote curves with laws \( \mathbb{P}_N \) or \( \mathbb{P}_\infty \). Similarly, we use \( B = (B_1, B_2) \) to denote curves with laws \( \mathbb{P}_\infty \) or \( \mathbb{P}_\infty \). Furthermore, we simplify the Boltzmann weights as
\[ W_N(\bar{S}^N) = \exp \left[ -\sum_{k=0}^2 \sum_{u \in \Lambda^N_N|\chi,\pi,2} \mathcal{H}^N[N(\bar{S}^N_N,k,u)] \right], \]
\[ W_\infty(B) = \exp \left[ -\sum_{k=0}^2 \int_{\chi}^{\pi+2} du \exp[B_{k+1}(u) - B_k(u)] \right]. \]
with the convention that the index 0 curve is \( K - u^2/2 \) and the index 3 curve is identical to \(-\infty\).

From [CH16 Proposition 7.6], there exists \( \delta > 0, R^0 > 0 \), and functions \( K^0 : \mathbb{R} \to \mathbb{R}_+ \), \( \hat{R}^0 : \mathbb{R}^2 \to \mathbb{R}_+ \) such that the following is true. For all

\[
R \geq R^0, \quad K \geq K^0(R), \quad \hat{R} \geq \hat{R}^0(R, K)
\]

and all \( \pi \in \mathbb{R} \) and \( \chi \in [\pi, \pi + 1/2] \), it holds that

\[
P^\infty \left( \sup_{u \in [\chi, \chi + 2]} (B_1(u) + u^2/2) \geq 2^{-1} \delta \hat{R} \right) \geq 2^{-1}.
\]

We adapt the same numbers \( \delta, R^0 \) and functions \( K^0, \hat{R}^0 \). We also fix \( (R, K, \hat{R}) \) such that (4.24) is satisfied. We aim to show that the same event, under the measure \( P_N \), occurs with probability at least \( 4^{-1} \).

Consider the event

\[
I_N = \left\{ \sup_{u \in \Lambda_N^\chi} (\bar{S}_N(u) - B_i(u)) \geq b_N \right\}
\]

Our goal is to show that

\[
\liminf_{N \to \infty} P_N(I_N) \geq 2^{-1}.
\]

Once we have (4.26), we know \( P_N(I_N) \geq 4^{-1} \) for \( N \) large enough. This finishes the proof of Lemma 4.2. The rest of the proof is devoted to show (4.26).

From the definition of \( P_N \), we have

\[
P_N \left( I_N \right) = E_N[W_N]^{-1}E_N[I_N W_N]
\]

To prove (4.26), it amounts to find a lower bound for \( Y_N' := E_N(W_N I_N) \), and an upper bound for \( Y_N := E_N(W_N) \). Those bounds are obtained through a strong coupling.

From Assumption A4, we can couple the measures \( P_N \) and \( P_\infty \) in a probability space \((\Omega_N, \mathcal{Q}_N)\). Moreover, these exits \( a_1 > 0 \) such that for \( i = 1, 2 \) and \( b_N = a_1 d_1^{1/2} \log(d_1^{-1}) \),

\[
\lim_{N \to \infty} \mathcal{Q}_N \left( \sup_{u \in [\chi, \chi + 2]} |\bar{S}_N(u) - B_i(u)| \geq b_N \right) = 0.
\]

Let us start with the lower bound for \( Y_N' \). Let \( D_N \) be the event:

\[
D_N := \left\{ \sup_{u \in [\chi, \chi + 2]} |\bar{S}_N(u) - B_i(u)| \leq b_N, \text{ for } i = 1, 2 \right\}
\]

It is clear from (4.27) that

\[
\lim_{N \to \infty} \mathcal{Q}_N(D_N) = 0.
\]

Under the Assumption A3, there exists a constant \( C \) such that

\[
W_N(\bar{S}_N) \geq W_\infty(\bar{S}_N) \cdot \exp \left( -C \omega(\chi, \pi + 2)(\bar{S}_N, 1/N) \right)
\]
Define the event

\[ J^N = \left\{ \sup_{u \in [x, x+2]} (B_1(u) + u^2/2) \geq 2^{-1} \delta R + b_N \right\} \]

Assume that the event \( D_N \) occurs, we obtain

\[ \omega_{(x, x+2)}(\tilde{S}^N, d_N) \leq \omega_{(x, x+2)}(B^N, d_N) + 2b_N, \]
\[ -\log W_\infty(\tilde{S}^N) \leq -e^{2b_N} \log W_\infty(B). \]

Together with \( J^N \cap D \subset I^N \), we have

\[ Y'_N \geq \mathbb{E}_\infty \left[ 1_{J^N} \exp \left( e^{2b_N} \log W_\infty(B) - C\omega_{(x, x+2)}(B, d_N) - 4Cb_N \right) \right] - Q_N(D_N). \]

Fix an arbitrary \( \varepsilon > 0 \). Let

\[ A'(N, \varepsilon) = e^{-2C\varepsilon - 4Cb_N} \mathbb{P}_\infty \left( \{ \omega_{(x, x+2)}(B, d_N) < \varepsilon \} \right), \quad C'(N) = Q_N(D_N) \]

Then the above inequality becomes:

\[ Y'_N \geq A'(N, \varepsilon) \mathbb{E}_\infty \left[ 1_{J^N} W_\infty \right] e^{2b_N} - C'(N). \]

Let \( c' = e^{2b_N} > 1 \). By the convexity of function \( x^\alpha \) for \( \alpha > 1 \), Jensen’s inequality implies

\[ (4.28) \quad Y'_N \geq A'(N, \varepsilon) \mathbb{E}_\infty \left[ 1_{J^N} W_\infty \right]^c - C'(N). \]

Next, we turn to establishing an upper bound for \( Y_N \). Since \( W_N \) is bounded by 1,

\[ (4.29) \quad Y_N \leq \mathbb{E}_N \left[ 1_D W_N \right] + Q_N(D_N). \]

When \( D \) occurs, it holds that

\[ \omega_{(x, x+2)}(\tilde{S}^N, d_N) \geq \omega_{(x, x+2)}(B, d_N) - 2b_N \]
\[ -\log W_\infty(\tilde{S}^N) \geq -e^{-2b_N} \log W_\infty(B). \]

Arguing similarly as above, we can get the following upper bound

\[ \mathbb{E}_N \left[ 1_D W_N \right] \leq \mathbb{P}_\infty \left( \{ \omega_{(x, x+2)}(B, d_N) > \varepsilon \} \right) + e^{2C\varepsilon + 4Cb_N} \mathbb{P}_\infty \left[ \exp \left( e^{-2b_N} \log W_\infty \right) \right]. \]

Let \( c = e^{-2b_N} < 1 \). By the concavity of \( x^\alpha \) for \( 0 < \alpha < 1 \), we can deduce that

\[ (4.30) \quad \mathbb{E}_N \left[ 1_D W_N \right] \leq \mathbb{P}_\infty \left( \{ \omega_{(x, x+2)}(B, d_N) > \varepsilon \} \right) + e^{2C\varepsilon + 4Cb_N} \mathbb{E}_\infty \left[ W_\infty \right]^c. \]

Combining (4.29) and (4.30), we obtain:

\[ (4.31) \quad Y_N \leq A(N, \varepsilon) \mathbb{E}_\infty \left[ W_\infty \right]^c + C(N, \varepsilon, \varepsilon), \]

where

\[ A(N, \varepsilon) = e^{2C\varepsilon + 4Cb_N}, \quad C(N, \varepsilon, \varepsilon) = Q_N(D_N) + \mathbb{P}_\infty \left( \{ \omega_{(x, x+2)}(B, d_N) > \varepsilon \} \right). \]

From (4.28) and (4.31), we obtain to get

\[ \mathbb{P}_N \left[ \tilde{J}^N \right] = \frac{Y'_N}{Y_N} \geq \frac{A'(N, \varepsilon) \mathbb{E}_\infty \left[ 1_{J^N} W_\infty \right]^c - C'(N)}{A(N, \varepsilon) \mathbb{E}_\infty \left[ W_\infty \right]^c + C(N, \varepsilon)}. \]
When \( N \) goes to infinity,
\[
\lim_{N \to \infty} A(N, \varepsilon) = e^{2C\varepsilon}, \quad \lim_{N \to \infty} A'(N, \varepsilon) = e^{-2C\varepsilon},
\]
\[
\lim_{N \to \infty} C(N, \varepsilon) = \lim_{N \to \infty} C'(N) = 0, \quad \lim_{N \to \infty} c_N = \lim_{N \to \infty} c'_N = 1.
\]
As a result,
\[
\liminf_{N \to \infty} \mathbb{P}_N(I^N) \geq e^{-4C\varepsilon} \lim_{N \to \infty} \mathbb{P}_\infty(J^N) \geq 2^{-1} e^{-4C\varepsilon}.
\]
We have used (4.25) in the second inequality. Because \( \varepsilon > 0 \) is arbitrary, we conclude that
\[
\liminf_{N \to \infty} \mathbb{P}_N(I^N) \geq 2^{-1},
\]
which finishes the proof. \( \square \)

5. Application for the log-gamma directed polymers

In this section, we discuss an application of Theorem 2.18 to the log-gamma line ensembles which are associated with the log-gamma directed polymers, as introduced in [Sep]. We aim to show that under the weak noise scaling, the whole scaled line ensemble is tight. Moreover, any subsequential limit enjoys the \( \mathbf{H} \)-Brownian Gibbs property with \( \mathbf{H}(x) = e^x \). This is the content of Theorem 5.13.

This section is organized as follows. In Subsection 5.1, we give the definition of the log-gamma line ensembles and show that they enjoy \((\dot{\mathbf{H}}, \mathbf{H}_{\text{RW}})\)-Gibbs property with suitable \((\dot{\mathbf{H}}, \mathbf{H}_{\text{RW}})\). In Subsection 5.2, we introduce the weak noise scaling and check that the scaled log-gamma line ensembles satisfy the assumptions in Theorem 2.18. The convergence of the the lowest indexed curve is essentially proved in [AKQ]. See the discussion after Proposition 5.10 for more details. We then proceed to verify the assumptions A1-A4 and prove Theorem 5.13.

5.1. Log-gamma line ensemble. In this subsection, we introduce the discrete log-gamma line ensembles and discuss some of their properties. We give the definition of the inverse gamma distribution.

Definition 5.1. Fix \( \gamma > 0 \) and let \( \Gamma(\gamma) \) be the Gamma function. A random variable \( X \) has inverse gamma distribution with shape parameter \( \gamma \) if its probability density function is given by
\[
(5.1) \quad \Gamma(\gamma)^{-1} x^{-\gamma-1} e^{-x^{-1}} \mathbb{1}_{\{x > 0\}}.
\]
We abbreviate with \( X \overset{(d)}{=} \text{Inv-Gamma}(\gamma) \).

It could be directly computed that for any \( k \in \mathbb{N} \) with \( \gamma > k \),
\[
(5.2) \quad \mathbb{E}[	ext{Inv-Gamma}(\gamma)^k] = \frac{\Gamma(\gamma - k)}{\Gamma(\gamma)} = \frac{1}{(\gamma-1)(\gamma-2)\cdots(\gamma-k)}.
\]

Next, we define the random environment for the log-gamma directed polymer model. Let \( K \in \mathbb{N} \) be an integer. The value of \( K \) will be fixed throughout this subsection. Consider a semi-infinite matrix \( d = (d_{ij} : i \in \mathbb{N}, j \in [1, K]) \) of i.i.d random variables with distribution:
\[
(5.3) \quad d_{ij} \overset{(d)}{=} \text{Inv-Gamma}(\gamma).
\]
For any \( n \in \mathbb{N} \), we denote by \( d_{n,K} \) the \( n \times K \) matrix \((d_{ij} : i \in [1,n], j \in [1,K])\). We call \( d_{ij} \) the weight at the location \((i,j)\).

We present the geometric RSK correspondence which constructs an array (see Definition 5.3) from a \( n \times K \) matrices with positive entries. See [COSZ] for more discussions and properties for the geometric RSK correspondence. Then we will focus on the shape of the array (See Definition 5.4).

For \( l,k \in \mathbb{N} \) with \( 1 \leq l \leq k \leq K \), let \( \Pi_{n,k,l} \) denote the collection of \( l \)-tuples \( \pi = (\pi_1, \cdots, \pi_l) \) of non-intersecting lattice paths in \( \mathbb{Z}^2 \) such that for \( 1 \leq r \leq l \), \( \pi_r \) is a lattice up-right path from \((1,r)\) to \((n,k + r - l)\). See the left figure in Figure 5 below for an illustration. Notice that \( n < l \) implies \( \Pi_{n,k,l} \) is empty or contains a single element. If \( n < l < k \), then \( \Pi_{n,k,l} \) is empty. If \( n < l = k \), there is a unique \( l \)-tuple in \( \Pi_{n,k,l} \) in which all paths are horizontal. On the other hand, it is easy to see that \( \Pi_{l,k} \) is non-empty for \( l \leq n \wedge k \).

**Definition 5.2.** For any \( l \)-tuples \( \pi = (\pi_1, \cdots, \pi_l) \), the weight of \( \pi \) is given by

\[
wt(\pi) := \prod_{r=1}^{l} \prod_{(i,j) \in \pi_r} d_{ij}.
\]

For \( l,k \in \mathbb{N} \) with \( 1 \leq l \leq k \leq K \), define

\[
\tau_{k,l}(n) := \sum_{\pi \in \Pi_{n,k,l}} wt(\pi).
\]

If \( \Pi_{n,k,l} \) is empty, we set \( \tau_{k,l}(n) = 0 \).

From \( \tau_{k,l}(n) \), we can define the array \( z(n) \) and the shape \( y_{K}(n) \).

**Definition 5.3.** The array \( z(n) = \{ z_{k,l}(n) : 1 \leq k \leq K, 1 \leq l \leq k \} \) is defined by

\[
z_{k,l}(n) := \begin{cases} 
\frac{\tau_{k,l}(n)}{\tau_{l,l-1}(n)}, & l \leq n \wedge k, \\
\text{undefined}, & n < l \leq k.
\end{cases}
\]

Here we adopt the convention that \( \tau_{k,0}(n) = 1 \).

**Definition 5.4.** The shape \( y_K(n) := (y_{K,1}(n), \cdots, y_{K,K}(n)) \) of the array \( z(n) \) is defined by

\[
y_{K,i}(n) := \begin{cases} 
z_{K,i}(n), & i \leq n \wedge K, \\
\text{undefined}, & n < i \leq K.
\end{cases}
\]

We are ready to define the discrete log-gamma line ensemble.

**Definition 5.5.** The log-gamma line ensemble is defined by

\[
\mathcal{L}_{K,i}(n) := \begin{cases} 
\log(y_{i}(n)) & 1 \leq i \leq n \wedge K, \\
\text{undefined} & n < i \leq K.
\end{cases}
\]

Let us discuss the space of indices on which log-gamma line ensemble is defined. If \( n \geq K \), then \( \mathcal{L}_{K,i}(n) \) is defined for all \( i \in [1,K] \). On the other hand, if \( n \in [1,K-1] \), then \( \mathcal{L}_{K,i}(n) \) is only defined for all \( i \in [1,n] \). See Figure 6 for an illustration. We summarize the the
construction of log-gamma line ensemble in the following Figure 5.

The rest of this subsection is devoted to prove the \((\dot{H}, H_{RW})\)-Gibbs property for log-gamma line ensembles, Proposition 5.9.

We begin with the Markov property of \(y_{K}(n)\). For brevity, we will denote \(y_{K}(n)\) simply by \(y(n)\). It is shown in [COSZ, Theorem 3.7 and Theorem 3.9] that the process \(\{y(n), n \geq K\}\) is Markovian in \(n\). Furthermore, there is a function \(w : \mathbb{R}^{K}_{+} \rightarrow \mathbb{R}_{+}\) such that the transition probability from \(y = (y_{1}, \ldots, y_{K})\) to \(\tilde{y} = (\tilde{y}_{1}, \ldots, \tilde{y}_{K})\) is given by:

\[
(5.7) \quad \frac{w(\tilde{y})}{w(y)} \prod_{i=1}^{K} e^{-\tilde{y}_{i+1} + y_{i}} \prod_{j=1}^{K} \left( \Gamma(\gamma)^{-1}(\tilde{y}_{j}/y_{j}) e^{-y_{j}/\tilde{y}_{j}} \right) \frac{d\tilde{y}_{j}}{y_{j}}.
\]

The explicit form of \(w\) can be found in [COSZ (3.9)] but we will not rely on such form. The following Lemma 5.6 shows that an \((\dot{H}, H_{RW})\)-Gibbs property can be derived from the Markov property (5.7).

| Paths in environment | Definition of log-gamma line ensemble \(L_{K}\) |
|-----------------------|-----------------------------------------------|
| \([n, K]\)            | \(z_{K,l}(n) := \sum_{\pi \in \Pi_{n,K,l}} wt(\pi),\) |
| \([n, K-1]\)         | \(wt(\pi) := \prod_{r=1}^{l} \prod_{(i,j) \in \pi} d_{ij}.\) |
| \([n, K-l+2]\)       | Define the log-gamma line ensemble \(L_{K}\) as |
| \([n, K-l+1]\)       | \(L_{K,l}(n) := \log z_{K,l}(n) - \log z_{K,l-1}(n), l \leq n\) |
| \([n, K]\)           | \(\text{undefined for } l > n.\) |

Figure 5. Summary of the process of constructing \(L(n), n \geq 1.\) We regard \(n\) as the evolving coordinate. We take the empty sum to equal zero in the definition of \(z_{K,l}(n)\) when \(n < l.\)

**Lemma 5.6.** Fix any \(\hat{y}^{0} \in \mathbb{R}^{K}_{+}\). Let \(\hat{y}(n), n \in \mathbb{N}\) be the Markov chain on \(\mathbb{R}^{K}_{+}\) with the initial state \(\hat{y}(0) = \hat{y}^{0}\) and the transition kernel given by (5.7). Define the \([1, K]_{\mathbb{N}} \times \mathbb{N}\)-indexed line ensemble \(\hat{L}\) by

\[
\hat{L}_{i}(n) = \log(\hat{y}_{i}(n)).
\]

Then \(\hat{L}\) enjoys a \((\dot{H}, H_{RW})\)-Gibbs property with

\[
(5.8) \quad H_{RW}(x) = \log \Gamma(\gamma) + \gamma x + e^{-x},
\]

and

\[
(5.9) \quad \dot{H}(\Box(L, k, u)) = \exp(L_{k+1}(u + 1) - L_{k}(u)).
\]
\[ \mathcal{L}_{5,1}(1) \mathcal{L}_{5,1}(2) \mathcal{L}_{5,1}(3) \mathcal{L}_{5,1}(4) \mathcal{L}_{5,1}(5) \mathcal{L}_{5,1}(6) \]

\[ \mathcal{L}_{5,2}(1) \mathcal{L}_{5,2}(2) \mathcal{L}_{5,2}(3) \mathcal{L}_{5,2}(4) \mathcal{L}_{5,2}(5) \mathcal{L}_{5,2}(6) \]

\[ \mathcal{L}_{5,3}(1) \mathcal{L}_{5,3}(2) \mathcal{L}_{5,3}(3) \mathcal{L}_{5,3}(4) \mathcal{L}_{5,3}(5) \mathcal{L}_{5,3}(6) \]

\[ \mathcal{L}_{5,4}(1) \mathcal{L}_{5,4}(2) \mathcal{L}_{5,4}(3) \mathcal{L}_{5,4}(4) \mathcal{L}_{5,4}(5) \mathcal{L}_{5,4}(6) \]

\[ \mathcal{L}_{5,5}(1) \mathcal{L}_{5,5}(2) \mathcal{L}_{5,5}(3) \mathcal{L}_{5,5}(4) \mathcal{L}_{5,5}(5) \mathcal{L}_{5,5}(6) \]

\[ n = 1 \quad n = 2 \quad n = 3 \quad n = 4 \quad n = 5 \quad n = 6 \]

**Figure 6.** Illustration of the log-gamma line ensemble construction with \( K = 5 \). There are five curves \( \mathcal{L}_{5,1}(n) \) through \( \mathcal{L}_{5,5}(n) \). The values of \( \mathcal{L}_{5,1}(n) \) are not defined on the hollow points. The Gibbs property holds for \( n \geq 5 \) as a consequence of Lemma 5.6 and the Markov property for \( \mathcal{L}_{5}(n) \) when \( n \geq 5 \) with transition kernel from (5.7). We are in need of the same Gibbs property when \( n < 5 \), e.g. the dashed rectangle region.

**Proof.** We write \( \hat{\mathcal{L}}(n) \) for the vector \((\hat{\mathcal{L}}_1(n), \ldots, \hat{\mathcal{L}}_K(n))\). Because \( \hat{y}(n) \) is Markov in \( n \), \( \hat{\mathcal{L}}_K(n) \) is Markov in \( n \) as well. Moreover, from (5.7), there is a function \( \alpha : \mathbb{R}^K \to \mathbb{R}_+ \) such that the transition kernel from \( \hat{\mathcal{L}}(u) \) to \( \hat{\mathcal{L}}(u+1) \) is given by

\[
\frac{\alpha(\hat{\mathcal{L}}(u))}{\alpha(\hat{\mathcal{L}}(u+1))} \prod_{i=1}^{K-1} \exp \left[ -\hat{\mathbf{H}}(\hat{\mathcal{L}}, i, u) \right] \\
\times \prod_{j=1}^{K} \exp \left( -\hat{\mathbf{H}}^{\text{RW}}(\hat{\mathcal{L}}_j(u+1) - \hat{\mathcal{L}}_j(u)) \right) d\hat{\mathcal{L}}_j(u+1),
\]

(5.10)

where \( \hat{\mathbf{H}} \) and \( \hat{\mathbf{H}}^{\text{RW}} \) are given by (5.9) and (5.8) respectively. The explicit form of \( \alpha \) is not consequential for us. Fix \( k_1 \leq k_2 \) with \( k_1, k_2 \in [1, K]_\mathbb{Z} \), and \( a < b \) with \( a, b \in \mathbb{N} \). We denote \( \hat{x} = (\hat{\mathcal{L}}_{k_1}(a), \ldots, \hat{\mathcal{L}}_{k_2}(a)) \) as the entrance data, \( \hat{y} = (\hat{\mathcal{L}}_{k_1}(b), \ldots, \hat{\mathcal{L}}_{k_2}(b)) \) as the exit data, \( f = \hat{\mathcal{L}}_{k_1-1}|_{(a,b)} \) be the upper boundary curve and \( g = \hat{\mathcal{L}}_{k_2+1}|_{(a,b)} \) be the lower boundary curve and we adopt the convention that \( \hat{\mathcal{L}}_0 = +\infty \) and \( \hat{\mathcal{L}}_{K+1} = -\infty \).

Given a continuous function \( F : C([k_1, k_2]_\mathbb{Z} \times [a, b]_\mathbb{Z}, \mathbb{R}) \), we derive from (5.10) that

\[
\mathbb{E}\left[ F(\hat{\mathcal{L}}|_{[k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b)}) | \mathcal{F}_{\text{ext}}([k_1, k_2]_\mathbb{Z} \times (a, b)_\mathbb{Z}) \right] \\
\propto \int F(\hat{\mathcal{L}}|_{[k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b)}) \prod_{u \in \Lambda_d(a,b)} \prod_{i=k_1}^{k_2} \exp \left[ -\hat{\mathbf{H}}(\hat{\mathcal{L}}, i, u) \right] \\
\times \prod_{j=k_1}^{k_2} \exp \left( -\hat{\mathbf{H}}^{\text{RW}}(\hat{\mathcal{L}}_j(u+1) - \hat{\mathcal{L}}_j(u)) \right) d\hat{\mathcal{L}}_j(u),
\]

(5.11)

In view of (5.11), we have

\[
\mathbb{E}\left[ F(\hat{\mathcal{L}}|_{[k_1, k_2]_\mathbb{Z} \times \Lambda_d(a,b)}) | \mathcal{F}_{\text{ext}}([k_1, k_2]_\mathbb{Z} \times (a, b)_\mathbb{Z}) \right] = \mathbb{E}_{H, H^{\text{RW}} \rightarrow \mathbb{H}}[F(\hat{\mathcal{L}})].
\]

See Definition 2.9. This proves the \((\hat{\mathbf{H}}, H^{\text{RW}})\)-Gibbs property. \( \square \)
Lemma 5.6 shows that \( \mathcal{L}_K(n) \) defined in Definition 5.5 has the \((\mathbf{H}, \mathbf{H}_{RW})\)-Gibbs property for \( n \geq K \). However, for \( n < K \), the \((\mathbf{H}, \mathbf{H}_{RW})\)-Gibbs property is not directly implied by Lemma 5.6. The main reason is that \( \hat{L} \) is the Markov kernel for \( y(n) \) only for \( n \geq K \).

We resolve this issue by showing \( \mathcal{L}_K \) can be approximated by a sequence \( \hat{L}^m \) which enjoys the \((\mathbf{H}, \mathbf{H}_{RW})\)-Gibbs property.

Fix \( \varrho = (\varrho_1, \varrho_2, \ldots, \varrho_K) = (2^{-1}(K - 1), 2^{-1}(K - 1) - 1, \ldots, -2^{-1}(K - 1)) \). For \( M > 0 \), let \( y^{0,M} := (e^{-M \varrho_1}, \ldots, e^{-M \varrho_K}) \). Define \( y^M(n) := (y_i^M(n))_{1 \leq i \leq K, n \geq 1} \) as a Markov chain in \( Y_K \) with the initial state \( y^M(0) = y^{0,M} \) and transition kernel given by (5.7). Define \( \hat{L}_M(n) := \log y_i^M(n) \) as a \([1, K]_\mathbb{Z} \times \mathbb{N} \) indexed line ensemble. From Lemma 5.6, \( \hat{L}^M \) satisfies the \((\mathbf{H}, \mathbf{H}_{RW})\)-Gibbs property.

The following proposition is proved in [COSZ Proposition 5.3], which says that \( \{y^M(n), n \geq 1\} \) converges weakly to \( y(n) \) on compact sets. As a consequence, \( \hat{L}^M \) converges weakly to \( \hat{L}_L \) on compact sets.

**Proposition 5.7.** Let \( \{y^M(n), n \geq 1\} \) be the Markov chain on \( \mathbb{R}_+^K \) defined as above and let \( y_i(n), 1 \leq i \leq n \wedge K, n \geq 1 \) be defined as in (5.6). Then for any \( n_0 \geq 1 \), \( \{y^M(n) : 1 \leq i \leq n \wedge K, 1 \leq n \leq n_0\} \) converges weakly to \( \{y_i(n) : 1 \leq i \leq n \wedge K, 1 \leq n \leq n_0\} \) as \( M \) goes to infinity.

**Remark 5.8.** It is proved in [COSZ Proposition 5.3] not only the weak convergence of the shape \( y(n) \) but also the weak convergence of the array \( z(n) \).

**Proposition 5.9.** Let \( \mathcal{L}_K \) be the line ensemble defined in Definition 5.5 and \( \mathbf{H}, \mathbf{H}_{RW} \) be defined in (5.9) and (5.8) respectively. Then \( \mathcal{L}_K \) satisfies the \((\mathbf{H}, \mathbf{H}_{RW})\)-Gibbs property in the region \( u \) is defined. Precisely, for any \( k_1 \leq k_2 \) with \( k_1, k_2 \in [1, K]_\mathbb{Z} \) and \( a < b \) with \( a, b \in \mathbb{N} \) and \( k_2 \leq a \), (5.11) holds with \( \hat{L} \) replaced by \( \mathcal{L}_K \).

**Proof.** From Proposition 5.7 and Lemma 5.6, \( \mathcal{L}_K \) is the weak limit of \( \hat{L}_M \) as \( M \) goes to infinity, which enjoys the \((\mathbf{H}, \mathbf{H}_{RW})\)-Gibbs property. Therefore it suffices to show \((\mathbf{H}, \mathbf{H}_{RW})\)-Gibbs property is preserved under the weak limit. The proof proceeds similarly as the one of Theorem 2.18 (2), thus we omit repeated details and focus on the part that needs modification.

Fix a compact region \([k_1, k_2]_\mathbb{Z} \times [a, b]_\mathbb{Z}\) in which \( \mathcal{L}_K \) is defined. Through Skorohod representation theorem, in \([k_1, k_2]_\mathbb{Z} \times [a, b]_\mathbb{Z}\) one can couple \( \mathcal{L}_K \) with the converging sequence \( \hat{L}^M \) in the same probability space such that \( \hat{L}_M \) converges to \( \mathcal{L}_K \) almost surely. One can reformulate the \((\mathbf{H}, \mathbf{H}_{RW})\)-Gibbs property using a resampling invariance in the same way as (3.27). We can then essentially follow the arguments in the proof of Theorem 2.18 (2). The only exception is that the analogous statement (3.28) can be derived by Lemma 2.7 instead of the KMT coupling. 

### 5.2. Scaled log-gamma line ensemble

In this subsection, we introduce the weak noise scaling for log-gamma line ensembles. Applying Theorem 2.18, we show that a sequence of scaled log-gamma line ensemble is tight when restricted on compact sets. Furthermore, any subsequential limit satisfies the \( \mathbf{H} \)-Brownian Gibbs property with \( \mathbf{H}(x) = e^x \).

We consider a sequence of log-gamma line ensembles in which the parameters \( \gamma \) and \( K \) changes. Let \( \gamma_N = N^{1/2} \). We denote by \( \mathcal{L}_K^N \) the line ensemble defined in Definition 5.5 with \( \gamma \) being \( \gamma_N \).
We start with the weak noise scaling and the convergence of the lowest indexed curve. For any $\beta > 0$, let $Z_{\beta}(t,u), (t,u) \in \mathbb{R}_+ \times \mathbb{R},$ be the solution to the stochastic heat equation
\[
\partial_t Z_{\beta} = 2^{-1} \partial_{uu} Z_{\beta} + \beta W Z_{\beta}, \quad Z_{\beta}(0,u) = \delta(u).
\]
Here $\delta(u)$ is the delta distribution centered at the origin and $W(t,u)$ is a white noise on $\mathbb{R}_+ \times \mathbb{R}$ with covariance structure $\mathbb{E}[W(t,x)W(s,y)] = \delta(t-s)\delta(x-y)$. $Z_{\beta}(t,u)$ admits the following chaos expansion:
\[
(5.12) \quad Z_{\beta}(t,u) := \varrho(t,u) + \sum_{k=1}^{\infty} \beta^k \int_{\Delta_k(0,t]} \prod_{i=1}^{k} W(t_i,u_i) \times \\
\varrho(t_i - t_{i-1}, u_i - u_{i-1}) \varrho(t - t_k, u - u_k) du_i dt_i.
\]
In the above expression we adopt the convention that $t_0 = 0, u_0 = 0$ and $\varrho(t,u)$ is the standard Gaussian heat kernel
\[
(5.13) \quad \varrho(t,u) = (2\pi t)^{-1/2} e^{-u^2/(2t)}.
\]
And the integral is over a $k$-dimensional simplex $\Delta_k(0,t] = \{0 = t_0 < t_1 < t_2 < \cdots < t_k \leq t\}$.

The following result is a consequence of [AKQ] Theorem 2.7 with slight modifications of their arguments, which we explain in the proof below.

**Proposition 5.10.** Consider the weak noise scaling for the lowest indexed curve as
\[
\tilde{\mathcal{L}}_1^N(t,u) := L_{Nt/2,1}^N \left(2^{-1} Nt + N^{1/2} u\right) + 2^{-1} \log N - \log 2 - (Nt + N^{1/2} u) \left(\log 2 - \log(N^{1/2} - 1)\right).
\]
Then $\tilde{\mathcal{L}}_1^N(t,u)$ converges weakly to $\log Z_{\sqrt{2}}(t,u)$ in the topology of uniform convergence on compact sets of $\{t \in \mathbb{R}_+, u \in \mathbb{R}\}$.

**Proof.** We prove the above result by explaining how the convergence follows from the arguments for [AKQ] Theorem 2.7. Note that [AKQ] Theorem 2.7 shows that, under weak noise scaling (called intermediate disorder regime in [AKQ]), a modified point-to-point partition function of directed polymer model in dimension $1+1$, denoted by
\[
(5.15) \quad 2^{-1}N^{1/2} \mathfrak{Z}^\omega(Nt + N^{1/2}u, N^{1/2}u; N^{-1/4}),
\]
converges to the chaos series $Z_{\sqrt{2}}(t,x)$ in (5.12), which is the solution to stochastic heat equation with multiplicative noise. The random environment $\omega = \{\omega(i,j), i,j \in \mathbb{N}\}$ considered therein is of mean zero, variance one and has sixth moments.

To match the above result with the log-gamma polymer model, we need to allow $\omega$ to change in $N$. For $N \in \mathbb{N}$, let $\omega_N$ be a random environment in which each $\omega_N(i,j)$ is distributed as
\[
\omega_N(i,j) \overset{(d)}{=} N^{1/4} \left(\frac{\text{Inv-Gamma}(\sqrt{N})}{\mathbb{E} \left[\text{Inv-Gamma}(\sqrt{N})\right]} - 1\right).
\]
From the definition $\mathfrak{Z}^\omega$ in [AKQ] (2.4), the definition of $\tau$ in (5.4) and $\mathbb{E} \left[\text{Inv-Gamma}(N^{1/2})\right] = (N^{1/2} - 1)^{-1}$, (5.15) with $\omega$ replaced by $\omega_N$ equals
\[
(5.17) \quad 2^{-1}N^{1/2} \cdot 2^{-(Nt+N^{1/2}u)}(N^{1/2} - 1)^{Nt+N^{1/2}u} \mathcal{T}_{Nt/2,1}\left(2^{-1}Nt + N^{1/2}u\right).
\]
From Definition 5.5, we have

\[(5.18) \quad \mathcal{L}^N_{Nt/2,1} \left(2^{-1}Nt + N^{1/2}u\right) = \log \tau_{Nt/2,1} \left(2^{-1}Nt + N^{1/2}u\right).\]

Comparing (5.14), (5.18), (5.15) and (5.17), we get

\[\tilde{\mathcal{L}}^N_1(t,u) = \log \left(2^{-1}N^{1/2} \tilde{Z}^N (Nt + N^{1/2}u, N^{1/2}u; N^{-1/4})\right).\]

It remains to show the convergence of \(2^{-1}N^{1/2} \tilde{Z}^N (Nt + N^{1/2}u, N^{1/2}u; N^{-1/4})\). From (5.16) and (5.2), \(\omega_N\) has mean zero and variance \(1 + O(N^{-1/2})\). Moreover, the sixth moment of \(\omega_N\) is \(15 + O(N^{-1/2})\). Under such conditions, one can run the same arguments in [AKQ] to obtain the convergence. □

In order the match the \(H\)-Brownian Gibbs property, we perform one more scaling and define the scaled log-gamma line ensemble as follows.

**Definition 5.11.** Let

\[(5.19) \quad \tilde{\mathcal{L}}^N(t,u) := \mathcal{L}^N_{Nt/8,i} \left(8^{-1}Nt + 2^{-1}N^{1/2}u\right) + 2^{-1} \log N - 2 \log 2
\]

\[- \left(4^{-1}Nt + 2^{-1}N^{1/2}u\right) \left(\log 2 - \log(N^{1/2} - 1)\right).\]

Notice that \(\tilde{\mathcal{L}}^N(t,u)\) is defined for \(N \in \mathbb{N}, t \in 8N^{-1}\mathbb{N}, u \in 2N^{-1/2}\mathbb{Z}\) and \(i \leq (8^{-1}Nt) \land (8^{-1}Nt + 2^{-1}N^{1/2}u)\).

**Lemma 5.12.** \(\tilde{\mathcal{L}}^N(t,u)\) converges weakly to \(\log \mathcal{Z}_1(t,u)\) in the topology of uniform convergence on compact sets of \(\{t \in \mathbb{R}_+, u \in \mathbb{R}\}\).

**Proof.** The relation between \(\tilde{\mathcal{L}}^N\) and \(\tilde{\mathcal{L}}^N_1\) (defined in (5.14)) is \(\tilde{\mathcal{L}}^N(t,u) = \tilde{\mathcal{L}}^N_1(4^{-1}t, 2^{-1}u) - \log 2\). In view of Proposition 5.10, \(\tilde{\mathcal{L}}^N_1(t,u)\) converges to \(\log \mathcal{Z}_{\sqrt{2}}(4^{-1}t, 2^{-1}u) - \log 2\). Through the scaling invariance of the white noise, \(W(at, bu)\) has the same distribution as \((ab)^{-1/2}W(t,u)\). From (5.12), this implies that \(\mathcal{Z}_{\beta}(\lambda^2 t, \lambda u)\) has the same distribution as \(\lambda^{-1}\mathcal{Z}_{\lambda^{1/2}\beta}(t,u)\). In particular, \(\log \mathcal{Z}_{\sqrt{2}}(4^{-1}t, 2^{-1}u) - \log 2\) has the same distribution as \(\log \mathcal{Z}_1(t,u)\). □

Now we are ready to state the main application of Theorem 2.18 as follows.

**Theorem 5.13.** For any \(N \in \mathbb{N}\), let \(\tilde{\mathcal{L}}^N\) be the discrete line ensemble defined in (5.19). Fix arbitrary \(t > 0, k \in \mathbb{N}\) and \(T > 0\). Then restriction of \(\tilde{\mathcal{L}}^N_j(t,u)\) to \(j \in [1,k]_\mathbb{Z}\) and \(u \in [-T,T]\) is tight as \(N\) varies. Moreover, any subsequential limit line ensemble satisfies the \(H\)-Brownian Gibbs property with \(H(x) = e^x\).

Let us review a characterization result of Gibbs line ensembles in [Diml, Remark 1.4].

**Proposition 5.14.** For any \(t > 0\), the KPZ\(_t\) line ensemble [CH16] is the only \(\mathbb{N} \times \mathbb{R}\)-indexed line ensemble whose lowest indexed curved is distributed as \(\log \mathcal{Z}_1(t,u)\) and satisfies the \(H\)-Brownian Gibbs property with \(H(x) = e^x\).

Combining Lemma 5.12, Theorem 5.13 and Proposition 5.14, we derive the convergence of the scaled log-gamma line ensemble.

**Corollary 5.15.** Let \(\tilde{\mathcal{L}}^N\) be the discrete line ensemble defined in (5.19). Then for any \(t > 0\) \(\tilde{\mathcal{L}}^N(t,\cdot)\) converges to the KPZ\(_t\) line ensemble.
The rest of the section is devoted to prove Theorem 5.13. We fix $t = 1$ for brevity because a similar argument applies for all $t > 0$. Also, we denote $\mathcal{Z}_i^N(u) = \mathcal{Z}^N(1, u)$. We need to verify the assumptions in Theorem 2.18 are satisfied for $\mathcal{Z}^N$. We recall those assumptions here for readers convenience.

- $\mathcal{Z}^N$ is a $(\mathbf{H}^N, \mathbf{H}^{\text{RW}, N})$-line ensemble for some $\mathbf{H}^N$ and $\mathbf{H}^{\text{RW}, N}$.
- $\mathcal{Z}_1^N(u) + u^2/2$ converges weakly to a stationary process.
- Assumptions A1-A4 in Subsection 2.3 hold.

We begin by showing the $(\mathbf{H}^N, \mathbf{H}^{\text{RW}, N})$-Gibbs property for $\mathcal{Z}^N$. From Proposition 5.9 $\mathcal{L}_K$ satisfies the $(\mathbf{H}, \mathbf{H}^{\text{RW}})$-Gibbs property for $\mathbf{H}$ and $\mathbf{H}^{\text{RW}}$ given by (5.9) and (5.8) respectively. Let $d_N = 2N^{-1/2}$ and $\Lambda_{d, N}^N = d_N\mathcal{Z}$. Through a direct calculation, $\mathcal{Z}_i^N(u)$ satisfies a $(\mathbf{H}^N, \mathbf{H}^{\text{RW}, N})$-random walk Gibbs property over the region

$\{ u \in 2N^{-1/2}\mathbb{Z}, \ i \leq (8^{-1}N) \wedge (8^{-1}N + 2^{-1}N^{1/2}u) \}$

with the local interaction Hamiltonian

$\mathbf{H}^N((\mathcal{Z}^N, k, u)) := 2(N^{1/2} - 1)^{-1} \exp \left( \mathcal{Z}_k^N(u + 2N^{-1/2}) - \mathcal{Z}_k^N(u) \right),$ 

and the random walk Hamiltonian

$\mathbf{H}^{\text{RW}, N}(x) := \log \Gamma(N^{1/2}) + N^{1/2} \left( x - \log(N^{1/2} - 1) + \log 2 \right)$

$+ \exp \left( -x + \log(N^{1/2} - 1) - \log 2 \right).$

Next, we show that $\mathcal{Z}_1^N(u) + u^2/2$ converges weakly to a stationary process. From Lemma 5.12, $\mathcal{L}_1^N(t, u)$ converges weakly to $\log \mathcal{Z}_1(t, u)$. In [AKQ], Proposition 2.3, it is shown that for any $t > 0$, $Z_\rho(t, u)/g(t, u)$ is a stationary process in $u$ where $g(t, u)$ is the heat kernel in (5.13). Therefore, $\mathcal{Z}_1^N(1, u) + u^2/2$ converges weakly to a stationary process.

We now verify Assumptions A1 and A2. Assumption A2 can be checked directly from the form in (5.21). The same holds for Assumptions A1 (1) and we focus on Assumptions A1 (2).

Since $\mathbf{H}^N$ depends only on the second and the sixth entry, to check Assumption A1(2), it’s sufficient to consider $\vec{a} = (a_2, a_6)$, $\vec{b} = (b_2, b_6) \in (\mathbb{R} \cup \{ \pm \infty \})^2$ with $a_2 \geq b_2$, $a_6 \geq b_6$ and $a_2 = b_2$ or $a_6 = b_6$. For the case $a_2 = b_2$, let $\delta > 0$ be a fixed number and

$\vec{a}' = (a_2 + \delta, a_6), \ \vec{b}' = (b_2 + \delta, b_6),$

Then

$-\mathbf{H}^N(\vec{a}') + \mathbf{H}^N(\vec{a}) = 2(N^{1/2} - 1)^{-1}(e^{a_6 - a_2} - e^{a_6 - a_2 - \delta}),$

$-\mathbf{H}^N(\vec{b}') + \mathbf{H}^N(\vec{b}) = 2(N^{1/2} - 1)^{-1}(e^{b_6 - b_2} - e^{b_6 - b_2 - \delta}).$

From the convexity of $e^x$, $a_6 \geq b_6$, $a_2 = b_2$ and $\delta > 0$, we have

$-\mathbf{H}^N(\vec{a}') + \mathbf{H}^N(\vec{a}) \geq -\mathbf{H}^N(\vec{b}') + \mathbf{H}^N(\vec{b}).$

We then deal with the case $a_6 = b_6$. Let $\delta > 0$ be a fixed number and

$\vec{a}' = (a_2, a_6 + \delta), \ \vec{b}' = (b_2, b_6 + \delta),$
Then

\[ -\dot{H}^N(a') + \dot{H}^N(a) = 2(N^{1/2} - 1)^{-1}(e^{a_6-a_2} - e^{a_6-a_2+\delta}), \]

\[ -\dot{H}^N(b') + \dot{H}^N(b) = 2(N^{1/2} - 1)^{-1}(e^{b_6-b_2} - e^{b_6-b_2+\delta}). \]

From the convexity of \(e^x\), \(a_6 = b_6\), \(a_2 \geq b_2\) and \(\delta > 0\), we have

\[ -\dot{H}^N(a') + \dot{H}^N(a) \geq -\dot{H}^N(b') + \dot{H}^N(b). \]

This finishes the verification of Assumption A1.

Next, we check Assumption A3. Recall that \(d_N = 2N^{-1/2}\) and \(\Lambda^N_0 = 2N^{-1/2}\mathbb{Z}\). Fix arbitrary \(k \in \mathbb{Z}\), \(a < b\) with \(a, b \in \Lambda^N_0\) and \(L = (\mathcal{L}_k, \mathcal{L}_{k+1}) \in C([k, k+1]_\mathbb{Z} \times [a, b], \mathbb{R})\), we compute

\[
\sum_{u \in \Lambda^N_0(a,b)} \dot{H}^N(\mathcal{L}(L, k, u)) = \sum_{u \in \Lambda^N_0(a,b)} 2(N^{1/2} - 1)^{-1} \exp \left( \mathcal{L}_{k+1}(u + 2N^{-1/2}) - \mathcal{L}_k(u) \right)
\leq (1 - N^{-1/2})^{-1} e^{\omega(a, b)(\mathcal{L}_{k+1}, d_N)} \sum_{u \in \Lambda^N_0(a,b)} d_N^{-1} \exp \left( \mathcal{L}_{k+1}(u) - \mathcal{L}_k(u) \right)
\leq (1 - N^{-1/2})^{-1} e^{3\omega(a, b)(\mathcal{L}, d_N)} \int_a^b \exp(\mathcal{L}_{k+1}(u) - \mathcal{L}_k(u)) du.
\]

Similarly,

\[
\sum_{u \in \Lambda^N_0(a,b)} \dot{H}^N(\mathcal{L}(L, k, u)) \geq e^{-3\omega(a, b)(\mathcal{L}, d_N)} \int_a^b \exp(\mathcal{L}_{k+1}(u) - \mathcal{L}_k(u)) du.
\]

These two yield Assumption A3.

Lastly, we turn to Assumption A4. For any \(\gamma > 0\), we denote by

\[ Y(\gamma) = -\log \left( \text{Inv-Gamma}(\gamma) \right) \]

the log-gamma random variable with parameter \(\gamma\). From (5.1) and (5.21), \(\exp(-H^{RW,N}(x))\) is the density function of the random variable \(-Y(N^{1/2}) + \log(N^{1/2} - 1) - \log 2\). For any \(L > 0\) with \(d_N^{-1}L \in \mathbb{N}\) and \(z \in \mathbb{R}\), let \(S^N_{L,z}\) be the random walk bridges defined in Definition 2.8 with \(H^{RW,N}\) and \(d_N\mathbb{Z}\). We need to verify that \(S^N_{L,z}\) satisfies the estimate in Assumption A4.

To this end, we rely on [DW] Corollary 8.1, which provides the desired estimates for normalized random variables. We start by recording the result of [DW] Corollary 8.1. Let \(m(\gamma)\) and \(\sigma(\gamma)^2\) be the mean and variance of \(Y(\gamma)\) respectively. For \(j \in \mathbb{N}\), let \(X_j(\gamma)\) be i.i.d. random variables with \(X_1(\gamma) \equiv \sigma(\gamma)^{-1}(Y(\gamma) - m(\gamma))\). For any \(n \in \mathbb{N}\) and \(k \in [0, k]_\mathbb{Z}\), let \(S_{n,z}(k; \gamma)\) be the random walk bridge defined in (2.5) with \(X_j\) replaced by \(X_j(\gamma)\). For general \(u \in [0, n]\), we define \(S_{n,z}(u; \gamma)\) through linear interpolation.

**Corollary 5.16.** For any \(b > 0\) and \(\gamma_0 > 0\), there exists constants \(0 < C, a, a' < \infty\) such that the following holds. For every positive integer \(n\) and \(\gamma \geq \gamma_0\), there is a probability space \((\Omega_n, B_n, P_n)\) on which are defined a Brownian bridge \(B_1(u)\), \(u \in [0, 1]\) and a family of
processes $S_{n,z}(u;\gamma)$, $u \in [0,n]$ and $z \in \mathbb{R}$ such that for any $r \geq 0$,
\begin{equation}
F_n \left( \sup_{0 \leq u \leq n} \left| n^{1/2} B_1 (n^{-1} u) + n^{-1} z u - S_{n,z}(u;\gamma) \right| \geq r \log n \right) \leq C n^{n^2} e^{kz^2/n}. 
\end{equation}

Moreover, $S_{n,z}(u;\gamma)$ is realized as a measurable map $F_n : \mathbb{R} \times \Omega_n \to C([0,n],\mathbb{R})$.

**Proof.** The estimate (5.22) is a direct consequence of [DW] Corollary 8.1 and we focus on the measurability of $F_n$. To simplify the notation, we drop the dependence of $\gamma$ and denote $S_{n,z}(u;\gamma)$ by $S_{n,z}(u)$

The construction of $F_n$ is based on an induction argument. For $n = 1$, one take $\Omega = \{pt\}$ be a set with a single element and $(F_1(z,pt))(u) = uz$.

Assume $n \geq 2$ and $n = 2m$ is even for simplicity. By the induction hypothesis, for $i = 1,2$, there exists $(\Omega^i_m, F^i_m, \mathbb{P}^i_m)$ and measurable maps $F^i_m : \mathbb{R} \times \Omega^i_m \to C([0,m],\mathbb{R})$ such that $F^i_m(z,\cdot)$ is distributed as $S_{m,z}$. From Lemma 2.7 there exist a continuous function $G : \mathbb{R} \times (0,1) \to \mathbb{R}$ such that under the Lebesgue measure on $(0,1)$, $G(z,v)$ is distributed as $S_{m,z}(m)$. From Lemma 2.7 there exist a probability space $(\Omega_{ind}, \mathcal{B}_{ind}, \mathbb{P}_{ind})$ and a measurable map $G_{ind} : \mathbb{R} \times \Omega_{ind} \to C([0,n],\mathbb{R})$ such that $G_{ind}(z,\cdot)$ is distributed according to $S_{n,z}$.

We are ready to construct $\Omega_n$ and $F_n$. Let $\Omega_n = \Omega^1_m \times \Omega_{mid} \times \Omega^2_m \times \Omega_{ind}$. Set $\mathcal{B}_n$ and $\mathcal{F}_n$ be the product sigma field and measure respectively. Fix some $\varepsilon > 0$. For $\omega = (\omega^1_m, \omega_{mid}, \omega^2_m, \omega_{ind}) \in \Omega_n$ and $z \in \mathbb{R}$, $F_n(z,\omega)$ is defined by

$$(F(z,\omega))(u) := \begin{cases} 
(G_{ind}(z,\omega_{ind}))(u), & |z| \geq \varepsilon_0 n, \\
(F_1(G(z,\omega_{mid}), \omega^1_m))(u), & |z| < \varepsilon_0 n \text{ and } u \in [0,m], \\
G(z,\omega_{mid}) + (F^2_m(z - G(z,\omega_{mid}), \omega^2_m))(u), & |z| < \varepsilon_0 n \text{ and } u \in (m,n].
\end{cases}$$

From the measurability of $F^1_m, F^2_m, G$ and $G_{ind}$, $F_n$ is measurable.

Denote $q(N) := \log(N^{1/2} - 1) - \log 2 - m(N^{1/2})$ and we will use $m, \sigma, q$ as shorthand for $m(N^{1/2}), \sigma(N^{1/2}), q(N)$ to simply notations. We have

$$-Y(N^{1/2}) + \log(N^{1/2} - 1) - \log 2 \equiv -\sigma X_1(N^{1/2}) + q.$$ 

Together with $d_N = 2N^{-1/2}$, this implies
\begin{equation}
\bar{S}_{L,z}^N(u) \overset{(d)}{=} -\sigma S_{d_N^{-1}L,-\alpha_1(z-\alpha_1 Lq)}(d_N^{-1} u; N^{1/2}) + d_N^{-1} uq. 
\end{equation}

To apply Corollary 5.16 to $\bar{S}_{L,z}^N$, we use a tilting trick and identify the random walk bridge $\bar{S}_{L,z}^N$ with another bridge. For two random variables $X$ and $X'$ with density functions $f_X$ and $f_{X'}$ separately, we say $X$ and $X'$ are related through tilting if there exist $t \in \mathbb{R}$ and a positive constant $C$ such that

$$f_X(x) = Ce^{t\varepsilon} f_{X'}(x).$$

We need the following result.

**Lemma 5.17.** Suppose $X$ and $X'$ are related through tilting. Then the random walk bridges, constructed by the distribution of $X$ and $X'$ separately, have the same distribution.

**Proof.** This lemma could be proved by directly comparing the densities of the two bridges.
Choose $\xi$ and $\mu$ (depending on $N$) such that
\begin{align*}
m(\xi) &= m(N^{1/2}) + q(N), \\
\mu &= \sigma(\xi)/\sigma(N^{1/2}).
\end{align*}

Through a direct verification, $X_1(N^{1/2}) - \sigma^{-1}q$ and $\mu X_1(\xi)$ are related through tilting. From Lemma [5.17] and (5.23), it holds that
\[
S_{L,z}^N(u) \overset{(d)}{=} -\sigma \mu S_{d_N^{-1}L, -\sigma^{-1}1}^{d_N^{-1}L; \xi}.
\]

Let $n = d_N^{-1}L$ and $u' = d_N^{-1}u$. By the scale invariance for Brownian bridges $L^{1/2}B_1(L^{-1}u) \overset{(d)}{=} B_L(u)$, we deduce that
\[
\mu \sigma \left( n^{1/2}B_1(n^{-1}u') + n^{-1}\sigma^{-1}zu' + S_{n, -\mu^{-1}\sigma^{-1}1}(u'; \xi) \right)
\]
has the same distribution as
\[
2^{-1/2}\mu \sigma N^{1/4}B_L(u) + L^{-1}zu - S_{L,z}^N(u).
\]

In order to apply Lemma [5.16], we compute the asymptotics for $\xi$ and $\mu$. First by [DW] (8.10)], as $N$ goes to infinity, we have
\[
m(N^{1/2}) = 2^{-1}\log N + O(N^{-1/2}), \quad \sigma(N^{1/2}) = N^{-1/4} + O(N^{-3/4}), \quad q(N) = -\log 2 + O(N^{-1/2}).
\]

Therefore,
\[
\xi = 2^{-1}N^{1/2} + O(1), \quad \mu = 2^{1/2} + O(N^{-1/2}).
\]

Since $\xi$ goes to infinity, (5.22) applies and we obtain the following estimate. For any $b > 0$, there exist $0 < C, a, a' < \infty$ such that for every $N \geq 2$ and $L > 0$
\begin{equation}
\label{5.24}
P \left( \sup_{0 \leq u \leq L} \left| 2^{-1/2}\mu \sigma N^{1/4}B_L(u) + L^{-1}zu - S_{L,z}^N(u) \right| \geq r \mu \sigma \log(d_N^{-1}L) \right) \\
\leq C(d_N^{-1}L)^{1/2-a}b 2^{1/2} \mu^{-2/2} \sigma^{-2}e^{-2N^{-1/2}a^2 b^2/L}.
\end{equation}

We are ready to verify Assumption A4. From the asymptotic of $\sigma$ and $\mu$, we choose $b > 0$ such that
\[
\sup_{N \geq 2} 2\mu^{-2}\sigma^{-2}N^{-1/2}b = 1.
\]

Let $C, a$ and $\alpha'$ be determined through Corollary [5.16] with $\gamma_0 = \inf N \xi$. Take $r > 0$ such that $\alpha' - ar = -1$ and then take $a_1$ such that
\[
a_1 = 2^{3/2}r \sup_{N} N^{-1/4}\mu(N)\sigma(N^{1/2}).
\]

Set $a_2 = \{8, 2C\}$. With constants above, we can rewrite (5.24) as
\begin{equation}
\label{5.25}
P \left( \sup_{0 \leq u \leq L} \left| 2^{-1/2}\mu \sigma N^{1/4}B_L(u) + L^{-1}zu - S_{L,z}^N(u) \right| \geq r \mu \sigma \log(d_N^{-1}L) \right) \leq 2^{-1}a_2(d_N^{-1}L)^{-1}e^{b^2/L}.
\end{equation}

The last step is to change to coefficient of $B_L(u)$ to 1. From the asymptotic of $\mu$ and $\sigma$, there exists a constant $C_0$ such that for all $N$,
\[
|2^{-1/2}\mu \sigma N^{1/4} - 1| \leq C_0 N^{-1/2}.
\]
From Lemma 3.3 and \( d_N = 2N^{-1/2} \),

\[
(5.26) \quad \mathbb{P} \left( \sup_{0 \leq u \leq L} \left| C_0 N^{-1/2} B_L(u) \right| \geq 2^{-1} a_1 d_N^{1/2} \log(d_N^{-1} L) \right) \leq 4(d_N^{-1} L)^{-4^{-1}a_1^2C_0^{-2}N^{1/2}L^{-1}}.
\]

By taking \( N \) large enough depending on \( L \), we can arrange

\[
(5.27) \quad 4(d_N^{-1} L)^{-4^{-1}a_1^2C_0^{-2}N^{1/2}L^{-1}} \leq 2^{-1} a_2(d_N^{-1} L)^{-1}.
\]

Combining (5.25), (5.26) and (5.27), we conclude that

\[
\mathbb{P} \left( \sup_{0 \leq u \leq L} \left| B_L(u) + L^{-1} z u - S_{L,z}(u) \right| \geq a_1 d_N^{1/2} \log(d_N^{-1} L) \right) 
\leq \mathbb{P} \left( \sup_{0 \leq u \leq L} \left| 2^{-1/2} \mu \sigma N^{1/4} B_L(u) + L^{-1} z u - \bar{S}_{L,z}(u) \right| \geq 2^{-1} a_1 d_N^{1/2} \log(d_N^{-1} L) \right) 
+ \mathbb{P} \left( \sup_{0 \leq u \leq L} \left| C_0 N^{-1/2} B_L(u) \right| \geq 2^{-1} a_1 d_N^{1/2} \log(d_N^{-1} L) \right) 
\leq a_2(d_N^{-1} L)^{-1} e^{2^{-1}/L}.
\]

This finishes the verification of Assumption A4. The proof of Theorem 5.13 is completed.

**Appendix A. Random walk bridges**

**Lemma A.1.** For any \( k \in \mathbb{N} \), the function \( f_k(x) \) defined in (2.4) is a positive continuous function.

**Proof.** We prove inductively on \( k \). For \( k = 1 \), \( f_1(x) = \exp\left(-H_{RW}(x)\right) \) is clearly positive and continuous. Assume \( k \geq 2 \) and \( f_{k-1}(x) \) is positive and continuous. The positivity of \( f_k(x) \) is easy to deduced from (2.4) and we focus on the continuity.

Because \( f_1(x) \) is uniformly continuous on compact sets, for any \( M > 0 \), the function

\[
f_{k,M}(x) := \int_{-M}^M f_1(x-y)f_{k-1}(y) \, dy
\]

is continuous. Because \( f_{k-1}(x) \) is integrable on \( \mathbb{R} \), for any \( \varepsilon > 0 \), there exists \( M > 0 \) such that

\[
\int_{|x| > M} f_{k-1}(x) \, dx \leq \varepsilon.
\]

This implies \( 0 \leq f_k(x) - f_{k,M}(x) \leq \varepsilon \max_{y \in \mathbb{R}} f_1(y) \). The continuity of \( f_k(x) \) then follows. \( \square \)

**Lemma A.2.** Fix \( n \in \mathbb{N} \) and \( k \in [0, n] \mathbb{N} \). Recall that \( S_{n,z}(k) \) is the random walk bridge defined in (2.5). Let \( (\Omega_{mid}, \mathcal{B}_{mid}, \mathbb{P}_{mid}) \) be \( (0, 1) \) equipped with the standard Borel sigma-field and the Lebesgue measure. There exists a continuous function \( G : \mathbb{R} \times (0, 1) \rightarrow \mathbb{R} \) such that \( G(z, \cdot) \) has the same distribution as \( S_{n,z}(k) \) under \( \mathbb{P}_{mid} \).

**Proof.** The cases \( k = 0 \) and \( k = n \) are simple because \( S_n(k) \) is deterministic. In the rest of the proof, we assume \( 0 < k < n \). In term of the functions \( f_k \) defined in (2.4), the cumulative distribution function of \( S_{n,z}(k) \) is given by \( F(z, x) = f_n^{-1}(z) \int_{x}^{\infty} f_k(y) f_{n-k}(z-y) \, dy \). In view of Lemma A.1, \( F(z, x) \) is a continuous function on \( \mathbb{R}^2 \) and strictly increasing in \( x \). Let
Assumption A1. Then the following holds.

Assume that we prefer the state space to be finite. To that end, we need to discretize the ensemble. One in Definition 2.9 except that the free random walk bridge measures are constructed with compact support. We define a ensemble as stationary measures of certain Markov process and show that such Markov process of \([0,1] \times (0,1)\) is measurable function on \(G\).

It can be checked directly that for any \((\omega^1, v, \omega^{(2)})\) and measurable maps \(G^{(1)}: \mathbb{R} \times \Omega_{k} \to C([0,1], \mathbb{Z})\) that satisfies the assertion in the lemma.

We are ready to construct the probability space \((\Omega, \mathcal{B}, \mathbb{P})\). Let \(\Omega_n = \Omega_{1} \times \Omega_{m} \times \Omega_{2}\). Let \((\Omega_{m}, \mathcal{B}_{m}, \mathbb{P}_{m})\) and \(G\) be given in Lemma A.2. We define \(\mathcal{B}_n\) to be the product sigma-field and \(\mathbb{P}_n\) to be the product measure. Given \(z \in \mathbb{R}\) and \(\omega = (\omega^1, v, \omega^{(2)})\in \Omega_n\), define

\[
G_n(z, \omega)(u) := \begin{cases} 
G^{(1)}_k(G(z, v), \omega^{(1)})(u), & 0 \leq u \leq k, \\
G(z, v) + G^{(2)}_k(z - G(z, v), \omega^{(2)})(u), & k < u \leq n.
\end{cases}
\]

It can be checked directly that for any \(z \in \mathbb{R}\), \(G_n(z, \omega)\), as a random function, has the same distribution as \(S_{n,z}\). Fix \(\omega = (\omega^1, v, \omega^{(2)})\in \Omega_n\). From the continuity of \(G^{(1)}(\cdot, \omega^{(1)}), G^{(2)}(\cdot, \omega^{(2)})\) and \(G(\cdot, v)\), we obtain the continuity of \(G_n(\cdot, \omega)\). Finally, from [AH] Lemma 4.51, \(G_n\) is a measurable function on \(\mathbb{R} \times \Omega_n\).

Appendix B. Stochastic monotonicity

In this section we prove the monotone coupling lemma, Lemma 2.17, by adapting the approach of [CH16]. The main idea is to realize \((\dot{H}, H_{RW})\)-random walk bridge line ensembles as stationary measures of certain Markov process and show that such Markov process preserves order. To ensure the Markov processes converge to the stationary measures, we prefer the state space to be finite. To that end, we need to discretize the \(H\)-random walks.

Throughout this section, we assume \(\Lambda_d = \mathbb{Z}\) for simplicity. We begin by proving monotone coupling for finite-state discrete random walks. Let \(X\) be a discrete random variable with compact support. We define a \((\dot{H}, X)\)-random walk bridge line ensemble similar to the one in Definition 2.9 except that the free random walk bridge measures are constructed using the law of \(X\). We write \(\mathbb{P}^k\) the law of a \((\dot{H}, X)\)-random walk bridge line ensemble.

Lemma B.1. Fix \(\ell \in \mathbb{N}\) and let \(X\) be a random variable which takes value in \(\ell \mathbb{Z} \cap [-\ell, \ell]\). Assume that \(\mathbb{P}(X = x) > 0\) for all \(x \in \ell^{-1}\mathbb{Z}\) with \(|x| \leq \ell\) and that \(- \log \mathbb{P}(X = k\ell^{-1})\) is a convex function in \(k \in [-\ell^2, \ell^2]\). Further assume that the Hamiltonian \(\dot{H}\) satisfies Assumption A1. Then the following holds.
Fix arbitrary $k_1 \leq k_2$ with $k_1, k_2 \in \mathbb{Z}$ and $a < b$ with $a, b \in \mathbb{Z}$. For $i = 1, 2$, fix vectors $(\mathbf{x}, \mathbf{y}) \in [k_1, k_2] \times [a, b] \mathbb{Z}$ such that each entry lies in $\ell^{-1}\mathbb{Z} \cap [-2^{-1}\ell, 2^{-1}\ell]$. Fix functions $f^1: (a, b) \mathbb{Z} \to \mathbb{R} \cup \{\infty\}$, $g^1: (a, b) \mathbb{Z} \to \mathbb{R} \cup \{-\infty\}$.

Let $Q^i = \{Q^i_{k_1}, \ldots, Q^i_{k_2}\}$ be a $(k_1, k_2) \mathbb{Z} \times [a, b] \mathbb{Z}$-indexed line ensemble which has the law $p^i_{k_1, k_2, (a, b) \mathbb{Z}, \mathbf{X}, \mathbf{Y}, f^i, g^i}$. Assume that the $i = 1$ vectors and functions are pointwise greater or equal to their $i = 2$ counterparts (e.g. $f^1(u) \geq f^2(u)$ for all $u \in (a, b) \mathbb{Z}$). Then there exists a coupling such that almost surely $Q^1_j(u) \geq Q^2_j(u)$ for all $j \in [k_1, k_2] \mathbb{Z}$ and $u \in [a, b] \mathbb{Z}$.

**Proof.** For all $x \in \mathbb{R}$, we denote $H^{RW}(x) = -\log P(X = x)$ with the convention $-\log 0 = \infty$. We will construct the monotone coupling associated to the random walk with same distribution as $X$.

The coupling is constructed through a Markov chain argument. We first introduce the state space and the initial state. For $i = 1, 2$ let $\mathbf{X}^i = C([k_1, k_2] \mathbb{Z} \times [a, b] \mathbb{Z}, \mathbb{R})^2$ such that

$$Q^i_j(a) = x^i_j, \quad Q^i_j(b) = y^i_j \quad \text{for all } j \in [k_1, k_2] \mathbb{Z},$$

$$Q^i_j(u + 1) - Q^i_j(u) \in \ell^{-1}\mathbb{Z} \cap [-\ell, \ell] \quad \text{for all } j \in [k_1, k_2] \mathbb{Z}, \quad u \in [a, b - 1] \mathbb{Z}.$$

The initial configuration is set to be $(Q^1_0(u))_0 = (Q^2_0(u))_0 = 0$ for all $u \in (a, b) \mathbb{Z}$. Because $x^i_j, y^i_j \in \ell\mathbb{Z} \cap [-2^{-1}\ell, 2^{-1}\ell]$, these states are in $\mathbf{X}^1$ and $\mathbf{X}^2$ respectively.

Next, we define $((Q^1)_t, (Q^2)_t)$. For each $u \in (a, b) \mathbb{Z}, j \in [k_1, k_2] \mathbb{Z}$ and $s \in \{+1, -1\}$, there is an independent exponential clock with rate one and an independent uniform random variables on $(0, 1)$, $U^{u,j,s}$. Given $0 \leq t_0 < t_1$, suppose that the clock labeled $(u, j, s)$ rings at the time $t = t_0$ and there is no other clock rings in the time period $[t_0, t_1]$. We describe below how to update $((Q^1)_t, (Q^2)_t)$ to $((Q^1)_t, (Q^2)_t)$ for $t \in (t_0, t_1)$.

For brevity, we write $((Q^1)_t, (Q^2)_t)$ as $(Q^1, Q^2)$. We set $\tilde{Q}^i$ by $\tilde{Q}^i_j(u) = Q^i_j(u) + \ell^{-1}s$ and other entries remain unchanged. Define

$$R^i_t := \frac{W^i_{k_1, k_2, (a, b) \mathbb{Z}, \mathbf{X}, \mathbf{Y}, f^i, g^i}(\tilde{Q}^i)}{W^i_{k_1, k_2, (a, b) \mathbb{Z}, \mathbf{X}, \mathbf{Y}, f^i, g^i}(Q^i)} \prod_{t \leq t' \leq t} H^{RW}(X^{i}_{t'}) \mathbb{P}_{\tilde{Q}^i}^{k_1, k_2, (a, b) \mathbb{Z}, \mathbf{X}, \mathbf{Y}, f^i, g^i}(\tilde{Q}^i).$$

Then for $t \in (t_0, t_1)$ $(Q^i)_t$ is defined to be $\tilde{Q}^i$ if $R^i_t \geq U^{u,j,s}$ and it remains to be $Q^i = (Q^i)_t$ if $R^i_t < U^{u,j,s}$. Notice that $W^i_{k_1, k_2, (a, b) \mathbb{Z}, \mathbf{X}, \mathbf{Y}, f^i, g^i}(Q) > 0$ for any $Q \in C([k_1, k_2] \mathbb{Z} \times [a, b] \mathbb{Z}, \mathbb{R})$. With the assumption on $X$, we get $R^i_t > 0$ if an only if $\tilde{Q}^i \in \mathbf{X}^i$. Therefore, the above procedure defines a Markov chain $(Q^i)_t$ on $\mathbf{X}^i$. Moreover, it is straightforward to check that $H^{RW}(X)$ are stationary measures.

Two Markov chains $(Q^i)_t, i = 1, 2$, are coupled through the same collection of clocks and uniform random variables $U^{u,j,s}$. We now show that this dynamics preserves the ordering. That is, for any $t \geq 0$, $(Q^1_0(u))_t \geq (Q^2_0(u))_t$. Notice that at each update step, we could only change $Q^i_j(u)$ to $Q^i_j(u) = Q^i_j(u) + \delta$ or $Q^i_j(u) = Q^i_j(u) - \delta$. Hence there are only two cases that the ordering could possibly be violated. The first case is when the clock $(u, j, +1)$ rings and $Q^1_j(u) = Q^2_j(u) = z$, then the ordering will be violated if $R_1 < U^{u,j,1} \leq R_2$. We will prove that we always have $R_1 \geq R_2$. Therefore, the ordering is preserved. From the
Then Assumption A1 (2) implies

\[ R_i = R_{i,RW} \cdot R_{i,H}, \]

where

\[ R_{i,RW} = \frac{\exp \left( -H^{RW}(z + \ell^{-1} - Q^i_j(u - 1)) - H^{RW}(Q^i_j(u + 1) - z - \ell^{-1}) \right)}{\exp \left( -H^{RW}(z - Q^i_j(u - 1)) - H^{RW}(Q^i_j(u + 1) - z) \right)}, \]

and

\[ R_{i,H} = \prod_{k=j-1}^j \prod_{v=u-1}^{v+1} \exp \left( -\mathbf{H}(\mathbf{Q}(i,k,v)) + \mathbf{H}(\mathbf{Q}(i,k,v)) \right). \]

Since \( H^{RW} \) is convex and \( Q^1 \geq Q^2 \), we have

\[ -H^{RW}(z + \ell^{-1} - Q^1_j(u - 1)) + H^{RW}(z - Q^1_j(u - 1)) \geq -H^{RW}(z + \ell^{-1} - Q^2_j(u - 1)) + H^{RW}(z - Q^2_j(u - 1)) \]

and

\[ -H^{RW}(Q^1_j(u + 1) - z - \ell^{-1}) + H^{RW}(Q^1_j(u + 1) - z) \geq -H^{RW}(Q^2_j(u + 1) - z - \ell^{-1}) + H^{RW}(Q^2_j(u + 1) - z). \]

This yields \( R_{i,RW} \geq R_{2,RW}. \) By Assumption A2 and \( Q^1 \geq Q^2 \), we have each individual term in \( R_{i,H} \) is greater than or equal to the one in \( R_{2,H}. \) For instance, take

\[ \tilde{a} = \mathbf{Q}(1,j,u), \quad \tilde{a}^2 = \mathbf{Q}(1,j,u), \quad \tilde{b} = \mathbf{Q}(2,j,u), \quad \tilde{b}' = \mathbf{Q}(2,j,u). \]

Then Assumption A1 (2) implies

\[ -\mathbf{H}(\mathbf{Q}(1,j,u,m)) + \mathbf{H}(\mathbf{Q}(1,j,u,m)) \geq -\mathbf{H}(\mathbf{Q}(2,j,u,m)) + \mathbf{H}(\mathbf{Q}(2,j,u,m)). \]

The other five terms are dealt similarly. This implies \( R_1 \geq R_2. \) In short the ordering preserved after this update. A similar argument applies when \((u,m,j,-)\) rings. As a result, \( (Q^1)_t \geq (Q^2)_t \) for all \( t \geq 0. \)

Now we show that the above Markov chains are irreducible. We drop the index \( i \) for simplicity. Assume \( k_1 = k_2. \) Let \( x \) and \( y \) be the left and right end points. We apply induction on \( b-a. \) If \( b-a = 1, \) the assertion is obvious. Assume \( b-a \geq 2 \) and let \( u = a+1. \) Fix a commutation class and let \( Q_{\text{max}} \) and \( Q_{\text{min}} \) be states in such class for which \( Q_{\text{max}}(u) \) and \( Q_{\text{min}}(u) \) attains maximum and minimum. From \( x, y \in \ell^{-1}Z \cap [-2^{-1}\ell, 2^{-1}\ell], \) we have \( Q_{\text{max}}(u) = x + \ell. \) The reason is that \( Q_{\text{max}}(u) < x + \ell \) implies \( Q_{\text{max}}(u+k) = Q_{\text{max}}(u) - k\ell \) for all \( k \in [1, b-a-1]Z, \) which is impossible. Similarly, \( Q_{\text{min}}(u_1) = x - \ell. \) This implies that in any communication class, there exists a state \( Q_{\text{mid}} \) such that \( Q_{\text{mid}}(u) = 0. \) From induction hypothesis, the Markov chain is irreducible. Then we can apply induction on \( k_2 - k_1 \) to prove the general case.

Finally, \( (Q^t)_t \) converges to the stationary measures \( \mathbb{P}_{\mathbf{H},X}^{k_1,k_2,(a,b)_Z,\mathbf{x},\mathbf{y},\mathbf{f},\mathbf{g}} \) [Law] Chapter 3. Notice that the ordered relation defines a closed set on \( C([k_1,k_2]Z \times [a,b]Z, R)^2. \) Therefore it is preserved under weak convergence. This gives the desired coupling. \( \square \)
To prove Lemma 2.17, we approximate the $H_{\text{RW}}$-random walks by random walks which satisfy the assumptions in Lemma 2.1. For any $\ell \in \mathbb{N}$, we define a discrete random variable $X_\ell$ by

$$P(X_\ell = k\ell - 1) = \begin{cases} C_\ell^{-1} \exp(-H_{\text{RW}}(k\ell - 1)), & k \in [-\ell^2, \ell^2]_\mathbb{Z}, \\ 0, & \text{otherwise}, \end{cases}$$

where $C_\ell = \sum_{k=\ell}^{\ell^2} \exp(-H_{\text{RW}}(k\ell - 1))$ is the normalizing constant.

Let us recall the notations in Lemma 2.17. Fix $k_1 \leq k_2$ with $k_1, k_2 \in \mathbb{Z}$ and $a < b$ with $a, b \in \mathbb{Z}$. For $i = 1, 2$, fix vectors $(\vec{x}, \vec{y}) \in \mathbb{R}^{k_2-k_1+1}$, and functions $f^i : (a, b)_\mathbb{Z} \to \mathbb{R} \cup \{-\infty\}$, $g^i : (a, b)_\mathbb{Z} \to \mathbb{R} \cup \{-\infty\}$. Let $Q^i = (Q_{k_1}^i, \ldots, Q_{k_2}^i)$ be the $[k_1, k_2]_\mathbb{Z} \times [a, b]_\mathbb{Z}$-indexed line ensemble with laws $\mathbb{P}^{k_1,k_2,(a,b)_{\mathbb{Z}},\vec{x},\vec{y},f^i,g^i}$. Moreover, the $i = 1$ vectors and functions are pointwise greater than or equal to their $i = 2$ counterparts.

We take boundary vectors $\vec{x}, \vec{y} \in (\ell^{-1})^{k_2-k_1+1}$ such that $x_{j,1}^1 \geq x_{j,2}^1$, $y_{j,1}^1 \geq y_{j,2}^1$, $\vec{x}$ converges to $\vec{x}$ and $\vec{y}$ converges to $\vec{y}$. Let $Q^i_{j,\ell}(u)$ be the line ensembles with laws $\mathbb{P}^{k_1,k_2,(a,b)_{\mathbb{Z}},\vec{x},\vec{y},f^i,g^i}$.  

**Lemma B.2.** Under the assumptions in Lemma 2.17, $Q^{1,\ell}$ converges weakly to $Q^{i,\ell}$ as $\ell$ goes to infinity.

With Lemma B.2, we are ready to prove Lemma 2.17.

**Proof of Lemma 2.17.** From Assumption A2 and Lemma B.1, $Q^{1,\ell}$ and $Q^{2,\ell}$ can be coupled together such that $Q^{1,\ell}_{j,\ell}(u) \succeq Q^{2,\ell}_{j,\ell}(u)$ for all $j \in [k_1, k_2]_\mathbb{Z}$ and $u \in [a, b]_\mathbb{Z}$. From Lemma B.2 the coupling of $Q^1$ and $Q^2$ can be obtained by letting $\ell$ go to infinity. □

Lastly, we prove Lemma B.2.

**Proof of Lemma B.2.** Let $m = b - a$ and $f(x) = \exp(-H_{\text{RW}}(x))$. We start by showing that $\ell^{-1}C_\ell$ converges to 1 as $\ell$ goes to infinity. Because $H_{\text{RW}}$ is convex, there exists $M_0 > 0$ such that $f(x)$ is non-increasing for $x \geq M_0$ and is non-decreasing for $x \leq -M_0$. We compute

$$\ell^{-1}C_\ell = \frac{1}{\ell} \sum_{x \in [-\ell, \ell]^{-1} \mathbb{Z}} f(x) = \frac{1}{\ell} \sum_{x \in [-M, M]^{-1} \mathbb{Z}} f(x) + \frac{1}{\ell} \sum_{x \in (-M, -M) \cup (M, M) \cap (-\ell, \ell) \mathbb{Z}} f(x).$$

Since $f(x)$ is monotone for $|x| \geq M_0$, for any $M \geq M_0 + 1$ and $\ell \in \mathbb{N}$ we have

$$\frac{1}{\ell} \sum_{x \in (M, |M|) \cap (-\ell, \ell) \mathbb{Z}} f(x) \leq \int_{M-1}^{\infty} f(x) \, dx.$$

Therefore, the second term II converges uniformly in $\ell$ to zero as $M$ goes to infinity. For any fixed $M > 0$, I converges to the integral of $f(x)$ in $[-M, M]$. As a result, $\ell^{-1}C_\ell$ converges to the total integral of $f(x)$ which is 1.

Next, we show that the random walk bridges of $X_\ell$ converges weakly to the random walk bridge of $H_{\text{RW}}$. Let $S_m^\ell := X_1^\ell + X_2^\ell + \cdots + X_m^\ell$. Here $X_1^\ell, X_2^\ell, \ldots, X_m^\ell$ are i.i.d. random
variables with the same law as $X^\ell$. We claim that for any $z \in \mathbb{R}$ and any sequence $z^\ell \in \ell^{-1}Z$ with $z^\ell$ converging to $z$, it holds that

$$(B.1) \quad \lim_{\ell \to \infty} \ell \mathbb{P}(S^\ell_m = z^\ell) = \prod_{j=1}^{m-1} \int_{x_j \in \mathbb{R}} dx_j \prod_{j=1}^{m} f(x_j - x_{j-1}).$$

In (B.1) we used the convention $x_0 = 0$ and $x_m = z$. From the definition,

$$\left(\ell^{-1}C^\ell\right)^m \cdot \ell \mathbb{P}(S^\ell_m = z^\ell) = \frac{1}{\ell^{m-1}} \sum_{y \in \mathbb{R}} \sum_{y \in \mathbb{R}} \cdots \sum_{y \in \mathbb{R}} f(y_1) f(y_2) \cdots f(y_m) f(z^\ell - \sum_{k=1}^{m-1} y_k).$$

For any $m' \in [1, m] \cap \mathbb{Z}$ and $M > 0$,

$$\frac{1}{\ell^{m-1}} \sum_{y \in \mathbb{R}} \sum_{y \in \mathbb{R}} \cdots \sum_{y \in \mathbb{R}} f(y_1) f(y_2) \cdots f(y_m) f(z^\ell - \sum_{k=1}^{m-1} y_k) \leq \max_{x \in \mathbb{R}} f(x) \cdot \frac{1}{\ell^{m-1}} \sum_{y \in \mathbb{R}} \sum_{y \in \mathbb{R}} \cdots \sum_{y \in \mathbb{R}} f(y_1) f(y_2) \cdots f(y_m) \leq \max_{x \in \mathbb{R}} f(x) \cdot \left(\ell^{-1}C^\ell\right)^{m-2} \left(1 + \sum_{y \in \mathbb{R}} \right),$$

which converges uniformly in $\ell$ to zero as $M$ goes to infinity. Therefore,

$$\ell \mathbb{P}(S^\ell_m = z^\ell) = \left(\ell^{-1}C^\ell\right)^{m-2} \left(1 + \sum_{y \in \mathbb{R}} \right),$$

and (B.1) follows. By a similar argument, we have for any $a_1, a_2, \ldots, a_{m-1} \in \mathbb{R}$,

$$\ell \mathbb{P}(S^\ell_1 \leq a_1, S^\ell_2 \leq a_2, \ldots, S^\ell_m \leq a_m, S^\ell_m = z^\ell)$$

converges to

$$\prod_{j=1}^{m-1} \int_{x_j \leq a_j} dx_j \prod_{j=1}^{m} f(x_j - x_{j-1}),$$

where we use the convention $x_0 = 0$ and $x_m = z$. As a result, the free bridges of $X^\ell$ converge to the free bridges of $H^{RW}$.

Lastly, let $\mathbb{E}^i$ be the expectation of $\mathbb{P}^{k_1,k_2,(a,b)_{x^\ell,\gamma',f',g'}}_{\text{free},H^{RW}}$ and $\mathbb{E}^i_{\text{free},H^{RW}}$ be the expectation of $\mathbb{P}^{k_1,k_2,(a,b)_{x^\ell,\gamma',f',g'}}_{\text{free},H^{RW}}$. These are free random walk bridges defined in Definition 2.8. Denote the normalizing constants

$$Z^{i,\ell} := \mathbb{E}^i_{\text{free},H^{RW}}[W^{k_1,k_2,(a,b)_{x^\ell,\gamma',f',g'}}_{H}],$$

$$Z^i := \mathbb{E}^i[W^{k_1,k_2,(a,b)_{x^\ell,\gamma',f',g'}}].$$
We remark that as functions from \( C([k_1, k_2] \times [a, b] \times [0, T]) \) to \( \mathbb{R} \), \( W_{k_1, k_2}^{H, \Lambda_d(a,b), \varphi^i, \Lambda_d(a,b), \varphi^i, \varphi^i, \varphi^i} \) and \( W_{k_1, k_2}^{H, \Lambda_d(a,b), \varphi^i, \varphi^i, \varphi^i, \varphi^i} \) are actually identical. From the continuity of \( H \), they are continuous. Together with the convergence of free bridges proved above, we get

\[
\lim_{t \to \infty} Z_{t}^{i, k} = Z_{t}.
\]

Similarly, for any other bounded continuous functional \( F \) from \( C([k_1, k_2] \times [a, b] \times [0, T]) \) to \( \mathbb{R} \), it holds that

\[
\lim_{t \to \infty} \mathbb{E}[F \times W_{k_1, k_2}^{H, \Lambda_d(a,b), \varphi^i, \varphi^i, \varphi^i, \varphi^i}] = \mathbb{E}[F \times W_{k_1, k_2}^{H, \Lambda_d(a,b), \varphi^i, \varphi^i, \varphi^i, \varphi^i}].
\]

This implies

\[
\mathbb{E}[F(\mathbf{Q}_{t}^{i, k})] = \frac{1}{Z_{t}^{i, k}} \mathbb{E}[F \times W_{k_1, k_2}^{H, \Lambda_d(a,b), \varphi^i, \varphi^i, \varphi^i, \varphi^i}]
\]

converges to

\[
\mathbb{E}[F(\mathbf{Q}_{t}^{i, k})] = \frac{1}{Z_{t}^{i}} \mathbb{E}[F \times W_{k_1, k_2}^{H, \Lambda_d(a,b), \varphi^i, \varphi^i, \varphi^i, \varphi^i}].
\]

Thus \( \mathbf{Q}_{t}^{i, k} \) converges weakly to \( \mathbf{Q}_{t}^{i} \).

\[\square\]
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