THE INCIPIENT INFINITE CLUSTER IN HIGH-DIMENSIONAL PERCOLATION

TAKASHI HARA AND GORDON SLADE

Abstract. We announce our recent proof that, for independent bond percolation in high dimensions, the scaling limits of the incipient infinite cluster’s two-point and three-point functions are those of integrated super-Brownian excursion (ISE). The proof uses an extension of the lace expansion for percolation.

1. Introduction

Percolation has received much attention in mathematics and in physics, as a simple model of a phase transition. To describe the phase transition, associate to each bond \( \{x, y\} \) \( x, y \in \mathbb{Z}^d \), separated by unit Euclidean distance a Bernoulli random variable \( n_{\{x,y\}} \) taking the value 1 with probability \( p \) and the value 0 with probability \( 1 - p \). These random variables are independent, and \( p \) is a control parameter in \([0,1] \). A bond \( \{x, y\} \) is said to be occupied if \( n_{\{x,y\}} = 1 \), and vacant if \( n_{\{x,y\}} = 0 \). The control parameter \( p \) is thus the density of occupied bonds in the infinite lattice \( \mathbb{Z}^d \). The percolation phase transition is the fact that, for \( d \geq 2 \), there is a critical value \( p_c = p_c(d) \in (0,1) \), such that for \( p < p_c \) there is with probability 1 no infinite connected cluster of occupied bonds, whereas for \( p > p_c \) there is with probability 1 a unique infinite connected cluster of occupied bonds (percolation occurs).

There is now a considerable mathematical understanding of the subcritical regime \( p < p_c \) and the supercritical regime \( p > p_c \) \([13, 14, 20, 21]\), but the rich universal behaviour at the critical point \( p = p_c \) remains largely the province of physics rather than mathematics. In particular, there is still no general proof of the widely-accepted statement that there is no infinite cluster when \( p = p_c \). This has been proved only for \( d = 2 \) \([13]\) (and references therein), \( d \geq 19 \) \([3, 17, 14]\), and for \( d > 6 \) for sufficiently spread-out models \([3, 17]\) of the type described below. We focus in this paper on the high-dimensional case, where the absence of percolation at \( p_c \) has been established.

The percolation phase transition presents a picture where at \( p_c \) there are extensive connections present, on all length scales, but no infinite cluster. However, the slightest increase in \( p \) will lead to the formation of an infinite cluster. This inchoate state of affairs at \( p_c \) is often represented by an appeal to the notion of the “incipient infinite cluster.”
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The incipient infinite cluster has been defined in 2-dimensional models as an infinite cluster in $\mathbb{Z}^2$ constructed by an appropriate limiting process \cite{22}, or by introducing an inhomogeneity \cite{9}. We will approach the incipient infinite cluster from a different perspective. Rather than attempting to construct an infinite object on the lattice, we instead take a scaling limit of increasingly large but finite clusters, at $p = p_c$. This involves shrinking the lattice spacing as a function of the cluster size $n$ in such a way as to produce a nontrivial random subset of the continuum $\mathbb{R}^d$, in the limit $n \to \infty$. This is analogous to the procedure by which Brownian motion on the time interval $[0, 1]$ can be constructed as a limit of an increasingly long lattice random walk. The appropriate spatial scaling of the lattice is presumably $n^{-1/D_H}$, where $D_H$ corresponds to the Hausdorff dimension of the incipient infinite cluster. For $d > 6$, it is believed that $D_H = 4$, and accordingly we will scale down the lattice spacing by $n^{1/4}$.

Let $x \in \mathbb{R}^d$ be fixed. We prove that in sufficiently high dimensions, the probability that a site $\lfloor xn^{1/4} \rfloor \in \mathbb{Z}^d$ is connected to the origin in a cluster of size $n$, corresponds, in the scaling limit $n \to \infty$, to the mean mass density function of integrated super-Brownian excursion (ISE) at $x$. This will be stated more precisely in Theorem 1 below. ISE is a measure-valued stochastic process, representing a continuous-time branching process in which branching occurs on all (arbitrarily short) length scales \cite{5, 10}, and forms a basic example in the theory of superprocesses. Its state at time $t \geq 0$ is a random measure on $\mathbb{R}^d$ which, integrated over $t$, is a random probability measure on $\mathbb{R}^d$. For $d > 4$, the support of this random probability measure almost surely has Hausdorff dimension 4 \cite{10}. The support of the ISE probability measure is almost surely a compact random subset of $\mathbb{R}^d$, but this corresponds to an infinite lattice object.

We also prove that in sufficiently high dimensions, the probability that the origin is connected to sites $\lfloor xn^{1/4} \rfloor$ and $\lfloor yn^{1/4} \rfloor$ $(x, y \in \mathbb{R}^d)$ corresponds, in the scaling limit, to the ISE mean joint mass density at $(x, y)$. A precise statement will be given in Theorem 2 below.

We conjecture that the scaling limit of the incipient infinite cluster is ISE for all dimensions $d > 6$. The upper critical dimension 6 has long been identified as the dimension above which the behaviour of percolation models near $p_c$ no longer exhibits the dimension-dependence typical of lower dimensions, and adopts behaviour associated with percolation on trees. Our results mentioned above for the two- and three-point functions are restricted to sufficiently high dimensions (we have not computed how high is sufficient), rather than to $d > 6$, in part because we use an expansion method, the lace expansion, for which the inverse dimension is the small parameter ensuring convergence.

There is an alternate small parameter that has been used in lace expansion methods in the past, which removes the need for the spatial dimension to serve as a small parameter, and allows for a control of all dimensions above the upper critical dimension. This involves the introduction of spread-out models, in which the nearest-neighbour bonds used above are enriched to a set of bonds of the form $\{x, y\}$ with $0 < \|x - y\| \leq L$, where the norm is, for example, the supremum norm. Again we define Bernoulli random variables $n_{\{x,y\}}$ for each bond, just as was done for the nearest-neighbour model. We take $L$ large, with $L^{-1}$ serving as a small parameter to make the lace expansion converge. The conventional wisdom (still unproved in general), and an assertion of the hypothesis of universality, is that in any dimension $d$ the spread-out models have identical critical behaviour for all finite
$L \geq 1$, and for any choice of norm which respects the lattice symmetries. This is analogous to the fact that diverse lattice random walks have the same Brownian scaling limit.

At present, our method is not adequate to prove that the scaling limits of the probability of a connection of two points, or three points, is the corresponding ISE density for sufficiently spread-out models in all dimensions $d > 6$. This is due to a difficulty, associated with the fact that ISE has self-intersections in dimension less than 8, which currently prevents us from handling dimensions 7 and 8 in such detail. However, as we will indicate below in Theorem 3, we are able to give some indication that ISE may be relevant to the scaling limit of the incipient infinite cluster, for sufficiently spread-out models in all dimensions $d > 6$.

The study of the scaling limit of the incipient infinite cluster is basic in the analysis of the continuum limit of critical percolation. Above six dimensions, work in this direction has been carried out by Aizenman [1] (see also [7, 8]). Aizenman’s results, which are based on the assumption (as yet, unproved) that at $p_c$ the probability of a distant site $x$ being connected to the origin is comparable to $|x|^{2-d}$, are complementary to ours. In particular, a picture is described in [1] for percolation on a lattice with $d > 6$ and with small spacing $a$, where in a window of fixed size in the continuum, the largest clusters have size of order $a^{-4}$ and there are of order $a^{6-d}$ clusters of this size. Our results suggest that for $d > 6$ a cluster of size $n = a^{-4}$ in a lattice with spacing $a = n^{-1/4}$ will typically be an ISE cluster, in the scaling limit.

2. The results

Consider independent bond percolation (nearest-neighbour or spread-out) with $p = p_c$. Let $C(0)$ denote the random set of sites connected to 0 by a path consisting of occupied bonds, and let $|C(0)|$ denote its cardinality. Let

$$
\tau(x; n) = P(C(0) \ni x, |C(0)| = n)
$$

(2.1)

denote the probability at $p_c$ that the origin is connected to $x$ by a cluster containing $n$ sites. Then

$$
q_n(x) = \frac{\tau(x; n)}{\sum_{x \in \mathbb{Z}^d} \tau(x; n)} = \frac{\tau(x; n)}{nP(|C(0)| = n)}
$$

(2.2)

defines a probability measure on $\mathbb{Z}^d$ proportional to the conditional probability at $p_c$ that a cluster of size $n$ contains $x$.

For $k \in \mathbb{R}^d$, define

$$
\hat{A}^{(2)}(k) = \int_0^\infty te^{-t^2/2}e^{-k^2t/2}dt.
$$

(2.3)

This is the Fourier integral transform of the mean mass density function

$$
A^{(2)}(x) = \int_0^\infty te^{-t^2/2}(2\pi t)^{-d/2}e^{-x^2/2t}dt
$$

(2.4)

of ISE; for a discussion of this formula, see [3, 11, 4, 23]. The following theorem shows that in the scaling limit, the two-point function of the incipient infinite cluster is the two-point function of ISE, in sufficiently high dimensions. In its statement, we use the discrete Fourier transform $\hat{f}(k) = \sum_{x \in \mathbb{Z}^d} f(x)e^{ikx}$ $(k \in [-\pi, \pi]^d)$, for a summable function $f$ on $\mathbb{Z}^d$. 

Theorem 1. Fix \( k \in \mathbb{R}^d \) and any \( \epsilon \in (0, \frac{1}{4}) \). For the nearest-neighbour model with \( d \) sufficiently large and \( p = p_c \), there are \( d \)-dependent positive constants \( C, D \) such that
\[
\hat{\tau}(kD^{-1}n^{-1/4}; n) = \frac{C}{\sqrt{8\pi n}} \hat{A}^{(2)}(k)[1 + O(n^{-\epsilon})].
\]
In particular,
\[
P(|C(0)| = n) = \frac{1}{n} \hat{\tau}(0; n) = \frac{C}{\sqrt{8\pi n^{3/2}}}[1 + O(n^{-\epsilon})],
\]
and
\[
\lim_{n \to \infty} q_n(kD^{-1}n^{-1/4}) = \hat{A}^{(2)}(k).
\]
Equation (2.6) asserts that \( \delta = 2 \), where \( \delta \) is the critical exponent in the conjectured relation \( P(|C(0)| = n) \approx n^{-1-1/\delta} \). Equation (2.7) can be interpreted as asserting that in the scaling limit the distribution of a site \([xDn^{1/4}]\) in the cluster of the origin, conditional on the cluster being of size \( n \), is the distribution of a point in ISE.

We now consider the three-point function. Let \( \tau^{(3)}(x, y; n) \) denote the probability, at \( p_c \), that the origin is connected to \( x \) and \( y \) and that the cluster of the origin contains exactly \( n \) sites. For \( k, l \in [-\pi, \pi]^d \), define
\[
\hat{\tau}^{(3)}(k, l; n) = \sum_{x, y \in \mathbb{Z}^d} \tau^{(3)}(x, y; n) e^{ik \cdot x} e^{il \cdot y}.
\]
We define a probability measure on \( \mathbb{Z}^{2d} \) by
\[
q_n^{(3)}(x, y) = \frac{\tau^{(3)}(x, y; n)}{\sum_{x, y \in \mathbb{Z}^d} \tau^{(3)}(x, y; n)} = \frac{\tau^{(3)}(x, y; n)}{n^2 P(|C(0)| = n)}.
\]
For \( k, l \in \mathbb{R}^d \), let \( \hat{A}^{(3)}(k, l) \) denote the Fourier transform of the ISE three-point function:
\[
\hat{A}^{(3)}(k, l) = \int_{-\infty}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \left( \sum_{j=1}^{3} t_j \right) \left. e^{-(\sum_{j=1}^{3} t_j)^2/2} e^{-[(k+l)^2t_1+k^2t_2+l^2t_3]/2} dt_1 dt_2 dt_3. \right.
\]
Equation (2.10) differs from the formulas of [1, 11] in that we here have not fixed the location of the internal branch point. The next theorem shows that in the scaling limit, the three-point function of the incipient infinite cluster corresponds to that of ISE, in high dimensions. The constants \( C, D \) in the theorem are the same as those appearing in Theorem [1]

Theorem 2. Fix \( k \in \mathbb{R}^d \) and any \( \epsilon \in (0, \frac{1}{4}) \). For the nearest-neighbour model with \( d \) sufficiently large and \( p = p_c \),
\[
\hat{\tau}^{(3)}(kD^{-1}n^{-1/4}, lD^{-1}n^{-1/4}; n) = \frac{C}{\sqrt{8\pi n^{1/2}}} \hat{A}^{(3)}(k, l)[1 + O(n^{-\epsilon})].
\]
In particular,
\[
\lim_{n \to \infty} q_n^{(3)}(kD^{-1}n^{-1/4}, lD^{-1}n^{-1/4}) = \hat{A}^{(3)}(k, l).
\]
Note that for \((k,l) = (0,0)\), Theorem 2 follows immediately from Theorem 1 since \(\tilde{\tau}^{(3)}(0,0;n) = n^2 P(C(0)) = n\) and \(A^{(3)}(0,0) = 1\).

As mentioned in Section 1 for sufficiently spread-out models in dimensions \(d > 6\), we have a weaker result. In preparation for this, we define a generating function \(\Lambda_z(k)\) and coefficients \(\lambda_n(k)\) by

\[
\Lambda_z(k) = \frac{1}{k^2 + 2^{5/2} \sqrt{1 - z}} = \sum_{n=0}^{\infty} \lambda_n(k) z^n. \tag{2.13}
\]

The square root has branch cut \([1, \infty)\), and the branch with \(\sqrt{1 - z}\) positive for \(z \in (-\infty, 1)\) is chosen. The power series has radius of convergence 1. By Cauchy’s theorem,

\[
\lambda_n(k) = \frac{1}{2\pi i} \oint_{\Gamma} \Lambda_z(k) \frac{dz}{z^{n+1}}, \tag{2.14}
\]

where \(\Gamma\) is a circle centred at the origin, of any radius less than 1. An elementary computation extending [12, Lemma 1] shows that

\[
\lambda_n(kn^{-1/4}) = \frac{1}{\sqrt{8\pi n}} \hat{A}^{(2)}(k) + O(n^{-3/2}), \tag{2.15}
\]

demonstrating a link between ISE and the generating function \(\Lambda_z(k)\). As we will explain in Section 3, this link is a key element in the proof of Theorems 1 and 2.

We define the generating function

\[
\tau_z(x) = \sum_{n=1}^{\infty} \tau(x;n) z^n, \quad |z| \leq 1. \tag{2.16}
\]

The parameter \(z\) is a complex variable. It is not hard to show that the Fourier transform \(\hat{\tau}_z(k) = \sum_x \tau_z(x)e^{ikx}\) exists for \(|z| < 1\). When \(z \in [0,1]\), it is traditional to write \(z = e^{-h}\), with \(h\) playing the role of a magnetic field, but since here \(z\) is in general complex, we will not adopt this notation. The following theorem shows that the generating function \(\Lambda_z(k)\) is relevant for sufficiently spread-out percolation models in all \(d > 6\), and provides a statement, in that context, linking the incipient infinite cluster to ISE.

**Theorem 3.** For any \(d > 6\), there are positive constants \(C, D\) (depending on \(d, L\)) and an \(L_0(d)\) (large), such that for \(L \geq L_0(d)\), \(k \in [-\pi, \pi]^d\) and \(z \in [0,1]\),

\[
\hat{\tau}_z(k) = CA_z(Dk)[1 + e(z,k)], \tag{2.17}
\]

where \(|e(z,k)| \leq \epsilon_1(z) + \epsilon_2(k)\) with \(\lim_{z \to 1} \epsilon_1(z) = \lim_{k \to 0} \epsilon_2(k) = 0\).

The control of the limit \(z \to 1\) provides a somewhat different statement from the infra-red bound of [13] that \(\eta = 0\), while taking \(k = 0\) recovers the statement \(\delta = 2\) from [15, 17]. The critical exponents \(\eta\) and \(\delta\) appear in the relations \(\hat{\tau}_1(k) \approx k^{-2+\eta}\) as \(k \to 0\), and \(\hat{\tau}_2(0) \approx (1 - z)^{1/\delta - 1}\) as \(z \uparrow 1\), which are conjectured to hold in general dimensions, with \(d\)-dependent values for the exponents when \(d < 6\).

The proof of Theorem 3 is given in [15], and Theorems 1 and 2 are proved in [16].
3. The method

The method of proof of Theorem 1 involves showing that in high dimensions it is possible to write, for $|z| < 1$,

$$
\tau_n^z(k) = \frac{C}{D^2 k^2 + 2^3/2(1 - z)^{1/2}} + E_z(k) = C\Lambda_z(Dk) + E_z(k),
$$

with $E_z(k) = \sum_{n=1}^{\infty} e_n(k)z^n$ and $|e_n(kD^{-1}n^{-1/4})| \leq O(n^{-\epsilon-1/2})$. This is sufficient, in view of (2.15). The leading behaviour of (3.1) corresponds to the mean-field critical exponents $\delta = 2$ and $\eta = 0$. Theorem 3 is in the same spirit as (3.1), but does not involve complex variables or power-law error estimates, and is easier to establish.

For Theorem 2, we define $\hat{\tau}^{(3)}_z(k, l) = \sum_{n=1}^{\infty} \hat{\tau}^{(3)}(k, l; n)z^n$ and show that

$$
\hat{\tau}^{(3)}_z(k, l) = 4C\Lambda_z(D(k + l))\Lambda_z(Dk)\Lambda_z(Dl) + E_z^{(3)}(k, l),
$$

with $E_z^{(3)}(k, l) = \sum_{n=1}^{\infty} e_n^{(3)}(k, l)z^n$ and $|e_n^{(3)}(kD^{-1}n^{-1/4}, lD^{-1}n^{-1/4})| \leq O(n^{-\epsilon+1/2})$.

An elementary contour integration, as in (2.14) but for a product of $\Lambda_z$'s, then gives the theorem. Combining (3.1) and (3.2), to leading order the three-point function obeys

$$
\hat{\tau}^{(3)}_z(k, l) = 4C^{-2}\hat{\tau}_z(k + l)\hat{\tau}_z(k)\hat{\tau}_z(l) + \text{error}.
$$

This factorization corresponds to an effective independence that is discussed further below, and is in the spirit of a conjecture of [3].

Our proof of (3.1) involves an analysis of the $z$-derivative of $\hat{\tau}_z(k)$. This leads naturally to the study of $\hat{\tau}^{(3)}_z$, since

$$
\frac{1}{z} \frac{d}{dz} \hat{\tau}_z(k) = \sum_{x \in \mathbb{Z}^d} e^{ik \cdot x} \sum_{n=1}^{\infty} n \tau(x; n)z^n = \sum_{x, y \in \mathbb{Z}^d} e^{ik \cdot x} \sum_{n=1}^{\infty} \tau^{(3)}(x, y; n)z^n = \hat{\tau}_z^{(3)}(k, 0).
$$

The study of the three-point function is thus central for our method.

Equation (3.3) can be understood in terms of the figure

\[
\begin{array}{c}
\text{0} \ar@{-}[r]^k \ar@{-}[d]_b & \text{k+l} \ar@{-}[dr] \ar@{-}[dl]\text{t} & \\
\text{x} & \text{y}
\end{array}
\]

The connections in the figure represent edge-disjoint connections by occupied paths in the cluster of the origin, and the branch point $b$ is not uniquely defined. In high dimensions, the three parts of the diagram, corresponding to the connections $0 \rightarrow b$, $b \rightarrow x$, $b \rightarrow y$, can be regarded, to leading order, as effectively independent. This independence is not exact, but rather correction terms involving the triangle diagram of $\hat{\tau}_z$, and related diagrams, give rise to the renormalized vertex factor $4C^{-2}$ appearing in (3.3).

The establishment of this effective independence is at the heart of the lace expansion method of [17] (see also [19, 24]), and allows for the demonstration of the independence of the connections $0 \rightarrow b$ and $b \rightarrow x$, without the presence of the variable $y$. A second expansion is required to demonstrate the effective independence of the connection $b \rightarrow y$. This is technically involved, but is conceptually similar.
to the first expansion. Such a double expansion has been carried out previously in the analysis of lattice trees in high dimensions [18], and was used to prove results similar to Theorems 1 and 2 in that context [12, 11].

The previous development of the lace expansion for percolation was restricted to the case \( z = 1 \) [17]. Working with general \( z \) provides new difficulties to overcome. For general \( z \), we generate the expansion using a probabilistic interpretation, valid for positive \( z \), that was used, e.g., in [2]. In this interpretation, the sites in \( \mathbb{Z}^d \) are declared to be “not green” with probability \( z \in [0, 1] \) and “green” with probability \( 1 - z \). The site variables are independent, and independent of the bond variables. Then, for \( z \in [0, 1] \), \( \tau_z(x) \) can be interpreted as the probability that the origin is connected to \( x \) but is not connected to any green site. This green-free condition on the two-point function necessitates major revision of the lace expansion methodology. The expansion can be extended from positive to complex \( z \) via analyticity.

4. THE BACKBONE

ISE can be understood as a process evolving in time, and it is of interest to interpret our results in terms of a time variable. For this, we introduce the notion of the backbone of a cluster containing two sites \( x \) and \( y \). We define the backbone, which depends on \( x, y \), to consist of those sites \( u \in C(x) \) for which there are edge-disjoint paths consisting of occupied bonds from \( x \) to \( u \) and from \( u \) to \( y \). The backbone thus consists of connections from \( x \) to \( y \), with all “dangling ends” removed.

We believe it would be of interest to attempt to extend our methods, in combination with the methods of [12], to prove that (for high dimensions) in a cluster of size \( n \), a backbone joining sites \( \lfloor \frac{xn}{4} \rfloor \) and \( \lfloor \frac{yn}{4} \rfloor \) (\( x, y \in \mathbb{R}^d \)) typically consists of \( O(n^{1/2}) \) sites and converges in the scaling limit to a Brownian path, with the Brownian time variable corresponding to distance along the backbone. Such a study has not been carried out for percolation, but an analogous result has been proved for high-dimensional lattice trees in [12, Theorem 1.2]. In this interpretation, the integration variables \( t \) and \( t_i \) appearing in \( \hat{A}^{(2)}(k) \) and \( \hat{A}^{(3)}(k) \) correspond to time intervals for scaling limits of backbone paths.

The concept of the backbone is relevant for an understanding of the value 6 of the upper critical dimension. In the original lace expansion for percolation [17], as in the analysis involving the triangle condition in [3], the leading behaviour corresponds to neglecting intersections between a backbone and a percolation cluster. Considering the backbone to correspond to a 2-dimensional Brownian path, and the cluster to correspond to a 4-dimensional ISE cluster, intersections will generically not occur above \( 2 + 4 = 6 \) dimensions. This points to \( d = 6 \) as the upper critical dimension.
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