Activity-dependent self-regulation of viscous length scales in biological systems
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Cellular cortex, which is a highly viscous thin layer of cytoplasm, just below the cell membrane, controls the cell’s mechanical properties, which can be characterized by a hydrodynamic length scale ℓ. Cells actively regulate ℓ via the activity of force generating molecules, such as myosin II. Here we develop a general theory for such systems through coarse-grained hydrodynamic approach including activity in the static description of the system providing an experimentally accessible parameter and elucidate the detailed mechanism of how a living system can actively self-regulate its hydrodynamic length scale, controlling the rigidity of the system. Remarkably, we find that ℓ, as a function of activity, behaves universally and roughly inversely proportional to the activity of the system. Our theory rationalizes a number of experimental findings on diverse systems and comparison of our theory with existing experimental data show good agreement.

I. INTRODUCTION

The mechanical properties of a cell are governed by a highly-viscous thin layer of cytoplasm, the cell-cortex, just below the cell membrane. For most practical purposes, cortex can be assumed consisting of actin filaments and myosin motors. Cells must actively regulate the mechanical properties of the cortex that can be characterized by a hydrodynamic length scale ℓ = √η/γ, where η is the viscosity of the cortex and γ is some friction (e.g., exerted by the cell cytoplasm and cell membrane on the cortex). For example, ℓ is much bigger in the quiescent state compared to that when the cell is dividing [1–3]. Apart from its essential role in the growth and development of living organisms, understanding the detailed behavior of ℓ is important from other aspects such as the efficient design of artificial tissues, cellular self-assembly as well as in the field of Biomechanics [4–6]. It is known that the activity of the motor molecules, like myosin and kinesin, change the property of an assembly of filament-like molecules and motor molecules. A number of recent studies have explored the effect of activity on the properties of such systems [7–16], for example, myosin II activity softens suspended cells [17], changes the viscoelastic behavior of an actomyosin network [18] and controls the dynamics in mouse oocytes [19], bacterial cytoplasm (devoid of myosin) gets fluidized by metabolic activity [20], kinesin motors lead to spontaneous flow in an assembly of microtubules [21] etc. The existing theories of actomyosin cortex have mostly focused on the quiescent state and treated the system as an elastic network [10, 13, 22, 23]. In this work, we are interested in the dynamic state when the cell is about to undergo a division [3, 24] and a quantitative description of how activity affects ℓ in this regime does not yet exist.

Developing a theory of a highly viscous system, such as cell cortex or a dense assembly of actin and myosin molecules, requires the application of glassy phenomenology [11, 20, 25]. Coarse-grained hydrodynamic approaches, including the complexity of the system through the effective parameters of the theory for a minimal description, have been immensely successful in describing active systems [3, 24, 26–30]; we extend such theories to their dense regime. The existing coarse-grained approaches assume a spatial variation in active stress coming from the spatial variation of motor activity and the resulting force transmission [2, 24]. However, these models typically assume an effective viscosity reflecting the internal dissipation and successfully reproduce the spatiotemporal cortical dynamics during cell division and polarization [2, 3, 24].

On the other hand, molecular approaches, taking the chemical details of rapid actin turnover through polymerization and depolymerization, their remodeling and force generation mechanism through cross-linking and myosin motors activity [31–33] have predicted patterns of cortical flow. It remains unclear how to connect this microscopic origin of force generation to large-scale cortical properties. In an important recent work [34], McFadden et al have developed a minimal 2D model of cross-linked actin filaments and myosin motors providing a framework to understand the effects of local microscopic modulation of interactions on the large-scale cellular flows.

In this work, we first develop a generic theory for an assembly of fibrillar and active force generating molecules in the dense high-viscous regime, applicable for the systems of our interest, through the approach of coarse-grained hydrodynamics. We treat the dynamics of the system within the mode-coupling theory (MCT) framework of glassy systems [35, 36]. In this work, we concentrate on the effect of myosin activity on the hydrodynamic length scale, ℓ, and show that biological systems can actively self-regulate their length scales controlling their rigidity generalizing recent experimental findings [17–21]. We further find that ℓ is roughly inversely proportional to activity irrespective of the nature of the system. This is an important, testable prediction of the theory and comparison of our theory with existing experimental data shows good agreement. The rest of the
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We set up the problem by first discussing the individual microscopic mechanisms below.

- **Turnover dynamics of actin filaments**: The actin filaments within cortex are dynamic in nature, constantly being polymerized at one end and depolymerized at the other [1, 32, 37]. We assume that the turnover dynamics is in a steady state and is not affected by the activity of myosin motor molecules. We thus describe the system through a time-independent inhomogeneous density modulation and a fluctuating part of density that includes the effect of turnover dynamics as well as dynamics of other molecules (Fig. 1).

- **Cross-linkers**: Several types of molecules, such as $\alpha$-actinin as well as myosin molecules act as cross-linkers among actin filaments [1, 37]. We do not differentiate between the cross-linking abilities of different molecules. Cross-linkers help to entangle the filament-like molecules and is parametrized by the inhomogeneous density within our theory.

- **Focal adhesions**: The actin filament network is also attached to the focal adhesion points (Fig. 1). Since we are not interested in the effects of external medium, we simply assume that ATP concentration does not change the effects of focal adhesions, which simply contribute to the inhomogeneous density within the cortex.

- **Force generators in the cortex**: Myosin II molecules walk on two actin filaments and generate forces in the cortex. Since we are interested in the general picture here, and not in the detailed chemistry, from now on we denote the force generators simply as myosin. Actin filaments are polar molecules and myosin walks from the negative to the positive ends (Fig. 1) thus pulling the two filaments towards each other. Myosin molecules can be in different states, active and inactive; they generate forces when they are in the active state and act as cross-linkers alone when inactive. We designate the myosin molecules in the active state as the active particles. The myosin molecules can interchange their states of either active or inactive through ATP consumption. With a fixed amount of ATP supply, we can assume on the average a constant number of myosin molecules in the active state. Thus, the amount of ATP and myosin molecules in the active state are proportional within our theory. To be specific, force generation in the cortex is proportional to the gradient of myosin density. However, local inhomogeneity of active myosin molecules can also lead to forces. In the experiments, one measure the amount of myosin and their specific state remains unknown [2]. We assume the force generation is proportional to the amount of active myosin, and thus, proportional to ATP concentration. There can also be a rearrangement of the polarity of the actin filaments [38] or disassembly of actin filaments due to some enzyme [39, 40] that we do not consider in this work for simplicity.

Thus, our theoretical model consists of the following: the filament-like molecules along with the cross-linkers...
lead to a static inhomogeneous density and there is a time-dependent density fluctuation due to turnover dynamics as well as dynamics of other proteins (that we take as passive particles) in the cortex (Fig. 1). ATP concentration controls the fraction of myosin molecules being in the active state, which is proportional to force generation in the system. The cell boundary as well as cytoplasm impart a friction force on the cortex.

III. THEORY

Including all the considerations discussed in the previous section, we write the total density of the system as \( \rho(\mathbf{r}, t) = \rho_0 + \delta \rho(\mathbf{r}, t) \) at position \( \mathbf{r} \) and time \( t \) where \( \rho_0 \) is a uniform density, \( \delta \rho(\mathbf{r}, t) \), the static inhomogeneous density modulation and \( \delta \) is the fluctuating part of density. Note that \( \rho_0 \) has contributions from active and inactive particles as well as the actin filaments. \( \delta \rho(\mathbf{r}) \) has contribution only due to actin filaments and this is small due to the dynamic nature of the filaments. There is some evidence that myosin II acts as actin depolymerization factor when the activity of myosin molecules exceed a certain (unknown) threshold \([39, 40]\); this may also contribute to reducing \( \delta \rho(\mathbf{r}) \), that leads to fluidization of the assembly. However, we expect this effect to be small and there should always be a static inhomogeneous component of the density in the cell in the time-scale of our interest. Through a detailed microscopic calculation, Wang et al \([41]\) have also shown that one must keep the inhomogeneous static density component for the description of such systems. Then, we have the continuity equation for density as

\[
\frac{\partial \rho(\mathbf{r}, t)}{\partial t} = -\nabla \cdot \left[ \rho(\mathbf{r}, t) \mathbf{v}(\mathbf{r}, t) \right]
\] (1)

where \( \mathbf{v}(\mathbf{r}, t) \) is the velocity of a hydrodynamic volume element of the cortical constituents. The continuity equation for the momentum density, \( \rho(\mathbf{r}, t) \mathbf{v}(\mathbf{r}, t) \), is

\[
\frac{\partial (\rho \mathbf{v})}{\partial t} + \nabla \cdot (\rho \mathbf{v} \mathbf{v}) = \eta \nabla^2 \mathbf{v} + (\zeta + \eta/3) \nabla \nabla \cdot \mathbf{v} - \gamma \mathbf{v} - \rho \nabla \frac{\delta E^U}{\delta \rho} + \mathbf{f},
\] (2)

where \( \eta \) and \( \zeta \) are shear and bulk viscosities of the fluid, \( \mathbf{f} \), a non-conserving Gaussian white noise, with zero mean and the statistics \( \langle f_i(\mathbf{r}, t) f_j(\mathbf{r}', t') \rangle = -2k_B T [\eta \nabla^2 + (\zeta + \eta/3) \nabla \nabla] \delta(\mathbf{r} - \mathbf{r}') \delta(t - t') \delta_{ij} \) where \( k_B \) is the Boltzmann constant, \( T \), the temperature, \( \mathbb{I} \), the identity matrix and \( \delta_{ij} \), the Kronecker delta-function. \( \gamma \) is a friction coefficient that encodes the friction force exerted by both the cytoplasm as well as the cell membrane on the cortex. \( E^U \) is a suitably defined energy functional that includes the effect of matrix density of the system. Note that we use the term ‘matrix’ to refer to the static inhomogeneous density in the system.

Active systems are inherently out of equilibrium; within MCT for active systems, it has been shown that this nonequilibrium nature of the system is manifested through an evolving effective temperature, \( T_{eff}(t) \), defined through a generalized fluctuation-dissipation relation as a function of time, \( t \) \([42]\). \( T_{eff}(t) \) is same as the equilibrium temperature at a very short time and dynamically evolves to a larger value, determined by the parameters of activity, at long times; note that \( t \) refers to the time difference of the two-time correlation functions \([42]\). We find that the dynamics of the system can be understood through the long-time limit of \( T_{eff}(t \rightarrow \infty) \equiv T_{eff} \). A number of other studies have also shown the role of effective temperature in the dynamics of active systems \([22, 43-50]\). We propose to include activity in the static description of the system and this provides an experimentally accessible parameter for direct comparison with experiments on such systems. We consider a system of \( N \) active particles with the inter-particle interaction potential as \( V(\mathbf{r}_1, \ldots, \mathbf{r}_N) \):

\[
V = \frac{1}{2} \sum_{j \neq i} \mathbf{v}((\mathbf{r}_j(t) - \mathbf{r}_i(t)))
\] (3)

where \( \mathbf{r}_j(t) \) is the position of \( j \)th particle at time \( t \). The density at \( \mathbf{r} \) at time \( t \) is defined as \( \rho(\mathbf{r}, t) = \sum_{j=1}^N \delta(\mathbf{r} - \mathbf{r}_j(t)) \), which we can write in Fourier space as

\[
\rho_k(t) = \sum_{j=1}^N e^{i \mathbf{k} \cdot \mathbf{r}_j(t)}
\] (4)

where \( \mathbf{k} \) is the wave vector. Following Ref. \([51]\) we write

\[
\tilde{\rho}_k(t) = -\sum_j (\mathbf{k} \cdot \mathbf{v}_j(t)) e^{i \mathbf{k} \cdot \mathbf{r}_j(t)}
\]

\[
-\frac{1}{V} \sum_{k'} v_k (\mathbf{k} \cdot \mathbf{v}_k) \rho_{k-k'}(t) \rho_{k'}(t)
\] (5)

where we have set the mass of the particles to unity and \( v_k \) is the Fourier components of the interaction potential. Following Zwanzig \([52]\), we write this equation as

\[
\tilde{\rho}_k(t) + \Omega_k \rho_k(t) = F_k(t).
\] (6)

The frequency term \( \Omega_k \) that minimizes the residual forces \( F_k(t) \) is given as

\[
\Omega_k = \frac{k^2}{S^A \kappa} k_B (T + T_e)
\] (7)

where we have used the relation \( \langle \tilde{\mathbf{r}}_{\alpha \beta} \rangle \sim k_B (T + T_e) \delta_{\alpha \beta} \) for an active fluid at an effective temperature \( T_{eff} = T + T_e \), where \( T_e \) is the extra contribution coming from activity alone and \( S^A \) is the equal-time two-point correlation function for such a system

\[
S_k^A = \frac{1}{N} \langle \rho_k(t) \rho_{-k}(t) \rangle.
\] (8)
Then we obtain the residual forces from Eq. (6) as
\[
F_k(t) = \Omega_k \rho_k(t) - \sum_j (k \cdot \mathbf{r}_j(t))^2 e^{i \mathbf{k} \cdot \mathbf{r}_j(t)} - \frac{1}{\beta} \sum_{k'} v_{k'} (\mathbf{k} \cdot \mathbf{k}') \rho_k(t) \rho_{k'}(t). \tag{9}
\]

The fact that the residual forces are minimized with respect to \(\Omega_k\) implies an orthogonality condition
\[
\langle \rho_{-k}(t) F_k(t) \rangle = 0. \tag{10}
\]

Using the detailed form of residual forces from Eq. (9), we obtain the equation for \(c^A_k\), which is analogous to the direct correlation function of a passive system,
\[
c^A_k = -\frac{\beta^A}{k^2N^2 S_k^A} \sum_{k'} v_{k'} (\mathbf{k} \cdot \mathbf{k}') \langle \rho_{-k}(t) \rho_{k'}(t) \rho_k(t) \rangle, \tag{11}
\]

where \(c^A_k\) is defined through the relation \(c^A_k = (1 - 1/S_k^A) / \rho_0\) with \(\rho_0\) being the average density of the system and
\[
\beta^A = \frac{1}{k_B (T + T_e)} \approx \frac{1}{k_B T} (1 - T_e/T) \approx \frac{1}{k_B T} f(A), \tag{12}
\]

where we have written the contribution from activity in \(f(A)\) denoting activity as \(A\). Note that \(\beta^A\), in principle, could depend on wave vector, however, we expect \(T_e\) at all wave vectors to be the same as the behavior of the correlation and response functions at all wave vectors within MCT is similar [42] though we do not have an \textit{a priori} justification for this. If the activity is zero, we have \(f(A) = 1\) and Eq. (11) gives \(c_k\), the direct correlation function of the corresponding passive system. Thus, we can write
\[
c^A_k = f(A) c_k. \tag{13}
\]

An intuitive way to understand Eq. (13) is as follows: \(c_k\) is related to the inter-atomic interaction potential. Consider one of the particles in the system, this particle interacts with an effective potential obtained from integrating out the other particles. Activity introduces a random motion of the particle, considering the activity of different particles uncorrelated. Since the state of myosin locally depends on the availability of ATP, such an assumption is justified. Thus, activity reduces correlation in the particle motion and \(f(A)\) is a monotonically decreasing function of \(A\). When the activity is small, we can write \(f(A) = e^{-A}\). We note here that it is not clear what should be the actual form of \(c^A(r)\). Even in an equilibrium fluid, it is not clear what should enter as \(c(r)\) in the Ramakrishnan-Yussouf free energy functional [53] in the dynamical mean-field theory for density waves. Moreover, Eq. (11), as well as its equilibrium counterpart, is only valid within the random phase approximation [51, 54]. However, this difficulty is not important in the context of the present work as we do not use \(c^A\) directly within the theory. As we are interested in an assembly of active and passive particles embedded in a static inhomogeneous density background (that we call the matrix), \(A\) is directly proportional to the amount of active particles or the amount of ATP [50]. Similar use of effective parameters to describe an active network material, within the random first-order transition theory framework has been demonstrated elsewhere [23, 41, 45].

The velocity field in a biological system is small and we ignore the second term in Eq. (2). We linearize Eqs. (1) and (2), take the divergence of the second and eliminate velocity using the first to obtain
\[
\frac{\partial \delta \rho(r, t)}{\partial t} = D_L \nabla^2 \frac{\partial \delta \rho(r, t)}{\partial t} - \frac{\gamma}{\rho_0} \frac{\partial \delta \rho(r, t)}{\partial t} + \nabla \cdot \left[ \rho \nabla \frac{\delta F^U}{\delta \rho(r, t)} + \delta m \right] - \nabla \cdot \mathbf{f}, \tag{14}
\]

where \(D_L = (\zeta + 4\eta/3) / \rho_0\). The energy functional \(F^U\) for the active system is
\[
\beta F^U = \int_r \left\{ \rho(r, t) \ln \frac{\rho(r, t)}{\rho_0} - \rho(r, t) - \rho_0 \right\} - \frac{1}{2} \int_{r, r'} c^A(|r - r'|) \left[ \rho(r, t) - \rho_0 \right] \left[ \rho(r', t) - \rho_0 \right] + \beta \int_r U(r) \rho(r, t), \tag{15}
\]

where \(\int_r \equiv \int \! \! dr\). The first part is an ideal gas contribution and the second part contains the contribution due to interaction. It is not clear what should be the detailed form of \(c^A(r)\), however, this is not important for the purpose of the present work [55]. The contribution due to the inhomogeneous density modulation, \(\delta m(r)\), is encoded through a potential (see Appendix for details) \(U(r)\), which makes it straightforward to extend the theory for systems under external force, for example, a cell attached to an elastomeric membrane that can be stretched as in Ref. [56].

To characterize the dynamics of a dense system, we need to look at the two-point correlation functions [57]. This is a directly accessible quantity in experiments and all the transport coefficients can be calculated from this function through the application of statistical mechanics. We define the two-point correlation function \(S_k(t) = \langle \delta \rho_k(0) \delta \rho_{-k}(t) \rangle\) and the normalized two-point correlation function \(\phi_k(t) = S_k(t) / S_k(t = 0)\). Then the equation for \(\phi_k(t)\) becomes (see Appendix for details)
\[
\frac{\partial^2 \phi_k(t)}{\partial t^2} + \gamma_k \frac{\partial \phi_k(t)}{\partial t} + \frac{k_B T k^2}{S_k^3} \phi_k(t) + \int_0^t \mathcal{M}_k(t - t') \frac{\partial \phi_k(t')}{\partial t'} \, dt' = 0, \tag{16}
\]

where \(\gamma_k = D_L k^2 + \gamma / \rho_0\) and \(\mathcal{M}_k(t)\) is the memory kernel.
given as

\[ M_k(t) = \frac{k_B T \rho_0}{2k^2} \int_q \left[ \mathbf{k} \cdot \mathbf{q} c_q^A + \mathbf{k} \cdot (\mathbf{k} - \mathbf{q}) c_{k-q}^A \right]^2 S_{k-q}(t) S_q(t) \]

\[ + \frac{k_B T \rho_0}{k^2} \int_q \left[ \mathbf{k} \cdot \mathbf{q} c_q^A + \mathbf{k} \cdot (\mathbf{k} - \mathbf{q}) \frac{\rho_0}{\rho} \right]^2 S_{k-q}^b S_q(t) \]  

(17)

where \( S_k^b = \langle \delta m_k \delta m_{-k} \rangle \). Activity in our model enters through \( c_q^A \) within the memory kernel and \( S_k^A \) which is defined as \( 1/(1 - \rho_0 c_q^A) \).

The complexity of the full wavevector dependent theory hinders its applicability to a biological system. To render simpler form we take a schematic approximation suppressing the wavevector dependence leaving a single-mode, however, retaining the essential mechanism of the theory \([58-60]\). Within this approximation, we write the theory for one wave vector \( k_{\text{max}} \) that corresponds the first maximum of structure factor \([61]\). Ignoring the acceleration term, which is not important at long times and for systems of our interest, we obtain the equation of motion for the normalized two-time correlation function, \( \phi(t) \equiv \phi_{k=k_{\text{max}}}(t) \), in this limit as

\[ (1 + \tilde{\gamma}) \frac{\partial \phi(t)}{\partial t} + \Omega \phi(t) + \int_0^t \mathcal{M}(t - t') \frac{\partial \phi(t')}{\partial t'} \, dt' = 0 \]  

(18)

where \( \tilde{\gamma} = \gamma / \rho_0 D L k_{\text{max}}^2 \) and we have ignored the activity dependence in the frequency term \( \Omega \). The memory kernel becomes

\[ \mathcal{M}(t) \simeq \left( \lambda_1^0 - \alpha \sqrt{\lambda_1^0} \right) \phi(t) + \left( \lambda_2^0 - \alpha \sqrt{\lambda_2^0} \right) \phi(t)^2. \]  

(19)

The main contribution in the dynamics comes from the parts inside the integrals in Eq. (17). Therefore, \( \lambda_1^0 \) is proportional to the square of the matrix density (through \( S_{k_{\text{max}}}^b \)) and both \( \lambda_1^0 \) and \( \lambda_2^0 \) are proportional to average density \( \rho_0 \) and inversely proportional to temperature (see Appendix, Eq. (A8), for their detailed forms). The parameter \( \alpha \) contains the information of activity of the system and \( \alpha \propto A \) is proportional to the amount of active myosin or ATP concentration. \( \lambda_1^0 \) contains the information of matrix density as well as the interaction of the fluid with the matrix and \( \lambda_2^0 \) encodes the strength of interaction within the fluid. Both \( \lambda_1^0 \) and \( \lambda_2^0 \) increases as the density of the fluid increases or temperature decreases and only \( \lambda_1^0 \) increases as the matrix density increases.

IV. RESULTS

The theory, Eqs. (18) and (19) for a passive system when \( \alpha = 0 \) is well-understood in the literature \([35, 36, 62, 63]\). The correlation function \( \phi(t) \) decays to zero quite fast at small density when \( \lambda_1^0 \) and \( \lambda_2^0 \) are small and develops a two-step relaxation scenario at higher density; it first decays to a plateau and then to zero from the plateau at long times. At even larger density, \( \phi(t) \) does not decay to zero anymore, showing an ergodicity breaking transition; a discontinuous transition at \( \lambda_1^0 = 4 \) when \( \lambda_2^0 = 0 \) and a continuous transition at \( \lambda_1^0 = 1 \) when \( \lambda_2^0 = 2 \) \([35, 36]\). It is well-known that this transition shifts to higher density (larger \( \lambda_1^0 \) or \( \lambda_2^0 \)) in active systems of self-propelled particles \([42, 64-67]\). our theory also has similar feature as can be easily seen from Eq. (19). The ergodicity breaking transition is a failure of the theory whose origin is not yet well-understood \([68]\) and all the predictions of the theory break down beyond this point. In the context of the systems of our interest, the transition by itself is not important as living systems can not, in general, go to a state with very high density or low temperature. We expect our theory to work within the regime where biological systems operate.

We set \( \tilde{\gamma} \) to unity and show the decay of \( \phi(t) \) for \( \lambda_1^0 = 0.28 \) and \( \lambda_2^0 = 3.417 \) for different values of the activity parameter \( \alpha \) in Fig. 2. The correlation function decays faster as the activity becomes stronger, that is at higher values of \( \alpha \). Ref. [19] looked at the cytoplasmic dynamics for positioning the nucleus in mouse oocytes. We have obtained the data for correlation function, as presented in Fig. 4(b) in [19] and fit our theory with the data with \( \lambda_1^0 = 0.8 \) and \( \lambda_2^0 = 1.98 \) (same for both curves) and \( \alpha = 0.01 \) and 0.036 for the two sets of data as shown.

FIG. 2. We show the decay of the correlation function \( \phi(t) \) as a function of time obtained through the numerical solution of Eqs. (18) and (19). \( \phi(t) \) shows a fast decay to a plateau at short times and then a much slower decay to zero at longer times. Activity, \( \alpha \), makes the decay of \( \phi(t) \) faster. We have used the parameters as \( \tilde{\gamma} = 1 \), \( \lambda_1^0 = 0.28 \) and \( \lambda_2^0 = 3.417 \). Inset: We compare our theory with the experimental data of Ref. [19] for the dynamics of cytoplasm in mouse oocytes. The data for \( \phi(t) \) is taken from Fig. 4(b) of Ref. [19] and solid lines are fit of our theory showing that activity makes the dynamics faster as \( \phi(t) \) decays quicker at larger \( \alpha \). The parameters \( \lambda_1^0 = 0.8 \) and \( \lambda_2^0 = 1.98 \) are same for both the curves.
in Fig. 3. (a) Different systems are characterized by different values of \((\lambda_1, \lambda_2)\) leading to distinct values of \(\ell_0\). We show the behavior of \(\ell\) for many such systems as a function of \(\alpha\). (b) Since there is a characteristic length scale, \(\ell_0\), independent of activity, we expect a scaling for \(\ell\) as \(\ell \propto \ell_0^2 f(\alpha \ell_0^{\nu})\) and obtain data collapse for \(\theta = 1.0\) and \(\nu = 0.95\) implying \(\ell \sim 1/\alpha^{0.95}\) in a regime where activity dominates the dynamics. Inset: We obtain the data of length scale from Ref. [21] (see text). Our theory shows \(\ell \sim 1/\alpha\); therefore we fit the data with \(f(x) = a + b/x\). We find excellent agreement between theory and experiment with \(a = 0.51\) and \(b = 40.13\).

Thus, biological systems can actively self-regulate their hydrodynamic length scales, hence, rigidity by changing their activity.

Since there is a characteristic length scale \(\ell_0\), independent of activity for each system, we expect a scaling relation [70] for \(\ell\) as \(\ell \sim \ell_0^2 f(\alpha \ell_0^{\nu})\) and obtain scaling collapse for \(\theta = 1.0\) and \(\nu = 0.95\) as shown in Fig. 3(b). From this we obtain

\[
\ell \sim 1/\alpha
\]

in the regime where activity dominates the dynamics. This implies that irrespective of the nature of the system, the viscous length scale \(\ell\) follows a simple algebraic law as a function of the activity parameter \(\alpha\). As we define \(\ell \sim \sqrt{R}\), the viscosity behaves as \(\sim 1/\alpha^{1.9}\) as a function of activity in the activity dominated regime.

For a comparison with experiment, we look at the data of velocity correlation function, \(\langle V(R)V(0)\rangle\), as a function of distance \(R\) as presented in the inset of Fig. 2(c) in [21]. At a certain \(R\), \(\langle V(R)V(0)\rangle\) changes because of activity. The correlation in a system is controlled by certain length scales. We can assume this change in correlation at a fixed \(R = R_0\) varies exponentially: \([\langle V(R)V(0)\rangle]_{R_0} \sim e^{1/\ell}\); this gives \(\ell\) up to a constant factor. We have extracted \(\ell\) in this way from [21] for \(R_0 = 12\) (the first data point in each curve). The data are presented in terms of ATP concentration; within our theory, this is proportional to the active molecules, designated by the parameter \(\alpha\). A fit of this data with our theory, presented in the inset of Fig. 3(b) shows excellent agreement. Ref. [18] has shown that myosin molecules in the active state fluidizes an in vitro actomyosin gel and reduces the local shear relaxation time, [20] has shown that bacterial cytoplasm becomes solid-like in the dormant state and fluidizes when metabolically active and [17] has shown that myosin activity softens cells in suspension. Our theory rationalizes these findings in terms of the activity of constituent molecules.

V. DISCUSSION

Our theory is within the framework of mode-coupling theory (MCT) for dense super-cooled systems [35, 36]. MCT provides a mechanism of the rapid increase of viscosity and relaxation time of systems as temperature decreases or density increases. We have extended this theory to include activity generated by some active motor proteins like myosin or kinesin. Considering detailed microscopic dynamics, Ref. [13] shows that mode-coupling naturally emerges in the dynamics of active networks. MCT shows an ergodicity-breaking transition above certain values of the parameters and the theory fails to describe the system beyond this point [35, 36, 71]. This transition is not important for biological systems as living systems cannot become extremely dense; we expect the theory to be valid in the regime where most biological systems operate. Our theory should be viewed as
a description, starting from the molecular level, of the mechanism how motor activity changes the dynamics at the macroscopic length scale. Our theory is similar in spirit to the microscopic theory developed by Wolynes et al for such systems [23, 41, 45].

We have implemented activity in the static description of the system, where activity parameter α is proportional to the ATP concentration. Thus, our theory allows a direct experimentally accessible parameter. The principal result of this work is the behavior of the viscous length scale ℓ, which is an important quantity as it controls the mechanical properties of a system, as a function of activity; we find that ℓ is roughly inversely proportional to the amount of active myosin, generalizing recent experimental findings [17–21] on such systems. Ref. [11] shows that viscosity of a cell increases with ATP depletion, our theory is in qualitative agreement with this finding. Remarkably, we find universality in the behavior of ℓ, which varies roughly inversely with α irrespective of the nature of the system. This is an important result readily testable in experiments and simulations. Comparison of our theory with the existing experimental results show good agreement (Fig. 3b). The increased viscosity as well as ℓ^2 in ATP-depleted nuclei in Xenopus laevis oocytes [72] are also in qualitative agreement with our predictions.

The cellular cortex is a complex system, where a large number of active processes control the large-scale behavior. We have considered a simplified picture ignoring a number of such processes. For example, we have neglected the chiral nature of actin-filaments [24, 73] in our theory, however, we believe, including chirality within the theory is not going to affect the main conclusions of this work. We have treated the effects of cross-linking from non-force-generating molecules, like the α-actinin, and that of myosin molecules to be same. It is important to understand how ATP concentration affects the cross-linking that we have modeled through the static inhomogeneous density δm. Detailed molecular modeling along the lines of Ref. [34] should unravel this aspect.

There may as well have a number of other effects like the organization of the polarity of actin filaments [38] or change in the actin polymerization dynamics due to some enzyme that are also going to affect ℓ. We have not included such dynamics in this work, however, we expect these effects to give higher order corrections in the behavior of ℓ. The effect of myosin activity where myosin acts as actin depolymerization factor [40] when the activity of myosin crosses a certain threshold value is going to fluidize the system. Although we did not look at this effect in detail, this is already included in the coarse-grained description of reducing correlation within our theory. As the length scale directly gives the rigidity of the system, a study along the lines of [17] or [18] as a function of active myosin molecules of the system provides a straightforward way to further test our theory.
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Appendix A: Some details of the MCT calculation

Here we first show how the energy functional $F^{U}$, and hence the force density, can be written in terms of the static inhomogeneous density $\delta m(r)$. The density fluctuates around the static density $m(r) = \rho_0 + \delta m(r)$. Minimizing $F^{U}$ with respect to $m(r)$ and replacing $U(r)$ in terms of $m(r)$, we obtain the force density as

$$\rho \nabla \cdot \frac{\delta^2 F^{U}}{\delta \rho(r, t)} = \nabla \int [\delta (r - r') - \rho_0 c^A(|r - r'|)] \delta \rho(r', t)$$

$$\nabla \int m(r) c^A(|r - r'|) \delta \rho(r', t)$$

$$- \frac{\delta m(r)}{m(r)} \int [\delta (r - r') - m(r) c^A(|r - r'|)] \delta \rho(r', t)$$

$$- \rho \nabla \cdot \int c^A(|r - r'|) \delta \rho(r', t). \quad (A1)$$

Defining Fourier transform of different quantities as $\delta \rho(r, t) = \int k \delta \rho_k(t) e^{ik \cdot r}$, where we have used the notation $f_k \equiv \int \frac{d^d k}{(2\pi)^d}$ in d-dimension, we can write the equation of motion for the density fluctuation in Fourier space as

$$\left[ \frac{\partial^2}{\partial t^2} + \frac{k^2 \Gamma k^2}{S_k^A} \right] \delta \rho_k(t) = -ik \cdot [F_k + f_k]$$

$$= -ik \cdot [F_k^{mp} + F_k^{op} + f_k], \quad (A2)$$

where $\Gamma_k = D_k k^2 + \gamma/\rho_0$ and $S_k^A = 1/(1 - \rho_0 c_k^A)$. The force densities are given as

$$F_k^{mp}(t) = i k B T \int_q [k c_q^A + (k - q)/\rho_0 S_q^A] \delta m_{k - q} \delta \rho_q(t)$$

$$F_k^{op}(t) = \frac{i}{2} k B T \int_q [q c_q^A + (k - q) c_k^A] \delta \rho_q(t) \delta m_{k - q} \cdot f_k. \quad (A3)$$

$$F_k^{op}(t) = \frac{i}{2} k B T \int_q [q c_q^A + (k - q) c_k^A] \delta \rho_q(t) \delta m_{k - q} \cdot f_k. \quad (A4)$$

In this work, we have included activity in $c^A$ and $S_k^A$ is the bare noise, in contrast to the existing MCT theories on active systems of self-propelled particles [42, 74]. Using the standard prescription of MCT through hydrodynamic approach [75, 76] to extract the excess damping due to interactions in terms of a memory kernel given as

$$M_k(t) = \frac{1}{k B T V} \langle F_k(0) \cdot F_{-k}(t) \rangle, \quad (A5)$$

where $V$ is the system volume and $F_k(t)$ is given by Eqs. (A3) and (A4). The two-point correlation function is defined as $S_k(t) = \langle e^{i \phi_k(0)} \delta \phi_{-k}(t) \rangle$. The normalized two-point correlation function is $\phi_k(t) = S_k(t)/S_k(t = 0)$ and
we obtain the mode-coupling equation as
\[
\frac{\partial^2 \phi_k(t)}{\partial t^2} + \Gamma_k \frac{\partial \phi_k(t)}{\partial t} + \frac{k_B T k^2}{S_k^2} \phi_k(t) + \int_0^t \mathcal{M}_k(t-t') \frac{\partial \phi_k(t')}{\partial t'} dt' = 0 \tag{A6}
\]
where \(\mathcal{M}_k(t)\) is the memory kernel given as
\[
\mathcal{M}_k(t) = \frac{k_B T \rho_0}{2 k^2} \int_q [k \cdot q]^A_a [k \cdot (q - k)] e^{-k^2 q} S_{k-q}(t) S_q(t) \]
\[
+ \frac{k_B T \rho_0}{k^2} \int_q [k \cdot q]^A_a \left( \frac{k - (k - q)}{\rho_0} \right)^2 S_{k-q}^b S_q(t) \tag{A7}
\]
with \(S_k^b = (\delta m_k \delta m_{-k})\). The theory in this form is too complex to be applicable to the systems of our interest as there are too many unknown parameters. Therefore, we take a schematic approximation, which amounts to writing the theory for only one wave vector, \(k_{\text{max}}\). This approximation provides a simpler form for better understanding and applicability, keeping the key mechanism of the theory intact [35, 36, 60]. We divide Eq. (A6) by \(D_t k^2\) and write \(\tilde{\gamma} = \gamma/(\rho_0 D_t k^2)\). We expand \(c_k^2 \sim c_k (1 - A)\) (Eq. 13) and ignore the terms second order in \(A\) while completing the squares in Eq. (A7). The first part of \(\mathcal{M}_k(t)\) contains two factors of \(\phi(t) \equiv \phi_{k_{\text{max}}}(t)\) and the second part contains one \(\phi(t)\). The time-independent parts in Eq. (A7) are defined as \(\lambda_0^0\) and \(\lambda_0^1\) respectively:
\[
\lambda_0^0 = \left[ \frac{k_B T \rho_0}{2 D_t k^2} \int_q [k \cdot q]^A_a [k \cdot (k - q)] e^{-k^2 q} S_{k-q} S_q \right]_{k_{\text{max}}}
\]
\[
\lambda_0^1 = \left[ \frac{k_B T \rho_0}{D_t k^4} \int_q [k \cdot q]^A_a + \frac{k \cdot (k - q)}{\rho_0} \right]^2 S_{k-q}^b S_q \right]_{k_{\text{max}}} \tag{A8}
\]
where we have neglected the acceleration term in Eq. (A6). \(\Omega \equiv k_B T / D_t S_k^A\) and we neglect activity dependence in \(\Omega\) as it doesn’t affect the dynamics in a strong way. We need to solve Eq. (A10) along with Eq. (A9) numerically where we have set \(\Omega\) and \(\tilde{\gamma}\) to unity redefining the time scales. This is the reason why the time-scales in our theory and that in Ref. [19] are different and we need to rescale the time-scale in our calculation for comparison with the experimental data.
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