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Abstract—In recent years, reinforcement learning and its multi-agent analogue have achieved great success in solving various complex control problems. However, multi-agent reinforcement learning remains challenging both in its theoretical analysis and empirical design of algorithms, especially for large swarms of embodied robotic agents where a definitive toolchain remains part of active research. We use emerging state-of-the-art mean-field control techniques in order to convert many-agent swarm control into more classical single-agent control of distributions. This allows profiting from advances in single-agent reinforcement learning at the cost of assuming weak interaction between agents. However, the mean-field model is violated by the nature of real systems with embodied, physically colliding agents. Thus, we combine collision avoidance and learning of mean-field control into a unified framework for tractably designing intelligent robotic swarm behavior. On the theoretical side, we provide novel approximation guarantees for general mean-field control both in continuous spaces and with collision avoidance. On the practical side, we show that our approach outperforms multi-agent reinforcement learning and allows for decentralized open-loop application while avoiding collisions, both in simulation and real UAV swarms. Overall, we propose a framework for the design of swarm behavior that is both mathematically well-founded and practically useful, enabling the solution of otherwise intractable swarm problems.

I. INTRODUCTION

Over the past decades, the field of swarm robotics [1]–[3] has received considerable attention [4]. Various areas of potential applications include for example industrial inspection tasks [5], such as for turbines, cooperative object transport [6]–[8], agriculture [9], aerial combat [10], and cooperative search [11]. A recent promising approach for engineering many-agent systems such as intelligent robot swarms is multi-agent reinforcement learning (MARL) [12], which has found success in diverse complex problems such as strategic video games [13], communication networks [14] or traffic control [15]. However, MARL algorithms suffer from issues such as credit assignment, non-stationarity and scalability to many agents [12]. Meanwhile, robotic swarms such as fleets of unmanned aerial vehicles (UAVs) usually consist of many interacting UAVs and remain of considerable interest due to their inherent robustness, scalability to large-scale deployment and decentralization, which can be considered the ultimate goal of the study of swarm intelligence and robotics [1], [16]. Here, scalable control approaches and highly general toolchains for swarm robotics remain to be established [2].

A classical approach to formulate systems with large numbers of agents with low complexity is via mean-field models, describing swarms of drones by their distribution, see also [17] and [18] for reviews on mean-field swarm robotics and mean-field control (MFC). However, most prior literature is based on analytic derivations and continuous-time models, which are less conducive to advances in MARL. For example, stabilizing control of swarms to distributions are designed in [19]–[21]. Other works such as [22], [23] consider population density estimates via collisions for task allocation problems, while [24] study robots for stick-pulling. Lastly, a variety of approaches use PDE-based formulations, e.g. [25], [26] for density control, or [27], [28] for general analytic frameworks, though they are significantly more difficult to treat both rigorously and from a learning perspective. Especially mean-field-based learning algorithms often remain restricted to competitive settings such as mean-field games [29], [30] by learning e.g. Nash [31]–[35], regularized [36], [37] or correlated equilibria [38], [39]. For instance, works such as [40] or [41] investigate trajectory control of selfish UAV agents, while [42] considers formation flight in dense environments. Although selfish control problems are interesting for many applications, aligning selfish or local cost functions with a certain cooperative, global behavior can be difficult [43]. Solutions for cooperative joint objectives without necessity of manual cost function tuning are therefore of practical interest for artificially engineering swarm behaviors.

In this work, we propose a discrete-time MFC-based swarm robotics framework that is conducive to powerful deep reinforcement learning (RL) techniques. Only very recently were MFC [44]–[46] and related histogram observations for MARL [47] proposed as a potential solution to cooperative scalable MARL, which could enable both the solution of otherwise intractable tasks as well as model-free application to swarms, adapting to environments and tasks. However, an eminent issue of MFC for robotic systems is violation of the MFC model due to physical collisions between robots. To solve this issue, we combine MFC with deep RL and collision avoidance algorithms. Here, collision avoidance algorithms could range from classical rule-based [48] over planning-based [49] to learning-based approaches [50], [51], and similarly for RL, see e.g. [52]. Importantly, our approach...
(i) is able to utilize advances in RL, circumventing MARL and solving otherwise difficult swarm problems without extensive manual and analytical design of algorithms, and (ii) closes the gap between mean-field models and reality, as collisions between agents violate the weak interaction principle of mean-field models and are usually to be avoided, e.g. in UAVs. As a result, our approach is highly practical, with the advantage of automatic design of swarm algorithms for swarm problems.

Our contribution can be summarized as follows: (i) We combine RL with MFC and collision avoidance algorithms for general task-driven control of robotic swarms; (ii) We give novel theoretical approximation guarantees of MFC in infinite swarms as well as in the presence of additional collision avoidance maneuvers; (iii) We demonstrate in a variety of tasks that MFC outperforms state-of-the-art MARL, can be applied in a decentralized open-loop manner and avoids collisions, both in simulation and real UAV swarms. Overall, we provide a general framework for tractable swarm control that could be applied directly to swarms of UAVs.

II. SWARM MODEL

In order to tractably describe a plethora of swarm tasks, we formulate a mean-field model where all agents are anonymous and it is sufficient to consider their distribution.

A. Finite swarm model

Formally, we consider compact state and action spaces $\mathcal{X}, \mathcal{U} \subseteq \mathbb{R}^2$ (though our results are easily extended to $\mathbb{R}^n$) representing possible locations and movement choices of an agent. For any $N \in \mathbb{N}$, at each time $t = 0, 1, \ldots$, the states and actions of agent $i = 1, \ldots, N$ are denoted by $x_i^t$, $u_i^t$. We denote by $\mathcal{P}(\mathcal{X})$ the space of probability measures on $\mathcal{X}$, equipped with the topology of weak convergence. Define the empirical state distribution $\mu^N_t = \frac{1}{N} \sum_{i=1}^N \delta_{x_i^t}$, which represents all agents anonymously by their states. We consider policies $\pi = \{\pi_t\}_{t \geq 0} \in \Pi$ from a space of policies $\Pi$ with shared Lipschitz constant, such that agents act on their location and the distribution of all agents, $\pi_t: \mathcal{X} \times \mathcal{P}(\mathcal{X}) \to \mathcal{P}(\mathcal{U})$. The assumption of Lipschitz continuity is standard in the literature, includes e.g. neural networks [46], [53], [54], and may allow approximation of less regular policies.

Under a policy $\pi \in \Pi$, the finite swarm system shall evolve by sampling an initial state $x_0^N \sim \mu_0$ from an initial distribution $\mu_0$ of agents, and subsequently taking movement actions $u_i^N \sim \pi_t(x_i^t, \mu_i^N)$, resulting in new states $x_i^{t+1} = x_i^t + u_i^t + \xi^t_i$ for all agents $i$ with optional i.i.d. Gaussian noise $\xi^t_i \sim \mathcal{N}(0, \Sigma)$ and diagonal covariance matrix $\Sigma = \text{diag}(\sigma_1^2, \sigma_2^2)$. In other words, each drone can move a distance limited to $\mathcal{U}$, up to some smoothing or inaccuracy $\xi^t_i$. In simulation, we further clip agent positions to stay inside $\mathcal{X}$. The objective is then given by an arbitrary function $r: \mathcal{P}(\mathcal{X}) \to \mathbb{R}$ of the spatial distribution of agents, giving rise to the infinite-horizon discounted objective

$$J^N(\pi) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(\mu^N_t) \right] . \quad (1)$$

Since MARL can be difficult in the presence of many agents (see e.g. combinatorial nature in [12]), we will formulate and verify a limiting infinite-agent system.

B. Mean-field swarm model

In the limit as $N \to \infty$, single agents become indiscernible and we need only model their distribution (mean-field) $\mu_t \in \mathcal{P}(\mathcal{X})$. Starting at $\mu_0$, under policy $\pi \in \Pi$, deterministically

$$\mu_{t+1} = T^{\pi_t}(\mu_t) \equiv \mathbb{E}_{\pi_t} \left[ f(\mu_t) \right]$$

$$\Rightarrow \int \mathcal{N}(x + u, \sigma^2) \pi_t(du | x, \mu_t) \mu_t(dx) \quad (2)$$

with shorthand of the deterministic mean-field transition operator $T^{\pi_t}(\mu_t) \equiv \mathbb{E}_{\pi_t} \left[ f(\mu_t) \right]$, $\pi_t(\cdot | \cdot, \mu_t) \in \mathcal{P}(\mathcal{U})^\mathcal{X}$, giving way to the MFC problem with objective function

$$J(\pi) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(\mu_t) \right] . \quad (3)$$

Remark 1: A dependence of $r$ on joint state-action distributions in $\mathcal{P}(\mathcal{X} \times \mathcal{U})$ can be modelled by splitting time steps into two and using the new state space $\mathcal{X} \cup (\mathcal{X} \times \mathcal{U})$.

For simplicity of analysis, we assume absence of common noise, leading to a deterministic mean-field limit, though in our experiments we also allow reactions to a random external environment. Under a mild continuity assumption, weaker than the common Lipschitz assumption in existing literature [46], [54], we obtain rigorous approximation guarantees.

Assumption 1: The reward function $r$ is continuous.

By compactness of $\mathcal{P}(\mathcal{X})$, $r$ is bounded. As long as $r$ is continuous, i.e. small changes in the agent distribution lead to small changes in reward, the MFC model is a good approximation for large swarms and its solution solves the finite agent system approximately optimally. As existing approximation properties still remain limited to finite $\mathcal{X}$, $\mathcal{U}$ [45], [46], we give a brief, novel proof for compact spaces.

Theorem 1: Under Assumption 1, at all times $t \in \mathcal{T}$, the empirical reward $r(\mu^N_t)$ converges weakly and uniformly to the limiting reward $r(\mu_t)$ as $N \to \infty$, i.e.

$$\sup_{\pi \in \Pi} \mathbb{E} \left[ |r(\mu^N_t) - r(\mu_t)| \right] \to 0. \quad (4)$$

Proof: We can metrize $\mathcal{P}(\mathcal{X})$ via the metric $d(\mu, \nu) := \sum_{m=1}^{\infty} 2^{-m} |\mu(f_m) - \nu(f_m)|$ for a sequence of continuous and bounded $f_m: \mathcal{X} \to \mathbb{R}$, $|f_m| \leq 1$ (cf. [55, Theorem 6.6]).

Consider any (uniformly) equicontinuous set $\mathcal{F} \subseteq \mathbb{R}^{\mathcal{P}(\mathcal{X})}$ of functions, i.e. there exists an increasing (concave, cf. [56, p. 411]) $\omega_\mathcal{F}: [0, \infty) \to [0, \infty)$ (modulus of continuity) such that $\omega_\mathcal{F}(x) \to 0$ when $x \to 0$ and $|f(\mu) - f(\nu)| \leq \omega_\mathcal{F}(d(\mu, \nu))$ for all $f \in \mathcal{F}$. We show inductively for $t \geq 0$ that

$$\sup_{\pi \in \Pi} \sup_{f \in \mathcal{F}} \mathbb{E} \left[ |f(\mu^N_t) - f(\mu_t)| \right] \to 0, \quad (5)$$

which implies the desired property, since $r$ is uniformly continuous by compactness of $\mathcal{P}(\mathcal{X})$ and Assumption 1.

At time $t = 0$, the proof follows from the weak law of large numbers (LLN) argument (see (7) and below). For the induction step,

$$\sup_{\pi \in \Pi} \sup_{f \in \mathcal{F}} \mathbb{E} \left[ |f(\mu^N_{t+1}) - f(\mu_{t+1})| \right] \quad (6)$$
where for the first term (7), by Jensen’s inequality we obtain
\[ E \left[ \omega_F (d(\mu_{N+1}^t, T^{\pi_t}(\mu^N_t))) \right] \leq \omega_F \left[ E \left[ d(\mu_{N+1}^t, T^{\pi_t}(\mu^N_t)) \right] \right] \]
for concave \( \omega_F \). Abbreviating \( x_i^N = \{ x_i^N \}_{i \in \mathbb{N}} \), we have
\[
E \left[ d(\mu_{N+1}^t, T^{\pi_t}(\mu^N_t)) \right] = \sum_{m=1}^{\infty} 2^{-m} E \left[ \left| x_i^N \right|^2 \right] \leq \sup_{m \geq 1} E \left[ \left| x_i^N \right|^2 \right]
\]
where by the weak LLN argument, the squared term
\[
E \left[ \left| x_i^N \right|^2 \right] \leq E \left[ \left( f_m(x_{i+1}^N) - m \right) \left| x_i^N \right|^2 \right] \leq \frac{1}{N^2} \sum_{i=1}^{N} \left[ \left( f_m(x_{i+1}^N) - m \right) \left| x_i^N \right|^2 \right]
\]
so that for any \( f_m \), the cross-terms are zero and \( |f_m| \leq 1 \).

For the second term (8), by induction assumption we have
\[
\sup_{\pi \in \Pi} \sup_{f \in F} E \left[ \left| f(T^{\pi_t}(\mu^N_t)) - f(\mu_{N+1}^t) \right| \right] \leq \sup_{\pi \in \Pi} \sup_{g \in \mathcal{G}} E \left[ \left| g(\mu^N_t) - g(\mu_{N+1}^t) \right| \right] \to 0
\]
using \( g = f \circ T^{\pi_t} \) and the corresponding class \( \mathcal{G} \) of functions with modulus of continuity \( \omega_\mathcal{G} : = \omega_F \circ \omega_T \), where \( \omega_T \) denotes the uniform modulus of continuity of \( T^{\pi_t} \) by uniform Lipschitz continuity of \( \pi \in \Pi \).

As a result, the MFC approach is a theoretically rigorous approach to approximately optimally solving large-scale swarm problems with complexity independent of \( N \).

**Corollary 1.** Under Assumption 1, an optimal solution \( \pi^* \in \Pi \) to the MFC problem constitutes an \( \varepsilon \)-optimal solution to the finite swarm problem, where \( \varepsilon \to 0 \) as \( N \to \infty \).

**Proof:** For any \( \pi \in \Pi \) and \( \varepsilon > 0 \), we can choose \( T \) such that \( \sum_{t=0}^{\infty} \gamma^t E \left[ r(\mu^N_t) - r(\mu^*) \right] \leq 2^{-T} \max_{\mu} 2 |r(\mu)| < \frac{\varepsilon}{4} \), and for sufficiently large \( N \)
\[
\sum_{t=0}^{\infty} \gamma^t E \left[ |r(\mu^N_t) - r(\mu^*)| \right] < \frac{\varepsilon}{4} \]
by Theorem 1. Therefore, we have \( J^N(\pi^*) - \max_{\pi \in \Pi} J^N(\pi) \leq \min_{\pi \in \Pi} (J^N(\pi^*) - J^N(\pi)) \leq \frac{\varepsilon}{4} \), which implies the prequel and optimality of \( \pi^* \) in the MFC problem.

**III. METHODOLOGY**

In order to remove the two remaining obstacles of (i) solving the MFC problem, and (ii) resolving the real-world gap of MFC for embodied agents, we combine MFC with arbitrary powerful RL and collision avoidance techniques. The overall hierarchical structure is found in Fig. 1. The MFC solution is learned via RL and gives high-level directions, which are realized by each agent while avoiding collisions.

**A. Reinforcement learning**

For the MFC problem, it is known that there exists an optimal stationary solution [44, Theorem 19], which may be found by solving the MFC Markov decision problem (MDP), a single-agent but infinite-dimensional RL problem with \( \mathcal{P}(\mathcal{X}) \)-valued states \( \mu_t \) and \( \mathcal{P}(\mathcal{U}) \)-valued actions \( h_t \), evolving according to \( \mu_{t+1} = T^h(\mu_t) \). To deal with the infinite dimensionality of \( \mathcal{P}(\mathcal{X}) \) and \( \mathcal{P}(\mathcal{U}) \), we discretize \( \mathcal{X} \) and use a binned histogram of \( \mathcal{P}(\mathcal{X}) \) as in [44] with \( M = 6^2 = 36 \) bins by trading off between tractability (good training, low \( M \)) and performance (high \( M \)), where \( \mathcal{P}(\mathcal{U}) \) is parametrized by Gaussians with means \( \theta \in \mathcal{U} \) and diagonal covariances \( \sigma_1, \sigma_2 \in (0, 0.25) \), of which the samples \( u_t \sim \mathcal{N}(\theta, \text{diag}(\sigma_1, \sigma_2)) \) are clipped to \( \mathcal{U} \). As exact computation of \( \mu_t \) is difficult, we use the finite system with \( N = 300 \) agents (though less works fine) and their empirical distribution analogous to particle filtering, which can be understood as directly learning on a large finite swarm.

We use the RLlib 1.13.0 implementation [57] of proximal policy optimization (PPO) RL [58] and a diagonal Gaussian neural network policy with two hidden tanh-layers of 256 nodes, sampling clipped values in \([-1, 1]\) affinely transformed to \( \theta, \sigma_1, \sigma_2 \). Hyperparameters are printed in Table I, of which sufficiently high minibatch sizes appeared most important.

---

**TABLE I**

| Symbol | Name          | Value |
|--------|--------------|-------|
| \( \gamma \) | Discount factor | 0.99  |
| \( \lambda \) | GAE lambda    | 1     |
| \( \beta \) | KL coefficient | 0.03  |
| \( \epsilon \) | Clip parameter | 0.2   |
| \( \eta \) | Learning rate | 0.00005 |
| \( B_b \) | Training batch size | 4000 |
| \( B_m \) | Minibatch size | 1000  |
| \( T_b \) | Updates per training batch | 5     |
B. Collision avoidance subroutine

A solution of the mean-field system does not directly translate into applicable real-world behavior, since the mean-field solution ignores physical constraints. While e.g. UAVs could fly at different heights, a general swarm algorithm should explicitly avoid collisions in order to guarantee suitability of the weakly-interacting MFC model. This is done by separating concerns, decomposing the issue into MFC plus sequences of collision-avoiding navigation subproblems between decision epochs. For example, we could choose \( U \) slightly smaller than the maximum speed range to allow for additional avoidance maneuvers. Then, assuming the time \( \Delta t \) between two MFC decisions \( t \) and \( t + 1 \) is sufficiently long, and that agents have finer, direct control over their positions, a collision-avoiding navigation subroutine could approximately achieve the desired positions up to an error that becomes arbitrarily small with agent radius \( r \).

For \( N \) drones and agent radius \( r \) we hence assume existence of such a subroutine \( F \) which mildly perturbs all positions and their distribution \( \mu_i^N \) at each time step and thereby achieves a collision-free mean field, which we write as \( F(\mu_i^N) \), such that \( \|x_i^t - x_j^t\|_2 > 2r \) for all \( i, j \). We further assume that \( F \) is near-optimal, i.e. each drone’s position is perturbed at most by a distance of \( 4Nr \). Indeed, this is possible for sufficiently small \( r \), e.g. if \( X = [−m, m]^2 \) for \( m > 0 \): At any \( x \in X \), on an arbitrary line of length greater \( 2m \) passing through \( x \), we can always choose a position that is at most \( 4Nr \) away from \( x \), as in the worst case all other \( N − 1 \) drones are located on the line along which \( F \) moves the drone and have a distance of slightly less than \( 4r \) between each other. Under \( F \), we can show that a collision-avoiding finite swarm of sufficiently many small agents is solved well by our approach.

**Theorem 2:** Let \( \pi \in \Pi \) be an optimal solution to the MFC problem, and let \( F \) be the near-optimal collision avoidance subroutine as defined above. Then for each \( \varepsilon > 0 \) there exists an \( N' \) such that for all \( N \geq N' \) and agent radii \( r_{N,\varepsilon} \), the solution \( \pi \) gives an \( \varepsilon \)-optimal solution to the finite swarm problem with collision avoidance.

**Proof:** The definition of \( F \) allows us to define new model dynamics with new random mean field variables denoted by \( \mu_i^N \), where we leave out the definition of each agent variable for brevity. For the new dynamics, at each time step \( t \) we apply function \( F \) to the current mean field \( \mu_i^N \) and underlying positions. Subsequently, the mean field \( \mu_i^{N+1} \) is obtained by applying the usual transition dynamics.

Now, we show via induction over \( t \) that for all \( t \),

$$\sup_{\pi \in \Pi} \sup_{f \in \mathcal{F}} \mathbb{E} \left[ |f(\mu_t^N) - f(F(\mu_t^N))| \right] \to 0. \quad (9)$$

Analogous to the proof of Theorem 1, the induction starts follows from a weak LLN argument. For the induction step,

$$\sup_{\pi \in \Pi} \sup_{f \in \mathcal{F}} \mathbb{E} \left[ |f(\mu_{t+1}^N) - f(F(\mu_{t+1}^N))| \right] \leq \sup_{\pi \in \Pi} \mathbb{E} \left[ \omega(\mu_{t+1}^N, T^m(\mu_{t+1}^N)) \right] + \sup_{\pi \in \Pi} \sup_{f \in \mathcal{F}} \mathbb{E} \left[ |f(T^m(\mu_{t}^N)) - f(T^m(F(\mu_{t}^N)))| \right]$$

where the first two summands converge to zero by arguments as in the proof of Theorem 1. The third term converges to zero by a weak LLN argument while the forth summand is bounded by \( \omega(T(4N\varepsilon, r)) \), see the explanation above. By choosing \( r_{N,\varepsilon} = o(1/N) \), the last summand in (10) converges to 0. This concludes the induction.

For \( \varepsilon \)-optimality, we proceed as in Corollary 1 and obtain

$$\mathbb{E} \left[ \sum_{t=0}^{T-1} \gamma^t \left| r(\mu_t) - r(F(\mu_t^N)) \right| \right] < \frac{\varepsilon}{2}$$

for \( N \) large enough by applying statement (9). The terms beyond \( T-1 \) can be bounded by \( \varepsilon/2 \) as in Corollary 1.

Hence, for a given allowed sub-optimality specification \( \varepsilon \), we can find a number \( N \) and size \( r \) of drones such that solving the MFC problem is \( \varepsilon \)-optimal in the finite swarm system. In practice, this means that if we can use sufficiently many sufficiently small drones, MFC provides good solutions.

In this work, for simplicity we use artificial potential fields (APF) as in [59] with attractive velocity \( F_{\text{ap}} = 1.5(\hat{x}_i - x_i) \) in simulation, where \( \hat{x}_i \) denotes the MFC-based target position, and similarly repulsive velocity from agent \( j \) on agent \( i \), \( F_{\text{rep}} = 1.5 \varepsilon \text{rep} \cdot \left( \frac{1}{\|\hat{x}_i - x_j\|_2^3} - 1 \right) \cdot \frac{x_i - x_j}{\|x_i - x_j\|_2} \) whenever \( \|x_i - x_j\|_2 \leq 1 \) and zero otherwise, where \( \varepsilon \text{rep} > 0 \) is a variable repulsion coefficient. However, we stress that other more advanced collision avoidance algorithms could be used.

IV. EXPERIMENTS

In this section, we verify the usefulness of MFC-based robotic swarm control experimentally.

A. Problems

We consider three problems of increasing complexity to demonstrate our approach. In the following, we consider uniform initial state distributions \( \mu_0 \equiv \text{Unif}(X) \) and let \( X = [-2, 2]^2 \), allowing circular-constrained, noise-free movement, i.e. circular \( U \) such that \( \|u\|_2 \leq 0.2 \) with \( \varepsilon \equiv 0 \).

a) Aggregation: In the simple Aggregation or Ren- dezvous [47] problem, the goal of agents is to aggregate into a point while minimizing movement. Hence, we choose rewards \( r(\nu_0) = \int \mathbb{I}(-\|x - \int x \nu_0(\text{d}x, \text{d}u)) \mathbb{I}([2, 0.2]) \|u\|_2 \mathbb{I}([0, 0.2]) \) for joint state-actions \( \nu_t = \mu_t \otimes h_t \in \mathcal{P}(X \times U) \) (see Remark 1).

b) Formation: In the Formation problem, the goal is to achieve an anonymous formation flight of large swarms, i.e. matching the distribution of agent positions with a given distribution — e.g. for providing coverage for surveillance or communication. The rewards are given by the Wasserstein distance \( r(\mu_t) = \inf_{X,Y : \mathcal{C}(X) = \mu_t, \mathcal{C}(Y) = \mu_t} \mathbb{E} \|X - Y\|_2 \) [60] between agent distribution \( \mu_t \) and e.g. a Gaussian mixture \( \mu^* = \frac{1}{2} N(\epsilon_1, \text{diag}(0.05, 0.05)) + \frac{1}{2} N(-\epsilon_1, \text{diag}(0.05, 0.05)) \) with unit vector \( \epsilon_1 \), computed via the empirical Wasserstein distance between agents and 300 samples of \( \mu^* \). In principle, it is also possible to add movement costs as in Aggregation.
c) Task allocation: Lastly, we formulate a problem with stochasticity even in the limit. Consider randomly generated, spatially localized tasks such as providing a UAV-based communication uplink, or emergency operations for clearing rubble and firefighting. We add spatially localized tasks to the model which are observed via an additional histogram of task locations. Here, in each time step, \( N_t = \text{Pois}(0.4) \) tasks \( l \) arrive at uniformly random points \( x^l \in \mathcal{X} \), up to a maximum of 5 total tasks. Each task \( l \) begins with length \( L_l = 10 \) and at each time step is processed abstractly by proximity of nearby agents according to \( L_{l+1}^t = L_l - \Delta L^t(\mu_l) \), \( \Delta L^t(\mu_l) := \min(1, f((1-2||x-x^l||_2^2)1_{||x-x^l||_2 < 0.5} \mu_l(dx)) \), until it is fully processed and disappears. The reward is defined by the processed task lengths \( r(\mu) = \sum_t \Delta L^t(\mu_l) \).

B. Experimental results

In the following, we show results demonstrating the power of our MFC framework for task-driven swarm control, namely their theoretical and numerical advantage over standard MARL, the potential for decentralized open-loop control, and the influence of collision avoidance on optimality, both in simulation and in the real world.

![Fig. 2. Training curves of the MFC algorithm trained on \( N = 300 \), plotting the average achieved objective over time steps taken, together with its standard deviation over 3 seeds. The MFC approach leads to very stable learning results for all of our considered problems. (a): Aggregation; (b): Formation; (c): Task Allocation.](image)

![Fig. 4. One sample run of the MFC solution to the Formation problem, applied to a system with \( N = 100 \) agents and plotted at times \( t \in \{0, 5, 10, 50\} \). Agents successfully form a mixture of two Gaussians.](image)

a) Training results: In our implementation, each training episode consists of 50, 100 and 200 time steps for the Aggregation, Formation and Task Allocation problems respectively, of which the average sum of rewards will constitute the return values shown in the following figures. As can be seen in Fig. 2, the learning curve of PPO in the MFC problem is smoothly increasing as expected, since the MFC MDP leads to a single-agent problem solvable via standard RL with better understood theory than MARL, e.g. [61].

In contrast, state-of-the-art MARL techniques miss theoretical guarantees. We compare to PPO with parameter-sharing [62] and independent learning [63], which has repeatedly achieved state-of-the-art performance in benchmarks [64]–[67] and remains applicable to arbitrary numbers of homogeneous agents. For comparability, we use the same architecture and implementation as in our MFC experiments, outputting parameters of a Gaussian over actions. Each agent simply observes the same information plus the agent’s own position.

As seen in Fig. 3, MARL works well in the very simple Aggregation task, but becomes increasingly unstable for many agents, especially in the more complex Formation scenario, finally failing entirely in Task Allocation due to non-stationarity of learning [12]. Although MARL could work for other hyperparameter configurations, it shows that standard MARL can suffer from worse stability than single-agent RL in even high-dimensional single-agent MFC MDPs, congruent with the outstanding issue of theoretical MARL convergence guarantees [12]. As seen exemplarily for the Formation problem in Fig. 4 and a variation of the problem with real drones (later) in Fig. 6, the MFC solution successfully achieves the desired mixture of Gaussian formation of agents. In Fig. 5, it can be seen that (i) the MFC solution outperforms MARL, and (ii) the MFC solution quickly converges to the limiting deterministic objective in Fig. 2 as \( N \) grows large, verifying the MFC approximation properties in Theorem 1.

![Fig. 3. Training curves of the \( N \)-agent MARL algorithm, plotting the average achieved objective over time steps taken, together with its standard deviation over 3 seeds and compared to final MFC performance (red, \( N = 300 \)). (a): In the simple Aggregation task, MARL and MFC are comparable for few agents, but MARL fails for many agents. (b-c): In more complex scenarios, MFC converges to a better solution than common MARL.](image)

![Fig. 5. Comparison of achieved objectives in the finite swarm system of MFC and MARL solutions over 100 sample episodes, with 95% confidence interval (shaded). The MFC algorithm quickly converges to the deterministic, limiting mean-field objective as \( N \) becomes large. In simple scenarios such as Aggregation (a), MARL outperforms MFC in the finite system, while in more complex scenarios (b-c), MFC outperforms MARL (at end of training).](image)
Furthermore, to avoid bad initializations, we resample initial states until the minimal inter-agent distance is above 0.1.

As seen in Fig. 8, the minimal inter-agent distance is easily tuned via $c_{\text{rep}}$, rising up to the initialization distance 0.1. We find that for strong collision avoidance, the performance deteriorates in the presence of many agents, whereas for smaller collision avoidance coefficients the performance approaches the mean-field limit, verifying Theorem 2.

**d) Illustrative real-life experiment:** Lastly, we show the results of applying a variant of the Formation task – tracking a single time-variant Gaussian moving on a circle – to a real fleet of Crazyflie quadcopters [68], each peer-to-peer-broadcasting only their local Lighthouse-based state estimates [69]. Here, we use the aforementioned decentralized open-loop control and APF-based collision avoidance. Although our experiments remain small-scale due to space constraints and downwash effects, we nonetheless show that our approach works in practice and can be applied to even small swarm sizes. In the future, we imagine similar approaches to be scaled up to larger fleets. As can be seen in Fig. 6, the agents successfully track the formation without colliding.

**V. CONCLUSION**

In this work, we have proposed a scalable task-driven approach to robotic swarm control that allows for model-free solution of swarm tasks while remaining applicable in practice by using deep RL, MFC and collision avoidance. Our approach is hierarchical, in principle allowing to profit from any state-of-the-art RL and collision avoidance techniques. Our work is a step towards general toolchains for robotic swarm control, which yet remain part of active research [2]. We have solved part of the limitations of mean-field theory for embodied agents by integrating collision avoidance into the toolchain, but more work on more sparsely interacting mean-field models may be necessary, e.g. for UAV-based communication with strongly neighbor-dependent interaction, by incorporating graph structure [70]–[72]. Extensions to non-linear dynamics and dynamical constraints may be fruitful. Lastly, while our Gaussian parametrization of $P(U)$ is efficient, the state discretization still suffers from a curse of dimensionality, as the number of bins rises quickly with fineness of discretization, which is state of the art [44], [45] and could be supplemented e.g. by visual techniques [73].
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