VersatileGait: A Large-Scale Synthetic Gait Dataset with Fine-Grained Attributes and Complicated Scenarios
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Abstract

With the motivation of practical gait recognition applications, we propose to automatically create a large-scale synthetic gait dataset (called VersatileGait) by a game engine, which consists of around one million silhouette sequences of 11,000 subjects with fine-grained attributes in various complicated scenarios. Compared with existing real gait datasets with limited samples and simple scenarios, the proposed VersatileGait dataset possesses several nice properties, including huge dataset size, high sample diversity, high-quality annotations, multi-pitch angles, small domain gap with the real one, etc. Furthermore, we investigate the effectiveness of our dataset (e.g., domain transfer after pretraining). Then, we use the fine-grained attributes from VersatileGait to promote gait recognition in both accuracy and speed, and meanwhile justify the gait recognition performance under multi-pitch angle settings. Additionally, we explore a variety of potential applications for research. Extensive experiments demonstrate the value and effectiveness of the proposed VersatileGait in gait recognition along with its associated applications. We will release both VersatileGait and its corresponding data generation toolkit for further studies.

1. Introduction

As an important and challenging problem in computer vision, gait recognition \cite{9, 11, 15, 16, 31, 32, 38, 42} aims to identify the individual walking pattern, and has a wide range of applications such as visual surveillance \cite{7}, security checks \cite{10}, and video retrieval \cite{34}. Compared with other biometric recognition approaches, it has the following advantages: 1) non-explicit cooperation with humans; 2) long-distance perception; 3) robustness to changes in accessories.

In principle, a gait pattern in the wild is usually represented as a sequence of human silhouettes (i.e., binary masks without textures), which vary greatly with respect to many complicated intrinsic and extrinsic factors. Specifically, intrinsic factors usually refer to individual-specific attributes (e.g., genders, walking styles, and complex accessories), which affect the silhouettes intrinsically due to the differences in muscle action and body appearance. Extrinsic factors often correspond to camera settings (e.g., horizontal views and pitch angles), which may lead to silhouette distortion. Therefore, effective gait recognition in the wild requires datasets to cover a wide variety of fine-grained attributes and complicated scenarios.

However, existing datasets are confronted with the following three limitations: 1) simple annotations with only ID
labels (without individual attributes); 2) ideal scenarios with a single camera pitch angle, which are shown in Fig. 1(a); 3) small scale of data in terms of either the individual ID number or the silhouette sequence number for each ID. For example, the CASIA-B dataset is composed of 124 individual IDs, 13632 silhouette sequences with clothing and bag condition. In the OU-MVLP dataset, each subject only walks twice without the change of clothing or bag. As a result, these datasets are inadequate for practical gait recognition. There is an urgent need for building a large-scale gait dataset with fine-grained attributes and complicated scenarios.

In practice, constructing a real dataset for gait recognition is difficult due to the following factors: 1) data collection is very expensive and time-consuming, e.g., collecting OU-MVLP takes over 11 months with a huge cost [39]; 2) privacy issues for individual IDs; 3) limited data processing, which causes silhouette quality damages, e.g., irregular cavity and body missing. Thus, we turn to build the dataset by computer simulation, which is a cheap and convenient method.

We present a large-scale synthetic dataset called VersatileGait based on virtual data simulation with a game engine, as shown in Fig. 1(b). Specifically, to follow a high-quality realistic standard, our data simulation process is composed of the following steps: 3D model generation, walking animation collection, animation retargeting, complicated scene simulation, and silhouettes capture. Such a synthetic dataset distinguishes in: 1) fine-grained annotations thanks to parameterized human models; 2) complicated scenarios for different demands in terms of customized scenes which are seamless to real applications; 3) high quality, low costs, and no privacy issues; 4) small domain gap. Thanks to the colorless and textureless properties, the silhouette sequences generated by virtual data simulation are close to the real ones. This phenomenon makes it more suitable to generate synthetic data on gait recognition than the tasks which utilize RGB datasets.

Based on VersatileGait, we improve the performance of the existing models by a considerable margin and propose numerous practical applications. Firstly, VersatileGait could be used to pretrain a deep learning model, which is then finetuned by task-specific real datasets. In this case, the performance of the SOTA method [15] increases by 1.1% of rank-1 accuracy on CASIA-B. Besides, we could set up a new attribute classification task together with the primary gait recognition, resulting in a multi-task learning problem. The results of attribute prediction could be used for gait retrieval acceleration. Meanwhile, we conduct the performance evaluations of gait recognition in complicated scenarios (e.g., multi-pitch angles). Last but not least, we provide some potential applications, i.e., the multi-person gait recognition and individual-related attributes for disentanglement learning. Therefore, VersatileGait is more suitable for real scenarios, and also promotes the gait recognition literature from the research perspective. We will also release our data generation code and datasets to the research community.

On the whole, the main contributions of this work are summarized as follows:

- We propose to develop a large-scale synthetic gait dataset called VersatileGait, which covers fine-grained attributes and complicated scenarios. To our knowledge, VersatileGait is the first synthetic gait dataset for research use and practical applications.

- We enrich some new applications for potential research directions and also evaluate the performances of different gait recognition methods in complicated scenarios.

- We conduct extensive experiments to demonstrate the effectiveness of using VersatileGait, which improves the rank-1 accuracy of mainstream methods by a considerable margin.

2. Related Work

2.1. Gait Recognition

Gait recognition is a type of biometric authentication that identifies people by their walking patterns. Most previous works can be divided into two categories.

Model-Based Methods This paradigm [3, 6, 8, 19, 27] concentrates on fitting articulated human body to images and uses 2D body joint features. They are robust to the covariates such as bags and clothes. However, this fashion relies heavily on the high-resolution images and the accurate pose estimation results.

Appearance-Based Methods These methods [9, 15, 17, 24, 25, 26, 29, 48] use the silhouette sequence, gait energy image (GEI) [20], or gait entropy image (GEnI) [5] as inputs and accomplish gait recognition in an end-to-end fashion. These methods are popular due to their flexibility, effectiveness, and conciseness.

2.2. Real Datasets in Gait Recognition

Gait data in the real-world is usually collected in the neat laboratory followed by data processing, e.g., background subtraction. We introduce two mainstream datasets and list the statistics results of most of the gait datasets in Table 1.

CASIA-B [36] This dataset is the most frequently used one, which contains 124 subjects, 3 walking conditions (NM, BG, CL), and 11 horizontal views. Each subject contains 6 normal (NM) sequences, 2 walking with bag (BG) sequences, and 2 wearing clothing (CL) sequences.
Table 1. The comparison of reviewed databases in gait recognition. The VP (viewpoints) of cameras include the horizontal and vertical angles. VersatileGait distinguishes in ID, SQ (sequences), VP (viewpoints), BG/CL (bag, clothing), and contains rich features such as AT (attributes), PA (multi-pitch angles), MP (multi-person gait). The minimum number of ID and sequences are 20 and 240.

| Dataset   | ID  | SQ  | VP  | BG/CL | AT | PA | MP |
|-----------|-----|-----|-----|-------|----|----|----|
| CASIA-A   | 1×  | 1×  | 3   |       |    |    |    |
| CMU MoBo  | 1×  | 3×  | 6   |       |    |    |    |
| USF       | 6×  | 8×  | 2   | ✓     |    |    |    |
| CASIA-B   | 6×  | 57× | 11  | ✓     |    |    |    |
| WOSG      | 8×  | 3×  | 8   |       |    |    |    |
| CASIA-C   | 8×  | 6×  | 1   | ✓     |    |    |    |
| TUM-GAID  | 15× | 14× | 1   | ✓     |    |    |    |
| OU-LP     | 200×| 33× | 2   |       |    |    |    |
| OU-MVLP   | 515×| 1114×| 14  |       |    |    |    |
| VersatileGait | 550×| 4300× | 33  | ✓     | ✓  | ✓  | ✓  |

OU-MVLP [39] It contains 10307 subjects, and each subject owns 14 horizontal views and 2 sequences per view. OU-MVLP is the largest public gait dataset.

Previous datasets are collected under fairly simple scenarios and image quality problems exist due to data processing, which is shown in Fig. 2.

(a) Irregular Cavity  (b) Body Missing  (c) Clothing Issue
Figure 2. Common image quality problems in real dataset.

2.3. Synthetic Dataset

Synthetic datasets have been widely used in various tasks in computer vision for three main advantages as follows:

Explore More Applications  3D model is utilized to generate synthetic data for accurate human depth estimation and human part segmentation [41]. A virtual dataset [14] is collected to tackle with multi-person tracking and pose estimation under occlusion condition.

Mitigate the Lack of Data  A segmentation dataset [22] is proposed to mitigate the lack of occlusion-aware annotation. Likewise, a synthetic logo dataset [37] is presented to enrich the real manual labeled dataset.

Enhance the Performance on Real Dataset  This fashion such as [28, 46, 47, 49, 50], employs supervised learning and domain adaptation to achieve superior results. With the help of [44], better performance of crowd counting is achieved. Additionally, pretraining with synthetic data [40] improves the performance of models.

3. The VersatileGait Dataset

The goal of our VersatileGait is to introduce a large-scale gait dataset with fine-grained attributes and complicated scenarios to satisfy various research demands and practical applications. This section presents the key challenges of synthetic data collection and details of our data generation pipeline. Moreover, we summarize the properties of our dataset for further studies.

3.1. Key Challenges

Generating high-quality synthetic data with fine-grained attributes and complicated scenarios raises many challenges: 1) How to represent a walking individual? Generally, a walking individual is represented as appearance (human with accessories) and action (walking style). We bind a 3D human model and walking animations to simulate the combination of appearance and action.

2) How to select the attributes of individuals? Since silhouettes mainly represent the contours of pedestrians, we select several contour-sensitive attributes such as genders and walking styles.

3) How to simulate the complicated scenario? We define the complicated scenario as the viewpoints (horizontal and vertical) of cameras and the number of pedestrians in the scene. Then, we simulate that with a game engine.

4) How to guarantee the quality of silhouettes? The data processing, such as background subtraction and segmentation, is inevitable in the process of real silhouette collection, which causes poor image quality. To tackle this problem, we use a dark background and white 3D human models without texture to directly synthesize silhouettes without any processing. Specifically, we illustrate our data generation pipeline as follows.

3.2. Dataset Generation

Our pipeline for generating synthetic data consists of four steps, as illustrated in Fig. 3.

1) 3D Model Generation  To get more realistic human models, we use Make Human [5] for the model generation. It is a frequently-used open-source tool for modeling parameterized 3D characters, which are highly correlated with the attribute parameters (e.g., genders, ages, heights) and strictly restricted by human morphology to make the human body more realistic. With the randomly generated parameters on Make Human, we create numbers of models in a unified pose for easy manipulation. Besides, to reflect attributes distinction on silhouettes, we add some artificial constraints, e.g., people of different genders have different preferences for accessories. Finally, we generate 150 real-
As a synthetic dataset, VersatileGait has five remarkable properties compared to existing datasets. 

1) Small Domain Gap When it comes to synthetic datasets, it is inevitable to confront the issue of domain gap. As shown in Fig. 4, the severe domain gap exists in person ReID datasets due to the color and texture. By contrast, since silhouettes contain no color or texture information but contours of individuals, employing synthetic datasets with silhouettes introduces less domain gap.

2) Fine-Grained Annotations VersatileGait contains fine-grained annotations such as genders and walking styles, which could be used for diverse applications.

3) High Quality The synthetic data generation pipeline directly produces silhouettes without any data processing such as background subtraction or segmentation, which would cause severe image quality damage.

4) Complicated Scenarios As far as we know, VersatileGait is the first public dataset that contains the multi-pitch angles and the multi-person gait scenario, which is very common in practical gait recognition problem but absent in existing real datasets.

5) Large Amount We use the proposed pipeline to synthesize a dataset consisting of 11000 subjects with more than one million sequences, which is the largest gait dataset containing the change of viewpoints. Besides, we release our data generation toolkit and users could utilize this to synthesize customized data to satisfy their research demands.

4. Dataset Effectiveness Studies

Before introducing our VersatileGait to various applications, we conduct several experiments to validate the effectiveness of our datasets in the following steps: 1) we explore the effects of different dataset size; 2) we design several situations to evaluate the effects under the different mix ratio of real data and the synthetic data; 3) we analyze the effects of two-stage training strategies.

The Effects of Dataset Size Larger datasets provide more diverse knowledge. However, as a retrieval task, the inference time of gait recognition increases dramatically as the size of the dataset increases. Therefore, we conduct several experiments to quantitatively explore the performance gain and inference time cost with respect to the size of the dataset. Specifically, we pretrain GaitSet [9] model on VersatileGait with size from 100 to 10000 and evaluate the model on CAISIA-B [36] without finetuning, and we keep the division between the training set and the test set unchanged. As shown in Fig 5, as the size of the dataset becomes larger, inference time increases dramatically while...
the performance gain becomes smaller. Thus, by utilizing this finding, researchers could select the proper dataset size, according to the research demands and hardware platform.

The Effects of the Mix Training  Mix training [30] with real data and synthetic data is an efficient way to improve the performance of deep learning models. To explore the effects of mix training, we design experiment settings as follows: first, we keep the training dataset size fixed and use five different mix ratios of real and synthetic data. Specifically, the real data ratio varies between 2.5%, 5%, 10%, 50%, 100%. Then the rest data is filled up with VersatileGait. Based on these experiment settings, we train GaitSet [9] models to show the performance gains from VersatileGait. The more detailed experiment settings are shown in the supplementary material. As shown in Fig. 6, it indicates two phenomena: 1) VersatileGait considerably compensates the performance decay when real data scarcity is severe; 2) we achieve comparable performance to the model trained with all real data, by only using 50% real data filled up with the synthetic data.

The Effects of two-stage Training  Generally, the performance of the model will be improved considerably if pre-trained with a dataset with diversity. To evaluate the diversity of VersatileGait, we adopt two two-stage training strategies to advance the performance of existing powerful methods [9, 15]: 1) VersatileGait for pretraining; 2) mix the whole real train dataset with VersatileGait for pretraining. Both of them are followed with finetuning operation and tested on the corresponding real test dataset. As shown in Table 2, it indicates the performance of mainstream methods will increase by a considerable margin, thus VersatileGait is a practical dataset for pretraining. Further, we find it effective to help real-world gait recognition using VersatileGait from three aspects mentioned above.
5. Diverse Applications of VersatileGait

Based on VersatileGait, we explore practical applications in two aspects. Firstly, we utilize fine-grained attributes to conduct attribute-guided gait recognition in Section 5.1, which makes the gait recognition system more accurate and the retrieval (the inference stage of gait model) faster. Secondly, we focus on the scenario under multi-pitch angles in Section 5.2, where we explore the importance of the multi-pitch angle scenario and the relation between each pitch angle.

5.1. Attribute-Based Applications

**Attribute Selection Criterion** The silhouettes contain no texture and color and are only related to the contour of the subjects. Therefore, only attributes corresponding to the contour can be further used in gait recognition. Followed by this criterion, genders and walking styles are used for further exploration. We utilize these fine-grained attributes to improve gait recognition from two perspectives: accuracy and speed.

**More Accurate Gait Recognition** The fine-grained attribute labels could play the role of auxiliary supervision for gait recognition. To simplify the experiment, we use the network of GaitSet [9] but remove the multi-scale partition module as our baseline method. Then we expand the baseline method with simple attribute classifiers resulting in a multi-task learning framework, which is shown in Fig. 7. For convenience, we let \( A \) be the set of attributes and let \( L_a \) represent the cross-entropy loss of different attributes. Then, our optimization objective can be formulated as Eq. (1).

\[
L_{total} = L_{triplet} + \sum_{a \in A} \lambda_a L_a
\]

The gender and walking style can be discriminated well by our method, which achieves the accuracies of 88.8% and 99.63% for attribute prediction, respectively. We report the detailed results of gait recognition in Table 3, which shows that the performance of our baseline model is improved by a large margin under the multi-task learning framework. It shows the selected attributes have a significant promotion effect on the gait recognition task by introducing the supervision of fine-grained labels.

**Faster Retrieval** Gait recognition needs to calculate the similarity between the query and the numerous gallery instances in the inference phase. It is bothered by the heavy computation cost, which slows down the speed of inference. To solve this problem, we propose to reduce the search space using the results of attributes prediction. As we have Table 2. Averaged rank-1 accuracies on CASIA-B under different conditions, excluding identical-view cases. The conditions include origin, pretrain model with VersatileGait, mix the whole real training set with VersatileGait for training.

| Gallery NM\#1-4 | GaitSet | Method | Probe | Condition | 0° | 18° | 36° | 54° | 72° | 90° | 108° | 126° | 144° | 162° | 180° | mean |
|----------------|---------|--------|-------|-----------|----|-----|-----|-----|-----|-----|------|------|------|------|------|------|
| NM\#5-6        | origin  | 90.8   | 99.1  | 96.9 | 93.6 | 91.7 | 95.0 | 97.8 | 98.9 | 96.8 | 85.8 | 95.0 |
| pre+finetune   | 92.8    | 97.9   | 99.4  | 98.6 | 95.2 | 93.1 | 96.2 | 98.8 | 98.7 | 97.9 | 89.5 | 96.2 |
| mix+finetune   | 93.7    | 98.6   | 99.0  | 98.4 | 95.1 | 92.9 | 96.7 | 98.7 | 99.0 | 98.2 | 90.0 | 96.4 |
| NM\#5-6        | origin  | 83.8   | 91.2  | 91.8 | 88.8 | 83.3 | 81.0 | 84.1 | 90.0 | 92.2 | 94.4 | 79.0 | 87.2 |
| pre+finetune   | 87.1    | 91.4   | 92.8  | 90.5 | 86.0 | 80.0 | 84.7 | 90.4 | 92.5 | 92.0 | 80.9 | 88.0 |
| mix+finetune   | 87.7    | 91.9   | 93.3  | 90.6 | 84.2 | 79.0 | 84.9 | 92.0 | 95.4 | 92.2 | 81.6 | 88.5 |
| NM\#5-6        | origin  | 61.4   | 75.4  | 80.7 | 77.3 | 72.1 | 70.1 | 71.5 | 73.5 | 73.5 | 68.4 | 70.4 |
| pre+finetune   | 64.0    | 72.7   | 76.7  | 75.0 | 68.4 | 68.9 | 71.1 | 73.6 | 76.3 | 80.4 | 60.0 | 70.6 |
| mix+finetune   | 62.1    | 74.3   | 78.0  | 77.2 | 69.7 | 67.7 | 70.4 | 73.4 | 74.3 | 76.9 | 59.2 | 70.6 |

Table 3. Averaged rank-1 accuracies on CASIA-B under different conditions, excluding identical-view cases. The conditions include origin, pretrain model with VersatileGait, mix the whole real training set with VersatileGait for training.
stated above, attribute prediction gets high accuracies for gender and walking style. Therefore, we use these two attributes as the criterion to reduce the search space. For simplicity, we use a single attribute for reduction each time.

We treat the selected attribute of the instance as reliable if its confidence score is higher than the threshold. If the attribute of the query instance is reliable, we will use the gallery instances, which have the same reliable attribute and its value as the query instance, resulting in the search space reduction. For example, given a query instance’s walking style (brutal walking) is reliable, we choose all the gallery instances that have the same reliable attribute of walking style (brutal walking) for matching. Otherwise, the corresponding search space will include all the gallery instances.

The curves of the relationship between the search space scale and the rank-1 accuracy could be seen in Fig. 8. With this strategy, we could speed up the gait recognition by more than two times while the accuracies decrease by no more than 10% and 4%, guided by walking styles and genders, respectively. It shows that: 1) using attributes as the search restriction, we could reduce the scale of gallery subjects with a tolerable performance drop of accuracy; 2) there is no definite relationship between accuracy and the scale of reduced search space. Sometimes, the accuracy could even be improved.

5.2. Multi-Pitch Angle Gait Recognition

Multi-pitch angles of cameras can cause severe distortion in real gait recognition scenarios but are not considered among the previous gait dataset. To analyze the impact of this kind of distortion, we evaluate the performance of GaitSet on our VersatileGait for the cross-pitch angle recognition problem.

The Necessity of Multi-Pitch Angle Data Existing datasets ignore the multi-pitch angle scenarios, which may cause severe geometric distortion on silhouettes. To figure out the necessity of multi-pitch angle data, we conduct a pair of comparative experiments using the existing methods.

As shown in Fig. 10, the averaged cross-pitch angle performance of GaitSet [9] will drop significantly if the multi-pitch angle data is not provided for training. Therefore, the collection of multi-pitch angle data is essential to gait recognition in the wild.

The Effects of Different Pitch Angle The results above show models are not robust enough to multi-pitch angle scenario. However, the different pitch angles may play a different role in gait recognition. Therefore, we conduct two experiments to explore the effect of lacking different pitch angle data: 1) train the model with the data of pitch angles 0°, 30°, excluding 60°; 2) train the model with the
Figure 10. The results of GaitSet tested on multi-pitch angle data.

Figure 11. The rank-1 accuracies of GaitSet for the cross-pitch angle recognition on VersatileGait. Left: train model without 60° data; Right: train model without 30° data.

The Analysis of Cross Viewpoints Gait Recognition  In practical scenarios, there are cameras with various viewpoints. Therefore, we take both the 11 horizontal views and 3 pitch angles together into consideration. Concretely, we test the performance of GaitSet on VersatileGait for all possible viewpoint pairs (33 probe viewpoints vs. 33 gallery viewpoints). As shown in Fig. 12, the recognition accuracy decreases significantly on the probe of 60° pitch angle even the training data is provided. Besides, the cross horizontal view problem is severer when the cross pitch angle factor is included, especially on the view around 0° and 180°.

6. Potential Applications and Discussion

Multi-Person Gait Recognition  Existing public datasets mainly focus on a single pedestrian scenario. However, multi-person walking cases are common in the real world, which is shown in Fig. 13. To cover this scenario, we simulate the scenarios with the person up to three at the same time. We will release this multi-person gait dataset for further exploration. This application scenario may point to new directions for future research.

Disentangled Representation Learning  We can combine the same subject with different variables (e.g., accessories and walking styles). With the properties of our dataset, there are two perspectives of disentanglement. 1) Conducting disentanglement learning following the previous methods [26, 48] that decompose a subject into the gait-related feature and accessories-related feature. We can control the change of carriers and generate numerous training pairs; 2) A subject can be further disentangled into the individual-related feature and walking-style related feature. Based on this disentanglement paradigm, we can research the characteristics of the more intrinsic feature. More details can be seen in the supplementary material.

7. Conclusion

In this paper, we have proposed a high-quality large-scale synthetic gait dataset named VersatileGait rendered by a game engine, which contains much more fine-grained attributes and complicated scenarios than those of existing gait datasets. VersatileGait is composed of around one million silhouette sequences of 11,000 subjects. Based on VersatileGait, we have conducted a variety of learning effectiveness studies to improve the mainstream methods by a considerable margin. Besides, we enrich various applications including attribute guided gait recognition with multi-task learning and gait retrieval acceleration by fast attribute filtering. Moreover, we have evaluated gait recognition per-
formance in the new scenario of multi-pitch angles. Extensive experiments have shown the great potential of VersatileGait in both the research community and the industry.
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