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Abstract—To support rapid and accurate autonomous driving services, road environment information, which is difficult to obtain through vehicle sensors themselves, is collected and utilized through communication with surrounding infrastructure in connected vehicle networks. For this reason, we consider a scenario that utilizes infrastructure such as road side units (RSUs) and macro base station (MBS) in situations where caching of road environment information is required. Due to the rapidly changed road environment, a concept which represents a freshness of the road content, age of information (AoI), is important. Based on the AoI value, in the connected vehicle system, it is essential to keep appropriate content in the RSUs in advance, update it before the content is expired, and send the content to the vehicles which want to use it. However, too frequent content transmission for the minimum AoI leads to indiscriminate use of network resources. Furthermore, a transmission control, that content AoI and service delay are not properly considered adversely, affects user service. Therefore, it is important to find an appropriate compromise. For these reasons, the objective of this paper is about to reduce the system cost used for content delivery through the proposed system while minimizing the content AoI presented in MBS, RSUs and UVs. The transmission process, which is able to be divided into two states, i.e., content caching and service, is approached using Markov decision process (MDP) and Lyapunov optimization framework, respectively, which guarantee optimal solutions, as verified via data-intensive performance evaluation.

Index Terms—Caching system, age-of-information, 6G, Markov decision process, Lyapunov optimization.

I. INTRODUCTION

A. Backgrounds and Motivation

SMART vehicles that intelligently assist drivers or have advanced autonomous driving technologies interact with their surroundings in real-time as well as determine optimal driving decisions for safe and fast driving [1], [2]. For the purpose of rapid and accurate driving decisions to ensure the driving stability in fast-moving connected vehicle network environment, related studies have attracted explosive attention. Until now, research on optimal driving policy-making algorithms using reinforcement learning or data transmission algorithms using unmanned autonomous vehicles (UAVs) and surrounding infrastructure that efficiently delivers road environment to vehicles have been actively conducted [3]–[7]. The technologies in various fields are being studied to advance the connected vehicle technology. Among them, rapid data delivery and sharing using the infrastructure of the vehicle network is especially important because it is used as the basis for control decisions through driving policies [8]. The connected smart vehicles can collect environmental information and vehicle condition using various built-in sensors. In addition, they share and collect necessary information through connection with infrastructure such as road side units (RSUs) based on Internet-of-things (IoTs) or internet-of-vehicles (IoVs) technologies [9]. The collected data quality (e.g., image quality, amount of information contained, data oldness, and data suitability of purpose, etc.) partially affects the driving stability of the vehicle. For this reason, we are interested in how to efficiently support road content that contains environmental information and design appropriate solutions for the connected vehicles [3]. Here, we have to keep in mind that external information that vehicles cannot obtain through internal sensors can be obtained through other media such as nearby vehicles, RSUs, and drones. However, when the vehicle is far from a target which generates road contents and belongs to the other area where communication is impossible, the data transmission will be interrupted and the vehicle can not receive the necessary data on time. For this reason, content management and service with storage which merges all the data that comes from the network is important.

However, the aggregation of all data in the center of the network causes an unexpected delay in providing the requested content and unnecessary waste of communication cost and server storage [10]. As a way to solve this problem, the vehicle networks can use distributed sub-storage (e.g., RSUs with cache) connected to the central base station. By distributing some contents in each RSU, it is possible to deliver necessary information to the data requestors nearby. Especially, research using the distributed cache has been focused on streaming applications [11]–[14]. The distributed cache dramatically reduces the system backhaul cost and transmission time used for content delivery from the central base station. Since the distributed cache is generally smaller than the central base station, it has limitations in terms of storage capacity to hold all contents the same as the central base station. Therefore, cache management considering these characteristics is essential. Furthermore, in recent years, the distributed cache concept is combined with vehicles or unmanned mobile objects such as UAVs and high altitude platforms (HAPs) to enable...
more adaptive and flexible response to the cached content requests [15]. However, if there are no repetitive features or specific patterns in the movement, instability can be a problem in the communication due to the activity of the mobile cache, such as time-varying content popularity, dynamic network topology, and vehicle driving path. These problems still remain to be solved in the use of mobile cache [8].

There are additional factors to consider in recent caching studies. If time flow and data characteristics or values are irrelevant, such as streaming using platforms (e.g., YouTube and Netflix), cache management is determined by the average popularity or the temporary surge of the contents. However, as already mentioned, the vehicle network considered in this study requires the appropriate use of environmental information that changes over time. Because of this, unlike general cache management in video streaming applications, the freshness index of the data, which is called age-of-information (AoI) should be considered [16]. AoI, a matrix that evaluates the freshness of data, is a value accumulated over time since the data is created. The increase of the value means that the data is generated a long time ago, and it can be considered that the effectiveness of the data decreases. In other words, The large value of AoI means that the data is too old to reflect the current environmental condition. For this reason, cache management which considers only the popularity of the data or the capacity of the cache causes fatal defects in vehicles that need to make stable driving decisions in real-time. Similarly, considering only AoI minimization overshadows the reduction of system communication cost, which is one of the purposes of using distributed caches. This results in excessive data exchange between MBS and RSU and a waste of communication resources. For these reasons, we are interested in AoI-based caching and user services utilizing the infrastructure of the vehicle network.

B. AoI-Aware Algorithm Design Rationale

Based on the need for the above-distributed cache and the need to consider the AoI of the data stored in the cache, we present a new distributed caching network for connected vehicles. There are two types of vehicles in the proposed network: a connected user vehicle (UV) that requires road environment information for stable driving and a content producer vehicle (CV) that collects data and makes it as a content. CV does not play a role as a vehicle cache but collects road data while driving and delivers it to the network-centered base station (MBS). Unlike vehicle cache, there is no need to seriously consider vehicle storage capacity because all data sent from CV to MBS are erased. Content generated in CV is uploaded to MBS, cached into each RSU that requires the content, and finally delivered to UV through the RSU. In this case, in order to support fresh data to UVs, the AoI of the content flowing into the RSU through CV and MBS must have a sufficiently small value. Based on the AoI value of the content, the MBS brings the content from the CVs and updates the content cached in the RSU. For this reason, resource-effective content upload and update decisions which minimize content AoI considering communication costs is essential. In the proposed process, the CVs upload contents to MBS and MBS updates each RSU cache to recent data.

In addition, RSU, which has updated data with the latest data through MBS, directly serves UVs. For the UV service step, due to the vehicle mobility, fast data transmission is required, and the waiting time of UV should also be considered with AoI and communication cost. The UV sends the request for the target area content while driving and accumulates waiting time after requesting to the RSU. In this case, the UV should receive the desired content from the RSU within the time required for the content before passing through the target area so that the UV receives valid service. There is a limit to the number of the available channels that the RSU can simultaneously use, the state in which the service can wait, and the desired content are different for each UV. For this reason, UV’s service delay and AoI are used as a factor of judgment in serving content for stable driving of UVs. In particular, the optimal allocation of RSU communication channels based on this is considered an important issue. That is, service control of RSU based on the request latency of connected vehicles along with content caching in a connected vehicle environment is also required for efficient operation of the entire system.

We approach the fresh data support problem that must be solved for stable and effective driving of the connected vehicle by dividing it into two stages: caching and service. The caching and content service processes are conducted independently of each other to minimize content AoI for each stage by consuming least cost. Content caching should complement the limitations of central storage and vehicle cache and allow content present in the system to reflect recent road conditions. The content service should ensure that the AoI of the content currently in the RSU is transmitted to the UV while ensuring its validity as data. We solve the content caching problem using MDP, which can always obtain optimal solutions and we use Lyapunov control to find the optimal solution considering AoI for service delay and communication cost in a trade-off relationship.

C. Contributions

The main contributions of this research are as follows:

- We propose a new vehicle network architecture which is constructed by MBS, RSUs, CVs, and UVs. The road
covered by RSUs is divided into several regions. Each region has a different road state and traffic condition. The road content is getting older after being generated by CVs. In the proposed connected vehicle network, data delivery through the road infrastructure (e.g., MBS, RSUs and CVs) reflecting rapidly changing road environment information is essential. For this reason, new caching research which is appropriate for the proposed network considering AoI is important.

- We propose optimal cache management and transmission decisions considering AoI which represents data freshness. In order to optimize the individual two decisions, we consider content AoI, communication cost, and waiting times. There are few studies on the problem of vehicle network caching considering the three factors simultaneously.

- We make an approach which divides the transmission process occurring in the network into two stages: cache management (upload and update) and content service to establish an object for each stage and optimize it independently. Each of the two stages uses MDP and Lyapunov control, which always guarantees optimality [17], [18]. Although it is not a joint optimal relationship with each other, the purpose of the two stages’ combination is to ensure that UV receives the latest information and drives stably.

### D. Organization and Key Notations

The remainder of the paper is organized as follows. Sec. II presents the related works followed by the system architecture and problem definition described in Sec. III. Sec. IV and Sec. V present our proposed optimal contents caching and UV content service algorithm. Sec. VI presents the realistic simulation parameters and analyzes the evaluation results. Finally, Sec. VII concludes this paper. The key notations of this paper is listed in Tab. I.

| Notation | Description |
|----------|-------------|
| $N_u$    | Index set of user vehicle (UV) |
| $N_c$    | Index set of content producer vehicle (CV) |
| $N_{RP}$ | Index set of content caching RSU |
| $L$      | Index set of road region |
| $V_u^i$  | i-th UV $i \in N_u$ |
| $V_c^j$  | j-th CV $j \in N_c$ |
| $R_k$    | k-th RSU $k \in N_{RP}$ |
| $C_h^k$  | Content of region $h \in L$ collected by j-th CV |
| $C_{h,k}$| Content of h-th region cached in RSU $k \in R_k$ |
| $C_k$    | Content of h-th region stored in MBS |
| $A_k^h$  | AoI value of region $h \in L$ cached in j-th RSU |
| $A_k^h$  | AoI value of region $h \in L$ cached in k-th RSU |
| $A_h^{max}$ | AoI maximum value for content of region $h \in L$ |

### II. RELATED WORK

#### A. Caching in Connected Vehicle Networks

A popularity-based caching strategy has been researched as a solution for the finite-buffer restrictions in the traditional caching system. Due to buffer capacity limitations, only the content file with the highest level of popularity may be cached. Deterministic and random caching strategies were researched to improve the cache hit ratio [19] and decrease latency [20] with finite buffers under the presumption that content popularity was known or totally predictable. The popularity of a piece of material can be forecasted in situations when the popularity profiles are unknown using the request history. In [21], a caching method with popularity prediction is suggested. The spatial and temporal differences among users’ preferences were considered in [22]. An major issue with the caching system is how to predict time-varying content popularity in actuality. A research of online caching using information theory is suggested, in [23] There are learning-based methods for reliably predicting content popularity. According to [24], an online proactive caching system that is based on a recurrent neural network model and can monitor popularity over time is offered. In [25]–[27], the problem is formulated using MDP. Particularly in [27], the reinforcement learning method achieves the long-term average energy cost reduction while preserving the cache threshold. In [24], Utilizing request delay information, or the forecast of the user’s request time, caching rules with limited buffers can increase the cache hit ratio. In the system, there is a data link that connects the users and the BS, and during each time slot, the BS may actively push these content files to the user. To achieve the goal of increasing the average cache hit ratio, the MDP technique is used to tackle the issue.

In vehicular networks, most studied caching schemes focus on caching at the supporting infrastructure (e.g., RSUs). In [28] and [29], content downloading delay minimization by optimal placement scheme of popular files at RSUs is considered. Additionally, a competing content provider auction-based approach is suggested [30]. In [31], the goal of heterogeneous vehicular networks with macro base stations and cache-enabled green RSUs is to reduce the cost of network construction while taking into account backhaul capacity and requirements for quality of service. In [32], in-vehicle caching is proposed. Especially, in [33], to transport the stored data from the leaving vehicle to the other vehicles through one-hop V2V networks, they allot data transfer areas.

#### B. AoI-based Content Transmission

AoI is a metric for information freshness that measures the time that elapses since the last received fresh update was generated at the source [34], [35]. The AoI increases linearly in time, until the destination receives a fresh update packet. Minimizing AoI, which means oldness in data, is a study that has received a lot of attention [36], [37]. In an environment where data updates are required (e.g. mobile device’s recent position, speed, and other control information), the analysis and optimization of the AoI performance have been extensively studied in various scenarios [38]–[41]. In particular, in applications such as ultra-reliable vehicular communication [42], [43], random access [44] and caching replacement [45]–[47], AoI is used as an important evaluation index [48]. Since AoI is in a trade-off relationship with communication cost, transmission
delay, and cache capacity, which are naturally important in caching systems, most studies consider different values along with AoI [41]. In [49], presents a content refresh algorithm for a mobile edge-based caching system to balance service latency and content freshness determined by AoI. The authors define a refresh window as the threshold AoI value at which a piece of material is considered valuable. The system only updates the material when the AoI goes above the threshold. AoI and delay have a trade-off connection with regard to the refreshing window. To minimize average latency and yet satisfy AoI criteria, the window size can be optimized. In a mobile edge computing environment where information delivered from the sensor is processed and stored at the distributed edge, reducing the computing offloading cost of mobile user maintaining the freshness of contents cached in edges is proposed [50]. Due to the restricted wireless bandwidth of edges, it is vital to consider communication costs. The channel allocation and compute offloading control have been concurrently optimized for the first time to lower the overall cost while maintaining the required freshness. By converting the AoI recursiveness into a queue evaluation, the suggested technique optimizes the two values in the trade-off relationship based on Lyapunov optimization.

III. System Model

In this section, we describe the system model to which the proposed problem and solution are applied. Through the following two subsections, we explain the network model, defined AoI concept, and the problem formulation which has to be solved.

A. Distributed Connected Vehicle Networks

In the proposed network, we consider that content transmission which contains (i) content upload between CVs and MBS, (ii) content update between MBS and RSUs, and (iii) content service from RSUs to UVs is achieved in one time slot independently. In addition, we assume that there are no transmission failure factors such as packet loss and interference after deciding on the transmission for the three cases.

1) Network Model: Suppose that $N_u$ UVs, $N_c$ CVs, $N_R$ RSUs, and one MBS are deployed around the straight road with $L$ regions. Fig. 1 represents an overall network architecture. The MBS exists in the center of the network and several RSUs are listed along the road at regular intervals. The UVs and CVs move in one direction, and the state of the road through which each vehicle (UV or CV) passes is different for each region, such as traffic jam or accident occurrence. The UVs request the RSU for the content of a target region within the section of the RSU to which it belongs. The target region is an area that the UV wants to check before passing through by receiving content while driving. The position and need of each UV is different, the tolerance time for the request is all different based on the environment. The CVs produce road environment data path through all of the road region repeatedly and the produced contents are matched to the region past such as Fig. 2. In CVs’ storage, the old content which is not sent to MBS until the content AoI reaches to the maximum limit $A_{h}^{max}$ is thrown away. We assume that all of the contents in CVs are the same size and quality. Depending on the complexity of the road condition the maximum effective time of the content for the region $A_{h}^{max}$ only varies. $A_{h}^{max}$ is a value which is able to be a criterion. This means that the old degree of the content $h$ which contains road information of the region $h$ is valid up to $A_{h}^{max}$. In the system, the transmitted contents of CVs are saved in the MBS and delivered to the RSUs and UVs such as Fig. 3 and Fig. 4. In detail, the MBS receives road content from CVs passing through the road regions and stores content for the road environment. The MBS manages the cached contents of RSUs considering the freshness of the distributed contents in the RSUs. If there is a content which AoI value is similar to $A_{h}^{max}$ in the MBS storage, it must be changed to more fresh one before the timeworn content could be delivered to UVs through RSUs. The role of RSUs is a distributed cache and UVs service provider. Each RSU caches some contents and receives UV content requests only in the coverage of itself. The popularity of the contents of
over time. When \( A^V \) is not uploaded to the MBS, the CV from its storage and region \( r \) of content uploading from CVs. If a content for the same content of region \( h \), each RSU varies from time to time. There is a limit to the number of connectable channels with UVs. For these reasons, the decision on which UV request should be handled has significant also implications within the entire system based on the cache status managed by MBS.

2) Content AoI: The content freshness of road environment information which is present in the system is represented as AoI value such as \( A^c_{j,h}(t), A_h(t) \) and \( A^R_{k,h}(t) \) for the road region \( r_k \). Each value refers to the AoI value for the same content of region \( r_k \) in \( j \)-th CV (\( V_j^c \)), MBS, and \( k \)-th RSU (\( R_k \)) in order. The AoI of the RSUs (\( A^R_{k,h} \)) and the AoI of the MBS (\( A_h \)) are influenced by AoI of content produced in CVs (\( A^c_{j,h} \)) and the value continues to increase over time \( t \) if there is no update or upload as a new version for the same regions. We define the AoI values as follows:

\[
A^c_{j,h}(t + 1) = \begin{cases} 
A^c_{j,h}(t) + 1, & \forall h \in L, \forall j \in N_c \\
0, & \text{otherwise}
\end{cases} 
\]

(1)

\[
A_h(t + 1) = \begin{cases} 
A_h(t) + 1, & \forall h \in L \\
A^c_{j,h}(t), & \text{otherwise}
\end{cases} 
\]

(2)

\[
A^R_{k,h}(t + 1) = \begin{cases} 
A^R_{k,h}(t) + 1, & \forall h \in L, \forall k \in N_R \\
A_h(t), & \text{otherwise}
\end{cases} 
\]

(3)

\[
A_h, A_h, A^c_{j,h} \in \{0, 1, 2, ..., A^\text{max}_h\} \forall h \in L 
\]

(4)

As mentioned above, all of the regions have different states and different maximum AoI capacities named as \( A^\text{max}_h \). \( A^c_{j,h}(t) \) is valid after the content is produced by \( V_j^c \). The value has \( 1 \) at the first time and increases by the size of the time slot over time. When \( A^c_{j,h}(t) \) equals to \( A^\text{max}_h \) and the content \( C^\text{slot}_{j,h} \) is not uploaded to the MBS, the CV \( V_j^c \) deletes the content from its storage and \( A^c_{j,h}(t) \) resets as \( 0 \). AoI of the content of region \( h \) stored in the MBS, is defined by a decision of content uploading from CVs. If a content for the same region \( r_h \) is uploaded from any CVs to the MBS, \( A_h(t + 1) \) is replaced as \( A^c_{j,h}(t) \) due to the content \( C^\text{slot}_{j,h} \) which is produced for the \( -h \)-th region by \( j \)-th CV after one time slot. Otherwise, \( A^c_{j,h}(t) \) increases by \( 1 \). \( A^R_{k,h}(t + 1) \) is impacted to \( A_h(t) \). Similar to AoI of MBS, the value is replaced only when content update occurs by the MBS which provides road environment content to RSU. If not, the value increases linearly with the flow of time steps. Unlike \( C^c_{j,h}, C^R_{k,h} \) and \( C_h \) which are stored in RSUs and MBS are not thrown away even if each AoI is beyond the maximum value \( A^\text{max}_h \). If \( A_h(t) \) and \( A^R_{k,h}(t) \) values are larger than \( A^\text{max}_h \), that means just MBS or RSUs continue to have the content that does not reflect the latest road environment conditions that has passed a long time since it is produced from CV.

B. Problem Formulation

For the fresh content providing in connected vehicle network, we set 4 values which have to be considered. In (5), each value means (i) AoI of contents that exist in all RSUs, (ii) communication cost used by the MBS for RSU cache management (content upload from CVs and content update to RSUs), (iii) service waiting delay of UVs, and (iv) communication cost that RSU uses while providing UV service. They are divided as two content transmission stages as mentioned in Sec. II.

\[
\mathcal{V} = A^{RSU}(t) + C^{MBS}(t) + C^{UV}(t) + C^{RSU}(t) 
\]

(5)

The overall object which has to be achieved to ensure the latest status of content and prevent indiscriminate communication in the proposed network is as shown in following (6).

\[
\min : \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \mathcal{V} 
\]

(6)

In the Internet-of-Everything (IoE) era, device-to-device (D2D) communications has important roles in multiple scenarios, when the 5G networking infrastructure has been destroyed or is unavailable. These situations are referred to as infrastructureless D2D (iD2D) communications, where the iD2D mobile equipments (iMEs) establish, maintain, and manage their connections themselves. Since no coordinator provides support in these situations, security controls experience serious problems in terms of authentication, authorization, and privacy. In this paper, we adapt a prefetched asymmetric authentication (pFAA) mechanism as a countermeasure against these challenges. Security analysis proves that the pFAA mechanism protects itself against recent adversary models in the literature.

To complete (6), we suggest a new content caching and service mechanism such as Fig. [5] two-stage harmonized AoI-based contents transmission decision. The problem is solved and optimized by two independent suggestion algorithms. The first stage is about optimal content caching through the relationship between CVs, MBS, and RSUs. The second stage is delay aware content request achievement optimization between RSUs and UVs by guaranteeing the serviced contents’ validity. The two algorithms are not joint optimization and independent of each other, but not completely separate ideas. As we can see in content AoI formulas (3), the updated content AoI of RSU is influenced by MBS and CVs. The content state of the RSU, which is determined according to the result of the first stage, is transferred to the UVs in the second stage. For this reason, content caching and service are all important for the proposed system. The algorithms guarantee caching and serving optimality in the network environment proposed.
Two-stage Harmonized AoI-based Content Transmission

Fig. 5: Two-stage content transmission. The first stage for content caching contains (i) content upload and (ii) content update among CVs, MBS, and RSUs. The second stage for content service contains (iii) content transmission for the response to UV’s request.

for the goal of caching for content service considering AoI, respectively. From the next section, the algorithms for the two stages are described sequentially.

IV. OPTIMAL UPLOAD AND UPDATE FOR THE FRESHNESS OF Cached CONTENT

The MBS at the center of the network receives a newly generated road contents from the CVs and updates the old contents of the RSUs. In this section, we propose an algorithm that determines which contents of CVs will be uploaded and which contents of RSUs will be updated for the RSU cache management.

A. AoI-Aware Contents Caching

The object of the first stage which is optimal content caching is able to be formulated as follows:

$$\min_{x,y} : \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} (A_{RSU}^C(t) + C_{MBS}^C(t))$$ (7)

This problem formulation to minimize content AoI of all RSUs and communication cost of MBS for uploading and updating (7) is separated from (6). In the formulation, the smaller the two values, the more satisfying the purpose. However, in the system that we assume, for the $A_{RSU}^C(t)$, the ratio that means how much scope is to the max value $A_{RSU}^C_{max}$ is more important than the absolute number size. For this reason, (7) can be transformed as a problem that maximize the values defined as an utility. The utility is a combination of the current AoI value compared to $A_{RSU}^C_{max}$ and the communication cost at time slot $t$. The modified equation is as follows:

$$\max_{x,y} : \sum_{t=1}^{T} U(t)$$ (8)

s.t. $U(t) = \epsilon \cdot (A_{AoI}^C(t)w) - (1 - \epsilon) \cdot U_{MBS}^C(t)$ (9)

$$U_{AoI}^C(t) = \sum_{k=1}^{N_R} \sum_{h=1}^{L} A_{RSU}^C_{max} \cdot A_{h,k}^C \cdot W \cdot p_k^c(t)$$ (10)

$$U_{MBS}^C(t) = \sum_{j=1}^{N_c} \sum_{h=1}^{L} C_{j,h}^C + \sum_{k=1}^{N_R} \sum_{h=1}^{L} C_{k,h}^R$$ (11)

$$A_{h,k}^C(t) = (1 - y_h^k(t)) \cdot (A_{RSU}^C_{max} - 1) + y_h^k(t) \cdot A_{h,k}^C(t - 1), \forall k, h \in N_R, L$$ (12)

$$A_h(t) = \sum_{h \in N_C} \{ (1 - x_h^j(t)) \cdot (A_h(t - 1) + 1) + x_h^j(t) \cdot A_h^C_j(t - 1) \}, \forall h \in L$$ (13)

$$C_{j,h}^C(t) = x_h^j(t) \cdot d_j(t), \forall j, h \in N_C, L$$ (14)

$$C_{k,h}^R(t) = y_h^k(t) \cdot d_k(t) \cdot \frac{1}{p_k^c(t)}$$, $\forall k, h \in N_R, L$ (15)

$$\sum_{j=1}^{N_c} x_h^j(t) \leq 1, \forall h \in L$$ (16)

$$\sum_{h=1}^{L} x_h^j(t) \leq 1, \forall j \in N_c$$ (17)

$$\sum_{h=1}^{L} y_h^k(t) \leq 1, \forall k \in N_R$$ (18)

$$\sum_{j \in N_C} \sum_{h \in L} x_h^j(t) + \sum_{k \in N_R} \sum_{h \in L} y_h^k(t) \leq H$$ (19)

$$x_h^j(t), y_h^k(t) \in [0, 1], \forall j, k, h$$ (20)

As mentioned above, the main object function of the first stage is replaced to maximize the utility which is decided by the utilities of content AoI value and communication cost. By the constrains (10), (11), the smaller $A_{RSU}^C$ and $C_{MBS}^C$, the greater each utility. In (9), $\epsilon$ is an importance ratio for content age in RSUs and transmission cost of MBS. $w$ is a value to match the size of two values. The measurement of content AoI utility is judged to be the comparison between the maximum value that can recognize the validity of the data and the current value by (10). In addition, $W$ means the weight value of the $h$-th content of RSU $k$ compared to all of the content AoI values in the system at time step $t$. The communication cost utility is the sum of costs occurring in two cases, content uploading and updating. In (12)–(15), each value is determined by two variables (i.e., $x_h^j(t), y_h^k(t)$). (14) and (15) determine the communication costs for the content transmission of MBS and RSUs. Since, we assume the content file size is equal to all of the regions, the cost is determined by the distance to the selected target and the bandwidth size used. The popularity of content is reflected, especially for RSUs that directly support UVs. Each variable means whether to transmit content between CVs and MBS, and between MBS and RSUs. $x_h^j(t)$, the decision variable for uploading, has conditions that only one content can be uploaded in one CV, and that multiple CVs does not duplicately upload for the same content. $y_h^k(t)$, the decision variable for updating, is limited to
the condition that only one content can be updated in one RSU. In addition, we restrict the number of CVs and RSUs that MBS can connect at the same time to the channel limit $H$.

B. Formulation with Markov Decision Process (MDP)

To solve the above optimization problem, we utilize an MDP model $< S, A, P, R, \gamma >$ which guarantees the optimal solution for every moment. Therefore, in this part, we characterize the dynamic vehicle content caching network environment as follows:

**State Space.** Information used by MBS, an agent, in an environment to which MDP is applied, is described. The state contains AoI of all contents in the system, distance between system components and agents, channel state of itself, and the contents’ population that each RSU has

$$S(t) = \{[A(t)], [d(t)], [h(t)], [p(t)]\} \quad (21)$$

where
- $[A(t)]$ consists of $A_{j,k}^h(t)$, $A_{k}^h(t)$, and $A_{\text{max}}^h$ where AoI values for content $h$ stored in CV $j$, MBS and RSU $k$ depending on the action $x$ and $y$. Lastly, $A_{\text{max}}^h$ is a maximum AoI value equally assigned to CV $j$, MBS, and RSU $k$.
- $[d(t)]$ consists of $d_j(t)$ and $d_k(t)$, the distance from MBS to CV $j$ and the distance from MBS to RSU $k$, respectively.
- $[h(t)]$ stands for the channel state of MBS which is determined by action $x$ and $y$.
- $[p(t)]$ stands for the popularity of RSU $k$’s content $h$.

**Action Space.** In this MDP environment, actions replace the two variables, $x^h_j(t)$ and $y^h_k(t)$. The two actions are binary variables and each meaning is as follows,

$$A(t) = \{[x(t)], [y(t)]\} \quad (22)$$

where
- $[x(t)]$ consists of $x^h_j(t)$ which are binary indices whether the content $h$ is uploaded or not from CV $j$ to MBS.
- $[y(t)]$ consists of $y^h_k(t)$ which are binary indices whether the content $h$ in RSU $k$ is updated or not by MBS.

**Transition Probability.** The transition probability function is formulated as following (23) where the function means that the agent will be convert to the next state $s(t+1)$ when taking an action $a(t)$ from the current state $s(t)$ with the probability of $P$.

$$P(s(t+1) \mid s(t), a(t)) \quad (23)$$

**Reward Function.** The reward function is equal to the first constraint of the optimization formula [9]. Reward function is set to maximize utility of content caching so that the agent MBS determines the appropriate actions, i.e., $x^h_j(t)$ and $y^h_k(t)$,

$$r(s(t), a(t)) = U(t) = \epsilon \cdot (U_{A_{\text{AoI}}}^{\text{RSU}}(t) \cdot w) - (1 - \epsilon) \cdot U_{\text{cost}}^{\text{MB}}(t) \quad (24)$$

where $\epsilon$ stands for the weight between two factors, i.e., content AoI and communication cost. In this paper, we assume the two factors are equally considered, i.e., $\epsilon = 0.5$. More details about $U_{A_{\text{AoI}}}^{\text{RSU}}$ (utility for content AoI) and $U_{\text{cost}}^{\text{MB}}(t)$ (utility for communication cost) are as follows.

- $U_{A_{\text{AoI}}}^{\text{RSU}}(t)$: Equivalent to (10), it stands for the proportion of the current AoI value of the RSU to the reference value $A_{\text{max}}^k$. In (10), $A_{k}^h(t)$ is affected by the two actions (i.e., $x^h_j(t)$ and $y^h_k(t)$) according to (12) and (13). If the maximum AoI of two contents are different (e.g., $A_{1}^\text{max} = 7$ and $A_{2}^\text{max} = 4$) and the contents have the same AoI value at time step $t$ (e.g., $A_{k}^R(t) = A_{k}^R = 3$), the utility for the first content is greater than the second content utility.
- $U_{\text{cost}}^{\text{MB}}(t)$: Equivalent to (11), and it is also affected by the actions and accumulated only when each action value equals to 1. In (15), we apply the content popularity at time step $t$ as $p^h_k(t)$. Its intention is to ensure that even if frequent communication occurs for the freshness of content, if the content is popular from UVs that the RSU should service, $C_{k,R}^h(t)$ has a smaller value than other cases.

**Value Function.** The object of the MDP-based content caching is to achieve optimal content transmission decisions between the AoI of the contents present in the system and the communication cost according to the content movement. We define $\pi : S \rightarrow A$ which maps the current state with series of actions (e.g., $a = \pi(s)$). We denote $\Pi$ is a set of all stationary policies. For any initial state $s$ and corresponding policy $\pi \in \Pi$, the cumulative reward during $T$ time-step is formulated as follows:

$$\max_{\pi \in \Pi} : \sum_{t=1}^{T} \gamma^t r(s^n(t), a(t)) \quad (25)$$

where the discount factor $\gamma$ has a value in $[0,1]$. Based on the transition probability and cumulative reward, the value function $V$ is defined as

$$V^*(s) = \max_{a \in A} \{r(s, a) + \gamma \sum_{s' \in S} P(s' \mid s, a)V^*(s')\} \quad (26)$$

where $s$ and $a$ are the current state and caching action at the time slot $t$, and $s'$ is the next state by that action at the time slot $t + 1$. The Bellman equation (26) is solved using traditional value or policy iteration and the process is presented in Algorithm [1].

V. CONTENT REQUEST ACHIEVEMENT OPTIMIZATION

We assume the situation that several UVs request contents for particular region to RSU as it passes through the region of the road and RSU determines whether to send the content (service) at current time for multiple requests it receives.

A. Lyapunov Optimization

For the content service in RSU, the content AoI served to the UVs and the communication cost between the RSU and UVs are considered. Since UVs request for a specific content as needed, unlike section [IV] new constraints are added for RSU to quickly support UVs. Depending on the location of the UV or the requested content, there is an importance of
Algorithm 1: AoI aware content caching

1 Input: reward function \( r(s(t), a(t)) \), transitional model \( P(s'|s, a) \), discounted factor \( \gamma \), convergence threshold \( \theta \)
2 Output: optimal policy \( \pi^* \)
3 Initialize \( V(s) \) with zeros
4 Converge \( \leftarrow \) false
5 while \( \text{converge} = \text{false} \) do
6 \( \Delta \leftarrow 0 \)
7 for \( s \in S \) do
8 \( \text{temp} \leftarrow v(s) \)
9 \( v(s) \leftarrow r(s, a) + \gamma \sum_{s' \in S} P(s'|s, a)V^*(s') \)
10 \( \Delta \leftarrow \max(\Delta, |\text{temp} - v(s)|) \)
11 end
12 if \( \Delta < \theta \) then
13 \( \text{converge} \leftarrow \text{true} \)
14 end
15 end
16 for \( s \in S \) do
17 \( \pi^*(s) \leftarrow \text{argmax} \sum_{s' \in S} P(s'|s, a)V^*(s') \)
18 end
19 Return \( \pi^* \)

When there are \( N_U^i \) UVS in one RSU coverage, a queue for the UV which requests a specific content to the RSU is set as waiting queue such as Fig. 6. Each RSU has several queues for the UVS which request contents to the RSU. The waiting queue exists only when UV sends a request. After UV sends the request, the waiting time is accumulated in the queue until service is completed. The RUS decides for all the waiting queues whether to support each UV so that the matched waiting queue does not overflow. In the proposed Lyapunov optimization, it indicates that the RSU does not consider only one UV, but also comprehensive control over all UVS present in the coverage of the RSU. In the process of serving UV, we focus heavily on transmitting content that has not expired within an acceptable time of UVS, rather than ensuring that it always delivers the latest content. The waiting queue and AoI utility are valid only when the UV requests content (\( r_{i,h} = 1 \)).

The purpose of the expression is to minimize the communication cost required for RSU to service UVS while satisfying delay (\( D_i[t] \)) and AoI (\( A_h^{max}r_{i,h} \)) constraints. It prevents overflow of the waiting time queues for each UV which sends the content request and ensures that the AoI of the transmitted content does not exceed the maximum value (i.e., the content remains valid for UV use when the requested content is sent to UV). In the formulations, \( r_{i,h} \) means whether UVi has requested content h to the RSU in time slot t, \( \alpha_i[t] \) means whether the RSU will serve that UV, and is valid only if the value of \( r_{i,h} \) is 1. \( C_i(\alpha_i[t]) \) and \( A_h^{max} \) are determined by the control action of RSU \( \alpha_i[t] \) for \( N_U^i \) UVSs and are the values to be adjusted initially intended as shown in (5) through this study.

In (31), \( C_i(\alpha_i[t]) \) is calculated according to the distance between UVi and RSU and the fixed bandwidth size used, similar to the communication cost between CV and MBS. The AoI of the content which UV receive is calculated by adding 1 time slot required for content transmission to the AoI value of the cached data in the RSU at the time point as shown in (32). In the system, we assume that only one content can be requested when each UV sends a single request to the RSU and there is limit to the number of UVSs that can be supported simultaneously by one RSU. Through the above conditions, the RSU should derive the optimal action for each
for each UV delay queue departure process to the average delay (i.e., each UV’s service waiting time).

According to [53], this dynamic policy is designed to achieve queue stability by minimizing an upper bound on drift-plus-penalty which is given by

\[
\Delta(Q_i[t]) + V \mathbb{E}\left[C_i(\alpha_i[t])\right],
\]

where \(V\) is an importance weight for communication cost minimization. The following is a process of induction for the upper bound on the drift of the Lyapunov function on \(t\):

\[
L(Q_i[t + 1]) - L(Q_i[t]) = \frac{1}{2} \left(Q_i((t + 1)^2 - Q_i[t]^2)\right)
\]

\[
\leq \frac{1}{2} \left( a_i[t]^2 + b_i(\alpha_i[t])^2 \right)
\]

\[
+ Q_i[t](a_i[t] - b_i(\alpha_i[t])).
\]

Therefore, the upper bound on the conditional Lyapunov drift can be obtained as follows:

\[
\Delta(Q_i[t]) = \mathbb{E}[L(Q_i[t + 1]) - L(Q_i[t])|Q_i[t]]
\]

\[
\leq C + \mathbb{E}\left[Q_i[t](a_i[t] - b_i(\alpha_i[t]))|Q_i[t]\right],
\]

where \(C\) is a constant which can be obviously expressed as

\[
\frac{1}{2} \mathbb{E}\left[a_i[t]^2 + b_i(\alpha_i[t])^2\right] Q_i[t] \leq C,
\]

where this assumes that the arrival and departure process rates are upper bounded. Given that \(C\) is a constant and that the arrival process of \(a_i[t]\) is uncontrollable, the reduction of the upper bound on drift-plus-penalty takes the following forms:

\[
\mathbb{V}[Q_i(t)] - \mathbb{E}\left[Q_i[t] \cdot b_i(\alpha_i[t])\right].
\]

Here, the idea of opportunistically minimizing the expectations is used; and as a result, (42) can be reduced by an algorithm that observes the current delay state \(Q_i[t]\) and determines \(\alpha_i[t]\) for each \(UV_i\) at every slot \(t\).

In order to verify whether (43) works as desired, simply two possible cases can be considered as follows, i.e., \(Q_i[t] = 0\) and \(Q_i[t] \approx \infty\).

- Suppose that \(Q_i[t] = 0\). Then, the (43) tries to minimize \(V \cdot C_i(\alpha_i[t])\), i.e., the RSU dose not allocate channel to \(UV_i\) in a situation where the algorithm satisfies with condition (30) due to the waiting time of the UV is not so long there is enough time to wait. This is semantically true because we can focus on the main objective, i.e., communication cost of the RSU, because stability is already achieved at this moment.
- On the other hand, suppose that \(Q_i[t] \approx \infty\). Then, the (43) tries to maximize \(b_i(\alpha_i[t])\), i.e., RSU allocates

In (28), \(C_i(\alpha_i[t])\) stands for the RSU communication cost for each UV delay queue departure process \(b_i(\alpha_i[t])\) when the given channel allocation decision is \(\alpha_i[t]\). As mentioned earlier, the channel allocation for the content service decision generates a trade-off between the minimization of communication cost and stability of the queuing system which is related to the average delay (i.e., each UV’s service waiting time).

Respect to this trade-off, the Lyapunov optimization theory-based drift-plus-penalty (DPP) algorithm [51], [52] is applied for optimizing the time-average utility function (i.e., communication cost) subject to queue stability. Define the Lyapunov function \(L(Q_i[t]) = \frac{1}{2} \sum_{i=1}^{N_U}(Q_i[t])^2\), and let \(\Delta(.)\) be a conditional quadratic Lyapunov function that can be formulated as

\[
\mathbb{E}[L(Q_i[t + 1]) - L(Q_i[t])|Q_i[t]]
\]

called as the drift on \(t\). After the MBS drone \(i\) where \(\forall i \in M\) observes the current queue length \(Q_i(t)\), the channel to support content transmission is required in each time slot.
RSU. We set the initial position of each vehicle randomly and mapping to one content which is cached and managed by the coverage area is divided into way is 2000 at different speeds for each lane. Whole length of the highway environment is constructed as shown in Fig. 8. The highway environment is constructed by assuming a vehicle network in the road situation and its related evaluation results.

Finally, we confirm that our proposed closed-form mathematical formulation, i.e., (43), controls $\alpha_i[t]$ for minimizing time-average communication cost subject to queue stability. The pseudo-code of the proposed content service optimization algorithm is presented in Algorithm 2.

### Algorithm 2: Queue based optimal service

| Initialize: | $t \leftarrow 0$, $Q_i[t] \leftarrow 0$ |
| Decision action: | $\forall \alpha_i(t) \in \{0, 1\}$ |
| while $t \leq T$ do |
| Observe $Q_i(t)$: $I^* \leftarrow -\infty$ for $\alpha_i[t] \in \{0, 1\}$ |
| $I \leftarrow V \cdot C_i(\alpha_i(t)) - Q_i[t]b_i(\alpha_i(t));$ if $I \geq I^*$ then |
| $I^* \leftarrow I$, $\alpha_i[t] \leftarrow \alpha_i[t]$ |
| end |
| end |

VI. PERFORMANCE EVALUATION

This section describes our simulation setup for performance evaluation and its related evaluation results.

A. Simulation Settings

![Fig. 8: Road configuration and infrastructure deployment for freeway case.](image)

The performance of the proposed two-stage AoI-based content caching and dynamic content service decision method is evaluated by assuming a vehicle network in the road situation as shown in Fig. 8. The high-way environment is constructed with one MBS, 4 RSUs, and 2-kind of vehicles (e.g., UV and CV). The road has 3 lanes, UVs and CVs on the road move at different speeds for each lane. Whole length of the highway is 2000m and each RSU covers 500m area. The RSU coverage area is divided into 5 regions and each region is mapping to one content which is cached and managed by the RSU. We set the initial position of each vehicle randomly and initialize the position when it is out of the road range. The vehicle speed in each lane is basically set as 30, 50, and 80, and the unit is unified as km/h. Regions through which UV and CV pass have different traffic conditions as previously described, and thus have different content $A_{h_{max}}^i$ values. For the evaluation of the proposed algorithm, the $A_{h_{max}}^i$ value for the regions is set to a value less than 20 (e.g., \{normal: 20, traffic jam: 10, accident: 8, crowded: 15\}). The region types are arbitrarily arranged on the road, so that all types of content may not be managed by one RSU at all times. In addition, the content AoI for each region initially stored or cached in the MBS and RSUs is set to random within the range not exceeding the maximum value $A_{h_{max}}^i$. In the system, for performance evaluation of the proposed MDP-based AoI aware content caching algorithm, we assume that the MBS has totally 6 channel limitation, and it can communication with maximum 3 CVs and 3 RSUs at the same time. For the Lyapunov optimization based content service algorithm, we do not specify a separate limit on the number of UVs that the RSU can serve at the same time. Rather than controlling the number of UVs the RSU supports, control whether to provide real-time services for content requests sent by each UV.

As performance metrics in the connected vehicle network, we mainly focus on 1) the updated content AoI (e.g., freshness) for all of the contents in the system, 2) the communication resource usage (e.g., cost) for content caching and service stages, and 3) the queue backlog that measures the service waiting queue stability. Each element is a concept that is considered importantly in the process of solving (6) that we describe through Sec. IV and Sec. V.

B. Simulation Results and Analysis

1) Performance of the Content Caching Algorithm: In this part, we describe the performance results of our proposed AoI aware content caching algorithm compared to the other two algorithms (e.g., AoI-greedy and random algorithm). The random algorithm performs content transmission (uploading and updating) at random; AoI-greedy algorithm performs content caching by considering only lowering the AoI sum of all content in the system without the concept of maximum allowable value $A_{h_{max}}^i$. As mentioned above, now we evaluate how up-to-date the content of the RSU is and how much cost is consumed in the process of caching the content.

The average content AoI state of the total 20 regions can be confirmed in Fig. 9. Fig. 9(a)~(d) and Fig. 9(e)~(h) are the results of using proposed and AoI-greedy algorithms under the same conditions, respectively. In the graph, the red solid line means the average value for the 100-unit time. In the results of the two algorithms, the maximum and minimum values are similar, but for the interquartile range, represented by a solid blue box, the proposed algorithm always has a lower AoI range for all 20 regions.

Fig. 10 represents performance of the proposed algorithm with the comparison target methods over time. In each sub
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(a) RSU 1 with proposed algorithm
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Fig. 9: Average AoI for all regions present in the connected vehicle systems.

| Updates | Proposed | Aoi-greedy | Random |
|---------|----------|-------------|--------|
| A\text{h}\text{max} over | 260 | 297 | 146 |
| 638 | 1018 | 1741 |

TABLE II: Cumulative number of times the AoI value of the RSU exceeds the AoI max.

![Sorted average AoI value](image)
![Cost fluctuation over time](image)

Fig. 10: AoI-aware content caching results.

The figure, Fig. 10(a), shows the sorted AoI values for normal type regions existing in the system during 100 times using the proposed, Aoi-greedy, and random methods. There are characteristics that the average AoI value of proposed algorithm maintains the smallest state for the most number of times. When comparing the proposed and Aoi greedy algorithms considering AoI, except for random algorithms that update only randomly selected regions among the total 20 contents, since Aoi-greedy method ignores the concept of the maximum effective time of the contents, A\text{h}\text{max} Aoi-greedy method is mainly distributed in values slightly larger than the proposed algorithm. The maximum AoI value of each caching algorithms during the entire time is distributed between 10 ∼ 15 and 15 ∼ 20, respectively. Theses results show that the proposed caching algorithm manages valid content for each region type by considering the maximum validity compared to other comparative algorithms. Fig. 10(b) represents the log scale CDF of communication cost which occurs during content caching. Each algorithm is in the same form in which the graph increases. However, there is a difference in the increase in the cost value. Although random with little content upload and update via MBS consumes the smallest cost, comparing the two algorithms (e.g., proposed and Aoi-greedy) that normally manage RSU cache, Fig. 10(b) shows that the proposed algorithm best reflects the latest situation on road content while using less communication cost. Tab. III and Fig. 9 also represent that the proposed algorithm performs better than the others. Tab. III shows the number of communication (updates) between the MBS and RSUs that occurred for the management and cumulative number of times greater than A\text{h}\text{max} for the total 20 contents present in the system during 100-unit time.

We can check the results of the proposed algorithm in more detail with Tab. III(a) and Tab. III(b). The two tables show the average, maximum, and minimum AoI values for each region type every 10 times interval when the max AoI values (A\text{h}\text{max}) according to the region type are in case using proposed and Aoi-greedy algorithms. These results explain that the proposed algorithm maintains more optimal average AoI state considering A\text{h}\text{max} of each type than the order one.

2) Performance of the Request Service Algorithm: In this part, we turn to evaluating the performance of Lyapunov optimization based UV request service control. For the optimal service controlling performance evaluation, we adopt the two types of comparative strategies. One is a method only considering communication cost minimization, and the other is only for the waiting queue stability (latency). We show that our proposed algorithm is excellent by using the two extreme methods as a base line. In Fig. 11 various experimental results
TABLE III: RSUs’ content AoI compared to \( A_oI_{\text{max}} \) by region type.

(a) W/ the proposed algorithm

| time | Normal | Traffic Jam | Accident | Crowded |
|------|--------|-------------|----------|---------|
|      | avg    | min | max | avg | min | max | avg | min | max |
| 10   | 7.6    | 1   | 13 | 8.6 | 3   | 11 | 8.5 | 3   | 14 |
| 20   | 13.6   | 3   | 22 | 12.6 | 3   | 23 | 11.4 | 5   | 18 |
| 30   | 9.2    | 2   | 22 | 15.2 | 3   | 23 | 8   | 1   | 16 |
| 40   | 8.3    | 3   | 12 | 9.8  | 3   | 22 | 13  | 3   | 25 |
| 50   | 10.2   | 2   | 22 | 11.6 | 3   | 29 | 13.2 | 1   | 25 |
| 60   | 6.4    | 1   | 12 | 17.4 | 12  | 25 | 13.2 | 1   | 25 |
| 70   | 11.8   | 2   | 22 | 12.8 | 6   | 25 | 8   | 3   | 15 |
| 80   | 6.4    | 3   | 15 | 12.4 | 7   | 21 | 6   | 1   | 13 |
| 90   | 11.8   | 2   | 16 | 9.2  | 3   | 21 | 12.4 | 8   | 18 |
| 100  | 4.6    | 2   | 11 | 10   | 1   | 16 | 13.6 | 6   | 20 |

(b) W/ the AoI-greedy algorithm

| time | Normal | Traffic Jam | Accident | Crowded |
|------|--------|-------------|----------|---------|
|      | avg    | min | max | avg | min | max | avg | min | max |
| 10   | 12     | 11  | 13 | 12 | 11  | 13 | 10.2 | 7   | 12 |
| 20   | 15.6   | 3   | 22 | 18.25 | 8   | 19 | 20.2 | 17  | 22 |
| 30   | 12.8   | 3   | 22 | 14.5  | 8   | 19 | 8.4  | 1   | 18 |
| 40   | 10.4   | 3   | 16 | 8   | 3   | 18 | 14.6 | 9   | 25 |
| 50   | 19.2   | 13  | 23 | 12.25 | 5   | 16 | 16.2 | 8   | 25 |
| 60   | 15.6   | 1   | 23 | 22.2  | 15  | 26 | 18   | 3   | 29 |
| 70   | 16.4   | 11  | 22 | 12   | 6   | 25 | 11.6 | 6   | 16 |
| 80   | 7.8    | 3   | 15 | 15.2  | 8   | 19 | 9.8  | 1   | 18 |
| 90   | 11.8   | 2   | 16 | 14.5  | 5   | 18 | 13.2 | 9   | 18 |
| 100  | 5.6    | 2   | 11 | 10.5  | 1   | 15 | 14.4 | 6   | 21 |

Fig. 11: Delay-aware content service according to the weight value \( V \) variation.

The algorithm is applied in the presence of one RSU, 3 UVs, and 5 regions. Each UV requests the RSU for the targeted region content, and the RSU must complete the service before each UV passes the target region (i.e., before the waiting queue is expired). The queue backlog for each UV is accumulated until receiving the requested service, which means that the linear increase in Fig. 11(a), Fig. 11(b), and Fig. 11(c). If the service is provided by the proposed algorithm, the queue backlog is cleaned according to the (43), and the queue backlog is repeatedly accumulated again after the UV sends a new service request for another target region. The two
TABLE IV: The comparison of content service completion figures according to the weight value $V$ in (43).

| service success | Normal $V$ | Light $V$ | Heavy $V$ |
|-----------------|-----------|----------|----------|
| cost save       | 51        | 151      | 38       |
| cost save       | 245       | 141      | 257      |

methods (e.g., latency only, cost only) that are the comparison methods of the proposed algorithm are represented by red and cyan solid lines, respectively. Each one means (i) RSU always services all of the requests immediately, regardless of the amount of communication cost, and (ii) RSU does not service even if the latency (queue backlog) of each UV is exceeded to minimize the communication cost. It can be seen that the queue backlog result differs depending on the size of the $V$ value. The larger the $V$, the more weighted the cost minimization, which is the object function [28]. For this reason, the queue backlog upper limit in the light weight case has a smaller value than in the normal weight case, and on the contrary, in the heavy weight case, the upper limit is the largest among the three cases. That is, the heavier the weight case, the longer the waiting time for the UV to wait for the service may be allowed. However, as expressed in [28], if the delay is accumulated until the UV which requests the content passes the target region, it leads to failure to actually serve the UV even if the backlog of the waiting queue is not overflowing. For this reason, it is important to find an appropriate value of $V$ and to control the waiting delay and communication cost so that each RSU can service UVs before passing the target regions. This can also be seen in Tab. IV. There is a difference in the ratio of the number of service waits and the number of service successes according to the $V$ value within the same time. In Fig. 11(d), Fig. 11(e), and Fig. 11(f), we can check that the proposed algorithm and two comparison methods communication cost during 100 unit-time. As described above, latency only and cost only methods are represented as red and cyan solid lines, respectively, and always record the maximum cost and 0 cost. According to the proposed algorithm, when supporting the requests of the 2nd UV, depending on the value of $V$, light weight case allows shorter latency and enables more service support success. Heavy weight case can reduce total communication costs by supporting the least number of services with longer latency during 100 unit-times.

VII. CONCLUDING REMARKS

This paper proposed a two-stage joint AoI-aware cache management and content delivery scheme for providing fresh road contents for connected vehicles. Optimization of content transmission decisions for the distributed cache management considering the concept of data freshness in the system and content service using road infrastructure are essential. Therefore, a new dynamic decision algorithms based on Markov Decision Process (MDP) and Lyapunov optimization applying AoI is important. We present the MDP-based algorithm for cache management of RSUs to limit the content AoI of cached contents as relatively up to date. In addition, the content delivery from cache-enabled RSUs to UVs which is adaptively optimized depending on the current AoI of contents and rapidly time-varying traffic conditions under the Lyapunov-based control is also proposed. The proposed scheme adaptively controls the trade-off between the content AoI and network resource consumption, depending on rapidly changing road environments, user mobility, as well as the AoI of contents. Furthermore, the performance of the proposed research technology is verified through various experiments.
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