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Abstract We prove that the complex conjugate (c.c.) eigenvalues of a smoothly varying real matrix attract (Eq. 15). We offer a dynamical perspective on the motion and interaction of the eigenvalues in the complex plane, derive their governing equations and discuss applications. C.c. pairs closest to the real axis, or those that are ill-conditioned, attract most strongly and can collide to become exactly real. As an application we consider random perturbations of a fixed matrix \( M \). If \( M \) is Normal, the total expected force on any eigenvalue is shown to be only the attraction of its c.c. (Eq. 24) and when \( M \) is circulant the strength of interaction can be related to the power spectrum of white noise. We extend this by calculating the expected force (Eq. 41) for real stochastic processes with zero-mean and independent intervals. To quantify the dominance of the c.c. attraction, we calculate the variance of other forces. We apply the results to the Hatano-Nelson model and provide other numerical illustrations. It is our hope that the simple dynamical perspective herein might help better understanding of the aggregation and low density of the eigenvalues of real random matrices on and near the real line respectively. In the appendix we provide a Matlab code for plotting the trajectories of the eigenvalues.

1 Background, Illustration and Summary of Main Results

1.1 Background

Much work has been devoted to the understanding of the behavior of eigenvalues in the presence of randomness. The folklore of random matrix analysis, especially in the case of Hermitian matrices, suggests that the eigenvalues of a perturbed matrix repel. This has been pointed out previously by various authors [1,2] and is well known in quantum physics.
In physics, one mainly studies Hermitian matrices and operators as their eigenvalues correspond to observable quantities, which need to be real. However, in recent years, non-Hermitian models have gained much attention in the context of pinning of vortices in type II superconductors initiated by Hatano and Nelson [7] and followed up in works on the nature of localized states and eigenvalue distributions [8–11]. Non-Hermitian models also come up in fluid mechanics [1, Ref.therein], transport phenomena in photonics [12] and biophysical phenomena [13].

In the Hatano-Nelson model, the eigenvalue distribution gives rise to “wings” of real eigenvalues when the perturbation is sufficiently strong (see for example [1, Sect. 36] and citations therein as well as Figs. 1 and 6). The wings result from the motion of complex eigenvalues that move in response to the perturbation and ultimately sit on the real axis. Goldsheid et al derived an equation for the shape of “the winged” spectrum [14]. According to [7], these eigenvalues correspond to localized eigenstates.

In investigating the (de)localization of the eigenstates, Feinberg and Zee [10], argued that imaginary eigenvalues near the real axis can attract when perturbed by a Hermitian matrix by providing a $2 \times 2$ example of an imaginary diagonal matrix perturbed by a $2 \times 2$ Hermitian matrix with zero diagonal entries. Later, Bloch et al. [15] considered antisymmetric perturbations of real symmetric matrices in the context of two-color quantum chromodynamics and provided examples that a Hermitian matrix perturbed by a real antisymmetric perturbation can give rise to attraction of eigenvalues. To our knowledge, attraction of the eigenvalues and their eventual aggregation on the real line, in a general setting, has not been proved.

In this paper, we prove a simple theorem, which under very mild set of assumptions shows that the complex conjugate eigenvalues of a smoothly varying real matrix $M(t)$ attract (i.e., pull on each other). We then consider probabilistic settings where the underlying evolution of the matrix is random and prove statistical dynamical properties of any given eigenvalue. We extend the results to real stochastic processes, which naturally leads to a conjecture on
the cause of aggregation and low density of the eigenvalues of real random matrices on and near the real line. A main emphasis of this work is a many-body dynamical perspective on the interaction and motion of the eigenvalues in the complex plane. Throughout, we illustrate the theory with examples and numerical results.

1.2 An Illustration

Remark 1 Explanation of the figures All the plots were done in Matlab. We take the vertical (horizontal) axis to be the imaginary (real) axis and plot the eigenvalues of \( M(t) \). The red dots are the eigenvalues of \( M(0) \). To show the dynamics of the eigenvalues as a function of \( t \), we plot the eigenvalues of \( M(t) \) in the complex plane in gray scale, where at \( t = 0 \) they are shown in white (coincide with the red dots) and darken as \( t \) increases till their final position at \( t = t_{\text{max}} \) shown in black. The eigenvalues of \( M(t) \) at any \( 0 \leq t \leq t_{\text{max}} \) have the same gray scale color. In Matlab we use “hold on;” to show the eigenvalues for all \( t \). In the appendix we provide a Matlab code that can be used to plot the trajectory of the eigenvalues similar to what is done here.

Demo 1: In (Fig. 1, left) we show the spectral dynamics of the Hatano-Nelson model \( M(t) = H + \delta t P \), where \( M(0) \equiv H \) is

\[
H = \begin{bmatrix}
0 & e^g & e^{-g} \\
e^{-g} & 0 & e^g \\
e^{-g} & 0 & \ddots \\
& \ddots & \ddots & e^g \\
e^g & e^{-g} & 0
\end{bmatrix},
\]

where \( g \) governs the non-Hermiticity and \( P \) is a real diagonal matrix of random Gaussians. In this figure we took \( t_{\text{max}} = 2, \ g = 0.2, \ n = 64, \) which makes \( \|H\|_2 = 2.04 \). The boundary terms, i.e., \((1, n)\) and \((n, 1)\) entries, are crucial for the spectral properties [1, Sec.36].

Comment: When \( g \to 0 \), this model coincides with the Anderson model of localization with periodic boundary conditions [16]. However, the latter is a Hermitian model whose properties are quite different from the Hatano-Nelson model with \( g \neq 0 \).

Demo 2: In (Fig. 1, right) We took \( g = 0.2 \) as before and take the time discretization \( t_i = 0.25i \) for \( i = 0, 1, \cdots, 50 \), when at each \( t_i \) an independent matrix \( P(t_i) \) is introduced according to \( P(t_i) = \text{diag}(\epsilon_1, \epsilon_2, \cdots, \epsilon_n) \) where \( \epsilon_j \)'s are drawn independently from a standard normal distribution and each \( P(t_i) \) is normalized to have a unit 2-norm; i.e, \( \text{diag}[P(t_i)] \) is uniform on the unit sphere. A piece-wise linear discrete stochastic process is therefore constructed. We plot the eigenvalues of \( M(0.25i + \delta t) = M(0.25i) + \delta t P(t_i) \) with \( 0 \leq \delta t \leq 0.25 \) and time steps \( \Delta t = 0.01 \). In (Fig. 1, right), we show the evolution of \( M(t) \) for the total time \( t \in [0, 12.5] \). Note that the eigenvalues move towards the real line as before but make less progress because of the stochastic kicks at times \( 0.25i \).

Below we show that there is an attraction between complex conjugate pairs that largely governs this behavior of the spectral dynamics in this case. See Sect. 4 for further theoretical discussion.

Comment: The procedure just described does not provide a smooth stochastic process as it is not differentiable at times \( 0.25i \) (a set of measure zero). This issue persists for piece-wise linear discretization where in each interval a new random \( P(t_i) \) is used. In fact a continuous
Brownian motion provides an example of a continuous map that, with probability one, is nowhere differentiable [5].

1.3 Summary of the Main Results

In this paper we consider the general problem of the interaction of the eigenvalues of a matrix, $M(t)$, whose entries vary with respect to a real parameter $t$, which we think of as time. Although, eigenvalue repulsion is quite a general feature of Hermitian matrices, attraction of eigenvalues is rarely considered. Below we will first define Eigenvalue Attraction (see Definition 2) and give the general equations of the motion of any one of the eigenvalues, which depends on the other eigenvalues and the inertia of the matrix itself. We introduce a new notation more akin to formulations of interacting many-body systems. Theorem 1 gives a simple proof of complex conjugate attraction. Namely, any non-real eigenvalue of $M(t) \in \mathbb{R}^{n \times n}$ attracts its complex conjugate according to

$$\text{Force of } \lambda_i \text{ on } \lambda_i = -i \left( \frac{\left| u_i^T \dot{M}(t)v_i \right|^2}{\text{Im}(\lambda_i(t))} \right),$$

where $v_i$ and $u_i$ are the right (i.e., standard) and left eigenvectors corresponding to the eigenvalue $\lambda_i$ and $\bar{\lambda}_i$ denotes the complex conjugate of $\lambda_i$.

We will apply this to various $M(t)$ such as the Hatano-Nelson model or a convex combination of two deterministic matrices. We then introduce randomness to obtain probabilistic statements. In particular, we consider the pencil of matrices $M(t) \equiv M + \delta t P$, where $M$ is a fixed matrix and $P$ is a random real matrix whose entries have zero mean, finite fourth moments and are independently and identically distributed (iid). This special case of perturbing a fixed matrix comes up often in applications. In this limit and in order to quantify the dominance of the complex conjugate attraction, we calculate the expectation and variance of all other forces excluding the complex conjugate. We prove that when $M$ is a normal matrix (i.e., unitary diagonalizable), the total expected force on any eigenvalue is only due to its complex conjugate, and when $M$ is circulant and $P$ is diagonal, the force only depends on the eigenvalues and that the strength of interaction is the power spectrum of the diagonal entries of $P$, which can be a constant independent of the eigenpairs. For example, if $p_{ii} \sim N(0, 1)$ then the strength of interaction is the power spectrum of white noise. We will prove other results applicable to general circulant matrices and apply them to the Hatano-Nelson model to analyze its spectral dynamics.

We then make a time discretization $0 < t_1 < t_2 < \cdots$ and define $M(t)$ to be a stochastic process defined by $M(t_i + \delta t) = M(t_i) + \delta t P(t_i)$, where $\delta t \in [0, t_{i+1} - t_i]$, $M(0)$ is a fixed real matrix and each $P(t_i)$ is a real and random, whose entries are independent with zero mean and finite fourth moments. We construct a smooth family of stochastic processes $\dot{M}_\epsilon(t) = P_\epsilon(t)$, where $M(t) = \lim_{\epsilon \to 0} M_\epsilon(t)$ and explicitly write down the differential equations governing the motion of any eigenvalue. The expected force of attraction is always

$$\mathbb{E}[\text{Force of } \bar{\lambda}_i \text{ on } \lambda_i] = -i \frac{\sum_{m,\ell} \mathbb{E} \left[ p^2_{m\ell} \right] \left| u_i^T M(t)v_i \right|^2}{2 \text{Im}(\lambda_i)} \tag{2}$$

and

$$\text{iid } \mathbb{E}[\text{Force of } \bar{\lambda}_i \text{ on } \lambda_i] = -i \frac{\mathbb{E} \left[ p^2 \right] \left| u_i \right|^2}{2 \text{Im}(\lambda_i)} \tag{3}$$
where $\overline{\lambda_i}$ is an eigenvalue that is complex conjugate to $\lambda_i$, $v_i$ and $u_i^*$ are the corresponding right and left eigenvectors respectively and the second equality assumes $E \left[ p_{m,\ell}^2 \right]$ is the same for all $m$ and $\ell$. Clearly, the attraction is strongest near the real line. Since the proportionality constant depends on the 2-norm of the left eigenvector, the force of attraction can be quite strong for ill-conditioned eigenvalues. When this attractive force is dominant over the force exerted by the rest of the eigenvalues, the complex conjugate pair approach one another and eventually collide and “scatter” near and ultimately reside at different points on the real line. At this point, the well-known repulsion mechanism takes over and the reality of the matrix ensures that each eigenvalue remains real.

The motion on the real line is not permanent. In most cases, an eigenvalue that moves about on the real line gets close enough to (i.e., collides with) another eigenvalue on the real line, after which they form a new complex conjugate pair and shoot off into the complex plane. The alternative would be that they would repel and remain on the real line. However, in the majority of cases we investigated, it seems ‘energetically’ more favorable for them to form a new complex conjugate pair perhaps because there are more degrees of freedom available away from the real line. In this paper, we will not rigorously investigate this to any depth.

As mentioned above, any stochastic process (e.g., Wiener process, Brownian motion) is non-smooth, despite often being continuous. The appearance of a new $P(t_i)$ makes the limits of the derivative from left and right unequal $\dot{M}(t_i^-) \neq \dot{M}(t_i^+)$, yet there are powerful tools of matrix calculus that can be utilized if $M(t)$ were differentiable. Moreover, from the applied perspective, nothing is instantaneous.

In Sect. 4, we give the basic definitions of discrete stochastic processes and introduce a smoothing construction that can be used to smoothen any discrete stochastic process with a control over the rapidity of (dis)appearance of every $P(t_i)$ within $[t_i, t_{i+1}]$ (see Eq. 34). The original (non-differentiable) stochastic process is

\[
M(t) = \lim_{\epsilon \to 0} M_{\epsilon}(t).
\]

We will conclude by applying the dynamical perspective developed here to an open problem pertaining to the sparsity of the eigenvalues of random real matrices near the real line, and then list further open problems. It is our hope that this work will prove useful in proving the conjecture stated in Sect. 5.

**Remark 2** We make a remark that should otherwise be obvious. In what follows the eigenvalue attraction holds for all $t$ and $M(t)$ does not need to be a perturbation of a fixed matrix. The latter is, however, an application of this work (see Sect. 3). Moreover, attraction holds for deterministic evolutions under minimal assumptions and randomness is not a requirement.

### 2 Eigenvalues as a Many-Body System

In this paper we take the point of view that the eigenvalues are interacting identical particles whose motions take place in the complex plane and our goal is to better understand their dynamics. The eigenvalues of $M(t)$ are also functions of time and the $i^{th}$ eigenvalue is denoted by $\lambda_i(t)$. The eigenvalues of a continuously varying $M(t)$ are also continuous in $t$. That is, their motion follows a connected path in the complex plane. This follows from the fact that eigenvalues are roots of a characteristic polynomial, which itself is continuous, and a theorem due to Rouché [17, Chap. 4].
Comment: We take the eigenvalues to have unit mass, whereby the acceleration, \( \ddot{\lambda}_i (t) \), can be identified with the “force” required to produce that acceleration on an eigenvalue. Below we shall use the word force as it provides better intuition.

### 2.1 General Dynamics of Eigenvalues

Here we follow a derivation similar to that given by Tao [2] to obtain the governing dynamical equations for the eigenpairs of a general smoothly varying \( M (t) \), although the equations were derived in earlier references. We assume that the eigenvalues are simple. The eigenvalue equations are

\[
M (t) \ v_i (t) = \lambda_i (t) \ v_i (t) \quad \text{(4)}
\]

\[
\mathbf{u}_i^* (t) \ M (t) = \lambda_i (t) \ \mathbf{u}_i^* (t) \quad \text{(5)}
\]

where \( \lambda_i (t) \) are the eigenvalues, \( v_i (t) \) the (right) eigenvectors, which we take to be normalized, and \( \mathbf{u}_i^* (t) \) are the left eigenvectors dual to \( v_i (t) \). If we consider the matrix of eigenvectors \( \mathbf{V} (t) = \left[ v_1 (t) \ v_2 (t) \ldots, \ v_n (t) \right] \), then \( \mathbf{u}_j^* (t) \) is the \( j \)-th row of \( \mathbf{V}^{-1} (t) \) and

\[
\mathbf{u}_j^* (t) \ v_i (t) = \delta_{ij}.
\]

Since \( v_1 (t) \ldots, v_n (t) \) form a basis for \( \mathbb{C}^n \), any vector \( \mathbf{x} \) has the expansion \( \mathbf{x} = \sum_{j=1}^{n} [\mathbf{u}_j^* (t) \ \mathbf{x}] \ v_j (t) \). Differentiating Eqs. 4 and 5 with respect to \( t \), gives

\[
\dot{\mathbf{M}} (t) \ v_i (t) + M (t) \ \dot{v}_i (t) = \dot{\lambda}_i (t) \ v_i (t) + \lambda_i (t) \ \dot{v}_i (t)
\]

\[
\mathbf{u}_i^* (t) \ \dot{\mathbf{M}} (t) + \mathbf{u}_i^* (t) \ M (t) = \dot{\lambda}_i (t) \ \mathbf{u}_i^* (t) + \lambda_i (t) \ \mathbf{u}_i^* (t)
\]

Multiplying the first equation on the left by \( \mathbf{u}_i^* (t) \), and using Eq. 5, we obtain the “velocity” of \( \lambda (t) \) in the complex plane \(^1\)

\[
\dot{\lambda}_i (t) = \mathbf{u}_i^* (t) \ \dot{\mathbf{M}} (t) \ v_i (t)
\]

In order to compute the acceleration on any eigenvalue we shall need the derivatives of the left and right eigenvectors. They are simple to compute [2],

\[
\dot{v}_i (t) = \sum_{j \neq i} \frac{\mathbf{u}_j^* (t) \ \dot{\mathbf{M}} (t) \ v_i (t)}{\lambda_i (t) - \lambda_j (t)} \ v_j (t) + \eta_i (t) \ v_i (t)
\]

\[
\ddot{v}_i (t) = \sum_{j \neq i} \frac{\mathbf{u}_j^* (t) \ \ddot{\mathbf{M}} (t) \ v_i (t)}{\lambda_i (t) - \lambda_j (t)} \ v_j (t) - \eta_i (t) \ \mathbf{u}_j^* (t)
\]

where \( \eta_i (t) \) is a scalar function because a constant multiple of an eigenvector is also an eigenvector. The second derivative, or acceleration, of the eigenvalue \( \dot{\lambda}_i (t) \) is obtained by differentiating Eq. 7 one more time,

\[
\dddot{\lambda}_i (t) = \mathbf{u}_i^* (t) \ \dddot{\mathbf{M}} (t) \ v_i (t) + \mathbf{u}_i^* (t) \ \dddot{\mathbf{M}} (t) \ v_i (t) + \mathbf{u}_i^* (t) \ \dddot{\mathbf{M}} (t) \ \dot{v}_i (t)
\]

\(^1\) We remark that the theory of pseudo-spectra [1] quantifies how far an eigenvalue can wander without quantifying the direction of the motion.

\[ Springer \]
Using Eqs. 8 and 9, the second derivative becomes [2]

\[
\ddot{\lambda}_i(t) = \mathbf{u}_i^*(t) \dot{\mathbf{M}}(t) \mathbf{v}_i(t) + 2 \sum_{j \neq i} \frac{\left[ \mathbf{u}_i^*(t) \dot{\mathbf{M}}(t) \mathbf{v}_j(t) \right]}{\lambda_i(t) - \lambda_j(t)}
\]

(10)

\[
= \mathbf{v}_i^*(t) \dot{\mathbf{M}}(t) \mathbf{v}_i(t) + 2 \sum_{j \neq i} \frac{\left[ \mathbf{v}_i^*(t) \dot{\mathbf{M}}(t) \mathbf{v}_j(t) \right]^2}{\lambda_i(t) - \lambda_j(t)} \quad \text{if the matrix is Hermitian.}
\]

(11)

where for normal matrices (e.g., Hermitian) one has \( \mathbf{u}_i = \mathbf{v}_i \). As pointed out by Tao, the first term can be seen as the inertial force of the matrix and the second the force of interaction of the eigenvalues. The origin of instantaneous repulsive force between eigenvalues of a Hermitian matrix is easily seen by the second term in Eq. 11 [2]. For example, if \( \lambda_i(t) > \lambda_j(t) \), then the force is positive, the effect of \( \lambda_j(t) \) in the sum is to push \( \lambda_i(t) \) to the right. Similarly, if \( \lambda_i(t) < \lambda_j(t) \), the effect of \( \lambda_j(t) \) is to exert a negative force on \( \lambda_i(t) \). Moreover the strength of the force is inversely proportional to their distance \( 1/|\lambda_i(t) - \lambda_j(t)| \) which is clearly strongest when the eigenvalues are closest [2]. The repulsion is at work for Hermitian matrices for all \( t \).

Comment: Equations (7–11) are essentially the standard first and second order perturbation theory results. See for example, Dirac [18, Sect. 43], Kato [19], Wilkinson’s wonderful exposition [20] and more recently [21].

2.2 Definition and Proof of Eigenvalue Attraction

Below we denote the complex conjugate of an eigenvalue or entry-wise complex conjugation of an eigenvector with an over-line. To better visualize the kinematics of the eigenvalues in the complex plane, we write

\[
\frac{1}{\lambda_i(t) - \lambda_j(t)} = \frac{\overline{\lambda}_j(t) - \overline{\lambda}_i(t)}{|\lambda_i(t) - \lambda_j(t)|^2} \equiv \frac{\hat{\mathbf{r}}_{ij}}{|\mathbf{r}_{ij}|};
\]

(12)

\[
\mathbf{r}_{ij} \equiv \frac{\lambda_i(t) - \lambda_j(t)}{|\lambda_i(t) - \lambda_j(t)|};
\]

\[
\hat{\mathbf{r}}_{ij} \equiv \frac{\overline{\lambda}_i(t) - \overline{\lambda}_j(t)}{|\overline{\lambda}_i(t) - \overline{\lambda}_j(t)|};
\]

where \( \mathbf{r}_{ij} \) is a vector in the complex plane stretching from \( \overline{\lambda}_j(t) \) to \( \overline{\lambda}_i(t) \) and \( \hat{\mathbf{r}}_{ij} \) is the corresponding unit vector. One could further simplify the notation by denoting the complex number \( c_{ij} \):

\[
c_{ij} \equiv \mathbf{u}_i^*(t) \dot{\mathbf{M}}(t) \mathbf{v}_j(t),
\]

2 Strictly speaking Dirac’s derivation of Eq. 10 in Sect. 43 of this reference, does not hold in general (e.g., non-Hermitian) as the left eigenvectors are not ‘bras’ in his notation. The latter is a Hermitian conjugate of a standard (right) eigenvector. In his book, Dirac cites [Born, Heisenberg and Jordan, z.f. Physik 35, 565 (1925)] for these formulas.
whereby \( \dot{\lambda}_i (t) = c_{ii} \). In this paper, we denote complex conjugation of the entries of an eigenvector by an over-bar on the corresponding index. For example, \( c_{ij} = u^T_i (t) \dot{M} (t) v_j (t) \) and since \( \dot{M} (t) \) is real, \( c_{ij} c_{ji} = \left| u^T_i (t) \dot{M} (t) v_j (t) \right|^2 \) is a real non-negative number.

With this notation Eqs. 10 and 11 read

\[
\ddot{\lambda}_i (t) = \mathbf{v}_i^* (t) \ddot{M} (t) \mathbf{v}_i (t) + 2 \sum_{j \neq i} c_{ij} c_{ji} \frac{\dot{r}_{ij}}{r_{ij}}
\]

\[
\ddot{\lambda}_j (t) = \mathbf{v}_j^* (t) \ddot{M} (t) \mathbf{v}_j (t) + 2 \sum_{j \neq i} c_{ij} c_{ji} \frac{\dot{r}_{ij}}{r_{ij}} \quad \text{if the matrix is Hermitian.}
\]

We think of Eq. 13 as

\[
\ddot{\lambda}_i (t) = \mathbf{v}_i^* (t) \ddot{M} (t) \mathbf{v}_i (t) + 2 \sum_{j \neq i} c_{ij} c_{ji} \frac{\dot{r}_{ij}}{r_{ij}} = \{ \text{Inertial force of } M \} + \sum_{j \neq i} \{ \text{force of } \lambda_j \text{ on } \lambda_i \}.
\]

**Definition 1** The force between \( \lambda_i (t) \) and \( \lambda_j (t) \) is called central if in Eq. 13, \( c_{ij} c_{ji} = f(\lambda_i (t), \lambda_j (t), \ldots) (\lambda_i (t) - \lambda_j (t)) \), where \( f(\lambda_i (t), \lambda_j (t), \ldots) \) is a real function.

Comment: As shown above \( f(\lambda_i (t), \lambda_j (t), \ldots) \) is generally a complex-valued function of \( i \)th and \( j \)th eigenvalues and eigenvectors as well as \( \dot{M} (t) \).

**Definition 2** *(Attraction and Repulsion)* We say \( \lambda_j (t) \) attracts (repels) \( \lambda_i (t) \) if the force between them is central and \( f(\lambda_i (t), \lambda_j (t), \ldots) \) is a negative (positive) function.

**Remark 3** For general (not self-adjoint) matrices the force between any two eigenvalues is not necessarily repulsive nor attractive. As seen in Eq. 13, the orientation of the force is along the ray \( c_{ij} c_{ji} \dot{r}_{ij} \), rendering generally a non-central force law between the eigenvalues. This contrasts the purely central (and repulsive) nature of the interaction of the eigenvalues for Hermitian matrices (Eq. 14). However, it is generally true that the force law between any two eigenvalues is inversely proportional to their distance.

**Theorem 1** *(Eigenvalue Attraction)* Complex conjugate eigenvalues of \( M (t) \) attract (see Definition 2) as long as \( M (t) \) is real, the pair is not degenerate, and \( u^T_i (t) \dot{M} (t) \mathbf{v}_i (t) \neq 0. \)

**Proof** The non-real eigenvalues and eigenvectors of a real matrix come in complex conjugate pairs [22, Chap. 24]. In Eq. 13, the interaction of \( \dot{\lambda}_i (t) \) and \( \lambda_i (t) \) is given by the term where \( j = \tilde{i} \) where \( \lambda_i (t) - \dot{\lambda}_i (t) = 2i \ \text{Im} (\lambda_i) \) and

\[
2 c_{\tilde{i} i} c_{\tilde{i} i} \frac{\dot{r}_{\tilde{i} i}}{r_{\tilde{i} i}} = -i \frac{|c_{\tilde{i} i}|^2}{\text{Im} (\lambda_i (t))}.
\]

i. \( \text{Im} (\lambda_i) > 0 \), then the right hand side of Eq. 15 is a negative imaginary number: The effect of \( \dot{\lambda}_i \) on \( \lambda_i \) at time \( t \) is to push \( \lambda_i \) downwards along the imaginary axis with a magnitude that is inversely proportional to their distance. The constant of proportionality is \( |c_{\tilde{i} i}|^2 \) in the numerator of Eq. 15.
ii. \( \text{Im}(\lambda_i) < 0 \), then the right hand side of Eq. 15 is a positive imaginary number: The effect of \( \lambda_i \) on \( \lambda_i \) at time \( t \) is to push \( \lambda_i \) upward along the imaginary axis with a magnitude that is inversely proportional to their distance with the same constant of proportionality.

\[
\sum_{j \neq i} c_{ij} c_{ji} \hat{r}_{ij} \left| \frac{r_{ij}}{2} \right|. 
\]

Comment: Let \( M \) be a fixed non-symmetric real matrix and define \( M(t) = M + t \mathbb{I} \), where \( \mathbb{I} \) is the identity matrix. The eigenvalues of \( M(t) \) are those of \( M \) shifted by \( t \). No attraction is expected. Indeed by Eq. 6, \( c_{ii} = u_i^T(t) v_i(t) = 0 \). Moreover, from Eq. 7 we have \( \dot{\lambda}_i(t) = t \), i.e., a net drift in the complex plane of any eigenvalue with velocity \( t \).

Remark 4 Proving that complex conjugate eigenvalues attract does not imply that in the long-run all the eigenvalues will necessarily be real. There are three forces that act on any eigenvalue \( \lambda_i \):

1. The inertial force due to \( \ddot{M}(t) \).
2. The attraction of its complex conjugate
3. The force of the remaining \( n-2 \) eigenvalues.

The governing equation is accordingly written as

\[
\ddot{\lambda}_i(t) = u_i^*(t) \ddot{M}(t) v_i(t) - i \frac{|c_{i,\bar{i}}|^2}{\text{Im}(\lambda_i)} + 2 \sum_{j \neq \{i,\bar{i}\}} c_{ij} c_{ji} \hat{r}_{ij} \left| \frac{r_{ij}}{2} \right|. 
\]

Since the force law is inversely proportional to the distance of the eigenvalues, the law of interaction needs to be logarithmic i.e., the potential is \( V \left( |r_{ij}| \right) \propto \log |r_{ij}| \). The logarithmic interaction on the plane implies a short-range force, where the main contribution to the total force comes from the eigenvalues that are in the vicinity.

\[ \text{Proposition 1} \quad \text{The real eigenvalues of } M(t) \in \mathbb{R}^{n \times n} \text{ interact via a central force.} \]

\[ \text{Proof} \quad \text{Suppose } \lambda_i \text{ and } \lambda_j \text{ are two simple real eigenvalues then the corresponding eigenvectors can be taken to be real. Then } c_{ij} \text{ and } c_{ji} \text{ are both real and by Definition 1 interact via a central force.} \]

A natural question then is: how dominant is the complex conjugate attraction in determining the motion of any eigenvalue? One cannot give a general answer to this question as the relevance of complex conjugate attraction depends on the particular \( M(t) \) and the particular eigenvalue considered. However, in examining Eq. 16, it is clear that complex conjugate pairs closest to the real line attract strongest. We will show that ill-conditioning enhances the complex conjugate attraction as well. This is expected as ill-conditioning generally implies higher sensitivity to perturbations [1,22]. Below we provide some exact results and demonstrations for certain general sub-manifolds of real matrices and time evolutions that are of interest. Mathematically, whether the second term in Eq. 16 dominates the time evolution depends on its magnitude relative to the first derivative and the other terms on the right hand side (i.e, third term). After some demonstrations of deterministic evolution in the next section, we proceed to calculate the expected values and variances about that expectation for the first and second derivatives when the evolution is driven by randomness. Further, we derive conditions under which the total expected force is only due to the complex conjugate.
Remark 5 When the dominant force is that of the complex conjugate attraction, it is interesting that a matrix with a simple spectrum is forced to form eigenvalue degeneracies even if the perturbation (or stochastic process below) is generic. This happens momentarily when any \( \lambda_i \) and \( \overline{\lambda_i} \) collide on the real line, whereby standard perturbation theory and considerations above break down and the colliding eigenvalues generically form \( 2 \times 2 \) Jordan blocks [20, Chap. 1]. Following a result due to Lidskii–Vishik–Lyusternik, each of the degenerate eigenvalues for a small \( \delta t \) after gets a correction of order \( (\delta t)^{1/2} \) with a coefficient determined entirely by specific entries of \( \dot{M}(t) \) [23, See for a review]. Consequently and generically these eigenvalues move in different directions.

3 Applications of Eigenvalue Attraction

3.1 Smooth Interpolation Between Fixed Matrices

As an illustration of Theorem 1, let us take \( M(t) = (1-t)M_1 + tM_2 \), where \( M_1 \) and \( M_2 \) are two fixed matrices and \( t \in [0, 1] \); the eigenvalues of \( M(t) \) interpolate between the two. In Figs. 2 and 3, as before, the eigenvalues of \( M_1 \) are shown in red filled circles and they darken till their final position, which is the eigenvalues of \( M_2 \) shown in blue diamonds. We take the size of the matrices to be \( 16 \times 16 \) so the trajectories of eigenvalues can be visually traced more easily. We normalize all the matrices to have unit 2-norm. The examples shown in Figs. 2 and 3 are:

Example 1 \( M_1 = \begin{bmatrix} 0 & +1 \\ -1 & 0 & +1 \\ & -1 & 0 & +1 \\ & & \ddots & \ddots & +1 \\ & & & -1 & 0 \end{bmatrix} \) and \( M_2 \) is Hatano-Nelson with \( g = -0.4 \). Since \( M_1 = -M_1^* \), its eigenvalues are purely imaginary.

Example 2 \( M_1 \) is Hatano Nelson with \( g = 1 \) and \( M_2 \) is a random orthogonal matrix, hence all the diamonds sit on the unit circle.
**Example 3** $M_1$ and $M_2$ are two real matrices whose entries are iid drawn from a standard normal distribution. That is, $M_1$ and $M_2$ are drawn from the Ginibre ensemble.

**Example 4** $M_1$ is Hatano Nelson with $g = -0.3$ and $M_2$ is Hatano-Nelson with $g = +0.3$, note that the spectra of $M_1$ and $M_2$ coincide and that every one of the complex conjugate pairs meet on the real line and walk all the way to the other side.

**Example 5** $M_1$ and $M_2$ are both random orthogonal matrices.

In all the examples shown here, we expect the complex conjugate attraction to be more dominant among other forces for pairs closest to the real line. Note that these complex conjugate pairs first collide and then they move towards their final positions (shown in blue diamonds). A nice corollary is that a real and isolated eigenvalue, will remain real during the time evolution. Since the non-real eigenvalues of $M(t)$ come in complex conjugate pairs, a real eigenvalue cannot move off the real axis. Leaving the real axis can only happen if two eigenvalues collide on the real line and scatter off into the complex plane and remain mirror images (i.e., complex conjugate). For example such collisions are seen in Examples 2 and 3, where in the latter, one can see a cascade of this. That is a complex conjugate pair become real and while moving on the real line a new collision takes the eigenvalues off the real line for a short while, but attraction pulls them back in again for a second collision.
3.2 Random Perturbations of a Fixed Matrix

In this section we focus on perturbations of a fixed matrix which come up often in sciences and engineering, where $M(t)$ has the form

$$M(t) = M + \delta t P$$

(17)

where $M$ and $P$ are $n \times n$ real matrices, $M$ is fixed, $P$ is a random matrix whose entries are independently and identically distributed (iid) with zero mean and finite fourth moments, and $\delta t$ is a small real parameter such that $|\delta t||P| \ll |M|$; i.e., $\delta t P$ is a perturbation to $M$. The discussion of this section is important for the formulation and analysis of stochastic dynamics of the eigenvalues in Sect. 4. Recall that the velocity and acceleration of an eigenvalue are

$$\dot{\lambda}_i(t) = c_{ii},$$

$$\ddot{\lambda}_i(t) = -i \frac{|c_{ii}|^2}{\text{Im}(\lambda_i)} + 2 \sum_{j \neq i, i} c_{ij} c_{ji} \frac{\dot{r}_{ij}}{|r_{ij}|},$$

where $c_{ij} \equiv u_i^*(t) P v_j(t)$ and $\frac{\dot{r}_{ij}}{|r_{ij}|} = \frac{1}{\lambda_i - \lambda_j}$ as before.

3.2.1 First Variation

The expected value, with respect to entries of $P$, of the first variation is

$$\mathbb{E}[\dot{\lambda}_i(t)] = \mathbb{E}[P_{ab}] \bar{r}_{i}^a v_j^b = 0$$

where for notational convenience from now on we drop the dependence of the eigenpairs on $t$ and sum over the repeated indices that label the components of eigenvectors. We comment that $\mathbb{E}[\dot{\lambda}_i(t)] = 0$ even when entries of $P$ are not identically distributed.

The variance is $\mathbb{E}[(\dot{\lambda}_i)^2] = |\mathbb{E}[\dot{\lambda}_i]|^2$. From above $|\dot{\lambda}_i|^2 = P_{ab} P_{cd} \bar{u}_i^a v_j^b u_i^d \bar{v}_j^d$ and $\mathbb{E}[^2] = 0$.

In general, the variance of the first variation denoted by $\sigma_{i,1}^2$ is $\mathbb{E}[(\dot{\lambda}_i)^2] = \mathbb{E}[P^2] |\bar{u}_i^a v_j^b u_i^d \bar{v}_j^d |^2$, where $p$ denotes any entry of the matrix $P$ whose entries are iid. Moreover, if $M$ is a normal matrix then $\|u_i\|^2 = \|v_j\|^2 = 1$.

Next suppose that $P = \text{diag} (p_1, p_2, \ldots, p_n)$ with $\mathbb{E}[p_i] = 0$. Then $|\dot{\lambda}_i|^2 = p_a p_b \bar{u}_i^a v_i^b u_i^b \bar{v}_i^b$. Since $u_i^a v_i = 1$, for diagonal perturbation we have $\mathbb{E}[^2] = \mathbb{E}[P^2]$.

The special cases are worth summarizing

| $M$          | $P$          | $\sigma_{i,1}^2$ |
|--------------|--------------|------------------|
| General      | General      | $\mathbb{E}[P^2] \|u_i\|^2$ |
| General      | Diagonal     | $\mathbb{E}[P^2]$ |
| Normal       | General      | $\mathbb{E}[P^2]$ |

Now suppose that $M$ is a circulant matrix [24] and $P$ is diagonal. In the case of circulant matrices $v_j^T = \frac{1}{\sqrt{n}} [1, \omega_j, \omega_j^2, \ldots, \omega_j^{n-1}]$ with $\omega_j = \exp(2\pi ij/n)$. In this case (note that below no expectation is taken)


\[
\dot{\lambda}_i = \nu_i^p a_i v_i^p = p_a \left| v_i^p \right|^2 = \frac{1}{n} \sum_a p_a. 
\] (18)

This expression is the empirical mean of the diagonal entries of \( P \), which for large \( n \) tends to zero. Therefore, the dynamics of the eigenvalues are primarily governed by the second variation.

### 3.2.2 Second Variation

When \( M (t) \) is the pencil of matrices given by Eq. 17, \( \dot{M} (t) = 0 \), \( \dot{M} (t) = P \) and

\[
\ddot{\lambda}_i = -i \frac{\left| u_i^T P v_i \right|^2}{2 \text{Im} (\lambda_i)} + \sum_{j \neq \{i, i\}} \frac{[u_i^a P v_j] [u_j^a P v_i]}{\lambda_i - \lambda_j}. 
\] (19)

To quantify the dominance of the attractive force, we calculate the expected value and variance of forces on \( \lambda_i \) excluding \( \ddot{\lambda}_i \). The general form of the expected force of the remaining \( n - 2 \) eigenvalues on \( \lambda_i \) (excluding its complex conjugate); i.e. the sum in the foregoing equation or the sum in Eq. 16 is

\[
\mathbb{E} \sum_{j \neq \{i, i\}} \frac{[u_i^a P v_j] [u_j^a P v_i]}{\lambda_i - \lambda_j} = \mathbb{E} \sum_{j \neq \{i, i\}} \frac{[u_i^a P v_j] [u_j^a P v_i]}{\lambda_i - \lambda_j} = \mathbb{E} [p^2] \sum_{j \neq \{i, i\}} \frac{(v_i^{T} v_j) (u_i^T v_j)}{\lambda_i - \lambda_j}. 
\] (20)

where \( p \) denotes any entry of \( P \) and \( \mathbb{E} [p_a p_{cd}] = \mathbb{E} [p^2] \delta_{ac} \delta_{bd} \). Although, the attraction is always present, we remark that similar treatment of the first term in Eq. 19 leads to

\[
\mathbb{E} \ddot{\lambda}_i = -i \frac{\mathbb{E} [p^2] \| u_i \|^2}{\text{Im} (\lambda_i)} + \mathbb{E} [p^2] \sum_{j \neq \{i, i\}} \frac{(v_i^{T} v_j) (u_i^T v_j)}{\lambda_i - \lambda_j}. 
\] (21)

We now calculate the variance of the second term on the right hand side of Eq. 21, denoted by \( \sigma_{i, 2}^2 \) in Eq. 19

\[
\mathbb{E} [\sigma_{i, 2}^2] = \mathbb{E} \left\{ \sum_{j \neq \{i, i\}} \frac{[u_i^a P v_j] [u_j^a P v_i]}{\lambda_i - \lambda_j} \right\} - \mathbb{E} \sum_{j \neq \{i, i\}} \frac{[u_i^a P v_j] [u_j^a P v_i]}{\lambda_i - \lambda_j} = \sum_{j, \ell \neq \{i, i\}} \frac{\mathbb{E} [p_{mnk} p_{ab} p_{cd}] \nu_i^m v_j^k \nu_i^a v_j^b \nu_i^c \nu_i^d}{(\lambda_i - \lambda_j)(\lambda_i - \lambda_{\ell})} - \mathbb{E} [p^2] \sum_{j \neq \{i, i\}} \frac{(v_i^{T} v_j) (u_i^T v_j)}{\lambda_i - \lambda_j}. 
\] (22)

There are potentially four nonzero contribution to the first sum shown in Fig. 4. We proceed to calculate them one by one.
Type 1: The contribution of this type to Eq. 22 is

\[
\mathbb{E}^2[p^2] \sum_{j, \ell \neq \{i, \bar{i}\}} \frac{\bar{u}_i^m v_j^m u_i^a \bar{v}_b^a u_i^c \bar{v}_d^c}{(\lambda_i - \lambda_j)(\lambda_i - \lambda_\ell)} = \mathbb{E}^2[p^2] \sum_{j, \ell \neq \{i, \bar{i}\}} \frac{(u_i^* \bar{u}_j)(v_j^T v_i)(u_i^T u_\ell)(v_\ell^* \bar{v}_i)}{(\lambda_i - \lambda_j)(\lambda_i - \lambda_\ell)}
\]

where the sum over \( j \) is the complex conjugate of the sum over \( \ell \). Note that Type 1 cancels the second term in Eq. 22.

Type 2: Since \( ||v_i||_2^2 = 1 \), the contribution of this type to Eq. 22 is

\[
\mathbb{E}^2[p^2] \sum_{j, \ell \neq \{i, \bar{i}\}} \frac{\bar{u}_i^a v_j^a u_i^b \bar{v}_b^b u_i^c \bar{v}_d^c}{(\lambda_i - \lambda_j)(\lambda_i - \lambda_\ell)} = \mathbb{E}^2[p^2] \sum_{j, \ell \neq \{i, \bar{i}\}} \frac{(v_\ell^* v_j)(u_i^* \bar{u}_\ell)}{(\lambda_i - \lambda_j)(\lambda_i - \lambda_\ell)}.
\]

Type 3: Similarly to Type 1, the contribution of this type to Eq. 22 is calculated to be

\[
\mathbb{E}^2[p^2] \sum_{j, \ell \neq \{i, \bar{i}\}} \frac{(u_i^* \bar{u}_j)(u_i^* \bar{u}_\ell)(v_j^* v_i)(v_\ell^* v_i)}{(\lambda_i - \lambda_j)(\lambda_i - \lambda_\ell)} = \mathbb{E}^2[p^2] \sum_{\ell \neq \{i, \bar{i}\}} \frac{(u_i^* \bar{u}_\ell)(v_j^* v_i)}{(\lambda_i - \lambda_\ell)}.
\]

Type 4: The contribution of this type to Eq. 22 is

\[
\mathbb{E}[p^4] \sum_{j, \ell \neq \{i, \bar{i}\}} \frac{\bar{u}_i^a v_j^b \bar{u}_i^a v_j^b u_i^a \bar{v}_b^b u_i^c \bar{v}_d^c}{(\lambda_i - \lambda_j)(\lambda_i - \lambda_\ell)} = \mathbb{E}[p^4] \sum_{j, \ell \neq \{i, \bar{i}\}} \frac{|u_i|^2 |v_j|^2 |\bar{u}_i|^2 |v_\ell|^2}{(\lambda_i - \lambda_j)(\lambda_i - \lambda_\ell)}.
\]
We conclude that Eq. 22 can be written as
\[
\mathbb{E}[\sigma_{i,2}^2] = \mathbb{E}[p^2]\left\{\|u_i\|_2^2 \sum_{j, \ell \neq \{i, \tilde{i}\}} \frac{(v_j^* v_j) (u_j^* u_j)}{\lambda_i - \lambda_j} + \sum_{\ell \neq \{i, \tilde{i}\}} \frac{(u_i^* u_i) (v_j^* v_j)}{\lambda_i - \lambda_\ell}\right\} + \mathbb{E}[p^4] \sum_{j, \ell \neq \{i, \tilde{i}\}} \frac{|u_j^a|^2 |u_j^b|^2}{\lambda_i - \lambda_j} \frac{|v_j^a|^2 |v_j^b|^2}{\lambda_i - \lambda_\ell}.
\]  
(23)

The derivations of this section are purely theoretical. In practice, actual estimates of Eq. 23 would depend on the particular \( M (\ell) \); i.e., \( P \) and the eigenpairs of \( M \). There are universality results on the eigenvectors of generic Hermitian matrices such as generalized Wigner matrices [25] but not nearly as much is known for generic matrices. Once an estimate is found, convergence to the expected value of the other forces can be proved using standard techniques such as Markov’s inequality. Below we discuss special cases that are of theoretical and applied interest.

3.3 Normal and Circulant Matrices

Now let us confine to the case where \( M \) in Eq. 17 is a normal matrix, i.e., unitary diagonalizable [22].

Corollary 1 Suppose \( M \) is a normal matrix and \( P \) is a random matrix with entries that are iid and have zero mean. Then the total expected force on any eigenvalue is only due to its complex conjugate.

Proof If \( M \) is normal, its eigenvectors form an orthonormal basis for \( \mathbb{C}^n \) and \( u_i = v_i \) with \( v_i^* v_j = \delta_{ij} \). Eq. 20 gives the expected force on \( \lambda_i \) by all other eigenvalues excluding its complex conjugate, which now reads
\[
\mathbb{E}[p^2] \sum_{j \neq \{i, \tilde{i}\}} \frac{|v_j^T v_j|^2}{\lambda_i - \lambda_j} = 0
\]
since the sum over \( j \) excludes \( \tilde{i} \), by orthonormality of the eigenvectors \( v_i^T v_j = 0 \). Hence,
\[
\mathbb{E}[\lambda_i] = -i \frac{\mathbb{E}[p^2]}{\Im(\lambda_i)} \quad \text{if the matrix is Normal}.
\]  
(24)

The total expected force is only due to the complex conjugate

In this case the variance also takes on a simpler expression. In Eq. 23 the first and third sums vanish because \( \ell \neq \{i, \tilde{i}\} \) and therefore \( v_i^T v_i = 0 \) and \( v_i^* v_\ell = 0 \). Moreover, in the sum in Eq. 23, the sum over \( j \) collapses because \( v_i^T v_j = \delta_{ij} \) and \( \|u_i\|_2^2 = 1 \).

Type 4 can be simplified as follows
\[
\sum_{j \neq \{i, \tilde{i}\}} \sum_{\ell \neq \{i, \tilde{i}\}} \mathbb{E}[p^4] \frac{\overline{v}_i^a v_j^b \overline{v}_j^a v_i^b}{\lambda_i - \lambda_j} = \mathbb{E}[p^4] \sum_{j \neq \{i, \tilde{i}\}} \sum_{\ell \neq \{i, \tilde{i}\}} \frac{|v_j^a|^2 |v_j^b|^2}{\lambda_i - \lambda_j} \frac{|\overline{v}_j^a|^2 |\overline{v}_j^b|^2}{\lambda_i - \lambda_\ell}.
\]
\[
\leq \mathbb{E}[p^4] \left| \sum_{\ell \neq \{i, \tilde{i}\}} \frac{1}{\lambda_i - \lambda_\ell} \right|^2.
\]  
(25)
because \( \sum_{ab} |v_a|^2 |v_b|^2 \bar{v}_a v_b v_a v_b = \sum_a |v_a|^2 \bar{v}_a v_a \leq \sum_a |\bar{v}_a v_a|^2 \leq 1. \)

Adding the contribution of the four Types in the case where the matrix is normal, we get

\[
\mathbb{E}[\sigma_{ij}^2] \leq \mathbb{E}[p^2] \sum_{\ell \neq \{i, j\}} \frac{1}{|\lambda_i - \lambda_\ell|^2} + \mathbb{E}[p^4] \sum_{\ell \neq \{i, \bar{i}\}} \frac{1}{|\lambda_i - \lambda_\ell|^2}.
\]

(26)

where the inequality comes about from the estimate of the Type 4 terms.

How are we to visualize the force between any two eigenvalues? In general one can consider any eigenvalue, \( \lambda_i \), as a point in the complex plane with coordinates \( (\Re \lambda_i, \Im \lambda_i) \) and the unit vector \( \hat{r}_{ij} \), given by Eq. 12, as one proportional to \( (\Re (\lambda_i - \lambda_j), -i \Im (\lambda_i - \lambda_j)) \).

Looking at the Eq. 13, we note that the force exerted on \( \lambda_i \) from \( \lambda_j \) is in the direction of \( c_{ij} \hat{r}_{ij} \) (recall that \( c_{ij} = u_i^* (t) P v_j (t) \)). Even in the case of normal matrices, unlike Hermitian matrices, this force is not in general central (attractive or repulsive).

In many lattice models in physics the perturbations are taken to be diagonal, which model the coupling of an external field to the lattice sites. We now consider another example that is relevant for the application such as the Hatano-Nelson model. Take \( P = \text{diag} (p_1, p_2, \ldots, p_n) \) and let \( M \) be a circulant matrix; note that now \( P \) does not have to be random. For circulant matrices we get

\[
\ddot{\lambda}_k = 2 \sum_{j \neq k} \frac{|v_k^* P v_j|^2}{\lambda_k - \lambda_j} - i \frac{|v_k^* P a v_k|^2}{\Im (\lambda_k)} + 2 \sum_{j \neq [k, \bar{k}]} \frac{|\bar{v}_k v_j|^2}{\lambda_k - \lambda_j} \equiv \frac{1}{n^2} \sum_{a=0}^{a-1} P a^2 k \lambda_k^2 + 2 \sum_{j \neq [k, \bar{k}]} \frac{1}{n^2} \sum_{a=0}^{a-1} P a^2 j \lambda_j^2.
\]

(27)

since \( P^T = P \). The quantity \( \frac{1}{n} \sum_{a=0}^{a-1} P a^2 \lambda_j^2 \) is the discrete Fourier transformation of the diagonal elements of \( P \).

If we assume that the nonzero entries of \( P \) are drawn from a standard normal distribution, Eq. 27 is simply the discrete Fourier transform of white noise and \( \frac{1}{n^2} \sum_{a=0}^{a-1} P a^2 \lambda_j^2 \) is the power intensity which is a real positive constant independent of the frequency \( j - k \) [26], denoted here by \( \kappa^2 \). So the total force is

\[
\ddot{\lambda}_k = \kappa^2 \left\{ \frac{-i}{\Im (\lambda_k)} + \sum_{j \neq [k, \bar{k}]} \frac{2}{\lambda_k - \lambda_j} \right\}.
\]

(28)

Remark 6 The foregoing equation and the following arguments can apply to the more general cases. For example, in Eq. 13 if \( P \) is taken to be diagonal to ensure reality of the numerator and that the numerators have similar magnitudes the following analysis applies.

Proposition 2 Let \( M (t) = M + \delta t P \), where \( M \) is circulant and \( P \) is diagonal with \( \text{iid} \) entries with zero mean. Any two distinct eigenvalues of \( M (t) \) have an expected attractive (repulsive) central force law of interaction between them if and only if their real (imaginary) parts are equal.

\(^3\) We denote the eigenvalue by \( \lambda_k \) instead of \( \lambda_i \) above because \( i \equiv \sqrt{-1} \) appears more in the following discussion.
Proof. The force between the eigenvalues is given by Eq. 28. By Definition 2, two eigenvalues \( \lambda_k \) and \( \lambda_j \) have a central force between them if for some \( \mu \in \mathbb{R} \),

\[
\frac{1}{\lambda_k - \lambda_j} = \mu \left( \lambda_k - \lambda_j \right).
\]

Therefore, we would need the unit vector \( \hat{r}_{kj} = \frac{\lambda_k - \lambda_j}{|\lambda_k - \lambda_j|} \) to be equal to the unit vector \( \pm \frac{\lambda_k - \lambda_j}{|\lambda_k - \lambda_j|} \). Let \( \lambda_k = a + ib \) and \( \lambda_j = c + id \) and by Definition 2, the force is central if \((a - c) - i (b - d) = \pm [(a - c) + i (b - d)]\). If we take the negative sign then \( a = c \) and \( b - d \) is free. If we take the positive sign \( b = d \) and \( a - c \) is free. Therefore, eigenvalues of \( M(t) \) that have the same real (imaginary) part attract (repel). Conversely, if \( \lambda_k \) and \( \lambda_j \) have the same real parts then \( \lambda_k - \lambda_j = i (b - d) \). If \( b > d \) then the force that \( \lambda_k \) experiences is downwards and if \( d > b \), it experiences an upward force. The repulsion for eigenvalues with equal imaginary parts is proved using a similar argument. In particular, eigenvalues of a Hermitian matrix repel and non-real complex conjugate eigenvalues attract. \( \square \)

As a concrete example, let \( b \) be small and let \( x \equiv a - c \) and \( y \equiv d - b \). The contribution of the terms from \( j \) and \( \bar{j} \) to the sum in Eq. 28 is proportional to

\[
\begin{align*}
\text{Re} \left\{ \frac{1}{\lambda_k - \lambda_j} + \frac{1}{\lambda_k - \lambda_j} \right\} &= x \left\{ \frac{1}{x^2 + y^2} + \frac{1}{x^2 + y^2 (1 + 2b/y)^2} \right\} \\
\text{Im} \left\{ \frac{1}{\lambda_k - \lambda_j} + \frac{1}{\lambda_k - \lambda_j} \right\} &= y \left\{ \frac{1}{x^2 + y^2} - \frac{1 + 2b/y}{x^2 + y^2 (1 + 2b/y)^2} \right\}
\end{align*}
\]

(29) (30)

Evidently any eigenvalue \( \lambda_j \) repels \( \lambda_k \) along the real axis since the sign of the force follows the sign of \( x \) (see the right figure in Fig. 6). Let us suppose that \( 2b/y \equiv \epsilon \ll 1 \) (e.g., force of bulk eigenvalues on a \( \lambda_k \) near the real line), then Eq. 30 becomes

\[
\text{Im} \left\{ \frac{1}{\lambda_k - \lambda_j} + \frac{1}{\lambda_k - \lambda_j} \right\} = -\frac{y\epsilon}{x^2 + y^2} \left[ 1 - \frac{2y^2}{x^2 + y^2} \right]
\]

to interpret this equation for now suppose that the imaginary parts of \( \lambda_k \) and \( \lambda_j \) are positive, then \( \epsilon, y > 0 \) and the effect of the imaginary part of the pair \( \lambda_j, \bar{\lambda}_j \) on \( \lambda_k \) is to compress it towards the real axis as long as \( x^2 > y^2 \). Moreover the imaginary part of the force, unlike the real part, is \( O(\epsilon) \). An entirely similar argument applies to the case where the imaginary parts of \( \lambda_k \) and \( \lambda_j \) are negative. Hence as long as the difference of the real parts is larger than that of the imaginary parts, there is a compressive push towards the real line from any complex conjugate pair of eigenvalues on \( \lambda_k \) with a small net magnitude. In many examples of circulant matrices the pair of eigenvalues closest to the real line appear on the “edges” of the spectrum and the assumptions made above are applicable (for example see the Hatano-Nelson model below and Fig. 6). We conclude that in such cases, the eigenvalues closest to the real line become real as a result of the compression just discussed.
3.4 Hatano-Nelson Model

Let $H(t) = H + \delta t P$, where $H$ is a circulant matrix given by Eq. 1 and $P$ is a real diagonal matrix with iid entries with zero mean. The eigenpairs of $H$ are

$$\lambda_k = 2 \left\{ \cosh g \cos \left( \frac{2\pi k}{n} \right) + i \sinh g \sin \left( \frac{2\pi k}{n} \right) \right\}$$

$$v_k^T = \frac{1}{\sqrt{n}} \left[ 1, \omega_k, \omega_k^2, \ldots, \omega_k^{n-1} \right],$$

where $\omega_k = \exp \left( 2\pi i k/n \right)$. See Fig. 5 for the effect of the asymmetry parameter $g$ on the spectrum of $H$.

Previously we showed that $\dot{\lambda}_i \approx 0$ for sufficiently large $n$ (Eq. 18). Therefore the dynamics are governed by the acceleration $\ddot{\lambda}_k$.

Even though $H$ is normal, $H(t)$ is not. However, we observe that for small $g$, the eigenvalues rush to the real line almost undeflected (see the left figure in Fig. 6). Why are the
eigenvalues of the Hatano-Nelson model dominated by an attraction towards the real line for relatively large \( t \) when \( g \) is small?

When \( 0 < g \ll 1 \), \( \lambda_k \approx 2 \{ \cos (2\pi k/n) + ig \sin (2\pi k/n) \} \) and Eq. 28 becomes

\[
\ddot{\lambda}_k \approx k^2 \left\{ \frac{-i}{2 \text{Im} (\lambda_k)} + \sum_{j \neq \{k, \bar{k}\}} \frac{1}{2 \left[ \cos (2\pi k/n) - \cos (2\pi j/n) \right]} \right. \\
- \left. \frac{i}{2} g \left[ \frac{\sin (2\pi k/n) - \sin (2\pi j/n)}{\cos (2\pi k/n) - \cos (2\pi j/n)} \right] \right\}. \tag{31}
\]

In the foregoing sum we calculate the contribution of the sum of two terms given by \( j \) and \( \bar{j} \). Ignoring \( \mathcal{O}(g^2) \), we get

\[
\frac{1}{\cos (2\pi k/n) - \cos (2\pi j/n)} = -i \frac{g \sin (2\pi k/n)}{\cos (2\pi k/n) - \cos (2\pi j/n)^2}.
\]

Since \( \text{Im} (\lambda_k) \approx g \sin (2\pi k/n) \), the total force is

\[
\frac{\ddot{\lambda}_k}{k^2} \approx \sum_{j \neq \{k, \bar{k}\}} \left\{ \frac{1}{\cos (2\pi k/n) - \cos (2\pi j/n)} \right\} \text{Im} (\lambda_k) \right. \\
\left. - \left. \frac{i}{2 \text{Im} (\lambda_k)} + \sum_{j \neq \{k, \bar{k}\}} \frac{\text{Im} (\lambda_k)}{\cos (2\pi k/n) - \cos (2\pi j/n)^2} \right\}. \tag{31}
\]

We conclude that there is a net pull of \textit{any} eigenvalue towards the real line as \( \text{Im} (\lambda_k) > 0 \) gives a force in the \(-i\) direction and \( \text{Im} (\lambda_k) < 0 \) gives a force in \(+i\) direction. Moreover, the real part of the force of any eigenvalue on \( \lambda_k \) is repulsive as can easily be seen by analyzing the sign of the denominator of the first sum in the foregoing equation. The eigenvalues rush towards the real line and flow outwards away from the origin (see Fig. 6).

Comment: Take \( k = n/4 \), where \( \lambda_{n/4} = i \, 2g \), it is easy to see that \( \text{Re} \left( \frac{\ddot{\lambda}_{n/4}}{k^2} \right) = 0 \) by rewriting the real part of the sum (Eq. 31) as

\[
\text{Re} \left( \frac{\ddot{\lambda}_{n/4}}{k^2} \right) = \sum_{j \neq \{k, \bar{k}\}} \frac{-1}{\cos (2\pi j/n)} = \sum_{\ell=1}^{n/4-1} \frac{-1}{\cos (2\pi (n/4+\ell)/n)} - \frac{1}{\cos (2\pi (n/4-\ell)/n)} = 0.
\]

So the net force on this eigenvalue is purely imaginary. In this limit (i.e., \( g \ll 1 \)), the spectrum is an ellipse with semi-minor axis \( i \, 2g \) and semi-major axis 2 (Figs. 5, 6). The spectrum has small imaginary variations (i.e., is quite flat) for the eigenvalues with small real parts. Therefore the force on these eigenvalues is approximately purely imaginary explaining their almost undeflected rush towards the real line (Fig. 6).

Although \( H \) is a circulant matrix and hence normal, \( H + \delta t \, P \) is not, but the deviation from normality is mild for small \( g \) as the following shows. The following analysis combined
The evolution of any eigenvalue in this model is only due to its complex conjugate even when \( \delta t \) is not small. We quantify the degree of non-normality by looking at \( [H(t), H^T(t)] = \delta t \{[H, P] - [H^T, P] \} \), which is calculated to be

\[
[H(t), H^T(t)] = 2 \delta t \sinh g \begin{bmatrix}
0 & p_1 - p_2 & 0 & \cdots & 0 & p_n - p_1 \\
p_1 - p_2 & 0 & p_2 - p_3 & \cdots & 0 & 0 \\
0 & p_2 - p_3 & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 & p_{n-2} - p_{n-1} & 0 \\
0 & \cdots & 0 & p_{n-2} - p_{n-1} & 0 & p_{n-1} - p_n \\
p_n - p_1 & \cdots & p_{n-2} - p_{n-1} & 0 & p_{n-1} - p_n & 0
\end{bmatrix}.
\]

Let us take each \( p_i \) to be randomly distributed with mean \( \mu \), then the commutator matrix in an expectation sense (with respect to entries) is the zero matrix. For example, if we take \( p_i \) to be normally distributed with mean \( \mu \) and variance \( \sigma^2 \) (i.e., \( \mathcal{N}(\mu, \sigma^2) \)), then \( X_i \equiv (p_{i+1} - p_i) \sim \mathcal{N}(0, 2\sigma^2) \) and each entry has mean zero and variance \( 4t^2 \sinh^2 g \). Therefore fluctuations are small so long as \( g \) is small where the variance is approximately \( 4t^2 g^2 \).

**Remark** We intentionally did not use the Frobenius norm to quantify normality as it would not appreciate the entries of the commutator being zero in an expected sense despite \( \mathbb{E}(p) \neq 0 \). Take as a measure of non-normality the ratio \( \left\| [H(t), H^T(t)] \right\|_F / \|H\|_F^2 \). But \( \|H\|_F^2 = 2n \cosh 2g \) and \( \left\| [H(t), H^T(t)] \right\|_F^2 = 2t \sinh g \left\{ 2 \sum_i (p_{i+1} - p_i)^2 \right\} \), where \( p_{n+1} = p_1 \), and \( \sum_i X_i^2 \sim 2\sigma^2 \chi_{n-1}^2 \), where \( \chi_{n-1}^2 \) denotes a chi-square distribution with \( n - 1 \) degrees of freedom and we have

\[
\left\| [H(t), H^T(t)] \right\|_F / \|H\|_F^2 \sim \frac{\sigma \sqrt{2t} \sinh g}{n \cosh 2g} \chi_{n-1}.
\]

The mean of the \( \chi \)-distribution is \( \sqrt{2\Gamma[(n + 1)/2]} / \Gamma(n/2) \), which for large \( n \) is approximately \( \sqrt{2n} \) and we have

\[
\mathbb{E} \left[ \frac{\left\| [H(t), H^T(t)] \right\|_F}{\|H\|_F^2} \right] = \frac{2\sigma \sqrt{t} \sinh g}{\sqrt{n} \cosh 2g}.
\]

Comment: Consider \( g \gg 1 \), where \( H \) becomes proportional to a permutation matrix. In this limit the foregoing expectation is zero. Second take \( g \ll 1 \), in which case the expectation is approximately \( 2\sigma \sqrt{\frac{t\pi}{n}} \); in this limit the matrix is approximately symmetric.

### 3.5 Further Illustrations

Suppose we perturb a \( 64 \times 64 \) real orthogonal matrix, \( M \), with \( \delta t \) \( P \), where \( P \) is a real random matrix and \( 0 \leq \delta t \leq t_{\text{max}} \) with Gaussian entries. In Fig. 7(left) we show the motion of the eigenvalues and indicate \( t_{\text{max}} \) for each and on the right we take \( P \) to be a random \( \pm 1 \) matrix.

An application of this work is a better understanding of the origin of real eigenvalues in the Hatano-Nelson model as discussed above (Fig. 1). In Fig. 6 one sees the formation of wings mentioned Sect. 1. Despite the base case being the same, the motion of the eigenvalues of the Hatano-Nelson model in Figs. 1(left) and 6 is much more uniform than in Fig. 1(right). In the latter plot in the course of the evolution there were 50 intervals with a different random \( P \) acting in each. Although continuous, this makes the motion jittery.
Fig. 7 Trajectories of the eigenvalues of $M + \delta t P$. Left $M$ is an orthogonal matrix and $t_{\text{max}} = 2$. $P$ is a real random Gaussian matrix with norm 1. Right $M$ is an orthogonal matrix and $P$ is a random $\pm 1$ matrix whose norm is 2 and final time is $t_{\text{max}} = 0.74$.

Fig. 8 Eigenvalues of $M + \delta t P$, where $M$ is a real Gaussian random matrix of size 32 with unit 2-norm. $P$ is a real random Gaussian matrix with unit 2-norm. We took $t_{\text{max}} = 0.5$.

In Fig. 8 we take $M$ and $P$ to be two independent $32 \times 32$ real random Gaussian matrices and normalize them to have a unit 2-norm. Here we also see cases where complex conjugate pairs become real eigenvalues first and then as a result of yet another encounter leave the real line by forming a complex conjugate pair with the newly encountered eigenvalue.

4 Special Case of Stochastic Dynamics of the Eigenvalues

4.1 A Discrete Stochastic Process

Suppose $M(t)$ is a discrete stochastically varying matrix with $M \equiv M(0)$ being a fixed real $n \times n$ matrix. We discretize time $0 = t_0 < t_1 < \cdots$, and define the evolution of $M(t)$ for
any \( t_i \leq \delta t \leq t_{i+1} \) by a piece-wise linear stochastic process

\[
M(t_i + \delta t) = M(t_i) + \delta t \cdot P(t_i),
\]

where \( \delta t \in [0, t_{i+1} - t_i) \) and each \( P(t_i) \) is a random matrix impulse whose entries are independent and have mean zero i.e., \( \mathbb{E}[p_{jk}] = 0 \ \forall \ j, k \). The eigenvalues of a continuous stochastic process are continuous in \( t \) and within every interval \((t_i, t_{i+1})\) the results of Sect. 3.2 apply.

Had we used \( \sqrt{\delta t} \) in Eq. 32, and defined the process such that \( M(t_i + \delta t) - M(t_i) = \sqrt{\delta t} P \sim N(0, \delta t)_{\mathbb{R}^n \times \mathbb{R}^n} \), then \( M(t) \) would define a discrete Wiener process, which is very special type of a stochastic process. The square root of \( \delta t \) is to satisfy the requirement that the variance grows linearly with time. The natural geometry would then be a random walk on the space of \( n \times n \) real matrices [5, Chap. 3].

### 4.2 Smoothened Discrete Stochastic Process

In practice nothing develops infinitely fast and no impulse acts instantly. It is more satisfactory to have a controlled smooth, albeit potentially rapidly changing, formulation of the stochastic impulse. To this end, in what follows we define a smooth version of the stochastic impulse, denoted by \( P_\epsilon(t) \), that in the limit of \( \epsilon \to 0 \) becomes Eq. 32. Let

\[
P_\epsilon(t) = \sum_{i \geq 0} P(t_i) \cdot W_\epsilon(t; t_i, t_{i+1}),
\]

where each \( P(t_i) \) is as before and we define the window function \( W_\epsilon(t; t_i, t_{i+1}) \) to be (see Fig. 9)

\[
W_\epsilon(t; t_i, t_{i+1}) = \begin{cases} 
\Theta(t_{i+1}) - \Theta(t_i) & t_i + \epsilon < t < t_{i+1} - \epsilon \\
B_-(t; t_i, t_{i+1}) & t \leq t_i + \epsilon \\
B_+(t; t_i, t_{i+1}) & t \geq t_{i+1} - \epsilon 
\end{cases}
\]

with \( \epsilon < (t_{i+1} - t_i)/2 \), and \( \Theta \) being the Heaviside function. \( B^+ \) and \( B^- \) are the right and left sections of the modified bump function [27] respectively shown in Fig. 9, such that they reach zero at \( t_i \) and \( t_{i+1} \) and are scaled to have 1 as their maxima (Fig. 9). Mathematically, they are

\[
B_-(t; t_i, t_{i+1}) = \begin{cases} 
e^{-\frac{1}{1-(t-t_i-\epsilon)/\epsilon^2}} & t_i \leq t \leq t_i + \epsilon \\
0 & \text{otherwise}
\end{cases}
\]

![Fig. 9](image-url) The smooth window function \( W_\epsilon(t; t_i, t_{i+1}) \) for \( t_i \leq t \leq t_{i+1} \)

\( \square \) Springer
and
\[
B_+ (t ; t_i, t_{i+1}) = \begin{cases} 
1 - \frac{1}{\sqrt{1 - [(t - t_{i+1})/\lambda]^2}} & t_{i+1} - \epsilon \leq t \leq t_{i+1} \\
0 & \text{otherwise}
\end{cases}.
\]

We think of \(B_+ (t ; t_i, t_{i+1})\) as equations for the boundary layers near every \(t_i\). Moreover, the desired independence of time intervals in the discrete stochastic process is guaranteed by the independence of \(P(t_i)\)’s and their confinement to \(t_i \leq t \leq t_{i+1}\) by \(W_e (t ; t_i, t_{i+1})\).

It is easy to check that \(P_e(t)\) is differentiable everywhere \(^4\). More specifically, for \(\epsilon > 0\), it is smooth \((C^\infty)\) everywhere but on a set of measure zero (i.e., all \(t_i\)), where it is only \(C^1\). We shall need the differentiable property below. With these definitions the smooth version of Eq. 32 reads
\[
\dot{M}_\epsilon (t) = P_e (t)
\]
with the base case \(M \equiv M_\epsilon (0)\) being a fixed real \(n \times n\) matrix. \(M (t)\), which is not differentiable at any \(t_i\), is recovered by \(\lim_{\epsilon \to 0} M_\epsilon (t)\).

Since \(P_e(t)\) is random and differentiable, \(\lambda (t)\)’s are distinct with probability one. That is \(\lambda_i (t)\) has an open neighborhood around it that does not contain any other eigenvalue and can be taken to be a smooth function of \(t\) \(^2\). We shall investigate the eigenvalues of \(M (t)\).

The smoothing procedure is not necessary if one is only interested in the spectral properties inside a single interval such as in Sec. 3.5. In this case, attraction holds for \(t \in (t_i, t_{i+1})\); i.e., outside the boundary layers.

From our derivations leading to Eq. 34, it now becomes obvious that, for small \(\epsilon\), inside the boundary layers, i.e., times \((t_i - \epsilon, t_i + \epsilon)\), the dominant force on any eigenvalue is the inertial force \(u_i^* (t) \dot{P}_e (t) v_i (t)\), because
\[
\begin{align*}
\dot{u}_i^* (t) \dot{P}_e (t) v_i (t) & \sim 1/\epsilon^2 & t_j < t < t_j + \epsilon \\
\dot{u}_i^* (t) \dot{P}_e (t) v_i (t) & \sim -1/\epsilon^2 & t_j - \epsilon < t < t_j.
\end{align*}
\]
For all other times this term is zero and the interaction of the eigenvalues, given by the second term (Eq. 13), governs the force. We will further discuss this and the continuum limit in the next section.

Below to simplify notation, we let \(\lambda_i (t) = \lambda_i\), \(v_i (t) = v_i\), and \(u_i (t) = u_i\), whereby, Eq. 10 reads
\[
\ddot{\lambda}_i (t) = \left( \dot{u}_i^* \dot{P}_e (t) v_i \right) + 2 \sum_{j \neq i} \frac{c_{ij} c_{ji}}{\lambda_i - \lambda_j}
\]
\[
\equiv \text{(Stochastic Force)} + \sum_{j \neq i} \{ \text{Force of } \lambda_j \text{ on } \lambda_i \},
\]
where \(c_{ij} = u_i^* P_e (t) v_j\).

**Corollary 2** (attraction) *Let \(M \equiv M_\epsilon (0)\) be a real matrix that evolves according to \(\dot{M}_\epsilon (t) = P_e (t)\), where \(P_e(t)\) is given by Eq. 33. Then for all \(t\), any complex conjugate pair of eigenvalues of \(M_\epsilon (t)\) attract (as in Definition 2). Moreover the expected stochastic force is zero.*

---

\(^4\) It is possible to construct \(C^\infty\) versions of such window functions such as the Planck-taper window function \([27, pp. 127–134]\); however, \(W\) has a simple form with the basic differentiability properties needed here.
The attraction immediately follows from the previous proof of attraction for small perturbations. Let us denote $P_{\epsilon}(t)$ and its components by $P_{\epsilon}$ and $p_{\epsilon\ell}$ respectively. The first variation of the eigenvalues in Eq. 7, using index notation reads $\lambda_i = u_{i,j}^* p_{\epsilon\ell} v_{i\ell}$.

We comment that for small $t_t \leq \delta t \leq t_{t+1}$, $u_{i,*}$ and $v_i$ are taken to be eigenvectors of $M(t_t)$ which are independent of $P_{\epsilon}(t_t + \delta t)$. Hence the right-hand sides, in the proof below, are accurate up to $O(\delta t)$. The first variation is

$$\mathbb{E}[\lambda_i] = \mathbb{E}[u_{i,m}^* p_{\epsilon\ell}] v_{i\ell} = 0,$$

since $\mathbb{E}[p_{\epsilon\ell}] = 0$ by assumption. From Eq. 10 we have

$$\mathbb{E}[\lambda_i] = \mathbb{E}[(\dot{P}_\epsilon)_{m\ell}] v_{i\ell} + \frac{1}{2} \mathbb{E} \sum_{j \neq i} \frac{(u_{j}^* P_{\epsilon} v_{i}) (u_{i}^* P_{\epsilon} v_{j})}{\lambda_i - \lambda_j},$$

where $\mathbb{E}[(\dot{P}_\epsilon)_{m\ell}] = \mathbb{E}[p_{\epsilon\ell}(t_t)] W_{\epsilon}(t; t_t, t_{t+1}) = 0$. We have

$$\mathbb{E}[\lambda_i] = -i \frac{\mathbb{E}[p^2] \|u_i\|_2^2}{\text{Im}(\lambda_i)} + \frac{1}{2} \mathbb{E}[p^2] \sum_{j \neq i} \frac{(v_j^T v_{i}) (u_i^* u_j)}{\lambda_i - \lambda_j}.$$  

Therefore the expected force of attraction between complex conjugate pairs is

$$\mathbb{E}[\text{force of } \lambda_i \text{ on } \lambda_j] = -i \frac{\mathbb{E}[p^2] \|u_i\|_2^2}{\text{Im}(\lambda_i)}.$$  

Remark 7 Complex conjugate eigenvalues and eigenvectors that ultimately become real or those that are initially real and eventually become a complex conjugate pair must first become equal. Since the motion of the eigenvalues is continuous and the matrix is real, the transition from a complex conjugate pair to two real eigenvalues or vice versa requires that they first become equal. This corollary may be obvious but perhaps is interesting in that the degeneracy of eigenvalues is forced under a generic evolution.

Corollary 3 The expected force of attraction of the complex conjugate eigenvalues is directly proportional to the square of the 2-norm of the left eigenvector and the variance of the entries of the perturbation matrix.

This is an immediate consequence of Eq. 40. The numerator in Eq. 40 can change the strength of interaction, most notably because of $\|u_{i,*}\|_2^2$, which for non-normal matrices can become quite large.

Now suppose we want to define a continuous stochastic process where in the equations of motion we first take $\epsilon \rightarrow 0$ and then $\delta t \rightarrow 0$. The first limit will produce two Dirac delta functions at each $t_t$ whereby $\lim_{t \rightarrow t_{t-1}} \dot{P}(t) = -P(t_{t-1}) \delta(t_t)$ and $\lim_{t \rightarrow t_{t+1}} \dot{P}(t) = P(t_t) \delta(t_t)$; therefore the function is not differentiable at $t_t$. Lastly, $\delta t \rightarrow 0$ will ensure that the stochastic process is nowhere differentiable as one expects from continuous Brownian motion ideas. So what does this mean for eigenvalue attraction? The infinitesimally close delta function impulses dominate the time evolution (Eqs. 35, 36) with a zero mean force on any eigenvalue.

Remark 8 For a real stochastic process as before the requirement of $M_{\epsilon}(t)$ being normal for all times demands that $[M_{\epsilon}(t_t) - M_{\epsilon}^T(t_t), P_{\epsilon}(t_t)] = 0$ which generally is not met for generic $P_{\epsilon}(t_t)$.  

Springer
5 Further Discussions and Open Problems

Strongly attracting complex conjugate pairs ultimately coalesce on the real line and scatter like billiard balls and move about on the real line. Thereafter they can act like “normal” eigenvalues and repel. In particular, the inevitability of collision between an eigenvalue and its complex conjugate prevents any eigenvalue from crossing the real line (changing the sign of its imaginary part), without a second encounter.

The motion of the eigenvalues is constrained by the reality of the matrix; the eigenvalue distribution remains symmetric about the real axis. As can be seen in the figures, an interesting scenario is when two complex conjugate eigenvalues attract and coalesce on the real line, after which they move in opposite directions on the real line till one of them collides with another (real) eigenvalue. Subsequently, the newly encountered eigenvalue and one of the original complex conjugate eigenvalues can momentarily become equal, then move off the real line as a new complex conjugate pair (see Fig. 8, the left figure in Fig. 3 and the right figure in Fig. 7 for examples). At times they simply repel each other and remain real.

We emphasize that the proof of complex conjugate attraction is one of the many forces and at any given instance the net force on any eigenvalue (Eqs. 10 and 37) is the result of the sum of forces of the remaining \( n - 1 \) eigenvalues. In particular, a random collision can take place in the complex plane between eigenvalues that are not complex conjugates and cause a deviation in the path of an eigenvalue that initially moved towards the real line.

It should be clear that the attraction proved in this work does not imply that the long-time behavior is an aggregation of all the eigenvalues on the real line. For a fixed \( \delta t \), and over long times, the process loses memory of the initial condition (i.e., \( M (t = 0) \)) and ultimately behaves like a random walk on the space of \( \mathbb{R}^{n \times n} \) matrices. In fact, Edelman et al. [28] showed that for an \( n \times n \) real random matrix whose entries are drawn from a standard normal distribution, the expected number of real eigenvalues is approximately \( \sqrt{\frac{2n}{\pi}} \). Later Tao and Vu [29] proved that matrices whose entries are jointly independent, exponentially decaying, and whose moments match the real Gaussian ensemble to fourth order have \( \sqrt{\frac{2n}{\pi}} + o(\sqrt{n}) \) real eigenvalues.

It would be interesting to calculate relaxation times for real deterministic matrices that evolve stochastically and see how long it takes for the matrix to start acting “typical” whereafter the results just mentioned determine the expected behavior.

For any simple eigenvalue \( \lambda_i \), the condition number [1, p. 474] is a function of the angle between the left and right eigenvectors denoted by \( \theta_0 \)

\[
\kappa_i = \frac{\|u_i\| \|v_i\|}{|u_i^*v_i|} = \|u_i\| = \frac{1}{|\cos \theta_0|},
\]

where we used the orthogonality condition (Eq. 6) and the normality (unit length) of \( v_i \).

By the Cauchy-Schwarz inequality \( \kappa_i \geq 1 \). An eigenvalue for which \( \kappa_i = 1 \) is called a normal eigenvalue and is stable under perturbation, whereas an ill-conditioned eigenvalue has \( \kappa_i \gg 1 \). The right and left eigenvectors associated to an ill-conditioned eigenvalue can become almost orthogonal implying \( \kappa_i \gg 1 \) or equivalently \( \|u_i\| \gg 1 \).

The eigenvalues of normal matrices (e.g., Hermitian, unitary) are very stable under small perturbations. This is not generally the case for non-normal (e.g., Toeplitz) matrices, where small perturbations can change the spectrum significantly [1,30]. Therefore by Corollary 3, complex conjugate eigenvalues that are distant; i.e., \( \text{Im} (\lambda_i) \) is not necessarily small, can attract strongly if they are ill-conditioned.
5.1 Does the Low Density of Eigenvalues Near the Real Line Result from Repulsion?

It was previously argued that the relatively low density of eigenvalues of real random matrices seen near the real axis results from a repulsion of eigenvalues from the real line [31], [32, Sect. 6.1] (see Fig. 10). Preceding [32], Edelman derived the distribution of the eigenvalues for standard normal random matrices and, interestingly, argued that one might think of the real axis as attracting the nearby eigenvalues [33, Sect. 2 following Theorem 6.2] (preprint appeared in 1993).

One can conceive of a potentially more complete explanation, where the interaction and dynamics of the eigenvalues take the center stage and not a mysterious interaction with the real axis. To do so, one might need to relate every instance of a real random matrix to the limit of a stochastic process with a base case contained in the deformations of the particular matrix (see below).

In the considerations above, the complex conjugate eigenvalues of a real matrix move more rapidly towards the real line. Moreover, colliding eigenvalues on the real line have a large acceleration when they shoot off the real line. This is easily seen from Eq. 13; real eigenvalues have high accelerations as $\lambda_i - \lambda_j$ is small and their subsequent motion is either on the real axis or into the complex plane.

In either case when there is an imaginary component to the acceleration, its magnitude is quite high. The former corresponds to high accelerations towards the real line which result in the complex conjugate eigenvalues becoming real. The latter is a strong repulsion away from the real line, shooting the eigenvalues into the complex plane away from the real axis. Therefore, at any given time, on average, one expects a smaller number of eigenvalues to be in the vicinity of the real axis. For large times, when the equilibrium is reached, $M(t)$ will have lost the memory of the initial conditions. At all subsequent times, under the stochastic evolution, some eigenvalues become real (because of attraction) and some move off the real line (because of collisions) and on average about $O(\sqrt{n})$ of the eigenvalues will be found on the real line.

Large forces between nearby eigenvalues is in no way special to the ones with small imaginary components. However, the reality of the matrix causes an anisotropy—the acceleration of the eigenvalues in the imaginary direction becomes larger.
Conjecture The low density of eigenvalues of real random matrices near the real axis is the result of the large imaginary components of the acceleration into (attraction of complex conjugate pair) and away from (colliding real eigenvalues) the real axis.

The relative lack of stability of eigenvalues may explain their aggregation on the real line, as well as their low nearby density. In order to settle this conjecture, a first step might be to construct any \( n \times n \) real random matrix as a limit of a dynamical process like we did above. In particular, deformations of a given random matrix are also random, so in a way, one can conceive of the stochastic process to be the deformations of a matrix in the neighborhood of the random matrix. Then one can relate the expectation of finding an eigenvalue to the expectation of the time it spends anywhere on the complex plane, which, for real random matrices, would be lower in the vicinity of the real axis.

It is our belief that the repulsion of eigenvalues away from the real line is only part of the story in accounting for their relative low density near the real axis.

5.2 Further Opportunities for Future Work

A list of other open problems includes:

1. What is the probability of collision of eigenvalues on the real line?\(^5\) The answer to this question would be a helpful step in proving the conjecture above.
2. Estimation of \( c_{ij} \) would help quantify the direction and strength of interaction between pairs of eigenvalues.
3. One could give an estimate of the imaginary part of Eq. 31. By doing so one can solve the differential equation to calculate the time it takes for any eigenvalue, \( \lambda_k \), to reach the real axis, which is the time that \( \lambda_k \) and \( \overline{\lambda_k} \) collide and momentarily become degenerate. Indeed, let \( u \equiv \text{Im} (\lambda_k) \). The imaginary part of the differential equation (Eq. 31) is of the form \( \ddot{u} = f (u) \), which can be solved by first multiplying both sides by \( \dot{u} \). That is \( \ddot{u} \dot{u} = \frac{1}{2} \frac{d}{dt} (\dot{u})^2 = \dot{u} f (u) \) and one has \( d (\ddot{u})^2 = 2 f (u) \, du \), hence \( \dot{u} (t) = \sqrt{\left( \dot{u} (0) \right)^2 + 2 \int f (u) \, du} \), which can be integrated once more to solve for \( t \) when \( u (t) = 0 \).
4. Study of eigenvector localization, especially as the eigenvectors become more real.
5. Toeplitz matrices provide excellent examples of matrices that can be asymmetric and arise in various applications [1]. It would be interesting to better understand the role of the symbol (e.g. its singularity) [1] in connection with this work.
6. Do new features appear in the operator limit?
7. Application of this work in other areas such as open quantum systems [34,35], PT-symmetric material [12] and biophysics [13].
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\(^5\) This question was posed to us by Freeman Dyson.
Appendix: Matlab Code

Algorithm 1 Code for plots shown in Sections I and III E. The base case can be changed by (un)commenting.

Contents
- Defining the base case M(0):
- Hatano-Nelson matrix as M(0):
- Additive Randomness
- Time evolution and motion of eigenvalues in the complex plane

% Rami Movassagh, Fall 2015
% This code shows the motion of the eigenvalues as described in the paper
clear; n=64; % Size of the matrices

Defining the base case M(0):

% [X dc]=qr(randn(n)); % random orthogonal
% H=randn(n); % random Gaussian

g=0.2;
row=[0 exp(g) zeros(1,n-2)]; col=[0 exp(-g) zeros(1,n-2)];
H=toeplitz(col,row); H(1,1)=exp(-g); H(n,1)=exp(+g);

Hatano-Nelson matrix as M(0):

Additive Randomness

D=diag(randn(1,n)); % random diagonal Gaussian
% D=(randn(n)); % random dense Gaussian
D=D/norm(D); % Make norm one

Time evolution and motion of eigenvalues in the complex plane

p=3; % sets the darkening rate of trajectories
tMax=2; % Maximum time of evolution
dt=0.01; % Time steps
figure(1); plot(eig(H),'r','MarkerSize',25); hold on; % Unperturbed
for t=0:dt:tMax
    figure(1)
    plot(eig(H+t*D),'k','MarkerSize',10,'color',...
         [1-(t/tMax)^p (1-(t/tMax)^p) (1-(t/tMax)^p)], hold on;
    title(['The current t is: ',num2str(t)]); pause(0.1); end
figure(1); e=eig(H); plot(real(e),imag(e),'r','MarkerSize',25); hold off;
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