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Abstract
To enhance the path following ability for fixed-wing unmanned aerial vehicles, and solve the stability and high-accuracy tracking problems due to inappropriate route switchover time during intense maneuvers, an improved nonlinear path following method with on-line transition trajectory generation was proposed in the article. Firstly, the influence of the guidance distance to the nonlinear path following method was verified through a flight experiment, and the importance of the critical time for route switchover was deduced. The on-line transition trajectory generation was expected to realize the automation of the switchover process, including the computation of the critical switchover time and desired paths. Secondly, to generate the on-line transition trajectory, the computation method was derived for typical intense maneuvers, such as the turning maneuver for square trajectory, or the converging maneuver to the expected trajectory under initial numerous errors (such as modifying the waypoint during a flight mission). Finally, to solve the situations in which the transition trajectory does not exist, an adaptive guidance distance algorithm was proposed to improve the flight stability and accuracy. From the simulation and flight experiment results, stability and high accuracy can be guaranteed for different situations with the proposed methods. The path following error is smaller than 1.0 m when it is converged (in downwind or upwind situations), which is important for the method to be used widely.
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Introduction
With the development of science and technology, unmanned aerial vehicles (UAVs) are becoming more and more common in human life. UAVs are widely used for intelligence, surveillance, and reconnaissance, and so on. As there is no pilot on the vehicle, UAVs can be qualified for some dull, dirty, and dangerous tasks.

To be fit for kinds of flight tasks, an essential function of UAVs may be that they can follow the predefined path. However, when following a predefined path, such as circles or straight lines, the performance mainly lies on the
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autonomous control system. In normal case, a flight control system can be achieved in two ways. The first one is based on the hierarchical structure and the “divide and conquer” method. A flight control system is always made up of an outer loop and an inner loop. The outer loop controller is mainly designed based on geometric and kinematic properties to generate the attitude command. The inner loop controller is assumed to be fast and robust enough to realize the desired attitude and resist to disturbances. The hierarchical method can be achieved simply, but the stability of the whole control system is difficult to be proved. In another way, an integrated approach is adopted, synthetically designing the inner loop and outer loop simultaneously. The model predictive control is a typical example. For these methods, the stability can be proved, but to realize an effective method with excellent performance may be difficult. In this article, the hierarchical idea is adopted, and details of the autonomous control system will be discussed below.

For a hierarchical method, the path following problem is a crucial portion and many literature have discussed on the problem. The geometric method may be the simplest one, including the pure pursuit, line of sight (LOS), and variants of the pursuit plus LOS (PLOS) laws. These methods may come from the missile guidance requirements. However, they can also be used for path following of UAVs. In the pure pursuit-based and LOS-based guidance methods, a virtual target point (VTP) is defined on the desired path. The vehicles are guided to chase the VTP. As the asymptotic convergence of these methods can be guaranteed, the vehicles may eventually be driven onto the expected path. The distance between the VTP and the projected point of the UAV onto the path is called the “virtual distance.” As a crucial parameter in the LOS laws, the selection of the virtual distance may influence the stability of guidance methods. In the study by Kothari et al., the PLOS law was adopted to solve the UAVs path following problem in windy environments. The guidance law is simple to realize in the flight control system on vehicles. The vehicle can track typical paths accurately, such as straight line paths or circular paths, even that the wind reaches 50% of the UAV’s airspeed.

Instead of the pursuit, or LOS guidance method, a nonlinear guidance law (NLGL) was proposed by Park et al. The VTP notion was adopted in the method also. However, the virtual distance is defined as the distance between the vehicle and the VTP for simplicity. The ground speed is used in the generation of the expected lateral acceleration. Since the information of the “previewed path” is adopted in the guidance law, the method can mainly be deemed as a feed-forward control. Compared with the proportional–integral–derivative (PID) controller, the superiority of this logic can be evaluated from the experiment results. A tight path following algorithm for unmanned aerial system was proposed by Rhee et al. The guidance method mainly focuses on the PID controller with a feed-forward term. As the feed-forward term is composed of the curvature of the path, the author adopts the cubic spline to fit the original path given by points. The fitted cubic spline is a continuously differentiable function, and the feed-forward term of the curvature can be generated explicitly. The performance of the proposed method was verified by experiments.

In the study by Sujit et al., five different kinds of UAVs guidance laws were discussed in detail, including the NLGL and the PLOS methods. The authors analyzed the character of all guidance laws in detail. The performance of the methods was evaluated under wind disturbances, with different parameters. The control effort and the cross-track error were defined as the criterion for the evaluation. As pointed out by the author, the NLGL and the vector field guidance law can realize excellent performance for all conditions. However, there are more parameters in the vector field guidance law, which may make the method difficult to be extended.

To realize faster trajectory converging when the cross-track error is large and conquer the oscillatory behavior when the error is small, a time-varying equation for the lookahead distance with the integral LOS guidance method was proposed in the study by Lekkas and Fossen. The lookahead distance in the LOS method is modeled as a function of the cross-track error. However, the velocity of the vehicle was not taken into account in the design process. This may be irrational, as the vehicle dynamics is related with the speed. An integral LOS method based on model predictive control was proposed in the study by Zhao et al., which is designed to optimize the lookahead distance based on a model predictive control algorithm. From the semi-physical simulation results, faster convergence and smaller oversoot can be achieved by the optimized variable lookahead distance. However, the same problem may appear as in the study by Lekkas and Fossen, where the velocity was not taken into account in the optimization. This may influence the efforts of the method.

To compare different path following algorithms for loiter paths, software-in-the-loop simulations were carried out in the study by Daniel et al., and the dynamic model of the aircraft was considered in the X-Plane simulator. Five different algorithms were simulated, and a new NLGL+ was proposed, to achieve smaller errors and less control effort. However, the influence of the guidance distance to the NLGL and NLGL+ was not discussed in the article.

In the study by Saurav et al., a variable $L_1$ guidance strategy for path following of UAVs was proposed. The strategy was designed to improve the path following performance for reference path with different radii of curvature. The variation of the guidance length was based on the expected settling time and the allowable peak overshoot. From the simulation results, the proposed guidance scheme can achieve smaller cross-track error and faster convergence speed, with the cost of slight increase in overall control effort. The proposed algorithm was simple;
however, it is limited to the reference path with circle arcs. It is difficult to extend the method to generic trajectories.

To solve the stability and high-accuracy problems, especially during intense maneuvers, the NLGL\textsuperscript{12} is to be pushed forward in the article. To solve the stability problem under different kinds of trajectories, an adaptive guidance distance algorithm is proposed in the article. One point to mention is that the path to be followed is not a curve but defined by a sequence of waypoints. This is close to the normal operation of autopilots up to now. When the vehicle is far from the expected path at the initial state, or during a flight mission modifying process, an on-line transition trajectory will be generated to make the vehicle converge to the expected path smoothly. In the control system, the PID controller is adopted for the inner loop. The main contribution of the article is summarized as follows:

1. An on-line transition trajectory generation method is proposed to adapt to different requirements of waypoints (such as passing through the waypoints or not). With an on-line transition trajectory, the vehicle can converge to the expected path with small overshoot, when the vehicle is far from the expected path at the initial state, or during a flight mission modifying process. This is important during the actual flight process for missions, such as surveillance and search.

2. An adaptive guidance distance algorithm is proposed in the article. During the situations in which the transition trajectory does not exist, the adaptive guidance method can be applied, to realize a stable and fast converging process. The computation of the guidance distance is only based on the geometry relation between the vehicle and the expected path, which is simple and benefit to realize in the embedded system on vehicles. To design the criterion for the optimization of the guidance distance, the concepts of overshoot and converging rapidity in traditional control theory are incorporated. This is rational for the analysis of the parameters in the algorithm.

3. In the on-line transition trajectory generation process and the adaptive guidance distance algorithm, the velocity of vehicles was taken into account. This is important when the flying velocity is changed for different missions, and for different kinds of vehicles.

Remainder of this article is organized as follows: The adopted flight control system is discussed in detail in the second section. The nonlinear path following method is also discussed in the section, with detailed analysis of a flight experiment, to induce the importance of route switch-over time and the transition trajectory. In the third section, the proposed on-line transition trajectory generation method is given, to avoid the problem of oscillation due to turning lead or lag. To solve the cases in which the transition trajectory does not exist, an adaptive guidance distance algorithm is proposed in the fourth section. Finally, simulation experiments are carried out in the fifth section, and flight experiments are carried out in the sixth section, followed by a conclusion in the last section.

### The nonlinear path following method

#### Flight control system

To guide an UAV well with the desired path, a flight control system is designed in the article, and the whole structure is demonstrated in Figure 1. The closed feedback concept is well embodied in the design process.

As shown in Figure 1, the flight control system is designed based on the concept of “divide and conquer.” As can be seen from the figure, the flight control system is mainly composed of an outer loop and an inner loop. The outer loop is designed to address the relationship between
the vehicle and the expected path. Based on the position/heading/height of vehicles, to follow the expected trajectory, a guidance algorithm is designed to generate the expected posture and speed. The inner loop is designed to compute appropriate commands for actuators, such as the rudder, aileron, and throttle, and realize the expected posture and speed. Based on the “divide and conquer” strategy, the complicated flight control problem is decomposed. It is difficult to prove the stability of the whole system. However, as it is easy to implement, and through the adjustment of control parameters, excellent performance can be achieved, so, in the article, the hierarchical structure of the control system is adopted. To monitor the whole system, the ground control station (GCS) should receive the state information from the vehicle through wireless communication. When needed, the GCS can also send required commands to the vehicle.

As discussed above, in the article, the relationship between the vehicle and the expected path in the horizontal plane is focused. So, the lateral control of the vehicle is the major part in the outer loop. The relationship between the vehicle and the expected path in the horizontal plane is shown in Figure 2. The vehicle is guided to follow the desired path. However, due to kinds of disturbances, it deviates from the desired path with a cross-track error \( d \), and a flight path angle error \( \Delta \psi = \psi_r - \psi_a \). \( \psi_r \) is the heading angle of the desired path, reference to the \( X \)-axis, and \( \psi_a \) is the heading angle of the vehicle. The lateral control is to compute the corresponding command, so to minimize \( d \) and \( \Delta \psi \). \( \chi_a \) is the heading of the vehicle ground speed or the course angle (\( \chi_a \) is equal to \( \psi_a \) when there is no wind).

**UAV navigation model**

To design a path following method, a kinematic model of an UAV should be provided first. As the path following problem in the horizontal plane is focused in the article, the sophisticated six degrees freedom of the kinematic equations in the inertial frame could be simplified as

\[
\begin{align*}
\dot{x} &= v_g \cos(\chi) \\
\dot{y} &= v_g \sin(\chi) \\
\dot{z} &= 0 \\
\dot{\chi}_a &= \Gamma(\psi_a) \frac{a}{v_g} 
\end{align*}
\]

where \( \Gamma(\psi) = \frac{v_g^2 + v_g(W_x \cos \psi + W_y \sin \psi)}{v_g^2 + W_x^2 + 2W_x W_y \cos \psi + W_y^2} \). \( v_g \) is the ground speed of the UAV and \( v_g \) is the airspeed. \( \psi = W_x, W_y, W_z \) is the wind speed. \( a \) is the lateral acceleration, which is the main factor for the lateral motion of the vehicle. \( x, y, z \) represent the position of the UAV in the inertial frame.

**The nonlinear path following method**

As discussed above, the path following method is mainly based on an NLGL proposed by Park et al.\(^{11} \) The basic illustration can be seen in Figure 3. In the NLGL, a constant distance \( L \) should be designed first. A VTP on the desired path is generated, by the UAV position and \( L \). The heading angle error \( \eta \) is the difference between the aircraft’s velocity vector and the line segment \( L \). Detailed points of the algorithm will be deduced as follows, with the ground speed \( v_g \) and \( \eta \).\(^{11,18} \)

As shown in the figure, the lateral motion of the vehicle to follow the desired path is correlated to the lateral force and the corresponding acceleration \( a_c \). To compute the required lateral acceleration, in a temporal guidance cycle, the motion of the UAV in the horizontal plane can be approximated as a circular trajectory.\(^{18} \) The radius can be computed from the geometry in Figure 3 as follows

\[
R = \frac{L}{2 \times \sin(\eta)}
\]

And the lateral acceleration can be computed from Newton’s second law

\[
a_c = \frac{v_g^2}{R}
\]

So the expected lateral acceleration in equation (4) can be computed combining equations (2) and (3).
\[ a_s = \frac{2 \times v_g^2 \times \sin(\eta)}{L} \]  

(4)

As \( L \) is a constant parameter defined in advance, from the formula, the lateral acceleration is mainly determined by the ground speed \( v_g \) and the heading angle error \( \eta \).

In another aspect, according to the balance requirement between weight and lift of the vehicle, the following formulas can be obtained as

\[
\begin{align*}
F_L \times \cos(\phi) &= mg \\
F_L \times \sin(\phi) &= ma_x
\end{align*}
\]  

(5)

where \( \phi \) is the roll angle and \( F_L \) is the aerodynamic force perpendicular to the wing of the vehicle.

Consequently, combining equations (4) and (5), the roll angle command can be computed as follows

\[
\phi_{cmd} = \arctan \left( \frac{2 \times v_g^2 \times \sin(\eta)}{Lg} \right)
\]  

(6)

The generated command can be used in the inner loop. In another aspect, to make the vehicle fly flat in the plane, the coordinated turn is adopted, and the elevator should be used to compensate the fall of the vehicle during the rolling action.

**The influence of the guidance distance**

As the sole adjustable parameter in the nonlinear path following method (\( \eta \) is determined by \( L \) and the vehicle state), a significant relationship exists between \( L \) and the following result. So, in this section, a flight experiment will be provided firstly, to induce the impact of \( L \), and the following research.

The experiment was carried out with the platform as shown in Figure 4. It is a commercial off-the-shelf model plane, and the length is about 1.6 m. The spin of the wing is about 2.4 m. The maximal takeoff weight is about 6.4 kg. For the experiment, the vehicle is equipped with an electric brushless motor and a propeller. The flight experiment is carried out based on an autopilot designed by the authors.

During the experiment, the vehicle is required to follow a square trajectory, which is determined by the four waypoints marked 1234 in Figure 5. The expected flight speed (airspeed) is 15 m/s, and the southern wind is about 4 m/s during flight. The \( L \) is set 50 m at the first round and is increased 20 m once a loop, until 150 m. The flight trajectory is shown in Figure 5, and the cross-track error between waypoint 2 and waypoint 3 (considered as a stable following process) is shown in Figure 6.

From Figures 5 and 6, during the stable following process, the precision is higher with a smaller \( L \). However, during the turning process, oscillation may appear with a smaller \( L \). This may be due to the fact that when \( L \) is very small, the vehicle starts to turn with very short distance to the current waypoint. In such case, the required turning radius may be smaller than the permitted value and may
cause the vehicle to oscillate. However, if the vehicle starts to turn with a long distance to the current waypoint, the following precision may be worse than appropriate guidance distance, and the effect of executing special flight tasks may not be satisfied. This can be seen especially obvious from the results of the right-bottom corner (from waypoint 3 to waypoint 4) in Figure 5, where the vehicle is flying downwind, and the ground speed is larger (in such case, the permitted turning radius is bigger). So, how to determine an appropriate $L$ and a suitable route switchover time (such as change the target waypoint from 3 to 4) automatically (according to the vehicle speed and attitude, etc.) is important for the vehicle to fly steadily and accurately. Based on the research below, the phenomenon of turning lead or lag is expected to be avoided.

The improved nonlinear path following method

Research of turning control during square trajectory with on-line transition trajectory generation method

Focusing on the problems above, an on-line transition trajectory generation method will be proposed in this section. The transition trajectory is expected to guarantee the vehicle choose appropriate route switchover time and fly steadily during intense maneuvers (such as the turning maneuver during square trajectory above, or the converging maneuver to expected trajectories with numerous errors at the initial state). Borrowing the ideas from the Dubins trajectory, the transition trajectory is mainly based on the circle with the minimal turning radius (corresponding to the vehicle speed), so to shorten the time needed for the transition process. To adapt to complicated circumstances, the transition trajectory should be generated on-line, rather than off-line. The main work of the on-line transition trajectory generation research includes:

1. the condition under which the transition trajectory exists;
2. the condition under which the vehicle should switch in/out the transition trajectory.

And the following discussion will be based on the typical situations, including the turning maneuver during the square trajectory and the converging maneuver to the expected circle trajectory with numerous errors at the initial state.

The typical situation of following a square trajectory can be seen in Figure 7. The vehicle is flying along the straight line $AB$ and is to switch to the straight line $BC$. The temporal position of the vehicle is $O_r(x_r, y_r)$, and the heading is $\psi_a$. $v_g$ is the ground speed of the vehicle. The maximal allowed roll angle is $\phi_{\text{max}}$. According to the vehicle kinematics, the following formula (7) can be obtained as

$$R_{\text{min}} = \frac{v_g^2}{g \times \tan(\phi_{\text{max}})}$$

From the geometric relationship in Figure 7, the constraint conditions for the transition trajectory can be summarized as follows

$$\begin{align*}
    x_0 &= x_c + R_{\text{min}} \times \sin \left(-\frac{\pi}{2} + \psi \right) \\
    y_0 &= y_c + R_{\text{min}} \times \cos \left(-\frac{\pi}{2} + \psi \right) \\
    (x_0 - x_r)^2 + (y_0 - y_r)^2 &\geq R_{\text{min}}
\end{align*}$$

where $O(x_0, y_0)$ is the center of the circle corresponding to the transition trajectory and $O_r(x_r, y_r)$ is the projected point of $O(x_0, y_0)$ on the straight line $BC$.

When the above formula is satisfied, the transition trajectory corresponding to a special turning radius exists, to realize the smooth switch from $AB$ to $BC$. If the distance between $O(x_0, y_0)$ and $O_r(x_r, y_r)$ is just equal to $R_{\text{min}}$, it just corresponds to $R_{\text{min}}$.

So, with the object of shortening the time needed for the transition process, the condition for the vehicle to switch to the transition trajectory is that the distance between $O(x_0, y_0)$ and the straight trajectory $BC$ is $R_{\text{min}}$. The condition for the vehicle to switch out the transition trajectory is that the vehicle reaches the $O_r(x_r, y_r)$ position, or the vehicle rotates an angle at center of $2\beta$ along the transition trajectory, where $\beta$ is the angle between the vehicle heading at $O_r(x_r, y_r)$ and the line of $O_rO_r$.

Research of converging maneuver to expected circle trajectory with on-line transition trajectory generation method

The vehicle is required to follow a circle trajectory with the counterclockwise direction. The circle center is
and the circle radius is \( R \). The temporal position for the vehicle is \( O_e(x_e, y_e) \), and the heading angle is \( \psi_e \).
The cross-track error between the vehicle and the circle is \( d_{cr} \). To realize a smooth switch from the temporal state to the circle, the transition trajectory should be designed as follows:

1. The cross-track error \( d_{cr} > 0 \), and the geometric relationship is shown in Figure 8.

As shown in Figure 8, the center of the transition circle corresponding to the minimal turning radius can be obtained as

\[
\begin{align*}
x' &= x_e + R_{min} \times \sin \left( \frac{\pi}{2} + \psi \right) \\
y' &= y_e + R_{min} \times \cos \left( \frac{\pi}{2} + \psi \right)
\end{align*}
\]

Figure 8. Demonstration of generating the transition trajectory for converging to the circle with circumcircle.

The line from \( O \) to \( O' \) intersects with the transition circle at point \( O_v \). The distance between \( O \) and \( O' \) is computed as follows

\[
d' = \sqrt{(x_0 - x')^2 + (y_0 - y')^2}
\]

When the following formula (11) is satisfied, the transition trajectory from the temporal state of the vehicle to the circle exists. When the equality is satisfied, it just corresponds to the critical state and is the condition for the vehicle to switch to the transition trajectory

\[
d' \geq R_{min} + R
\]

(11)

2. The cross-track error \( d_{cr} < 0 \), and the geometric relationship is shown in Figure 9.

\[
\begin{align*}
x' &= x_e + R_{min} \times \sin \left( \frac{\pi}{2} + \psi \right) \\
y' &= y_e + R_{min} \times \cos \left( \frac{\pi}{2} + \psi \right)
\end{align*}
\]

The line from \( O \) to \( O' \) intersects with the transition circle at point \( O_v \). The distance between \( O \) and \( O' \) is computed as follows

\[
d' = \sqrt{(x_0 - x')^2 + (y_0 - y')^2}
\]

When the following formula (12) is satisfied, the transition trajectory from the temporal state of the vehicle to the circle exists. When the equality is satisfied, it just corresponds to the critical state and is the condition for the vehicle to switch to the transition trajectory

\[
d' \geq R_{min} + R
\]

(12)

\[
\begin{align*}
x' &= x_e + R_{min} \times \sin \left( \frac{\pi}{2} + \psi \right) \\
y' &= y_e + R_{min} \times \cos \left( \frac{\pi}{2} + \psi \right)
\end{align*}
\]

The line from \( O \) to \( O' \) intersects with the transition circle at point \( O_v \). The distance between \( O \) and \( O' \) is computed as follows

\[
d' = \sqrt{(x_0 - x')^2 + (y_0 - y')^2}
\]

The deduction is similar to the process above, and the condition for the vehicle to switch to the transition trajectory is as follows

\[
d' = R - R_{min}
\]

Obviously, the solution only exists when \( R \geq R_{min} \).

Similar to the turning control during square trajectory, the condition for the vehicle to switch out the transition is that the vehicle reaches the point of tangency \( O_v(x_v, y_v) \), or the vehicle rotates an angle of \( 2\beta \) along the transition trajectory, where \( \beta \) is the angle between the vehicle heading at \( O_e(x_e, y_e) \) and the line of \( O_eO_v \).

The improved nonlinear guidance method with adaptive guidance distance

The discussion above is mainly focused on the on-line transition trajectory generation problem. The transition trajectory is designed to solve the route switchover opportunity problem and the smooth transition of intense maneuvers (such as the turning maneuver in Figure 5). How to guarantee the vehicle follow the designed trajectory, and fly steadily is important, especially when the flying circumstance is complicated. The nonlinear guidance algorithm can be applied to many situations. However, the guidance distance is crucial to the algorithm, and this can be seen from the results in Figure 6. When the VTP is too close to the vehicle, some oscillation may appear; when the VTP is too far away from the vehicle, the following precision may not be satisfied. So, the nonlinear guidance algorithm is to be improved with an adaptive guidance distance algorithm below. Through the adaptive guidance distance method, the vehicle is expected to fly accurately and steadily.

The approximate linear model of the nonlinear guidance algorithm is derived in the studies of Kothari et al. and Park et al. as follows

\[
\alpha_e \approx \frac{2\gamma}{L} \left( \frac{d_{cr}}{L} + \frac{v}{L} \right)
\]
And it is similar to a linear PD controller. From the formula, the gain of the controller is mainly determined by the ratio between the vehicle speed $v$ and the guidance distance $L$. From the theory of traditional control system, when the vehicle speed $v$ is constant, a smaller $L$ equals to a high control gain, and the controller would respond to the cross-track error quickly and accurately (in appropriate scope). But if the $L$ is too small, the gain of the controller may be oversize, and some overshoot or even oscillation may appear. So, to a special vehicle speed, the lower limit of $L$ should exist.

From the study of Park et al., the nonlinear guidance algorithm is approximated to a second-order system, and the damping ratio is $\zeta = \frac{1}{\sqrt{2}}$, the natural frequency is $\omega_n = \frac{2v}{L}$. So, the bandwidth of the nonlinear guidance algorithm is computed as follows

$$\omega_{\text{guidance}} = \frac{\sqrt{2v}}{L} \quad (14)$$

As a whole system, the dynamic character of the guidance algorithm should be within the scope of the dynamic character of vehicles, so the vehicle is able to follow the guidance command. From Shannon’s theorems, the bandwidth of the guidance algorithm should be less than or equal to one half of the bandwidth of the vehicles (including the control system). So, formula (15) can be obtained as

$$\omega_{\text{guidance}} < \frac{1}{2}\omega_{\text{UAV}} \quad (15)$$

From equations (14) and (15), the lower limit of $L$ can be obtained as

$$L_{\text{min}} = \frac{2\sqrt{2}v}{\omega_{\text{UAV}}} \quad (16)$$

From equation (16), the lower limit of the guidance distance corresponding to a fixed vehicle speed is determined by the bandwidth of the vehicle $\omega_{\text{UAV}}$. To a special vehicle with a fixed speed, the appropriate lower limit can be determined in advance. When the circumstance is simple, the lower limit value can be used for path following directly. However, if the wind is disorderly, the vehicle may be blown away from the expected trajectory and the speed is varied. In such case, the lower limit value may result to small oscillation and affect the stability of the vehicle. So, the lower limit is not enough in such case. The appropriate value for $L$ should be chosen in every control cycle, and an algorithm with adaptive guidance distance will be proposed below.

In another aspect, the real-time requirement is important for a control system of a vehicle. So, the upper limit of $L$ is determined by the permitted optimization time automatically. Assuming the control period is $T$, and the permitted optimization time for $L$ is about $t_a$. Based on $L_{\text{min}}$, the guidance distance is increased by a fixed step $\Delta L$ iteratively in $T$, and the optimal value is chosen based on a designed criterion. When the optimization time is over $t_a$, the process stops, and the upper limit is determined automatically. From the simulation results, for the researched low-speed vehicles up to now (15–30 m/s), the reasonable upper limit of $L$ is about 80–150 m over the lower limit. When the $L$ is out of the scope, the following accuracy may decline severely. In another aspect, the simulation results can be taken into consideration synthetically, to determine the scope of the guidance distance.

The detailed algorithm

With the scope of the guidance distance, a path following method with an adaptive guidance distance is designed, and the basic demonstration is shown in Figure 10.

Assuming the temporal position of the vehicle is $O_v$, and the ground speed is $v_g$. The heading of the vehicle is $\psi_v$. The path following algorithm with adaptive guidance distance is mainly composed of the following steps:

1. From the lower limit of $L$, the guidance distance is increased by $\Delta L$ every time and indexed as $L_0, L_1, L_2, ..., L_n$ (written as $L_j, j = 0, 1, 2, ..., n$ below). The corresponding VTPs are denoted as $O_{\text{ref}0}, O_{\text{ref}1}, O_{\text{ref}2}, ..., O_{\text{refn}}$.

2. For every sampled guidance distance, a predicted trajectory is generated with the temporal vehicle position/heading and the VTP. As in the path following process, only the kinematic model is concerned, the predicted trajectory is approximated as an arc of a circle. As shown in Figure 10, the centers of the predicted trajectory are $P_0, P_1, P_1, ..., P_n$ and the radii are $R_0, R_1, R_1, ..., R_n$. 

![Figure 10. Demonstration of the guidance algorithm with an adaptive guidance distance.](image-url)
Figure 11. Demonstration of the criterion for guidance distance evaluating.

(3) Based on the predicted trajectories and the expected trajectory, a criterion is designed to evaluate the different guidance distances. The criterion is designed from the concepts of overshoot and converging rapidity in traditional control theory and would be given in detail below. The optimal guidance distance and the corresponding VTP are chosen to lead the vehicle follow the expected trajectory.

(4) In every control cycle, the (1)–(3) steps above are executed to find the optimal guidance parameter for path following and to improve the following accuracy and stability.

The criterion for guidance distance evaluating

In the path following method with an adaptive guidance distance above, the criterion to evaluate the guidance distances is crucial. The following performance is affected directly by the criterion. Borrowing the ideas of overshoot and converging rapidity in traditional control theory, the criterion is designed as shown in Figure 11.

When the guidance distance is $L$, the VTP is $O_{\text{ref}}$. The radius of the predicted trajectory is $R$, and the angle at the center is $2\eta$. The projected point of the temporal position $O_c$ on the expected trajectory is $O_c'$, and the length of $O_cO_c'$ is the cross-track error.

In the triangle $\Delta O_cO_c'O_{\text{ref}}$, $O_c'O_{\text{ref}}$ is a denotation of the cross-track error, and $O_c'O_{\text{ref}}$ denotes the length under which the vehicle should go through to converge to the expected trajectory. The product of $O_cO_c'$ and $O_c'O_{\text{ref}}$ can be seen as a representation of the converge rapidity. So, in the article, the square of $\Delta O_cO_c'O_{\text{ref}}$ is defined as the criterion of the converge rapidity to the expected trajectory.

In another aspect, there is an angle error $\theta$ between the predicted trajectory and the expected trajectory at point $O_{\text{ref}}$, as shown in Figure 11. The angle includes the information of the overshoot by the predicted trajectory.

However, as the units of the angle and the cross-track error are different, the normalization of the two variables may be difficult. So, in the article, with the angle error $\theta$, it is assumed that the vehicle is to eliminate the error with the minimal turning radius, as shown in Figure 11, the arc of a circle $O_{\text{ref}}O_{\text{ref}}'$. With the arc $O_{\text{ref}}O_{\text{ref}}'$, the generated cross-track error is $d_{cr}'$, and it is used as another representation of the overshoot corresponding to the guidance distance $L$. Detailed computation of $d_{cr}'$ is given below.

The heading of the predicted trajectory at point $O_{\text{ref}}$ is as follows

$$\theta_1 = \psi + 2\eta$$  \hspace{1cm} (17)

Assuming the heading of the expected trajectory at point $O_{\text{ref}}$ is $\theta_2$, and it is determined by the expected trajectory. So, the angle error $\theta$ can be computed as follows

$$\theta_d = |\theta_1 - \theta_2|$$  \hspace{1cm} (18)

And the cross-track error $d_{cr}'$ is calculated as follows

$$d_{cr}' = R_{\text{min}}(1 - \cos\theta_d)$$  \hspace{1cm} (19)

With the terms of the square of $\Delta O_cO_c'O_{\text{ref}}$ and $d_{cr}'$ above, the criterion is defined as follows

$$Q = w_1 \times L \times d_{cr} + w_2 \times R_{\text{min}} \times d_{cr}'$$  \hspace{1cm} (20)

where $L \times d_{cr}$ is an approximation of the square of $\Delta O_cO_c'O_{\text{ref}}$, and $R_{\text{min}}$ is added in equation (20) to unify the two terms, $w_1$ and $w_2$ are the weights corresponding to converging rapidity and overshoot, and $w_1 + w_2 = 1$. In the simulation results, $w_1$ is designed as follows

$$\omega_1 = \begin{cases} 0; & d_{cr} \geq L_{\text{min}} \\ 1 - \frac{d_{cr} - L_{\text{min}}/n_0}{L_{\text{min}} - L_{\text{min}}/n_0} \times 0.8; & L_{\text{min}} > d_{cr} \geq L_{\text{min}}/n_0 \\ 0.8; & d_{cr} \leq L_{\text{min}}/n_0 \end{cases}$$  \hspace{1cm} (21)

where $n_0 \approx 5 - 10$. The best guidance distance is chosen as follows

$$\begin{aligned} P_{\text{best}} &= \min(P_j), \quad j = 1, 2...n \\ J &= \{j|\min(P_j)\} \\ L_{\text{best}} &= L_{\text{min}} + J \times \Delta L \end{aligned}$$  \hspace{1cm} (22)

where $P_j$ are the costs corresponding to different guidance distances, and $P_{\text{best}}$ is the best one. $\Delta L$ is the variation of the guidance distance to every sampling cycle, and $J$ is the sampling value of the optimal guidance distance.

One point to mention is that, when $R < R_{\text{min}}$, the cost value is infinite.
Simulation results

The on-line transition trajectory generation and following

To verify the performance of the proposed method, some simulations were carried out. The simulation experiments were taken on the PC computer with Windows 10 System. The CPU of the computer is Intel(R) Core(TM) i7-8750H. The RAM of the computer is 8G. The Visual Studio 11 environment was used to model the vehicle and realize the control system. The simulation results of transition trajectory generation on-line and following are shown in Figure 12. The initial position of the vehicle is \((0, 0)\) and the heading is \(p_2 = \frac{\pi}{2}\). The vehicle is flying along the line of \(y = 0\) with a speed \(v = 15\) m/s. The expected trajectory is composed of a parallelogram \(ABCD\) and a circle with radius 90 m. The maximal roll angle is defined as \(\frac{\pi}{C_14}\) rad. The control period of the inner loop is 50 Hz.

From the parameters above, the minimal turning radius is \(R_{\text{min}} \approx 70\) m. The bandwidth of the vehicle is about \(\omega_{\text{UAV}} \approx 0.8\) through theory analysis and model identification. So, from equation (16), \(L_{\text{min}} \approx 50\) m. As the inner loop control period is 50 Hz, the permitted time for the guidance distance optimization should be less than 10 ms, \(t_a = 0.01\) s. So, the variation of the guidance distance \(\Delta L = 5\) m and \(n_0 = 5\). From the results in Figure 12, the condition to generate the transition trajectory is satisfied, and the following results with different methods are given.

Firstly, in Figure 12, the red line denotes the result based on transition trajectory generation and the path following method with guidance distance of lower limit. The blue line is without transition trajectory generation and based on the path following method with the guidance distance of lower limit. From the results, without the transition trajectory, the path following method can guide the vehicle fly steadily during turning with obtuse angles. But oscillation may appear during the turn. However, the generation of the transition trajectory can well solve the oscillation problem during intense maneuvers, such as turning with acute angles. The vehicle can converge to the circle trajectory smoothly, with the guidance distance of lower limit.

In another aspect, from the roll angles during the turning process in Figure 13, with the transition trajectory, the vehicle can keep a steadier roll angle than without the transition trajectory, as shown by the red line and the blue line. This can be seen obviously from the roll angle at about 35s, during the first turn. For the other turns, as the result without the transition trajectory is oscillating almost all the time, the advantage of the transition trajectory is
remarkable. From the results of the red line and the green line, the roll angle by the path following method with an adaptive guidance distance is smoother. This is the result of the adaptation of the guidance distance, as shown in Figure 14. From Figure 14, most of the time, the guidance distances are similar between the path following method with an adaptive guidance distance and with fixed guidance distance. But at the end of the transition trajectory following process, the guidance distance is longer and improves the smooth of the roll angle. This can be seen more obviously from the simulation results below.

Simulation results with adaptive guidance distance

In the simulation, the vehicle is to follow a circle with center at \((0, 0)\) and radius 200 m. The desired speed is 15 m/s. However, due to the disturbance of wind, the vehicle is blown away from the desired circle, as shown in Figure 15. The path following results with an adaptive guidance distance and a fixed guidance distance are also shown in the figure.

From the simulation results, when the vehicle is deviated from the expected trajectory, small oscillation may appear based on the path following method with a fixed guidance distance. This can be seen obviously from the cross-track error in Figure 16. From Figure 16, the time used for the vehicle to converge to the expected trajectory is about 31s, based on the fixed guidance distance. However, the time is shortened to 25s, based on the adaptive guidance distance. The maximal cross-track error based on the fixed guidance distance is larger than 3 m, while the error is smaller than 1 m with an adaptive guidance distance.
In another aspect, from the results in Figure 17, the roll angle based on the adaptive guidance distance method is smoother than that with a fixed guidance distance. With a fixed guidance distance, the roll angle may oscillate at the initial stage. From the guidance distance in Figure 18, during the converging process, the guidance distance is larger. This is consistent with the analysis above in formula (13): When the guidance distance is smaller, the control gain would be larger and some overshoot may appear. So, the adaptive guidance distance method is similar to a gain-scheduling method in the control theory and is important to guarantee the stability of the controller.

So, based on the simulation results above, the on-line transition trajectory generation method can well solve the stability problem during intense maneuvers, such as acute turnings or converging to trajectories under numerous errors at the initial state (including the position and heading errors). The path following method with an adaptive guidance distance is effective to conquer small oscillation during converging to the desired trajectory with a limited error. The combination of the two methods can improve the performance of the nonlinear path following method significantly.

**Flight experiments**

To verify the effectiveness of the proposed method, flight experiments were carried out, based on a platform shown in Figure 19. The platform named FX-0501 is aimed to be an all-terrain multipurpose UAV. In order to adapt to the all-terrain requirement, the vehicle is designed to take off by the elastic rope catapult method and to automatic recovery by a net collision system. The elastic rope catapult takeoff system and the net recovery system can be seen in Figure 19. The length of the vehicle is about 2.0 m and the wing span is about 3.2 m. The vehicle is driven by a 3W 28i engine and is expected to fly about 10 h when the fuel tank is full. The flight time is enough to test the performance of the control method. As shown in Figure 20, in the automatic net recovery system, the width of the net is about 5.0 m, and the length is about 9.0 m. So, to realize a safe recovery of the UAV, the requirement of the path following accuracy is very strict.

To achieve an automatic recovery of the UAV reliably, the proposed method is adopted. The experiment is carried out repeatedly to verify the effectiveness and robustness of the proposed method. One of the experiment results can be seen in Figure 21. The detailed trajectory of the vehicle and the expected net position is shown in Figure 21(a), and the variation of the height of the vehicle to the ground is shown in Figure 21(b).

From the experiment results, as shown in Figure 21(b), when the vehicle comes into the net recovery process, the expected height of the vehicle changes from about 20 m to the height of the net (about 6.8 m). From Figure 21(e), although the cross-track error is larger than 1.5 m when the vehicle starts to fly toward the net (at about 2552 s), it converges to the scope of $\pm 0.5$ m quickly (at about 2555 s). As the width of the net is 5 m, and the wing span is 3.2 m, the cross-track error is sufficient for the vehicle to collide safely with the net. One point to mention is that, from Figure 21(c), to realize the net recovery aim, the flight of the vehicle during the recovery process is divided into a...
descent stage, a flare stage, and a surface locked stage, which is easy for the design of the inner loop control algorithms. The detailed flight process of the vehicle can be seen in Figure 22.

In another aspect, from Figure 21(d), the ground speed of the vehicle is smaller than the airspeed. So, the result in Figure 21 is an upwind case. The experiment results in downwind case can be seen in Figure 23. The ground speed of the vehicle is larger than the airspeed, as shown in Figure 23(d). The detailed trajectory of the vehicle and the expected net position are shown in Figure 23(a), and the variation of the height of the vehicle to the ground is shown in Figure 23(b). From Figure 23(e), the proposed method can adapt to different situations, which is important for the method to be used widely. The stages in Figure 23(c) are just similar to Figure 21(c).
Figure 22. The detailed demonstration of the automatic net recovery process. The UAV flies along the expected trajectory and finally collides with the recovery net. The cross-track error is smaller than 1 m, which is sufficient to satisfy the requirement of the net recovery process. The detailed position of the vehicle in each frame is shown by the red square.

Figure 23. The experiment results during the net recovery process in downwind situation: (a) the flight trajectory of the vehicle, (b) the height of the vehicle relative to the ground, (c) the fly stage of the vehicle, (d) the speed of the vehicle, and (e) the cross-track error during the net recovery process.
Conclusions and future work

Based on the nonlinear path following method, research to improve the stability and accuracy was carried out and some achievements have been acquired:

1. The on-line transition trajectory generation method was proposed to solve the oscillation problem appeared during intense maneuvers. Firstly, from the results of the flight experiment, the importance of the route switchover time and the transition trajectory was deduced. Secondly, for typical maneuvers, such as acute turning control during square trajectories and converging maneuvers to an expected circle trajectory under numerous initial errors, the condition under which transition trajectory exists was analyzed, and the time to switch to/out the transition trajectory was determined automatically.

2. The path following method with an adaptive guidance distance was proposed, with a criterion incorporating the rapidity and overshoot concepts from the traditional control theory. The adaptive guidance distance method was designed to solve the oscillation problem during following process (the initial following error may be caused by disturbance such as wind) and improve the following stability and accuracy.

3. The proposed method was verified through simulations and flight experiments. From the simulation results, the transition trajectory can conquer the oscillation problem during turning with acute angles, and the vehicle can converge to the expected trajectory steadily, even with numerous initial errors. The maximal cross-track error based on a fixed guidance distance is larger than 3 m, while the error is smaller than 1 m with an adaptive guidance distance, when the vehicle is converged to the expected trajectory. When some following errors appear, the adaptive guidance distance method can improve the following stability and accuracy. This is important for the vehicle to fly safely. From the experiment results, the proposed method can guarantee the path following accuracy in different situations (such as in upwind or downwind cases). The path following error is smaller than 1.0 m when it is converged (in downwind or upwind situations), just as consistent with the simulation results. This is important to satisfy the strict requirement of automatic net recovery of UAVs.

Up to now, in the proposed path following method, the chosen of the guidance distance is mainly upon the predicted trajectory with a kinematic model and only one step prediction. To improve the accuracy, how to adopt the dynamical model and realization prediction with multisteps is to be researched in future.
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