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Abstract

The adaptive distributed observer approach has been an effective tool for synthesizing a distributed control law for solving various control problems of leader-follower multiagent systems. However, the existing adaptive distributed observer needs to make use of the full state of the leader system. This assumption not only precludes many practical applications in which only the output of the leader system is available, but also leads to a high dimension observer. In this communique, we propose an adaptive distributed output observer which only makes use of the output of the leader system, and is thus more practical than the state based adaptive distributed observer. Moreover, the dimension and the information exchange among agents of the proposed adaptive distributed output observer can be significantly smaller than those of the state based adaptive distributed output observer.

Key words: Adaptive distributed output observer, output feedback control, multiagent system.

1 Introduction

The past decade has witnessed a significant advancement on the research of multiagent systems [3,8,9,11,13,14,15]. A variety of approaches have been developed for handling various control problems. One of the systematic and effective approaches for the control of leader-follower multiagent systems is the so-called distributed observer approach [18], which consists of two design steps. First, a distributed observer is synthesized for the given leader system. This distributed observer will provide the estimation of the leader’s state to each follower system satisfying the communication constraints. Second, based on the estimated leader’s state provided by the distributed observer, a certainty equivalent control law is synthesized for each follower to achieve the control objective. A typical example of the application of the distributed observer approach can be found in [4], where the distributed observer was used to recover the reference signals for solving the distributed robust tracking problem of a leader-follower Euler-Lagrange multiagent system.

Nevertheless, the distributed observer approach has one drawback in that it assumes that the control law of each follower knows the leader’s system matrix, which may not be desirable in some practical applications. To remove this assumption, the adaptive distributed observer approach was further proposed in [2], which not only estimates the state of the leader system but also the system matrix of the leader system. As a result, the assumption that all the followers know the leader’s system matrix is removed, which enables the design of a fully distributed control law. Some other variants on the adaptive distributed observer approach, such as the one that guarantees finite time convergence and the one that deals with multiple leaders, can be found in [7,12].

Both the existing distributed observers and adaptive distributed observers need to make use of the full state of the leader system. This assumption not only precludes many practical applications in which only the output of the leader system is available, but also leads to a high dimension observer. In this communique, we propose an
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output based adaptive distributed output observer depending solely on the output of the leader system, which is the only practical solution in case where the state of the leader is not available. Moreover, instead of estimating every entry of the leader’s system and output matrices, we only estimate the coefficients of the minimal polynomial of the leader’s system matrix. As a result, both the dimension and the information exchange among agents of the proposed output based adaptive distributed output observer can be drastically smaller than those of the state based adaptive distributed output observer.

The rest of this communique is organized as follows. Notation and preliminaries are summarized in Section 2. Section 3 presents the design of the output based adaptive distributed output observer. A numerical example is given in Section 4. Section 5 concludes this communique.

2 Notation and Mathematical Preliminaries

2.1 Notation

\( \mathbb{R} \) and \( \mathbb{C} \) denote the sets of real and complex numbers, respectively. For \( x \in \mathbb{C} \), \( \Re(x) \) denotes the real part of \( x \). \( 1_N \) denotes an \( N \) dimensional column vector whose components are all \( 1 \). \( ||x|| \) denotes the Euclidean norm of a vector \( x \). \( ||A|| \) denotes the Euclidean norm of a matrix \( A \). \( A^T (A^H) \) denotes the (Hermitian) transpose of \( A \). For a square matrix \( A \), \( \sigma(A) \) denotes the spectrum of \( A \). \( \Re(\sigma(A)) \) denotes the set of the real parts of all the elements of \( \sigma(A) \). \( \delta_A = \max(\Re(\sigma(A))) \), \( \delta_A^+ = \min(\Re(\sigma(A))) \), and \( A > 0 (A \geq 0) \) means \( A \) is positive definite (positive semi-definite). A matrix \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \) is called an \( M \)-matrix if \( a_{ij} \leq 0 \) for \( i \neq j \) and \( \delta_A > 0 \). For two hermitian matrices \( X_1 \) and \( X_2 \), \( X_1 \leq X_2 \) means \( X_2 - X_1 \geq 0 \). Given a time-varying matrix \( A(t) \), if \( ||A(t)|| \leq \beta e^{-\alpha t} \) for some \( \alpha, \beta > 0 \), then \( A(t) \) is said to decay to zero exponentially at the rate of \( \alpha \). \( \otimes \) denotes the Kronecker product of matrices. For \( x_i \in \mathbb{R}^n \), \( i = 1, \ldots, m \), \( \text{col}(x_1, \ldots, x_m) = [x_1^T, \ldots, x_m^T]^T \).

2.2 Preliminaries

First, we list two lemmas for convenience of the readers.

**Lemma 2.1** Given a detectable pair \((C, A)\), where \( A \in \mathbb{R}^{n \times n} \), \( C \in \mathbb{R}^{m \times n} \), let \( P > 0 \) be the unique solution of the algebraic Riccati equation

\[
P A^T + A P - PC^T C P + Q = 0
\]

for some \( Q > 0 \). Let \( \Phi = I_N \otimes A - \mu(F \otimes PC^T C) \) where \( F \in \mathbb{R}^{N \times N} \) satisfies \( \delta_F > 0 \). Then, \( \Phi \) is Hurwitz if \( \mu > \delta_F^{-1} \).

The proof of Lemma 2.1 can be extracted from the proof of Theorem 2 of [19].

**Lemma 2.2** (p.168, p.260, Theorem 11.2.1 of [10]) Consider the following equation

\[
XD - XA - A^H X - C = 0
\]

where \( A, C, D, X \in \mathbb{C}^{n \times n} \). A hermitian solution \( X_+ \) of (2) is called maximal if \( X \leq X_+ \) for every hermitian solution \( X \) of (2). \( X_+ \) as a function of \( A, C \) and \( D \) is expressed as \( X_+ = X_+(A, C, D) \). Let \( \mathcal{P} \) denote the set of all ordered triples \((A, C, D)\) satisfying \( D \geq 0 \), \( C = C^H \), \((A, D)\) is stabilizable, and (2) admits hermitian solutions. Then, the maximal hermitian solution \( X_+(A, C, D) \) of (2) is a continuous function of \((A, C, D)\) \( \in \mathcal{P} \).

Next, we summarize the result from [2] regarding the adaptive distributed observer. Consider the linear system described as follows:

\[
\begin{align*}
\dot{v}_0 &= S_0 v_0 & (3a) \\
y_0 &= C_0 v_0 & (3b)
\end{align*}
\]

where \( v_0 \in \mathbb{R}^q \), \( y_0 \in \mathbb{R}^p \), \( S_0 \in \mathbb{R}^{q \times q} \) and \( C_0 \in \mathbb{R}^{p \times q} \) are constant matrices.

Let \( \tilde{G} = (\tilde{V}, \tilde{E}) \) denote a digraph\(^1\) with \( \tilde{V} = \{0, 1, \ldots, N\} \). Here the node 0 is associated with the leader system (3) and node \( i \) is associated with the \( i \)th follower. It is assumed that the digraph \( \tilde{G} = (\tilde{V}, \tilde{E}) \) satisfies the following assumption:

**Assumption 1** The communication graph \( \tilde{G} \) contains a spanning tree with the node 0 as the root.

**Remark 2.1** Assumption 1 is a standard and necessary assumption for the control of the leader-follower multiagent systems under static network topology. Let \( \tilde{L} \) be the Laplacian of \( \tilde{G} \), and \( H \) consist of the last \( N \) rows and the last \( N \) columns of \( \tilde{L} \). Then, by Lemma 4 of [6] or Lemma 1 of [18], under Assumption 1, \(-H\) is Hurwitz. Thus, \( \delta_H > 0 \).

\(^1\) See Notation of [2] for a summary of graph notation.
Given the system (3) and the graph $\bar{G}$, we established the adaptive distributed observer for the leader system in [1] as follows:

$$\dot{S}_i = \mu_s \sum_{j=0}^{N} a_{ij} (S_j - S_i)$$

(4a)

$$\dot{C}_i = \mu_c \sum_{j=0}^{N} a_{ij} (C_j - C_i)$$

(4b)

$$\dot{v}_i = S_i v_i + \mu_v \sum_{j=0}^{N} a_{ij} (v_j - v_i)$$

(4c)

where $S_i \in \mathbb{R}^{q \times q}$, $C_i \in \mathbb{R}^{p \times q}$, $v_i \in \mathbb{R}^q$, $\mu_s$, $\mu_c$, $\mu_v > 0$. Let $y_i = C_i v_i$, $\tilde{y}_i = y_i - y_0$, $\tilde{S}_i = S_i - S_0$, \( \tilde{v}_i = v_i - v_0 \), $\bar{C}_i = C_i - C_0$, $i = 1, \ldots, N$. Noting that $\tilde{y}_i = C_i \tilde{v}_i + \bar{C}_i v_0$, by Lemma 2 of [2], we can obtain the following result:

**Lemma 2.3** Given system (4), under Assumption 1, for all $v_i(0) \in \mathbb{R}^q$, $i = 0, 1, \ldots, N$, $S_i(0) \in \mathbb{R}^{q \times q}$, $C_i(0) \in \mathbb{R}^{p \times q}$, $i = 1, \ldots, N$, we have

(i) for any $\mu_s, \mu_c > 0$, $S_i(t)$ and $C_i(t)$ exist for all $t \geq 0$ and satisfy $\lim_{t \to \infty} \tilde{S}_i(t) = 0$, $\lim_{t \to \infty} \bar{C}_i(t) = 0$ exponentially at the rate of $\mu_s \bar{\lambda}_H$, $\mu_c \bar{\lambda}_H$, respectively;

(ii) if $\mu_s, \mu_c, \mu_v > \tilde{\delta}_{S_0, \bar{\lambda}_H^2}$, then $y_i(t)$ exists for all $t \geq 0$ and satisfies $\lim_{t \to \infty} \tilde{y}_i(t) = 0$ exponentially.

**Remark 2.2** The adaptive distributed output observer (4) was first proposed in [2] for the special case where the minimal polynomial of $C_0$ in (3) is an identity matrix. For this special case, $y_0 = v_0$. Thus, there is no need to estimate $C_0$ in order to recover $y_0$, and the adaptive distributed observer given in [2] consists of only (4a) and (4c). Since (4) assumes that the state $v_0$ of the leader system is available, it can be more precisely called state-based adaptive distributed output observer.

### 3 Main Result

In this section, we offer two significant improvements over (4). First, (4) needs the full state of the leader system. But, in many practical applications, only the output of the leader system is available. Thus, we will propose a so-called output based adaptive distributed observer that only relies on the output $y_0$ of the leader system. Second, all the entries of $S_0$ and $C_0$ need to be estimated by each follower using (4). In contrast, we will show that it suffices to estimate the coefficients of the minimal polynomial of $S_0$ instead of all the entries of $S_0$ and $C_0$. Thus, the proposed output based adaptive distributed observer can drastically reduce the dimension of the observer as well as the information exchange among agents.

Suppose the minimal polynomial of $S_0$ is given by $s^n + \alpha_{0,1} s^{n-1} + \cdots + \alpha_{0,n-1} s + \alpha_{0,n}$. Then, by the Cayley-Hamilton Theorem,

$$S_0^n + \alpha_{0,1} S_0^{n-1} + \cdots + \alpha_{0,n-1} S_0 + \alpha_{0,n} I_q = 0.$$  

(5)

By (3), for $k = 0, 1, \ldots, n$,

$$y_0^{(k)} = C_0 S_0^k v_0.$$  

(6)

Then

$$y_0^{(n)} + \alpha_{0,1} y_0^{(n-1)} + \cdots + \alpha_{0,n-1} y_0^{(1)} + \alpha_{0,n} y_0$$

$$= C_0 S_0^n v_0 + \alpha_{0,1} C_0 S_0^{n-1} v_0 + \cdots$$

$$+ \alpha_{0,n-1} C_0 S_0 v_0 + \alpha_{0,n} C_0 v_0$$

$$= C_0 (S_0^n + \alpha_{0,1} S_0^{n-1} + \cdots + \alpha_{0,n-1} S_0 + \alpha_{0,n} I_q) v_0 = 0.$$  

(7)
Let \( \zeta_0 = \text{col}(y_0, y_0^{(1)}, \ldots, y_0^{(n-1)}) \in \mathbb{R}^{pn} \). Then,

\[
\dot{\zeta}_0 = \begin{pmatrix}
0 \\
\vdots \\
I_{n-1} \\
0 \\
-\alpha_{0,n} \cdots -\alpha_{0,2} - \alpha_{0,1}
\end{pmatrix} \otimes I_p \zeta_0 \tag{8}
\]

\[
\triangleq S_0 \zeta_0
\]

\[
y_0 = \begin{pmatrix}
1 & 0 & \cdots & 0
\end{pmatrix} \otimes I_p \zeta_0 \triangleq C_0 \zeta_0.
\]

Since \((C_0, S_0)\) is observable, let \(P_0 > 0\) be the unique solution of the algebraic Riccati equation

\[
P_0 S_0^T + S_0 P_0 - P_0 C_0^T C_0 P_0 + I_{pn} = 0. \tag{9}
\]

Let \(\alpha_0 = \text{col}(\alpha_{0,1}, \ldots, \alpha_{0,n})\). For \(i = 1, \ldots, N\), let

\[
\dot{\alpha}_i = \mu_\alpha \sum_{j=0}^{N} a_{ij} (\alpha_j - \alpha_i) \tag{10}
\]

where \(\alpha_i \in \mathbb{R}^n, \mu_\alpha > 0\), and define

\[
S_i = \begin{pmatrix}
0 \\
\vdots \\
I_{n-1} \\
0 \\
-\alpha_{i,n} \cdots -\alpha_{i,2} - \alpha_{i,1}
\end{pmatrix} \otimes I_p. \tag{11}
\]

Note that \((C_0, S_i(t))\) is in the observable canonical form and thus is observable for all \(t \geq 0\). Therefore, the following algebraic Riccati equation

\[
P_i S_i^T + S_i P_i - P_i C_0^T C_0 P_i + I_{pn} = 0 \tag{12}
\]

admits a unique solution \(P_i(t) > 0\) for all \(t \geq 0\). For \(i = 1, \ldots, N\), let \(F_i = P_i C_0^T\) and define the following dynamic compensator

\[
\dot{\zeta}_i = S_i \zeta_i + \mu_\zeta F_i \sum_{j=0}^{N} a_{ij} (y_j - y_i) \tag{13}
\]

where \(\zeta_i \in \mathbb{R}^{pn}, y_i = C_0 \zeta_i, \mu_\zeta > 0\).

For \(i = 1, \ldots, N\), let \(\tilde{\alpha}_i = \alpha_i - \alpha_0, \tilde{S}_i = S_i - S_0, \tilde{P}_i = P_i - P_0, \tilde{\zeta}_i = \zeta_i - \zeta_0\) and \(\tilde{y}_i = y_i - y_0\). We have the following result.

**Theorem 3.1** Given systems (3) and (10), (13), under Assumption 1, if \(\mu_\alpha > \delta \delta_0^{-1} \frac{\Delta H}{\Delta H}^1\) and \(\mu_\zeta > \frac{\Delta H}{\Delta H}^1\), then for any \(v_0(0) \in \mathbb{R}^d, \alpha_i(0) \in \mathbb{R}^n, \zeta_i(0) \in \mathbb{R}^{pn}, i = 1, \ldots, N, \alpha_i(t)\) and \(\zeta_i(t)\) exist for all \(t \geq 0\) and satisfy \(\lim_{t \to \infty} \tilde{\alpha}_i(t) = 0, \lim_{t \to \infty} \tilde{S}_i(t) = 0, \lim_{t \to \infty} \tilde{P}_i(t) = 0, \lim_{t \to \infty} \tilde{\zeta}_i(t) = 0, \lim_{t \to \infty} \tilde{y}_i(t) = 0\).

**Proof:** Let \(\tilde{\alpha} = \text{col}(\tilde{\alpha}_1, \ldots, \tilde{\alpha}_N)\). Note that \(\tilde{\alpha}_i\) is governed by (10), which is in the same form as (4a). Thus, by Part (i) of Lemma 2.3, under Assumption 1, for any \(\mu_\alpha > 0\), \(\tilde{\alpha}_i(t)\) decays to zero exponentially at the rate of \(\mu_\alpha \Delta H\), which together with (11) implies \(\tilde{S}_i(t)\) decays to zero exponentially at the rate of \(\mu_\zeta \Delta H\). Note that \(P_i(t)\) is unique for all \(t \geq 0\) and thus is continuous in \(S_i\) by Lemma 2.2. Therefore, \(\lim_{t \to \infty} \tilde{S}_i(t) = 0\) implies that \(\lim_{t \to \infty} \tilde{P}_i(t) = 0\).
Moreover, by (8) and (13), we have

\[
\dot{\varsigma}_i = S_i \varsigma_i + \mu \varsigma F_i \sum_{j=0}^{N} a_{ij} (y_j - y_i) - S_0 \varsigma_0
\]

\[
= S_i \varsigma_i - S_0 \varsigma_i + S_0 \varsigma_0 - S_0 \varsigma_0
\]

\[
+ \mu \varsigma P_i C_0^T C_0 \sum_{j=0}^{N} a_{ij} (\varsigma_j - \varsigma_i)
\]

\[
= S_0 \varsigma_i + S_i \varsigma_i + \mu \varsigma P_i C_0^T C_0 \sum_{j=0}^{N} a_{ij} (\varsigma_j - \varsigma_i)
\]

(14)

\[
= S_0 \varsigma_i + S_i \varsigma_i + S_i \varsigma_0 + \mu \varsigma P_i C_0^T C_0 \sum_{j=0}^{N} a_{ij} (\varsigma_j - \varsigma_i)
\]

\[
+ \mu \varsigma P_i C_0^T C_0 \sum_{j=0}^{N} a_{ij} (\varsigma_j - \varsigma_i).
\]

Let \( \varsigma = \text{col}(\varsigma_1, \ldots, \varsigma_N) \), \( \tilde{S}_d = \text{block diag}(\tilde{S}_1, \ldots, \tilde{S}_N) \) and \( \tilde{P}_d = \text{block diag}(\tilde{P}_1, \ldots, \tilde{P}_N) \). Then

\[
\dot{\tilde{\varsigma}} = (I_N \otimes S_0 - \mu \varsigma (H \otimes P_0 C_0^T C_0)) \dot{\varsigma}
\]

\[
+ \left( \tilde{S}_d - \mu \varsigma \tilde{P}_d (H \otimes C_0^T C_0) \right) \varsigma + \tilde{S}_d (I_N \otimes \varsigma)
\]

\[
\triangleq S_\alpha \dot{\varsigma} + S_\beta (t) \varsigma + S_\gamma (t)
\]

(15)

where \( S_\alpha = I_N \otimes S_0 - \mu \varsigma (H \otimes P_0 C_0^T C_0) \), \( S_\beta (t) = \tilde{S}_d - \mu \varsigma \tilde{P}_d (H \otimes C_0^T C_0) \), and \( S_\gamma (t) = \tilde{S}_d (I_N \otimes \varsigma_0) \). Under Assumption 1, \( \tilde{S}_d > 0 \). Then, by Lemma 2.1, \( S_\alpha \) is Hurwitz given \( \mu \varsigma > \tilde{S}_d^{-1} \). Thus, system (15) is input-to-state stable viewing \( S_\beta (t) \dot{\varsigma} + S_\gamma (t) \) as the input [16]. Therefore, it has the asymptotic gain property [17], that is, there exists a class \( \mathcal{K} \) function \( \phi \) such that, for any initial condition, \( \dot{\varsigma} \) satisfies

\[
\limsup_{t \to \infty} ||\dot{\varsigma}(t)|| \leq \phi \left( \limsup_{t \to \infty} ||S_\beta (t) \dot{\varsigma}(t) + S_\gamma (t)|| \right).
\]

(16)

We now further show \( \lim_{t \to \infty} \dot{\varsigma}(t) = 0 \). For this purpose, consider the following system

\[
\dot{\tilde{\varsigma}} = S_\alpha \tilde{\varsigma} + S_\beta (t) \tilde{\varsigma}.
\]

(17)

Since \( S_\alpha \) is Hurwitz and \( S_\beta (t) \to 0 \) as \( t \to \infty \), by Lemma 1 of [2], the origin of (17) is exponentially stable. As a result, system (15) is input-to-state stable viewing \( S_\alpha \) as the input [16], which implies that the solution of (15) is bounded for any initial condition. Moreover, since \( \mu \varsigma > \tilde{S}_d^{-1} \), \( S_\gamma (t) \) decays to zero exponentially. Thus, it follows from (16) that \( \lim_{t \to \infty} \dot{\varsigma}(t) = 0 \). Finally, noting that \( \dot{y}_i = C_0 \varsigma_i \) gives \( \lim_{t \to \infty} \dot{y}_i (t) = 0 \).

\[\square\]

Remark 3.1 If none of the eigenvalues of \( S_0 \) have positive real parts, then Lemma 3.1 holds for any \( \mu \alpha > 0 \).

Remark 3.2 To achieve the aforementioned two improvements, we have first parameterized the system matrix \( S_0 \) of the leader system by the coefficients of its minimal polynomial, which, on one hand, reduces the required information of the leader system, and on the other hand, guarantees that the pair \((C_0, S_i(t))\) is always observable, which in turn guarantees that the solution to the quadratic nonlinear Riccati equation (12) is unique. Then, according to Lemma 2.2, the solution \( P_i(t) \) to the Riccati equation is continuous in \( S_i(t) \). Thus, \( \lim_{t \to \infty} S_i(t) = 0 \) implies \( \lim_{t \to \infty} \tilde{P}_i(t) = 0 \), which eventually enables the design of the certainty equivalent gain \( F_i = P_i C_0^T \) of (13).
4 Example

In this section, we illustrate our approach by a numerical example. Consider a multiagent system of one leader and four followers. The leader system is given by

\[
\dot{v}_0 = \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & -2 & 0 \end{pmatrix} v_0 = S_0 v_0
\]  
(18a)

\[
v_0(0) = \begin{pmatrix} 1 & 0 & 1 & 0 & 1 \end{pmatrix}^T
\]  
(18b)

\[
y_0 = \begin{pmatrix} 0.5 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 2 \end{pmatrix} v_0 = C_0 v_0.
\]  
(18c)

The minimal polynomial of \(S_0\) is given by \(s^5 + 5s^3 + 4s\). Therefore, we have

\[
S_0 = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & -4 & 0 & -5 & 0 \end{pmatrix} \otimes I_3
\]  
(19a)

\[
C_0 = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \end{pmatrix} \otimes I_3
\]  
(19b)

\[
\alpha_0 = \begin{pmatrix} 0 & -5 & 0 & -4 & 0 \end{pmatrix}^T.
\]  
(19c)

The communication graph \(\mathcal{G}\) is shown in Fig. 1. The gains of the output based adaptive distributed output observer are given as \(\mu_\alpha = 10\), \(\mu_\zeta = 200\). We let \(a_{ij} = 1\) whenever \((j, i) \in \mathcal{E}\). The elements of \(\alpha_i(0)\) and \(\zeta_i(0)\) for \(i = 1, 2, 3, 4\) are taken from \([-1, 1]\). Fig. 2 shows the output estimation errors of the output based adaptive distributed observers.

It is interesting to make a comparison between the dimension of the output based adaptive distributed output observer (10), (13) and the dimension of the state based adaptive distributed output observer (4). In fact, simple calculation shows that the dimension of the state based adaptive distributed output observer (4) is 45 (25 for estimating \(S_0 \in \mathbb{R}^{5 \times 5}\), 15 for estimating \(C_0 \in \mathbb{R}^{3 \times 5}\), and 5 for estimating \(v_0 \in \mathbb{R}^5\)) while the dimension of the output based adaptive distributed output observer (10), (13) is 20 (5 for estimating \(\alpha_0 \in \mathbb{R}^5\) and 15 for estimating \(\zeta_0 \in \mathbb{R}^{15}\)). The comparisons between the dimensions as well as the information exchanges of the two observers are summarized in Table 1.

5 Conclusion

In this communique, we have proposed an output based adaptive distributed output observer. In contrast to the existing state based adaptive distributed output observers, the proposed output based adaptive distributed output observer only needs to know the output of the leader system. In addition, the dimension as well as the information exchange among agents of the output based adaptive distributed output observer can be significantly reduced in comparison with the state based adaptive distributed output observer.
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