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ABSTRACT

Tiny machine learning (tinyML) has emerged during the past few years aiming to deploy machine learning models to embedded AI processors with highly constrained memory and computation capacity. Low precision quantization is an important model compression technique that can greatly reduce both memory consumption and computation cost of model inference. In this study, we focus on post-training quantization (PTQ) algorithms that quantize a model to low-bit (less than 8-bit) precision with only a small set of calibration data and benchmark them on different tinyML use cases. To achieve a fair comparison, we build a simulated quantization framework to investigate recent PTQ algorithms. Furthermore, we break down those algorithms into essential components and re-assembled a generic PTQ pipeline. With ablation study on different alternatives of components in the pipeline, we reveal key design choices when performing low precision quantization. We hope this work could provide useful data points and shed lights on the future research of low precision quantization.
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1 INTRODUCTION

Embedding AI directly on edge devices is becoming a key to revolutionize the internet of things (IoT), where billions of tiny devices are leveraged to gain great productivity and efficiency in areas including consumer, medical, automotive and industrial. As a result, tiny machine learning (tinyML) has emerged over the past few years that aims to deploy machine learning algorithms, especially neural networks, on embedded AI processors such as micro-controllers or embedded NPUs (e.g. Qualcomm’s eNPU [23] and ARM’s MicroNPUs [1]) with very low power consumption in the level of a few milli-watts. By performing inferences on the devices, tinyML brings the advantage of high energy efficiency, fast responsiveness, high privacy and strong autonomy of edge devices. However, the embedded AI processors are usually highly resource-constrained with limited memory and computation capability. A large body of literature has focused on addressing these issues by making neural networks more efficient, including efficient neural architecture search [4, 18, 29], neural networks and system co-design [16, 17] and model compression such as pruning [10], knowledge distillation [11] and quantization [10, 14].

Neural network quantization is one of the most important model compression techniques. It compresses models by using low-bit precision representation for weight and activation tensors, instead of the 32-bit (or 16-bit for half-precision) precision that is commonly used during model training. The memory consumption and computation of a low precision model are greatly reduced. And quantization compresses a model without changing its architecture. This is particularly useful when the model architecture is already optimally designed for a specific inference system or device. Besides, quantization can be applied along with other model compression techniques, such as pruning and knowledge distillation.

Neural networks have been shown to be quite robust to quantization with 8-bit precision without sacrificing the accuracy[20]. Quantization with lower precision can further reduce the memory consumption and computation. And ultra-low precision (1 or 2-bit) operations can often be computed efficiently with bit-wise arithmetic and thus achieving signification computation acceleration [28]. However, due to the large quantization noise, the benefits of low precision quantization often come at the cost of significant accuracy degradation. Among approaches to mitigate the accuracy drop caused by quantization, post-training quantization (PTQ) directly performs quantization on a pre-trained full precision model to convert it to a corresponding low precision model. Unlike quantization-aware training (QAT), PTQ does not require the full training pipeline of the original model and can be applied with a small amount of calibration data (or even data-free [21]), thus becoming a popular model quantization routine.
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In this paper, we aim to study and benchmark recent PTQ algorithms on neural network models designed for tinyML use cases. By doing that, we try to answer the following questions.

First of all, what is the performance of PTQ algorithms on tinyML models? Existing work [5, 15, 19, 21, 25] has shown successful applications of low precision PTQ on big neural network models for large-scale tasks such as image classification on ImageNet. However, tinyML models are usually very compact and are designed for relatively simple tasks. It is unknown whether those models can be quantized to low precision while preserving their accuracy.

Secondly, what are the design choices making a PTQ algorithm superior to others? Comparing the performance of different PTQ algorithms helps us to select a proper quantization algorithm. And further study on their algorithm design choices can reveal the key reason of an algorithm’s success and provide insights for further improvement of the algorithm.

Last but not least, what is the trade-off between accuracy and memory/computation when applying low precision quantization? This is an important question when deploying a tinyML model. By knowing the sensitivity of different models to quantization, we are able to seek the best trade-off between accuracy and memory/computation considering the very limited resources on tinyML devices.

By conducting extensive experiments with various tinyML models, we find answers to the previous questions and many insightful observations. To summarize our contributions:

- We create a quantization simulation framework and an unified PTQ pipeline to encourage fair comparison of different PTQ algorithms.
- We conduct ablations to reveal the key design choices of the PTQ pipeline using a set of models with varieties of architectures in tinyML.
- We demonstrate that low precision quantization is useful for tinyML by compressing a model to greatly save memory and computations while preserving accuracy.
- We find key gaps of low precision quantization for tinyML and point out the directions of potential improvements.

We believe that low precision quantization is important to tinyML. And the observations, challenges and open questions in this study are good data points to understand the existing PTQ algorithms and the characteristic of low precision quantization, and shed lights on the direction of future work to improve the performance.

2 RELATED WORK

Quantization. We refer to the readers a good overview of quantization basics and algorithms in [7]. Quantization algorithms can be classified into quantization-aware training (QAT) and post-training quantization (PTQ). QAT re-trains a model with quantized parameters so that it converges to a point with a better loss. An important challenge of the backpropagation during re-training is how to treat the non-differentiable rounding operator in the quantization function. Straight Through Estimator (STE) [3] is one of the main techniques used to approximate the gradient. Built on top of that, several recent papers [5, 13] proposed to learn the quantization parameters together with the network parameters and achieve better results. Although STE-based methods enable the training of quantized networks with gradient-based optimization, the gradient mismatch between forward and backward passes affects the training effectiveness, especially for low precision quantization. To alleviate the gradient mismatch, soft quantizers with sigmoid or tanh function [8] are used to approximate the discrete rounding in both forward and backward passes. These approaches, however, cause the accuracy drop due to the discrepancy between the soft rounding during training and the hard rounding at inference time.

Despite the promising results given by QAT methods, they usually need the whole training pipeline and much more computation. In contrast, PTQ is attractive in the sense that it requires only a small set of (unlabeled) calibration data and thus become the main focus of this study. A fundamental problem in PTQ is finding good quantization parameters for both weight and activation tensors. It is particular challenging when there is imbalanced distribution among different channels of a tensor. To resolve that, cross layer equalization (CLE) [21] and outlier channel splitting (OCS) [27] are proposed to re-balance the distribution of weights. Although good performance are achieved for 8-bit quantization, PTQ suffers from severe performance degradation as precision goes lower than 8-bit. Recently, a new paradigm makes huge progress for low precision PTQ. The approach utilizes layerwise optimization to minimize the error between the output of a quantized layer and that of its corresponding full-precision layer, with the help of a small set of calibration data. A series of work leveraging the layer-wise calibration paradigm, namely AdaRound [19], AdaQuant [12], BitSplit [25], BRECQ [15], has push the limit of PTQ down to 2 bit. We thus focus on the study of those methods and compare their performances.

Quantization for tinyML. There are works [14, 26] focusing on the study of quantization for general applications with big models in the study. In the context of tinyML, [22] proposed a new QAT method for low precision quantization, [2, 6] focused on deployment of the 8-bit quantized models and their latency on actual tinyML devices. By contrast, Our study aims on benchmarking the performance of the state of the art quantization methods on low precision (less than 8-bit) quantization for tinyML. We selected several representative applications in tinyML to study the effects of different algorithm design choices and the trade-off among accuracy, memory consumption and computational cost.

3 QUANTIZATION FRAMEWORK

The performances of existing PTQ algorithms are usually reported based on separate implementations without a common framework. The implementation differences (e.g. the way how quantization is simulated) makes it difficult to do a fair comparison of different algorithms. And existing work usually focuses on improvement of different aspects in the quantization process without optimizing the whole pipeline. To this end, we implement a quantization framework to facilitate the quantization study. Built on top of that, we propose a unified post-training quantization pipeline, so that existing PTQ algorithms can be deconstructed and fitted into the pipeline as improvement of parts of its components. It does not only make fair comparisons of PTQ algorithms possible, but also has the flexibility to ablate on different choices of each components.
in the pipeline and find the optimal one that generate the best performance. In this section, we introduce our quantization simulation framework and the proposed unified PTQ pipeline.

![Simulated quantization for the forward pass of a convolution layer.](image)

### 3.1 Simulated quantization

We use simulated quantization [14] in our framework. A tensor is quantized and then de-quantized back to floating precision to simulate quantization loss while the operations are carried out with floating point arithmetic. Figure 1 shows an example of the quantized forward pass of a convolution layer. Both input and weight tensor go through the quantization function in the quantizer to simulate quantization and then are fed to the convolution computation in full precision. The bias remains in full precision. The quantization of other operators is simulated in a similar way.

We adopt the asymmetric quantization scheme in our framework for quantization simulation. The asymmetric quantization function is defined by three quantization parameters: the scale factor $s$, the zero-point $z$ and the bit-width $b$,

$$\hat{x} = q(x; s, z, b) = s \left\lfloor \frac{x}{s} + z, n, p \right\rfloor - z$$

where $\hat{x}$ is the quantized approximation of $x$, $\left\lfloor \cdot \right\rfloor$ indicates the round function and $\text{clamp}(-)$ clamps values between $n$ and $p$, which are determined by the bit-width $b$ and define the range of the integer grids. As a simplified version of the asymmetric quantization, symmetric quantization restricts the zero-point to be 0 to reduce the additional computation introduced by the zero-point offset. We follow [20] to use asymmetric quantization for activation tensors and symmetric quantization for parameters, considering that the distributions of activation tensors are often asymmetric about zero while those for parameters are roughly symmetric about zero.

Quantization granularity is another factor affecting the accuracy of a quantized model. Per-tensor quantization has a single set of quantization parameter for the whole tensor while per-channel quantization has a separate set of quantization parameters for each channel of the tensor. Per-channel quantization usually introduces lower quantization noise due to its finer granularity. In our framework, we use per-channel quantization for parameters and per-tensor quantization for activation tensors, considering the readiness of hardware support and to better preserve the accuracy of a model [20].

### 3.2 PTQ Pipeline

As illustrated in Figure 2, the proposed unified PTQ pipeline takes a pre-trained full precision model with a set of calibration data as input and produces the optimized low precision model through four sequential steps.

**Step 1: FP model preprocessing.** In this step, a full precision (FP) model is pre-processed to make it more quantization friendly. One common issue for quantization is the imbalanced distribution among various channels of the tensor, which makes it hard to find a suitable quantization parameters for the tensor. This is especially prevalent in the weights of efficient models with depth-wise separable convolutions [21]. Fine-grained quantization (e.g., per-channel quantization) is able to alleviate the issue. Without it, cross-layer range equalization (CLE) [21] and Outlier channel splitting (OCS) [27] are introduced to re-balance the distribution of a tensor. Although we use per-channel quantization for parameters, the activation tensors are quantized using per-tensor quantization. It is worthwhile to show the impact of FP model preprocessing on quantization.

**Step 2: Add quantizers and initialization.** After the preprocessing, we add quantizers to a model to simulate quantization for both parameters and activation tensors. To initialize the quantization parameters (the scale $s$ and zero-point $z$) of each quantizer, one common approach is to find the clipping range $[a, b]$ first and then use it to calculate the scale and zero-point, i.e.,

$$s = \frac{b - a}{2^b - 1}, z = \lfloor -\frac{a}{s} \rceil + n$$

And there are multiple ways to determine the clipping range,

- **MinMax initialization** sets the clipping range using the min/max of a tensor. It is simple but usually suffers from outliers.
- **MSE initialization** finds the range that minimize the mean squared error (MSE) between the original and quantized tensor using grid search or analytical approximations $a^*, b^* = \arg\min_{a,b} \left\| x - \hat{x} \right\|_F^2$, where $\hat{x}$ is the quantized version of $x$ and $\left\| \cdot \right\|_F$ is the Frobenius norm.

**Step 3: Quantization optimization.** As shown in Equation 1, the quantization function maps a floating point value to a low-precision value and then de-quantize it back to a floating point value. During the process, clipping error is introduced by the $\text{clamp}(-)$ function and rounding error is introduced by the round function $\lfloor \cdot \rfloor$. Quantization optimization is the process to to seek the right trade-off between the two errors. We adopt a general layerwise optimization process, as illustrated in Figure 3. A low precision model is optimized layer by layer to minimized the loss (usually the mean squared error) between the outputs of the full precision layer and the quantized layer. As shown in equation 1, multiple variables can potentially be optimized,

- Optimizing scale and zero-point ($opt_{qparam}$). Learnt step-size quantization [5] treats the scale $s$ and zero-point $z$ as trainable parameter and optimizes them to minimize the layerwise MSE.
- Optimizing weights ($opt_{weights}$). AdaQuant [12] extends the flexibility and optimizes the weights directly to minimize the layerwise MSE.
- Optimizing bits ($opt_{bits}$). Instead of working on the floating point, BitSplit [25] performs the optimization on the quantized values directly and splits the integer into multiple bits and optimizes them to minimize the layerwise MSE.
4 EXPERIMENTS

In this section, we benchmark and ablate the performance of recent PTQ algorithms on multiple tinyML models. We first describe the tinyML tasks and models selected for the experiments and then show the experiment results of ablations on different components of the PTQ pipeline and results of end-to-end study. In our experiments, for all the models, we report the mean and standard deviation of the accuracy, calculated using 5 runs with different initial seeds. And we use 1024 unlabeled data extracted from the original training data as the calibration dataset.

### 4.1 TinyML tasks and models

We select four use cases for our study: image classification, visual wake words, keyword spotting and human activity recognition. The first three are from the MLPerf Tiny benchmark [2]. The selection is based on the relevance to real world applications, the availability of open-sourced dataset and models, and the coverage of a wide variety of applications and a wide variety of model architectures in tinyML. We train each model based on the recommended setting in [2] to get the full precision models. A summary of the tasks and models are shown in Table 1.

### 4.2 Ablations of the PTQ pipeline

![Figure 4: Ablation study on FP model preprocessing and quantizer initialization for both weights and activations. (a) and (b) show the accuracy after quantizer initialization. (c) and (d) show the accuracy after MSE-based quantizer initialization with and without CLE as the FP model preprocessing.](image)

- Optimizing rounding \( \text{opt\_round} \). AdaRound [19] optimizes the rounding by introducing a auxiliary parameter for each weight and constraints it to be either 0 or 1 to achieve rounding up or down.

In the quantization optimization step, instead of layer-wise optimization, block-wise optimization [15] is also proposed to capture the cross-layer dependency within the block and it is claimed that block-wise optimization could be a better bias-variance trade-off choice with limited calibration data for low precision quantization.

**Step 4: LP model post-processing.** After quantization optimization, bias tuning [12] can be applied on the low-precision (LP) model to update biases in a model to further compensate for quantization loss. The biases are updated to minimize the MSE of the final outputs between FP model and the LP model. In theory, the bias tuning can be done during the quantization optimization, but the rationale to put it in the post-processing stage is that, by updating a limited part of the model parameters in an end-to-end fashion, it can provide global guidance to optimize for the final output without over-fitting.

With the unified pipeline, existing PTQ algorithms can be deconstructed and fitted into the pipeline. We vary each component in the pipeline to construct new PTQ algorithms. We do ablations on different options for each component to reveal the best options and then use them to construct the best PTQ algorithm.
**Table 1**: TinyML tasks and models selected for the evaluation of quantization algorithms. The detailed architecture of each model can be found in the appendix.

| Use Case                      | Dataset            | Model     | Float Accuracy | MAC       | Num Param. | Peak Activation |
|-------------------------------|--------------------|-----------|----------------|-----------|------------|----------------|
| Human Activity Recognition    | MobileNetV1        | CNN       | 85.75          | 12.9911M | 77.706     | 56.908         |
| Visual Wake Words             | YWW                | MobileNetV1| 83.10          | 7,723,776 | 210,850    | 32,768         |
| Speech Commands               | DS-CNN             | CNN       | 90.36          | 2,289,364 | 5,364      |                |
| Keyword Spotting              | Speech Commands    | DS-CNN    | 93.03          | 2,736,832 | 22,604     | 36,864         |

**Figure 5**: Ablation study on optimization variables during quantization optimization. Better zoom in to view the results.

**FP model preprocessing and quantizer initialization.** We consider FP model pre-processing and quantizer initialization together in this study to see how the combination of the two affects the accuracy. Figure 4 (a) and (b) show the comparison of model accuracy with different initialization methods. We need to ignore the results here for 2W2A because the quantized model after initialization performs as a random classifier caused by large quantization noise. From the results, we can see that MSE-based quantizer initialization usually outperforms MinMax-based one. And MSE-based initialization for both weights and activations performs the best consistently, this is aligned with previous study on quantizer initialization [20]. For FP model preprocessing, we consider cross layer equalization (CLE) because it is effective without changing the architecture of the model. Figure 4 (c) and (d) compare the model accuracy with and without CLE after MSE-based initialization. We see that there is no accuracy discrepancy for higher bitwidth. Although we use per-channel quantization for weights, CLE still helps to improve the accuracy for low precision cases (3W3A), while it has negative impact for the precision in between(4W4A or 5W5A). This is because activation tensors have per-tensor quantization and CLE also changes the distribution of activation tensors.

**Optimization variable.** As discussed in section 3.2, different variables can be optimized to minimize the layer-wise loss. We investigate the effect of optimizing different variables. Please note that only the weights are quantized while activation are in full precision for this study. As shown in Figure 5, we can see that opt_qparam is clearly less effective compared with the other three, especially when the bit-width is low. It is because that only the quantization parameters (zero-points and offsets) are trainable, which restricted its capability to to compensate for the large quantization noise introduced by low precision quantization. opt_round and opt_bits usually outperforms opt_weights. We believe that the STE [3] used in opt_weights causes biased gradient estimation under low-precision cases that affects the efficacy of optimization. And the constrained optimization space in opt_bits and opt_round makes them less prone to over-fitting with limited calibration data.

**Optimization granularity.** We conduct the study on optimization granularity and the results are shown in Figure 6. The solid lines represent the layerwise optimization and the dotted lines represent the blockwise optimization. opt_bits is excluded here because it doesn’t support blockwise optimization by design. The block is defined as the basic residual block in Res8 and the depth separable convolution in DS-CNN. We observe that both layerwise optimization and blockwise optimization have very similar performance when the models are quantized to 4W4A and higher, regardless of the different optimization variables. For quantization with precision lower than 4W4A, blockwise optimization provides quite significant improvement on the accuracy for Res8 quantized to 3W3A and 2W2A, and for DS-CNN quantized to 3W3A.

**Figure 6**: Ablation study on optimization granularity during quantization optimization. The solid lines represent the layerwise optimization and the dotted lines represent the blockwise optimization. Better zoom in to view the results.

**LP model Post-processing.** We also conduct experiment to show the impact of bias tuning as the low precision model post-processing. As show in Figure 7, bias tuning consistently improve the accuracy for all the methods (except for the case of DS-CNN using opt_qparam). For Res8 using opt_qparam, it has more than 10% improvement for both 3W3A and 2W2A quantization. This empirically shows the effectiveness of end-to-end bias tuning.

**Figure 7**: Ablation study on bias tuning for LP model post-processing. The solid lines represent optimization without post-processing and the dotted lines represent the optimization with post-processing. Better zoom in to view the results.

**4.3 Results**

To compare end-to-end performance with both weight and activation quantization enabled, we fix all the options in the pipeline using the best ones based on ablation study results, except for the optimization variables. We use symmetric per-channel quantization for weights and asymmetric per-tensor quantization for activations. The FP model pre-processing is enabled and MSE-based initialization is applied on both weight quantizers and activation quantizers. And we use layerwise optimization with bias tuning enabled as
In this paper, with a unified quantization pipeline, we benchmark PTQ algorithms on carefully selected models for tinyML. We conduct ablations to reveal the key design choices of the pipeline. We show that low precision quantization with the best PTQ algorithm can have huge memory and computation savings with negligible accuracy drop, although there is still big accuracy drop if quantized models to ultra-low precision. Our empirical study provides useful data points on low precision quantization and points out potential future directions for improvement on algorithm design and system support for tinyML.

How to further improve the accuracy for ultra-low precision quantization is an important direction for future research. Based on our unified PTQ pipeline, new improvement on different components can further reduce the accuracy degradation. And mixed-precision quantization and quantization aware training could be potential solutions. Besides, existing embedded AI frameworks, such as TensorFlow Lite Micro [9] and STM32Cube.AI [24], can only support computation in floating point or 8-bit integers. The framework with lower precision quantization support is not widely available. It first leaves big room to squeeze the model by combining quantization with other model compression techniques. And it is important to investigate the best combination in practice. At the meanwhile, developing efficient embedded AI frameworks with low precision quantization support will be particularly useful for deployment of tinyML models.

5 Conclusion and Future Directions

In this paper, with a unified quantization pipeline, we benchmark PTQ algorithms on carefully selected models for tinyML. We conduct ablations to reveal the key design choices of the pipeline. We show that low precision quantization with the best PTQ algorithm can have huge memory and computation savings with negligible accuracy drop, although there is still big accuracy drop if quantized models to ultra-low precision. Our empirical study provides useful data points on low precision quantization and points out potential future directions for improvement on algorithm design and system support for tinyML.

How to further improve the accuracy for ultra-low precision quantization is an important direction for future research. Based on our unified PTQ pipeline, new improvement on different components can further reduce the accuracy degradation. And mixed-precision quantization and quantization aware training could be potential solutions. Besides, existing embedded AI frameworks, such as TensorFlow Lite Micro [9] and STM32Cube.AI [24], can only support computation in floating point or 8-bit integers. The framework with lower precision quantization support is not widely available. It first leaves big room to squeeze the model by combining quantization with other model compression techniques. And it is important to investigate the best combination in practice. At the meanwhile, developing efficient embedded AI frameworks with low precision quantization support will be particularly useful for deployment of tinyML models.

Table 2: Comparison of PTQ pipelines with different optimization variables while fixing other options the best in the pipeline.
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A MODEL ARCHITECTURES

Here we show the basic blocks used to define the models and the detailed architecture of each TinyML model.

![Figure 9: The basic blocks used in the model architectures.](image)

| Operator | Input | Output | stride |
|----------|-------|--------|-------|
| DSConv  | 32 x 32 x 3 | Conv2d(1x1, /1) | 16 |
| DSConv  | 32 x 32 x 32 | Conv2d(1x1, /2) | 2 |
| DSConv  | 32 x 32 x 128 | Conv2d(3x3, /1) | 2 |

Table 1: Res8 (CIFAR10) architecture definition

| Operator | Input | Output | stride |
|----------|-------|--------|-------|
| DSConv  | 32 x 32 x 3 | Conv2d(1x1, /1) | 16 |
| DSConv  | 32 x 32 x 64 | Conv2d(1x1, /2) | 2 |
| DSConv  | 32 x 32 x 64 | Conv2d(3x3, /1) | 2 |

Table 2: Res8 (CIFAR10) architecture definition

| Operator | Input | Output | stride |
|----------|-------|--------|-------|
| DSConv  | 32 x 32 x 3 | Conv2d(1x1, /1) | 16 |
| DSConv  | 32 x 32 x 32 | Conv2d(1x1, /2) | 2 |
| DSConv  | 32 x 32 x 128 | Conv2d(3x3, /1) | 2 |
| DSConv  | 32 x 32 x 256 | Conv2d(3x3, /2) | 2 |
| DSConv  | 32 x 32 x 512 | Conv2d(3x3, /1) | 2 |

Table 3: DSCNN(Speech Commands) architecture definition

| Operator | Input | Output | stride |
|----------|-------|--------|-------|
| DSConv  | 32 x 32 x 3 | Conv2d(1x1, /1) | 16 |
| DSConv  | 32 x 32 x 64 | Conv2d(1x1, /2) | 2 |
| DSConv  | 32 x 32 x 64 | Conv2d(3x3, /1) | 2 |
| DSConv  | 32 x 32 x 128 | Conv2d(3x3, /1) | 2 |
| DSConv  | 32 x 32 x 256 | Conv2d(3x3, /2) | 2 |
| DSConv  | 32 x 32 x 512 | Conv2d(3x3, /1) | 2 |

Table 4: DSCNN(Speech Commands) architecture definition

| Operator | Input | Output | stride |
|----------|-------|--------|-------|
| DSConv  | 32 x 32 x 3 | Conv2d(1x1, /1) | 16 |
| DSConv  | 32 x 32 x 32 | Conv2d(1x1, /2) | 2 |
| DSConv  | 32 x 32 x 128 | Conv2d(3x3, /1) | 2 |
| DSConv  | 32 x 32 x 256 | Conv2d(3x3, /2) | 2 |
| DSConv  | 32 x 32 x 512 | Conv2d(3x3, /1) | 2 |

Table 5: MobileNetV1(WSW) architecture definition

| Operator | Input | Output | stride |
|----------|-------|--------|-------|
| DSConv  | 32 x 32 x 3 | Conv2d(1x1, /1) | 16 |
| DSConv  | 32 x 32 x 64 | Conv2d(1x1, /2) | 2 |
| DSConv  | 32 x 32 x 64 | Conv2d(3x3, /1) | 2 |
| DSConv  | 32 x 32 x 128 | Conv2d(3x3, /1) | 2 |
| DSConv  | 32 x 32 x 256 | Conv2d(3x3, /2) | 2 |
| DSConv  | 32 x 32 x 512 | Conv2d(3x3, /1) | 2 |

Table 6: CNN(UCI-HAR) architecture definition