Eight predictive powers with historical and interim data for futility and efficacy analysis

Ying-Ying Zhang\textsuperscript{a,b}, Teng-Zhong Rong\textsuperscript{a,b} and Man-Man Li\textsuperscript{a,b}

\textsuperscript{a} Department of Statistics and Actuarial Science, College of Mathematics and Statistics, Chongqing University, Chongqing, People’s Republic of China; \textsuperscript{b} Chongqing Key Laboratory of Analytic Mathematics and Applications, Chongqing University, Chongqing, People’s Republic of China

\textbf{ABSTRACT}

When the historical data of the early phase trial and the interim data of the Phase III trial are available, we should use them to give a more accurate prediction in both futility and efficacy analysis. The predictive power is an important measure of the practical utility of a proposed trial, and it is better than the classical statistical power in giving a good indication of the probability that the trial will demonstrate a positive or statistically significant outcome. In addition to the four predictive powers with historical and interim data available in the literature and summarized in Table 1, we discover and calculate another four predictive powers also summarized in Table 1, for one-sided hypotheses. Moreover, we calculate eight predictive powers summarized in Table 2, for the reversed hypotheses. The combination of the two tables gives us a complete picture of the predictive powers with historical and interim data for futility and efficacy analysis. Furthermore, the eight predictive powers with historical and interim data are utilized to guide the futility analysis in the tamoxifen example. Finally, extensive simulations have been conducted to investigate the sensitivity analysis of priors, sample sizes, interim result and interim time on different predictive powers.

\textbf{1. Introduction}

The predictive power, which is the prior expectation of the power and averaged over the prior distribution for the unknown true treatment effect, is an important measure of the practical utility of a proposed trial, and it is better than the power in giving a good indication of the probability that the trial will demonstrate a positive or statistically significant outcome. As we know, the power may have very different values at different treatment effects (for instance, a treatment effect under the alternative hypothesis or an observed treatment effect in the interim analysis), and that may cause difficulty for interpretation. The predictive power has been investigated intensively in the literature (Choi et al., 1985; Schmidli et al., 2007; Spiegelhalter et al., 1986; Zhang & Ting, 2018). Moreover, the predictive power is also known as assurance (Kirby et al., 2012; O’Hagan et al., 2005; Wang et al., 2006), Probability Of Success (POS) (Ibrahim et al., 2015; Jiang, 2011; Trzaskoma & Sashegyi, 2007), Average Success Probability (ASP) (Chuang-Stein, 2006; Zhang & Ting, 2020) or Contemplated Average Success Probability (CASP) (Zhang et al., 2020a).

The ‘predictive power’ is the central matter of our methodological development. Therefore, we present a general formal expression of it. The predictive power is an average power with respect to some prior, that is,

\[
\text{predictive power} = \int_{-\infty}^{\infty} \text{power} (\delta) \times \text{prior} (\delta) \, d\delta,
\]

where \(\delta\) is the true treatment effect of the early phase and Phase III trials. There are eight predictive powers with historical and interim data, because we have four choices for power(\(\delta\)), that is, the classical power that does not use any data, the classical conditional power that uses the interim data once, the Bayesian power that uses the historical data once, and the Bayesian conditional power that uses the historical data once and the interim data once; and we have two choices for prior(\(\delta\)), that is, \(\pi(\delta|d_0)\) that uses the historical data once, and \(\pi(\delta|d_0,d_1)\) that uses the historical data once and the interim data once, where \(d_0\) is the historical data, and \(d_1\) is the interim data.

Spiegelhalter et al. (2004) have calculated the rejection region, the power or the conditional power, and the predictive power or the conditional predictive power of the hypotheses \(H_0 : \delta \leq 0\) versus \(H_1 : \delta > 0\) for five different scenarios, which are non-sequential trials with classical power and Bayesian power, and sequential trials with hybrid predictions, Bayesian predictions, and classical predictions in Sections 6.5 and 6.6. They also gave the adjusting formulae, which include nonzero...
threshold and reversal of hypotheses, for different hypotheses in Section 6.5.4. In their book, they did not explicitly mention that the predictive powers of the five different scenarios use different combination of historical and interim data. In this article, we explicitly mention that different predictive powers will use different combination of historical and interim data. Moreover, we expand the four predictive powers (the predictive power corresponding to the sequential trials with classical predictions is excluded) in Spiegelhalter et al. (2004) to eight predictive powers for the hypotheses $H_0 : \delta \leq \delta_0$ versus $H_1 : \delta > \delta_0$ and the reversed hypotheses $H_0 : \delta \geq \delta_0$ versus $H_1 : \delta < \delta_0$, which can be seen in Tables 1 and 2, where $\delta_0$ is a threshold value for $\delta$. In other words, we have discovered four predictive powers with historical and interim data for the hypotheses and the reversed hypotheses. Finally, the eight predictive powers are utilized to guide the futility analysis in the tamoxifen example, in which a long-term tamoxifen therapy is used for the prevention of recurrence of breast cancer. The tamoxifen example is a Phase III trial and the predictive powers suggest us to stop the trial for futility.

The rest of the paper is organized as follows. In Section 2, we provide two tables. The eight predictive powers with historical and interim data, their analytical expressions, the predictive distributions, the data used,

**Table 1.** The eight predictive powers with historical and interim data, their analytical expressions, the predictive distributions, the data used, and the references for the hypotheses $H_0 : \delta \leq \delta_0$ versus $H_1 : \delta > \delta_0$.

| No. | Predictive power | Analytical expression | Predictive distribution | Data used | References |
|-----|------------------|------------------------|-------------------------|-----------|------------|
| 1   | $l_1 = \text{CPP} = P(S_{\delta_0} \mid \delta_0)$ | $E_1 \pi(d_2 \mid \delta_0)$ | $H$ | (6.4) in Spiegelhalter et al. (2004); (6) in O’Hagan et al. (2005); (2) in Chung-Stein (2006) |
| 2   | $l_2 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_1)$ | $E_2 \pi(d_2 \mid \delta_0, d_1)$ | HI | |
| 3   | $l_3 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2)$ | $E_3 \pi(d_2 \mid \delta_0)$ | HI | |
| 4   | $l_4 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2, d_1)$ | $E_4 \pi(d_2 \mid \delta_0, d_1)$ | HI² | (6.15) in Spiegelhalter et al. (2004) |
| 5   | $l_5 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2, d_1)$ | $E_5 \pi(d_2 \mid \delta_0)$ | $H$ | (6.7) in Spiegelhalter et al. (2004) |
| 6   | $l_6 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2, d_1)$ | $E_6 \pi(d_2 \mid \delta_0, d_1)$ | $H^2$ | |
| 7   | $l_7 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2, d_1)$ | $E_7 \pi(d_2 \mid \delta_0)$ | $H^2$ | |
| 8   | $l_8 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2, d_1)$ | $E_8 \pi(d_2 \mid \delta_0, d_1)$ | $H^2$ | (6.18) in Spiegelhalter et al. (2004) |

**Table 2.** The eight predictive powers with historical and interim data, their analytical expressions, the predictive distributions, and the data used for the reversed hypotheses $H_0 : \delta \geq \delta_0$ versus $H_1 : \delta < \delta_0$.

| No. | Predictive power | Analytical expression | Predictive distribution | Data used | References |
|-----|------------------|------------------------|-------------------------|-----------|------------|
| 1   | $l_1 = \text{CPP} = P(S_{\delta_0} \mid \delta_0)$ | $E_1 \pi(d_2 \mid \delta_0)$ | $H$ | |
| 2   | $l_2 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_1)$ | $E_2 \pi(d_2 \mid \delta_0, d_1)$ | HI | |
| 3   | $l_3 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2)$ | $E_3 \pi(d_2 \mid \delta_0)$ | HI | |
| 4   | $l_4 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2, d_1)$ | $E_4 \pi(d_2 \mid \delta_0, d_1)$ | HI² | |
| 5   | $l_5 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2, d_1)$ | $E_5 \pi(d_2 \mid \delta_0)$ | $H^2$ | |
| 6   | $l_6 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2, d_1)$ | $E_6 \pi(d_2 \mid \delta_0, d_1)$ | $H^2$ | |
| 7   | $l_7 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2, d_1)$ | $E_7 \pi(d_2 \mid \delta_0)$ | $H^2$ | |
| 8   | $l_8 = \text{CPP} = P(S_{\delta_0} \mid \delta_0, d_2, d_1)$ | $E_8 \pi(d_2 \mid \delta_0, d_1)$ | $H^2$ | |
and the references for the hypotheses $H_0 : \delta \leq \delta_0$ versus $H_1 : \delta > \delta_0$ are given in Table 1. Those quantities for the reversed hypotheses $H_0 : \delta \geq \delta_0$ versus $H_1 : \delta < \delta_0$ are given in Table 2. The data structures of the historical data, interim data and future data described in Figure 1 can also be found in this section. Section 3 illustrates the calculations of the eight predictive powers through the tamoxifen example. Section 4 conducts extensive simulations to investigate the sensitivity analysis of priors, sample sizes, interim result and interim time on different predictive powers. Some conclusions and discussions are provided in Section 5.

2. Eight predictive powers with historical and interim data

Similar to Dmitrienko and Wang (2006) and Jiang (2011), a go/no-go decision rule can be defined at the end of the early phase trial or at the interim of the Phase III trial. In our notation,

\[
\text{Decision criteria} = \begin{cases} 
\text{Stop for efficacy,} & \text{if } \gamma_e \leq \text{PP}, \\
\text{Go,} & \text{if } \gamma_s \leq \text{PP} < \gamma_e, \\
\text{Conditional-Go,} & \text{if } \gamma_f < \text{PP} < \gamma_g, \\
\text{Stop for futility,} & \text{if } \text{PP} \leq \gamma_f,
\end{cases} 
\tag{1}
\]

where PP is the predictive power, while $\gamma_f$, $\gamma_g$ and $\gamma_e$ are pre-specified thresholds for futility, go and efficacy, respectively. The thresholds should satisfy the following constraints:

\[0 < \gamma_f < \gamma_g < \gamma_e < 1.\]

Jiang (2011) suggests $\gamma_f \geq 0.5$, with $\gamma_f = 0.5$ meaning that a stop for futility decision is taken if

\[1 - \text{PP} \geq 0.5 \geq \text{PP},\]

that is, the risk of failure is greater than or equal to the chance of success. The threshold $\gamma_e$ can be set at a relatively high value such as 0.9, so that when the PP exceeds this threshold, a stop for efficacy decision can be made. Finally, the threshold $\gamma_s$ can be set at a value such as 0.8, so that if $\gamma_s \leq \text{PP} < \gamma_e$, a go decision can be made, where ‘Go’ means moving on without the need of adjustment to the sample size of the future data $m_2$; if $\gamma_f < \text{PP} < \gamma_g$, a conditional-go decision can be made, where ‘Conditional-Go’ means moving on with the condition that $m_2$ is either increased to improve the PP (so it is equal or close to $\gamma_0$) or staying unchanged while acknowledging a reduced PP or increased risk of failure. Note that there are two no-go decisions in our decision criteria (1), that is, stop for futility and stop for efficacy.

The data structures of the historical data, interim data and future data are described in Figure 1. In the figure, H means historical data, I means interim data and F means future data. The historical data could be the Phase II data, or the previous Phase III data, as long as the outcome variable and patient populations are the same between the historical data and the upcoming Phase III data. Moreover, the historical data could also be a fictitious data corresponding to a sceptical or optimistic prior, and in this case $d_0$ and $m_0$ of the historical data are determined to satisfy the requirements of the sceptical or optimistic prior. Note that $d_0$, $d_1$ and $d_2$ are the observed treatment differences in the treatment group and the control (or placebo) group of the historical data, interim data and future data respectively, and $m_0$, $m_1$ and $m_2$ are the per group number of patients of the historical data, interim data and future data respectively. In the upper plot, only historical data are available. Furthermore, the upper plot also depicts the data structure for criterion (7). Note that in the upper plot, the sample size of the future data $m_2$ is the whole sample size of the Phase III trial. Note that the present time of the program (termed now) in the upper plot is at the end of Early Phase and before the start of Phase III. At that time, only two predictive powers can be calculated to facilitate the go/no-go decision according to the decision criteria (1), that is, the first and fifth predictive powers in Tables 1 and 2. If the PP results in a ‘Go’ or ‘Conditional-Go’ decision according to the decision criteria (1), then the Phase III trial is launched. However, if the PP results in a no-go decision (either stop for futility or stop for efficacy), then the Phase III trial will not be launched. Furthermore, if the Phase III trial is launched and the interim data of the Phase III trial are available, the data structure of the program can be described in the lower plot of Figure 1. Note that the present time of the program (termed now) in the lower plot is at the interim of the Phase III trial. At the interim, there are six predictive powers which can be calculated to facilitate the go/no-go decision according to the decision criteria (1), that is, the second, third, fourth, sixth,
seventh and eighth predictive powers in Tables 1 and 2. In the lower plot, both historical data and interim data are available. Moreover, the lower plot also depicts the data structure for criterion (4) and (5).

Note that if in the graph could be meaning data after interim in the lower plot, and full Phase III data in the upper plot. The justifications of the meaning of F are given as follows. First, the future data are the data after the present time (termed now in the upper and lower plots). Second, in the lower plot, when the information time increases, the interim data become more and more, and the future data become less and less. Conversely, when the information time decreases, the future data become more and more, and the interim data become less and less. When the information time is 0, the future data is the full Phase III data.

Suppose that the interim analysis of a randomized controlled Phase III trial is to be conducted with patients randomized to one of two treatments, with $m_1$ patients allocated to treatment $i$ ($i = 1, 2$), where treatment 2 is the test drug and treatment 1 is the control (or placebo). Moreover, suppose that the $j$-th patient receiving treatment $i$ for the interim data will yield a continuous response $x_{ij}$ that we can assume is normally distributed with an unknown mean $\mu_{ij}$ and a common known variance $\sigma^2$. The third subscript ‘1’ in $x_{ij}$ means that the responses are for the interim data. Moreover, assume that the data from the two treatments are independent. Thus the model of the interim data of the Phase III trial is that

$$x_{ij} \sim N(\mu_{ij}, \sigma^2), \quad j = 1, \ldots, m_1, \ i = 1, 2.$$ 

It is easy to derive the sampling distributions of the sufficient statistics

$$\bar{x}_{i1} | \mu_{i1} = \left( \frac{1}{m_1} \sum_{j=1}^{m_1} x_{ij} \right) | \mu_{i1}$$

$$\sim N\left( \mu_{i1}, \frac{\sigma^2}{m_1} \right), \quad i = 1, 2.$$ 

More specifically,

$$\bar{x}_{21} | \mu_{21} \sim N\left( \mu_{21}, \frac{\sigma^2}{m_1} \right) \quad \text{and} \quad \bar{x}_{11} | \mu_{11} \sim N\left( \mu_{11}, \frac{\sigma^2}{m_1} \right).$$

Therefore,

$$d_1 | \delta = (\bar{x}_{21} - \bar{x}_{11}) | \delta \sim N\left( \delta, \frac{2\sigma^2}{m_1} \right),$$

where $d_1 = \bar{x}_{21} - \bar{x}_{11}$ is the sample mean difference based on the interim data of the Phase III trial, and $\delta = \mu_{21} - \mu_{11}$ is the true treatment effect based on the interim data of the Phase III trial.

Similarly, suppose that the future data of a randomized controlled Phase III trial is to be collected with patients randomized to one of two treatments, with $m_2$ patients allocated to each treatment. After some similar derivations for the interim analysis of the Phase III trial, we have

$$d_2 | \delta \sim N\left( \delta, \frac{2\sigma^2}{m_2} \right),$$

where $d_2 = \bar{x}_{22} - \bar{x}_{12}$ is the sample mean difference based on the future data of the Phase III trial, $\delta = \mu_{22} - \mu_{12}$ is the true treatment effect based on the future data of the Phase III trial, $x_{ij2} = \frac{1}{m_2} \sum_{j=1}^{m_2} x_{ij2}$ ($i = 1, 2$) is the sample mean of $x_{ij2}$ which is the continuous response of the $j$-th patient receiving treatment $i$ for the future data, and $\mu_{ij2}$ ($i = 1, 2$) is the unknown mean of $x_{ij2}$. The third subscript ‘2’ in $x_{ij2}$ means that the responses are for the future data. Note that we have assumed the true treatment effects based on the interim data and future data of the Phase III trial are the same. This assumption has also been used in the literature. See for instance (Spiegelhalter et al., 2004). Note also that the assumption can be easily violated in the clinical trials, such as the enrichment design which will change the population. Therefore, our discussions are not suitable for the enrichment design.

Suppose that we have some prior knowledge about $\delta$ through the historical data corresponding to $m_0$ patients per group in two treatments, and the prior mean of $\delta$ is estimated to be $d_0$. We remark that the historical data with $m_0$ patients refer to Phase II patients specifically, and thus the treatment effect $\delta$ in Phase II could be different than Phase III. However, in many disease areas where main clinical outcomes can be observed in relatively short duration – such as acute pain, allergy, asthma, depression, hypertension, and so on – Phase II and Phase III trials often have the same trial design including a same outcome variable and same patient population. In these disease areas, the treatment effect $\delta$ on Phase II and Phase III trials can be assumed the same. For simplicity, we assume a normal model for the prior. That is,

$$\delta | d_0 \sim N\left( d_0, \frac{2\sigma^2}{m_0} \right).$$

(2)

Note that this prior incorporating the historical data can be obtained as follows. For the historical data $d_0$, assume that

$$d_0 | \delta \sim N\left( \delta, \frac{2\sigma^2}{m_0} \right).$$

Suppose that we have no prior knowledge about $\delta$ before the historical data $d_0$, and thus we assume that $\delta$ has an improper uniform prior over $(-\infty, \infty)$, that is, $\pi(\delta) \propto 1$. Then the posterior distribution of $\delta$ given $d_0$ is easily found to be given by (2).
Therefore, when the interim data \(d_1\) is available, the model and the prior are given by
\[
d_1|\delta \sim N\left(\delta, \frac{2\sigma^2}{m_1}\right), \quad d_2|\delta \sim N\left(\delta, \frac{2\sigma^2}{m_2}\right), \quad \delta|d_0 \sim N\left(d_0, \frac{2\sigma^2}{m_0}\right).
\]
(3)

Let the model and prior be given by (3). Given the likelihood \(d_1|\delta\) and the prior \(\delta|d_0\), standard Bayesian calculus yields the posterior distribution of \(\delta\) given \(d_0, d_1\) and the conditional distribution of \(d_1\) given \(d_0\), that is,
\[
\begin{align*}
d_1|\delta & \sim N\left(\delta, \frac{2\sigma^2}{m_1}\right), \\
d_2|d_1 & \sim N\left(d_0, \frac{2\sigma^2}{m_0}\right), \\
\delta|d_0, d_1 & \sim N\left(\frac{m_0d_0 + m_1d_1}{m_0 + m_1}, \frac{2\sigma^2}{m_0 + m_1}\right), \\
d_1|d_0 & \sim N\left(d_0, \frac{2\sigma^2}{m_0 + m_1}\right).
\end{align*}
\]
(4)

Then using the posterior distribution \(\pi(\delta|d_0, d_1)\) as a new prior for our future data \(d_2\), standard Bayesian calculus yields the posterior distribution of \(\delta\) given \(d_0, d_1, d_2\) and the conditional distribution of \(d_2\) given \(d_0, d_1\), that is,
\[
\begin{align*}
d_2|\delta & \sim N\left(\delta, \frac{2\sigma^2}{m_2}\right), \\
\delta|d_0, d_1 & \sim N\left(\frac{m_0d_0 + m_1d_1 + m_2d_2}{m_0 + m_1 + m_2}, \frac{2\sigma^2}{m_0 + m_1 + m_2}\right), \\
\delta|d_0, d_1, d_2 & \sim N\left(\frac{m_0d_0 + m_1d_1 + m_2d_2}{m_0 + m_1 + m_2}, \frac{2\sigma^2}{m_0 + m_1 + m_2}\right), \\
d_2|d_0, d_1 & \sim N\left(\frac{m_0d_0 + m_1d_1}{m_0 + m_1}, \frac{2\sigma^2}{m_0 + m_1}\right), \\
\times \left(\frac{1}{m_2} + \frac{1}{m_0 + m_1}\right).
\end{align*}
\]
(5)

The data structure of (4) and (5) is depicted in the lower plot of Figure 1. Note that the posterior distribution \(\pi(\delta|d_0, d_1, d_2)\) is used in the calculations of the Bayesian rejection regions with \(d_0, d_1, d_2\),
\[
S^{B, d_0, d_1, d_2}_{\alpha, \delta_0} = \{P(\delta \leq \delta_0|d_0, d_1, d_2) < \alpha\} \quad \text{and} \quad S^{B^{-\delta}, d_0, d_1, d_2}_{\alpha, \delta_0} = \{P(\delta \geq \delta_0|d_0, d_1, d_2) < \alpha\}.
\]
The conditional distribution \(\pi(d_2|d_0, d_1)\) is the predictive distribution used in the calculations of the even-numbered predictive powers in Table 1.

Similarly, when the interim data \(d_1\) is not available, the model and the prior are given by
\[
d_2|\delta \sim N\left(\delta, \frac{2\sigma^2}{m_2}\right), \quad \delta|d_0 \sim N\left(d_0, \frac{2\sigma^2}{m_0}\right).
\]
(6)

Let the model and prior be given by (6). Given the likelihood \(d_2|\delta\) and the prior \(\delta|d_0\), standard Bayesian calculus yields the posterior distribution of \(\delta\) given \(d_0, d_2\) and the conditional distribution of \(d_2\) given \(d_0\), that is,
\[
\begin{align*}
d_2|\delta & \sim N\left(\delta, \frac{2\sigma^2}{m_2}\right), \\
\delta|d_0 & \sim N\left(d_0, \frac{2\sigma^2}{m_0}\right), \\
\delta|d_0, d_2 & \sim N\left(\frac{m_0d_0 + m_2d_2}{m_0 + m_2}, \frac{2\sigma^2}{m_0 + m_2}\right), \\
d_2|d_0 & \sim N\left(d_0, \frac{2\sigma^2}{\frac{1}{m_0} + \frac{1}{m_2}}\right).
\end{align*}
\]
(7)

The data structure of (7) is depicted in the upper plot of Figure 1. Note that the posterior distribution \(\pi(\delta|d_0, d_2)\) is used in the calculations of the Bayesian rejection regions with \(d_0, d_2\),
\[
S^{B, d_0, d_2}_{\alpha, \delta_0} = \{P(\delta \leq \delta_0|d_0, d_2) < \alpha\} \quad \text{and} \quad S^{B^{-\delta}, d_0, d_2}_{\alpha, \delta_0} = \{P(\delta \geq \delta_0|d_0, d_2) < \alpha\}.
\]
The conditional distribution \(\pi(d_2|d_0)\) is the predictive distribution used in the calculations of the odd-numbered predictive powers in Table 1.

For clarity, we define the Classical Power (CP), Classical Conditional Power (CCP), Bayesian Power (BP), and Bayesian Conditional Power (BCP). The CP is the probability of the classical rejection region with \(d_2, S_{\alpha, \delta_0}^{C, d_2},\) given a value for \(\delta\), \(P(S_{\alpha, \delta_0}^{C, d_2} | \delta)\), where \(S\) is for ‘Success’ and the success region is the rejection region, \(C\) is for ‘Classical’, \(\alpha\) is the significance level, and \(\delta_0\) is a threshold value for \(\delta\). The CCP is the probability of the classical rejection region with \(d_1\) and \(d_2, S_{\alpha, \delta_0}^{C, d_1, d_2},\) given values of \(\delta\) and interim result \(d_1, P(S_{\alpha, \delta_0}^{C, d_1, d_2} | \delta, d_1)\). The BP is the probability of the Bayesian rejection region with \(d_0, d_2, S_{\alpha, \delta_0}^{B, d_0, d_2},\) given values of \(\delta\) and historical result \(d_0, P(S_{\alpha, \delta_0}^{B, d_0, d_2} | \delta, d_0)\), where \(B\) is for ‘Bayesian’. The BCP is the probability of the Bayesian rejection region with \(d_0, d_1, d_2, S_{\alpha, \delta_0}^{B, d_0, d_1, d_2},\) given values of \(\delta, d_0, d_1, P(S_{\alpha, \delta_0}^{B, d_0, d_1, d_2} | \delta, d_0, d_1)\). Under normality assumptions for the priors and the likelihoods, it is easy to obtain the expressions of the rejection regions and the powers as
\[
S_{\alpha, \delta_0}^{C, d_2} = \{d_2 > A\}, \\
S_{\alpha, \delta_0}^{C, d_1, d_2} = \{d_2 > B(d_1)\},
\]
\[ S_{\alpha_0,d_0}^B = \{ d_2 > C (d_0) \}, \]
\[ S_{\alpha_0,d_0}^{B,d_1,d_2} = \{ d_2 > D (d_0,d_1) \}, \]
\[ CP = P (S_{\alpha_0,d_0}^{C,d_1,d_2} | \delta) = \Phi \left( \frac{\delta - A}{\sqrt{2/m_2^2}} \right), \]
\[ CCP = P (S_{\alpha_0,d_0}^{C,d_1,d_2} | \delta, d_1) = \Phi \left( \frac{\delta - B (d_1)}{\sqrt{2/m_2^2}} \right), \]
\[ BP = P (S_{\alpha_0,d_0}^{B,d_1,d_2} | \delta, d_0) = \Phi \left( \frac{\delta - C (d_0)}{\sqrt{2/m_2^2}} \right), \]
\[ BCP = P (S_{\alpha_0,d_0}^{B,d_1,d_2} | \delta, d_0, d_1) = \Phi \left( \frac{\delta - D (d_0, d_1)}{\sqrt{2/m_2^2}} \right), \]

where
\[
A = \delta_0 + Z_0 \sqrt{\frac{1}{m_2}}, \quad (8)
\]
\[
B (d_1) = \left( \frac{m_0 + m_1}{m_1} \right) \left( \frac{\delta_0 + \delta_1}{\sqrt{1/m_1 + 1/m_2}} - m_1 \right), \quad (9)
\]
\[
C (d_0) = \left( \frac{m_0 + m_1}{m_1} \right) \left( \frac{\delta_0 + \delta_1}{\sqrt{1/m_1 + 1/m_2}} - m_1 \right), \quad (10)
\]
\[
D (d_0, d_1) = \left( \frac{m_0 + m_1}{m_1} \right) \left( \frac{\delta_0 + \delta_1}{\sqrt{1/m_1 + 1/m_2}} - m_1 \right), \quad (11)
\]

The detailed derivations of the expressions of the rejection regions and the powers can be found in the supplement.

Suppose that we are interested in testing the hypotheses \( H_0 : \delta \leq \delta_0 \) versus \( H_1 : \delta > \delta_0 \). This kind of hypotheses arise when we assume that a larger value in the population mean of the normal distribution means improvement in disease condition. Hence, a positive value of \( \delta \) means better. The eight predictive powers with historical and interim data, their analytical expressions, the predictive distributions, the data used, and the references for the hypotheses \( H_0 : \delta \leq \delta_0 \) versus \( H_1 : \delta > \delta_0 \) are given in Table 1. Note that the definitions of the eight predictive powers for the hypotheses are given in Table 1 under the column name ‘Predictive Power’. In the table:

- For the predictive power column, \( I \) is the Classical Predictive Power (CPP), \( I \) is the Classical Interim Predictive Power (CIPP), \( \alpha \) is the Classical Conditional Predictive Power (CCPP), \( \alpha \) is the Classical Conditional Interim Predictive Power (CCIPP), \( \alpha \) is the Bayesian Predictive Power (BPP), \( \alpha \) is the Bayesian Interim Predictive Power (BIPP), \( \alpha \) is the Bayesian Conditional Predictive Power (BCIPP) and \( \alpha \) is the Bayesian Conditional Interim Predictive Power (BCIPP). Now we explain our nomenclatures. Note that \( P(S_{\alpha_0,d_0}^{C,d_1,d_2} | \delta) \) is the Classical Power (CP), \( P(S_{\alpha_0,d_0}^{C,d_1,d_2} | \delta, d_1) \) is the Classical Conditional Power (CP), \( P(S_{\alpha_0,d_0}^{B,d_1,d_2} | \delta, d_0) \) is the Bayesian Power (BP) and \( P(S_{\alpha_0,d_0}^{B,d_1,d_2} | \delta, d_0, d_1) \) is the Bayesian Conditional Power (BCP). We add a capital letter \( P \) (short for Predictive) to the nomenclatures to indicate that they are predictive powers. Moreover, we add a capital letter \( I \) (short for Interim) to the nomenclatures to indicate that the prior \( \pi (\delta | d_0, d_1) \) uses the interim data.

- The analytical expressions are given as follows:

\[
E_1 = \Phi \left[ \frac{m_2 (d_0 - \delta_0) - Z_0 \sigma \sqrt{2/m_2}}{\sqrt{2/m_2^2}} \sqrt{\frac{m_0}{m_0 + m_2}} \right],
\]
\[
E_2 = \Phi \left[ \frac{m_0 m_2 (d_0 - \delta_0) + m_1 m_2 (d_1 - \delta_0) - Z_0 \sigma (m_0 + m_1) \sqrt{2/m_2}}{\sqrt{2/m_2^2}} \sqrt{\frac{m_0 + m_1}{m_0 + m_1 + m_2}} \right],
\]
\[
E_3 = \Phi \left[ \frac{m_0 m_2 (d_0 - \delta_0) + m_1 m_2 (d_1 - \delta_0) - Z_0 \sigma (m_0 + m_1) \sqrt{2/m_2}}{\sqrt{2/m_2^2}} \sqrt{\frac{m_0 + m_1 + m_2}{m_0 + m_1 + m_2}} \right],
\]
\[
E_4 = \Phi \left[ \frac{m_0 m_2 (d_0 - \delta_0) + m_1 (m_0 + m_1) (d_1 - \delta_0) - Z_0 \sigma (m_0 + m_1) \sqrt{2/m_2}}{\sqrt{2/m_2^2}} \sqrt{\frac{m_0 + m_1 + m_2}{m_0 + m_1 + m_2}} \right],
\]
\[
E_5 = \Phi \left[ \frac{m_0 (m_0 + m_2) (d_0 - \delta_0) - Z_0 \sigma \sqrt{2/m_2}}{\sqrt{m_0 + m_2}} \right],
\]
\[
E_6 = \Phi \left[ \frac{m_0 (m_0 + m_1 + m_2) (d_0 - \delta_0) + m_1 m_2 (d_1 - \delta_0) - Z_0 \sigma (m_0 + m_1) \sqrt{2/m_2}}{\sqrt{2/m_2^2}} \sqrt{\frac{m_0 + m_1 + m_2}{m_0 + m_1 + m_2}} \right],
\]
\[
E_7 = \Phi \left[ \frac{m_0 (m_0 + m_2) (d_0 - \delta_0) + m_1 (d_1 - \delta_0) - Z_0 \sigma \sqrt{2/m_2}}{\sqrt{m_0 + m_2}} \right],
\]
\[
E_8 = \Phi \left[ \frac{(m_0 + m_1 + m_2) [m_0 (d_0 - \delta_0) + m_1 (d_1 - \delta_0)] - Z_0 \sigma (m_0 + m_1) \sqrt{2/m_2}}{\sqrt{2/m_2^2}} \right].
\]
Note that in the table, for $E_1$, $E_3$, $E_5$, and $E_7$, the analytical expressions are in the form of

$$\Phi \left[ \frac{d_0 - \text{Expression}}{\sqrt{2 / m_2 \sigma}} \frac{m_0}{m_0 + m_2} \right],$$

where the Expression is $A$, $B(d_1)$, $C(d_0)$ and $D(d_0, d_1)$ given by (8), (9), (10) and (11), respectively. Similarly, for $E_2$, $E_4$, $E_6$ and $E_8$, the analytical expressions are in the form of

$$\Phi \left[ \frac{m_0 (d_0 - \text{Expression}) + m_1 (d_1 - \text{Expression})}{\sqrt{2 / m_2 \sigma}} \right],$$

where the Expression is $A$, $B(d_1)$, $C(d_0)$ and $D(d_0, d_1)$, respectively. The tedious calculations of the analytical expressions of the eight predictive powers in Table 1 can be found in the supplement. It is worth noting that the calculations of the predictive powers by directly calculating the expectations need an important expectation identity (Zhang et al., 2014, 2020b).

- Note that in the table, there are only two predictive distributions, that is, $\pi(\delta | d_0)$ and $\pi(\delta | d_0, d_1)$.
- For the data used column, $H$ means that the historical data are used, and $I$ means that the interim data are used. $HI$ means that the historical data are used once and the interim data are also used once. $H^2 I^2$ means that the historical data are used once and the interim data are used twice. $H^2 I^2$ means that the historical data are used twice and the interim data are used once. $H^2 I^2$ means that the historical data are used twice and the interim data are also used twice. Now we explain why the eight predictive powers use different combination of historical and interim data. Note that the predictive power is an average power with respect to some priors. Only two priors are exploited for the eight predictive powers, that is, $\pi(\delta | d_0)$ and $\pi(\delta | d_0, d_1)$. The prior $\pi(\delta | d_0)$ uses the historical data ($d_0$) once. However, the prior $\pi(\delta | d_0, d_1)$ uses the historical data ($d_0$) once and the interim data ($d_1$) once. Four powers are used in the eight predictive powers, that is, the classical power $P(S^{d_0, \delta}_\alpha)$ that does not use any data, the classical conditional power $P(S^{d_1, d_2}_\alpha | \delta, d_1)$ that uses the interim data once, the Bayesian power $P(S^{d_0, d_1}_\alpha | \delta, d_0)$ that uses the historical data once and the Bayesian conditional power $P(S^{d_0, d_1, d_2}_\alpha | \delta, d_0, d_1)$ that uses the historical data once and the interim data once. Therefore, for the predictive power $I_1$, it uses the historical data once, since it is an average classical power $P(S^{d_0, d_1}_\alpha | \delta)$ with respect to the prior $\pi(\delta | d_0)$. Moreover, for the predictive power $I_5$, it uses the historical data twice and the interim data twice, since it is an average Bayesian conditional power $P(S^{d_0, d_1, d_2}_\alpha | \delta, d_0, d_1)$ with respect to the prior $\pi(\delta | d_0, d_1)$. The data used for other predictive powers can be explained in the same way.

- For $I_1$, $I_4$, $I_5$ and $I_8$, we can find a similar formula in Spiegelhalter et al. (2004). Note that in Spiegelhalter et al. (2004), the variance is $\sigma^2$ which corresponds to one arm trial, while in our article, the variance is $2 \sigma^2$ which corresponds to two arm trials. The other four predictive powers ($I_2$, $I_3$, $I_6$ and $I_7$) are discovered by us. Consequently, Table 1 gives us a complete picture of the predictive powers with historical and interim data for futility and efficacy analysis for the hypotheses $H_0 : \delta \leq \delta_0$ versus $H_1 : \delta > \delta_0$. Moreover, Spiegelhalter et al. (2004) use $z_\alpha$ which is a lower $\epsilon$ quantile, that is, $P(Z \leq z_\alpha) = \epsilon$, while we use $Z_\alpha$ which is an upper $\alpha$ quantile, that is, $P(Z \geq Z_\alpha) = \alpha$, and they have the simple relationship $z_\alpha = -Z_\alpha$.

Now suppose that we are interested in testing the reversed hypotheses $H_0 : \delta \geq \delta_0$ versus $H_1 : \delta < \delta_0$. This kind of hypotheses arise when we assume that a smaller value in the population of the normal distribution means improvement in disease condition. Hence, a negative value of $\delta$ means better. We will use a ‘$-$’ sign here to indicate that the respective quantities are calculated for the reversed hypotheses. The eight predictive powers with historical and interim data, their analytical expressions, the predictive distributions, and the data used for the reversed hypotheses $H_0 : \delta \geq \delta_0$ versus $H_1 : \delta < \delta_0$ are given in Table 2. Note that the definitions of the eight predictive powers for the reversed hypotheses are given in Table 2 under the column name ‘Predictive Power’. In the table:

- For the predictive power column, the nomenclatures are the same as in Table 1 with a ‘$-$’ sign here to indicate that the respective nomenclatures are for the reversed hypotheses.
- The analytical expressions are given as follows:
There are no references available to the best of our knowledge. The data used are the same. From the two tables we see that the analytical expressions of the hypotheses $H_0: \delta \geq \delta_0$ versus $H_1: \delta < \delta_0$ are just the quantities of the hypotheses $H_0: \delta \leq \delta_0$ versus $H_1: \delta > \delta_0$ with the terms involving $d_0 - \delta_0$ and $d_1 - \delta_0$ adding a negative sign, and vice versa.

Note that in the table, for $E_1^-, E_3^-, E_5^-$ and $E_7^-$, the analytical expressions are in the form of

$$
\Phi \left[ \frac{\text{Expression} - d_0}{\sqrt{2/2m_2\sigma}} \sqrt{\frac{m_0}{m_0 + m_2}} \right],
$$

where the expression is

$$
A^- = \delta_0 - Z_\sigma \sqrt{2/m_2},
$$

$$
B^-(d_1) = \left[ (m_1 + m_2) \delta_0 - Z_\sigma \sqrt{2(m_1 + m_2) - m_1d_1} \right],
$$

$$
C^-(d_0) = \left[ (m_0 + m_2) \delta_0 - Z_\sigma \sqrt{2(m_0 + m_2) - m_0d_0} \right],
$$

$$
D^-(d_0, d_1) = \left[ (m_0 + m_1 + m_2) \delta_0 - Z_\sigma \sqrt{2(m_0 + m_1 + m_2) - m_0d_0 - m_1d_1} \right],
$$

respectively. Similarly, for $E_2^-, E_4^-, E_6^-$ and $E_8^-$, the analytical expressions are in the form of

$$
\Phi \left[ \frac{m_0(\text{Expression} - d_0) + m_1(\text{Expression} - d_1)}{\sqrt{2/2m_2\sigma}} \sqrt{\frac{m_0 + m_1}{m_0 + m_1 + m_2}} \right],
$$

where the expression is $A^-, B^-(d_1), C^-(d_0)$ and $D^-(d_0, d_1)$, respectively. The tedious calculations of the analytical expressions of the eight predictive powers in Table 2 can be found in the supplement.

- Note that in the table, there are only two predictive distributions, that is, $\pi(d_2|d_0)$ and $\pi(d_2|d_0, d_1)$.
- The data used column can be explained in the same way as in Table 1.
- There are no references available to the best of our knowledge for the reversed hypotheses $H_0: \delta \geq \delta_0$ versus $H_1: \delta < \delta_0$.

Comparing Tables 1 and 2, we find that for each predictive power, the predictive distribution and the data used are the same. From the two tables we see that the analytical expressions of the hypotheses $H_0: \delta \geq \delta_0$ versus $H_1: \delta < \delta_0$ are just the quantities of the hypotheses $H_0: \delta \leq \delta_0$ versus $H_1: \delta > \delta_0$ with the terms involving $d_0 - \delta_0$ and $d_1 - \delta_0$ adding a negative sign, and vice versa.

### 3. A real data example

Long-term tamoxifen therapy is used for the prevention of recurrence of breast cancer (see Dignam et al., 1998; Example 6.7 in Spiegelhalter et al., 2004). The aim of the study is to estimate disease-free survival benefit from tamoxifen over placebo, in patients who already have had 5 years of taking tamoxifen without a recurrence. That means, patients were randomized to either continuation of tamoxifen therapy or continuation with placebo after having survived recurrence-free under tamoxifen for 5 years. To detect a 40% reduction in annual risk associated with tamoxifen (hazard ratio = 0.6), with 85% power and a one-sided tail area of 5%, 115 events were required. The statistical model is the proportional hazards regression model, with summary using the approximate hazard ratio analysis. If there are $O_T$ events on treatment, and $O_C$ events on control, then $d_1 = 2(O_T - O_C)/m_1$ is an approximate estimate of the log(hazard ratio) $\delta$, with mean $\delta$ and variance...
4/m_1$, as shown in Tsiatis (1981). Prior distributions: an optimistic prior was centred on a 40% hazard reduction and a 5% chance of a negative effect (i.e., $HR > 1$), equivalent on the log$(HR)$ scale to a normal prior with mean $\mu_o = \log(0.6) = -0.51$ and standard deviation $0.31$ ($\sigma = \sqrt{2}$, $m_0 \approx 41.4$). Note that in Spiegelhalter et al. (2004), the variance is $\sigma^2 = 4$, while in our article, the variance is $2\sigma^2 = 4$, and thus $\sigma = \sqrt{2}$ in our article. Moreover, $m_0 \approx 41.4$ is used to guarantee that ‘an optimistic prior was centred on a 40% hazard reduction and a 5% chance of a negative effect’. Also a sceptical prior was adopted with the same standard deviation as the optimistic prior but centred on $\mu_o = 0$. The estimated log$(HR)$ after the first interim analysis in 1993 is $d_1 = 0.435$. At that time $m_1 = 46$ events have been observed, and further $m_2 = 115 - 46 = 69$ events are to be observed.

In the tamoxifen example, let $h_1$ and $h_2$ be the hazard rates corresponding to tamoxifen (treatment) and placebo (control) respectively. Therefore,

$$\text{Tamoxifen superior} \iff h_1 < h_2 \iff HR = \frac{h_1}{h_2} < 1 \iff \delta = \log(HR) < 0,$$

$$\text{Control superior} \iff h_1 > h_2 \iff HR = \frac{h_1}{h_2} > 1 \iff \delta = \log(HR) > 0.$$ 

Consequently, for $j = 1, \ldots, 8$, the $j$-th predictive power $I_j$ is for control superior, the $j$-th predictive power $I_j^\text{−}$ is for tamoxifen superior, and $1 - I_j - I_j^\text{−}$ is for equivocal.

The eight predictive powers with historical and interim data of eventual conclusions for the B-14 trial after the first interim analysis in 1993 are reported in Table 3. In the table, the conclusion is: ‘Tamoxifen superior’, defined as a $1 - \alpha$ confidence interval or credible interval for $\delta = \log(HR)$ lying wholly below 0; ‘Equivocal’, defined as a $1 - 2\alpha$ confidence interval or credible interval for $\delta = \log(HR)$ including 0; and ‘Control superior’, defined as a $1 - \alpha$ confidence interval or credible interval for $\delta = \log(HR)$ lying wholly above 0. The significance level $\alpha$ is chosen to be 0.025 in all cases. For the first and fifth predictive powers, the number of events of the future data $m_2$ is the whole number of events of the Phase III trial 115, not 69 (the further number of events to be observed). In Table 3, we observe the following facts.

- The sum of the three predictive powers in each row corresponding to the sceptical prior (or the optimistic prior) should be equal to 1. However, in some cases, the sum is equal to 0.999, due to the rounding error.
- The fourth predictive powers in Table 3 are the same as those under the column ‘When not using prior in analysis’, which can be calculated by (6.15), in Table 6.7 of Spiegelhalter et al. (2004). Moreover, the eighth predictive powers in Table 3 are the same as those under the column ‘When using prior in analysis’, which can be calculated by (6.18), in Table 6.7 of Spiegelhalter et al. (2004).
- All the predictive powers under the ‘Tamoxifen superior’ column are less than 0.85, the designed power. Note that these predictive powers are calculated when the significance level $\alpha$ is chosen to be 0.025, while the designed power 0.85 is calculated when $\alpha$ is chosen to be 0.05. When the significance level $\alpha$ is risen to 0.05 when calculating the predictive powers, the predictive powers also rise, as the predictive powers are increasing functions of $\alpha$. However, they are still less than 0.85. This phenomenon has been observed in the literature. See for instance Chuang-Stein (2006); Chuang-Stein Kirby (2017); Spiegelhalter et al. (2004).
- For the eight predictive powers, the optimistic prior has a greater tendency to draw a ‘Tamoxifen superior’ conclusion than the sceptical prior, and this is reflected in the predictive powers. In contrast, the sceptical prior has a greater tendency to draw a ‘Control superior’ conclusion than the optimistic prior, and this is also reflected in the predictive powers.
- Now let us focus on the ‘Tamoxifen superior’ column. The first predictive power under the optimistic prior is 0.656, which is fairly high, due to the first predictive power only uses the historical data once and it does not use the interim data, and the historical data (a fictitious data corresponding to the optimistic prior) favours the tamoxifen treatment. The fifth predictive power under the optimistic prior is 0.771, which is even higher, due to the fifth predictive power uses the historical data twice and it does not use the interim data, and the historical data favours the tamoxifen treatment. Note that the time point of the first and fifth predictive powers is before the launch of the Phase III trial. Since the first and fifth predictive powers are between $\gamma_f = 0.5$ and $\gamma_f = 0.8$ in the decision criteria (1), a ‘Conditional-Go’ decision is made and the Phase

| No. | Tamoxifen superior | Equivocal | Control superior |
|-----|-------------------|-----------|-----------------|
| 1   | 0.156             | 0.656     | 0.156           |
| 2   | 0.015             | 0.077     | 0.225           |
| 3   | 0.011             | 0.161     | 0.208           |
| 4   | 0.005             | 0.003     | 0.389           |
| 5   | 0.120             | 0.771     | 0.120           |
| 6   | 0.005             | 0.195     | 0.126           |
| 7   | 0.005             | 0.321     | 0.142           |
| 8   | 0.000             | 0.017     | 0.276           |

**Table 3.** The eight predictive powers with historical and interim data of eventual conclusions for the B-14 trial after the first interim analysis in 1993. Two prior distributions are considered: a sceptical prior and an optimistic prior.
III trial is launched. When the first interim data are available in 1993, we can calculate the other six predictive powers which use both the historical data and the interim data. Intuitively, when the interim data are available, they should be used to give a more accurate prediction. The interim data $d_1 = 0.435 > 0$ favours the control treatment. The combination of the historical data and the interim data produces the six predictive powers 0.077, 0.161, 0.003, 0.195, 0.321 and 0.017. The largest one of the six predictive powers is 0.321, corresponding to the seventh predictive power, which uses the historical data twice and the interim data once. At the same time, the seventh predictive power in favour of control and equivocal is as high as 0.679. The predictive powers in favour of tamoxifen under the sceptical prior are much lower than 0.321. Since the six predictive powers with interim data under the optimistic prior or the sceptical prior are all less than $\gamma = 0.5$, according to the decision criteria (1), we should stop the trial for futility.

4. Numerical simulations

In this section, we will conduct extensive simulations to investigate the sensitivity analysis of priors ($d_0$), sample sizes ($m_0, m_1, m_2$), interim result ($d_1$), and interim time ($t$) on the eight predictive powers. We assume that

$$\alpha = 0.025, \delta_0 = 0, \sigma = \sqrt{2}, \mu_s = 0,$$

$$\mu_o = \log (0.6) \approx -0.51,$$

$$m_0' \approx 41.4, m_1' = 46,$$

$$m_2' = \begin{cases} s = 115, & \text{for } i = 1, 5, \\ 69, & \text{for } i = 2, 3, 4, 6, 7, 8, \end{cases}$$

$$d_1' = 0.435, s = 115, t' = \frac{m_1'}{s} = 0.4,$$

where

$$m_0' = \left( \frac{\Phi^{-1}(0.05) \sqrt{2} \sigma}{\mu_o} \right)^2 \approx 41.4,$$

is calculated to ensure that an optimistic prior was centred on a 40% hazard reduction and a 5% chance of a negative effect (i.e., HR > 1), equivalent on the log(HR) scale to a normal prior with mean $\mu_o = \log(0.6) \approx -0.51$ and standard deviation 0.31 ($\sigma = \sqrt{2}, m_0' \approx 41.4$). We add a superscript ‘r’ in $m_0', m_1', m_2', d_1'$ and $t'$ to indicate that they are from the real data.

Now let us explain the special reason for choosing $\sigma = \sqrt{2}$ in the simulations section. As described in Section 2.4.2 in Spiegelhalter et al. (2004), suppose that the first intervention corresponds to an active treatment $T$, and the second to a control $C$. Often the results of a survival analysis may be given in terms of an observed log-rank test statistic $L_m$, which is defined as the excess of events under $T$, compared to that expected were there no treatment effect, where $m$ is the total number of events observed. $L_m$ is often denoted as $O - E$ (observed minus expected). Assuming proportional hazards, we have the following approximation in the particular case of equal allocation and follow-up. If there have been $O_T$ events on treatment, and $O_C$ events on control, then the expected number of events in the treatment group under the null hypothesis is approximately $m/2$, and hence the log-rank statistic is $L_m = O_T - m/2 = (O_T - O_C)/2$. It can be shown in Tsiatis (1981) that, for large trials, $y_m = 4L_m/m = 2(O_T - O_C)/m$ is an approximate estimate of the log(hazard ratio) $\theta$, and

$$y_m \sim N \left( \theta, \frac{4}{m} \right) = N \left( \theta, \frac{\sigma^2}{m} \right).$$

Hence we can set $\sigma = 2$ and adopt a normal likelihood. Note that in Spiegelhalter et al. (2004), the variance is $\sigma^2 = 4$, while in our article, the variance is $2\sigma^2 = 4$, and thus $\sigma = \sqrt{2}$ in our article, as

$$d_1 = \frac{2(O_T - O_C)}{m_1} \sim N \left( \delta, \frac{4}{m_1} \right) = N \left( \delta, \frac{2\sigma^2}{m_1} \right).$$

Let us introduce some notations used in this section. $I_i$ is the $i$-th predictive power for tamoxifen superior, $I_i$ is the $i$-th predictive power for control superior, and $1 - I_i = I_i$ is the $i$-th predictive power for equivocal, for $i = 1, \ldots, 8$. $I_i$ is the $i$-th predictive power of the sceptical prior for tamoxifen superior, $I_i$ is the $i$-th predictive power of the sceptical prior for control superior, $E_i = 1 - I_i$ is the $i$-th predictive power of the sceptical prior for equivocal, $I_i$ is the $i$-th predictive power of the optimistic prior for tamoxifen superior, $I_i$ is the $i$-th predictive power of the optimistic prior for control superior, and $E_i = 1 - I_i$ is the $i$-th predictive power of the optimistic prior for equivocal, for $i = 1, \ldots, 8$. In the notations ($I_i, I_{OC}, E_i, E_{OC}, I_i, I_i, E_i, E_i$, the superscript ‘r’ is for the sceptical prior which corresponds to $d_0 = \mu_o$, the superscript ‘o’ is for the optimistic prior which corresponds to $d_0 = \mu_s$, the subscript ‘r’ is for the $i$-th predictive power, ‘l’ is for tamoxifen superior, ‘c’ is for control superior, and ‘e’ is for equivocal.

The sensitivity analysis of $d_0$ on the eight predictive powers is displayed in Figure 2. In the figure, we note the following issues.

- The first and second predictive powers are related to the CP, the third and fourth predictive powers are related to the CCP, the fifth and sixth predictive powers are related to the BP, and the seventh and eighth predictive powers are related to the BCP.
- A negative $d_0$ favours tamoxifen, a positive $d_0$ favours control, and a $d_0$ near 0 favours equivocal.
- From the first plot, we see that $I_1$ is a decreasing function of $d_0$, $I_1$ is an increasing function of $d_0$, and...
Figure 2. The sensitivity analysis of $d_0$ on the eight predictive powers.

$1 - I_3^- - I_1$ is a first increasing and then decreasing function of $d_0$. The increase–decrease characteristics of $I_1^-$, $I_1$ and $1 - I_3^- - I_1$ are compatible with the sign of $d_0$, as a negative $d_0$ favours tamoxifen and $I_1^-$ (the predictive power for tamoxifen superior) has a large value; a positive $d_0$ favours control and $I_1$ (the predictive power for control superior) has a large value, and a $d_0$ near 0 favours equivocal and
In the first plot, the six values \( I_1^- - I_1 \) (the predictive power for equivocal) has a large value.

- In the first plot, there are six markers labelled °, \( \Delta_s, +, \times, \bigtriangleup \) and \( \nabla \), which correspond to \((\mu_s, I_1^-), (\mu_o, I_1^-), (\mu_s, E_1^-), (\mu_o, E_1^-), (\mu_s, I_1^o) \) and \((\mu_o, I_1^o)\), respectively.

- In the first plot, the six values \( I_1^- - I_1^o, E_1^- - E_1^o, I_1^o \) and \( I_1^o \) are 0.156, 0.656, 0.687, 0.336, 0.156 and 0.008, which are the values in the first row of Table 3. The three values \( I_1^- = 0.156, E_1^- = 0.687 \) and \( I_1^o = 0.156 \) corresponding to \( d_0 = \mu_s \) are the sceptical prior, and the three values sum to 1 (in fact 0.999, due to the rounding error). Moreover, the three values \( I_1^- = 0.656, E_1^- = 0.336 \) and \( I_1^o = 0.008 \) corresponding to \( d_0 = \mu_o \) are for the optimistic prior, and the three values sum to 1.

- The predictive powers \((I_1^- - I_1^o, E_1^- - E_1^o, I_1^o, I_1^o)\) for \( i = 1, \ldots, 8 \) in Table 3 are labelled in the figure by the six markers °, \( \Delta_s, +, \times, \bigtriangleup \) and \( \nabla \).

- In the first plot, a different \( d_0 \) value corresponds to a different prior, with \( d_0 = \mu_s \) corresponding to the sceptical prior, and \( d_0 = \mu_o \) corresponding to the optimistic prior.

- From the first plot, we see that as \( d_0 \) moves from \( \mu_s = 0 \) to \( \mu_o = \log(0.6) \approx -0.51 \) and to below \( \mu_o \), the \( d_0 \) values favour tamoxifen more and more, and the predictive powers for tamoxifen superior \((I_1^-)\) are becoming larger and larger, while the predictive powers for control superior \((I_1)\) and equivocal \((1 - I_1^- - I_1)\) are getting smaller and smaller. Conversely, as \( d_0 \) moves from \( \mu_s = 0 \) to above \( \mu_s \), the \( d_0 \) values favour control more and more, and the predictive powers for control superior \((I_1)\) are becoming larger and larger, while the predictive powers for tamoxifen superior \((I_1^-)\) and equivocal \((1 - I_1^- - I_1)\) are getting smaller and smaller.

- The other seven plots can be explained similarly to the first plot.

- It is interesting to note that for the first and fifth predictive powers, the predictive powers for equivocal are symmetric around \( d_0 = 0 \), and thus when \( d_0 \) moves from \( \mu_s = 0 \) to \( \mu_o = \log(0.6) \approx -0.51 \), the predictive powers for equivocal are getting smaller and smaller. While for the other six predictive powers, the predictive powers for equivocal are symmetric around a negative \( d_0 \), and thus when \( d_0 \) moves from \( \mu_s = 0 \) to \( \mu_o = \log(0.6) \approx -0.51 \), the predictive powers for equivocal may get bigger and bigger (e.g., the second, fourth and eighth predictive powers), or may get bigger and then smaller (e.g., the third, sixth and seventh predictive powers).

The sensitivity analysis of \( m_0 \) on the eight predictive powers is displayed in Figure 3. In the figure, we note the following issues.

- For the \( i \)-th \((i = 1, \ldots, 8)\) predictive power, there are six markers labelled °, \( \Delta_s, +, \times, \bigtriangleup \) and \( \nabla \), which correspond to \((m_0^o, I_1^-), (m_0^o, I_1^-), (m_0^o, E_1^-), (m_0^o, E_1^-), (m_0^o, I_1^o) \) and \((m_0^o, I_1^o)\), respectively. The predictive powers \((I_1^- - I_1^o, E_1^- - E_1^o, I_1^o, I_1^o)\) for \( i = 1, \ldots, 8 \) in Table 3 are labelled in the figure by the six markers °, \( \Delta_s, +, \times, \bigtriangleup \) and \( \nabla \).

- Note that \( \text{Var}(d_0|\delta) = 2\sigma^2/m_0 \), and thus when \( m_0 \) is large, the variance of \( d_0|\delta \) will be small.

- The increase-decrease characteristics of \( I_1^- - I_1^o, E_1^- - E_1^o, I_1^o \) and \( I_1^o \) for \( i = 1, \ldots, 8 \) observed from Figure 3 are summarized in Table 4. From the table, we observe that as \( m_0 \) increases, \( I_1^- \) decrease, \( 1 - I_1^- - I_1^o \) increase, and \( I_1^o \) decrease for all eight predictive powers. \( I_1^- \) are decreasing functions of \( m_0 \) for the odd-numbered predictive powers, and they are zero constants for the even-numbered predictive powers. For \( I_1^- \), they are increasing functions of \( m_0 \) for the first, second, fourth, fifth, sixth and eighth predictive powers; it is a decreasing function of \( m_0 \) for the third predictive power; and it is a decreasing and then increasing function of \( m_0 \) for the seventh predictive power. \( 1 - I_1^- - I_1^o \) are increasing and then decreasing functions of \( m_0 \) for the first, second, fifth, sixth, seventh and eighth predictive powers, and they are increasing functions of \( m_0 \) for the third and fourth predictive powers.

The sensitivity analysis of \( d_1 \) on the eight predictive powers is displayed in Figure 4. In the figure, we note the following issues.

- Note that \( d_1 \) is the observed treatment difference in the treatment group and the control (or placebo) group means of the interim data. The first and fifth predictive powers do not use the interim data, and thus they are missing in the figure.

- A negative \( d_1 \) favours tamoxifen, a positive \( d_1 \) favours control and a \( d_1 \) near 0 favours equivocal.

- From the figure, we see that \( I_1^- - I_1^o \) are decreasing functions of \( d_1 \), and \( I_1^o \) are increasing functions of \( d_1 \), and \( 1 - I_1^- - I_1^o \) are increasing functions of \( d_1 \), for \( i = 2, 3, 4, 6, 7, 8 \). The increase-decrease characteristics of \( I_1^- - I_1^o \) and \( I_1^o \) (the predictive powers for tamoxifen superior) have large values, a positive \( d_1 \) favours control and \( I_1^o \) (the predictive powers for control superior) have large values, and a \( d_1 \) near 0 favours equivocal and \( I_1^- - I_1^o \) are increasing and then decreasing functions of \( d_1 \), for \( i = 2, 3, 4, 6, 7, 8 \), as a negative \( d_1 \) favours tamoxifen and \( I_1^- - I_1^o \) (the predictive powers for tamoxifen superior) have large values, a positive \( d_1 \) favours control and \( I_1^o \) (the predictive powers for control superior) have large values, and a \( d_1 \) near 0 favours equivocal and \( I_1^- - I_1^o \) are increasing and then decreasing functions of \( d_1 \), for \( i = 2, 3, 4, 6, 7, 8 \)
Figure 3. The sensitivity analysis of $m_0$ on the eight predictive powers.

8. Additionally, the sceptical prior favours control, and thus $I_i \theta$ are consistently higher than $I_0 \theta$, for $i = 2, 3, 4, 6, 7, 8$.

- For the $i$-th $(i = 2, 3, 4, 6, 7, 8)$ predictive power, there are six markers labelled $\circ$, $\Delta$, $+$, $\times$, $\diamond$ and $\triangledown$, which correspond to $(d_i^1, I_i^1)$, $(d_i^2, I_i^2)$, $(d_i^3, E_i)$,
Table 4. The increase–decrease characteristics of $I^x_i$, $P_i$, $1 - I^{-}_i - P_i$, $I^{-}_i - P_i$ and $1 - I^{-}_i - P_i$ for $i = 1, \ldots, 8$ observed from Figure 3.

| No. | $I^x_i$ | $P_i$ | $1 - I^{-}_i - P_i$ | $I^{-}_i - P_i$ | $1 - I^{-}_i - P_i$ |
|-----|--------|------|------------------|----------------|------------------|
| 1   | ↓      | ↓    | ↑                | ↓↑             | ↑↓               |
| 2   | ↓      | ↓    | ↑                | ↓              | ↑                |
| 3   | ↓      | ↓    | ↑                | ↓              | ↑                |
| 4   | ↓      | ↓    | ↑                | ↓              | ↑                |
| 5   | ↓      | ↓    | ↑                | ↓              | ↑                |
| 6   | ↓      | ↓    | ↑                | ↓              | ↑                |
| 7   | ↓      | ↓    | ↑                | ↓              | ↑                |
| 8   | ↓      | ↓    | ↑                | ↓              | ↑                |

The sensitivity analysis of $m_1$ on the eight predictive powers are displayed in Figure 5. In the figure, we note the following issues.

- Note that $m_1$ is the per group number of patients of the interim data. The first and fifth predictive powers do not use the interim data, and thus they are missing in the figure.
- In each plot, $s = 115$ is fixed, $m_1 = 0, 1, \ldots, s$, and $m_2 = s - m_1 = s - 1, \ldots, 0$.
- For the $i$-th ($i = 2, 3, 4, 6, 7, 8$) predictive power, there are six markers labelled $\circ$, $\triangle$, $+$, $\times$, $\diamond$ and $\bigtriangledown$, which correspond to $\{m_1, E^x_i\}$, $\{m_1, E^{-}_i\}$, $\{m_1, E_i\}$, $\{m_1, E^x_i\}$, $\{m_1, E^{-}_i\}$, $\{m_1, E_i\}$, and $\{m_1, P_i\}$, respectively. The predictive powers $\{I^x_i, I^{-}_i, E^x_i, E^{-}_i, E_i, P_i\}$ for $i = 2, 3, 4, 6, 7, 8$ in Table 3 are labelled in the figure by the six markers $\circ$, $\triangle$, $+$, $\times$, $\diamond$ and $\bigtriangledown$.
- Note that $\text{Var}(d_1|\delta) = 2\sigma^2/m_1$, and thus when $m_1$ is large, the variance of $d_1$ will be small.
- When $m_1 \to s = 115$, the predictive powers tend to 1 or 0.
- The increase–decrease characteristics of $I^x_i$, $P_i$, $1 - I^{-}_i - P_i$, $I^{-}_i - P_i$ and $1 - I^{-}_i - P_i$ for $i = 2, 3, 4, 6, 7, 8$ observed from Figure 5 are summarized in Table 5. From the table, we observe that as $m_1$ increases, $I^x_i$ decrease and $I^{-}_i$ decrease for all eight predictive powers. $I^x_i$ are increasing and then decreasing functions of $m_1$ for the second and sixth predictive powers, and they are increasing functions of $m_1$ for the third, fourth, seventh and eighth predictive powers. $1 - I^{-}_i - P_i$ are increasing functions of $m_1$ for the second and sixth predictive powers, and they are increasing and then decreasing functions of $m_1$ for the third, fourth and fourth predictive powers, and they are zero constants for the sixth, seventh and eighth predictive powers. $1 - I^{-}_i - P_i$ are increasing functions of $m_1$ for the second, sixth, seventh and eighth predictive powers, and they are increasing and then decreasing functions of $m_1$ for the third and fourth predictive powers.
- Note that for the first and fifth predictive powers, the range of $m_2$ is $[50, 200]$, and $s = 115$ for the real data is in this range, where $m_2$ is the whole sample size of the Phase III trial. For other predictive powers, the range of $m_2$ is $[0, s]$.
- For the second predictive power, there are six markers labelled $\circ$, $\triangle$, $+$, $\times$, $\diamond$ and $\bigtriangledown$, which correspond to $\{m_1, E^x_i\}$, $\{m_1, E^{-}_i\}$, $\{m_1, E_i\}$, $\{m_1, E^x_i\}$, $\{m_1, E^{-}_i\}$, $\{m_1, E_i\}$, and $\{m_1, P_i\}$, respectively. The predictive powers $\{I^x_i, I^{-}_i, E^x_i, E^{-}_i, E_i, P_i\}$ for $i = 1, \ldots, 8$ in Table 3 are labelled in the figure by the six markers $\circ$, $\triangle$, $+$, $\times$, $\diamond$ and $\bigtriangledown$.
- Note that $\text{Var}(d_2|\delta) = 2\sigma^2/m_2$, and thus when $m_2$ is large, the variance of $d_2$ will be small.
- The increase–decrease characteristics of $I^x_i$, $P_i$, $1 - I^{-}_i - P_i$, $I^{-}_i - P_i$ and $1 - I^{-}_i - P_i$ for $i = 1, \ldots, 8$ observed from Figure 6 are summarized in Table 6. From the table, we observe that as $m_2$ increases, $I^x_i$ increase and $I^{-}_i$ increase for all eight predictive powers. $I^x_i$ are increasing functions of $m_2$ for the first and fifth predictive powers, they are increasing and then decreasing functions of $m_2$ for the second and sixth predictive powers, and they are increasing and then decreasing functions of $m_2$ for the third, fourth, seventh and eighth predictive powers. $1 - I^{-}_i - P_i$ are decreasing functions of $m_2$ for the first, second, fifth and sixth predictive powers, and they are decreasing and then decreasing functions of $m_2$ for the third, fourth, seventh and eighth predictive powers. $1 - I^{-}_i - P_i$ are zero constants for the first, fifth, sixth, seventh and eighth predictive powers, it is an increasing and then decreasing function of $m_2$ for the second predictive power, and they are decreasing functions of $m_2$ for the third and fourth predictive powers. $1 - I^{-}_i - P_i$ are decreasing functions of $m_2$ for the first, second, fifth, sixth, seventh and eighth predictive powers, and they are increasing and then decreasing functions of $m_2$ for the third and fourth predictive powers. Note that some predictive powers display the same increase–decrease characteristics, and they are the first and fifth predictive powers, the third and fourth predictive powers, and the seventh and eighth predictive powers.
Figure 4. The sensitivity analysis of $d_1$ on the eight predictive powers.

The sensitivity analysis of $t$ on the eight predictive powers are displayed in Figure 7. In the figure, we note the following issues.

- Note that $t$ is the information time of the interim data. The first and fifth predictive powers do not use the interim data, and thus they are missing in the figure.
- Figures 5 and 7 are the same with the only differences of the $x$-labels and $x$-ranges, which are $(m_1, [0, 115])$ and $(t, [0, 1])$, respectively. Note that

$$m_1 = 0, 1, \ldots, s = 115$$
Figure 5. The sensitivity analysis of $m_1$ on the eight predictive powers.

and

\[
t = \frac{m_1}{m_1 + m_2} = \frac{m_1}{s} \in [0, 1].
\]

- For the $i$-th ($i = 2, 3, 4, 6, 7, 8$) predictive power, there are six markers labelled $\circ$, $\bigtriangleup$, $+$, $\times$, $\blacklozenge$ and $\bigtriangledown$, which correspond to $(t', I_i^r)$, $(t', I_i^p)$, $(t', E_i^r)$, $(t', E_i^p)$, $(t', I_i^r)$ and $(t', I_i^p)$, respectively. The predictive powers $(I_i^r, I_i^p, E_i^r, E_i^p, I_i^r, I_i^p)$ for $i = 2, 3, 4, 6, 7, 8$ in Table 3 are labelled in the figure by the six markers $\circ$, $\bigtriangleup$, $+$, $\times$, $\blacklozenge$ and $\bigtriangledown$. 

\[m_1 \in [0, 1].\]
Table 5. The increase–decrease characteristics of \( I_i^d \), \( I_j \), \( 1 - I_i^d \), \( I_j \), \( 1 - I_i^d \), \( I_j \), \( 1 - I_i^d \), \( I_j \) for \( i = 2, 3, 4, 6, 7, 8 \) observed from Figure 5.

| No. | \( I_i^d \) | \( I_j \) | \( 1 - I_i^d \) | \( I_j \) | \( 1 - I_i^d \) | \( I_j \) |
|-----|-------------|-------------|-------------|-------------|-------------|-------------|
| 2   | ↓           | ↑           | ↑           | ↓           | ↑           | ↓           |
| 3   | ↓           | ↑           | ↑           | ↓           | ↑           | ↓           |
| 4   | ↓           | ↑           | ↑           | ↓           | ↑           | ↓           |
| 6   | ↓           | ↑           | ↑           | ↓           | ↑           | ↓           |
| 7   | ↓           | ↑           | ↑           | ↓           | ↑           | ↓           |
| 8   | ↓           | ↑           | ↑           | ↓           | ↑           | ↓           |

- When \( t \rightarrow 1 \), the predictive powers tend to 1 or 0.
- The increase–decrease characteristics of \( I_i^d \), \( I_j \), \( 1 - I_i^d \), \( I_j \), \( 1 - I_i^d \), \( I_j \), \( 1 - I_i^d \), \( I_j \) for \( i = 2, 3, 4, 6, 7, 8 \) observed from Figure 7 are the same as those observed from Figure 5, which are summarized in Table 5.

5. Conclusion and discussion

For the randomized controlled early phase and Phase III trials, suppose that the model and the prior are given by (3). We provide two tables in this article. The eight predictive powers with historical and interim data, their analytical expressions, the predictive distributions, the data used, and the references for the hypotheses \( H_0 : \delta \leq \delta_0 \) versus \( H_1 : \delta > \delta_0 \) are given in Table 1. The eight predictive powers with historical and interim data, their analytical expressions, the predictive distributions and the data used for the reversed hypotheses \( H_0 : \delta \geq \delta_0 \) versus \( H_1 : \delta < \delta_0 \) are given in Table 2. Moreover, the data structures of the historical data, interim data and future data are described in Figure 1. Furthermore, the eight predictive powers with historical and interim data for the hypotheses and the reversed hypotheses are utilized to guide the futility analysis in the tamoxifen example. Finally, extensive simulations are conducted to investigate the sensitivity analysis of priors. As stated in O’Hagan et al. (2005), the sampling distribution of \( t \) is a non-central \( t \) distribution (which only becomes an ordinary Student \( t \) distribution if \( \delta = 0 \)). Nevertheless, based on previous Phase II trials or publications, the estimate of \( \sigma^2 \) is good enough, such that it provides some assurance to the practitioners that probably there is no need to have a prior for \( \sigma^2 \) when designing the Phase III trial. Furthermore, in practice and in publications, it is not common to add a prior to \( \sigma^2 \) in the calculations in frequentist framework and mixed frequentist and Bayesian framework. However, it is very common to include prior on \( \sigma^2 \) in pure Bayesian framework.

We have assumed equal variances for the normally distributed responses of two treatments of the Phase III trial. The equal variances assumption can be reasonably met in reality by exploiting the randomized controlled Phase III trial. This statement needs to be further justified. Consider a well-designed (patient-masked and outcome observer-blinded) placebo controlled trial.
Figure 6. The sensitivity analysis of $m_2$ on the eight predictive powers.
where patients in the control group will demonstrate (approximately) the same outcome before and after treatment exposure. If the study drug is effective in a certain portion of patients in the treatment arm, the outcome for these patients will be different (shifted by a certain magnitude) before and after treatment. Hence, the variance in the treatment arm is expected to be higher than that in the control arm, unless the study drug is similarly effective in every patient who received it. On the other hand, if the study drug leads to an elevation (or decrease) of the outcome to a certain boundary value, the variance in the treatment group may be even smaller than that in the control group. Therefore, for simplicity, we assume equal variances for the normally distributed responses of two treatments. However, it is not uncommon to assume unequal variances in pure Bayesian framework.

The method demonstrated in Section 2 assumes the treatment arms have the same randomization ratio for illustration purpose, but the method can be easily adapted when the randomization ratios are not balanced. See the Conclusions and Discussion section in Deng et al. (2020) for details.

For simplicity, we assume that outcome measurements are available for all individuals in the study and that everyone in the treatment arm and the control arm is fully adherent to the treatment they are allocated to, i.e., no non-compliance or treatment arm cross-over. In other words, the meaning of the effect parameter we are going to identify from the observed data is the true average treatment effect.

For simplicity, we have assumed the true treatment effects based on the historical data of the early phase trial, the interim data, and the future data of the Phase III trial are the same. This assumption has also been used in the literature. For example, Chuang-Stein (2006) has assumed that the true treatment effects based on the Phase II trial and the Phase III trial are the same. Spiegelhalter et al. (2004) have assumed that the true treatment effects based on the interim data and the future data of the Phase III trial are the same.

The analytical derivations in Section 2 are based on normal likelihoods. As explained in Section 2.4 of Spiegelhalter et al. (2004), normal likelihoods can be used for binary data, survival data, count responses and continuous responses. In the real data example, we use a data example where survival data (disease-free survival time) is the primary outcome variable. Note that, in general, effect estimates such as log hazard ratios follow a normal distribution. It is important to stress that \( m_0, m_1 \) and \( m_2 \) do represent number of events and are not sample sizes in this context.

Intuitively, when the historical and interim data are available, they should be used to give a more accurate prediction, as the predictive powers shown in Table 3. Therefore, we recommend reporting all eight predictive powers in practice to have a complete picture for futility and efficacy analysis.

If one is interested in evaluating whether the incorporation of the historical data or interim data can improve the estimation of treatment effects for futility analysis, a real data example is not enough. One may need to conduct simulation studies to evaluate estimation accuracy or correct stopping rates by using the historical data (or interim data) or not. Alternatively, one may use the Receiver Operating Characteristic (ROC) curve as a tool to evaluate and compare operating characteristics by using the historical data (or interim data) or not. In fact, we are currently working on the analytical ROC analyses of the eight predictive powers, and the elaborated version deserves another publication.

Table 3 summarizes the predictive power values for the example data under three predefined scenarios (tamoxifen superior, equivocal, and control superior) considering sceptical and optimistic priors. Note that the three scenarios are based on the notion of ‘statistical significance’, i.e. if 0 is included in the 95% posterior interval for the target parameter \( \delta \) or not. One could consider the specification of these scenarios as to consider clinically relevant equivalence margins for \( \delta \) (say \( \pm 5\% \) or \( \pm 10\% \)). The statement ‘equivocal’ would then only hold, if both credible interval limits fall within these margins.

The way the results are presented right now suggests to stop the trial for futility but this may in fact be an imprecision issue due to small \( m_2 \) (or limited overall number of events). This claim is supported by the fact that even for very low optimistic predictive power values under scenario ‘tamoxifen superior’, the sceptical predictive power values under scenario ‘Control superior’ remain relatively low. This means that the confidence intervals or credible intervals of \( \delta \) often are too wide to exclude 0 for the target parameter \( \delta \). The lengths of the confidence intervals or credible intervals of \( \delta \) and the lengths of the intervals of \( d_2 \) of equivocal are decreasing functions of \( m_2 \). That is, when \( m_2 \) is small (imprecision), the lengths of the intervals of \( d_2 \) of equivocal are large. Hence, it is probably that the probabilities of equivocal for the powers and predictive powers will be large. It is worth noting that the imprecision issues due to small \( m_2 \) (or limited overall number of events)
Figure 7. The sensitivity analysis of $t$ on the eight predictive powers.
are related to all four powers (CP, CCP, BP and BCP) and all eight predictive powers. We are currently working on the impression issue, and the elaborated version deserves another publication.

Assuming a flat prior with infinite tales ($\pi(\delta) \propto 1$) seems overly conservative, the uniform prior interval would in practice rather be $[a, b]$ with $|b| > |a|$ and $a \leq 0 < b$ for the hypotheses $H_0: \delta \leq 0$ versus $H_1: \delta > 0$, expressing the optimism of the drug-developer as the drug made it already beyond lab and animal testing. That is, it is useful to allow for the incorporation of a proper uniform prior for $\delta$ when estimating the posterior $\delta|d_0$, into formula (3) and following expressions. However, in this situation, one may not obtain analytical solutions. Then one should be able to derive the predictive powers numerically.
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