Implementation of machine learning algorithms in the Sloan Digital Sky Survey DR14 analysis
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Abstract. The fourth edition of the Sloan Digital Sky Survey has been investigated in the paper. There are a few telescopes analyzing sky at different frequencies. They generate a lot of statistical data combined into datasets. One of them is explored in the paper. The handled dataset contains information about three types of objects: stars, quasars and galaxies. Efforts of physicists aren’t enough to investigate vast amount of data. The goal of machine learning implemented in this area is to solve the most tasks of classification in automatical way. Attention should be paid only to some complicated cases. Information in such datasets is already marked up in order to apply classification algorithms and models. Review of literature has shown that neural networks are often used to investigate such datasets that could be handled with simple models. In this research some simple classification models are implemented, as well there are results of ensemble algorithms implementation. Advantages and disadvantages of their implementations are described, physical explanation of classifiers’ structure is presented when it’s possible. Results and conclusions could be used in processing of other astronomical datasets.

1. Introduction

Today data analysis and machine learning are implemented in a lot of different domains of knowledge.

Astronomical objects investigation was based on the changes of light brightness, on movement fixation at the consequential photos, on the spectral analysis and etc. Such data processing was made manually. Now rapid development of machine learning allows physicists use data analysis methods in their domain. There’s vast amount of statistical data obtained with telescopes. Individual scientists aren’t able to handle this flow. Search of astronomical objects with specific properties is transformed into statistical task. Data scientists can participate in these problems’ solutions by means of astronomical datasets analysis.

Raising computing power of CPU and GPU has made possible to construct more exact and thorough numerical solutions of well-known gravitational tasks, for example: gravitational structure of our galaxy, dynamics of objects near the Sagittarius A* black hole (center of Milky Way galaxy) [1], solutions of system “planet-satellite” dynamics with higher precision than in case of classical solutions [2]. Recently a lot of attention is paid to the problem of gravitational waves analysis and bringing information from electromagnetic and gravitational fields together [3]. A set of problems that could be solved with machine learning methods include 1) star type classification (pulsar search, distinguishing pulsar signals from noise [4-7], 2) Ia type supernova search (which are used to measure distance to other galaxies), 3) exoplanet search and etc.
From the informational technologies point of view astronomical data analysis tasks are divided into two main groups. If handled data array doesn’t include graphical information it can be processed with mathematical statistics and data science methods \[4, 6, 8-12\]. Datasets containing sky images are analyzed with methods of computer graphics, spectral analysis and computer vision \[6, 7, 13-15\].

Still the presented papers on the statistical astronomical data processing contain only the simplest models (decision trees, random forest and sometimes logistic regression and simple neural networks). This paper includes computational experiment established to implement a set of popular data science models and a set of complex methods (for example, boosting and ensembles of classifiers). More complex classification models based on genetic algorithms \[16\] or neural networks are also implemented but it’s clear from the results of this research that they’re too complicated for these tasks \[5, 6\].

2. The dataset structure and classification quality metrics
Sloan Digital Sky Survey DR14 \[17\] is a dataset including 10000 records. Every object has got 17 parameters and one class label (star, quasar or galaxy). There are 4152 stars, 4998 galaxies and 850 quasars. Most of parameters are just spatial coordinates that can be excluded in the classification problem solution. There are 6 characteristics left and one column describing object’s type.

Objects are described with 6 values: 5-color broadband photometric system \{u, g, r, i, z\} (star magnitude in each filter) and object’s red shift (parameter redshift that means wavelength shift to the red part of spectrum for heading away objects).

Correlation between characteristics is seen in the table 1. Diagonal elements are correlations between parameters and themselves. They are equal to 1. The accuracy is two decimal places. All values about classifiers’ quality are rounded to three places to the right of decimal point.

| Parameter | u   | g   | r   | i   | z   | redshift |
|-----------|-----|-----|-----|-----|-----|----------|
| u         | 1.0 | 0.85| 0.69| 0.6 | 0.55| 0.16     |
| g         | 0.85| 1.0 | 0.96| 0.91| 0.88| 0.41     |
| r         | 0.69| 0.96| 1.0 | 0.98| 0.97| 0.44     |
| i         | 0.6 | 0.91| 0.98| 1.0 | 0.98| 0.43     |
| z         | 0.55| 0.88| 0.97| 0.98| 1.0 | 0.42     |
| redshift  | 0.16| 0.41| 0.44| 0.43| 0.42| 1.0      |

Statistical properties of the dataset parameters are given at the table 2. It’s clearly seen that nature of the redshift parameter differs from all other values. Its diapason also differs. Parameters u, g, r, i, z are of the same kind. They have got close values and close statistical measures: minima and maxima values, standard deviation and mean values (the table 2).

| Parameter | Amount of non-zero values | Mean  | Standard deviation | Minimum | Maximum |
|-----------|---------------------------|-------|--------------------|---------|---------|
| u         | 10000                     | 18.62 | 0.83               | 12.99   | 19.60   |
| g         | 10000                     | 17.37 | 0.95               | 12.80   | 19.92   |
| r         | 10000                     | 16.84 | 1.07               | 12.43   | 24.80   |
| i         | 10000                     | 16.58 | 1.14               | 11.95   | 28.18   |
| z         | 10000                     | 16.42 | 1.20               | 11.61   | 22.83   |
| redshift  | 10000                     | 0.14  | 0.39               | ≤0.01   | 5.36    |

The redshift values have got different statistical properties and diapason that’s way all parameters have been scaled. New value has got the form shown in the expression (1):
Here $x$ is an old value, $x'$ is the transformed one, $\mu$ is its mean value and $\sigma$ is its standard deviation. After this step standard deviation of all the values is 1, mean value is 0. Minima and maxima are shown in the table 3.

### Table 3. Statistical measures of parameters in the Sloan Digital Sky Survey DR14 dataset after normalization.

| Parameter | Minimum | Maximum |
|-----------|---------|---------|
| $u$       | -6.80   | 1.18    |
| $g$       | -4.84   | 2.69    |
| $r$       | -4.13   | 7.46    |
| $i$       | -4.06   | 10.16   |
| $z$       | -4.00   | 5.33    |
| redshift  | -0.38   | 13.40   |

All parameters have got close values now. It’s possible to use them inside of one classifier.

In the binary classification problem (the classifier function $a(x)$ can return only 1 and -1 for each object $x$) constructed classifier can return correct values and it can make mistakes. Their types are presented in the table 4.

### Table 4. Types of classifiers’ correct responses and errors in the binary classification task (classifiers’ responses $a(x)$ are situated in the rows and correct labels $y$ in the columns).

| $a(x)$  | $y = 1$          | $y = -1$          |
|---------|------------------|-------------------|
| $a(x) = 1$ | True positive (TP) | False positive (FP) |
| $a(x) = -1$ | False negative (FN) | True negative (TN) |

The measures of classifiers’ quality usually are precision (2) and recall (3), also $F_\beta, \beta = 1$ value (4) is implemented:

$$\text{precision} = \frac{TP}{TP + FP}, \quad (2)$$

$$\text{recall} = \frac{TP}{TP + FN}, \quad (3)$$

$$F_\beta = (1 + \beta^2) \frac{\text{precision} \times \text{recall}}{\beta^2 \text{precision} + \text{recall}}. \quad (4)$$

The AUC_PR measure denotes area under the precision-recall curve [18].

### 3. Experiments

The described dataset has been processed with a few classifiers. Their results are compared in the last part.

#### 3.1. Decision tree

One of the simplest classifier in the data science is decision tree or CART [19, 20]. At the same time this sort of trees has got one delicious advantage: the structure of such tree might be explained. Researcher can tell which parameters or their combinations are important in this classification task. New object processing is just a consequence of questions about its characteristics. Decision trees can reach
large height. To avoid overfitting and to understand the structure of the classifier one can leave only some higher levels of the tree (pruning) [19].

The diapason bounds dividing classes are shown in the table 5 (conditions in the nodes of three highest levels are presented in the column Parameter Bounds). The Gini coefficient for appropriate node of the decision tree is presented in the last column.

Table 5. Bounds of classes (star, galaxy or quasar).

| Type of object | Parameter Bounds | Gini coefficient value |
|----------------|------------------|------------------------|
| Galaxy         | redshift ∈ [−0.36, 0.23], \( g \leq 1.65 \) | 0.03 \( i \leq \) −0.06. |
| Quasar         | redshift > 0.23, | 0.06 \( i \leq \) −0.06. |
| Star           | redshift < −0.36. | 0.01 \( i \leq \) −0.06. |

After the training procedures had been completed the test set has been handled with the built classifier. Its precision metrics are shown in the table 6. The main diagonal contains correct. At the cell with row index \( i \) and column index \( j \) there’s the ratio of the responses when the classifier have chosen class \( i \) but the correct response has been class \( j \).

Table 6. Mean confusion matrix of the CART decision tree classifier.

| Correct class label | Galaxy | 0.992 | 0.006 | 0.002 |
|---------------------|--------|-------|-------|-------|
| Quasar              | 0.076  | 0.924 | 0     | 0     |
| Star                | 0      | 0     | 1     | 0     |
| Galaxy              | Quasar | Star  |       |       |

The metrics of the decision tree classifier for Sloan Digital Sky Survey dataset are shown in the table 7. The last row contains mean value of each metrics for all classes.

Table 7. Quality of the CART decision tree classifier.

| Classes and metrics | Precision | Recall | \( F_1 \) | AUC-PR |
|---------------------|-----------|--------|-----------|--------|
| Galaxy              | 0.986     | 0.993  | 0.990     | 0.983  |
| Quasar              | 0.973     | 0.921  | 0.946     | 0.903  |
| Star                | 0.998     | 1.0    | 0.999     | 0.998  |
| Mean                | 0.986     | 0.971  | 0.978     | 0.961  |

In the table 6 one can see that the galaxies and stars at an acceptable level. At the same time 8% of quasars are identified as galaxies. Applications of this algorithms to star classification are available in [8, 9]. The random forest algorithm results aren’t shown because this classifier has got almost the same accuracy. Implementation of the random forest to star classification is discussed in [12]. Improvement of classification algorithms with use of special genetic algorithm is presented in [16] and is going to be tested in future work.

3.2. Logistic regression

The main idea of this algorithm is to construct a hyperplane or a set of hyperplanes dividing objects of each class. As well some kind of regularization is also included in the optimization task of the logistic regression classifier. Thus, the coefficients in of the hyperplane are supposed not to be very large. That’s
one of the ways to struggle against overfitting. The result of the logistic regression classifier [19, 21] is shown in the tables 8 and 9.

Table 8. Mean confusion matrix of the logistic regression classifier.

| Correct class label | Galaxy | 0.990 | 0.003 | 0.007 |
|---------------------|--------|-------|-------|-------|
| Quasar              | 0.051  | 0.949 |      0 |       |
| Star                | 0      | 0     | 1     |       |

Table 9. Quality of the logistic regression classifier.

| Classes and metrics | Precision | Recall | \(F_1\) | AUC-PR |
|---------------------|-----------|--------|---------|--------|
| Galaxy              | 0.991     | 0.987  | 0.989   | 0.984  |
| Quasar              | 0.985     | 0.949  | 0.967   | 0.940  |
| Star                | 0.988     | 1.0    | 0.994   | 0.988  |
| Mean                | 0.988     | 0.979  | 0.983   | 0.971  |

The metrics of the logistic regression classifier for Sloan Digital Sky Survey dataset are shown in the table 9. The last row contains mean value of each metrics for every class.

One can conclude that logistic regression divides galaxies and stars well. In case of quasars 5% of objects are classified as galaxies.

3.3. Naïve Bayes classifier
The result of the naïve Bayes classifier [19, 21] is shown in the tables 10 and 11.

Table 10. Mean confusion matrix of the naïve Bayes classifier.

| Correct class label | Galaxy | 0.982 | 0.014 | 0.004 |
|---------------------|--------|-------|-------|-------|
| Quasar              | 0.059  | 0.941 |      0 |       |
| Star                | 0.002  | 0.007 | 0.991 |       |

Table 11. Quality of the naïve Bayes classifier.

| Classes and metrics | Precision | Recall | \(F_1\) | AUC-PR |
|---------------------|-----------|--------|---------|--------|
| Galaxy              | 0.988     | 0.983  | 0.985   | 0.979  |
| Quasar              | 0.898     | 0.941  | 0.919   | 0.850  |
| Star                | 0.996     | 0.992  | 0.994   | 0.991  |
| Mean                | 0.960     | 0.972  | 0.966   | 0.940  |

The metrics of naïve Bayes classifier for Sloan Digital Sky Survey dataset are shown in the table 11. The last row contains mean value of each metrics for every class.

One can conclude that the naïve Bayes classifier divides galaxies and stars well like other classifiers shown above. Though its measures are a bit worse. The majority of errors are also made while processing quasars.
3.4. Enhanced dataset procession

In the second part of the experiment additional columns have been added to the dataset: all the parameters squared, products of all pairs of parameters and logarithms of each one. After these functions had been counted all the values have been normalized according to (1). There are a lot of values close to 0 in the redshift column. So, 1 was added to its value before application of logarithm.

Classifiers mentioned above have been used to handle this enhanced dataset. At the same time it’s clear that stars are classified very good almost with each algorithm. Majority of errors have occurred while choosing between galaxies and stars (all the stars have been identified with the logistic regression and the decision tree algorithms). Because of that all the stars have been deleted from the dataset. The binary classification (quasar or galaxy) task has been solved.

Results of the decision tree are shown in the table 12.

**Table 12. Quality of the CART decision tree classifier at the enhanced dataset.**

| Correct class label | Galaxy | 0.99 | 0.008 |
|---------------------|--------|------|-------|
| Quasar              | 0.082  | 0.94 |
|                     | Galaxy | Quasar |

Predicted class label: $F_1$ value of this classifier if 0.9608. Height of the best decision tree is 7.

Results of the random forest classifier are shown in the table 13.

**Table 13. Quality of the random forest tree classifier at the enhanced dataset.**

| Correct class label | Galaxy | 0.99 | 0.008 |
|---------------------|--------|------|-------|
| Quasar              | 0.079  | 0.94 |
|                     | Galaxy | Quasar |

Predicted class label: $F_1$ value of this classifier if 0.9742. Height of the best random forest ensemble is 9. Its results are a bit better than the decision tree ones. But improvement isn’t dramatical.

The logistic regression classifier has made better differentiation. It’s presented in the table 14.

**Table 14. Quality of the logistic regression classifier at the enhanced dataset.**

| Correct class label | Galaxy | 1    | 0.002 |
|---------------------|--------|------|-------|
| Quasar              | 0.048  | 0.95 |
|                     | Galaxy | Quasar |

Predicted class label: $F_1$ value of this classifier if 0.982. The quality of the classifier has achieved 98%.

The gradient boosting is an improved algorithm using boosting methods. It uses wrongly classified objects at the first stage as a core of the train set at next stages of learning [19 – 21]. Usually it has got better results than simple methods demonstrated above. $F_1$ value of the gradient boosting classifier here is 0.9687. This result confirms that the data itself isn’t differentiable. To build good classifier in this task one has to use kurtosis values that aren’t presented in the handled dataset.

**Table 15. Quality of the gradient boosting classifier at the enhanced dataset.**

| Correct class label | Galaxy | 0.99 | 0.006 |
|---------------------|--------|------|-------|
| Quasar              | 0.064  | 0.93 |
|                     | Galaxy | Quasar |

Predicted class label
3.5. **Principal component analysis**

Principal component analysis with special kernel functions and without them has been applied to the enhanced dataset. There hasn’t been any quality improvement. But it has become clear that the presented data isn’t enough to solve the task. From the physical point of view researchers need kurtosis values available in other datasets [22]. Values of frequency allow to differentiate light from galaxies with wide spectrum and narrow peaks which come from quasars. Plots of the first principal components are presented below at the figures 1 – 3 to show these features of the dataset. To save space only three principal components are used (89% of explained variance). The first plot denotes connection between the first and the second components, the second one shows mutual behaviour of the first and the third components. The last one is the plot of the second and the third principal component. To explain 95% of variance in the enhanced dataset one has to use five components.

**Figure 1.** Plot of dependence between the first and second principal components of the enhanced dataset (quasars are marked with black color, galaxies are gray points)

**Figure 2.** Plot of dependence between the first and third principal components of the enhanced dataset (quasars are marked with black color, galaxies are gray points)

**Figure 3.** Plot of dependence between the second and third principal components of the enhanced dataset (quasars are marked with black color, galaxies are gray points)

4. **Conclusion**

The Sloan Digital Sky Survey DR14 dataset has been investigated in this paper. It includes statistical information about visual characteristics of stars, galaxies and quasars. The classifiers based on different learning algorithms have been built. In the paper it has been shown that the simplest classifiers are enough to solve this task. Though there are a lot of papers describing neural networks implementation to solve such problems these methods look too complicated for star classification.

A set of simple learning models have been used to classify this dataset. The main problem is to distinguish galaxies and quasars. The stars have been identified almost at 100% level with the majority of classifiers. Mean values of all classification characteristics are greater than 94%. So, in the first part of the experiment it’s unnecessary to construct the random forest classifier or other because it almost doesn’t improve these results.

In the second part the classification of galaxies and quasars has been under investigation. The logistic regression classifier has achieved the best results (98%). At the same time one can conclude that the 100% values are impossible in this task. To illustrate this hypothesis the plots of the first principal components have been presented. From the physical point of view one needs kurtosis values that aren’t included in the handled dataset. The statistical values of the light (form of kurtosis) are enough to distinguish quasars. If the necessary data is added into this set it would be possible to solve the task at the level of 100% precision.

The most of the classifiers behave like black boxes. The decision tree structure can explain the solution. The borders of each class in terms of the dataset parameters are presented in the table 5 and can be interpreted physically.
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