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Abstract

This paper considers time-inconsistent problems when control and stopping strategies are required to be made simultaneously (called stopping control problems by us). We first formulate the time-inconsistent stopping control problems under general multi-dimensional controlled diffusion model and propose a formal definition of their equilibriums. We show that an admissible pair \((\hat{u}, C)\) of control-stopping policy is equilibrium if and only if the auxiliary function associated to it solves the extended HJB system, providing methodology to verify or exclude equilibrium solutions. We provide several examples to illustrate applications to mathematical finance and control theory. For a problem whose reward function endogenously depends on the current wealth, the equilibrium is explicitly obtained. For another model with non-exponential discount, we prove that any constant proportion strategy can not be equilibrium. We further show that general non constant equilibrium exists and is described by singular boundary value problems. This example shows that considering our combined problems is essentially different from investigating them separately. In the end, we also provide a two-dimensional example with hyperbolic discount.

Keywords: Time-inconsistency, Weak equilibriums, Stopping-control problems, Extended HJB system, Sophisticated decision makers.

AMS Subject Classification (2010): 93E20, 60G40, 91A40, 91G80.

*Department of Mathematical Sciences, Tsinghua University, Beijing, China, email: liangzongxia@tsinghua.edu.cn
†Department of Mathematical Sciences, Tsinghua University, Beijing, China, email: yfy19@mails.tsinghua.edu.cn
1 Introduction

In economics and finance, it is common that people make control and stopping decisions simultaneously. When making investment decisions, they are usually free to terminate the investment discretionarily; when participating the gambling, besides how much to bet, when to exit the casino is also an important decision to make; when provided with voluntary early retirement option, they shall simultaneously decide how much to consume before (and after) retirement and when to retire.

In this paper, under general multi-dimensional controlled diffusion model, we provide a solution theory for the stopping control problems with pay-offs of the form

\[ J(t, x; u, \tau) \triangleq \mathbb{E}^{t, x} g(t, x, \tau, X_{\tau}^u). \]

Unlike stopping control problems in existing literature, our problems are generally time-inconsistent because the reward function \( g \) depends on the starting states \((t, x)\). Time-inconsistency appears when the optimal control or stopping policies at each starting state do not match with each other, in which case the dynamic programming principle is invalid and the problem to find an “dynamic optimal control” is generally ill-posed. In this paper, we formulate the time-inconsistent problem as an intra-person game, and propose the notion of equilibrium solution when stopping and control strategies are coupled together. Although time-inconsistent stopping or control problems have been widely studied in recent years, this paper is the first step towards the coupled problems along with time-inconsistency to the best of our knowledge. Several difficulties arise immediately.

There are several notions of equilibrium in existing literature, such as strong, weak and mild equilibrium. We will discuss them in detail in Subsection 1.1. For the present paper, the first question is to choose the notion of equilibrium on which we work. The strong equilibrium formulation is at its early stage and is found to be rather difficult to characterize. Strong equilibrium may not exist in some simple examples (see Section 4.4 in He and Jiang (2019)). Mild equilibrium, on the other hand, only makes sense when we consider stopping (or discrete-valued) policies. It is not clear for now what the mild equilibrium for control problem is. Therefore we choose to work on weak equilibrium formulation. However, it is not trivial to extend the notion of weak equilibrium to the context of stopping control. If stopping control strategies are considered together, one disadvantage is that these two parts of strategies influence each other and hence are fully coupled. To address this, we choose to work on a weaker game-theoretical reasoning that “unilateral deviation of stopping or control strategy separately does not improve utility”. We emphasize that the proposed definition not only brings tractability for deriving associated extended HJB system, but is also consistent with the weak equilibrium formulations for pure control/stopping problems in existing literature.
For completeness, we also briefly discuss the definition where the stopping and control strategy are allowed to be deviated simultaneously. We prove that the latter is strictly stronger than the former and also explain why we do not concentrate on this stronger notion (see Definition 2.2 and Remark 12).

The second difficulty is the derivation of the associated extended HJB system. One of main contributions of Björk, Khapko, and Murgoci (2017) is to characterize the equilibrium value and find equilibrium strategies via extended HJB equations. The tractability of finding the equilibrium strategies is considered to be one of the main superiorities of considering solely the control problem. Therefore, establishing the associated extended HJB system when stopping and control are coupled together will be the central task of the research on this topic. Using cut-off and localization techniques and the properties of characterization operators of transition semigroups, we rigorously establish the associated extended HJB system, which does not only contain equations, but also inequalities as well as a complicated boundary term. Combining the above arguments with parabolic PDE theory, we are able to weaken the conditions in He and Jiang (2019). We emphasize that the derived extended HJB system is an equivalent characterization of equilibriums, which is thus beyond the verification scope. Moreover, the extended HJB system established in this paper is a nontrivial generalization of both the extended HJB equations in Björk, Khapko, and Murgoci (2017) and the time-inconsistent variational inequalities in Christensen and Lindensjö (2018).

The last difficulty is the further characterization of the boundary term (3.4) in the extended HJB system. This term is missed in pure control problems, and appears as the celebrated smooth fitting principle in pure stopping problems. However, in pure stopping problems, smooth fitting is usually just a sufficient condition of equilibrium (see e.g. Christensen and Lindensjö (2018)). In Christensen and Lindensjö (2020), it is proved that smooth fitting is also necessary for equilibrium, under one-dimensional diffusion model. Using cut-off techniques mentioned above, we apply Peskir’s generalized local time formula on (hyper-) surfaces (see e.g. Peskir (2007)) to prove that smooth fitting is in some sense both sufficient and necessary for the boundary term (3.4) in extended HJB system. The sufficiency part is useful for verification procedures (see our examples in Section 4). The necessity part, on the other hand, states that the equilibrium value function is global $C^1$ along spatial directions. Global regularity of value functions is a very important topic in optimal stopping theory (see De Angelis and Peskir (2020) and literature review therein), and we have obtained similar results in the time-inconsistent counterpart, yet based on stronger regularity assumptions on stopping boundary.

We extend all of our results to infinite time horizon case, and thoroughly investigate three examples, illustrating the applications of our theoretical framework to some practical financial models or interesting mathematical problems. Our examples include:
(1) An investment-withdrawal decision model with endogenous habit formation. Constant investment proportion with one-side withdrawal threshold can still be equilibrium in this case, but this is only assured when the dependence on habit is not very “strong” (see Proposition 4.2 for details). This strategy structure is similar to those obtained in existing literature, such as time-consistent stopping control problems Karatzas and Wang (2000), pure stopping problems Christensen and Lindensjö (2018) or pure control problems He and Jiang (2019). However, our numerical experiments show that combining the control and stopping strategies brings novel financial insights. For example, the withdrawal threshold will decline when the market risk is higher. See Subsection 4.2

(2) An investment-withdrawal decision model with logarithm utility and ambiguity on discount factor. In this example, constant investment proportion can not constitute equilibrium, no matter what the withdrawal strategy is. This phenomenon is rare in the existing literature, because if the desired solution can be obtained explicitly, the investment strategy is usually constant proportion (or time-dependent but wealth-independent proportion, if the time horizon is finite)\(^1\). Moreover, with a two-point quasi-exponential discount, we further show that the equilibrium does exist, thus it must be a non-constant one. We find that in this case the control and stopping part of equilibrium pair are completely coupled and are described by two highly nonlinear singular boundary value problems (see (4.26)-(4.27)). They are themselves very interesting mathematical objectives and we show the existence of their solutions based on the cut-off technique, Leray-Schauder degree theory and Green function (see Appendix D). This example shows that combining stopping control problems with time-inconsistency leads to highly nontrivial and challenging problems. It also provides a theoretical counter-view against constant proportion investment suggested by Merton’s theory or classical stopping-control problems even in the simplest market. See Subsection 4.3. This example also constitutes main contributions of this paper, both mathematical and financial.

(3) A stopping control decision problem about planar Brownian Motion, where the agent determines diffusion coefficient and stopping radius. The reward is a hyperbolic discount factor multiplied by stopping radius, thus there is a trade-off between larger radius and less discount. Using our theoretical framework, the rational strategy is to diffuse the system as much as possible, and choose a stopping radius that is proportional to \(1/\sqrt{\beta}\), where \(\beta\) is discount rate. The value of this radius is related to a universal constant \((\approx 8.3419)\) determined by Bessel functions. This example is interesting in the

\(^{1}\)See Karatzas and Wang (2000), Ekeland and Pirvu (2008), Yong (2012), Björk, Khapko, and Murgoci (2017), Alia, Vives, and Khelfallah (2017) and He and Jiang (2019), among others.
To conclude, the main contributions of the present paper are as follows:

(1) We establish the framework for studying time-inconsistent stopping control problems under weak equilibrium formulation, and the proposed formulation is a nontrivial extension for weak formulations in pure stopping/control problems.

(2) Using cut-off and localization techniques, we rigorously obtain equivalent characterization of the equilibrium, which is an extended HJB system, and the assumptions needed are weakened. We believe that the extended HJB system established in this paper will become the foundations of future research on time-inconsistent stopping control problems in more specific model such as investment with discretionary stopping under non-exponential discount.

(3) We build connections between the aforementioned HJB system and the smooth fitting principles in optimal stopping theory, and show that smooth fitting is in some sense sufficient and necessary for equilibrium conditions.

(4) We demonstrate two concrete investment-withdrawal problems shedding light on people’s behaviors facing time-inconsistent preference, which is common in behavioral finance. One of these examples indicates that combining stopping control problems with time-inconsistency brings us essential differences and produces highly nontrivial problems. Finally, we also provide a multi dimensional example controlling planar Brownian motion, which is interesting mathematically.

The rest of the paper is organized as follows: We formulate the time-inconsistent stopping control problem and define the equilibrium strategies in Section 2. Section 3 and Section 4 include the main results of this paper. In Section 3, we obtain characterizations of the equilibrium. In Section 4, we provide three concrete examples to illustrate the theoretical results in Section 3. Section 5 concludes this paper. Technical proofs are mainly presented in Appendix A. In Appendix B, we discuss how to use PDE theory to obtain our assumptions in Section 3. Appendices C and D include some technical results related to our examples.

1.1 Literature Review

Classical stopping control problems are extensively studied, and they are typically time consistent, which means that at any given initial time and state, the agent conducts the static optimization and the resulting strategies are consistent between different starting states. Karatzas and Wang (2000) and Karatzas and
Zamfirescu (2006) study stopping control problem in a specific setting of portfolio choice. Interpreting this as a cooperative game between “controller” and “stopper”, Karatzas and Sudderth (2001), Karatzas and Zamfirescu (2008), Bayraktar and Huang (2013) and Bayraktar and Li (2019), among others, study the noncooperative version of stopping control problems. Stopping control modelings are also widely applied to retirement decisions research, see Choi, Shim, and Shin (2008), Farhi and Panageas (2007), Dybvig and Liu (2010), Jeon and Park (2020), Xu and Zheng (2020) and Guan, Liang, and Yuan (2020).

Although originated in the early but seminal paper Strotz (1955), game-theoretical formulations for time-inconsistent problems in continuous time have been taken into researchers’ sight only in decades. Earlier developments focus on control problems, where the state dynamics are controlled and the terminal times are fixed. In some specific settings such as portfolio management or economic growth, Ekeland and Pirvu (2008) and Ekeland and Lazrak (2010) propose the notion of equilibrium in continuous time problems and provide existence. Among many other works on the same topic, one breakthrough is that Björk, Khapko, and Murgoci (2017) derives the necessary conditions of equilibrium under general Markovian diffusion model, which is an extended HJB equation system. This formulation of equilibrium is usually called weak equilibrium in the literature, and, roughly speaking, reveals the game theoretical reasoning “unilateral deviation does not improve the pay-off” in a weak sense. Formally, \( \hat{u} \) is said to be a weak equilibrium if

\[
\limsup_{\epsilon \to 0} \frac{J(t, x; u_\epsilon) - J(t, x; \hat{u})}{\epsilon} \leq 0, \quad \forall (t, x),
\]

where \( u_\epsilon \) is properly-defined perturbation of \( \hat{u} \).

He and Jiang (2019) rigorously proves the extended HJB equation system for weak equilibrium formulation. Hu, Jin, and Zhou (2012) and Hu, Jin, and Zhou (2017) study the stochastic linear-quadratic control in similar formulation, and importantly, they obtain uniqueness result for this particular control model. More recently Hu, Jin, and Zhou (2020) obtains analytical solution to a portfolio selection problem with the presence of probability distortion. In He and Jiang (2019) and Huang and Zhou (2018), the authors extend the scopes of research on this topic and propose different notions of equilibriums. An important one of those newly proposed notions is strong equilibrium, which requires \( \forall (t, x), \exists \epsilon_0 > 0, \)

\[
J(t, x; u_\epsilon) - J(t, x; \hat{u}) \leq 0, \quad \forall \epsilon < \epsilon_0.
\]

This notion is closer to the concept of subgame perfect equilibrium (SPE) in game theory, but is rather difficult to study, as revealed in He and Jiang (2019) and Huang and Zhou (2018). Most recently, Hernández and Possamaï (2020) studies time-inconsistent control problems in the most general non-Markovian framework, where the notion of equilibrium is also refined.
Stopping decision problems with time-inconsistency, on the other hand, are at its early stages of researching. In recent years there are substantial works and theoretical breakthroughs on this topic. Series of papers including Huang and Nguyen-Huu (2018), Huang, Nguyen-Huu, and Zhou (2020), Bayraktar, Zhang, and Zhou (2021), Huang and Zhou (2020), Huang and Wang (2020) and Huang and Yu (2019) study time-inconsistent stopping problems under the so-called “mild equilibriums” (Bayraktar, Zhang, and Zhou (2021)), which only considers the deviation from the strategy “stopping” to “continuation”: \( C \) is an equilibria stopping policy (continuation region) if

\[
J(t, x; \text{stopping}) \leq J(t, x; \text{continuation}), \forall (t, x) \in C.
\]

We also note that there are indeed papers adopting weak equilibrium formulations when studying stopping problems, such as Christensen and Lindensjö (2018) and Christensen and Lindensjö (2020), where not only deviation from “stopping” to “continuation”, but also any infinitesimal perturbation of stopping polices are considered (see Definition 2.1 and remarks therein for detailed discussion). Very recently, Ebert, Wei, and Zhou (2020) investigates weak equilibrium of time-inconsistent stopping problems from an economic point of view, and Tan, Wei, and Zhou (2021) thoroughly studies the smooth fitting principle with the presence of time-inconsistency, which is also one of our concerns.

2 Notations and model formulations

We first introduce key ingredients for our problem formulation:

- **State space**: Let \( \mathbb{X} \subset \mathbb{R}^n \) be a region, equipped with the Euclidean norm \( \| \cdot \| \) and \( \mathcal{B}(\mathbb{X}) \), the Borel \( \sigma \)-algebra induced by it. \( E = [0, T) \times \mathbb{X} \) will be the (space-time) state space.

- **Control space**: Let \( \mathcal{U} \) be a Polish space, equipped with \( \mathcal{B}(\mathcal{U}) \), the Borel \( \sigma \)-algebra induced by its metric. We assume that the control takes value in \( \mathcal{U} \).

- **Set of admissible controls**: Let \( \mathcal{U} \) be a subset of all measurable closed-loop control. In other words, any \( u \in \mathcal{U} \) is a measurable map \( E \ni (t, x) \mapsto u(t, x) \in \mathcal{U} \). Some assumptions will be imposed on \( \mathcal{U} \) to guarantee the well-posedness of the problem (see Assumption 1).

- **Set of admissible stopping policies**: Let \( \mathcal{O} \) be a subset of the collection of relative open subsets of \( E \), including \( \emptyset \) and \( E \). \( \mathcal{O} \) will be considered as the set of admissible continuation region, hence can be equivalently thought as the set of stopping policies.
• **The implemented stopping time:** \( \tau_{(u,C,s)} \triangleq \inf\{ s \leq r \leq T : (r, X_r^u) \not\in C \} \). After the agent has chosen the control \( u \in \mathcal{U} \), the stopping policy \( C \in \mathcal{O} \), and the minimal stopping time \( s \), he will implement \( \tau_{(u,C,s)} \) as his stopping strategy. In other words, he will not consider stopping before \( s \), and after time \( s \), he will stop immediately when the state process under \( u \) exits the continuation region \( C \) for the first time.

• **Set of admissible strategies at time** \( t \): \( \mathcal{A}(t) \triangleq \{ (u, \tau_{(u,C,s)}) : u \in \mathcal{U}, s \geq t, C \in \mathcal{O} \} \).

In addition, the mathematical notations that will be used are listed below for convenience:

- \( C^{1,2}(\Omega) \) is the set of the functions that are once continuously differentiable in \( t \) and twice continuously differentiable inside some subset \( \Omega \subset E \).

- \( C^0(\Omega) \) is the set of continuous functions.

- \( C^\infty_c(\Omega) \) is the set of smooth functions with compact support.

- \( d((s,y),(t,x)) = |s-t|^{1/2} + \|x-y\| \) is the parabolic distance. \( d((s,y),A) = \inf\{d((s,y),(s',y')) : (s',y') \in A\} \).

- \( B_{t,x}(\delta) = (t,t+\delta^2) \times \{x' : \|x'-x\| < \delta\} \) is the parabolic cylinder.

- \( \partial \Omega \in C^2 \) means that for any \( (t,x) \in \partial \Omega \) there exist \( \delta > 0 \) which is sufficiently small, and a function \( P \in C^{1,2}(B_{t,x}(\delta)) \) such that \( \{ (s,y) \in B_{t,x}(\delta) : (s,y) \in \partial \Omega \} = \{ (s,y) \in B_{t,x}(\delta) : P(s,y) = 0 \} \).

The probability basis for our problem is as usual. Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a complete probability space supporting a standard \( n \)-dimensional Brownian motion \( W = \{W_t : 0 \leq t \leq T\} \), where \( \mathcal{F} = \{ \mathcal{F}_t : 0 \leq t \leq T \} \) is a filtration satisfying the usual conditions, and \( \mathcal{F} = \mathcal{F}_T^2 \). For any \( u \in \mathcal{U} \), we consider the *strong formulation* of the controlled state dynamics:

\[
\begin{align*}
\left\{ 
\begin{array}{l}
\mathrm{d}X_t^u = \mu(t, X_t^u, u(t, X_t^u)) \mathrm{d}t + \sigma(t, X_t^u, u(t, X_t^u)) \mathrm{d}W_t, \\
X_0^u = x_0 \in \mathbb{R}.
\end{array}
\right.
\end{align*}
\tag{2.1}
\]

For any \( h(\cdot, \cdot) \in C^{1,2}(B_{t,x}(\delta)) \), \( \delta > 0 \), we define the characterization operator \( A^u \) of \( X^u \) by\(^3\)

\[ A^u h(t,x) \triangleq h_t(t,x) + \Theta^u(t,x)^t h_x(t,x) + \frac{1}{2} \text{tr}(h_{xx}(t,x) \Lambda^u(t,x) \Lambda^u(t,x)^t), \]

\(^2\)Here we are not concerned with what the filtration is. We choose to restrict the information by allowing only the Markovian closed-loop strategies, instead of specifying the filtration. See Remark 2 for detailed discussion.

\(^3\)We denote by \( M^t \) the transpose of the matrix \( M \).
where
\[
\Theta^u(t, x) \triangleq \mu(t, x, u(t, x)),
\]
\[
\Lambda^u(t, x) \triangleq \sigma(t, x, u(t, x)).
\]

We make the standing assumption on the admissible set \( \mathcal{U} \), which is crucial for the analysis later, as follows:

**Assumption 1.** For any \( u \in \mathcal{U} \), we have:

1. \( \mathcal{U} \subseteq \mathcal{U} \).
2. \( \Theta^u \) and \( \Lambda^u \) are Lipschitz in \( x \in \mathbb{R}^n \), uniformly in \( t \).
3. \( \Theta^u \) and \( \Lambda^u \) are right continuous in \( t \in [0, T] \), and are bounded in \( t \), uniformly for \( x \) in any compact subsets of \( \mathbb{R}^n \).
4. For any \( (t, x) \in E \), the solution of (2.1) with initial condition \( X_t = x \), denoted by \( X^{u, t, x} \), satisfies
   \[
   \mathbb{P}(X^{u, t, x}_s \in \mathbb{X}, \forall 0 \leq s \leq T) = 1.
   \]

Based on the theory of stochastic differential equations (see e.g., Friedman (1975) or Yong and Zhou (1999)), under Assumption 1, (2.1) is well-posed in the strong sense, and the solution is strong Markovian, for any \( u \in \mathcal{U} \). We introduce the Markovian family \( \{ \mathbb{P}^{t, x} \}_{(t, x) \in E} \) with \( \mathbb{P}^{0, x_0} = \mathbb{P} \).

We now state our problem. The agent aims to maximize the pay-offs \( J(t, x; u, \tau) \) among all admissible strategies \( (u, \tau) \in \mathcal{A}(t) \), which is given by
\[
J(t, x; u, \tau) \triangleq \mathbb{E}^{t, x} g(t, x, \tau, X^{u, \tau}_\tau).
\]

However, due to the dependence of the reward on state, the problem is generally time-inconsistent, and it does not make sense to find the dynamic “optimal” strategies. As in Björk, Khapko, and Murgoci (2017) and He and Jiang (2019), we consider the perturbed control of \( u \in \mathcal{U} \) by \( u \in \mathcal{U}, \varepsilon > 0 \), which is defined as
\[
u(t, \varepsilon, u)(s, y) = \begin{cases} 
    u, & s \in [t, t + \varepsilon), \\
    u(s, y), & s \notin [t, t + \varepsilon).
\end{cases}
\] (2.2)

We are now ready to give the definition of equilibrium policies of time-inconsistent stopping control problems.

---

4Here we identify any \( u \in \mathcal{U} \) with the constant map \( (t, x) \mapsto u \). Therefore any element in \( \mathcal{U} \) can also be seen as a closed-loop control.

5For the discussion on time-inconsistency for pure control problems, see Ekeland and Pirvu (2008) or Yong (2012). For discussions on stopping problems, refer to Huang, Nguyen-Huu, and Zhou (2020).
Definition 2.1. \((\hat{u}, C) \in U \times O\) is said to be an equilibrium if and only if all of the followings hold with \(\hat{\tau} \triangleq \tau(\hat{u}, C, t)\):

\[
g(t, x, t, x) \leq J(t, x; \hat{u}, \hat{\tau}), \quad \forall (t, x) \in E, \tag{2.3}
\]

\[
\limsup_{\varepsilon \to 0} \frac{J(t, x; \hat{u}, \tau(\hat{u}, C, t + \varepsilon)) - J(t, x; \hat{u}, \hat{\tau})}{\varepsilon} \leq 0, \quad \forall (t, x) \in E, \tag{2.4}
\]

\[
\limsup_{\varepsilon \to 0} \frac{J(t, x; \hat{u}(t, \varepsilon, u), \tau(\hat{u}(t, \varepsilon, u), C, t)) - J(t, x; \hat{u}, \hat{\tau})}{\varepsilon} \leq 0, \quad \forall (t, x) \in C, \ u \in U. \tag{2.5}
\]

\textbf{Remark 1.} This paper provides a unified theory to investigate the stopping and control problems. Noting that \(U\) and \(O\) are only required to be some subset of universal feasible action space, our work generalizes previous literatures. Indeed, take \(U = \{u_0\}\) to be the singleton, the problem degenerates to pure stopping problem, as in Christensen and Lindensjö (2018). Take \(O = \{E\}\), the problem degenerates to pure control problems, as in Björk, Khapko, and Murgoci (2017) and He and Jiang (2019).

\textbf{Remark 2.} It is crucial to specify how much information the agent can make use of. Indeed, limited information is one important reason for the occurrence of time-inconsistency. Most literatures impose the limitation on filtration: the control process is required to be measurable with respect to the filtration generated by state process. In the present setting of (Markovian) controlled-diffusion model, we choose to impose similar limitation implicitly by allowing only closed-loop control. This is the analogy of considering only pure Markovian stopping times when studying time-inconsistent stopping problems, as in Christensen and Lindensjö (2018), Huang and Nguyen-Huu (2018), among others.

\textbf{Remark 3.} If \((t, x) \notin C\), (2.3) becomes equality and hence trivial. If \((t, x) \in C\), (2.3) states that it is better to continue than to stopping. However, \((t, x) \in C\) implies that the equilibrium policy commands the agent to continue. As such, (2.3) states that the agent has no reason to deviate the equilibrium stopping policy from continuation to stopping. (2.4) requires that the agent is not willing to deviate even an infinitesimals from equilibrium stopping policy. In conclusion, our definition requires the agent not to deviate from equilibrium stopping policy, if all the \((t, x)\)-agents follow the equilibrium.

\textbf{Remark 4.} (2.5) states that if all the \((t, x)\)-agents follow the equilibrium (control and stopping policy), then he is not willing to deviate from equilibrium control policy. Here the \((t, x)\)-agents with \((t, x) \notin C\) is irrelevant because they have stopped and exited the system, as the equilibrium stopping policy commands.

\textbf{Remark 5.} It should be noted that in Remarks 3 and 4, the game-theoretical concept of equilibrium is in a weak sense. Indeed, when the limit in (2.4) or (2.5) is 0, then deviation from equilibrium may indeed improve the preference level. However, as understood in Hernández and Possamaï (2020), if we ignore
those improvements that are as small as a proportion of length of time interval perturbed, the definition of
(weak) equilibrium fits into the game-theoretical consideration. For other types of equilibrium, see Huang
and Zhou (2018), Bayraktar, Zhang, and Zhou (2021) for examples. In the context of time-inconsistent
stopping, different types of equilibrium have also been studied. Christensen and Lindensjö (2018) and
Christensen and Lindensjö (2020) consider the weak equilibrium, which we adopt. Generally it is difficult to
characterize strong equilibrium, even for pure stopping or control problems, see Huang and Zhou (2018) for
this under the setting of discrete Markov chain. It shall be an interesting topic for future work to characterize
strong equilibrium for continuous-valued state process, in pure stopping and control problems, as well as
stopping-control problems.

Remark 6. Note that \( \tau_{(u,C,t+\varepsilon)} = \varepsilon + \tau_{(u,C,t)} \circ \theta_{\varepsilon} \), where \( \{\theta_t\}_{t \geq 0} \) is the family of shift operators. Therefore,
comparing to Christensen and Lindensjö (2018), the infinitesimal perturbation of \( \tau \) is in the time horizon \( \varepsilon \),
not in the space horizon \( \tau_{\varepsilon} = \inf \{s \geq 0 : |X_s - X_0| \geq \varepsilon\} \). In our case, to make two perturbations of control
and of stopping consistent with each other, we consider perturbation in time. Note that the perturbation of
control can not be in space, because that would destroy the Lipschitz property of \( \Theta^u \) and \( \Sigma^u \) so the SDE
could be ill-posed.

In Definition 2.1, the possible deviations of control and stopping policies are separable, i.e., deviating
from stopping policies when fixing control policies, and deviating from control policies when fixing stopping
policies. This definition makes perfect sense from game theoretical perspective if the problem is understood
as a cooperative stopper-controller problem, where one agent controls the system and another chooses when
to terminate. For the one-agent setting in this paper, it is very natural to consider concept of equilibrium
where deviations of policies are allowed to be mixed. Here we introduce the following definition of strict
weak equilibrium.

Definition 2.2. \((\hat{u}, C) \in U \times O\) is said to be a strict weak equilibrium if and only if the followings hold
with \( \hat{\tau} = \tau_{(\hat{u}, C,t)} \):

\[
g(t, x, t, x) \leq J(t, x; \hat{u}, \hat{\tau}), \quad \forall (t, x) \in E, \quad (2.6)
\]

\[
\limsup_{\varepsilon \to 0} \frac{J(t, x; \hat{u}(t, \varepsilon), \tau_{(\hat{u}(t, \varepsilon), C, t+\varepsilon)}) - J(t, x; \hat{u}, \hat{\tau})}{\varepsilon} \leq 0, \quad \forall (t, x) \in E, u \in U. \quad (2.7)
\]

In (2.6) we capture the deviation of policies when the stopping part is “from continuing to stopping”,
and in this case the control policy is absent because it is irrelevant. Thus (2.6) is exactly the same as (2.3).
In (2.7), on the other hand, we hope to describe the change of policies when stopping part is from stopping
to continuing. Here comes a dilemma: in this case deviation for control policy only matters in continuation
region, while for stopping policy it is more important to consider stopping region. That is why we require all \((t, x) \in E\) rather than \((t, x) \in C\) to satisfy (2.7). This paradox is the most important reason that makes us think that weak equilibrium is a better concept for studying time-inconsistent stopping control problems. This point is also the crucial point that makes strict weak equilibrium stronger than weak equilibrium. In Section 3 after stating the characterization theorem in infinite time horizon case (Theorem 3.7), we will briefly explain why strict weak equilibrium implies a weak one (see Remark 11). At the end of Section 3 we provide an example showing a weak equilibrium need not to be strict (see Remark 12). In the rest of this paper, we focus on weak equilibrium.

3 Characterizations of the equilibrium

We now present the main results of this paper, including assumptions and technical lemmas that are needed for proofs. This section is further divided into two subsections. In Subsection 3.1 we present results for finite time horizon, and all proofs are provided in Appendix A. In Subsection 3.2 we briefly discuss the infinite time horizon case, which will be used for in Section 4, but we omit all the proofs there because they are similar to the finite time horizon case.

3.1 Finite time horizon

In this subsection we fix \((\hat{u}, C) \in U \times O\) and investigate whether it is equilibrium. For convenience, we drop all the superscripts \(\hat{u}\), e.g., \(\Lambda = \Lambda \hat{u}\), \(\Sigma = \Sigma \hat{u}\), \(X = X \hat{u}\) if needed. Moreover, we denote by \(L_{\text{poly}}^\infty\) the space of function that has at most polynomial growth at infinity, i.e.,

\[
L_{\text{poly}}^\infty = \{f : E \to \mathbb{R} | |f(t, x)| \leq M(1 + \|x\|)^\gamma \text{ as } \|x\| \to \infty, \text{ for some } \gamma > 0 \text{ and } M > 0\}.
\]

We have the following main result of this paper:

**Theorem 3.1.** If the auxiliary function \(f(s, y, t, x) \triangleq \mathbb{E}^{t,x}g(s, y, \hat{\tau}, X^\hat{u}_\hat{\tau})\) satisfies:

\[
 f(s, y, \cdot, \cdot) \in C^{1,2}(C) \cap C^0(E) \cap L_{\text{poly}}^\infty, \forall (s, y) \in E. \quad \text{(H1)}
\]
Then \((\hat{u}, C) \in \mathcal{U} \times \mathcal{O}\) is an equilibrium if and only if \(f\) and \(C\) solve the following system:

\[
A\hat{u} f(s, y, t, x) = 0, \forall (t, x) \in C, (s, y) \in E, \quad (3.1)
\]

\[
\sup_{u \in \mathcal{U}} A^u f(t, x, t, x) = 0, \forall (t, x) \in C, \quad (3.2)
\]

\[
A\hat{u} g(t, x, t, x) \leq 0, \forall (t, x) \in \text{int}(D), \quad (3.3)
\]

\[
\lim_{\varepsilon \to 0} \sup_{(t, x) \in \text{int}(D)} \frac{\| J(t, x; \hat{u}(t, \varepsilon, u), \tau(\hat{u}(t, \varepsilon, u), C, t)) - f(t, x, t, x) \|}{\varepsilon} \leq 0, \forall (t, x) \in \partial C, \quad (3.4)
\]

\[
f(s, y, T, x) = g(s, y, T, x), \forall x, y \in \mathcal{X}, s \in [0, T), \quad (3.5)
\]

\[
f(s, y, t, x) = g(s, y, t, x), \forall (t, x) \in D, (s, y) \in E, \quad (3.6)
\]

\[
f(t, x, t, x) \geq g(t, x, t, x), \forall (t, x) \in \partial C, \quad (3.7)
\]

where \(D \triangleq E \setminus \partial C\).

Furthermore, when \((\hat{u}, C)\) is equilibrium, we have

\[
\hat{u}(t, x) = \arg\max_{u \in \mathcal{U}} A^u f(t, x, t, x), \quad (3.8)
\]

for those \((t, x) \in C\) such that the map \((t, x) \mapsto \arg\max_{u \in \mathcal{U}} A^u f(t, x, t, x)\) is well-defined.

Theorem 3.1 builds upon the following several lemmas, which calculate the limits \((2.4)\) and \((2.5)\). Their proofs are given in Appendix A.

**Lemma 3.2.** For any \((t, x) \in E \setminus \partial C\),

\[
\lim_{\varepsilon \to 0} \sup_{(t, x)} \frac{J(t, x; \hat{u}(t, \varepsilon, u), \tau(\hat{u}(t, \varepsilon, u), C, t)) - f(t, x, t, x)}{\varepsilon} = A\hat{u} f(t, x, t, x).
\]

**Lemma 3.3.** For any \((t, x) \in C, u \in \mathcal{U}\),

\[
\lim_{\varepsilon \to 0} \sup_{(t, x)} \frac{J(t, x; \hat{u}(t, \varepsilon, u), \tau(\hat{u}(t, \varepsilon, u), C, t)) - f(t, x, t, x)}{\varepsilon} = A^u f(t, x, t, x).
\]

**Lemma 3.4.** For any \((\hat{u}, C) \in \mathcal{U} \times \mathcal{O}, (3.1), (3.5)\) and \((3.6)\) hold.

**Proof of Theorem 3.1.** \((3.1), (3.5)\) and \((3.6)\) hold no matter whether \((\hat{u}, C)\) is equilibrium or not, thanks to Lemma 3.4. Clearly, by Lemmas 3.2 and 3.3, \((3.2)\) is equivalent to \((3.7)\), \((2.5)\) is equivalent to \((3.2)\) with \(\leq\) in \(\text{int}(D)\) is equivalent to \((3.3)\), \((2.4)\) on \(\partial C\) is equivalent to \((3.4)\). Moreover, taking \((s, y) = (t, x)\) in \((3.1), (3.2)\) with \(\leq\) can be replaced by the one with \(=\), \((3.8)\) is obvious from \((3.1)\) and \((3.2)\). \(\Box\)

Note that Theorem 3.1 provides full characterization of equilibrium if we know \textit{a priori} the form of auxiliary function. However, using Theorem 3.5 below, we know that if \(f\) solves some part of the system mentioned above, it is exactly the auxiliary function needed.
Theorem 3.5. If $f$ satisfies (H1), and solves (3.1), (3.5) and (3.6) for some $(\hat{u}, C) \in U \times O$, then $f(s,y,t,x) = \mathbb{E}^{t,x}g(s,y,\hat{\tau},X_{\hat{\tau}})$.

Proof. We only need to consider $(t,x) \in C$. For $n \geq 1$, define the stopping time $\tau_n = \inf\{r \geq t : \|\sigma(r, X_r, \hat{u}(r, X_r))\nabla_x f(r, X_r)\| \geq n, \text{ or } d((r, X_r), \partial C) < 1/n\} \wedge T$. Using Itô’s formula, we have

$$\mathbb{E}^{t,x}f(s,y,\tau_n,X_{\tau_n}) = f(s,y,t,x).$$

Based on $f(s,y,\cdot,\cdot) \in L^\infty_{\text{poly}}$ and dominated convergence theorem, letting $n \to \infty$, we get

$$f(s,y,t,x) = \mathbb{E}^{t,x}f(s,y,\hat{\tau},X_{\hat{\tau}}) = \mathbb{E}^{t,x}f(s,y,T,X_T)I\{\hat{\tau} = T\}$$

Here we have used (3.5), (3.6) and the fact $(\hat{\tau}, X_{\hat{\tau}}) \in D$, for $\mathbb{P}^{t,x}$-almost surely $\omega \in \{\hat{\tau} < T\}$.

In order to provide refined characterization of the equilibrium, and prepare for the verification procedure in Section 4 at the same time, we discuss the boundary condition (3.4). Similar to Christensen and Lindensjö (2020) and many other literature where free boundary problems play important roles, one usually expects smooth fitting principle to make an ansatz. We propose smooth fitting in multi-dimensional setting as follows:

$$f_x(t,x,s,y) \big|_{(t,x)} = g_x(t,x,s,y) \big|_{(t,x)}, \forall (t,x) \in \partial C. \quad (3.9)$$

Indeed, we prove that, under mild conditions, this is necessary for equilibrium condition (3.4). On the other hand, it is also helpful to the verification procedure if we can obtain some sufficient condition for (3.4). In fact, we propose:

$$\limsup_{(s,y) \notin \partial C} A\hat{u} f(t,x,s,y) \leq 0, \forall (t,x) \in \partial C. \quad (3.4')$$

When making ansatz, we usually aim to find a solution that has continuous spatial derivatives, especially when spatial dimension $n = 1$. Therefore, combined with (3.4'), (3.9) is also an appropriate sufficient condition. To provide connections between (3.9) and (3.4), we need the following mild technical assumption on $f$:

$$f(s,y,\cdot,\cdot) \big|_C \text{ extends to some } \tilde{f}(s,y,\cdot,\cdot) \in C^{1,2}(E), \forall (s,y) \in E. \quad (\text{H2})$$

Although $f$ is already defined on $E$, it is not $C^{1,2}$ across the boundary $\partial C$. The key point of (H2) is that we consider the restriction of $f$ on $C$ (which is $C^{1,2}$) and extend it smoothly to $E$. This is needed for the application of local time formula (see Appendix A). Moreover, (3.9) is in fact not perfectly rigorous because
$f$ is not smooth across $\partial C$, but now based on (H2) we see that it actually means $\tilde{f}_x = g_x$ on the boundary. We have the following theorem, which is another main result of this paper:

**Theorem 3.6.** Suppose that (H1) and (H2) hold, then

1. $(3.4') + (3.9) \Rightarrow (3.4)$.
2. If $\partial C \in C^2$ and $\Lambda(t, x)^t \Lambda(t, x)$ is invertible for any $(t, x) \in \partial C$, $(3.4) \Rightarrow (3.9)$.

**Remark 7.** $(3.4')$ is a convenient sufficient condition for the proof of the previous theorem. In fact, if $(\hat{u}, C)$ is an equilibrium, then before taking limit in $(3.4')$ it equals to 0 for $(s, y) \in C$, thanks to (3.1). In $D$, we know $f = g$ and $g$ is something we know a priori. Thus, one sufficient condition to verify $(3.4')$ is $A^0 g(t, x, s, y) \leq 0, \forall (s, y) \in \text{int}(D), (t, x) \in \partial C$.

**Remark 8.** Recall that $\Lambda(t, x)$ is the diffusion coefficient under the candidate equilibrium strategy $\hat{u}$. The conclusion (2) in Theorem 3.6 thus asserts that $(3.9)$ is necessary if we only consider the equilibriums that gives nondegenerate diffusion term. This is true in many situations, including those where the diffusion term cannot be controlled.

**Remark 9.** Smooth fitting principles are always important topics in optimal stopping theory. For review of classical results on this topic, see Peskir and Shiryaev (2006). Recently efforts have been made to establish global $C^1$ regularity of value function of optimal stopping problems, see De Angelis and Peskir (2020) and Cai and De Angelis (2021) for examples. We have obtained similar results for time-inconsistent stopping control under additional regularity imposed on stopping boundary. It is very interesting to try to drop this assumption and prove the regularity directly from equilibrium conditions. We hope to establish this type of results in future works.

**Remark 10.** We now make some comments on assumptions (H1) and (H2). It is known that in control theory, to make regularity assumptions on value function is sometimes restrictive (see e.g., Example 2.3 on page 163 of Yong and Zhou (1999)). However in our context, when fixing $(s, y)$ and $\hat{u}$, $f$ has clear connection to linear parabolic equations with initial and boundary value. Thus, PDE theory helps to establish regularity inside $C$. Moreover, the growth of $f$ itself follows directly from that of $g$, and we do not require the growth of derivatives of $f$, weakening the condition in He and Jiang (2019). At last, the assumption (H2) can be established by uniform continuity and Whitney’s extension theorem, thanks to the Hölder estimates for parabolic equations. See Appendix B for details.
3.2 Infinite time horizon

To prepare for the studying of the concrete examples in Section 4, for which we hope to get analytical solutions, we extend the main results in the previous subsection to infinite time horizon case. One of the advantages for adapting the (weak) equilibrium formulation is that all the arguments are local (see all the proofs in Appendix A). Therefore, it is almost trivial to extend Theorem 3.1 once we neglect the condition (3.5). Furthermore, Theorem 3.6 still holds true for the same reason. The only thing we need to refine for the infinite time horizon theory is that the estimate (A.2) in Appendix A seems not to be directly applicable anymore. However, the estimate there is still valid, except that we do not substitute $T = \infty$, but choose $T > t + 1$ for any fixed $t$. This is sufficient because when applying it, we only consider the behaviour for trajectory of $X$ on $[t, t + \varepsilon]$. The similar arguments in the proofs of results in Subsection 3.1 (see Appendix A) are still applicable and anything follows. We thus have the following:

**Theorem 3.7.** If the auxiliary function $f(s, y, t, x) \triangleq \mathbb{E}_{t, x} g(s, y, \hat{\tau}, X_{\hat{\tau}}^u) I_{\hat{\tau} < \infty}$ satisfies (H1), then $(\hat{u}, C) \in \mathcal{U} \times \mathcal{O}$ is an equilibrium if and only if $f$ and $C$ solve the following system:

$A\hat{u} f(s, y, t, x) = 0, \forall (t, x) \in C, (s, y) \in E,$ \hfill (3.10)

$\sup_{u \in \mathcal{U}} A^u f(t, x, t, x) = 0, \forall (t, x) \in C,$ \hfill (3.11)

$A\hat{u} g(t, x, t, x) \leq 0, \forall (t, x) \in \text{int}(D),$ \hfill (3.12)

$\limsup_{\varepsilon \to 0} \frac{\mathbb{E}^{t, x}[f(t, x, t + \varepsilon, X_{t+\varepsilon}^u) - f(t, x, t, x)]}{\varepsilon} \leq 0, \forall (t, x) \in \partial C,$ \hfill (3.13)

$f(s, y, t, x) = g(s, y, t, x), \forall (t, x) \in D, (s, y) \in E,$ \hfill (3.14)

$f(t, x, t, x) \geq g(t, x, t, x), \forall (t, x) \in E.$ \hfill (3.15)

Furthermore, when $(\hat{u}, C)$ is equilibrium, we have

$\hat{u}(t, x) = \arg\max_{u \in \mathcal{U}} A^u f(t, x, t, x), \hfill (3.16)$

for those $(t, x) \in C$ such that the map $(t, x) \mapsto \arg\max_{u \in \mathcal{U}} A^u f(t, x, t, x)$ is well-defined.

**Remark 11.** We now make comments on the concept of strict weak equilibrium (see Definition 2.2). From the proof of Theorem 3.1 (Appendix A), the equilibrium condition (2.7) is equivalent to

$\limsup_{\varepsilon \to 0} \frac{\mathbb{E}^{t, x}[f(t, x, t + \varepsilon, X_{t+\varepsilon}^u) - f(t, x, t, x)]}{\varepsilon} \leq 0, \forall (t, x) \in E, u \in \mathcal{U}.$

The subtle point is that this requirement is imposed on any point $(t, x)$ in the whole state space and any admissible control $u$, not just the equilibrium one. Translating to the infinite time horizon case, the charac-
The characterization system of strict weak equilibrium is similar to that in Theorem 3.7, with (3.12) revised to
\[ A^u g(t, x, t, x) \leq 0, \forall u \in U, (t, x) \in \text{int}(D). \]  
(3.12')

We immediately conclude that a strict weak equilibrium must be weak.

In applications, especially in the infinite time case, the controlled $X$ is usually time-homogenous and $g$ takes the form $g(s, y, t, x) = \delta(t - s)g(x, y)$, with discount function $\delta$ satisfying $\delta(0) = 0$ and $\delta(\cdot)$ nonincreasing. Under these additional assumptions, the system used to characterize the equilibrium solution becomes more elegant. Indeed, the first simplification is from the time symmetry: we can now take the open subsets $C$ of $\mathbb{X}$ (under its relative topology) with $C^2$ boundary as admissible stopping policies, and taking $C = C \times [0, \infty) \in O$ brings us to notations of the previous sections. Furthermore, it is straightforward to show that under this choice of stopping policy, $f$ has the form $f(s, y, t, x) = \mathbb{E}^x \delta(\tau_C + t - s)g(X^{\hat{u}}_{\tau_C}, y)I_{\{\tau_C < \infty\}}$, where $\tau_C = \tau(\hat{u}, C \times [0, \infty), 0)$ under the notation of Section 2. Therefore, restricting on the diagonal, functions $f$ and $g$ do not depend on $t$, and we denote $f^d(x) = f(t, x, t, x)$ and $g^d(x) = g(t, x, t, x)$. To ease our notation, we still denote by $\partial_x$ the spatial deferential with respect to the second $x$ variable only, i.e., $\partial_x f^d(x) \triangleq \partial_x f(t, x, t, \cdot)|_{x}$. Combining the above discussions, we have the following corollary, which will be used repeatedly in concrete examples in Section 4:

**Corollary 3.8.** Suppose that the dynamic of diffusion $X$ under admissible control is time-homogenous, and the reward function has the form $\delta(t - s)g(x, y)$. Moreover, assume that under the strategy pair $(\hat{u}, \tau_C)$, the auxiliary function $f(s, y, t, x) = \mathbb{E}^x \delta(\tau_C + t - s)g(X^{\hat{u}}_{\tau_C}, y)I_{\{\tau_C < \infty\}}$ satisfies (H1) and (H2). Then $(\hat{u}, C \times [0, \infty))$ is an equilibrium if and only if $f$ and $C$ solve the following system:

\[ A^u f(s, t, x, y) = 0, \forall x \in C, y \in \mathbb{X}, s, t \geq 0, \]  
(3.17)

\[ \sup_{u \in U} A^u f(t, x, t, x) = 0, \forall x \in C, t \geq 0, \]  
(3.18)

\[ A^\hat{u} g(t, x, t, x) \leq 0, \forall x \in \mathbb{X}\setminus C, t \geq 0, \]  
(3.19)

\[ \partial_x f^d(x) = \partial_x g^d(x), \forall x \in \partial C, \]  
(3.20)

\[ f(s, y, t, x) = g(s, y, t, x), \forall x \in \mathbb{X}\setminus C, y \in \mathbb{X}, s, t \geq 0, \]  
(3.21)

\[ f^d(x) \geq g^d(x), \forall x \in \mathbb{X}. \]  
(3.22)

**Remark 12.** After providing smooth fitting result in infinite time horizon case, we are able to provide an example where a weak equilibrium need not to be strict. Consider $\delta(\cdot) \equiv 0$ (no discount) and $g(x, y) = x^3$ (no habit dependence). Take admissible control policy as $U = \{\theta_0, \theta_1\}$ (only two constant controls allowed),
where \( \theta_0 = 0 \) and \( \theta_1 > 0 \). We assume that the state process under control \( \theta \) is \( X^\theta_t = \theta W_t \), where \( W_t \) is a Brownian motion. Take the continuation region \( C = (-\infty, 0) \) and control \( \theta = \theta_0 \). Note that for \( x < 0 \), \( \mathbb{P}^x(\tau_C = \infty) = 1 \). Therefore, \( f(s, t, x) \equiv 0 \) in \( C \). Moreover, \( \partial_x g^d(0) = 0 = \partial_x f^d(0) \), \( f^d \geq g^d = x^3 \) if \( x \leq 0 \), and \( A^{\theta_0}g(s, t, x) = 3\theta_0x = 0 \) for \( x > 0 \). Thus, based on Corollary 3.8, it is trivial that \( (\theta_0, C) \) is a weak equilibrium. However, \( A^{\theta_1}g(s, t, x) = 3\theta_1x > 0 \) for \( x > 0 \), violating (3.12'), proving that \( (\theta_0, C) \) is not strict.

4 Examples

In this section we investigate three concrete examples to illustrate the usage of the theoretical results established in the last section. In Subsection 4.1 we introduce the general formulation of an investment-withdrawal decision problem, and in Subsections 4.2 and 4.3 we study the examples in detail. In Subsection 4.4 we provide an example in 2-dimension, where the equilibrium stopping boundary is a circle.

4.1 Investment-withdrawal decision model

For simplicity we assume that the decision maker has the opportunity to invest in one stock:

\[
\frac{dS_t}{S_t} = \mu dt + \sigma dW_t,
\]

where \( \mu \) and \( \sigma \) are both positive constants. In this situation, it is usually assumed \( \mu \neq 0 \). We only consider the case \( \mu > 0 \). Suppose that the decision maker can invest on \((0, \infty)\). The decision maker will also establish (for himself) a withdrawal mechanics. For example, he will choose a continuation region \( C \). Once his wealth \( X_s \) leaves \( C \), he will withdraw all his investment and stop any exchange for the moment. Therefore, choosing (time-homogenous) investment proportion \( \theta(\cdot) \) and continuation region \( C \), the wealth dynamics and the expected pay off are expressed respectively by

\[
\begin{align*}
\frac{dX^\theta_t}{X^\theta_t} &= \mu \theta(X^\theta_t)dt + \sigma \theta(X^\theta_t)X^\theta_t dW_t, \\
J(t, x; \theta, \tau) &= \mathbb{E}^{t, x} g(t, x, \tau, X^\theta_{\tau})I_{\tau<\infty}.
\end{align*}
\]

When making decisions, the decision maker takes \( \tau = \tau(\theta, C \times [0, \infty), 0) \). The reward function \( g \) will be specified in the following several subsections.

4.2 Reduction of utility by wealth level

Christensen and Lindensjö (2018) studies an example of time-inconsistent stopping problem, where the reward is affected by the current wealth level \( x \). Using the investment-withdrawal model developed in the
last subsection, that example can be interpreted as an investment chance where the proportion of money
invested is locked (or set) to be 1 and the agent can choose a time to withdraw. Here we extend this example
to the occasion where the agent is allowed to choose and adjust the investment in response to the market
performance and can also decide when to withdraw the investment. Now we briefly introduce the setting. To
obtain semi-analytical solution we shall work on the case $T = \infty$. If the agent, with his wealth $x$, chooses
the investment strategy $\theta$ (which depends on $x$ only) and decides to stop at $\tau$, then he will get

$$\mathbb{E}^x e^{-\beta \tau} \left\{ 1 - \exp\{-a[X_\tau^\theta - h(x) - k]\} \right\} I_{\{\tau < \infty\}},$$

(4.3)

where $a$, $\beta$ and $k$ are positive constants, and $h$ is an increasing function with $h(0) = 0$. It is seen that the
larger $x$, the less he will actually get at $\tau$, given the same outcome of $X_\tau^\theta$. This is well-interpreted econom-ically: to get ten thousand dollars means a lot to the homeless, but could mean nothing to a billionaire. We
also require $x - h(x)$ to be nondecreasing, which means once withdrawn, more wealth gives more utility.

Under the setting mentioned above, using the notations in Corollary 3.8 we have $n = 1$, $X = (0, \infty)$,
$g(s, t, x, y) = e^{-\beta (t-s)} [1 - \exp\{-a[x - h(y) - k]\}]$, $\mathcal{U} = (0, \infty)$, and, to find equilibrium, we try to find $f$ and $C$ solving (3.17)-(3.22). In this subsection we aim to find equilibrium among those with a threshold
type stopping strategy, i.e., $C = (0, x^*)$ for some $x^* > 0$.

As a first step, we first use the necessity part of Corollary 3.8 to narrow down our search to a candidate
solution. To do this, suppose $(\theta, C \times [0, \infty))$ is an equilibrium, where $x \mapsto x\theta(x)$ is Lipschitz, $\theta(0+) < \infty$, and $C = (0, x^*)$. As a well known result from one-dimensional diffusion theory, 0 is an inaccessible
boundary point for $X$ (see Itô and McKean (1996) and Helland (1996)), thus $\tau_C = \tau_{x^*}^\theta \triangleq \inf \{t \geq 0 : X_t^\theta = x^*\}$, $\mathbb{P}^x$-a.s. for any $0 < x < x^*$. Therefore we have

$$f(s, y, t, x) = e^{-\beta (t-s)} g(x^*, y) \phi(x),$$

where $\phi$ solves

$$\begin{cases}
\frac{1}{2} \sigma^2 \theta(x)^2 x^2 \phi''(x) + \mu \theta(x) \phi'(x) = \beta \phi(x), \\
\phi(0) = 0, \phi(x^*) = 1.
\end{cases}$$

(4.4)

Using Corollary 3.8, we know

$$\theta(x) = - \frac{\mu f_x}{\sigma^2 x f_{xx} |_{(x,x)}} = - \frac{\mu \phi'(x)}{\sigma^2 x \phi''(x)}. $$

(4.5)

Using (3.19), if $(\theta, C \times [0, \infty))$ is an equilibrium, it can be shown that there exists $\mathcal{Z} > 0$ such that $(0, \mathcal{Z}) \subset C$ (see similar arguments in the proof of Proposition 4.3). We assume $C = (0, x^*)$ for simplicity.
Plugging this back into (4.4), we conclude that φ must satisfy

\[
\begin{cases}
\frac{1}{2} \kappa \frac{(\phi')^2}{\phi'} + \beta \phi = 0, \\
\phi(0) = 0, \phi(x^*) = 1,
\end{cases}
\]

with \( \kappa = \mu^2/\sigma^2 \). Moreover, φ is strictly increasing in \((0, x^*)\). There are multiple ways to show that (4.6) has only one increasing solution \( \phi(x) = (x/x^*)^\alpha \), \( \alpha = 2\beta/(2\beta + \kappa) \). Using (4.5), we know \( \theta(x) \equiv \theta^* \triangleq 2\beta/\mu + \mu/\sigma^2 \). Therefore we have proved the following result:

**Proposition 4.1.** Suppose \((\theta, (0, x^*) \times [0, \infty))\) is equilibrium, then \( \theta(x) \equiv \theta^* \).

The next step is to determine a threshold \( x^* \) and provide sufficient conditions to ensure that our candidate strategy is indeed equilibrium. To this end, we note that \( f \) has the following form inside \( C \):

\[
f(s, t, x, y) = e^{-\beta(t-s)} \left( \frac{x}{x^*} \right)^{\alpha(\theta^*)} (1 - \exp\{-a(x^* - h(y) - k)\}),
\]

where \( \alpha(\theta) = \frac{1}{2} - \frac{\mu}{\sigma^2 \theta} + \sqrt{\frac{2\beta}{\sigma^2 \theta} + \left(\frac{1}{2} - \frac{\mu}{\sigma^2 \theta}\right)^2} \). Here we introduce the function \( \alpha(\cdot) \) for convenience of numerical experiments, where for comparison, the control may be locked to other constants rather than \( \theta^* \). Clearly \( f \) and \( C \) satisfy (3.17) and (3.21). To show that (3.20) holds, we need

\[
\partial_x f^d(x^*) = \partial_x g^d(x^*),
\]

which, after direct computation, becomes

\[
\alpha(\theta^*) = [ax^* + \alpha(\theta^*)] \exp\{-a[x^* - h(x^*) - k]\}.
\]

Under the choice \((\theta^*, x^*)\) described by (4.7), (3.19) becomes, for any \( x \geq x^* \),

\[
-\beta g + \mu \theta^* x g_x + \frac{1}{2} \sigma^2 (\theta^*)^2 x^2 g_{xx}
\leq -\beta + \left[ \beta + \mu \theta^* a x - \frac{1}{2} \sigma^2 (\theta^*)^2 a^2 x^2 \right] \exp\{-a[x - h(x) - k]\} \leq 0,
\]

We consider the following two cases of \( x \):

**Case1.** \( \beta + \theta^* a x - \frac{1}{2} \sigma^2 (\theta^*)^2 a^2 x^2 \leq 0 \). In this case it is obvious that (4.8) is true.

---

Footnote: For example, one can transform the equation of (4.6) into \( \frac{1}{2} \kappa (\log \phi')' + \beta (\log \phi)' = 0 \) and integrating backwards from \( x^* \). Details can be provided upon requirements. One can also use inverse function method similar to the proof of Proposition D.2 in Appendix D.
Case 2. \(\beta + \theta^* a x - \frac{1}{2} \sigma^2 (\theta^*)^2 a^2 x^2 > 0\). Using the fact that \(x - h(x)\) is increasing, we know

\[
\exp \left\{ -a(x - h(x) - k) \right\} \leq \exp \left\{ -a(x^* - h(x^*) - k) \right\}, \forall x \geq x^*.
\]

On the other hand,

\[
\exp \left\{ -a(x - h(x^*) - k) \right\} \leq \exp \left\{ -a(x^* - h(x^*) - k) \right\}, \forall x \geq x^*.
\]

Therefore, in this case, (4.8) is true if

\[
-\beta + \left[ \beta + \mu \theta^* a x - \frac{1}{2} \sigma^2 (\theta^*)^2 a^2 x^2 \right] \exp \left\{ -a(x^* - h(x^*) - k) \right\} \leq 0.
\]

Using \(\beta + \mu \theta^* a x - \frac{1}{2} \sigma^2 \theta^* a^2 x^2 \leq \beta + \frac{\mu^2}{\sigma^2}\) and (4.7), we find that (4.9) is true if

\[
-\beta + \left[ \beta + \frac{\mu^2}{2\sigma^2} \right] \frac{\alpha(\theta^*)}{a x^* + \alpha(\theta^*)} \leq 0,
\]

which is equivalent to

\[
x^* \geq \underline{x}(\theta^*)
\]

with

\[
\underline{x}(\theta) \triangleq \frac{\mu^2 \alpha(\theta)}{2\beta \sigma^2 a}.
\]

To conclude, we have shown that (3.19) holds if

\[
x^* \geq \underline{x}(\theta^*).
\]

Now the only condition left to be verified is (3.22), being equivalent to

\[
\left( \frac{x}{x^*} \right)^\alpha \left[ 1 - \exp \left\{ -a[x^* - h(x) - k] \right\} \right] \geq 1 - \exp \left\{ -a[x - h(x) - k] \right\}, \forall x < x^*.
\]

This needs some further assumptions, which we will provide in Proposition 4.2 below.\(^8\)

Proposition 4.2. Let \(\theta^* = \frac{2\beta}{\mu} + \frac{\mu}{\sigma^2}\), \(\alpha = \frac{2\beta}{2\beta + \mu^2/\sigma^2}\). Denote by \(x^*\) the solution of (4.7), and \(x^*_0\) the solution of (4.7) with \(h \equiv 0\), respectively. Suppose that the model parameters satisfy the following requirements:

\[
x^*_0 > \frac{2 - \alpha}{a}.
\]

\(^8\)There are in fact gaps in the argument proving similar relations as (3.22) in Christensen and Lindensjö (2018). In pages 31-32 of that paper, the authors reduce their arguments to the case \(h(x) = 0\). However this reduction is not allowed directly. Indeed, from (4.7) we know that the value of \(x^*\) depends crucially on the choice of \(h\). Consequently, \(x^*\) in the inequality (4.11) are different when \(h = 0\). This leads to essential difficulties for proving (4.11). We also provide counter example where (4.11) is not true, even with simple choice of \(h\) (see Remark 14 and Figure 1).
\[ h'(x) < \min \left\{ \frac{1}{2(1 + \frac{1}{a x^0 + a - 1})}, \frac{1}{1 - e^{-a x^*}} \left[ 1 - \frac{\alpha}{\min\{\alpha e^{ak}, 2e^{\alpha - 2 + ak}\}} \right] \right\}, \forall 0 < x < x^*. \]  

(4.14)

Then (4.11) is satisfied. As a consequence, if (4.10) is also true, \((\theta^*, (0, x^*) \times [0, \infty))\) is an equilibrium solution.

**Proof.** See Appendix C. \(\square\)

**Remark 13.** The assumptions in Proposition 4.2, as well as (4.10), seem to be complicated. In fact, there are financial insights: on the one hand, if a constant holding ratio is rational, the withdrawal threshold (desired asset level) cannot be too low (see (4.10)), which will be revealed again in the next subsection under a different preference model; on the other hand, if the effect of habit on preference is too strong \(h'(x)\) is large), we cannot explicitly determine the rational strategies. Indeed, a preference that is easily influenced by habit can be regarded as a modelling of irrationality. In the numerical experiments below, we will show that under a broad and reasonable set of market parameters, all these assumptions are satisfied.

**Remark 14.** Here we emphasize that the assumptions on \(h\) in Proposition 4.2 are just convenient sufficient conditions. There are indeed some other possible choice of \(h\) that satisfies \(f \geq g\), and there are also possible choice of \(h\) that violates it. In Figure 1 we simply try linear function \(h\). It is seen that for \(h(x) = 0.4x\), although the condition proposed in Proposition 4.2 is invalid, \((\theta^*, x^*)\) described above is still an equilibrium. However, for \(h(x) = 0.6x\), clearly, \(f < g\) for some \(x < x^*\). Therefore, (3.22) is invalid, and \((\theta^*, x^*)\) is not an equilibrium. This reveals an interesting fact: smooth fitting principle (by which \(x^*\) is determined) does not necessarily give an equilibrium solution. This phenomenon is studied in detail by Tan, Wei, and Zhou (2021).

We now take a look at some numerical examples. Here we take \(\mu = 0.05, \sigma = 0.3, \beta = 0.1, k = 0.7, a = 0.7\). In this case, we choose \(h(x) = 0.15x\), then all assumptions in Proposition 4.2 are satisfied. Under this setting we have the equilibrium \(\theta^* \approx 4.5556, x^* \approx 2.7919\). For comparison, if there is no habit dependence, i.e., \(h = 0\), then \(\theta^*\) remains the same and the equilibrium withdrawal level is \(x^*_0 \approx 2.1090\). In this case, the problem is denegerated to time consistent one, and this is also the optimal investment and withdraw strategy (see Karatzas and Wang (2000)). If the investment level is locked to be 1 and the investor is only allowed to choose the withdrawal time, then the corresponding equilibrium withdrawal level is \(x^*_1 \approx 1.9436\). It is seen that under the current market parameter, for sophisticated agent, the chance of discretionarily choose the investment level will make him improve the investment level while set a higher expectation wealth level. For the graphical illustrations of these results, see Figures 2 and 3.
Figure 1: Other choices of habit dependence function $h$.

Figure 2: $f_0$ is the equilibrium value for $h = 0$, and $g_0$ is the corresponding reward function.

Through numerical experiment, there are some novel financial insights from our investment-withdrawal decision model, comparing to stopping model without the discretionary investment opportunity. Specifically, there are different behaviors of the equilibrium withdrawal threshold $x^*$ when the volatility $\sigma$ change. Under
non-exponential discount model, it is found in Ebert, Wei, and Zhou (2020) that the equilibrium withdrawal threshold $x^*$ increases with both $\mu$ and $\sigma$. We confirm this result under the endogenous habit formation model, as originally developed in Christensen and Lindensjö (2018). Using equilibrium theory developed in the present paper, we find that if the agent is provided with discretionary investment opportunity, the withdrawal threshold decreases with the volatility and still increases with return rate (see Figure 4). Because higher volatility implies more risk, and withdrawal threshold can be seen as the expectation of agent, this result is much more intuitive: giving other things the same, people should reduce their expectation when market risk becomes higher. To assure that when $\mu$ and $\sigma$ are varying in the given range, the derived pair $(\theta^*, x^*)$ remains to be the equilibrium, we need to check the assumptions (4.12) and (4.14). For simplicity we denote by $M(\theta)$ the right hand side of (4.14), where the dependence of $\theta$ comes from $\alpha = \alpha(\theta)$, $x^* = x^*(\theta)$ and $x_0^* = x_0^*(\theta)$. Figure 5 justifies our analysis, and also shows that the assumptions we propose are reasonable.

### 4.3 Ambiguity on discount factor

In this subsection, we develop a decision model where the agent is uncertain (ambiguous) about his discount factor $\beta$, but has a belief on it. Under this setting, the problem he faces is time-inconsistent. By showing the nonexistence of constant equilibrium (the equilibrium solution with constant investment proportion),

![Figure 3: $f_1$ is the equilibrium value when investment is locked to be 1. The reward function is still $g$.](image)
Figure 4: The impact of volatility $\sigma$ and return rate $\mu$, on the equilibrium withdrawal threshold.

Figure 5: Testing the assumptions on model parameters. Left column: testing (4.14); Right column: testing (4.12).

we argue that the theory proposed in this paper generates nontrivial results and is demanding for better understanding of the time-inconsistency in mathematical finance.
We consider the same model of underlying asset as in Subsection 4.1, while consider the following reward:

\[ g(s, t, x, y) = g(s, t, x) = B(t - s) \log(x), \]  

(4.15)

where \( B \) is the mean discount function with belief \( p \):

\[ B(t) = \int_0^\infty e^{-\beta t} p(\beta) d\beta. \]  

(4.16)

Here \( p \) is a probability density on the interval \((0, \infty)\). Recall that choosing continuation region \( C \) and investment proportion \( \theta \), the agent will implement \( \tau = \tau(\theta, C \times [0, \infty), 0) \) (see the last paragraph in Subsection 4.1). For simplicity, we will use \( \tau_C \) instead of \( \tau(\theta, C \times [0, \infty), 0) \), if there is no confusion.

**Remark 15.** The model is a time-inconsistent generalization of the example in Appendix A of Karatzas and Wang (2000). We prove that there is no constant serving as equilibrium investment proportion (in other words, we exclude many irrational strategies). Because the uniqueness of equilibrium is hard to achieve, the fact that we can rule out many irrational strategies is quite insightful. To the best of our knowledge, this is the only negative result on the existence of constant equilibrium, except a recent paper He, Jiang, and Kou (2020) for a completely different problem (see (3) of Theorem 1 therein). In most of the existing literatures, where analytical solutions are attainable, the resulting equilibrium investment proportions are constant (or at least independent from the wealth). See Karatzas and Wang (2000) for time-consistent stopping control problems, Ekeland and Pirvu (2008), Yong (2012), Björk, Khapko, and Murgoci (2017), Alia, Vives, and Khelfallah (2017), He and Jiang (2019), among others, for time-inconsistent control problems. Combining these observations we argue that the proposed model in the present paper, where the agent are supposed to make stopping and control decision simultaneously with the presence of time-inconsistency, brings essential differences from various existing models, and generates non-trivial results.

**Remark 16.** In this model the mean discount functions are special forms of general discount functions displayed in Subsection 3.2. Indeed, as shown in Ebert, Wei, and Zhou (2020), many popular discount functions can be expressed via a weighted distribution, similar to (4.16). Typical examples for our mean discount functions include:

1. (Quasi-exponential discount)

\[ B(t) = \lambda e^{-\beta_1 t} + (1 - \lambda) e^{-\beta_2 t}; \quad p(\beta) = \lambda \delta_{\beta_1} + (1 - \lambda) \delta_{\beta_2}, \lambda \in (0, 1). \]

2. (Generalized hyperbolic discount)

\[ B(t) = \frac{1}{(1 + at)^{b/a}}; \quad p(\beta) = \frac{\beta^{b-1} e^{-\beta}}{a^b \Gamma\left(\frac{b}{a}\right)}, a > 0, b > 0. \]  

(4.17)
(3) (Compactly supported belief)

\[ B(t) = \int_{\beta}^{\overline{\beta}} e^{-\beta t} p(\beta) d\beta, \ 0 < \beta < \overline{\beta} < \infty \]

Surprisingly, considering real ambiguity (i.e., \( p \) is not singleton supported) will exclude constant investment proportion. Because the developed model is used to describe rationality when optimal principle is not applicable, we have shown that under the developed model, any constant investment proportion is irrational. This conclusion (see Proposition 4.3) provides a possible explanation to many empirical documents (see e.g., Wachter and Yogo (2010)) in contrary to classical Merton’s suggestion or solution obtained in Karatzas and Wang (2000) under time-consistent setting, which is constant proportion. Formally, we have the following:

**Proposition 4.3.** If the reward function takes the form as in (4.15), and \( \text{supp}(p) \) is not singleton, then for any open subset \( C \) of \((0, \infty)\) such that \( C \neq (0, \infty), C \neq \emptyset, \) and any \( \theta^* > 0, (\theta^*, C \times [0, \infty)) \) can not be equilibrium.

**Proof.** We show the proof by contradiction. Suppose that \((\theta^*, C \times [0, \infty))\) is indeed an equilibrium, we claim that \( \text{supp}(p) \) must be singleton. First, for any \( x \in C \), we have \( f_{xx}(t,t,x) < 0 \). Or otherwise suppose that there is \( x \in C \) such that \( f_{xx}(t,t,x) \geq 0 \). Observing the following expression:

\[ A^\theta f(t,t,x) = f_t(t,t,x) + \mu \theta f_x(t,t,x) + \frac{1}{2} \sigma^2 \theta^2 f_{xx}(t,t,x), \]

we find that, choosing \( \theta \) large enough (can be dependent on \((t,x)\)), we are able to assure that \( A^\theta f(t,t,x) > 0 \), contradicting (3.11). Therefore, we assume that \( f_{xx}(t,t,x) < 0 \). Because \( C \) is open subset of \((0, \infty)\), it can be uniquely expressed by \( C = \cup_{n=1}^{\infty} I_n \), where the family \( \{I_n\}_{n=1}^{\infty} \) are countably many disjoint open intervals. We first claim that there must be one interval, say \( I_1 \), with the form \( I_1 = (0, r) \). Otherwise, we deduce that we can choose a sequence \( x_k \to 0 \) and \( x_k \in \text{int}(D) \). However, using (3.12), we have

\[ -m_p \log x + \mu \theta^* - \frac{1}{2} \sigma^2 (\theta^*)^2 \leq 0, \forall x \in \text{int}(D), \]

where

\[ m_p = \int_{0}^{\infty} \beta p(\beta) d\beta > 0. \]

This leads to

\[ x \geq \exp\left(\frac{\mu \theta^* - \frac{1}{2} \sigma^2 (\theta^*)^2}{m_p}\right) > 0, \forall x \in \text{int}(D), \]
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which clearly contradicts the fact that $x_k \to 0$ with $x_k \in \text{int}(D)$. In what follows, we focus on $I_1 = (0, r)$.

For any $x \in (0, r)$, $f(s, t, x)$ can be calculated by:

$$f(s, t, x) = \mathbb{E}^x B(\tau_C - (s - t)) \log(X^\theta(\tau_C)) I_{\tau_C < \infty}$$

$$= \mathbb{E}^x B(\tau_{0,r} - (s - t)) \log(X^\theta(\tau_{0,r})) I_{\tau_{0,r} < \infty}$$

$$= \mathbb{E}^x \log(X^\theta(\tau_{0,r})) \left[ \int_0^\infty e^{-\beta(\tau_{0,r} - (s - t))} p(\beta) d\beta \right]$$

$$= \log r \left[ \int_0^\infty e^{-\beta(t-s)} \left( \frac{x}{r} \right)^{\alpha_+}(\theta^*, \beta) p(\beta) d\beta \right],$$

where $\alpha_+(\theta, \beta) = \frac{1}{2} - \frac{\mu}{\sigma^2} + \sqrt{\frac{2\beta}{\sigma^2} + \left(\frac{1}{2} - \frac{\mu}{\sigma^2}\right)^2} > 0$. Using (3.13) and Theorem 3.6 (i.e., the weak smooth fitting principle), we have $f_x(t, t, r) = g_x(t, t, r)$, which yields

$$\log r = 1 / \left( \int_0^\infty \alpha_+(\theta^*, \beta) p(\beta) d\beta \right) > 0$$

Direct calculation also shows

$$x f_{xx}(t, t, x) = \log r \int_0^\infty \alpha_+(\theta^*, \beta)(\alpha_+(\theta^*, \beta) - 1) \frac{x^{\alpha_+(\theta^*, \beta) - 1}}{(r)^{\alpha_+(\theta^*, \beta)}} p(\beta) d\beta.$$

In light of (3.16), for $0 < x < r$, we consider

$$\tilde{\theta}(x) = \arg \max_{\theta \in \mathbb{R}} A^\theta f(t, t, x)$$

$$= - \frac{\mu f_x|_{(t,t,x)}}{\sigma^2 x f_{xx}|_{(t,t,x)}}$$

$$= \frac{\mu}{\sigma^2} \cdot \frac{1}{r^2} \int_0^\infty \alpha_+(\theta^*, \beta) (1 - \alpha_+(\theta^*, \beta)) \frac{x^{\alpha_+(\theta^*, \beta) - 1}}{(r)^{\alpha_+(\theta^*, \beta)}} p(\beta) d\beta$$

We have $\tilde{\theta}(x) \equiv \theta^*$ for any $x \in (0, r)$. Taking derivative gives

$$\left[ \int_0^\infty \alpha_+(\theta^*, \beta) \frac{x^{\alpha_+(\theta^*, \beta) - 1}}{r^{\alpha_+(\theta^*, \beta)}} p(\beta) d\beta \right] \left[ \int_0^\infty \alpha_+(\theta^*, \beta)(1 - \alpha_+(\theta^*, \beta)) \frac{x^{\alpha_+(\theta^*, \beta) - 1}}{r^{\alpha_+(\theta^*, \beta)}} p(\beta) d\beta \right]$$

$$- \left[ \int_0^\infty \alpha_+(\theta^*, \beta)(1 - \alpha_+(\theta^*, \beta)) \frac{x^{\alpha_+(\theta^*, \beta) - 1}}{r^{\alpha_+(\theta^*, \beta)}} p(\beta) d\beta \right]^2 = 0.$$

Based on the condition of Cauchy-Schwartz inequality being equality, there exists $\lambda > 0$ such that

$$\alpha_+(\theta^*, \beta) \frac{x^{\alpha_+(\theta^*, \beta) - 1}}{r^{\alpha_+(\theta^*, \beta)}} = \lambda \alpha_+(\theta^*, \beta)(1 - \alpha_+(\theta^*, \beta)) \frac{x^{\alpha_+(\theta^*, \beta) - 1}}{r^{\alpha_+(\theta^*, \beta)}},$$

for any $\beta \in \text{supp}(p)$, $x \in (0, r)$. Because the map $\beta \mapsto \alpha_+(\theta^*, \beta)$ is injective, and $|\alpha_+(\theta^*, \beta) - 1|$ remains the same for all $\beta \in \text{supp}(p)$, we conclude that $\text{supp}(p)$ contains at most two elements. If $\text{supp}(p) = \{1, 2\}$, then \[ \text{log}(r) = \log \left( \int_0^\infty e^{-\beta(t-s)} \left( \frac{x}{r} \right)^{\alpha_+(\theta^*, \beta)} p(\beta) d\beta \right) > 0 \]
\{\beta_1, \beta_2\}, we assume \( p(\beta) = \lambda \delta_{\beta_1} + (1-\lambda) \delta_{\beta_2}, \lambda \in (0, 1) \), then we have
\[
\bar{\theta}(x) = \frac{\mu}{\sigma^2} \cdot \frac{\lambda \alpha_1 \Theta_{\alpha_1}^{-1} + (1-\lambda) \alpha_2 \Theta_{\alpha_2}^{-1}}{\lambda \alpha_1 (1-\alpha_1) \Theta_{\alpha_1}^{-1} + (1-\lambda) \alpha_2 (1-\alpha_2) \Theta_{\alpha_2}^{-1}}.
\]

Here we denote \( \alpha_1 = \alpha_+ (\theta^*, \beta_1), \alpha_2 = \alpha_+ (\theta^*, \beta_2) \) and without loss of generality assume \( \alpha_1 > \alpha_2 \). It is clear that \( \bar{\theta}(0+) = \frac{\mu}{\sigma^2} \frac{1}{1-\alpha_2} \) and \( \bar{\theta}(r-) = \frac{\mu}{\sigma^2} \frac{\lambda \alpha_1 + (1-\lambda) \alpha_2}{\lambda \alpha_1 (1-\alpha_1) + (1-\lambda) \alpha_2 (1-\alpha_2)} \). \( \bar{\theta}(r-) = \bar{\theta}(0+) \) now gives \( \alpha_1 = \alpha_2 \), a contradiction. Therefore, \( \text{supp}(p) \) is singleton.

By Proposition 4.3 we conclude that there is no investment proportional to the wealth (constant equilibrium) that can serve as equilibrium strategy. The natural question is that is there any equilibrium strategy at all? In the rest of the present subsection, we give a positive answer in a special case where the discount function is two-point quasi exponential (see Remark 16). Using the methodology proposed in this paper, we find that the equilibrium strategy is described by two coupled singular boundary value problems (sBVP). They are interesting and mathematically challenging in their own rights and the existence of positive solutions of such problems are dealt with in Appendix D.

To see this, we pick
\[
B(t) = \frac{1}{2} e^{-\beta_1 t} + \frac{1}{2} e^{-\beta_2 t},
\]
with \( 0 < \beta_1 < \beta_2 \). Recall that when we choose the control strategy \( \theta \), the dynamic of the wealth will be (see (4.1)):
\[
X_t^\theta = \mu \theta(X_t^\theta) X_t dt + \sigma \theta(X_t^\theta) X_t dW_t.
\]

Now for a candidate strategy \( \theta \) (not necessarily constant) and a continuation region \((0, b)\), the corresponded value function is
\[
f(s, t, x) = \frac{\log b}{2} \left( E^x e^{-\beta_1 (r_s^\theta + t-s)} + E^x e^{-\beta_2 (r_s^\theta + t-s)} \right), 0 < x < b.
\]

where
\[
r_s^\theta = \inf\{ t \geq 0 : X_t^\theta = b \}.
\]

\(^9\)To avoid complicated notations, we choose two-point distribution and uniform weight (i.e., both discount rates appear with probability 1/2). It is straightforward to generalize the content of this part to the general finite discrete distributions:
\[
B(t) = \sum_{j=1}^N p_j e^{-\beta_j t},
\]
where \( \sum_j p_j = 1 \). But this generalization leads to complicated notations and tedious combinatorial discussions. Moreover, the equilibrium is described by an \((N-1)\)-coupled system of singular boundary value problem, which is a generalization of (4.26).
From one-dimensional diffusion theory we know that when the drift and diffusion function \( x \mapsto x \theta(x) \) is Lipschitz (which we require), 0 is an inaccessible boundary point (see Itô and McKean (1996) and Helland (1996) for detailed illustrations). Therefore, under the stopping policy \( C = (0, b) \) and control strategy \( \theta \), the implemented stopping time is \( \tau^\theta_0 \), hence justifying the expression (4.18). Using Corollary 3.8, we conclude that the pair \( (\theta, b) \) is equilibrium if and only if \( x \mapsto x \theta (x) \) is Lipschitz, and

\[
\theta(x) = -\frac{\mu (\phi_1'(x) + \phi_2'(x))}{x \sigma^2 (\phi_1''(x) + \phi_2''(x))}, \quad 0 < x < b \tag{4.19}
\]

\[
\frac{\log b}{2} (\phi_1'(b) + \phi_2'(b)) = \frac{1}{b}, \tag{4.20}
\]

\[
\frac{\log b}{2} (\phi_1(x) + \phi_2(x)) \geq \log x, \quad 0 < x < b \tag{4.21}
\]

\[
\log b \geq \frac{\kappa}{\beta_1 + \beta_2}, \tag{4.22}
\]

where \( \phi_i(x) = \mathbb{E}^x e^{-\beta_i \tau_0^b}, \ i = 1, 2 \) and \( \kappa = \frac{\mu^2}{\sigma^2} \). Meanwhile, from diffusion theory, we know that the function \( \phi_i \) is the unique positive increasing solution of the following boundary value problem:

\[
\begin{aligned}
\phi''_i + \kappa \phi'_i + \phi'_2 \phi'_1 &= 0, \\
\phi_i(0) &= 0, \phi_i(b) = 1.
\end{aligned} \tag{4.23}
\]

Plugging (4.19) into (4.23) and rearranging the resulted problem equivalently, we have

\[
\begin{aligned}
\phi''_i + \frac{\kappa}{\beta_1 \phi_1 + \beta_2 \phi_2} \phi'_i &= -\frac{\kappa}{2} \beta_i \left( \frac{\phi'_1 + \phi'_2}{\beta_1 \phi_1 + \beta_2 \phi_2} \right)^2, \\
\phi_i(0) &= 0, \phi_i(b) = 1.
\end{aligned} \tag{4.24}
\]

The following simple lemma will be the first of some auxiliary results in this subsection.

**Lemma 4.4.** Suppose (4.24) has a positive solution \( \phi_i, \ i = 1, 2 \) which are strictly increasing on \((0, b)\). Then

\[\bar{\theta}(x) \triangleq \frac{2 \beta_1 \phi_1 + \beta_2 \phi_2}{\mu (\phi'_1 + \phi'_2)}\]

is Lipschitz and \( \theta(x) \triangleq \bar{\theta}(x) / x \) satisfies (4.19) and (4.23).

**Proof.** Summing the first equation in (4.24) over \( i = 1, 2 \), we get

\[
\phi''_1 + \phi''_2 + \frac{\kappa}{2} \left( \frac{\phi'_1 + \phi'_2}{\beta_1 \phi_1 + \beta_2 \phi_2} \right)^2 = 0.
\]

Therefore

\[
\bar{\theta}(x) = -\frac{\kappa}{\mu (\phi'_1 + \phi'_2)},
\]
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and \( \theta \) satisfies (4.19) and (4.23). On the other hand

\[
\tilde{\theta}'(x) = \frac{2}{\mu} \frac{\beta_1 \phi_1' + \beta_2 \phi_2'}{(\phi_1' + \phi_2')^2} \quad (\phi_1' + \phi_2')^2
\]

\[
= \frac{2}{\mu} \frac{\beta_1 \phi_1' + \beta_2 \phi_2'}{(\phi_1' + \phi_2')^2} \quad (\phi_1' + \phi_2')^2
\]

\[
\in \left[ 0, \frac{2}{\mu} \left( \frac{\kappa}{2} \right) \right].
\]

Therefore \( \tilde{\theta} \) is Lipschitz.

In the following we focus on (4.24), which is a fully coupled nonlinear singular boundary problem. To simplify it we first use the following linear transformation:

\[
\psi_1(x) = \phi_1(x) + \phi_2(x), \quad \psi_2(x) = \beta_1 \phi_1(x) + \beta_2 \phi_2(x).
\]

Under this transformation, (4.24) is transformed to

\[
\begin{align*}
\psi_1'' + \kappa_2 \left( \frac{\psi_1'}{\psi_2} \right)^2 &= 0, \\
\psi_2'' + \kappa_2 \frac{\psi_1'}{\psi_2} \psi_2' &= \kappa_2 \left( (\beta_1 + \beta_2) \frac{\psi_1'}{\psi_2} \psi_1' - \beta_1 \beta_2 \left( \frac{\psi_1'}{\psi_2} \right)^2 \psi_1 \right), \\
\psi_1(0) &= \psi_2(0) = 0, \\
\psi_1(b) &= 2, \quad \psi_2(b) = \beta_1 + \beta_2.
\end{align*}
\]

(4.25)

We then consider the decoupling function \( h \), i.e., we suppose \( \psi_1(x) = h(\psi_2(x)) \). By direct calculation, we can decouple (4.25) into two sBVP (\( h = h(t) \)):

\[
\begin{align*}
\frac{h''}{h} + \frac{\kappa}{2} \left( \frac{\beta_1 \beta_2}{h^2} - \frac{\beta_1}{h} + \frac{h'}{h} \right) &= 0, \\
h(0) &= 0, \quad h(2) = \beta_1 + \beta_2
\end{align*}
\]

(4.26)

\[
\begin{align*}
\psi'' + \frac{\kappa}{2} \frac{(\psi')^2}{h} &= 0, \\
\psi(0) &= 0, \quad \psi(b) = 2.
\end{align*}
\]

(4.27)

Remark 17. The trivialization of the case \( \beta_1 = \beta_2 \) is through the sBVP (4.26) because if \( \beta = \beta_1 = \beta_2 \), it admits analytical solution \( h(t) = \beta t \).

It turns out that our existence result about equilibrium stopping and control strategies depends crucially on the existence of positive solutions together with some upper and lower bound estimation. We state this result in Lemma 4.5 below, whose proof relies on Leray-Schauder topological degree theory, and is postponed to Appendix D.
Lemma 4.5. \((4.26)\) has a solution \(h \in C^1[0,2] \cap C^2(0,2)\) such that \(\beta_1 \leq h'(t) \leq \beta_2, \forall t \in [0,2]\). For any \(b > 0\), \((4.27)\) has a strictly increasing solution \(\psi^b \in C[0,b] \cap C^2(0,b)\) such that \((x/b)^{\alpha_2} \leq \psi^b(x)/2 \leq (x/b)^{\alpha_1}\), with \(\alpha_i = 2\beta_i/(2\beta_i + \kappa)\), \(i = 1,2\).

Proof. See Appendix D.

\((4.19)\) can now be verified using the results in Lemmas 4.4 and 4.5. The next lemma, on the other hand, deals with conditions \((4.20)-(4.22)\).

Proposition 4.6. Assume that
\[
\kappa < \min\{\frac{2\beta_1\beta_2}{\beta_2 - \beta_1}, \beta_1 + \beta_2\}.
\]
Suppose that \(h\) and \(\psi^b\) are as in Lemma 4.5. Then there exists \(b > 1\) such that \((4.20)-(4.22)\) hold. As a consequence, the strategy given by \((\theta^*, (0,b) \times (0,\infty))\) is an equilibrium, where
\[
\theta^*(x) = \begin{cases} 
\frac{2}{\mu x} \frac{h(\psi^b(x))}{(\psi^b)'(x)}, & 0 < x < b, \\
\frac{\beta_1 + \beta_2}{\mu} \log b, & x \geq b.
\end{cases}
\]

Proof. Using the equation and initial condition at \(x = 0\) in \((4.27)\), we have the following expression:
\[
\psi^b(x) = (\psi^b)'(b) \int_0^x e^{\kappa \frac{1}{\psi^b(y)}} \frac{1}{\psi^b(y)} dy dy.
\]
Because \(\psi^b(b) = 2\), we have
\[
(\psi^b)'(b) = 2 \int_0^b e^{\kappa \frac{1}{\psi^b(y)}} \frac{1}{\psi^b(y)} dy.
\]
Therefore, \((\psi^b)'(b) = 2/(b \log b)\) is equivalent to
\[
b \log b = G(b) \triangleq \int_0^b e^{\kappa \frac{1}{\psi^b(y)}} \frac{1}{\psi^b(y)} dy.
\]
By the fact that \(h(t) \geq \beta_1 t\) and \(\psi^b(x)/2 \geq (x/b)^{\alpha_2}\) we have
\[
G(b) \leq \int_0^b e^{\kappa \frac{1}{\psi^b(y)}} \frac{1}{\psi^b(y)} dy \\
\leq \int_0^b \left( \frac{b}{y} dy \right) \frac{\kappa \alpha_2}{\beta_1} \\
= \frac{b}{1 - \frac{\kappa \alpha_2}{2\beta_1}}.
\]
Here we use \(\frac{\kappa \alpha_2}{\beta_1} < 1\), which directly comes from \((4.28)\). That is to say, \(G(b)\) is at most linear growth on \(b\). Therefore for \(b\) large enough, \(b \log b > G(b)\). But for \(b \leq 1\), \(b \log b < 0 < G(b)\). From continuity with
respect to \( b \) (see the proof of Proposition D.2 in Appendix D), we conclude that there exist a \( b > 1 \) such that 
\[
b \log b = G(b),
\]
i.e., (4.20) holds. Using the same way, but estimating the lower bound, we get
\[
b \log b \geq \frac{b}{1 - \frac{\kappa \alpha}{2\beta}}.
\]
Therefore
\[
\log b > 1 > \frac{\kappa}{\beta_1 + \beta_2},
\]
due to (4.28), thus (4.22) is satisfied. (4.21) is equivalent to
\[
\psi^b(x) \geq \frac{2 \log x}{\log b} - \frac{2 \log x}{\log b}.
\]
We investigate \( H(x) \triangleq \psi^b(x) - \frac{2 \log x}{\log b} \). Note that
\[
H'(x) = (\psi^b)'(x) - \frac{2}{x \log b}
\]
\[
= \frac{2}{b \log b} \left( e^{\frac{\kappa}{2} \int_0^1 h^2(x) \frac{1}{h(x)} dx} - \frac{b}{x} \right)
\]
\[
\leq \frac{2}{b \log b} \left[ \left( \frac{2}{\psi^b(x)} \right)^{\frac{2}{2\beta_1}} - \frac{b}{x} \right]
\]
\[
\leq \frac{2}{b \log b} \left[ \left( \frac{b}{x} \right)^{\frac{\kappa \alpha}{2\beta_1}} - \frac{b}{x} \right]
\]
\[
< 0.
\]
Therefore we conclude \( H(x) \geq H(b) = 0 \) for any \( 0 < x < b \), i.e., (4.21) holds. To show the rest of the proposition, we only need to prove \( \phi_i \) are both increasing, because the diffusion theory then implies \( \phi_i(x) \) is indeed identified with \( E_x e^{\beta_i x} \). To do this, we notice that by the transformation \( \psi^b(x) = \phi_1(x) + \phi_2(x) \), 
\( h(\psi^b(x)) = \beta_1 \phi_1(x) + \beta_2 \phi_2(x) \), we have
\[
\phi_1(x) = \frac{\beta_2 \psi^b(x) - h(\psi^b(x))}{\beta_2 - \beta_1},
\]
\[
\phi_2(x) = \frac{h(\psi^b(x)) - \beta_1 \psi^b(x)}{\beta_2 - \beta_1}.
\]
Therefore \( \phi_1'(x) = (\beta_2 - h'(\psi^b(x))(\psi^b)'(x))/(\beta_2 - \beta_1) \), 
\( \phi_2'(x) = (h'(\psi^b(x)) - \beta_1(\psi^b)'(x))/(\beta_2 - \beta_1) \),
which are both non-negative, completing the proof.

**Remark 18.** (4.28) is very mild and is satisfied by typical model parameters. Moreover, it is only a technical assumption used to guarantee (4.20)-(4.22) and is irrelevant to (4.19), which is usually the most important relation determining equilibrium control \( \theta \). As illustrated at the beginning of this subsection, taking control into consideration brings essential differences and difficulties when studying time-inconsistent problems.
Remark 19. To the best of our knowledge, this is the first existence result of time-inconsistency problems where no explicit form is available and the diffusion coefficient is controlled. Existence of equilibrium has been widely acknowledged as challenging and open problems. Even when stopping and control are considered separately, the existence results (of general form equilibrium) are based on either specific model (LQ or diffusion coefficient uncontrolled) or restrictive technical assumptions (say, Lipschitz condition uniform in control). In this subsection, we give an existence result under a rather practical model and mild assumptions. Indeed, it is a little bit unfortunate that all of our arguments in this subsection only apply to finitely supported distributions. It is conjectured that we have a correspondence between discount function $B$ and “mysterious function” $h$ (which is the solution to (4.26) in the current situation). We choose to leave this as a direction for future work.

### 4.4 A two-dimensional example

In this subsection we give an example in two dimensions to illustrate possible applications of our theoretical results to a multi-dimensional setting. For simplicity, we assume that a controller controls the diffusion coefficients $\theta > 0$ of two independent Brownian motions:

$$
\begin{align*}
X_{t}^{1,\theta} &= \theta W_{t}^{1}, \\
X_{t}^{2,\theta} &= \theta W_{t}^{2}.
\end{align*}
$$

The reward function is the expected squared euclidean distance to origin, discounted by a hyperbolic function of rate $\beta$. To be specific, we choose

$$
g(s, t, x) = \frac{|x|^2}{1 + \beta(t - s)},
$$

for $x \in \mathbb{R}^{2}$. Using notations in Section 2, we assume $\mathcal{U} = (0, \theta_0]$. In other words, the controller can only choose the diffusion coefficient from a bounded interval. Besides, he can choose a region $C \subset \mathbb{R}^{2}$ and terminate the system once the state pair $(X_{t}^{1,\theta}, X_{t}^{2,\theta})$ exits $C$. He will then receive

$$
J(t, x; \theta; \tau_{C}) = \mathbb{E}^{t,x} \left[ \frac{|X_{\tau_{C}}^{1,\theta}|^2 + |X_{\tau_{C}}^{2,\theta}|^2}{1 + \beta \tau_{C}} I_{\{\tau_{C} < \infty\}} \right].
$$

We denote by $R_{0} = \sqrt{|W_{(1)}|^2 + |W_{(2)}|^2}$ the Bessel process of order 0, and $\tau_{b} = \inf\{s \geq 0 : |X_{s}^{1,\theta}|^2 + |X_{s}^{2,\theta}|^2 \geq b^2\} = \sigma_{b/\theta} \triangleq \inf\{s \geq 0 : R_{s}^{0} \geq b/\theta\}$. As we have $\mathbb{P}[^{\infty}/\theta(R_{0}^{0} > 0, \forall 0 \leq r < \infty) = 1$, we may choose $X = \mathbb{R}^{2}\setminus\{(0, 0)\}$, i.e., exclude the origin from state space. Considering $\theta \in (0, \theta_0]$ and
\[ C = B_s(0, b) = \{ x \in \mathbb{R}^2 : 0 < |x| < b \}, \text{ we derive by direct computation for } x \in C, \]

\[
f(s, t, x) = \mathbb{E}^x \left[ \frac{|X_{\tau_b}^{1,\theta}|^2 + |X_{\tau_b}^{2,\theta}|^2}{1 + \beta(\tau_b + t - s)} I_{(\tau_b < \infty)} \right]
= \mathbb{E}^{\frac{|x|}{\theta}} \left[ \frac{\theta^2 |R_{\sigma_{\theta}}^0|}{1 + \beta(\sigma_{\theta} + t - s)} \right].
\]

In the calculation above, the indicator function \( I_{(\sigma_{\theta} < \infty)} \) is neglected because \( \mathbb{P}^{\frac{|x|}{\theta}}(\sigma_{\theta} < \infty) = 1 \).

Invoking formula (2.0.1) on page 297 of Borodin and Salminen (2002) and (4.17) with \( a = b = \beta \), we further have

\[
f(s, t, x) = \frac{b^2}{\beta} \int_0^\infty e^{-r(t-s)-r/\beta} I_0 \left( \frac{|x|}{\sqrt{2r}} \right) \frac{I_0 \left( \frac{b}{\sqrt{2r}} \right)}{I_0 \left( \frac{b \sqrt{2r}}{\theta} \right)} dr, \quad 0 < |x| < b.
\]

Here and afterwards, we denote by \( I_n \) the modified Bessel function of the first kind, with order \( n \in \mathbb{N} \).

We will find a pair \( (\theta, b) \) such that (3.17)-(3.22) are true. By definition of \( A^\theta \), we have \( A^\theta h = \partial_t h + \frac{1}{2} \theta^2 (\partial_{x_1^2} h + \partial_{x_2^2} h) \) when operating on functions \( h \). Therefore for any \( \theta' \in (0, \theta_0] \)

\[ A^{\theta'} g(t, t, x) = -\beta |x|^2 + 2\theta'^2. \]

On the other hand, it is straightforward to show that, for \( i = 1, 2 \) and \( 0 < |x| < b \),

\[
\partial_t f(t, t, x) = -\frac{b^2}{\beta} \int_0^\infty e^{-r/\beta} \frac{I_0 \left( \frac{|x|}{\sqrt{2r}} \theta^2 \right)}{I_0 \left( \frac{b \sqrt{2r}}{\theta} \right)} \frac{x_i}{|x|} dr,
\]

\[
\partial_{x_i} f(t, t, x) = \frac{b^2}{\beta} \int_0^\infty e^{-r/\beta} \frac{I_0 \left( \frac{|x|}{\sqrt{2r}} \theta^2 \right)}{I_0 \left( \frac{b \sqrt{2r}}{\theta} \right)} \frac{\sqrt{2r} x_i}{\theta |x|} dr,
\]

\[
\partial_{x_i x_j} f(t, t, x) = \frac{b^2}{\beta} \int_0^\infty e^{-r/\beta} \left[ \frac{I_0 \left( \frac{|x|}{\sqrt{2r}} \theta^2 \right)}{I_0 \left( \frac{b \sqrt{2r}}{\theta} \right)} 2r x_i^2 \right] \frac{x_j}{|x|^2} + \frac{I_0 \left( \frac{|x|}{\sqrt{2r}} \right)}{I_0 \left( \frac{b \sqrt{2r}}{\theta} \right)} \frac{\sqrt{2r}}{\theta} \left( \frac{1}{|x|} - \frac{x_i^2}{|x|^3} \right) dr.
\]
Thus, we have

\[ A^\theta f(t,t,x) = \partial_t f(t,t,x) + \frac{\theta^2}{2} (\partial_{x_1} f(t,t,x) + \partial_{x_2} f(t,t,x)) \]

\[ = \frac{b^2}{\beta} \int_0^\infty e^{-r/\beta} \left[ -I_0 \left( \frac{|x|\sqrt{2r}}{\theta} \right) r + I_0'' \left( \frac{|x|\sqrt{2r}}{\theta} \right) \left( \frac{\theta'}{\theta} \right)^2 r + I_0' \left( \frac{|x|\sqrt{2r}}{\theta} \right) \theta^2 \sqrt{2|x|} \right] dr \]

\[ = \frac{b^2}{\beta} \int_0^\infty e^{-r/\beta} \frac{r}{I_0 \left( \frac{|x|\sqrt{2r}}{\theta} \right)} \left( \frac{\theta'}{\theta} \right)^2 \left( I_0' \left( \frac{|x|\sqrt{2r}}{\theta} \right) + I_0'' \left( \frac{|x|\sqrt{2r}}{\theta} \right) \right) dr \]

\[ = \frac{b^2}{\beta} \left( \left( \frac{\theta'}{\theta} \right)^2 - 1 \right) \int_0^\infty e^{-r/\beta} \frac{r I_0 \left( \frac{|x|\sqrt{2r}}{\theta} \right)}{I_0 \left( \frac{|x|\sqrt{2r}}{\theta} \right)} dr. \]

Here we have use the fact that \( I_0^\prime (z) + I_0^\prime (z) / z = I_0 (z) \) for \( z > 0 \). Obviously, choosing \( \theta = \theta_0 \) will make \( f \) satisfy (3.11), and (3.19) will be true if

\[- \beta b^2 + 2 \theta_0^2 \leq 0, \]  

(4.29)

which will be handled at last. Next, we claim that if \( \partial_{x_1} f(t,t,b) = \partial_{x_1} g(t,t,b) \), i.e., the smooth fitting condition is verified, then \( f \geq g \) inside \( C \) so that (3.22) is also true. Define

\[ F(z) = \frac{b^2}{\beta} \int_0^\infty e^{-r/\beta} \frac{z^{1/2}}{I_0 \left( \frac{z^{1/2}}{\theta} \right)} dr, \quad z \in \mathbb{R}. \]

It now suffices to show \( F(z) \geq z^2 \) for \( 0 \leq z \leq b \) because \( f(t,t,x) \geq g(t,t,x) \) is equivalent to \( F(|x|) \geq |x|^2 \). By properties of modified Bessel functions of the first kind, we know any order derivatives of \( F \) are positive. In particular, \( G(z) = F(z) - z^2 \) satisfies \( G''(z) \geq 0 \). Thus \( G'' \) is increasing. As \( \partial_{x_1} f(t,t,x) = \partial_{x_1} F(|x|) = F''(|x|) \frac{2x}{|x|}, \partial_{x_1} g(t,t,x) = 2x, \) smooth fitting condition implies \( F'(b)/b = 2, \) i.e., \( G'(b) = F'(b) - 2b = 0 \). Now combining the facts that \( G'' \) is increasing, \( G''(0) = -2 < 0 \) and \( G'(0) = G'(b) = 0 \) we know \( G'(z) \leq 0 \) for \( 0 \leq z \leq b \). Clearly \( G(0) = F(0) > 0, G(b) = 0 \), we thus conclude that \( G(z) \geq 0 \) for \( 0 \leq z \leq b \), which in turn implies \( f \geq g \) inside \( C \). We now only need to determine \( b \) such that smooth fitting condition and (4.29) are true. By direct computation, smooth fitting condition translates to

\[ \frac{b}{\beta \theta} \int_0^\infty e^{-r/\beta} \frac{I_0 \left( \frac{b^{1/2}}{\theta} \right)}{I_0 \left( \frac{b^{1/2}}{\theta} \right)} \sqrt{2r} dr = 2, \]

or equivalently (by a change of variable formula) \( b/\theta = \sqrt{t^*/2\beta} \), where \( t^* \) satisfies

\[ \int_0^\infty e^{-u^2/2t^*} \frac{I_0'(u) u^2}{I_0(u)} t^* du = 1. \]
Numerical results show that $t^* \approx 8.3419$. Noticing that $t^* > 4$, we have $b^2/\theta^2 = t^*/2\beta > 2/\beta$, which yields

$$-\beta |x|^2 + 2\theta^2 \leq -\beta b^2 + 2\theta^2 < 0,$$

which leads to (4.29). To conclude, we have proved that in the present example, the equilibrium pair is $(\theta_0, B^*_*(0, \theta_0 \sqrt{t^*/2\beta}) \times [0, \infty))$.

5 Conclusion

This paper provides a unified framework for the studying of time-inconsistent stopping-control problems, which has not been considered before. We define the equilibrium strategies and obtain an equivalent characterization based on an extended HJB system, providing methodology to verify or exclude equilibrium. As applications, we propose an investment-withdrawal decision model, where the time-inconsistent decision makers are provided with both the opportunity to choose portfolios and the right to stop discretionarily. Two concrete examples are studied using the equilibrium theory established in this paper, and we are able to show the existence of equilibrium strategies respectively in these two examples. Finally, a two-dimensional example is also provided to illustrate applications of our theoretical framework in multi-dimensional case.

There are also many other interesting yet unexplored topics for future research. An ongoing work by the authors will consider the existence of equilibrium solutions for stopping control problems under fairly general assumptions. Generalizations of existence results in Subsection 4.3 to other non exponential discount are also listed here as important open problems.

The established framework can also be coupled with other topics in financial mathematics, such as more complicated market model.
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A Proofs of results in Section 3

Proof of Lemma 3.2. We first introduce some notations that will be used. For Markov times $\tau_1$ and $\tau_2$ taking value in $[0, T]$, we define $\tau_1 \oplus \tau_2 \triangleq \tau_1 + \tau_2 \circ \theta_{\tau_1}$. Strong Markovian property of the Markov processes $(t, Y)$
See Yong and Zhou (1999). For estimation in stochastic differential equations: under Assumption 1, for any $\beta > 0$ sufficiently small, let 

$A$ such that $0 < C_\delta < 1$. Then we have $\chi \in C_0^\infty(B_{t,x}(\delta))$ such that $0 \leq \chi \leq 1$, $\chi \equiv 1$ on $B_{t,x}(\delta/2)$ and denote $f^0 = f \chi \in C_2^0(E)$. Clearly $A^\delta f^0(t,x) = A^\delta f(t,x)$.

Based on the definition of $A^\delta$, we have

$$E^{t,x}[f(t+\varepsilon,X_{t+\varepsilon}) - f(t,x)] = E^{t,x}[f^0(t+\varepsilon,X_{t+\varepsilon}) - f^0(t,x)] + (I)$$

$$= \varepsilon A^\delta f^0(t,x) + o(\varepsilon) + (I)$$

where

$$|I| \leq E^{t,x}|f(t+\varepsilon,X_{t+\varepsilon}) - f^0(t+\varepsilon,X_{t+\varepsilon})|$$

$$\leq C E^{t,x}|f(t+\varepsilon,X_{t+\varepsilon})|I_{\{\|X_{t+\varepsilon} - x\| \geq \delta/2\}}$$

$$\leq C E^{t,x}(1 + \|X_{t+\varepsilon}\|)^p I_{\{\|X_{t+\varepsilon} - x\| \geq \delta/2\}}$$

$$\leq C(2\delta)^{2/p} E^{t,x}\|X_{t+\varepsilon} - x\|^{2p}$$

$$\leq C \varepsilon^{\beta/p} + o(\varepsilon)$$

for some $1 < p < \beta$. Here we have used the fact that $f \in L_{\text{poly}}^\infty$, $X_t = x$, Hölder’s inequality, and standard estimation in stochastic differential equations: under Assumption 1, for any $\beta > 0$, $t \leq s_1 \leq s_2 \leq T$,

$$E^{t,x}\|X_{s_1} - X_{s_2}\|^{\beta} \leq C_T(1 + x^{\beta})|s_1 - s_2|^{\beta/2},$$

$$E^{t,x} \sup_{t \leq s \leq T} \|X_s\|^{\beta} \leq C_T(1 + x^{\beta}).$$

See Yong and Zhou (1999). For $(t,x) \in \text{int}(D)$, we still use the cut-off technique near $(t,x)$ to make $f^0 \in C_2^0(\text{int}(D))$ and all other things remain the same.
Proof of Lemma 3.3. Based on the definition of $J(t,x;u,\tau)$, we have

$$J(t,x;\hat{u}(t,x,u),\tau(\hat{u}(t,x,u),C,t))$$

$$= \mathbb{E}^{t,x}g(t,x,\tau(\hat{u}(t,x,u),C,t),X^{\hat{u}(t,x,u)}_{\tau(\hat{u}(t,x,u),C,t)})I\{\tau(\hat{u}(t,x,u),C,t)\leq t+\varepsilon\}$$

$$+ \mathbb{E}^{t,x}g(t,x,\tau(\hat{u}(t,x,u),C,t),X^{\hat{u}(t,x,u)}_{\tau(\hat{u}(t,x,u),C,t)})I\{\tau(\hat{u}(t,x,u),C,t)>t+\varepsilon\}$$

$$= (I) + (II). \quad \text{(A.3)}$$

Noting that $\hat{u}(t,x,u)|_{[t,t+\varepsilon]} \equiv u$ (see (2.2)), we conclude $\{\tau(\hat{u}(t,x,u),C,t) \leq t + \varepsilon\} \subset \{\tau(u,C,t) \leq t + \varepsilon\}$, and for some $\delta > 0$ with $B(t,x)(\delta) \subset C$,

$$|(I)| \leq \mathbb{E}^{t,x}g(t,x,\tau(u,C,t),X^{u}_{\tau(u,C,t)})I\{\tau(u,C,t)\leq t+\varepsilon\}$$

$$\leq C_{\delta} \mathbb{E}^{t,x}(\sup_{t \leq s \leq t+\varepsilon} \|X^{u}_s - x\| \geq \delta)^{1/p}.$$

To estimate $\mathbb{P}^{t,x}(\sup_{t \leq s \leq t+\varepsilon} \|X^{u}_s - x\| \geq \delta)$, we conclude from Theorem 6.3, Chapter 1 in Yong and Zhou (1999) that under the case of constant initial condition, we can take $\beta > 4$. As such, using arguments in the proof of Lemma 3.1 of Huang and Yu (2019), we have

$$\mathbb{P}^{t,x}(\sup_{t \leq s \leq t+\varepsilon} \|X^{u}_s - x\| \geq \delta) \leq C_{\delta} \varepsilon^\gamma'$$

for $1 < \gamma' < \beta/2 - 1$. Thus, picking $1 < p < \gamma'$, we have

$$|(I)| = o(\varepsilon). \quad \text{(A.4)}$$

On the other hand, it is clear from definition that $\{\tau(\hat{u}(t,x,u),C,t) > t + \varepsilon\} \subset \{\tau(\hat{u}(t,x,u),C,t+\varepsilon)\}$. Moreover, for any $y \in \mathcal{X}$,

$$\{\tau(\hat{u}(t,x,u),C,t+\varepsilon),X^{\hat{u}(t,x,u)}_{\tau(\hat{u}(t,x,u),C,t+\varepsilon)}\} = \{\tau(\hat{u}(t,x,u),C,t+\varepsilon),X^{\hat{u}(t,x,u)}_{\tau(\hat{u}(t,x,u),C,t+\varepsilon)}\}, \mathbb{P}^{t+\varepsilon}y \text{- a.s..} \quad \text{(A.5)}$$

Now, using (A.5) and Markovian property (of $(t,X^{\hat{u}(t,x,u)})$), and conditioning on $\mathcal{F}_{t+\varepsilon}$ if necessary, we have

$$(II) = \mathbb{E}^{t,x}(\mathbb{E}^{t+\varepsilon,X^{\hat{u}(t,x,u)}_{\tau(\hat{u}(t,x,u),C,t+\varepsilon)}g(t,x,\tau(\hat{u}(t,x,u),C,t+\varepsilon),X^{\hat{u}(t,x,u)}_{\tau(\hat{u}(t,x,u),C,t+\varepsilon)})\mid I\{\tau(\hat{u}(t,x,u),C,t)\geq t+\varepsilon\})$$

$$= \mathbb{E}^{t,x}(\mathbb{E}^{t+\varepsilon,X^{\hat{u}(t,x,u)}_{\tau(\hat{u}(t,x,u),C,t+\varepsilon)}g(t,x,\tau(\hat{u}(t,x,u),C,t+\varepsilon),X^{\hat{u}(t,x,u)}_{\tau(\hat{u}(t,x,u),C,t+\varepsilon)})\mid I\{\tau(\hat{u}(t,x,u),C,t)\geq t+\varepsilon\})$$

$$= \mathbb{E}^{t,x}f(t,x,t+\varepsilon,X^{u}_{t+\varepsilon})I\{\tau(\hat{u}(t,x,u),C,t)\geq t+\varepsilon\}$$

$$= \mathbb{E}^{t,x}f(t,x,t+\varepsilon,X^{u}_{t+\varepsilon}) + o(\varepsilon).$$

The indicator function can be ignored by the same reason of estimation (A.4). Using the similar cut-off technique as in the proof of Lemma 3.2, we have

$$\mathbb{E}^{t,x}[f(t,x,t+\varepsilon,X^{u}_{t+\varepsilon}) - f(t,x,t,x)] = \varepsilon A^{u}f(t,x,t,x) + o(\varepsilon). \quad \text{(A.6)}$$
Combining (A.3), (A.4) and (A.6), Lemma 3.3 follows.

Proof of Lemma 3.4. (3.5) and (3.6) are clear from definition of $\tau(\hat{u},C,t)$. To show (3.1), using strong Markovian property, we have

$$
E^{t,x}f(s, y, t + \varepsilon, X_{t+\varepsilon}) = E^{t,x}E^{t+\varepsilon, X_{t+\varepsilon}}g(s, y, \tau(\hat{u},C,t+\varepsilon), X_{\tau(\hat{u},C,t+\varepsilon)}) = E^{t,x}g(s, y, \tau(\hat{u},C,t+\varepsilon), X_{\tau(\hat{u},C,t+\varepsilon)}).
$$

Choosing $B_{t,x}(\delta) \subset C$ and using the same argument as in the proof of Lemma 3.2, we have

$$
\varepsilon A^0 f(s, y, t, x) = E^{t,x}[f(s, y, t + \varepsilon, X_{t+\varepsilon}) - f(s, y, t, x)] + o(\varepsilon) = E^{t,x}[g(s, y, \tau(\hat{u},C,t+\varepsilon), X_{\tau(\hat{u},C,t+\varepsilon)}) - g(s, y, \tau(\hat{u},C,t), X_{\tau(\hat{u},C,t)})] + o(\varepsilon) = (I) + o(\varepsilon).
$$

Noting that $\{\tau(\hat{u},C,t) > t + \varepsilon\} \subset \{\tau(\hat{u},C,t) = \tau(\hat{u},C,t+\varepsilon)\}$, and using the similar techniques as in the proof of Lemma 3.3, we have $|(I)| = o(\varepsilon)$, which leads to (3.1).

To proceed with the proof of Theorem 3.6, we need the following technical lemmas. For simplicity, we write $B_\delta = B_{t,x}(\delta)$ and define

$$
\nabla(s, y; \varepsilon) \triangleq \frac{E^{s,y}[f(s + \varepsilon, X_{s+\varepsilon}) - f(s, y)]}{\varepsilon}.
$$

Lemma A.1. For any compact subset $K \subset E \setminus \partial C$, $\lim_{\varepsilon \to 0} \nabla(s, y; \varepsilon) = A^0 f(s, y)$, uniformly in $(s, y) \in K$.

Proof. We choose another compact $K'$ such that $K \subset K' \subset E \setminus \partial C$, and denote the cut-off of $f$ on $K'$ by $f^0$. For any $\eta > 0$, $(s, y) \in K$, we have the following estimates:

$$
|\nabla(s, y; \varepsilon) - A^0 f(s, y)| \leq \frac{1}{\varepsilon} E^{s,y} \int_s^{s+\varepsilon} |A^0 f^0(r, X_r) - A^0 f^0(s, y)|dr + o(1)
$$

$$
\leq \sup_{s \leq r \leq s+\varepsilon} E^{s,y}|A^0 f^0(r, X_r) - A^0 f^0(s, y)| + o(1)
$$

$$
\leq \sup_{s \leq r \leq s+\varepsilon \atop |y - y'| < \eta} |A^0 f^0(r, y') - A^0 f^0(s, y)| + (I),
$$

where

$$(I) = \sup_{s \leq r \leq s+\varepsilon} E^{s,y}|A^0 f^0(r, X_r) - A^0 f^0(s, y)|I_{\{\|X_r - y\| \geq \eta\}}
$$

$$
\leq C_{K,K'} \mathbb{P}^{s,y}(\sup_{s \leq r \leq s+\varepsilon} \|X_r - y\| \geq \eta)
$$

$$
\leq o(1).
$$
We emphasize that the $o(1)$ in the last inequality is uniform for $(s, y) \in K$. Combining the last two estimates, we have

$$\lim_{\varepsilon \to 0} \sup_{(s, y) \in K} |\triangle(s, y; \varepsilon) - A^\varepsilon f(s, y)| \leq \sup_{|y' - y| < \eta, y, y' \in K'} |A^\varepsilon f^0(s, y') - A^\varepsilon f^0(s, y)|.$$ 

Letting $\eta \to 0$, and using uniform continuity on $K'$, we complete the proof. \hfill \Box

**Lemma A.2.** Assume that (H1), (H2) and (3.9) hold. Then for any $(t, x) \in \partial C$, $\delta > 0$,

$$\lim_{\varepsilon \to 0} \sup_{(s, y) \in B_{t, x}(\delta)} \triangle(s, y; \varepsilon) \leq C(t, x, \delta) < \infty. \quad (A.7)$$

**Proof.** First assume that (3.9) holds. We consider the Taylor expansion of $f(s', y') - f(s, y)$ when $d((s', y'), (s, y))$ is sufficiently small. When $(s, y) \in C$ or $(s, y) \in \text{int}(D)$, we can assume that both $(s, y)$ and $(s', y')$ are in $C$ or $\text{int}(D)$, and $f$ is $C^{1,2}$, as such, Taylor expansion is directly applicable. Let us focus on $(s, y) \in \partial C$.

For $(s', y') \in C$, using Taylor expansion for $\tilde{f}$, we have

$$f(s', y') - f(s, y) = \tilde{f}_x(s, y)(y' - y) + O(|s' - s| + \|y' - y\|^2). \quad (A.8)$$

For $(s', y') \in D$, we use Taylor expansion for $g$ to get

$$f(s', y') - f(s, y) = g_x(s, y)(y' - y) + O(|s' - s| + \|y' - y\|^2). \quad (A.9)$$

Using locally boundedness of $f_t$, $f_{xx}, g_t$ and $g_{xx}$, we have $O(|s' - s| + \|y' - y\|^2)$ in (A.8) and (A.9) are uniform in $(s, y) \in B_\delta$. Now, using the usual cut-off techniques, we only consider $X_{t+\varepsilon} \in B_\delta$. Combining (A.8), (A.9) and (3.9), we have

$$f(s + \varepsilon, X_{s+\varepsilon}) - f(s, y) = \tilde{f}_x(s, y)(X_{s+\varepsilon} - y) + O(\varepsilon + \|X_{s+\varepsilon} - y\|^2).$$

As

$$E^{s,y}(X_{s+\varepsilon} - y) = E^{s,y} \int_s^{s+\varepsilon} \Theta(r, X_r)dr$$

$$= O(\varepsilon),$$

using the above estimates and (A.2), we have the desired conclusion. \hfill \Box

**Lemma A.3.** Suppose that $Y$ with $Y_t = 0$ is a continuous semimartingale such that

$$\lim_{\varepsilon \to 0} E(Y)_{t+\varepsilon}/\varepsilon = \sigma > 0,$$ 

(A.10)
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and
\[ E|Y_{t+\varepsilon}|^4 \leq C\varepsilon^2, \quad \forall \varepsilon > 0. \] (A.11)

Then
\[ \lim_{\varepsilon \to 0} E|Y_{t+\varepsilon}|/\varepsilon = \infty. \]

Proof. For any \( \delta > 0 \), we have
\[ E|Y_{t+\varepsilon}|/\varepsilon \geq E|Y_{t+\varepsilon}|I_{\{|Y_{t+\varepsilon}| \leq \delta\}}/\varepsilon \]
\[ \geq \frac{1}{\delta\varepsilon} E|Y_{t+\varepsilon}|^2I_{\{|Y_{t+\varepsilon}| \leq \delta\}}. \] (A.12)

Because \( Y \) is pathwise continuous, it is continuous in probability. As such, using (A.11), we have
\[ E|Y_{t+\varepsilon}|^2I_{\{|Y_{t+\varepsilon}| > \delta\}}/\varepsilon \leq \frac{1}{\varepsilon} (E|Y_{t+\varepsilon}|^4)^{1/2}P(|Y_{t+\varepsilon}| \geq \delta)^{1/2} \leq C\varepsilon \leq \delta \leq \sigma > 0, \]
\[ as \varepsilon \to 0. \]

Thus,
\[ \lim_{\varepsilon \to 0} E|Y_{t+\varepsilon}|^2I_{\{|Y_{t+\varepsilon}| \leq \delta\}}/\varepsilon = \lim_{\varepsilon \to 0} E|Y_{t+\varepsilon}|^2/\varepsilon = \lim_{\varepsilon \to 0} E\langle Y \rangle_{t+\varepsilon}/\varepsilon = \sigma > 0. \]

Letting \( \varepsilon \to 0 \) on both sides of (A.12), we have
\[ \liminf_{\varepsilon \to 0} E|Y_{t+\varepsilon}|/\varepsilon \geq \frac{\sigma}{\delta}, \forall \delta > 0. \]

Letting \( \delta \to 0 \) gives the desired result. \( \square \)

We are now ready to give the proof of sufficiency part of Theorem 3.6.

Proof of Theorem 3.6, (1). Based on Lemma A.2, it is sufficient to prove that if (A.7) and (3.4') are true, then (3.4) holds. Pick a sequence of \( \varepsilon_k \to 0 \), such that \( \lim_{k \to \infty} \Delta(t, x; \varepsilon_k) = \limsup_{\varepsilon \to 0} \Delta(t, x; \varepsilon) \). For simplicity, we still denote this limit by \( \varepsilon \to 0 \). Fix \( \delta > 0 \) for now. For each \( \varepsilon \), using continuity of \( \Delta(\cdot, \cdot; \varepsilon) \), we find a \((s_{\varepsilon}, y_{\varepsilon}) \in B_\delta\) such that
\[ \Delta(s_{\varepsilon}, y_{\varepsilon}; \varepsilon) - \frac{\delta}{d((s_{\varepsilon}, y_{\varepsilon}), \partial C) + \varepsilon} \leq \sup_{(s, y) \in B_\delta} \left[ \Delta(s, y; \varepsilon) - \frac{\delta}{d((s, y), \partial C) + \varepsilon} \right]. \]

Picking a subsequence, we assume \((s_{\varepsilon}, y_{\varepsilon}) \to (s_{\delta}, y_{\delta})\). If \((s_{\delta}, y_{\delta}) \in \partial C\), fixing another \((s'_{\delta}, y'_{\delta}) \in B_\delta \setminus \partial C\) such that \(d_{\delta} \triangleq d((s'_{\delta}, y'_{\delta}), \partial C) > 0\), letting \( \varepsilon \to 0 \) on both sides of
\[ \Delta(s'_{\delta}, y'_{\delta}; \varepsilon) - \frac{\delta}{\varepsilon + d_{\delta}} \leq \Delta(s_{\varepsilon}, y_{\varepsilon}; \varepsilon) - \frac{\delta}{\varepsilon + d((s_{\varepsilon}, y_{\varepsilon}), \partial C)}, \]

and using the boundedness of \( \limsup_{\varepsilon \to 0} \Delta(s, y; \varepsilon) \) from (A.7), we have

\[
A \hat{u} f(s', y') - \frac{\delta}{d(s', \partial C) + \varepsilon} \leq -\infty,
\]

yielding a contradiction. Thus, we can choose a \( h_{\delta} > 0 \) sufficiently small, such that

\[
\sup_{(s, y) \in B_{\delta}} \left[ \Delta(s, y; \varepsilon) - \frac{\delta}{d((s, y), \partial C) + \varepsilon} \right] = \sup_{(s, y) \in B_{\delta} \setminus D_{h_{\delta}}} \left[ \Delta(s, y; \varepsilon) - \frac{\delta}{d((s, y), \partial C) + \varepsilon} \right],
\]

where

\[
D_{\eta} \triangleq \{ (s, y) : d((s, y), \partial C) < \eta, \quad \eta > 0 \}.
\]

Using Lemma A.1, we conclude

\[
\lim_{\varepsilon \to 0} \sup_{(s, y) \in B_{\delta}} \left[ \Delta(s, y; \varepsilon) - \frac{\delta}{d((s, y), \partial C) + \varepsilon} \right] = \lim_{\varepsilon \to 0} \sup_{(s, y) \in B_{\delta} \setminus D_{h_{\delta}}} \left[ \Delta(s, y; \varepsilon) - \frac{\delta}{d((s, y), \partial C) + \varepsilon} \right] \\
\leq \sup_{(s, y) \in B_{\delta} \setminus \partial C} A \hat{u} f(s, y).
\]

As such, using (3.4'), we have

\[
\lim_{\delta \to 0} \lim_{\varepsilon \to 0} \sup_{(s, y) \in B_{\delta}} \left[ \Delta(s, y; \varepsilon) - \frac{\delta}{d((s, y), \partial C) + \varepsilon} \right] \leq \lim_{\delta \to 0} \sup_{(s, y) \in B_{\delta} \setminus \partial C} A \hat{u} f(s, y) \leq \limsup_{(s, y) \notin \partial C, (s, y) \to (t, x)} A \hat{u} f(s, y) \leq 0.
\]

On the other hand, for any \( \delta > 0 \),

\[
\lim_{\varepsilon \to 0} \Delta(t, x; \varepsilon) = \lim_{\varepsilon \to 0} \lim_{\delta \to 0} \left[ \Delta(t, x; \varepsilon) - \frac{\delta}{\varepsilon} \right] \\
\leq \lim_{\varepsilon \to 0} \sup_{(s, y) \in B_{\delta}} \left[ \Delta(s, y; \varepsilon) - \frac{\delta}{d((s, y), \partial C) + \varepsilon} \right] \\
\leq \lim_{\varepsilon \to 0} \sup_{(s, y) \in B_{\delta}} \left[ \Delta(s, y; \varepsilon) - \frac{\delta}{d((s, y), \partial C) + \varepsilon} \right].
\]

Letting \( \delta \to 0 \) on the right hand side of the last inequality gives

\[
\lim_{\varepsilon \to 0} \Delta(t, x; \varepsilon) \leq 0,
\]

completing the proof.
To provide a proof of necessity part of Theorem 3.6, we need to invoke a local time formula on surfaces (c.f., Peskir (2007)) because no $C^1$ regularity of $f$ across $\partial C$ is guaranteed and thus standard Itô’s formula is not applicable. However, local time formula needs the boundary to be the graph of a function with certain properties. In our work, it is sufficient to express $\partial C$ locally as graph of a smooth function, based on the prescribed regularity and implicit function theorem. However this can only be done along directions not in tangent space. To resolve this we first propose a weaker version of smooth fitting, prove that it is a necessary condition of (3.4) and finally show that it is equivalent to (3.9). To this end, we need to introduce some notations. For $(t, x) = (t, x_1^1, x_2^2, \cdots, x_n^n) \in E \subset \mathbb{R}^{n+1}$, we write $(t, x) = t e_t + \sum_{i=1}^n x^i e_i$, where $\{e_t, e_1, \cdots, e_n\}$ is canonical orthogonal basis. For $(t, x) \in \partial C$, denote the unit normal vector by $n(t, x)$. Moreover, for $(t, x) \in \partial C$, we define:

$$\mathbb{K}(t, x) \triangleq \{k = 1, 2, \cdots, n : \langle e_k, n(t, x) \rangle \neq 0\},$$

$$\hat{\partial} C \triangleq \{(t, x) \in \partial C : \mathbb{K}(t, x) \neq \emptyset\}.$$  

We propose another version of smooth fitting:

$$\frac{\partial f}{\partial e_k}(t, x, \cdot, \cdot, \cdot)|_{(t, x)} = \frac{\partial g}{\partial e_k}(t, x, \cdot, \cdot, \cdot)|_{(t, x)}, \forall (t, x) \in \hat{\partial} C, k \in \mathbb{K}(t, x). \tag{A.13}$$

**Lemma A.4.** If (H1) and (H2) hold, then (A.13) is equivalent to (3.9).

**Proof.** Because (3.9) $\implies$ (A.13) is by definition, we only prove (A.13) $\implies$ (3.9). To this end, assume $f_x(t, x, \cdot, \cdot)|_{(t, x)} = g_x(t, x, \cdot, \cdot)|_{(t, x)}$ for some $(t, x) \in \partial C$. We fix this $(t, x)$ from now on, and denote $F(t', x') = \tilde{f}(t, x, t', x') - g(t, x, t', x')$. From the assumption we know $\nabla F \neq 0$ at $(t, x)$. Using implicit function theorem, there exists a small ball $B$ such that $\{F = 0\} \cap B$ is a $C^1$ hyper-surface and $n(t, x) = \nabla F(t, x)$. Thus we have for each $k \notin \mathbb{K}(t, x)$, $\langle e_k, \nabla F(t, x) \rangle = 0$, which is to say, $\frac{\partial \tilde{f}}{\partial e_k}(t, x, \cdot, \cdot)|_{(t, x)} = \frac{\partial g}{\partial e_k}(t, x, \cdot, \cdot)|_{(t, x)}$. Because $\nabla F(t, x) \neq 0$, there is at least one $k_0$ such that $\frac{\partial \tilde{f}}{\partial e_{k_0}}(t, x, \cdot, \cdot)|_{(t, x)} \neq \frac{\partial g}{\partial e_{k_0}}(t, x, \cdot, \cdot)|_{(t, x)}$. Therefore we conclude $k_0 \in \mathbb{K}(t, x)$ and thus (A.13) fails. This proves the implication (3.9) $\implies$ (A.13). 

Based on Lemma A.4, to show necessity in Theorem 3.6, we only need to show (3.4) $\implies$ (A.13).

**Proof of Theorem 3.6, (2).** We first claim that for any $(t, x) \in \partial C, k \in \mathbb{K}(t, x)$, $\frac{\partial f}{\partial e_k}(t, x, +) \geq \frac{\partial f}{\partial e_k}(t, x, -)$. Indeed, based on regularity of $\partial C$ and definition of $\mathbb{K}(t, x)$, there exists $h_0 > 0$ such that $(t, x) + h e_k \in C$ and $(t, x) - h e_k \in \text{int}(D)$, $\forall 0 < h < h_0$, or $(t, x) + h e_k \in \text{int}(D)$ and $(t, x) - h e_k \in C$, $\forall 0 < h < h_0$. If
the former holds, for $h$ small enough, because $f = g$ in $\text{int}(D)$, we have

$$
\frac{\partial f}{\partial e_k}(t, x+) = \lim_{h \to 0} \left( f((t, x) + he_k) - f(t, x) \right)/h \\
\geq \lim_{h \to 0} \left( g((t, x) + he_k) - g(t, x) \right)/h \\
= \frac{\partial g}{\partial e_k}(t, x+) \\
= \frac{\partial g}{\partial e_k}(t, x-) \\
= \frac{\partial f}{\partial e_k}(t, x-).
$$

If the latter holds, for $h$ small enough,

$$
\frac{\partial f}{\partial e_k}(t, x+) = \frac{\partial g}{\partial e_k}(t, x+) \\
= \frac{\partial g}{\partial e_k}(t, x-) \\
= \lim_{h \to 0} \left( g((t, x) - he_k) - g(t, x) \right)/(-h) \\
\geq \lim_{h \to 0} \left( f((t, x) - he_k) - f(t, x) \right)/(-h) \\
= \frac{\partial f}{\partial e_k}(t, x-).
$$

Moreover, we conclude from the above argument that if \( \frac{\partial f}{\partial e_k}(t, x+) = \frac{\partial f}{\partial e_k}(t, x-) \), then \( \frac{\partial f}{\partial e_k}(t, x) = \frac{\partial g}{\partial e_k}(t, x) \). To prove (2) of Theorem 3.6, it is sufficient to obtain contradiction if we assume \( \frac{\partial f}{\partial e_k}(t, x+) > \frac{\partial f}{\partial e_k}(t, x-) \) for some \((t, x) \in \partial C, k \in \mathbb{K}(t, x)\). Because \( \partial C \) is \( C^2 \), by definition, it can be locally expressed by \( \{P(s, y) = 0\} \) for some \( C^2 \) function \( P \). If \( k \in \mathbb{K}(s, y) \), it is clear that \( \frac{\partial}{\partial e_k} P(s, y) \neq 0 \). Based on implicit function theorem, \( \partial C \) can be expressed locally near \( B_\delta \) by \( y^k = p(t, y^1, \cdots, y^{k-1}, y^{k+1}, \cdots, y^n) \), where \( p \) is \( C^2 \) function defined in a neighbourhood of \( B_\delta \). Writing \( X = (X^1, \cdots, X^n) \), we define \( p^k = p(\cdot, X^1, \cdots, X^{k-1}, X^{k+1}, \cdots, X^n) \), which is a continuous semimartingale by regularity of \( p \). Now
using Peskir’s local time formula (see Peskir (2007)), we have

\[
\begin{align*}
f^0(s + \varepsilon, X_{s+\varepsilon}) - f^0(s, y) &= \frac{1}{2} \sum_{i=1}^{n} \int_{s}^{s+\varepsilon} \left\{ \frac{\partial f^0}{\partial e_i}(r, \ldots, X^k_r + \ldots, X^n_r) \right\} \, dX^i_r \\
&\quad + \frac{1}{2} \int_{s}^{s+\varepsilon} \left\{ \frac{\partial f^0}{\partial \ell}(r+, X_r) + \frac{\partial f^0}{\partial \ell}(r-, X_r) \right\} \, dr \\
&\quad + \frac{1}{4} \sum_{i,j} \int_{s}^{s+\varepsilon} \left\{ \frac{\partial^2 f^0}{\partial e_i \partial e_j}(r, \ldots, X^k_r + \ldots, X^n_r) \right\} \, d\langle X^i, X^j \rangle_r \\
&\quad + \frac{1}{2} \int_{s}^{s+\varepsilon} \left\{ \frac{\partial f^0}{\partial e_k}(r, \ldots, X^k_r + \ldots, X^n_r) \right\} \, d\langle X^k_r \rangle_r \\
&\quad - \frac{1}{2} \int_{s}^{s+\varepsilon} \left\{ \frac{\partial f^0}{\partial e_k}(r, \ldots, X^k_r + \ldots, X^n_r) \right\} \, d\langle X^k_r, X^k_r \rangle_r \\
&\quad - \frac{\partial f^0}{\partial e_k}(r, \ldots, X^k_r + \ldots, X^n_r) \right\} \, I_{\{X^k_r = p_k^b\}} \, dL^t_{r,s,y,X^k_r-p_k^b,0}, (A.14)
\end{align*}
\]

where

\[
L^t_{r,s,y,X^k_r} = \mathbb{P}^{s,y} - \lim_{\eta \to 0} \frac{1}{2\eta} \int_{s}^{t} I_{\{|Y_r| < \eta\}} \, d\langle Y \rangle_r
\]

is the local time of semimartingale \(Y\) at the point 0. For simplicity, we write \(\frac{\partial f}{\partial e_k}(s, y^1, \ldots, y^k + \ldots, y^n) = \frac{\partial f}{\partial e_k}(s, y^+)\), and \(\frac{\partial f}{\partial e_k}(s, y^-)\) is defined similarly. Taking expectation with respect to \(\mathbb{P}^{s,y}\), other terms, except the last term, are of order \(O(\varepsilon)\), uniformly for \((s, y) \in B_\delta\), because \(f_t, f_x\) and \(f_{xx}\) are locally bounded, and the \(dW\) term in \(dX^i_r\) is martingale. As \(\frac{\partial f}{\partial e_k}\) and \(\frac{\partial g}{\partial e_k}\) are continuous, if we choose \(\delta\) sufficiently small, we can assume \(\frac{\partial f}{\partial e_k}(s, y^+) - \frac{\partial f}{\partial e_k}(s, y^-) \geq \delta_0 > 0\) for \((s, y) \in B_\delta \cap \partial C\). Therefore,

\[
\begin{align*}
\mathbb{E}^{t,x} \int_{t}^{t+\varepsilon} \left( \frac{\partial f^0}{\partial e_k}(r, X_r^+) - \frac{\partial f^0}{\partial e_k}(r, X_r^-) \right) I_{\{X^k_r = p_k^b\}} \, dL^t_{r,s,y,X^k_r-p_k^b,0} \\
= \mathbb{E}^{t,x} \int_{t}^{t+\varepsilon} \left( \frac{\partial f}{\partial e_k}(r, X_r^+) - \frac{\partial f}{\partial e_k}(r, X_r^-) \right) \chi(r, X_r) I_{\{X^k_r = p_k^b\}} \, dL^t_{r,s,y,X^k_r-p_k^b,0} \\
\geq \delta_0 \mathbb{E}^{t,x} L^t_{t+\varepsilon,s,y,X^k_r-p_k^b,0} - \int_{t}^{t+\varepsilon} |1 - \chi(r, X_r)| \, dL^t_{r,s,y,X^k_r-p_k^b,0}. (A.15)
\end{align*}
\]

Here we have used the identity

\[
\begin{align*}
\frac{\partial f^0}{\partial e_k}(s^+', y^+) - \frac{\partial f^0}{\partial e_k}(s^-, y^-) &= \frac{\partial f}{\partial e_k}(s^+', y^+) - \frac{\partial f}{\partial e_k}(s^-, y^-) \chi \\
&\quad + (\frac{\partial \chi}{\partial e_k}(s^+', y^+) - \frac{\partial \chi}{\partial e_k}(s^-, y^-)) f \\
&\quad = \frac{\partial f}{\partial e_k}(s^+', y^+) - \frac{\partial f}{\partial e_k}(s^-, y^-) \chi.
\end{align*}
\]

On the other hand, because \(\chi = 1\) on \(B_\delta\) and \(d((s', y'), (s, y)) < \delta/4, d((t, x), (s, y)) < \delta/4 \implies d((s', y'), (t, x)) < \delta/2 \implies f^0 = f, f^0_x = f_x, f^0_{xx} = f_{xx}\) at \((s', y'),\) the last term in (A.15) is not equal to 0.
only if \( \sup_{s \leq r \leq s + \varepsilon} \| X_r - y \| \geq \delta / 4 \). Therefore, it is bounded by
\[
C \mathbb{E}^{s,y} L_{s+\varepsilon}^{s,y,X^k-p^k,0} I_{\{ \sup_{s \leq r \leq s + \varepsilon} \| X_r - y \| \geq \delta / 4 \}} \leq C(\mathbb{E}^{s,y}(L_{s+\varepsilon}^{s,y,X^k-p^k,0})^2)^{1/2} \mathbb{P}^{s,y}(\sup_{s \leq r \leq s + \varepsilon} \| X_r - y \| \geq \delta / 4)^{1/2} \leq C(\mathbb{E}^{s,y}(L_{s+\varepsilon}^{s,y,X^k-p^k,0})^2)^{1/2} o(\varepsilon).
\]

As a conclusion,
\[
\mathbb{E}^{t,x} \int_t^{t+\varepsilon} \left( \frac{\partial f^0}{\partial e_k}(r, X_r) + \frac{\partial f^0}{\partial e_k}(r, X_r) \right) I_{\{X^k_r = p^k_r\}} dL^{(t,x,X^k-p^k,0)}_r \geq \delta_0 \mathbb{E}^{t,x} L^{(t,x,X^k-p^k,0)}_{t+\varepsilon} - o(\varepsilon). \tag{A.16}
\]

After direct calculation, for the semimartingale \( Y = X^k - p^k \), we have
\[
dY_r = Q_r dr + \left[ \Lambda^k(r, X_r) - \sum_{i \neq k} \frac{\partial p}{\partial x_i}(r, X_r) \Lambda^i(r, X_r) \right] dW_r,
\]
where \( Q_r \) is induced by the first order terms in the Itô’s formula, and is irrelevant to the proof. Thus,
\[
\lim_{\varepsilon \to 0} \mathbb{E}(Y)_{t+\varepsilon}/\varepsilon = \| \Lambda^k(t, x) - \sum_{i \neq k} \frac{\partial p}{\partial x_i}(t, x) \Lambda^i(t, x) \|^2.
\]

Note that \( \Lambda^k(t, x) - \sum_{i \neq k} \frac{\partial p}{\partial x_i}(t, x) \Lambda^i(t, x) = \Lambda(t, x) \xi_k \), where \( \xi_k = 1 \), hence \( \xi \neq 0 \). Using nondegeneracy of \( \Lambda \), we conclude that \( Y \) satisfies (A.10). Clearly it also satisfies (A.11) by similar moment estimates of \( X \).

Based on Lemma A.3,
\[
\lim_{\varepsilon \to 0} \mathbb{E}^{t,x} |X^k_{t+\varepsilon} - p^k_{t+\varepsilon}|/\varepsilon = \infty. \tag{A.17}
\]

On the other hand, using Itô-Tanaka’s formula,
\[
|X^k_{t+\varepsilon} - p^k_{t+\varepsilon}| = \int_t^{t+\varepsilon} \text{sgn}(X^k_r - p^k_r) d(X^k_r - p^k_r) + \int_t^{t+\varepsilon} L^{(t,x,X^k-p^k,0)}_r.
\]

Thus, we have
\[
\mathbb{E}^{t,x} L^{(t,x,X^k-p^k,0)}_{t+\varepsilon}/\varepsilon = \mathbb{E}^{t,x} |X^k_{t+\varepsilon} - p^k_{t+\varepsilon}|/\varepsilon + O(1).
\]

Combining (A.14), (A.16), (A.17) and the above relation, we get
\[
\lim_{\varepsilon \to 0} \sup \frac{\mathbb{E}^{t,x}[f(t+\varepsilon, X_{t+\varepsilon}) - f(t, x)]}{\varepsilon} = \infty,
\]
which is contradicted to (3.4).

\[
\square
\]

**B On the assumptions (H1) and (H2)**

In some specific example where the analytical form is attainable (as in Section 4), the assumptions (H1) and (H2) can be verified directly. In this appendix, we also show that they are generally not very restrictive
assumptions, and are satisfied once \(\partial C\) and \(g\) have sufficient regularity. We choose to use the theory of linear parabolic PDE to show the regularity of \(f\), instead of the pure probabilistic approach as in Friedman (1975) and He and Jiang (2019). The main reason is that, their probabilistic approach is applicable based on the observation that the terminal time \(T\) is fixed in the control setting. Because we consider stopping-control problems, the regular dependence of stopping times to the state variables shall also be considered, which makes the probabilistic approach quite complicated. Before proceeding, we first introduce and recall some notations that will be used in this appendix, as well as further assumptions to \(g\) and \(C\).

In this appendix, we will fix an arbitrary \((s, y) \in E\) and simply denote \(f = f(s, y, \cdot, \cdot)\) as well as \(g = g(s, y, \cdot, \cdot)\). We will also suppress anything about \(\hat{u}\) because it is fixed. For simplicity, we only consider \(X = \mathbb{R}^n\). We define the parabolic ball \(B_\delta(t, x) = (t, t + \delta^2) \times \{x' : \|x - x'\| < \delta\}\), and for any domain \(\Omega \subset \mathbb{R}^{n+1}\), define its parabolic boundary \(\mathcal{P}\Omega\) by the points \((t, x)\) on \(\partial\Omega\) (which is the topological boundary) such that for any \(\delta > 0\), \(B_\delta(t, x)\) has points that are not in \(\Omega\) (see Lieberman (1986) for some specific examples). Let \(B_k = \{\|x\| < k\} \subset \mathbb{R}^n\) and \(E_k = [0, T) \times B_k\). We also use the standard notations for functions and surfaces with Hölder continuity \(C^{k+\alpha}\) for integer \(k \geq 0\) and \(\alpha \in (0, 1)\). Specific definitions of these spaces are lengthy and far away from the topic of this paper. We refer readers to Lieberman (1996).

Now we are ready to state the assumptions that are needed in this appendix.

**Assumption 2.**

1. \(\mathcal{P}C \in C^{2+\alpha}, g \in C^{2+\alpha}_\text{loc}(E) \cap L^\infty_{\text{poly}}\).

2. For any sufficiently large integer \(n\), there exists bounded domain \(C_k \subset E_{2k}\), \(\mathcal{P}C_k \in C^{2+\alpha}\) and \(C_k \cap E_k = C \cap E_k\).

3. Under \(\hat{u}\), the operator \(A\) is uniformly parabolic in any \(C_k\) and all its coefficients (\(\Lambda\) and \(\Theta\)) have bounded weighted Hölder seminorms in \(C_k\) (see (5.15) on pages 94 in Lieberman (1996) for specific definition). Moreover, there is modular of continuity function \(\zeta_k\) such that
   \[
   \|\Lambda(t, x) - \Lambda(t', x')\| \leq \zeta_k(d((t, x), (t', x'))), \forall (t, x), (t', x') \in C_k
   \]

**Remark 20.** Assumption 2 is not restrictive. (1) and (3) are standard assumptions in PDE theory. (2) is true if \(C\) is itself bounded or diffeomorphic to half-space. See Figure 6 for a graphical illustration.

Before proceeding with the regularity of \(f\), we first cite from Lieberman (1996) one classical result from theory of linear parabolic PDE on general bounded non-cylindrical domain.

**Lemma B.1** (Theorem 5.15 from Lieberman (1996)). Under Assumptions 1 and 2, there exists \(f_k \in \)
\[ r = t = 0 \]

Figure 6: An example of (2) in Assumption 2.

\[ C^{1+\alpha, 2+\alpha}(C_k) \] solving the following initial boundary value problem:

\[
\begin{cases}
  A f^k = 0, & \text{in } C_k \\
  f^k = g, & \text{on } P C_k.
\end{cases}
\]  

(B.1)

Combining Lemma B.1 with Theorem 3.5 (note that here \( f^k \) is bounded), we have

\[ f^k(t, x) = E^{t, x} g(\hat{\tau}, X_{\hat{\tau}}), \forall (t, x) \in C_k, \]

where \( \tau_k = \inf \{ t \leq s \leq T : (s, X_s) \notin C_k \} \). Now we prove the main result of this appendix.

**Lemma B.2.** Fix \( N_0 \) large enough. For any compact \( K \subset C_{N_0}, f^k \to f \) uniformly on \( K \) as \( k \to \infty \).

**Proof.** For any \( (t, x) \in K \), noting \( C_k \cap E_k = C \cap E_k \), we have

\[
|f(t, x) - f^k(t, x)| \leq E^{t, x} |g(\hat{\tau}, X_{\hat{\tau}}) - g(\tau_k, X_{\tau_k})| \\
\leq E^{t, x} \sup_{t \leq s \leq T} |g(s, X_s)| I_{\{\hat{\tau} \neq \tau_k\}} \\
\leq C(1 + \|x\|^{\alpha}) E^{t, x}(\exists t \leq s \leq T, X_s \notin E_k) \\
\leq C(1 + \|x\|^{\alpha}) E^{t, x}(\sup_{t \leq s \leq T} \|X_s - x\| \geq k - |x|).
\]

Similar to the proof of Lemma 3.3, we have

\[
\sup_{(t, x) \in K} |f - f^k| \leq C_{K, \alpha, \beta} k^{-\beta},
\]
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where $\alpha$ and $\beta > 0$ are constants independent of $k$. The proof is then completed.

From Lemma B.2 we know $f \in C^{1,2}(K)$ for any compact $K \subset C_{N_0}$. By arbitrary of $K$ and $N_0$, we conclude $f \in C^{1,2}(C)$. On the other hand, $f \in L^\infty_{\text{poly}}$ comes naturally from its definition and $g \in L^\infty_{\text{poly}}$. Thus, we have proved that (H1) is satisfied under Assumptions 1 and 2. As for (H2), from Hölder continuity of $f^k$ in $C_k$ we know that $f^k$, its first order time derivatives and its space derivatives up to order 2 are all uniformly continuous in $C_k$. Therefore, elementary analysis shows that all these functions can be extended to the boundary $\partial C_k$. Then an application of Whitney’s extension theorem (see e.g. Whitney (1934) and Seeley (1973)) implies that $f^k$ extends to $f^k \in C^{1,2}(E)$ (detailed proof could be lengthy, technical and irrelevant to the topic of the present paper). Now similar arguments as in the uniform convergence mentioned above implies that we can get a limit function $\tilde{f} \in C^{1,2}$. It is clear that $\tilde{f}$ is an extension of $f$.

C Proof of Proposition 4.2

This appendix provides proof of Proposition 4.2, which is lengthy and relies on several technical lemmas. Throughout this appendix, we will implicitly assume the assumptions (4.12), (4.13) and (4.14). To exclude degenerate case we also assume $h' > 0$. As a preliminary, we prove the well-posedness of the notations $x^*$, $x_0^*$ as well as the right hand side of (4.14).

**Lemma C.1.** (4.7) has a unique solution on $(0, \infty)$. Setting $h = 0$, the following equation also has a unique solution on $(0, \infty)$:

$$
\alpha = (ax + \alpha)e^{-a(x-k)}.
$$

**(Proof.** Consider $\psi(x) \triangleq -\alpha + (ax + \alpha)e^{-a(x-h(x)-k)}$. Direct calculation shows

$$
\psi'(x) = a(1 - (1 - h'(x))(ax + \alpha))e^{-a(x-h(x)-k)}.
$$

Clearly, for some $x' > 0$, $\psi' > 0$ on $(0, x')$ and $\psi' < 0$ on $(x', \infty)$. Here we use the facts $h''(x) \leq 0$ and $h'(x) < \frac{1}{2}$. Now $\psi(0) = -\alpha + \alpha e^{\alpha k} > 0$, and

$$
x - h(x) = \int_0^x (1 - h'(y))dy \geq \frac{1}{2}x.
$$

Therefore, $\psi(x) \to -\alpha < 0$ as $x \to \infty$. We conclude that there exists a unique $x^*$ such that $\psi(x^*) = 0$. Simply letting $h = 0$ in the same arguments gives the uniqueness of $x_0^*$.

**Remark 21.** As a byproduct of this proof, we have $\psi(x) > 0$ on $(0, x^*)$.  
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Lemma C.2. \( x_0^* > \frac{2-a}{a} \) if and only if \( 2e^{\alpha-2+ak} > \alpha \).

Proof. Let \( \psi_0(x) = -\alpha + (ax + \alpha)e^{-(x-k)}. \) From the proof of Lemma C.1 we know \( x_0^* > \frac{2-a}{a} \) if and only if \( \psi_0(\frac{2-a}{a}) > 0 \), being equivalent to \( 2e^{\alpha-2+ak} > \alpha \). \( \square \)

For convenience we denote
\[
F(x) = x^\alpha (1 - e^{-a(x^*-h(x)-k)}) - (x^*)^\alpha (1 - e^{-a(x-h(x)-k)}).
\]

Then (4.11) is equivalent to \( F(x) \geq 0 \), \( \forall 0 < x < x^* \). The proof of this statement will be accomplished by combining the following Lemmas C.3 and C.4.

Lemma C.3. \( F(x) > 0 \) holds for \( \frac{2-a}{a} \leq x < x^* \).

Proof. Consider the family of functions parameterized by \( 0 < x < x^* \):
\[
\Phi(y; x) = y^{-\alpha} (1 - e^{-a(y-h(x)-k)}).
\]

Then \( F(x) \geq (>)0 \) if and only if \( \Phi(x^*; x) \geq (>)\Phi(x; x) \). Moreover, \( \Phi'(y; x) = y^{-\alpha-1} \phi(y; x) \) with
\[
\phi(y; x) = -\alpha + (ay + \alpha)e^{-y-h(x)-k}.
\]

Using similar arguments as the proof of Lemma C.1, we find \( \phi'(y; x) > 0 \) for \( y < \frac{1-a}{a} \), \( \phi'(y; x) < 0 \) for \( y > \frac{1-a}{a} \), \( \phi(x; x) = \psi(x) > 0 \) for \( 0 < x < x^* \) (see Remark 21), and
\[
\phi(x^*; x) = -\alpha + (ax^* + \alpha)e^{-a(x^*-h(x)-k)}
\]
\[
< -\alpha + (ax^* + \alpha)e^{-a(x^*-h(x^*)-k)}
\]
\[
= 0
\]
for \( 0 < x < x^* \). Therefore, there exists a unique \( \max \{\frac{1-a}{a}, x\} < \xi(x) < x^* \) such that \( \phi(\xi(x); x) = 0 \).

Based on implicit function theorem and the chain rule, we have
\[
\xi'(x) = \frac{h'(x)(a\xi(x) + \alpha)}{a\xi(x) - 1 + \alpha} > 0.
\]

From \( \phi(\xi(x^*), x^*) = \phi(x^*, x^*) = 0 \) we know \( \xi(x^*) = x^* \). As a consequence, \( x^* = \xi(x^*) > \xi(0) = x_0^* > \frac{2-a}{a} \). We now have already known \( \phi(y; x) > 0 \) for \( x < y < \xi(x) \) and \( \phi(y; x) < 0 \) for \( \xi(x) < y < x^* \).

Elementary calculus shows
\[
\Phi(x^*; x) - \Phi(x; x) = \int_x^{x^*} y^{-\alpha-1} \phi(y; x)dy
\]
\[
\geq \int_x^{\xi(x)} \xi(x)^{-\alpha-1} \phi(y; x)dy + \int_{\xi(x)}^{x^*} \xi(x)^{-\alpha-1} \phi(y; x)dy
\]
\[
= \xi(x)^{-\alpha-1} \int_x^{x^*} \phi(y; x)dy.
\]
Now we only need to show
\[ \int_{x}^{x^*} \phi(y; x) \, dx \geq 0, \quad \frac{2 - \alpha}{a} \leq x < x^*. \]

To see this, using
\[ \phi''(y; x) = -a^2 (2 - ay - \alpha)e^{-a(y-h(x)-k)}, \]
if \( x \geq \frac{2-\alpha}{a} \), then \( y > \frac{2-\alpha}{a} \) for \( x < y < x^* \) and \( \phi(\cdot; x) \) is convex on \( (x, x^*) \). Combining this with the fact that \( \phi(\cdot; x) \) is decreasing on \( (x, x^*) \), we have
\[
\int_{x}^{x^*} \phi(y; x) \, dy = \int_{x}^{\xi(x)} \phi(y; x) \, dy - \int_{\xi(x)}^{x^*} (-\phi(y; x)) \, dy \geq \frac{1}{2} \left( (\xi(x) - x)^2 |\phi'(\xi(x); x)| - \frac{1}{2} (x^* - \xi(x)) |\phi'(\xi(x); x)| \right) = \frac{1}{2} |\phi'(\xi(x); x)| [(\xi(x) - x)^2 - (x^* - \xi(x))^2].
\]

We finally prove \( \xi(x) - x \geq x^* - \xi(x) \) for \( \frac{2-\alpha}{a} < x < x^* \), which will complete the proof. Indeed, denote \( \triangle(x) = 2\xi(x) - x - x^* \), based on (4.14), we have
\[
\triangle'(x) = 2\xi'(x) - 1 \leq 0.
\]

Thus, \( \triangle(x^*) = 0 \) leads to the desired conclusion. \( \square \)

**Lemma C.4.** If \( F(x) = 0 \) for some \( 0 < x < \frac{2-\alpha}{a} \), then \( F'(x) < 0 \).

**Proof.** Slightly abusing the notation, we assume that there is a \( x \) such that \( 0 < x < \frac{2-\alpha}{a} \) and
\[ x^\alpha (1 - e^{-a(x^* - h(x) - k)}) = (x^*)^\alpha (1 - e^{-a(x-h(x)-k)}). \]

Direct computation yields,
\[
F'(x) = \alpha x^{\alpha - 1} (1 - e^{-a(x^* - h(x) - k)}) - ax^\alpha h'(x) e^{-a(x^* - h(x) - k)} - a(x^*)^\alpha (1 - h'(x)) e^{-a(x-h(x)-k)}
\]
\[= h'(x) \alpha x^{\alpha - 1} (1 - e^{-a(x^* - h(x) - k)}) + (1 - h'(x)) \frac{(x^*)^\alpha}{x} (1 - e^{-a(x-h(x)-k)})
\]
\[= ax^\alpha h'(x) e^{-a(x^* - h(x) - k)} - a(x^*)^\alpha (1 - h'(x)) e^{-a(x-h(x)-k)}
\]
\[= h'(x) x^{\alpha - 1} (\alpha - (ax + \alpha) e^{-a(x^* - h(x) - k)})
\]
\[+ (1 - h'(x)) \frac{(x^*)^\alpha}{x} (\alpha - (ax + \alpha) e^{-a(x-h(x)-k)}).
\]
Therefore, $F'(x) < 0$ is equivalent to
\[
h'(x)x^{\alpha-1}(\alpha - (ax + \alpha)e^{-a(x^*-h(x)-k)}) < (1 - h'(x))\frac{(x^*)^\alpha}{x}(-\alpha + (ax + \alpha)e^{-a(x-h(x)-k)}).
\] (C.1)

Clearly,
\[
\alpha - (ax + \alpha)e^{-a(x^*-h(x)-k)} > \alpha - (ax^* + \alpha)e^{-a(x^*-h(x^*)-k)} = 0,
\]
and
\[
-\alpha + (ax + \alpha)e^{-a(x-h(x)-k)} = \psi(x) > 0.
\]

Thus, one sufficient condition for (C.1) is
\[
h'(x)(\alpha - (ax + \alpha)e^{-a(x^*-h(x)-k)}) < (1 - h'(x))(-\alpha + (ax + \alpha)e^{-a(x-h(x)-k)}),
\]
being equivalent to
\[
\alpha < (ax + \alpha)e^{-a(x-h(x)-k)}[h'(x)(e^{-a(x^*-x)} - 1) + 1].
\]
Using the properties of $\psi$ (see the proof of Lemma C.1), we know
\[
(ax + \alpha)e^{-a(x-h(x)-k)} > \min\{\alpha e^{ak}, 2e^{\alpha-2+ak}\}, 0 < x < \frac{2 - \alpha}{a}.
\]

Using the assumption (4.14), we find
\[
(ax + \alpha)e^{-a(x-h(x)-k)}[h'(x)(e^{-a(x^*-x)} - 1) + 1] > \min\{\alpha e^{ak}, 2e^{\alpha-2+ak}\}[h'(x)(e^{-ax^*} - 1) + 1]
\]
\[
> \alpha.
\]

The proof is thus completed. \qed

We are now ready to give the proof of Proposition 4.2.

Proof of Proposition 4.2. Based on Lemma C.1, we only need to prove $F(x) \geq 0$ for $0 < x < \frac{2 - \alpha}{a}$. If not, we assume that there is $0 < x' < \frac{2 - \alpha}{a}$ such that $F(x') < 0$. By continuity and the fact $F(\frac{2 - \alpha}{a}) > 0$, $F$ has roots in $(x', \frac{2 - \alpha}{a})$ based on mid-value theorem. Define
\[
\hat{x} = \inf\{x' < x < \frac{2 - \alpha}{a} : F(x) = 0\}.
\]
Clearly, $F(\hat{x}) = 0$ so that $\hat{x} > x'$. Using Lemma C.4, we know $F'(\hat{x}) < 0$. Thus, for a sufficiently small $\varepsilon$, $F(x) > 0$ for $\hat{x} - \varepsilon < x < \hat{x}$. Using mid-value theorem again, we can find a $\tilde{x} < \hat{x} - \varepsilon$ such that $F(\tilde{x}) = 0$, contradicting to the definition of $\hat{x}$. The proof is completed. \qed
D Proof of Lemma 4.5

We first study the existence of a solution to (4.26). To do this, we need to consider a properly introduced auxiliary problem to reduce the singularity and then apply Leray-Schauder topological degree theory and Green’s function. To be specific, we consider a coordinate transform \( t \mapsto s = \sqrt{t} \), and \( y(s) = h(t) = h(s^2) \).

Now chain rule implies \( h'(t) = y'(s)/2s, h''(t) = y''(s)/4s^2 - y'(s)/4s^3 \). Therefore the singular boundary value problem of \( y \) reads:

\[
\begin{aligned}
&y'' = \frac{y'}{s} - 2\kappa \left[ \frac{\beta_1 \beta_2 s^4}{y^2} - \frac{(\beta_1 + \beta_2)s^2}{y} + \frac{y's}{2y} \right], \\
y(0) = 0, y(\sqrt{2}) = \beta_1 + \beta_2.
\end{aligned}
\]  

(4.26’)

Because the coordinate transform we apply is one-to-one from \([0, 2]\) to \([0, \sqrt{2}]\), the existence of a solution to (4.26’) will give a the existence of a solution to (4.26). For the estimate \( \beta_1 \leq h' \leq \beta_2 \), we only need to establish the estimate \( 2\beta_1 s \leq y'(s) \leq 2\beta_2 s, \forall s \in [0, \sqrt{2}] \). We give the following result about (4.26‘):

**Proposition D.1.** Problem (4.26’) has a solution \( y \in C^2[0, \sqrt{2}] \) such that \( 2\beta_1 s \leq y'(s) \leq 2\beta_2 s, \forall s \in [0, \sqrt{2}] \).

**Proof.** We first consider two cut-off functions defined as follows:

\[
\chi_1(s, y) = \begin{cases}
\beta_2 s^2, & \text{if } y > \beta_2 s^2, \\
\beta_1 s^2, & \text{if } y < \beta_1 s^2, \\
y, & \text{otherwise},
\end{cases}
\]

\[
\chi_2(s, z) = \begin{cases}
2\beta_2 s, & \text{if } z > 2\beta_2 s, \\
2\beta_1 s, & \text{if } z < 2\beta_1 s, \\
z, & \text{otherwise}.
\end{cases}
\]

Define

\[
H(s, y, z) \triangleq \frac{\chi_2(s, z)}{s} - 2\kappa \left[ \frac{\beta_1 \beta_2 s^4}{\chi_1(s, y)^2} - \frac{(\beta_1 + \beta_2)s^2}{\chi_1(s, y)} + \frac{\chi_2(s, z) s}{2\chi_1(s, y)} \right].
\]

We now consider the existence of a solution to the following ‘cut problem’:

\[
\begin{aligned}
y'' &= H(s, y, y'), \\
y(0) = 0, y(\sqrt{2}) = \beta_1 + \beta_2.
\end{aligned}
\]

(4.26’’)

It is well known that \( y \in C^1 \equiv C^1[0, \sqrt{2}] \) is a solution to (4.26’’) if and only if it is a fixed point of the operator \( T : C^1 \to C^1 \), with

\[
(Ty)(s) = \int_{0}^{\sqrt{2}} G(s, r) H(r, y(r), y'(r)) dr + (\beta_1 + \beta_2)s/\sqrt{2},
\]
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where $G$ is the Green function on $[0, \sqrt{2}]$ with homogeneous Dirichlet boundary condition. Because it has analytical form, we can easily conclude that both $G$ and $\partial_t G$ are bounded. Because of the cut-off, there is a constant $C = C(\beta_1, \beta_2)$ such that $|H(s, y, z)| \leq C$. Thus $Ty$ has bounded second order derivative on $[0, \sqrt{2}]$ and $T(C^1) \subset C^2$. By Azela-Ascoli theorem, $T$ is a compact operator on $C^1$, and there exists a $R$ which is large enough, such that $T(C^1) \subset B(0, R/2)$. Consider $T^\alpha = \alpha T$ for $\alpha \in [0, 1]$, we have $T^\alpha(C^1) \subset B(0, \alpha R/2)$. Thus for any $y \in \partial B(0, R)$ and $\alpha \in [0, 1]$, $y \neq T^\alpha y$. By homotopy property of Leray-Schauder degree, we have

$$\deg(I - T, B(0, R)) = \deg(I, B(0, R)) = 1.$$ 

By degree theory, we have a fixed point $y \in C^2$, that is to say, a solution to (4.26'). We then claim that

$$2\beta_1 s \leq y'(s) \leq 2\beta_2 s, \forall s \in [0, \sqrt{2}]. \quad (D.1)$$

If (D.1) is true, then integrating on $[0, s]$ gives $\beta_1 s^2 \leq y(s) \leq s^2$. By definition of $\chi_1$ and $\chi_2$, (4.26") is reduced to (4.26'), and the desired estimations hold naturally and this finishes the proof. To show (D.1), we assume by contradiction that $y'(s_0) - 2\beta_2 s_0 = \max_{s \in [0, \sqrt{2}]} \{y'(s) - 2\beta_2 s\} > 0$. There are three cases to be discussed:

1. $s_0 = 0$. By continuity, there exist a $\delta > 0$ such that $y'(s) > 2\beta_2 s$ for $s \in [0, \delta]$. Define $\delta^* = \sup\{\delta \in (0, \sqrt{2}) : y'(s) > 2\beta_2 s, \forall s \in [0, \delta]\}$. Then $0 < \delta^* \leq \sqrt{2}$. If $\delta^* < \sqrt{2}$, by integration we have $y(s) \geq \beta_2 s^2$ for $s \in [0, \delta^*]$, thus $\chi_1(s, y(s)) = 2\beta_2 s^2$, $\chi_2(s, y'(s)) = 2\beta_2 s$, which gives $y''(s) = 2\beta_2 s$. As a consequences, $y'(0) + 2\beta_2 \delta^* > 2\beta_2 \delta^*$. Again by continuity, the strict inequality can be extended to a larger $\delta' > \delta^*$, contradicting to the definition of $\delta^*$. Therefore $\delta^* = \sqrt{2}$, which leads to $y(s) = y'(0) s + \beta_2 s^2$ for $s \in [0, \sqrt{2}]$, but now $y(\sqrt{2}) = 2\sqrt{2} y'(0) + 2\beta_2 > 2\beta_2 > \beta_1 + \beta_2$ is contradicting to the boundary condition.

2. $0 < s_0 < \sqrt{2}$. In this case we have $y''(s_0) = 2\beta_2$. By the equation in (4.26") we have

$$\frac{\beta_1 \beta_2 s_0^4}{\chi_1(s_0, y(s_0))^2} - \frac{(\beta_1 s_0^2)}{\chi_1(s_0, y(s_0))} = 0.$$ 

Therefore $\chi_1(s_0, y(s_0)) = \beta_2 s_0^2$, which leads to $y(s_0) \geq \beta_2 s_0^2$. Now repeating the same argument as in Case (1) gives the lower bound $y(\sqrt{2}) \geq 2\beta_2 > \beta_1 + \beta_2$, a contradiction.

3. $s_0 = \sqrt{2}$. In this case by boundary condition we can find a small $\varepsilon$ such that $\chi_1(s, y(s)) < \beta_2 s^2$ and $\chi_2(s, y'(s)) = 2\beta_2 s$ on $[\sqrt{2} - \varepsilon, \sqrt{2}]$. This implies

$$y''(s) - 2\beta_2 = -2\kappa \frac{\beta_1 s^2 (\beta_2 s^2 - \chi_1(s, y(s)))}{\chi_1(s, y(s))^2} < 0.$$ 
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That is, \( y'(s) - 2\beta_2 s \) is decreasing on \([\sqrt{2} - \varepsilon, \sqrt{2}]\), contradicting to the assumption that \( y'(s) - 2\beta_2 s \) attains its maximum at \( s_0 \).

We have proved \( y'(s) \leq 2\beta_2 s \) for any \( s \in [0, \sqrt{2}] \). By symmetry, it is straightforward to show \( y'(s) \geq 2\beta_1 s \) for any \( s \in [0, \sqrt{2}] \). We have now proved (D.1), and thus Proposition D.1.

We now turn to problem (4.27). \( h \) is now known, and satisfies the estimation \( \beta_1 t \leq h(t) \leq \beta_2 t \), for any \( t \in [0, 2] \).

**Proposition D.2.** For any fixed \( b > 0 \), Problem (4.27) has a positive solution \( \psi^b \) which is strictly increasing on \((0, b)\).

**Proof.** Define a function \( u : [0, 2] \rightarrow [0, b] \) as

\[
u(z) \triangleq \frac{b \int_0^z e^{-\frac{z'}{2}} f_{z'}^2 \frac{1}{\pi(z')}^\delta \, dz'}{\int_0^2 e^{-\frac{z'}{2}} f_{z'}^2 \frac{1}{\pi(z')}^\delta \, dz'}.
\]

Clearly, it is smooth and is strictly increasing and thus is one-to-one from \([0, 2]\) to \([0, b]\). Moreover, it satisfies

\[
u'' = \frac{\kappa}{2} \frac{1}{h(z)} \nu',
\]

as well as the boundary condition \( u(0) = 0, u(2) = b \). We further claim that

\[(z/2)^{1/\alpha_1} \leq u(z)/b \leq (z/2)^{1/\alpha_2}.
\]

(D.3)

To simplify our analysis, we denote

\[P_i(z) = \frac{\int_0^z e^{-\frac{z'}{2}} f_{z'}^2 \frac{1}{\pi(z')}^\delta \, dz'}{z^{1/\alpha_i}}, \quad i = 1, 2.
\]

It is clear that one sufficient condition for (D.3) is, \( F_1 \) is decreasing and \( F_2 \) is increasing. To verify this, we compute

\[
F'_i(z) = \frac{e^{-\frac{z'}{2}} f_{z'}^2 \frac{1}{\pi(z')}^\delta \, dz'}{z^{2} + \frac{\beta_i^2}{\kappa^2}}
\]

\[= \frac{\frac{\kappa}{\beta_i} \int_0^z \left( \frac{z'}{\pi(z')} \right) - \frac{1}{\beta_i} e^{-\frac{z'}{2}} f_{z'}^2 \frac{1}{\pi(z')}^\delta \, dz'}{z^{2} + \frac{\beta_i^2}{\kappa^2}}.
\]

It is clear that the desired monotonicity is guaranteed by the estimation of \( h \): \( \beta_1 t \leq h(t) \leq \beta_2 t \). We now go back to (4.27). Because \( u \) is strictly increasing, we can denote by \( \psi^b \) its inverse function, which is strictly increasing from \([0, b]\) to \([0, 2]\) and satisfies boundary conditions of (4.27). Moreover, by implicit function theorem, it is straightforward to derive the relations \( (\psi^b)' = 1/u', (\psi^b)'' = -u''/(u')^3 \). Therefore (D.2) implies that \( \psi^b \) satisfies the equation of (4.27). Finally, the estimation of \( \psi^b \) is derived from (D.3) by the correspondence \( z \mapsto \psi^b(x), x \mapsto u(z) \).

\(\Box\)