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Abstract

Fluctuation theorem for quantum electron transport in mesoscopic circuits

by Gregory Bulnes Cuetara

In this thesis, we study the statistical properties of currents in mesoscopic systems. We use the formalism of counting statistics in order to characterize the substantial current fluctuations at this scale. The full counting statistics of the transport processes is obtained starting from a microscopic Hamiltonian describing the electron dynamics in the studied circuits and in the quantum regime. We consider two particular systems of capacitively coupled parallel transport channels. In the first system, each transport channel contains a single quantum dot in contact with two electron reservoirs. The second system we study is constituted of a double quantum dot coupled to two electrodes and probed by a quantum point contact detector sensitive to the electronic occupation of the double quantum dot via Coulomb interaction. In both systems, chemical potential differences, or thermodynamic forces, are applied to each transport channel that generate fluctuating stationary currents. The current statistics for these two models is obtained by using a master equation for the probability of occupation in the quantum dots and the number of electron transfers in the electrodes. We verify that the joined probability distribution of the currents in each channel satisfies a fluctuation theorem in the long-time limit, involving the thermodynamic forces of both channels. The issue of single-current fluctuation theorems for the marginal distribution of the currents in one of the two channels is also investigated. We show that in the limit of large current ratio between both channels, a single-current fluctuation theorem is satisfied individually for the slower circuit in agreement with experimental observations. This theorem involves an effective affinity which depends on the thermodynamic forces applied to both channels and the specific features of the system considered. A detailed study of the effective affinity is made for the two aforementioned systems. Besides, we introduce a criteria on the initial condition of the transport channels for the observation of a fluctuation theorem at any time. This criteria is also extended to the case of single-current fluctuation theorems. Finally, we perform the nonequilibrium thermodynamic analysis of the system composed of a double quantum dot probed by a quantum point contact in the presence of temperature and chemical potential differences between the electrodes. A thermal machine is studied and shown to reach highest efficiencies at maximum power by fine tuning the double quantum dot spectrum.
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Chapter 1

Introduction

1.1 Motivations

Most recent advances in the field of nanotechnology enable us to engineer functional devices down to the molecular scale. In the same way as the first thermal machines motivated fundamental developments in classical thermodynamics, these new devices open new insights and constitute at present day a challenge for researchers working on the extension of thermodynamics to small systems.

Lying between the nanoscale and the macroscopic world, the so-called mesoscopic devices are of particular interest. Indeed, these systems exhibit intermediate properties due to the presence of strong fluctuations while still involving a large number of constituents such as molecules or atoms, thus presenting a worthy challenge for statistical mechanics theory. On top of that, the critical size of these systems together with low temperatures often imposed on them lead to non trivial behavior due to quantum effects [1, 2]. A typical example is given by semiconductor nanostructures [3] which can be structured to contain a thin layer of mobile electrons subjected to virtually arbitrary potential energy landscapes. The study of their quantum transport properties reveals new physical behavior such as Coulomb blockade [4] or quantized conductance [5, 6].

Along the same line, quantum dot circuits have recently attracted a lot of interest, for both experimentalists and theoreticians. Indeed, due to quantum confinement along the three dimensions, semiconducting quantum dots exhibit highly tunable and sharp discrete spectra [7] with properties fairly similar to those of atoms and molecules, which is the reason they are sometimes referred to as artificial atoms.

Since their discovery in 1980 by Russian physicist Alexey I. Ekimov [8], researchers have suggested a variety of applications in photovoltaic, light emitting and photodetector devices or even as quantum bits for quantum computing [9].
Most remarkably, these mesoscopic circuits have recently been used as charge counting devices \cite{10–19} in order to measure current fluctuations down to the order of the aA (10^{-18}A). By performing the counting statistics of electron transfers through mesoscopic devices, these experiments give us access to the fluctuations of the current around its mean, challenging most recent results of nonequilibrium statistical physics as we will here discuss.

1.2 Historical developments

The production of work by heating is still at present one of the primary sources of energy through the use of thermal machines. This concept dates back to 1690 and the works of French physicist and mathematician Denis Papin, who used the vacuum created by heating a piston to lift a weight \cite{20, 21}. Starting form these ideas, steam engines were developed, first by Thomas Newcomer and Thomas Savery and later by James Watt.

These technical developments attracted the interest of physicists such as Sadi Carnot, whose aim at improving the efficiency of such machines led to a definition of useful work and the introduction of its famous Carnot cycle of maximal efficiency, thereby seeding the premises of modern thermodynamics \cite{22}. However, it is James Joule in 1843, who made the connection between heat and work as forms of energy transfer \cite{23}, ultimately leading to the principle of energy conservation by Hermann von Helmholtz, a principle known today as the first law of thermodynamics.

This insight eventually led William Thomson (Lord Kelvin) in 1848 to rewrite Carnot’s principle as

\[
\sum_{i=1}^{n} \frac{Q_i}{T_i} \leq 0 \quad (1.1)
\]

for a thermal engine connected to \(n\) reservoirs at temperature \(T_i\) and delivering an amount of heat \(Q_i\) to the engine \cite{24}. However, it was finally left to German physicist Rudolf Clausius in 1865, to introduce the entropy state function \(S\) \cite{25} satisfying the second law of thermodynamics

\[
\frac{dQ}{T} \leq dS, \quad (1.2)
\]

with equality holding only in the limit of a reversible step, i.e. for an infinitesimal transition between two thermodynamic equilibrium states. These advances laid down the core elements for the subsequent developments of today modern thermodynamics, with leading contributions by physicists such as Willard Gibbs, James Clerk Maxwell or Max Planck to mention just a few.

Though the idea that heat could be related to a form of motion was raised by Francis Bacon as early as 1620 in his Noven Organum, it is not until the middle of the nineteenth
century that this was formalized by physicists such as Rudolf Clausius, James Clerk Maxwell, Willard Gibbs and, maybe most notably, Ludwig Boltzmann. It is the Austrian physicist Ludwig Boltzmann who laid down the cornerstone of statistical mechanics setting up the bridge between the microscopic world and the thermodynamic description, through his entropy formula

\[ S = k_B \ln W \]  

linking the entropy thermodynamic function \( S \) of a given macrostate to the number \( W \) of its corresponding microstates in terms of the constant bearing his name \( k_B = 1.3806488 \times 10^{-23} \text{ m}^2 \cdot \text{kg} \cdot \text{s}^{-2} \cdot \text{K}^{-1} \).

These theoretical advances, together with the observation by Robert Brown in 1827 of the random movements of pollen grains through water [26], motivated the investigation of fluctuations at the microscopic scales. Thereafter, Albert Einstein showed in 1905 an early form of the fluctuation-dissipation theorem linking the linear response of the Brownian particle to an external force, to the size of its position fluctuations at thermodynamic equilibrium [27]. Along the same line, Johnson and Nyquist derived in 1928 a similar relation between the resistance of a circuit and its thermal current fluctuations at equilibrium [28]. These works would later be systematized by Ryoji Kubo starting from a Hamiltonian description of the microscopic dynamics, ultimately leading to the fluctuation-dissipation theorem [29–31]. This latter was first obtained by Callen and Welton in 1951, relating the energy dissipated in a system due to the action of an external force, to its equilibrium fluctuations.

Subsequently, generalization of these results beyond linear response would follow [32–35], culminating in the derivation of the celebrated fluctuation theorems constraining the microscopic fluctuations of physical quantities for systems arbitrarily far from equilibrium. The first versions of these fluctuation theorems dealt with the entropy or irreversible work fluctuations in closed systems described by thermostatted equations of motion [36, 37] or in stochastic systems [38–45]. Similar fluctuation relations have been obtained for the irreversible work in driven isolated Hamiltonian systems [46, 47]. In particular, Gavin E. Crooks derived in 1999 [40] a fluctuation relation, today known as the Crooks fluctuation theorem, for the work probability distributions \( p(W) \) and \( \tilde{p}(W) \) during a time-dependent driving process and the reversed process

\[ p(W) = \tilde{p}(-W) e^{\beta(W - \Delta F)}, \]  

where \( \Delta F \) is the free energy difference of the initial and final equilibrium states with inverse temperature given by \( \beta \). These work fluctuation theorems generalize the well-known Jarzynski equality [48–50] which is obtained by averaging both sides of Eq. (1.4) leading to

\[ \langle e^{-\beta W} \rangle = e^{-\beta \Delta F}. \]
Remarkably enough, the work fluctuation theorems relying on the hypothesis of microscopic time reversibility of the underlying Hamiltonian dynamics also imply inequality

$$\langle W \rangle \geq \Delta F,$$  

which is nothing but a form of the second law of thermodynamics [25] laying at the heart of the irreversibility observed at the macroscale.

Regarding experimental investigations, both work and heat fluctuations have been measured in order to validate some of the fluctuation theorems described above in the classical regime [51–54]. Moreover, the results of the fluctuation theorems have been magnificently used to obtain equilibrium thermodynamic parameters, such as free energy differences, from measurements taken arbitrarily far from equilibrium [55, 56]. On the other hand, experimental investigation of the fluctuation theorems in the quantum regime is an active field of research [57]. An experimental setup of uttermost importance consists of open quantum systems exchanging energy or matter with reservoirs [15, 18, 19]. As mentioned earlier, it is nowadays possible to resolve experimentally the fluctuations in small mesoscale devices at the single electron level [13, 15–19]. These experimental possibilities and the need to describe non-equilibrium fluctuations in these systems have motivated the rapid developments of these issues in the field of electron counting statistics [58–71]. Most notably, these works led to the Levitov-Lesovik formula [58, 59, 72–74] for the cumulant generating function of the number of charges transferred between two electrodes

$$G(i\lambda) = \int \frac{d\omega}{2\pi} \ln \left\{ 1 + \gamma(\omega) \left( f_L(\omega)(1 - f_R(\omega))(e^{i\lambda} - 1) + (1 - f_L(\omega))f_R(\omega)(e^{-i\lambda} - 1) \right) \right\}$$

in terms of the Fermi-Dirac distribution $f_i(\omega)$ in the electrode $i = L$ or $R$ and the transmission coefficient $\gamma(\omega)$ of the channel.

In analogy with the work fluctuation relations, constraints on the probability distribution of the currents of heat and matter through open quantum systems have also been derived [75, 76]. The most general form of this fluctuation theorem [77] can be written in terms of the probability distribution of the energy and matter fluctuations as

$$p(\Delta E_i, \Delta N_i) = p(-\Delta E_i, -\Delta N_i) e^{\sum_{i=1}^{n} \beta_i (\Delta E_{i'} - \mu_i \Delta N_{i'})},$$

where $\Delta E_i$ and $\Delta N_i$ are respectively the energy and matter changes in the $i$th reservoir with inverse temperature $\beta_i$ and chemical potential $\mu_i$, connected to the open quantum system.\footnote{The thermodynamic forces applied to the system do not appear explicitly in relation 1.8. However, a fluctuation theorem can be be established from (1.8) in the long-time limit which depends explicitly}
order to distinguish them from the work fluctuation theorems mentioned above. Remarkable relations can be derived for the non-linear transport coefficients by using these relations [71, 77, 78], thus generalizing and synthesizing previous work. The theoretical investigation and experimental validation of the quantum version of the exchange fluctuation relation is a subject at the forefront of current research in the field of non-equilibrium statistical physics.

1.3 Single-electron counting

Modern technology enables the real-time detection of electrons tunneling in quantum dot circuits [10–19], allowing the measurement of currents down to the order of the aA as well as their fluctuations. In these experiments, the real-time detection of the charge on the quantum dots of the monitored circuit is performed by tracking the time resolved current in a secondary circuit whose macroscopic current of the order of the nA can be measured with conventional ampere meters. Indeed, the electrical charge on the quantum dots is strongly correlated to the current in the detector due to Coulomb interaction, leading to experimentally accessible discrete current jumps in the detector as discrete charges leave or enter the quantum dots.

Fujisawa et al. recently used this method to perform the bidirectional counting of electrons across a double quantum dot circuit [15]. Experimental results were then used by Utsumi et al. to investigate the validity of particle exchange fluctuation relations in on the thermodynamic affinities. This point will be discussed in further detail in Chapters 2 and 4 of this thesis.
the double quantum dot circuit \cite{18}. The experimental setup used consists of a double quantum dot connected to two electrodes submitted to an electric bias $\Delta V = e(\mu_1 - \mu_2)$ where $e$ is the electron charge while $\mu_1$ and $\mu_2$ denote the chemical potentials of electrons in the electrodes 1 and 2 respectively. The electronic occupation in the double quantum dot is monitored by use of a quantum point contact circuit whose current fluctuations are used to track the electrons tunneling in the double quantum dot and its electrodes. An atomic-force micrograph of one of the circuits used in Ref. \cite{19} is shown in Figure 1.1 a).

During the counting experiment, the double quantum dot may occupy three of the four possible charge states, namely $|00\rangle$, $|10\rangle$, $|01\rangle$ and $|11\rangle$, depending on the adjustment of experimental parameters. As a consequence, the current in the quantum point contact can take three different values depending on the double quantum dot state. The current in the detector is then recorded along several trajectories during a given time interval $\tau$ while the monitored double quantum dot is subject to the electric bias $\Delta V$.

As can be seen in Figure 1.1 b), the recorded current trajectories exhibit sudden jumps corresponding to tunneling events in the double quantum dot channel which are in one-to-one correspondence with the real-time state of the double quantum dot. The number of electrons exchanged between the reservoirs and the double quantum dot is inferred from these trajectories. As an example, let us consider a recorded trajectory where the three allowed states for the double quantum dot are given by $|00\rangle$, $|10\rangle$ and $|01\rangle$. A sequence of the form

\begin{equation}
|00\rangle \rightarrow |10\rangle \rightarrow |01\rangle \rightarrow |00\rangle
\end{equation}

along the trajectory is interpreted as a net transfer of one electron from the electrode 1 to the electrode 2 and contributes to the number $n_{12}^e$. Conversely, a sequence of the form

\begin{equation}
|00\rangle \rightarrow |01\rangle \rightarrow |10\rangle \rightarrow |00\rangle
\end{equation}

is interpreted as a net transfer of one electron from the electrode 2 to the electrode 1 which contributes to the number $n_{21}^e$. Finally, the net transfer of electrons $n_e$ transferred from the electrode 1 to the electrode 2 during time $\tau$ is given by the difference

\begin{equation}
n_e = n_{12}^e - n_{21}^e.
\end{equation}

By performing this procedure over several trajectories, the statistics of net electron transfers through the double quantum dot channel is obtained.

By using experimental results, Utsumi \textit{et al.} showed that the resulting probability distribution $p(n_e)$ for the number of electrons $n_e$ transferred across the double quantum dot channel obeys the exchange fluctuation relation

\begin{equation}
p(n_e) = p(-n_e)e^{\tilde{A}n_e}
\end{equation}
with an effective affinity $\tilde{A}$ that proved to be one order of magnitude lower than to the expected theoretical affinity of the isolated double quantum dot channel $A_{DQD} = \beta \frac{\Delta V}{e}$ within experimental precision [18]. This result is interpreted as the back-action of the quantum point contact detector on the monitored circuit [18, 79, 80]. One of the main results of this thesis is the theoretical investigation of effective fluctuation theorems of the form (1.12) on the basis of the microscopic Hamiltonian dynamics of the whole setup, including the detection circuit.

1.4 Goal of the thesis

Our aim in this thesis is to give a theoretical study of the statistical properties of currents in mesoscopic circuits. The importance of current fluctuations at this scale requires a full characterization of their statistics in order to apprehend the transport processes in these systems. Moreover, due to the small size together with the low temperature typically imposed on these systems, a careful treatment of quantum effects is mandatory. One of the key issues regarding the counting experiments described in the previous Section is the characterization of the back-action of the detection setup and its consequences on the exchange fluctuation relations in the measured circuit.

In this thesis, we develop the theory of counting statistics starting from a microscopic Hamiltonian description of the circuits in the quantum regime. Calculations are made within the density matrix formalism which has already been successfully applied to the problem of electron counting statistics [45, 68, 69, 71, 81–94]. We show that the total system composed of the detector coupled to the measured circuits obeys a bivariate fluctuation theorem in consistency with Eq. (1.8). Though single channel exchange fluctuation relations of the form (1.12) for the sole detected circuit do not hold in general, we show that such relations are recovered with respect to a model-dependent modified affinity $\tilde{A}$ in the limit of a large current ratio between the detector and the probed circuit in consistency with the experimental observations, which constitutes the main result of the thesis.

This thesis is organized as follows. In Chapter 2, we apply the results of Ref. [77] to a double channel circuit and show the existence of a bivariate fluctuation theorem for the energy and particle currents in the long-time limit. The derivation is established on the basis of microreversibility for the underlying dynamics as well as on the assumption of initial and final equilibrium states in the reservoirs. We end this chapter by introducing the cumulant generating function and making the connection to the large deviation function characterizing the current fluctuations in the long time limit.
Chapter 3 is devoted to the introduction of the density matrix formalism as applied to the counting statistics of a given physical observable in an open quantum system connected to macroscopic reservoirs [64, 71, 88]. This is done through the introduction of a modified density matrix, which depends on a counting parameter keeping track of the fluctuations of the corresponding observable. The macroscopic character of the circuit electrodes together with their weak coupling to the quantum dots enable us to perform the Born and Markov approximations [95–101] as discussed in section 3.2.1. Furthermore, the fast oscillations due to the large Bohr frequencies in the quantum dots as compared to the relaxation rate induced by the electrodes enable us to perform the rotating wave approximation [102–105] and get a Lindblad master equation [106, 107] for the modified reduced density matrix of the open quantum system. As a consequence, the counting statistics is fully accounted for by the evolution of the diagonal elements of the modified density matrix. A general and formal solution of the modified master equation is then written down and used to show that the cumulant generating function is given by the leading eigenvalue of the modified rate matrix depending on the counting parameter [71].

We apply these results to a specific model composed of two capacitively coupled parallel channels in Chapter 4 [79]. Thanks to the results of Chapter 3, we perform the full counting statistics in both channels starting from a Hamiltonian quantum description and we establish the bivariate fluctuation theorem introduced in Chapter 2. Furthermore, we study the finite-time effects and discuss the existence of exchange fluctuation relations for any measurement times. More specifically, we show that a finite-time fluctuation theorem holds provided the system is prepared in a stationary state with the electrodes over which we perform the counting disconnected from the circuit prior to the counting experiment. Besides, we study the emergence of a single-current fluctuation theorem of the form (1.12) in the large current ratio limit between the two channels, i.e. in the experimental detection regime [15, 19]. Under this condition, we study the properties of the corresponding affinity which is shown to be strongly dependent on the parameters of the model and may significantly differ from the affinity of an isolated circuit as experimentally observed [18].

In Chapter 5, we perform a similar study [80] on a model composed of a double quantum dot channel probed by a quantum point contact as in experiments [15, 19]. The counting statistics of the double quantum dot channel is obtained by using the modified master equation approach introduced in Chapter 3 while the coherent transport of electrons in the quantum point contact at non-equilibrium steady state is treated non perturbatively by use of scattering matrix theory, as required by the high transparency of the quantum point contact used in counting statistics experiments. We investigate the emergence of single-current fluctuation theorems in the limit of weak tunneling within the double
quantum dot as well as in the limit of strong asymmetrical coupling to the quantum point contact detector.

We next study thermoelectric effects in the model first presented in Chapter 5. However, contrary to Chapter 5, the two electrodes of the quantum point contact are each assumed to be individually at equilibrium, which is only valid for a low transparency quantum point contact. In this regime we show that the transition rates obey a local detail balance or Kubo-Martin-Schwinger (KMS) condition [71, 108] involving the irreversible entropy production in the double quantum dot due to electron tunneling events in the quantum point contact, which constitutes the main result of Chapter 6. Next, we consider the case of a heat engine and investigate the efficiency of our setup at maximum power. We show that highest efficiencies at maximum power close to the Curzon-Ahlborn efficiency [83, 109–113] are attained by fine tuning the spectrum of the double quantum dot.

We end up with the concluding Chapter 7, where we summarize the main results of the thesis and give some perspectives for future research.
Chapter 2

Fluctuation relations for currents in quantum systems

2.1 Microreversibility of quantum systems

We recall the basic elements of quantum mechanics needed to understand the physics considered in this work. We begin with the time evolution of quantum state vectors through the Schrödinger equation and briefly recall the concept of statistical ensemble description by introducing the density matrix operator. After presenting the time-reversed dynamics, we construct the time reversed trajectories whose link with the original trajectories is used to show the microreversibility of quantum dynamics. This central result is one of the basic elements used to prove the so-called fluctuation theorems.

2.1.1 Forward evolution

In quantum mechanics, the state of a physical system at time \( t \) is characterized by a state vector \( |\Psi(t)\rangle \) of the Hilbert space \( \mathcal{H} \) and which evolves according to the Schrödinger equation

\[
i\hbar \frac{d}{dt} |\Psi(t)\rangle = H(t)|\Psi(t)\rangle,
\]

where \( H(t) \) is the Hamiltonian operator of the quantum system.

A formal solution of the Schrödinger equation with initial condition \( |\Psi(t_0)\rangle \) at time \( t_0 \) is given by

\[
|\Psi(t)\rangle = U(t,t_0)|\Psi(t_0)\rangle
\]

in terms of the unitary time-evolution operator \( U(t,t_0) \). The unitarity of \( U(t,t_0) \) is ensured by the Hermiticity of the Hamiltonian \( H(t) \), so that normalization of state
vectors is preserved through quantum evolution. By using equation (2.1), the time-evolution operator is shown to be a solution of the equation of motion

\[ i\hbar \frac{d}{dt} U(t, t_0) = H(t)U(t, t_0), \]  

with the initial condition

\[ U(t_0, t_0) = I. \]

This equation can be alternatively written in integral form as

\[ U(t, t_0) = I + \sum_{n=1}^{\infty} \left( -\frac{i}{\hbar} \right)^n \times \int_{t_0}^{t} dt_1 \int_{t_0}^{t_1} dt_2 \ldots \int_{t_0}^{t_n-1} dt_n H(t_1)H(t_2)\ldots H(t_n) \equiv T_+ \exp \left[ -\frac{i}{\hbar} \int_{t_0}^{t} d\tau H(\tau) \right], \]

where we introduced the time ordering operator \( T_+ \) which orders time-dependent operators on its right in such a way that they appear with increasing time arguments from right to left.\(^1\)

In a wide range of physical applications, it is often the case that we are not able to control precisely enough the initial condition of the quantum system under study as to uniquely determine its initial state vector. As a consequence, the initial condition can at most be assumed to be picked up from a statistical distribution over a set of quantum states \( \{ |\psi_\alpha\rangle \} \). The system is thus said to be in a statistical mixture and is conveniently described by a density matrix operator \( \rho_0 [101] \). This operator is positive definite and normalized according to \( \text{Tr} \{ \rho_0 \} = 1 \). The density matrix operator can be expanded on the set of quantum states \( \{ |\psi_\alpha\rangle \} \) as

\[ \rho_0 = \sum_\alpha P_\alpha |\psi_\alpha\rangle \langle \psi_\alpha| \]

with the eigenvalues \( P_\alpha \) satisfying \( 0 \leq P_\alpha \leq 1 \) and normalized according to

\[ \sum_\alpha P_\alpha = 1. \]

The quantity \( P_\alpha \) is thus interpreted as the probability weight given to the state vector \( |\psi_\alpha\rangle \) in the initial statistical ensemble.

\(^1\)One should remember that the action of the time ordering operator on a product of fermionic operators is given by the ordered sequence multiplied by the parity of the permutation needed to bring them in the ordered form. This is not, however, the case for a sequence of Hamiltonians which are bosonic operators.
By using equation (2.2), we can express the density matrix operator at time $t$ in terms of its initial value $\rho_0$ at time $t_0$ and the time-evolution operator as

$$\rho(t) = U(t,t_0) \rho_0 U(t,t_0)\dagger,$$

which as unit normalization $\text{Tr}\{\rho(t)\} = 1$ by virtue of the unitarity of the evolution operator and the normalization of the initial density matrix.

The density matrix operator is well suited to calculate the mean value of an operator $A$ at time $t$ as

$$\langle A \rangle_t = \text{Tr}\{\rho(t)A\},$$

which is interpreted as the average over an infinite number of measurement results of the operator $A$ at time $t$, starting with initial conditions drawn from the statistical ensemble $\rho_0$, i.e. state vectors picked up in the ensemble $\{|\psi_\alpha\rangle\}$ according to the probability distribution $P_\alpha$. Similarly, the probability $p_\psi(t)$ to observe the system in the state $|\psi\rangle$ at time $t$ is given by

$$p_\psi(t) = \langle \psi | \rho(t) | \psi \rangle = \text{Tr}\{P_\psi \rho(t)\},$$

in terms of the projector onto state $|\psi\rangle$ defined by $P_\psi = |\psi\rangle\langle \psi |$.

We obtain an equation of motion for the density matrix operator by differentiating equation (2.8) with respect to time $t$, which yields the Landau-von Neumann equation

$$\dot{\rho}(t) = -\frac{i}{\hbar} [H(t), \rho(t)],$$

ruling the time evolution of the density matrix operator, together with the initial condition $\rho(t_0) = \rho_0$.

### 2.1.2 Time-reversed evolution

Given a quantum trajectory in Hilbert space $\mathcal{H}$ between initial and final conditions $|\Psi(T_0)\rangle$ and $|\Psi(T)\rangle$ such that

$$|\Psi(T)\rangle = U(T,T_0)|\Psi(T_0)\rangle,$$

we can construct a time-reversed trajectory with initial and final conditions chosen as the time reversed state vectors of, respectively, $|\Psi(T)\rangle$ and $|\Psi(T_0)\rangle$. 
Such time-reversed states are obtained in quantum mechanics by the application of the time reversal operator $\Theta$ \cite{114} on state vectors
\begin{align}
|\tilde{\Psi}(T)\rangle &= \Theta |\Psi(T)\rangle, \quad (2.14) \\
|\tilde{\Psi}(T_0)\rangle &= \Theta |\Psi(T_0)\rangle. \quad (2.15)
\end{align}

The time reversal operator is anti linear\textsuperscript{2} and changes the sign of all odd parameters such as, for example, the momentum and angular momentum quantum numbers, or an eventual external magnetic field.

In the following, we assume the Hamiltonian operator to be invariant under the time reversal transformation\textsuperscript{3} which thus obeys the symmetry relation
\[ \Theta H(t) \Theta^{-1} = H(t). \quad (2.16) \]

In order to fully characterize the time-reversed trajectories, we must correctly define the time-reversed dynamics connecting our initial and final conditions $|\tilde{\Psi}(T)\rangle$ and $|\tilde{\Psi}(T_0)\rangle$.

\textsuperscript{2}This property can be deduced by assuming the existence of a finite minimal energy eigenstate in physical systems \cite{114}.

\textsuperscript{3}We will not consider the case of systems embedded in an external magnetic field in this thesis. However, generalization is straightforward and considered for example in Ref. \cite{77}.
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to the Hamiltonian $H(T - t)$ and satisfying the differential equation

$$i\hbar \frac{d}{dt} \tilde{U}(t, t_0) = H(T - (t - T_0))\tilde{U}(t, t_0),$$

(2.17)

with initial condition $\tilde{U}(t_0, t_0) = I$.

With these definitions, it is easy to show that the initial condition $|\Psi(T_0)\rangle$ is unaffected by the successive application of

$$\Theta^{-1}\tilde{U}(T, T_0)\Theta U(T, T_0) = I,$$

(2.18)

which performs the travel along the considered quantum trajectory followed by its time-reversed, effectively resulting in an identity operation. This is illustrated in Figure 2.1 by following the closed path starting and ending on the same state vector $|\psi(T_0)\rangle$.

This being true for any initial and final states $|\Psi(T)\rangle$ and $|\Psi(T_0)\rangle$ and making use of the unitary property of the evolution operator, we deduce the fundamental result [71, 77]

$$\tilde{U}(T, t_0) = \Theta U^\dagger(T, t_0) \Theta^{-1},$$

(2.19)

which is usually referred to as the property of microreversibility of quantum dynamics. A formal derivation of this result is given in Appendix A.

2.2 Consequences of microreversibility on current fluctuations

The microreversibility relation (2.19) is the basic ingredient together with the assumption of equilibrium initial and final states in order to show the fluctuation theorems [57, 115–121]. The work done in this thesis focuses on the current fluctuation theorems relating the probabilities of opposite random values for the currents of energy and matter to the thermodynamic affinities driving their mean values [71, 76, 77, 93, 122–124].

In this Section, we illustrate these known results on a generic four-terminal circuit composed of several reservoirs and finite quantum subsystems. This constitutes the prime example of the models studied in this thesis. The circuit is connected through an interaction Hamiltonian for a fixed amount of time enabling energy and matter exchanges. We make use of the microreversibility of quantum dynamics to establish a fluctuation theorem for the energy and matter exchanges between the reservoirs. This relation is expressed in terms of the probability distribution of energy and particle changes in the reservoirs during the interaction time and the thermodynamic affinities driving the
fluctuations. We finally introduce the generating function of the energy and particle fluctuations and express the fluctuation theorem as a symmetry relation for this generating function in terms of the thermodynamic affinities.

2.2.1 Hamiltonian

We consider a system composed of two interacting parallel transport channels. Each transport channel is made of two reservoirs of energy and particles and an intermediate quantum subsystem, which we assume to be small in the sense that it contains a finite amount of energy and matter contrary to the reservoirs.

These elements are initially decoupled from each other and set in contact between times $t = 0$ and $t = T$ through a time-dependent interaction $V(t)$, before being decoupled again. The total Hamiltonian of our system is given by

$$ H(t) = \sum_{\alpha=1,2} \sum_{i=L,C,R} H_{\alpha i} + V(t), \quad (2.20) $$

where $H_{\alpha i}$ is the Hamiltonian of the left- and right-hand reservoirs for, respectively, $i = L$ and $R$ in channel $\alpha = 1$ or 2, and $H_{\alpha C}$ is the Hamiltonian of the intermediate quantum system between the reservoirs $L$ and $R$ in channel $\alpha$. The interaction Hamiltonian $V(t)$ is non zero during $0 < t < T$ and describes the energy and particle exchanges between the parts of the system$^4$.

The particle number in each reservoir and intermediate system is assumed to be conserved within each part of the system and in the absence of interaction so that

$$ [N_{\alpha i}, H_{\alpha i}] = 0, \quad (2.21) $$

where $N_{\alpha i}$ is the particle number operator of the corresponding element in channel $\alpha$.

2.2.2 Initial and final conditions

Our aim lies in describing the nonequilibrium transport properties of these two channels in the long-time limit. These will depend on the thermodynamic affinities given by the temperature and chemical potential differences between the macroscopic reservoirs. In this sense, the initial statistical properties of the small intermediate quantum systems should be irrelevant when considering the current fluctuations in the long-time limit as

$^4$The more general situation of different initial and final Hamiltonians before and after the interaction has taken place can also be handled but is not considered in the present discussion.
we will do in the section 2.3. Taking this point into account, we will consider the intermediate quantum systems as part of the left-hand reservoir of their respective channel [77], which justifies the redefinition
\[ H_{\alpha L} + H_{\alpha C} \rightarrow H_{\alpha L}. \] (2.22)

We are thus left with four macroscopic reservoirs, and will consider grand-canonical initial and final states in each of these reservoirs. The initial and final density matrix of the system are thus chosen as
\[ \rho(0) = \rho(T) = \prod_{\alpha,i} \exp\left[ -\beta_{\alpha i} (H_{\alpha i} - \mu_{\alpha i} N_{\alpha i} - \phi_{\alpha i}) \right], \] (2.23)
where we introduced the inverse temperature \( \beta_{\alpha i} = \left( k_B T_{\alpha i} \right)^{-1} \) and chemical potential \( \mu_{\alpha i} \) of the reservoir \( i \) in channel \( \alpha \), as well as its thermodynamic grand-potential
\[ \phi_{\alpha i} = -\beta_{\alpha i}^{-1} \ln \left[ \text{Tr} \left\{ e^{-\beta_{\alpha i} (H_{\alpha i} - \mu_{\alpha i} N_{\alpha i})} \right\} \right], \] (2.24)
the trace being taken over the whole Hilbert space of the corresponding reservoir.

### 2.2.3 Two-time quantum measurements

In order to characterize the fluxes of energy and particles between the reservoirs during the time of interaction \( T \), we perform simultaneous quantum measurements of the energy and particle number in each reservoir at the initial and final times chosen as \( t = 0 \) and \( t = T \). The possibility of such simultaneous measurements of energy and particle number is ensured by the commutation relations (2.21).

We denote by \( |\Psi_k\rangle \) the eigenstates of the energy and particle number operators of each reservoir
\[ H_{\alpha i} |\Psi_k\rangle = \epsilon_{\alpha i}^k |\Psi_k\rangle, \] (2.25)
\[ N_{\alpha i} |\Psi_k\rangle = n_{\alpha i}^k |\Psi_k\rangle. \] (2.26)

According to the laws of quantum mechanics, the probability \( p_{kk'} \) to observe the state \( |\Psi_k\rangle \) at time \( t = 0 \), followed by the observation of the state \( |\Psi_{k'}\rangle \) at time \( t = T \) is given by\(^5\)
\[ p_{kk'} = |\langle \Psi_{k'} | U(T, 0) | \Psi_k \rangle|^2 |\langle \Psi_k | \rho(0) | \Psi_k \rangle| \] (2.27)
\(^5\)Note that we do not explicitly write the time dependence of the probability \( p_{kk'} \) in order to lighten the notations. This convention will be used in the remaining of this Chapter for the probability distributions and the generating function defined below. The dependence on time should however be clear from the context.
in terms of the evolution operator \( U(T,0) \) from time \( t = 0 \) to time \( t = T \) and the initial density matrix introduced in (2.23).

The probability \( p(\Delta \epsilon_{ai}, \Delta n_{ai}) \) to observe the changes \( \Delta \epsilon_{ai} \) and \( \Delta n_{ai} \) of energy and particle number in each reservoir is thus given by

\[
p(\Delta \epsilon_{ai}, \Delta n_{ai}) = \sum_{kk'} \prod_{\alpha,i} \delta[\Delta \epsilon_{ai} - (\epsilon_{ai}' - \epsilon_{ai})] \delta[\Delta n_{ai} - (n_{ai}' - n_{ai})] \ p_{kk'}, \tag{2.28}
\]

where \( \delta(\cdot) \) denotes the Dirac delta distribution or the Kronecker delta symbol \( \delta,0 \) whether its argument is a continuous or discrete number.

Similarly, we can perform this two-time quantum measurement procedure on time-reversed trajectories, and get the time-reversed probabilities of energy and matter transfers. We thus write the probability \( \tilde{p}(\Delta \epsilon_{ai}, -\Delta n_{ai}) \) to observe the changes \( -\Delta \epsilon_{ai} \) and \( -\Delta n_{ai} \) during the time-reversed evolution as

\[
\tilde{p}(\Delta \epsilon_{ai}, -\Delta n_{ai}) = \sum_{kk'} \prod_{\alpha,i} \delta[-\Delta \epsilon_{ai} - (\epsilon_{ai}' - \epsilon_{ai})] \delta[-\Delta n_{ai} - (n_{ai}' - n_{ai})] \ \tilde{p}_{kk'},
\tag{2.29}
\]

in terms of the time reversed probability

\[
\tilde{p}_{kk'} = |\langle \tilde{\Psi}_{k'} | \Theta U^\dagger(T,0) \Theta^{-1} | \tilde{\Psi}_k \rangle|^2 |\langle \tilde{\Psi}_k | \rho(0) | \tilde{\Psi}_k \rangle| \tag{2.30}
\]

to observe initially the time-reversed state \( |\tilde{\Psi}_k \rangle = \Theta |\Psi_k \rangle \) and finally the time-reversed state \( |\tilde{\Psi}_{k'} \rangle = \Theta |\Psi_{k'} \rangle \) after having let the system evolve with the time-reversed evolution operator \( \tilde{U}(T,0) \) during the time interval \( T \).

### 2.2.4 Fluctuation relations for the currents

By making use of microreversibility relation (2.19) and the anti-linearity of the time reversal operator \( \Theta \), we show that

\[
p_{kk'} = |\langle \tilde{\Psi}_{k'} | \Theta U^\dagger(T,0) \Theta^{-1} | \tilde{\Psi}_k \rangle|^2 |\langle \tilde{\Psi}_k | \rho(0) | \tilde{\Psi}_k \rangle| = |\langle \Psi_k | \tilde{U}(T,0) | \tilde{\Psi}_k \rangle|^2 |\langle \tilde{\Psi}_k | \rho(0) | \tilde{\Psi}_k \rangle| \tag{2.31}
\]

\[
= \tilde{p}_{kk'} e^{\sum_{\alpha,i} \beta_{\alpha i} \left[ (\epsilon_{ai}' - \epsilon_{ai}) - (n_{ai}' - n_{ai}) \right]}, \tag{2.33}
\]

where the choice (2.23) for the initial and final density matrices has been used in order to obtain the last equality. This relation emphasizes the fact that the difference in probability to observe a trajectory and its time reversal is inherent to the different occurrence statistics of the initial and final conditions and not to the dynamics of the quantum system if the latter ones are microreversible.
By using this last result, we write down a symmetry relation for the probability distribution of the energy and matter fluctuations

\[
p(\Delta \epsilon_{\alpha i}, \Delta n_{\alpha i}) = \tilde{p}(-\Delta \epsilon_{\alpha i}, -\Delta n_{\alpha i}) e^{\sum_{\alpha, i} \beta_{\alpha i}[\Delta \epsilon_{\alpha i} - \mu_{\alpha i} \Delta n_{\alpha i}]}
\]

(2.34)
in terms of the temperatures and chemical potentials of the reservoirs. By considering a symmetric interaction under time reversal, \(V(t) = V(T - t)\), the forward and reversed evolution operators between times \(t = 0\) and \(t = T\) are identical

\[
U(T, 0) = \tilde{U}(T, 0)
\]

(2.35)
so that the probability densities of the energy and matter fluctuations along forward and reversed trajectories become equal

\[
p(\Delta \epsilon_{\alpha i}, \Delta n_{\alpha i}) = \tilde{p}(\Delta \epsilon_{\alpha i}, \Delta n_{\alpha i}).
\]

(2.36)

From now on, we assume that the protocol does not perform work on our closed quantum system so that we can use energy conservation\(^6\) together with particle number conservation between the two quantum measurements

\[
\sum_{\alpha, i} \Delta \epsilon_{\alpha i} = 0,
\]

(2.37)
\[
\sum_{\alpha, i} \Delta n_{\alpha i} = 0.
\]

(2.38)

These constraints allow us to eliminate the functional dependence on the fluctuations of one of the reservoirs in Eqs. (2.28) and (2.29). We thus introduce the index \(j \in \{1L, 1R, 2L\}\), and define the distribution

\[
p(\Delta \epsilon_j, \Delta n_j) \equiv p(\Delta \epsilon_{\alpha i}, \Delta n_{\alpha i})|_{\Delta x_{2R} = -\Delta x_{1L} - \Delta x_{1R} - \Delta x_{2L}}
\]

(2.39)
for the probability of energy and charge fluctuations in reservoirs \(j\) and where the notation \(\Delta x_j\) is used to denote both \(\Delta \epsilon_j\) and \(\Delta n_j\).

Using these relations and definitions, we write down the **quantum exchange fluctuation theorem** in the circuit

\[
\frac{p(\Delta \epsilon_j, \Delta n_j)}{p(-\Delta \epsilon_j, -\Delta n_j)} = e^{\sum_{j'} \left[A_{j'} \Delta \epsilon_j + A_{j'} \Delta n_j\right]}
\]

(2.40)

\(^6\)Avoiding this assumption and the time reversal invariance of the Hamiltonian together with the assumption of homogeneous temperature, \(\beta_i = \beta \forall i\), would lead to the work fluctuation theorems. In this case, energy conservation leads to \(\sum_{\alpha, i} \Delta \epsilon_{\alpha i} = W\), where \(W\) denotes the work performed on the quantum system.
in terms of the macroscopic thermodynamic affinities driving the nonequilibrium fluxes defined as

\[ A^f_j \equiv \beta_j - \beta_{2R}, \]

\[ A^n_j \equiv -\beta_j \mu_j + \beta_{2R} \mu_{2R}. \]

In the case of homogeneous initial and final conditions, i.e. \( \beta_j = \beta \) and \( \mu_j = \mu \), \( \forall j \), all the thermodynamic affinities are zero

\[ A^f_j = A^n_j = 0 \quad \forall j. \]

In this case, the probabilities of observing energy and matter fluctuations in the reservoirs are even

\[ p(\Delta \epsilon_j, \Delta n_j) = p(-\Delta \epsilon_j, -\Delta n_j), \]

which implies the vanishing of the first moments, hence demonstrating the absence of macroscopic currents of energy and particles at thermodynamic equilibrium.

The quantum exchange fluctuation theorem can be alternatively expressed in terms of the generating function defined as the Laplace transform of the probability distribution

\[ G(\lambda_j, \xi_j) \equiv \left< e^{-\sum_j (\lambda_j \Delta \epsilon_j + \xi_j \Delta n_j)} \right> \]

\[ = \int \prod_j d(\Delta \epsilon_j)d(\Delta n_j) e^{-\sum_j (\lambda_j \Delta \epsilon_j + \xi_j \Delta n_j)} p(\Delta \epsilon_j, \Delta n_j), \]

where the parameters \( \{ \lambda_j, \xi_j \} \) are often called the counting parameters. The moments of the distribution \( p(\Delta \epsilon_j, \Delta n_j) \) are obtained by applying multiple derivatives to this generating function evaluated at the origin \( \lambda_j = \xi_j = 0 \). As an example, the first moments of the distribution are given by

\[ \langle \Delta \epsilon'_j \rangle = -\partial_{\lambda_j} G(\lambda_j, \xi_j) \bigg|_{\lambda_j=\xi_j=0}, \]

\[ \langle \Delta n'_j \rangle = -\partial_{\xi_j} G(\lambda_j, \xi_j) \bigg|_{\lambda_j=\xi_j=0}. \]

From this definition, we see that (2.40) is equivalent to a symmetry property of the generating function

\[ G(\lambda_j, \xi_j) = G(A^f_j - \lambda_j, A^n_j - \xi_j) \]

in terms of the thermodynamic affinities \( A^f_j \) and \( A^n_j \).

In the several models considered in this thesis, the two parallel channels will not exchange particles so that the total particle number in each conduction channel is conserved during
the whole evolution

\[ [N_\alpha, H(t)] = 0 \quad \forall t, \]  

(2.50)

where \( N_\alpha = N_{\alpha L} + N_{\alpha R} \) denotes the particle number operator in channel \( \alpha \). As a consequence, there are only two independent matter currents by virtue of

\[ \Delta n_{\alpha L} = -\Delta n_{\alpha R} \]  

(2.51)

for \( \alpha = 1 \) and 2. By further assuming a homogeneous temperature across the two circuits \( \beta_{\alpha i} = \beta \), we get a bivariate fluctuation theorem for the particle fluxes in each circuit

\[ \frac{P(\Delta n_{1L}, \Delta n_{2L})}{P(-\Delta n_{1L}, -\Delta n_{2L})} = e^{[A_{1L}^n \Delta n_{1L} + A_{2L}^n \Delta n_{2L}]} \]  

(2.52)

in terms of the thermodynamic affinities \( A_{\alpha L}^n = -\beta(\mu_{\alpha L} - \mu_{\alpha R}) \). Again this relation leads to a symmetry property for the generating function of the moments

\[ G(\xi_{1L}, \xi_{2L}) = G(A_{1L}^n - \xi_{1L}, A_{2L}^n - \xi_{2L}), \]  

(2.53)

where \( \xi_{\alpha L} \) is the counting parameter for the number of particles that flow out of reservoir \( \alpha L \).

### 2.3 Long-time limit

In order to obtain the fluctuation theorem (2.40) or alternatively (2.49), we considered the intermediate quantum systems \( H_{1C} \) and \( H_{2C} \) to be part of the macroscopic left-hand reservoir. By doing so, we implicitly assumed them to be at equilibrium with these reservoirs at initial and final times. In typical counting experiments however [14–19], the statistical ensemble of these quantum subsystems is not controlled. As a result, this assumption is not necessarily valid, and we may observe deviations to the fluctuation relation (2.40) for measurements performed during a finite amount of time [18].

Nevertheless these finite-time effects should decrease for increasing measurement times and we expect a steady state fluctuation theorem to hold for the statistics of the currents in the long-time limit [71]. With this in mind, we introduce the cumulant generating function for the time averaged fluctuations of energy and matter fluxes in the long-time limit and make the connection to the large deviation function. These functions will show to be independent of the statistical properties of the finite quantum systems in latter applications. Here below, we give a steady state fluctuation theorem for the currents in terms of the cumulant generating function and the large deviation function [71, 77].
2.3.1 Cumulant generating function of the currents

In the long time limit, the energy and number of particles flowing out of the reservoir \( j \in \{1L, 1R, 2L\} \) is expected to grow linearly in time\(^7\)[71]. We are thus interested in describing the statistical properties of the currents defined as

\[
J_{\epsilon j} = \frac{\Delta \epsilon_j}{T}, \quad (2.54)
\]

\[
J_{n j} = \frac{\Delta n_j}{T}, \quad (2.55)
\]

where \( T \) denotes the time during which the interaction between the reservoirs is turned on. This can be done through the definition of the **cumulant generating function**

\[
G(\lambda_j, \xi_j) \equiv \lim_{T \to \infty} -\frac{1}{T} \ln \langle e^{-\sum_j T(\lambda_j J_{\epsilon j} + \xi_j J_{n j})} \rangle_T \quad (2.56)
\]

\[
= \lim_{T \to \infty} -\frac{1}{T} \ln G(\lambda_j, \xi_j) \quad (2.57)
\]

in terms of the average (2.9) and provided the limit exists. The cumulant generating function generates all the statistical cumulants of the distribution corresponding to the random variables (2.54) and (2.55) by applying multiple derivatives evaluated at zero counting parameters. As an example, the \( k^{th} \) cumulants of the energy and particle currents out of reservoir \( l \) are given by

\[
K_{\epsilon l}^k = (-1)^{k+1} \frac{\partial^k}{\partial \lambda_l^k} G(\lambda_j, \xi_j) \bigg|_{\lambda_j = \xi_j = 0}, \quad (2.58)
\]

\[
K_{n l}^k = (-1)^{k+1} \frac{\partial^k}{\partial \xi_l^k} G(\lambda_j, \xi_j) \bigg|_{\lambda_j = \xi_j = 0}. \quad (2.59)
\]

In typical experimental situations, one controls the statistical properties of the macroscopic reservoirs through the adjustment of temperatures and chemical potentials. However, it is in general not possible to control the initial and final conditions of the intermediate quantum systems \( H_{\alpha C} \). As a consequence, the identification (2.22) together with the initial equilibrium condition (2.23) may not be valid and we expect deviations to relations (2.40) and (2.49) for short times. Nevertheless, these effects should become negligible when the interaction time \( T \) increases as a consequence of the finiteness of the energy and matter content in the intermediate quantum systems implying

\[
\lim_{T \to \infty} \frac{\Delta \epsilon_{\alpha C}}{T} = \lim_{T \to \infty} \frac{\Delta n_{\alpha C}}{T} = 0, \quad (2.60)
\]

where \( \Delta \epsilon_{\alpha C} \) and \( \Delta n_{\alpha C} \) denote, respectively, the energy and matter changes within the intermediate system \( \alpha C \) during the time \( T \) of interaction.

\(^7\)This is true for all the systems considered in this thesis, though exceptions do exist [125].
In the long-time limit, we thus expect that the cumulant generating function still satisfies the symmetry relation

$$G(\lambda_j, \xi_j) = G(A^\epsilon_j - \lambda_j, A^n_j - \xi_j)$$  \hspace{1cm} (2.61)

in terms of the thermodynamic forces (2.41) and (2.42), and regardless of the initial and final conditions of the intermediate quantum systems in both channels. This last point has been studied to some extent and it was shown that the initial correlations between two macroscopic reservoirs do not affect the long-time cumulants of the energy and particle transfer [71]. In this thesis, we will directly evaluate the cumulant generating function for the specific models considered, and demonstrate the symmetry relation (2.61) in the long-time limit.

It is also worthy to mention that a rigorous proof of the symmetry relation (2.61) for the long time limit cumulant generating function from the transient fluctuation relation (2.40) was given by making the substitution (2.22) and provided the limit (2.56) exists without imposing the identical initial and final conditions [77].

### 2.3.2 Large deviation theory and steady state fluctuation relations

The large deviation function of the currents $I(J_{\epsilon j}, J_{n j})$ is defined in terms of the probability $P(J_{\epsilon j}, J_{n j})$ that the currents (2.54) and (2.55) take the values $J_{\epsilon j}$ and $J_{n j}$ as

$$I(J_{\epsilon j}, J_{n j}) = \lim_{T \to \infty} -\frac{1}{T} \ln P(J_{\epsilon j}, J_{n j})$$  \hspace{1cm} (2.62)

provided the limit exists. Random variables fulfilling this last requirement are said to satisfy a large deviation principle. The existence of this limit relies on the exponential dominant behavior of the probability distribution $P(J_{\epsilon j}, J_{n j})$ in the long time limit, that is

$$P(J_{\epsilon j}, J_{n j}) \approx C(J_{\epsilon j}, J_{n j}, T)e^{-T I(J_{\epsilon j}, J_{n j})}$$  \hspace{1cm} (2.63)

for large $T$, with

$$\lim_{T \to \infty} \frac{1}{T} \ln C(J_{\epsilon j}, J_{n j}, T) = 0.$$  \hspace{1cm} (2.64)

A fundamental result is the **Gärtner-Ellis theorem** [126–128] relating the cumulant generating function to the large deviation function which can be stated as follows. Suppose the cumulant generating function $G(\lambda_j, \xi_j)$ defined in (2.56) exists and is differentiable for all $\lambda_j, \xi_j \in \mathbb{R}$, then one is ensured that the stochastic variables $J_{\epsilon j}, J_{n j}$ do satisfy a large deviation principle with a large deviation function given as the Legendre-Fenchel
transform\(^8\) of the cumulant generating function defined by

\[
I(J_{ej}, J_{nj}) = \sup_{\lambda_j, \xi_j} \left[ G(\lambda_j, \xi_j) - \sum_j (\lambda_j J_{ej} + \xi_j J_{nj}) \right].
\]  

(2.65)

This theorem does not prove that the random variables \(J_{ej}\) and \(J_{nj}\) do satisfy a large deviation principle since it assumes the existence of the cumulant generating function, which in itself is a non trivial point. However, it is in general much easier to calculate the cumulant generating function than the large deviation function. In the applications we consider, the direct calculation of the cumulant generating function will be enough to ensure the existence of a large deviation function as a consequence of the Gârtner-Ellis theorem. This large deviation function can be easily obtained from (2.65).

Moreover, if the cumulant generating function calculated satisfies relation (2.61), one is ensured that the probability distribution \(P(J_{ej}, J_{nj})\) of the currents satisfies a steady state fluctuation theorem in the long-time limit. Indeed, the property (2.65) can be used together with the symmetry relation (2.61) of the cumulant generating function to show that

\[
I(J_{je}, J_{nj}) - I(-J_{je}, -J_{nj}) = -\sum_j \left[ A^e_j J_{je} + A^n_j J_{nj} \right].
\]  

(2.66)

By using the definition of the large deviation function, this last equation can be translated into a steady state fluctuation theorem for the currents \(J_{je}\) and \(J_{nj}\) in the long-time limit [71, 77]

\[
\lim_{T \to \infty} \frac{1}{T} \ln \frac{P(J_{je}, J_{nj})}{P(-J_{je}, -J_{nj})} = \sum_j \left[ A^e_j J_{je} + A^n_j J_{nj} \right].
\]  

(2.67)

An important point to note is that these fluctuation relations as well as the results discussed above are universal and independent of the detailed microscopic description composing the reservoirs of the system and the interaction protocol. The results derived here are directly generalized to an arbitrary number of reservoirs with several particle species in each reservoir. We decided however to directly consider the case of a four terminal circuit to settle notations in future discussions.

\(^8\)Note that the sign difference appearing in equation (2.65) with respect to the usual definition of the Legendre-Fenchel transform is due to a sign difference in our definition of the cumulant generating function (2.56) with respect to the usual convention used in mathematics. By instead defining \(G(\lambda_j, \xi_j) \equiv \lim_{T \to \infty} \frac{1}{T} \ln \langle e^{\sum_j T(\lambda_j J_{ej} + \xi_j J_{nj})} \rangle\) one gets the same result as in [128].
Chapter 3

Counting statistics in open quantum systems

3.1 Density matrix formalism

In the previous chapter, we introduced the Laplace transform of the probability distribution of energy and matter transfers between grand-canonical baths. Here, we show how this generating function can be evaluated by constructing a modified evolution operator keeping track of the energy and particle flows out of the reservoirs [68, 69, 71, 85–94]. This modified evolution operator depends on the counting parameters associated with the fluctuating variables.

We first write the generating function in terms of a modified density matrix whose evolution is obtained by using the modified evolution operator. From this, we define a reduced density which will be used to describe the effective dynamics and counting statistics in open quantum systems.

3.1.1 Modified evolution operator

In this Section, we are going to rewrite the counting statistics for the fluctuations of energy and matter in each part of our system. In order to lighten notation, we will denote by $X$ the energy or particle number operator in one of the reservoirs composing our system. The generalization to the simultaneous counting of several operators is straightforward.
We denote by $x_k$ the eigenvalue of $X$ corresponding to the state vector $|\Psi_k \rangle$ so that (2.25) and (2.26) are rewritten as

$$X|\Psi_k \rangle = x_k |\Psi_k \rangle. \quad (3.1)$$

With these notations, the probability $p(\Delta x, t)$ to observe a change $\Delta x = x_{k'} - x_k$ over two successive measurements of the operator $X$ at times 0 and $t$ is given by

$$p(\Delta x, t) = \sum_{kk'} \delta(\Delta x - (x_{k'} - x_k))p_{kk'} \quad (3.2)$$

in terms of the probability $p_{kk'}$, introduced in Eq. (2.27), to measure the system in states $|\Psi_k \rangle$ at the initial time 0 and $|\Psi_{k'} \rangle$ at the final time $t$. We define the projection operator over the state vector $|\Psi_k \rangle$ as

$$P_k \equiv |\Psi_k \rangle \langle \Psi_k | \quad (3.3)$$

satisfying $P_k^2 = P_k$, and use this definition to express the probability $p_{kk'}$ as

$$p_{kk'} = \text{Tr}\{P_{k'} U(t, 0) P_k \rho_0 P_k U^\dagger(t, 0) P_{k'}\} \quad (3.4)$$

in terms of the initial density matrix $\rho_0$.

By further using the relation $f(X) = \sum_k f(x_k) P_k$, we can write the generating function of the distribution $p(\Delta x, t)$ as [92, 93]

$$G(-i\lambda, t) \equiv \int d(\Delta x)e^{i\lambda \Delta x}p(\Delta x, t) \quad (3.5)$$

$$\quad = \sum_{kk'} e^{i\lambda(x_{k'} - x_k)} \text{Tr}\left\{P_{k'} U(t, 0) P_k \rho_0 P_k U^\dagger(t, 0) P_{k'}\right\} \quad (3.6)$$

$$\quad = \text{Tr}\left\{P_{k'} e^{i(\lambda/2)X} U(t, 0) e^{-i(\lambda/2)X} \tilde{\rho}_0 e^{-i(\lambda/2)X} U^\dagger(t, 0) e^{i(\lambda/2)X} P_{k'}\right\} \quad (3.7)$$

in terms of $\tilde{\rho}_0 = \sum_k P_k \rho_0 P_k$. As mentioned earlier, the operator $X$ stands for the energy or particle number operators of the macroscopic reservoirs composing our system. The reservoirs over which we perform the counting statistics will always be considered to be initially in a grand-canonical equilibrium such as (2.23). As a consequence, the initial density matrix is always taken diagonal in the eigenbasis $\{|\Psi_k \rangle\}$ so that

$$\tilde{\rho}_0 = \rho_0 \quad (3.8)$$

for the purpose of this thesis\(^1\).

\(^1\)It is however possible to deal with initial coherences in the basis $\{|\Psi_k \rangle\}$ as shown in [71].
Equation (3.7) for the generating function can be written in a more compact and convenient form for future calculations by introducing the modified density matrix \( \rho(\lambda, t) \) defined by

\[
\rho(\lambda, t) = U^\lambda(t, 0) \rho_0 U^{-\lambda^\dagger}(t, 0),
\]

(3.9)

where the evolution is performed by means of the modified evolution operator

\[
U^\lambda(t, 0) \equiv e^{i(\lambda/2)X} U(t, 0) e^{-i(\lambda/2)X}
\]

(3.10)

in terms of the evolution operator \( U(t, 0) \), the measured operator \( X \), and the counting parameter \( \lambda \). With these definitions and the use of (3.7), the generating function simply reads

\[
G(-i\lambda, t) = \text{Tr}\{\rho(\lambda, t)\},
\]

(3.11)

the trace being performed over the whole Hilbert space.

The modified density matrix reduces to the usual density matrix for \( \lambda = 0 \), i.e. \( \rho(0, t) = \rho(t) \), so that the generating function is correctly normalized according to \( G(0) = 1 \). By introducing the modified Hamiltonian

\[
H^\lambda \equiv e^{i(\lambda/2)X} H e^{-i(\lambda/2)X},
\]

(3.12)

the modified evolution operator is shown to be solution of the differential equation

\[
\frac{d}{dt} U^\lambda(t, 0) = -\frac{i}{\hbar} H^\lambda U^\lambda(t, 0)
\]

(3.13)

with the initial condition \( U^\lambda(0, 0) = I \). Similarly, the modified density operator obeys the equation of motion

\[
\frac{d}{dt} \rho(\lambda, t) = -\frac{i}{\hbar} \left[[H^\lambda, \rho(\lambda, t)]\right]_\lambda
\]

(3.14)

with initial condition \( \rho(\lambda, 0) = \rho_0 \) and in terms of the modified commutator

\[
\left[O^\lambda, .\right]_\lambda \equiv O^\lambda . - . O^{-\lambda}
\]

(3.15)

for any operator \( O^\lambda \) depending on the counting parameter \( \lambda \). Equation (3.14) is the starting point to derive a quantum master equation for the reduced density matrix introduced in next section.

### 3.1.2 Reduced density matrix of an open quantum system

The systems we will consider in this work are generically composed of a finite size open quantum subsystem \( S \) exchanging energy and matter with infinite size reservoirs - which are also referred to as macroscopic baths - composing the environment \( R \). The Hilbert
space of the total system is given by the direct product $\mathcal{H} = \mathcal{H}_S \otimes \mathcal{H}_R$ of the subsystem Hilbert space $\mathcal{H}_S$ and the environment Hilbert space $\mathcal{H}_R$. This system is conveniently described by the Hamiltonian

$$H = H_S + H_R + V,$$  \hspace{1cm} (3.16)

where $H_S$ is the Hamiltonian of subsystem $S$, $H_R$ is the Hamiltonian of the environment $R$, and $V$ is the interaction Hamiltonian describing in our case the exchange of energy and matter between these two parts. In the following, the interaction Hamiltonian is assumed to take the form

$$V = \sum_\kappa S_\kappa R_\kappa,$$ \hspace{1cm} (3.17)

where $S_\kappa$ and $R_\kappa$ are operators acting on $\mathcal{H}_S$ and $\mathcal{H}_R$, respectively.

For our purpose, it is also useful to write the system operators in a basis $\{\vert s\rangle\}$ composed of the system Hamiltonian eigenstates

$$H_S = \sum_s E_s \vert s\rangle\langle s\vert,$$ \hspace{1cm} (3.18)

where $E_s$ is the energy eigenvalue corresponding to the eigenstate $\vert s\rangle$. The system operators $S_\kappa$ can thus be expanded in this basis according to

$$S_\kappa = \sum_{ss'} \langle s\vert S_\kappa \vert s'\rangle \vert s\rangle\langle s'\vert$$ \hspace{1cm} (3.19)

in terms of the matrix elements $\langle s\vert S_\kappa \vert s'\rangle$ of operator $S_\kappa$.

As mentioned earlier, the operator $X$ introduced in section 3.1.1 denotes the energy or particle number operator in the environment and, as a consequence, is an operator acting on $\mathcal{H}_R$. Bearing this in mind, the modified Hamiltonian accounting for the fluctuations of $X$ reads\(^2\)

$$H^\lambda = H_S + H_R + V^\lambda,$$ \hspace{1cm} (3.20)

where the modified interaction Hamiltonian has been defined as

$$V^\lambda = e^{i(\lambda/2)X}V e^{-i(\lambda/2)X} = \sum_\kappa [e^{i(\lambda/2)X} R_\kappa e^{-i(\lambda/2)X}]$$ \hspace{1cm} (3.22)

$$= \sum_\kappa S_\kappa R^\lambda_\kappa.$$ \hspace{1cm} (3.23)

\(^2\)The energy and particle number operators both commute with $H_R$ in the models we study. An exception is the model considered in Chapters 5 where a tunneling term in the quantum point contact detector Hamiltonian is id in the free evolution $H_R$. However, no counting is performed on the fluxes in the quantum point contact in the mentioned Chapter.
In order to calculate the statistics of operator $X$, we need to solve equation (3.14) or, at least, find a steady state solution when considering the long-time limit. However, such procedure is not well suited when considering an environment with an infinite number of degrees of freedom. Indeed, the time evolution of individual modes within the environment is not relevant when considering the statistics of nonequilibrium fluxes through an open quantum system, not to mention the technical difficulties that may arise when solving the dynamics of an infinite number of variables. Our interest thus lies in describing the effective dynamics in the subsystem $S$ obtained by tracing all the degrees of freedom in the environment. This can be done formally by introducing the reduced density matrix of subsystem $S$ as

$$\rho_S(\lambda, t) \equiv \text{Tr}_R\{\rho(\lambda, t)\},$$  \hspace{1cm} (3.24)

where the trace $\text{Tr}_R$ is taken over the environment Hilbert space $\mathcal{H}_R$. One readily verifies from this definition that

$$G(-i\lambda, t) = \text{Tr}_S\{\rho_S(\lambda, t)\},$$  \hspace{1cm} (3.25)

where the trace $\text{Tr}_S$ is taken over the subsystem Hilbert space $\mathcal{H}_S$. The definition (3.24) reduces to the usual reduced density matrix in the absence of counting parameter so that $\rho_S(t) = \rho_S(0, t)$, where $\rho_S(t) \equiv \text{Tr}_R\{\rho(t)\}$, $\rho(t)$ being the total density matrix.

As a consequence of the evolution equation (3.14) for $\rho(\lambda, t)$, we directly infer an evolution equation for the reduced density matrix as

$$\dot{\rho}_S(\lambda, t) = -i\hbar \text{Tr}_R\{[H_\lambda, \rho(\lambda, t)]\}. \hspace{1cm} (3.26)$$

However, this equation is tractable only if it can be closed in the quantity of interest $\rho_S(\lambda, t)$. This last condition is satisfied only by the introduction of additional assumptions over the environment properties and its interaction with the quantum subsystem as explained in the following section.

### 3.2 Master equation for a weakly coupled open quantum system

In this Section, we write a closed equation for the reduced density matrix of the subsystem $S$, which describes its effective dynamics under the influence of the environment, and accounts for the energy and particle transfers between the macroscopic baths through the counting parameters. We treat the system-environment interaction to second order in perturbation theory and consider a factorized form for the initial density matrix. This is known as the **Born approximation** and is justified in the weak coupling regime if
the reservoirs are large enough to remain unaffected by the small quantum system and the interaction [101].

Moreover, we perform the \textbf{Markovian approximation} on the resulting equation which amounts to neglect the effect of the transient dynamics and memory effects of the environment on the subsystem dynamics [95–101]. This is reasonable provided we consider macroscopic baths with short correlation times compared to the time scales of the system evolution. This gives us a Markovian quantum master equation for the effective dynamics of the modified density matrix in subsystem $S$.

We finally write this equation as a \textbf{Lindblad master equation} [101, 106, 107] by averaging over the fast oscillations due to the subsystem free dynamics. This procedure is known in literature as the \textbf{rotating wave approximation} [101–105, 107]. A consequence of this approximation is the dynamical decoupling between the sets of diagonal and off-diagonal components of the density matrix, which corresponds at zero counting parameter to the populations and coherences in subsystem $S$, respectively.

\subsection{Perturbative expansion and the Born-Markov approximation}

The derivation of a master equation for the reduced density matrix by perturbation theory in the interaction Hamiltonian $V$ is most easily accomplished in the so-called interaction picture. With this in mind, we rewrite the total Hamiltonian (3.20) as

$$H^{\lambda} = H_0 + V^{\lambda} \quad (3.27)$$

with

$$H_0 \equiv H_S + H_R \quad (3.28)$$

describing the free evolution of both the subsystem and the environment. The interaction representation $O_I$ of any operator $O$ is defined by

$$O_I(t) = e^{\frac{\text{i}}{\hbar}H_0 t} O e^{-\frac{\text{i}}{\hbar}H_0 t} \quad (3.29)$$

$$\equiv e^{-\mathcal{L}_0 t} O, \quad (3.30)$$

where we introduced the superoperator $\mathcal{L}_0$ acting on operators as

$$\mathcal{L}_0 O = -\frac{i}{\hbar} [H_0, O]. \quad (3.31)$$
Accordingly, the density matrix in the interaction representation $\rho_I(\lambda, t)$ satisfies the equation of motion

$$\dot{\rho}_I(\lambda, t) = -\frac{i}{\hbar} \left[ V^\lambda_I(t), \rho_I(\lambda, t) \right] \equiv \mathcal{L}_I^\lambda(t) \rho_I(\lambda, t)$$

(3.32)

obtained from the dynamical equation for the modified density matrix (3.14), together with the definition of the interaction representation and Eq. (3.15).

The last equation (3.33) can be integrated over time and solved up to second order in the interaction Hamiltonian $V$ which yields

$$\rho_I(\lambda, t) \approx \rho_I(0) + \int_0^t dt_1 \mathcal{L}_I^\lambda(t_1) \rho_I(0) + \int_0^t dt_1 \int_0^{t_1} dt_2 \mathcal{L}_I^\lambda(t_1) \mathcal{L}_I^\lambda(t_2) \rho_I(0)$$

(3.34)

in terms of the initial density matrix $\rho_I(0) = \rho_0$. Our aim is to trace this equation over the environment degrees of freedom in order to write an effective evolution operator for the reduced density matrix $\rho_S(\lambda, t)$. However, simply tracing equation (3.34) does not give a closed expression in terms of $\rho_S(\lambda, t)$. In order to get the desired result, we must make the assumption that the initial density matrix of the total system is initially in a factorized form

$$\rho_0 = \rho_S(0) \otimes \rho_R,$$

(3.35)

where $\rho_S(0)$ is the initial reduced density matrix of subsystem $S$ and $\rho_R$ is the initial density matrix of the environment. This assumption, together with the second order approximation (3.34) are known as the Born approximation which amounts to neglect the influence of the small quantum subsystem on the weakly coupled and macroscopic baths.

Back to the Schrödinger picture and defining the superoperator $\mathcal{L}_S O_S \equiv -\frac{i}{\hbar} [H_S, O_S]$ for any operator $O_S$ of subsystem $S$, we can trace equation (3.34) to get

$$\rho_S(\lambda, t) = U(\lambda, t) \rho_S(\lambda, 0),$$

(3.36)

where the effective evolution superoperator $U(\lambda, t)$ performs the evolution on the subsystem density matrix and is given by

$$U(\lambda, t) = e^{\mathcal{L}_S t} \text{Tr}_R \left\{ \left[ I + \int_0^t dt_1 \mathcal{L}_I^\lambda(t_1) + \int_0^t dt_1 \int_0^{t_1} dt_2 \mathcal{L}_I^\lambda(t_1) \mathcal{L}_I^\lambda(t_2) \right] \rho_R \right\}.$$ 

(3.37)

We note that this operator is generally not unitary due to the irreversible character of the effective dynamics of the subsystem $S$ influenced by the environment $R$. 


We are now in position to write down a dynamical equation for the subsystem density matrix by noting that
\[ \dot{\rho}_S(\lambda, t) = \dot{U}(\lambda, t)U^{-1}(\lambda, t)\rho_S(\lambda, t), \] (3.38)
where \( U^{-1}(\lambda, t) \) is the inverse of the effective evolution operator calculated to second order in the interaction Hamiltonian \( V \). By inserting (3.37) into this last equation, we get a modified master equation describing the effective evolution of the open quantum system
\[ \dot{\rho}_S(\lambda, t) = \left[ W^0_\lambda + W^1_\lambda + \left( W^2_\lambda - (W^1_\lambda)^2 \right) \right] \rho_S(\lambda, t), \] (3.39)
where we defined the super operators
\[ W^0_\lambda \equiv L_S, \] (3.40)
\[ W^1_\lambda \equiv \text{Tr}_R \left\{ L^\lambda_I(0)\rho_R(t) \right\}, \] (3.41)
\[ W^2_\lambda \equiv \int_0^t d\tau \text{Tr}_R \left\{ L^\lambda_I(0)L^\lambda_I(-\tau)\rho_R(t) \right\}, \] (3.42)
together with the environment density matrix at time \( t \) given by
\[ \rho_R(t) \equiv e^{-\frac{i}{\hbar}H_R t}\rho_R e^{\frac{i}{\hbar}H_R t}. \] (3.43)
For our purpose, we may assume the environment density matrix \( \rho_R \) to be stationary with respect to the environment evolution satisfying
\[ [\rho_R, H_R] = 0. \] (3.44)
The equation (3.39) is closed in the quantity \( \rho_S(\lambda, t) \) as announced and reduces to a perturbative dynamical equation for the quantity \( \rho_S(t) = \rho_S(0, t) \) when setting the counting parameter \( \lambda \) to 0. It is also non-Markovian as a consequence of the time integral over past history from times 0 to \( t \) in the term (3.42) of its generator.

However, as we consider an environment of infinite size, we may assume its time correlation functions
\[ \text{Tr} \left\{ R_\alpha R_{\alpha'}(-\tau)\rho_R \right\} \] (3.45)
to decay fast enough on a short time scale \( \tau_C \) which is such that
\[ \tau_C \ll \tau_R, \] (3.46)
where \( \tau_R \) is the time scale over which the state of the subsystem \( S \) varies appreciably [98, 101].
As a consequence, we may approximate the integral in (3.42) by sending its upper bound to $\infty$. Equation (3.39) thus becomes a homogeneous Markovian master equation with

$$W_0^\lambda = L_S,$$  
$$W_1^\lambda = \text{Tr}_R \left\{ L_1^\lambda (0) \rho_R \right\},$$  
$$W_2^\lambda \approx \int_0^\infty d\tau \text{Tr}_R \left\{ L_1^\lambda (0) L_1^\lambda (-\tau) \rho_R \right\},$$

and where the environment stationary density matrix satisfies Eq. (3.44). The hypothesis (3.46) and its consequences (3.48) and (3.49) on the quantum master equation are usually called the Markovian approximation [95–101]. Together with the second order approximation in the system-environment interaction (3.34) and the initial factorization of the total density matrix (3.35), it is also referred to as the Born-Markov approximation.

Considering the above results and using the expression (3.17) for the interaction between $S$ and $R$, we can explicitly write down the action of superoperators (3.47)-(3.49) on the reduced density matrix as

$$W_0^\lambda \rho_S(\lambda, t) = -\frac{i}{\hbar} [H_S, \rho_S(\lambda, t)],$$  
$$W_1^\lambda \rho_S(\lambda, t) = -\frac{i}{\hbar} \sum_\kappa \left( (R_\kappa^\lambda) S_\kappa \rho_S(t) - \langle R_\kappa^\lambda \rangle \rho_S(t) S_\kappa \right),$$  
$$W_2^\lambda \rho_S(\lambda, t) = \frac{1}{\hbar^2} \int_0^\infty d\tau \sum_{\kappa, \kappa'} \left( \alpha_{\kappa \kappa'}(\lambda, \tau) S_{\kappa'}(-\tau) \rho_S(t) S_\kappa + \alpha_{\kappa' \kappa}(\lambda, -\tau) S_\kappa \rho_S(t) S_{\kappa'}(-\tau) - \alpha_{\kappa \kappa'}(0, \tau) S_\kappa S_{\kappa'}(-\tau) \rho_S(t) - \alpha_{\kappa' \kappa}(0, -\tau) \rho_S(t) S_{\kappa'}(-\tau) S_\kappa \right),$$

where we defined the average of a bath operator on the initial density matrix of the environment as

$$\langle R_\kappa^\lambda \rangle = \text{Tr}_R \{ R_\kappa^\lambda \rho_R \}$$

and the modified correlation functions in the environment by

$$\alpha_{\kappa \kappa'}(\lambda, \tau) = \langle R_{\kappa'}^{-\lambda}(\tau) R_\kappa^\lambda \rangle$$

with bath operators evolving according to the environment Hamiltonian $H_R$

$$R_\kappa^\lambda(\tau) = e^{iH_R \tau} R_\kappa^\lambda e^{-iH_R \tau}.$$  

---

3We assume the measured operator $X$ to commute with the initial density matrix of the reservoirs in obtaining the following results, i.e. $[X, \rho_R]$. This assumption is satisfied in all the cases considered in this thesis. However it is by no means fundamental and is used only to lighten notations. Otherwise, generalization is straightforward by introducing the additional correlation functions $\langle R_{\kappa'}^{\pm \lambda}(\tau) R_\kappa^{\pm \lambda} \rangle$.

4Equation (3.44) can be used to show that the correlation functions calculated by averaging over $\rho_R$ only depend on the time difference of their arguments, so that $\langle R_\kappa^\lambda(t_1) R_\kappa^\lambda(t_2) \rangle = \langle R_\kappa^\lambda(t_1 - t_2) R_\kappa^\lambda \rangle$. 
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The correlation functions of the environment $\alpha_{\kappa\kappa'}(\tau)$ are given in terms of the modified correlation functions evaluated at zero counting parameter

$$\alpha_{\kappa\kappa'}(\tau) = \alpha_{\kappa\kappa'}(0, \tau).$$  (3.56)

From the above results, it is clear that the influence of the environment on the effective dynamics of the subsystem $S$ is encoded in these correlation functions.

3.2.2 Lindblad form and rotating wave approximation

The Markovian master equation (3.39) with (3.50)-(3.55) describing the effective evolution of the reduced density matrix of the open system $S$ is known to break the positivity condition on the density matrix for initial conditions chosen near the border of its domain of positivity. This problem can be dealt with by applying a slippage on the initial condition describing the non-Markovian dynamics of the quantum system $S$ during the short relaxation time of the bath coupling operators [98].

However, in the specific cases we will consider, the master equation can be written as a Lindblad master equation which is known to be the most general quantum master equation preserving the positivity of the density matrix. This is done by performing the rotating wave approximation (RWA) which consists in averaging out the fast oscillations due to the free subsystem evolution by coarse graining the dynamics over a time scale $\Delta t$ corresponding to the sampling time of the observation. This approximation is justified provided the time scale $\Delta t$ is intermediate between the time scale $\tau_S$ of the free oscillations and the relaxation time $\tau_R$ of the subsystem

$$\tau_S \equiv \omega_S^{-1} \ll \Delta t \ll \tau_R,$$  (3.57)

where $\omega_S = \min_{ss'} \hbar^{-1} (E_s - E_{s'})$ is the smallest Bohr frequency of the system [101–103].

In order to perform the RWA, it is useful to write the master equation (3.39) in the system eigenbasis (3.18). By introducing the matrix elements $\rho_{ss'}(\lambda, t) \equiv \langle s | \rho_S(\lambda, t) | s' \rangle$, we can write

$$\dot{\rho}_{ss'}(\lambda, t) = \sum_{\tilde{s}\tilde{s}'} W_{ss'}^{\lambda} \rho_{\tilde{s}\tilde{s}'}(\lambda, t),$$  (3.58)

where we introduced the evolution superoperator

$$W^{\lambda} = \left[ W_0^{\lambda} + W_1^{\lambda} + \left( W_2^{\lambda} - (W_1^{\lambda})^2 \right) \right]$$  (3.59)
The matrix elements of this superoperator are defined through its action on the projectors $|\tilde{s}\rangle\langle\tilde{s}'|$ by

$$W_{\lambda}^{\tilde{s}\tilde{s}'} |\tilde{s}\rangle\langle\tilde{s}'|.$$

This equation is conveniently expressed in the interaction picture with respect to the free Hamiltonian $H_S$ as

$$\dot{\rho}_{\tilde{s}\tilde{s}'}^I (\lambda, t) = \sum_{\tilde{s}\tilde{s}'} \left[ i \omega_{\tilde{s}\tilde{s}'} \delta_{\tilde{s}\tilde{s}'} + W_{\lambda}^{\tilde{s}\tilde{s}'} \right] e^{i(\omega_{\tilde{s}\tilde{s}'} + \omega_{\tilde{s}'}) t} \rho_{\tilde{s}\tilde{s}'}^I (\lambda, t),$$

where

$$\rho_{\tilde{s}\tilde{s}'}^I (\lambda, t) = e^{-i\omega_{\tilde{s}\tilde{s}'} t} \rho_{\tilde{s}\tilde{s}'} (\lambda, t)$$

and with the Bohr frequencies of the system defined by $\omega_{ss'} \equiv E_s - E_{s'}$. The RWA is performed by applying the average $\lim_{\Delta t \to \infty} \frac{1}{\Delta t} \int_{-\Delta t/2}^{\Delta t/2} dt$ to the superoperator (3.60) itself, and using relation

$$\lim_{\Delta t \to \infty} \frac{1}{\Delta t} \int_{-\Delta t/2}^{\Delta t/2} dt e^{i(\omega_{\tilde{s}\tilde{s}'} + \omega_{\tilde{s}'}) t} = (1 - \delta_{\tilde{s}\tilde{s}'}) \delta_{\tilde{s}\tilde{s}'} \delta_{\tilde{s}'\tilde{s}'} + \delta_{\tilde{s}\tilde{s}'} \delta_{\tilde{s}'\tilde{s}}.$$

Back to the Schrödinger picture, this treatment results in dynamical equations for the diagonal $\rho_{ss} (\lambda, t)$ and off-diagonal $\rho_{ss'} (\lambda, t)$ elements of the reduced density matrix with $s \neq s'$. At zero counting parameter, $\lambda = 0$, the diagonal elements become the occupation probabilities in the subsystem $S$, also called populations, while the off-diagonal elements give the coherences in the quantum subsystem. It is straightforward to show that the diagonal elements evolve according to

$$\dot{\rho}_{ss} (\lambda, t) = \hbar^{-2} \sum_{\kappa\kappa'} \langle s|S_{\kappa}|\tilde{s}\rangle \langle \tilde{s}|S_{\kappa'}|s\rangle \left[ \hat{\alpha}_{\kappa\kappa'} (\lambda, \omega_{ss}) - \hat{\alpha}_{\kappa\kappa'} (0, -\omega_{ss}) \delta_{\tilde{s}s} \right] \rho_{\tilde{s}\tilde{s}} (\lambda, t)$$

in terms of the Fourier transforms of the modified correlation functions of the environment

$$\hat{\alpha}_{\kappa\kappa'} (\lambda, \omega) = \int_{-\infty}^{\infty} d\tau e^{i\omega \tau} \alpha_{\kappa\kappa'} (\lambda, \tau).$$

The off-diagonal matrix elements $\rho_{ss'} (\lambda, t)$, for $s \neq s'$, evolve independently of each other according to

$$\dot{\rho}_{ss'} (\lambda, t) = (-\Upsilon_{ss'} - i\Omega_{ss'}) \rho_{ss'} (\lambda, t),$$
with the damping rates given by

\[
\Upsilon_{ss'} = \hbar^{-2} \sum_{\kappa \kappa'} \left[ -\langle s'| S_\kappa | s \rangle \langle s | S_{\kappa'} | s \rangle \hat{\alpha}_{\kappa \kappa'}(0,0) \\
+ \frac{1}{4\pi} \sum_{\bar{s}} \left( \langle s| S_\kappa | \bar{s} \rangle \langle \bar{s} | S_{\kappa'} | s \rangle \hat{\alpha}_{\kappa \kappa'}(0,\omega_{ss'}) + \langle s'| S_\kappa | \bar{s} \rangle \langle \bar{s} | S_{\kappa'} | s' \rangle \hat{\alpha}_{\kappa \kappa'}(0,\omega_{ss'}) \right) \right]
\]

(3.67)

and the frequencies by

\[
\Omega_{ss'} = \omega_{ss'} + \lambda \sum_\kappa \left( \langle s| S_\kappa | s \rangle - \langle s'| S_\kappa | s' \rangle \right) \langle R_\kappa \rangle \\
+ \frac{\lambda^2}{2\pi} \sum_{\bar{s}} \sum_{\kappa \kappa'} \left[ \text{p.v.} \int_{-\infty}^{\infty} dx \langle s| S_\kappa | \bar{s} \rangle \langle \bar{s} | S_{\kappa'} | s \rangle \hat{\alpha}_{\kappa \kappa'}(0,x) \frac{1}{\omega_{ss'} - x} \\
+ \text{p.v.} \int_{-\infty}^{\infty} dx \langle s'| S_\kappa | \bar{s} \rangle \langle \bar{s} | S_{\kappa'} | s' \rangle \hat{\alpha}_{\kappa \kappa'}(0,x) \frac{1}{\omega_{ss'} + x} \right]
\]

(3.68)

where p.v. denotes the Cauchy principal value of the integrals\(^5\).

Most remarkably, these equations do not couple the sets of diagonal and off-diagonal matrix elements so that we are able to study the stochastic dynamics of the modified occupation probabilities

\[
g_s(\lambda, t) \equiv \rho_{ss}(i\lambda, t)
\]

(3.70)

independently of the quantum coherences.

Moreover, since the generating function of the fluctuations of operator \(X\) is expressed through the trace (3.25), we get the important result that the counting statistics of \(X\) is completely determined by the diagonal elements of the modified density matrix \(g_s(\lambda, t)\) and their closed dynamics.

### 3.3 Stochastic dynamics

In this section, we give a formal solution to the modified rate equation (3.64) which enables us, in the long-time limit, to write the cumulant generating function in terms of the dominant eigenvalue of the modified rate matrix \([71]\). This is an important practical result since it will be used in several applications to be found in this thesis.

\(^5\)The Cauchy principal value arises from the Fourier transform of the Heaviside theta function which is a combination of a Dirac delta distribution and a Cauchy principal value distribution. Indeed, one gets

\[
\int_0^\infty d\tau f(\tau)e^{i\omega \tau} = \frac{1}{2} \hat{f}(\omega) - \frac{1}{2\pi} \text{p.v.} \int_{-\infty}^{\infty} dx \frac{\hat{f}(x)}{\omega - x},
\]

(3.69)

where \(\hat{f}(\omega)\) is the Fourier transform of \(f(\tau)\).
We end up by converting the modified rate equation into a rate equation for the occupation probabilities in the subsystem $S$ conditional to the observation of a change $\Delta x$ of $X$ since initial time. The resulting generator is a convolution operator with an integration over all the possible changes in $\Delta x$ caused by stochastic jumps in $S$. The corresponding rate matrix will be used in order to characterize the nonequilibrium thermodynamics associated with the energy and particle fluxes in Chapter 6.

### 3.3.1 General solution of the modified master equation

The dynamical equation (3.64) for the quantities $g_\lambda (\lambda, t)$ can be written in a more compact form by introducing the vector

$$
\mathbf{g}(\lambda, t) = \begin{bmatrix} g_1(\lambda, t) \\ g_2(\lambda, t) \\ \vdots \\ g_{n_S}(\lambda, t) \end{bmatrix},
$$

(3.71)

where $n_S$ is the number of eigenstates in the quantum system $S$. The modified master equation (3.64) thus reads in matrix form

$$
\dot{\mathbf{g}}(\lambda, t) = \mathbf{W}(\lambda) \cdot \mathbf{g}(\lambda, t),
$$

(3.72)

where the dot $\cdot$ denotes the matrix product and $\mathbf{W}(\lambda)$ is a matrix whose matrix elements are given by

$$
[W(\lambda)]_{ss'} = \hbar^{-2} \sum_{\kappa \kappa'} \langle s | S_\kappa | s' \rangle \langle s' | S_{\kappa'} | s \rangle \left[ \hat{\alpha}_{\kappa' \kappa}(i\lambda, \omega_{s's'}) - \hat{\alpha}_{\kappa \kappa'}(0, -\omega_{s's'}) \delta_{ss'} \right].
$$

(3.73)

In this regard, it is straightforward to write a formal solution of equation (3.72) as

$$
\mathbf{g}(\lambda, t) = e^{t\mathbf{W}(\lambda)} \cdot \mathbf{p}_0
$$

(3.74)

in terms of the matrix exponential of the rate matrix $\mathbf{W}(\lambda)$ and where $\mathbf{p}_0$ is the initial probability distribution over the quantum states of subsystem $S$.

### 3.3.2 Full counting statistics in the long-time limit

As shown in section 3.1.1, the generating function of the statistical distribution describing the time fluctuations of operator $X$ is given in terms of the reduced density matrix
of the subsystem $S$ by

\[
G(\lambda, t) = \text{Tr} \{ \rho_S(-i\lambda, t) \} \\
= \mathbf{1}^\top \cdot \mathbf{g}(\lambda, t) \\
= \mathbf{1}^\top \cdot e^{W(\lambda)} \cdot \mathbf{p}_0, \quad (3.75)
\]

where we denoted the trace in terms of the vectors $\mathbf{g}(\lambda, t)$ and $\mathbf{1}^\top$ which is the matrix transposition of

\[
\mathbf{1} = \begin{bmatrix}
1 \\
1 \\
\vdots \\
1
\end{bmatrix}. \quad (3.76)
\]

In the last line of equation (3.75), we used the general solution (3.74) of the modified master equation. By further introducing the right eigenvectors $\mathbf{u}_s$ of the modified rate matrix

\[
W(\lambda) \cdot \mathbf{u}_s = -w_s(\lambda) \mathbf{u}_s \quad (3.77)
\]

the generating function be written as

\[
G(\lambda, t) = \sum_s e^{-w_s(\lambda)t} \left( \mathbf{1} \cdot \mathbf{u}_s \right) \left( \mathbf{u}_s \cdot \mathbf{p}_0 \right). \quad (3.78)
\]

This last relation enables us to study the statistics of the current fluctuations

\[
J_x = \frac{\Delta x}{t} \quad (3.79)
\]

of operator $X$ in the long-time limit. Indeed the cumulant generating function describing the fluctuations of the currents has been defined in Chapter 1 as

\[
\mathcal{G}(\lambda) \equiv \lim_{t \to \infty} -\frac{1}{t} \ln G(\lambda, t). \quad (3.80)
\]

By introducing (3.78) into this definition and keeping the dominant terms in the long time-limit we simply get [71]

\[
\mathcal{G}(\lambda) = w(\lambda), \quad (3.81)
\]

where $w(\lambda)$ is the dominant eigenvalue of the modified rate matrix, that is

\[
w(\lambda) = -\max_s \text{Re} \{-w_s(\lambda)\} \quad (3.82)
\]

the maximum being taken over the whole set of eigenvalues of $W(\lambda)$ and $\text{Re} \{-w_s(\lambda)\}$ denoting the real part of $w_s(\lambda)$. This remarkable result will be used in order to calculate the cumulant generating function in all the applications we consider. In practice, the evaluation of the largest eigenvalue $W(\lambda)$ is easily performed.
3.3.3 Back to the probability distribution

From the results of section 3.3.1, a rate equation can be derived for the occupation probabilities $p_s(\Delta x, t)$ that the system $S$ is in quantum state $|s\rangle$ at time $t$ while observing a change $\Delta x$ in operator $X$ between the times 0 and $t$. This quantity is simply given as the inverse Fourier transform of $g_s(i\lambda, t)$, so that we have in matrix notation

$$p(\Delta x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\lambda e^{-i\lambda \Delta x} g(-i\lambda, t).$$  \hspace{1cm} (3.83)

By applying an inverse Fourier transform to each member of equation (3.72) we obtain the rate equation

$$\dot{p}(\Delta x, t) = \int d\delta x \mathbf{W}(\delta x) \cdot p(\Delta x - \delta x, t),$$  \hspace{1cm} (3.84)

where we introduced the inverse Fourier transform of the matrix $\mathbf{W}(\lambda)$

$$\mathbf{W}(\delta x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\lambda e^{-i\lambda \delta x} \mathbf{W}(-i\lambda).$$  \hspace{1cm} (3.85)

The integral over $\delta x$ in (3.84) is an integral over all the possible changes in $\delta x$ which may occur when the system undergoes a transition between two quantum states. In some cases this integral will reduce to a discrete sum, but not necessarily as we will see for example in Chapter 6, where the energy transfers between a double quantum dot and a quantum point contact can take a continuous set of values.

The convolution in equation (3.84) is a direct consequence of the convolution theorem for the Fourier transform: the product in the left-hand side of (3.72) becomes a convolution in (3.84). This makes the rate matrix of the populations more difficult to deal with. However, its rate matrix (3.85) will be useful in discussing the resulting nonequilibrium thermodynamics associated with the nonequilibrium fluxes of energy and matter.
Chapter 4

Fluctuation theorems for capacitively coupled electronic currents

Current fluctuations in mesoscopic circuits have generated a large amount of works in recent years, both theoretical and experimental. The study of these fluctuations gives us access to additional information about the transport processes beyond the mean currents. Fluctuations in such circuits are nowadays accessible through the real time tracking of the quantum dots electronic occupation by use of an auxiliary detection circuit. The transitions between charge states on the quantum dots induce measurable changes in the detectors current through Coulomb interaction. However, this interaction also affects the measured circuit, and we expect the statistical properties of its fluctuations to be affected by the detector which is itself an out of equilibrium circuit. Recalling the fluctuation relations established for coupled circuits in Chapter 2, this last point suggests that the detection setup should be included in a theoretical description of the transport processes in such systems.

In the present Chapter, we address this issue by performing the full counting statistics in a system composed of two capacitively coupled parallel transport channels, each containing a single quantum dot in contact with two electron reservoirs. The nonequilibrium steady state of the system is controlled by two affinities or thermodynamic forces, each one determined by the two reservoirs of each channel. We investigate the status of a single-current fluctuation theorem starting from the fundamental two-current fluctuation theorem established in Chapter 2, which is a consequence of microreversibility. We show that the single-current fluctuation theorem holds in the limit of a large Coulomb repulsion between the two parallel quantum dots, as well as in the limit of a large current ratio between the parallel channels. In this latter limit, the symmetry relation of the
single-current fluctuation theorem is satisfied with respect to an effective affinity that is much lower than the affinity determined by the reservoirs. This back-action effect is quantitatively characterized. The analogy with the experimental situation is made by considering the circuits with large and low currents as the detector and measured circuits respectively.

Furthermore, our analysis leads to the evaluation of the entropy production in the electronic device. The fluctuation theorem has for consequence the non-negativity of the entropy production and is thus compatible with the second law of thermodynamics. The directionality due to the nonequilibrium driving of the device is characterized by the probability distributions of the current fluctuations, by the mean values of the currents, and also by the entropy production. The analysis based on the fluctuation theorem allows us to understand the connections between these complementary and fundamental aspects of such nonequilibrium electronic devices.

4.1 Capacitively coupled parallel transport channels

In this Section, we present the Hamiltonian model of the two channel circuits discussed above. By using the results of Chapter 3, we derive a quantum master equation ruling the occupancies of the quantum dots and the electron currents for quantum dots weakly coupled to the reservoirs within the Markovian and rotating wave approximations. This equation is first expressed in terms of the counting parameters introduced in Chapter 3, allowing us to determine the characteristic function and its time evolution. We alternatively write it in Fourier conjugated space with respect to the counting parameters, which yields a stochastic equation that can be used to simulate trajectories of quantum dots occupation and electronic currents in each conduction channel.
4.1.1 The Hamiltonian

The vehicle of our study is the Hamiltonian model considered in Ref. [129]. Each transport channel (\(\alpha = 1\) or \(\alpha = 2\)) is composed of one quantum dot with a single energy level \(\epsilon_\alpha\) for the electron. This level is either occupied or empty and the spin degree of freedom is ignored. Moreover, the quantum dots are capacitively coupled by electrostatic repulsion if both are occupied. This electrostatic repulsion is taken into account by an Anderson-type term with the parameter \(U\). The parameter \(U\) is thus the energy contribution of the Coulomb repulsion when both quantum dots are occupied by an electron. The system Hamiltonian is therefore given in second quantization by

\[
H_S = \epsilon_1 \, d_1^\dagger d_1 + \epsilon_2 \, d_2^\dagger d_2 + U \, d_1^\dagger d_1 d_2^\dagger d_2, \tag{4.1}
\]

where \(d_\alpha\) and \(d_\alpha^\dagger\) denote the fermionic annihilation and creation operators of an electron on the quantum dot labeled by \(\alpha = 1, 2\). This Hamiltonian is diagonalized in the four-state basis \(\left\{ |00\rangle, |10\rangle, |01\rangle, |11\rangle \right\}\) with the corresponding energy eigenvalues \(\{0, \epsilon_1, \epsilon_2, \epsilon_1 + \epsilon_2 + U\}\).

Each quantum dot is in tunneling contact with two reservoirs on its left- and right-hand sides (see Figure 4.1). The system has thus four reservoirs \(j = 1L, 1R, 2L, 2R\), which are denoted as \(j = \alpha i\) by the label \(\alpha = 1, 2\) of the channel and the side \(i = L, R\) where the reservoir stands. The Hamiltonian of all the reservoirs can be expressed as

\[
H_B = \sum_j H_j \tag{4.2}
\]

in terms of the Hamiltonians of the individual reservoirs, which are defined as

\[
H_j = \sum_k \epsilon_{jk} \, c_{jk}^\dagger c_{jk}, \tag{4.3}
\]

where \(c_{jk}\) and \(c_{jk}^\dagger\) denote the annihilation and creation operators of electrons in the corresponding states. The reservoirs are supposed to be much larger than the system itself so that the eigenvalues \(\{\epsilon_{jk}\}\) of each reservoir form a very dense spectrum which is quasi continuous and characterized by a density of states \(D_j(\epsilon) = \sum_k \delta(\epsilon - \epsilon_{jk})\). We also define the electron number operator in reservoir \(j\) as \(N_j = \sum_k c_{jk}^\dagger c_{jk}\).

The tunneling Hamiltonian establishing the interaction between the quantum dots and the reservoirs has the form

\[
V = \sum_{\alpha=1,2} \sum_{i=L,R} \sum_k t_{\alpha ik} \, d_\alpha^\dagger c_{\alpha ik} + \text{H.c.}, \tag{4.4}
\]
where we have here specified the channels and the reservoirs by writing \( j = \alpha i \). The effect of the electrostatic interaction on the energy barriers between the quantum dots and the reservoirs could be taken into account by including corresponding capacitances, as considered in Ref. [124]. As a result, the positions of the energy levels in the quantum dots are in general shifted when a voltage is changed in the reservoirs. However, our primary interest is here focused essentially on the rate processes taking place in the quantum dots. For this purpose, we may already use the Hamiltonian model of Ref. [129] where the capacitances between the quantum dots and the reservoirs are absent.

This interaction Hamiltonian can be written in the form (3.17) by defining the system operators as

\[
A_1^+ \equiv d_1^\dagger\quad \text{and} \quad A_1^- \equiv d_1, \\
A_2^+ \equiv d_2^\dagger\quad \text{and} \quad A_2^- \equiv d_2, 
\]

and their associated environment operators as

\[
B_1^+ \equiv \sum_{i=L,R} \sum_k t_{1ik} c_{1ik}\quad \text{and} \quad B_1^- \equiv -\sum_{i=L,R} \sum_k t_{1ik} c_{1ik}^\dagger, \\
B_2^+ \equiv \sum_{i=L,R} \sum_k t_{2ik} c_{2ik}\quad \text{and} \quad B_2^- \equiv -\sum_{i=L,R} \sum_k t_{2ik} c_{2ik}^\dagger, 
\]

the minus sign arising due to the anti-commutation properties of fermionic creation and annihilation operators.

Finally, the total Hamiltonian is defined as the sum:

\[
H = H_S + H_B + V. \tag{4.9}
\]

We notice that the electron number operators of each transport channel

\[
N_\alpha = d_\alpha^\dagger d_\alpha + \sum_{i=L,R} \sum_k c_{\alpha ik}^\dagger c_{\alpha ik} \quad \alpha = 1, 2 \tag{4.10}
\]

separately commutes with the total Hamiltonian

\[
[H, N_1] = [H, N_2] = 0 \tag{4.11}
\]

so that the electron number is conserved in each transport channel and there is no electron exchange between the channels. In contrast, the number operators of the reservoirs \( N_j = N_{\alpha i} \) with \( \alpha = 1, 2 \) and \( i = L, R \), do not commute with the total Hamiltonian unless the tunneling amplitudes \( \{t_{\alpha ik}\} \) are equal to zero.
We are going to perform the counting statistics of the electron flow out of the left reservoirs of each channel. The number of particles flowing out of the reservoir $\alpha L$ for $\alpha = 1$ or 2 is minus the change of particle number in the same reservoir. As a consequence, the modified Hamiltonian introduced in (3.21) takes the form

$$H = H_S + H_B + V^{\lambda_1 \lambda_2}$$

(4.12)

with

$$V^{\lambda_1 \lambda_2} = e^{i(\lambda_1/2)N_1} e^{i(\lambda_2/2)N_2} V e^{-i(\lambda_1/2)N_1} e^{-i(\lambda_2/2)N_2}$$

(4.13)

$$= \sum_{\alpha=1,2} e^{i\lambda_\alpha} A^{+}_\alpha B^{+}_\alpha + e^{-i\lambda_\alpha} A^{-}_\alpha B^{-}_\alpha,$$

(4.14)

where the counting parameters $\lambda_1$ and $\lambda_2$ account for the fluctuations of the particle number operators $N_{1L}$ and $N_{2L}$, respectively.

### 4.1.2 The modified density matrix

In Chapter 3, we derived a modified master equation for the reduced density matrix of an intermediate quantum system accounting for the particle and energy exchanges with the macroscopic reservoirs. Here, we apply these results to the Hamiltonian described above and give a modified master equation for the system composed of the parallel quantum dots by tracing out the environment degrees of freedom.

In the following, we suppose that the two quantum dots are weakly coupled to the reservoirs by small enough tunneling amplitudes $\{t_{jk}\}$ so that we may carry out the Born perturbative approximation up to second order in the tunneling amplitudes.

The reservoirs are initially in grand-canonical equilibrium states characterized by the chemical potentials $\mu_j$ with $j \in \{1L, 1R, 2L, 2R\}$ and a uniform temperature $T$. We denote by $\beta = (k_B T)^{-1}$ the inverse temperature with the Boltzmann constant $k_B$. On the other hand, the quantum dots are in an arbitrary statistical mixture $\rho_S(0)$. As a consequence, the initial density matrix of the total system has the factorized form

$$\rho(0) = \rho_S(0) \prod_j \rho_j,$$

(4.15)

where

$$\rho_j = e^{-\beta(H_j - \mu_j N_j - \phi_j)}$$

(4.16)

denotes the grand-canonical density operator in the reservoir $j$ and

$$\phi_j = -\beta^{-1} \ln \left[ \text{Tr} \left\{ e^{-\beta(H_j - \mu_j N_j)} \right\} \right]$$

(4.17)
is the thermodynamic grand-canonical potential for the reservoir $j$.

In order to study the statistical fluctuations of the number of electron transfers between the left and right reservoirs in channels 1 and 2, we introduce the modified density matrix

$$\rho(\lambda_1, \lambda_2, t) \equiv e^{i(\lambda_1/2)N_1}e^{i(\lambda_2/2)N_2}\rho(t) e^{-i(\lambda_1/2)N_1}e^{-i(\lambda_2/2)N_2},$$

(4.18)

where $\rho(t)$ is the total density matrix of the system at time $t$. The corresponding reduced density matrix thus reads

$$\rho_S(\lambda_1, \lambda_2, t) = \text{Tr}_R\{\rho(\lambda_1, \lambda_2, t)\},$$

(4.19)

where the trace is taken over the environment degrees of freedom.

As shown in Chapter 3, the influence of the environment on the effective dynamics of $\rho_S(\lambda_1, \lambda_2, t)$ is characterized by the correlation functions of the operators (4.7) and (4.8). These correlation functions are evaluated for these operators and the reservoir Hamiltonians (4.3) in the next Section.

### 4.1.3 The environment correlation function

The charging transition rates $a_j$ and $\bar{a}_j$ of the quantum dot $i$ from reservoir $j = i\alpha$ are defined by

$$a_j \equiv \int d\tau e^{i\epsilon_i\tau}\langle B_j^- (\tau) B_j^+ \rangle,$$

(4.20)

$$\bar{a}_j \equiv \int d\tau e^{i(\epsilon_i + U)/\tau}\langle B_j^- (\tau) B_j^+ \rangle,$$

(4.21)

where $\langle \cdot \rangle \equiv \text{Tr}\{\cdot \rho_j\}$ denotes an average with the grand-canonical density matrix (4.16) in the reservoir $j$.

The reservoir Hamiltonians (4.3) being quadratic, these correlation functions can be evaluated analytically (see Appendix C) to yield

$$a_j = \Gamma_j f_j,$$

(4.22)

$$\bar{a}_j = \Gamma_j \bar{f}_j,$$

(4.23)

in terms of the Fermi-Dirac distributions

$$f_j = \frac{1}{1 + e^{\beta(\epsilon_j - \mu_j)},}$$

(4.24)

$$\bar{f}_j = \frac{1}{1 + e^{\beta(\epsilon_j + U - \mu_j)},}$$

(4.25)
where $\epsilon_j = \epsilon_\alpha$ for $j = \alpha i$. The rate constants are given by

$$\Gamma_j = \frac{2\pi}{\hbar^2} \sum_k |t_{jk}|^2 \delta(\epsilon_j - \epsilon_{jk})$$

(4.26)

$$\tilde{\Gamma}_j = \frac{2\pi}{\hbar^2} \sum_k |t_{jk}|^2 \delta(\epsilon_j + U - \epsilon_{jk})$$

(4.28)

where the quantities $t_{jk}(\epsilon)$ are the tunneling amplitudes as a function of energy and

$$D_j(\epsilon) \equiv \sum_k \delta(\epsilon - \epsilon_{jk})$$

the density of states of the reservoir $j$.

Similarly, we define the discharging transition rates $b_j$ and $\tilde{b}_j$ as

$$b_j \equiv \int d\tau e^{i\epsilon_j \tau} \langle B^+_j(\tau) B^-_j \rangle,$$

(4.30)

$$\tilde{b}_j \equiv \int d\tau e^{i(\epsilon_j + U) \tau} \langle B^+_j(\tau) B^-_j \rangle.$$

(4.31)

By using the results of Appendix C we get

$$b_j = \Gamma_j(1 - f_j),$$

(4.32)

$$\tilde{b}_j = \tilde{\Gamma}_j(1 - f_j).$$

(4.33)

The transition rates (4.22), (4.23) and (4.32), (4.33) are proportional to the equilibrium bath correlation functions, and as such do satisfy the Kubo-Martin-Schwinger condition [108] so that

$$\frac{a_j}{b_j} = e^{-\beta(\epsilon_j - \mu_j)},$$

(4.34)

$$\frac{\tilde{a}_j}{\tilde{b}_j} = e^{-\beta(\epsilon_j + U - \mu_j)}.$$  

(4.35)

in terms of the quantum dot energies $\epsilon_1$, $\epsilon_2$ and the inter-dot interaction energy $U$. This property is a key point in proving the fluctuation theorem for the stochastic dynamics of a system interacting with large equilibrium baths. We will later use this property in order to establish the fluctuation theorem for the electron currents in the present model.

4.1.4 The modified master equation

The total system is characterized by two sets of time scales:
(1) The correlation times of the reservoirs: The correlation time of the reservoir $j$ can be estimated as $\tau^c_j \sim \Delta \epsilon_j^{-1}$ in terms of the width $\Delta \epsilon_j$ of the function giving the charging rate $a_j(\epsilon) = 2\pi \hbar^{-2} |t_j(\epsilon)|^2 D_j(\epsilon) f_j(\epsilon)$ versus the energy $\epsilon$.

(2) The relaxation times induced by the electron exchanges with the reservoirs: $\tau^r_j \sim \Gamma_j^{-1}$.

In consistency with the assumption of weak coupling, we suppose that the correlation times are much shorter than the relaxation times and that the secular approximation is performed by averaging the equation of motion over a time scale $\Delta t$ which is intermediate between both

$$\tau^c_j \ll \Delta t \ll \tau^r_j \quad (4.36)$$

justifying the use of the Markovian approximation [103, 104]. Moreover, since the perturbative expansion is limited to second order, resonance effects are neglected. Consequently, the thermal energy should be supposed to be larger than the natural width of the quantum dot energy levels [130]

$$\Gamma_{\alpha L} + \Gamma_{\alpha R} \ll k_B T \quad \alpha = 1, 2. \quad (4.37)$$

As a consequence of these approximations and as shown in Chapter 3, we obtain a closed set of dynamical equations in terms of the vector

$$\mathbf{g}(\lambda_1, \lambda_2, t) = \begin{pmatrix} g_{00}(\lambda_1, \lambda_2, t) \\ g_{10}(\lambda_1, \lambda_2, t) \\ g_{01}(\lambda_1, \lambda_2, t) \\ g_{11}(\lambda_1, \lambda_2, t) \end{pmatrix} \quad (4.38)$$

composed of the diagonal elements of the modified reduced density matrix $g_{\nu_1\nu_2}(\lambda_1, \lambda_2, t) = \langle \nu_1\nu_2|\rho_S(i\lambda_1, i\lambda_2, t)|\nu_1\nu_2 \rangle$ where the indices $\nu_1 = 0, 1$ and $\nu_2 = 0, 1$ denote the occupancies in the corresponding quantum dot. This modified rate equation reads

$$\dot{\mathbf{g}}(\lambda_1, \lambda_2, t) = \mathbf{W}(\lambda_1, \lambda_2) \cdot \mathbf{g}(\lambda_1, \lambda_2, t), \quad (4.39)$$

where the rate matrix $\mathbf{W}(\lambda_1, \lambda_2)$ can be written as a sum

$$\mathbf{W}(\lambda_1, \lambda_2) = \mathbf{W}_1(\lambda_1) + \mathbf{W}_2(\lambda_2) \quad (4.40)$$
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with

$$W_1(\lambda_1) = \begin{pmatrix}
-a_{1L} - a_{1R} & b_{1L} e^{\lambda_1} + b_{1R} & 0 & 0 \\
a_{1R} e^{-\lambda_1} + a_{1R} & -b_{1L} - b_{1R} & 0 & 0 \\
0 & 0 & -\bar{a}_{1L} - \bar{a}_{1R} & \bar{b}_{1L} e^{\lambda_1} + \bar{b}_{1R} \\
0 & 0 & \bar{a}_{1L} e^{-\lambda_1} + \bar{a}_{1R} & -\bar{b}_{1L} - \bar{b}_{1R}
\end{pmatrix}$$

(4.41)

accounting for the transitions due to the tunneling events between the quantum dot No. 1 and the reservoirs 1L and 1R, while

$$W_2(\lambda_2) = \begin{pmatrix}
-a_{2L} - a_{2R} & 0 & b_{2L} e^{\lambda_2} + b_{2R} & 0 \\
0 & -\bar{a}_{2L} - \bar{a}_{2R} & 0 & \bar{b}_{2L} e^{\lambda_2} + \bar{b}_{2R} \\
a_{2L} e^{-\lambda_2} + a_{2R} & 0 & -b_{2L} - b_{2R} & 0 \\
0 & \bar{a}_{2L} e^{-\lambda_2} + \bar{a}_{2R} & 0 & -\bar{b}_{2L} - \bar{b}_{2R}
\end{pmatrix}$$

(4.42)

accounts for the transitions due to the tunneling events between the quantum dot No. 2 and the reservoirs 2L and 2R.

A rate equation can also be written for the probabilities \( p_{\nu_1\nu_2}(n_1, n_2, t) \) that the system is in the state \(|\nu_1\nu_2\rangle\) while having observed \( n_1 \) and \( n_2 \) electrons flowing out of, respectively, the reservoir 1L and 2L during time \( t \). As we pointed out in section 3.3.3, this is done by applying a Fourier transform to each member of the modified rate equation (4.39). The resulting equation can be written in a fairly simple form by introducing the operators

$$\hat{E}_{\alpha}^\pm \equiv \exp\left(\pm \frac{\partial}{\partial n_\alpha}\right),$$

(4.43)

which increase or decrease the numbers \( n_\alpha \) of electrons transferred in channel No. \( \alpha \) so that

$$\hat{E}_{\alpha}^\pm f(n_\alpha) = f(n_\alpha \pm 1)$$

(4.44)

when acting on any function \( f(n_\alpha) \). The rate equation for the probability vector

$$p(n_1, n_2, t) = \begin{pmatrix}
p_{00}(n_1, n_2, t) \\
p_{10}(n_1, n_2, t) \\
p_{01}(n_1, n_2, t) \\
p_{11}(n_1, n_2, t)
\end{pmatrix}$$

(4.45)

thus reads

$$\partial_t p(n_1, n_2, t) = (\hat{W}_1 + \hat{W}_2) \cdot p(n_1, n_2, t),$$

(4.46)

\(^1\)Note that these stochastic variables are time-dependent, although we did not explicit this time dependence in order to simplify notations.
where the matrices $\hat{W}_1$ and $\hat{W}_1$ are directly obtained from, respectively, $W_1(\lambda_1)$ and $W_1(\lambda_2)$ by making the substitution

$$e^{\pm \lambda_\alpha} \rightarrow \hat{E}_\alpha^{\pm}.$$ (4.47)

Equations (4.39) and (4.46) both reduce to an equation for the stochastic jumps in the quantum dots obtained by whether setting $\lambda_1 = \lambda_2 = 0$ in the first case or summing over all the possible electrons transfers $n_1$ and $n_2$ in the second one. This results in a stochastic equation for the occupation probabilities on the quantum dots

$$\begin{pmatrix}
    p_{00}(t) \\
    p_{10}(t) \\
    p_{01}(t) \\
    p_{11}(t)
\end{pmatrix}
= \begin{pmatrix}
    g_{00}(0,0,t) \\
    g_{10}(0,0,t) \\
    g_{01}(0,0,t) \\
    g_{11}(0,0,t)
\end{pmatrix}
= \sum_{n_1=-\infty}^{\infty} \sum_{n_2=-\infty}^{\infty} \begin{pmatrix}
    p_{00}(n_1,n_2,t) \\
    p_{10}(n_1,n_2,t) \\
    p_{01}(n_1,n_2,t) \\
    p_{11}(n_1,n_2,t)
\end{pmatrix}. \quad (4.48)$$

In the following, we write the steady state probabilities by using an upper case and dropping the time index $t$. As an example

$$P_{\nu_1\nu_2} = \lim_{t \to \infty} p_{\nu_1\nu_2}(t) \quad (4.49)$$

is the occupation probability of the quantum dots at steady state.

### 4.2 The two-current fluctuation theorem and its consequences

This section is devoted to the full counting statistics of the two interacting currents, for which the fundamental fluctuation theorem is established. We also consider the finite-time statistics, and show the convergence to the steady state fluctuation theorem presented in Chapter 2, regardless of the initial probability distribution on the quantum dots. Moreover, the consequences of the fluctuation theorem on the transport coefficients and the connection with the entropy production of the device are discussed.

#### 4.2.1 The cumulant generating function and the affinities

In order to perform the counting statistics of the electrons transferred from the left reservoirs to the quantum dots, we introduce the cumulant generating function of the currents

$$\mathcal{G}(\lambda_1, \lambda_2) \equiv \lim_{t \to \infty} -\frac{1}{t} \ln \left\langle \exp(-\lambda_1 n_1 - \lambda_2 n_2) \right\rangle_t \quad (4.50)$$
in terms of the counting parameter $\lambda_\alpha$ of the corresponding transport channel and where $n_\alpha$ denotes the number of particles transferred out of reservoir $\alpha = 1L$ or $2L$ during time $t$. As shown in section 3.3.2, the cumulant generating function is given as the leading eigenvalue of the eigenvalue problem

\[
\mathbf{W}(\lambda_1, \lambda_2) \cdot \mathbf{v} = -G(\lambda_1, \lambda_2) \mathbf{v}
\]

(4.51)
in terms of the modified rate matrix (4.40) - (4.42).

In order to obtain a fluctuation relation of the form (2.61) for the cumulant generating function, we note that the four-by-four matrix $\mathbf{W}(\lambda_1, \lambda_2)$ obeys the symmetry

\[
\mathbf{M} \cdot \mathbf{W}(\lambda_1, \lambda_2) \cdot \mathbf{M}^\top = \mathbf{W}(A_1 - \lambda_1, A_2 - \lambda_2)^\top
\]

(4.52)
with

\[
\mathbf{M} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & e^{-\beta(\epsilon_1 - \mu_{1R})} & 0 & 0 \\
0 & 0 & e^{-\beta(\epsilon_2 - \mu_{2R})} & 0 \\
0 & 0 & 0 & e^{-\beta(\epsilon_1 + \epsilon_2 + U - \mu_{1R} - \mu_{2R})}
\end{pmatrix}
\]

(4.53)
and the affinities $\mathbf{A} = (A_1, A_2)$ defined by

\[
A_1 = \ln \frac{a_{1L} b_{1R}}{b_{1L} a_{1R}} = \ln \frac{\tilde{a}_{1L} \tilde{b}_{1R}}{\tilde{b}_{1L} \tilde{a}_{1R}} = \beta (\mu_{1L} - \mu_{1R})
\]

(4.54)
\[
A_2 = \ln \frac{a_{2L} b_{2R}}{b_{2L} a_{2R}} = \ln \frac{\tilde{a}_{2L} \tilde{b}_{2R}}{\tilde{b}_{2L} \tilde{a}_{2R}} = \beta (\mu_{2L} - \mu_{2R})
\]

(4.55)
These relations are a direct consequence of the local detailed balance conditions (4.34) and (4.35) satisfied by the transition rates. We notice that the affinities (4.54) and (4.55) can also be obtained by using Schnakenberg graph analysis [120, 131]. These quantities are the two independent thermodynamic forces able to drive the system away from equilibrium. The fact that there exists only two independent affinities although the system contains four reservoirs is due to the existence of the two constants of motion (4.11) given by the particle numbers in the two transport channels.

If the system was fully connected, only the total particle number would be a constant of motion and there would exist three independent affinities. More generally, a system composed of $r$ reservoirs and partitioned into $c$ disconnected but interacting transport channels has $c$ constant particle numbers and can be driven away from equilibrium by $r - c$ independent affinities. Here, $r = 4$ and $c = 2$ so that there is only $r - c = 2$ independent affinities.
As mentioned earlier, the cumulant generating function is given by the leading eigenvalue of Eq. (4.51), i.e., by the smallest root of the quartic characteristic polynomial

$$\det \{ W(\lambda_1, \lambda_2) + G(\lambda_1, \lambda_2) \mathbf{1} \} = 0 \quad (4.56)$$

of the four-by-four matrix (4.40) - (4.42). Therefore, the symmetry (4.52) implies that the cumulant generating function obeys a corresponding symmetry [117, 121]. Indeed, given a solution $G(\lambda_1, \lambda_2)$ of the eigenvalue problem (4.56), it is easily shown that $G(A_1 - \lambda_1, A_2 - \lambda_2)$ is also a solution by the following sequence of equalities

$$\det \{ W(\lambda_1, \lambda_2) + G(A_1 - \lambda_1, A_2 - \lambda_2) \mathbf{1} \} = \det \{ \mathbf{M} \cdot W(A_1 - \lambda_1, A_2 - \lambda_2)^\top \cdot \mathbf{M}^{-1} + G(A_1 - \lambda_1, A_2 - \lambda_2) \mathbf{M} \cdot \mathbf{M}^{-1} \} = \det \{ W(A_1 - \lambda_1, A_2 - \lambda_2) + G(A_1 - \lambda_1, A_2 - \lambda_2) \mathbf{1} \} = 0.$$

In this way, the fundamental result is proved that the cumulant generating function satisfies the steady state fluctuation theorem

$$G(\lambda_1, \lambda_2) = G(A_1 - \lambda_1, A_2 - \lambda_2) \quad (4.57)$$

in terms of the affinities $A_1$ and $A_2$ given by Eqs. (4.54) and (4.55).

As mentioned in Section 2.3.2, this last relation is equivalent to a fluctuation relation in the long-time limit for the probability distribution $p(J_1, J_2, t)$ of the currents defined by

$$J_1 = \frac{n_1}{t}, \quad (4.58)$$
$$J_2 = \frac{n_2}{t}, \quad (4.59)$$

in terms of the numbers of electrons $n_1$ and $n_2$ transferred in, respectively, channels 1 and 2 during time $t^2$. The probability distribution $P(J_1, J_2, t)$ of the currents thus satisfies

$$\lim_{t \to \infty} \frac{1}{t} \ln \frac{p(J_1, J_2, t)}{p(-J_1, -J_2, t)} = A_1 J_1 + A_2 J_2 \quad (4.60)$$

with the thermodynamic affinities given by (4.54) and (4.55).

### 4.2.2 Finite-time counting statistics

As shown in Section 3.3.2, the characteristic function of the probability distribution $p(n_1, n_2, t)$ for the number of particles $n_1$ and $n_2$ transferred in channels 1 and 2 during

\footnote{We did not explicitly write the time dependence of these stochastic variables in order to simplify notations, just as we did for $n_1$ and $n_2.$}
time $t$ can be expressed in terms of the vector (4.38) as

$$ G(\lambda_1, \lambda_2, t) = \mathbf{1}^\top \cdot \mathbf{g}(\lambda_1, \lambda_2, t) $$

(4.61)

$$ = \mathbf{1}^\top \cdot e^{\mathbf{W}(\lambda_1, \lambda_2)} \cdot \mathbf{p}_0, $$

(4.62)

where $\mathbf{p}_0$ denotes the initial probability distribution over the quantum dot occupancies. The probability distribution $p(n_1, n_2, t)$ for observing $n_1$ and $n_2$ electrons transferred in channels 1 and 2 during time $t$ is given by the Fourier coefficients of (4.61)

$$ p(n_1, n_2, t) = \int \int \frac{d\lambda_1}{2\pi} \frac{d\lambda_2}{2\pi} \ G(-i\lambda_1, -i\lambda_2, t)e^{-i\lambda_1 n_1 - i\lambda_2 n_2}. $$

(4.63)

In Figures 4.2 and 4.3, we illustrate the time evolution of the marginal distributions

$$ p(n_1, t) = \sum_{n_2=0}^{\infty} p(n_1, n_2, t), $$

(4.64)

$$ p(n_2, t) = \sum_{n_1=0}^{\infty} p(n_1, n_2, t), $$

(4.65)

by plotting them as a function of, respectively, $n_1$ and $n_2$ for different values of time $t$. These probability distributions have their mean value$^3$ and variance linearly growing with time in the long time limit. In particular, this implies that the currents (4.58) and (4.59) are asymptotically constant in time with variance decreasing as $t^{-1}$.

Though the cumulant generating function (4.50) satisfies the steady state fluctuation theorem (4.57), the finite-time generating function (4.61) does not in general satisfy a fluctuation theorem at all times and for arbitrary initial condition. As mentioned in Chapter 2, this is due to the fact that we need to assume that the intermediate quantum systems is initially equilibrated with respect to one of the reservoirs in order to show the finite-time fluctuation theorem (2.49). In the present case, a fluctuation theorem for the characteristic function (4.61) holds at all times provided that the initial condition on the quantum dots is chosen as the stationary distribution with respect to both right

$^3$In the situation illustrated in Figure 4.3, the mean of the probability distribution $p(n_2, t)$ of the number of electrons $n_2$ transferred in circuit No. 2 is zero as a consequence of the absence of bias in this conduction channel, i.e. $\mu_{2L} = \mu_{2R}$. 
Figure 4.2: Time evolution of the marginal probability distribution $p_1(n_1, t)$ of the number of electrons $n_1$ transferred across channel No. 1 during time $t$. Parameters are chosen as $\beta = 1$, $\epsilon_1 = 0.4$, $\epsilon_2 = 0.1$, $U = 0.5$, $\mu_{1L} = -\mu_{1R} = 0.5$, $\mu_{2L} = \mu_{2R} = 0$ and $\Gamma_{\alpha i} = 0.1$ for $\alpha = 1, 2$ and $i = L, R$.

Figure 4.3: Time evolution of the marginal probability distribution $p_2(n_2, t)$ of the number of electrons $n_2$ transferred across channel No. 2 during time $t$. Parameters are chosen as in Figure 4.2.
This distribution is shown to be given by the probability vector

\begin{equation}
\mathbf{p}^s_0 = (\text{Tr} \{\mathbf{M}\})^{-1} \mathbf{M} \cdot \mathbf{1}
\end{equation}

\begin{equation}
= \frac{1}{\zeta} \begin{bmatrix}
1 \\
e^{-\beta(\varepsilon_1 - \mu_{1R})} \\
e^{-\beta(\varepsilon_2 - \mu_{2R})} \\
e^{-\beta(\varepsilon_1 + \varepsilon_2 + U - \mu_{1R} - \mu_{2R})}
\end{bmatrix},
\end{equation}

where

\begin{equation}
\zeta \equiv \frac{1}{1 + e^{-\beta(\varepsilon_1 - \mu_{1R})} + e^{-\beta(\varepsilon_2 - \mu_{2R})} + e^{-\beta(\varepsilon_1 + \varepsilon_2 + U - \mu_{1R} - \mu_{2R})}}
\end{equation}

is a normalization factor. Indeed, by using the symmetry (4.52) and writing the rate matrix as

\begin{equation}
\mathbf{W}(\lambda_1, \lambda_2) \equiv \mathbf{W}_L(\lambda_1, \lambda_2) + \mathbf{W}_R
\end{equation}

with

\begin{equation}
\mathbf{W}_L(\lambda_1, \lambda_2) = \begin{pmatrix}
-a_{1L} - a_{2L} & b_{1L} e^{\lambda_1} & b_{2L} e^{\lambda_2} & 0 \\
a_{1L} e^{-\lambda_1} & -b_{1L} - \bar{a}_{2L} & 0 & \bar{b}_{2L} e^{\lambda_2} \\
a_{2L} e^{-\lambda_2} & 0 & -\bar{a}_{1L} - b_{2L} & \tilde{b}_{1L} e^{\lambda_1} \\
0 & \bar{a}_{2L} e^{\lambda_2} & \bar{a}_{1L} e^{-\lambda_1} & -\tilde{b}_{1L} - \tilde{b}_{2L}
\end{pmatrix}
\end{equation}

and

\begin{equation}
\mathbf{W}_R = \begin{pmatrix}
-a_{1R} - a_{2R} & b_{1R} e^{\lambda_1} & b_{2R} e^{\lambda_2} & 0 \\
a_{1R} e^{-\lambda_1} & -b_{1R} - \bar{a}_{2R} & 0 & \bar{b}_{2R} e^{\lambda_2} \\
0 & \bar{a}_{2R} e^{-\lambda_2} & \bar{a}_{1R} e^{-\lambda_1} & -\tilde{b}_{1R} - \tilde{b}_{2R}
\end{pmatrix}
\end{equation}

It is possible to show (see Appendix B) by using the symmetry (4.52) that the vector (4.66) is a steady state solution of the dynamics induced by the right leads, i.e.

\begin{equation}
\mathbf{W}_R \cdot \mathbf{p}^s_0 = 0.
\end{equation}

\text{Indeed, as the two quantum dots exchange energy via the interaction energy } U, \text{ each quantum dot does not equilibrate separately with its right lead. Instead, the quantum dots may relax to an stationary state with respect to both right leads as a consequence of the homogeneous temperature between the leads and the absence of tunneling between the two quantum dots. This last assumption forbids the setting up of a steady state and additional particle current due to an eventual difference between } \mu_{1R} \text{ and } \mu_{2R}.\)
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Now, by using this initial condition in (4.62) and the symmetry relation (4.52), we show that

\[
G(\lambda_1, \lambda_2, t) = 1^T \cdot e^{tW(A_1 - \lambda_1, A_2 - \lambda_2)^T} \cdot M^{-1} \cdot p_{0t}^st \\
= 1^T \cdot M \cdot e^{tW(A_1 - \lambda_1, A_2 - \lambda_2)} \cdot M^{-1} \cdot p_{0t}^st \\
= 1^T \cdot e^{tW(A_1 - \lambda_1, A_2 - \lambda_2)} \cdot p_{0t}^st \\
= G(A_1 - \lambda_1, A_2 - \lambda_2, t) \tag{4.73}
\]

thus proving the fluctuation theorem at finite-times provided that the initial distribution on the quantum dots is chosen as the stationary distribution with respect to the right leads 1R and 2R given in (4.66). Again, the symmetry relation (4.73) is equivalent to a fluctuation relation for the probability distribution (4.63), that is

\[
\ln \frac{p(n_1, n_2, t)}{p(-n_1, -n_2, t)} = A_1 n_1 + A_2 n_2 \tag{4.74}
\]

in terms of the thermodynamic affinities (4.54) and (4.55).

Deviations to this symmetry relation are expected whenever we consider arbitrary initial conditions. However, as mentioned in Chapter 2, we expect these effects to decrease in time and eventually vanish in the long-time limit so that equation (4.74) is strictly valid in this limit. This is illustrated in Figure 4.4 where we plotted the quantity

\[
l_t(n_1) = \ln \frac{p(n_1, t)}{p(-n_1, t)} \tag{4.75}
\]

in terms of the marginal distribution (4.64) for different time values. The affinity in channel 2 was set to 0 so that we expect this logarithm to become linear in \(n_1\) with slope \(A_1\) for large time values, as deduced from the steady state fluctuation theorem (4.60). For initial conditions chosen far from (4.66), deviations to this linear behavior are observed at short times.

In typical counting statistics experiments, chemical potentials of the reservoirs as well as the temperature over the whole setup are controlled contrary to the initial state of the intermediate quantum dots of the circuit considered. As a result, deviations to the finite-time fluctuation theorem (4.73) for times such that \(t \lesssim \Gamma_j^{-1}\) is consistent with the results illustrated in Figure 4.4. The symmetry relation (4.73) is however recovered for longer measurement times.

In the following, we concentrate our study to the case of long enough measurement times. As a consequence, we will consider the long-time limit cumulant generating function (4.50) for the characterization of the current fluctuations.
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Figure 4.4: Test of the fluctuation relation (4.74) at finite times by plotting the quantity \( l_t(n_1) \) defined in (4.75) as a function of the number of electrons \( n_1 \) transferred in the conduction channel No. 1 during time \( t \). The initial condition was chosen as \( p_{00} = p_{10} = p_{01} = 0 \) and \( p_{11} = 1 \). Parameters were chosen as \( \beta = 1, \epsilon_1 = 0.4, \epsilon_2 = 0.1, U = 0.5, \mu_{1L} = -\mu_{1R} = 0.5, \mu_{2L} = \mu_{2R} = 0, \Gamma \equiv \Gamma_{1L} = \Gamma_{1R} = 0.1 \) and \( \Gamma_{2L} = \Gamma_{2R} = 0.1 \). We observe deviations to a linear behavior for short times, but the fluctuation theorem is satisfied for larger time values \( t \gg \Gamma_{1\alpha}^{-1} \) in this case for \( \alpha = L, R \).

4.2.3 The average currents and the response coefficients

The average values of the particle currents in the long time limit are given in terms of the cumulant generating function according to

\[
\langle J_\alpha \rangle \equiv \lim_{t \to \infty} \frac{\langle n_\alpha \rangle}{t} = \frac{\partial G}{\partial \lambda_\alpha} \bigg|_{\lambda_1 = \lambda_2 = 0} \tag{4.77}
\]

for \( \alpha = 1, 2 \). These currents can be expressed in terms of the probabilities (4.49) of the four quantum dot states in the non-equilibrium steady state corresponding to the affinities (4.54) and (4.55). In order to obtain these currents, we first write the characteristic polynomial (4.56) as

\[
G^4 + C_3G^3 + C_2G^2 + C_1G + C_0 = 0, \tag{4.78}
\]

which is quartic in \( G \) as a consequence of the dimensionality of the rate matrix \( W(\lambda_1, \lambda_2) \) of our model. We note that the last term is simply given by \( C_0 = \det \{ W(\lambda_1, \lambda_2) \} \). Since the matrix \( W(\lambda_1, \lambda_2) \) reduces to the matrix of a jump stochastic process conserving probability if \( \lambda_1 = \lambda_2 = 0 \), the leading eigenvalue vanishes in this limit

\[
G(0, 0) = 0. \tag{4.79}
\]

\[\text{We do not write explicitly the dependence on the counting parameters of the cumulant generating function } G(\lambda_1, \lambda_2), \text{ unless necessary, in order to simplify notation.}\]
We also take the partial derivative \( \partial_\alpha \) of the characteristic determinant with respect to the counting parameter \( \lambda_\alpha \) to get

\[
(4G^3 + 3C_3G^2 + 2C_2G + C_1) \partial_\alpha G + \partial_\alpha C_3G^3 + \partial_\alpha C_2G^2 + \partial_\alpha C_1G + \partial_\alpha C_0 = 0.
\]

We can use this last expression together with the normalization condition (4.79) to write the average current (4.77) as

\[
\langle J_\alpha \rangle = -\frac{\partial_\alpha C_0}{C_1} \bigg|_{\lambda_1=\lambda_2=0}.
\]

By calculating the coefficients \( C_0 \) and \( C_1 \) of the characteristic polynomial (4.78) corresponding to the rate matrix (4.40) - (4.42) we finally get

\[
\langle J_1 \rangle = a_{11}P_{00} - b_{11}P_{01} + \bar{a}_{11}P_{10} - \bar{b}_{11}P_{11},
\]

\[
\langle J_2 \rangle = a_{21}P_{00} - b_{21}P_{01} + \bar{a}_{21}P_{10} - \bar{b}_{21}P_{11},
\]

in terms of the steady state occupation probabilities \( P_{\nu_1\nu_2} \) of the quantum dots at steady state.

These currents are nonlinear functions of the affinities, which can be expanded in powers of the affinities in order to identify the linear and nonlinear response coefficients

\[
\langle J_\alpha \rangle = \langle J_\alpha \rangle(A_1, A_2) = \sum_\beta L_{\alpha,\beta} A_\beta + \frac{1}{2} \sum_{\beta, \gamma} M_{\alpha,\beta\gamma} A_\beta A_\gamma + \frac{1}{6} \sum_{\beta, \gamma, \delta} N_{\alpha,\beta\gamma\delta} A_\beta A_\gamma A_\delta + \cdots.
\]

As a consequence of the fluctuation theorem (4.57), the linear response coefficients \( L_{\alpha,\beta} \) are given in terms of the second derivatives of the cumulant generating function with respect to the counting parameters and they obey the Onsager reciprocity relations

\[
L_{\alpha,\beta} = L_{\beta,\alpha} = \frac{\partial^2 G}{\partial \lambda_\alpha \partial \lambda_\beta} \bigg|_{\lambda_1=\lambda_2=0, A_1=A_2=0}.
\]

Similar relationships have been established for the nonlinear response coefficients [78].

Again, the linear response coefficients can be calculated in terms of the characteristic determinant (4.56) of the matrix \( W(\lambda_1, \lambda_2) \) by further differentiating (4.80) with respect to \( \lambda_\beta \) and using the fact that the average currents vanishes at zero bias. The Onsager coefficients (4.85) are thus given by

\[
L_{\alpha,\beta} = L_{\beta,\alpha} = \frac{\partial_\alpha \partial_\beta C_0}{2C_1} \bigg|_{\lambda_1=\lambda_2=0, A_1=A_2=0}.
\]
In the present model, the Onsager coefficients can be calculated and turn out to be proportional to

\[ L_{1,2} \propto (\Gamma_{1L}\Gamma_{1R} - \bar{\Gamma}_{1L}\bar{\Gamma}_{1R}) (\Gamma_{2L}\Gamma_{2R} - \bar{\Gamma}_{2L}\bar{\Gamma}_{2R}). \] (4.87)

In general, this Onsager coefficient is thus non-vanishing and there is a phenomenon of Coulomb drag according to which a current may be induced in a circuit at equilibrium if the other circuit is out of equilibrium, as shown in Ref. [124].

However, the Onsager coefficient vanishes under the condition that the rate constants of one circuit do not depend on the Coulomb repulsion parameter \( U \). In this particular case, there is no Coulomb drag because

\[ \langle J_1 \rangle (0, A_2) = 0 \quad \text{and} \quad J_2 (A_1, 0) = 0 \quad \text{if} \quad \Gamma_j = \bar{\Gamma}_j \] (4.88)

as can be obtained by evaluating (4.82) and (4.83) for the particular values of the affinities in this last relation. Equation (4.88) implies the vanishing of the Onsager coefficient as well as the nonlinear response coefficients allowing the coupling of one current to the affinity of the other circuit:

\[ L_{1,2} = M_{1,22} = N_{1,222} = \cdots = 0 \quad \text{and} \quad L_{2,1} = M_{2,11} = N_{2,111} = \cdots = 0 \quad \text{if} \quad \Gamma_j = \bar{\Gamma}_j. \] (4.89)

Nevertheless, these coefficients do not vanish in general.

4.2.4 The entropy production and the energy dissipation

A further consequence of the fluctuation theorem (4.57) is that the average currents (4.77) obey the second law of thermodynamics according to which the entropy production is always non-negative

\[ \frac{1}{k_B} \frac{dS}{dt} = A_1 \langle J_1 \rangle + A_2 \langle J_2 \rangle \geq 0, \] (4.90)

where \( k_B \) is Boltzmann’s constant [71, 120]. Indeed, by using the symmetry relation (4.60) on the generating function (4.50) and its normalization condition (4.79), we get

\[ 0 = \lim_{t \to \infty} - \frac{1}{t} \ln \langle e^{-A_1 n_1 - A_2 n_2} \rangle \] (4.91)

\[ \leq \lim_{t \to \infty} - \frac{1}{t} \ln e^{-A_1 \langle n_1 \rangle - A_2 \langle n_2 \rangle} \] (4.92)

\[ = A_1 \left( \lim_{t \to \infty} \frac{\langle n_1 \rangle}{t} \right) + A_2 \left( \lim_{t \to \infty} \frac{\langle n_2 \rangle}{t} \right) \] (4.93)

\[ = A_1 \langle J_1 \rangle + A_2 \langle J_2 \rangle, \] (4.94)

where we used Jensen’s inequality for the exponential \( \langle e^X \rangle \geq e^{\langle X \rangle} \) in the second line.
The power dissipated in each circuit is defined as the product of the voltage $V_\alpha$ by the electric current $I_\alpha = eJ_\alpha$ where $e$ is the electric charge of the particle: $\Pi_\alpha = V_\alpha I_\alpha$, with $\alpha = 1, 2$. Since the affinities are related to the voltages by

$$A_\alpha = \frac{eV_\alpha}{k_B T},$$

we have that the dissipated power in the circuit $\alpha$ is given by

$$\Pi_\alpha = k_B T A_\alpha J_\alpha$$

and the entropy production is thus proportional to the total dissipated power:

$$\frac{dS}{dt} = \frac{1}{T} (\Pi_1 + \Pi_2) \geq 0.$$  \hfill (4.97)

Therefore, the entropy production of the system characterizes the energy dissipation of the quantum measurement performed on one quantum dot by the current flowing in the other circuit playing the role of the detector in the experiments of Refs. [14, 15]. We shall evaluate these quantities under such specific conditions in the following sections.

### 4.3 Single-current fluctuation theorem

In previous section, we showed that a bivariate fluctuation theorem (4.57) and (4.60) holds for both current in channels No. 1 and 2 with respect to the affinities (4.54) and (4.55). However, in typical electron counting experiments the statistics of the detection circuit is not accessible, and the experimentally accessible statistics is the one of the measured channel. In the present model, we assume that the channel No. 2 plays the role of detector and the statistics of channel No. 1 is thus obtained by considering the two current generating function (4.50) for $\lambda_2 = 0$. Regarding the fluctuation relations, the bivariate fluctuation theorem does not imply a fluctuation theorem for the sole current observed in channel 1, that is, in general

$$\mathcal{G}(\lambda_1, 0) \neq \mathcal{G}(\bar{A}_1 - \lambda_1, 0)$$  \hfill (4.98)

for any $\bar{A}_1$. Nevertheless, conditions can be found for which a univariate fluctuation theorem holds as observed experimentally, with a measurable effective affinity $\bar{A}_1$.

In this section, we first consider the limit of a large Coulomb repulsion between the quantum dots, in which case a single-current fluctuation theorem is obtained but without modification of the effective affinity. We next consider the limit where the current in one circuit is much larger than the one in the other circuit. It is in this limit that the single-current fluctuation theorem is obtained with an important modification of the effective
affinity with respect to which the symmetry relation of the single-current fluctuation theorem holds.

4.3.1 The large Coulomb repulsion limit

In the limit where the Coulomb repulsion between both quantum dots is large, the coupling parameter $U$ takes large values so that the charging rates of a second electron on the two quantum dots vanish:

$$\bar{a}_j = 0 \quad \text{for} \quad j = 1L, 1R, 2L, 2R \quad \text{if} \quad U = \infty. \quad (4.99)$$

As a consequence, the probabilities $p_{11}(n_1, n_2, t)$ in (4.45) and $P_{11}$ in (4.49) that the system is in the fourth state $\ket{11}$ also vanish:

$$p_{11}(n_1, n_2, t) = 0 \quad \text{and} \quad P_{11} = 0 \quad \text{if} \quad U = \infty. \quad (4.100)$$

In this limit, the occupancy of one quantum dot is stopping the current in the other quantum dot. For instance, the average current in the secondary circuit (4.83) has two contributions depending on the occupancy of the quantum dot No. 1:

$$\langle J_2 \rangle = \langle J_2 \rangle|_{\nu_1=0} + \langle J_2 \rangle|_{\nu_1=1}. \quad (4.101)$$

However, the contribution when the quantum dot No. 1 is occupied is vanishing

$$\langle J_2 \rangle|_{\nu_1=1} = \bar{a}_{2L}P_{10} - \bar{b}_{2L}P_{11} = 0 \quad \text{if} \quad U = \infty \quad (4.102)$$

since $\bar{a}_{2L} = 0$ according to Eq. (4.99) and $P_{11} = 0$ because of Eq. (4.100). Therefore, the secondary circuit has a non-vanishing current only when the quantum dot No. 1 is empty and vice versa.

The cumulant generating function can be obtained by considering the three-by-three matrix obtained by removing the fourth row and column from the matrix (4.40) - (4.42). In this case, the characteristic determinant (4.56) depends on the counting parameters only in the following combinations:

$$a_{1R}b_{1L}e^{\lambda_1} + a_{1L}b_{1R}e^{-\lambda_1}, \quad (4.103)$$

$$a_{2R}b_{2L}e^{\lambda_2} + a_{2L}b_{2R}e^{-\lambda_2}, \quad (4.104)$$

which remain invariant under the independent substitutions $\lambda_1 \rightarrow A_1 - \lambda_1$ and/or $\lambda_2 \rightarrow A_2 - \lambda_2$ with the affinities (4.54) and (4.55). Consequently, we obtain the symmetry
relations:

\[ G(\lambda_1, \lambda_2) = G(A_1 - \lambda_1, \lambda_2) = G(\lambda_1, A_2 - \lambda_2) = G(A_1 - \lambda_1, A_2 - \lambda_2) \quad \text{if} \quad U = \infty, \]

which implies the single-current fluctuation theorem:

\[ G(\lambda_1, 0) = G(A_1 - \lambda_1, 0) \quad \text{if} \quad U = \infty \]

but with the unmodified affinity (4.54). Therefore, this limit cannot explain the modification of the affinity observed in the experiments reported in Ref. [15].

### 4.3.2 The large current ratio limit

In typical counting statistics experiments [14, 15], the detector circuit which is used to observe the occupancy of the quantum dot carries a current which is typically much larger than the current in the measured circuit by a huge factor $10^7$-$10^8$. If the detector is taken as the circuit No. 2 in the present model, the rate constants of that circuit are much larger than the ones of the circuit No. 1:

\[ \Gamma_{1L}, \Gamma_{1R}, \bar{\Gamma}_{1L}, \bar{\Gamma}_{1R} \ll \Gamma_{2L}, \Gamma_{2R}, \bar{\Gamma}_{2L}, \bar{\Gamma}_{2R}. \]

Under such circumstances, the relaxation times \( \tau_{1i}^{1i} \sim \Gamma_{1i}^{-1} \) of the circuit No. 1 are much longer than the relaxation times \( \tau_{2i}^{2i} \sim \Gamma_{2i}^{-1} \) of the circuit No. 2 and the monitoring of the slow circuit by the fast one is performed over a time scale \( \Delta t \) such that

\[ \tau_{2i}^{2i} \ll \Delta t \ll \tau_{1i}^{1i} \]

instead of the time scale (4.36). This basically means that the excitations induced by the slow circuit on the detector relax quasi-instantaneously. As a result, we may assume that the detector is in a stationary state during the whole period where the state of quantum dot No. 1 remains unchanged, while transitions in the quantum dot No. 1 induce sudden jumps between nonequilibrium stationary states in the detector. By observing the current in circuit No. 2, we thus observe trajectories like the one presented in Figure 4.6 where the sudden jumps are caused by tunneling events in channel No. 1.

Our aim is here to obtain the cumulant generating function for the counting statistics in the sole circuit No. 1 without measuring the current in the fast circuit No. 2, as it is the case in Refs. [14, 15]. This amounts to consider the two-current generating function (4.50) for \( \lambda_2 = 0 \). Accordingly, we focus on the time evolution of the probabilities defined
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by

\[ p_{\nu_1}(n_1, t) = \sum_{\nu_2=0,1} \sum_{n_2=-\infty}^{+\infty} p_{\nu_1\nu_2}(n_1, n_2, t). \]  \(4.109\)

As mentioned above, since the electron transfers in the circuit No. 2 are much faster than in the circuit No. 1, the circuit No. 2 can be supposed to be in a stationary state during the whole period when the circuit No. 1 is in a given state. Such stationary states conditional to the state \(\nu_1\) of the quantum dot No. 1 are obtained by finding the zero eigenvectors of the transition matrix (4.42) with \(\hat{E}_2^{\pm} = 1\). The conditional probabilities \(P_{\nu_2|\nu_1}\) that the quantum dot No. 2 has the occupancy \(\nu_2\) provided that the quantum dot No. 1 is in the state \(\nu_1\) are given by

\[ P_{0|0} = \frac{b_2}{a_2 + b_2}, \]  \(4.110\)

\[ P_{1|0} = \frac{a_2}{a_2 + b_2}, \]  \(4.111\)

\[ P_{0|1} = \frac{\bar{b}_2}{\bar{a}_2 + \bar{b}_2}, \]  \(4.112\)

\[ P_{1|1} = \frac{\bar{a}_2}{\bar{a}_2 + \bar{b}_2}, \]  \(4.113\)

with

\[ a_2 = a_{2L} + a_{2R}, \]  \(4.114\)

\[ b_2 = b_{2L} + b_{2R}, \]  \(4.115\)

\[ \bar{a}_2 = \bar{a}_{2L} + \bar{a}_{2R}, \]  \(4.116\)

\[ \bar{b}_2 = \bar{b}_{2L} + \bar{b}_{2R}. \]  \(4.117\)

Under the conditions (4.107), the probability that the system is in the state \(|\nu_1\nu_2\rangle\) and that \(n_1\) electrons have been transferred in the circuit No. 1 factorizes into the probability (4.109) and the probability of the occupancy \(\nu_2\) of the quantum dot No. 2 conditioned to the occupancy \(\nu_1\):

\[ p_{\nu_1\nu_2}(n_1, t) = p_{\nu_1}(n_1, t)P_{\nu_2|\nu_1}. \]  \(4.118\)

Substituting these relations into the master equation (4.109) and summing over \(n_2\) and \(\nu_2\), we get the master equations for the probabilities \(p_{\nu_1}(n_1)\) as follows:

\[ \partial_t p_0(n_1, t) = -\left( a_L + a_R \right) p_0(n_1, t) + \left( b_L \hat{E}_1^+ + b_R \right) p_1(n_1, t), \]  \(4.119\)

\[ \partial_t p_1(n_1, t) = \left( a_L \hat{E}_1^- + a_R \right) p_0(n_1, t) - \left( b_L + b_R \right) p_1(n_1, t), \]  \(4.120\)
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where

\[ a_L = a_{1L} P_{0|0} + \bar{a}_{1L} P_{1|0} \]
\[ a_R = a_{1R} P_{0|0} + \bar{a}_{1R} P_{1|0} \] (4.121)

\[ b_L = b_{1L} P_{0|1} + \bar{b}_{1L} P_{1|1} \]
\[ b_R = b_{1R} P_{0|1} + \bar{b}_{1R} P_{1|1} \] (4.122)

are the charging and discharging rates of the first quantum dot averaged over the conditional stationary probabilities of the second quantum dot. The master equations (4.119)-(4.120) rule the process in the slow circuit No. 1 as monitored by the fast circuit No. 2 over the time scale (4.108).

Taking a solution of the form

\[ p_{\nu} (n_1) \sim \exp(\lambda_1 n_1 - G t) \]

for Eqs. (4.119)-(4.120), the cumulant generating function (4.50) with \( \lambda_2 = 0 \) has thus for approximation the leading eigenvalue of the matrix

\[ \tilde{W} = \begin{pmatrix} -a_L - a_R & b_L e^{\lambda_1} + b_R \\ a_L e^{-\lambda_1} + a_R & -b_L - b_R \end{pmatrix} \] (4.125)

which is given by

\[ G(\lambda_1, 0) \simeq \frac{1}{2} \left[ a_L + a_R + b_L + b_R - \sqrt{(a_L + a_R - b_L - b_R)^2 + 4 (a_L e^{-\lambda_1} + a_R) (b_L e^{\lambda_1} + b_R)} \right] \] (4.126)

in the limit (4.107) where the current in the second quantum dot is much larger than in the first one. In this limit, the generating function (4.126) obeys the it single-current fluctuation theorem:

\[ G(\lambda_1, 0) = G(\tilde{A}_1 - \lambda_1, 0) \] (4.127)

with the effective affinity for the first quantum dot obtained as

\[ \tilde{A}_1 = \ln \frac{a_L b_R}{a_R b_L} \] (4.128)

in terms of the averaged rates (4.121)-(4.124). This constitutes the main result of the present Chapter.

We notice that similar results hold in the other limit where the circuit No. 1 is much faster than the circuit No. 2 because both circuits have the same structure and are symmetrically coupled together through the Coulomb repulsion of parameter \( U \) in equation (4.1).
The result (4.127) shows that the generating function of the counting statistics in the slow quantum dot No. 1 has the symmetry of a single-current fluctuation theorem under the experimental conditions (4.107) but with respect to the effective affinity (4.128). This latter may differ by orders of magnitude with respect to the affinity (4.54) driving the circuit out of equilibrium. The reason for this modification is the back-action of the other circuit to which the quantum dot is capacitively coupled. Indeed, the charging and discharging rates of the quantum dot No. 1 are averaged over the two possible states of the quantum dot No. 2 according to Eqs. (4.121)-(4.124) so that their effective values are modified by the back-action of the circuit No. 2. This modification of the transition rates is reminiscent of the influence of environmental noises as described by the $P(E)$ theory [132].

In the following section, the dependence of the effective affinity (4.128) on the applied voltages and other parameters is numerically investigated under specific conditions, showing the importance of the back-action effect.

### 4.3.3 Single-current fluctuation theorem at finite times

Equations (4.119) and (4.120) for the occupation and transfer probabilities (4.109) can be cast into an equation for the vector

$$
g(\lambda_1, t) = \begin{pmatrix} g_0(\lambda_1, t) \\
g_1(\lambda_1, t) \end{pmatrix} \equiv \begin{pmatrix} g_{00}(\lambda_1, 0, t) + g_{01}(\lambda_1, 0, t) \\
g_{10}(\lambda_1, 0, t) + g_{11}(\lambda_1, 0, t) \end{pmatrix} \tag{4.129}$$

so that

$$\dot{g}(\lambda_1, t) = \tilde{W}(\lambda_1, t) \cdot g(\lambda_1, t) \tag{4.130}$$

with the coarse-grained modified rate matrix (4.125).

The characteristic function at time $t$ of the electron number variable $n_1$ is thus given by

$$G(\lambda_1, 0, t) = \langle e^{-\lambda_1 n_1} \rangle_t \tag{4.131}$$

$$= \mathbf{1}^\top \cdot g(\lambda_1, t) \tag{4.132}$$

$$= \mathbf{1}^\top \cdot e^{\mathbf{1}^\top \cdot \tilde{W}(\lambda_1, t) \cdot \mathbf{p}_0}, \tag{4.133}$$

where $\mathbf{p}_0$ is the initial probability distribution over the quantum dot No. 1 regardless of the state of the quantum dot No. 2, while $\mathbf{1}$ is the vector

$$\mathbf{1} = \begin{pmatrix} 1 \\ 1 \end{pmatrix}. \tag{4.134}$$
Chapter 4. *Fluctuation theorems for capacitively coupled electronic currents*  

The question arises whether the finite-time characteristic function (4.131) satisfies an effective single-current fluctuation theorem as does the cumulant generating function in the large current ratio limit. Here below, we show that this is indeed the case, the symmetry holding with an effective affinity given by (4.128).

In order to show this, we first note that the modified rate matrix \( \tilde{W}(\lambda_1) \) obeys the symmetry relation

\[
\tilde{M}^{-1} \cdot \tilde{W}(\lambda_1) \cdot \tilde{M} = \tilde{W}(\hat{A}_1 - \lambda_1)^\top,
\]

where the matrix \( \tilde{M} \) is given by

\[
\tilde{M} = \begin{pmatrix}
\frac{b_R}{a_R+b_R} & 0 \\
0 & \frac{a_R}{a_R+b_R}
\end{pmatrix}
\]

(4.136)

and the effective affinity (4.128). The existence of such a matrix is the basic element in showing a finite-time fluctuation theorem for particular initial condition on the probability distribution over the quantum dot No. 1.

Indeed, by introducing the probability distribution

\[
p_0^{st} = (\text{Tr} \tilde{M})^{-1} \tilde{M} \cdot 1,
\]

(4.137)

one shows by the same steps as followed in (4.73) - (4.73) that the generating function at time \( t \) with initial condition chosen as \( p_0^{st} \) obeys the symmetry relation

\[
G(\lambda_1, 0, t) = G(\hat{A}_1 - \lambda_1, 0, t) \quad \forall t
\]

(4.138)

thus proving the finite-time single-current fluctuation theorem by choosing the particular initial condition (4.137).

The interpretation of the probability vector (4.137) is given by considering the rate matrix \( \tilde{W}(\lambda_1) \) as the sum

\[
\tilde{W}(\lambda_1) = \tilde{W}_L(\lambda_1) + \tilde{W}_R
\]

(4.139)

with

\[
\tilde{W}_L(\lambda_1) = \begin{pmatrix}
-a_L & b_L e^{+\lambda_1} \\
 a_L e^{-\lambda_1} & -b_L
\end{pmatrix} \quad \text{and} \quad \tilde{W}_R = \begin{pmatrix}
-a_R & b_R \\
 a_R & -b_R
\end{pmatrix},
\]

(4.140)

where \( \tilde{W}_L(\lambda_1) \) accounts for the tunneling events between the quantum dot No. 1 and reservoir the 1L, while \( \tilde{W}_R \) accounts for the processes induced by channel 2 and reservoir 1R on the quantum dot No. 1. By using the symmetry relation \( \tilde{M}^{-1} \cdot \tilde{W}_R \cdot \tilde{M} = \tilde{W}_R^\top \), one thus shows that the probability vector (4.137) is the stationary distribution with respect to the effective dynamics of quantum dot No. 1 induced by reservoir 1R, as well
as the out of equilibrium channel 2, that is (see Appendix B)

\[ \mathbf{W}_R \cdot \mathbf{p}^t_0 = 0. \quad (4.141) \]

As a consequence, the reservoir over which we count the electron flow - the reservoir 1L in our case - should be connected to the device after the other parts of the system have reached a stationary state in order to test the finite-time single-current fluctuation theorem (4.138).

The symmetry of the fluctuation theorem (4.138) is equivalent to a fluctuation relation for the probability distribution of the particles transferred through channel No. 1, 

\[ p(n_1, t) = \mathbf{1}_\top \cdot \mathbf{p}(n_1, t), \]

so that

\[ \ln \frac{p(n_1, t)}{p(-n_1, t)} = \tilde{A}n_1, \quad (4.142) \]

which is valid at any time \( t \) provided the initial probability distribution on quantum dot No. 1 is chosen as (4.137).

Deviations to relation (4.142) are expected though for initial distributions far from (4.137). To illustrate this point, we show in Figure 4.5 the time evolution of the quantity

\[ l_t(n_1, t) = \ln \frac{p(n_1, t)}{p(-n_1, t)} \quad (4.143) \]

as a function of the number of electrons transferred out of reservoir 1L. We observe strong deviations to (4.142) at finite times, though this relation is recovered in the long-time limit, in consistency with (4.127). It is worthy to point out the difference between the effective affinity and the ideal one (4.54) which is made manifest by the difference in slopes of the straight line \( l_t(n_1) \) for large times \( t \) and the dashed straight line with slope \( \beta(\mu_{1L} - \mu_{1R}) \).

### 4.4 Numerical results

In this section, the effects exposed in Section 4.3 are numerically demonstrated with the model for parameter values corresponding to typical experimental conditions. We analyze the dependence of the effective affinity on the parameters of the Hamiltonian model and, especially, on the electrostatic interaction between both circuits.

Parameters are estimated by making an analogy with the experiment reported in [15]. In this experiment, the detector is made of a quantum point contact (QPC) circuit sensitive to the electronic occupation in the double quantum dot (DQD) of the measured circuit.
Figure 4.5: Test of the effective fluctuation relation (4.142) at finite times by plotting the quantity $l_t(n_1)$ defined in (4.143) as a function of the number of electrons $n_1$ transferred in the conduction channel No. 1 during time $t$. The initial condition on the probability distribution over the quantum dot No. 1 was chosen as $p_0 = 0$ and $p_1 = 1$. Parameters were chosen as in (4.146)-(4.153). We observe deviations to a linear behavior for short times, but the single-current fluctuation theorem is recovered in the long time limit.

Though the model studied in this chapter is not identical to the experimental setup, it enables us to show how an effective single-current fluctuation theorem emerges for the slower circuit in the limit of large current ratio. This was the first theoretical work to put this point in evidence by use of a coarse-grained description of the slower degrees of freedom.

4.4.1 Parameter values

In typical counting statistics experiments [15, 18], the affinities take quite large values because the voltages are large with respect to the temperature. With the voltages $V_{\text{DQD}} = 300 \, \mu V$, $V_{\text{QPC}} = 800 \, \mu V$, and the electronic temperature $T = 130 \, \text{mK}$ reported in Ref. [15], we can estimate the affinities as follows:

$$A_1 = A_{\text{DQD}} = \frac{eV_{\text{DQD}}}{k_B T} = 25,$$

$$A_2 = A_{\text{QPC}} = \frac{eV_{\text{QPC}}}{k_B T} = 70.$$

(4.144) (4.145)

Since the QPC current is reduced by about 10% if the QD is occupied, the parameter $U$ of the Coulomb repulsion between both quantum dots can be taken as

$$\beta U = 32.8.$$

(4.146)

Moreover, the QPC current is about $10^7$-$10^8$ larger than the quantum dot current.
As mentioned earlier, the role of the detector is played by the circuit No. 2, while the circuit No. 1 in our model will be the measured circuit. The energy level of the second quantum dot is supposed to be in the middle between the reservoirs electrochemical potentials and the couplings to the reservoirs are chosen symmetric and independent of the energy. Under such assumptions, possible parameter values are given by

\[
\begin{align*}
\beta \mu_{1L} & = 25, \\
\beta \mu_{1R} & = 0, \\
\Gamma_{1L} & = \Gamma_{1R} = \tilde{\Gamma}_{1L} = \tilde{\Gamma}_{1R} = 1, \\
\beta \mu_{2L} & = 70, \\
\beta \mu_{2R} & = 0, \\
\Gamma_{2L} & = \Gamma_{2R} = \tilde{\Gamma}_{2L} = \tilde{\Gamma}_{2R} = 10^4, \\
\beta \epsilon_2 & = 35,
\end{align*}
\]

while the level of the quantum dot No. 1 has the energy \( \epsilon_1 \), which may take different values in the following numerical calculations. We suppose that the correlation times of the reservoirs are short enough for the conditions (4.36) to hold in consistency with the perturbative approximation and that the thermal energy is sufficiently large to satisfy the conditions (4.37). Here, we use the rates of the quantum dot No. 1 in order to fix the unit of time.

A remark is that there is no Coulomb drag for the conditions chosen in the present section because we have here taken rate constants such that \( \Gamma_j = \tilde{\Gamma}_j \) in equations (4.149) and (4.152). Therefore, the Onsager coefficient (4.87) vanishes together with higher-order coefficients according to equations (4.88) and (4.89) and the Coulomb drag does not manifest itself for the conditions we here consider.

### 4.4.2 Stochastic simulations

The random time evolution of the system can be generated by simulating the stochastic jump process of the master equation (4.46) with Gillespie’s algorithm [133, 134]. Four possible transitions may occur from each of the four states. The transition rates are given by equations (4.22)-(4.33) with the Fermi-Dirac distributions (4.24)-(4.25) and the rate constants (4.149)-(4.152).

Figure 4.6 depicts the current in the circuit No. 2 averaged over a time interval \( \Delta t = 0.01 \), which is shorter than the typical dwell time of the quantum dot No. 1, as required by equation (4.108). We see that the current is reduced by about 10% when the quantum dot No. 1 is occupied, which is in agreement with the choice for the parameter (4.146). The ratio between the mean values of the currents is here given by \( J_2/J_1 = 2.8 \times 10^8 \), while
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Figure 4.6: Simulation with Gillespie’s algorithm of the current in circuit No. 2 measuring the quantum dot occupancy. The parameter values are given by equations (4.146)-(4.153) and $\beta \epsilon_1 = 0$. The effective affinity of the circuit No. 1 is $\tilde{A}_1 = 1.17$. The mean value of the current in channel No. 1 is $J_1 \simeq 0.17$ electrons per unit time. The mean value of the current in channel No. 2 is $J_2 \simeq 4.8 \times 10^7$ electrons per unit time. The quantum dot No. 1 is empty (resp. occupied) when the current takes the value $5 \times 10^7$ (resp. $4.5 \times 10^7$).

Figure 4.7: Current trajectories in circuit No. 2 measuring the quantum dot occupancy. The parameter values are chosen as in Figure 4.6 except for the tunneling amplitudes $\Gamma_{2\alpha}$ for $\alpha = L, R$ which takes the values $\Gamma_{2\alpha} = 10^3, 10^2, 10^1$ and $10^0$ from left to right and top to bottom. The fluctuations of the detector current increase as its tunneling amplitudes $\Gamma_{2\alpha}$ decreases eventually forbidding the identification of the electronic occupation in quantum dot No. 1.
Figure 4.8: Current trajectories in circuit No. 2 for different values of the inter-dot interaction parameter $U$. An increase of the interaction strength leads to higher suppression of the detector current when quantum dot No. 1 is occupied.

the ratio of the dissipated powers takes the value $\Pi_2/\Pi_1 = (A_2J_2)/(A_1J_1) = 7.9 \times 10^8$. Such very large ratios are required in order for the secondary current to distinguish between the two states of the QD in the primary circuit. Indeed, simulations show that the fluctuations of the secondary current would be larger for smaller values of the current ratio as illustrated in Figure 4.7. Thanks to the large ratio, the instantaneous occupancy in the circuit No. 1 can be monitored by the current in the circuit No. 2 over the time scale (4.108), which is longer than the time scale of the fast circuit No. 2 but shorter than the one of the circuit No. 1.

Finally, we show the influence of the Coulomb interaction parameter $U$ on the current trajectories in the detection circuit in Figure 4.8. As can be seen, the current when quantum dot No. 1 is occupied eventually vanishes when $U$ is sufficiently large confirming the results of section 4.3.1. A sufficiently large value of $U$ is needed in order to distinguish between the two charge states in the quantum dot No. 1.

4.4.3 The cumulant generating function and its properties

The cumulant generating function $\mathcal{G}(\lambda_1, 0)$ of the current in the circuit No. 1 is calculated by the leading root of the characteristic polynomial (4.56) of the four-by-four matrix (4.40) - (4.42) with $\lambda_2 = 0$.

The lack of symmetry of the single-current generating function $\mathcal{G}(\lambda_1, 0)$ is manifest if the rate constants of both circuits are of the same order of magnitude. The generating function and its symmetric with respect to the effective affinity is depicted in Figure 4.9 for $\Gamma_2 \alpha / \Gamma_1 \alpha = 1$ (with $\alpha = L, R$) and $\beta U = 30$. Here, the effective affinity is taken as the non-trivial root of the generating function such that $\mathcal{G}^*(\hat{A}_1, 0) = 0$. We clearly see that the generating function is not symmetric with respect to the effective affinity.
\( G(\lambda_1, 0) \neq G(\tilde{A}_1 - \lambda_1, 0) \) so that the single-current fluctuation theorem does not hold in general although the two-current fluctuation theorem always does. Furthermore, we notice that the effective affinity \( \tilde{A}_1 = 1.6319 \) is much smaller than the affinity determined by the reservoirs: \( A_1 = \beta (\mu_{1L} - \mu_{1R}) = 25 \).

In Figure 4.10, the single-current generating function is also depicted for the smaller value of the Coulomb repulsion \( \beta U = 10 \) and \( \Gamma_2/\Gamma_1 = 2 \). Here, the effective affinity takes a larger value, but again the asymmetry of the generating function is still manifest. We note that the shape of the generating function now deviates from the parabolic shape seen in Figure 4.9 as its maximum approaches the unity value.

Although the ratio of the rate constants is of order unity in both Figure 4.9 and 4.10, the difference between the generating function and its symmetric is smaller than 5% and could remain unobservable if the counting statistics was not precise enough.

Figure 4.11 shows the deformation of the generating function \( G(\lambda_1, 0) \) as the electrostatic coupling parameter \( U \) varies from zero to \( \beta U = 20 \) for \( \Gamma_2/\Gamma_1 = 100 \). In the absence of electrostatic coupling, the single-current fluctuation theorem holds in the circuit No. 1 since it is decoupled from the rest of the system. In this case, the affinity takes the value \( A_1 = 25 \) determined by the two reservoirs of this circuit, as seen in Figure 4.11. However, the non-trivial root \( \tilde{A}_1 \) of the generating function decreases as the Coulomb repulsion \( U \) increases, showing the back-action effect of the secondary circuit due to the capacitive coupling. In the same progression, the maximum of the generating function is also reduced.
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Figure 4.10: The cumulant generating function versus the counting parameter λ1 at λ2 = 0 and the symmetric function with respect to the effective affinity \( A_1 = 16.8356 \) (dotted-dashed line) for the parameter values \( \beta U = 10, \beta \epsilon_1 = 10, \beta \epsilon_2 = 35, \beta \mu_{1L} = 25, \beta \mu_{1R} = 0, \beta \mu_{2L} = 70, \beta \mu_{2R} = 0, \Gamma_{1L} = \Gamma_{1R} = \Gamma_{1L} = \Gamma_{1R} = 1, \Gamma_{2L} = \Gamma_{2R} = \Gamma_{2L} = \Gamma_{2R} = 2.\)

\[ G(\lambda_1, 0) \]

Figure 4.11: The cumulant generating function versus the counting parameter \( \lambda_1 \) at \( \lambda_2 = 0 \) for different values of the electrostatic coupling parameter \( \beta U. \) The other parameters take the values \( \beta \epsilon_1 = 10, \beta \epsilon_2 = 35, \beta \mu_{1L} = 25, \beta \mu_{1R} = 0, \beta \mu_{2L} = 70, \beta \mu_{2R} = 0, \Gamma_{1L} = \Gamma_{1R} = \Gamma_{1L} = \Gamma_{1R} = 1, \Gamma_{2L} = \Gamma_{2R} = 100.\)

For the ratio of rate constants taken in Figure 4.11, the generating function is already practically indistinguishable from its symmetric \( G(\tilde{A}_1 - \lambda_1, 0) \) so that the single-current fluctuation theorem is already effective and the considerations of Section 4.3.2 apply. In particular, the effective affinity is now very well approximated by Eq. (4.128).

4.4.4 The large current ratio limit and the effective affinity

In the limit where the ratio of rate constants tends to infinity, the generating function becomes identical with its symmetric, as argued in Section 4.3.2. In order to verify this prediction, we depict in Figure 4.12 the difference between both functions versus the counting parameter \( \lambda_1. \) We observe in this figure that the difference is reduced by one
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Figure 4.12: The difference between the cumulant generating function and its symmetric with respect to the effective affinity \( \tilde{A}_1 \) versus the counting parameter \( \lambda_1 \) at \( \lambda_2 = 0 \) for the parameter values \( \beta U = 10, \beta \epsilon_1 = 10, \beta \epsilon_2 = 35, \beta \mu_{1L} = 25, \beta \mu_{1R} = 0, \beta \mu_{2L} = 70, \beta \mu_{2R} = 0, \Gamma_{1L} = \Gamma_{1R} = \Gamma_{1L} = \Gamma_{1R} = 1, \text{ and } \Gamma_2 \equiv \Gamma_{2L} = \Gamma_{2R} = \Gamma_{2L} = \Gamma_{2R} = 1,10,100,1000,10000. \) As observed in Figures 4.9 and 4.10, the difference \( G(\lambda_1, 0) - G(\tilde{A}_1 - \lambda_1, 0) \) is positive for \( \lambda_1 < \tilde{A}_1 / 2 \) and negative for \( \lambda_1 > \tilde{A}_1 / 2. \) Here, we only depict the difference for \( \lambda_1 < \tilde{A}_1 / 2. \) The other half has a similar structure if the absolute value of the difference is taken before the logarithm.

order of magnitude each time the ratio of rate constants \( \Gamma_2 / \Gamma_1 \) is increased by the same factor. Consequently, the single-current fluctuation theorem is well established in the large ratio limit \( \Gamma_2 / \Gamma_1 \rightarrow \infty. \) In this limit, the effective affinity is given by Eq. (4.128).

The effective affinity is depicted in Figure 4.13 as a function of the energy \( \beta \epsilon_1 \) of the quantum dot No. 1 for \( \beta U = 15. \) We observe that the effective affinity takes the actual value (4.144) determined by the reservoirs for either low or large values of the energy \( \beta \epsilon_1. \) However, the effective affinity undergoes a significant reduction in between, down to a minimum of about \( \tilde{A}_1 \approx 0.45 \times A_1. \) The function has a characteristic shape, which can be explained in terms of the Fermi-Dirac distributions (4.24)-(4.25) entering in the expression (4.128) of the effective affinity. Away from their critical energy \( \epsilon_j = \mu_j \) or \( \epsilon_j = \mu_j - U, \) these Fermi-Dirac distributions approximately behave as constants or Maxwell-Boltzmann exponential distributions. As the consequence of the logarithm defining the effective affinity (4.128), this latter switches between either constant or linear dependences on the energies or chemical potentials. Supposing that \( \mu_{2R} < \epsilon_2 < \mu_{2L} - U \) and \( 0 < U < \mu_{1L} - \mu_{1R}, \) we find that the effective affinity is approximately given by

\[
\tilde{A}_1 \approx \begin{cases} 
\beta(\mu_{1L} - \mu_{1R}) & \text{for } \epsilon_1 < \mu_{1R} - U \\
\beta(-\epsilon_1 - U + \mu_{1L}) & \text{for } \mu_{1R} - U < \epsilon_1 < \mu_{1R} \\
\beta(\mu_{1L} - \mu_{1R} - U) & \text{for } \mu_{1R} < \epsilon_1 < \mu_{1L} - U \\
\beta(\epsilon_1 - \mu_{1R}) & \text{for } \mu_{1L} - U < \epsilon_1 < \mu_{1L} \\
\beta(\mu_{1L} - \mu_{1R}) & \text{for } \mu_{1L} < \epsilon_1 
\end{cases} \quad (4.154)
\]
up to corrections that are smaller than $\beta = (k_B T)^{-1}$ in the zero temperature limit $T \to 0$. Crossovers happen where the energy $\epsilon_1$ coincides with the values of the chemical potentials of the left- and right-hand reservoirs and the chemical potentials reduced by the Coulomb repulsion $U$. The slope of the effective affinity versus $\beta \epsilon_1$ is successively \{0, $-1$, 0, $+1$, 0\}, as seen in Figure 4.13. According to Eq. (4.154), the minimum value of the effective affinity is approximately given by $\tilde{A}_1 \simeq A_1 - \beta U = 10$ in the middle interval $\beta \mu_{1R} = 0 < \beta \epsilon_1 < \beta \mu_{1L} - \beta U = 10$. The affinity $A_1 = 25$ of the reservoirs is recovered for $\beta \epsilon_1 < \beta \mu_{1R} - \beta U = -15$ and for $\beta \epsilon_1 > \beta \mu_{1L} = 25$, which explains the features observed in Figure 4.13.

Equation (4.154) predicts that the minimum value of the effective affinity could be further decreased by increasing the Coulomb repulsion $U$. This is indeed the case as
observed in Figure 4.14, which depicts the effective affinity versus the energy $\epsilon_1$ now for the value (4.146). Here, we see that the effective affinity may vary from the maximum value given by the affinity $A_1 = 25$ imposed by the reservoirs down to the very small minimum value $\tilde{A}_1 \simeq 0.083565$ at $\beta \epsilon_1 \simeq -3.9525$, i.e., a drop by a factor 300.

If the condition $\mu_{2R} < \epsilon_2 < \mu_{2L} - U$ is still satisfied for the parameter values of Figure 4.14, the Coulomb repulsion is now larger than the difference of chemical potentials: $U > \mu_{1L} - \mu_{1R}$. In this other regime, the effective affinity is approximately given by

$$\tilde{A}_1 \simeq \begin{cases} 
\beta(\mu_{1L} - \mu_{1R}) & \text{for } \epsilon_1 < \mu_{1R} - U \\
\beta(-\epsilon_1 - U + \mu_{1L}) & \text{for } \mu_{1R} - U < \epsilon_1 < \mu_{1L} - U \\
0 & \text{for } \mu_{1L} - U < \epsilon_1 < \mu_{1R} \\
\beta(\epsilon_1 - \mu_{1R}) & \text{for } \mu_{1R} < \epsilon_1 < \mu_{1L} \\
\beta(\mu_{1L} - \mu_{1R}) & \text{for } \mu_{1L} < \epsilon_1
\end{cases}$$

(4.155)

up to corrections that are smaller than $\beta = (k_B T)^{-1}$ in the zero temperature limit $T \rightarrow 0$. In the middle interval $\beta \mu_{1L} - \beta U = -7.8 < \beta \epsilon_1 < \beta \mu_{1R} = 0$, the minimum effective affinity reaches a value that vanishes in the low temperature limit $T \rightarrow 0$. The actual value of the affinity $A_1 = 25$ is recovered for $\beta \epsilon_1 < \beta \mu_{1R} - \beta U = -32.8$ or $\beta \epsilon_1 > \beta \mu_{1L} = 25$.

The dependence of the effective affinity (4.128) on the Coulomb repulsion is shown in Figure 4.15 for a given value of the energy $\beta \epsilon_1 = 0$. Here also, the effective affinity can be reduced down to a much lower value than the one determined by the reservoirs. By a reasoning similar to the one used to get equations (4.154) and (4.155), we can obtain the approximate dependence of the effective affinity on the parameter $U$ under
the conditions $\mu_{1R} - \epsilon_1 < 0 < \mu_{1L} - \epsilon_1 < \mu_{2L} - \epsilon_2$ as follows:

$$\tilde{A}_1 \simeq \begin{cases} 
\beta(-U + \mu_{1L} - \mu_{1R}) & \text{for } 0 < U < \mu_{1L} - \epsilon_1 \\
\beta(\epsilon_1 - \mu_{1R}) & \text{for } \mu_{1L} - \epsilon_1 < U < \mu_{2L} - \epsilon_2 \\
\beta(U + \epsilon_2 - \mu_{2L} + \epsilon_1 - \mu_{1R}) & \text{for } \mu_{2L} - \epsilon_2 < U < \mu_{2L} - \epsilon_2 + \mu_{1L} - \epsilon_1 \\
\beta(\mu_{1L} - \mu_{1R}) & \text{for } \mu_{2L} - \epsilon_2 + \mu_{1L} - \epsilon_1 < U
\end{cases}$$

(4.156)

up to corrections smaller than $\beta = (k_B T)^{-1}$ as $T \to 0$. The piecewise linear approximation obtained from the Fermi-Dirac distributions here also explains the successive slopes $-1, 0, +1,$ and $0,$ observed in the plot of the effective affinity versus $\beta U$. We notice that the different linear pieces of the approximation match together at the crossover values of the variable $\beta U$. The minimum value is reached in the interval $\beta(\mu_{1L} - \epsilon_1) = 25 < \beta U < \beta(\mu_{2L} - \epsilon_2) = 35$ while the affinity $A_1 = 25$ of the reservoirs is recovered for $\beta U > \beta(\mu_{2L} - \epsilon_2 + \mu_{1L} - \epsilon_1) = 60$, as indeed confirmed by Figure 4.15.

Figure 4.16 shows how the effective affinity (4.128) behaves as a function of the chemical potentials $\mu_{1R}$ and $\mu_{1L}$ of the reservoirs connected to the quantum dot No. 1. This figure confirms that the effective affinity undergoes crossovers if the chemical potentials take the values $\epsilon_1$ and $\epsilon_1 + U$. On the one hand, the effective affinity reaches its lower values in the domain where $\epsilon_1 < \mu_{1L} < \epsilon_1 + U$ and $\epsilon_1 < \mu_{1R} < \epsilon_1 + U$. On the other hand, the actual value of the affinity is recovered in the domains $\mu_{1L}, \mu_{1R} < \epsilon_1$ and $\epsilon_1 + U < \mu_{1L}, \mu_{1R}$.

As the temperature increases, the effective affinity becomes smoother as we observe in Figure 4.17 for a temperature five times higher.

The lowering of the effective affinity under specific conditions can be explained in the present model as the effect of the back-action of the secondary circuit interacting with the observed quantum dot. The charging and discharging rates of the quantum dot can be drastically modified by the coupling to the secondary circuit. In this way, the effective affinity can be much reduced in some regimes which are determined by the value of the energy $\epsilon_1$ of the quantum dot with respect to the values of the chemical potentials and the electrostatic coupling parameter $U$. This back-action effect tends to disappear as the temperature increases at constant voltages.

4.5 Summary of the results

In the present Chapter, we have reported the study of the single-current fluctuation theorem in a Hamiltonian model of quantum electron transport in two capacitively coupled channels, each containing a quantum dot [129]. Such a system is similar to the electronic devices used in typical counting statistics experiments [14, 15] where the current in one circuit can continuously monitor the state of the quantum dot in the
Figure 4.16: The effective affinity (4.128) divided by the actual affinity $A_1 = \beta(\mu_{1L} - \mu_{1R})$ of the quantum dot No. 1 versus the chemical potentials $\mu_{1R}$ and $\mu_{1L}$ for the parameter values $\epsilon_1 = -10$, $\epsilon_2 = 35$, $U = 32.8$, $\Gamma_{1L} = \Gamma_{1R} = 1$, $\Gamma_{2L} = \Gamma_{2R} = 10^8$, $\mu_{2L} = 70$, $\mu_{2L} = 0$, and the inverse temperature $\beta = 1$. We notice that the affinities themselves change their sign along the diagonal line $\mu_{1L} = \mu_{1R}$.

Figure 4.17: The effective affinity (4.128) divided by the actual affinity $A_1 = \beta(\mu_{1L} - \mu_{1R})$ of the quantum dot No. 1 versus the chemical potentials $\mu_{1R}$ and $\mu_{1L}$ for the same parameter values as in Figure 4.16 but the inverse temperature $\beta = 0.2$. Here also, the affinities themselves change their sign along the diagonal line $\mu_{1L} = \mu_{1R}$. 

\[ A_1 = \beta(\mu_{1L} - \mu_{1R}) \]
other circuit thanks to the capacitive coupling. The model allows us to investigate the effects of the back action of the monitoring circuit on the counting statistics in the light of the so-called fluctuation theorems.

Since both circuits are capacitively coupled and microreversibility holds for the total Hamiltonian (4.9), a fluctuation theorem is satisfied for the two currents flowing across the system. This two-current fluctuation theorem (4.57) or (4.60) relates the counting statistics of opposite random electron transfers in both circuits to the affinities or thermodynamic forces (4.54)-(4.55) driving the system away from equilibrium. The fluctuation theorem is valid far from equilibrium in the strongly nonlinear regimes encountered in electronic circuits composed of quantum dots and quantum point contacts.

However, in counting statistics experiments, one circuit is used to monitor the current fluctuations in the other circuit so that the counting statistics cannot be carried out on both currents together and is thus restricted to a single current. Accordingly, such experiments can only test a single-current fluctuation theorem. In general, the two-current fluctuation theorem does not imply the single-current fluctuation theorem except under certain conditions [135] or in some limits as we have demonstrated in the present Chapter.

In Section 4.3.1, we have studied the limit of large capacitive coupling between both circuits. In this limit, the state of simultaneous occupancy of both quantum dots in the two parallel channels is at a so high energy that it is energetically forbidden. The consequence is that the two single-occupancy states are separately accessible only from the empty state and the single-current fluctuation theorem holds with respect to the affinity determined by the chemical potentials of the reservoirs.

In Section 4.3.2, we have instead considered the limit where the current in one circuit is much larger than in the other circuit. Indeed, a large current ratio is a key feature of typical counting statistics experiments [14, 15] where the current ratio reaches values as high as $10^7$-$10^8$. The circuit with the very large current performs the continuous-time monitoring of the quantum state of the quantum dot in the other circuit. In such a limit, the charging and discharging rates of the slow quantum dot take values averaged over the very fast fluctuations of the monitoring circuit. This is the essence of the back action of the monitoring circuit onto the quantum dot circuit. As a consequence of the large current ratio limit, the single-current fluctuation theorem holds but with respect to the effective affinity (4.128), which can be significantly reduced with respect to the actual value of the affinity determined by the chemical potentials of the reservoirs.

As shown in Section 4.4, e.g. by equation (4.154), the reduction of the affinity is due to the capacitive coupling between both circuits and occurs when the transition energies $\{\epsilon_1, \epsilon_1+U\}$ of the quantum dot lie within the bias window $[\mu_{1R}, \mu_{1L}]$ where the dynamics
of the system is sensitive to the fluctuations of the detector. In terms of the parameter $U$ of the Coulomb electrostatic interaction appearing in the Hamiltonian (4.1), the affinity is lowered according to $\tilde{A}_1 \approx A_1 - \beta U$ under the conditions specified around equation (4.154). This result explicitly expresses the effect of the back action between both circuits on the single-current fluctuation theorem. This back-action effect can be reduced if the Coulomb repulsion $U$ is decreased, but the monitoring circuit can no longer resolve the two states of the quantum dot as in Figure 4.6 if $U$ is too small. On the other hand, the back-action effect is also reduced for large values of the Coulomb repulsion as shown by equation (4.156) and in Figure 4.15. Indeed, for a large Coulomb repulsion, the affinity recovers the value determined by the reservoirs and the back-action effect disappears. This case corresponds to the situation considered in reference [136] where a quantum fluctuation theorem has been obtained in a multiple measurements scheme.

From a general viewpoint, the two-current fluctuation theorem implies the non-negativity of the entropy production in agreement with the second law of thermodynamics. The dissipation of energy can thus be evaluated in the electron transport process used to perform quantum measurement in the experiments of references [14, 15]. This dissipation of energy accompanying quantum measurement is expected on fundamental ground [137]. The necessity of resolving the quantum dot state in real time has for direct consequence that the dissipation in the monitoring circuit is much higher than in the quantum dot by a factor $\Pi_2/\Pi_1 = (A_2/A_1) \times (J_2/J_1)$ of the same order of magnitude as the current ratio $J_2/J_1$. If the quantum dot state is monitored with a sampling time $\Delta t$, the secondary circuit playing the role of the detector should have transitions on equal or shorter time scales according to equation (4.108). Since the secondary circuit is driven out of equilibrium by the affinity $A_2$, its electron current should satisfy $J_2 \gtrsim (\Delta t)^{-1}$, so that the dissipated power should be bounded by $\Pi_2 = k_B T A_2 J_2 \gtrsim k_B T A_2 (\Delta t)^{-1}$. The higher the time resolution, the higher the dissipation rate.

In summary, we have shown that the single-current fluctuation theorem is valid under different limiting conditions and provided a fundamental understanding of the back-action effect of the monitoring circuit on the affinity of the monitored circuit, as observed in reference [15]. The present study extends the analysis of reference [18, 138] in showing how the effective affinity of the single-current fluctuation theorem can be directly expressed in terms of the parameters entering the Hamiltonian of the system.
Chapter 5

Single-current fluctuation theorem in a double quantum dot coupled to a quantum point contact

As mentioned in the introduction and the previous Chapter, typical experiments on full counting statistics are carried out with quantum dots capacitively coupled to an auxiliary circuit playing the role of charge detector and often taken as a quantum point contact (QPC) [14, 17]. Due to the electrostatic Coulomb interaction, the current in the QPC is sensitive to the electronic occupancy of the quantum dots, thus allowing the measurement of single-electron transitions. Moreover, by coupling the QPC asymmetrically to the quantum dots, it is possible to infer the directionality of the flow of charges across the quantum dot system, providing the full counting statistics of single-electron transfers [15, 16, 139].

With these devices, several experiments have established that the full counting statistics obeys the symmetry predicted by the fluctuation theorem [18, 19]. Fundamentally, the fluctuation theorem is bivariate and holds for the two currents in the quantum dot and detector circuits and it is remarkable that the symmetry of the fluctuation theorem is observed for the sole current in the quantum dot circuit. However, the back-action of the detector onto the quantum dot circuit modifies the symmetry by shifting the value of the voltage across the quantum dot circuit to an effective value. Since this effective value is experimentally accessible, a key issue is to understand how this value depends on the capacitive coupling between the detector and the quantum dot circuit, as well as on the non-equilibrium driving forces.
In this Chapter, we address this issue in the case of a double quantum dot weakly coupled to two electrodes and probed by a QPC detector sensitive to the electronic occupation of the double quantum dot via Coulomb interaction. The currents are driven by the two electric potential differences applied to both conduction channels. We use a non-perturbative analysis for the QPC circuit that is considered in fully nonequilibrium regimes.

First, we show that, at finite and homogeneous temperature, the QPC behaves as a source of Bose-like fluctuations driving transitions between the charge eigenstates of the double quantum dot. Our result is consistent, in the low-temperature limit, with the experimental observation of a threshold for the current induced in the double quantum dot channel as a function of the bias across the QPC [16]. This effect is directly related to the Coulomb drag exerted by the QPC onto the double quantum dot current [77, 124, 140].

Secondly, we demonstrate the emergence of single-current fluctuation theorems for the current in the sole double quantum dot under different experimentally relevant conditions. These conditions suppose that the QPC is faster than the double quantum dot. A single-current fluctuation theorem holds if the tunneling rate between the two quantum dots composing the double quantum dot is smaller than their tunneling rates with the electrodes. Another single-current fluctuation theorem is obtained if the QPC induces transitions between the double quantum dot internal states at a rate faster than the double quantum dot charging and discharging rates. In every case, we investigate how the single-current fluctuation theorem can characterize the double quantum dot and its capacitive coupling to the QPC.

## 5.1 Double quantum dot coupled to a quantum point contact

In this section, we give a theoretical description for a double quantum dot capacitively coupled to a quantum point contact (QPC) starting from the Hamiltonian of the system, which is schematically depicted in Figure 5.1 [141, 142]. Without the capacitive coupling to the double quantum dot, the Hamiltonian model of the QPC is solved non perturbatively, leading to the Landauer-Büttiker formula for its average current and allowing us to calculate the correlation functions of its properties when it is in an arbitrary nonequilibrium steady state. On the other hand, the capacitive coupling of the double quantum dot to the QPC, as well as the coupling of the double quantum dot to its reservoirs by direct tunneling are treated perturbatively at second order in the corresponding coupling parameters and with the rotating-wave approximation. In this way, a modified master equation is obtained for the transitions between the internal
states of the double quantum dot accounting for the current fluctuations in the double quantum dot channel. The state of double occupancy in the double quantum dot is supposed to lie high enough in energy to play a negligible role. In order to obtain the transition rates as explicitly as possible in terms of the parameters of the Hamiltonian operator, we consider tight-binding models for the reservoirs and the QPC [72, 143]. Moreover, the wide-band approximation is used for the QPC. As in our previous work [79], the capacitances of the tunneling junctions between the QDs and the reservoirs are absent since our interest is here focused on the nonequilibrium conditions influencing the transport process.

Figure 5.1: Schematic representation of a double quantum dot capacitively coupled to a QPC. The double quantum dot is composed of the two quantum dots A and B that are coupled together as well as to the electrodes 1 and 2. The QPC is coupling the electrodes 3 and 4. The solid lines depict the couplings by tunneling and the dashed lines the capacitive couplings between the QPC and each QD. The symbols are explained in the text.

5.1.1 The Hamiltonian

The double quantum dot is supposed to be composed of two quantum dots in series that can exchange electrons by direct tunneling. This system is modeled in the local basis by the Hamiltonian

$$H_{AB} = \epsilon_A d_A^\dagger d_A + \epsilon_B d_B^\dagger d_B + T \left( d_A^\dagger d_B + d_B^\dagger d_A \right), \quad (5.1)$$

where $d_A$ and $d_B$ are the fermionic annihilation operators of an electron in the corresponding dot. The same Hamiltonian holds for both spin orientations\(^1\), which are treated similarly and thus implicitly in our notations. The energy of one electron in the dot A (respectively the dot B) is equal to $\epsilon_A$ (respectively $\epsilon_B$). The tunneling amplitude between both dots is denoted $T$.

The double quantum dot is connected to the reservoirs $j = 1, 2$ and the QPC to the reservoirs $j = 3, 4$. The reservoirs can be modeled by tight-binding Hamiltonians such

\(^1\)We do not consider here the effects due to an eventual external magnetic field.
as
\[ H_j = -\gamma \sum_{l=0}^{\infty} \left( d_{j,l}^\dagger d_{j,l+1} + d_{j,l+1}^\dagger d_{j,l} \right), \]  
(5.2)

where \( d_{j,l} \) denotes the fermionic annihilation operator for an electron on the site of index \( l \in \mathbb{N} \) in the \( j \)th reservoir. The advantage of such models is that these Hamiltonian operators are exactly diagonalizable as shown below in Section 5.1.3. The parameter \( \gamma > 0 \) determines the width of the allowed energy band according to the dispersion relation \( \epsilon_k = -2\gamma \cos k \) with the wavenumber \( 0 \leq k \leq \pi \). The band width is thus equal to \( \Delta \epsilon = 4\gamma \). For simplicity, the parameter \( \gamma \) is supposed to be common to every reservoir.

The double quantum dot is coupled by tunneling to the reservoirs \( j = 1, 2 \) with the following interaction operators:
\[
V_{1A} = T_A \left( d_{1,0}^\dagger d_A + d_A^\dagger d_{1,0} \right), \\
V_{2B} = T_B \left( d_{2,0}^\dagger d_B + d_B^\dagger d_{2,0} \right),
\]  
(5.3) (5.4)

where \( T_A \) denotes the tunneling amplitude between the dot A and the reservoir \( j = 1 \), while \( T_B \) is the tunneling amplitude between the dot B and the reservoir \( j = 2 \).

The Hamiltonian of the QPC is taken as
\[ H_C = H_3 + H_4 + T_C \left( d_{3,0}^\dagger d_{4,0} + d_{4,0}^\dagger d_{3,0} \right), \]  
(5.5)

where \( T_C \) denotes the amplitude for electron tunneling between the leads 3 and 4. Since this Hamiltonian is also quadratic in the annihilation-creation operators, it is exactly diagonalizable as shown in Section 5.1.4, which provides the electronic scattering properties of the QPC.

The capacitive coupling between the double quantum dot and the QPC is described by the interaction
\[ V_{ABC} = \left( U_A d_A^\dagger d_A + U_B d_B^\dagger d_B \right) \left( d_{3,0}^\dagger d_{4,0} + d_{4,0}^\dagger d_{3,0} \right), \]  
(5.6)

where \( U_A \) and \( U_B \) are the parameters characterizing the electrostatic Coulomb interaction between the electrons in the quantum dots and the ones at the edges of the reservoirs \( j = 3, 4 \) [142]. Because of the interaction (5.6), the tunneling amplitude in the QPC depends on the occupation of the double quantum dot.

Finally, the total Hamiltonian of the double quantum dot and QPC channels can be written as the sum of system and environment Hamiltonians, respectively \( H_S \) and \( H_R \),
interacting through an interaction $V$ as

$$H = H_S + H_R + V.$$  \hfill (5.7)

In the present case, the system is made of the double quantum dot

$$H_S = H_{AB}$$  \hfill (5.8)

while the environment is made of the reservoirs $j = 1, 2$ and QPC Hamiltonians

$$H_R = H_1 + H_2 + H_C.$$  \hfill (5.9)

The double quantum dot and its environment are coupled together by the interaction Hamiltonian

$$V = V_{1A} + V_{2B} + V_{ABC},$$  \hfill (5.10)

which is treated perturbatively at second order in the coupling parameters $T_A$, $T_B$, $U_A$, and $U_B$.

In the present chapter, we are going to investigate the emergence of a single-current fluctuation theorem in the double quantum dot channel, taking into account the back-action of the out of equilibrium QPC detector. In order to do so, we perform the counting statistics of the electron current through the double quantum dot. As explained in chapter 3, this can be done through the introduction of the modified Hamiltonian

$$H^\lambda = e^{i\frac{\lambda}{2} N_1} H e^{-i\frac{\lambda}{2} N_1},$$  \hfill (5.11)

where $N_1$ is the particle number operator in reservoir 1 of the double quantum dot channel, and $\lambda$ its associated counting parameter. This transformation only affects the interaction potential $V_{1A}$ which is consequently redefined as

$$V^\lambda_{1A} = \sum_{s=+,-} T_A \left( e^{i\lambda} d_{1,0}^\dagger d_A + e^{-i\lambda} d_A^\dagger d_{1,0} \right).$$  \hfill (5.12)

### 5.1.2 The Hamiltonian in the double quantum dot eigenbasis

The diagonalization of the double quantum dot Hamiltonian (5.1) can be performed analytically. In the following, we assume for simplicity that the only states entering the dynamics are the empty and the single-charge eigenstates. The states of the local basis with one charge are defined as

$$|1_A 0_B\rangle \equiv d_A^\dagger |0_A 0_B\rangle,$$

$$|0_A 1_B\rangle \equiv d_B^\dagger |0_A 0_B\rangle.$$  \hfill (5.13)
where $|0_A0_B\rangle$ is the ground state of the double quantum dot. Discarding the double-occupancy state, the eigenstates are thus expressed as

$$
|0\rangle = |0_A0_B\rangle, \\
|+\rangle = \cos \frac{\theta}{2} |1_A0_B\rangle + \sin \frac{\theta}{2} |0_A1_B\rangle, \\
|-\rangle = \sin \frac{\theta}{2} |1_A0_B\rangle - \cos \frac{\theta}{2} |0_A1_B\rangle,
$$

(5.14)
in terms of the mixing angle

$$
\tan \theta = \frac{2T}{\epsilon_A - \epsilon_B}. 
$$

(5.15)

Accordingly, the Hamiltonian of the double quantum dot can be written in the basis of its eigenstates $\{ |s\rangle \}$ as

$$
H_S = \sum_s \epsilon_s |s\rangle \langle s|,
$$

(5.16)

where the corresponding eigenvalues are given by

$$
\epsilon_0 = 0, \\
\epsilon_{\pm} = \frac{\epsilon_A + \epsilon_B}{2} \pm \sqrt{\left(\frac{\epsilon_A - \epsilon_B}{2}\right)^2 + T^2}.
$$

(5.17)

If $T$ vanishes, the mixing angle goes to $\theta = 0$ for $\epsilon_A > \epsilon_B$ and to $\theta = \pi$ for $\epsilon_B > \epsilon_A$.

In order to write the interaction Hamiltonians $V_{1A}$ and $V_{2B}$ in the form (3.17), we introduce the system and reservoir operators respectively as

$$
\begin{align*}
S_s^+ &\equiv |s\rangle \langle 0| \\
S_s^- &\equiv |0\rangle \langle s|
\end{align*}
$$

and

$$
\begin{align*}
R_{js}^+ &\equiv T_{js} d_{j,0} \\
R_{js}^- &\equiv -T_{js} d_{j,0}^\dagger
\end{align*}
$$

(5.18)

for $s = +$ and $-$ and $j = 1$ and 2.

With these definitions, the interaction operators (5.12) and (5.4) can expressed in the double quantum dot eigenbasis as

$$
\begin{align*}
V_{1A} &= \sum_{s=\pm} \left( e^{-i\lambda S_s^+ R_{1s}^+} + e^{i\lambda S_s^- R_{1s}^-} \right), \\
V_{2B} &= \sum_{s=\pm} \left( S_s^+ R_{2s}^+ + S_s^- R_{2s}^- \right)
\end{align*}
$$

(5.19)

(5.20)

where $T_{js}$ are the tunneling amplitudes to reservoirs $j = 1$ and 2 in the eigenbasis, given by

$$
\begin{align*}
T_{1+} &= T_A \cos \frac{\theta}{2} \\
T_{1-} &= T_A \sin \frac{\theta}{2} \\
T_{2+} &= T_B \sin \frac{\theta}{2} \\
T_{2-} &= -T_B \cos \frac{\theta}{2}
\end{align*}
$$

(5.21)
in terms of the parameters of the local basis.
The interaction with the QPC is similarly expressed as
\[ V_{ABC} = \left( \sum_{s,s' = \pm} U_{ss'} |s\rangle \langle s'| \right) \left( d_{3,0}^\dagger d_{4,0} + d_{4,0}^\dagger d_{3,0} \right), \] (5.22)
showing that the QPC can induce transitions between the equal-charge eigenstates \(|+\rangle\) and \(|-\rangle\) of the double quantum dot. The coupling coefficients \(U_{ss'}\) characterize the strength of the Coulomb interaction between the double quantum dot and the QPC and are given by
\[ U_{++} = \frac{1}{2}(U_A + U_B) + \frac{1}{2}(U_A - U_B) \cos \theta, \] (5.23)
\[ U_{+-} = U_{-+} = \frac{1}{2}(U_A - U_B) \sin \theta, \] (5.24)
\[ U_{--} = \frac{1}{2}(U_A + U_B) - \frac{1}{2}(U_A - U_B) \cos \theta, \] (5.25)
with the parameters of the local basis. We notice that \(U_{+-} = U_{-+} = 0\) at \(T = 0\), i.e. when the double quantum dot channel is open.

We also point out that the coupling parameters in the capacitive interaction (5.22) do satisfy
\[ U_{+-} = U_{-+}. \] (5.26)

Moreover, these coupling parameters are proportional to \(U_A - U_B\), which characterizes the degree of asymmetry in the capacitive coupling between the QPC and the double quantum dot (see Figure 5.1). A direct consequence of this fact is the vanishing of the back-action if the QPC is symmetrically coupled to the double quantum dot.

### 5.1.3 Diagonalization of the reservoir Hamiltonians

In this section, we perform the analytical diagonalization of the tight-biding Hamiltonians (5.2) describing the reservoirs coupled to the double quantum dot. These being quadratic in the creation-annihilation operators, they can be analytically diagonalized into \([72, 143]\)
\[ H_j = \int_0^\pi dk \epsilon_k c_{j,k}^\dagger c_{j,k} \quad (j = 1, 2, 3, 4) \] (5.27)
with the energy eigenvalues
\[ \epsilon_k = -2\gamma \cos k \quad (0 \leq k \leq \pi). \] (5.28)
The new annihilation operators \( \{c_{j,k}\} \) are related to the previous ones by

\[
c_{j,k} = \sum_{l=0}^{\infty} \phi_k(l) d_{j,l},
\]

\[
d_{j,l} = \int_0^\pi dk \phi_k(l) c_{j,k},
\]

in terms of the real eigenfunctions

\[
\phi_k(l) = \sqrt{\frac{2}{\pi}} \sin k(l + 1) \quad (l = 0, 1, 2, 3, \ldots).
\]

This set of eigenfunctions forms a complete orthonormal basis

\[
\int_0^\pi dk \phi_k(l) \phi_{k'}(l') = \delta_{ll'},
\]

\[
\sum_{l=0}^{\infty} \phi_k(l) \phi_{k'}(l) = \delta(k - k').
\]

The creation-annihilation operators \( \{c_{j,k}\} \) and \( \{c_{j,k}^\dagger\} \) anticommute as a consequence of the fermionic character of the electrons. The annihilation operators have the following free time evolution:

\[
c_{j,k}(t) = e^{iH_jt}c_{j,k}e^{-iH_jt} = c_{j,k}e^{-i\epsilon_k t}.
\]

Similarly, the electron number operator is diagonalized into

\[
N_j = \sum_{l=0}^{\infty} d_{j,l}^\dagger d_{j,l} = \int_0^\pi dk c_{j,k}^\dagger c_{j,k}.
\]

If a reservoir is composed of \( L \) sites of indices \( 0 \leq l \leq L - 1 \), the wavenumber takes the discrete values \( k = n\pi/L \) with \( n = 1, 2, 3, \ldots, L \) separated by \( \Delta k = \pi/L \) and the density of states is given by

\[
D(\epsilon) = \sum_k \delta(\epsilon - \epsilon_k) = \frac{L}{\pi \sqrt{4\gamma^2 - \epsilon^2}}.
\]

The energy band extends over the interval \(-2\gamma \leq \epsilon \leq +2\gamma \) and the average local density of states in the middle of the band is given by

\[
g = \frac{D(0)}{L} = \frac{1}{2\pi\gamma}.
\]

This ends the spectral analysis of the tight-binding Hamiltonians of reservoirs \( j = 1 \) and \( 2 \) of the double quantum dot channel. These results enable us to calculate the
equilibrium averages of quadratic combinations of creation-annihilation operators. The correlation functions in these reservoirs are evaluated in Section 5.2.1.

A large reservoir in the grand-canonical equilibrium ensemble at the inverse temperature $\beta$ and the chemical potential $\mu_j$ is described by the density operator

$$\rho_j = e^{-\beta(H_j - \mu_j N_j - \phi_j)},$$

(5.38)

where the thermodynamic grand potential is defined by $\phi_j = -\beta^{-1} \ln \left[ \text{Tr} \{ e^{-\beta(H_j - \mu_j N_j)} \} \right]$. As shown in Appendix C, the averages of quadratic combinations of creation-annihilation operators with respect to the grand-canonical statistical ensemble (5.38) are given by

$$\langle c_{j,k}^\dagger c_{j,k'} \rangle = f_{jk} \delta(k - k'),$$

(5.39)

$$\langle c_{j,k} c_{j,k'}^\dagger \rangle = (1 - f_{jk}) \delta(k - k'),$$

(5.40)

where $f_{jk} = f_j(\epsilon_k)$ is the Fermi-Dirac

$$f_j(\epsilon) = \frac{1}{e^{\beta(\epsilon - \mu_j)} + 1}. $$

(5.41)

### 5.1.4 Diagonalization of the QPC Hamiltonian

The diagonalization of the QPC Hamiltonian (5.5) is solved as a scattering problem in which the point contact between the reservoirs $j = 3$ and $j = 4$ is the scatterer [72, 143]. Since the Hamiltonian and the particle number are quadratic, they can be transformed into

$$H_C = \int_{-\pi}^{+\pi} dq \, \epsilon_q \, c_q^\dagger c_q,$$

(5.42)

$$N_C = \int_{-\pi}^{+\pi} dq \, c_q^\dagger c_q,$$

(5.43)

with the energy eigenvalues

$$\epsilon_q = -2\gamma \cos q \quad (-\pi \leq q \leq +\pi)$$

(5.44)

with $\gamma > 0$. The annihilation operators are transformed according to

$$c_q = \sum_{j=3,4} \sum_{l=0}^{\infty} \psi_q^* (j, l) d_{j,l},$$

(5.45)

$$d_{j,l} = \int_{-\pi}^{+\pi} dq \, \psi_q (j, l) c_q,$$

(5.46)
in terms of the scattering eigenfunctions

\[
\begin{align*}
\psi_q(3, l) &= \frac{1}{\sqrt{2\pi}} (e^{-iql} + r_q e^{iql}) \\
\psi_q(4, l) &= \frac{1}{\sqrt{2\pi}} t_q e^{iql} \\
\psi_{-q}(3, l) &= \frac{1}{\sqrt{2\pi}} t_q e^{iql} \\
\psi_{-q}(4, l) &= \frac{1}{\sqrt{2\pi}} (e^{-iql} + r_q e^{iql})
\end{align*}
\] (5.47)

(5.48)

for \(q > 0\) and \(l = 0, 1, 2, 3, \ldots\). The transmission amplitude is given by

\[
t_q = -T_C \gamma \frac{e^{iql} - e^{-iql}}{T_C^2 - \gamma^2 e^{-2iql}}
\] (5.49)

and it is related to the reflection amplitude by

\[
1 + r_q = -\frac{\gamma}{T_C} t_q e^{-iql}.
\] (5.50)

The transmission probability \(T_\epsilon\) is given by

\[
T_\epsilon = |t_{q(\epsilon)}|^2 = \frac{T_C^2 (4\gamma^2 - \epsilon^2)}{(T_C^2 + \gamma^2)^2 - T_C^2 \epsilon^2}
\] (5.51)

characterizing the probability flux of the transmitted wave relative to that of the incident wave with energy \(\epsilon\). The transmission probability is maximal in the middle of the band and vanishes at the edges of the energy band. Since the band width \(\Delta \epsilon = 4\gamma\) is related to the local density of states in the middle of the band by Eq. (5.37), the transmission probability can be written at its maximal value as

\[
T_0 = \frac{4\kappa}{(1 + \kappa)^2}
\] (5.52)

in terms of the dimensionless contact transparency \([74]\)

\[
\kappa = (2\pi g T_C)^2 = (T_C/\gamma)^2.
\] (5.53)

We notice that the transparency satisfies \(\kappa < 1\) because of the condition \(|T_C| < \gamma\), which is required for the absence of bound state. Under this last condition, the scattering eigenfunctions (5.47)-(5.48) form a complete orthonormal basis

\[
\int_{-\pi}^{+\pi} dq \psi_q(j, l) \psi_q^*(j', l') = \delta_{jj'} \delta_{ll'},
\] (5.54)

\[
\sum_{j=3,4} \sum_{l=0}^{\infty} \psi_q(j, l) \psi_q^*(j, l) = \delta(q - q').
\] (5.55)
Here, the annihilation operators have the free time evolution:
\[ c_q(t) = e^{iH_C t}c_q e^{-iH_C t} = c_q e^{-i\epsilon_q t}. \] (5.56)

After diagonalization, the Hamiltonian operator (5.42) splits as
\[ H_C = H_C^{(+)} + H_C^{(-)} \] (5.57)
into the operators
\[ H_C^{(+)} = \int_0^{+\pi} dq \epsilon_q c_q^\dagger c_q, \] (5.58)
\[ H_C^{(-)} = \int_{-\pi}^0 dq \epsilon_q c_q^\dagger c_q. \] (5.59)

A similar decomposition holds for the particle number: \( N_C = N_C^{(+)} + N_C^{(-)} \).

If both reservoirs coupled by the QPC extended over \( L \) sites of indices \( 0 \leq l \leq L - 1 \), the wavenumber \( q \) would take discrete values separated by \( \Delta q = \pi/L \). Accordingly, a nonequilibrium steady state for the QPC could be defined with the density operator [143, 144]
\[ \rho_C = e^{-\beta(H_C^{(+)} - \mu_3 N_C^{(+)} - \phi^{(+)}_C)} e^{-\beta(H_C^{(-)} - \mu_4 N_C^{(-)} - \phi^{(-)}_C)}, \] (5.60)
where the potentials are defined by \( \phi^{(\pm)}_C = -\beta^{-1} \ln \left[ \text{Tr} \left\{ e^{-\beta(H_C^{(\pm)} - \mu_j N_C^{(\pm)})} \right\} \right] \) for \( j = 3 \) and 4. In this statistical ensemble, the quadratic combinations of the creation-annihilation operators have the statistical averages (see Appendix C)
\[ \langle c_q^\dagger c_q' \rangle = f_{jq} \delta(q - q'), \] (5.61)
\[ \langle c_q c_q^\dagger \rangle = (1 - f_{jq}) \delta(q - q'), \] (5.62)
with \( j = 3 \) for \( q > 0 \), \( j = 4 \) for \( q < 0 \), and the notation \( f_{jq} = f_j(\epsilon_q) \) for the Fermi-Dirac distribution (5.41) at the inverse temperature \( \beta \), the chemical potential \( \mu_j \), and the wavenumber \( q \).

## 5.2 Derivation of the modified master equation

Here, we apply the results of Chapter 3 in order to obtain a modified master equation for the reduced density matrix of the double quantum dot \( \rho_S(\lambda, t) \) accounting for the electrons flowing out of reservoir \( j = 1 \) by means of the counting parameter \( \lambda \). In the following, we assume the double quantum dot to be weakly coupled to its reservoirs as well as to the quantum point contact detector. This enables us to perform the Born
perturbative approximation to second order in the tunneling amplitudes \(\{T_{js}\}\) and the interaction parameters \(\{U_{ss'}\}\).

The density matrix of the total system is assumed to be initially in the factorized form

\[
\rho(0) = \rho_S(0) \otimes \rho_1 \otimes \rho_2 \otimes \rho_C, \tag{5.63}
\]

where \(\rho_S(0)\) denotes an arbitrary initial statistical mixture on the double quantum dot, \(\rho_j\) denotes the grand-canonical ensembles (5.38) over reservoirs \(j = 1\) and \(2\), while \(\rho_C\) denotes the nonequilibrium stationary state of the quantum point contact (5.60).

We consider the dynamics of the double quantum dot system over a time scale which is intermediate between the correlation time of the interaction operators in the environment and the relaxation time induced by the environment on the double quantum dot. We also assume the typical time scale of the free oscillations in the double quantum dot to be much shorter than the sampling time of the observations. As a consequence, we perform the Markovian and rotating wave approximations resulting in a modified rate equation of the form (3.64) with the correlation functions of the environment defined in (3.54).

These correlation functions completely encode the effects of the environment on the double quantum dot dynamics. In the following sections, we evaluate these correlations functions for the double quantum dot channel reservoirs as well as for the quantum point contact. The double quantum reservoirs being at equilibrium, their correlation functions are evaluated over the equilibrium ensembles (5.38). In contrast, the correlation functions of the quantum point contact are evaluated at the nonequilibrium steady state (5.60).

### 5.2.1 Electron tunneling between the double quantum dot and its reservoirs

The charging rate into the eigenstate \(|s\rangle\) of the double quantum dot from the reservoir \(j\) is given by

\[
a_{js} \equiv \int_{-\infty}^{\infty} dt \, e^{-i\epsilon_s t} \langle R_{js}^{-}(t) R_{js}^{+} \rangle = T_{js}^2 \int_{-\infty}^{+\infty} dt \, e^{-i\epsilon_s t} \left\langle e^{iH_j t} d_{j,0} \, e^{-iH_j t} d_{j,0} \right\rangle, \tag{5.64}
\]

where \(j = 1, 2\), \(s = \pm\), and the average is carried out over the equilibrium ensemble (5.38) of the \(j^{th}\) reservoir: \(\langle \cdot \rangle = \text{Tr} \rho_j(\cdot)\). With Eq. (5.30) for \(l = 0\) and Eq. (5.34), we
find
\[
\left\langle e^{iH_j t} d^\dagger_{j,0} e^{-iH_j t} d_{j,0} \right\rangle = \int_0^\pi dk \phi_k(0) e^{i\epsilon_k t} \times \int_0^\pi dk' \phi_{k'}(0) \left\langle c^\dagger_{j,k} c_{j,k'} \right\rangle.
\] (5.65)

Using the average (5.39) together with the explicit form (5.31) of the eigenfunction at \( l = 0 \) and the corresponding energy eigenvalue (5.28), the rate (5.64) is obtained as
\[
a_{js} = \Gamma_{js} f_j(\epsilon_s) \] (5.66)
in terms of the Fermi-Dirac distribution (5.41) and the rates
\[
\Gamma_{js} = T^2_{js} \frac{2}{\gamma} \sqrt{1 - \left( \frac{\epsilon_s}{2\gamma} \right)^2}. \] (5.67)

In the wide-band approximation for which \( |\epsilon_s| \ll 2\gamma \), the local density of states is evaluated by Eq. (5.37) in the middle of the band so that the rates become
\[
\Gamma_{js} = 4\pi g T^2_{js}. \] (5.68)

The discharging rate into the eigenstate \( |s\rangle \) of the double quantum dot from the reservoir \( j \) is given by
\[
b_{js} \equiv \int_{-\infty}^{\infty} dt e^{i\epsilon_s t} \left\langle R_{js}^+(t) R_{js}^- \right\rangle \] (5.69)
\[
= T^2_{js} \int_{-\infty}^{+\infty} dt e^{i\epsilon_s t} \left\langle e^{iH_j t} d_{j,0} e^{-iH_j t} d^\dagger_{j,0} \right\rangle \] (5.70)
with \( j = 1, 2 \) and \( s = \pm \). The calculation is similar as in the previous one, using instead the average (5.40) to get the discharging rate (5.71) as
\[
b_{js} = \Gamma_{js} \left[ 1 - f_j(\epsilon_s) \right] \] (5.71)
with (5.68) in the wide-band approximation.

We notice that the charging and discharging rates obey the local detailed balance conditions:
\[
\frac{a_{js}}{b_{js}} = e^{-\beta(\epsilon_s - \mu_j)}. \] (5.72)

The thermal energy is assumed to be larger than the natural width of the double quantum dot energy levels, \( \beta \hbar (\Gamma_{1s} + \Gamma_{2s}) \ll 1 \), in consistency with the neglect of resonance effects by second-order perturbation theory [130].
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### 5.2.2 Calculation of the non-equilibrium correlation functions

The capacitive coupling of the double quantum dot with the QPC is again treated perturbatively at second order and in the rotating wave approximation, but the QPC is supposed to be in the nonequilibrium steady state (5.60). At the Hamiltonian level of description, the capacitive coupling is expressed with the interaction operator (5.22), which has the form

\[ V_{ABC} = SR \]  

(5.73)

with the subsystem operator \[ S = \sum_{s,s'} U_{ss'} |s\rangle\langle s'| \] and the QPC operator \[ R = d_{3,0}^\dagger d_{4,0} + d_{4,0}^\dagger d_{3,0} \]. Recalling (3.73), the transition rates associated with this interaction are given by

\[ c_{ss'} = L_{ss'}^{(0)} = \hbar^{-2} \alpha(\omega_{ss'}) |\langle s|S|s'\rangle|^2 \]  

(5.74)

with \( s = -s' = \pm \), \( \omega_{ss'} = \epsilon_s - \epsilon_{s'} \),

\[ |\langle +|S|\rangle|^2 = |\langle -|S|\rangle|^2 = U_{2-}^2 = U_{2+}^2 = \frac{1}{4} (U_A - U_B)^2 \sin^2 \theta \]  

(5.75)

and the spectral function

\[ \hat{\alpha}(\omega) = \int_{-\infty}^{+\infty} dt \ e^{-i\omega t} \langle \mathcal{R}(t) \mathcal{R} \rangle, \]  

(5.76)

where \( \mathcal{R} = R - \langle R \rangle \), \( \langle \cdot \rangle = \text{tr}_{C} \cdot \rangle \), and

\[ \mathcal{R}(t) = e^{iH_{Ct}} \mathcal{R} e^{-iH_{Ct}}. \]  

(5.77)

Using the expression of the operator \( R \) and Wick’s lemma, the spectral function becomes

\[ \hat{\alpha}(\omega) = \int_{-\infty}^{+\infty} dt \ e^{-i\omega t} \left( \langle d_{3,0}^\dagger(t) d_{4,0}(t) \rangle \langle d_{4,0}(t) d_{3,0}(t) \rangle + \langle d_{3,0}^\dagger(t) d_{3,0}(t) \rangle \langle d_{4,0}(t) d_{4,0}(t) \rangle \right. 

\[ + \left. \langle d_{4,0}(t) d_{3,0}(t) \rangle \langle d_{3,0}^\dagger(t) d_{4,0}(t) \rangle + \langle d_{4,0}(t) d_{4,0}(t) \rangle \langle d_{3,0}(t) d_{3,0}^\dagger(t) \rangle \right). \]  

(5.78)

The correlation functions of the creation-annihilation operators are obtained as

\[ \langle d_{3,0}^\dagger(t) d_{4,0}(t) \rangle = -\frac{1}{2\pi} \int_{0}^{\pi} dk \ |t_k|^2 e^{i\gamma t} \left( e^{ikf_{3k}} + e^{-ikf_{4k}} \right). \]  

(5.79)

\[ \langle d_{4,0}(t) d_{3,0}^\dagger(t) \rangle = -\frac{1}{2\pi} \int_{0}^{\pi} dk \ |t_k|^2 e^{-i\gamma t} \left( e^{ik(1 - f_{3k})} + e^{-ik(1 - f_{4k})} \right), \]  

(5.80)

\[ \langle d_{3,0}^\dagger(t) d_{3,0}(t) \rangle = \frac{1}{2\pi} \int_{0}^{\pi} dk \ |t_k|^2 e^{i\gamma t} \left( \frac{\gamma^2}{T_C} f_{3k} + f_{4k} \right), \]  

(5.81)

\[ \langle d_{4,0}(t) d_{4,0}^\dagger(t) \rangle = \frac{1}{2\pi} \int_{0}^{\pi} dk \ |t_k|^2 e^{-i\gamma t} \left( 1 - f_{3k} + \frac{\gamma^2}{T_C} (1 - f_{4k}) \right), \]  

(5.82)
and similar expressions with transposed indices 3 and 4. As a consequence, we have that
\[
\hat{\alpha}(\omega) = \frac{1}{(2\pi)} \int_0^\pi dk \int_0^\pi dq |t_k|^2 |t_q|^2 \delta(\epsilon_k - \epsilon_q - \omega)
\left\{ \frac{2\gamma^2}{T_C^2} (\cos(k + q) + 1) (f_{3k} (1 - f_{3q}) + f_{4k} (1 - f_{4q})) \\
+ \left( \frac{\gamma^4}{T_C^2} + \frac{2\gamma^2}{T_C^2} \cos(k - q) + 1 \right) (f_{3k} (1 - f_{4q}) + f_{4k} (1 - f_{3q})) \right\}. \tag{5.83}
\]

In the wide-band approximation, the transmission coefficients as well as the functions \(\cos(k \pm q)\) should be evaluated at the values of the wavenumbers \(0 \leq k, q \leq \pi\) corresponding to the middle of the energy band. Given the dispersion relation (5.44), the only possibility is \(k = q = \pi/2\). Therefore, \(\cos(k + q) = -1\), so that the first term is negligible in the wide-band approximation. On the other hand, \(\cos(k - q) = 1\), and, using expressions (5.49) and (5.50), we find
\[
\hat{\alpha}(\omega) \simeq \frac{1}{(2\pi)} \frac{4\gamma^2}{(T_C^2 + \gamma^2)^2} \int_{-\infty}^{+\infty} d\epsilon \left\{ f_3(\epsilon) [1 - f_4(\epsilon - \omega)] + f_4(\epsilon) [1 - f_3(\epsilon - \omega)] \right\}. \tag{5.84}
\]

The integral of the first term is evaluated as follows:
\[
\int_{-\infty}^{+\infty} d\epsilon f_3(\epsilon) [1 - f_4(\epsilon - \omega)] = \frac{\omega - \Delta\mu_C}{e^{\beta(\omega - \Delta\mu_C)} - 1} \tag{5.85}
\]
with \(\Delta\mu_C = \mu_3 - \mu_4\) and the other similarly. Using the local density of states in the middle of the band given by Eq. (5.37), the dimensionless contact transparency (5.53) together with the interaction parameters (5.75), we finally get
\[
c_{ss'} = \frac{8\pi g^2 U_{ss'}^2}{(1 + \kappa)^2} \left[ \frac{\omega_{ss'} - \Delta\mu_C}{e^{\beta(\omega_{ss'} - \Delta\mu_C)} - 1} + \frac{\omega_{ss'} + \Delta\mu_C}{e^{\beta(\omega_{ss'} + \Delta\mu_C)} - 1} \right] \tag{5.86}
\]
for the transition rates (5.74).

These transition rates are proportional to the intensity of the capacitive coupling: \(U_{ss'}^2 = (U_A - U_B)^2 \sin^2 \theta/4\). The expression (5.86) shows the Bose-like character of the random transitions due to the back-action of the QPC onto the double quantum dot circuit. If the QPC is at equilibrium with \(\Delta\mu_C = 0\), these transition rates satisfy the condition of local detailed balance:
\[
\frac{c_{++}}{c_{--}} = e^{-\beta\omega_{++}} \quad \text{for} \quad \Delta\mu_C = 0. \tag{5.87}
\]
However, this condition is not satisfied under general nonequilibrium conditions \(\Delta\mu_C \neq 0\) for the QPC.
We notice that, if the QPC is at a uniform temperature different from the double quantum dot temperature, the inverse temperature $\beta$ in the rates (5.86) should be replaced by the inverse temperature $\beta_C$ of the QPC.

### 5.2.3 The modified master equation

We are now in position to write down a dynamical equation for the vector

$$g(\lambda, t) = \begin{pmatrix} g_0(\lambda, t) \\ g_+(\lambda, t) \\ g_-(\lambda, t) \end{pmatrix} \quad (5.88)$$

composed of the diagonal elements of the modified reduced density matrix of the double quantum dot $g_s(\lambda, t) = \langle s | \rho_S(\lambda, t) | s \rangle$ for $s = 0, \pm$. Indeed, recalling equations (3.73) together with the results obtained in the two previous sections, we obtain the modified master equation

$$\dot{g}(\lambda, t) = W(\lambda) \cdot g(\lambda, t) \quad (5.89)$$

in terms of the rate matrix $W(\lambda)$ given by

$$W(\lambda) = \begin{pmatrix} -a_{1+} - a_{2+} - a_{1-} - a_{2-} & b_{1+} e^\lambda + b_{2+} & b_{1-} e^\lambda + b_{2-} \\ a_{1+} e^{-\lambda} + a_{2+} & -b_{1+} - b_{2+} - c_{+-} & c_{+-} \\ a_{1-} e^{-\lambda} + a_{2-} & c_{+-} & -b_{1-} - b_{2-} - c_{+-} \end{pmatrix}. \quad (5.90)$$

This rate matrix is expressed in terms of the charging and discharging rates (5.66) and (5.71) describing the tunneling of electrons between the double quantum dot and its electrodes, as well as the rate (5.86) describing the exchange of energy between the quantum point contact and the double quantum dot resulting from tunneling events within the quantum point contact.

Alternatively, we can apply an inverse Fourier transform to each member of the modified rate equation to get a dynamical equation for the probabilities $p_s(n, t)$ of observing the system in the state $|s\rangle$ at time $t$ and $n$ electrons having the left reservoir 1 since the initial time $t = 0$. If the probabilities $\{p_s(n, t)\}_{s=0,\pm}$ are gathered in the array

$$p(n, t) = \begin{pmatrix} p_0(n, t) \\ p_+(n, t) \\ p_-(n, t) \end{pmatrix}, \quad (5.91)$$

we obtain the master equation

$$\partial_t p(n, t) = \mathbf{W} : p(n, t) \quad (5.92)$$
with the matrix
\[
W = \begin{pmatrix}
-a_{1+} - a_{2+} - a_{1-} - a_{2-} & b_{1+} \hat{E}^- + b_{2+} & b_{1-} \hat{E}^- + b_{2-} \\
-a_{1+} \hat{E}^- + a_{2+} & -b_{1+} - b_{2+} - c_{--} & c_{+-} \\
a_{1+} \hat{E}^- + a_{2-} & -c_{++} & -b_{1-} - b_{2-} - c_{+-}
\end{pmatrix}
\] (5.93)
in terms of the operators
\[
\hat{E}^{\nu} \equiv \exp \left( \nu \frac{\partial}{\partial n} \right),
\] (5.94)
which change the number \(n\) of transferred electrons according to \(\hat{E}^\pm p_s(n, t) = p_s(n \pm 1, t)\).

A stochastic master equation is obtained for the occupation probabilities on the quantum dot \(p_s(t)\) by setting \(\lambda = 0\) in equations (5.89) with (5.90) or, equivalently, by integrating (5.92) with (5.93) over the number \(n\) of transferred electrons.

### 5.3 The mean currents

In this Section we define the mean currents in the double quantum dot and QPC channels as the average of the time derivative of the particle number operators in the reservoirs 1 and 3. These currents are driven by two thermodynamic forces resulting from the electric biases applied to each channel. We also explain how the current in the QPC channel is modulated by the changes of electronic occupation in the double quantum dot.

#### 5.3.1 Definitions

The total Hamiltonian (5.7) - (5.10) commutes separately with the total numbers of electrons in each conduction channel:

\[
[H, N_1 + N_2 + N_{AB}] = 0,
\] (5.95)
\[
[H, N_3 + N_4] = 0,
\] (5.96)

where

\[
N_j = \sum_{l=0}^{\infty} d_{j,l}^{\dagger} d_{j,l}
\] (5.97)
is the number of electrons in the \(j^{th}\) reservoir and

\[
N_{AB} = d_{A}^{\dagger} d_{A} + d_{B}^{\dagger} d_{B}
\] (5.98)
the number of electrons in the double quantum dot. Therefore, the electron current is conserved separately in the double quantum dot circuit, as well as in the QPC circuit.

The current in the double quantum dot circuit can be defined as the rate of decrease of the electron number in the reservoir \( j = 1 \) by

\[
J_D \equiv -\frac{dN_1}{dt} = i [N_1, H] = i T_A \left( d_{1,0}^\dagger d_A - d_A^\dagger d_{1,0} \right)
\]

(5.99)

in units where Planck’s constant is equal to \( \hbar = 1 \). The current in the QPC is similarly defined as the rate of decrease of the electron number in the reservoir \( j = 3 \) by

\[
J_C \equiv -\frac{dN_3}{dt} = i [N_3, H].
\]

(5.100)

The average values of the electric currents are thus given by

\[
I_D = e \langle J_D \rangle \quad \text{and} \quad I_C = e \langle J_C \rangle,
\]

(5.101)

where \( e \) is the electron charge.

As mentioned earlier, the reservoirs are assumed to be initially in grand-canonical statistical ensembles at homogeneous temperature so that the inverse temperature \( \beta \) is uniform across the whole system. However, the reservoirs have different chemical potentials given by \( \mu_j \) with \( j = 1, 2, 3, 4 \). Because of the separate charge conservation in both circuits, the non-equilibrium conditions of this isothermal system are specified by two dimensionless affinities

\[
A_D = \beta (\mu_1 - \mu_2) = \beta \Delta \mu_D = \beta e V_D,
\]

(5.102)

\[
A_C = \beta (\mu_3 - \mu_4) = \beta \Delta \mu_C = \beta e V_C,
\]

(5.103)

corresponding to the differences of electric potentials in the two circuits, respectively \( V_D = \Delta \mu_D/e \) and \( V_C = \Delta \mu_C/e \).

### 5.3.2 The fluctuating current in the QPC

As it is the case in typical experiments on full counting statistics [14–17], the correlation time of the QPC is shorter than the dwell time of the electrons in the double quantum dot. Therefore, the current in the QPC rapidly jumps to a value that is fixed by the state \( |s_t\rangle \) of the double quantum dot. This latter has the slow time evolution of the stochastic process ruled by the master equation (5.89)-(5.90). In this respect, electron transport in the double quantum dot can be simulated by Monte Carlo algorithms to obtain random histories \( \{ |s_t\rangle, n_t \}_{t \in \mathbb{R}} \) for the system [102, 145]. Due to the capacitive coupling, the occupancy of the quantum dots by electrons modulates the current in the QPC. Indeed,
if the double quantum dot is in the instantaneous state $|s_t\rangle$, the capacitive interaction (5.6) modifies the tunneling amplitude $T_C$ of the QPC into the time-dependent effective amplitude

$$\tilde{T}_C(t) = T_C + \langle s_t | U_A d_A^d d_A + U_B d_B^d d_B | s_t \rangle.$$  \hfill (5.104)

Now, the fast current in the QPC can be obtained thanks to the Landauer-Büttiker formula with a transmission probability given in terms of the time-dependent tunneling amplitude (5.104). Over time scales longer than the QPC correlation time, $\Delta t \gg \tau_C$, the current in the QPC is thus given for each spin orientation by

$$\langle J_C \rangle_t = \frac{1}{2\pi} \int_{-2\gamma}^{+2\gamma} d\epsilon \tilde{T}_c(t) \left[f_3(\epsilon) - f_4(\epsilon)\right]$$  \hfill (5.105)

in terms of the transmission probability (5.51) but with the tunneling amplitude $T_C$ replaced by the time-dependent expression (5.104).

If the double quantum dot is occupied, Coulomb repulsion raises the barrier in the QPC, thus, lowering its current. If the double quantum dot is temporarily in the state $|+\rangle$, the tunneling amplitude takes the value $\tilde{T}_C(t) = T_C + U_{++}$ with the Coulomb repulsion (5.23). Instead, the tunneling amplitude is equal to $\tilde{T}_C(t) = T_C + U_{--}$ with (5.25) if the double quantum dot state is $|\rangle$. The QPC current is thus sensitive to the directionality of the electron jumps in the double quantum dot if the Coulomb repulsion is asymmetric between the two states $|\pm\rangle$, which requires that the mixing angle is not close to $\theta = \pi/2$ otherwise $U_{++} = U_{--}$.

### 5.4 Full counting statistics of electron transport in the double quantum dot

Here below, we introduce the cumulant generating function of the electron number transfers in the double quantum dot channel. This function is used in order to express the mean current in the double quantum dot as a function of the rate matrix elements introduced in Section 5.2.3.

Subsequently, we investigate the behavior of the current in the double quantum dot as a function of both affinities (5.102) and (5.103). We observe that the QPC may drag a current in the double quantum dot when the eigenstates of the latter are well localized in consistency with experimental observations.
5.4.1 Cumulant generating function

The counting statistics of electron transfers in the double quantum dot is fully characterized in terms of the generating function of the statistical cumulants for the random number $n$ of electrons transferred from the reservoir $j = 1$:

$$G(\lambda) \equiv \lim_{t \to \infty} -\frac{1}{t} \ln \langle e^{-\lambda n} \rangle_t,$$

(5.106)

where the average $\langle \cdot \rangle_t$ is carried out over the probability distribution $p(n, t) = \sum_s p_s(n, t)$ that $n$ electrons have been transferred during the time interval $[0, t]$. The probabilities $p_s(n, t)$ denote the solutions of the master equation (5.92) - (5.93). We showed in Section 3.3.2 that the cumulant generating function is given by the leading eigenvalue of the modified rate matrix (5.90). The generating function is thus obtained by solving the eigenvalue problem

$$W(\lambda) \cdot v = -G(\lambda) v,$$

(5.107)

where $v = v(\lambda)$ is the associated eigenvector. Since the matrix elements depend on the chemical potentials of the reservoir, the generating function characterizes the current fluctuations in a stationary state of the double quantum dot that is generally out of equilibrium. The complete equilibrium state is reached if both affinities (5.102) and (5.103) are vanishing.

The average current in the double quantum dot as well as the higher cumulants are given by taking successive derivatives of the generating function with respect to the counting parameter $\lambda$. In particular, the average current is obtained as

$$\langle J_D \rangle = \left. \frac{\partial G}{\partial \lambda} \right|_{\lambda=0},$$

(5.108)

in a stationary state of the double quantum dot. The second derivative gives the diffusivity of the current fluctuations around its average value.

5.4.2 The average current in the double quantum dot

In order to calculate explicitly the average current through the double quantum dot channel, it is useful to rewrite the cumulant generating function in terms of the rate matrix by use of equations (3.75) and (3.80) as

$$G(\lambda) = \lim_{t \to \infty} -\frac{1}{t} \ln G(\lambda, t)$$

(5.109)

$$= \lim_{t \to \infty} -\frac{1}{t} \ln \left(1^T - e^{W(\lambda)} \cdot p_0\right),$$

(5.110)
where $p_0$ denotes the initial probability distribution over the double quantum dot. We further introduce the steady state probability vector

$$P = \lim_{t \to \infty} e^{\mathbf{W}(0)} \cdot p_0$$

(5.111)

whose components $[P]_s = P_s$ give the steady state occupation probabilities over the double quantum dot. Therefore, the average current through the double quantum dot can be calculated from (5.108) as

$$\langle J_D \rangle = (a_1^+ + a_1^-) P_0 - b_1^+ P_+ - b_1^- P_-.$$  

(5.112)

The net average current from the reservoir $j = 1$ has thus two positive contributions due to the charging transitions $\ket{0} \to \ket{\pm}$ from the reservoir $j = 1$ and two negative contributions due to the discharging transitions $\ket{\pm} \to \ket{0}$ back to the reservoir $j = 1$.

**Figure 5.2** shows several $I$-$V$ characteristic curves of the double quantum dot circuit in the absence of bias in the QPC at different temperatures. Since the QPC is at equilibrium $\Delta \mu_C = 0$, the average current $I_D$ in the double quantum dot vanishes with the applied potential $V_D$. In **Figure 5.2**, the eigenstates of the double quantum dot have the energies $\epsilon_+ \simeq 1.3$, $\epsilon_- \simeq 0.7$, and $\epsilon_0 = 0$. The steps in the $I$-$V$ curves arise because every Fermi-Dirac distribution $f_j(\epsilon_s)$ undergo a similar step at the thresholds $\epsilon_s = \mu_j$ with $j = 1,2$ and $s = \pm$. *A priori*, thresholds are thus expected at the values $V_D \simeq \pm 0.7$ if $\epsilon_+ = \mu_j$, and $V_D \simeq \pm 1.9$ if $\epsilon_- = \mu_j$ ($j = 1,2$). Nevertheless, only the latter ones appear in **Figure 5.2** under the condition $\Delta \mu_C = 0$. The reason is that the capacitive coupling to the QPC favors the transitions $\ket{+} \to \ket{-}$ because of Eq. (5.87) and thus depopulates the level $\ket{+}$. However, the level $\ket{-}$ remains below the Fermi energies of both reservoirs if $0 < V_D < 1.9$ so that the current is essentially stopped in this range.

In contrast, **Figure 5.3** shows that, for $\Delta \mu_C = -2$, the current no longer vanishes with the voltage bias applied to the double quantum dot and may even go against the bias if $V_D \lesssim 0$. This remarkable effect is due to the Coulomb drag that manifests itself because the QPC is out of equilibrium and capacitively coupled to the double quantum dot circuit. In the linear regime for small enough values of the applied voltages, the average currents are related to the affinities (5.102)-(5.103) according to $\langle J_m \rangle \simeq \sum_{m'} L_{mm'} A_{m'}$ in terms of the Onsager coefficients $L_{mm'}$ with $m, m' = C, D$. Because of the asymmetric capacitive coupling the coefficients $L_{CD} = L_{DC}$ are non vanishing, allowing the Coulomb drag effect observed in **Figure 5.3** specially at high temperature for $\beta = 10$. If $V_D = 0$, the average current (5.112) is proportional to

$$\langle J_D \rangle \propto (\Gamma_1 + \Gamma_2 - \Gamma_1 - \Gamma_2) \left( c_{+-} e^{\beta \epsilon_-} - c_{+-} e^{\beta \epsilon_+} \right)$$

(5.113)
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Figure 5.2: The average current $I_D = e\langle J_D \rangle$ in the double quantum dot versus the applied potential difference, $V_D = \Delta \mu_D / e = (\mu_1 - \mu_2) / e$, if the QPC is at equilibrium with $\Delta \mu_C = 0$. The inverse temperature is $\beta = 10, 20, 100$ for respectively the dotted, dashed, and continuous lines. The other parameters are $\mu_1 + \mu_2 = 3.3$, $\epsilon_A = 0.7$, $\epsilon_B = 1.3$, $T = 0.01$, $T_A = T_B = 1$, $U_A = -2.1$, $U_B = -0.6$, $\kappa = 0.2$, and $g = 1$. The units are $I_0 = eT_A^2$ and $V_0 = (\epsilon_A + \epsilon_B) / (2e)$.

Figure 5.3: The average current $I_D = e\langle J_D \rangle$ in the double quantum dot versus the applied potential difference, $V_D = \Delta \mu_D / e$, if the QPC is out of equilibrium with $\Delta \mu_C = -2$. The inverse temperature is $\beta = 10, 20, 100$ for respectively the dotted, dashed, and continuous lines. The other parameters and the units are the same as in Figure 5.2.

with $\Gamma_{1+} - \Gamma_{1-} - \Gamma_{2-} - \Gamma_{2+} = (4\pi g T_A T_B)^2 \cos \theta$. This current vanishes if the QPC is at equilibrium when the local detailed balance condition (5.87) holds, which is no longer the case out of equilibrium. We notice that the current (5.113) also vanishes if the mixing angle reaches the value $\theta = \pi / 2$. The drag effect thus requires a good localization of the eigenstates in either one or the other of both dots, a condition which is met if the tunneling amplitude $T$ is not too large.

Figure 5.3 also shows that, for $\Delta \mu_C = -2$, the four thresholds $V_D \simeq \pm 0.7$ and $V_D \simeq \pm 1.9$ appear in the $I$-$V$ curves of the double quantum dot. This is explained by the behavior of the transition rates (5.86) as a function of the bias in the QPC. At low
Figure 5.4: The average current $I_D = e\langle J_D \rangle$ in the double quantum dot without applied potential, $\mu_1 = \mu_2 = 0.11$, versus the potential difference in the QPC, $V_C = \Delta \mu_C/e = (\mu_3 - \mu_4)/e$. The energy of the quantum dot B is $\epsilon_B = 0$. The values of the parameters $\beta = 100$, $\epsilon_A = 0.1$, $T = 0.03$, $\sqrt{g} T_A = \sqrt{g} T_B = 10$, $g U_A = -5$, $g U_B = -1.2$, and $\kappa = 0.17$. The other parameters are estimated from experimental conditions [16]. For the given values of $\mu_1 = \mu_2$, $\sqrt{g} T_A = \sqrt{g} T_B$, and $g U_A - g U_B$, the two largest rates are $a_1 \simeq 1.0$ kHz and $b_2+ \simeq 1.2$ kHz in accordance with experimental data [16]. The units are $I_0 = e/s$ and $V_0 = 1$ mV with energies counted in meV.

enough temperature, under the condition that

$$|\Delta \mu_C| < \omega_{+-} = \sqrt{(\epsilon_A - \epsilon_B)^2 + 4T^2},$$

(5.114)

the transition rates (5.86) are given by

$$c_{+-} \simeq 0,$$

(5.115)

$$c_{-+} \simeq \frac{16\pi g^2 U_{ss}^2}{(1 + \kappa)^2} \omega_{+-}.$$  

(5.116)

Therefore, the rate $c_{+-}$ of the transition $|-\rangle \rightarrow |+\rangle$ vanishes if $|\Delta \mu_C| < \epsilon_+ - \epsilon_-$ so that the upper energy level $\epsilon_+$ remains depopulated, as shown in Figure 5.5.

However, both transition rates $c_{\pm \mp}$ are positive if $|\Delta \mu_C| > \epsilon_+ - \epsilon_-$, allowing the upper energy level $\epsilon_+$ to become populated. As mentioned earlier, the thresholds at $V_D \simeq \pm 0.7$ correspond to the condition $\epsilon_+ = \mu_j$. Therefore, these thresholds also appear in the $I_D$-$V_D$ curves for $|\Delta \mu_C| > \epsilon_+ - \epsilon_- \simeq 0.6$. This is the case in Figure 5.3 where $\Delta \mu_C = -2$ so that the four thresholds $V_D \simeq \pm 0.7$ and $V_D \simeq \pm 1.9$ are visible under such conditions.

The Coulomb drag effect is also illustrated in Figure 5.5, which shows the current in the unbiased double quantum dot circuit versus the potential difference in the QPC for different values of the detuning $\epsilon_B - \epsilon_A$ between the energy levels of the quantum dots. The double quantum dot current remains vanishing as long as the QPC potential difference satisfies the condition (5.114). Again, under this condition, the upper energy level $\epsilon_+$ is not populated because the transition $|-\rangle \rightarrow |+\rangle$ does not occur according to Eq. (5.115). Since the lower level is charged from the left-hand reservoir $j = 1$ and
the upper level is discharged to the right-hand reservoir \( j = 2 \), the double quantum dot current remains switched off. Instead, beyond the threshold for \( |\Delta \mu_C| > \epsilon_+ - \epsilon_- = \omega_{+-} \), the upper energy level \( \epsilon_+ \) becomes populated thanks to the transitions induced by the QPC, which can thus exert Coulomb drag on the double quantum dot circuit. The double quantum dot current is thus mainly determined by the rate \( c_{+-} \). In Figure 5.5, the parameter values are taken to compare with the experimental observations reported in Ref. [16]. We see the remarkable agreement with Figure 5.5 of that reference.

These results show that the back-action of the QPC may strongly affect the transport properties of the double quantum dot circuit. By enabling transitions between the states \( |+\rangle \) and \( |-\rangle \), the current across the double quantum dot circuit is enhanced if the QPC is driven out of equilibrium. The capacitive coupling between the QPC and the double quantum dot should be asymmetric to allow the Coulomb drag to manifest itself. Furthermore, we notice that the back-action tends to decrease if the dimensionless contact transparency \( \kappa \) of the QPC increases. A perturbative treatment of conductance in the QPC would thus overestimate the effects of back-action.

### 5.4.3 The effective affinity

The cumulant generating function (5.106) is shown in Figures 5.6 and 5.7 for low and high potential differences in the double quantum dot. As expected by its definition, the generating function vanishes at \( \lambda = 0 \) where its slope gives the average current by Eq. (5.108). Moreover, the generating function also vanishes at a non-zero value of the counting parameter \( \lambda = \tilde{A} \), which defines the effective affinity. Since the generating function is given by the smallest root of the eigenvalue polynomial

\[
\det [W(\lambda) + G(\lambda)1] = 0
\] (5.117)
and $G(\tilde{A}) = 0$, the effective affinity can be obtained by solving
\[
\det \mathbf{W}(\tilde{A}) = D_+ \left( e^{-\tilde{A}} - 1 \right) + D_- \left( e^{\tilde{A}} - 1 \right) = 0,
\]
where $D_{\pm}$ are quantities given in terms of the coefficients of the matrix (5.90). The non-trivial root is equal to $\tilde{A} = \ln\left(\frac{D_+}{D_-}\right)$, which gives the effective affinity
\[
\tilde{A} = \ln \frac{a_1+ \left[ b_{1+} \left( b_{1-} + b_{2-} + c_{-+} \right) + b_{2-} \left( c_{-+} + b_{2+} + c_{+-} \right) \right] + a_1- \left[ b_{1-} \left( b_{2+} + b_{1+} + c_{+-} \right) + b_{2+} \left( c_{+-} + b_{2-} + c_{-+} \right) \right]}{a_2+ \left[ b_{1+} \left( b_{1-} + b_{2-} + c_{-+} \right) + b_{2-} \left( c_{-+} + b_{2+} + c_{+-} \right) \right] + a_2- \left[ b_{1-} \left( b_{2+} + b_{1+} + c_{+-} \right) + b_{2+} \left( c_{+-} + b_{2-} + c_{-+} \right) \right]},
\]
(5.119)

In Figures 5.6 and 5.7, the generating function $G(\lambda)$ is compared to $G(\tilde{A} - \lambda)$. For typical values of the parameters, the difference between $G(\lambda)$ and $G(\tilde{A} - \lambda)$ turns out to remain small in this system. However, the symmetry under the transformation $\lambda \rightarrow \tilde{A} - \lambda$ is
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**Figure 5.6:** The cumulant generating function (5.106) versus the counting parameter $\lambda$ compared to the function transformed by the reflection $\lambda \rightarrow \tilde{A} - \lambda$ with the effective affinity $\tilde{A} = 2.7495$ (dotted-dashed line) for the parameter values $\mu_1 = 1.5$, $\mu_2 = 1$, $\Delta \mu_C = 5$, $\beta = 10$, $\epsilon_A = 0.7$, $\epsilon_B = 1.2$, $T = 0.5$, $\sqrt{g_A} T_A = \sqrt{g_B} T_B = 1$, $g U_A = -0.21$, $g U_B = -0.06$, and $\kappa = 0.2$. The generating function has the units of $g T^2_A$.
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**Figure 5.7:** The cumulant generating function (5.106) versus the counting parameter $\lambda$ compared to the function transformed by the reflection $\lambda \rightarrow \tilde{A} - \lambda$ with the effective affinity $\tilde{A} = 17.1636$ (dotted-dashed line) for the parameter values $\mu_1 = 3$, $\mu_2 = 1$, $\Delta \mu_C = 5$, $\beta = 10$, $\epsilon_A = 0.7$, $\epsilon_B = 1.2$, $T = 0.5$, $\sqrt{g_A} T_A = \sqrt{g_B} T_B = 1$, $g U_A = -0.21$, $g U_B = -0.06$, and $\kappa = 0.2$. The units are the same as in Figure 5.6.
not valid in general. Therefore, it is remarkable that there exist special conditions under which this symmetry nevertheless holds, as demonstrated in the following section.

5.5 Single-current fluctuation theorems

As we showed in Chapter 2, a bivariate fluctuation theorem holds for both currents in the double quantum dot and QPC circuits with respect to the basic affinities (5.102)-(5.103) [71, 76, 77, 119]. However, the conditions of observation are such that the full counting statistics of a circuit requires its coupling to another circuit so that bivariate statistics is not available. Besides, the bivariate fluctuation theorem does not generally imply a fluctuation theorem for the sole current that is observed. Nevertheless, conditions can be found for which univariate fluctuation theorems hold [79, 146–149].

In the present system, several such conditions exist:

(1) If the QPC is at equilibrium, it has no other influence than an equilibrium environment so that the only source of nonequilibrium driving comes from the voltage applied to the double quantum dot.

(2) If the tunneling amplitude between the two dots composing the double quantum dot is small enough $|T| \ll |\epsilon_A - \epsilon_B|$, each dot equilibrates with its next-neighboring reservoir on a time scale that is shorter than electron transfer time scale.

(3) If the QPC induces fast transitions $|+\rangle \leftrightarrow |-\rangle$ in the limit $c_{\pm} \gg a_{js}, b_{js}$, the two states $|+\rangle$ and $|-\rangle$ can be lumped together. Accordingly, the three-state process reduces by coarse graining to a two-state process, in which the double quantum dot is either empty or singly occupied, and a fluctuation theorem always holds for two-state processes [119, 122].

In these limiting cases, the difference between the cumulant generating function $\mathcal{G}(\lambda)$ and the transformed function $\mathcal{G}(\tilde{A} - \lambda)$ goes to zero so that the symmetry relation

$$\mathcal{G}(\lambda) = \mathcal{G}(\tilde{A} - \lambda)$$

(5.120)

is obtained. As a corollary, the probability $p(n,t) = \sum_s p_s(n,t)$ that $n$ electrons are transferred across the double quantum dot during the time interval $[0, t]$ obeys the fluctuation theorem

$$\frac{p(n,t)}{p(-n,t)} \approx e^{\tilde{A}n} \quad \text{for} \quad t \to \infty$$

(5.121)

as proved using the theory of large deviations [128]. The symmetry of the fluctuation theorem is established with respect to the effective affinity (5.119) taken in the limit where the equality (5.120) is valid. An important result is that the effective affinity may
differ from the value (5.102) fixed by the reservoirs alone, because of the back-action of the capacitively coupled circuit. Here below, the effective affinity is given for the different limits where the univariate fluctuation theorem holds.

5.5.1 The QPC is at equilibrium

In this case, the rates of the transitions induced by the QPC obey the local detailed balance condition (5.87) so that the matrix (5.90) obeys the symmetry relation

\[ M^{-1} \cdot W(\lambda) \cdot M = W(A_D - \lambda)^T \]  

(5.122)

with the matrix

\[
M = \begin{pmatrix}
1 & 0 & 0 \\
0 & e^{-\beta(\epsilon_A - \mu_2)} & 0 \\
0 & 0 & e^{-\beta(\epsilon_B - \mu_2)}
\end{pmatrix}
\]  

(5.123)

and the affinity (5.102). Consequently, the leading eigenvalue giving the cumulant generating function by Eq. (5.107) has the symmetry \( \lambda \rightarrow A_D - \lambda \). Therefore, the effective affinity reduces to the standard one

\[ \tilde{A} = A_D = \beta(\mu_1 - \mu_2) \]  

(5.124)

if the QPC is at equilibrium. This result can also be obtained from the definition (5.119) of the effective affinity.

5.5.2 The limit \(|T| \ll |\epsilon_A - \epsilon_B|\)

In this limit, the tunneling amplitude between the two dots composing the double quantum dot is smaller than the difference between the energy levels of the dots, \(|T| \ll |\epsilon_A - \epsilon_B|\). Therefore, each dot is more strongly coupled to the next-neighboring reservoir than to the other dot. Therefore, each dot equilibrates with the nearby reservoir on a time scale faster than for electron transfers. There exist two subcases whether \( \epsilon_A - \epsilon_B \) is positive or negative.

If \( \epsilon_A > \epsilon_B \), the mixing angle goes to zero \( \theta \rightarrow 0 \) so that \(|+\rangle \simeq |1_A0_B\rangle \) and \(|-\rangle \simeq -|0_A1_B\rangle \). In this subcase, the transition rates separate in the two groups:

\[ a_{1+}, b_{1+}, a_{2-}, b_{2-} \gg a_{1-}, b_{1-}, a_{2+}, b_{2+}, c_{+-}, c_{-+} = O(\theta^2). \]  

(5.125)

Accordingly, the matrix (5.90) splits in two as \( W(\lambda) = W_0(\lambda) + W_1(\lambda) \) where \( W_0 = O(\theta^0) \) and \( W_1 = O(\theta^2) \) as \( \theta \rightarrow 0 \). In Eq. (5.107), the eigenvector and the eigenvalue
can be expanded similarly as \( v = v_0 + v_1 + \cdots \) and \( G = G_0 + G_1 + \cdots \). At zeroth order, the eigenvalue vanishes \( G_0 = 0 \), the right-hand eigenvector is given by

\[
v_0 = \begin{pmatrix}
e^{-\beta(\epsilon_1 - \mu_1)} e^{-\lambda} \\
e^{-\beta(\epsilon_2 - \mu_2)}
\end{pmatrix}
\]

and the left-hand eigenvector such that \( u_0^T \cdot W_0 = 0 \) by

\[
u_0^T = \begin{pmatrix}1 & e^\lambda & 1\end{pmatrix}
\]

At first order in \( \theta^2 \), we find that

\[
G_1 \simeq -u_0^T \cdot W_1 \cdot v_0 / u_0^T \cdot v_0,
\]

which gives the leading approximation to the cumulant generating function \( Q \simeq Q_1 \):

\[
G(\lambda) \simeq J_+ \left(1 - e^{-\lambda}\right) + J_- \left(1 - e^{\lambda}\right)
\]

with

\[
J_+ = \frac{a_{1-} + (b_{2+} + c_-) e^{-\beta(\epsilon_1 - \mu_1)}}{1 + e^{-\beta(\epsilon_1 - \mu_1)} + e^{-\beta(\epsilon_2 - \mu_2)}}
\]

\[
J_- = \frac{a_{2+} + (b_{1-} + c_+) e^{-\beta(\epsilon_2 - \mu_2)}}{1 + e^{-\beta(\epsilon_1 - \mu_1)} + e^{-\beta(\epsilon_2 - \mu_2)}}.
\]

The cumulant generating function (5.129) has the symmetry (5.120) of the fluctuation theorem with the effective affinity:

\[
\tilde{A} = \beta(\mu_1 - \mu_2) + \ln \frac{a_{1-} e^{-\beta\mu_1} + a_{2+} e^{-\beta\mu_2} + c_- + e^{-\beta\epsilon_1} + c_+ + e^{-\beta\epsilon_2}}{a_{1-} e^{-\beta\mu_1} + a_{2+} e^{-\beta\mu_2} + c_- + e^{-\beta\epsilon_1} + c_+ + e^{-\beta\epsilon_2}}.
\]

We notice that, in the logarithm, the numerator and the denominator are both vanishing proportionally to \( \theta^2 \) so that their ratio is non vanishing in the limit \( \theta \to 0 \) and thus gives a contribution to the effective affinity beyond its standard value (5.102). This expression is equivalently obtained from Eq. (5.119) in the limit \( \theta \to 0 \).

If \( \epsilon_A < \epsilon_B \), the mixing angle has the limit \( \theta \to \pi \) so that \( |-\rangle \simeq |1_A 0_B\rangle \) and \( |+\rangle \simeq |0_A 1_B\rangle \). In this other subcase, the transition rates separate as

\[
a_{1-}, b_{1-}, a_{2+}, b_{2+} \gg a_{1+}, b_{1+}, a_{2-}, b_{2-}, c_{+}, c_{-} = O(\delta^2)
\]
with $\delta = \pi - \theta$. Hence, the cumulant generating function can be obtained with a similar method as in the previous limit to get

$$G(\lambda) \simeq J_+^\prime \left(1 - e^{-\lambda}\right) + J_-^\prime \left(1 - e^{\lambda}\right)$$

(5.134)

with

$$J_+^\prime = \frac{a_1 + (b_2 - c_1)e^{-\beta(\epsilon - \mu_1)}}{1 + e^{-\beta(\epsilon - \mu_1)} + e^{-\beta(\epsilon - \mu_2)}}$$

(5.135)

$$J_-^\prime = \frac{a_2 + (b_1 + c_2)e^{-\beta(\epsilon + \mu_2)}}{1 + e^{-\beta(\epsilon - \mu_1)} + e^{-\beta(\epsilon + \mu_2)}}$$

(5.136)

Here also, the symmetry (5.120) of the fluctuation theorem is satisfied by the generating function (5.134) but with the effective affinity:

$$\tilde{A} = \beta(\mu_1 - \mu_2) + \ln \frac{a_1 + e^{-\beta\mu_1} + a_2 - e^{-\beta\mu_2} + c e^{-\epsilon_+}}{a_1 + e^{-\beta\mu_1} + a_2 - e^{-\beta\mu_2} + c e^{-\epsilon_+}}$$

(5.137)

which is equivalently given by Eq. (5.119) in the limit $\theta \to \pi$. In the logarithm, the numerator and the denominator are both vanishing proportionally to $\delta^2 = (\pi - \theta)^2$ so that their ratio is non vanishing in the limit $\theta \to \pi$ and here also modifies the effective affinity with respect to its standard value (5.102).

Figure 5.8: The difference between both sides of Eq. (5.120) in absolute value versus the counting parameter $\lambda$ for smaller and smaller values of the tunneling amplitude: $T = 0.1$, $T = 0.01$, $T = 0.001$, and $T = 0.0001$. The other parameters are $\mu_1 = 3$, $\mu_2 = 1$, $\Delta \mu_C = 5$, $\beta = 10$, $\epsilon_A = 0.7$, $\epsilon_B = 1.2$, $\sqrt{T_A} = \sqrt{T_B} = 0.1$, $g U_A = -0.21$, $g U_B = -0.06$, and $\kappa = 0.2$. For $T = 0.0001$, the effective affinity is equal to $\tilde{A} = 24.4594$ and the mixing angle to $\theta = \pi - 0.0004$. In the limit $T = 0$, the effective affinity (5.137) is equal to $\tilde{A} = \beta(\mu_1 - \mu_2) + \Delta \tilde{A}$ with $A_D = \beta(\mu_1 - \mu_2) = 20$ and $\Delta \tilde{A} = 4.45945$. The generating function $G(\lambda)$ has the units of $g T^2$. A dip appears in the middle of each curve because the generating function $G(\lambda)$ is always equal to $G(\tilde{A} - \lambda)$ at $\lambda = \tilde{A}/2$, as seen in Figures 5.6 and 5.7.

Figure 5.8 shows that the difference between both sides of Eq. (5.120) is indeed vanishing as the tunneling amplitude $T$ gets smaller and smaller so that the symmetry (5.120)
is indeed satisfied in the limit $\theta \to \pi$.

### 5.5.3 The QPC induces fast transitions $|+\rangle \leftrightarrow |-\rangle$

Here, we consider the limit

$$|U_A - U_B| \gg |T_A|, |T_B| \quad (5.138)$$

so that the rates of the transitions $|+\rangle \leftrightarrow |-\rangle$ are larger than the other rates:

$$c_{+-}, c_{-+} \gg a_{js}, b_{js} \quad (5.139)$$

with $j = 1, 2$ and $s = \pm$. In this case, there is no distinction between the states $|\pm\rangle$ on the intermediate time scale $\Delta t$ between the short time of the transitions $|+\rangle \leftrightarrow |-\rangle$ and the dwell time of electrons in the double quantum dot: $c_{\pm\pm}^1 \ll \Delta t \ll a_{js}^{-1}, b_{js}^{-1}$. Therefore, the stochastic process admits a reduced description in terms of the probability

$$p_1(n, t) = p_+(n, t) + p_-(n, t) \quad (5.140)$$

that the double quantum dot is occupied and the probability $p_0(n, t)$ that it is empty. The probabilities of the states $|\pm\rangle$ are obtained as

$$p_{\pm}(n, t) = p_1(n, t) P_{\pm|1} \quad (5.141)$$

in terms of the conditional probabilities of the states $|\pm\rangle$ given that the double quantum dot is occupied:

$$P_{+|1} = \frac{c_{+-}}{c_{+-} + c_{-+}}, \quad (5.142)$$

$$P_{-|1} = \frac{c_{-+}}{c_{+-} + c_{-+}}. \quad (5.143)$$

These conditional probabilities are normalized according to $P_{+|1} + P_{-|1} = 1$. The master equation (5.92) - (5.93) thus reduces to

$$\begin{pmatrix} \partial_t p_0(n, t) \\ \partial_t p_1(n, t) \end{pmatrix} = \begin{pmatrix} -a_1 - a_2 & b_1 \hat{E}^+ + b_2 \\ a_1 \hat{E}^- + a_2 & -b_1 - b_2 \end{pmatrix} \begin{pmatrix} p_0(n, t) \\ p_1(n, t) \end{pmatrix} \quad (5.144)$$

with the coefficients

$$a_j \equiv a_{j+} + a_{j-}, \quad (5.145)$$

$$b_j \equiv b_{j+}P_{+|1} + b_{j-}P_{-|1} = \frac{b_{j+}c_{+-} + b_{j-}c_{-+}}{c_{+-} + c_{-+}}, \quad (5.146)$$

for $j = 1, 2$. 
The cumulant generating function is here given by
\[ G(\lambda) = \frac{1}{2} \left[ a_1 + a_2 + b_1 + b_2 - \sqrt{(a_1 + a_2 - b_1 - b_2)^2 + 4 (a_1 e^{-\lambda} + a_2) (b_1 e^{+\lambda} + b_2)} \right]. \] (5.147)

The symmetry (5.120) is again satisfied with the effective affinity:
\[ \tilde{A} = \ln \frac{a_1 b_2}{a_2 b_1} = \ln \frac{(a_1+ + a_2-)(b_2+ c_{+ -} + b_2- c_{- +})}{(a_2+ + a_2-)(b_1+ c_{+ -} + b_1- c_{- +})}, \] (5.148)
which can be obtained from Eq. (5.119) in the limit (5.139).

**Figure 5.9:** The difference between both sides of Eq. (5.120) in absolute value versus the counting parameter \( \lambda \) for smaller and smaller values of the tunneling amplitudes \( T_A = T_B \). The other parameters are \( \mu_1 = 3, \mu_2 = 1, \Delta \mu_C = 5, \beta = 10, \epsilon_A = 0.7, \epsilon_B = 1.2, T = 0.5, g U_A = -0.21, g U_B = -0.06, \) and \( \kappa = 0.2. \) For \( \sqrt{g} T_A = \sqrt{g} T_B = 0.001 \), the effective affinity is equal to \( \tilde{A} = 17.1397. \) The generating function \( G(\lambda) \) has the units of \( g T_A^2. \) The dips in the middle of the curves have the same origin as in Figure 5.8.

**Figure 5.9** shows that the symmetry (5.120) is well satisfied in the limit (5.139) as the tunneling amplitudes \( T_A \) and \( T_B \) between the double quantum dot and the reservoirs \( j = 1, 2 \) are decreased.

### 5.5.4 Thermodynamic implications

A consequence of the fluctuation theorem is that the product of the effective affinity with the average value of the current is always non negative:
\[ \tilde{A} \langle J_D \rangle \geq 0, \] (5.149)
where \( \langle J_D \rangle = \lim_{t \to \infty} \langle n \rangle_t/t \) with \( \langle n \rangle = \sum_{n=-\infty}^{+\infty} n p(n, t) \) [150]. The inequality (5.149) constitutes a lower bound on the thermodynamic entropy production
\[ \frac{1}{k_B} \frac{dS}{dt} = A_C \langle J_C \rangle + A_D \langle J_D \rangle \geq \tilde{A} \langle J_D \rangle \geq 0 \] (5.150)
This lower bound reduces the thermodynamic efficiency of the energy transduction processes that the system could perform. In particular, the Coulomb drag of the QPC may drive the double quantum dot current against the applied voltage. During this process, the QPC provides energy that accumulates between the reservoirs of the double quantum dot circuit. To characterize the balance of energy per unit time, we introduce the powers \( \Pi_m = V_m I_m = k_B T A_m \langle J_m \rangle \) consumed by the circuits \( m = C, D \). The power of the QPC is positive, \( \Pi_C > 0 \), although the power of the double quantum dot is negative \( \Pi_D < 0 \). The thermodynamic efficiency of the process can be defined as

\[
\eta \equiv -\frac{\Pi_D}{\Pi_C} = -\frac{A_D \langle J_D \rangle}{A_C \langle J_C \rangle},
\]

which is positive in the regime where the Coulomb drag drives the double quantum dot current against the applied voltage, \( \eta > 0 \). The general non-negativity of the thermodynamic entropy production implies the well-known upper bound \( \eta \leq 1 \).

Now, in the regimes where the single-current fluctuation theorem (5.121) holds, the thermodynamic entropy production has the lower bound (5.150) so that the efficiency is bounded as

\[
\eta \leq \frac{1}{1 - \tilde{A}/A_D} < 1 \quad \text{if} \quad \tilde{A}/A_D < 0.
\]

The thermodynamic efficiency is thus reduced if the back-action of the QPC is strong enough to reverse the effective affinity \( \tilde{A} \) with respect to the value \( A_D \) fixed by the voltage applied to the double quantum dot.

The different cases where the single-current fluctuation theorem (5.121) holds are presented in the following subsections.

### 5.5.5 Dependence of the effective affinity on the quantum dot energies

The gate voltages applied to the quantum dots control their energy levels. Therefore, varying the energies \( \epsilon_A \) and \( \epsilon_B \) corresponds in the present model to changing the gate voltages of the quantum dots A and B.

In Figure 5.10, the effective affinity (5.119) is depicted as a function of the energy difference \( \epsilon_A - \epsilon_B \) in the double quantum dot for several values of the affinity (5.103) in the QPC circuit. The back-action of the QPC onto the double quantum dot circuit manifests itself by the deviations of the ratio \( \tilde{A}/A_D \) from unity. As expected, the back-action gets larger as the QPC is driven further away from equilibrium by increasing the absolute value of its affinity. Although the effective affinity of the double quantum dot is nearly equal to its actual value (5.102) if the QPC is close to equilibrium for \( \Delta \mu_C = -1 \),
they may significantly differ from each other if the QPC is far from equilibrium. Under some conditions, the sign of the effective affinity may even be reversed with respect to the actual value (5.102). In these circumstances, the fluctuation theorem (5.121) predicts that the average current in the double quantum dot should also be reversed. Indeed, the average number of electrons that are transferred during the time interval $[0,t]$ is given by

$$\langle n \rangle_t = \sum_n n p(n,t) = \sum_{n>0} n [p(n,t) - p(-n,t)] = \sum_{n>0} n p(n,t) \left( 1 - e^{-\tilde{A} n} \right)$$

(5.153)

as the consequence of the fluctuation theorem (5.121). Therefore, if the effective affinity is negative $\tilde{A} < 0$, the average number of transferred electrons is also negative $\langle n \rangle_t < 0$. This result confirms the inequality (5.149). This change of sign of the double quantum dot current is induced by the Coulomb drag effect due to the QPC. In this regime, the thermodynamic efficiency (5.151) is bounded according to Eq. (5.152).

In Figure 5.10, we also observe that the effective affinity $\tilde{A}$ converges to its basic value $A_D$ for $|\epsilon_A - \epsilon_B| \gg |\Delta \mu_C|$. The reason is that, in this limit, the rates of the transitions populating the state $|+\rangle$ are vanishing: $a_{1+} = a_{2+} = c_{+} = 0$. Accordingly, the state $|+\rangle$ is never populated and it gets out of the dynamics ruled by the master equation (5.92)-(5.93): $\lim_{t \to \infty} p_+(n,t) = 0$. In this case, the effective affinity (5.119) becomes

$$\tilde{A} = \ln(a_{1-}b_{2-})/(b_{1-}a_{2-}) = \beta(\mu_1 - \mu_2) = A_D.$$  

We point out that, if each quantum dot
had more than the sole energy level assumed in the present model, the effective affinity would become more complicated for $|\epsilon_A - \epsilon_B| \gg |\Delta \mu_C|$.
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**Figure 5.11:** The effective affinity (5.119) rescaled by the actual affinity (5.102) versus the energies $\beta \epsilon_A$ and $\beta \epsilon_B$ of the quantum dots. The parameter values are $\beta \mu_1 = 5$, $\beta \mu_2 = 0$, $\beta \Delta \mu_C = 14$, $T = 0.1$, $T_A = T_B = 0.1$, $U_A = -0.06$, $U_B = -0.15$, $\kappa = 0.05$, and $g = 1$. The white lines are the borders between the domains where the quantum dots are dominantly occupied according to $(n_A, n_B) \simeq (0, 0), (0, 1), (1, 0)$. We notice that the effective affinity is equal to the actual one, $\tilde{A} = A_D$, along the diagonal $\beta \epsilon_A = \beta \epsilon_B$.

The effective affinity reaches the value $\tilde{A}/A_D \simeq 3.5$ in the white area and $\tilde{A}/A_D \simeq -1.5$ in the dark area. The values of the parameters $U_A/U_B$ and $\kappa$ are estimated from experimental conditions.\[17\] In the present conditions, the effective affinity $\tilde{A}$ is equal to $A_D$ near $\beta \epsilon_B \simeq \beta \epsilon_A + 0.00024$ at $\beta \epsilon_A = -10$, near $\beta \epsilon_B \simeq \beta \epsilon_A + 0.00099$ at $\beta \epsilon_A = 0$, and near $\beta \epsilon_B \simeq \beta \epsilon_A + 0.00166$ at $\beta \epsilon_A = 10$.

**Figure 5.11** shows the ratio of the effective affinity (5.119) to the actual affinity (5.102) in the plane of the quantum dot energies ($\epsilon_A, \epsilon_B$) in comparison with the domains where the quantum dots have the dominant occupancies $(0, 0)$, $(0, 1)$, or $(1, 0)$ \[7\]. These domains are delimited by three straight lines shown in **Figure 5.11**. The double quantum dot is empty in the domain where $\epsilon_A > \mu_1$ and $\epsilon_B > \mu_2$. The dot A is empty while the dot B is occupied by one electron in the domain where $\epsilon_A > \epsilon_B$ and $\epsilon_B < \mu_2$. The dot A is occupied by one electron while the dot B is empty in the domain where $\epsilon_A < \mu_1$ and $\epsilon_B > \epsilon_A$. In the triangle between these three domains, the double quantum dot is excited in its upper state $|+\rangle$ and its current is maximal, as expected \[7\]. The effective affinity takes its actual value $\tilde{A} = A_D$ very close to the diagonal $\epsilon_A = \epsilon_B$, which explains that the frontier between the domains is a favorable region to minimize the deviation of the effective affinity with respect to the value (5.102) fixed by the voltage across the double quantum dot \[19\]. Besides, the effective affinity (5.119) can significantly differs from its actual value (5.102). In **Figure 5.11**, the effective affinity ranges from $\tilde{A} \simeq 3.5 \times A_D$.
in the white area down to $\tilde{A} \simeq -1.5 \times A_D$ in the dark area. In particular, the effective affinity drops from its actual value in the domain $(0, 1)$ away from the frontier between $(0, 1)$ and $(1, 0)$.

### 5.6 Summary of the results

In this Chapter, we presented a study of electronic transport properties in a double quantum dot (DQD) circuit capacitively coupled to a QPC. The QPC plays the role of detector for the single-electron transfers in the DQD and also affects this latter because of the back-action due to its noise.

The system is modeled by a simple Hamiltonian capturing the main features of such circuits. The reservoirs in contact with the DQD as well as the QPC itself are described by tight-binding quadratic Hamiltonians that are exactly solvable, allowing the non-perturbative analysis of the QPC in arbitrary nonequilibrium states. The tunneling between the DQD and its reservoirs, as well as the capacitive coupling between the DQD and the QPC are treated at second order of perturbation theory together with the rotating-wave and the wide-band approximations. The electron transport in the QPC is supposed to behave faster than in the DQD. The double occupancy of the DQD is assumed to lie at high enough energy to be neglected.

In this way, a Markovian master equation is obtained for the stochastic process of electron transfers across the DQD. This master equation holds for the QPC in regimes arbitrarily far from equilibrium. Under the assumption that the DQD is slower than the QPC, the current in the QPC is described by a Landauer-Büttiker formula depending on the time-dependent quantum state of the DQD.

The asymmetry of the capacitive coupling required for the bidirectional counting of electron transfers with the QPC is also responsible for its backaction onto the DQD current. This backaction induces transitions between the internal states of the occupied DQD and, consequently, the Coulomb drag of the DQD current by the QPC if this latter is out of equilibrium. Remarkably, a current is induced in the DQD if the voltage applied to the QPC exceeds a threshold given by the internal energies of the DQD, which is consistent with experimental observations [16].

On the basis of the master equation, the full counting statistics is established for electron transport in the DQD. Thanks to its cumulant generating function, an effective affinity is introduced that characterizes the nonequilibrium driving of the DQD not only by the voltage applied to it, but also by the capacitively coupled QPC. The value of this effective affinity differs from the value fixed by the voltage bias across the DQD if the QPC is driven out of equilibrium.
In the present Chapter, our main result is the establishment of single-current fluctuation theorems for the DQD current under specific conditions. On fundamental ground, a bivariate fluctuation theorem is known to hold for both DQD and QPC currents. However, the sole current across the DQD does not generally obey a fluctuation theorem because of the capacitive coupling to the QPC. Therefore, it is surprising that there exist conditions under which single-current fluctuation theorems can nevertheless be established for the sole DQD current. Our analysis shows that a single-current fluctuation theorem is valid under every one of the following conditions:

1. If the QPC is at equilibrium, in which case the effective affinity remains equal to its value fixed by the voltage applied to the DQD.

2. If the tunneling amplitude $T$ between the quantum dots composing the DQD is smaller than the difference between their internal energies $\epsilon_A$ and $\epsilon_B$: $|T| \ll |\epsilon_A - \epsilon_B|$. In this limit, each dot is essentially at equilibrium with its next-neighboring reservoir and the DQD circuit behaves as another quantum point contact.

3. If the asymmetry of the capacitive coupling to the QPC is stronger than the tunneling of the DQD to its reservoirs: $|U_A - U_B| \gg |T_A|, |T_B|$. In this case, the QPC induces transitions between the two single-electron internal states of the DQD that are faster than its charging or discharging. Therefore, the stochastic description reduces to a process for only two internal states: the empty and the singly occupied states. Moreover, the effective affinity is analyzed for its dependence on the internal energies of the quantum dots. In the present model, they constitute the control parameters that are analogue to the gate voltages of the quantum dots. Interestingly, the effective affinity is shown to remain close to the DQD voltage bias at the frontier between the domains of single occupancy of the DQD $(n_A, n_B) \simeq (0, 1), (1, 0)$ and to deviate from this value away from this frontier.

Besides, in the regimes where an single-current fluctuation theorem holds and the Coulomb drag may reverse the DQD current, the thermodynamic entropy production turns out to have a positive lower bound equal to the product of the effective affinity with the average DQD current. In these regimes, the thermodynamic efficiency of electron pumping by Coulomb drag is limited by an upper bound lower than unity in terms of the ratio of the effective affinity to the voltage applied across the DQD.

To conclude, the effective affinity can be directly measured if a single-current fluctuation theorem is observed to hold experimentally. Under such circumstances, the effective affinity can be used to characterize the full counting statistics of electron transport and the mechanisms driving the circuit out of thermodynamic equilibrium.
Chapter 6

Nonequilibrium thermodynamics of a double quantum dot coupled to a quantum point contact

In Chapter 5, we performed the counting statistics of the particle flux in the double quantum dot channel. In this Chapter we perform the full-counting statistics of the energy and matter transfers in each of the four reservoirs of the setup by using the modified master equation formalism \cite{68, 69, 71, 85-94} introduced in Chapter 3. In contrast to Chapter 5, the quantum point contact (QPC) transparency is here assumed to be low enough to permit the study of electron tunneling to second order in perturbation theory.

We show that the transition rates of the resulting master equation obey a Kubo-Martin-Schwinger (KMS) condition \cite{71, 108}. Most remarkably, this result is shown to hold for the transition rates describing the exchange of energy between the double quantum dot and the out of equilibrium QPC. With these relations, we obtain a fundamental symmetry \cite{77} for the cumulant generating function of the energy and particle fluctuations.

Subsequently, we use these results to perform the thermodynamic analysis of our model. The aforementioned symmetry relation implies the positivity of the irreversible entropy production in the system. We further consider our setup as a thermal machine where the double quantum dot performs work against a chemical potential bias as a result of the heat exchange with two thermal baths. Our setup is shown to attain highest efficiencies at maximal output power by fine tuning the spectrum of the double quantum dot.
Chapter 6. *Nonequilibrium thermodynamics of a DQD coupled to a QPC*

6.1 Hamiltonian

The Hamiltonian we consider in this Chapter is identical the that of Chapter 5. However, the tunneling Hamiltonian in the QPC is now going to be treated to second order in consistency with the assumption of weak transparency. In order to do so, we rearrange the Hamiltonian of Chapter 5 so that the total Hamiltonian is given as the sum

\[ H = H_S + \sum_{j=1}^{4} H_j + V_1 + V_2 + V_{34}, \]  

(6.1)

where each term is explicited below.

The free Hamiltonian of the system \( H_S \) is given in its eigenbasis by (5.16) - (5.17). The reservoir Hamiltonians are given by

\[ H_j = \sum_k \epsilon_{jk} c_{jk}^\dagger c_{jk} \]  

(6.2)

in terms of the creation and anihilation operators in the diagonal basis of reservoir \( j = 1, \ldots, 4 \). In the case of one-dimensional tight-binding Hamiltonians of the form (5.2), the eigenvalues and corresponding eigenstates are given respectively by (5.28) and (5.29) with (5.31) in terms of the local basis eigenstates. The sum appearing in (6.2) becomes an integral over the quantum number \( k \) ranging from 0 to \( \pi \).

The tunneling Hamiltonians \( V_1 \) and \( V_2 \) of the double quantum dot channel are expressed as

\[ V_j = \sum_k T_{js}^k |s\rangle\langle 0| c_{jk} + T_{js}^k c_{jk}^\dagger |0\rangle\langle s| \]  

(6.3)

in terms of the real\(^1\) tunneling amplitudes \( T_{js}^k \) for \( j = 1 \) and 2. Again, the link with the tunneling Hamiltonians of Chapter 5 is made by use of the eigenfunctions of the reservoir Hamiltonians. For a one-dimensional tight-binding Hamiltonian, the tunneling amplitudes can be expressed as

\[ T_{js}^k = \phi_k(0) T_{js} \]  

(6.4)

in terms of the eigenfunction (5.31) at \( l = 0 \) and the tunneling amplitudes \( T_{js} \) given in (5.21).

The interaction between the QPC and the double quantum dot is now given by

\[ V_{34} = \sum_{s,s'} \sum_{kk'} V_{ss'}^{kk'} c_{3k}^\dagger c_{4k'} |s\rangle\langle s'| + V_{ss'}^{kk'} c_{4k'}^\dagger c_{3k} |s'|\langle s| \]  

(6.5)

\(^1\)The tunneling amplitudes can be assumed real in absence of external magnetic field.
in terms of the interaction parameters \( V_{ss'}^{kk'} \). The interaction Hamiltonian (5.6) of Chapter 5 can be written in this form with the corresponding tunneling amplitudes given by

\[
V_{ss'}^{kk'} = (T_C \delta_{ss'} \delta_{kk'} + U_{ss'} \phi_k(0) \phi_{k'}(0)) |s\rangle \langle s'|,
\]

where the Kronecker delta symbol is denoted by \( \delta_{mn} \), and in terms of the state-independent tunneling amplitude \( T_C \) and the tunneling amplitudes \( U_{ss'} \) given in (5.23) - (5.25). One should note at this point that the tunneling term of the QPC appearing in (5.5) is now included in this interaction and will be treated perturbatively.

We are going to perform the counting statistics of the energy and particle number operators within each reservoir given respectively by (6.2) and

\[
N_j \equiv \sum_k c_{jk}^\dagger c_{jk}.
\]

Accordingly, the modified Hamiltonian (3.12) is here given by

\[
H(\xi_j, \lambda_j) \equiv e^{i \sum_j=1^4 \left( \frac{\xi_j}{2} H_j + \frac{\lambda_j}{2} N_j \right)} H e^{-i \sum_j=1^4 \left( \frac{\xi_j}{2} H_j + \frac{\lambda_j}{2} N_j \right)},
\]

where we introduced the energy and matter counting fields respectively as \( \xi_j \) and \( \lambda_j \) for \( j = 1, \ldots, 4 \). The Hamiltonians of the double quantum dot and the reservoirs are left unaffected by this transformation. However, the interaction Hamiltonians change according to

\[
V_j(\xi_j, \lambda_j) = \sum_{s=+, -} \sum_k e^{-i(\xi_j \epsilon_k + \lambda_j)} T_{js}^k |s\rangle \langle 0| c_{jk} + e^{i(\xi_j \epsilon_k + \lambda_j)} T_{js}^k c_{jk}^\dagger |0\rangle \langle s|,
\]

and

\[
V_{34}(\xi_j, \lambda_j) = \sum_{s,s'} \sum_{kk'} V_{ss'}^{kk'} \left( e^{i(\xi_3 \epsilon_k + \lambda_3)} e^{-i(\xi_4 \epsilon_k + \lambda_4)} c_{3k}^\dagger c_{4k} + e^{-i(\xi_3 \epsilon_k + \lambda_3)} e^{i(\xi_4 \epsilon_k + \lambda_4)} c_{4k}^\dagger c_{3k} \right).
\]

All those definitions are now ready in order to obtain a modified master equation on the double quantum dot by the procedure described in Chapter 3 and already applied in Chapters 4 and 5.

### 6.2 Stochastic description

Herein we apply the results of Chapter 3 in order to get a modified master equation characterizing the evolution of the double quantum dot and the transport processes
driven by the thermodynamic affinities. The transition rates are shown to obey a KMS condition leading to a fluctuation symmetry for the cumulant generating function of the fluxes.

### 6.2.1 Modified master equation

The starting point of this analysis is the modified reduced density matrix (3.24) which is here given by

$$
\rho_S(\xi_j, \lambda_j, t) = \text{Tr}_R \left\{ e^{-i\sum_{j=1}^{4} \left( \frac{\xi_j}{2} H_j + \frac{\lambda_j}{2} N_j \right)} \rho(t) e^{-i\sum_{j=1}^{4} \left( \frac{\xi_j}{2} H_j + \frac{\lambda_j}{2} N_j \right)} \right\},
$$

the trace being taken over the reservoirs \( j = 1, \ldots, 4 \) and \( \rho(t) \) denoting the density matrix of the whole system at time \( t \).

The reservoirs composing the environment are initially in grand-canonical equilibrium states characterized by the inverse temperatures \( \beta_j \) and chemical potentials \( \mu_j \) for \( j = 1, \ldots, 4 \). Additionally, the double quantum dot is assumed to be initially in a statistical mixture \( \rho_S(0) \). The initial density matrix of the total system is thus given by

$$
\rho(0) = \rho_S(0) \prod_j \otimes e^{-\beta_j (H_j - \mu_j N_j - \phi_j)},
$$

where

$$
\phi_j = -\beta_j^{-1} \ln \left[ \text{Tr} \left\{ e^{-\beta_j (H_j - \mu_j N_j)} \right\} \right]
$$

denotes the thermodynamic grand-potential of the reservoir \( j \). For our purpose, we assume the double quantum dot spectrum to be limited to the empty and single charged states (5.14) with (5.15).

As we did in previous Chapters, we assume the reservoirs to be good macroscopic baths and the interaction parameters \( \{ T_{js}, V_{kk'}_{ss'} \} \) small enough to be treated perturbatively. As mentioned earlier, the effect of the environment on the dynamics of the reduced density matrix (6.11) is thus characterized by its correlation functions (3.54).

In the present case, the reservoirs \( j = 1 \) and \( 2 \) affect the double quantum dot dynamics to which they are directly connected through the charging and discharging rates

$$
a_{js} = \Gamma_{js} f_j(\omega_{s0}), \\
b_{js} = \Gamma_{js} (1 - f_j(\omega_{s0})),
$$

for \( s = + \) or \( - \), and in terms of the Bohr frequencies of the system \( \omega_{ss'} = \frac{E_s - E_{s'}}{\hbar} \). The Fermi distribution of the reservoir \( j \) with inverse temperature \( \beta_j \) and chemical potential...
\( \mu_j \) is given by \( f_j(x) = (1 + \exp \beta_j(x - \mu_j))^{-1} \). The rate constants are given at second order of perturbation theory by

\[
\Gamma_{js} = \frac{2\pi}{\hbar^2} \sum_k \delta(\epsilon_k^j - \omega_{s0}) |T_{js}^k|^2 \tag{6.15}
\]

\[
= \frac{2\pi}{\hbar^2} \rho_j(\omega_{s0}) |T_{js}(\omega_{s0})|^2, \tag{6.16}
\]

where we made the assumption of a continuum spectrum for the electron states in the reservoirs. The energy-resolved tunneling amplitudes are denoted by \( T_{js}(\epsilon) \), while \( \rho_j(\epsilon) \) is the density of electron states with energy \( \epsilon \) in the reservoir \( j \). This continuum approximation for the reservoirs spectra is justified when they can be considered macroscopic as compared to the intermediate quantum system.

On the other hand, the QPC also induces transitions between the double quantum dot states. Though there is no exchange of electrons between the QPC and the double quantum dot, electrons tunneling between the electrodes \( j = 3 \) and 4 may exchange energy with the double quantum dot, thus driving transitions between the single-charged states \(|+\rangle\) and \(|-\rangle\). These processes are characterized by the transition rates

\[
c_{jj'}(\epsilon) = \Gamma_{jj'}(\epsilon) f_j(\epsilon) (1 - f_{j'}(\epsilon - \omega_{+-})),
\]

\[
d_{jj'}(\epsilon) = \Gamma_{jj'}(\epsilon) (1 - f_j(\epsilon)) f_{j'}(\epsilon - \omega_{+-}), \tag{6.17}
\]

for \( jj' = 34 \) and 43, and where \( f_j(x) \) are the Fermi distributions of electron energies in reservoirs \( j = 3 \) and 4 of the QPC. The energy-dependent rate constants \( \Gamma_{jj'}(\epsilon) \) are calculated to second order of perturbation theory yielding

\[
\Gamma_{34}(\epsilon) = \frac{4\pi}{\hbar^2} \sum_{kk'} |V_{+-}^{kk'}|^2 \delta(\epsilon - \epsilon_{3k}) \delta(\epsilon - \omega_{+-} - \epsilon_{4k'}) \tag{6.18}
\]

\[
= \frac{4\pi}{\hbar^2} |V_{+-}(\epsilon, \epsilon - \omega_{+-})|^2 \rho_3(\epsilon) \rho_4(\epsilon - \omega_{+-}), \tag{6.19}
\]

\[
\Gamma_{43}(\epsilon) = \frac{4\pi}{\hbar^2} \sum_{kk'} |V_{-+}^{kk'}|^2 \delta(\epsilon - \omega_{+-} - \epsilon_{3k}) \delta(\epsilon - \epsilon_{4k'}) \tag{6.20}
\]

\[
= \frac{4\pi}{\hbar^2} |V_{-+}(\epsilon - \omega_{+-}, \epsilon)|^2 \rho_3(\epsilon - \omega_{+-}) \rho_4(\epsilon), \tag{6.21}
\]

where we took the continuum limit in the spectra of the reservoirs on the second and fourth lines, denoting the energy resolved interaction parameters by \( V_{sr}(\epsilon, \epsilon') \) and the density of electron states in the reservoir \( j \) by \( \rho_j(\epsilon) \).

Just as we did in Chapters 4 and 5, we consider the double quantum dot dynamics on a time scale that is intermediate between the correlation times of the interaction operators and the relaxation times induced by the macroscopic reservoirs composing the
environment. By further assuming fast oscillations due to the free system dynamics, we can perform the Born-Markov as well as the rotating wave approximations in order to obtain a closed set of dynamical equations for the diagonal elements of the modified reduced density matrix

\[ g_s(\xi_j, \lambda_j, t) \equiv \langle s|\rho_S(i\xi_j, i\lambda_j, t)|s \rangle \]  

(6.23)

for \( s \in \{0, +, -\} \). As shown in Chapter 3, these quantities provide a full characterization of the transport processes within the mentioned approximations.

By defining the vector

\[ \mathbf{g}(\xi_j, \lambda_j, t) = \begin{pmatrix} g_0(\xi_j, \lambda_j, t) \\ g_+(\xi_j, \lambda_j, t) \\ g_-(\xi_j, \lambda_j, t) \end{pmatrix}, \]  

(6.24)

our modified master equation reads

\[ \dot{\mathbf{g}}(\xi_j, \lambda_j, t) = \mathbf{W}(\xi_j, \lambda_j) \cdot \mathbf{g}(\xi_j, \lambda_j, t) \]  

(6.25)

in terms of the modified rate matrix \( \mathbf{W}(\xi_j, \lambda_j) \) whose components are expressed here below in terms of the rates (6.14) and (6.17).

Tunneling events between the double quantum dot and the reservoirs \( j = 1 \) and \( 2 \) contribute to the rate matrix through the matrix elements

\[ [\mathbf{W}_j(\xi_j, \lambda_j)]_{s0} = \sum_{j=1,2} a_{js} e^{-(\xi_j \omega_{j0} + \lambda_j)}, \]  

(6.26)

\[ [\mathbf{W}_j(\xi_j, \lambda_j)]_{0s} = \sum_{j=1,2} b_{js} e^{(\xi_j \omega_{j0} + \lambda_j)}, \]  

(6.27)

while the contribution from the QPC is given by the components

\[ [\mathbf{W}(\xi_j, \lambda_j)]_{+-} = \sum_{jj'} j d_{jj'}(\epsilon) e^{-\xi_j \epsilon + \xi_j' \epsilon^-(\epsilon - \omega_{+-}) - \lambda_j + \lambda_j'}, \]  

(6.28)

\[ [\mathbf{W}(\xi_j, \lambda_j)]_{-+} = \sum_{jj'} j' d_{jj'}(\epsilon) e^{-\xi_j' \epsilon^-(\epsilon - \omega_{+-}) + \xi_j \epsilon - \lambda_j' + \lambda_j}, \]  

(6.29)

where the sum in these last two equalities runs over \( jj' = 34 \) and 43.

Finally, the diagonal elements of the rate matrix are given by

\[ [\mathbf{W}(\xi_j, \lambda_j)]_{ss} = -\sum_{s' \neq s} [\mathbf{W}(0, 0)]_{s's} + G_s(\xi_j, \lambda_j). \]  

(6.30)
The first term in the right-hand side of this equation ensures the conservation of the probability for the occupation probabilities in the double quantum dot when the counting fields are set to zero. The second one accounts for the tunneling of electrons in the QPC, which do not exchange energy with the double quantum dot. As a matter of fact, the quantity $G_s(\xi_j, \lambda_j)$ is the generating function of the energy and particle transfer in the QPC given that the double quantum dot is in state $|s\rangle$

$$G_s(\xi_j, \lambda_j) = \int d\epsilon \gamma_s(\epsilon) \left[ f_3(\epsilon)(1 - f_4(\epsilon)) \left( 1 - e^{-(\lambda_3 - \lambda_4)}e^{-\epsilon(\xi_3 - \xi_4)} \right) + f_4(\epsilon)(1 - f_3(\epsilon)) \left( 1 - e^{(\lambda_3 - \lambda_4)}e^{-\epsilon(\xi_3 - \xi_4)} \right) \right]. \quad (6.31)$$

It is straightforward to show that this is the Levitov-Lesovik formula (1.7) [58, 59, 72–74] to second order in the tunneling amplitude $T_s(\epsilon)$, or equivalently, to first order in $\gamma_s(\epsilon) \equiv \frac{2\pi}{2\pi^2} |T_s(\epsilon)|^2 \rho_3(\epsilon) \rho_4(\epsilon)$. \quad (6.32)

This results from the fact that we treated the interaction (6.5) perturbatively. We note that this term vanishes when the counting fields are set to zero, showing that they do not enter the modified master equation of the double quantum dot system if no counting is done on the QPC as was the case in Chapter 5.

By applying a Fourier transform to the modified rate equation (6.25), we get a master equation describing the dynamics of the double quantum dot as well as the transport processes between the reservoirs. As a result, we obtain the stochastic master equation

$$\dot{p}(\Delta E_j, \Delta N_j, t) = \prod_j \left[ d\delta E_j \right] [d\delta N_j] \hat{W}(\delta E_j, \delta N_j) \cdot p(\Delta E_j - \delta E_j, \Delta N_j - \delta N_j, t) \quad (6.33)$$

for the probability distribution $[p(\Delta E_j, \Delta N_j, t)]_s = p_s(\Delta E_j, \Delta N_j, t)$ of observing the double quantum dot in state $|s\rangle$ and a variation of energy $\Delta E_j$ and particle number $\Delta N_j$ in the reservoirs $j = 1, \ldots, 4$ during time $t$. The rate matrix $\hat{W}(\delta E_j, \delta N_j)$ is obtained as the Fourier transform of the modified rate matrix

$$\hat{W}(\delta E_j, \delta N_j) = \prod_j \left[ \frac{d\delta \xi_j}{2\pi} \right] \left[ \frac{d\delta \lambda_j}{2\pi} \right] e^{-i\sum_j (\xi_j \delta E_j + \lambda_j \delta N_j)} \hat{W}(-i\xi_j, -i\lambda_j). \quad (6.34)$$

The Fourier transform of the modified rate matrix is easily taken by using the relations

$$\int_{-\pi}^{\pi} \frac{dx}{2\pi} e^{ix\alpha} \quad = \quad \delta_{\alpha, 0}, \quad (6.35)$$

$$\int_{-\infty}^{\infty} \frac{dx}{2\pi} e^{ix\alpha} \quad = \quad \delta(\alpha), \quad (6.36)$$
in terms of the Kronecker delta symbol $\delta_{\alpha,0}$ and the Dirac delta distribution $\delta(\alpha)$. Accordingly, the rate matrix $\hat{W}(\delta E_j, \delta N_j)$ is obtained by making the following substitutions
\begin{align*}
e^{\pm i\xi_j} &\rightarrow \delta(\delta E_j \pm \alpha_j), \\
e^{\pm i\lambda_j} &\rightarrow \delta(\delta N_j \pm 1),
\end{align*}
(6.37)
in the modified rate matrix elements (6.26)-(6.30).

By integrating equation (6.33) over the energy and particle fluctuations $\Delta E_j$ and $\Delta N_j$, or equivalently by setting the counting fields to zero in the modified rate equation (6.25), we obtain a stochastic master equation for the occupation probabilities in the double quantum dot. This equation can be written as
\begin{equation}
\dot{p}(t) = \hat{W} \cdot p(t) \tag{6.38}
\end{equation}
with the rate matrix given by
\begin{equation}
\hat{W} = \begin{pmatrix} -a_{1+} - a_{2+} - a_{1-} - a_{2-} & b_{1+} + b_{2+} & b_{1-} + b_{2-} \\
an_{1+} + a_{2+} & -b_{1+} - b_{2+} - d_{34} - d_{43} & c_{34} + c_{43} \\
an_{1-} + a_{2-} & d_{34} + d_{43} & -c_{34} - c_{43} - b_{1-} - b_{2-} \end{pmatrix}, \tag{6.39}
\end{equation}
where we defined
\begin{align*}
c_{jj'} &= \int d\epsilon c_{jj'}(\epsilon), \tag{6.40} \\
d_{jj'} &= \int d\epsilon d_{jj'}(\epsilon). \tag{6.41}
\end{align*}

With these results, we are now in position to study the stochastic thermodynamics of our model. In the next section, we show that the rates introduced above satisfy the KMS condition involving the irreversible entropy production associated with specific microscopic processes.

### 6.2.2 Local detailed balance and fluctuation theorem

As noticed earlier in Chapters 4 and 5, the charging and discharging rates (6.14) do satisfy the KMS condition [71, 108]
\begin{equation}
\ln \frac{a_{js}}{b_{js}} = -\beta_j (\omega_{s0} - \mu_j) \tag{6.42}
\end{equation}
in terms of the inverse temperature $\beta_j$ and chemical potential $\mu_j$ of the reservoir involved in the transition. The fundamental element behind these relations is the assumption of
initial equilibrium on the reservoirs and the weak influence of the double quantum dot on them. We further note that the two rates appearing on the left-hand side of equation (6.42) correspond to a pair of processes related by time reversal. Indeed, as can be seen from (6.14), $a_{js}$ accounts for the electrons leaving the reservoir $j$ with energy $\omega_{s0}$ while $b_{js}$ accounts for the electrons entering the same reservoir with the same energy.

In previous sections, we assumed the interaction between the double quantum dot and the macroscopic electrodes of the QPC to be weak in order to obtain the rates (6.17). We thus expect similar relations to hold for the pairs of transition rates of processes related by time reversal. It is straightforward to show that

$$\ln \frac{c_{jj'}}{d_{jj'}} = -\beta_j (\epsilon - \mu_j) + \beta_{j'} (\epsilon - \omega_{+,+} - \mu_{j'}).$$

(6.43)

By further noting that the heat flow out of reservoir $j$ is given by

$$Q_j = \delta E_j - \mu_j \delta N_j,$$

(6.44)

in terms of the variations of energy $\delta E_j$ and particle number $\delta N_j$ in the reservoir $j$, we readily identify the right-hand side of equations (6.42) and (6.43) as the irreversible entropy production associated to the transition.

These considerations enable us to summarize these relations in terms of the rate matrix $\hat{W}(\delta E_j, \delta N_j)$ introduced in equation (6.34) as

$$\ln \left[ \hat{W}(\delta E_j, \delta N_j) \right]_{ss'}^{s's} = -\sum_j \beta_j Q_j,$$

(6.45)

where $Q_j$ is the heat (6.44) flowing out of the reservoir $j$ because a transition takes place between states $|s\rangle$ and $|s'\rangle$ together with the changes $\delta E_j$ and $\delta N_j$ of the energy and particle number in the reservoir $j$. As noted above, the transition rate $\left[ \hat{W}(-\delta E_j, -\delta N_j) \right]_{s's}$ corresponds to the time-reversed process of transition rate $\left[ \hat{W}(\delta E_j, \delta N_j) \right]_{ss'}$. These pairs of microscopic process are depicted in Figure 6.1 for the particular model studied in this Chapter. For each of these microscopic processes the changes of energy and particle number in each reservoir are arranged as

$$\{\delta E_j\} = \{\delta E_1, \delta E_2, \delta E_3, \delta E_4\},$$

(6.46)

$$\{\delta N_j\} = \{\delta N_1, \delta N_2, \delta N_3, \delta N_4\}.$$  

(6.47)

Figures 6.1 a) and 6.1 b) illustrate the transitions induced by charging and discharging of the double quantum dot with reservoirs $j = 1$ and 2. Figures 6.1 c) and 6.1 d) illustrate
the two kinds of transitions induced by the QPC on the double quantum dot states $|+\rangle$ and $|-\rangle$.

Conversely, these relations can be translated to the modified transition rates (6.26)-(6.30) as

$$
[{{W}(\xi_j, \lambda_j)}]_{ss'} = [{{W}(\beta_j - \xi_j, -\beta_j \lambda_j)}]_{s's}. 
$$

(6.48)

In turn, these relations ensure the invariance of the characteristic polynomial of the matrix $W(\xi_j, \lambda_j)$ under the transformations

$$
\xi_j \rightarrow \beta_j - \xi_j, \quad \lambda_j \rightarrow -\beta_j \lambda_j. 
$$

(6.49)
Besides, we noted in Chapter 3 that the cumulant generating function
\[
G(\xi_j, \lambda_j) = -\lim_{t \to \infty} \frac{1}{t} \ln \langle e^{-\sum_{j=1}^{4}(\xi_j H_j - \lambda_j N_j)} \rangle_t
\]
(6.51)
is obtained as the largest eigenvalue of the modified rate matrix \( W(\xi_j, \lambda_j) \). As a consequence, the invariance of the characteristic polynomial under the above transformations leads to the symmetry
\[
G(\xi_j, \lambda_j) = G(\beta_j - \xi_j, -\beta_j \mu_j - \lambda_j)
\]
(6.52)
for the cumulant generating function.

The use of conservation laws for the energy and particle number is needed in order to get a fluctuation theorem involving the thermodynamic forces. In the long-time limit, the changes of energy and particle number in the double quantum dot are negligible as compared to the changes in the macroscopic reservoirs. By denoting the energy and particle changes between initial time and time \( t \) in the reservoir \( j \) respectively as \( \Delta E_j \) and \( \Delta N_j \), conservation laws can be written as
\[
\sum_{j=1}^{4} \Delta E_j \approx 0,
\]
(6.53)
\[
\sum_{j=1}^{4} \Delta N_j \approx 0,
\]
(6.54)
with equality holding the the long-time limit. Furthermore, the absence of electron transfers between the QPC and the double quantum dot gives the additional conservation laws
\[
\Delta N_1 + \Delta N_2 \approx 0,
\]
\[
\Delta N_3 + \Delta N_4 \approx 0,
\]
(6.55)
again with equality holding in the long-time limit. As shown in Chapter 2 and references [71], these relations can be used together with the symmetry (6.52) to establish a fluctuation theorem of the form (2.49) in terms of the thermodynamic affinities \( \Delta \psi_j \) and \( \Delta n_j \) defined in (2.41) and (2.42).

### 6.3 Non-equilibrium thermodynamics

In this section, we give explicit expressions for the mean currents of energy and particles which will be used to evaluate the efficiency and power extraction of the thermal machine.
studied in section 6.3.3. We also express the irreversible entropy production in the double quantum dot in terms of these processes. The positivity of the entropy production is established as a consequence of the symmetry relation (6.52).

### 6.3.1 Mean currents

Recalling equations (3.75) and (3.80), the cumulant generating function of the energy and particle current fluctuations can be written as

\[
G(\xi_j, \lambda_j) = -\lim_{t \to \infty} \frac{1}{t} \ln \mathbf{1}^\top e^{t\mathbf{W}(\xi_j, \lambda_j)} \cdot \mathbf{p}_0
\]

(6.56)

in terms of the modified rate matrix and the initial probability distribution \(\mathbf{p}_0\) over the double quantum dot. This relation enables us to write the mean currents given by the first derivatives of the cumulant generating function at zero counting fields as

\[
\langle J_{Ej} \rangle \equiv \lim_{t \to \infty} \frac{\langle \Delta E_j \rangle}{t} = \partial_{\xi_j} \mathbf{W}(0, 0) \cdot \mathbf{P},
\]

(6.57)

\[
\langle J_{Nj} \rangle \equiv \lim_{t \to \infty} \frac{\langle \Delta N_j \rangle}{t} = \partial_{\lambda_j} \mathbf{W}(0, 0) \cdot \mathbf{P},
\]

(6.58)

where \(\langle J_{Ej} \rangle\) and \(\langle J_{Nj} \rangle\) are respectively the energy and particle currents out of reservoir \(j\) while

\[
\mathbf{P} = \lim_{t \to \infty} e^{t\mathbf{W}} \cdot \mathbf{p}_0
\]

(6.59)

denotes the vector of steady-state occupation probabilities \(P_s = \{P\}^s\) on the double quantum dot. The steady-state probabilities are directly obtained by solving equation

\[
\mathbf{W} \cdot \mathbf{P} = 0
\]

(6.60)

with the rate matrix \(\mathbf{W}\) given by (6.39). We note that conservation laws (6.53) and (6.55) can be expressed in terms of the mean currents as

\[
\sum_{j=1}^4 \langle J_{Ej} \rangle = 0,
\]

(6.61)

\[
\langle J_{1j} \rangle = -\langle J_{2j} \rangle,
\]

(6.62)

\[
\langle J_{3j} \rangle = -\langle J_{4j} \rangle.
\]

(6.63)
In the present model, the energy and matter currents are calculated from (6.57) and (6.58) to give

\[ \langle J_{jN} \rangle = \sum_{s=+,-} (a_{js} P_0 - b_{js} P_s), \]  
(6.64)

\[ \langle J_{jE} \rangle = \sum_{s=+,-} \omega_{s0} (a_{js} P_0 - b_{js} P_s), \]  
(6.65)

for the outgoing currents of particles and energy from reservoirs \( j = 1 \) and \( 2 \). The corresponding currents for reservoirs \( 3 \) and \( 4 \) are given by

\[ \langle J_{3N} \rangle = \int d\epsilon \langle J_{N}(\epsilon) \rangle = -\langle J_{4N} \rangle, \]  
(6.66)

\[ \langle J_{3E} \rangle = \int d\epsilon \epsilon \langle J_{N}(\epsilon) \rangle + \omega_{+} (c_{34} P_+ - d_{43} P_+), \]  
(6.67)

\[ \langle J_{4E} \rangle = -\int d\epsilon \epsilon \langle J_{N}(\epsilon) \rangle + \omega_{+} (c_{34} P_- - d_{43} P_+), \]  
(6.68)

where we defined the energy resolved matter current in the QPC as

\[ \langle J_{N}(\epsilon) \rangle = \sum_{s} \gamma_s(\epsilon) (f_3(\epsilon) - f_4(\epsilon)) + (c_{34}(\epsilon) P_- - d_{34}(\epsilon) P_+ + d_{43}(\epsilon) P_+ - c_{43} P_-). \]  
(6.69)

### 6.3.2 Irreversible entropy production

The irreversible entropy production \( \dot{S}_i \) in the whole setup can be expressed as

\[ \dot{S}_i = \dot{S} + \dot{S}_r, \]  
(6.70)

where \( S \) and \( S_r \) denote respectively the system and environment entropies. The double quantum dot being finite, the rate of change of its entropy \( \dot{S} \) vanishes at steady state. On the other hand, the entropy rate of the environment \( \dot{S}_r \) is given by the sum of the entropy rates in each reservoir so that

\[ \dot{S}_r = -\sum_{j=1}^{4} \beta_j (\langle J_{jE} \rangle - \mu_j \langle J_{jN} \rangle). \]  
(6.71)

since we consider grand-canonical reservoirs. As a consequence, the irreversible entropy production at steady state can be linked to the energy and matter currents by

\[ \dot{S}_i = \dot{S}_r \]  
(6.72)

\[ = -\sum_{j=1}^{4} \beta_j (\langle J_{jE} \rangle - \mu_j \langle J_{jN} \rangle). \]  
(6.73)
By further using conservation laws (6.61) - (6.63), this equation can be rewritten as
\[
\dot{S}_i = - \left( \beta_1 - \beta_2 \right) \langle J^1_E \rangle + \left( \beta_1 \mu_1 - \beta_2 \mu_2 \right) \langle J^1_N \rangle
\]
\[
- (\beta_3 - \beta_2) \langle J^3_E \rangle - (\beta_4 - \beta_2) \langle J^4_E \rangle + (\beta_3 \mu_3 - \beta_4 \mu_4) \langle J^3_N \rangle,
\]
which now makes explicitly appear the thermodynamic affinities driving the non equilibrium fluxes of energy and matter across the setup.

In the following, we write the entropy production as the first moment of a cumulant generating function satisfying a fluctuation symmetry. This will enable us to establish the positivity of the irreversible entropy production \(\dot{S}_i\).

First, we note that the entropy change in the environment (6.71) can be obtained as the first cumulant of the statistics of operator
\[
O = - \sum_{j=1}^{4} \beta_j (H_j - \mu_j N_j).
\]

The fluctuations of this operator in the long-time limit are captured by the cumulant generating function
\[
\mathcal{G}_O(\alpha) = - \lim_{t \to \infty} \frac{1}{t} \ln \langle e^{-\alpha \Delta O} \rangle_t.
\]

From this last equality and definition (6.51), we see that the cumulant generating function \(\mathcal{G}_O(\alpha)\) is simply obtained from the cumulant generating function of the energy and particle fluctuations by making the substitutions
\[
\xi_j \to \beta_j \alpha \quad \text{and} \quad \lambda_j \to -\beta_j \mu_j \alpha
\]
so that
\[
\mathcal{G}_O(\alpha) = \mathcal{G}(\beta_j \alpha, -\beta_j \mu_j \alpha),
\]
where \(\alpha\) is now the counting field associated with the counting of operator \(O\). By using (6.72) and (6.73), the irreversible entropy production can then be expressed as the first moment of this cumulant generating function
\[
\dot{S}_i = \partial_\alpha \mathcal{G}(0) = \langle \dot{O} \rangle.
\]
We further note that this generating function has the symmetry

\[ G_O(\alpha) = G_O(1 - \alpha) \]  \hspace{1cm} (6.82)

as a consequence of (6.52). By using Jensen’s inequality for the exponential \( \langle e^{\Delta O} \rangle \geq e^{\langle \Delta O \rangle} \) and the fact that \( G_O(0) = 1 \), we then show that

\[
\begin{align*}
0 &= - \lim_{t \to \infty} \frac{1}{t} \ln(e^{-\Delta O}) \\
&\leq - \lim_{t \to \infty} \frac{1}{t} \ln e^{-\langle \Delta O \rangle} \\
&= \left( \lim_{t \to \infty} \frac{\langle \Delta O \rangle}{t} \right) \\
&= \langle \tilde{O} \rangle,
\end{align*}
\]  \hspace{1cm} (6.83)

thus establishing the second law of thermodynamics for our system

\[ 0 \leq \dot{S}_i. \]  \hspace{1cm} (6.87)

### 6.3.3 Thermal machine and efficiency at maximum power

In this section we consider a thermal machine in which the roles of hot and cold reservoirs are played respectively by the QPC and the reservoirs \( j = 1 \) and 2 of the double quantum dot. A fraction of the heat flow from the QPC is then converted by the double quantum dot into work in the form of current against a bias applied between the reservoirs 1 and 2.

The inverse temperature \( \beta_h = \beta_3 = \beta_4 \) in the QPC is assumed to be lower than the inverse temperature in the double quantum dot channel \( \beta_c = \beta_1 = \beta_2 \), that is

\[ \beta_h < \beta_c. \]  \hspace{1cm} (6.88)

We assume a vanishing bias in the QPC, \( \mu_3 = \mu_4 \), while a finite bias is applied through the double quantum dot channel \( \Delta \mu = \mu_2 - \mu_1 \) such that

\[ 0 < \Delta \mu. \]  \hspace{1cm} (6.89)

Under these conditions, the irreversible entropy production in the system (6.74) reads

\[
\dot{S}_i = -\beta_i \Delta \mu \langle J_N^i \rangle + (\beta_c - \beta_h) \left( \langle J_E^3 \rangle + \langle J_E^4 \rangle \right) \geq 0
\]  \hspace{1cm} (6.90)

in terms of the matter and energy currents introduced in section 6.3.1. The steady-state rate of work, or output power \( \dot{W} \), performed by the double quantum dot against bias \( \Delta \mu \)
and the rate of heat flow $\dot{Q}$ from the QPC to the double quantum dot are respectively given by [83]

\[
\dot{W} = \Delta \mu \langle J^1_N \rangle, \tag{6.91}
\]

\[
\dot{Q} = \langle J^3_E \rangle + \langle J^4_E \rangle. \tag{6.92}
\]

The efficiency $\eta$ of the heat to work conversion process described above is defined by the ratio of the output power $\dot{W}$ over the input heat flow $\dot{Q}$ from the hot reservoir so that

\[
\eta = \frac{\dot{W}}{\dot{Q}} = \frac{\Delta \mu \langle J^1_N \rangle}{\langle J^3_E \rangle + \langle J^4_E \rangle}. \tag{6.94}
\]

The second law of thermodynamics puts a fundamental limit on the efficiency of all thermal machines. In the present case, this can be seen by rewriting the efficiency (6.94) in terms of the irreversible entropy production (6.90) so that

\[
0 \leq \eta = \eta_C - \frac{\dot{S}_i}{\beta_c \langle J^3_E \rangle + \langle J^4_E \rangle} \leq \eta_C, \tag{6.95}
\]

where $\eta_C$ is the ideal Carnot efficiency

\[
\eta_C \equiv 1 - \frac{\beta_h}{\beta_c}. \tag{6.96}
\]

As can be seen from (6.95), the Carnot efficiency is reached for a thermal machine working reversibly, i.e. satisfying $\dot{S}_i = 0$. However, such machines work infinitely slowly so that the extracted power vanishes in the limit of a reversible engine.

This issue led to the question of the efficiency at maximum output power in thermal engines [83, 109–113]. In particular, the Curzon-Ahlborn efficiency

\[
\eta_{CA} = 1 - \sqrt{\frac{\beta_h}{\beta_c}}, \tag{6.97}
\]

has recently been shown to convey a universal upper bound on the efficiency at maximum power in machines working in the linear regime [151]. Here below we investigate the efficiency at maximum output power for the thermal engine described above and show that the Curzon-Ahlborn efficiency is reached in the strong coupling limit between the energy and matter currents [112].

In the presence of the temperature gradient (6.88), the QPC will preferentially give energy to the double quantum dot in the form of transitions from state $|-\rangle$ to state $|+\rangle$. 
The microscopic process involving these kinds of transitions and leading to a net flow of charge against bias (6.89) is depicted in Figure 6.2 a). However, without specific conditions, this process is not more likely than the other processes depicted in Figure 6.2, which do not involve a charge transfer in the desired direction thus lowering the efficiency and power of the heat to work conversion.

A way out of this issue is to introduce an asymmetry [113] in the tunneling amplitude of the double quantum dot, which could be accommodated for example by tuning the electron densities of the reservoirs. The right choice in our situation is given by

\[ \Gamma_{1+}, \Gamma_{2-} \ll \Gamma_{1-}, \Gamma_{2+} \]  

so that the process depicted in 6.2 a) is now the dominant one among the four processes depicted on the same Figure.
As expected, the matter current through the double quantum dot and the energy current from the QPC become strongly correlated in this limit so that

$$\langle J_3^3 \rangle + \langle J_4^1 \rangle = \omega_{+-} \langle J_N^1 \rangle,$$

(6.99)

which can be verified by using the explicit expressions for the currents given in section 6.3.1. Consequently, the efficiency takes the simple form

$$\eta = \frac{\Delta \mu}{\omega_{+-}},$$

(6.100)

which is comparable to the result of ref [113]. This similarity stems from the quantized energy exchange between the reservoirs and the work converter. In the present case, the QPC exchange energy with the double quantum dot in the form of quantas whose energy is given by \(\omega_{+-}\).

In order for the double quantum dot to perform useful work, the outpt power \(\dot{W} \equiv \Delta \mu \langle J_N^1 \rangle\) should be a positive quantity. The sign of the mean current out of reservoir 1 can be deduced by rewriting (6.64) in the limit (6.98) as

$$\langle J_N^1 \rangle = \kappa \left( a_1 b_2 + (c_{34} + c_{43}) - a_2 b_1 - (d_{34} + d_{43}) \right) \left( 1 - e^{(\beta_3 - \beta_4) \omega_{+-} - \beta_3 (\mu_1 - \mu_2)} \right),$$

(6.102)

where \(\kappa\) is a positive proportionality constant. In obtaining this result, we used the KMS conditions (6.42) and (6.43), considering homogeneous temperature in each channel and zero bias in the QPC, \(\mu_3 = \mu_4\).

We readily identify from equation (6.102) the condition for a positive rate of work \(\dot{W}\) done against bias \(0 \leq \Delta \mu\) as

$$0 \leq \frac{\Delta \mu}{\omega_{+-}} \leq \eta_c.$$

(6.103)

The parameters of the setup can always be adjusted to reach Carnot efficiency for the heat conversion. However, in the limit of Carnot efficiency, the extracted power goes to zero and the extracted work consistently vanishes in the long-time limit. This point is illustrated in Figure 6.3 where we see that the output power vanishes systematically as the Carnot efficiency is reached [152–154]. We note that the output power is bounded and shows a maximum in the region (6.103).

In Figure 6.4, we show curves of the efficiency at maximum output power for different values of the ratio

$$\theta \equiv \frac{\Gamma_{1+}}{\Gamma_{1-}} = \frac{\Gamma_{2-}}{\Gamma_{2+}}$$

(6.104)
Chapter 6. Nonequilibrium thermodynamics of a DQD coupled to a QPC

Figure 6.3: Power extraction as a function of the rescaled efficiency $x = \eta/\eta_C$ bounded by $0 \leq x \leq 1$ as deduced from (6.103). Parameters were chosen as $\beta_c = 1$, $E_0 = 0$, $V_3 = V_4 = 0$, $(\mu_1 + \mu_2)/2 = 1.5$, $\Gamma_{34} = \Gamma_{43} = \Gamma_{1-} = \Gamma_{2-} = 0.1$ and $\Gamma_{1+} = \Gamma_{2+} = 0$. The energies $E_+$ and $E_-$ of the single-occupied states of the double quantum dot were numerically adjusted in order to get a maximum output power $\dot{W}$ (see Figure 6.5).

characterizing the degree of asymmetry (6.98) in the double quantum dot. We see that as this ratio increases, the efficiency is lowered as resulting from the contributions of the undesired processes of Figure 6.2. In the numerical optimization, the double quantum dot energies $E_+$ and $E_-$ have been adjusted in order to provide the maximal efficiency. As a result, the thermodynamic efficiency attains values above $\eta_C/2$ and close to $\eta_{CA}$.

Figure 6.4: Efficiency at maximum power for different values of the asymmetry parameter $\theta$ defined in (6.104). The continuous red line is for Carnot efficiency (6.96) while the dotted one is for the Curzon-Ahlborn efficiency (6.97). Parameters were chosen as in Figure 6.3 except for the tunneling rates $\Gamma_{1+} = \Gamma_{2-} = \theta \Gamma_{1-} = \theta \Gamma_{2+}$ with $\Gamma_{1-} = \Gamma_{2+} = 0.1$ and where $\theta$ takes the values given in the legend.
6.4 Summary of the results

In the present Chapter, we used a stochastic master equation approach to describe the nonequilibrium thermodynamics transport processes in a nanostructured double channel circuit. The model that is considered consists of a double quantum dot exchanging electrons with two reservoirs and energy with a QPC channel.

We showed that the transition rates of processes related by time reversal obey a KMS condition. This condition is shown to hold for the tunneling rates of electron exchange between the double quantum dot and its reservoirs as well as for the transition rates of the energy exchange processes with the out of equilibrium QPC. These results express the asymmetry between two processes related by time reversal in terms of the irreversible entropy production resulting from the transition.

These relations have been shown to imply a fluctuation theorem for the heat and matter currents. Thereafter, the irreversible entropy production was shown to be positive definite by writing it as the first cumulant of a generating function satisfying a fluctuation symmetry.

Finally, the setup is considered as a thermal machine. We numerically show that the energies of the double quantum dot eigenstates can be tuned to reach the highest efficiencies at maximum output power in the non-linear regime.
Chapter 7

Conclusions and perspectives

A main concern of this thesis has been the study of current fluctuations in out of equilibrium nanostructured devices. Particular attention has been given to the characterization of the mutual influence of capacitively coupled channels in composite circuits.

7.1 Summary of the thesis

In the Chapters 2 and 3 of this thesis we reviewed important results and methods in the field of nonequilibrium statistical physics. The basic ingredients needed in order to establish a fluctuation theorem in out of equilibrium quantum systems have been presented in Chapter 2. We applied these results to circuits composed of two coupled channels and obtained a fluctuation theorem involving their thermodynamic forces in the long-time limit. Such fluctuation theorems put constraints on the probability distribution of the current fluctuations which, equivalently, take the form of symmetry relations for the cumulant generating function.

In subsequent Chapter 3, we have given an account of recent advances in the topic of counting statistics. In particular, we introduced the formalism of the modified master equation which has been successfully applied to the study of current fluctuations in nanoscale devices. A general derivation of the stochastic master equation within the Born-Markov and rotating wave approximation is given. Thereafter, we expressed the cumulant generating function of the currents in terms of the resulting modified rate matrix.

These results have been applied in Chapter 4 to a model of quantum electron transport with capacitively coupled quantum dot channels. Most of the results exposed in this Chapter have been reported in Ref. [79]. The full counting statistics of the number
of electron transfers in each channel has been performed by using the modified density matrix approach to second order in the tunneling amplitudes. This is used in order to establish a fundamental bivariate fluctuation theorem for the cumulant generating function, depending on the thermodynamic affinities (4.54) and (4.55) applied to both channels. Though this relation is valid regardless of the initial conditions in the long-time limit, this is not true in general for the characteristic function of the transport processes at finite times. Nevertheless, a criteria on the initial condition for the observation of a fluctuation theorem at finite times is exposed.

As mentioned in the introduction, one of the main goals in this thesis is to give an account of the back-action of the detector on the probed quantum dots circuits typically used in counting statistics experiments. In these experiments, the detector current is macroscopic as compared to the probed circuit. In this context, a single-current fluctuation theorem is established in the large current ratio limit between the two channels of our model in consistency with experimental observations. Within this limit, the single-current fluctuation theorem is expressed as a symmetry of the cumulant generating function involving an effective affinity depending on the parameters of the model as well as the thermodynamic affinities applied to both channels. A detailed account of the dependence on these parameters has been given. Furthermore, the considerations on the finite-time counting statistics mentioned above are extended to the case of the single-current fluctuation theorem.

In Chapter 5, we performed a similar analysis on a system composed of a quantum point contact (QPC) detector and a double quantum dot channel. This model serves as a theoretical description of the experimental setup used in Ref. [15]. The results obtained in this Chapter have been reported in Ref. [80]. The full counting statistics is again obtained by using the modified density matrix approach. However, the out of equilibrium correlation functions in the QPC are evaluated non-perturbatively in its tunneling parameter. As a result of these calculations, the transition rates induced by the QPC on the double quantum dot have been shown to take the form of Bose-like random transitions.

The mean current in the QPC undergoes discrete jumps resulting from the random transitions in the double quantum dot. On the other hand, the QPC can drag a current in the double quantum dot even though no bias is applied to the double quantum dot channel. A detailed description of this effect has been given in agreement with experimental observations. In particular, the existence of a threshold in the QPC bias for the drag to take place is accurately reproduced and explained within our approach.

By calculating the cumulant generating function of the electron transfers in the double quantum dot channel, we showed that a single-current fluctuation theorem is present in particular limits which are relevant to experimental situations. In these regimes, the
efficiency of the drag effect of the QPC on the double quantum dot turns out to have a upper bound resulting from the single-current fluctuation theorem. This bound is shown to depend on the ratio of the effective affinity over the thermodynamic affinity applied to the double quantum dot channel. Moreover, the dependence on the double quantum dot energies of the effective affinity has been investigated. As a result, the case of close to symmetric double quantum dot, i.e. $\epsilon_A = \epsilon_B$, is shown to be favorable in order to minimize the deviations of the effective affinity with respect to the value fixed by the voltage bias across the double quantum dot.

Finally, we performed in Chapter 6 the thermodynamic analysis of the model presented in Chapter 5 by using the modified density matrix formalism introduced in Chapter 3. However, the tunneling amplitudes of the QPC were treated to second order in perturbation theory contrary to what we did in Chapter 5. Within this approximation, we showed that the transition rates do satisfy a Kubo-Martin-Schwinger condition involving the irreversible entropy production associated to the transition. This relation is used in order to establish the positivity of the irreversible entropy production in our setup through the introduction of the cumulant generating function (6.76).

We concluded by considering a thermal machine in which the roles of hot and cold reservoirs is played respectively by the QPC and the double quantum dot reservoirs. The question of the efficiency at maximum power has been investigated in the nonlinear regime. The aforementioned constrains on the transition rates are used in order to determine the region of the parameter landscape supporting a positive output power. Thereafter, we showed that a fine tuning of the double quantum dot spectrum leads to highest efficiencies at maximum power close to the Curzon-Ahlborn efficiency.

To summarize, our work gives a better understanding of the statistical fluctuations of the transfer processes taking place in multi-terminal circuits at the mesoscale. In particular, we theoretically established the single-current fluctuation theorems observed experimentally for quantum dot circuits probed by a secondary out of equilibrium circuit. More generally, this work gives insight in the interplay between coupled nonequilibrium circuits subject to both matter and heat currents.

### 7.2 Perspectives

In Chapter 6 we calculated the full counting statistics for a model composed of two channels with different structures. This approach is particularly interesting for the investigation of an asymmetry in the mutual influence between two such circuits. As an example, the study of the effective affinities of both channels in the large current ratio limits would give some insight on this issue with consequences on the efficiencies of work
extraction by both channels. Furthermore, the full counting statistics of the energy and particle numbers opens the road to the investigation of the interplay between heat and matter current fluctuations [155]. On the other hand, thermodynamic machines similar to the one studied in Chapter 6 may be studied in the same spirit. The investigation of such devices lies at the forefront of present day research in the field of nonequilibrium thermodynamics [83, 112, 113, 156–158].

Throughout this thesis, the analysis of the out of equilibrium quantum processes is performed by using the stochastic master equation presented in Chapter 3. Within this approach, the interaction between the subsystem and the environment is assumed weak and treated to second order in perturbation theory. A key result obtained with this method is the local detailed balance or Kubo-Martin-Schwinger condition (6.42) or its more general version we have established in Eq. (6.45). Still, extending this result to higher orders in the interaction between the subsystem and the environment is still and open issue which is of uttermost importance in the description of strongly interacting systems. A step forward may be taken by using a perturbative master equation approach beyond second order in perturbation theory [159] or alternative methods such as the path-integral formalism [160, 161].

Regarding the fluctuation theorems, an open question remains as for the validation of the work fluctuation theorems in the quantum regime and for strongly interacting systems [57]. Recent advances in the manipulation of cold atoms with lasers have led to the realization of quantum systems with unprecedented control and tuning possibilities [162–164]. The ability to perform work on these systems and to adjust the interaction potentials between the constituents may prove of great value in the validation of the work fluctuation theorems in the aforementioned regime. The theoretical description of such systems would require the use of numerical tools such as the density matrix renormalization group method in order to accurately treat the strong interactions between the constituents of the system considered.

The investigation of nanoscale systems within statistical mechanics has proven to be fruitful during the last decades. Still, technical advances continuously challenge theoreticians leading us to a better understanding of these kind of systems.
Appendix A

Microreversibility of the quantum dynamics

By using Eqs. (2.5) and (2.17), the evolution and time-reversed evolution operators between times \( t = T_0 \) and \( t = T \) can be written respectively as

\[
U(T, T_0) = T + \exp \left[ -\frac{i}{\hbar} \int_{T_0}^{T} d\tau H(\tau) \right], \quad (A.1)
\]

\[
\tilde{U}(T, T_0) = T + \exp \left[ -\frac{i}{\hbar} \int_{T_0}^{T} d\tau H(T - (\tau - T_0)) \right]. \quad (A.2)
\]

By using (2.16), we have that

\[
\Theta^{-1} \tilde{U}(T, T_0) \Theta = \Theta^{-1} T_+ \exp \left[ -\frac{i}{\hbar} \int_{T_0}^{T} d\tau H(T - (\tau - T_0)) \right] \Theta
\]

\[
= T_+ \exp \left[ \frac{i}{\hbar} \int_{T_0}^{T} d\tau \Theta^{-1} H(T - (\tau - T_0)) \Theta \right]
\]

\[
= T_+ \exp \left[ \frac{i}{\hbar} \int_{T_0}^{T} d\tau H(T - (\tau - T_0)) \right]
\]

\[
= T_- \exp \left[ \frac{i}{\hbar} \int_{T_0}^{T} d\tau H(\tau) \right]
\]

\[
= U^\dagger(T, T_0)
\]

in terms of the anti-time ordering operator \( T_- \) which orders time-dependent operators on its right in such a way that they appear with decreasing time arguments from right to left. Recalling the unitarity of the time evolution operator, \( U^\dagger(T, T_0)U(T, T_0) = I \), this establishes the results (2.18) and (2.19) of Chapter 2.
Appendix B

Initial condition for a finite-time fluctuation theorem

The rate matrix (4.69) considered in Chapter 4 can be decomposed as

\[ W(\lambda_1, \lambda_2) \equiv W_L(\lambda_1, \lambda_2) + W_R \] (B.1)

with both components given in (4.70) and (4.71). The right component \( W_R \) obeys the symmetry relation

\[ M^{-1} \cdot W_R \cdot M = W_R^T \] (B.2)

with the matrix \( M \) given in (4.53). By using this symmetry and recalling definition (4.66) we can write

\[ W_R \cdot p_{st}^0 = (\text{Tr} \{ M \})^{-1} W_R \cdot M \cdot 1 \] (B.3)

\[ = (\text{Tr} \{ M \})^{-1} M \cdot W_R^T \cdot 1 \] (B.4)

\[ = 0 \] (B.5)

since the rows of the rate matrix sum up to zero \( W_R^T \cdot 1 = 0 \), thus preserving the normalization of probability (this can be directly verified whether from the general expression of the rate matrix given in Section 3.3.1 or directly for the particular expression (4.71)).

A similar derivation leads to the result (4.141) with (4.137) as the initial condition for the single-current fluctuation theorem at finite times.
Appendix C

Two-point correlation functions of non-interacting fermions

We consider a reservoir in the grand-canonical equilibrium

\[ \rho = \frac{e^{-\beta(H-\mu N)}}{\text{Tr} e^{-\beta(H-\mu N)}} \]  

(C.1)

with its quadratic Hamiltonian given by

\[ H = \sum_k h_k = \sum_j \epsilon_k c_k^\dagger c_k. \]  

(C.2)

The creation and annihilation operators \( c_k^\dagger \) and \( c_k \) do satisfy the anti-commutation relations

\[ \{ c_k, c_{k'}^\dagger \} = \delta_{kk'}, \]  

(C.3)

where \( \delta_{kk'} \) is the Kronecker delta symbol.

As a result, the density matrix can be factorized as

\[ \rho = \prod_k \frac{e^{-\beta(\epsilon_k-\mu)} c_k^\dagger c_k}{z_k} \]  

(C.4)

with

\[ z_k = \text{Tr} \left\{ e^{-\beta(\epsilon_k-\mu)} c_k^\dagger c_k \right\} \]  

(C.5)

= \langle 0 | 0 \rangle + \langle k | k \rangle e^{-\beta(\epsilon_k-\mu)} \]  

(C.6)

= 1 + e^{-\beta(\epsilon_k-\mu)}, \]  

(C.7)
where \( |0\rangle \) and \( |k\rangle \equiv c_k^\dagger |0\rangle \) denote, respectively, the empty and occupied eigenstates of the single-particle Hamiltonian \( h_k \).

We note that the average of the creation-annihilation operators do vanish identically since
\[
\langle c_k^\dagger (\tau) \rangle = \langle c_k^\dagger (\tau) \rangle = 0.
\] (C.8)

Moreover, the creation-annihilation operators evolve in the Heisenberg picture corresponding to the Hamiltonian \( (C.2) \) according to
\[
c_k(t) = e^{iHt} c_k e^{-iHt} = e^{-i\epsilon_k t} c_k,
\] (C.9)
\[
c_k^\dagger(t) = e^{iHt} c_k^\dagger e^{-iHt} = e^{i\epsilon_k t} c_k^\dagger.
\] (C.10)

We define the lesser Green functions as
\[
G_{kk'}^<(\tau) \equiv \langle c_k^\dagger(\tau) c_{k'} \rangle.
\] (C.11)

For \( k \neq k' \) this function vanishes since
\[
\langle c_k^\dagger(\tau) c_{k'} \rangle = e^{i\epsilon_k \tau} \langle c_k^\dagger \rangle \langle c_{k'} \rangle = 0,
\] (C.12)

where we used (C.8) in obtaining the last equality.

By using the above results, we thus obtain the lesser Green function as
\[
G_{kk'}^<(\tau) = e^{i\epsilon_k \tau} f(\epsilon_k) \delta_{kk'},
\] (C.13)

where the Fermi-Dirac distribution in the reservoir is given by
\[
f(\epsilon_k) = \frac{1}{1 + e^{\beta(\epsilon_k - \mu)}}.
\] (C.14)
The greater Green function
\[ G_{kk'}^{>}(\tau) \equiv \langle c_{k'}(\tau)c_{k}^\dagger \rangle \] (C.15)
is deduced from (C.13) by using the fact that
\[ \langle c_{k}^\dagger c_{k'} \rangle = \delta_{kk'} - \langle c_{k'}c_{k}^\dagger \rangle, \] (C.16)
so that
\[ G_{kk'}^{>}(\tau) = e^{-i\epsilon_{k}\tau}(1 - f(\epsilon_{k}))\delta_{kk'}. \] (C.17)

By defining the Fourier transforms
\[ \hat{G}_{kk'}^{<}(\omega) = \int \frac{d\tau}{2\pi} e^{-i\omega\tau} G_{kk'}^{<}(\tau), \] (C.18)
\[ \hat{G}_{kk'}^{>}(\omega) = \int \frac{d\tau}{2\pi} e^{i\omega\tau} G_{kk'}^{>}(\tau), \] (C.19)
we also get
\[ \hat{G}_{kk'}^{<}(\omega) = \delta(\omega - \epsilon_{k}) \delta_{kk'} f(\epsilon_{k}), \] (C.20)
\[ \hat{G}_{kk'}^{>}(\omega) = \delta(\omega - \epsilon_{k}) \delta_{kk'} (1 - f(\epsilon_{k})), \] (C.21)
which are directly used to calculate the charging and discharging rates of Chapters 4 to 6.
Appendix D

Inequalities deduced from the fluctuation theorems

Here, the inequalities (5.149) and (5.150) are proved using Jensen’s inequality according to which

\[ \langle f(X) \rangle \geq f(\langle X \rangle) \] (D.1)

for any convex function \( f(X) \) and any statistical average \( \langle \cdot \rangle \) over the probability distribution of the random variables \( X \) [165]. The convex function is here taken as \( f(X) = \exp X \).

For \( X = -\tilde{A} n \) and the statistical average \( \langle \cdot \rangle_t = \sum_n p(n, t)(\cdot) \) over the probability distribution of the number \( n \) of electrons transferred in the DQD, we find

\[ \langle e^{-\tilde{A} n} \rangle_t \geq e^{-\tilde{A} \langle n \rangle_t}. \] (D.2)

By the univariate fluctuation theorem (5.121), we have that

\[ \langle e^{-\tilde{A} n} \rangle_t = \sum_n p(n, t) e^{-\tilde{A} n} \]

\[ \approx \sum_n p(-n, t) = \sum_n p(n, t) = 1 \] (D.3)

hence the inequality (5.149).

The other inequality (5.150) results from the bivariate fluctuation theorem of fundamental origin

\[ \frac{p(n, n_C, t)}{p(-n, -n_C, t)} \approx e^{A_{dn} + A_{nC}} \quad \text{for} \quad t \to \infty, \] (D.4)
where \( n = n_D \) is the number of electrons transferred during the time interval \([0, t]\) in the DQD and \( n_C \) in the QPC, while \( A_D \) and \( A_C \) are the basic affinities (5.102)-(5.103) of both circuits.

Since the univariate fluctuation theorem (5.121) is here supposed to hold jointly with the bivariate theorem (D.4), we get

\[
\sum_{n_C} e^{-A_D n - A_C n_C} p(n, n_C, t) \simeq \sum_{n_C} p(-n, -n_C, t) = p(-n, t) \simeq e^{-\tilde{A} n} p(n, t)
\]  

(D.5)

after summing only over \( n_C \). Multiplying by \( \exp(\tilde{A} n) \) and summing also over \( n \), we find

\[
\sum_{n,n_C} e^{(\tilde{A} - A_D)n - A_C n_C} p(n, n_C, t) \simeq \sum_n p(n, t) = 1.
\]  

(D.6)

Jensen’s inequality with \( X = (\tilde{A} - A_D)n - A_C n_C \) and the statistical average over the probability distribution \( p(n, n_C, t) \) reads

\[
\langle e^{(\tilde{A} - A_D)n - A_C n_C} \rangle_t \geq e^{(\tilde{A} - A_D)\langle n \rangle_t - A_C \langle n_C \rangle_t}.
\]  

(D.7)

Since \( \langle e^{(\tilde{A} - A_D)n - A_C n_C} \rangle_t \simeq 1 \) by Eq. (D.6), we obtain the inequality

\[
A_D \langle n \rangle_t + A_C \langle n_C \rangle_t \geq \tilde{A} \langle n \rangle_t
\]  

(D.8)

from which Eq. (5.150) is deduced after dividing by the time interval \( t \) and taking the limit \( t \to \infty \).
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