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HIGHLIGHTS

- A stochastic epidemic model with media coverage is developed.
- The global dynamics of the deterministic model is shown.
- The stochastic dynamics of the SDE model is given.
- The existence of a unique stationary distribution of the SDE model is displayed.
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ABSTRACT

This paper aims to study an SIS epidemic model with media coverage from a general deterministic model to a stochastic differential equation with environment fluctuation. Mathematically, we use the Markov semigroup theory to prove that the basic reproduction number \( R_0 \) can be used to control the dynamics of stochastic system. Epidemiologically, we show that environment fluctuation can inhibit the occurrence of the disease, namely, in the case of disease persistence for the deterministic model, the disease still dies out with probability one for the stochastic model. So to a great extent the stochastic perturbation under media coverage affects the outbreak of the disease.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

When an infectious disease appears and spreads in one place, all possible effective ways to prevent the disease will be taken by the departments for disease control and prevention. A rapid and timely measure is through the media coverage to tell people how to prevent the spread of the disease [1–3]. Media education plays a vital role in controlling the spread of the disease. As we know, one big characteristic of the infectious disease is the infectiousness, namely the pathogens of infectious disease, can spread from an infected person to a susceptible person through a certain way. The spread ways of the infectious disease are not the same, and its communication process is influenced by natural factors and social factors [4,5]. When an infectious disease appears, if we can timely find its route of transmission, and encourage people to learn relevant publicity and education of the disease, thus can effectively control the outbreak of the disease. Media coverage may reduce the contact rate of people, which has been found during the spreading of severe acute respiratory syndrome (SARS) in 2003 [6–8].
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Assume that the total population $N$ is divided into two groups, susceptible (uninfected) $S$ and infected $I$, i.e., $N = S + I$. Then the dynamics of the disease transmission can be governed by the classical SIS epidemic model with mass action incidence rate as follows:

$$
\begin{cases}
\frac{dS}{dt} = \Lambda - \mu S - \beta SI + \gamma I, \\
\frac{dI}{dt} = \beta SI - (\mu + \gamma)I,
\end{cases}
$$

where parameters $\Lambda, \mu, \gamma$, and $\beta$ are all positive constants. $\Lambda$ is the recruitment rate of the population, $\mu$ is the natural death rate of the population, $\gamma$ is the recovery rate of infectious individuals, $\beta$ is the contact transmission coefficient. The infectious force $\beta SI$ in (1) plays a key role in determining the transmission of the disease.

In fact, $\beta$ depends on the number as well as the pattern of the contact between susceptible and infected individuals. When the media coverage is intervened, the contact rate may reduce if people know about the transmission way from media and then protect themselves. Generally, from the practical significance we know that the contact rate of susceptible and infectious individuals is a decreasing function. Motivated by Cui et al. [1], we adopt the contact transmission coefficient $\beta$ as

$$
\beta = \beta_1 - \beta_2 f(I),
$$

where $\beta_1$ is the usual contact rate without taking the infected individuals into account, and $\beta_2$ is the maximum reduced contact rate due to the presence of the infected individuals. However, we know that anyone cannot avoid contact with others, so we assume that $\beta_1 > \beta_2$. The function $f(I)$ satisfies

$$(H1) f(0) = 0, f'(I) \geq 0 \text{ and } \lim_{I \to \infty} f(I) = 1.$$

Then model (1) can be rewritten as follows:

$$
\begin{cases}
\frac{dS}{dt} = \Lambda - \mu S - (\beta_1 - \beta_2 f(I))SI + \gamma I, \\
\frac{dI}{dt} = (\beta_1 - \beta_2 f(I))SI - (\mu + \gamma)I,
\end{cases}
$$

whose state space is the first quadrant $\mathbb{X} = \{(S, I) \in \mathbb{R}^2_+ : S > 0, I \geq 0\}$.

On the other hand, many researches have shown that environmental fluctuation has a huge influence on the development of infectious diseases [9,10]. For human disease, the spread and outbreak of the infectious disease is inherently stochastic due to the unpredictability of person-to-person contacts [11] and population suffer from a continuous spectrum of perturbations [12]. Therefore, the variability and randomness of the environment are fed through to the state of the epidemic [13]. A more realistic way of modeling infectious diseases is stochastic differential equation (SDE) models in many cases [2,11–19].

To incorporate the effect of environmental fluctuations, we formulate a stochastic differential equation (SDE) model by introducing the term multiplicative noise into the growth equations of both the susceptible and the infected populations [20] and assume that the natural death rate $\mu$ will fluctuate around some average value due to continuous environment fluctuation. And we introduce randomness into the deterministic model (2) by perturbing $\mu$ with $\mu - \sigma \xi(t)$:

$$
\begin{cases}
\frac{dS}{dt} = \Lambda - (\mu - \sigma \xi(t)) - (\beta_1 - \beta_2 f(I))SI + \gamma I, \\
\frac{dI}{dt} = (\beta_1 - \beta_2 f(I))SI - (\mu - \sigma \xi(t) + \gamma)I,
\end{cases}
$$

where $\xi(t)$ is a Gaussian white noise and characterized by:

$$
\langle \xi(t) \rangle = 0, \quad \langle \xi(t) \xi(t') \rangle = \delta(t - t'),
$$

where $\langle \cdot \rangle$ denotes ensemble average and $\delta(\cdot)$ is the Dirac-$\delta$ function. $\sigma$ is a real constant which measures the intensity of environmental fluctuations. And we can rewrite model (3) into the form of stochastic differential equations as follows:

$$
\begin{align*}
&dS_t = [\Lambda - \mu S_t - (\beta_1 - \beta_2 f(I))S_t I_t + \gamma I_t]dt + \sigma S_t dB_t, \\
&dI_t = [(\beta_1 - \beta_2 f(I))S_t I_t - (\mu + \gamma)I_t]dt + \sigma I_t dB_t,
\end{align*}
$$

where $B_t$ is the standard one-dimensional independent Wiener process defined over the complete probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \text{Prob})$, and the relations between the white noise terms and Wiener process are defined by $dB_t = \xi(t)dt$. And the state space of the SDE model (4) is $\mathbb{X}$, too.

The structure of this article is as follows: In Section 2, we give the analysis of the global disease dynamics of deterministic model (2). In Section 3, we analyze the disease dynamics of stochastic model (4). Numerical investigation and simulations
supporting our analytical findings are presented in Section 4. In Section 5, we discuss our new findings in the view of epidemiological implications.

2. **Global disease dynamics of deterministic model (2)**

One of our purposes in this paper is to investigate the disease dynamics of deterministic model (2). The reproduction number of model (2) can be denoted as

$$ R_0 = \frac{A \beta_1}{\mu (\mu + \gamma)} , $$

which is a critical parameter to govern the disease dynamics of SIS model (2). Define a bounded set $\Gamma$ as follows

$$ \Gamma = \left\{ (S, I) \in \mathbb{R} : 0 < S + I \leq \frac{A}{\mu} \right\} \subset \mathbb{R}. $$

Easy to know that model (2) has two equilibria: one is disease-free equilibrium $E_0 = (\frac{A}{\mu}, 0)$ which always exists, and the other is the endemic equilibrium $E^* = (S^*, I^*)$ which is a positive solution of the following equation

$$ \begin{cases} \Lambda - \mu S^* - (\beta_1 - \beta_2 f(I^*)) S^* I^* + \gamma I^* = 0, \\ (\beta_1 - \beta_2 f(I^*)) S^* I^* - (\mu + \gamma) I^* = 0, \end{cases} $$

and $S^*, I^*$ satisfy

$$ S^* = \frac{\mu + \gamma}{\beta_1 - \beta_2 f(I^*)}. $$

and

$$ \Lambda - \mu \frac{\mu + \gamma}{\beta_1 - \beta_2 f(I^*)} - (\beta_1 - \beta_2 f(I^*)) \frac{\mu + \gamma}{\beta_1 - \beta_2 f(I^*)} I^* + \gamma I^* = 0. $$

Set

$$ F(I) := \Lambda - \mu \frac{\mu + \gamma}{\beta_1} - \mu I, $$

easy to know that $F(I)$ is a decreasing function. Since

$$ F(0) = \Lambda - \mu \frac{\mu + \gamma}{\beta_1} = \frac{A \beta_1}{\beta_1} - \mu (\mu + \gamma) = \frac{\mu}{\beta_1} \left[ \frac{A \beta_1}{\mu (\mu + \gamma)} - 1 \right] = \frac{\mu}{\beta_1} (R_0 - 1), $$

if $R_0 > 1$, $F(I) = 0$ has a unique positive solution $I^*$, hence model (2) has a unique endemic equilibrium $E^* = (S^*, I^*)$.

Based on the discussions above, we can give the global dynamics of model (2) as follows:

**Theorem 2.1.** (i) If $R_0 \leq 1$, the disease-free equilibrium $E_0 = (\frac{A}{\mu}, 0)$ of model (2) is globally asymptotically stable;

(ii) If $R_0 > 1$, model (2) has a unique endemic equilibrium $E^* = (S^*, I^*)$ which is globally asymptotically stable, and $E_0$ is unstable.

**Proof.** (i) Define the Lyapunov function

$$ V(S, I) = \frac{1}{2} (S - \frac{A}{\mu})^2 + \theta I, $$

where $\theta = \frac{A}{\mu}$. Then,

$$ \frac{dV}{dt} = (S - \frac{A}{\mu}) (\Lambda - \mu S - (\beta_1 - \beta_2 f(I)) + \gamma I) + \theta (\beta_1 - \beta_2 f(I)) S I - (\mu + \gamma) I $$

$$ = (S - \frac{A}{\mu}) (\Lambda - \mu S) - (S - \frac{A}{\mu}) (\beta_1 - \beta_2 f(I)) S I + (S - \frac{A}{\mu}) \gamma I + \theta (\beta_1 - \beta_2 f(I)) S I - \theta (\mu + \gamma) I. $$

Set

$$ (\beta_1 - \beta_2 f(I)) S I = (\beta_1 - \beta_2 f(I)) (S - \frac{A}{\mu}) I + \frac{A}{\mu} (\beta_1 - \beta_2 f(I)) I. $$
Then
\[
\frac{dV}{dt} = -\mu(S - \frac{A}{\mu})^2 - (S - \frac{A}{\mu})^2(\beta_1 - \beta_2 f(I)) I - (S - \frac{A}{\mu})\theta((\beta_1 - \beta_2 f(I))) I \\
+ (S - \frac{A}{\mu})\gamma I + \theta((\beta_1 - \beta_2 f(I))) SI - \theta(\mu + \gamma) I
\]
\[
= -\mu(S - \frac{A}{\mu})^2 - (S - \frac{A}{\mu})^2(\beta_1 - \beta_2 f(I)) I - S\theta((\beta_1 - \beta_2 f(I))) I + \frac{A}{\mu}\theta((\beta_1 - \beta_2 f(I))) I \\
+ (S - \frac{A}{\mu})\gamma I + \theta((\beta_1 - \beta_2 f(I))) SI - \theta(\mu + \gamma) I
\]
\[
= -(S + (\beta_1 - \beta_2 f(I))) I(S - \frac{A}{\mu})^2 + \frac{A}{\mu}(\beta_1 - \beta_2 f(I)) - \mu(\mu + \gamma) \theta I + (S - \frac{A}{\mu})\gamma I.
\]
Now we consider the term \(A(\beta_1 - \beta_2 f(I)) - \mu(\mu + \gamma)\). It follows from Taylor expansion \(f(I) = f(0) + f'(0)I + o(I)\) that
\[
A(\beta_1 - \beta_2 f(I)) - \mu(\mu + \gamma)
\]
\[
= A\beta_1 - A\beta_2 f(0) + f'(0)I + o(I) - \mu(\mu + \gamma) = A\beta_1 - A\beta_2 f'(0) I - A\beta_2 o(I) - \mu(\mu + \gamma)
\]
\[
\leq A\beta_1 - \mu(\mu + \gamma) - A\beta_2 f'(0) I = \mu(\mu + \gamma)(\frac{A\beta_1}{\mu(\mu + \gamma)} - 1) - A\beta_2 f'(0) I.
\]
Hence,
\[
\frac{dV}{dt} \leq -(\mu + (\beta_1 - \beta_2 f(I)))I(S - \frac{A}{\mu})^2 + \frac{A}{\mu}(\beta_1 - \beta_2 f(I)) - \mu(\mu + \gamma) \theta I + (S - \frac{A}{\mu})\gamma I.
\]
(6)
If \(R_0 < 1\), since that \(S, I\) are nonnegative, all terms of the right in (6) are nonpositive, i.e. \(\frac{dV}{dt} \leq 0\) and \(\frac{dV}{dt} = 0\) if and only if \(S = \frac{A}{\mu}, I = 0\). Therefore, the maximal invariant set in \((S, I) : \frac{dV}{dt} = 0\) is a singleton \(E_0\).
If \(R_0 = 1\), we can get
\[
\frac{dV}{dt} \leq -(\mu + (\beta_1 - \beta_2 f(I)))I(S - \frac{A}{\mu})^2 - \frac{A}{\mu}(\beta_2 f'(0) \theta I)^2 \leq 0
\]
and \(\frac{dV}{dt} = 0\) if and only if \(S = \frac{A}{\mu}, I = 0\). By LaSalle’s invariance principle [21,22], any solution of model (2) tends to \(B\), where \(B \subset \{(S, I) : S = \frac{A}{\mu}, I = 0\}\) is the largest invariant subset of model (2). By the expression of model (2), \(B = \{E_0\}\) is a singleton set. So \(E_0\) is globally asymptotically stable on the set \(\Gamma\) if \(R_0 \leq 1\).
When \(R_0 > 1\), the Jacobian matrix of model (2) is
\[
J = \begin{bmatrix}
-\mu - (\beta_1 - \beta_2 f(I)) & \beta_2 f'(I) SI - (\beta_1 - \beta_2 f(I)) S + \gamma \\
(\beta_1 - \beta_2 f(I)) & -\beta_2 f'(I) SI + (\beta_1 - \beta_2 f(I)) S - (\mu + \gamma)
\end{bmatrix},
\]
and
\[
J(E_0) = \begin{bmatrix}
-\mu & -\beta_1 \frac{A}{\mu} + \gamma \\
0 & \beta_1 \frac{A}{\mu} - (\mu + \gamma)
\end{bmatrix}
\]
which has two eigenvalues: one is \(-\mu < 0\), the other is \(\beta_1 \frac{A}{\mu} - (\mu + \gamma) = \frac{\beta_1 A - \mu(\mu + \gamma)}{\mu} = (\mu + \gamma)(\frac{\beta_1 A}{\mu(\mu + \gamma)} - 1) = (\mu + \gamma)(R_0 - 1) > 0\). Thus the disease-free equilibrium \(E_0\) is unstable whenever \(R_0 > 1\). This ends the proof of (i).
(ii) The Jacobian matrix model (2) evaluated at \(E^*\) is
\[
J(E^*) = \begin{bmatrix}
-\mu - (\beta_1 - \beta_2 f(I^*)) I^* & \beta_2 f'(I^*) (\mu + \gamma) I^* - \mu(\beta_1 - \beta_2 f(I^*)) I^* \\
(\beta_1 - \beta_2 f(I^*)) I^* & \frac{\beta_2 f'(I^*) (\mu + \gamma) I^*}{\beta_1 - \beta_2 f(I^*)}
\end{bmatrix}.
\]
The characteristic polynomial of \(J(E^*)\) is
\[
\lambda^2 + b_1 \lambda + b_2 = 0,
\]
where
\[
b_1 = \mu + (\beta_1 - \beta_2 f(I^*)) I^* + \frac{\beta_2 f'(I^*) (\mu + \gamma) I^*}{\beta_1 - \beta_2 f(I^*)} > 0,
\]
\[
b_2 = \frac{\mu(\beta_2 f'(I^*) (\mu + \gamma) I^* + (\beta_1 - \beta_2 f(I^*)) I^*)}{\beta_1 - \beta_2 f(I^*)} > 0.
\]
By Routh–Hurwitz criterion, we can conclude that \( E^* \) is locally asymptotically stable.

Let \( N^* = S^* + I^* \), it follows from (5) that

\[
\Lambda = \mu N^*, \quad \mu + \gamma = (\beta_1 - \beta_2 f(I^*)) (N^* - I^*).
\]

Consider the Lyapunov function

\[
V = \frac{1}{2} (S - S^* + I - I^*)^2 + k(I - I^* - I^* \log \frac{I}{I^*}),
\]

where \( k \) is a positive constant which will be determined later. Then

\[
\frac{dV}{dt} = (S - S^* + I - I^*) \frac{dN}{dt} + k(I - I^*) \frac{dI}{dt}
\]

\[
= (S - S^* + I - I^*) (\Lambda - \mu N) + k(I - I^*) ((\beta_1 - \beta_2 f(I)) I(N - I) - (\mu + \gamma) I)
\]

\[
= (S - S^* + I - I^*) (\mu S^* + \mu I^* - \mu I) + k(I - I^*) ((\beta_1 - \beta_2 f(I^*)) (N - I) - (\beta_1 - \beta_2 f(I^*)) (N^* - I^*)
\]

\[
= -\mu (S - S^*)^2 - 2 \mu (S - S^*)(I - I^*) - \mu (I - I^*)^2
\]

\[
+ k(I - I^*) ((\beta_1 - \beta_2 f(I)) (N - I) - (\beta_1 - \beta_2 f(I^*)) (N - I))
\]

\[
+ (\beta_1 - \beta_2 f(I^*)) (N - I) - (\beta_1 - \beta_2 f(I^*)) (N^* - I^*)
\]

\[
= -\mu (S - S^*)^2 - 2 \mu (S - S^*)(I - I^*) - \mu (I - I^*)^2 - k \beta_2 (I - I^*)(N - I)(f(I) - f(I^*))
\]

\[
+ k(\beta_1 - \beta_2 f(I^*)) (I - I^*)(N - N^*) - k(\beta_1 - \beta_2 f(I^*)) (I - I^*)^2.
\]

Since \( f(I) \) is an increasing function, and \( N > 1 \),

\[
-k \beta_2 (I - I^*)(N - I)(f(I) - f(I^*)) < 0, \quad N - N^* = S - S^* + I - I^*.
\]

Thus,

\[
\frac{dV}{dt} \leq -\mu (S - S^*)^2 - \mu (I - I^*)^2 + (k(\beta_1 - \beta_2 f(I^*)) - 2 \mu) (S - S^*)(I - I^*).
\]

Choose \( k = \frac{2 \mu}{\beta_1 - \beta_2 f(I^*)} \), then \( k(\beta_1 - \beta_2 f(I^*)) - 2 \mu = 0 \), thus,

\[
\frac{dV}{dt} \leq -\mu (S - S^*)^2 - \mu (I - I^*)^2 \leq 0.
\]

By applying the LaSalle’s asymptotic stability theorem [21,22], we can obtain the endemic equilibrium \( E^* \) is globally asymptotically stable. \( \Box \)

**Remark 2.2.** It is should be noted that, the difference between our model (2) with Cui’s model (2.3) in [1] is that, the incidence rate in (2) is bilinear, while in Cui’s model, the standard incidence rate.

**Remark 2.3.** In [1], after giving the basic reproduction number \( \bar{R}_0 := \frac{\mu_1}{d + \gamma} \), the authors proved that: if \( \bar{R}_0 < 1 \), the disease-free equilibrium \( E_0 \) is globally asymptotically stable by using Lyapunov function (Theorem 3.3 in [1]); if \( \bar{R}_0 > 1 \), the unique endemic equilibrium \( E^* \) is globally asymptotically stable by using Dulac function (Theorem 3.4 in [1]). Unfortunately, they had not given any information about the case \( \bar{R}_0 = 1 \). And in Theorem 2.1, we show that \( R_0 \) can govern the disease dynamics: if \( R_0 \leq 1 \), \( E_0 \) is globally asymptotically stable; if \( R_0 > 1 \), \( E^* \) is globally asymptotically stable. And the proving method is not Dulac function, but Lyapunov function.

### 3. Stochastic dynamics of SDE model (4)

#### 3.1. Preliminaries

In this section, some definitions and results of Markov semigroup and asymptotic properties are provided to prove the main results of Theorem 3.7.
3.1.1. Markov semigroup \([14,23–27]\)

Let \(\Sigma = \mathcal{B}(\mathbb{X})\) be the \(\sigma\)-algebra of Borel subset of \(\mathbb{X}\), and \(m\) the Lebesgue measure on \((\mathbb{X}, \Sigma, m)\). \(\mathcal{D} = \mathcal{D}(\mathbb{X}, \Sigma, m)\) denote the subset of the space \(L^1 = L^1(\mathbb{X}, \Sigma, m)\) which contains all densities, i.e.

\[
\mathcal{D} = \{g \in L^1 : g \geq 1, \|g\| = 1\},
\]

where \(\|\cdot\|\) represents the norm in \(L^1\). A linear mapping \(P : L^1 \to L^1\) is called a Markov operator if \(P(\mathcal{D}) \subseteq \mathcal{D}\).

Assume that \(k : \mathbb{X} \times \mathbb{X} \to [0, +\infty)\) is a measurable function such that

\[
\int_{\mathbb{X}} k(x, y)m(dx) = 1,
\]

for almost all \(y \in \mathbb{X}\), and

\[
P g(x) = \int_{\mathbb{X}} k(x, y)g(y)m(dy)
\]

is an integral Markov operator. The function \(k\) is called a kernel of the Markov operator \(P\).

A family \(\{P(t)\}_{t \geq 0}\) of Markov operator is called a Markov semigroup, if \(\{P(t)\}_{t \geq 0}\) satisfies

(a) \(P(0) = Id\);
(b) \(P(t+s) = P(t)P(s)\) for \(s, t \geq 0\);
(c) The function \(t \mapsto P(t)g\) is continuous for every \(g \in L^1\).

A Markov semigroup \(\{P(t)\}_{t \geq 0}\) is called integral, if for every \(t > 0\), the operator \(P(t)\) is an integral Markov operator, i.e., there is a measurable function \(k : (0, \infty) \times \mathbb{X} \times \mathbb{X} \to [0, \infty)\) such that

\[
P(t)g(x) = \int_{\mathbb{X}} k(t, x, y)g(y)m(dy)
\]

for each density \(g\).

Now we present the definition concerning the asymptotic behavior of Markov semigroup. For a Markov semigroup \(\{P(t)\}_{t \geq 0}\), a density \(g_e\) is called invariant, if \(P(t)g_e = g_e\) for \(t > 0\). The Markov semigroup is asymptotically stable if there exists an invariant density \(g_e\) such that

\[
\lim_{t \to \infty} \|P(t)g - g_e\| = 0 \text{ for } g \in \mathcal{D}.
\]

If the Markov semigroup \(\{P(t)\}_{t \geq 0}\) is formed by a differential equation (e.g., model (4)), the asymptotic stability of Markov semigroup implies that all the solutions of the equation start from a density converge to the invariant density.

If for every \(g \in \mathcal{D}\) and a set \(A \in \Sigma\),

\[
\lim_{t \to \infty} \int_{\mathbb{X}} P(t)g(x)m(dx) = 0,
\]

then the Markov semigroup \(\{P(t)\}_{t \geq 0}\) is called sweeping with respect to \(A\).

The following Lemma summarizes some results of asymptotic stability and sweeping.

**Lemma 3.1** ([14,15]). Let \(\{P(t)\}_{t \geq 0}\) be an integral Markov semigroup with a continuous kernel \(k(t, x, y)\) for \(t > 0\), and it satisfies

\[
\int_{\mathbb{X}} k(x, y)m(dx) = 1 \text{ for any } y \in \mathbb{X}.
\]

If for every \(g \in \mathcal{D}\) we have

\[
\int_0^\infty P(t)g(x)dt > 0,
\]

then the semigroup \(\{P(t)\}_{t \geq 0}\) is asymptotically stable or is sweeping with respect to compact sets.

3.1.2. Fokker–Planck equation

For any \(A \in \Sigma\), the transition probability function is denoted by \(P(t, x_0, y_0, .)\) for the diffusion process \((S_t, I_t)\), i.e.,

\[
P(t, x_0, y_0, .) = \text{Prob}(S_t, I_t) \in A
\]

with the initial value \((S_0, I_0) = (x, y)\). Let \((S_t, I_t)\) be a solution of (4) such that the distribution of \((S_0, I_0)\) is absolutely continuous and has the density \(\nu(x, y)\). Then \((S_t, I_t)\) has also the density \(U(t, x, y)\), where \(U(0, x, y) = \nu(x, y)\), and \(U\) satisfies the following Fokker–Planck equation (See [23] and pp.133–137 in [28])

\[
\frac{\partial U}{\partial t} = \frac{1}{2}\sigma^2 \left( \frac{\partial^2 (\varphi U)}{\partial x^2} - 2 \frac{\partial^2 (\varphi U)}{\partial x \partial y} + \frac{\partial^2 (\varphi U)}{\partial y^2} \right) - \frac{\partial (F_1 U)}{\partial x} - \frac{\partial (F_2 U)}{\partial y},
\]

(7)
where \( \varphi(x, y) = xy \) and
\[
F_1(x, y) = -(\mu + \frac{1}{2}\sigma^2) + \Lambda e^{-x} - (\beta_1 - \beta_2 f(e^y))e^y + \gamma e^{-x+y},
\]
\[
F_2(x, y) = -(\mu + \gamma + \frac{1}{2}\sigma^2) + (\beta_1 - \beta_2 f(e^y))e^y.
\]

Now we introduce a Markov semigroup associated with (7). Let \( P(t) \) be the transition kernel of a Markov semigroup, and we denote \( P(t) = P(t)_{I \in \mathbb{D}} \). The operator \( P(t) \) is a contraction on \( \mathbb{D} \), it can be extended to a contraction on \( L^1 \). Hence, the operator \( (P(t))_{t \geq 0} \) generates a Markov semigroup. Denote \( A \) the infinitesimal generator of semigroup \( (P(t))_{t \geq 0} \), i.e.,
\[
A = \frac{1}{2} \sigma^2 \left( \frac{\partial^2 \varphi}{\partial x^2} - 2 \frac{\partial^2 \varphi}{\partial x \partial y} + \frac{\partial^2 \varphi}{\partial y^2} \right) - \frac{\partial (F_1 \varphi)}{\partial x} - \frac{\partial (F_2 \varphi)}{\partial y}.
\]
The adjoint operator of \( A \) is as follows
\[
A^* = \frac{1}{2} \sigma^2 \varphi \left( \frac{\partial^2 \varphi}{\partial x^2} - 2 \frac{\partial^2 \varphi}{\partial x \partial y} + \frac{\partial^2 \varphi}{\partial y^2} \right) + \frac{\partial (F_1 \varphi)}{\partial x} + \frac{\partial (F_2 \varphi)}{\partial y}.
\]

### 3.2. Existence and boundedness of the global positive solution

Another purpose in this paper is to investigate the disease dynamics of stochastic model (4). We first illustrate the existence of unique positive global solution of model (4).

**Theorem 3.2.** There exists a unique positive solution \((S_t, I_t)\) of model (4) on \( t \geq 0 \) with any given initial value \((S_0, I_0) \in \mathbb{X}\), and will remain in \( \mathbb{X} \) with probability one.

The proof of this Theorem 3.2 is rather standard and hence is omitted.

**Lemma 3.3.** Let \( N_t = S_t + I_t \) be the total population size in system (4) for an initial value \((S_0, I_0) \in \mathbb{X}\). Then we have
\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t N(u) du = \frac{A}{\mu} \quad \text{a.s.}
\]

The proof of Lemma 3.3 is similar to Theorem 4 in [16]. So we omit it.

### 3.3. Stochastic extinction

Denote
\[
\mathcal{R}^e_0 = R_0 - \frac{\sigma^2}{2(\mu + \gamma)},
\]
which can be seen as a threshold of the stochastic extinction (i.e., disease-free) or persistence (i.e., endemic) of disease for SDE model (4). And we now give the stochastic extinction of the SDE model (4) as follows:

**Theorem 3.4.** Let \((S_t, I_t)\) be a solution of SDE model (4) for any given initial value \((S_0, I_0) \in \mathbb{I}\). If
\[
\mathcal{R}^e_0 < 1,
\]
then \((S_t, I_t)\) has the following property:
\[
\lim_{t \to \infty} \frac{\log I_t}{t} \leq -c < 0 \quad \text{a.s.}
\]
\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t S_sdS = \frac{A}{\mu} \quad \text{a.s.}
\]
where \( c := (\mu + \gamma)(1 - \mathcal{R}^e_0) > 0 \).

**Proof.** By Itô formula, we have
\[
d \log I_t = ((\beta_1 - \beta_2 f(I))S - (\mu + \gamma) - \frac{\sigma^2}{2})dt + \sigma dB_t
\]
\[
\leq (\beta_1 S - (\mu + \gamma) - \frac{\sigma^2}{2})dt + \sigma dB_t.
\]
Hence,
\[ \frac{\log I_t}{t} \leq \frac{\log I_0}{t} + \frac{\beta_1}{t} \int_0^t S(u)du - (\mu + \gamma) - \frac{\sigma^2}{2} - \frac{\sigma B_t}{t}. \]  
(11)

From Lemma 3.3, we have
\[ \lim_{t \to \infty} \sup_{0 \leq \omega} \frac{1}{t} \int_0^t S(u)du \leq \lim_{t \to \infty} \sup_{0 \leq \omega} \frac{1}{t} \int_0^t N(u)du = \frac{\Lambda}{\mu} \text{ a.s.} \]  
(12)

By the strong law of large numbers, we have
\[ \lim_{t \to \infty} \frac{B_t}{t} = 0 \text{ a.s.} \]  
(13)

Then combining (11)–(13), we get
\[ \lim_{t \to \infty} \sup_{0 \leq \omega} \frac{\log I_t}{t} \leq \beta_1 \frac{\Lambda}{\mu} - (\mu + \gamma) - \frac{\sigma^2}{2} \]
\[ = (\mu + \gamma) \left( \frac{\beta_1 \Lambda}{\mu(\mu + \gamma)} - \frac{\sigma^2}{2(\mu + \gamma)} - 1 \right) = (\mu + \gamma)(R_0^\epsilon - 1) := -c. \]

If \( R_0^\epsilon < 1 \), \( \lim_{t \to \infty} \sup_{0 \leq \omega} \frac{\log \lambda}{t} < -c < 0 \text{ a.s.} \) Thus for any sufficiently small \( \epsilon > 0(\epsilon < c) \), there exists \( T = T(\omega) \) such that
\[ \frac{\log I_t(\omega)}{t} \leq -c + \epsilon, \quad \forall \ t \geq T, \]
that is,
\[ I_t(\omega) \leq e^{\epsilon c + \epsilon t}, \quad \forall \ t \geq T. \]

By integration,
\[ 0 \leq \frac{1}{t} \int_0^t I_t(\omega)ds \leq \frac{1}{t} \int_0^t e^{(\epsilon c + \epsilon t)}ds = \frac{1}{t(-c + \epsilon)}(e^{(\epsilon c + \epsilon t)} - 1) \to 0, \quad (t \to \infty) \]  
(14)

Considering (8), we have
\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t N_tds = \lim_{t \to \infty} \frac{1}{t} \int_0^t (S_t + I_t)ds = \frac{\Lambda}{\mu}. \]  
(15)

It follows from (14) and (15) that
\[ \lim_{t \to \infty} \frac{1}{t} \int_0^t S_tds = \frac{\Lambda}{\mu} \text{ a.s.} \]

This completes the proof. \( \square \)

3.4. Stochastically asymptotic stability and stationary distribution

Before showing the main results of this section, we firstly give some useful lemmas.

**Lemma 3.5.** For every point \( (x_0, y_0) \in \mathbb{X} \) and \( t > 0 \), the transition probability function \( P(t, x_0, y_0, \cdot) \) has a continuous density \( k(t, x, y; x_0, y_0) \in C_\infty(\mathbb{R}_+, \mathbb{X}, \mathbb{X}). \)

**Proof.** Set \( X(t) = \ln S_t, Y(t) = \ln I_t \). By Itô formula, \( X(t) \) and \( Y(t) \) can satisfy the stochastic system

\[
\begin{align*}
    dX(t) &= F_1(X(t), Y(t))dt + \sigma dB_t, \\
    dY(t) &= F_2(X(t), Y(t))dt + \sigma dB_t,
\end{align*}
\]

where
\[ F_1(x, y) = -(\mu + \frac{1}{2}\sigma^2) + \Lambda e^{-x} - (\beta_1 - \beta_2 f(x))e^y + \gamma e^{-y}, \]
\[ F_2(x, y) = -(\mu + \gamma + \frac{1}{2}\sigma^2) + (\beta_1 - \beta_2 f(x))e^y. \]

Set
\[ a(x, y) = \begin{bmatrix} F_1(x, y) \\ F_2(x, y) \end{bmatrix}, \quad \text{and} \quad b(x, y) = \begin{bmatrix} \sigma \\ \sigma \end{bmatrix}. \]
The Lie bracket \([a, b]\) can be calculated as follows:
\[
[a, b] = -\sigma \left[ -\Lambda e^{-x} + \beta_2 f'(\epsilon') \epsilon - (\beta_1 - \beta_2 f'(\epsilon')) \epsilon' \right].
\]

Hence, for any \((x, y) \in \mathbb{H}, [a, b](x, y)\) and \(b(x, y)\) are linearly independent, so vector \([a, b]\) and \(b\) span the space \(\mathbb{H}\). Based on Hörmander theorem (see Theorem 8 in [23]), the transition probability function \(P(t, x_0, y_0, \cdot)\) has a continuous density \(k(t, x, y; x_0, y_0) \in C^\infty(\mathbb{R}_+, \mathbb{H}, \mathbb{X})\).

In order to check the positivity of \(k\), we show a method based on support theorems (see, [29, 30]). Fix a point \((x_0, y_0) \in \mathbb{H}\) and a function \(\phi \in C([0, T], \mathbb{R})\), consider the following integral equations system
\[
\begin{align*}
\dot{x}(t) &= -\sigma \phi(t) + f_1(x(t), y(t)), \\
\dot{y}(t) &= -\sigma \phi(t) + f_2(x(t), y(t)),
\end{align*}
\]  
(16)

with the initial value \(x_0(0) = x_0, y_0(0) = y_0\) and denote \(D_{x_0, y_0, \phi}\) the derivative of the function \(h \rightarrow \left[x_0 + h(t)\right]_{y_0 + h(t)}\) from \(C([0, T]; \mathbb{R})\) to \(\mathbb{R}^2\). If the rank of \(D_{x_0, y_0, \phi}\) is 2 for some \(\phi \in C([0, T]; \mathbb{R})\), then \(k(t, x, y; x_0, y_0) > 0\) for \(x = x_0(T)\) and \(y = y_0(T)\). Let \(E(t) = f'(x_0(t), y_0(t))\), where \(f'\) is the Jacobian matrix of \(f = \left[f_1, f_2\right]\). For all \(0 \leq t_0 \leq t \leq T\), set \(Q(t, t_0)\) is the matrix function such that \(Q(t_0, t_0) = I\) and \(Q(t, t_0) = E(t)Q(t, t_0), v = \left[\sigma \right]\), then,
\[
D_{x_0, y_0, \phi} h = \int_0^T Q(T, s) w(s) ds.
\]  
(17)

**Lemma 3.6.** For each \((x_0, y_0) \in \mathbb{H},\) and for every \((x, y) \in \mathbb{H},\) there exists \(T > 0\) such that \(k(t, x, y; x_0, y_0) > 0\).

**Proof.** **Step 1:** We first verify that \(D_{x_0, y_0, \phi}\) has rank 2. Let \(\epsilon \in (0, T), \) and \(h = 1_{[T-\epsilon, T]}\). Since \(Q(T, s) = I - E(T)\left(T-s\right)+o(T-s),\) from (17) we have
\[
D_{x_0, y_0, \phi} h = \epsilon v - \frac{1}{2} \epsilon^2 E(T) w + o(\epsilon^2),
\]
where
\[
E(t) w = \sigma \left[ -\Lambda e^{-x} + \beta_2 f'(\epsilon') \epsilon' - (\beta_1 - \beta_2 f'(\epsilon')) \epsilon \right].
\]
Hence, \(E(t) w\) and \(v\) are linearly independent. So \(D_{x_0, y_0, \phi}\) has rank 2.

Next we show that for any two points \((x_0, y_0) \in \mathbb{H}\) and \((x, y) \in \mathbb{H},\) there exist a control function \(\phi\) and \(T > 0\) such that the solution of system (16) satisfies \(x_0(0) = x_0, y_0(0) = y_0, x_0(T) = x, y_0(T) = y\). Set \(\xi = y_0 - x_0,\) and system (16) becomes
\[
\begin{align*}
\dot{x}(t) &= -\sigma \phi(t) + g_1(x(t), y_0(t)), \\
\dot{y}(t) &= g_2(x(t), y_0(t)),
\end{align*}
\]  
(18)

where
\[
\begin{align*}
g_1(x, z) &= -\left(\mu + \frac{1}{2} \sigma^2\right) - \Lambda e^{-x} - (\beta_1 - \beta_2 f'(\epsilon')) \epsilon + \gamma e^{-x+z}, \\
g_2(x, z) &= -\gamma + (\beta_1 - \beta_2 f'(\epsilon')) \epsilon - \Lambda e^{-x} + (\beta_1 - \beta_2 f'(\epsilon')) \epsilon - \gamma e^{-x+z}.
\end{align*}
\]

**Step 2:** Now we check that for any \((z_0, z) \in \mathbb{R}^2\) such that \(z_0 \neq z\) there exists \(\epsilon\) sufficiently large, a control function \(\phi, T > 0\) and a solution \((x_0(t), z_0(t))\) of system (18) with the value as follows
\[
\begin{align*}
z_0(0) &= z_0, \\
z_0(t) &= z_0, \\
x_0(t) &= \hat{x}.
\end{align*}
\]
Case 2-1: Since \(\lim_{x \to \infty} f(x) = 1\), then \(\beta_1 - \beta_2 f'(\epsilon') \geq \beta_1 - \beta_2 \geq 0\). If \(z_0 < z\), let \(\epsilon\) large enough such that
\[-\gamma + (\beta_1 - \beta_2) e^x - \Lambda e^{-x} - \gamma e^{-x+z} > 0.
\]
Let \(z(t)\) of the initial problem
\[
\begin{align*}
\dot{z}(t) &= g_0(\hat{x}, z(t)), \\
z(0) &= z_0,
\end{align*}
\]
in the maximal interval \([0, \tau)\). We choose the control function \(\phi(t) = \frac{1}{\sigma} g_1(\hat{x}, z(t)), (x_0(t), z_0(t)) = (\hat{x}, z(t))\) is the solution of system (18), and there exists \(\tau_1 > 0\) such that \(z(\tau_1) \neq [z_0, z]\). If not, \(z(t)\) will be bounded. Hence, \(\tau = \infty\). On the other hand, for all \(t \geq 0\), we obtain
\[
\dot{z}(t) = g_0(\hat{x}, z(t)) \geq -\gamma + (\beta_1 - \beta_2) e^x - \Lambda e^{-x} - \gamma e^{-x+z} > 0.
\]
Hence $z(t) \to \infty (t \to \infty)$. But this contradict the assumption that $z(t)$ is bounded. Then we discuss our true assertion as follows:

- If $z(0) = Z_0 < z < z(\tau_1)$, we can find a $T \in (0, \tau_1)$ such that $z_T(T) = z$.
- If $z(\tau_1) < z_0 < z$, by the mean value theorem, there exists $\tau_2 \in (0, \tau_1)$ such that
  \[
  \dot{z}(\tau_2) = \frac{z(\tau_1) - z_0}{\tau_1} < 0. \tag{19}
  \]

Then $z < z(\tau_2)$, if not, $z(\tau_2) \leq z$. Since

\[
\dot{z}(t) = g_1(\dot{x}, z(t)) \geq -\gamma + (\beta_1 - \beta_2)e^{\delta t} - \Lambda e^{-\delta t} - \gamma e^{-x + z(t_2)} \\
\geq -\gamma + (\beta_1 - \beta_2)e^{\delta t} - \Lambda e^{-\delta t} - \gamma e^{-x + z} > 0,
\]

which contradict (19). Then $z(0) = Z_0 < z < z(\tau_2)$ and there exists $T \in (0, \tau_2)$ such that $z_T(T) = z$.

Case 2–2: If $z < z_0$, let $\dot{x}$ sufficiently small such that

\[-\gamma + \beta_1 e^{\delta t} - \Lambda e^{-\delta t} \beta e^{\delta t} < 0.\]

By an analogical argument applied above, we obtain the conclusion of case 1.

**Step 3:** In this step we check that for any $(X_0, x) \in \mathbb{R}^2$ such that $X_0 \neq x$ and for all $z_0 \in \mathbb{R}$, there exists a $Z_0 \in (z_0 - \epsilon, z_0 + \epsilon)$, a control function $\varphi$, $T > 0$ and a solution $(x_T(t), z_T(t))$ of system (18) where

\[
x_T(t) = x_0, \quad x_T(0) = z_0, \quad z_T(0) = \hat{Z}_0.
\]

Case 3–1: If $X_0 < x$, we choose $l > 0$ sufficiently large such that $X_0 < x_0 + \frac{1}{2}l$. Let

\[m = \max\{|g_1(x, 0)| + |g_2(x, 0)|: (x, 0) \in [x_0 - l, x_0 + l] \times [z_0 - l, z_0 + l]\}.
\]

Let $\epsilon > 0$ sufficiently small such that $\frac{1}{2}l + T_0 > 0$ such that $T_0 < \frac{1}{l}$. Then we choose a constant such that the control function satisfies

\[-\frac{l}{T_0} + m \leq \sigma \varphi \leq -\frac{l}{2T_0} - m.
\]

Note the condition $T_0 < \frac{l}{4m}$, and the control function $\varphi$ surely exists. Since $(x_T(t), z_T(t))$ is the solution of the following initial problem:

\[
\begin{aligned}
\dot{x}_T(t) &= -\sigma \varphi(t) + g_1(x_T(t), z_T(t)), \quad x_T(0) = x_0, \\
\dot{z}_T(t) &= g_2(x_T(t), z_T(t)), \quad z_T(0) = z_0,
\end{aligned}
\]

then for all $t \leq T_0$ and $\epsilon$ we have

\[
|x_T(t) - x_0| = |\sigma \varphi t + \int_0^t g_1(x_T(u), z_T(u))du| \leq \sigma |\varphi| t_0 + \int_0^t |g_1(x_T(u), z_T(u))|du
\]

\[
\leq (\sigma |\varphi| + m)T_0 \leq l,
\]

and

\[
|z_T(t) - z_0| = |\int_0^t g_2(x_T(u), z_T(u))du| \leq mT_0 \leq \epsilon. \tag{20}
\]

Furthermore,

\[
x_T(T_0) = x_0 - \sigma \varphi T_0 + \int_0^{T_0} g_1(x_T(u), z_T(u))du \geq x_0 - |\varphi| T_0 - mT_0 \geq x_0 + \frac{1}{2}l.
\]

Therefore, $X(0) = x_0 < x < x_0 + \frac{1}{2}l \leq x_0(\tau_0)$ and there exists $T \in (0, \tau_0)$ such that $x_T(T) = x$. In addition, from (20) we exclude the existence of $Z_0 \in (z_0 - \epsilon, z_0 + \epsilon)$ such that $z_T(t) = \hat{Z}_0$.

**Case 3–2:** If $X < x_0$, we choose $l > 0$ sufficiently large such that $\frac{1}{2}l < x < x_0$. We define $m$ and $T_0$ as in case 1, then we choose a constant such that the control function satisfies

\[
\frac{l}{2T_0} + m \leq \sigma \varphi \leq \frac{l}{T_0} - m.
\]

By an analogical argument applied in Case 3–1, we have

\[
x_T(T_0) \leq x_0 - \frac{1}{2}l < x < x_0 = x_T(0),
\]

and we can get the same conclusion in Case 3–1.
Step 4: Now we check that for any \((x_0, x) \in \mathbb{R}^2\) such that \(x_0 \neq x\) and for all \(z_0 \in \mathbb{R}\), there exists a \(\hat{z}_0 \in (z_0 - \epsilon, z_0 + \epsilon)\), a control function \(\varphi, T > 0\) and a solution \((x_0(t), z_0(t))\) of system (18) where

\[
x_0(0) = x_0, \quad x_0(T) = x, \quad z_0(0) = \hat{z}_0, \quad z_0(T) = z_0.
\]  

(21)

From Step 2, we know that there exists a constant control function \(\varphi, T > 0\) and \(\hat{z}_0 \in (z_0 - \epsilon, z_0 + \epsilon)\) such that the solution of the system

\[
\begin{align*}
\dot{x}_0(t) &= \sigma \varphi(t) - g_1(x_0(t), \hat{z}_0(t)), \\
\dot{z}_0(t) &= -g_2(x_0(t), \hat{z}_0(t))
\end{align*}
\]

verifies

\[
\begin{align*}
\hat{x}_0(0) &= x, \quad \hat{x}_0(T) = x_0, \quad \hat{z}_0(0) = z_0, \quad \hat{z}_0(T) = \hat{z}_0.
\end{align*}
\]

Hence, \((x_0(t), z_0(t))\) such that \(x_0(t) = \hat{x}_0(T - t)\) and \(z_0(t) = \hat{z}_0(T - t)\) is the solution of (18) that satisfies the properties in (21).

Step 5: Let \((x_0, z_0) \in \mathbb{R}^2, (x, z) \in \mathbb{R}^2\) and \(\epsilon > 0\) small enough, and we assume that \(z_0 < z\).

- From Step 2, there exists \(\hat{x} \in \mathbb{R}\) sufficiently large, \(\hat{x} \neq x_0\) and \(\hat{x} \neq x\), a control function \(\varphi_1, T_1 > 0\) such that \(z_0(0) = z_0 - \epsilon, \quad z_0(T_1) = z + \epsilon, \quad x_0(t) = \hat{x}\).

- From Step 3, there exists \(\hat{z}_0 \in (z_0 - \frac{\epsilon}{2}, z_0 + \frac{\epsilon}{2})\), a control function \(\varphi_2, T_2 > 0\) such that \(x_0(0) = x_0, \quad x_0(T_2) = \hat{x}, \quad z_0(0) = z_0, \quad z_0(T_2) = \hat{z}_0\).

Since \(\hat{z}_0 \in (z_0 - \frac{\epsilon}{2}, z_0 + \frac{\epsilon}{2}) \subset (z_0(0), z_0(T_1))\), there exists \(t_1 \in (0, T_1)\) such that \(\hat{z}_0 = z_0(t_1)\).

- From Step 4, there exists \(\hat{z} \in (z - \frac{\epsilon}{2}, z + \frac{\epsilon}{2})\), a control function \(\varphi_3, T_3 > 0\) such that \(x_0(0) = \hat{x}, \quad x_0(T_3) = x, \quad z_0(0) = \hat{z}, \quad z_0(T_3) = z\).

Since \(\hat{z} \in (z_0 - \frac{\epsilon}{2}, z_0 + \frac{\epsilon}{2}) \subset (z_0(0), z_0(T_1))\), there exists \(t_2 \in (0, T_1)\) such that \(\hat{z} = z_0(t_2)\).

Next we assume that \(t_1 \leq t_2\) without loss of generality, consider the control function \(\varphi\) defined by

\[
\varphi(t) = \begin{cases} 
\varphi_2(t), & 0 \leq t \leq T_2 \\
\varphi_1(t - T_2 + t_1), & T_2 < t \leq T_2 + t_2 - t_1 \\
\varphi_3(t - T_2 - t_2 + t_1), & T_2 + t_2 - t_1 < t \leq T,
\end{cases}
\]

where \(T = T_2 + t_2 - t_1 + T_3\). Then we have

\[
x_0(0) = x_0, \quad z_0(0) = z_0, \quad x_0(T) = x, \quad z_0(T) = z.
\]

Hence,

\[
x_0(0) = x_0, \quad y_0(0) = y_0, \quad x_0(T) = x, \quad y_0(T) = y.
\]

This claims that \(k(t, x, y; x_0, y_0) > 0\).

Following, we give the main results of this section of the SDE model (4) as follows:

**Theorem 3.7.** Let \((S_1, I_1)\) be a solution of the SDE model (4) for any given initial value \((S_0, I_0) \in \Gamma\). If

\[
\mathcal{R}_0^* > 1 \quad \text{and} \quad \sigma^2 < 2\mu \min\{1, A\}
\]

(22)

hold, then the semigroup \(\{P(t)\}_{t \geq 0}\) is asymptotically stable, where

\[
A = \frac{\min\{S^2, I^2\}}{S^2 + I^2 + \frac{2\mu - \sigma^2}{2\mu} I^2}, \quad \lambda = \frac{\mu}{\beta_1 - \beta_2 f(I^*)}.
\]

**Proof.** According to Lemma 3.5, it follows that \(\{P(t)\}_{t \geq 0}\) is an integral Markov semigroup with a continuous kernel \(k(t, x, y; x_0, y_0)\). Then from Lemma 3.6 for every \(f \in D\), we have

\[
\int_0^\infty P(t)f(t)dt > 0 \quad \text{a.s.}
\]

By virtue of Lemma 3.1, it follows that the semigroup \(\{P(t)\}_{t \geq 0}\) is asymptotically stable or sweeping with respect to compact sets. In order to exclude the sweeping case, we shall construct a non-negative \(C^2\) -function \(V\) and a closed set \(0 \in \Sigma\) such that

\[
\sup_{(S, I) \in \Sigma \cap 0} A^* V < 0.
\]
In fact, when $R_0^s > 1, R_0 = R_0^s + \frac{\sigma^2}{2(\mu+\gamma)} > 1$, from (5) we know model (2) has an endemic equilibrium $E^*$. Then we know $\Lambda = \mu S^* + (\beta_1 - \beta_2 f(I^*))S^*I^* - \gamma I^*, \quad (\beta_1 - \beta_2 f(I^*))S^*I^* = (\mu + \gamma)I^*$, then we have $\Lambda = \mu S^* + \mu I^*$.

Set $V = \frac{1}{2}(S - S^* + I - I^*)^2 + \lambda(I - I^* - I^* \ln \frac{1}{I^*}) := V_1 + \lambda V_2$, where $\lambda$ is defined as in Theorem 3.7. Then

$$A^* V_1 = (S - S^* + I - I^*)(\Lambda - \mu S - \mu I) + \frac{1}{2} \sigma^2 S^2 + \frac{1}{2} \sigma^2 I^2$$

$$= -\mu(S - S^*)^2 - \mu(I - I^*)^2 - 2\mu(S - S^*)(I - I^*) + \frac{1}{2} \sigma^2 S^2 + \frac{1}{2} \sigma^2 I^2,$$

$$A^* V_2 = (I - I^*)(\beta_1 - \beta_2 f(I))S - (\mu + \gamma)) + \frac{1}{2} \sigma^2 I^*$$

$$= (I - I^*)(\beta_1 - \beta_2 f(I))(S - S^*)(I - I^*) - \beta_2 f(I - f(I^*))S^*S - (\beta_1 - \beta_2 f(I^*))S^* + \frac{1}{2} \sigma^2 I^*.$$ 

$$A^* V = A^* V_1 + \lambda A^* V_2$$

$$\leq -\mu(S - S^*)^2 - \mu(I - I^*)^2 + (\lambda(\beta_1 - \beta_2 f(I^*)) - 2\mu)(S - S^*)(I - I^*)$$

$$+ \frac{1}{2} \sigma^2 S^2 + \frac{1}{2} \sigma^2 I^2 + \frac{\lambda}{2} \sigma^2 I^*.$$

Set $\lambda(\beta_1 - \beta_2 f(I^*)) - 2\mu = 0$, and $\lambda = \frac{2\mu}{\beta_1 - \beta_2 f(I^*)}$. Then we have

$$A^* V \leq -\mu(S - S^*)^2 - \mu(I - I^*)^2 + \frac{1}{2} \sigma^2 S^2 + \frac{1}{2} \sigma^2 I^2$$

$$= -(\mu - \frac{\sigma^2}{2})^2 S^* + \frac{2\mu}{2\mu - \sigma^2} I^*$$

$$+ \frac{\mu\sigma^2}{2\mu - \sigma^2} (S^* + I^*)^2$$

$$:= -b_1(S - b_2 S^*)^2 - b_2(I - b_2 I^*)^2 + b_3.$$

Under conditions (22), we can obtain

$$\frac{\mu\sigma^2}{2\mu - \sigma^2} (S^* + I^*)^2 \leq \frac{2\mu}{2\mu - \sigma^2} \min\{S^2, I^2\}.$$

From what has been discussed above, the ellipsoid

$$- b_1(S - b_2 S^*)^2 - b_2(I - b_2 I^*)^2 + b_3 = 0$$

lies entirely in $\mathbb{X}$. Hence there exists a closed set $O \in \Sigma$ which contains the ellipsoid and $c > 0$ such that

$$\sup_{(S,I)\in\mathbb{X};0} A^* V \leq -c < 0.$$

The proof is hence completed. \ \Box

**Remark 3.8.** By virtue of Theorem 3.7, the stochastic process $(S_t, I_t)$ has a unique stationary distribution with density $\psi(x, y)$.

### 4. Applications

In this section, we apply the analytical results above to an SIS model.
Theorem 4.1. (a) For the deterministic model under the same condition of parameter values, we present some numerical simulations. We use the system (24) as an endemicequilibrium andthestochasticversion(4)is

\[\begin{align*}
\frac{dS_t}{dt} & = \Lambda - \mu S_t - \left(\beta_1 - \frac{\beta_2 I_t}{M + I_t}\right)S_t I_t + \gamma I_t, \\
\frac{dI_t}{dt} & = \left(\beta_1 - \frac{\beta_2 I_t}{M + I_t}\right)S_t I_t - (\mu + \gamma)I_t,
\end{align*}\]

which was proposed by Cui et al. [1]. And model (2) becomes

\[\begin{align*}
\frac{dS}{dt} & = \Lambda - \mu S - \left(\beta_1 - \frac{\beta_2 I}{M + I}\right)S I, \\
\frac{dI}{dt} & = \left(\beta_1 - \frac{\beta_2 I}{M + 1}\right)S I - (\mu + \gamma)I,
\end{align*}\]

and the stochastic version (4) is

\[\begin{align*}
\frac{dS_t}{dt} & = \Lambda - \mu S_t - \left(\beta_1 - \frac{\beta_2 I_t}{M + I_t}\right)S_t I_t + \gamma I_t + \sigma S_t dB_t, \\
\frac{dI_t}{dt} & = \left(\beta_1 - \frac{\beta_2 I_t}{M + I_t}\right)S_t I_t - (\mu + \gamma)I_t + \sigma I_t dB_t.
\end{align*}\]

It is easy to verify that \(f(I)\) satisfy the Assumption (H1). Then model (23) has a disease-free equilibrium \(E_0 = (\frac{\Lambda}{\mu}, 0)\) and an endemic equilibrium \(E^* = (S^*, I^*)\) when \(R_0 > 1\):

\[S^* = \frac{(\mu + \gamma)(M + I^*)}{\beta_1(M + I^*) - \beta_2 I^*}, \quad I^* = \frac{(M + I^*)(A \beta_1 - \mu(\mu + \gamma)) - A \beta_2 I^*}{\mu(\beta_1(M + I^*) - \beta_2 I^*)}.
\]

From Theorems 2.1 and 3.7, we can obtain the following results.

Theorem 4.1. (a) For the deterministic model (23),

(a-1) If \(R_0 \leq 1\), the disease-free equilibrium \(E_0 = (\frac{\Lambda}{\mu}, 0)\) is globally asymptotically stable and unstable if \(R_0 > 1\);

(a-2) If \(R_0 > 1\), the endemic equilibrium \(E^* = (S^*, I^*)\) is globally asymptotically stable.

(b) For the stochastic model (24),

(b-1) If \(R_0^* = R_0 - \frac{\sigma^2}{2(\mu + \gamma)} < 1\), the disease dies out with probability one;

(b-2) If \(R_0^* > 1\) and \(\sigma^2 < 2 \mu \min\left\{1, \frac{\min\left[S^2 + I^2 - 2 S^2 I^2 - 2 S^2 I^2}{S^2 I^2}ight]}\right\}\) hold, the semigroup \(\{P(t)\}_{t \geq 0}\) is asymptotically stable, and the system exhibits stationary distribution.

4.2. Numerical simulations and dynamics comparisons

In this subsection, in order to show different dynamical results of the deterministic model (23) and its stochastic description (24) under the same condition of parameter values, we present some numerical simulations. We use the Milstein’s method [17] to simulate the stochastic model (24). The numerical scheme for stochastic model (24) is given by:

\[\begin{align*}
S_{k+1} = S_k + \left[\Lambda - \mu S_k - (\beta_1 - \frac{\beta_2 I_k}{M + I_k})S_k I_k + \gamma I_k\right] \Delta t + \sigma S_k \sqrt{\Delta t} \xi_k + \frac{\sigma^2}{2} S_k (\xi_k^2 - 1) \Delta t, \\
I_{k+1} = I_k + \left[(\beta_1 - \frac{\beta_2 I_k}{M + I_k})S_k I_k - (\mu + \gamma)I_k\right] \Delta t + \sigma I_k \sqrt{\Delta t} \xi_k + \frac{\sigma^2}{2} I_k (\xi_k^2 - 1) \Delta t,
\end{align*}\]

where \(\xi_k (k = 1, 2, \ldots, n)\) are independent Gaussian random variables \(N(0, 1)\).

For the deterministic model (23) and its stochastic description (24), the parameter values are taken as in Table 1.

| Parameters and the epidemiological meaning | Value | References |
|------------------------------------------|------|-----------|
| A: The recruitment rate of the population | 0.2  | Estimated |
| \(\mu\): The natural death rate           | 0.05 | [2]       |
| \(\beta_1\): The contact rate without infections individuals | 0.15 | [1,2]     |
| \(\beta_2\): The maximum reduced contact rate | 0.1  | [2]       |
| \(\gamma\): The recovery rate of \(I\)     | 0.05 | [31]      |
| \(M\): A constant such that \(f(I)\) satisfies (H1) | 10   | [1,2]     |

4.1. An example

As an example, we choose the function \(f(I)\) as

\[f(I) = \frac{I}{M + I},\]

which was proposed by Cui et al. [1]. And model (2) becomes

\[\begin{align*}
\frac{dS}{dt} & = \Lambda - \mu S - \left(\beta_1 - \frac{\beta_2 I}{M + I}\right)S I, \\
\frac{dI}{dt} & = \left(\beta_1 - \frac{\beta_2 I}{M + I}\right)S I - (\mu + \gamma)I,
\end{align*}\]
timeskeeping all parameters fixed and never observing any extinction scenario up to $t = 100$. In Fig. 3, by virtue of Theorem 4.1 and Remark 3.8, we show the existence of the unique stationary distributions for $S_t$ and $I_t$ of model (24) at $t = 300$, where the smooth curves are the probability density functions of $S_t$ and $I_t$, respectively, and the numerical method for them can be found in Appendix B in [12]. From Fig. 3, one can find that, the solutions $(S_t, I_t)$ to the SDE model (24) for higher $\sigma$ (e.g., $\sigma_2 = 0.07$) that the amplitude of fluctuation is remarkable and the distribution of the solution is skewed, while for lower $\sigma$ (e.g., $\sigma = 0.03$), the amplitude of fluctuation is slight and the oscillations are more symmetrically distributed. More precisely, when $\sigma = 0.03$, the distribution appears closer to a normal distribution (See Fig. 3(a)), but as $\sigma_2$ increases to 0.5, the distribution is positively skewed (See Fig. 3(c)). Obviously, in all these three persistent cases, the SDE model (24) has a stationary distribution.

From the figures above we can see, when $\sigma = 0.03$, $\sigma = 0.05$ or $\sigma = 0.07$, as long as the condition of Theorem 4.1(b-2) is satisfied, the stochastic model (4) has a stationary distribution. The stationary distribution of $(S_t, I_t)$ are showed from 10,000
simulation runs under the three different noise intensities at $t = 100$. Numerical simulation reflect that the distribution at $t = 100$ remains stable in the future time. From Fig. 3 we know that the smoothed curves are the probability density functions of $S_t$ and $I_t$. The distributions of Fig. 3 reflect the stationary distribution has a big change with the increasing value of $\sigma$. It means the mean values and the skewness of the distribution for $S_t$ and $I_t$ vary as the increasing magnitude of $\sigma$. Namely, when $\sigma = 0.03$, the distribution is close to a standard distribution, and when $\sigma = 0.07$, the distribution is positively skewed.

4.2.2. Stochastic disease-free dynamics

During the numerical experiments for the SDE model (24), the values of $I_t$ are not equals to zero, and we assume that 10,000 individuals are deemed to be 1 unit susceptible or infected population approximately in this paper. In other words, if the value of $I_t$ is less than 0.0001, the infected population can be regarded as extinction.

As an example, we choose the white noise intensity $\sigma = 1.01$, and $R^0_0 = 0.8995 < 1$. That is, according to the results of Theorem 4.1(b-1), the disease exponentially goes to extinction almost surely, i.e. $I_t$ tends to zero exponentially a.s. (see Fig. 4(a)). In order to understand the effect of the noise intensity $\sigma$, we choose three different values of $\sigma$ as 1.03 (see Fig. 4(b)), 1.05 (see Fig. 4(c)) and 1.07 (see Fig. 4(d)). For $\sigma = 1.03$ and 1.05, $R^0_0 = 0.6955$ and 0.4875, respectively. Furthermore, if we repeat 10,000 numerical simulations with these three different values of $\sigma$, we can know that the average extinction
time of $I_t$ is 20.196, 19.3475 and 18.1035, respectively. We may conclude that the average extinction time decreases with the increase of noise intensity $\sigma$.

5. Conclusions and remarks

The outbreak of the epidemic diseases has brought great damage and loss to people. Many scholars are devoted to reduce the outbreak of the disease for a long time, and many prevention strategies such as media coverage have been used to control and suppress the outbreak of infectious diseases. However, the effects of environmental fluctuation on the epidemic cannot be ignored. In our present paper, we research the influence of environment noise on the dynamics behavior of the disease. There are two aspects in our research significances:

Mathematically, we study the global dynamics of deterministic epidemic model (2) and its corresponding stochastic version (4). For the deterministic case (2), we introduce the basic reproductive number $R_0$ as a threshold parameter to determine whether there is an endemic: if $R_0 \leq 1$, the disease-free equilibrium $E_0$ is globally asymptotically stable; while if $R_0 > 1$, the endemic equilibrium $E^*$ is globally asymptotically stable. And for the stochastic case (4), by using the Markov semigroup theory, we prove that we can use the corresponding basic reproduction number $R^*_0$ to govern the stochastic dynamics: If $R^*_0 \leq 1$, almost all solutions of model (4) tend to the absorbing set $E_0$, that is, the disease will go extinct with probability one; while if conditions

$$R^*_0 > 1 \quad \text{and} \quad \sigma^2 < 2\mu \min\{1, A\}$$

hold, the disease will break out with probability one. It should be noted that the condition above is a sufficient condition for the persistence of disease, not a necessary and sufficient condition.

Epidemiologically, we partially provide the effects of the environment fluctuations on the disease spreading to the SDE model (4). We summarize our main findings as follows:

1. **Large environment fluctuations can suppress the disease outbreak:** Theorem 3.4 indicates that the extinction of disease in the stochastic model (4) occurs if the basic reproduction number $R^*_0 < 1$. Theorem 2.1 shows that the deterministic model (2) admits a unique endemic equilibrium $E^*$ which is globally asymptotically stable if its basic reproduction number $R_0 > 1$. Notice that $R^*_0 = R_0 - \frac{\sigma^2}{2\mu(\gamma + \mu)} < R_0$, and hence there may exist a fact that $R^*_0 < 1 < R_0$. This is the case when the deterministic model (2) has an endemic (see Fig. 1) while the stochastic model (4) has disease extinction with probability one (see Fig. 4). This implies that large environment fluctuations under media coverage in $I$-class can suppress the outbreak of disease.

2. **The stationary distribution exists in the case of $R^*_0 > 1$:** As suggested in Theorem 3.7, Remark 3.8 and Fig. 3, the stochastic model (4) has a stationary distribution if $R^*_0 > 1$ (c.f., Fig. 3), which leads to the stochastic persistence of the disease.

It is should be pointed out that, although our SDE model (4) is similar to that in [2] (one incidence rate is bilinear, the other is standard [2]), the proving methods for stochastically disease dynamics are very different. In [2], the authors used the method of stochastic stability, and here, we use the Markov semigroup theory to prove stochastically asymptotic stability of model (4). On the other hand, in [2], the authors proved that if $R^*_0 < 1$, under an extra conditions of $\sigma$, the disease goes to extinct with probability one (Theorem 3.1 in [2]); and in Theorem 3.4, we show that only when $R^*_0 < 1$, does the disease die out almost surely, regardless of the intensity of environmental fluctuations $\sigma$. This point may show the different effect on the stochastic dynamics between the bilinear incidence rate with the standard incidence rate.
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