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1 Introduction

The goal of this project is to compare the performance of exponential time integrators with traditional methods such as diagonally implicit Runge-Kutta methods in the context of solving the system of reduced magnetohydrodynamics (RMHD). In this report, we present initial results of a proof of concept study that shows that exponential integrators can be an efficient alternative to traditional integration schemes.

For this work the spatial discretization is done using the finite element method and we utilize LLNL’s MFEM software package for this purpose. Discretizing RMHD equations in space using finite elements leads to a large system of ordinary differential equations (ODEs) of the form:

\[
\begin{align*}
    y'(t) &= f(y(t)) \\
    y(t_0) &= y_n
\end{align*}
\]

where \( y(t) \) is the vector of degrees of freedom of the system and \( t_0 \leq t \leq t_f \). Due to the presence of a widely ranging timescales in the RMHD equations, system (1) is very stiff. Therefore, it is usually solved using an implicit time integrator, such as implicit Runge-Kutta or Backward Differentiation Formula (BDF) method. Each time step of an implicit method requires the solution of a large system of nonlinear equations. Approximating such a solution is computationally expensive, and a preconditioner is necessary. Often, preconditioners that yield sufficient efficiency are hard to construct. For these reasons, we want to explore the use of exponential integrators for this problem. These methods are attractive for large stiff problems since they have good stability properties, allow larger time step, and their cost per time step can be computationally cheaper than implicit methods.

In order to show the advantages of exponential time integrators, we formulate two nonlinear diffusion test problems corresponding to a simplified version of the RMHD model of interest. We then compare the efficiency of these exponential schemes to the traditional methods.

This report is organized as follows. First, we introduce the numerical exponential integrators used for this comparison. Then, we describe the numerical test problems and detail the implementation. Finally, we present the results of the comparison study and demonstrate that exponential time integrators can lead to a more accurate and more efficient solution compared to implicit schemes.

2 Time integration

2.1 Time stepping methods

In this section, we give a brief overview of exponential time integrators and present the schemes we will be using in the numerical experiments. We also provide details on the implementation and software we use.

Exponential integrators are usually derived in the following way. First, the right-hand side function \( f \) of eq. (1) is expanded in a Taylor series around the solution \( y(t_n) \) at a given time \( t_n \):

\[
f(y) = f(y(t_n)) + J_n(y - y(t_n)) + R(y)
\]
where $J_n$ is the Jacobian matrix of $f$ at time $t_n$ and $R(y) = f(y) - f(y(t_n)) - J_n(y - y(t_n))$ is the nonlinear remainder of the Taylor expansion. Using the integrating factor $e^{-J_n t}$ and integrating the equation from $t_n$ to $t_{n+1}$, we can get the solution at a future time $t_{n+1} = t_n + h$ as:

$$y(t_{n+1}) = y(t_n) + \varphi_1(h J_n) h f(y(t_n)) + \int_0^1 e^{(1-\theta)h J_n} h R(y(t_n + h\theta)) \, d\theta$$

(3)

where the exponential-like functions $\varphi_k$ are defined as:

$$\varphi_0(z) = e^z = \sum_{n=0}^{\infty} \frac{z^n}{n!}$$

$$\varphi_k(z) = \int_0^1 e^{(1-\theta)z} \frac{\theta^{k-1}}{(k-1)!} d\theta = \sum_{n=0}^{\infty} \frac{z^n}{(n+k)!} \text{ for } k \geq 1$$

Equation (3) is the integral form of system (1) and a starting point for the derivation of most exponential integrators. An exponential integrator is derived by choosing a numerical approximation of the nonlinear integral in eq. (3). For the study, we choose EPI type methods ([7], [8]) derived in [6] as they have been shown to be efficient for this type of problems ([9], [2]). In particular, we will be testing the following two exponential schemes:

- **EPI2 / Exponential Euler (2nd order):**
  $$y_{n+1} = y_n + \varphi_1(h J_n) h f_n$$

- **EPIRK4 (4th order) [6]:**
  $$Y_1 = y_n + \frac{1}{8} \varphi_1 \left( \frac{1}{8} h J_n \right) h f_n$$
  $$Y_2 = y_n + \frac{1}{9} \varphi_1 \left( \frac{1}{9} h J_n \right) h f_n$$
  $$y_{n+1} = y_n + \varphi_1(h J_n) h f_n$$
  $$+ \varphi_3(h J_n)(\alpha_{3,1} h R(Y_1) + \alpha_{3,2} h R(Y_2))$$
  $$+ \varphi_4(h J_n)(\alpha_{4,1} h R(Y_1) + \alpha_{4,2} h R(Y_2))$$

(5)

where $\alpha_{3,1} = -1024$, $\alpha_{3,2} = 1458$, $\alpha_{4,1} = 27648$, $\alpha_{4,2} = -34992$.

Note that the major computational cost of exponential integrator is the computation of the product between exponential functions of the jacobian matrix and vector. The EPI methods are specifically designed to reduce the number of such computations. For example, EPIRK4 requires only 2 such evaluations. As we explain bellow, these evaluations are usually done using Krylov projection type of technics so one would compare the number of such evaluations with the number of nonlinear iterations required at each time step of an implicit method.

For comparison we will use the following explicit and implicit methods implemented in MFEM:

- **Explicit methods:** explicit Euler (ForwardEulerSolver), Runge-Kutta of order 2, 3 and 4 (RK2Solver, RK3SSPSolver, RK4Solver)
- **Implicit methods:** implicit Euler (BackwardEulerSolver), singly-diagonally implicit Runge-Kutta of order 2 and 3 (SDIRK23Solver, SDIRK23Solver)
2.2 Exponential matrix function evaluation

The main computational challenge in the time stepping of exponential schemes is the evaluation of the matrix-vector products involving the \( \varphi_k \) functions. For the problems we are considering, the Jacobian matrix involved in these computations is large and stiff. Therefore, we need an efficient method adapted to this kind of problems. In this work, we are using the KIOPS algorithm [4]. It is using a Krylov subspace to project the large operator into a smaller space where the computation can be carried more efficiently. This idea is similar to the one used in methods like GMRES or conjugate gradient. Moreover, some optimizations are used in this method to improve the efficiency. First, using a theorem from [1], it is possible to reduce the computation of a linear combination of \( \varphi \) functions of the form \( \sum_{i=0}^{k} \varphi_i(hJ)v_i \) to the computation of a single matrix exponential times a vector. Then, in [4], the authors show that during the Arnoldi process it is enough to orthogonalize the new vector with respect to the last 2 previous vectors. This modification reduces the number of dot products from \( O(m^2) \) to \( O(m) \), where \( m \) is the size of the Krylov space, while keeping the procedure stable. This is especially important for parallel code, as dot products require a communication between the computation nodes. Unlike standard Arnoldi procedure and adaptive Krylov algorithm, KIOPS requires only 2 dot products per Krylov vector which significantly improve its parallel efficiency. The last optimization, originally presented in [5], is to substep the computation of the matrix exponential by using the following property of the exponential function:

\[
e^{A}v = e^{\tau_k A}...e^{\tau_2 A}e^{\tau_1 A}v \quad \text{if} \quad \sum_{i=1}^{k} \tau_i = 1
\]

Using this equation, it is possible to compute \( e^{A}v \) by first computing \( w_1 = e^{\tau_1 A}v \), then computing \( w_2 = e^{\tau_2 A}w_1 \), and so on until \( \tau_k \). By choosing \( \tau_i < 1 \), we have \( ||\tau_i A|| < ||A|| \) and therefore the approximation requires a smaller Krylov subspace. This also allows the computation of \( e^{\tau A} \) with several values of \( \tau \) with a single Krylov projection. KIOPS uses an algorithm to compute the values of \( \tau \) adaptively.

Using these optimizations, it is possible to advance the solution using the method EPIRK4 with only 2 Krylov projections instead of the 5 projections require with a naive implementation. To do so, we first compute the stages \( Y_1 \) and \( Y_2 \) in a single computation using the substepping. Then, we can compute the linear combination of \( \varphi \) functions with a second projection using the first optimization. For full details on EPI methods with KIOPS see [4] and [3].

3 Implementation

The KIOPS method as well as the exponential integrators are implemented in the EPIC-cpp package available at [https://gitlab.com/tokman-lab/epic-cpp](https://gitlab.com/tokman-lab/epic-cpp). This package only requires the user to provide the right-hand side function and, optionally, the associated Jacobian matrix or a matrix-free implementation of it. It can be used for both serial and parallel applications (using the MPI standard) and is built on top of NVector module of SUNDIALS for vector storage and basic operations.

As part of this project, an interface between EPIC-cpp and MFEM was developed. This allows users to access and use the integrators available in the EPIC-cpp package directly from
MFEM. This wrapper works similarly to the integration of SUNDIALS into MFEM and is transparent for the user. One can use the EPIRK4 or EPI2 class in place of the other MFEM ode solver (e.g. ForwardEulerSolver, SDIRK23Solver) and call the same methods. Additional parameters can be used during the construction of the exponential integrator to choose between user-provided jacobian or finite difference approximation. This interface is currently available in the epic-dev branch of MFEM. The other time integration methods used for the comparison are from the already available MFEM ode solver. The test problems used in the numerical experiments are implemented in the feature/exponential-integrator branch of the mhdex project, available at https://lc.llnl.gov/bitbucket/scm/mwm/mhdex.git All the necessary dependencies and test problems can be obtained from the feature/exponential-integrator branch of the mhd-mfem project, available at https://lc.llnl.gov/bitbucket/scm/mwm/mhd-mfem.git.

4 Test problems

In order to compare the performance of the different time integration methods, we set up two test problems. These problems model nonlinear diffusion in a way that is similar to what is found in the RMHD problem of interest.

- **1D diffusion problem:**
  The first problem correspond to a nonlinear diffusion PDE in 1 dimension.

\[
\frac{\partial u}{\partial t} = \frac{\partial}{\partial x} \left( \mu(u) \frac{\partial u}{\partial x} \right) + s(x)
\]

(6)

on the domain \(x \in [0, 1]\) with \(\mu(u) = (\beta_1 + \beta_2 u^{5/2})\) and the source is defined by \(s(x) = e^{-\frac{1}{2}((x-1/2)/\sigma)^2}\). The diffusion coefficients can be selected in order to adapt the stiffness and the amount of nonlinearity of the problem. With \(\beta_2 = 0\), the problem is linear. In the other case, the nonlinearity is chosen to emulate the kind of diffusivity found in RMHD problems.

We found that in order to get the correct order of convergence, we need to rewrite the problem in the following form:

\[
\frac{\partial u}{\partial t} = \frac{\partial^2}{\partial x^2} (g(u)) + s(x)
\]

(7)

where \(g(u) = \beta_1 u + \frac{\gamma}{2} \beta_2 u^{7/2} = \int \mu(u) du\). Since mathematically eq. (6) and eq. (7) are equivalent, the discrepancy is most likely due to a bug in the current version of MFEM.

- **2D anisotropic diffusion**
  The second problem is an anisotropic diffusion PDE in 2 dimensions.

\[
\frac{\partial u}{\partial t} = \nabla \cdot (\mu(u) \nabla u) + s(x)
\]

on the domain \((x, y) \in [0, 1]^2\) with \(\mu(u) = \kappa \left[ (\beta_1 + \beta_2 u^{5/2}) (\hat{b} \otimes \hat{b}) + 10^\alpha (I - \hat{b} \otimes \hat{b}) \right]\) and the source is defined by \(s(x) = e^{-\frac{1}{2}((x-1/2)/\sigma)^2}\). The magnetic field \(b\) used in this experiment is the 2-wire model and is represented in Figure 1.
The $\beta$ parameters are controlling the diffusion in the direction of the magnetic field. As in problem [6], it is possible to choose either a linear or nonlinear diffusion. The $\alpha$ coefficient is controlling the strength of the diffusion in the direction perpendicular to the magnetic field. As this parameter goes to 0, a boundary layer is forming, making the problem stiffer. Similar to the 1D diffusion test, we need to rewrite the problem in the following form in order to get the correct order of convergence:

$$\frac{\partial u}{\partial t} = \nabla \cdot \left( \left( \hat{b} \otimes \hat{b} \right) \nabla \left( \beta_1 u + \frac{2}{7} \beta_2 u^{7/2} \right) \right) + \nabla \cdot \left( (I - \hat{b} \otimes \hat{b}) \nabla \left( 10^a u \right) \right) + s(x)$$
5 Results

5.1 Validation of the order of convergence

Our first task is to validate the correct order of convergence of the implemented methods. Since for linear problems, the schemes (4) and (5) are exact (assuming that the $\varphi_k$ functions are evaluated exactly), we want to verify that if we set the nonlinear diffusion coefficient to zero, we are getting the expected result. Figure 2 shows the norm of the error as a function of the timestep for the 1d test problem on the left and the 2d test problem on the right with linear diffusion. As expected, for the non-exponential methods (red and yellow curves), the error is growing with the time step. For the exponential schemes, for all values of the time step, the error stays very low. This error is nonzero because of the tolerance in the evaluation of the $\varphi_k$ functions.
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(a) 1d test problem
($\beta_1 = 5 \times 10^{-3}, \beta_2 = 0$)

(b) 2d test problem
($\kappa = 10^{-2}, \alpha = 10^{-3}, \beta_1 = 1, \beta_2 = 0$)

Figure 2: Convergence diagrams for the 1d and 2d test problems with linear diffusion.

Figure 3 shows the convergence plot for the 1d test problem with nonlinear diffusion. The plots on the top correspond to a coarse grid making the problem non-stiff while the plots on the bottom are on a more refined grid making the problem stiffer. The left plots are comparing the explicit and exponential methods while the plots on the right are comparing the implicit and exponential methods. The dashed lines next to each curve correspond to the expected order of convergence. We can see that all the methods are converging at the expected rate. However, the explicit methods on the fine grid are only stable for the smallest time step while both the implicit and exponential methods do not have any stability issues. Figure 4 presents the same results but for the 2d anisotropic diffusion test problem. With this problem, all methods still converge as expected and the explicit schemes still suffer from instability on the finer grid.

![Convergence diagram](image)
Figure 3: Convergence diagrams for the 1d test problems with nonlinear diffusion ($\beta_1 = 5 \times 10^{-5}, \beta_2 = 5 \times 10^{-3}$).
Figure 4: Convergence diagrams for the 2d test problems with anisotropic diffusion ($\kappa = 10^{-2}, \alpha = 10^{-3}, \beta_1 = 0, \beta_2 = 10$).
5.2 Performance comparison

Figures 5 and 6 are showing the precision diagram (Error vs time to solution) for the 1d nonlinear diffusion and 2d anisotropic diffusion respectively. Each plot compare the performance of the exponential schemes to explicit (left) and implicit (right) methods on a coarse (top) and fine (bottom) grid. As expected, if we compare an explicit with an exponential scheme at the same order of accuracy, the time to solution for the explicit scheme will be lower as the cost per iteration is much cheaper with explicit scheme. However, as we can see from the previous section, explicit schemes quickly become unstable as the grid is refined and therefore can not be considered for stiff problems. On the other hand, we can see that the performance of exponential schemes is better than the implicit methods on both test problems. Moreover, the gap between the implicit and exponential methods is increasing going from the coarse to the finner grid. This indicates that exponential methods scale better as the problem get stiffer.

Figure 5: Precision diagrams for the 1d test problems with nonlinear diffusion ($\beta_1 = 5 \times 10^{-5}, \beta_2 = 5 \times 10^{-3}$).
Figure 6: Precision diagrams for the 2d test problems with anisotropic diffusion ($\kappa = 10^{-2}, \alpha = 10^{-3}, \beta_1 = 0, \beta_2 = 10$).
6 Conclusion and future work

In this work, we introduced two nonlinear diffusion PDEs as a test problems for the RMHD equations. We used these problems to compare the performance of exponential integrators with traditional methods. These integrators and test problems were validated by looking at the order of convergence. Moreover, the results demonstrate that exponential integrators have the potential to be an efficient alternative to implicit methods for this kind of problems.

In the future, we are planning on extending this work to more realistic test problems. We also want to investigate the addition of algebraic constraint as part of the solve. These constraint are of great interest for RMHD problems and need to be treated correctly and efficiently.
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