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1. Inter-particle Structural Correlation Length

The most prominent, structural $Q = 0.0714$ Å$^{-1}$ peak for the [1,0,0] and equivalent directions, Fig. 1a of the main text, is fit using SASView [1, 2] by a Lorentzian with a full-width half-maximum of $(0.0148 \pm 0.0004)$ Å$^{-1}$ after the experimental resolution has been properly accounted for [3]. The Scherrer formula [4],

$$D_{\text{Struc}} = 0.94 \lambda / \beta \cos(\theta/2),$$

allows for an estimate of the structural coherence length, $D_{\text{Struc}}$. The neutron wavelength, $\lambda = 6$ Å. $\beta$ is the full-width half-maximum of the SANS scattering angle, $\theta$ in radians, where $\theta = \sin^{-1}(\lambda Q/2 \pi)$. Together this yields $D_{\text{Struc}} = (40.0 \pm 1.1)$ nm.

In order to place this in the context of relative distances for n.n., n.n.n., and n.n.n.n., Table I. of the main text, the maximum relevant length scale is twice the n.n., n.n.n., or n.n.n.n. distance since by symmetry each nanoparticle has neighbors at both the ± positions plus the width of the outermost nanoparticles. Thus, a measured crystalline length $(40.0 \pm 1.1)$ nm includes the n.n. at $2 \times L + 8.4$ nm = 28.7 nm, the n.n.n. at $2 \times \sqrt(2) L + 8.4$ nm = 37.1 nm, and most to all of the n.n.n.n. at $2 \times \sqrt(3) L + 8.4$ nm = 43.6 nm, where the nanoparticle-to-nanoparticle distance $L = 10.16$ nm and the nanoparticle diameter = 8.4 nm. Note that the average crystallite length observed should be an approximate average between n.n.n. and n.n.n.n. $(40.4$ nm) since the peak width measured per crystallite depends on its relative orientation. At magnetic fields well below saturation, however, the magnetic domains may be smaller than the structural coherence length, so $\sqrt(3)L$ represents the maximum distance over which magnetic correlations among nanoparticle neighbors should be considered. As will be shown in the next section, the nanoparticles can be thought of as residing in a long-range, close-packed crystal with dislocations, rather than in finite crystallites, leading to the observed reduction in structural coherence.

2. Magnetic and Coherence Measurements on Similar Sample

Here we examine the relative structural and magnetic coherence lengths, as well as temperature-dependent magnetization, from a similar sample of magnetite core|manganese ferrite shell nanoparticles with better FCC crystalline ordering, but smaller sample volume and a slightly thinner manganese ferrite shell of 0.5 nm [5]. All small-angle neutron scattering (SANS) measurements were performed using 5.5 Å neutrons with an 11.5 % wavelength spread. Polarization analysis of the neutron spin before and after scattering from the sample allows the nuclear (structural) and magnetic scattering to be unambiguously separated [6, 7, 8]. In our notation, arrows are used to indicate the neutron spin relative to the applied field, with the first and second arrows referring to the polarization state before and after sample scattering, respectively. The polarization efficiency of all the spin optics has been measured and corrected for [9].
2.1. Structural Coherence

Figure 1. (a) Structural (solid points) and structural-magnetic (open points) SANS at 1.5 T are shown for a similar sample with long-range FCC order. The horizontal lines are a guide to the eye showing the maximum height of each magnetic peak. Error bars here and elsewhere represent one standard deviation. (b) Structural data (200 K data shown) can be fit by a face-centered cubic (FCC) paracrystal with a distortion factor of 0.12.

A nearly saturating, horizontal magnetic field of 1.5 T was applied to the sample such that $\downarrow\downarrow + \uparrow\uparrow$ data collected within sector cuts of $\pm 10^\circ$ about the horizontal direction yield structural information (solid points of Fig. 1). The lowest-Q structural peak at $Q = 0.0842 \text{ Å}^{-1}$ corresponds to the (111) FCC reflection, Fig. 1a, and is fit using SASView [1] by a Lorentzian with a full-width half-maximum of $(0.0166 \pm 0.0004) \text{ Å}^{-1}$ after the experimental resolution has been properly accounted for [3]. Following the same procedure as above [4], $D_{\text{Struc}}$ is determined to be 35.5 nm $\pm$ 0.85 nm. Note that the ratio of $D_{\text{Struc}}$ / nanoparticle diameter is 4.8 for both the similar and primary samples. Alternatively, the structural scattering can be well described by a quasi-infinite, face-centered cubic (FCC) paracrystal [10, 11] with a dislocation factor (i.e. degree of distortion of any given scattering object from its position in a perfect crystal) of 0.12, Fig. 1b.

2.2. Temperature-Dependent Magnetization

At 1.5 T, $\downarrow\downarrow - \uparrow\uparrow$ SANS data collected within sector cuts of $\pm 10^\circ$ about the vertical direction yield twice the structural-magnetic scattering $\propto$ the net sample magnetization, $M$, parallel to the applied field [7] (open points of Fig. 1). The relative nuclear-magnetic peak intensity heights of 291 at 10 K, 279 at 200 K, and 238 at 300 K yield $\frac{M_{200 \text{ K}}}{M_{300 \text{ K}}} = 1.17$, which is a good approximation for magnetic scaling between the 190 K and 300 K data.
SQUID magnetotomotry, Fig. 2, was used to generate the magnetic saturation vs. temperature curve in Fig. 1c of the main text. The increase of saturated magnetization (at 5 T) between 300 K and 190 K, based on SQUID measurements, is also about $0.90/0.77 = 1.17$.

![Figure 2](image)

Figure 2. Sample magnetization vs. applied magnetic field as a function of temperature.

### 2.3. Inter-particle Magnetic Correlation Length

Spin-flip ($\uparrow \downarrow + \downarrow \uparrow$) SANS scattering at 0.005 T and 200 K yields the magnetic-only scattering [6, 7, 8] of the nanoparticles at near remanence, Fig. 3. The lack of a (111) FCC reflection, as observed for the structural scattering in Fig. 1, indicate that the nanoparticles are not magnetically correlated over long length scales at remanence. However, the data cannot be fit with a simple core or core|shell model which assumes that the nanoparticles are magnetically uncorrelated (black dashed curve). Rather the data require a model that includes magnetic correlations between the nanoparticles (solid blue curve). Here we use a fractal model consisting of correlated spheres [12] to evaluate this correlation length, $\epsilon$. The fractal dimension, $d$, of spherical nanoparticles is 2 [13]. The nanoparticle diameter is fit at $(7.31 \pm 0.04)$ nm, which agrees with the transmission electron microscopy average of 7.4 nm [5], and $\epsilon = (4.27 \pm 0.06)$ nm. The Guinier radius of a cluster, $R_G$, is given by [12],

$$R_G^2 = d(d+1)\epsilon^2/2.$$  

(2)
Figure 3. Spin-flip small-angle neutron scattering arises from the scattering of magnetic moments, but not from structural scattering, within the scattering sample. Such scattering, thus, measures the magnetic scattering from individual nanoparticles plus any magnetic correlations that form between the nanoparticles. A small magnetic guide field of 0.005 T was used to retain the neutron spin polarization.

Assuming the magnetic correlation is spherical, then its radius, $R_{Mag}$, is related to $R_G$ as

$$R_{Mag}^2 = \frac{5}{3} R_G^2. \quad (3)$$

This sets $R_{Mag}$ at $(9.55 \pm 0.14)$ nm, or $D_{Mag} = (19.1 \pm 0.3)$ nm.

It is worthwhile to note that the $D_{Mag}$ at remanence is roughly one-half $D_{Struc}$ for this sample. Thus, it is likely for our primary sample that the magnetic correlation is similarly reduced from the structural coherence of $\sqrt{(3)L}$ or n.n.n.n, Table I. of the main text. Therefore, we leave the determination of how many of the n.n.n.n. to include in the calculation of $J$ as the only fitting parameter.

3. Statistical Significance of Observed Magnon Peaks

For weak magnon signals coincident with large background scattering, the most reliable method of extracting the magnons is through subtraction of one data set from another, varied in either temperature or magnetic field. The uncertainty ($\sigma =$ one sigma) from the unsubtracted data sets is calculated as the square root of the total counts measured, and the uncertainty of the subtraction from data sets 1 and 2 is determined in the usual manner as $\sigma_{subtraction} = \sqrt{\sigma_1^2 + \sigma_2^2}$. With this treatment it becomes apparent that the signal observed is not significantly larger than the statistical fluctuations. Thus, we shall apply Akaike Information Criteria (AIC) [14] and Bayesian Information Criteria
(BIC) [15] tests to determine whether the data is statistically robust and most likely to be correctly associated with a Gaussian-like peak or if the data could be equally well represented by a sloping background (linear or exponential), which would be a null result. Residual sum of squares (RSS) minimization of model fits and the AIC, BIC statistical comparison between the model fits were performed using OriginPro 2017 [2].

Although neither the AIC nor the BIC approaches can be used to determine if any given model correctly represents the data, they can be used effectively to compare models on the same data set; comparatively lower AIC and BIC values correspond to models that are more likely to accurately represent the data. Specifically, the AIC and BIC values are determined as,

\[
AIC = 2k + n \cdot \ln(RSS/n)C \\
BIC = n \cdot \ln(RSS/n) + k \cdot \ln(n),
\]

where \( k \) is the number of fitted parameters, \( n \) is the number of data points, and \( C \) is a data-set specific constant that drops out in the difference of AIC values. If the number of fitted parameters between models is the same, then the lowest AIC simply selects for the model with the lowest RSS. The relative likelihood of model 1 compared to model 2 in the AIC test is determined from \( e^{(AIC_2 - AIC_1)/2} \). For the BIC test, absolute BIC differences of less than 2 are considered inconclusive, while those of 2 or more are considered to positively select one model over the other. Both AIC and BIC analysis select for a reduction of fitting parameters along with a reduction in RSS, with the penalty of extra parameters typically being larger in the BIC test.

3.1. \( Q=0.16 \, \text{A}^{-1} \) Data

A shift of extra intensity along the energy axis is observed between 0 T, 4 T, and 8 T (Fig. 3a of the main text). To extract a magnon peak the 0 T data is subtracted from the 4 T data, resulting in Fig. 4 (comparable to Fig. 3b of the main text, but without any shift in energy to minimize data processing). We note we cannot extend the fit beyond -0.4 meV since the 0 T peak has weight here and causes the difference to become negative. Models of a Gaussian peak versus linear background (null result) are compared. Both the AIC and the BIC statistical analysis select the Gaussian peak as the preferred model, with the AIC approach indicating a Gaussian peak is more statistically likely than a linear fit by a factor of 1.35. The exponential model does not fit the data well and is excluded from further consideration.

This Gaussian-like peak becomes more apparent by eye (even though the information content is not increased) if the data are rebinned every two points, where A and B rebins represent each of the two possible ways the data could be combined, Fig. 5.

The intensity difference from the 8 T 0 T data sets is more spread out in energy and is not statistically significant as a peak by itself, Fig. 6. AIC test selects the lower parameter linear fit, while the BIC test is inconclusive. However, knowing that the 4 T
Figure 4. Gaussian and linear models fits at $Q = 0.16 \, \text{Å}^{-1}$. Both AIC and BIC tests select for the Gaussian peak.

Figure 5. Rebinning the data every two points at $Q = 0.16 \, \text{Å}^{-1}$, where Rebin A and B indicate the two possible ways to do this, yields a prominent peak.

data contains a Gaussian-like magnon, we can still use the 8 T 0 T data set to gauge the amount the peak shifts in energy with applied magnetic field.
3.2. \( Q=0.20 \ \text{Å}^{-1} \) Data

The \( Q=0.20 \ \text{Å}^{-1} \) data set is challenging to model since the peak of interest is situated on the edge of the dominant, quasi-elastic Bragg peak. Note that the quasi-elastic peak is larger at 21 K than at 300 K (Fig. 2a of the main text) such that all the subtracted data points can be utilized up to the point at which a large, negative low-Q difference persists (as done here, Fig. 7). The AIC test selects the Gaussian peak model over the linear fit by a factor of 2.0 and over the exponential fit by a factor of 7.3. The BIC tests are inconclusive. Similar results are obtained even if the one or two points closest to the quasi-elastic peak are removed.
3.3. $Q=0.25 \, \text{Å}^{-1}$ Data

Although our Inter-particle Magnon Model suggests that two magnon peaks could be present in the data, only the highest Q peak is distinctive enough to warrant a statistical evaluation due to the prominence of the sloping background resulting from the difference between 300 K and 21 K. Thus, we fit the data with a Gaussian peak plus linear slope, a linear slope, and an exponential slope, Fig. 8. (Note we do not further discuss the Gaussian peak plus exponential slope model since this returns a linear-like background slope that has the same fit quality as the Gaussian plus linear model, but with additional fit parameters.) Although the BIC test is inconclusive, the AIC test selects the Gaussian plus linear model over the linear or exponential fits by factors of 1.4 and 1.9, respectively.

![Figure 8](image)

**Figure 8.** Gaussian + linear, linear, and exponential models fits at $Q = 0.25 \, \text{Å}^{-1}$. The AIC test selects for the Gaussian + linear model, while the BIC test is inconclusive.

Alternatively, it is common practice to fit the background from one range, and then model the peak after subtraction of this measured slope in another range. Here we fit the data from 0.5 meV to 1.0 meV with a linear slope, and subtract this from the entire data set, Fig. 9. In this case both AIC and BIC tests select the Gaussian peak over a linear slope, the AIC test by a factor of 27.9.

3.4. Summary of Statistical Significance

Statistical analysis indicates that the statistically significant Gaussian-like peaks have been found with the AIC test at $Q = 0.16 \, \text{Å}^{-1}$ (4 T 0 T), $Q = 0.20 \, \text{Å}^{-1}$ (300 K 21 K), and $Q = 0.25 \, \text{Å}^{-1}$ (300 K 21 K, highest Q peak) and with the BIC test at $Q = 0.16 \, \text{Å}^{-1}$ (4 T 0 T) and $Q = 0.25 \, \text{Å}^{-1}$ (300 K 21 K, manual background removal, highest Q peak). These are summarized in Table S1. We note that the lower-Q, secondary peak at $Q = 0.25 \, \text{Å}^{-1}$ is questionable and can neither be statistically confirmed nor excluded based on the data. Although individual magnon peaks are weak and suffer from significant statistical noise, in aggregate they are statistically relevant. Taken together, they are well described by the Inter-particle Magnon Model presented in the main text.
Figure 9. Gaussian and linear models fits at Q = 0.25 Å⁻¹ after manual background removal has been performed from fitting the 0.5 meV to 1.0 meV region with a linear slope. Both AIC and BIC tests select for the Gaussian model.

### Table 1. Comparative fit results

*Indicates that the model is preferred by a statistically significant amount. k is the number of fit parameters.

| Models for a given Q | AIC Value   | BIC Value   |
|---------------------|-------------|-------------|
| Q = 0.16 Å⁻¹ (4 T - 0 T): |             |             |
| Gaussian (peak, k = 4) | 7.63349     | 7.08535     |
| Linear (null, k = 2)  | 8.22756     | 9.18439     |
| Q = 0.20 Å⁻¹ (300 K - 21 K): |             |             |
| Gaussian (peak, k = 4) | 12.65742    | 18.14637    |
| Linear (null, k = 2)  | 14.05163    | 17.83072    |
| Exponential (null, k = 3) | 16.63095   | 21.35708    |
| Q = 0.25 Å⁻¹ (300 K - 21 K): |             |             |
| Gaussian + Linear (peak, k = 5) | -4.19698    | 1.55129     |
| Linear (null, k = 2)  | -3.46573    | 0.19621     |
| Exponential (null, k = 3) | -2.88251   | 1.67495     |
| Q = 0.25 Å⁻¹ (300 K - 21 K, manual background removal): |             |             |
| Gaussian (peak, k = 4) | -6.95694    | -3.66645    |
| Linear (null, k = 2)  | -0.30018    | 1.69428     |

4. **Zeeman Excitation Shift at Q = 0.16 Å⁻¹**

At Q = 0.16 Å⁻¹ the magnon increases linearly in energy with applied field between 0 T and 8 T due to the Zeeman energy contribution. In order to get a mid-point fit for the peaks at 4 T and 8 T, Fig. 3 of the main text, the background slope (shown) was subtracted from each data set, Fig. 10. The resulting 4 T peak spans -0.75 meV to
-0.50 meV, with an intensity-weighted average of -0.638 meV. The resulting 8 T peak spans -0.90 meV to -0.65 meV, with an intensity-weighted average of -0.778 meV. Thus, the shift between 4 T and 8 T is -0.14 meV with an uncertainty of about ± 0.02 meV.

5. Temperature Conversion

The $Q = 0.16 \, \AA^{-1}$ data was measured at 190 K, while the $Q = 0.20 \, \AA^{-1}$ and $0.25 \, \AA^{-1}$ data sets were measured at 300 K. The excitation energy is $\propto$ the sample magnetization squared, $M^2$. As discussed above, $\left(\frac{M_{190\,K}}{M_{300\,K}} = 1.17\right)^2 = 1.37$. This is the formula used to determine excitation values at 190 K relative to those calculated at 300 K.

6. Dzyaloshinskii-Moriya Interaction

Since a non-zero $Q_0$ shift, Eqn. 1 of the main text, is required in order to avoid a non-physical negative energy gap, one must consider the possibility that a symmetry-breaking interaction such as the Dzyaloshinskii-Moriya (DM) interaction [16] is involved. Additionally, it has been shown that the DM interaction could be responsible for canted shell structures within magnetite core-manganese ferrite shell nanoparticles [5] and Fe$_3$O$_4$ nanoparticles [17]. If the DM interaction was responsible for $Q_0 \neq 0$, then the measured spin stiffness of 51 meV $\AA^2 \pm 12$ meV $\AA^2$ would be intra-particle and reflect the atomic exchange of the nanoparticle, which is considerably lower than either the spin stiffness of bulk MnFe$_2$O$_4$ at 173 meV $\AA^2$ [18] or bulk Fe$_3$O$_4$ at 233 meV $\AA^2$ [19]. In addition, the value of $Q_0$ is set by $-DM/a\chi$ [20], where $a$ is the lattice constant of 8.396 $\AA$ [5], $DM$ is the interatomic Dzyaloshinskii-Moriya interaction strength, and $\chi$ is...
the interatomic exchange strength. Using the atomistic simulation, VAMPIRE, it was determined that with $\chi$ set equal to the average interatomic exchange between Fe-Fe and Mn-Fe in bulk MnFe$_2$O$_4$, the minimum ratio of $DM$ to $\chi$ which produced shell canting within magnetite core|manganese ferrite shell nanoparticles would be 1.8 [5]. Similarly, high resolution electron loss spectroscopy on Fe$_3$O$_4$ nanoparticles combined with the density functional theory program, WIEN NCN, determined that although $\chi$ was reduced in nanoparticle form, the DM to $\chi$ ratio required to reproduce the observed canted shell formation remains at 1.8 [17]. Both approaches, spanning the range from bulk-like to suppressed $\chi$ values, produce similar DM to $\chi$ ratios required for shell canting and result in a Dzyaloshinskii-Moriya interaction $Q_0$ shift of $\approx 0.21 \, \text{Å}^{-1}$ [20]. Thus, the experimentally observed $Q_0$ shift of 0.0714 $\text{Å}^{-1}$ can be far better explained as renormalization of $q$ by nearest reciprocal-lattice vector arising from nanoparticle-to-nanoparticle spacing within their ordered lattice than by the DM interaction.

7. Lattice Truncation

As discussed in the main text, only ferromagnetic (FM) coupling between the central nanoparticle and neighboring nanoparticles is considered. For $M \perp$ plane calculations this involves coupling between the central nanoparticle and the 2nd and 3rd layers (2 n.n., 2 n.n.n., and 3 n.n.n.n.), while for $M ||$ plane calculations this involves coupling between the central nanoparticle and the 1st and 2nd layers (1 n.n., 2 n.n.n., 1 n.n.n.n., and 2 n.n.n.n.). However, since the magnetic domains are likely reduced from the structural crystallites with coherence up to n.n.n.n. (see above), the number of n.n.n.n. to include in the magnetic calculations is a fitting parameter. Table II. of the main text shows that the 3 n.n.n.n. have strong magnetic coupling to the central nanoparticle (especially for $M \perp$ plane), while 1 n.n.n.n. and 2 n.n.n.n. have significantly weaker magnetic coupling to the central nanoparticle. Thus, the calculations of $J_{NS}$ that follow will include all possible n.n. and n.n.n. plus the 3 n.n.n.n., but none of the 1 n.n.n.n. or 2 n.n.n.n., unless otherwise stated. Neighbor nanoparticle positions are listed in Table I. of the main text.

8. Magnon Calculation for $\hat{Q}$ along [1,1,0] and Equivalent Directions

For (110) and equivalent reflections, $Q_0 = 0.124 \, \text{Å}^{-1}$. The excitations resulting from the combination of Eqn. 2 and Table I. of the main text are:

$$\hbar \omega(1 \text{ n.n.}) A_1 = J_{NS} [6A_1 - 4A_2 \cos(Lq/2) - 2A_2 \cos(Lq)]$$

$$\hbar \omega(2 \text{ n.n.}) A_1 = J_{NS} [6A_1 - 2A_2 - 4A_2 \cos(Lq/2)]$$

$$\hbar \omega(2 \text{ n.n.n.}) A_1 = J_{NS} [6A_1 - 2A_2 - 4A_2 \cos(Lq)]$$

$$\hbar \omega(1 \text{ n.n.n.n.}) A_1 = J_{NS} [6A_1 - 2A_2 - 4A_2 \cos(3Lq/2)]$$

$$\hbar \omega(2 \text{ n.n.n.n.}) A_1 = J_{NS} [12A_1 - A_2 4\cos(Lq/2) - A_2 4\cos(3Lq/2) - A_2 4\cos(Lq)]$$

$$\hbar \omega(3 \text{ n.n.n.n.}) A_1 = J_{NS} [6A_1 - 2A_2 - 4A_2 \cos(Lq/2)]$$
### Table 2. Ferromagnetic acoustic excitations for $\hat{Q} = [1,1,0]$

| $Q$ ($\text{A}^{-1}$) | $q$ ($\text{A}^{-1}$) | Temperature (K) | $M \perp$ plane (meV) | $M \parallel$ plane (meV) |
|-----------------------|----------------------|-----------------|------------------------|------------------------|
| 0.16                  | 0.036                | $300 \rightarrow 190$ | 0.051 $\rightarrow$ 0.070 | 0.072 $\rightarrow$ 0.099 |
| 0.20                  | 0.076                | 300              | 0.23                   | 0.32                   |
| 0.25                  | 0.126                | 300              | 0.62                   | 0.88                   |

### Table 3. Ferromagnetic acoustic excitations for $\hat{Q} = [1,0,0]$

| $Q$ ($\text{A}^{-1}$) | $q$ ($\text{A}^{-1}$) | Temperature (K) | $M \perp$ plane (meV) | $M \parallel$ plane (meV) |
|-----------------------|----------------------|-----------------|------------------------|------------------------|
| 0.16                  | 0.089                | $300 \rightarrow 190$ | 0.31 $\rightarrow$ 0.42 | 0.43 $\rightarrow$ 0.59 |
| 0.20                  | 0.129                | 300              | 0.65                   | 0.91                   |
| 0.25                  | 0.179                | 300              | 1.25                   | 1.76                   |

Acoustic ($A_i = A_j$) excitation values are calculated by inserting the dipolar coupling constants ($J_N S$) from Table II of the main text into the equations above: These excitations are smaller than the experimentally observed energies, Fig. 4b of the main text. Even if all of the possible n.n.n.n. were included (i.e. adding 1 n.n.n.n. and 2 n.n.n.n.), $M \parallel$ plane excitation energies would only increase to (0.15, 0.50, and 1.36) meV at $Q = (0.16, 0.20,$ and $0.25) \text{ A}^{-1}$ at 300 K, which is still too small account for the experimental results. Changing the number of included n.n.n.n. has no effect on $M \perp$ plane calculations.

### 9. Magnon Calculation for $\hat{Q}$ along $[1,0,0]$ and Equivalent Directions

For (100) and equivalent reflections, $Q_0 = 0.0714$ A$^{-1}$. The excitations resulting from the combination of Eqn. 2 and Table I. of the main text are:

\[
\hbar \omega (1 \text{ n.n.}) A_1 = J_N S \left[ 6A_1 - 2A_2 - 4A_2 \cos (\sqrt{3} L q/2) \right]
\]
\[
\hbar \omega (2 \text{ n.n.}) A_1 = J_N S \left[ 6A_1 - 2A_2 \cos (L q/\sqrt{3}) - 4A_2 \cos (L q/\sqrt{12}) \right]
\]
\[
\hbar \omega (2 \text{ n.n.n.}) A_1 = J_N S \left[ 6A_1 - 2A_2 \cos (2L q/\sqrt{3}) - 4A_2 \cos (L q/\sqrt{3}) \right]
\]
\[
\hbar \omega (1 \text{ n.n.n.n.}) A_1 = J_N S \left[ 6A_1 - 2A_2 \cos (\sqrt{3} L q) - A_2 \cos (3L q/2) \right]
\]
\[
\hbar \omega (2 \text{ n.n.n.n.}) A_1 = J_N S \left[ 12A_1 - 4A_2 \cos (L q/\sqrt{12}) - 4A_2 \cos (5L q/\sqrt{12}) - 4A_2 \cos (2L q/\sqrt{3}) \right]
\]
\[
\hbar \omega (3 \text{ n.n.n.n.}) A_1 = J_N S \left[ 6A_1 - 2A_2 \cos (L q/\sqrt{3}) - 4A_2 \cos (L q/\sqrt{12}) \right]
\]

Acoustic ($A_i = A_j$) excitation values are calculated by inserting the dipolar coupling constants ($J_N S$) from Table II of the main text into the equations above:

The FM excitations are close to the experimentally observed energies, Fig. 4b of the main text. If we drop the 3 n.n.n.n., the $M \perp$ plane excitation energies decrease...
Table 4. Ferromagnetic acoustic excitations for $\hat{Q} = [0, 0, 1]$

| $Q$ (Å$^{-1}$) | $q$ (Å$^{-1}$) | Temperature (K) | $M \perp$ plane (meV) | $M \parallel$ plane (meV) |
|---|---|---|---|---|
| 0.16 | 0.084 | 300 → 190 | 1.58 → 2.16 | 0.023 → 0.032 |
| 0.20 | 0.124 | 300 | 3.42 | 0.050 |
| 0.25 | 0.174 | 300 | 6.69 | 0.097 |

slightly to (0.35, 0.54, and 1.04) meV at $Q = (0.16, 0.20, \text{ and } 0.25) \text{ Å}^{-1}$ at 300 K, which doesn’t fit the experimentally observed energies quite as well. Conversely, including all possible n.n.n.n. increases $M \parallel$ plane excitation energies to (1.06, 1.62, and 3.11) meV at $Q = (0.16, 0.20, \text{ and } 0.25) \text{ Å}^{-1}$ at 300 K, which no longer fits the data. Thus, including the strongest 3 n.n.n.n. interactions, but not the weaker 1 n.n.n.n. and 2 n.n.n.n. interactions, best describes the experimental data, Fig. 4b of the main text.

10. Magnon Calculation for $\hat{Q}$ along [0,0,1] and Equivalent Directions

For (002) and equivalent reflections, $Q_0 = 0.0757 \text{ Å}^{-1}$. The excitations resulting from the combination of Eqn. 2 and Table I. of the main text are:

\[
\begin{align*}
\hbar\omega(1 \text{ n.n.})A_1 &= J_N S [6A_1 - 6A_2] \\
\hbar\omega(2 \text{ n.n.})A_1 &= J_N S [6A_1 - 6A_2 \cos(Lq\sqrt{\frac{2}{3}})] \\
\hbar\omega(2 \text{ n.n.n.})A_1 &= J_N S [6A_1 - 6A_2 \cos(Lq\sqrt{\frac{2}{3}})] \\
\hbar\omega(1 \text{ n.n.n.n.})A_1 &= J_N S [6A_1 - 6A_2] \\
\hbar\omega(2 \text{ n.n.n.n.})A_1 &= J_N S [12A_1 - 12A_2 \cos(Lq\sqrt{\frac{2}{3}})] \\
\hbar\omega(3 \text{ n.n.n.n.n.})A_1 &= J_N S [6A_1 - 6A_2 \cos(Lq\sqrt{\frac{8}{3}})]
\end{align*}
\]

Acoustic ($A_i = A_j$) excitation values are calculated by inserting the dipolar coupling constants ($J_N S$) from Table II of the main text into the equations above:

The $M \perp$ plane excitations are significantly larger than the experimentally observed energies, Fig. 4b of the main text. If none of the n.n.n.n. were included, the $M \perp$ plane excitation energies would decrease to (1.18, 1.86, and 3.68) meV at $Q = (0.16, 0.20, \text{ and } 0.25) \text{ Å}^{-1}$ at 300 K, which is still too large to describe the experimental data.

11. Optical Excitations

Optical excitations, $A_i = -A_j$, can be ruled out from explaining the data presented since they form nearly $Q$-independent excitations within the $Q$-range of interest with large gaps on the order to 10’s of meV to 100’s of meV. As an example, the FM 1 n.n. with $M \parallel$ plane and $\hat{Q} = [1,0,0]$ would produce excitations of (132.47, 131.65, and 131.22) meV at $Q$’s of (0.16, 0.20, 0.25) Å$^{-1}$ at 300 K.
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