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Abstract

Reaction networks can be regarded as finite oriented graphs embedded in Euclidean space. Single-target networks are reaction networks with an arbitrarily set of source vertices, but only one sink vertex. We completely characterize the dynamics of all mass-action systems generated by single-target networks, as follows: either (i) the system is globally stable for all choice of rate constants (in fact, is dynamically equivalent to a detailed-balanced system with a single linkage class) or (ii) the system has no positive steady states for any choice of rate constants and all trajectories must converge to the boundary of the positive orthant or to infinity. Moreover, we show that global stability occurs if and only if the target vertex of the network is in the relative interior of the convex hull of the source vertices.

1 Introduction

Given a directed graph of reactions or interactions, one can write a system of differential equations modeling the time-dependent abundance of the interacting species, based on mass-action kinetics. The resulting dynamical systems are called mass-action systems, and are very common models in chemistry, biochemistry and population dynamics [39]. There has been a great amount of work on establishing connections between the qualitative dynamics of these systems and their underlying network structures [3,16,17,19,21–23,39]. For example, if the underlying network is reversible (i.e., for every edge, there is an edge in the reverse direction), then the mass-action system admits a positive steady state for any choice of positive rate constants [5]. In addition, if the rate constants satisfy some algebraic constraints such as the Wegscheider conditions [38], the mass-action system is in a state of thermodynamic equilibrium, where the rate of any forward reaction is balanced by the rate of the reverse reaction. Such a system, said to be detailed-balanced, enjoys remarkable dynamical properties, like the existence of a globally defined Lyapunov function, and uniqueness of a positive steady state within every invariant polytope determined by mass conservation laws.

Similarly, if the underlying network is weakly reversible (i.e., every edge is part of an oriented cycle), again the mass-action system admits a positive steady state for any choice of positive rate constants [5]. If the rate constants satisfy some algebraic constraints, the mass-action system is complex-balanced [16,22,23], a generalization of detailed-balanced. Again, the system admits a globally defined Lyapunov function, has a unique positive steady state within every invariant polytope, and is conjectured to be globally stable. This is the Global Attractor Conjecture, which has been proved in several cases: when the network has only one connected component [1,6], when the system has dimension three or less [13,31], or when the network is strongly endotactic [2,20].

Some networks are always complex-balanced under mass-action kinetics, regardless of the values of rate constants: these are the weakly reversible network with deficiency zero [16,22]. One interpretation of the deficiency zero property is that the reaction vectors span the maximal dimensional subspace possible [19].

In order to describe various properties of reaction networks, it is useful to visualize them in Euclidean space as Euclidean embedded graphs [9]. Each vertex of the network is naturally associated to a vector in $\mathbb{R}^n$, via its stoichiometric coefficients; hence, every directed edge in the network (i.e., reaction) can be visualized as a vector between vertices of the network in $\mathbb{R}^n$. The resulting directed graph in $\mathbb{R}^n$ is called the Euclidean
embedded graph of the reaction network, and its Newton polytope is the convex hull of its source vertices. A strongly endotactic network is essentially an “inward pointing” one: any edge originating on the boundary of the Newton polytope must point inside the polytope or along its boundary (i.e., cannot point outside the polytope), and on any face of the polytope there exists an edge that starts on that face and points away from it.

Our main result concerns the class of single-target networks. As the name suggests, these are reaction networks with exactly one sink vertex. In Theorems 3.7 and 3.8 we prove that, under mass-action kinetics, a single-target network either has a globally stable positive steady state for any choice of positive rate constants, or has no positive steady state for any choice of rate constants. These results take advantage of the notion of dynamical equivalence (Definition 2.7), where different network structures can give rise to the same differential equations. More precisely, we prove that the dynamics generated by a single-target network is dynamically equivalent to a detailed-balanced system with one connected component if and only if the sink is in the relative interior of the Newton polytope, regardless of the choice of rate constants.

In summary, the present work reveals a new class of reaction networks (i.e., single-target networks) for which the dynamics of the corresponding mass-action systems is completely determined by network structure, irrespective of parameter values (i.e., rate constants). As we mentioned above, the only other class of networks of this type are weakly reversible deficiency zero networks; on the other hand, general single-target networks are neither weakly reversible nor deficiency zero. Moreover, we present examples of reaction networks which, even though they are not single-target networks, are dynamically equivalent to single-target networks under some mild assumptions; this allows us to use the theory of single-target networks to characterize their dynamical properties.

This paper is organized as follows. After a preliminary section on mass-action systems and dynamical equivalence in Section 2, we define single-target networks and prove our main results in Section 3. For comparison, in Section 4 we consider networks with multiple targets, and show that they may not be globally stable even if the sink vertices are contained in the interior of the convex hull of the source vertices. This last section suggests future directions to understanding the dynamics of strongly endotactic networks.

## 2 Mass-action systems

Throughout, let $\mathbb{R}_{>0}$ denote the positive real numbers, and $\mathbb{R}^n_{>0}$ denote the set of real vectors with positive components, i.e., $x \in \mathbb{R}^n_{>0}$ if $x_i > 0$ for all $i = 1, 2, \ldots, n$. We write $x > 0$ when $x \in \mathbb{R}^n_{>0}$. Analogously, let $\mathbb{R}_{\geq 0}, \mathbb{R}^n_{\geq 0}$ denote the sets of non-negative numbers and vectors respectively. For any $x, y \in \mathbb{R}^n$, define the vector operations

$$
x^y = x_1^y_1 x_2^y_2 \cdots x_n^y_n \quad \text{whenever } x \in \mathbb{R}^n_{>0},
$$

$$
\log(x) = (\log x_1, \log x_2, \ldots, \log x_n)^\top \quad \text{whenever } x \in \mathbb{R}^n_{>0},
$$

$$
\exp(x) = (e^{x_1}, e^{x_2}, \ldots, e^{x_n})^\top,
$$

$$
x \circ y = (x_1 y_1, x_2 y_2, \ldots, x_n y_n)^\top,
$$

and let $\langle x, y \rangle$ denote the standard scalar product of $\mathbb{R}^n$. If a set $X \subseteq \mathbb{R}^n$ is contained in some affine subspace of $\mathbb{R}^n$, we denote by $X^o$ the relative interior of $X$ with respect to the usual topology of $\mathbb{R}^n$.

**Definition 2.1.** A reaction network is a directed graph $G = (V_G, E_G)$, where $V_G$ is a finite subset of $\mathbb{R}^n$ and there are no self-loops.

When working with only one reaction network, we simply write $G = (V, E)$. An edge $(y, y')$ is also denoted $y \to y'$. If both $y \to y'$ and $y' \to y$ are edges, the reversible pair is denoted $y \rightleftharpoons y'$. A vertex $y \in V$ is a source vertex if $y \to y'$ is an edge in the network for some $y' \in V$; let $V_s \subseteq V$ denote the set of source vertices. A vertex $y' \in V$ is a target vertex if $y \to y' \in E$ for some $y \in V$.

Vertices are points in $\mathbb{R}^n$, so an edge $y \to y' \in E$ can be regarded as a bona fide vector in $\mathbb{R}^n$. Each edge is associated to its reaction vector $y' - y \in \mathbb{R}^n$. 


We will construct a dynamical system using the graph $G$ and the data stored in the vertices. The coordinates of a source vertex are exponents of a monomial. In algebra, the Newton polytope of a polynomial is the convex hull of the exponents of the monomials. Here, we define the Newton polytope using all the monomials appearing in the right-hand side of the dynamical system. In [20], the Newton polytope of a reaction network is also called a reactant polytope.

**Definition 2.2.** The Newton polytope of a reaction network $G = (V, E)$ is the convex hull of the source vertices, i.e.,

$$\text{Newt}(G) = \left\{ \sum_{y \in V_s} \alpha_y y : \alpha_y \geq 0 \text{ and } \sum_{y \in V_s} \alpha_y = 1 \right\}.$$ 

The more important object is the relative interior of the Newton polytope

$$\text{Newt}(G)^\circ = \left\{ \sum_{y \in V_s} \alpha_y y : \alpha_y > 0 \text{ and } \sum_{y \in V_s} \alpha_y = 1 \right\}.$$ 

Note that in $\text{Newt}(G)^\circ$, all the coefficients in the sum must be positive.

**Definition 2.3.** Let $G = (V, E)$ be a reaction network in $\mathbb{R}^n$ with edge set $E = \{ y_i \rightarrow y'_i \}_{i=1}^R$. Let $\kappa = (\kappa_i)_{i=1}^R$ be a vector of positive constants, called the vector of rate constants. A graph $G$ together with a vector of rate constants $\kappa$ gives rise to a mass-action system denoted $G_\kappa$. Its associated dynamical system is the system of differential equations on $\mathbb{R}^n_{>0}$ given by

$$\frac{dx}{dt} = \sum_{i=1}^R \kappa_i x^{y_i} (y'_i - y_i). \quad (1)$$

When the edge set is not ordered, we sometimes index the rate constants using the edge label itself, e.g., $\kappa_{y \rightarrow y'}$ is the rate constant of the edge $y \rightarrow y'$. It is sometimes convenient to refer to $\kappa_{y \rightarrow y'}$ even though $y \rightarrow y'$ may not be an edge in the network. In such cases, the convention is to take $\kappa_{y \rightarrow y'} = 0$.

The system of differential equations (1) can be written as

$$\frac{dx}{dt} = \Gamma \begin{pmatrix} \kappa_1 x^{y_1} \\ \kappa_2 x^{y_2} \\ \vdots \\ \kappa_R x^{y_R} \end{pmatrix},$$

where the stoichiometric matrix $\Gamma$ has as its $i$th column the reaction vector $y'_i - y_i$. Since $\frac{dx}{dt}$ lies in the stoichiometric subspace $S = \text{Im} \Gamma$, the solution to the system (1), with initial value $x_0 \in \mathbb{R}_{>0}^n$, lies in the affine space $x_0 + S$. The positive stoichiometric compatibility class is the set $(x_0 + S)_\geq = (x_0 + S) \cap \mathbb{R}_{\geq0}^n$.

We say that a reaction network $G = (V, E)$ is reversible if $y' \rightarrow y \in E$ whenever $y \rightarrow y' \in E$, and is weakly reversible if every connected component of $G$ is strongly connected, i.e., every edge is part of an oriented cycle. A mass-action system $G_\kappa$ is called reversible or weakly reversible if the underlying reaction network $G$ is reversible or weakly reversible.

---

1Strictly speaking, because we have taken $V \subseteq \mathbb{R}^n$ (instead of $V \subseteq \mathbb{R}_{>0}^n$ or $V \subseteq \mathbb{Z}_{\geq0}^n$), the weighted directed graph $G_\kappa$ may not define a mass-action system as it is classically understood; rather it is a power-law system [13]. However, in this work, we are interested in a class of systems which shares the same dynamics as complex-balanced mass-action systems even though $V \subseteq \mathbb{R}^n$. For simplicity, we refer to these as mass-action systems.

2Note that for classical mass-action systems the positive orthant is forward invariant [37], which implies that each positive stoichiometric compatibility class is forward invariant. For power-law systems this is not true in general; nevertheless, for single-target systems for which the target vertex is in the interior of the convex hull of its source vertices (which are the main focus of this paper) we show that they are dynamically equivalent to reversible single-linkage-class systems, which implies that they are permanent [20], and in turn this does imply that the positive orthant is forward invariant for such single-target systems.
2.1 Detailed-balanced systems

Reversibility and weak reversibility are graph-theoretic properties necessary for detailed-balanced and complex-balanced steady states, respectively. These steady states are known to be asymptotically stable and conjectured to be globally stable. The Global Attractor Conjecture has been proved for certain classes of mass-action systems \([13, 20, 31]\), including the case where the network has a single connected component \([1, 6]\). A general proof has been proposed in \([8, 9]\).

**Definition 2.4.** Let \(G_\kappa\) be a mass-action system.

(a) A state \(x^* > 0\) is a **positive steady state** if the right-hand side of Equation (1) evaluated at \(x^*\) is \(0\).

(b) A positive steady state \(x^* > 0\) is **detailed-balanced** if for every \(y \rightarrow y' \in E\), we have

\[ \kappa_{y \rightarrow y'}(x^*)y = \kappa_{y' \rightarrow y}(x^*)y'. \]  

(c) A positive steady state \(x^* > 0\) is **complex-balanced** if for every \(y_0 \in V\), we have

\[ \sum_{y_0 \rightarrow y \in E} \kappa_{y_0 \rightarrow y}(x^*)y_0 = \sum_{y \rightarrow y_0 \in E} \kappa_{y \rightarrow y_0}(x^*)y. \]  

If \(G_\kappa\) admits a detailed-balanced steady state, the network is necessarily reversible; Equation (2) balances the fluxes flowing across a reversible pair of edges. If \(G_\kappa\) admits a complex-balanced steady state, the network is weakly reversible \([23]\); Equation (3) balances the net flux across a vertex of the graph. A detailed-balanced steady state is also complex-balanced.

If a mass-action system has a complex-balanced steady state \(x^*\), then all its positive steady states are complex-balanced \([23]\). Its set of positive steady states can be represented as \(E_\kappa = \{x > 0: \ln(x) - \ln(x^*) \in S\}\), where \(S\) is the stoichiometric subspace. Moreover, there is a globally defined Lyapunov function \([23]\)

\[ V(x) = \sum_i x_i (\ln x_i - \ln x_i^* - 1). \]

We refer to a mass-action system with a complex-balanced steady state as a **complex-balanced system**. The above is also true for detailed-balanced steady states, and **detailed-balanced systems**.

In general, a weakly reversible mass-action system may not have a complex-balanced steady state — similarly for reversible systems and detailed-balanced steady states — unless the rate constants satisfy additional algebraic constraints \([10, 15, 18, 20, 33, 38]\). A non-negative integer called the **deficiency** of the network specifies the number of independent algebraic constraints on the rate constants that are necessary and sufficient for a weakly reversible mass-action system to be complex-balanced \([10]\).

**Definition 2.5.** Let \(G\) be a reaction network with \(m\) vertices, \(\ell\) connected components, and stoichiometric subspace \(S\). The **deficiency** of the network \(G\) is the non-negative integer \(\delta = m - \ell - \dim S\).

Detailed-balancing, being more restrictive than complex-balancing, requires that the rate constants satisfy the algebraic conditions for complex-balancing, in addition to the **circuit conditions**: for every cycle in the reversible network, the product of rate constants in one direction equals that of the other direction \([15]\). In other words, suppose in one orientation of a cycle, the rate constants are \(\kappa_{1+}, \kappa_{2+}, \ldots, \kappa_{r+}\), and in the other orientation, the rate constants are \(\kappa_{1-}, \kappa_{2-}, \ldots, \kappa_{r-}\); then the circuit condition along this cycle is

\[ \prod_{i=1}^{r} \kappa_{i+} = \prod_{i=1}^{r} \kappa_{i-}. \]

For a reversible system, the algebraic conditions for detailed-balance are also not difficult to state \([15]\). Choose a forward direction for each reversible pair and let \(\kappa_{i+}\) be its rate constant; let \(\kappa_{i-}\) be the rate constant of the backward direction. Suppose the network has \(p\) reversible pairs of edges. Let \(\Gamma' \in \mathbb{R}^{n \times p}\) be the matrix whose columns are the reaction vectors of the forward directions.

---

3. See [18] for a different, but equivalent, set of conditions.
Theorem 2.6. The reversible mass-action system \(G_\kappa\) is detailed-balanced if and only if every \(J \in \ker \Gamma' \subseteq \mathbb{R}^p\) satisfies the Wegscheider condition:
\[
\prod_{i=1}^{p} (\kappa_{i+})^{J_i} = \prod_{i=1}^{p} (\kappa_{i-})^{J_i}.
\]

2.2 Dynamical equivalence

A recurring theme in detailed-balanced or complex-balanced system is that dynamical behaviour can sometimes be deduced or ruled out by network structure. When studying mass-action kinetics, it is the associated system of differential equations that is of interest. One might ask whether it is possible to attach different network properties to the same system. There are several approaches of attaching a dynamical system to networks, particularly networks with some desirable properties. For example, network translation searches for a weakly reversible network that generate a given dynamical system using generalized mass-action kinetics [24, 25, 28]. Some weakly reversible generalized mass-action systems enjoy the algebraic properties of a complex-balanced system. Another method, staying within the realm of mass-action systems, is that of dynamical equivalence. The associated dynamical system \(\Gamma\) of a mass-action system \(G_\kappa\) is uniquely defined; however, different reaction networks can give rise to the same system of differential equations under mass-action kinetics [11, 14, 34]. We say that a system of differential equations \(\dot{x} = f(x)\) can be realized by a network \(G\) if there exists a vector of rate constants \(\kappa > 0\) such that is associated dynamical system of \(G_\kappa\) is \(\dot{x} = f(x)\).

Definition 2.7. Two mass-action systems \(G_\kappa\) and \(G'_{\kappa'}\) are dynamically equivalent if their associated dynamical systems agree on all of \(\mathbb{R}^n_{>0}\). Equivalently, for every vertex \(y_0 \in \mathbb{V}_G \cup \mathbb{V}_{G'}\), we have
\[
\sum_{y_0 \to y \in E_G} \kappa_{y_0 \to y} (y - y_0) = \sum_{y_0 \to y' \in E_{G'}} \kappa'_{y_0 \to y'} (y - y_0).
\]

In going from the differential equations to the condition \([6]\), we used the linear independence of the monomials. This approach divorces the non-linearity from the linear part of the problem. Another notion that divorces the non-linear from the linear is that of fluxes. The flux of an edge \(y \to y'\) in a mass-action system \(G_\kappa\) is the positive quantity \(\kappa_{y \to y'} x^y\) where \(x > 0\) is a given state. In what follows, \(\mathbb{R}^E_{>0}\) denote the set of vectors with positive coordinates and indexed by \(E\).

Definition 2.8. A flux vector \(J \in \mathbb{R}^E_{>0}\) on a reaction network \(G = (V, E)\) is a vector of positive numbers for each edge. If \(J \in \ker \Gamma \cap \mathbb{R}^E_{>0}\), then \(J\) is a steady state flux.

Dynamical equivalence, ultimately a linear property, can be checked using fluxes. If \(G_\kappa\) and \(G'_{\kappa'}\) are dynamically equivalent, then for every \(y_0 \in \mathbb{V}_G \cup \mathbb{V}_{G'}\), we can multiply \([5]\) by \(x^{y_0}\) at any positive state \(x \in \mathbb{R}^n_{>0}\). The fluxes \(J_{y_0 \to y} = \kappa_{y_0 \to y} x^{y_0}\) and \(J'_{y_0 \to y} = \kappa'_{y_0 \to y} x^{y_0}\) defined on \(G\) and \(G'\) respectively satisfy
\[
\sum_{y_0 \to y \in E_G} J_{y_0 \to y} (y - y_0) = \sum_{y_0 \to y' \in E_{G'}} J'_{y_0 \to y'} (y - y_0)
\]
for every \(y_0 \in V_G \cup V_{G'}\). We say that the two are flux equivalent. Indeed, two mass-action systems are dynamically equivalent if and only if the corresponding fluxes at an arbitrary state satisfy \([6]\) for every vertex. See [11] for the correspondence between mass-action systems and fluxes on a network.

Ultimately dynamical equivalence and flux equivalence are linear feasibility problems. There exist algorithms based on linear programming that search for dynamically equivalent realizations with certain properties, e.g., complex-balanced or detailed-balanced [36]; weakly reversible or reversible [32]; with minimal deficiency [26, 27]. An implementation of some of these algorithms is available as a MATLAB toolbox [35]. Although these algorithms require a predetermined set of vertices as input, in the case of detailed-balanced, complex-balanced, reversible or weakly reversible realizations, it suffices to use the exponents of the monomials in the differential equations [11].


3 Single-target networks

In this section, we classify all single-target networks under mass-action kinetics: those that have a globally attracting positive steady state for all choices of positive rate constants, and those that have no positive steady state for any choice of rate constants. The former occurs if and only if the target is in the relative interior of the Newton polytope, the convex hull of the source vertices.

It is not difficult to show that if every reaction vector points to the relative interior of the Newton polytope (i.e., “inward pointing”), then the mass-action system is always dynamically equivalent to a weakly reversible system. It follows immediately that the system has a positive steady state [5] and is conjectured to be permanent [13]. In the case of a single-target network with “inward pointing” reaction vectors (to be made precise below), we show that the dynamics is essentially that of a detailed-balanced system.

Definition 3.1. A reaction network $G = (V, E)$ is a single-target network if there exists a vertex $y^*$ such that $V \setminus \{y^*\}$ is the set of source vertices, and $E = \{y \to y^* : y \in V \setminus \{y^*\}\}$. We call $y^*$ the target vertex, while the remaining vertices are source vertices.

Example 3.2. The reaction networks (a)–(c) in Figure 1 are single-target networks, while (d) is not a single-target network. The target vertex of (a) is in the relative interior of its Newton polytope. We will show that network (a) is typical of single-target networks that have exactly one globally stable steady state within each stoichiometric compatibility class, while the networks (b) and (c) have no positive steady state, regardless of the choice of kinetics. The deficiencies of the networks (a)–(c) are $\delta = 6 - \dim S$, while that of (d) is $\delta = 7 - \dim S$, where $S$ is the stoichiometric subspace.

The geometry of a single-target network, i.e., whether the target is in the relative interior of the Newton polytope, determines whether the network admits a steady state flux, which is necessary for the existence of a positive steady state under reasonable kinetics. In particular, the geometry can rule out the existence of positive steady states.

Lemma 3.3. Let $G$ be a single-target network. There exists a steady state flux on $G$ if and only if the target vertex is in the relative interior of its Newton polytope.

Proof. Let $y^*$ denote the target vertex of $G$, and enumerate the source vertices as $y_1, y_2, \ldots, y_m$. The vector $J = (J_i)_{y_i \to y^* \in E} \in \mathbb{R}^E_{>0}$ is a steady state flux if and only if

$$\sum_{i=1}^m J_i(y^* - y_i) = 0.$$

Rearranging, we see that $y^* = \sum_i J_T J_i y_i$, where $J_T = \sum_i J_i$, and each $J_i > 0$. By definition, $y^* \in \text{Newt}(G)^\circ$.

Remark 3.4. At first glance, Lemma 3.3 is a result about fluxes, with no reference to any underlying kinetics. However, suppose the flux vector arises from any reasonable kinetics, such as mass-action or...
Michaelis–Menten kinetics — indeed the argument holds if each reaction rate function is differentiable (or Lipschitz) function mapping a state in \( \mathbb{R}^n \) to a positive number. Then for a single-target network whose target vertex is outside the relative interior of the Newton polytope, we can show that the trajectory, starting from any positive initial condition, will simply converge to the boundary of the positive orthant or to infinity. Indeed, there exists a Lyapunov function for such a dynamical system. When the target vertex is not in the relative interior of the convex hull of the sources, i.e., \( y^* \not\in \text{Newt}(G)^\circ \), geometrically there is a hyperplane \( H \) (within the stoichiometric subspace) such that all the reaction vectors \( \{y^* - y\} \) lie in a halfspace defined by \( H \). (See Figures 1(b) and 1(c) for examples of such networks.) Let \( w \) be orthogonal to \( H \) such that \( \langle w, y^* - y \rangle \leq 0 \) for all reactions \( y \rightarrow y^* \). Then \( V(x) = \langle x, w \rangle \) defines a linear Lyapunov function for the single-target system, and all trajectories must converge to the boundary of the positive orthant or to infinity.

Even with the target vertex in \( \text{Newt}(G)^\circ \), to deduce a positive steady state from a steady state flux \( J \) involves finding a positive solution \( x \) to the non-linear equations \( J_{y \rightarrow y'} = k_{y \rightarrow y'} x^y \) for every reaction \( y \rightarrow y' \). We will prove the existence of steady state for such single-target mass-action systems in Theorem 3.8. The result also applies to systems that are dynamically equivalent to a single-target network; for example see Examples 3.12 and 3.13. Our proof of the existence and global stability of a positive state will make use of the following theorems.

**Theorem 3.5 ([4][23][30]).** Let \( S \subseteq \mathbb{R}^n \) be a vector subspace, and let \( x_0, x^* \in \mathbb{R}^n_0 \) be two arbitrary positive vectors. The intersection \( (x_0 + S) \cap (x^* \circ \exp S^\perp) \) consists of exactly one point, where \( x^* \circ \exp S^\perp = \{x^* \circ \exp(s) : s \in S^\perp \} \).

**Theorem 3.6 ([1][6]).** Let \( G_\kappa \) be a complex-balanced system with one connected component. Any positive steady state is a global attractor within its stoichiometric compatibility class.

We now give a necessary and sufficient condition for a single-target network to be dynamically equivalent to a detailed-balanced system under mass-action kinetics. This result is related to the theory of star-like networks [19], which have been shown to have a unique asymptotically stable steady state within each stoichiometric compatibility class. In what follows, \( \mathbb{R}^E_0 \) denote the set of vectors of rate constants, indexed by \( E \).

**Theorem 3.7.** Let \( G = (V, E) \) be a single-target network whose target vertex is in the relative interior of the Newton polytope. Then for any vector of rate constants \( \kappa \in \mathbb{R}^E_0 \), the mass-action system \( G_\kappa \) is dynamically equivalent to a detailed-balanced system that has a single connected component.

**Proof.** Let \( y^* \) denote the target vertex, and enumerate the source vertices \( y_1, y_2, \ldots, y_m \). Let \( \Gamma \in \mathbb{R}^{n \times m} \) be the stoichiometric matrix, whose \( j \)th column is the reaction vector \( y^* - y_j \). Let \( \kappa_j > 0 \) be an arbitrary rate constant for the edge \( y_j \rightarrow y^* \), and let \( \kappa = (\kappa_j)_{j=1}^m \). Recall that the relative interior of the Newton polytope is

\[
\text{Newt}(G)^\circ = \left\{ \sum_{j=1}^m \alpha_j y_j : \alpha_j > 0 \text{ and } \sum_{j=1}^m \alpha_j = 1 \right\}.
\]

We want to prove that \( G_\kappa \) is dynamically equivalent to a detailed-balanced system with vertex set \( V_{G'} = V_G \) and edge set \( E_{G'} = E_G \cup \{y^* \rightarrow y_j\}_{j=1}^m \). Moreover, for the original edges \( y_j \rightarrow y^* \), we keep the same rate constants \( \kappa_j \). Let \( \kappa'_j \) denote the rate constant of the reversible edge \( y^* \rightarrow y_j \), whose value is to be determined. Consider the following conditions with unknowns \( \kappa'_j > 0 \) and \( x \in \mathbb{R}^n_0 \):

\[
\sum_{j=1}^m \kappa'_j (y_j - y^*) = 0, \quad (7)
\]

\[
\kappa_j x y_j = \kappa'_j x y^* \text{ for all } 1 \leq j \leq m. \quad (8)
\]

The condition \( 7 \) ensures that the resulting system is dynamically equivalent to the original since the only difference between the two networks are the edges with source \( y^* \). The condition \( 8 \) ensures that resulting
system is a detailed-balanced system with positive steady state \( x \). Condition \( 7 \) can be replaced with 
\[ \kappa' = (\kappa'_j)_{j=1}^m \in \ker \Gamma. \]
Isolating \( \kappa'_j \) in condition \( 8 \), we obtain
\[ \kappa'_j = \kappa_j y_j - y' = \kappa_j e^{(y_j - y', \log x)}. \]
So \( 8 \) is equivalent to \( \kappa' \in \kappa \circ \exp(\text{Im} \Gamma^\top) \). Therefore, that \( G_\kappa \) is dynamically equivalent to a detailed-balanced system follows from the existence of \( \kappa' \) in the intersection \( \ker \Gamma \cap (\kappa \circ \exp(\text{Im} \Gamma^\top)) \subseteq \mathbb{R}_{>0}^m \).

By Lemma 3.3 there exists a steady state flux \( J \) on \( G \), i.e., \( J \in \ker \Gamma \cap \mathbb{R}_0^m \). Hence,
\[ \ker \Gamma \cap (\kappa \circ \exp(\text{Im} \Gamma^\top)) = (J + \ker \Gamma) \cap (\kappa \circ \exp(\ker \Gamma^\top)), \]
which is guaranteed to be non-empty for any positive \( J \), \( \kappa \) by Theorem 3.5 [4, 23]. Let \( \kappa' = (\kappa'_j)_{j=1}^m \) be in the intersection. Therefore, there exist positive solutions \( x \in \mathbb{R}_{>0}^n \) and \( \kappa_j > 0 \) satisfying conditions \( 7 \), \( 8 \).

The graph \( G' \) consists of the original edges \( y_j \to y_j' \) with the original rate constants \( \kappa_j > 0 \) and the edges \( y_j' \to y_j \) with rate constants \( \kappa'_j > 0 \). In other words, \( G_\kappa \) is dynamically equivalent to a detailed-balanced system \( G'_{\kappa'} \), where \( G' \) is strongly connected and \( \kappa \in \mathbb{R}_{>0}^E \), has coordinates given by \( \kappa \) and \( \kappa' \).

**Theorem 3.8.** Let \( G = (V, E) \) be a single-target network. For any vector of rate constants \( \kappa \in \mathbb{R}_E^E \), let \( G_\kappa \) denote the corresponding mass-action system. Then exactly one of the following is true.

1. For any \( \kappa \), the mass-action system \( G_\kappa \) has no positive steady states and all trajectories must converge to the boundary of the positive orthant or to infinity.
2. For any \( \kappa \), the mass-action system \( G_\kappa \) has exactly one positive steady state within each of its stoichiometric compatibility class. Furthermore, this steady state is globally stable within its class.

The latter occurs if and only if the target vertex of \( G \) is in the relative interior of the Newton polytope.

**Proof.** If \( y^* \not\in \text{Newt}(G)^\circ \), by Lemma 3.3 and Remark 3.4 in the network \( G \) admits no positive flux vector, i.e., \( \ker \Gamma \cap \mathbb{R}_0^E = \emptyset \); therefore, any mass-action system generated by \( G \) cannot have a positive steady state and all trajectories must converge to the boundary of the positive orthant or to infinity. However, if \( y^* \in \text{Newt}(G)^\circ \), then by Theorem 3.7 the mass-action system is dynamically equivalent to a detailed-balanced system with one connected component regardless of the choice of rate constants. Since detailed-balanced systems are complex-balanced, this system, with one connected component, has within each of its stoichiometric compatibility class exactly one positive steady state, which is globally stable, as stated in Theorem 3.6 [1, 6].

**Example 3.9.** Consider the single-target networks in Figures 1(a)–(c). Mass-action systems generated by networks (b) and (c) can never have positive steady states, while systems generated by the network (a) would not only have exactly one positive steady state within every stoichiometric compatibility class, but that the steady state is globally stable within its stoichiometric compatibility class.

**Example 3.10.** Consider the complete graph on the vertices
\[ y_1 = \begin{pmatrix} 0 \\ 2 \end{pmatrix}, \quad y_2 = \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad y_3 = \begin{pmatrix} 2 \\ 0 \end{pmatrix}, \]
as shown in Figure 2(a). In [7], this network under mass-action kinetics, was shown to be dynamically equivalent to a complex-balanced system for any vector of positive rate constants. We claim that under mass-action kinetics, any subnetwork for which \( y_1 = (0, 2)^\top \) and \( y_3 = (2, 0)^\top \) are sources, can be realized by a single-target network, and is dynamically equivalent to a detailed-balanced system.

Let \( \kappa_{ij} \geq 0 \) be the rate constant (if non-zero) of the edge \( y_i \to y_j \). The associated dynamical system
\begin{align*}
\frac{dx}{dt} &= y^2(\kappa_{12} + 2\kappa_{13}) + xy(-\kappa_{21} + \kappa_{23}) + x^2(-\kappa_{32} - 2\kappa_{31}) \\
\frac{dy}{dt} &= -y^2(\kappa_{12} + 2\kappa_{13}) - xy(-\kappa_{21} + \kappa_{23}) - x^2(-\kappa_{32} - 2\kappa_{31})
\end{align*}

(9)
Figure 2: Consider subnetworks of (a) under mass-action kinetics, whose associated dynamics is given by $[9]$. If the coefficient of $x^{y_1}$ in $\dot{x}$ is positive and the coefficient of $x^{y_3}$ in $\dot{x}$ is negative, then the system $[9]$ can be realized by a single-target network, determined by the sign of $x^{y_2}$ in $\dot{x}$. If the net directions are as shown in (b), then $[9]$ can be realized by the single-target network in (c). Similarly, if the net directions appear as in (d), then $[9]$ can be realized by the network in (e).

is a homogeneous degree two polynomial system, where we assume $\kappa_{12} + \kappa_{13} > 0$ and $\kappa_{32} + \kappa_{31} > 0$. The sign of $-\kappa_{12} + \kappa_{23}$ determines the structure of the single-target network that the mass-action system is dynamically equivalent to. Consider the net direction from each vertex, given by the weighted sum of reaction vectors originating from that vertex with weights given by the rate constants. If $-\kappa_{12} + \kappa_{23} \geq 0$, the net direction from each vertex is shown in Figure 2(b) (with possibly nothing from $y_2$). Then the system can be realized by the single-target network in Figure 2(c). Denote by $\kappa_i'$ the rate constant from $y_i$ to the target $(1.5, 0.5)^\top$; the rate constants for the system on Figure 2(c) are

$$
\kappa_1' = \frac{2}{3}(\kappa_{12} + 2\kappa_{13}), \quad \kappa_2' = 2(-\kappa_{12} + \kappa_{23}), \quad \kappa_3' = 2(\kappa_{32} + 2\kappa_{31}).
$$

A similar argument shows that if $-\kappa_{12} + \kappa_{23} < 0$, the net direction from each vertex is shown in Figure 2(d). The system can be realized by the single-target network in Figure 2(e) with rate constants

$$
\kappa_1' = 2(\kappa_{12} + 2\kappa_{13}), \quad \kappa_2' = 2(\kappa_{12} - \kappa_{23}), \quad \kappa_3' = \frac{2}{3}(\kappa_{32} + 2\kappa_{31}).
$$

This follows by considering linear equations coming from each of the three source vertices. For example, at $y_1$, dynamical equivalence dictates that

$$
\kappa_{12} \begin{pmatrix} 1 \\ -1 \end{pmatrix} + \kappa_{13} \begin{pmatrix} 2 \\ -2 \end{pmatrix} = \kappa_1' \begin{pmatrix} 3/2 \\ -3/2 \end{pmatrix},
$$

from which one can easily solve for $\kappa_1'$. Similar considerations at the other source vertices provide the remaining rate constants.

This example can be extended to homogeneous polynomials of two variables. Order the terms of such a polynomial $p(x, y)$ by ascending degree of $x$. If the coefficient of the first term is positive, coefficient for the last term is negative, and there is exactly one sign change between consecutive terms, then for any positive initial condition, the system

$$
\frac{dx}{dt} = p(x, y) \quad \text{and} \quad \frac{dy}{dt} = -p(x, y)
$$

has exactly one positive steady state, which is globally stable. Indeed, the system can be realized by a single-target network, and is dynamically equivalent to a detailed-balanced system.
Example 3.11. In this example, we consider non-linear dynamical systems on $\mathbb{R}_{> 0}^n$ of the form

$$\frac{dx}{dt} = \sum_{i=1}^{m} -\kappa_i x^y_i y_i,$$

where $\kappa_i > 0$ and $y_i \in \mathbb{R}^n$ such that the origin is a positive convex combination of $\{y_i: i = 1, 2, \ldots, m\}$. For example,

$$\frac{d}{dt} \begin{pmatrix} x \\ y \\ z \end{pmatrix} = \kappa_1 x^{-1} y^{-2} \begin{pmatrix} 1 \\ 2 \\ 0 \end{pmatrix} + \kappa_2 y^3 z^{-1} \begin{pmatrix} 0 \\ 3 \\ 1 \end{pmatrix} + \kappa_3 x^{-2} y z^2 \begin{pmatrix} 2 \\ -3 \\ -2 \end{pmatrix} + \kappa_4 x y^2 z \begin{pmatrix} -1 \\ -2 \\ -1 \end{pmatrix} + \kappa_5 x^4 y^{-2} z^3 \begin{pmatrix} -4 \\ 2 \\ -3/2 \end{pmatrix}$$

belongs to this class. At first sight of the differential equations, there may be very little reason to believe that this system has a unique positive steady state, which is globally stable, within the affine space parallel to $\text{span}\{y_i: i = 1, 2, \ldots, m\}$. However, with the tools developed in this paper, uniqueness of steady states and global stability immediately follow from Theorem 3.7. The reaction network that generates (10) under mass-action kinetics consists of the reactions $y_i \rightarrow 0$ with rate constant $\kappa_i > 0$. By definition, the unique target $0$ is in the relative interior of $\{y_i: i = 1, 2, \ldots, m\}$. Therefore by Theorem 3.8 for any positive initial condition, there is exactly one positive steady state which is globally attracting.
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Figure 3: Reversible systems in (a) Example 3.12 and (b) Example 3.13 that are dynamically equivalent to detailed-balanced systems. Each undirected edge represents a pair of reversible edges.

Example 3.12. Consider the reaction network shown in Figure 3(a) where each edge represents a reversible pair of reactions. Then in the language of the standard basis $\{\mathbf{e}_i: i = 1, \ldots, 4\}$ of $\mathbb{R}^4$, the six vertices are $\{y_{ij} = \mathbf{e}_i + \mathbf{e}_j: 1 \leq i < j \leq 4\}$. Edges take the form $y_{ij} = y_{pq}$ where $(i, j) \neq (p, q)$, with the network $G$ being a complete graph.

A given vertex $y_{ij}$ is source to two kinds of edges: an edge whose target has disjoint support from the source (i.e., $y_{ij} \rightarrow y_{pq}$ where $i, j, p, q$ are distinct integers), and those whose targets share an index with the source (i.e., $y_{ij} \rightarrow y_{iq}$ or $y_{ij} \rightarrow y_{pj}$). The latter represents a chemical reaction with the common species acting as a catalyst.

Rate constant of an edge is assigned based on the source vertex and which type of edge it is. For example, consider the source vertex $y_{12} = \mathbf{e}_1 + \mathbf{e}_2$. The edge $y_{12} \rightarrow y_{34}$ is assigned an arbitrary rate constant $\kappa_{12a} > 0$, while the catalytic reactions

$$y_{12} \rightarrow y_{13}, \quad y_{12} \rightarrow y_{14}, \quad y_{12} \rightarrow y_{23}, \quad y_{12} \rightarrow y_{24}$$

are assigned rate constants $\kappa_{12b} > 0$. The rate constant for $y_{13} \rightarrow y_{24}$ is $\kappa_{13a} > 0$, while other edges originating from $y_{13}$ have rate constants $\kappa_{13b} > 0$. The remaining edges are assigned rate constants in a similar manner.
lies in the relative interior of the Newton polytope. Therefore, the mass-action system generated by the network in Figure 3(a) is dynamically equivalent to a single-target network with target vertex \( y_{12} \). The weighted sum of reaction vectors out of the vertex \( y_{12} \) is

\[
\kappa_{12a} \left( y_{34} - y_{12} \right) + \kappa_{12b} \left( y_{13} - y_{12} \right) + \kappa_{12c} \left( y_{14} - y_{12} \right) + \kappa_{12d} \left( y_{23} - y_{12} \right) + \kappa_{12b} \left( y_{24} - y_{12} \right)
\]

which is also the weighted reaction vector of \( y_{12} \rightarrow \left( \frac{1}{2}, \frac{1}{2}, 1, 1 \right)^T \) with rate constant \( 2 (\kappa_{12a} + 2 \kappa_{12b}) \). See Figure 4 for the geometry of this calculation. By symmetry, the weighted sum of reaction vectors out of any vertex of \( G \) can be written as an edge to \( \left( \frac{1}{2}, \frac{1}{2}, 1, 1 \right)^T \). Therefore, the mass-action system generated by the network in Figure 3(a) is dynamically equivalent to a single-target network with target vertex \( \left( \frac{1}{2}, \frac{1}{2}, 1, 1 \right)^T \), which is in the relative interior of the Newton polytope. By Theorem 3.8, the mass-action system is dynamically equivalent to a globally stable detailed-balanced system.

**Example 3.13.** Consider the reversible reaction network in Figure 3(b) in \( \mathbb{R}^5 \). This network is similar to that of Example 3.12 except it has no catalytic reaction. The ten vertices are \( X_i + X_j \) with \( 1 \leq i < j \leq 5 \). Edges take the form \( X_i + X_j \Rightarrow X_p + X_q \) where \( i, j, p, q \) are all distinct. Further assume the rate constants depend only on the source vertices, i.e., all reactions originating from the vertex \( X_i + X_j \) have the same rate constant.

This reversible network has deficiency \( \delta = 5 \). This system is in general neither complex-balanced nor detailed-balanced. For example, the Wegscheider’s condition involves the equation

\[
\kappa_{13} \kappa_{24} \kappa_{35} = \kappa_{12} \kappa_{34}
\]

among many others. Nonetheless, the system can be realized by a single-target network, whose target vertex \( \frac{2}{5} X_1 + \frac{2}{5} X_2 + \frac{2}{5} X_3 + \frac{2}{5} X_4 + \frac{2}{5} X_5 \) lies in the relative interior of the Newton polytope. Therefore, the mass-action system is dynamically equivalent to a globally stable detailed-balanced system.
4 Networks with two targets

In the previous section, we have characterized the dynamics of all single-target networks under mass-action kinetics. In particular, we have seen that if the target vertex is in the relative interior of the Newton polytope, then any mass-action system generated by that network is dynamically equivalent to a detailed-balanced system, which has a globally attracting positive steady state within each stoichiometric compatibility class.

One may wonder if a similar result holds for networks with multiple targets, each in the relative interior of the Newton polytope. Networks with such “inward pointing” reaction vectors, or endotatic networks [13], are conjectured to be persistent, i.e., trajectories are bounded away from the boundary, and even permanent, i.e., admit a globally attracting compact set within each stoichiometric compatibility class. These conjectures have been proved for certain classes of networks: weakly reversible networks with one connected component [16], strongly endotactic networks [20], and two-dimensional networks [13, 31].

Even with just two target vertices, there exist strongly endotactic networks with multiple positive steady states (within the same stoichiometric compatibility class), and thus cannot be globally stable. In the following examples, we relax the requirement, instead searching for a dynamically equivalent complex-balanced system [11], we restrict our attention to subnetworks on the complete graph defined by the source vertices.

**Example 4.1.** For example, consider the mass-action system

\[
\begin{align*}
&y_1 \xrightarrow{\kappa_1} y_2, \\
&y_2 \xrightarrow{\kappa_2} y_3, \\
&y_3 \xrightarrow{\kappa_3} y_4, \\
&y_4 \xrightarrow{\kappa_4} y_1,
\end{align*}
\]

where the source vertices are \(y_1 = 0\), \(y_2 = 2\), \(y_3 = 3\) and \(y_4 = 5\), and the target vertices are \(y_5 = 1\) and \(y_6 = 4\). The associated dynamical system

\[
\frac{dx}{dt} = \kappa_1 - \kappa_2 x^2 + \kappa_3 x^3 - \kappa_4 x^5
\]

has multiple positive steady states for some choice of \(\kappa_i > 0\) by Descartes’ rule of signs. In particular, for these choices of \(\kappa_i > 0\), it cannot be dynamically equivalent to a detailed-balanced (or complex-balanced) system, which necessarily has a unique positive steady state.

We claim that this system \(G_\kappa\) is dynamically equivalent to a complex-balanced system if and only if \(\kappa_1 \kappa_4 \geq \kappa_2 \kappa_3\). Let \(G'\) be the complete graph on the source vertices and let \(\kappa'_{ij} \geq 0\) be the label on \(y_i \rightarrow y_j\). The objective is a subgraph of \(G'\).

Since there are four sources in \(G\), which are also sources in \(G'\), there are four non-trivial linear relations on the edge labels of \(G\) and those of \(G'\), and two trivial equations \((0 = 0)\) coming from the vertices \(y_5\) and \(y_6\). For example, the dynamical equivalence relation at \(y_2\) is

\[-\kappa_2 = -2\kappa_{21} + \kappa_{23} + 3\kappa_{24}.
\]

As noted after Definition [2.8], the dynamical equivalence relation can be transformed to that of the fluxes, by multiplying both sides of the linear equation by the source vertex’s monomial. Fix a state \(x > 0\), the value yet to be determined. Let \(J_i = \kappa_i x^y_i\) be the flux across the edge originating from \(y_i\). Similarly, on \(G'\) let \(Q_{ij} = \kappa'_{ij} x^y_i\) be the flux across the edge \(y_i \rightarrow y_j\). Then the dynamical equivalence relation at \(y_2\) can be written as

\[-J_2 = -2Q_{21} + Q_{23} + 3Q_{24}.
\]

The switch from rate constants to fluxes is convenient when considering dynamical equivalence and complex-balancing simultaneously. For example, in the objective system \(G'_{\kappa'}\), the state \(x\) is complex-balanced if and only if

\[(\kappa'_{21} + \kappa'_{23} + \kappa'_{24}) x^{y_2} = \kappa'_{12} x^{y_1} + \kappa'_{32} x^{y_3} + \kappa'_{42} x^{y_4}.
\]
In the language of flux, this reads \( Q_{21} + Q_{23} + Q_{24} = Q_{12} + Q_{32} + Q_{42} \).

Hence, the four dynamical equivalence relations, in terms of fluxes, are

\[
\begin{align*}
J_1 &= 2Q_{12} + 3Q_{13} + 5Q_{14}, \\
-J_2 &= -2Q_{21} + Q_{23} + 3Q_{24}, \\
J_3 &= -3Q_{31} - Q_{32} + 2Q_{34}, \\
-J_4 &= -5Q_{41} - 3Q_{42} - 2Q_{43},
\end{align*}
\]

while the complex-balanced conditions on \( G \) are

\[
\begin{align*}
Q_{12} + Q_{13} + Q_{14} &= Q_{21} + Q_{31} + Q_{41}, \\
Q_{21} + Q_{23} + Q_{24} &= Q_{12} + Q_{32} + Q_{42}, \\
Q_{31} + Q_{32} + Q_{34} &= Q_{13} + Q_{23} + Q_{43}, \\
Q_{41} + Q_{42} + Q_{43} &= Q_{14} + Q_{24} + Q_{34},
\end{align*}
\]

(11)

It is not difficult to see from (11) that the left-hand side of the complex-balanced condition at \( y_1 \) can be rewritten as

\[
Q_{12} + Q_{13} + Q_{14} = \left( \frac{1}{2} J_1 - \frac{3}{2} Q_{13} - \frac{5}{2} Q_{14} \right) + Q_{13} + Q_{14} \leq \frac{1}{2} J_1,
\]

while the right-hand side is

\[
Q_{21} + Q_{31} + Q_{41} = \left( \frac{1}{2} J_2 + \frac{1}{2} Q_{23} + \frac{3}{2} Q_{24} \right) + Q_{31} + Q_{41} \geq \frac{1}{2} J_2.
\]

In other words, \( J_1 \geq J_2 \). Similarly, from the last complex-balanced condition, we obtain \( J_4 \geq J_3 \). Therefore, \( G_\kappa \) being dynamically equivalent to a complex-balanced system implies \( J_1J_4 \geq J_2J_3 \); equivalently, \( \kappa_1\kappa_4 \geq \kappa_2\kappa_3 \).

Conversely, suppose \( \kappa_1\kappa_4 \geq \kappa_2\kappa_3 \) or \( J_1J_4 \geq J_2J_3 \). Clearly the system of differential equations admits at least one positive steady state \( x > 0 \). At \( x \), the fluxes are balanced, i.e., \( J_1 + J_3 = J_2 + J_4 \). Substituting the inequality into \( \kappa_1 + \kappa_3x^3 = \kappa_2x^2 + \kappa_4x^5 \), we see that \( J_1 \geq J_2 \) and \( J_4 \geq J_3 \). The choice

\[
\begin{align*}
Q_{12} &= Q_{21} = \frac{J_2}{2}, & Q_{34} &= Q_{43} = \frac{J_3}{2}, & Q_{14} &= \frac{J_1 - J_2}{5} \quad \text{and} \quad Q_{41} &= \frac{J_4 - J_3}{5}
\end{align*}
\]

satisfies the dynamical equivalence and complex-balanced conditions. Choose rate constants on the new network to be

\[
\begin{align*}
\tilde{\kappa}_{12} &= \frac{\kappa_2}{2}, & \tilde{\kappa}_{34} &= \frac{\kappa_3x^3}{2}, & \tilde{\kappa}_{12} &= \frac{\kappa_2x^2}{2}, & \tilde{\kappa}_{43} &= \frac{\kappa_3x^3}{2}, \\
\tilde{\kappa}_{14} &= \frac{1}{5} \left( \kappa_1 - \frac{\kappa_2x^2}{2} \right) \quad \text{and} \quad \tilde{\kappa}_{41} &= \frac{1}{5} \left( \kappa_4 - \frac{\kappa_3x^{-2}}{2} \right).
\end{align*}
\]

Note that \( \tilde{\kappa}_{14} = \frac{1}{10}(2J_1 - J_2) > 0 \), and \( \tilde{\kappa}_{41} = \frac{1}{10}(2J_4 - J_3) > 0 \). With this choice of rate constants \( \tilde{\kappa} \), the mass-action system is dynamically equivalent to a complex-balanced system with steady state \( x \), which is the unique positive steady state of the system.

**Example 4.2.** Consider the network under mass-action kinetics in Figure 5(a) with four source vertices and two target vertices in \( \mathbb{R}^2 \). The source vertices correspond to the monomials 1, \( x^3 \), \( x^3y^2 \) and \( y^2 \). We will show that this system is dynamically equivalent to a complex-balanced system if and only if

\[
\frac{1}{25} \leq \frac{\kappa_1\kappa_4}{\kappa_2\kappa_3} \leq 25.
\]
determined, denote the flux across the edge $y$ and only if the network. The steady state flux $J$ is balanced system. Note that $x$ by definition, so $Q$ is a steady state for which the system in Figure 5(a) is dynamically equivalent to a complex-balanced system using a subnetwork of (b) if and only if $\frac{1}{25} \leq \frac{\kappa_1 \kappa_3}{\kappa_2 \kappa_4} \leq 25$.

Being dynamically equivalent to a complex-balanced system, if it can be done at all, can be achieved using only the source vertices [11]; thus we look for a subnetwork of the complete graph shown in Figure 5(b).

Suppose $x > 0$ is a steady state for which the system in Figure 5(a) is dynamically equivalent to a complex-balanced system. Note that $x$ is a positive steady state for the system. Let $J_i = \kappa_i x^{y_i} > 0$ define a flux on the network. The steady state flux $J$ thus satisfies $J_1 = J_3$ and $J_2 = J_4$. Let $Q$, where $Q_{ij} \geq 0$ is to be determined, denote the flux across the edge $y_i \to y_j$ in Figure 5(b). Dynamical equivalence is obtained if and only if

$$J_1 \begin{pmatrix} 1 \\ 1 \end{pmatrix} = \begin{pmatrix} 3Q_{12} + 3Q_{13} \\ 2Q_{14} + 2Q_{13} \end{pmatrix}, \quad J_3 \begin{pmatrix} -1 \\ -1 \end{pmatrix} = \begin{pmatrix} -3Q_{31} - 3Q_{34} \\ -2Q_{31} - 2Q_{32} \end{pmatrix},$$

$$J_2 \begin{pmatrix} -1 \\ 1 \end{pmatrix} = \begin{pmatrix} -3Q_{21} - 3Q_{24} \\ 2Q_{23} + 2Q_{24} \end{pmatrix}, \quad J_4 \begin{pmatrix} 1 \\ -1 \end{pmatrix} = \begin{pmatrix} 3Q_{42} + 3Q_{43} \\ -2Q_{42} - 2Q_{41} \end{pmatrix}.$$  

Meanwhile, complex-balancing is obtained on a subnetwork of that in Figure 5(b) if and only if

$$Q_{12} + Q_{13} + Q_{14} = Q_{21} + Q_{31} + Q_{41}, \tag{12}$$

$$Q_{21} + Q_{23} + Q_{24} = Q_{12} + Q_{32} + Q_{42}, \tag{13}$$

$$Q_{31} + Q_{32} + Q_{34} = Q_{13} + Q_{23} + Q_{43},$$

$$Q_{41} + Q_{42} + Q_{43} = Q_{14} + Q_{24} + Q_{34}.$$  

Consider (12). The left-hand side satisfies the inequality

$$Q_{12} + Q_{13} + Q_{14} = (Q_{12} + Q_{13}) + (Q_{14} + Q_{13}) - Q_{13} = \frac{1}{3} J_1 + \frac{1}{2} J_1 - Q_{13} \leq \frac{5}{6} J_1.$$  

By substituting the dynamical equivalence equation $J_4 = 2Q_{42} + 2Q_{41}$, we see that the right-hand side is

$$Q_{21} + Q_{31} + Q_{41} \geq Q_{41} = \frac{1}{2} J_4 - Q_{42} = \frac{1}{6} J_4 + \frac{1}{3} J_4 - Q_{42} = \frac{1}{6} J_4 + Q_{43} \geq \frac{1}{6} J_2.$$  

Hence for the system in Figure 5(a) to be dynamically equivalent to a complex-balanced one, we have $J_2 \leq 5J_1$. Similarly, from (13), it can be shown that $J_1 \leq 5J_2$. Therefore, complex-balancing on a subnetwork of Figure 5(b) implies $\frac{1}{5} \leq \frac{J_1}{J_2} \leq 5$. Since $J_1 = J_3$ and $J_2 = J_4$ at steady state, i.e., $\kappa_1 = \kappa_3 x^3 y^2$ and $\kappa_2 x^3 = \kappa_4 y^2$ by definition, so

$$\frac{\kappa_1 \kappa_3}{\kappa_2 \kappa_4} = \frac{J_1 J_3}{J_2 J_4} \leq \frac{25}{25} = 25.$$  

It follows that

$$\frac{\kappa_1 \kappa_3}{\kappa_2 \kappa_4} \leq 25$$  

14
is a necessary condition for dynamical equivalence to complex-balancing.

Next we show that the inequality \( \frac{1}{25} \leq \frac{\kappa_{13}\kappa_{23}}{\kappa_{23}\kappa_{43}} \leq 25 \) is sufficient for the system in Figure 5(a) to be dynamically equivalent to a complex-balanced system on a subnetwork of Figure 5(b). We first deduce from (14) that a positive steady state exists, i.e., that there exist \( x^3 \) and \( y^2 > 0 \) such that \( \kappa_1 = \kappa_3 x^3 y^2 \) and \( \kappa_2 x^3 = \kappa_4 y^2 \). It is not difficult to see that

\[
x^3 = \sqrt{\frac{\kappa_1 \kappa_4}{\kappa_2 \kappa_3}} \quad \text{and} \quad y^2 = \sqrt{\frac{\kappa_1 \kappa_2}{\kappa_3 \kappa_4}}
\]

is a solution. Defining the fluxes to be \( J_1 = \kappa_1, \ J_3 = \kappa_3 x^3 y^2, \ J_2 = \kappa_2 x^3 \) and \( J_4 = \kappa_4 y^2 \), we obtain the inequality \( \frac{1}{5} \leq \frac{J_1}{J_2} \leq 5 \). Moreover, \( J_1 = J_3 \) and \( J_2 = J_4 \).

When \( J_1 = 5J_2 \), a solution \( Q \geq 0 \) to the dynamical equivalence and complex-balanced conditions above is

\[
Q_{14} = Q_{32} = \frac{J_1}{6}, \quad Q_{13} = Q_{31} = \frac{J_1}{3}, \\
Q_{41} = Q_{23} = \frac{J_2}{2}, \quad Q_{21} = Q_{43} = \frac{J_2}{3},
\]

and the remaining \( Q_{ij} = 0 \). When \( 5J_1 = J_2 \), a solution \( Q \geq 0 \) to the dynamical equivalence and complex-balanced conditions above is

\[
Q_{41} = Q_{23} = \frac{J_2}{6}, \quad Q_{24} = Q_{42} = \frac{J_2}{3}, \\
Q_{14} = Q_{32} = \frac{J_1}{2}, \quad Q_{12} = Q_{34} = \frac{J_1}{3},
\]

and the remaining \( Q_{ij} = 0 \). Whenever \( \frac{1}{5} < \frac{J_1}{J_2} < 5 \), the system is a convex combination of the two extremal cases, with a solution given by the appropriate convex combination of the two systems in Figure 5(b). Therefore, when \( \frac{1}{5} \leq \frac{J_1}{J_2} \leq 5 \), there exists \( Q \geq 0 \) satisfying the dynamical equivalence and complex-balanced conditions.

The vector \( Q \), which depends on \( J_1, J_2 \) and hence a function of \( x \), can be used to generate rate constants for the new network. We first illustrate the process using the case \( J_1 = 5J_2 \), i.e., when \( \kappa_2 \kappa_4 = 25 \kappa_1 \kappa_3 \), before we comment on the general case. Let \( \kappa_{ij}' \geq 0 \), the value to be determined, denote the rate constant of the reaction \( y_i \to y_j \). Consider \( Q_{21} = \frac{J_2}{4} \) and \( Q_{23} = \frac{J_2}{6} \). By definition \( J_2 = \kappa_2 x^3 \) and \( Q_{2j} = \kappa_2' x^3 \). Looking at the equation

\[
\kappa_{21}' x^3 = Q_{21} = \frac{J_2}{3} = \frac{\kappa_2 x^3}{3},
\]

it is clear we should choose \( \kappa_{21}' = \frac{\kappa_2}{3} \). A similar argument forces \( \kappa_{23}' = \frac{\kappa_2}{6} \). Noting that \( J_3 = J_1 \) and \( J_4 = J_2 \), we conclude \( \kappa_{31}' = \frac{\kappa_3}{6}, \ \kappa_{32}' = \frac{\kappa_3}{3}, \ \kappa_{41}' = \frac{\kappa_4}{6}, \ \text{and} \ \kappa_{43}' = \frac{\kappa_4}{3} \). The mass-action system is shown in Figure 6(a).

In the general case \( \frac{1}{25} \leq \frac{\kappa_1 \kappa_4}{\kappa_2 \kappa_3} \leq 25 \), as noted earlier a solution \( Q \geq 0 \) exists satisfying the dynamical equivalence and complex-balancing conditions. Such \( Q \) is a convex combination of the extremal cases; as a result, for any \( j \), it is always the case that \( Q_{1j} \) and \( Q_{3j} \) are fractions of \( J_1 = J_3 \), and \( Q_{2j} \) and \( Q_{4j} \) are fractions of \( J_2 = J_4 \). Since \( Q_{ij} \) and \( J_i \) are both scalar multiples of \( x^y \), the monomial gets cancelled from the equation and one can solve for \( \kappa_{ij}' \) as a fraction of \( \kappa_{ij} \).

**Remark 4.3.** Example 4.2 has \( (1,1)^T \) and \( (2,1)^T \) as target vertices, with a distance of \( d = 1 \) between them. If we consider the two-target network with targets \( (a_i,1) \) distance \( d > 0 \) apart and has midpoint \( (1.5,1)^T \), a similar analysis gives a necessary and sufficient condition for dynamical equivalence to complex-balancing:

\[
\left( \frac{6 - d}{d} \right)^2 \geq \frac{\kappa_1 \kappa_3}{\kappa_2 \kappa_4} \geq \left( \frac{d}{6 - d} \right)^2.
\]

As \( d \to 0 \), we recover a stable single-target system. As \( d \to 3 \), the condition becomes \( \kappa_2 \kappa_4 = \kappa_1 \kappa_3 \), which is necessary and sufficient for the system \( y_1 = y_4, \ y_2 = y_3 \) to be detailed-balanced [18].
Figure 6: The system in Figure 5(a) is dynamically equivalent to a complex-balanced system if and only if $\frac{1}{25} \leq \frac{\kappa_1 \kappa_2}{\kappa_3 \kappa_4} \leq 25$. The system is equivalent to (a) when $\kappa_2 \kappa_4 = 25 \kappa_1 \kappa_3$ and (b) when $25 \kappa_2 \kappa_4 = \kappa_1 \kappa_3$. For $\frac{1}{25} \leq \frac{\kappa_1 \kappa_2}{\kappa_3 \kappa_4} \leq 25$, the dynamically equivalent system is an appropriate convex combination of (a) and (b).

Much work has been done to derive algebraic conditions on the rate constants that are necessary and sufficient for complex-balancing [7, 10, 15, 18]. In Examples 4.1 and 4.2 above, we are able to derive semi-algebraic conditions on the rate constants that are necessary and sufficient for dynamical equivalence to complex-balancing — at least for networks with special structure. To learn about stability properties of a mass-action system, dynamical equivalence to complex-balancing is extremely informative [39].

In an upcoming paper, we will prove that for a large class of networks, dynamical equivalence to complex-balancing is an open condition, i.e., there exists some open set in parameter space such that rate constants chosen from this set give rise to mass-action systems that are dynamically equivalent to complex-balanced systems [12]. There is still much more to be done in order to obtain explicit semi-algebraic conditions on rate constants for dynamical equivalence to complex-balancing for general networks. In particular, numerical methods might allow us to estimate the region in parameter space that gives rise to dynamical equivalence to a complex-balanced system.

5 Conclusions

In this paper we introduced single-target networks, and classified the mass-action systems generated by them as either (i) globally stable (and actually dynamically equivalent to detailed balanced systems with a single connected component) or (ii) having no positive steady states (and moreover having all trajectories converge to the boundary of the positive orthant or to infinity). We showed that these two cases can be differentiated by a very simple geometric criterion: a single-target mass-action system is globally stable if and only if the target vertex is in the relative interior of the network’s Newton polytope.

In general, the single-target condition is quite restrictive, and few networks of interest will satisfy it at the outset. On the other hand, it is a very simple geometric condition, which makes it easy to characterize the set in parameter space where networks that fail to be single-target give rise to systems that can be realized by single-target networks via dynamical equivalence. Using this idea, we have exhibited several examples where our results can be useful for analyzing networks that exhibit a high degree of symmetry or geometric structure, even if they are not single-target networks.

Finally, recognizing that single-target networks are related to (strongly) endotactic networks, we explored some networks with similar geometry but having multiple targets. For these examples we showed that the corresponding mass-action systems are dynamically equivalent to complex-balanced systems if and only if the rate constants satisfy some semi-algebraic conditions. While our examples have relatively simple structures that allow us to derive explicit inequalities on the rate constants, a natural question and future research direction is whether such semi-algebraic conditions on the rate constants can be obtained for more general classes of reaction networks.
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