Abstract—In this paper, the issue of designing an iterative detection and decoding (IDD) aided receiver relying on the low-complexity probabilistic data association (PDA) method, is addressed for turbo-coded multiple-input–multiple-output (MIMO) systems using general M-ary modulations. We demonstrate that the classic candidate-search aided bit-based extrinsic log-likelihood ratio (LLR) calculation method is not applicable to the family of PDA-based detectors. Additionally, we reveal that in contrast to the interpretation in the existing literature, the output symbol probabilities of existing PDA algorithms are not the true a posteriori probabilities (APPs), but rather the normalized symbol likelihoods. Therefore, the classic relationship, where the extrinsic LLRs are given by subtracting the a priori LLRs from the a posteriori LLRs does not hold for the existing PDA-based detectors. Motivated by these revelations, we conceive a new approximate Bayesian theorem based logarithmic-domain PDA (AB-Log-PDA) method, and unveil the technique of calculating approximate Bayesian theorem based logarithmic-domain PDA (ab-log-pda) in the context of IDD receivers. Our complexity analysis and numerical results recorded for Nakagami-m fading channels demonstrate that the proposed AB-Log-PDA based IDD scheme is capable of achieving a comparable performance to that of the optimal MAP detector based IDD receiver, while imposing a significantly lower computational complexity in the scenarios considered.
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I. INTRODUCTION

W HEN conceiving advanced wireless systems using both multiple-input–multiple-output (MIMO) techniques [1], [2] and near-capacity forward error correction (FEC) codes [3]–[5] to simultaneously achieve a high throughput and an infinitesimally low error rate, one of the major challenges is the potentially prohibitive computational complexity at receiver. The iterative detection and decoding (IDD) [6], which was inspired by decoding of concatenated codes [3], [7], is capable of achieving a near-optimum performance at a significantly lower complexity than the maximum-likelihood sequence estimator based optimal joint detector/decoder [8], [9]. Even so, the computational complexity imposed by the IDD might remain the limiting factor in practical applications.

The probabilistic data association (PDA) filtering method was highly successful for target tracking problems [10], [11] in radar systems. In digital communications, it may also be developed to a soft-input–soft-output (SISO) efficient interference-modelling method [12]–[17]. The key feature of PDA is the repeated conversion of a multimodal Gaussian mixture probability to a single multivariate Gaussian distribution. Therefore, the accuracy of the Gaussian approximation dominates the attainable performance. In uncoded MIMO systems using quadrature amplitude modulation (QAM), the quality of the Gaussian approximation in PDA may be improved by transforming the symbol-based model into a bit-based model, which in effect increases the length of the effective transmitted signal vector by the number of bits per symbol, and reduces the effective constellation to a binary constellation [16]. With regard to improving the quality of the Gaussian approximation in FEC-coded MIMO systems, we benefit from having an increased exploitable degree of freedom. For example, the soft information gleaned from the output of the FEC decoder tends to be more reliable than the output symbol probabilities of the PDA detector itself. Therefore the FEC decoder’s soft output would facilitate a more accurate modelling of the inter-antenna interference (IAI). The iterative receiver proposed in [18] was essentially a maximum a posteriori (MAP) detection aided IDD scheme, employing the hard-output PDA detector for generating the candidate-search list, hence it did not solve the problem of interest to us.

There are several particular challenges that render the IDD design using PDA less straightforward than it seems to be. Firstly, to the best of our knowledge, all the existing PDA detectors conceived for uncoded systems operate purely in the probability-domain [12]–[17], which results in a poor numerical stability in IDD scenarios, hence potentially leading to a degraded performance. Secondly, it is unclear how to produce the correct bit-based extrinsic log-likelihood ratios (LLRs) required by the concatenated outer FEC decoder.
Conventionally, the output symbol probabilities of the existing PDA algorithms were interpreted as the *a posteriori* probabilities (APPs) [12]–[17]. Hence, one may assume that a natural way of generating the bit-based extrinsic LLRs is to subtract the bit-based *a priori* LLRs from the bit-based *a posteriori* LLRs generated from the output probabilities of the PDA algorithms. However, we will show that this classic relationship no longer holds if we still treat the output symbol probabilities of the existing PDA algorithms as APPs in the context of IDD receivers. Thirdly, the existing PDA algorithms [12]–[17] have an inherently self-iterative structure, where the estimated symbol probabilities are delivered to the next *inner iteration* after the current inner iteration is completed. Then, the question of how to deal with the inner iterations of the existing PDAs in the context of IDD receivers arises.

Against this backdrop, the main contributions of this paper are as follows:

1. We present an analysis of the interference-plus-noise distribution for the MIMO signal model, which sheds light on the fundamental principles of the PDA algorithms from a new perspective.

2. We propose an approximate Bayesian theorem based logarithmic-domain PDA (AB-Log-PDA) MIMO detector for IDD aided MIMO systems employing arbitrary *M*-ary modulations, which has not been reported before. The proposed AB-Log-PDA enjoys better numerical stability and accuracy, hence it is better suited for iterative detection than the existing probability-domain PDA detectors conceived for uncoded systems [12]–[17].

3. In contrast to the conventional interpretations of the mathematical properties of the estimated output symbol probabilities of the PDA algorithms, we will demonstrate that these probabilities do not constitute the true symbol APPs, they rather constitute the normalized symbol likelihoods. Owing to this misinterpretation, it is flawed to produce the bit-based extrinsic LLRs from the output symbol probabilities of the PDA algorithms by using the classic relationship, where the extrinsic LLRs are given by subtracting the *a priori* LLRs from the *a posteriori* LLRs. We demonstrate furthermore that the classic candidate-search aided bit-based extrinsic LLRs calculation method, which is used for example by the MAP detector and the list sphere decoder, is not applicable to any PDA-based detector. In order to circumvent the above-mentioned problems, we conceive a new technique of producing the bit-based extrinsic LLRs for the proposed AB-Log-PDA, which results in a simplified IDD structure, where the extrinsic LLRs of the AB-Log-PDA are generated by directly transforming the output symbol probabilities into bit-based LLRs, without subtracting the *a priori* LLRs.

4. We reveal that introducing inner iterations into the AB-Log-PDA actually degrades the achievable performance of the IDD receiver, which is in contrast to the impact of the inner iterations within the FEC-decoder of other types of iterative receivers. The reasons as to why the inner PDA iterations fail to provide BER improvement are investigated and discussed in detail. Notably, we show that the proposed AB-Log-PDA based IDD scheme invoking no inner iterations within the AB-Log-PDA strikes an attractive performance versus complexity tradeoff, which compares favorably to that of the optimal MAP based IDD scheme in both *perfect* and *imperfect* channel-estimation scenarios, when communicating over Nakagami-*m* fading channels. For example, in some scenarios the performance of the proposed AB-Log-PDA based IDD scheme approaches that of the MAP-based IDD scheme within 0.5 dB, while imposing a significantly lower computational complexity.

The remainder of the paper is organized as follows. In Section II our FEC-coded MIMO system model is introduced, while in Section III we present our analysis of the interference-plus-noise distribution for our MIMO signal model, which sheds light on the fundamental principles of the PDA from a new perspective. In Section IV the proposed AB-Log-PDA is presented, which relies on the *a priori* soft information feedback gleaned from the FEC decoder. Then, in Section V the extrinsic LLR calculation of the AB-Log-PDA is detailed, while our simulation results and discussions are presented in Section VI. Finally, the paper is concluded in Section VII.

### II. System Model

We consider the FEC-coded MIMO system of Fig. 1. At the transmitter, the \((L_f \times 1)\) source-bit frame \(x_1\) is firstly encoded by a rate \(R < 1\) FEC encoder (typically a convolutional code, a turbo code or an LDPC code) into the \((\frac{R}{R_f} \times 1)\) coded-bit frame \(c_1\). In order to guard against bursty fading, \(c_1\) is then passed through a bit-interleaver. Then the \((\frac{R}{R_f} \times 1)\) interleaver output bit-frame \(d_2\) is mapped to the \((\frac{R_f}{R_{M_R}} \times 1)\) symbol-frame \(s_2\), with each symbol taken from the \(M\)-ary modulation constellation \(\mathcal{A} = \{a_1, a_2, \cdots, a_M\}\), where \(M = \log_2^M\) is the number of bits per constellation symbol. Finally, \(s_2\) is
transmitted in form of the \((N_t \times 1)\) vector of symbols \(s\) by \(N_t \geq 1\) transmit antennas per channel use.

At the output of the fading channel \(\mathbf{H}\), the received \((N_r \times 1)\)-element complex-valued baseband signal vector per channel use is represented by

\[ y = \mathbf{H}s + \mathbf{n}, \]

where \(y = [s_1, s_2, \cdots, s_{N_t}]^T\) is normalized by the component-wise energy constraint \(\mathbb{E}(|s_i|^2) = E_s / N_t\) in order to maintain a total transmit power \(E_s\) per channel use; and \(\mathbf{n}\) is the \((N_r \times 1)\)-element zero-mean complex-valued Gaussian noise vector with a covariance matrix of \(2\sigma^2 \mathbf{I}_{N_r}\), where \(\mathbf{I}_{N_r}\) represents an \((N_r \times N_r)\)-element identity matrix; and \(\mathbf{H}\) is an \((N_r \times N_t)\) complex-valued matrix with entries \(h_{ji}\) perfectly known to the receiver, \(j = 1, \cdots, N_r\), \(i = 1, \cdots, N_t\). In this paper, we assume that \(h_{ji} = r \exp(j\theta)\) is independent and identically distributed (i.i.d), the phase \(\theta\) is uniformly distributed and independent of the envelope \(r\), while \(r\) obeys the Nakagami-\(m\) distribution having the probability density function (PDF) of \([19]\)

\[ p(r) = \frac{2}{\Gamma(m)} \left( \frac{m}{\Omega} \right)^m r^{2m-1} \exp(-mr^2/\Omega), \quad r \geq 0, \quad (2) \]

where \(\Gamma(\cdot)\) represents the Gamma function, \(\Omega \triangleq \mathbb{E}(r^2)\), and the Nakagami fading parameter \(m \triangleq \Omega^2 / \mathbb{E}(r^2 - \Omega^2)\), \(m \geq 0.5\). Note that the Nakagami-\(m\) fading model captures a wide range of realistic fading environments, encompassing the most frequently used Rayleigh and Rician fading models as special cases. More specifically, the parameter \(m\) indicates the severity of the fading. As \(m\) becomes smaller, the fading effects become more severe. For example, when \(m\) decreases to 0.5, Eq. (2) approaches the one-sided Gaussian distribution; when \(m = 1\), Eq. (2) reduces to a Rayleigh PDF, and as \(m \to \infty\), Eq. (2) reduces to a \(\delta\)-distribution located at \(r = 1\), which corresponds to imposing no fading on the amplitude of the transmitted signal, but only a “pure random phase” obeying a uniform distribution on the circle of radius \(\sqrt{\Omega}\). In addition to its generalized nature, the Nakagami-\(m\) fading model was shown to fit the experimental propagation data better than the Rayleigh, Rician and Lognormal distributions \([20]\).

III. INTERFERENCE-PLUS-NOISE DISTRIBUTION ANALYSIS

In order to provide more insight on the fundamental principle underlying the PDA method, an interference-plus-noise distribution analysis is carried out in this section.

The received signal model of (1) may be rewritten as

\[ y = s_i \mathbf{h}_i + \sum_{k \neq i} s_k \mathbf{h}_k + \mathbf{n} = s_i \mathbf{u}_i + \mathbf{v}_i, \]

where \(\mathbf{h}_i\) denotes the \(i\)-th column of \(\mathbf{H}\), and \(s_i\) is the \(i\)-th symbol of \(s\), while \(\mathbf{u}_i\) is the sum of \((N_t - 1)\) IAI components contaminating the symbol \(s_i\), \(i = 1, 2, \cdots, N_t\), and \(\mathbf{v}_i\) is the interference-plus-noise term for \(s_i\).

Note that if \(\mathbf{u}_i\) vanishes, Eq. (3) reduces to the classic single-input–multiple-output interference-free broadcast channel having a receive diversity order of \(N_r\). Similarly, if we know exactly the distribution of \(\mathbf{u}_i\) or \(s_k\), this potentially allows us to mitigate the adverse effects of the IAI. However, unfortunately, the distribution of \(\mathbf{u}_i\) is generally unknown. A notable exception is, when the number of independent IAI components is sufficiently high, \(\mathbf{u}_i\) approaches a multivariate Gaussian distribution according to the central limit theorem.

On the other hand, we observe that the interference term \(u_i\) has a total of \(M^{N_t - 1}\) possible interference patterns. Then, the \(n\)-th legitimate interference pattern imposed by a given sample of

\[ \mathbf{s}_n = [s_{1,n}, \cdots, s_{N_t,n}]^T \]

is defined as

\[ \mathbf{u}_{i,n} = \sum_{k \neq i} s_{k,n} \mathbf{h}_k, \]

while the corresponding interference-plus-noise pattern is defined as

\[ \mathbf{v}_{i,n} = \mathbf{u}_{i,n} + \mathbf{n}, \]

where \(s_{k,n} = a_m\), \(m = 1, 2, \cdots, M^{N_t - 1}\). We observe that \(\mathbf{v}_{i,n}\) obeys a multivariate Gaussian distribution with a mean of \(\sum_{k \neq i} s_{k,n} \mathbf{h}_k\) and a covariance of \(2\sigma^2 \mathbf{I}_{N_r}\) for complex-valued noise, hence the PDF of \(\mathbf{v}_{i,n}\) is formulated as

\[ f(\mathbf{v}_{i,n}) = c \exp \left( -\frac{1}{2\sigma^2} \right) \frac{1}{\pi N_r \det(2\sigma^2 \mathbf{I})}, \]

where

\[ c = \frac{1}{\pi N_r \det(2\sigma^2 \mathbf{I})}, \]

If we assume that the probability of encountering the \(n\)-th interference pattern caused by \(\mathbf{s}_n\) is \(P_n\), then upon jointly considering the distribution of \(\mathbf{u}_{i,n}\) and that of \(\mathbf{v}_{i,n}\), the distribution of \(\mathbf{v}_i\) may be characterized by the multimodal Gaussian mixture distribution of

\[ p(\mathbf{v}_i) = \sum_{n=1}^{M^{N_t - 1}} P_n f(\mathbf{v}_{i,n}), \]

where we have \(\sum_{n=1}^{M^{N_t - 1}} P_n = 1\). Eq. (9) indicates that the true distribution of \(\mathbf{v}_i\) is a weighted average of a set of component multivariate Gaussian distributions. Note that Eq. (9) is not the PDF used by the classic optimal MAP detection. Since \(P_n\) is not known beforehand, and the complexity of computing \(p(\mathbf{v}_i)\) increases at an exponential rate of \(O(M^{N_t - 1})\), it is infeasible to carry out symbol detection directly relying on Eq. (9) for large-dimensional MIMO systems. Instead, we can resort to the PDA method to simplify the MIMO detection. An example of a four-modal Gaussian mixture distribution is shown in Fig. 2 and Fig. 3 in order to illustrate the fundamental principle of the PDA. More specifically, Fig. 2 represents the initial distribution of the interference-plus-noise term \(\mathbf{v}_i\), when we have no \textit{a priori} knowledge about the interference symbols \(\{s_k\}_{k \neq i}\) before performing symbol detection, and Fig. 3 represents the distribution of \(\mathbf{v}_i\) after performing the
are the soft estimates of the transmitted symbols soft feedback gleaned from the FEC decoder, representing probability vector \( \mathbf{v} \), and the real-valued Gaussian channel vectors \( \mathbf{h}_1 = [0.8884, -1.1471]^T \), \( \mathbf{h}_2 = [-1.0689, -0.8095]^T \). The possible interference patterns are \( \mathbf{u}_{1,1} = [3.2066, 2.4285]^T \), \( \mathbf{u}_{1,2} = [1.0689, 0.8095]^T \), \( \mathbf{u}_{1,3} = [-1.0689, -0.8095]^T \), \( \mathbf{u}_{1,4} = [-3.2066, -2.4285]^T \), and a given a priori probability vector \( \mathbf{P}_{\text{a priori}} = [0.25, 0.25, 0.25, 0.25] \) is used for the possible interference patterns. The means of the four component Gaussian distributions are \( \mathbf{u}_{1,1}, \mathbf{u}_{1,2}, \mathbf{u}_{1,3}, \mathbf{u}_{1,4} \), respectively, and the covariance matrices of the four component Gaussian distributions are all \( \sigma^2 \mathbf{I} \) where \( \sigma^2 = 0.631 \).

PDA based detection, when we have a relatively strong belief\(^3\) about the correct value of \( s_i \) among all legitimate constellation symbols \( s_m \).

IV. THE PROPOSED AB-LOG-PDA RELYING ON A PRIORI SOFT FEEDBACK FROM THE FEC DECODER

Based on the interference-plus-noise distribution analysis of Section III below we will elaborate on the proposed low-complexity AB-Log-PDA algorithm. This algorithm uses the received signal \( \mathbf{y} \), the channel matrix \( \mathbf{H} \), as well as the a priori soft feedback gleaned from the FEC decoder, representing the soft estimates of the transmitted symbols \( \{ s_i \}_{i=1}^{N_t} \), as its input parameters, and generates the estimated decision probabilities for \( \{ s_i \}_{i=1}^{N_t} \) as its output.

As mentioned in Section III if we can estimate the distribution of the interfering symbols \( \{ s_k \}_{k \neq i} \), the performance degradation imposed by \( u_i \) may be mitigated. Although initially we do not have any a priori knowledge about the distribution of \( \{ s_k \}_{k \neq i} \), we know exactly the distribution of the noise \( \mathbf{n} \) and we are also aware of the legitimate values of \( \{ s_k \}_{k \neq i} \). Hence it is feasible to generate a coarse estimate of \( \{ s_i \}_{i=1}^{N_t} \) relying solely on the knowledge of the noise distribution and the modulation constellation \( \mathcal{A} \) at the beginning. Based on these observations, we may assume that the interference-plus-noise term \( \mathbf{v} \) obeys a single \( N_r \)-variate Gaussian distribution\(^4\) in order to fully characterize the complex random vector \( \mathbf{v} \), which is not necessarily proper, we specify the mean as

\[
\mu_{\text{a priori}} \triangleq \mathbb{E}(\mathbf{v}) = \sum_{k \neq i} \mathbb{E}(s_k) \mathbf{h}_k,
\]

and the covariance as

\[
\mathbf{C}(\mathbf{v}) = \sum_{k \neq i} \mathbb{C}(s_k) \mathbf{h}_k \mathbf{h}_k^H + 2\sigma^2 \mathbf{I}_{N_r},
\]

\(^3\)Although this approximation is more accurate when \( N_t \) becomes larger, it is competent to produce a coarse estimate of \( \{ s_i \}_{i=1}^{N_t} \).

\(^4\)The pseudo-covariance of a complex random vector \( \mathbf{x} \) is defined as \( \mathbb{C}_p(\mathbf{x}) \triangleq \mathbb{E} \left\{ [\mathbf{x} - \mathbb{E}(\mathbf{x})] [\mathbf{x} - \mathbb{E}(\mathbf{x})]^H \right\} \). For a proper complex random variable, its pseudo-covariance vanishes, and it is sufficient to describe a proper complex Gaussian distribution using only the mean and the covariance \( \mathbb{C}(\mathbf{x}) \). However, for a coded system the in-phase and quadrature components of the complex modulated signal \( s_i \) might be correlated, especially when the coding block-length is not long enough. In this case, it is necessary to take into account an additional second-order statistics, i.e. the pseudo-covariance \( \mathbb{C}_p(\mathbf{x}) \), to fully specify the improper complex Gaussian distribution in a generalized manner.
and the pseudo-covariance as

\[ \mathbf{C}_p(v_i) = \sum_{k \neq i} \mathbf{C}_p(s_k) \mathbf{h}_k \mathbf{h}_k^T. \tag{12} \]

We define an \((N_t \times M)\)-element probability matrix \( \mathbf{P}(z',\cdot) \), whose \((i, m)\)-th element \( P_{m,i}^{(z',\cdot)}(s_i|y) \) is the estimate of the probability that we have \( s_i = a_m \) at the \((z', \cdot)\)-th iteration. More specifically, the integer \( z' \geq 0 \) denotes the inner iteration index of the AB-Log-PDA, while the integer \( z \geq 0 \) is the index of the outer iteration between the AB-Log-PDA and the soft FEC decoder, \( i = 1, \cdots, N_t \) and \( m = 1, \cdots, M \). Then, the \( \mathbb{E}(s_k) \), \( \mathbb{C}(s_k) \) and \( \mathbb{C}_p(s_k) \) in \((10), (11) \) and \((12) \) are given by

\[ \mathbb{E}(s_k) = \sum_{m=1}^{M} a_m P^{(z',\cdot)}(s_k = a_m|y), \tag{13} \]

\[ \mathbb{C}(s_k) = \sum_{m=1}^{M} [a_m - \mathbb{E}(s_k)][a_m - \mathbb{E}(s_k)]^T P^{(z',\cdot)}(s_k = a_m|y), \tag{14} \]

and

\[ \mathbb{C}_p(s_k) = \sum_{m=1}^{M} [a_m - \mathbb{E}(s_k)]^2 P^{(z',\cdot)}(s_k = a_m|y), \tag{15} \]

respectively.

Note that Eq. \((10) - (15) \) effectively use \((N_t - 1) \) probability vectors \( \{ P_{m,i}^{(z',\cdot)}(k, \cdot) \}_{k \neq i} \) associated with the interfering signal \( \{ s_k \}_{k \neq i} \) to model \( v_i \). Since we do not have any outer \( a \) priori knowledge about the distribution of \( s_i \) at the beginning, an all-zero LLR vector will be provided as the input to the AB-Log-PDA, which is equivalent to initializing \( P^{(z',\cdot)}(s_i = a_m|y) \) with a uniform distribution, i.e.

\[ P^{(0,0)}(s_i = a_m|y) = \frac{1}{M}, \tag{16} \]

\( \forall i = 1, \cdots, N_t \) and \( \forall m = 1, \cdots, M \).

Based on the assumption that \( v_i \) obeys the Gaussian distribution, \( y|s_i \) is also Gaussian distributed. Let us now define

\[ \mathbf{w} \triangleq y - s_i \mathbf{h}_i - \sum_{k \neq i} \mathbb{E}(s_k) \mathbf{h}_k \tag{17} \]

and

\[ \beta_{m,i}^{(z',+1)} \triangleq - \left[ \begin{bmatrix} \mathbb{R}(\mathbf{w}) \\ \mathbb{I}(\mathbf{w}) \end{bmatrix} \right]^T \Lambda_i^{-1} \left[ \begin{bmatrix} \mathbb{R}(\mathbf{w}) \\ \mathbb{I}(\mathbf{w}) \end{bmatrix} \right], \tag{18} \]

in which the composite covariance matrix \( \Lambda_i \) is defined as \([15] \)

\[ \Lambda_i \triangleq \left[ \begin{bmatrix} \mathbb{R}(\mathbf{Y}_i + \mathbf{X}_i) \\ \mathbb{I}(\mathbf{Y}_i + \mathbf{X}_i) \end{bmatrix} - \mathbb{R}(\mathbf{Y}_i - \mathbf{X}_i) \right] \mathbb{R}(\mathbf{Y}_i - \mathbf{X}_i), \tag{19} \]

where \( \mathbb{R}() \) and \( \mathbb{I}() \) represent the real and imaginary part of a complex variable, respectively. Then the likelihood function of \( y|s_i = a_m \) at the \((z', +1)\)-st iteration satisfies

\[ P^{(z',+1)}(y|s_i = a_m) \propto \exp \left( \beta_{m,i}^{(z',+1)} \right), \tag{20} \]

where the symbol “\( \propto \)” means “proportional to”.

Upon invoking an approximate form of the Bayesian theorem \([12], [13] \), the estimated probability of symbol \( s_i \) at the 

**TABLE I**

**SUMMARY OF THE AB-LOG-PDA BASED IDD ALGORITHM**

| Step | Description |
|------|-------------|
| 1    | Set the initial values of the inner iteration index and outer iteration index to \( z' = 0 \) and \( z = 0 \), respectively. Initialize the bit-based *a priori* LLRs feedback from the FEC decoder as zeros. |
| 2    | Convert the *a priori* LLRs feedback from the FEC decoder to symbol probabilities shown in probability matrix \( P^{(z',\cdot)}(\cdot) \). |
| 3    | Using the values of \( \{ P^{(z',\cdot)}(k, \cdot) \}_{k \neq i} \), calculate \( P^{(z',+1)}(s_i|y) \) by for \( i = 1 : N_t \) |
|      | calculate the statistics of the interference-plus-noise term \( v_i \), using \((10) - (16) \), as well as the inverse of \( \Lambda_i \) in \((19) \). |
|      | for \( m = 1 : M \) |
|      | calculate \( P^{(z',+1)}(s_i|y) \) using \((17) - (22) \) and \((23) \). |
| 4    | If \( z' \) has reached a given number of inner iterations, go to Step 5. |
| 5    | Otherwise, let \( z' \leftarrow z' + 1 \), and return to Step 3. |
| 6    | Convert the symbol probabilities \( p^{(z',+1)}(s_i|y) \) to bit-based LLRs, of which the extrinsic parts are delivered to the outer FEC decoder. |
| 7    | If \( z \) has reached a given number of outer iterations, make hard decisions using the soft output of the FEC decoder. Otherwise, let \( z \leftarrow z + 1 \), and return to Step 2. |

\[ p^{(z',\cdot)}(s_i = a_m|y) \]

\[ = \exp \left( \beta_{m,i}^{(z',\cdot)} - \gamma \right), \tag{21} \]

where \( \gamma \triangleq \max_{m=1, \cdots, M} \beta_{m,i}^{(z',\cdot)} \) is subtracted from \( \beta_{m,i}^{(z',\cdot)} \), enhancing the numerical stability.

As a further effort to improve the achievable numerical stability and accuracy, the logarithmic-domain form of \((21) \) is formulated as

\[ \psi_{m,i}^{(z',+1)} \triangleq \ln \left[ p^{(z',+1)}(s_i = a_m|y) \right] \]

\[ = \ln \left[ \exp \left( \beta_{m,i}^{(z',+1)} - \gamma \right) \right] - \ln \left[ \exp \left( \beta_{m,i}^{(z',+1)} - \gamma \right) \right], \tag{22} \]

in which we have \( \tilde{\beta}_{m,i}^{(z',+1)} \triangleq \beta_{m,i}^{(z',+1)} - \gamma \), and the second term of the right-hand-side expression may be computed by invoking the “Jacobian logarithm” of \([8] \). Alternatively, upon employing the Max-log approximation, \((22) \) may be further simplified to

\[ \psi_{m,i}^{(z',+1)} \approx \tilde{\beta}_{m,i}^{(z',+1)}, \tag{23} \]

As a result, the estimated decision probability of \( s_i \) relying on

\[ 5 p^{(z',\cdot)}(s_i = a_m|y) \]

is ignored in \((21) \), since it has been utilized for calculating the likelihood of \( y|s_i = a_m \) at the \((z', +1)\)-st iteration — the same *a priori* information should not be used multiple times in IDD scenarios.
and (23) is given by
\[ P(z', z'+1) (s_i = a_m | y) \approx e^{\psi_{m,i}}, \] (24)
which will update the value of \( P(z', z'+1) (s_i = a_m | y) \) in the probability matrix \( P(z', z') \). Following the inner iterations within the AB-Log-PDA, if any, the updated symbol probabilities have to be converted to the equivalent bit-based LLRs, whose extrinsic constituent will be delivered to the outer FEC decoder of Fig. 1. In turn, the extrinsic LLRs output by the FEC decoder will be converted to symbol probabilities in the next outer iteration, before feeding them into the AB-Log-PDA for generating new estimates of the symbol probabilities. For reasons of explicit clarity, the AB-Log-PDA algorithm relying on the \textit{a priori} soft feedback generated by the FEC decoder of Fig. 1 is summarized in Table I.

V. EXTRINSIC LLR CALCULATION FOR AB-LOG-PDA IN FEC-CODED MIMO SYSTEMS

In order to integrate the AB-Log-PDA into the IDD scheme, the AB-Log-PDA has to output correct\(^6\) extrinsic LLRs for each of the FEC-coded bits, which is however, not quite as straightforward as it seems at first sight, given that the output probabilities of the PDA were interpreted as APPs in [12]-[17].

We assume that the components of the transmitted symbol-vector \( s \) are obtained using the bit-to-symbol mapping function of \( s_i = \text{map}(b_i), i = 1, 2, \cdots, N_s \), where \( b_i = [b_{i,1}, b_{i,2}, \cdots, b_{i,l}, \cdots, b_{i,N_t}]^T \in \{+1, -1\}^M_b \) is the vector of bits mapped to symbol \( s_i \). Additionally, we denote the vector of bits corresponding to \( s \) as \( b \), which satisfies \( s = \text{map}(b) \) and is formed by concatenating the \( N_t \) antennas' bit vectors \( b_1, b_2, \cdots, b_{N_t} \), yielding \( b = [b_1^T, b_2^T, \cdots, b_{M_b}^T]^T \in \{+1, -1\}^{M_b N_t} \). Hence the indices of \( b_1, \cdots, b_N \) are related to each other by \( k = M_b(i-1) + l \).

Note that the AB-Log-PDA algorithm finally outputs the \textit{estimated} symbol probabilities of \( P(s_i = a_m | y) \), where the iteration indices are omitted without causing any confusion. Additionally, it provides the likelihood functions of \( p(y | s_i = a_m) \) conditioned on \( s_i \) as its intermediate output. By contrast, the classic candidate-search based approach outputs the likelihood function of \( p(y | b) \) [or equivalently, \( p(y | s) \)] conditioned on the bit vector \( b \) (or symbol vector \( s \)), and calculates the bit-based extrinsic LLRs by using \( p(y | b) \) [or \( p(y | s) \)]. Below we will demonstrate that the candidate-search based approach of computing the bit-based extrinsic LLRs is not feasible for the AB-Log-PDA algorithm. In other words, we cannot obtain \( p(y | b) \) or \( p(y | s) \) based on \( P(s_i = a_m | y) \) and/or \( p(y | s_i = a_m) \). Instead, we will demonstrate that there exists a simpler method of directly obtaining the bit-based extrinsic LLRs based on the output of the AB-Log-PDA.

A. CHALLENGES IN CALCULATING EXTRINSIC LLRS FOR THE PDA BASED METHODS

In principle, for a MIMO system characterized by Eq. (1), the classic approach of deriving bit-based extrinsic LLRs is based on the likelihood function of \( p(y | b) \) or \( p(y | s) \). Specifically, the extrinsic LLR of \( b_{1j} \) (or \( b_{kj} \)) is given by [8]
\[ L_{E}(b_{1j} | y) = L_{E}(b_{kj} | y) = \ln \sum_{b \in \mathbb{B}_k^+} p(y | b) \exp \left( \frac{1}{2} b_{kj}^T L_{A[k]} b_{kj} \right), \] (25)
where \( \mathbb{B}_k^+ \) denotes the set of \( 2^{N_t M_b - 1} \) legitimate bit vectors \( b \) having \( b_{kj} = \pm 1 \), and \( b_{kj} = [b_{j,1}, b_{j,2}, \cdots, b_{j, M_b}]^T \) represents a truncated version of \( b \) excluding \( b_{kj} \), while \( L_{A[k]} \) represents the \textit{a priori} LLRs corresponding to \( b_{kj} \). Eq. (25) indicates that \( L_{E}(b_{1j} | y) \) is determined by \( p(y | b) \), and by the \textit{a priori} LLRs of the other bits conveyed by a single symbol vector \( s \). However, below we will prove that it is infeasible to invoke this approach to calculate bit-based extrinsic LLRs for the family of PDA based algorithms including the AB-Log-PDA.

PROPOSITION 1. For all PDA algorithms which output the probabilities \( P(s_i | y) \), or the likelihood functions \( p(y | s_i) \), the bit-based extrinsic LLR \( L_{E}(b_{1j} | y) \) cannot be calculated using the candidate-search method which relies on \( p(y | b) \) or \( p(y | s) \).

\textbf{Proof:} Define a non-zero random vector \( s = [s_1, s_2, \cdots, s_{N_t}]^T \), and a non-zero random vector \( y \), where \( s_i \) and \( s_j \) are independent of each other in the absence of \textit{a priori} knowledge, \( i \neq j \), \( i, j = 1, \cdots, N_t \), and assume that \( y \) is associated with \( s \) by the function of \( y = f(s) \). We have
\[ P(y | s) = P(y | s_1, s_2, \cdots, s_{N_t}) \]
\[ = P(y, s_1, s_2, \cdots, s_{N_t}) \]
\[ = \frac{P(s_1 | y)P(s_2, \cdots, s_{N_t} | y, s_1)P(y)}{P(s_1)} \cdots \frac{P(s_{N_t} | y, s_1)}{P(s_{N_t})}, \] (26)
where \( P(s_2, \cdots, s_{N_t} | y, s_1) \) can be further expanded as
\[ P(s_2 | y, s_1)P(s_3 | y, s_1, s_2) \cdots P(s_{N_t} | y, s_1, s_2, \cdots, s_{N_t-1}). \] (27)
Note that the conditions \( s_i \) associated with each single probability in (27) cannot be removed, which implies that it is infeasible to further simplify each probability in (27). In other words, we have \( P(s | y) \neq P(s_1 | y)P(s_2 | y \cdot s_1) \cdots P(s_{N_t} | y) \), which implies that in a converging connection of the acyclic, directed graph representation of Bayesian Networks, the presence of knowledge as regards to the child-node makes the parent-nodes conditionally dependent. Again, this is a standard result in Bayesian Networks [24]. Therefore, the probability \( P(y | s) \) cannot be exactly expressed as a function of any probabilities of \( P(s_i), P(y), P(y | s_i) \) and/or \( P(s_i | y) \). Hence the proof of Proposition I is established.

B. CALCULATING EXTRINSIC LLRS FOR AB-LOG-PDA

Due to Proposition I, the candidate-search based approach of calculating bit-based extrinsic LLRs is not applicable to
the family of PDA algorithms. Let \( A^\pm \) denote the set of \( M/2 \) constellation points whose \( l \)-th bit is \( \pm 1 \). Then, alternatively, the extrinsic LLR of \( b_{il} \) may be rewritten as\(^7\)

\[
L_E(b_{il}|y) = \ln \frac{\sum_{\forall a_m \in A^+_l} P(s_i = a_m | y)}{\sum_{\forall a_m \in A^-_l} P(s_i = a_m | y)}
\]

where \( L_D(b_{il}|y) \) and \( L_A(b_{il}) \) denote the \( a \) posteriori and \( a \) priori LLRs of \( b_{il} \), respectively. It is noteworthy that \(^{(28)}\) represents a simple approach of generating the bit-based extrinsic LLR of \( L_E(b_{il}|y) \), as long as the true symbol APP of \( P(s_i = a_m | y) \) can be obtained.

However, although we can directly obtain the estimated symbol probabilities of \( P(s_i = a_m | y) \) from the output of the AB-Log-PDA, as shown in \(^{(21)}\), our study shows that this sort of estimated symbol probabilities, interpreted as symbol APPs in \(^{(12)}\)–\(^{(17)}\), fail to generate the correct bit-based extrinsic LLRs, when invoking \(^{(28)}\). Therefore, the results of \(^{(21)}\) should not be interpreted as symbol APPs satisfying \(^{(28)}\), but rather as the normalized symbol likelihoods. Based on this insight, the bit-based extrinsic LLRs of the AB-Log-PDA may be obtained by directly employing the approximate Bayesian Theorem based symbol probabilities of \(^{(21)}\) as follows.

**Conjecture 1.** The bit-based extrinsic LLR of the AB-Log-PDA algorithm relying on \(^{(27)}\) is given by

\[
L_E(b_{il}|y) \approx \ln \frac{\sum_{\forall a_m \in A^+_l} P(s_i = a_m | y)}{\sum_{\forall a_m \in A^-_l} P(s_i = a_m | y)},
\]

where \( P(s_i = a_m | y) \) is calculated by invoking \(^{(24)}\).

The \( L_E(b_{il}|y) \) values calculated from \(^{(29)}\) using the normalized symbol likelihoods are typically not equivalent to \( L_E(b_{il}|y) \) calculated from \(^{(28)}\) using the true symbol APPs, but nonetheless, they constitute a good approximation of the latter without inducing any significant performance loss, as it will be demonstrated by our simulations in Section VI. As a result, the classic IDD receiver structure is simplified, as shown in Fig. \( \text{[1]} \), where we have \( L_{E_2} = L_{D_2} \), rather than \( L_{E_2} = L_{D_2} - L_{A_2} \).

\(^7\)The relationship of \( P(y|b_{il}) = \pm 1 \) = \( \sum_{\forall a_m \in A^\pm} P(y|s_i = a_m)P(s_i = a_m) \) holds only for single-antenna systems. One may argue nonetheless that it also seems to make sense for multiple-antenna systems, because the value of \( b_{il} \) is directly determined by the value of the symbol \( s_i \) at the \( i \)-th antenna, rather than by the values of other symbols, \( s_j \), \( j \neq i \). This line of argument is, however, deceptive for the MIMO scenario considered. The rationale is that \( y \) is associated with the symbol vector \( s \) (or bit vector \( b \)), rather than only with the specific symbol of any specific antenna.

\(^8\)In fact, if \( L_E(b_{il}|y) \) is calculated by substituting the estimated symbol probabilities of \( P(s_i = a_m | y) \), i.e. the output of the AB-Log-PDA, into Eq. \(^{(28)}\), the slope of the resultant BER curve of the IDD scheme of Fig. \( \text{[1]} \) remains almost horizontal upon increasing signal-to-noise ratio (SNR) values. Due to the limitations of space, this flawed BER curve is not presented in this paper.

**VI. SIMULATION RESULTS AND DISCUSSIONS**

In this section, the performance of the proposed AB-Log-PDA based IDD scheme is characterized with the aid of both semi-analytical extrinsic information transfer (EXIT) charts and Monte-Carlo simulations. Additionally, the complexity of the proposed AB-Log-PDA based IDD scheme is analyzed, which further confirms the attractive performance versus complexity tradeoff achieved by the proposed AB-Log-PDA based IDD scheme. The FEC employed is the parallel concatenated recursive systematic convolutional (RSC) code based turbo code having a coding rate\(^9\) \( R = \frac{R}{N} = 1/2 \), constraint length of \( L = 3 \) and generator polynomials of \( (7, 5) \) in octal form. The turbo code is decoded by the Approximate-Log-MAP algorithm using \( \text{it}_{tc} = 4 \) inner iterations. The interleaver employed is the 2400-bit random sequence interleaver. The remaining scenario-dependent simulation parameters are shown in the respective figures, where the MIMO arrangement is represented in form of \( (N_t \times N_r) \).

A. Performance of the AB-Log-PDA based IDD

1) Impact of inner PDA iterations

In Fig. \( \text{[4]} \) we investigate the impact of the number of inner iterations within the AB-Log-PDA algorithm on the achievable performance of the IDD scheme, which is degraded upon increasing the number of inner iterations of the AB-Log-PDA, despite the fact that the computational complexity increases dramatically. This implies that the optimal number of inner iterations of the AB-Log-PDA conceived for the IDD receiver is \( \text{it}_i = z' = 0 \). It should be noted that for other types of iterative receivers, the inner iterations often refer to the iterations within the FEC-decoder, in which typically the MAP algorithm and its variants are employed. In that context,
increasing the number of inner iterations typically improves the iterative receiver’s performance, which is in contrast to the impact of the inner PDA detector’s iterations, as shown in Fig. 4.

The reasons as to why the inner PDA iterations fail to provide BER improvement can be understood from three different perspectives, as detailed below.

i) The PDA method is reconfigurable, and both the inner PDA iterations as well as the outer iterations play a similar role with respect to the PDA detector module in our IDD scenario, but the soft information provided by the two sorts of iterations has a different quality. Firstly, when the number of IAI components is insufficiently high for the central limit theorem to prevail, there is an inevitable Gaussian approximation error, even if the PDA method has converged to its best possible estimate. This approximation error is more severe, when the soft information provided by the Gaussian approximation in each inner PDA iteration is unreliable, because error propagation will occur during the process of inner PDA iterations. Furthermore, if we look at the PDA detector module in isolation, the inner PDA iterations and the outer iterations play a similar role – both of them are responsible for providing the input soft information for the next round of Gaussian approximation. This Gaussian approximation procedure is identical for the two sorts of iterations, while the quality of the soft information provided by the two types of iterations is different. Additionally, compared to the scenario of uncoded systems, where the PDA method can only rely on its own knowledge of the transmitted/received signal and its own inner iterations, in FEC-coded systems the Gaussian approximation error can be mitigated more effectively by the improved-reliability soft information fed back by the FEC decoder. Therefore, the inner PDA iterations can be replaced by the more efficient outer iterations in the IDD scenario considered.

ii) The convergence profile of the PDA method is not monotonic. In engineering/optimization problems two typical types of convergence behaviors may be observed for a function/sequence. Namely, the function/sequence may monotonically approach its optimum, or may fluctuate during the process of approaching its optimum — hopefully without getting trapped in a local optimum. Upon observing Fig. 5 as to the fine details of the impact of inner PDA iterations on the achievable performance of the PDA detector in an uncoded MIMO system, we find that the convergence behavior of the PDA method belongs to the second type. This particular convergence behavior of the PDA has not been reported in the open literature, because in uncoded systems hard decisions are made based on the output symbol probabilities of the PDA method. Hence the resultant BER performance fluctuation may remain so trivial that it may be regarded as being unchanged after several inner PDA iterations. However, as we can see from Fig. 5 the BER performance of $it_i = 1, 2, 3$ actually exhibits some degree of fluctuations.

These fluctuations can be further confirmed by tracking the changes of a single symbol’s probability $P(s_i = a_m | y)$ during the inner PDA iterations, as shown in Fig. 6. In uncoded systems, the PDA method is regarded to be converged when the probability changes obey $\Delta P = |P(\text{current iteration}) - P(\text{previous iteration})| < \epsilon$, where the threshold $\epsilon$ is a small positive real number. In Fig. 6 we show how $\Delta P$ changes upon increasing the number of inner PDA iterations in the context of a 4QAM aided uncoded $(2 \times 2)$-element MIMO system, where we have $\epsilon = 0.001$. Again, although a superficial observation shows that $\Delta P$ remains more or less unchanged after two iterations, $\Delta P$ actually exhibits a modest fluctuation, because we have both positive and negative values of $\Delta P$ during the iterations.

However, the trivial fluctuation at the soft output of the
PDA detector module may induce an augmented BER fluctuation at the output of the FEC-coded system. Let us consider for example a symbol probability vector of $p_1 = 0.35, 0.58, 0.06, 0.01$, which represents our belief as regards to $s_1 = a_1, a_2, a_3, a_4$, respectively. In uncoded systems, what we care about is, which specific probability is the maximum. In this case we will choose $s_1 = a_2$, and a modest fluctuation from $p_1$ to $p_2 = [0.38, 0.53, 0.06, 0.01]$ will not lead to a different decision. However, in FEC-coded systems, we care about both the amplitude and the sign of the LLRs. A modest fluctuation in the probability vector $p_1$ may alter some of the resultant LLRs that are near zero, so that they fluctuate between positive/negative values and hence might cause more severe decision errors.

iii) The inner PDA iterations degrade the quality of the LLRs output by the AB-Log-PDA. In Fig. 7 we show the impact of the inner PDA iterations on the quality of the LLRs at the output of the AB-Log-PDA by testing the so-called consistency condition [25] of these LLRs. As seen from Fig. 7 the consistency profile of the LLRs at the output of the AB-Log-PDA is degraded upon increasing the number of inner PDA iterations. This observation provides another perspective, confirming that it may in fact be detrimental to include inner PDA iterations, when a PDA-based IDD receiver is considered in FEC-coded systems. Therefore, we dispense with inner iterations in the AB-Log-PDA and set $it_i = 0$ in our forthcoming simulations.

2) Impact of outer iterations

Fig. 8 compares the convergence behavior of the proposed AB-Log-PDA based IDD with $it_i = 0$ and that of the optimal Exact-Log-MAP based IDD scheme using EXIT chart [24] analysis, where the EXIT curve of the AB-Log-PDA is close to that of the Exact-Log-MAP. For example, when the a priori mutual information is $I_{A,inner} = 0$, the extrinsic mutual information of the AB-Log-PDA and of the Exact-Log-MAP is $I_{E,outer} = 0.5332$ and $I_{E,outer} = 0.5596$, respectively. This indicates that the performance of the AB-Log-PDA is close to that of the Exact-Log-MAP in the scenario considered. Additionally, the detection/decoding trajectories indicate that both the AB-Log-PDA and the Exact-Log-MAP based IDD schemes converge after three iterations, although the respective performance improvements achieved at each iteration are different.

The above EXIT chart based performance prediction and the convergence behavior of the IDD schemes considered are also characterized by the BER performance results of Fig. 9 where the Nakagami-$m$ fading parameter is set to $m = 1.0$, which corresponds to the Rayleigh fading channel. Observe from Fig. 9 that the performance of the AB-Log-
PDA based IDD scheme is improved upon increasing the number of outer iterations \(i\), where \(i = 0\) represents the conventional receiver structure in which the signal detector and the FEC decoder are serially concatenated, but operate without exchanging soft information. However, the attainable improvement gradually becomes smaller and the performance achieved after three outer iterations becomes almost the same as that of four outer iterations. This implies that the AB-Log-PDA based IDD scheme essentially converges after three outer iterations. A similar convergence profile is also observed for the optimal Exact-Log-MAP based IDD, although its performance is always marginally better than that of the corresponding AB-Log-PDA based IDD scheme. Notably, both IDD schemes considered achieve BER = 10\(^{-5}\) at about \(E_b/N_0 = 1\) dB after three iterations.

3) Impact of Nakagami-\(m\) fading parameter \(m\) Fig. 10 shows the impact of different \(m\) values on the achievable BER performance of the IDD schemes considered. As \(m\) decreases, the achievable performance of both the IDD schemes considered is degraded, since the fading becomes more severe. However, the performance gap between the AB-Log-PDA and the Exact-Log-MAP based IDD schemes is marginal for all values of \(m\) considered.

4) Impact of modulation order Additionally, in Fig. 11 we investigate the impact of the modulation order on the achievable performance of the AB-Log-PDA based IDD scheme. It is observed that for higher-order modulation, for example, 16QAM, the performance gap between the AB-Log-PDA and the Exact-Log-MAP based IDD becomes larger. This is because the accuracy of the Gaussian approximation in the PDA method degrades, when the modulation order is increased. More specifically, as analyzed in Section III and shown in Fig. 2 as well as Fig. 3 the interference-plus-noise term \(v\) obeys a multimodal Gaussian distribution associated with \(MN^{-1}\) Gaussian component-distributions. When \(M\) is large, there exist many interfering Gaussian component-distributions, where the effect of each might be trivial, but their accumulated effect may render the estimated \(P(s_i = a_m, y)\) inaccurate, and hence inaccurate bit-based extrinsic LLRs might be calculated using (29).

5) Impact of the number of transmit antennas The impact of the number of transmit antennas \(N_t\) on the achievable performance of the AB-Log-PDA based IDD scheme is shown in Fig. 12. On the one hand, upon increasing \(N_t\) (and \(N_r\)), an increased diversity gain is obtained, and a more accurate Gaussian approximation is achieved according to the central limit theorem. Hence we observe a significant performance improvement, when moving from a \((2 \times 2)\)-element to a \((4 \times 4)\)-element MIMO system. On the other hand, however, it is observed that when \(N_t\) (and \(N_r\)) is increased, the performance

Fig. 10. Impact of Nakagami-\(m\) fading parameter \(m\) on the achievable BER of the AB-Log-PDA (\(i = 0\)) and the Exact-Log-MAP based IDD schemes.

Fig. 11. Impact of the modulation order on the achievable BER of the AB-Log-PDA (\(i = 0\)) and the Exact-Log-MAP based IDD schemes.

Fig. 12. Impact of the number of transmit antennas on the achievable BER of the AB-Log-PDA (\(i = 0\)) and the Exact-Log-MAP based IDD schemes.
gap between the AB-Log-PDA and the Exact-Log-MAP based IDD receivers is also increased. This is because the achievable diversity gain of the Exact-Log-MAP detector is higher than that of the AB-Log-PDA detector, although a higher \( N_t \) results in an improved Gaussian approximation quality.

6) Impact of channel-estimation error Finally, the impact of the channel-estimation errors on the achievable BER performance of both the AB-Log-PDA and the Exact-Log-MAP based IDD schemes is investigated in Fig. 13. The estimated channel matrix is given by \( \hat{H} = \rho \hat{H} + \sqrt{(1.0 - \rho^2)} \Delta H \), where \( 0 \leq \rho \leq 1 \) indicates the accuracy of channel-estimation. For example, \( \rho = 1.0 \) represents perfect channel-estimation and each entry of \( \Delta H \) obeys a zero-mean, unit-variance complex Gaussian distribution. It can be observed from Fig. 13 that the achievable BER performance of both IDD schemes is moderately degraded upon increasing the value of \( \rho \) and that the AB-Log-PDA based IDD still achieves a performance similar to that of its Exact-Log-MAP based IDD counterpart, even when the channel-estimation accuracy is as low as \( \rho = 0.97 \).

B. Complexity Analysis

Because the turbo codec module is common to both IDD schemes, and since we have shown that both the AB-Log-PDA and the Exact-Log-MAP based IDD schemes converge after three iterations in the scenarios considered, the computational complexity of the proposed AB-Log-PDA based IDD scheme can be evaluated by simply comparing its complexity to that of the Exact-Log-MAP in a single iteration. As shown in Table I, the major computational cost of the AB-Log-PDA per transmit symbol is the calculation of \( \Lambda^{-1} \) and the matrix multiplication of \( \Theta \). Direct calculation of \( \Lambda^{-1} \) imposes a computational cost of \( \mathcal{O}(8N_t^3) \) real-valued operations (additions/multiplications), which is still relatively expensive. Fortunately, by using the Sherman-Morrison-Woodbury formula based “speed-up” techniques of [12], the computational cost of calculating \( \Lambda^{-1} \) can be reduced to \( \mathcal{O}(4N_tN_t^3) \) real-valued operations per iteration. Additionally, the calculation of \( \Theta \) requires \( \mathcal{O}(4MN_tN_t^2 + 2MN_tN_t) \) real-valued operations per iteration. In summary, the computational complexity of the AB-Log-PDA method is \( \mathcal{O}(4MN_tN_t^3 + 2MN_tN_t) + \mathcal{O}(4N_tN_t^3) \) per iteration.

By comparison, the Exact-Log-MAP algorithm has to calculate the Euclidean distance \( ||y - \hat{H}s||^2 \) for \( M^N_t \) times, hence its complexity order is \( \mathcal{O}(M^N_t) \). More specifically, \( ||y - \hat{H}s||^2 \) requires \( \mathcal{O}(4N_tN_t + 6N_t) \) real-valued operations. Therefore, the Exact-Log-MAP algorithm has a computational complexity of \( \mathcal{O}(M^N_t(4N_tN_t + 6N_t)) \) real-valued operations per iteration, which is significantly higher than that of the AB-Log-PDA, especially when \( N_t \) and \( M \) have large values. This observation is further confirmed by the results of Fig. 14 where the computational complexity of the two algorithms is compared in terms of the number of real-valued operations \( N_{RO} \), while considering the scenario of \( N_r = N_t \) as an example. To elaborate a little further, the upper surface and the lower surface represent the computational complexity of the Exact-Log-MAP algorithm and of the proposed AB-Log-PDA algorithm, respectively. Since we assume \( N_r = N_t \), the computational complexity of both algorithms becomes a function of the number of transmit antennas \( N_t \) and of the modulation order \( M \). We can observe from Fig. 14 that upon increasing \( N_t \) and/or \( M \), the computational complexity of the Exact-Log-MAP algorithm increases substantially faster than that of the AB-Log-PDA algorithm. Additionally, compared to \( M \), \( N_t \) plays a more significant role in determining the computational complexity of the two algorithms.

Finally, compared to the popular list sphere decoding (LSD) algorithm [8], which has an exponential complexity lower bound, especially for low SNR values [27], the proposed AB-Log-PDA has the distinct advantage of a polynomial-
time complexity (roughly a cubic function of \( N_R \), as shown above) for all SNR values. Although there exist other reduced-complexity variants of LSD, such as the list fixed-complexity sphere-decoder (LFSD) [28] and the soft-\( K \)-best sphere-decoder using an improved “look-ahead path metric” [29], in general they still have a higher complexity than the AB-Log-PDA algorithm if the SNR value is low and/or the problem size (i.e., \( N_R \) and \( M \)) is large. This is because finding the closest point in lattices is an NP-hard problem [30]. To be more specific, the computational complexity of the \( K \)-best SD of [29] is indeed reduced, but it remains of similar order to that of the LFSD, which is on the order of \( O(M^{\sqrt{N_R}}) \) [31].

VII. CONCLUSIONS

We demonstrate that the classic candidate-search based method of calculating bit-based extrinsic LLRs is not applicable to the family of PDA-based detectors. Additionally, in stark contrast to the existing literature, we demonstrate that the output symbol probabilities of the existing PDAs are not the true APPs, they are rather constituted by the normalized symbol likelihoods. Hence, surprisingly, the classic relationship, where the extrinsic LLRs are given by subtracting the \textit{a priori} LLRs from the \textit{a posteriori} LLRs does not hold for the existing PDA-based detectors, when the output probabilities of the existing PDAs are interpreted as APPs to generate \textit{a posteriori} LLRs. Based on these insights, we conceive the AB-Log-PDA method and identify the technique of calculating the bit-based extrinsic LLRs for the AB-Log-PDA, which results in a simplified IDD receiver structure. Additionally, we demonstrate that we may completely dispense with any inner iterations within the AB-Log-PDA in the context of IDD receivers. Our complexity analysis and numerical results recorded for transmission over Nakagami-\( m \) fading MIMO channels demonstrate that the proposed AB-Log-PDA based IDD scheme is capable of achieving a comparable performance to that of the optimal MAP detector based IDD receiver, while imposing a significantly lower computational complexity in the scenarios considered.
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