VLSI design of multiclass classification using sparse extreme learning machine for epilepsy and seizure detection
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Abstract An automatic detection system for distinguishing healthy, ictal, and interictal EEG signals is of importance in clinical practice. This paper presents a low-complexity three-class classification VLSI system for epilepsy and seizure detection. The designed system consists of a discrete wavelet transform (DWT)-based feature extraction module, a sparse extreme learning machine (SELM) training module, and a multiclass classifier module. A lifting structure of Daubechies order 4 wavelet is introduced in three-level DWT to save circuit area and speed up the computational time. The SELM which is a novel machine learning algorithm with low hardware complexity and high-performance is used for on-chip training. One-against-one multiclass non-linear SELM is designed for the first time due to its high classification accuracy. The designed system is implemented on an FPGA platform and evaluated using the publicly available epilepsy dataset. The experimental results demonstrate that the designed system achieves high accuracy with low-dimensional feature vectors.
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1. Introduction

Approximately 50 million people in the world suffer from epilepsy. Epileptic seizure impacts the quality of life for patients and their families, and even leads to unexpected death [1, 2]. So, detecting epilepsy and seizure with high efficiency is very necessary for patients. The electroencephalogram (EEG) provides the temporal and spatial information of brains’ electrical voltages to be used to diagnose epilepsy [3, 4]. Traditional seizure detection methods rely on highly trained professionals to visually inspect lengthy EEG recordings, which is time-consuming and inconvenient. Additionally, there are a number of conditions that look like epileptic seizures but are not. Thus, automatic detection of epilepsy and seizure is of great clinical significance. Detecting interictal (seizure free) EEG signals can be used to diagnose epilepsy in a clinical setting, and then with prescribed medicine for interictal patients we can significantly reduce their dangers and additionally, the detection of seizure is of importance for instant treatment [5, 6, 7]. Therefore, automatic classification of healthy, ictal (seizure), and interictal EEG signals is of great clinical significance.

With the rapid development of wearable device, it is necessary to develop a portable automatic seizure detection system with on-chip learning. Since the EEG signals of seizure patterns differ significantly between patients and between different ages of a patient, integrating a machine learning algorithm for the portable seizure detection system with on-chip learning is very valuable to be trained in time to adapt to the patient-to-patient and age-to-age variations using the patient-specific and up-to-date EEG data [1, 8]. Therefore, selecting a machine learning algorithm with low complexity and high accuracy is very important.

Currently, algorithms for seizure detection based on machine learning have been proposed in a large number of publications [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17]. Artificial neural network (ANN) algorithms, such as the back-propagation (BP), convolutional neural network (CNN) and deep learning, have been widely used to classify epileptic EEG signals [18, 19, 20, 21, 22]. Although ANN has been found to exhibit good performance in seizure detection, it requires an extensive training process and a complicated design procedure since the connection weights and biases are time-consuming to be adjusted especially for lots of hidden layers [17, 22, 23, 24]. Research results [23] have shown that the average execution time of the BPNN is far more than that in other algorithms. Moreover, the conventional learning algorithms for ANN are prone to fall into a local minimum [23]. Therefore, the learning speed for conventional ANN is too slow to meet the requirements of seizure detection [23]. Thus, designing a system with quick in classification and response in the epilepsy detection is very important since the seizures occur suddenly in a few seconds. Support vector machine (SVM), which aims to find the optimal separating hyperplane on the basis of the statistical learning theory, is another popular machine learning method for epileptic EEG classification [10, 16]. However, the training speed of the SVM will be very slow when the sample size is large [25]. Extreme learning machine (ELM) is an emerging training algorithm proposed by Huang et al. [15, 26, 27]. The advantages of ELM include global searching ability, one-step learning, and fast learning speed since the hidden node parameters are randomly generated and the output weights are analytically computed. For hardware realization, however, the initial ELM would consume large storage space in calculating the inverse of matrix [15, 28]. Sparse ELM (SELM) is an extension method based on ELM, which is proposed by Bai et al. [29]. In the SELM, as fewer constraints need to be satisfied, and only one Lagrange variable needs to be up-
dated in each iteration, the training process would be easier, so the less storage space will be consumed if implemented in hardware. In order to classify three class EEG signals, multiclass SELM is necessary. However, the SELM was originally designed for binary classifier, while its multiclass problem can be implemented by combining several binary SELM classifiers. Similar to multiclass SVM, one-against-one method can be utilized to combine three binary SELM classifiers together for three-class SELM.

The feature extraction of EEG signals plays an important role in increasing the classification accuracy of three-class SELM [17, 29, 30, 31]. Several methods such as time domain, frequency domain, time-frequency domain, and nonlinear analysis have been developed for feature extraction in epileptic EEG classification [32, 33]. Empirical mode decomposition (EMD) and discrete wavelet transform (DWT) have been widely used for analyzing nonlinear and nonstationary EEG signals [34]. However, calculating cubic spline interpolation is a complex process in the hardware implementation of EMD. The DWT can be designed based on lifting architecture, which costs less hardware resource. The Daubechies-4 (db4) mother wavelet is used in the lifting-based DWT because its wave characteristic is similar to the spike wave of the epileptic EEG signals [35]. In this paper, three-level lifting-based discrete wavelet transform (LDWT) using Daubechies order 4 wavelet is introduced to decompose EEG signals into delta, theta, alpha, beta sub-bands. Subsequently, eight-dimensional feature vectors are created by computing maximum and standard deviation values of each sub-band. Finally, the eight-dimensional feature vectors are fed into SELM.

To the best of our knowledge, this is the first work to implement a three-class classification based on LDWT and multiclass non-linear SELM in hardware with on-chip training capability for detecting epilepsy and seizure. In order to reduce the computational complexity and hardware cost, several techniques are used in the circuit design.

2. SELM algorithm

The training of SELM is similar to SVM, but the training process would be easier than SVM, since fewer constraints need to be satisfied and only one Lagrange variable needs to be updated in each iteration. The training algorithm of the SELM is summarized as follows:

Step 1: Find the minimum of \( J_i \) and choose the index \( c \) of the updated Lagrange multiplier by \( c = \text{arg min}_i J_i \), where \( J_i = g_i d_i \) and \( d_i \) expressed as

\[
\begin{align*}
    d_i &= \begin{cases} 
    1, & \text{if } 0 < \alpha_i < C \\
    \text{sign}(g_i), & \text{if } \alpha_i = 0 \\
    -1, & \text{if } \alpha_i = C
    \end{cases}
\end{align*}
\]

Step 2: Update Lagrange multiplier \( \alpha_c \)

\[
\alpha_c^{new} = \alpha_c^{old} - g_c^{old}
\]

The unconstrained \( \alpha_c^{new} \) must be determined in the feasible range \([0, C]\)

The unconstrained \( \alpha_c^{new} \) is the minimum of \( g_i d_i \), where \( J_i = g_i d_i \) and \( d_i \) expressed as

\[
\begin{align*}
    d_i &= \begin{cases} 
    1, & \text{if } 0 < \alpha_i < C \\
    \text{sign}(g_i), & \text{if } \alpha_i = 0 \\
    -1, & \text{if } \alpha_i = C
    \end{cases}
\end{align*}
\]

Step 3: Update Lagrange multiplier \( \alpha_c \)

\[
\alpha_c^{new} = \alpha_c^{old} - g_c^{old}
\]

The unconstrained \( \alpha_c^{new} \) must be determined in the feasible range \([0, C]\)

The training algorithm using pseudo-code is shown in Table I.

| Table I | The SELM training algorithm using pseudo-code. |
|---------|---------------------------------------------|
| Initial step: \( \alpha_0, g_0, J_0, d_0 \) where \( i = 1, \ldots, N \). |
| Loop begin |
| Step 1: Obtain the minimum of \( J_i \) and the index \( c \) of the updated Lagrange multiplier by \( c = \text{arg min}_i J_i \). |
| Step 2: Update Lagrange multiplier \( \alpha_c \) by \( \alpha_c^{new} = \alpha_c^{old} - g_c^{old} \). |
| Step 3: Update \( g_i \) and \( J_i \) for \( i = 1, 2, \ldots, N \). |
| End loop (if \( \min J_i > -0.001 \)). |
| Final step: Save Lagrange multipliers into classifier model. |

3. Hardware implementation for three-class classification

3.1 System architecture

Fig. 1 shows the architecture of the proposed three-class classification, which consists of a MUX Bank, a LDWT-based feature extractor, a DEMUX, an SELM trainer and a Three-class SELM classifier. The operation of the signal processing path is described as follows. MUX Bank block selects the training data and labels or testing data. The training data is decomposed into four sub-bands through the three-level LDWT, and then an eight-dimensional feature vector is created by computing the maximum and standard deviation values of the wavelet coefficients. Three SELM classifier models are derived from SELM Trainer block. The classifier...
models are stored in the memory after they are trained using the training data and labels. After training, the testing data is also decomposed into four sub-bands through three-level LDWT, and eight-dimensional feature vectors are created. Hence, a hardware sharing technique is used. The eight-dimensional feature vectors and the pre-trained multiclass SELM classifier models are used as the Three-class SELM classifier inputs. A majority voting strategy is used in the Three-class SELM classifier to identify the testing data.

3.2 LDWT-based feature extraction

The EEG data are first processed by the LDWT-based feature extraction module. Fig. 2 shows the structure of the three-level LDWT. The three-level LDWT decomposes the EEG signal into four sub-bands, generating the approximation coefficients $A_3$ corresponding to the delta wave, detail coefficients $D_1$ corresponding to the beta wave, $D_2$ corresponding to the alpha wave, and $D_3$ corresponding to the theta wave. Fig. 3 shows the db4 LDWT circuit structure. The EEG signal sequences $X[n]$ are divided into two disjoint subsets of even and odd samples, respectively. Then the wavelet coefficients can be obtained using lifting steps. In hardware design of the LDWT, the multipliers can be implemented by shift-add operations, since the wavelet coefficients $-\sqrt{3}, \frac{\sqrt{3}}{4}, \frac{-\sqrt{3}}{4}$ and $\frac{1+\sqrt{3}}{2}$ are constant. After decomposing the EEG data using LDWT, eight-dimensional feature vectors are created by calculating maximum and standard deviation values of the four coefficients.

3.3 SELM trainer

In design of the three-class classification architecture, SELM trainer is the main unit. The architecture of SELM trainer is composed of a Lagrange multiplier updating block, a $g_i$ updating block, a control block, and a block of updating $J_i$, $d_i$ and finding $c$. Control block is a finite state machine (FSM) that controls the whole flow of the SELM algorithm as shown in Fig. 4.

The S0 is used to initialize the parameters $\alpha_1 = 0, g_1 = -1, J_i = -1, d_i = 1 (i = 1, \ldots, N)$. When the initialization is completed, the current state changes to S1, which is used to find the minimum of $J_i$, and the index $c$ of the updated Lagrange multiplier. State S2 is used to calculate $\alpha_c$. When the calculation is completed, the state then changes to S3 to update $g_i, d_i$ and $J_i$. Then the state changes to the next iteration. The training procedure is terminated when $\min_{i=1,\ldots,N} J_i > -0.001$, which could ensure great accuracy.

When the index $c$ of the updated Lagrange multiplier in each iteration is chosen, the unclipped Lagrange multiplier $\alpha_{c,\text{new}}$ is first updated by (2), and then the clipped Lagrange multiplier $\alpha_{c,\text{new,clipped}}$ is bounded in the range from 0 to $C$ by (3). As can be seen from Fig. 5, one subtractor, two comparators, and a pair of two-way multiplexers are used in this sub-module, which greatly saves the area of the system.

The circuit design of $g_i$ update is shown in Fig. 6. In order to reduce multiplication, two multiplexers are used. In Fig. 7, R is the interrupt signal. If the trigger condition is satisfied, R is set to 1, and the training procedure will be terminated.
4. Experimental results

The normal (set A), inter-ictal (set D), and ictal (set E) EEG dataset from Epilepsy Center at the University of Bonn, Germany, is used to verify the effectiveness of the presented epilepsy and seizure detection system [38]. Each dataset (set A, set D or set E) contains 100 single-channel EEG segments, with 4096 points in each segment. In data preprocessing, every segment is divided into 512-point sliding time epochs with 256-point overlap between adjacent epochs, the length of each epoch is 2.94 s, and there is an overlap of 1.47 s between adjacent epochs [15]. Moreover, 1000 and 600 epochs in each subset are randomly chosen as training and testing epochs, respectively. The performance of the three-class SELM system can be evaluated by sensitivity, specificity and accuracy, which are defined as follows [16]. Sensitivity=number of true positive decisions/number of actually positive cases. Specificity=number of true negative decisions/number of actually negative cases. Accuracy=number of correct decisions/total number of cases. Table II shows the sensitivity, specificity and accuracy results of the proposed three-class classification using software implementation. Table III shows the comparison of the proposed SELM and Gaussian SVM in classification accuracy, training time and testing time using the same feature vectors, training and testing EEG data. The designed SELM achieves higher accuracy with shorter training and testing time than SVM. The synthesizable Verilog-HDL description of the system is coded. The ISE 14.7 software and Xilinx Spartan 6 XC6SLX150-FGG484 FPGA are applied to implement the detection system. The resources utilized by the FPGA implementation in terms of the numbers of Slice Register, Slice Look-up Tables (Slice LUTs), and block RAMs (BRAMs) are given in Table IV.

Table V summarizes the comparison of this work with previous works using hardware implementation. In Table V, all of the comparisons are done using the same datasets (A, D and E). In Ref. [7], principal component analysis (PCA) is used to automatically reduce the feature dimension, and then ANN is used for epilepsy and seizure detection. In Ref. [20], DWT is used for feature extraction and genetic algorithm (GA) is used for feature selection, and then ANN and SVM are used for classification. However, PCA causes high complexity in calculating the matrix if implemented in hardware, and GA has relatively complex calculation process. As shown in Table VI, the proposed system achieves higher accuracy than [7] and uses fewer features than [20]. In addition, the system implemented in
hardware is faster than that implemented in software.

This work is the first time to implement the on-chip training multi-class SELM based on LDWT to classify seizure and epilepsy EEG signals. Our system achieves relatively high accuracy, and reduces training and testing time by adopting non-linear SELM and low-dimensional feature vectors.

5. Conclusion

A low-complexity three-class classification VLSI system based on LDWT and non-linear SELM for epilepsy and seizure detection is presented in this paper. Using the three-level LDWT, the EEG data are decomposed into four sub-bands. Then eight-dimensional feature vectors are extracted by calculating maximum and standard deviation values of each sub-band. Finally, the eight-dimensional feature vectors are input to the multi-class SELM. The three-class classification system is tested using the publicly available epilepsy dataset including normal, seizure activity, and seizure free EEG signals. The experimental results demonstrate that the designed three-class classification system achieves high classification accuracy, and reduces training and testing time by combining LDWT and the SELM with low computational complexity. The results also indicate that the designed three-class classification outperforms some previous methods.
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