Fractional dynamical analysis of measles spread model under vaccination corresponding to nonsingular fractional order derivative
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Abstract
In this paper, our main purpose is to present an analytical solution for measles spread model with three doses of vaccination using Caputo–Fabrizio fractional derivative (CFFD). The presented solution is based on Laplace transform with Adomian decomposition method (LADM), which is an effective technique to obtain a solution for such type of problems. Our solution involves nonlinear differential equations of fractional order (FODEs) with non-singular kernel. Also, we provide analysis to verify the existence of a solution to the considered model using fixed point theory. Numerical results are presented to verify the model building analysis, which proved to be efficient in solving such problems.
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1 Introduction
Measles virus is a paramyxovirus, genus morbillivirus. It transmits through person to person with 90% secondary attack rates among susceptible persons. The virus initially infects immune cells in lungs and spreads in the whole body. As it travels in blood, it infects the capillaries in the skin, which results in red rashes on the skin. It is one of the primary causes of serious and fatal complications including pneumonia, diarrhoea and encephalitis, blindness, deafness, and impaired vision. To control this disease, health institutions recommend children to get measles vaccine. There are three types of vaccines that are commonly used: MMR (measles, mumps, and rebulla), MR (measles and rebulla), and MMRV (measles, mumps, rebulla, and varicella). All those vaccines consist of two doses. According to Center Disease Control and Prevention (CDC), the vaccines are 95% effective against the disease [1–6]. Some mathematical models of the measles spread have been introduced by several authors [5, 6]. The measles spread model with three vaccines is given
by

\[
\begin{aligned}
\frac{du}{dt} &= \Lambda (1 - q) - \gamma v - \mu u - \mu_1 u - \beta u (w + x) - \phi_1 u, \\
\frac{dv}{dt} &= \Lambda (q) + \mu_1 u + \phi_1 u - \gamma v - \mu v - \omega v, \\
\frac{dw}{dt} &= \beta u (w + x) - \mu w - \alpha w - \mu_2 w - \phi_2 w, \\
\frac{dx}{dt} &= \alpha w - \delta x - \mu x - \mu_3 x - \phi_2 x, \\
\frac{dy}{dt} &= \mu_2 w + \omega v + \mu_3 x - \mu y + \phi_3 x + \phi_2 w, 
\end{aligned}
\]  

(1)

where \( u \) represents susceptible, \( v \) represents vaccinated, \( w \) represents exposed, \( x \) represents infected, and \( y \) represents recovered individuals. \( \phi_1 \) is the first vaccine, \( \phi_2 \) is the second, and \( \phi_3 \) is the third vaccine. \( \Lambda \) is the recruitment rate, \( \beta \) is the transmission rate, \( \mu \) is the natural death rate, \( \gamma \) is the vaccine wane rate, \( q \) is the proportion of new born, \( \alpha \) is the progression rate from exposed to infected individuals, \( \omega \) is the rate at which vaccine works well, \( \delta \) is the death rate induced by disease, \( \mu_1 \) is the vaccination rate, \( \mu_2 \) is the measles therapy rate of exposed individuals, and \( \mu_3 \) is the recovery rate.

It has been evident that fractional calculus is increasingly used by for mathematical modeling of different real-life problems. Normally, integer order derivative does not accurately explore the dynamics as compared with fractional derivative. On the other hand, a variety of concepts have been introduced by different researchers to describe the aforesaid derivatives. The most famous definitions have been given by Riemann and Liouville, Caputo, Hadamard, etc. (see [7–10]).

Caputo and Fabrizio in 2015 introduced a new concept about fractional order derivatives based on non-singular kernel [11, 12]. Some remarkable observations have been recorded, Caputo–Fabrizio fractional integral is the fractional average of the function itself and its fractional integral in Riemann–Liouville sense. Recently, existence results on the human liver model have been investigated by using the definition of the Caputo–Fabrizio derivative. Also, mathematical models of tumor immune-surveillance using non-singular derivative have been discussed. Many different mathematical models for medical diseases (such as models of dengue fever, diabetes, and tuberculosis) have been studied with the help of Caputo–Fabrizio derivative [13–20]. In recent time, some significant work has been produced. The respective work has been carried out to investigate mainly the existence of a solution, or series-type solutions, by using various tools of applied analysis, for details, see [13, 21–23]. In an attempt to contribute to the existing literature on mathematical tools to handle similar problems, we propose the use of LADM, which is used to find analytical approximate solution to many nonlinear problems. This technique has been very well explored for ordinary as well as for fractional differential equations [15, 24–28]. Recently, a biological model of dengue fever has been investigated for qualitative theory by using fixed point theory and for analytical study via LADM, see [29]. Therefore, we utilize LADM for the series type solution of measles spread model (1) under CFFD to obtain a satisfactory results. We consider model (1) and take the CFFD of the model of order \( \sigma \)
such that \( \sigma \in (0,1] \) as given below:

\[
\begin{align*}
\text{CFD}_t^\sigma u &= \Lambda (1-q) - \gamma v - \mu u - \mu_1 u - \beta u (w + x) - \phi_1 u, \\
\text{CFD}_t^\sigma v &= \Lambda q + \mu_1 u + \phi_1 u - \gamma v - \mu v - \omega v, \\
\text{CFD}_t^\sigma w &= \beta u (w + x) - \mu w - \alpha w - \mu_2 w - \phi_2 w, \\
\text{CFD}_t^\sigma x &= \alpha w - \delta x - \mu x - \mu_3 x - \phi_3 x, \\
\text{CFD}_t^\sigma y &= \mu_2 w + \omega v + \mu_3 x - \mu y + \phi_3 x + \phi_2 w
\end{align*}
\]

subject to the conditions

\[
\begin{align*}
u(0) &\geq 0, \\
v(0) &\geq 0, \\
w(0) &\geq 0, \\
x(0) &\geq 0, \\
y(0) &\geq 0.
\end{align*}
\]

We obtain the solution in the form of series for the considered problem. Also, we display the results against different values of fractional order \( \sigma \in (0,1] \) that are numerically solved. Also, we provide results about the existence and uniqueness of solution for the concerned model. Here, we remark that some qualitative work, which addresses existence of solution, computation of series solutions, etc., has been framed in the last few years (see [30–33]).

The structure of the rest of the paper is as follows. In Sect. 2, we recall some definitions and basic ideas of the Caputo–Fabrizio derivative. In Sect. 3, we present the results of existence and uniqueness of the concerned model. In Sect. 4, we find the analytical solution of the model by using the Laplace Adomian decomposition method for the fractional order. In Sect. 5, we present and discuss the numerical results. In Sect. 6, we discuss the conclusions and some future directions.

2 Preliminaries

**Definition 2.1** ([14]) Let \( \varphi \in \mathcal{H}^l(0,a) \) be a space such that \( a > 0, \sigma \in (0,1) \), then the CFFD is recalled as follows:

\[
\text{CFD}_t^\sigma (\varphi(t)) = \frac{\mathcal{M}(\sigma)}{1 - \sigma} \int_0^t \varphi'(t) \exp \left[ -\sigma \frac{t - \xi}{1 - \sigma} \right] d\xi,
\]

\( \mathcal{M}(\sigma) \) is the normalization function with \( \mathcal{M}(1) = \mathcal{M}(0) = 1 \). If the function fails to exist in \( \mathcal{H}^l(0,a) \), then the derivative can be redefined as

\[
\text{CFD}_t^\sigma (\varphi(t)) = \frac{\sigma \mathcal{M}(\sigma)}{1 - \sigma} \int_0^t (\varphi(t) - \varphi(\xi)) \exp \left[ -\sigma \frac{t - \xi}{1 - \sigma} \right] d\xi.
\]

**Definition 2.2** ([14]) Let \( \sigma \in ]0,1[, \) then the integral of fractional order \( \sigma \) of function \( \varphi \) is defined by

\[
\text{CFD}_t^\sigma [\varphi(t)] = \frac{(1-\sigma)}{\mathcal{M}(\sigma)} \varphi(t) + \frac{\sigma}{\mathcal{M}(\sigma)} \int_0^t \varphi(\xi) d\xi, \quad t \geq 0.
\]

**Definition 2.3** The Laplace transform of CFFD \( \text{CFD}_t^\sigma x(t) \) is given as

\[
\mathcal{L}\left[ \text{CFD}_t^\sigma x(t) \right] = \frac{s \mathcal{L}[x(t)] - x(0)}{s + \sigma (1-s)}, \quad s \geq 0, \sigma \in (0,1].
\]
3 Existence and uniqueness results for measles disease model of fractional order

In this section, we investigate existence results for model (2) using the fixed point theorem due to Banach. In this regard, applying the Caputo–Fabrizio fractional integral operator on both sides of (2), we obtain the following:

\[ u(t) - u(0) = CF \int_0^t \left[ \Lambda(1 - q) - \gamma v - \mu u - \mu_1 u - \beta u(w + x) - \phi_1 u \right] d\xi, \]
\[ v(t) - v(0) = CF \int_0^t \left[ \Lambda(q) + \mu_1 u + \phi_1 u - \gamma v - \mu v - \omega v \right] d\xi, \]
\[ w(t) - w(0) = CF \int_0^t \left[ \beta u(w + x) - \mu w - \alpha w - \mu_2 w - \phi_2 w \right] d\xi, \]
\[ x(t) - x(0) = CF \int_0^t \left[ \alpha w - \delta x - \mu x - \mu_3 x - \phi_3 x \right] d\xi, \]
\[ y(t) - y(0) = CF \int_0^t \left[ \mu_2 w + \omega v + \mu_3 x - \mu y + \phi_3 x + \phi_2 w \right] d\xi, \]

Further, we define the functions as follows:

\[ k_1(t, u) = \Lambda(1 - q) - \gamma v - \mu u - \mu_1 u - \beta u(w + x) - \phi_1 u, \]
\[ k_2(t, v) = \Lambda(q) + \mu_1 u + \phi_1 u - \gamma v - \mu v - \omega v, \]
\[ k_3(t, w) = \beta u(w + x) - \mu w - \alpha w - \mu_2 w - \phi_2 w, \]
\[ k_4(t, x) = \alpha w - \delta x - \mu x - \mu_3 x - \phi_3 x, \]
\[ k_5(t, y) = \mu_2 w + \omega v + \mu_3 x - \mu y + \phi_3 x + \phi_2 w, \]
\[ \Phi(\sigma) = \frac{(1 - \sigma)}{M(\sigma)}, \quad \Theta(\sigma) = \frac{\sigma}{M(\sigma)}. \]

We note here that the \( u, v, w, x, y \) are nonnegative bounded functions such that \( \|u(t)\| \leq \rho_1, \|v(t)\| \leq \rho_2, \|w(t)\| \leq \rho_3, \|x(t)\| \leq \rho_4, \|y(t)\| \leq \rho_5 \), where \( \rho_1, \rho_2, \rho_3, \rho_4, \rho_5 \) are some positive constants. Now, we define the following variables:

\[ \eta_1 = \mu + \mu_1 + \beta \rho_3 + \beta \rho_4 + \phi_1, \quad \eta_2 = \gamma + \mu + \omega, \]
\[ \eta_3 = \beta \rho_1 + \mu + \alpha + \mu_2 + \phi_2, \quad \eta_4 = \mu + \phi_3 + \mu + \delta, \quad \eta_5 = \mu. \]

Applying the Caputo–Fabrizio fractional integral on (3), we get the following:

\[ u(t) = u(0) + \Phi(\sigma)k_1(t, u) + \Theta(\sigma) \int_0^t k_1(\xi, u) d\xi, \]
\[ v(t) = v(0) + \Phi(\sigma)k_2(t, v) + \Theta(\sigma) \int_0^t k_2(\xi, v) d\xi, \]
\[ w(t) = w(0) + \Phi(\sigma)k_3(t, w) + \Theta(\sigma) \int_0^t k_3(\xi, w) d\xi, \]
\[ x(t) = x(0) + \Phi(\sigma)k_4(t, x) + \Theta(\sigma) \int_0^t k_4(\xi, x) d\xi, \]
\[ y(t) = y(0) + \Phi(\sigma)k_5(t, y) + \Theta(\sigma) \int_0^t k_5(\xi, y) d\xi. \]
**Theorem 3.1** Under the condition $M = \max\{\eta_1, \eta_2, \eta_3, \eta_4, \eta_5\} < 1$, the functions $k_1, k_2, k_3, k_4, k_5$ satisfy Lipschitz conditions.

**Proof** We consider the function $k_1$ and let $u$ and $u_1$ be the two functions

$$
\|k_1(t, u) - k_1(t, u_1)\| = \|-\mu(u - u_1) - \mu_1(u - u_1) \\
- \beta w(u - u_1) - \beta x(u - u_1) - \phi_1(u - u_1)\| \\
\leq \|\mu(u - u_1)\| + \|\mu_1(u - u_1)\| \\
+ \|\beta w(u - u_1)\| + \|\beta x(u - u_1)\| + \|\phi_1(u - u_1)\| \\
\leq (\mu + \mu_1 + \beta \|w\| + \beta \|x\| + \phi_1)\|u - u_1\| \\
\leq (\mu + \mu_1 + \beta \|\rho_3\| + \beta \|\rho_4\| + \phi_1)\|u - u_1\| \\
\leq \eta_1\|u - u_1\|. \tag{8}
$$

Similar results for $k_2, k_3, k_4, k_5$ can be obtained using $\{v, v_1\}, \{w, w_1\}, \{x, x_1\}, \{y, y_1\}$:

$$
\|k_2(t, v) - k_2(t, v_1)\| \leq \eta_2\|v - v_1\|, \\
\|k_3(t, w) - k_3(t, w_1)\| \leq \eta_3\|w - w_1\|, \\
\|k_4(t, x) - k_4(t, x_1)\| \leq \eta_4\|x - x_1\|, \\
\|k_5(t, y) - k_5(t, y_1)\| \leq \eta_5\|y - y_1\|. 
$$

Using (3), we introduce the following recursive formulas:

$$
u_n(t) = \Phi(\sigma) k_1(t, u_{n-1}) + \Theta(\sigma) \int_0^t k_1(\xi, u_{n-1}) \, d\xi,$$

$$
v_n(t) = \Phi(\sigma) k_2(t, v_{n-1}) + \Theta(\sigma) \int_0^t k_2(\xi, v_{n-1}) \, d\xi,$$

$$
w_n(t) = \Phi(\sigma) k_3(t, w_{n-1}) + \Theta(\sigma) \int_0^t k_3(\xi, w_{n-1}) \, d\xi,$$

$$
x_n(t) = \Phi(\sigma) k_4(t, x_{n-1}) + \Theta(\sigma) \int_0^t k_4(\xi, x_{n-1}) \, d\xi,$$

$$
y_n(t) = \Phi(\sigma) k_5(t, y_{n-1}) + \Theta(\sigma) \int_0^t k_5(\xi, y_{n-1}) \, d\xi. \tag{9}
$$

The initial components of the above recursive formulas are determined by the given initial conditions as follows:

$$
u_0(t) = v(0), \quad v_0(t) = v(0), \quad w_0(t) = w(0), \quad x_0(t) = x(0), \quad y_0(t) = y(0), \quad 0 \leq t \leq T.$$

$$
\theta_n(t) = u_n(t) - u_{n-1}(t) = \Phi(\sigma) k_1(t, u_{n-1}) + \Theta(\sigma) \int_0^t k_1(\xi, u_{n-1}) \, d\xi,$$

$$
\psi_n(t) = v_n(t) - v_{n-1}(t) = \Phi(\sigma) k_2(t, v_{n-1}) + \Theta(\sigma) \int_0^t k_2(\xi, v_{n-1}) \, d\xi,
$$
Next, we formulate the recursive inequalities for the differences

\[
\|\theta_n(t)\| = \|u_n(t) - u_{n-1}(t)\| \\
= \|\Phi(\sigma)(k_1(t, u_{n-1}) - k_1(t, u_{n-2})) + \Theta(\sigma) \int_0^t (k_1(\xi, u_{n-1}) - k_1(\xi, u_{n-2})) d\xi\| \\
\leq \Phi(\sigma)\|k_1(t, u_{n-1}) - k_1(t, u_{n-2})\| + \Theta(\sigma) \int_0^t \|k_1(\xi, u_{n-1}) - k_1(\xi, u_{n-2})\| d\xi, \\
\|\theta_n(t)\| \leq \Phi(\sigma)\eta_1\|\theta_{n-1}(t)\| + \eta_1\Theta(\sigma) \int_0^t \|\theta_{n-1}(\xi)\| d\xi.
\]  

In a similar manner, we get

\[
\|\psi_n(t)\| \leq \Phi(\sigma)\eta_2\|\psi_{n-1}(t)\| + \eta_2\Theta(\sigma) \int_0^t \|\psi_{n-1}(\xi)\| d\xi, \\
\|\varphi_n(t)\| \leq \Phi(\sigma)\eta_3\|\varphi_{n-1}(t)\| + \eta_3\Theta(\sigma) \int_0^t \|\varphi_{n-1}(\xi)\| d\xi, \\
\|\chi_n(t)\| \leq \Phi(\sigma)\eta_4\|\chi_{n-1}(t)\| + \eta_4\Theta(\sigma) \int_0^t \|\chi_{n-1}(\xi)\| d\xi, \\
\|\zeta_n(t)\| \leq \Phi(\sigma)\eta_5\|\zeta_{n-1}(t)\| + \eta_5\Theta(\sigma) \int_0^t \|\zeta_{n-1}(\xi)\| d\xi.
\]  

For existence of a solution, we give the following result.

**Theorem 3.2** If there exists a time \(t_0 > 0\) such that the following inequality holds:

\[
\Phi(\sigma)\eta_i + \Theta(\sigma)\eta_i t_0 < 1 \quad \text{for } i = 1, 2, \ldots, 5,
\]

then the considered fractional order measles spread model with vaccination has a solution.

**Proof** Since functions \(u(t), v(t), w(t), x(t), y(t)\) are assumed to be bounded and each function satisfies a Lipschitz condition, the following relation can be obtained using equations...
Then at a system of solutions of (3). We define $B_n(t)$, $C_n(t)$, $D_n(t)$, $E_n(t)$, and $F_n(t)$ as the remainder terms after $n$ iterations, i.e.,

$$
\begin{align*}
    u(t) - u(0) &= u_n(t) - B_n(t), \\
    v(t) - v(0) &= v_n(t) - C_n(t), \\
    w(t) - w(0) &= w_n(t) - D_n(t), \\
    x(t) - x(0) &= x_n(t) - E_n(t), \\
    y(t) - y(0) &= y_n(t) - F_n(t).
\end{align*}
$$

(17)

Equation (16) shows the existence and smoothness of the functions defined in (12). To complete the proof, we prove that the function $u_n(t)$, $v_n(t)$, $w_n(t)$, $x_n(t)$, $y_n(t)$ converges to a system of solutions of (3). We define $B_n(t)$, $C_n(t)$, $D_n(t)$, $E_n(t)$, and $F_n(t)$ as the remainder terms after $n$ iterations, i.e.,

$$
\begin{align*}
    [\Phi(\sigma)y_0 + \eta_5\Theta(\sigma)\iota]^n 
\end{align*}
$$

(19)

applying the process recursively, we get

$$
\begin{align*}
    \|B_n(t)\| &\leq [\Phi(\sigma)\eta_1 + \eta_1\Theta(\sigma)\iota]^n \rho_1.
\end{align*}
$$

(20)

Taking the limit on equation (20) as $n \to \infty$ and then using condition (16), we obtain $\|B_n(t)\| \to 0$. Using the same process as described above, we have the following relations:

$$
\begin{align*}
    \|C_n(t)\| &\leq [\Phi(\sigma)\eta_2 + \eta_2\Theta(\sigma)\iota_0]^n \rho_2, \\
    \|D_n(t)\| &\leq [\Phi(\sigma)\eta_3 + \eta_3\Theta(\sigma)\iota_0]^n \rho_3, \\
    \|E_n(t)\| &\leq [\Phi(\sigma)\eta_4 + \eta_4\Theta(\sigma)\iota_0]^n \rho_4, \\
    \|F_n(t)\| &\leq [\Phi(\sigma)\eta_5 + \eta_5\Theta(\sigma)\iota_0]^n \rho_5.
\end{align*}
$$

(21)
Similarly, taking the limit on (21) as \( n \to \infty \) and then using condition (16), we have \( \|C_n(t)\| \to 0, \|B_n(t)\| \to 0, \|E_n(t)\| \to 0, \|F_n(t)\| \to 0 \). Therefore, the existence of the system of solutions is proved. We now give conditions for the system of solutions to be unique.

**Theorem 3.3** System along with initial conditions has a unique system of solutions if the following conditions hold:

\[
(1 - \Phi(\sigma)\eta_i - \eta_i \Theta(\sigma)t) > 0 \quad \text{for } i = 1, 2, \ldots, 5. \tag{22}
\]

**Proof** Assume that \( \{u_1(t), v_1(t), w_1(t), x_1(t), y_1(t)\} \) is another set of solutions of model (3) in addition to the solution set \( \{u(t), v(t), w(t), x(t), y(t)\} \) proved to exist in the above theorems.

\[
u(t) - u_1(t) = \Phi(\sigma)(k_1(t, u) - k_1(t, u_{n-1})) + \Theta(\sigma) \int_0^t (k_1(\xi, u) - k_1(\xi, u_{n-1})) d\xi,
\]

\[
\|u(t) - u_1(t)\| = \|\Phi(\sigma)(k_1(t, u) - k_1(t, u_{n-1}))
\]

\[
+ \Theta(\sigma) \int_0^t (k_1(\xi, u) - k_1(\xi, u_{n-1})) d\xi
\]

\[
\leq \Phi(\sigma)\|k_1(t, u) - k_1(t, u_{n-1})\|
\]

\[
+ \Theta(\sigma) \int_0^t \|k_1(\xi, u) - k_1(\xi, u_{n-1})\| d\xi
\]

\[
\leq \Phi(\sigma)\eta_1\|u - u_{n-1}\| + \eta_1 \Theta(\sigma)\|u - u_{n-1}\|t. \tag{23}
\]

Rearranging equations (23), we get

\[
\|u(t) - u_1(t)\| (1 - \Phi(\sigma)\eta_1 - \eta_1 \Theta(\sigma)t) \leq 0,
\]

\[
\|u(t) - u_1(t)\| = 0, \tag{24}
\]

\[
\|u(t) - u_1(t)\| = 0, \tag{25}
\]

and therefore \( u(t) = u_1(t) \). Repeating the similar procedure to each of the following pairs \( (v(t), v_1(t)), (w(t), w_1(t)), (x(t), x_1(t)), \) and \( (y(t), y_1(t)) \) with inequality (22) for \( i = 2, 3, 4, 5 \), respectively, we obtain

\[
v(t) = v_1(t), \quad w(t) = w_1(t), \quad x(t) = x_1(t), \quad y(t) = y_1(t). \tag{26}
\]

Thus, the uniqueness of the system of solutions of the fractional order system is proved. In summary, the existence of the solutions of the model described in system (3) can be obtained by requiring that \( M = \max\{\eta_1, \eta_2, \eta_3, \eta_4, \eta_5\} < 1 \), where \( \eta_1, \eta_2, \eta_3, \eta_4, \eta_5 \) are the Lipschitz constants of the functions \( k_1, k_2, k_3, k_4, k_5 \), respectively. Moreover, the uniqueness of the solutions of the considered system can be established using the inequalities in equations (22). \qed
4 Analytical solution of measles spread model (2) by Laplace Adomian decomposition method

In this section, we compute a series solution for the suggested problem. To achieve this goal, taking Laplace transform of (11), we have

\[
\begin{align*}
\mathcal{L}[u(t)] &= \frac{u(0)}{s} + \frac{ss(1-s)}{s} \mathcal{L}[A(1-q) - \gamma v - \mu u - \mu_1 u - \beta u(w + x) - \phi_1 u], \\
\mathcal{L}[v(t)] &= \frac{v(0)}{s} + \frac{ss(1-s)}{s} \mathcal{L}[\lambda (q) + \mu_1 u + \phi_1 u - \gamma v - \mu v - \omega v], \\
\mathcal{L}[w(t)] &= \frac{w(0)}{s} + \frac{ss(1-s)}{s} \mathcal{L}[\mu_2 w(w + x) - \mu w - \alpha w - \mu_2 w - \phi_2 w], \\
\mathcal{L}[x(t)] &= \frac{x(0)}{s} + \frac{ss(1-s)}{s} \mathcal{L}[\alpha w - \delta x - \mu x - \mu_2 x - \phi_3 x], \\
\mathcal{L}[y(t)] &= \frac{y(0)}{s} + \frac{ss(1-s)}{s} \mathcal{L}[\mu_2 w + \omega v + \mu_3 x - \mu y + \phi_3 + \phi_2 w].
\end{align*}
\]

Now, assume the solution in the series form as follows:

\[
\begin{align*}
u(t) &= \sum_{p=0}^{\infty} u_p(t), \quad v(t) = \sum_{p=0}^{\infty} v_p(t), \quad w(t) = \sum_{p=0}^{\infty} w_p(t), \\
x(t) &= \sum_{p=0}^{\infty} x_p(t), \quad y(t) = \sum_{p=0}^{\infty} y_p(t).
\end{align*}
\]

Furthermore, decompose the nonlinear terms \( u(t)w(t), u(t)x(t), \) etc. in terms of Adomian polynomials as follows:

\[
\begin{align*}
u(t)w(t) &= \sum_{p=0}^{\infty} A_p(u,w), \quad u(t)x(t) = \sum_{p=0}^{\infty} B_p(u,x),
\end{align*}
\]

where the Adomian polynomial \( A_p(u,w) \) can be defined as

\[
A_p(u,w) = \frac{d^p}{d\lambda^p} \left[ \sum_{i=0}^{p} \lambda^i u_i(t) \sum_{i=0}^{p} \lambda^i w_i(t) \right]_{\lambda=0}.
\]

In a similar way, the other polynomials \( B_p \) can be defined.

Hence, in view of (28) and (29), system (27) becomes

\[
\begin{align*}
\mathcal{L}[\sum_{p=0}^{\infty} u_p(t)] &= \frac{u(0)}{s} + \frac{ss(1-s)}{s} \mathcal{L}[A(1-q) - \gamma \sum_{p=0}^{\infty} v_p - (\mu + \mu_1 + \phi_1) \sum_{p=0}^{\infty} u_p - \beta \sum_{p=0}^{\infty} A_p(u,w) - \beta \sum_{p=0}^{\infty} B_p(u,x)], \\
\mathcal{L}[\sum_{p=0}^{\infty} v_p(t)] &= \frac{v(0)}{s} + \frac{ss(1-s)}{s} \mathcal{L}[\lambda (q) + (\mu_1 + \phi_1) \sum_{p=0}^{\infty} u_p - (\gamma + \mu + \omega) \sum_{p=0}^{\infty} v_p], \\
\mathcal{L}[\sum_{p=0}^{\infty} w_p(t)] &= \frac{w(0)}{s} + \frac{ss(1-s)}{s} \mathcal{L}[\mu_2 \sum_{p=0}^{\infty} A_p(u,w) + \beta \sum_{p=0}^{\infty} B_p(u,x) - (\mu + \alpha + \mu_2 + \phi_2) \sum_{p=0}^{\infty} w_p], \\
\mathcal{L}[\sum_{p=0}^{\infty} x_p(t)] &= \frac{x(0)}{s} + \frac{ss(1-s)}{s} \mathcal{L}[\alpha \sum_{p=0}^{\infty} w_p - (\delta + \mu_3 + \mu + \phi_3) \sum_{p=0}^{\infty} x_p], \\
\mathcal{L}[\sum_{p=0}^{\infty} y_p(t)] &= \frac{y(0)}{s} + \frac{ss(1-s)}{s} \mathcal{L}[\mu_2 \sum_{p=0}^{\infty} w_p + (\phi_3 + \mu_3) \sum_{p=0}^{\infty} x_p - \mu \sum_{p=0}^{\infty} y_p].
\end{align*}
\]
Now equating terms on both sides of (30), we have

\[
\begin{align*}
\mathcal{L}[u_0(t)] &= \frac{\mu}{s}, \quad \mathcal{L}[v_0(t)] = \frac{\mu}{s}, \quad \mathcal{L}[w_0(t)] = \frac{\mu}{s}, \\
\mathcal{L}[x_0(t)] &= \frac{\mu}{s}, \quad \mathcal{L}[y_0(t)] = \frac{\mu}{s}, \\
\mathcal{L}[u_1(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\Lambda(1 - q) - \gamma v_0 - (\mu + \mu + \phi_1)u_0 - \beta A_0(u, w) - \beta B_0(u, x)], \\
\mathcal{L}[v_1(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\Lambda(q) + (\mu + \phi_1)u_0 - (\gamma + \mu + \omega)\gamma], \\
\mathcal{L}[w_1(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\beta A_0(u, w) + \beta B_0(u, x) - (\mu + \alpha + \mu_2 + \phi_2)w_0], \\
\mathcal{L}[x_1(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\alpha w_0 - (\delta + \mu_3 + \mu + \phi_3)x_0], \\
\mathcal{L}[y_1(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\alpha w_0 + (\mu_2 + \phi_2)w_0 + (\mu_3 + \phi_3)x_0 - \mu y_0], \\
\mathcal{L}[u_2(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\Lambda(1 - q) - \gamma v_1 - (\mu + \mu + \phi_1)u_1 - \beta A_1(u, w) - \beta B_1(u, x)], \\
\mathcal{L}[v_2(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\Lambda(q) + (\mu + \phi_1)u_1 - (\gamma + \mu + \omega)\gamma v_1], \\
\mathcal{L}[w_2(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\beta A - 1(u, w) + \beta B_1(u, x) - (\mu + \alpha + \mu_2 + \phi_2)w_1], \\
\mathcal{L}[x_2(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\alpha w_1 - (\delta + \mu_3 + \mu + \phi_3)x_1], \\
\mathcal{L}[y_2(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\alpha v_1 + (\mu_2 + \phi_2)v_1 + (\mu_3 + \phi_3)x_1 - \mu y_1], \\
\vdots \quad \mathcal{L}[u_{p+1}(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\Lambda(1 - q) - \gamma v_p - (\mu + \mu + \phi_1)u_p - \beta A_p(u, w) - \beta B_p(u, x)], \\
\mathcal{L}[v_{p+1}(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\Lambda(q) + (\mu + \phi_1)u_p - (\gamma + \mu + \omega)v_p], \\
\mathcal{L}[w_{p+1}(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\beta A_p(u, w) + \beta B_p(u, x) - (\mu + \alpha + \mu_2 + \phi_2)w_p], \\
\mathcal{L}[x_{p+1}(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\alpha w_p - (\delta + \mu_3 + \mu + \phi_3)x_p], \\
\mathcal{L}[y_{p+1}(t)] &= \frac{\mu(s-1)}{s} \mathcal{L}[\alpha v_p + (\mu_2 + \phi_2)v_p + \omega v_p + (\mu_3 + \phi_3)x_p - \mu y_p], \quad p \geq 0.
\end{align*}
\]

Evaluating the Laplace transform in (31), we get

\[
\begin{align*}
u_0(t) &= u_0, \quad v_0(t) = v_0, \quad w_0(t) = w_0, \quad x_0(t) = x_0, \quad y_0(t) = z_0, \\
u_1(t) &= \Lambda(1 - q) - \gamma v_0 - (\mu + \mu + \phi_1)u_0 - \beta A_0(u, w) - \beta B_0(u, x) + (1 + \sigma(t - 1)), \\
v_1(t) &= 1 + \sigma(z - 1)[\Lambda(q) + (\mu + \phi_1)u_0 - (\gamma + \mu + \omega)], \\
w_1(t) &= [(\beta u_0 - (\mu + \alpha + \mu_2 + \phi_2))w_0 + \beta u_0 x_0][1 + \sigma(t - 1)], \\
x_1(t) &= [\alpha w_0 - (\delta + \mu_3 + \mu + \phi_3)x_0][1 + \sigma(t - 1)], \\
y_1(t) &= [\alpha v_0 + (\mu_2 + \phi_2)v_0 + (\mu_3 + \phi_3)x_0 - \mu y_0][1 + \sigma(t - 1)], \\
u_2(t) &= (1 + \sigma(t - 1))\Lambda(1 - q) - \gamma v_0 - (\mu + \mu + \phi_1)u_0 - \beta A_0(u, w) - \beta B_0(u, x) + (1 + \sigma^2(t - 1)), \\
v_2(t) &= (1 + \sigma)(\Lambda(q) + (\mu + \phi_1)u_0 - (\gamma + \mu + \omega)), \\
w_2(t) &= (1 + \sigma^2(t - 1))[\beta u_0 - (\mu + \alpha + \mu + \phi_2)](\beta u_0 - (\mu + \alpha + \mu + \phi_2))w_0 + \beta u_0 x_0 + \beta u_0 x_0 (1 + \sigma^2(t - 1)), \\
x_2(t) &= (1 + \sigma^2(t - 1))[\alpha w_0 - (\delta + \mu_3 + \phi_3)x_0 + (\delta + \mu + \phi_3)x_0], \\
y_2(t) &= (1 + \sigma^2(t - 1))[\alpha v_0 - (\delta + \mu_3 + \phi_3)x_0 + (\delta + \mu_3 + \phi_3)x_0], \\
&\quad + \omega(Aq + (\mu + \phi_1)u_0 - (\gamma + \mu + \omega)v_0) + (\mu_3 + \phi_3)(\alpha w_0 - (\delta + \mu + \phi_3)x_0)] - \mu (\alpha v_0 + (\mu_2 + \phi_2)v_0 + (\mu_3 + \phi_3)x_0 - \mu y_0)
\end{align*}
\]
and so on. Therefore, we get the required solution as given by

\[
\begin{align*}
  u(t) &= u_0 + u_1(t) + u_2(t) + u_3(t) + \cdots, \\
  v(t) &= v_0 + v_1(t) + v_2(t) + v_3(t) + \cdots, \\
  w(t) &= w_0 + w_1(t) + w_2(t) + w_3(t) + \cdots, \\
  x(t) &= x_0 + x_1(t) + x_2(t) + x_3(t) + \cdots, \\
  y(t) &= y_0 + y_1(t) + y_2(t) + y_3(t) + \cdots.
\end{align*}
\]

5 Results and discussion

This part of the manuscript is devoted to providing numerical results and some discussions about approximate solution of the considered problem. For this purpose, we use the aforesaid technique for numerical simulation to compute the model with three parameters of vaccination. Here, we take some suitable values for the parameters as

- \( u_0 = 120, \ v_0 = 60, \ w_0 = 70, \ x_0 = 50, \ y_0 = 10, \ \Lambda = 0.00001, \ \beta = 0.000009, \ \gamma = 0.00009; \ \alpha = 0.000125; \)
- \( \mu = 0.000875, \ \mu_1 = 0.0002, \ \mu_2 = 0.01, \ \mu_3 = 0.0014286, \ \omega = 0.00009, \ q = 0.500000, \ \eta = 0.030000, \ \phi_1 = 0.007, \ \phi_2 = 0.00009, \) and \( \phi_3 = 0.0003. \)

In view of these values, we get the series solutions after three terms as follows:

\[
\begin{align*}
  u(t) &= 120 - 0.3480(1 + \sigma(t - 1)) + 6.1656(1 + \sigma^2(t - 1)), \\
  v(t) &= 60 + 0.0447(1 + \sigma(z - 1)) - 3.6035(1 + \sigma^2(t - 1)), \\
  w(t) &= 70 - 0.6467(1 + \sigma(t - 1)) + 0.0053(1 + \sigma^2(t - 1)), \\
  x(t) &= 50 - 1.6214(1 + \sigma(t - 1)) + 0.0528(1 + \sigma^2(t - 1)), \\
  y(t) &= 10 + 0.7894(1 + \sigma(t - 1)) - 0.0100(1 + \sigma^2(t - 1)).
\end{align*}
\]

Next, we plot the solutions after three terms as given in (32) in the following Figs. 1, 2, 3, 4, 5 corresponding to different fractional order.

From Figs. 1, 2, 3, 4, 5, we plot the different classes of the model for different fractional values of \( \sigma. \) We plot the series solutions given in (32) corresponding to different fractional

![Figure 1](image_url)
order in Figs. 1, 2, 3, 4, 5 using Matlab. Figures 1, 2, 3, 4, 5 show the plots for the changes of susceptible, vaccinated, exposed, infected, and recovered for different fractional order $\sigma$. As can be seen, when increasing the value of $\sigma$, the solutions tend to the integer order solution. Further on the passage of time with proper vaccination, the density of susceptible class decreases with respect to time in days. The decay process varies at different fractional orders, while the vaccinated population increases at a given time in days. Figures 3, 4, 5 show that the exposed and infected population decreases with time as well as the recovered population is increasing with passage of time. This growth is different at different fractional order. It can be observed that at different values of $\sigma$, the different trajectories are shown in Figs. 1, 2, 3, 4, 5. At small fractional order, the growth or decay process is slightly faster compared to greater fractional order. From this observation, we conclude that for short memory, fractional order model is better than integer order.
6 Conclusion

We have developed LADM for mathematical modeling of measles spread with optimal control strategy involving CFFD. Also, some results about existence and uniqueness of solution have been developed. To the best of our knowledge, the aforesaid techniques are very rarely used to handle the analytical solutions of FODEs involving non-singular derivative of Caputo–Fabrizio type. Furthermore, the numerical results have been displayed via graphs, which indicate that the established technique can be used to handle semi-analytical solution of those FODEs involving CFFD. In the future, the mentioned method can be utilized to investigate more nonlinear problems of FODEs involving CFFD.
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