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Abstract

Lexical ambiguity, a challenging phenomenon in all natural languages, is particularly prevalent for languages with diacritics that tend to be omitted in writing, such as Arabic. Omitting diacritics leads to an increase in the number of homographs: different words with the same spelling. Diacritic restoration could theoretically help disambiguate these words, but in practice, the increase in overall sparsity leads to performance degradation in NLP applications. In this paper, we propose approaches for automatically marking a subset of words for diacritic restoration, which leads to selective homograph disambiguation. Compared to full or no diacritic restoration, these approaches yield selectively-diacritized datasets that balance sparsity and lexical disambiguation. We evaluate the various selection strategies extrinsically on several downstream applications: neural machine translation, part-of-speech tagging, and semantic textual similarity. Our experiments on Arabic show promising results, where our devised strategies on selective diacritization lead to a more balanced and consistent performance in downstream applications.

1 Introduction

Lexical ambiguity, an inherent phenomenon in natural languages, refers to words or phrases that can have multiple meanings. In written text, lexical ambiguity can be roughly characterized into two categories: polysemy and homonymy. A polysemous word has multiple senses that express different but related meanings (e.g. ‘head’ as an anatomical body part, or as a person in charge), whereas homonyms are different words that happen to have the same spelling (e.g. ‘bass’ as an instrument vs. a fish) (Löbner, 2013). Homographs are words that have the same spelling but may have different pronunciation and meaning.

A diacritic is a mark that is added above, below, or within letters to indicate pronunciation, vowels, or other functions. For languages that use diacritical marks, such as Arabic or Hebrew, the orthography is typically under-specified for such marks, i.e. the diacritics are omitted. This phenomenon exacerbates the lexical ambiguity problem since it increases the rate of homographs. For example, without considering context, the undiacritized Arabic word ktb may refer to any of the following diacritized variants: ٔكتَبٔ “wrote”, ٔكتَبٔ “books”, or ٔكتَبٔ “was written”. As an illustrative analogy in English, dropping vowels in a word such as pan yields the under-specified token pn which can be mapped to pin, pan, pun, pen. It should be noted that even after fully specifying words with their relevant diacritics, homonyms such as “bass” are still ambiguous; likewise in Arabic, the fully-specified word bayot ٔبيَّتٔ can either mean “verse” or “house”.

In this paper, we devise strategies to automatically identify and disambiguate a subset of homographs that result from omitting diacritics. While context is often sufficient for determining the meaning of ambiguous words, explicitly restoring missing diacritics should provide valuable additional information for homograph disambiguation. This process, diacritization, would render the resulting text comparable to that of languages whose words are orthographically fully specified such as English.

Past studies have focused on developing models for automatic diacritic restoration that can be used as a pre-processing step for various applications such as text-to-speech (Ungurean et al., 2008) and reading comprehension (Hermena et al., 2015). In theory, restoring all diacritics should also help improve the performance of NLP applications such as machine translation. However, in practice,
full diacritic restoration results in increased sparsity and out-of-vocabulary words, which leads to degradation in performance (Diab et al., 2007; Alqahtani et al., 2016). The main objective of this work is to find a sweet spot between zero and full diacritization in order to reduce lexical ambiguity without increasing sparsity. We propose selective diacritization, a process of restoring diacritics to a subset of the words in a sentence sufficient to disambiguate homographs without significantly increasing sparsity. Selective diacritization can be viewed as a relaxed variant of word sense disambiguation since only homographs that arise from missing diacritics are disambiguated.\(^2\)

Intrinsically evaluating the quality of a devised selective diacritization scheme against a gold set is challenging since it is difficult to obtain a dataset that exhibits consistent selective diacritization with reliable inter-annotator agreement (Zaghouani et al., 2016b; Bouamor et al., 2015), thereby necessitating an empirical automatic investigation. Hence, in this work, we evaluate the proposed selective diacritization schemes extrinsically on various semantic and syntactic downstream NLP applications: Semantic Textual Similarity (STS), Neural Machine Translation (NMT), and Part-of-Speech (POS) tagging. We compare our selective strategies against two baselines full diacritization and zero diacritics applied on all the words in the text. We use Modern Standard Arabic (MSA) as a case-study.\(^3\)

Our approach is summarized as follows: we start with full diacritic restoration of a large corpus, then apply different unsupervised methods to identify the words that are ambiguous when undiacritized. This results in a dictionary where each word is assigned an ambiguity label (ambiguous vs. unambiguous). Selectively-diacritized datasets can then be constructed by restoring the full diacritics only to the words that are identified as ambiguous.

The contribution of this paper is threefold:

1. We introduce automatic selective diacritization as a viable step in lexical disambiguation and provide an encouraging baseline for future developments towards optimal diacritization. Section 2 describes existing work towards optimal diacritization and how they differ from our approach;

2. We propose several unsupervised data-driven methods for the automatic identification of ambiguous words;

3. We evaluate and analyze the impact of partial sense disambiguation (i.e. selective diacritic restoration of identified homographs) in downstream applications for MSA.

2 Related Work

We are concerned mainly with studies that target word disambiguation through the use of diacritics/accents restoration. Homograph disambiguation through accents has been explored previously in several studies with the use of different rule-based and machine-learning approaches for languages such as Arabic, Spanish, Igbo, and Vietnamese (Ezeani et al., 2017; Nguyen et al., 2012; Nivre et al., 2017; Said et al., 2013; Tufiş and Chiţu, 1999).

Bouamor et al. (2015) conducted a pilot study where they asked human annotators to add the minimum number of diacritics sufficient to disambiguate homographs. However, attempts to provide human annotation for selective diacritization resulted in low inter-annotator agreement due to the annotators’ subjectivity and different linguistic understanding of the words and contexts (Bouamor et al., 2015; Zaghouani et al., 2016b). To address this issue, Zaghouani et al. (2016b) used a morphological disambiguation tool, MADAMIRA (Pasha et al., 2014), to identify candidate words that may need disambiguation. A word was considered ambiguous if MADAMIRA generates multiple high-scoring diacritic alternatives, and human annotators were asked to select from these alternatives or manually edit the diacritics if none of the options was deemed correct. This resulted in a significant increase in inter-annotator agreement. Our work differs in two aspects: first, we develop automatic methods for ambiguity detection based on word usage. We then restore the diacritics for all occurrences of these ambiguous words, whereas in (Zaghouani et al., 2016b), the same word may be tagged as ambiguous in some cases but not ambiguous in other cases depending on
context, which makes it harder to generalize to new datasets.

Yarowsky (1994) developed an accent restoration algorithm for Spanish and French that specifies the accent patterns for ambiguous words (i.e., multiple accent patterns). Our intuition is different than that of Yarowsky (1994) in two ways. First, they added diacritics to all words that have more than one diacritic pattern while we add the diacritics for only a subset of candidate words. Second, they used context for adding diacritics, while we use context to isolate words that require diacritics, for which we apply an off-the-shelf diacritic restoration model.

Rather than restoring all diacritics in the written text, the idea of adding diacritics sufficient to resolving lexical ambiguity was initially introduced in (Diab et al., 2007). They developed several linguistically-based partial schemes and evaluated their methods in Statistical Machine Translation. They found that fully diacritizing texts led to performance degradation due to sparseness while no diacritization increased the lexical ambiguity rate. Similar results have been found in (Alqahtani et al., 2016), where several other basic diacritic patterns were investigated. Although the impact of diacritics in machine translation was promising, the development of partial schemes does not show significant improvements over the non-diacritized and fully-diacritized baselines.

Alnefaie and Azmi (2017) introduced a partial diacritization scheme for MSA based on the output of a morphological analyzer in addition to WordNet (Black et al., 2006), and Alqahtani et al. (2018) created a lexical resource that assigned an ambiguity label for each word, where a word is considered ambiguous if it has more than one diacritic possibility, with and without considering its part-of-speech tag. However, both (Alnefaie and Azmi, 2017; Alqahtani et al., 2018) did not evaluate their methods empirically to demonstrate their effectiveness for NLP applications. Hanai and Glass (2014) similarly developed three linguistically-based partial diacritic schemes for automatic speech recognition and found statistically significant improvement over the baseline. However, their work is focused on improving word pronunciations whereas we focus on word sense disambiguation. Ezeani et al. (2017) discussed the impact of adding accents for each and every word in Igbo language, potentially increasing the performance for machine translation and word sense disambiguation.

All of the aforementioned approaches either apply full diacritics on all words whenever appropriate or derive partial diacritic schemes based on linguistic understanding; crucially these partial diacritic schemes are applied to all words in a sentence. Our devised strategies differ in that we apply full diacritization to a select set of tokens in the text. Our work is related to these previous studies in the sense that we reduce the search space of candidate words that could benefit from full or partial diacritization without increasing sparsity. Furthermore, the novelty of this work lies in utilizing automatic unsupervised methods to identify such words.

3 Approach

3.1 Selective Diacritization

Selective diacritization is the process of restoring diacritics to a subset of words in a text corpus. Manually annotating words in a dataset with binary ambiguity labels (ambiguous vs. unambiguous) is challenging due to the difficulty in defining ambiguous words that would benefit from diacritics (Zaghouani et al., 2016b). Therefore, we propose several techniques to automatically identify ambiguous words for selective diacritization. Since it is common to use distributed word vector representations in downstream tasks, we define ambiguity in terms of distributional similarity among diacritized word variants. Our intuition is that variants with low distributional similarity are more likely to benefit from diacritization to disambiguate their meanings and tease apart their context variations. On the other hand, word variants with highly similar contexts tend to have very similar distributional representations, which results in unnecessary redundancy and sparsity if all variants are kept.

Based on this definition, we developed several context-based approaches to identify candidate ambiguous word types and generate a set of dictionaries with ambiguity labels (AmbigDict), where each word is marked as either ambiguous

---

Footnote 4: For instance, the undiacritized sentence $bEd ywm$ would be diacritized as $baEod ywom$ when fully diacritized, $bEod ywom$ when partially diacritized, $baEod ywom$ when selectively diacritized.
or unambiguous. The proposed approaches can be classified by the type of tokens used to create the AmbigDict: diacritized (AmbigDict-DIAC) or undiacritized (AmbigDict-UNDIAC). For example an entry in AmbigDict-UNDIAC would be “Elm” : ambiguous; “ktb” : unambiguous, whereas in AmbigDict-DIAC would be “Ealam” : ambiguous; “kutub” : unambiguous.

3.2 AmbigDict-UNDIAC Generation

We explore two methods for creating ambiguity dictionaries from undiacritized text: using a morphological analyzer, and unsupervised sense induction.

Multiple Morphological Variants (MULTI): The number of diacritic alternatives for a word can be a clue to determine whether a word is ambiguous due to missing diacritics (Alqahtani et al., 2018). In this approach, context is not considered, but rather the output of a morphological analyzer applied to the text. We leverage the morphological analyzer component of MADAMIRA (Pasha et al., 2014) to generate all possible valid diacritic variants of a word whether these variants are present in the corpus or not. If an undiacritized word has more than one possible diacritic variant, we consider it ambiguous. We use this context-independent approach as a baseline.

Sense Induction Based Approach (SENSE): Selective diacritization is related to word sense disambiguation, however we only target disambiguation through diacritic restoration. Techniques used in automatic word sense induction can be used as a basis for identifying ambiguous words. Using undiacritized text, we apply an off-the-shelf system for word sense induction developed by Pelevina et al. (2017), which uses the Chinese Whispers algorithm (Biemann, 2006) to identify senses of a graph constructed by computing the word similarities (highest cosine similarities) through using word as well as context embeddings. We apply the first three steps described in Pelevina et al. (2017) but we do not use the generated sense-based embeddings; we only use the system to identify the words with multiple senses. We set the three parameters as follows: the graph size $N$ to 200, the inventory granularity $n$ to 400, and the minimum number of clusters (senses) $k$ to 5. A word type is deemed ambiguous if it appears in more than one cluster.

3.3 AmbigDict-DIAC Generation

We explore clustering and translation based methods to create ambiguity dictionaries from diacritized text.

Clustering-based Approaches (CL): Similar in spirit to SENSE, we apply unsupervised clustering to our corpora to induce AmbigDict. However, unlike SENSE, we apply clustering to diacritized data. Our intuition is that dissimilar words are likely to occur in different contexts, and therefore likely to be in different clusters. Therefore, we tag words as ambiguous if diacritized variants of the same underlying undiacritized form appear in different clusters.

As a preprocessing step, we apply a full contextualized diacritization tool to the underlying corpora. We leverage the MADAMIRA tool (Pasha et al., 2014) to produce fully diacritized text (for every token in the data) covering both types of diacritic restoration: lexical and syntactic. The latter covers syntactic case and mood diacritics. In this study, we are only concerned with lexical ambiguity; Moreover, MADAMIRA has a very high diacritic error rate in syntactic diacritic restoration (15%) compared to (3.5%) for lexical diacritic restoration. Hence, we drop the predicted word final syntactic diacritics resulting in a diacritization scheme similar to the partial scheme in (Diab et al., 2007; Alqahtani et al., 2016), namely, FULL-CM. In FULL-CM, every token is fully lexically diacritized (e.g. the fully diacritized words Ealam “flag” and Ealamu “flag” differ in their syntactic diacritics and are mapped to Ealam “flag” in FULL-CM).

Given this diacritized corpus, we apply three different standard clustering approaches: Brown$^6$ (Brown et al., 1992) (CL-BR), K-means$^7$ (Kaungo et al., 2002) (CL-KM), and Gaussian Mixture via Expectation Maximization (CL-EM)$^8$ (Dempster et al., 1977). We tune the number of clusters for downstream tasks; in particular, we empirically investigate the performance on the de-

$^6$https://github.com/percyliang/brown-cluster
$^7$We use “sickit-learn” version 0.18.1. We use the value 1 for both random_state and n_init and the default values for the remaining parameters.
$^8$We use “sickit-learn” version 0.18.1. with the following parameters: max_iter=1000, random_state=1, and covariance_type=spherical
velopment set in the downstream tasks for different number of clusters.

**Translation-based Approaches (TR):** Translation can be used as a basis for word sense induction (Diab and Resnik, 2002; Ng et al., 2003) since words across different languages tend to have disparate senses. Following a similar intuition, we use English translations from a parallel corpus as a trigger to divide the set of diacritic possibilities of a word into multiple subsets. The intuition here is that homographs worth disambiguating are those that are likely to be translated differently. We leverage an English MSA parallel corpus, where the MSA is diacritized in the Full-CM scheme using MADAMIRA (the same preprocessing step for CL described above). In this approach, diacritized variants that share the same English translations are considered unambiguous, whereas those that are typically translated to different English words are considered ambiguous. To that end, we first align the sentences at the token level and generate word translation probabilities using fast-align (Dyer et al., 2013), which is a log-linear reparameterization of IBM Model 2 (Brown et al., 1993). If a word shares any translation with its diacritized variant in the top $N$ most likely translations, we consider it unambiguous (e.g. Ealam ٖامَل ٌ ‘flag’ and Ealima ٌعَلَمَ ‘learned’ are unambiguous since they do not share top translations). Otherwise, the word is tagged as ambiguous. We tune $N$ to include 1, 5, 10, and all translations.

**4 Evaluation**

Once we have generated the two variants of AmbigDict (AmbigDict-UNDIAC and AmbigDict-DIAC), we evaluate their efficacy extrinsically on downstream applications. For all downstream applications, training and test data are preprocessed using MADAMIRA (Pasha et al., 2014) with the FULL-CM diacritization scheme where we only keep lexical diacritics. Then the data is filtered based on the AmbigDict of choice; namely, only word tokens in the text deemed ambiguous according to each AmbigDict maintain their full diacritics (as generated by MADAMIRA) while the unambiguous words are kept undiacritized.

**4.1 Datasets**

For MULTI, SENSE, CR, we use a combination of four Modern Standard Arabic (MSA) datasets that vary in genre and domain and add up to $\sim$50M tokens: Gigaword 5th edition, distributed by Linguistic Data Consortium (LDC), Wikipedia dump 2016, Corpus of Contemporary Arabic (CCA) (Zaghouani et al., 2016a; Al-Sulaiti and Atwell, 2006), and LDC Arabic Tree Bank (ATB). For TR, we use an Arabic-English parallel dataset which includes $\sim$60M tokens and is created from 53 LDC catalogs. For data cleaning, we replace e-mails and URLs with a unified token and use SPLIT tool (Al-Badrashiny et al., 2016) to clean UTF8 characters (e.g. Latin and Chinese), remove diacritics in the original data, and separate punctuation, symbols, and numbers in the text, and replace them with separate unified tokens. We split long sentences (more than 150 words) by punctuation and then remove all sentences that are still longer than 150 words. We use D3 style (i.e. all affixes are separated) (Pasha et al., 2014) for Arabic tokenization without normalizing characters. For English, we lower case all characters and use TreeTagger (Schmid, 1999) for tokenization. We used SkipGram word embeddings (Mikolov et al., 2013), where applicable.

**4.2 Extrinsic Evaluation**

We evaluate the effectiveness of the proposed approaches using three applications: Semantic Textual Similarity (STS), Neural Machine Translation (NMT), and Part-of-Speech (POS) tagging. We used different significance testing methods appropriate for each application with $p = 0.05$.

**4.2.1 Semantic Textual Similarity (STS)**

STS is a benchmark evaluation task (Cer et al., 2017), where the objective is to predict the similarity score between a pair of sentences. Performance is typically evaluated using the Pearson correlation coefficient against human judgments. We used the William test (Graham and Baldwin, 2014) for significance testing. We experiment with an unsupervised system based on matrix factorization developed by (Guo and Diab, 2012; Guo et al., 2014), which generates sentence embeddings from a word-sentence co-occurrence matrix, then compare them using cosine similarity. We use a dimension size of 700. To train the model, we use the...
Arabic dataset released for SemEval-2017 task 1 (Cer et al., 2017). Since the training dataset is small, we augment it by randomly selecting sentences from the dataset (~1,655,922) described in Section 4.1 where the chosen sentences have to satisfy the following conditions: the number of words lie between 5 and 150; and, the minimum frequency for each word is 2. We apply these conditions in the diacritized data since it suffers more from sparseness, and then use their undiacritized correspondents in the undiacritized setting.

4.2.2 Neural Machine Translation (NMT)
We build a BiLSTM-LSTM encoder-decoder machine translation system as described in (Bahdanau et al., 2014) using OpenNMT (Klein et al., 2014). We use 300 as input dimension for both source and target vectors, 500 as hidden units, and 0.3 for dropout. We initialize words with embeddings trained using FastText (Bojanowski et al., 2017) on the selectively-diacritized dataset described in Section 4.1. We train the model using FastText (Bojanowski et al., 2017) on the selectively-diacritized dataset described in Section 4.1. We train the model using SGD with max gradient norm of 1 and learning rate decay of 0.5. We use the Web Inventory of Transcribed and Translated Talks (WIT), which is made available for IWSLT 2016 (Mauro et al., 2012). We use BLEU (Papineni et al., 2002) for evaluation, and bootstrap re-sampling and approximate randomization for significance testing (Clark et al., 2011).

4.2.3 POS tagging
POS tagging is the task of determining the syntactic role of a word (i.e., part of speech) within a sentence. We use a BiLSTM-CRF architecture to train a POS tagger using the implementation provided by (Reimers and Gurevych, 2017), with 300 as dimension size, initialized using the same embeddings we use in NMT. We used ATB datasets parts 1, 2, and 3 to train the models with Universal Dependencies POS tags, version 2 (Nivre et al., 2016). We use word-level accuracy for evaluation, and t-test (Fisher, 1935; Dror et al., 2018) for significance testing.

4.3 Automatic Diacritization
For generating the various AmbigDict approaches, we used either fully diacritized versions, without case and mood related diacritics,\footnote{FULL-CM diacritization scheme, where we only keep lexical diacritics.} or undiacritized versions of the datasets. Since it is expensive to obtain enormous human-annotated diacritized datasets, we use the morphological analysis and disambiguation tool, MADAMIRA version 2016 2.1 (Pasha et al., 2014)

4.4 AmbigDict Statistics
Table 1 shows the number of identified ambiguous words using each approach. Note that the total vocabulary sizes vary due to either different datasets (e.g., for TR) or different preprocessing (e.g., MULTI is based on undiacritized text). For a given corpus, the number of ambiguous words identified by MULTI can be viewed as an estimate of the upper bound on ambiguous words due to diacritics. In MULTI, words that have no valid analysis generated by MADAMIRA are filtered; this resulted in significant drop of the number of types since the dataset includes noisy and infrequent instances.

| Dictionary | Types | % Ambig Words |
|------------|-------|---------------|
| AmbigDict-UNDIAC |       |               |
| MULTI 168,384 | 33.82 |
| SENSE 467,953 | 8.50  |
| AmbigDict-DIAC |       |               |
| CL 497,222 | 8.70 - 8.98 |
| TR 36,533 | 27.58 |

Table 1: Vocabulary size and percentage of ambiguous entries in AmbigDict-DIAC and AmbigDict-UNDIAC.

4.5 Results and Analysis

| Dictionary | STS | NMT | POS |
|------------|-----|-----|-----|
| NONE | 0.608 | 27.1 | 97.99% |
| FULL-CM | 0.593 | 26.8 | 98.06% |
| AmbigDict-UNDIAC | | | |
| MULTI 0.591 | 27.0 | 98.11%* |
| SENSE 0.598 | 27.1 | 97.97% |
| AmbigDict-DIAC | | | |
| CL-BR 0.601* | 27.1 | 98.09% |
| CL-KM 0.608 | 27.2 | 98.05% |
| CL-EM 0.617* | 27.1 | 98.05% |
| TR 0.616* | 27.3* | 97.94% |

Table 2: Performance with selectively-diacritized datasets in downstream applications. Bold numbers indicate approaches with higher performance than the best performing baseline. * refers to approaches with statistically-significant performance gains against the best performing baseline.

Table 2 shows the performance of all strategies in downstream tasks. Comparing baselines NONE
and FULL-CM, we observe that applications that require semantic understanding (STS and NMT) show better performance when the dataset is undiacritized, whereas POS tagging yields better performance with the fully diacritized dataset.

The differences in performance between the baselines are significant across all tasks. In all tasks, at least one of the selective diacritization schemes leads to performance gains compared to both baselines. However, the choice of best performing selective diacritization scheme varies across tasks. In general, AmbigDict-DIAC approaches provide more promising results on semantic related applications.

TR and CL-EM approaches yield the highest performance in two of the applications (STS and NMT), while MULTI and CL-BR achieved the highest performance in POS tagging. Incidentally, MULTI has the highest rate of ambiguous words, which leads to more disambiguation through diacritization. This is consistent with the observation that diacritization is useful for syntactic tasks like POS tagging, as observed through the baselines. In all other tasks, all selective diacritization schemes performed significantly higher than full diacritization.

### Homograph Evaluation:

We compared the performance of the various schemes on subsets of the test sets that include homographs, which are identified from the FULL-CM version of the training datasets. For STS and NMT evaluation, we kept only the test sentences that contain at least one homograph. For POS word-level evaluation, we only considered the homographs. Table 3 shows homograph performance across applications. The performance on these subsets follow the same trend as the overall results illustrated in Table 2 except for POS tagging, where FULL-CM achieved the comparable performance to the selective schemes. Note, however, that almost all schemes achieved higher POS tagging accuracy than NONE in these subsets, and almost all schemes achieved comparable or higher performance than FULL-CM in STS and NMT, with TR significantly outperforming the rest of the schemes as well as the baselines. This illustrates the usefulness of selective diacritization for balancing homograph disambiguation and sparsity compared to full or no diacritization.

### Frequent POS Tag Performance:

POS tagging labels each word in the sentence as opposed to NMT and STS which are evaluated at the sentence level. Thus, we compared the best performing scheme (MULTI) and the baselines in terms of their per tag performance on the four most frequent tags: verbs, nouns, adjectives, and adverbs. Table 4 shows the results of the baselines and MULTI. For verbs and nouns, MULTI has better performance than both baselines followed by FULL-CM. For adjectives and adverbs, NONE followed by MULTI have better performance than FULL-CM. While FULL-CM has overall higher accuracy, these results indicate that selective diacritization is a better approach for the most frequent tags, possibly due to reduced sparsity compared with FULL-CM.

### OOV Performance:

We measured the POS tagging performance on Out-of-Vocabulary (OOV) words to measure the effect of sparsity on performance. We consider a word OOV if it does not occur in the fully-diacritized training set. FULL-CM achieved 87.43% tag accuracy, while NONE achieved 87.56%. Using the MULTI scheme, the POS tagging accuracy on OOV words was 87.51%, which falls between the two baselines, as expected.

The results above indicate that using a selective diacritization scheme like MULTI can achieve a desirable balance between disambiguation and sparsity, such that better performance can be achieved in the frequent cases without increasing sparsity and OOV rates.

| Dictionary | STS  | NMT  | POS   |
|------------|------|------|-------|
| NONE       | 0.590| 27.4 | 98.26%|
| FULL-CM    | 0.575| 27   | 98.70%|

| AmbigDict-UNDIAC |
|------------------|
| MULTI            | 0.574| 27.2 | 98.65%|
| SENSE            | 0.581| 27.3 | 98.37%|

| AmbigDict-DIAC  |
|-----------------|
| CL-BR           | 0.584| 27.4 | 98.59%|
| CL-KM           | 0.591| 27.5 | 98.52%|
| CL-EM           | 0.60  | 27.4 | 98.47%|
| TR              | 0.597  | 27.6* | 98.22%|

Table 3: Performance of selectively-diacritized datasets on homographs. **Bold** numbers indicate approaches with higher performance than the best performing baseline. * refers to approaches with statistically-significant performance gains against the best performing baseline.

Table 4: Performance of baselines and MULTI on the four most frequent tags: verbs, nouns, adjectives, and adverbs.
Table 4: POS Tagging performance per most frequent tag. **Bold** scores indicate the highest score in a column.

| Scheme | Verb | Noun | Adj | Adv |
|--------|------|------|-----|-----|
| MULTI  | 95.98% | 97.63% | 94.43% | 97.05% |
| NONE   | 95.08% | 97.45% | 94.71% | **98.08%** |
| FULL-CM| 95.87% | 97.56% | 94.40% | 96.79% |

Table 5: Examples of ambiguous word pairs detected by the clustering approaches.

| Type | Example |
|------|---------|
| part-of-speech | $\text{§ak} لفظ "doubt" (noun) |
| action | >a*okur أذكر "remember" |
| direction | $\text{§uyuwEiy}≈\text{ayon} "communists" |
| number | $\text{§uyuwEiy}≈\text{iyn} "communists" |

Table 6: Examples of consistent diacritic patterns of ambiguous words between CL and TR approaches.

| Pattern Pair | Example |
|--------------|---------|
| CaC{\text{\textsuperscript{\textcircled{C}}}} \text{"make wider"} |
| CuCiC \text{"has been shown"} |
| CaCiCaCoC \text{"ugly" (dual)} |
| CaCiCiCC \text{"ugly" (plural)} |

4.6 Properties of Ambiguity Dictionaries

Clustering-Based Ambiguity: While MULTI, TR, and SENSE approaches have intuitive justifications, the clustering approaches are based entirely on distributional features. We analyzed some of the results qualitatively to shed light on types of words that are deemed ambiguous through clustering. While the various clustering approaches resulted in different labeling, their overall statistics and patterns were highly similar. Using a random subset of words from these CL dictionaries, we extracted the examples shown in Table 5, which shows some of the most common types of ambiguity. Note that the detected words are either semantically ambiguous (e.g. derivations or distinct lemmas) or syntactically ambiguous (e.g. part-of-speech).

Diacritic Pattern Complexity: We investigated whether there are regular diacritic patterns among words that were considered ambiguous by CL and TR. Both approaches are data-driven, and we applied them on different corpora, so we investigated their degree of agreement. To do so, we abstracted the diacritic patterns for words in the vocabulary by converting all characters other than diacritics to a unified token “C”, then we collected statistics of patterns of word pairs that are deemed ambiguous vs. unambiguous. For example, the ambiguous pair “katab” كتب and “kutib” كتب have the pattern CaCaC-CuCiC. For CL methods, the number of unique diacritic patterns of unambigu-
results were not conclusive. We believe that a deeper analysis of these patterns may help shed light on the lexical ambiguity phenomenon in addition to allowing further improvements in selective diacritization.
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