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Abstract—This article presents a systematic robust current control design approach for three-phase voltage-source converters. Robustness is guaranteed by combining intrinsic passive properties of the impedance uncertainty at the point of common coupling together with stability results from a passivity-based control theory. This approach ensures stability against typical uncertainty sources at mid and high frequencies, such as cable resonances or other converters interaction, with significant less conservative performances than the obtained with the traditional robust control theory. The approach uses multiobjective controller synthesis formulation that allows us to logically combine robustness requirements with performance objectives avoiding heuristic iteration over the control structure and parameters. The controller synthesis is performed by means of a nonsmooth $H_{\infty}$ optimization technique that tunes all free parameters of a vector-based controller function, which constrains its structure. This result is a synthesized controller with lower order than those obtained with convex optimization definitions of the $H_{\infty}$ control problem. The design methodology is validated in time and frequency domain by means of theoretical analysis and experimental results with three usual grid filters: $L$, $LCL$, and $LLCL$.

Index Terms—DC–AC inverters, $H_{\infty}$ control, multiobjective tuning, passivity, resonances.

NOMENCLATURE

| Signals |
|---------|
| o       | Superscript for output disturbance. |
| r       | Superscript for reference signal. |
| e, x_r  | Current controller error and resonator output. |
| t_x     | Grid filter inductor currents ($x = \{1, 2\}$). |
| t_pcc, u_pcc | PCC current and voltage. |
| p, q    | Active and reactive powers. |

| Parameters |
|------------|
| $u$, $u_{\Delta}$, $w$ |
| Actuation, uncertainty, and disturbance inputs. |
| Grid filter capacitor voltage. |
| Discretization model output and states. |
| Fundamental sequence filter output. |
| Antialiasing filter output. |
| DC-bus voltage. |
| Grid Thevenin equivalent voltage. |
| Measured, uncertainty, and minimized outputs. |
| Grid filter measurements and states. |

Best achieved and allowable soft constraint. |
Grid fundamental frequency. |
Antialiasing and sequence cut-off frequencies. |
Critical and minimum control bandwidth. |
DC-bus control bandwidth. |
Achieved and desired control bandwidth. |
Passivity excess lower and upper frequency. |
DC-bus capacitor. |
Grid filter capacitor, inductor, and ESR ($x = \{1, 2, 3\}$). |
Grid impedance capacitor, inductor, and ESR. |
Best achieved hard constraint. |
DC-bus proportional and integral gains. |
Passivity excess gain. |
Base power and voltage. |
Computational delay and sampling period. |

Superscript for subsystem from $U$ to $Y$. |
Uncertainty and its passivity shortage part. |
Arbitrary system. |
Tunable subsystem and fixed resonator. |
Antialiasing and fundamental sequence filters. |
General control model and grid impedance. |
Grid filter and discretization models. |
Tunable gain matrix and feed-forward. |
Closed loop of $P$ and $K$, and $M$ and $\Delta$. |
$M$ subsystems for uncertainty and performance. |
Generalized plant and synthesized controller. |
Sensitivity of $y$ to $y^{*}$ and $t_2$ to $i_{2}^{*}$. |
Tracking sensitivity and its complementary. |
Sensitivity of $u$ to $u_{pcc}$ and $u$ to $i_{2}^{*}$. |
Tracking, actuation, and passivity weights. |
Input admittance with and without CRG.
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I. INTRODUCTION

The increasing presence of voltage-source converters (VSCs) in power systems has placed its stability against grid uncertainties under intense study [1], [2]. One of the main sources of uncertainty, due to the interaction with other VSCs connected to the point of common coupling (PCC) and intrinsic parameters in transformers and electric connections, is the equivalent grid impedance. The design of inner control loops for VSCs that are compatible with the equivalent grid impedance is a key topic in avoiding instability or undesired oscillations [3], [4].

When an accurate model of the grid impedance is available, the straightforward option is to integrate its dynamics into the plant model and design VSC controllers using standard control techniques as expressed in [5] and [6]. However, in practice, the lack of information at each PCC limits its knowledge to a range of possible values in a simplified dynamic model. In that situation, the conventional robust control theory [7] gives an approach to this problem relying on the compliance with the small gain theorem using $H_{\infty}$ control [8]. The basic idea behind that approach is to quantify uncertainty in terms of gain bounds and design a controller to stabilize the system in a worst case scenario that is valid for any other situation. However, its conservativeness often leads to poor closed-loop performances when high uncertainty appears at a given frequency range.

Alternatively, passivity-based robust control (PBRC) approach may lead to less conservative results by assuming certain gain and phase properties in the uncertainty, as demonstrated in [9]. Hence, the controller design gives the closed-loop system dynamic features that ensure stability by compliance with the passivity theorem, which, along with the small-gain theorem, are corollaries of the sector stability theorem [10]–[14]. It will be shown that, when applied to the VSC current control problem, this approach amounts to render controllers that induce passivity-related conditions over converter input admittance. While this input admittance around the grid fundamental frequency is mainly determined by outer controllers [4], [15]–[17], the inner controller is the main responsible for it out of that frequency band at mid and high frequencies, where significant instability problems have been identified related to resonances [18]. The importance of converter input admittance on grid local stability has motivated an important research effort in recent years that has been translated into useful proposals from both classic and modern control design points of view.

Most classic design approaches propose to modify an already existing controller, designed to achieve tracking and standalone stability requirements, to get the desired passivity properties on the closed-loop admittance. For instance, passivity shortage at high frequency due to time delays has been proposed to be compensated by an appropriate PCC voltage feed-forward [3], [19] or biquad filters inside the current loop [20]. Also, Xie et al. [21] showed how relevant the LCL grid filters design is for closed-loop passivity assessment. The main limitations of these methods are their increasing design involvement, when either plant dynamics or design requirements are complex, and possible performance deterioration.

Modern approaches try to transfer that design complexity into a computational tool, by relying on modern optimization techniques, allowing the designer to focus on problem specification. Model-reference $H_{\infty}$ has been proposed [22], [23] as an indirect alternative to achieve closed-loop passivity by mimicking a passive dynamic model: When the result is close to the reference model, its passivity is inherited. Still, the absence of an actual passivity constraint for synthesis induces a lack of design guarantees and some conservativeness on the results. Besides, from a practical and numerical point of view, as most $H_{\infty}$ designs, the synthesized controllers are of high order—it encapsulates the order from plant and frequency-domain specifications.

The passivity constraint along with performance requirements lead to multiobjective controller synthesis approaches. The main theoretical approach is based on linear matrix inequalities (LMIs) derived from positive-real lemma and bounded-real lemma [24]. This approach requires convex optimization-based controller synthesis that, unfortunately, presents important practical problems as an inherent conservativeness [25] and, again, high-order resulting controllers that are prone to numerical instability.

This article considers a close but alternative procedure that relies on nonsmooth optimization techniques [26], [27], which have been successfully applied in other problems [28], [29] to find feasible solutions. This approach allows evaluating and enforcing of the required passivity constraint and performance objectives [14] to tune the selected controller structure. Then, this proposal is a systematic robust control tuning methodology with lower order and conservativeness.

The analyzed problem consists on the design of a current controller for a VSC-connected through several grid filters topologies (L, LCL, and LLCL) to a grid with uncertainty. Fig. 1 depicts a simplified diagram of the electrical topology and fundamental control structure including the current reference generation (CRG), which is required for workability on a practical application, but ineffective at mid and high frequencies.

Authors have already researched on this path in [30]. This article presents improvements and contributions in the following aspects. It introduces the possibility of applying the method to uncertainties that are not completely passive, it reduces the design process to a single-step procedure that minimizes
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when is strictly passive

When \( G \) is minimum problem. 

\[ M_\Delta(s) = \max_\omega \sigma(M_s(j\omega)) \]  

subject to \( M_\Delta(s) \) is strictly passive 

where \( M_s = M^{u \rightarrow z} \) and \( \sigma \) denotes the maximum singular value. Generally, a good performance objective achievement is \( \|M_s\|_\infty \leq 1 \).

Finally, an alternative measure of passivity, used by some computational tools, is the relative passivity index (R-index).

Definition 3 (Relative Passivity Index (R-index) [33]): The R-index for \( G(s) \) at frequency \( \omega \) when \( I + G(s) \) is minimum phase is defined as

\[ R_F(G(s), \omega) = \sigma \left( [I - G(j\omega)] [I + G(j\omega)]^{-1} \right). \]  

Then, the R-index is \( R(G(s)) = \max_{\omega \in \mathbb{R}} R_F(G(s), \omega) \).

Hence, \( G(s) \) is passive if \( R_F < 1 \), and \( R_F > 1 \) denotes a passivity shortage.

C. Controller Synthesis Approaches

There are two main strategies in the literature to synthesize passive systems using feedback loops, as required by Proposition 2 and (2): the direct use of the Positive-Real Lemma [25], or, alternatively, the use of Cayley Transformation, which allows us to transform that problem into an \( \mathcal{H}_\infty \) synthesis problem [34].

Positive-real lemma implies an optimization problem with LMIs, which give, also, the possibility of simultaneously including \( \mathcal{H}_\infty \) performance requirements using the bounded real lemma [25]. However, the stacking of both conditions may introduce enough conservativeness in the problem to make the synthesis impossible in some practical applications [24], [25], [35]. In our experience, this approach is, for that reason, invalid for the problem here studied.

Lemma 1 (Cayley transformation [34]): Let the Cayley transformation of \( G(s) \) be given by

\[ G'(s) = [I - G(s)] [I + G(s)]^{-1}. \]  

Then, \( G'(s) \) is positive real if and only if \( G'(s) \) is stable and \( \|G'(s)\|_\infty \leq 1 \).

This transformation is expressed by feedback and feed-forward operations, as depicted in Fig. 3. The generalized plant \( P \) is divided, then, into two models: the performance model \( P^{[u \rightarrow z]} \rightarrow [s, y]^T \), and the passivity model \( P^{[u \rightarrow y]} \rightarrow [\tilde{y}, y]^T \), with its Cayley transformation, (see Appendix A). Then, the performance channels are unaffected by the transformation.

Once the problem has been converted into an \( \mathcal{H}_\infty \) optimization problem, there are, again, several alternative algorithms to extract the final controller. If the system under analysis is reasonably complex, convex optimization tools are attractive due to their theoretical convergence guarantees. In practice, however, the resulting controller inherits the order of plant \( P \) without any interesting internal structure.

Alternatively, nonconvex optimization techniques, based on first-order descent methods, are increasing their acceptance in practical control scenarios [26], [27]. These techniques offer full flexibility to designers by keeping controller complexity low [28] and allowing structures closely attached to the physical quantities. This is very useful for industrial applications. Besides, their theoretical lack of convergence guarantees does not seem to represent an actual problem, in authors’ experience. The obtained results are very close to the optimal and well-conditioned, which gives better practical performances than those obtained by convex approaches.

In this framework, the function to be minimized, or soft requirement, encapsulates the performance objective in (2), whereas the design constraint, or hard requirement, enforces passivity. The controller has to satisfy hard constraints to be acceptable, so that the local solution is a locally optimal controller in the set of hard constraints feasible controllers. This tool is implemented in MATLAB routines hinfsyn and systune [29], [33].

III. GRID-TIED CURRENT-CONTROLLED VSCs

This article analyzes the VSC control problem using complex-valued LTI systems and signals that can be derived from symmetrical three-wire three-phase electrical systems by modeling them using space vectors [16], [36]. By default, the space vector is in stationary reference frame (SrRF, \( \alpha \beta \)). Any complex-valued LTI system \( G(s) \) may be equivalently defined as a real-valued one \( \tilde{G}(s) \), so that all definitions in Section II are still valid for our case under study.

\footnote{We have followed the notation in [16] real-valued single-input single-output (SISO) and MIMO systems and signals are denoted by italic letters; complex-valued SISO systems and signals are denoted by bold letters; complex-valued MIMO systems and vector signals are denoted by bold-italic letters.}
TABLE I
GRID FILTER MODELS

| Grid filter | $x_g$ | $A_g$ | $B_{ug}$ | $B_{ug}$ |
|-------------|-------|-------|----------|----------|
| L           | $i_2$ | $-[(R_1+R_2)L_2+L_1R_1]/L_e$ | $-L_2/L_e$ | $-1/[(L_1+L_2)]$ |
| LCL$^1$     | $i_1$, $i_2$ | $-(R_3+R_2)L_3-L_1R_3)/L_e$ | $-L_2/L_e$ | $[(L_1+L_2)]/L_e$ |
| LLCL$^2$    | $i_1$, $i_2$ | $(L_1R_3-L_3R_1)/L_e$ | $-L_2/L_e$ | $[(L_1+L_2)]/L_e$ |

$^1$For this case $L_1 = 0$ and $L_e = L_1L_2$.
$^2$For this case $L_e = L_1L_2 + L_1L_3 + L_2L_3$.

Fig. 4. Closed-loop model with detailed definition of the structure of $K$ dividing in fixed ($R_{uc}$ and $F_A$) and tunable parts ($C_k$).

### A. Plant Model

The VSC is connected to the grid through several grid filter topologies, see Fig. 1, with the following general model $G(s)$:

$$
\begin{bmatrix}
\dot{x}_g \\
\dot{x}_d \\
y_g \\
u_d \\
u_{pcc}
\end{bmatrix} =
\begin{bmatrix}
A_g & B_{ug} & C_d & 0 & 0 \\
0 & A_d & 0 & B_v & 0 \\
0 & 0 & C_g & 0 & 0 \\
0 & 0 & 0 & C_d & 0 \\
0 & 0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
x_g \\
x_d \\
y_d \\
u_d \\
u_{pcc}
\end{bmatrix}
\quad (5)
$$

where the matrices and states of $G_g(s)$ are summarized in Table I and the measured variables are $y_g = i_2$ for $L$ filter or $y_g = [i_1, i_2]^T$ for LCL and LLCL filters, so that $C_g$ has the appropriate value and dimensions. The computational delay plus zero-order-hold (ZOH) and sampler model is defined as

$$G_d(s) = e^{-sT_d} \frac{1-e^{-sT_s}}{sT_s} \quad (6)$$

where $T_d = T_s$ and the state-space matrices by approximating each exponential term with a second-order Padé are

$$
A_d = \begin{bmatrix}
-12/T_s & 1 & 0 & 0 \\
-60/T_s^2 & 0 & 1 & 0 \\
-144/T_s^3 & 0 & 0 & 1 \\
144/T_s^4 & 0 & 0 & 0
\end{bmatrix},
B_d = \begin{bmatrix}
0 \\
12/T_s^2 \\
-72/T_s^3 \\
144/T_s^4
\end{bmatrix},
C_d = \begin{bmatrix}
1 & 0 & 0 & 0
\end{bmatrix}.
$$

The dynamics of $i_2$, see Fig. 4, are

$$i_2 = \frac{S}{T(s)} [y^{\rightarrow +i_2} G_{i_2 \rightarrow u} i_2 + S y^{\rightarrow +i_2} G_{u_{pcc} \rightarrow y} u_{pcc}] + \text{feedback terms} \quad (7)$$

where $S = [I - G^{u \rightarrow y} K^{y \rightarrow u}]^{-1}$. Note that each term of $y^o$ has the same nature as the corresponding one in $y$ for sensitivity analysis purposes. The inputs of $K$ are $i_2$ and output signals of $G$.

### B. Current Controller Structure

The controller structure depends on the control objectives. Our case of study requires to track a given current reference $i_2^r$, with zero steady-state error, a damped response for step changes when there is no grid impedance and good standalone stability margins. This proposal must also render $Y$, so that it complies with the passivity requirements derived from Proposition 2. The proposed structure for such objectives is a 2 degree-of-freedom (DOF) controller with PCC voltage feed-forward, see Fig. 4.

Each measured grid filter current as well as the delayed control action $u_d$ has its corresponding gain. The error $e = i_2^r - i_2$ goes through an additional proportional gain and a resonator $R_w$ with infinite gain at $\omega_0$, which is the frequency of the signal to be tracked. The resonator for continuous-time controller synthesis is

$$R_w(s) = \frac{1}{s - j\omega_0}. \quad (8)$$

The tunable part $G_f(s)$ has an arbitrary order and it is added because it has admittance shaping capabilities at mid and high frequencies. For simplicity, this article will consider a null imaginary part, that is $\Im(G_f) = 0$.

In practice, $u_{pcc}$ must be filtered for $L$ grid filters when the grid is considerably weak. Then, $F_A$ removes the switching harmonics beyond $\omega_A$.

In order to ensure that the solutions are reachable, the fixed parts of $K$, that is $R_{uc}$ and $F_A$, are absorbed into $P$ keeping only the low-level tunable parameters in $C_k$. Then, $C_k$ is composed of a tunable constant matrix $K_c$, whose input vector is organized as $[x_r,e,i_1,i_2,u_d]$, and tunable matrices of $G_f$, that is $A_f$, $B_f$, $C_f$, and $D_f$.

The addition of the ZOH and sampler effects in model $G$ allows the discrete-time implementation of this controller with a few steps: $G_f$ is discretized using a bilinear (Tustin) transformation; $K_c$ does not require any transformation; and the discrete-time resonator implementation to exactly match the frequency domain behavior at low frequency is

$$R_w(z) = \frac{(e^{j\omega_0 T_s} - 1) / (e^{j\omega_0 T_s})}{z - e^{j\omega_0 T_s}}. \quad (9)$$
Note that this controller can be transformed into a synchronous reference frame (SRF) by transforming \( R_ω(ze^{jωT_s}) \) to \( R_ω \).

C. Current Reference Generation

The reference \( i_p' \) must be appropriately generated to synchronize the VSC with the grid using additional algorithms. Let us indicate that these algorithms are out of the PBRC analysis, and they are indicated for experimental workability purposes.

The voltage \( v_{dc} \) is controlled using the control law

\[
p^r = (k_{pdc} + k_{idc}/s)(v_{dc}^2 - v_{idc}^2) - k_{pdc}v_{dc}^2
\]

where \( k_{pdc} = -ω_{pdc}C_{dc}/2 \) and \( k_{idc} = -ω_{idc}C_{dc}/2 \) by using a classic energy balance approach [37].

Then, the current reference is derived from the instantaneous power equations for three-phase three-wire systems using Clarke transformation [38] as follows:

\[
\begin{bmatrix}
\Re(i_2) \\
\Im(i_2)
\end{bmatrix} = \frac{2/3}{|u_{fp}|} \left( \begin{bmatrix}
\Re(u_{fp}) & \Im(u_{fp}) \\
\Im(u_{fp}) & -\Re(u_{fp})
\end{bmatrix} \right) \begin{bmatrix}
p^r \\
q^r
\end{bmatrix}
\]

where \( |u_{fp}| = \sqrt{\Re(u_{fp})^2 + \Im(u_{fp})^2} \) and \( u_{fp} \) is the filtered version of \( u_f \) to ensure that we generate a reference with just the fundamental. The filter is the frequency-shifted version of a first-order low-pass filter

\[
F_{fp}(s) = \frac{\omega_{fp}}{s - j\omega_0 + \omega_{fp}}
\]

where \( \omega_{fp} \) defines the bandwidth. Expressions (11) and (12) define the current reference calculator (CRC).

D. Characterization of Uncertainty

When the VSC faces a PCC with voltage \( v_g \) and completely unknown impedance, \( \Delta = Z_g \), the dynamics of the output current change to

\[
i_2 = [I + YΔ]^{-1}Ti'_2 - [I + YΔ]^{-1}Yv_g.
\]

The considered uncertainty \( \Delta \), as depicted in Fig. 5, is used to model several usual uncertainty sources: equivalent admittance at the PCC of several paralleled VSCs, which is indicated as \( \Delta_N \), with bounded passivity shortages; and a Thevenin equivalent with passive impedance, \( \Delta'_g = Z'_g \). The latter can be also broken down into an \( LC \) type cable model to analyze possible resonance uncertainty and another Thevenin equivalent of the rest of the grid with impedance, \( Z''_g \). Then, the PCC current dynamics \( i_{pcc} \) are

\[
i_{pcc} = [I + (Y + \Delta_N)Δ']^{-1}(Ti'_2 - Yv'_g) \tag{14}
\]

where \( v'_g \) is the corresponding Thevenin equivalent voltage that accompanies \( Z'_g \). Then, we can identify \( Y \) as the system to be shaped to fulfill Proposition 2, so that system \( Y - W_{pr} \) is passive. This relationship establishes the basis for PBRC for the case under study and leads to the selection of \( W_{pr} \), which requires a study of possible passivity shortages in VSCs.

E. Generalized Analysis of VSCs Passivity Shortage

The presence of a passivity shortage at high frequency due to control delays in VSCs is an expected result considering feedback control limitations [31], [39]. Taking into account the control loop from Fig. 4 and (7), \( Y \) depends on \( G_{u_{pcc}→y} \), which is the open-loop terminal dynamics that includes the open-loop admittance \( G_{u_{pcc}→i_{pdc}} \), and \( S^{y→i_{pdc}} \) which specifies the dynamics induced by the controller \( K \). Consequently, up to frequency\(^6\) \( \omega_B \), the terminal dynamics are defined by \( S^{y→i_{pdc}} \), and at high frequency by \( G_{u_{pcc}→i_{pdc}} \).

The presence of time delays \( T_d \) on the control input \( u \) leads to limiting characteristics over \( S^{y→i_{pdc}} \). As explained in [31], even the “ideal” controller cannot remove this delay and it can approximate an upper frequency bound on the closed-loop bandwidth as \( ω_B = 1/T_d \). This expression is actually derived from the limitation imposed by a real zero in the right half plane (RHP) after approximating the delay, see (6), with a first-order Pade approximant. Note that the same approximation for ZOH and sampler results in no real RHP-zero, so that the limitation is only imposed by the delay. Obviously, close to that frequency the control still affects, but it degrades, which leads to an undesired behavior and a possible passivity shortage. The size of such passivity shortage relies on the dynamic behavior of \( S^{y→i_{pdc}} \), which depends on the desired performance objectives and the presence of filters in the measured variables as well as PCC voltage feed-forward. Additionally, possible phase advances in \( G_{u_{pcc}→i_{pdc}} \) around \( ω_B \) are really helpful to avoid a passivity shortage. These conclusions will be derived later in this article with several high-order grid filters and controller designs.

IV. PBRC for CURRENT-CONTROLLED VSCs

A. Problem Formulation

The PBRC synthesis problem in (2) is particularized for the current controller design as depicted in Fig. 6. Hence, the multiobjective optimization problem is posed as

\[
\begin{align*}
\min_k & \quad \gamma = \left\| \begin{bmatrix}
W_1 & S_r \\
W_2 & S_{ur}
\end{bmatrix} \right\|_\infty = \|M_s\|_\infty \\
\text{subject to} & \quad \|M_A\|_\infty < 1
\end{align*}
\]

\(^6\)Frequency where \( \pi(S^{y→i_{pdc}}(jω)) \) first crosses \( 1/\sqrt{2} \) from below.
where $S_{ur} = [I - K\gamma\rightarrow uG\gamma\rightarrow y]^{-1}K\gamma\rightarrow y$, $S_{ud} = [I - K\gamma\rightarrow uG\gamma\rightarrow y]^{-1}K\gamma\rightarrow uG\gamma\rightarrow y$, $S_r = I - T$, and $M^\Delta_A$ is the Cayley transformation of $M^\Delta = Y - W_{pr}$.

The function $W_1(s)$ shapes the tracking behavior over $S_r$. The function $W_2(s)$ defines a gain limit over functions $S_{ur}$ and $S_{ud}$ to constrain the achievable control bandwidth.

### B. Weighting Function Selection

The transfer function $W_1$ is minimum phase, it has high gain at the tracked frequency and it must ensure that $T$ is close to a first-order system to properly damp reference step changes. It achieves that by shaping $S_r$, and, indirectly, $S_c = S_{\gamma\rightarrow 12}$ because they only differ when $K^{\gamma\rightarrow 12} \neq 0$. Then, a typical standalone stability requirement, which is stability against noise and grid filter model mismatch, is $\|S_c(s)\|_\infty < 6$ dB because it guarantees good general stability margins [31]. The generalized complex-valued weight in continuous-time that complies with the previous requirements is

$$W_1(s) = \frac{s - j\omega_0 + \omega_0^*}{s - j\omega_0 + \omega_0^*A_0}$$

where $\omega_0^* \in (\omega_{BC}, \omega_{BC})$ is the desired closed-loop bandwidth, $A_0 \in (0, 1)$ is the steady-state offset, and $\omega_0 \in (-\omega_{BC}, \omega_{BC})$ is the tracked frequency, which is the nominal frequency of the grid considering the RIRF controller synthesis. This weighting function imposes $\|S_c(s)\|_\infty < 1$, so that $\gamma > 1$ but it will be close to unity. The frequency $\omega_{BM}$ is located where $\sigma(G(s))$ first crosses 0 dB from above. The parameter $\Delta_0$ can be selected arbitrarily small, however, it must be nonzero to avoid ill-conditioned optimization problems [33].

The control action weight $W_2(s)$ is defined as a gain and it affects $\omega_B$, because higher bandwidths require higher control efforts at frequencies where $\sigma(G\gamma\rightarrow y(j\omega))$ falls. Hence, the peak values of $|S_{ur}(j\omega)|$ and $|S_{ur}(j\omega)|$ are at high frequency.

The weight $W_{pr}$ is used to deal with cases where the uncertainty has passivity shortage. In this article, we consider cases where this happens inside a band $[\omega_1, \omega_2]$ because of passivity shortages related to control delays in VSCs. A butterworth order

![Fig. 6. PBRC problem formulation for current controller design.](image)

Algorithm 1: Generalized Controller Synthesis.

**Input:** Model: $G_g, T_s, T_d, \omega_A$ and Design objectives: $\omega_0, \omega_B, W_2, \omega_{p1}, \omega_{p2}, k_{pr}, \gamma_{max}$.

**Output:** Controller gains: $C_k$.

1. **Define plant and weights:**
   2. $G = \text{sysic}(\ldots, G_g, G_d)$; % Eq. (5)
   3. $W_1 = \text{sysic}(\ldots, \omega_0, \omega_1^*)$; % Eq. (10);
   4. $W_{pr} = k_{pr} \text{ butter}(1, \omega_{p1}, \omega_{p2})$, ‘bandpass’, ‘s’);
   5. **Compose generalized plant:**
   6. $R_{\omega} = \text{sysic}(\ldots, \omega_0)$; % Eq. (8);
   7. $F_A = \text{butter}(1, \omega_A, 'low', 's');$
   8. $P = \text{sysic}(\ldots, G, W_1, W_2, W_{pr}, \omega_B, F_A)$; % Fig. 6
   9. $P \rightarrow P$ % Real-valued equivalent

10. **Define controller tunable parameters:**
   11. $C_k = \text{sysic}(\ldots, \text{realp}(\ldots, K_c), \text{realp}(\ldots, G_f))$; % Fig. 4

12. **Compose closed-loop system:**
13. $M = \text{lift}(P, C_k)$;
14. **Define tuning requirements and optimization:**
15. $\text{RSOFT} = \text{TuningGoal.Passivity}(u, z, 1);$
16. $\text{RHARD} = \text{TuningGoal.Passivity}(u, z, 0);$
17. $[\gamma, gH] = \text{systune}(M, \text{RSOFT}, \text{RHARD}, \ldots);$
18. **Evaluation of goals:**
19. if $gH > 1$ then
   20. goto Define plant and weights;
   21. else if $\gamma > \gamma_{max}$ then
   22. goto Define plant and weights;
   23. else
   24. return $C_k = \text{value}(C_k)$
   25. end if

**TABLE II**

| Parameter | Value | Unit |
|-----------|-------|------|
| Base power, $S_b$ | 150 | kVA |
| Base voltage, $U_b$ | 400 | V |
| DC voltage ref. | 700 | V |
| $\omega_0$ | 2π50 | rad/s |
| $T_r$ | 100 | μs |
| $\omega_{fb}^*$ | 193.6 | rad/s |

| Parameter | Value | Unit |
|-----------|-------|------|
| $L_1$ | 500 | μH |
| $L_2$ | 250 | μH |
| $C_f$ | 100 | μF |
| $L_s$ | 10 | μH |
| $C_{dc}$ | 2.25 | mF |
| $\omega_{Bdc}$ | 78.24 | rad/s |

**Notes:**

- Double-update strategy, so that the switching period is 200 μs.
- $R_1$, $R_2$, and $R_3$ are estimated to be 10% of their inductive reactance at $\omega_0$.

**V. RESULTS**

The proposed procedure has been tested in four different cases. We have also defined a base case to illustrate a possible
passivity shortage analysis and $W_{pr}$ selection. The frequency-domain results\(^8\) will be correlated with time-domain experimental results. The plant parameters for the four studied cases are summed up in Table II. For $LCL$ and $LLCL$ grid filters, the resonance frequency is 1.23 kHz, close to the corresponding $\omega_{Bc}$, which is 1.59 kHz, so that it can be damped by control means. The $LLCL$ grid filter notch was placed on the first switching harmonics band, which is 5 kHz.

A. Current Controller Design Cases

The base case and the four cases under study and their related labels are as follows.

1) Case $L^0$: Base case of $L$ filter controller synthesis without passivity enforcement. It illustrates the passivity shortage to be compensated by cases $LCL$ and $LLCL$. The electrical parameters are expressed in Table II, considering that $T_s = 200 \mu s$ and $\omega_B = 521.6 \text{ rad/s}$.

2) Case $L^1$: $L$ filter controller synthesis without passivity enforcement to demonstrate the result when there is no robustness constraint. The tunable part $G_f$ is constrained to unity, which is a usual control approach to reduce the admissibility magnitude, and $\omega_A = 1/T_s$.

3) Case $L^2$: $L$ filter controller synthesis with passivity enforcement and $W_{pr} = 0$. The tunable part $G_f$ has order 2 and $\omega_B = 1/T_s$.

4) Case $LCL$: $LCL$ filter controller synthesis with passivity enforcement by the given $W_{pr}$. The system $G_f$ has order 2 and $D_f = 0$. The $u_{pcc}$ measurement is less noisy, so that the antialiasing filter is removed, $F_A = 1$.

5) Case $LLCL$: $LLCL$ filter controller synthesis with passivity enforcement by the given $W_{pr}$. The system $G_f$ is the order 2 and $D_f = 0$. The $u_{pcc}$ measurement is less noisy, so that the antialiasing filter is removed, $F_A = 1$.

Analysis of case $L^0$ allows us to define a numerical expression for $W_{pr}$, which will be used in the last two cases. Fig. 7 depicts that the passivity shortage occurs between $-830$ and $-2600$ Hz, and 850 and 2685 Hz. This passivity shortage is close to the corresponding $\omega_{Bc}$, which is 795 Hz. According to Fig. 7, the required passivity excess for robust stability using $W_{pr}$ is defined by $\omega_{p1} = 2\pi 750 \text{ rad/s}$ and $\omega_{p2} = 2\pi 1300 \text{ rad/s}$ with gain $k_{pr} = 0.07$.

\(^8\)For the sake of clarity, frequency response of complex-valued transfer functions is displayed following a bisymmetric logarithmic transformation \[40\].

Fig. 7. IFP of $-\mathbf{Y}$ in case $L^0$ and $W_{pr}$ for PBRC assessment.

The optimization problem (15) has been formulated with similar control objectives. This optimization minimizes $\|S_c(s)\|_\infty$ and, indirectly, $\|S_c(s)\|_\infty$. The shaping capabilities of $W_1$ on $T$ as a first-order closed-loop system allow us to define the desired bandwidth as $\omega_B = 2\pi 249 \text{ rad/s}$. The control action parameter is set to $W_2 = 0.1$. Finally, the maximum value of the parameter to be minimized is set to $\gamma_{max} = 2$. Still, it is up to the designer decision to accept the design by evaluating the final solution at each frequency.

For nonsmooth optimization, the tunable parameters initialization is key point to find acceptable solutions. In our practical experience, at least 100 random initial values \[33\] ensure finding an acceptable solution. The resulting controller gains are specified in Table III.

B. Current Control Objectives Analysis

Fig. 8 shows the passivity indices that characterize the passivity-based robustness of each current controller design case. The $R$-index (see Definition 3) and IFP index (see Definition 2), as shown in Fig. 8(a) and (b), show that case $L^1$ has a passivity shortage beyond the critical frequency $\omega_{Bc} = 2\pi 1591 \text{ rad/s}$ at both frequency sequences. Although it naturally compensates the passivity shortage expressed by $W_{pr}$ without imposing that requirement, its stability is compromised against high-frequency resonance uncertainties. Alternatively, case $L^2$ depicts a controller design that leads to a passive system at all frequencies in the expense of poorer performances, as it will be demonstrated later. The passivity excess region of this case naturally appears at midfrequencies because this case has lower bandwidth. On the other hand, Fig. 8(a) and (b) indicates that the robust stability condition for the given $W_{pr}$, see Proposition 2, is accomplished by cases $LCL$ and $LLCL$ because $\nu_F(\mathbf{Y}(s), \omega) > \nu_F(W_{pr}(s), \omega)$. The excess of passivity naturally arises as a consequence of achievable bandwidth with passivity enforcement, designed controller including feed-forward, and grid filter characteristics.
TABLE III
TUNABLE PARAMETER SOLUTIONS OF SYNTHESIZED CONTROLLERS

| Gain | $L^0$ | $L^1$ | $L^2$ | $LCL$ | LLCL |
|------|-------|-------|-------|-------|------|
| $K_c$ | $610.31 \pm 112.98$ | $5127.21 \pm 746.2$ | $300.1 \pm 43.3$ | $-1909.1 \pm 185.8$ | $889.1 \pm 115.6$ |
| $A_f$ | $0.26 \pm 0.03$ | $0.97 \pm 0.05$ | $-3.78 \pm 0.03$ | $-0.215 \pm 0.12$ | $0.5 \pm 0.07$ |
| $B_f$ | $0.38 \pm 0.12$ | $0 \pm 0.06$ | $0 \pm 0.02$ | $-0.11 \pm 0.02$ | $-0.22 \pm 0.03$ |
| $C_f$ | $-1.28 \pm 0.01$ | $-11833 \pm 9150$ | $-15257 \pm 15688$ | $-1599.64 \pm 6939.57$ | $5559.57 \pm 4800.84$ |
| $D_f$ | $-0.52 \pm 0.03$ | $554.41 \pm 627.03$ | $9.98 \pm 10.95$ | $-2.88 \pm 5.441$ | $23.85 \pm 33.07$ |

Fig. 9. Performance objective $W_1^{-1}$ compared with the magnitude of (a) $S_r$ and (b) $S_c$.

Fig. 10. Control action objective $W_2^{-1}$ compared with the magnitude of (a) $S_{ur}$ and (b) $S_{ud}$.

Fig. 9 compares the sensitivity objective given by $W_1^{-1}$ with each design. Fig. 9(a) shows that the sensitivity to reference signal $S_r$ practically matches the desired tracking behavior of $W_1^{-1}$. Still, case $L^2$ shows slight differences, and it will result in overshoot and lower bandwidth. Fig. 9(b) depicts the sensitivity $S_c$, which is very similar to $S_r$, and all cases accomplish the common design criterion to ensure standalone robustness against noise and grid filter mismatches, $||S_c(s)||_\infty < 6$ dB. Cases $LCL$ and $LLCL$ have similar $||S_c(s)||_\infty$ as well as $L^1$ and $L^2$. However, the two latter cases have a completely different performance between them.

Fig. 10 compares the control action objective given by $W_2^{-1}$ with each design. It shows that case $L^2$ requires higher control action at higher frequencies to achieve good tracking performances. This high gain peak at high frequency may be related with a passivity shortage at the same frequency range, see peak value matching of $|S_{ur}(j\omega)|$ and $|S_{ud}(j\omega)|$ with $R_F$ in Fig 10(a), because both sensitivities have too much gain at frequencies where the control capabilities degenerate.

The Bode plots of the tracking function $T$ are depicted in Fig. 11(a). Due to grid filter resonance proximity to $\omega_B$, a low peak arises close to the resonance frequency for cases $LCL$ and $LLCL$, but it can be considered as damped. This Bode plot also shows that case $L^2$ has worse tracking dynamics because the peak value of $|T(j\omega)|$ is not placed at the tracked frequency $\omega_0$.

Finally, the admittance $Y$ Bode plots in Fig. 11(b) associate their magnitude and phase characteristics to the passivity indices in Fig. 8. On the one hand, the lower magnitude characteristic is achieved by case $L^1$, whereas case $L^2$ has the higher magnitude and cases $LCL$ and $LLCL$ have intermediate magnitude values. On the other hand, the associated phase characteristics show that case $L^1$ crosses $-90^\circ$ and $90^\circ$ at high frequency, that is a passivity shortage, while the other cases are always within that phase range. Then, we can conclude that case $L^1$ may perform better with PCC voltage dips, which is better current transients. However, its passivity shortage will lead to instability in the presence of high-frequency grid impedance resonance uncertainty, whereas the other cases are robustly stable.

Fig. 11 clearly shows the control tradeoff between performance and robust stability for the $L$ grid filter cases $L^1$ and $L^2$. High-order grid filters as $LCL$ and $LLCL$ cases are a fair alternative to reach good performances and robust stability while achieving their main purpose: reducing switching harmonics. This conclusion is better understood by comparing open-loop characteristics and by recalling the analysis of $Y$ in Section III-E. The gain falling of $G_\theta$ after the resonant frequency in $LCL$ and $LLCL$ filters is advantageous to force $|S_c(j\omega)| = 0$ dB very
quickly, which naturally constrains the control action beyond that frequency, as shown in Fig. 10. Additionally, the phase advance of \( G^{\omega_{\text{rc}}} \) from its zero at the antiresonance frequency to the resonant frequency avoids that \( Y \) reaches \(-90^\circ\) (or \(90^\circ\) for negative sequence) close to \( \omega_{\text{rc}} \).

Finally, Fig. 12 shows the robustness against uncertain \( L \)-type and \( \text{LC} \)-type grid impedance, \( Z_g(s) = sL_g \) and \( Z_g(s) = (sL_g)/(s^2C_gL_g + 1) \), respectively, for cases \( L^c_1 \) and \( \text{LC} \) by depicting the roots of \( I + YZ_g = 0 \). Both cases are always stable in a wide range of \( L_g \), when \( Z_g \) is \( L \)-type, see Fig. 12(a) and (c). When \( Z_g \) is \( \text{LC} \)-type and \( L_g \) is kept constant while \( C_g \) changes, case \( L^c_1 \) becomes unstable in some \( C_g \) values, see Fig. 12(b), whereas case \( \text{LC} \) is always stable. The placement of resonance at frequencies where \( L^c_1 \) has passivity shortage leads to its instability. Therefore, these results prove the robustness of the current controller designed in case \( \text{LC} \). This can be extrapolated for cases \( L^c_2 \) and \( \text{LLCL} \) because they also fulfill the passivity requirement for robustness.

### C. Discussion on Proposal

PBRC method ensures the robust stability of the current controllers. However, the workability of VSC requires at least an appropriate CRG to synchronize with the grid and exchange power, which inevitably changes the input admittance. Besides, in some applications, harmonic rejection is required to ensure the quality of injected currents. Then, we would like to point out the following.

1) The resulting overall input admittance \( Y_{L^c} \) changes in each operating point close to \( \omega_{\text{rc}} \), which is unavoidable, and we can no longer ensure the robust stability of the whole system following Proposition 1. However, we can ensure the robust stability of the designed current controller by only considering \( Y \). Besides, the passivity properties at mid and high frequency remain, so that we can still ensure the stability against high-frequency resonant uncertainty. For instance, Fig. 13 depicts the IFP of \( Y_{L^c} \) for a set of operating points in case \( L^c_2 \), where it is noticeable how they all fit the IFP of \( Y \) (in SRF) at mid and high frequency. Note that the model \( Y_{L^c} \) is derived by linearizing the CRG, see Section III-C, in SRF following a similar approach as the one presented in [41].

2) The harmonic rejection capability is required in considerably weak grids, where the PCC voltage is very polluted with low-order harmonics. However, not all applications require this functionality. Still, the proposed method accepts the inclusion of higher order resonators inside the controller structure, parallel to \( R_{\omega} \), as shown in Fig. 4.

Both issues require dedicated studies, which can be approached within the proposed robust controller tuning methodology. The selected controller structure is one of many possibilities as well as the application.

### D. Experimental Results

The experimental setup schematic is depicted in Fig. 14. The setup is composed of a three-phase 150 kVA NPC converter with the designed current controllers implemented on a DSP TMS320C6713 DSK at 225 MHz (4.44-ns cycle time). The VSC operates as STATCOM, by implementing the current reference generator algorithms in Section III-C, being \( v^{r}_{dc} \) and \( q^{r} \) specified by the user interface. The reference power, \( p^{r} \) and \( q^{r} \), is kept below 0.3 p.u., by saturating their values because of electrical safety in our laboratory. Before entering the current controller \( K(z) \), \( i_2 \) is saturated to 0.3 p.u. in order to avoid steady-state overcurrent. The grid filter parameters for the case under study are specified in Table II.

This setup allows us to prove the robust stability of the designed current controllers. However, due to the high power of the VSC and electrical safety of our laboratory, we have been unable to test close to nominal power.

The implementation of \( K(z) \) is straightforward considering each signal and gain with their real-valued version. The controller structure also facilitates the implementation of a saturator and backward calculation as antiwindup strategy. Basically, when \( u \) saturates to \( v_{dc} / \sqrt{3} \) in magnitude, \( x_r \) changes its value in accordance at the following time step by adding the difference between saturated and nonsaturated \( u \). The backward calculation is also useful for the initialization of the system.

The grid is either generated by the programmable power supply Regatron TC.ACS.30.480.400.S.LC or the utility grid
Fig. 12. Pole map evolution of \( [I + Y Z_g] = 0 \), being \( Z_g \) L-type, where \( L_g \in [0.425, 4.25] \) mH, or LC-type, where \( L_g = 0.425 \) mH and \( C_g \in [2.38, 238] \) μF (from blue to magenta). Cases and type of \( Z_g \). (a) \( L_c^1 \) and \( L \)-type. (b) \( L_c^1 \) and \( LC \)-type. (c) \( LCL \) and \( L \)-type. (d) \( LCL \) and \( LC \)-type.

Fig. 13. For case \( L_c^2 \), IFP index plots of \( Y_F \) in solid lines when exchanging active power \( p \) (top) or reactive power \( q \) (bottom), and \( Y \) in dashed line. Depending on manual switch SW3. The grid impedance is a test bench compose of a tapped inductor \( L_g = \{0.425, 2.55\} \) mH, depending on manual switch SW1. This allow us to test the VSC with short circuit ratio (SCR) from strong to very weak conditions, \( SCR = U_b^2 / (S_b \omega_0 L_g) = \{7.98, 1.33\} \). The grid resonance is generated by closing switch SW2 and introducing a capacitor \( C_g = 16.66 \) μF. This switch first inserts a given damping resistor \( R_{cg} \) to energize the capacitor, which avoids overcurrent. After 10 ms, this resistor is removed.

The actual input admittance is experimentally measured by injecting a frequency perturbation with the programmable power supply. Meanwhile, the converter under measurement collects the PCC three-phase voltages and currents. Then, the fast Fourier transform is applied on the collected data. Fig. 15 depicts the actual input admittance IFP index with circle markers (•) compared with its corresponding theoretical one in solid line.
IFP index of $Y$ for each case. The experimental measurement verifies the theoretical results up to high frequency where the actual admittance has an excess of passivity due to inductors parasitic open-loop admittance behavior. Besides, the IFP close to $\omega_0$ confirms the passivity shortage due to the inherent effect of any CRG algorithm. Still, case $L_c^1$ has a passivity shortage at high frequency that leads to instability, if the cable impedance has any resonance.

The experimentally measured excess of passivity, depicted in Fig. 15, of cases $LCL$ and $LLCL$ prove that they would be able to stabilize the PCC, if a VSC with base case $L_c^0$ had been connected in parallel facing an LC-type grid impedance with resonance uncertainty.

Three experimental tests for each design case have been carried out and depicted in Fig. 16.

1) Reactive power reference step change from $q^r = 0 \text{kVAR}$ to $q^r = 40 \text{kVAR}$ with SW2 open and SCR = 1.33, that is a considerably weak grid.
2) Switch SW2 is closed to generate a grid resonance at 1.89 kHz and SCR = 7.98 before closing it.
3) Symmetrical 50% voltage dip during two cycles of the fundamental sequence, i.e., 40 ms, with grid resonance, which is closed SW2, and SCR = 7.98. Case $L_c^1$ is unstable so that SW2 is open in such case.

Test 1 shows that all cases are stable with very weak grid conditions, as previously indicated by the robustness analysis in Fig. 12. The presence of grid impedance has changed the tracking function dynamics, which is the transient response, to $G^{-1}$. However, they confirm the tracking bode plots in Fig. 11(a) showing that case $L_c^2$ has worse tracking performance than the other cases. Although the overshoot is lower than cases $LCL$ and $LLCL$, it takes more time to reach the steady state.

Test 2 shows the instability of case $L_c^1$ in the presence of a grid resonance due to its high passivity shortage close to that frequency, see Fig. 8. This result was also showed by the robustness analysis in Fig. 12. The other cases are stable. These results confirm the robustness of the designed current controllers for cases $L_c^2$, $LCL$, and $LLCL$ due to their passive properties, as shown in Fig. 8.
Test 3 demonstrates the performance characteristics toward voltage dips and their relationship with $|Y(j\omega)|$, see Fig. 11(b). Case $L^{c1}$ has a great performance toward voltage dips with a very low peak currents and active power $p$ exchange, whereas $L^{c2}$ has a very poor performance. This clearly reflects what has to be sacrificed in current controller designs for $L$ grid filters in order to ensure robust stability. Alternatively, case $LCL$ and $LLCL$ have a considerably good response while preserving their robust stability. Additionally, these cases are able to damp the resonance quicker than case $L^{c2}$ when a voltage dip appears. Then, the selection of high-order grid filters is more favorable, when considering the control tradeoff between performance and passivity-based robust stability.

VI. CONCLUSION

The passivity-based analysis and design are a necessary approach to avoid undesired couplings and instabilities, and it is very suitable for electrical systems. This article has reviewed the possible mathematical approaches of PBRC for three-phase VSCs when dealing with complex systems and several requirements. The multiobjective tuning of controllers with a nonsmooth optimization tool has been proven to be very valuable when dealing with fixed structures, which are of interest for industrial applications.

Passivity indices are a powerful tool to ensure robust stability of the current controller. The excess of passivity, given by each current controller design, naturally arises from selected design and controller structure (including PCC voltage feed-forward), and grid filter type. At high frequency, $LCL$ and $LLCL$ filters are able to give the required excess of passivity because of their open-loop characteristics.

Independently of plant complexity, these design methodology and analysis are still applicable. For instance, this article has shown a complex-valued discrete-time controller design for a continuous-time plant that can be either $L$, $LCL$, or $LLCL$ with additional antialiasing filter on the PCC voltage measurement. Controller structure possibilities are plentiful, and further study is required to extend the analysis to the CRG or harmonic rejection algorithms.

The experimental results show that a control tradeoff is necessary. Robust stability is achieved in the expense of poorer performances. However, the main difference of our approach with a previous analysis is that this approach looks for the most optimum design taking into account both control objectives.

where, considering $D_{11}^i = [I + D_{11}]^{-1}$, the transformation of each matrix, e.g., $A' = A − B_1 D_{11} C_1$, is

$$C_1' = \frac{−2D_{11}^i C_1}{C_3}$$

$$B_1' = B_1 (I − D_{11}^i D_{11})$$

$$B_3' = B_3 − B_1 D_{11} D_{13}$$

$$D_{11}' = I − 2D_{11}^i D_{11}$$

$$D_{13}' = −2D_{11}^i D_{13}$$

$$D_{31}' = D_{31} (I − D_{11}^i D_{11})$$

$$D_{33}' = D_{33} − D_{31} D_{13} D_{11}$$
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