I. INTRODUCTION

Recent times have witnessed a blossoming of experimental set-ups in which the detailed interaction of particles with nearby surfaces, in particular the Casimir–Polder (retarded van der Waals) interaction, is important. Some such systems are typically far out of thermal equilibrium, such as Bose-Einstein condensates in magnetic traps close to surfaces, beams of cold polar molecules and Rydberg atoms. We shall focus on the two latter categories herein. For example, the interaction between Rydberg atoms and surfaces is essential to the understanding of the behavior of Rydberg atoms in vapour cells and near atom chips, systems which have already been investigated in several experiments. Various suggested mechanisms for quantum information processing also involve Rydberg atoms close to metallic surfaces. Moreover, beams of cold polar molecules have already been put to use in a range of experimental applications as reviewed in Refs. For instance, trapping of cold CO molecules near atom chips using electric traps has recently been realized.

We derive herein a simple closed form expression for the CP interaction between a particle and a sphere valid both for Rydberg atoms and cold molecules. Second only to the plane surface, the spherical geometry is arguably the most generically useful to consider in all microscopic applications. The microsphere is the standard vehicle in the rapidly progressing field of micromanipulation and photonics, a field closely bordering on atomic physics where CP forces are of importance. Using laser beams, microspheres can be trapped and pushed, and perhaps even pulled for detailed manipulation, and are readily transported along optical fibres via the evanescent field. Microsphere optical resonators with extremely high Q-factors have been built, and are useful e.g. for low threshold lasing. Our closed form expression, not involving the typical lengthy sums of Mie scattering coefficients, is immediately useful for direct insertion into numerical simulations of microsystems, as well as analysis of experimental data.

Rydberg atoms and cold (ground state) polar molecules share two traits that set them sharply apart from the ground state or thermalized atoms which have typically been considered in the van der Waals and Casimir–Polder (CP) literature. Firstly, they are both typically far out of thermal equilibrium with their thermal environment. Rydberg atoms have been excited to a high principal quantum number, far from an atom’s thermalized state, which is almost identical to its ground state molecules at room temperature are far from thermal equilibrium. Systems with magnetic transitions exhibit similar properties.

Whereas thermal non-equilibrium initially complicates the theoretical treatment, the non-retardedness of the interaction introduces a significant simplification, allowing al-
most surprisingly simple results to be achieved. The general theory for Casimir-Polder interactions of a particle in an arbitrary superposition of eigenstates was recently derived by some of us [19], and has since been applied to planar geometries for Rydberg atoms and molecules [18, 20]. Strikingly, it was found that for non-retarded interaction with a flat metallic surface the interaction potential is virtually independent of temperature [21], a result that can be extended to arbitrary geometries [22]. For a full theoretical background of different non-equilibrium CP scenarios the reader may additionally refer to Refs. [23–29]. The theories for different non-equilibrium situations, albeit apparently disparate, may be shown to concord as they should [30].

We consider the general situation of a particle whose eigenstates are |n⟩. It was shown in Ref. [19] that for a particle prepared in an arbitrary superposition of eigenstates |φ⟩ = ∑n pₙ|n⟩ with occupation probabilities pₙ, the Casimir-Polder potential may be written as a sum over transitions between pairs of eigenstates according to

\[ U_φ = \sum_n p_n U_n \]  

with

\[ U_n = \sum_k U_{nk} \]  

where the sum runs over all other eigenstates |k⟩ to which there is an allowed dipole transition.

Crucial to the understanding of the CP interactions of both cold molecules [20] and Rydberg atoms [18] is the realization that only a few transitions turn out to give significant contributions. To wit, the important transitions were found to be those corresponding to the smallest difference in eigenenergy \( \Delta E_{kn} = E_k - E_n \), i.e. the smallest transition frequency \( \omega_{kn} = \Delta E_{kn}/\hbar \) or correspondingly the longest transition wavelength \( \lambda_{kn} = 2\pi c/\omega_{kn} \). For example, a Rydberg atom near a half-space prepared in an s-state of principal quantum number n, obtains significant contributions from transitions to the few different p-states of principal quantum numbers n and n – 1 [18]; for ground state LiH molecules the only significant transition was to the lowest rotational state, whereas for YbF also the first vibrational state was required [20]. Transitions with larger \( \Delta E_{kn} \) could be ignored to a good approximation.

Because of this fact the typical values of \( \lambda_{kn} \) for cold polar molecules and Rydberg atoms alike are usually much larger than the typical distance \( z \) from the particle to a nearby body in experiments involving surfaces. In other words, for the dominating transitions \( |n⟩ \rightarrow |k⟩ \),

\[ \frac{z}{\lambda_{kn}} = \frac{\omega_{kn} z}{2\pi c} \ll 1, \]  

hence the interaction is essentially non-retarded.

Recently we found that in the non-retarded regime the CP interaction near a metallic half-space is virtually temperature independent [21]. The thermal CP potential then agrees with its zero-temperature counterpart for all temperatures. This was later shown to be a reasonable approximation for bodies of arbitrary shape [22]. Temperature-dependent corrections to the zero-temperature potential were identified to stem from retardation and imperfect conductivity. The magnitude of the latter corrections were found to strongly depend on the body shape and curvature, demonstrating that geometry and temperature are closely intertwined [31]. It is therefore necessary in practice to study different geometries individually.

The case of an atom interacting with a metal sphere to be studied is a prototype of a body with a curved surface. Various embodiments of the particle–sphere interactions at zero temperature have been treated by a number of authors [32–39]. In most of these works, the CP potential is obtained from a numerical computation which suffers from poor convergence at small curvatures. In contrast, we will derive an approximate analytical result based on a perturbative expansion that is readily accessible while illuminating the impact of retardation and imperfect reflection as well as the interplay of these factors with geometry: We calculate the CP potential contribution from transition \( |n⟩ \rightarrow |k⟩ \) under the relevant assumption of non-retarded interaction, Eq. (1.3), which we quantify by a retardation parameter

\[ x = \frac{r \omega_{kn}}{c} \ll 1 \]  

where \( r \) is distance from the particle to the sphere’s center. We quote here the final result, to be derived below, for the thermal Casimir–Polder potential of an atom at distance \( r \) from the center of a metal sphere of radius \( R \):

\[ U_{nk}(r) = -\frac{|\mathbf{d}_{kn}|^2}{24\pi\varepsilon_0 r^3} \frac{\phi^3(6 - 3\phi^2 + \phi^4)}{(1 - \phi^2)^3} + \frac{|\mathbf{d}_{kn}|^2}{24\pi\varepsilon_0 r^3} \left( \frac{k_B T}{\hbar \omega_{kn}} - \frac{1}{2} \right) \left\{ \frac{i}{\sqrt{\varepsilon(\omega)}} \left[ \frac{3 + 7\phi^2 - 4\phi^4}{(1 - \phi^2)^2} - \log(1 - \phi^2) \right] + ... \right\} + \mathcal{O}(T^{-1}) \]  

\[ \frac{z}{\lambda_{kn}} = \frac{\omega_{kn} z}{2\pi c} \ll 1, \]  

hence the interaction is essentially non-retarded.

Because of this fact the typical values of \( \lambda_{kn} \) for cold polar molecules and Rydberg atoms alike are usually much larger than the typical distance \( z \) from the particle to a nearby body in experiments involving surfaces. In other words, for the dominating transitions \( |n⟩ \rightarrow |k⟩ \),
The expression is remarkably simple compared to a numerical evaluation of the starting equations, involving infinite sums over Mie scattering coefficients. It holds when $x \ll 1$, but $\text{Im}\{\sqrt{x}\} x \phi = \text{Im}\{\sqrt{x}\} \omega_{kn} R/c$ still significantly exceeds unity, which is the case for good conductors in combination with typical values of $x$ for the systems under consideration. The dots indicate higher-order contributions in the small parameters $x$ and $1/(x\sqrt{\varepsilon})$. For definitions of the various quantities in Eq. (1.5), see Sec. II below.

In the following we derive the CP potential for a particle near a metallic sphere including the leading correction to state $|n\rangle \rightarrow |k\rangle$. As explained above, the potential on a Rydberg atom or cold molecule alike takes form of a sum over just a few contributions from pairs of eigenstates which all have transition wavelengths in the same order of magnitude. It is sufficient therefore to consider a single transition $|n\rangle \rightarrow |k\rangle$. Our considerations for one such transition will therefore hold for all relevant transitions, and all that is required in order to return to the full description of these particles is to sum the final result over the relevant transitions according to Eq. (1.12). The generalisation to anisotropic particles is straightforward (cf. Refs [10, 22]).

This section reviews the general framework for treating the small temperature correction in the non-resonant regime for arbitrary geometries, which we apply below to derive explicit corrections for the particle–sphere configuration are derived in Section III and analysed in Section III C. For definitions of the various quantities in Eq. (1.5), see Sec. II below.

Here, $d_{kn} = \langle k|d|n\rangle$ is the transition dipole matrix element and

$$\xi_j = 2\pi j k_B T / \hbar$$

are the Matsubara frequencies. The photon number at frequency $\omega$ and temperature $T$ is given by the Bose-Einstein distribution,

$$n(\omega) = \frac{1}{\exp(h\omega/k_B T) - 1} = -[n(-\omega) + 1].$$

The function

$$\Gamma_\omega(r) \equiv \frac{\omega^2}{c^2} \lim_{\omega \to \omega^r} \text{tr} G^{(1)}(r, r', \omega)$$

is given in terms of the scattering part $G^{(1)}$ of the total dyadic Green’s function satisfying

$$\nabla \times \nabla \times \frac{-\omega^2}{c^2} \varepsilon(r, \omega) \mathbf{G}(r, r', \omega) = \delta(r-r') \mathbf{1}.$$ (2.6)

(1: unit tensor). The relative permittivity $\varepsilon(r, \omega)$ of the present bodies is isotropic and we have assumed the bodies to be non-magnetic. Due to causality, $\Gamma_\omega$ is real, being a generalized susceptibility evaluated at imaginary frequency, so in particular $\Gamma_{i0} = \Gamma_0$ is real.

In the following, we consider a single transition $|n\rangle \rightarrow |k\rangle$ and simplify our notation according to

$$|d_{kn}|^2 \rightarrow |d|^2; \; \omega_{kn} \rightarrow \omega; \; U_{nk}(r) \rightarrow U(r).$$

Note that $\omega$ can be either positive or negative depending on whether the transition is upwards or downwards.

Knowing that the potential is largely temperature-independent through the non-retarded region, consider for now the regime in which the linear $T$-corrections becomes important, i.e., the spectroscopic high-temperature regime,

$$k_B T \gg \hbar \omega.$$ 

Here, the contribution of the lowest Matsubara frequency ($j = 0$) dominates in Eq. (2.2a), so

$$U^{nr}(r) = -\frac{|d|^2}{3\varepsilon_0} \frac{k_B T}{\hbar \omega} \Gamma_0(r) + \mathcal{O}(T^{-1}).$$ (2.7)

The photon number in this regime is

$$n(\omega) = \frac{k_B T}{\hbar \omega} - \frac{1}{2} + \mathcal{O}(T^{-1}),$$ (2.8)

so the resonant potential (2.2b) reads

$$U^r(r) = \frac{|d|^2}{3\varepsilon_0} \left( \frac{k_B T}{\hbar \omega} - \frac{1}{2} \right) \text{Re} \Gamma_\omega(r).$$ (2.9)

Combining these results, we find for the full potential in the spectroscopic high-temperature regime that

$$U(r) = -\frac{|d|^2}{6\varepsilon_0} \Gamma_0(r) + \frac{|d|^2}{3\varepsilon_0} \left( \frac{k_B T}{\hbar \omega} - \frac{1}{2} \right) \text{Re} \Delta \Gamma_\omega(r) + \mathcal{O}(T^{-1})$$ (2.10)

where we have introduced the dimensionless geometry parameter

$$\phi = R/r.$$ (1.6)
where $\Delta \Gamma_\omega = \Gamma_\omega - \Gamma_0$.

For comparison, in the zero-temperature limit, in which the Matsubara sum becomes an integral according to standard procedures (e.g. the Euler-Maclaurin formula), one obtains

$$U(r)|_{T=0} = -\frac{|d|^2 \omega}{3\pi \varepsilon_0} \int_0^\infty d\xi \frac{\text{tr} \Gamma_i^{(1)}(r)}{\omega^2 + \xi^2}$$

$$-\frac{|d|^2}{3\pi \varepsilon_0} \Theta(-\omega) \text{Re} \Gamma_\omega(r)$$

(2.11)

with $\Theta(x)$ denoting the unit step function.

In the nonretarded and perfect-conductor limits, we have $\Gamma_i(r) \simeq \text{Re} \Gamma_\omega(r) \simeq \Gamma_0(r)$ [21] which implies $\text{Re} \Delta \Gamma_\omega(r) \simeq 0$. In this case, both Eqs. (2.10) and (2.11) reduce to

$$U_0(r) = -\frac{|d|^2}{6\varepsilon_0} \Gamma_0(r)$$

(2.12)

and the CP potential is independent of temperature throughout.

In this article, we are interested in the corrections to the temperature-independent result (2.12) that arise due to small violations of the non-retarded limit and perfect reflectivity. As seen from Eq. (2.10), they are governed by $\text{Re} \Delta \Gamma_\omega(r)$. When all present macroscopic bodies are perfectly conducting (PC), then $\Gamma_\omega$ satisfies [22]

$$\Gamma_\omega^{PC} = \Gamma_0^{PC} + \frac{\omega^2}{2c^2} \frac{d^2 \Gamma_\omega^{PC}}{d\omega^2} \bigg|_{\omega=0} + ... \ ; \ \omega \to 0,$$

(2.13)

so that

$$\Delta \Gamma_\omega^{PC} \approx \frac{\omega^2}{2c^2} \frac{d^2 \Gamma_\omega^{PC}}{d\omega^2} \bigg|_{\omega=0} ; \ \omega \to 0,$$

(2.14)

is quadratic in $\omega$. This correction accounts for the fact that electromagnetic interactions are transmitted at the finite speed of light; we will refer to it as the retardation correction in the following.

For an imperfect conductor, the corrections to the Green’s function for small frequencies includes a second correction due to the frequency-dependence of the reflectivity of the bodies. We write

$$\Delta \Gamma_\omega = \Delta \Gamma_\omega^{ret} + \Delta \Gamma_\omega^{refl}$$

(2.15)

due to retardation and reflectivity, respectively. When treating $\omega$ and $\varepsilon(\omega)$ as independent variables, the retardation correction $\Delta \Gamma_\omega^{ret}$ is the leading-order term in $1/\sqrt{\varepsilon(\omega)}$ and next-to-leading in $\omega$; whereas the reflectivity correction $\Delta \Gamma_\omega^{refl}$ is the contribution sub-leading in $1/\sqrt{\varepsilon(\omega)}$ and leading in $\omega$. Note that the perfect-conductor limit $|\varepsilon(\omega)| \to \infty$ does not commute with the nonretarded limit $\omega \to 0$ in this case. The incompatibility of the two limits was first pointed out in Ref. [40] and is at the heart of the debate over the temperature correction to the Casimir effect [41]. For a metal body at typical frequencies and distances, the perfect-conductor limit has to be performed before the nonretarded limit, see Sect. III below.

With the leading corrections to the Green’s function being given by Eq. (2.15), the thermal CP potential (2.12) can be given as

$$U(r) = U_0(r) + \Delta U_{ret}(r) + \Delta U_{refl}(r) + O(T^{-1})$$

(2.16)

with

$$\Delta U_i(r) = \frac{|d|^2}{3\pi \varepsilon_0} \left( \frac{k_B T}{\hbar \omega} - \frac{1}{2} \right) \text{Re} \Delta \Gamma_\omega^i(r) ,$$

(2.17)

$i = \text{ret.}, \text{refl}$. The relative corrections due to retardation and reflection read

$$\frac{\Delta U_i(r)}{U_0(r)} = -2 \left( \frac{k_B T}{\hbar \omega} - \frac{1}{2} \right) \frac{\text{Re} \Delta \Gamma_\omega^i(r)}{U_0(r)}.$$ 

(2.18)

Note that $\text{Re} \Delta \Gamma_\omega^i(r)$ is an even function of $\omega$, as follows directly from definition (2.5) together with the Schwarz reflection principle $G(r, r'; -\omega) = G^*(r, r'; \omega)$. As a consequence, the leading temperature corrections in the high-temperature limit, being proportional to $\text{Re} \Delta \Gamma_\omega(r)/\omega$, change sign when comparing downward and upward transitions.

### III. CASIMIR–POLDER POTENTIAL NEAR A SPHERE

As depicted in Fig. 1 we consider a particle at distance $r$ from the center of a sphere of radius $R$ and permittivity $\varepsilon = \varepsilon(\omega)$. The dyadic Green’s function leads to [31]

$$\Gamma_\omega(r) = \frac{ix}{4\pi \varepsilon_0} \sum_{l=1}^{\infty} (2l + 1) \left\{ x^2 r_l^{TE}(\phi x) h_l^{(1)}(x)^2 + r_l^{TM}(\phi x) \left[ l(l+1)h_l^{(1)}(x)^2 + \tilde{h}_l^{(1)}(x)^2 \right] \right\}$$

(3.1)

where $h_l^{(1)}(x)$ is the spherical Hankel function of the first kind, $\tilde{h}_l^{(1)}(x)$ [and for future reference, $j_l^{(1)}(x)$] is shorthand for

$$\tilde{h}_l^{(1)}(x) = |xh_l^{(1)}(x)|'; \quad j_l^{(1)}(x) = [xj_l^{(1)}(x)]'$$

(3.2)

[Here $j_l(x)$: spherical Bessel function of the first kind]. For convenience we are using the dimensionless distance and
size parameters \( x = r\omega/c \) and \( 0 < \phi = R/r < 1 \), recall Eqs. (1.9) and (1.10). The reflection coefficients for TE and TM-polarized waves read

\[
\begin{align*}
    r^{\text{TE}}_l(z) &= -\frac{\tilde{h}_l^{(1)}(z)j_l(\sqrt{\varepsilon z}) - \tilde{h}_l^{(2)}(z)j_l(z)}{\tilde{h}_l^{(1)}(z)j_l(\sqrt{\varepsilon z}) - \tilde{h}_l^{(2)}(z)j_l(z)}, \\
    r^{\text{TM}}_l(z) &= -\frac{\varepsilon\tilde{h}_l^{(1)}(z)j_l(\sqrt{\varepsilon z}) - \tilde{h}_l^{(2)}(z)j_l(z)}{\varepsilon\tilde{h}_l^{(1)}(z)j_l(\sqrt{\varepsilon z}) - \tilde{h}_l^{(2)}(z)j_l(z)}. \quad \text{(3.3a, 3.3b)}
\end{align*}
\]

In the following we assume both the particle–center separation and the sphere size to be non-retarded, \( \phi x \leq x \ll 1 \). In addition, we perform the perfect-conductor limit \( |\varepsilon| \gg 1 \). To leading order, the two limits commute: Taking the perfect-conductor limit first, the reflection coefficients reduce to

\[
\begin{align*}
    r^{\text{TE}}_l^{\text{PC}}(\phi x) &\xrightarrow{\varepsilon \to \infty} r^{\text{TE}}_l, \\
    r^{\text{TM}}_l^{\text{PC}}(\phi x) &\xrightarrow{\varepsilon \to \infty} r^{\text{TM}}_l,
\end{align*}
\]

see the asymptotes (A1) and (A2) in App. A. Using the expansions (A3) and (A4), they further simplify to

\[
\begin{align*}
    r^{\text{TE}}_l(\phi x) &\xrightarrow{\phi x \to 0} r^{\text{TE}}_l, \\
    r^{\text{TM}}_l(\phi x) &\xrightarrow{\phi x \to 0} r^{\text{TM}}_l,
\end{align*}
\]

in the non-retarded limit. Here, \( (2l+1)!! = 1 \cdot 3 \cdots (2l+1) \).

In contrast, when taking the non-retarded limit first, one finds

\[
\begin{align*}
    r^{\text{TE}}_l(\phi x) &\xrightarrow{\varepsilon \to 0} (\varepsilon-1) \frac{i(\phi x)^{2l+1}}{(2l+3)!!(2l+1)!!}, \\
    r^{\text{TM}}_l(\phi x) &\xrightarrow{\varepsilon \to 0} \frac{(l+1)(\varepsilon-1)i(\phi x)^{2l+1}}{(l+1)(2l+1)!!(2l-1)!!},
\end{align*}
\]

and subsequently

\[
\begin{align*}
    r^{\text{TE}}_l(\phi x) &\xrightarrow{\varepsilon \to 0} \frac{i(\phi x)^{2l+3}}{(2l+3)!!(2l+1)!!}, \\
    r^{\text{TM}}_l(\phi x) &\xrightarrow{\varepsilon \to 0} \frac{l+1}{l} \frac{i(\phi x)^{2l+1}}{(2l+1)!!(2l-1)!!}. \quad \text{(3.9)}
\end{align*}
\]

While the TM-coefficient takes the same form regardless of the order of the limits, the TE-coefficient yields different results, depending on which of the two limits is performed first.

However, the Green tensor in the non-retarded limit is dominated by \( r^{\text{TM}}_l \). Substituting the results for the reflection coefficients into (3.1), using the approximation (A1) from App. A and retaining only the leading order in \( x \), one finds

\[
\begin{align*}
    \Gamma^{\text{PC}}_0(r) &= \frac{1}{4\pi r^3} \sum_{l=1}^{\infty} (2l+1)(l+1)\phi^{2l+1} \\
    &= \frac{\phi^3(6-3\phi^2+\phi^4)}{(1-\phi^3)^3}. \quad \text{(3.12)}
\end{align*}
\]

With this result, the temperature-invariant CP potential (2.12) reads

\[
U_0(r) = -\frac{|d|^2}{24\pi\varepsilon_0 r^3} f(\phi) \quad \text{(3.13)}
\]

with

\[
f(\phi) = \frac{\phi^3(6-3\phi^2+\phi^4)}{(1-\phi^3)^3} \rightarrow \left\{ \begin{array}{ll} 6\phi^3 & \text{for } \phi \to 0, \\
\frac{1}{2(1-\phi)^3} & \text{for } \phi \to 1. \end{array} \right.
\]

This is in agreement with the zero-temperature potential as found in Ref. [38] for a perfectly conducting sphere in the non-retarded limit on the basis of image-charge techniques. As discussed in Ref. [42], the atom-sphere geometry is a particular example of a two-parameter geometry, conveniently described by a scaling function \( f(\phi) \).

The accuracy of the simplest, temperature-independent approximation, Eq. (3.13), is demonstrated numerically in Fig. 2 (dashed lines) for a ground-state two-level particle outside a gold sphere. The permittivity of the sphere has been described by a Drude model \( \varepsilon(\omega) = 1 - \frac{\omega_P^2}{(\omega+i\gamma)} \) with parameters \( \omega_P = 9\text{eV} \) and \( \gamma = 35\text{meV} \). For comparison, the same situation but with a smaller sphere is shown in Fig. 3. We see that Eq. (3.13) yields a very good approximation. The exact potential is slightly smaller by at most 5% for \( r\omega/c = 0.1 \). Recall that the leading correction in the high-temperature limit has opposite signs for ground-state and excited atoms. For an excited two-level atom, we would hence find that the exact potential is slightly larger than its approximation (3.13). In the following, we derive analytical expressions for the leading temperature-dependent corrections to Eq. (3.13) providing an even much improved approximation at higher temperatures.

## A. Correction from retardation

When considering the full thermal CP potential (2.2a) and (2.2b) using the Green’s function of Eq. (3.1), the non-retarded and perfect-conductor limits do not commute. We have \( \phi x \leq x \ll 1 \) and \( |\varepsilon| \gg 1 \), which is compatible with both large and small values of \( |\sqrt{\varepsilon}|\phi x \). For a metal sphere at typical experimental distances of order micrometers and \( x \sim 0.01 - 0.001 \), we have \( \text{Im}\sqrt{\varepsilon}\phi x \gtrsim 1 \), meaning that the perfect-conductor limit has to be applied first. The opposite limit \( |\sqrt{\varepsilon}|\phi x \ll 1 \) may be realized for dielectrics whose permittivity tends to some
moderate electrostatic value, in which case the non-retarded limit would have to be performed first. We briefly consider this case in Appendix B.

The correction from retardation effects is found by using the perfect conductor values (3.4) and (3.5) of the reflection coefficients and expanding $\Gamma_{\omega}^{PC}(\mathbf{r})$ as given by Eq. (3.1) in powers of $x$, the leading correction term being of order $x^2$. We obtain such quadratic corrections from three sources: (A) from the TM-mode reflection coefficient $r_{l,0}^{TM,PC}$; (B) from TM-mode propagators $h_l^{(1)}(x)^2$ and $\tilde{h}_l^{(1)'}(x)^2$; and (C) from the leading-order TE-mode contribution. The technical details of the small $x$ expansions of the different cases are found in Appendix A.

As shown therein, correction (A) takes the form

$$r_{l,0}^{TM,PC}(\phi x) = r_{l,0}^{TM,PC}(\phi x) \left\{ 1 - \frac{(\phi x)^2}{2} \left[ \frac{l + 3}{(2l + 3)(l + 1)} + \frac{l - 2}{l(2l - 1)} \right] + \ldots \right\} \tag{3.15}$$

with $r_{l,0}^{TM,PC}$ being given by Eq. (3.7). The correction (B) is found to be

$$r_{l,0}^{TM,PC}(\phi x) [l(l + 1)h_l^{(1)}(x)^2 + \tilde{h}_l^{(1)'}(x)^2] = \frac{(l + 1)\phi^{2l+1}}{ix} \left[ 1 + \frac{x^2}{2l + 1} + \ldots \right]. \tag{3.16}$$

Finally, the correction (C) from the TE-mode takes the simple form

$$r_{l}^{TE,PC}(\phi x)h_l^{(1)}(x)^2 = \frac{\phi^{2l+1}}{ix(2l + 1)} + \ldots \tag{3.17}$$

Substituting these corrections into Eq. (3.1), one finds

$$\Delta \Gamma_{\omega}^{\text{ret}} = \frac{x^2}{4\pi r^3} \sum_{l=1}^{\infty} \left\{ l\phi^{2l+1} - (2l + 1) \left[ \frac{l + 3}{2l + 3} + \frac{(l + 1)(l - 2)}{(2l - 1)l} \right] \phi^{2l+1} \right\} \tag{3.18}$$

The sum may be carried out in closed form by splitting the expressions into partial fractions. One finds

$$\Delta \Gamma_{\omega}^{\text{ret}} = \frac{x^2}{8\pi r^3} [3(1 + 3\phi^4)\tanh\phi - \phi(3 - \phi^2) + 2\phi^3\log(1 - \phi^2)]. \tag{3.19}$$

Substituting this result into Eq. (2.17), we obtain the retardation correction

$$\Delta U_{\text{ret}}(\mathbf{r}) = \frac{\lvert d \rvert^2 x^2}{24\pi \varepsilon_0 r^3} \left( \frac{k_B T}{\hbar \omega} - \frac{1}{2} \right) g_{\text{ret}}(\phi) \tag{3.20}$$

with scaling function

$$g_{\text{ret}}(\phi) = 3(1 + 3\phi^4)\tanh\phi - \phi(3 - \phi^2) + 2\phi^3\log(1 - \phi^2) \rightarrow \begin{cases} 2\phi^3 & \text{for } \phi \to 0, \\ -4\log(1 - \phi) & \text{for } \phi \to 1. \end{cases} \tag{3.21}$$
Its relative contribution is given by
\[
\frac{\Delta U_{\text{ret}}(r)}{U_0(r)} = - \left( \frac{k_B T}{\hbar \omega} - \frac{1}{2} \right) x^2 \frac{g_{\text{ret}}(\phi)}{f(\phi)}.
\] (3.22)

**B. Correction from imperfect reflection**

The leading order corrections to the ideal reflection coefficients are calculated in App. A2 and have the form
\[
\begin{align*}
  r_{l,0}^{\text{TE}}(\phi x) &= r_{l,0}^{\text{TE,PC}}(\phi x) \left[ 1 - \frac{i(2l + 1)}{\sqrt{\epsilon} \phi x} + \ldots \right]; \quad (3.23a) \\
  r_{l,0}^{\text{TM}}(\phi x) &= r_{l,0}^{\text{TM,PC}}(\phi x) \left[ 1 + \frac{i \phi x}{\sqrt{\epsilon} (l+1)} + \ldots \right]. \quad (3.23b)
\end{align*}
\]

for \( x \ll 1 \), with \( r_{l,0}^{\text{TE,PC}} \) and \( r_{l,0}^{\text{TM,PC}} \) given by Eqs. (3.6) and (3.7). Substituting these results into Eq. (3.1) and using the leading-order small argument expansions in Eqs. (3.10) and (3.17), we find
\[
\Delta \Gamma_{\omega}^\text{refl} = \frac{i x}{4 \pi r^3 \sqrt{\epsilon}} \sum_{l=1}^{\infty} \left( 2l + 1 \right) \left[ 1 + \frac{2l + 1}{l} \phi^2 \right] \phi^{2l} \\
= \frac{i x \phi^2}{4 \pi r^3 \sqrt{\epsilon}} \left[ 3 + 7 \phi^2 - 4 \phi^4 \right] (1 - \phi^2) - \log(1 - \phi^2). \quad (3.24)
\]

Inserting this into Eq. (2.17), the reflectivity correction is found to be
\[
\Delta U_{\text{refl}}(r) = \frac{|d^2 x|}{24 \pi \epsilon_0 r^3} \text{Re} \left( \frac{i}{\sqrt{\epsilon}} \left( \frac{k_B T}{\hbar \omega} - \frac{1}{2} \right) g_{\text{refl}}(\phi) \right) 
\] (3.25)

with scaling function
\[
g_{\text{refl}}(\phi) = 2 \phi^2 \left[ 3 + 7 \phi^2 - 4 \phi^4 \right] (1 - \phi^2) - \log(1 - \phi^2) \\
\rightarrow \begin{cases} 
  6 \phi^2 & \text{for } \phi \to 0, \\
  3 & \text{for } \phi \to 1. 
\end{cases} \quad (3.26)
\]

Its relative contribution reads
\[
\frac{\Delta U_{\text{refl}}(r)}{U_0(r)} = - \left( \frac{k_B T}{\hbar \omega} - \frac{1}{2} \right) \frac{x^2 \sqrt{\epsilon}}{\sqrt{\epsilon}} \frac{g_{\text{refl}}(\phi)}{f(\phi)}. \quad (3.27)
\]

**C. Discussion and comparison**

Combining the T-invariant result with the retardation and reflectivity corrections, we obtain the weakly temperature-dependent CP potential, as stated in the introduction. The quality of this analytic high-temperature result is demonstrated in Figs. 2 and 3 (solid lines), where we compare it with the result of an exact numerical calculation for the contribution \( U_{nk} \) [see Eq. (1.2)] from an upward internal energy

![FIG. 4: Ratios of the scaling functions](image)

transition of a particle outside a gold sphere. One sees that the analytic result is an excellent approximation for temperatures \( T > 200 \text{K} \). Notice in particular that for \( x \) of the order 0.1 and lower, Eq. (1.5) is an excellent approximation (better than 1%) at \( T \approx 300 \text{K} \), where most experiments are performed.

While the T-invariant first term in Eq. (1.5) is quite adequate for very small retardation values (such as \( x = 0.001 \), typical of Rydberg atoms), the full expression is much better as \( x \) increases to about 0.1. This could be the case for certain cold polar molecules. For example, with LiH molecules, \( x = 0.1 \) corresponds to \( r = 15 \mu m \) for the dominant, rotational transition which is not an atypical situation. In this case the T-independent term is off by almost 10% at 300K with the 10 micron sphere, but is still better than 1% when the correction is included. In general, the T-invariant first term in Eq. (1.5) becomes a worse approximation at higher temperatures, with the error increasing without bounds as the environment temperature rises. In contradistinction, our approximation becomes better and better at high temperatures and its error remains bounded throughout.

According to Eqs. (3.22) and (3.27), the relative contributions from retardation and finite reflectivity are governed by the ratios \( g_{\text{ret}}(\phi)/f(\phi) \) of the scaling functions as given by Eqs. (3.14) and (3.21). These ratios are depicted in Fig. 4. The figure shows that both contributions strongly depend on the curvature of the sphere as parametrised by \( \phi \). The retardation contribution takes a value 1/3 for a strongly curved sphere and stays approximately constant for \( \phi \lesssim 0.5 \). In the limit of a flat surface, it rapidly falls off as \(-4(1-\phi)^3 \log(1-\phi)\). The reflectivity correction grows as \(1/\phi\) in the limit of a strongly curved sphere and falls off gently as \(6(1-\phi)\) in the limit of a flat surface.

The ratio \( g_{\text{ret}}(\phi)/f(\phi) \) is greater than \( g_{\text{refl}}(\phi)/f(\phi) \) by at least an order of magnitude for all curvatures. One has to bear in mind, however, that the reflectivity correction carries an additional factor \( \text{Re}(i/\sqrt{\epsilon})/x \ll 1 \). For a metal
described by a Drude model with \( \omega, \gamma \ll \omega_p \), one finds
\[
\text{Re}[\sqrt[2]{\varepsilon(\omega)}] = \omega_p^{-1} \left[ \frac{1}{2}(\sqrt{\omega^2 + \gamma^2} + i|\omega|)\right]^{\frac{1}{2}}
\]
\[
\approx \begin{cases} 
\sqrt{\omega\gamma/2}/\omega_p & \text{for } \omega \ll \gamma, \\
\omega/\omega_p & \text{for } \omega \gg \gamma.
\end{cases} \tag{3.28}
\]

Depending on the actual value of \( \text{Re}[\sqrt[2]{\varepsilon(\omega)}] \ll 1 \) for a given molecule and material, either one of the reflectivity or retardation may dominate for given curvatures. However, the asymptotic behaviour observed in Fig. 4 shows that the reflectivity correction will always dominate in the limits of small or large curvature.

### IV. SUMMARY

We have studied the temperature-dependent CP potential of a particle strongly out of thermal equilibrium near a metal sphere, and have derived a simple approximate expression in closed form for the interaction potential. The approximation is valid at the 1% or better for Rydberg atoms and cold polar molecules at all temperatures for typical experimental length scales. We have assumed both the particle–sphere distance and the particle’s transition frequency to be small enough so that retardation and imperfect reflectivity present only small perturbations to the temperature-independent result. Such is typically the case in experimental set-ups in which cold polar molecules or Rydberg atoms are used, whose interaction potential is dominated by long wavelength transitions for which the non-retarded regime extends to tens and hundreds of micrometers, respectively.

In recent publications it has been shown that the Casimir–Polder potential acting on a particle prepared in an eigenstate at a non-retarded distance from a macroscopic body can be virtually independent of the surrounding temperature. This is the case for the geometry considered, and the error made in approximating the interaction as independent of temperature from zero to room temperature is only a few percent for sufficiently non-retarded interaction. The small temperature-dependent corrections to the potential of a metal body have been identified to stem from retardation and imperfect reflectivity and we have analysed these separately with respect to the other. Our results show that reflectivity is the dominant correction for very large or small curvatures, while intermediate curvatures may be governed by either retardation and reflectivity corrections, depending on particle and material.

The perturbative method employed in this investigation is equally well suited for the study of more complicated geometries. Again, it promises physical insights that are hard or even impossible to gain by numerical means.

We thank Ho Trung Dung for discussions. This work was supported by the UK Engineering and Physical Sciences Research Council. Support from the European Science Foundation (ESF) within the activity ‘New Trends and Applications of the Casimir Effect’ is gratefully acknowledged.

### Appendix A: Limits and their leading corrections

To calculate the CP potential in the perfect-conductor and non-retarded limits, we need to approximate the spherical Bessel functions for small and large arguments. Using the asymptotes from Eqs. 10 of Ref. [43]

\[
j_l(x) \approx \frac{\sin(x - l\pi/2)}{x} \quad \text{for } x \gg 1; \tag{A1}
\]
\[
h_l^{(1)}(x) \approx \frac{(-i)^{l+1}e^{i(x-n\pi/2)}}{x} \quad \text{for } x \gg 1, \tag{A2}
\]
we easily find the perfect-conductor limits [53] and [55].

The non-retarded limits [56], [57], [58] and [59] can be found by using the expansions [43]

\[
j_l(x) = \frac{x^l}{(2l+1)!!} \left[ 1 - \frac{x^2}{2(2l+3)} + \ldots \right] \tag{A3}
\]
\[
h_l^{(1)}(x) = -\frac{i(2l-1)!!}{x^{l+1}} \left[ 1 + \frac{x^2}{2(2l-1)} + \ldots \right] \tag{A4}
\]
for \( x \ll 1 \) with \( (2l+1)!! = 1 \cdot 3 \cdot 5 \cdots (2l+1) \). Note that the next-to-leading order expansion is only needed for [59], where the leading-order term vanishes.

#### 1. Retardation corrections

To calculate the retardation correction to the perfect-conductor \( T.E \)-mode reflection coefficients, we use the expansions [A3] and [A4], which together with the definitions [52] lead to

\[
\hat{j}_l(x) = \frac{(l+1)x^l}{(2l+1)!!} \left[ 1 - \frac{x^2}{2(2l+3)(l+1)} + \ldots \right] \tag{A5a}
\]
\[
\hat{h}_l^{(1)}(x) = \frac{i(2l-1)!!}{x^{l+1}} \left[ 1 + \frac{x^2}{2(2l-1)} + \ldots \right] \tag{A5b}
\]
for \( x \ll 1 \). This immediately yields Eq. [3.15].

The retardation correction from the propagator factors are found from expansions

\[
h_l^{(1)}(x) = \frac{[(2l-1)!!]^2}{x^{2l+2}} \left[ 1 + \frac{x^2}{2(2l+1)} + \ldots \right]; \tag{A6a}
\]
\[
\hat{h}_l^{(1)}(x) = \frac{i^2[(2l-1)!!]^2}{x^{2l+2}} \left[ 1 + \frac{x^2(l-2)}{l(2l-1)} + \ldots \right] \tag{A6b}
\]
which follow from Eqs. [A4] and [A5b]. Combining these results with \( r_{TM,PC}^{T,M} \) as given by Eq. [3.7], we arrive at Eq. [3.10].

Expansion [A6a] moreover combines with \( r_{TE,PC}^{T,M} \) as given by Eq. [3.6] to result in Eq. [3.17].
2. Finite reflectivity correction

In order to expand the reflection coefficients \( r_{\ell}^{TM} \) and \( r_{\ell}^{TE} \) in powers of \( \varepsilon^{-1} \), we rewrite them as

\[
\begin{align*}
    r_{\ell}^{TM}(\phi x) &= r_{\ell}^{TM,PC}(\phi x) \frac{1 - AJ/\varepsilon}{1 - AH/\varepsilon}, \\
    r_{\ell}^{TE}(\phi x) &= r_{\ell}^{TE,PC}(\phi x) \frac{1 - 1/(AJ)}{1 - 1/(AH)},
\end{align*}
\]

where

\[
A = \frac{j_1(\sqrt{\varepsilon}\phi x)}{j_1(\sqrt{\varepsilon}x)}; \quad J = \frac{j_1(\phi x)}{j_1(\phi x)}; \quad H = \frac{h_1^{(1)}(\phi x)}{h_1^{(1)}(\phi x)}.
\]

With the assumption \( \text{Im}\{\sqrt{\varepsilon}\phi x\} \gg 1 \), the asymptote (A1) leads to

\[
\frac{j_1(\sqrt{\varepsilon}\phi x)}{j_1(\sqrt{\varepsilon}x)} \approx \sqrt{\varepsilon}x \cot(\sqrt{\varepsilon}x - \frac{\ell\pi}{2}) \approx -i\sqrt{\varepsilon}x.
\]

Using the asymptotes (A3) and (A4), we further have

\[
\frac{j_1(\phi x)}{j_1(\phi x)} \approx \frac{1}{l + 1}; \quad \frac{h_1^{(1)}(\phi x)}{h_1^{(1)}(\phi x)} \approx -\frac{1}{l}
\]

for \( x \ll 1 \). Combining these results and retaining only the next-to-leading order in \( x \), one easily obtains Eqs. (3.23).

Appendix B: Casimir-Polder expression for a dielectric sphere

An expression for the CP potential on a particle near a dielectric sphere can be readily derived using the same methods as elsewhere in this article. Although it may be written in closed form in terms of hypergeometric functions, this hardly constitutes a simplification, and we will only give the expression as an infinite sum. The sphere’s dielectric constant \( \varepsilon \) is now no longer assumed large, so that \( |\sqrt{\varepsilon}|x \ll 1 \) is assumed. The TE contribution is now of order \( x^2 \) and can be neglected. Since we are considering frequencies \( \omega_{kn} \) which are typically small on an optical scale, we assume \( \varepsilon(\omega_{kn}) = \varepsilon(0) = \varepsilon \). The result is

\[
U_{\text{diele}} \approx -\frac{|d_{\text{diele}}|^2(\varepsilon - 1)}{24\pi\varepsilon_0v^3} \sum_{l=1}^{\infty} \frac{l(l+1)(2l+1)\phi^{2l+1}}{\varepsilon l + l + 1}
\]

\[
\times \left\{ 1 + 2x^2 \left[ \frac{k_B T}{\hbar\omega_{kn}} + \frac{1}{2} \right] \left[ \frac{1}{2l+1} - \frac{\phi^2(2l+1)}{(2l-1)(2l+3)} \frac{\varepsilon(l-2) + l + 1}{\varepsilon l + l + 1} \right] \right\}. \quad (B1)
\]

Eq. (B1) is the counterpart of (16.5) for the case of a dielectric sphere.

As for the case of a metal sphere, the approximation is good to at least the 1% level at all temperatures when \( x \lesssim 0.01 \), and becomes significantly better for \( T \gg \hbar\omega/\kappa_B \) (about 11K for \( x = 0.01 \) with the numbers in figure 3).

When assuming as we have that \( \varepsilon \) does not vary appreciably between frequencies 0 and \( \omega_{kn} \), the leading order correction is of order \( x^2 \). It is noteworthy that the T-independent term alone (without the correction in the curly braces of Eq. (B1)) is about as good an approximation as the corresponding expression is for a metal sphere. This conclusion would not hold, however, if the dielectric material has resonances at frequencies in the order of \( \omega \), which might lie in the microwave or far infrared regime, in which case \( \Delta \Gamma_{\omega} \) may no longer be small compared to \( \Gamma_0 \) (see Section II).
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