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Abstract. Using task-specific components within a neural network in continual learning (CL) is a compelling strategy to address the stability-plasticity dilemma in fixed-capacity models without access to past data. Current methods focus only on selecting a sub-network for a new task that reduces forgetting of past tasks. However, this selection could limit the forward transfer of relevant past knowledge that helps in future learning. Our study reveals that satisfying both objectives jointly is more challenging when a unified classifier is used for all classes of seen tasks – Class-Incremental Learning (class-IL) – as it is prone to ambiguities between classes across tasks. Moreover, the challenge increases when the semantic similarity of classes across tasks increases. To address this challenge, we propose a new CL method, named AFAF³, that aims to Avoid Forgetting and Allow Forward transfer in class-IL using fix-capacity models. AFAF allocates a sub-network that enables selective transfer of relevant knowledge to a new task while preserving past knowledge, reusing some of the previously allocated components to utilize the fixed-capacity, and addressing class-ambiguities when similarities exist. The experiments show the effectiveness of AFAF in providing models with multiple CL desirable properties, while outperforming state-of-the-art methods on various challenging benchmarks with different semantic similarities.
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1 Introduction

Continual learning (CL) aims to build intelligent agents based on deep neural networks that can learn a sequence of tasks. The main challenge in this paradigm is the stability-plasticity dilemma [34]. Optimizing all model weights on a new task (highest plasticity) causes forgetting of past tasks [33]. While fixing all weights (highest stability) hinders learning new tasks. Finding the balance between stability and plasticity is challenging. The challenge becomes more difficult

³ Code is available at: https://github.com/GhadaSokar/AFAF.
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We summarize our findings below with illustrations shown in Figure 1:

- The chosen sub-network of each task has a crucial role in the performance, affecting both forgetting and forward transfer (Figure 1a).
- The optimal altering of a model differs in task-IL and class-IL. For example, all components from past similar tasks could be reused in learning a new task with minimal memory and computational costs in task-IL. However, this altering limits learning in class-IL due to class ambiguities (Figure 1b).
- Reusability of past relevant components is applicable in class-IL under careful considerations for class ambiguity. It enhances memory and computational efficiency while maintaining performance (Figure 1c).
- Neuron-level altering is crucial in class-IL (e.g., fixing some neurons for a task), while connection-level altering could be sufficient in task-IL since only one sub-network is selected at inference using the task label (Appendix C).
- The challenge in balancing CL desiderata increases in class-IL when similarity across tasks increases (Section 5.1).

Motivated by these findings, we propose a new CL method, named AFAF, based on sparse sub-networks within a fix-capacity model to address the above-mentioned challenges. Without access to past data, AFAF aims to Avoid Forgetting and Allow Forward transfer in class-IL. In particular, when a new task arrives, we identify the relevant knowledge from past tasks and allocate a new sub-network that enables selective forward transfer of this knowledge while maintaining past knowledge. Moreover, we reuse some of the allocated components from past tasks. To enable selective forward transfer and component re-usability jointly with forgetting avoidance in class-IL, AFAF considers the extra challenges of class-IL (class-ambiguities and agnostic component inference) in model altering. We propose two variants of standard CL benchmarks to study the challenging case where high similarity exists across tasks in class-IL. Experimental results show that AFAF outperforms baseline methods on various benchmarks while reducing memory and computation costs. In addition, our analyses reveal the challenges of class-IL over task-IL that necessitate different model altering.

2 Related Work

We divide CL methods into two categories: replay-free and replay-based.

Replay-free In this category, past data is inaccessible during future learning. It includes two strategies: (1) Task-specific components. Specific components are assigned to each task. Current methods either extend the initially allocated capacity of a model for new tasks [38,55] or use a fixed-capacity model and add a sparse sub-network for each task [30,39,51,52,53,48]. Typically, connections of past tasks are kept fixed, and the newly added ones are updated to learn the current task. The criteria used for adding new connections often focus solely on avoiding forgetting, limiting the selective transfer of relevant knowledge to learn future tasks. Moreover, most methods rely on task labels to pick the connections corresponding to the task at inference. SpaceNet [48] addressed...
component-agnostic inference by learning sparse representation during training and fixing a fraction of the most important neurons of each task to reduce interference. Sparse representations are learned by training each sparse sub-network using dynamic sparse training [36,14], where weights and the sparse topology are jointly optimized. Yet, selective transfer and class ambiguity are not addressed.

(2) **Regularization-based.** A fixed-capacity model is used, and all weights are updated for each task. Forgetting is addressed by constraining changes in the important weights of past tasks [50,19,1] or via distillation loss [25,9].

**Replay-based In** this category, forgetting is addressed by replaying: (1) a subset of old samples [41,27,42,5,3], (2) pseudo-samples from a generative model [37,45,46], or (3) generative high-level features [50]. A buffer is used to store old samples or a generative model to generate them.

Attention to task similarities and forward transfer has recently increased. Most efforts are devoted to task-IL. In [40], the analysis showed that higher layers are more prone to forgetting, and intermediate semantic similarity across tasks leads to maximal forgetting. SAM [47] meta-trains a self-attention mechanism for selective transfer in dense networks. CAT [18] addresses the relation between task similarities and forward/backward transfer in task-IL, where task labels are used to find similar knowledge in dense models. In [23], an expectation-maximization method was proposed to select the shared or added layers to promote transfer in task-IL. Similarly, [51] uses a modular neural network architecture and searches for the optimal path for a new task by the composition of neural modules. A task-driven method is used to reduce the exponential search space. In [6], the lottery ticket hypothesis [11] is studied for CL.

### 3 Network Structure Altering

When a model faces a new task, task-specific components methods alter its structure via some actions to address the stability-plasticity dilemma. Next, we will present commonly used and our proposed actions.

#### 3.1 Connection-Level Actions

Most state-of-the-art methods alter fixed-capacity models at the connection level. The connection-level actions include:

- **“Add”:** New connections, parameterized by \( W^t \), are added for each new task \( t \). Each task has a sparse sub-network resulting from either pruning dense connections [30] (Figure 2b) or adding sparse ones from scratch [48] (Figure 2c). The current practice is to randomly add connections in each layer using unimportant components of past tasks focusing solely on forgetting [43,30]. \( W^t = \{ W^t_l : 1 \leq l \leq L - 1 \} \) where \( L \) is the number of layers. This will be addressed in Section 4 to enable selective transfer and reusability.

- **“Update”:** \( W^t \) are updated during task \( t \) training (i.e., allows plasticity).

- **“Fix”:** Once a task has been learned, \( W^t \) are frozen (i.e., controls stability).

Note that regularization methods add dense connections at step \( t = 0 \) (Figure 2a). Each task updates all weights. Stability is controlled via regularization.
Fig. 2: Overview of a model when it faces a new task $t$ using different methods. (a) Regularization methods use and update all connections with regularization for learning task $t$ [19]. (b) Dense connections are added, and unimportant connections are pruned after training [30]. Connections of previous tasks are fixed. (c) Sparse connections are added from scratch [48]. Connections and important neurons of past tasks are fixed (dashed lines and filled circles). (d) Our proposed method, AFAF. Starting from layer $l_{\text{reuse}}$, new connections are added for each class using the candidate neurons for the class to enable selective transfer and free neurons to capture residual knowledge. New outgoing connections are allowed from fixed neurons at layer $l$ but could only connect free neurons (unfilled circles) in layer $l + 1$ to preserve the old knowledge.

3.2 Neuron-Level Actions

Component-agnostic inference in class-IL makes reducing task interference at the connection level only more challenging since connections from different tasks share the same neurons (Figure 2b). Reducing interference at the representational level is more efficient (Appendix C). Hence, we believe that the following neuron-level actions are needed:

- **“Fix”**: After learning a task, its important neurons should be frozen to reduce the drift in its representation [48]. Other neurons are “free” to be updated.
- **“Reuse”**: Reusing neurons that capture useful representation in learning future tasks. Fixed neurons could be reused by allowing outgoing connections only from these neurons. Details are provided in the next section.

Most previous methods operate at the connection level except the recent work, SpaceNet [48], which shows its favorable performance over replay-free methods using a fixed-capacity model via fixing the important neurons of each task and learning sparse representations (Figure 2c). However, besides adding new components for every task in each layer, it does not selectively transfer relevant knowledge. A summary is provided in Table 1. Our goal is to address selective transfer and reusability of previous relevant neurons while maintaining them stable.
Table 1: Actions used to alter the model components at the connection and neuron levels by different methods.

| Method            | Add weights | Fix old weights | Fix neurons | Reuse past components | Selective transfer |
|-------------------|-------------|-----------------|-------------|------------------------|--------------------|
| EWC [19]          | Dense       | ×               | ×           | ×                      | ×                  |
| MAS [4]           | Dense       | ×               | ×           | ×                      | ×                  |
| PackNet [30]      | Dense+Prune | ✓               | ×           | ×                      | ×                  |
| SparseNet [48]    | Sparse      | ✓               | ✓           | ×                      | ×                  |
| AFAF (ours)       | Sparse      | ✓               | ✓           | ✓                      | ✓                  |

4 Proposed Method

We consider the problem of learning \( T \) tasks sequentially using a *fix-capacity* model with a unified classifier. Each task \( t \) brings new \( C \) classes. The output layer is extended with new \( C \) neurons. Let \( D^t = \{D^t_c\}_{c=1}^C \), where \( D^t_c \) is the data of class \( c \) in task \( t \). Once a task has been trained, its data is *discarded*.

AFAF is a new task-specific component method that dynamically trains a sparse sub-network for each task from scratch. Our goal is to alter the model components to (i) reuse past components and (ii) selectively transfer relevant knowledge while (iii) reducing class ambiguity in class-IL. This relies on the selection of a new sub-network and its training. When a new task arrives, AFAF adds a sub-network such that past knowledge is transferred from relevant neurons while retaining it, and residual knowledge is learned. Section 4.1 introduces the selection mechanism of a sub-network and illustrates the added and reused components. Section 4.2 discusses the considerations for class ambiguity. In Section 4.3, we present task training and identify the fixed and updated components.

4.1 Selection of a New Sub-network

**Notation** Let \( l \in \{1,...,L\} \) represents a layer in a neural network model. A sparse connections \( W_l^t \), with a sparsity \( \epsilon_l \), are allocated for task \( t \) in layer \( l \) between a subset of the neurons denoted by \( h_{alloc}^l \) and \( h_{alloc}^{l+1} \) in layers \( l \) and \( l+1 \), respectively. We use the term *neuron* to denote a node in multilayer perceptron networks or a feature map in convolution neural networks (CNNs). The selected neurons in each layer determine the initial sub-network for a new task.

Typically, when there is a semantic similarity between old and new classes, the existing learned components likely capture some useful knowledge for the current task. Hence, we propose to reuse some of these components. Namely, instead of adding new connections in each layer, we allocate new sparse connections starting from layer \( l_{reuse} \) (Figure 2d). \( l_{reuse} \) is a hyper-parameter that controls the trade-off between adding new connections and reusing old components based on existing knowledge and the available capacity. Hence, the connections of a new task \( t \) are \( W^t = \{W_l^t : l_{reuse} \leq l \leq L - 1\} \). Layers from \( l = 1 \) up to but excluding layer \( l_{reuse} \) remains unchanged. We show that reusing past components reduces memory and computational costs (Section 5.1), balances forward and backward transfer (Section 5.2), and utilizes the available fixed-capacity efficiently by allowing new dissimilar tasks to acquire more resources that are saved by reusability, i.e., higher density for sparse sub-networks (Appendix D).
Starting from $l_{\text{reuse}}$, we add new sparse connections $W_l^c$ in each layer $l$. The selected neurons for allocation should allow: (i) selective transfer of relevant knowledge to promote forward transfer and (ii) preserving old representation to avoid forgetting. To this end, we select a set of candidate and free neurons in each layer, as we will discuss next. Details are provided in Algorithm 1.

**Identify Candidate Neurons.** To selectively transfer the relevant knowledge, for each layer $l \geq l_{\text{reuse}}$, we identify a set of candidate neurons $R_{lc}$ that has a high potential of being useful when “reused” in learning class $c$ in a new task $t$. Classes with semantic similarities are most likely to share similar representations (Appendix F). Hence, we consider the average activation of a neuron as a metric to identify its potential for reusability. In particular, we feed the data of each class $c$ in a new task $t$, $D_{tc}$, to the trained model at time step $t-1$, $f_{t-1}(W_{t-1})$, and calculate the average activation $A_{lc}^i$ in each layer $l$ as follows:

$$A_{lc}^i(W_{t-1}) = \frac{1}{|D_{tc}|} \sum_{i=1}^{|D_{tc}|} a_l(x_{tc}^i),$$

where $a_l$ is the vector of neurons activation at layer $l$ when a sample $x_{tc}^i \in D_{tc}$ is fed to the model $f_{t-1}(W_{t-1})$, and $|D_{tc}|$ is the number of samples of class $c$. Once the activation is computed, neurons with the top-$\kappa$ activation are selected as potential candidates $R_{lc}$ as follows:

$$R_{lc}^i = \{i| A_{lc}^i \in \text{top-}\kappa(A_{lc})\},$$

where $\kappa$ denotes the number of candidate neurons, and $A_{lc}^i$ is the average activation of neuron $i$ in layer $l$. Neuron activity shows its effectiveness as an estimate of a neuron/connection importance in pruning neural networks for single task learning [15,28,7]. To assess our choice of this metric to identify the candidate neurons, we compare against two metrics: (1) Random, where the candidate neurons are randomly chosen from all neurons in a layer, and (2) Lowest, where the candidates are the neurons with the lowest activation (See Section 5.2).

Note that by exploiting the representation of candidate neurons $R_{lc}$ in layer $l_{\text{reuse}}$, we selectively reuse past components connected to these neurons in preceding layers ($l < l_{\text{reuse}}$). Hence, these components are stable but reusable.

**Identify Free Neurons.** To preserve past representation while allowing reusability of neurons, “fixed” neurons that might be selected as candidates should be stable. Hence, we allow outgoing connections from these neurons but not incoming connections. The outgoing connections from fixed neurons in layer $l$ can be connected to “free” neurons in layer $l+1$. To this end, in each layer, we select a subset of the free neurons for each task, denoted as $S_{l}^{Free}$. For these neurons, incoming and outgoing connections are allowed to be allocated and used to capture the specific representation of a new task.

**Allocation.** The neurons used to allocate new sparse weights $W_l^c$ between layers $l$ and $l+1$ for a class $c$ are as follows:

$$h_{l}^{alloc} = \{R_{lc} \cup S_{l}^{Free}\},$$

$$h_{l+1}^{alloc} = \{(R_{l+1} \setminus h_{l+1}^{Fix}) \cup S_{l+1}^{Free}\},$$

(3)
Algorithm 1 AFAF Sub-network Allocation

1: Require: \(l_{\text{reuse}}\), sparsity level \(\epsilon_l\), \(h_{l_{\text{fix}}}^{l_{\text{fix}}}\)
2: for each class \(c\) in task \(t\) do
   3:   \(A^c_l \leftarrow \) calculate average activation of \(D^tc\) \(\triangleright \) Eq 1
   4:   \(R^c_l \leftarrow \) get candidates for class \(c\) \(\forall l \geq l_{\text{reuse}}\) \(\triangleright \) Eq 2
5: end for each
6: \(S_{\text{Free}}^l \leftarrow \) randomly select subset of free neurons \(\forall l \geq l_{\text{reuse}}\)
7: \(h_{\text{alloc}}^{l_{\text{fix}}+1} \leftarrow \) neurons for allocation \(\triangleright \) Neurons for allocation
8: \(h_{\text{alloc}}^{l_{\text{fix}}+1} \leftarrow \) {\(c\)} \(\forall c \in t\) \(\triangleright \) Output neurons for new classes
9: for each class \(c\) in task \(t\) do
10:   for \(l \leftarrow l_{\text{reuse}}\) to \(L - 1\) do
11:      \(h_{\text{alloc}}^l \leftarrow \) \(h_{\text{fix}}^{l_{\text{fix}}+1} \cup S_{\text{Free}}^l\) \(\triangleright \) Neurons for allocation
12:      \(h_{\text{alloc}}^{l+1} \leftarrow \) \((h_{\text{fix}}^{l+1} \setminus h_{\text{alloc}}^l) \cup S_{\text{Free}}^{l+1}\) \(\triangleright \) Neurons for allocation
13:      Allocate \(W^c_l\) with sparsity \(\epsilon_l\) between \(h_{\text{alloc}}^l\) & \(h_{\text{alloc}}^{l+1}\)
14:      \(W^c_l \leftarrow W^l \cup W^c_l\)
15: end for each
16: end for each

where \(h_{\text{fix}}^{l_{\text{fix}}+1}\) is the set of fixed neurons at layer \(l + 1\).

4.2 Addressing Class Ambiguities

Unlike task-IL, reusing past relevant knowledge in future learning may result in class ambiguity in class-IL (Section 1). To this end, we propose three constraints for reusability that aim to (1) allow a new task to learn its specific representation and (2) increase the decision margin between classes (see Section 5.2 for analysis).

Learn specific representation. Learning specific representation reduces ambiguity between similar classes. Hence, we add two constraints. First, new connections should be added in at least one layer before the classification layer to capture the specific representation of the task (i.e., \(l_{\text{reuse}} \in [2, L - 2]\)). Second, the output connections are allocated using free neurons only (i.e., no candidate neurons are used; \(h_{\text{alloc}}^{L-1} = S_{\text{Free}}^L\)) since candidate neurons in the highest-level layer are highly likely to capture the specific representation of past classes.

Increase the decision margin between classes. To learn more discriminative features and increase the decision margin between classes, we use orthogonal weights in the output layer [23]. To this end, once a task has been trained, we force all its neurons in the last layer, \(h_{\text{alloc}}^{L-1}\), to be fixed and not reusable.

4.3 Training

The new connections are trained with stochastic gradient descent. During training, the weights and important neurons of past tasks are kept fixed to protect past representation. We follow the approach in [43] to train a sparse topology (connections distribution) and identify the portion of the important neurons from \(h_{\text{alloc}}^l\) in each layer that will be fixed after training (Appendix G). In short, a sparse topology is optimized by a dynamic sparse training approach to produce sparse representation. To reuse important neurons of past tasks while protecting the representation, we block the gradient flow through all-important neurons.
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of past tasks, even if they are reused as candidates for the current task. The gradient $g_l$ through the neurons of layer $l$ is:

$$g_l = g_l \odot (1 - \mathbb{1}_{h_{fix}}),$$

where $\mathbb{1}$ is the indicator function. This allows not to forget past knowledge while reusing it for selective transfer. Since the important neurons of dissimilar classes are less likely to be involved in the sub-network selection, they are protected.

5 Experiments and Results

**Baselines.** Our study focuses on the replay-free setting using a fixed-capacity model. Therefore, we compare with several representative regularization methods that use dense fixed-capacity, EWC [19], MAS [1], and LWF [25]. In addition, we compare with task-specific components methods that use sparse sub-networks within a fixed-capacity model, PackNet [30] and SpaceNet [48].

**Benchmarks.** We performed our experiments on three sets of benchmarks: (1) standard split-CIFAR10, (2) sequences with high semantic similarity at the class level across tasks, and (3) sequence of mixed datasets where tasks come from different domains to study the stability-plasticity dilemma for sequences with concept drift and interfering tasks.

**Standard Evaluation.** We evaluate the standard split-CIFAR10 benchmark with 5 tasks. Each task consists of 2 consecutive classes of CIFAR10 [21].

**Similar Sequences.** To assess replay-free methods under more challenging conditions, we design two new benchmarks with high semantic similarity across tasks. In the absence of past data, we test the unified classifier’s ability to distinguish between similar classes when they are not presented together within the same task. (1) sim-CIFAR10 is constructed from CIFAR-10 by shuffling the order of classes to increase the similarity across tasks (Appendix A; Table 5). It consists of 5 tasks. (2) sim-CIFAR100 is constructed from CIFAR-100 [20]. Classes within the same superclass in CIFAR-100 have high semantic similarity. Hence, we construct a sequence of 8 tasks with two classes each and distribute the classes from the same superclass in different tasks (Appendix A; Table 6).

**Mix datasets.** The considered datasets are CIFAR10 [20], MNIST [22], NotMNIST [4], and FashionMNIST [53]. We construct a sequence of 8 tasks with 5 classes each. The first four tasks are dissimilar, while the second four are similar to the first ones (Appendix A; Table 7).

**Implementation Details.** Motivated by the recent study on architectures for CL [35], we follow [44,18,51] to use an AlexNet-like architecture [21] that is trained from scratch using stochastic gradient descent. We start reusing relevant knowledge in future tasks after learning similar ones. Therefore, for Mix and sim-CIFAR100, we start reusing past components from task 5, while for split-CIFAR10 and sim-CIFAR10, we start from task 3. Earlier tasks add connections in each layer using the free neurons. For all benchmarks, we use $tr_{use}$ of 4.

**Evaluation Metrics.** To evaluate different CL requirements, we assess various metrics: (1) **Average accuracy (ACC)**, which measures the performance
at the end of the learning experience, (2) **Backward Transfer (BWT)** \cite{27}, which measures the influence of learning a new task on previous tasks (large negative BWT means forgetting), (3) **Floating-point operations (FLOPs)**, which measure the required computational cost, and (4) **Model size (#params)**, which is the number of model parameters. More details are in Appendix A.

### 5.1 Results

Table 2 shows the performance on each benchmark. AFAF consistently outperforms regularization-based methods and other task-specific components methods on all benchmarks. The difference in performance between split-CIFAR10 and sim-CIFAR10, which have the same classes in a different order, reveals the challenge caused by having similar classes across tasks in class-IL. All studied methods have lower ACC and BWT on sim-CIFAR10 than split-CIFAR10. Yet, AFAF is the most robust method towards this challenge. When the similarity across tasks increases more, as in sim-CIFAR100, regularization methods and PackNet fail to achieve a good performance. We also observe that LWF outperforms other regularization-based methods in most cases except on the Mix datasets benchmark, where there is a big distribution shift across tasks from different domains. Most task-specific components methods outperform the regularization-based ones with much lower forgetting.

Analyzing task-specific components methods, we observe that altering the model at the connection level only by PackNet is not efficient in class-IL despite its high performance in task-IL (Appendix C). Besides the additional memory and computational overhead of pruning and retraining dense models, the performance is lower than other task-specific components methods. Altering at the connection and neuron levels, as in SpaceNet and AFAF, enables higher performance. The gap between these methods increases when the sequence has a larger number of tasks with high similarities (i.e., sim-CIFAR100 and Mix datasets).

AFAF consistently achieves higher ACC and BWT than SpaceNet on all benchmarks with various difficulty levels. Interestingly, the achieved performance is obtained by *reusing* relevant knowledge via selective transfer. AFAF exploits the similarity across tasks in learning future tasks while addressing class ambiguities. Moreover, the performance gain is accompanied by using a smaller memory and less computational cost than all the baselines.

### 5.2 Analysis

**Effect of Selective Transfer.** To measure the impact of selective transfer and the initially allocated sub-network on forward and backward transfer in AFAF, we compare our selection strategy for the candidate neurons to two other potential strategies discussed in Section 4.1: **Random** and **Lowest**. To reveal the role of selective transfer on performance, we also report the Learning Accuracy (LA) \cite{42}, which is the average accuracy for each task directly after it is learned (Appendix A). We calculate this metric starting from the first task that reuses past components in its learning onwards. Figure 3 shows the results on Mix
Table 2: Evaluation results on four CL benchmarks in the replay-free class-IL setting with fixed-capacity models.

| Method       | AFAF (ours) | SpaceNet [48] | PackNet [30] | MAS [1] | EWC [19] | Sim-CIFAR100 | Mix datasets |
|--------------|-------------|---------------|--------------|---------|----------|--------------|--------------|
|             | ACC (%)     | BWT (↑)       | FLOPs (↑)    | #params (↑) | ACC (%)     | BWT (↑)       | FLOPs (↑)    | #params (↑) |
| Mix datasets |             |               |              |         |           |              |              |             |
| BW 19        | 38.30±1.81  | -50.38±1.03   | 1×           | 1×      | 28.90±1.11 | -66.10±5.49  | 1×           | 1×          |
| BW 29        | 48.10±2.28  | -42.33±1.15   | 1×           | 1×      | 40.43±1.22 | -50.36±1.98  | 1×           | 1×          |
| MAS 14       | 38.90±1.16  | -56.56±3.30   | 1×           | 1×      | 28.93±0.05 | -66.16±5.66  | 1×           | 1×          |
| PackNet 50   | 44.33±1.85  | -50.40±1.45   | 3.08±×       | 1×      | 32.63±1.22 | -61.96±1.52  | 3.08±×       | 1×          |
| SpaceNet 18  | 51.63±1.28  | -36.50±1.53   | 0.15±×       | 0.15±×  | 42.96±5.57 | -30.69±4.63  | 0.32±×       | 0.32±×      |
| ACC (ours)   | 52.35±2.35  | -32.93±3.19   | 0.14±×       | 0.14±×  | 45.28±2.14 | -29.35±3.54  | 0.32±×       | 0.32±×      |

Fig. 3: Performance of AFAF backbone with different strategies for selecting the candidate neurons used to add new connections.

Datasets and sim-CIFAR10. We present the performance of the tasks that reuse past components (i.e., t ≥ 5 and t ≥ 3 for Mix and sim-CIFAR10, respectively) since the performance of other earlier tasks is the same for all baselines (i.e., the allocation is based on the free neurons). As shown in the figure, using the relevant neurons with the highest activation to allocate a new sub-network leads to higher LA on new tasks and lower negative BWT on past tasks than using random neurons. AFAF also has higher ACC than the Random baseline by 4.79% and 3.01% on Mix and sim-CIFAR10, respectively. On the other hand, the Lowest baseline limits learning new tasks. It has much lower ACC and LA than the other two baselines. Note that the high BWT of this Lowest baseline is a factor of its low LA. This analysis shows the effect of the initial sub-network on performance, although topological optimization occurs during training.
Table 3: Effect of each contribution in addressing class ambiguities: orthogonal output weights, using free neurons only for allocating output weights, and constraining reusing all past components. ACC is reported in class-IL and task-IL.

| Method                | sim-CIFAR10      | Mix datasets     |
|-----------------------|------------------|------------------|
|                       | class-IL         | task-IL          | class-IL         | task-IL          |
| AFAF (ours)            | 45.23±2.14       | 94.57±0.05       | 59.02±1.76       | 93.41±0.26       |
| w/o orth $W_L$         | 41.74±2.05       | 93.20±0.26       | 56.38±3.34       | 93.39±0.35       |
| w/ $R_{L-1}$           | 40.30±2.14       | 93.27±0.17       | 56.83±1.19       | 92.85±0.28       |
| w/ $l_{reuse} = L - 1$ | 22.27±1.64       | 83.54±1.64       | 40.98±2.75       | 85.05±1.01       |

Class Ambiguities. We performed an ablation study to assess each of our proposed contributions in addressing class ambiguities in class-IL (Section 4.2). We performed this analysis on Mix datasets and sim-CIFAR10 benchmarks. To show that class ambiguity causes more challenges in class-IL, we also report the performance in task-IL. To compare only the effect of class ambiguities in both scenarios, we assume components-agnostic inference for task-IL. Yet, task labels are used to select the output neurons that belong to the task at hand.

Analysis 1: Effect of orthogonal output weights. We evaluate a baseline that denotes AFAF without using orthogonal weights in the output layer “w/o orth $W_L$”. We obtain this baseline by fixing part of the neurons in the last layer instead of fixing all neurons. We use the same fraction used for other fully connected layers (Appendix A). Table 3 shows the results. Having a large decision margin via orthogonal output weights increases the performance. We observe that the difference between AFAF and this baseline is larger in class-IL than task-IL, which indicates that task-IL is less affected by class ambiguities.

Analysis 2: Effect of using free neurons only in the last layer. To analyze this effect, we add another baseline that uses free $S_{free}^{L-1}$ and candidate $R_{L-1}$ neurons in allocating the output weights. We denote this baseline as “w/ $R_{L-1}$”. As shown in Table 3, using free neurons only allows learning specific representation that decreases the ambiguities across tasks. The performance in class-IL is improved by 4.93% and 2.19% on sim-CIFAR10 and Mix datasets, respectively.

Analysis 3: Effect of constraining reusing all past components. We analyze the performance obtained by reusing all past components in learning similar tasks (i.e., $l_{reuse} = L - 1$). We denoted this baseline as “w/ $l_{reuse} = L - 1$”. As shown in Table 3, the performance has decreased dramatically. Despite that the degradation also occurs in task-IL, it has less effect. This shows the challenge of balancing performance, memory, and computational costs in class-IL.

Reusable layers. We analyze the effect of reusing full layers on performance. We evaluate the performance at the possible values of $l_{reuse} ∈ [2, L - 2]$ (Section 4.2). A min-max scaling is used to normalize the ACC, BWT, and LA; exact values are in Appendix E. Figure 4 shows the performance of Mix datasets and sim-CIFAR10. Adding new components in lower-level layers ($l_{reuse} ∈ \{2, 3\}$) enables new tasks to achieve high LA but increases forgetting (negative BWT), leading to lower ACC. Reusing the components in lower-level layers while adding new
components to learn specific representations in the higher-level ones \((l_{\text{reuse}} = 4)\) achieves a balance between ACC, BWT, and LA. While using a higher value for \(l_{\text{reuse}}\) limits the performance of new tasks due to class ambiguities, leading to the lowest LA and ACC.

We performed another study to illustrate the effect of reusing past components in utilizing the fixed-capacity. We show that reusability allows for using higher density for tasks that are dissimilar to the previously learned knowledge, which increases the performance. Details are provided in Appendix D.

6 Conclusion

Addressing the stability-plasticity dilemma while balancing CL desiderata is a challenging task. We showed that the challenge increases in the class-IL setting, especially when similar classes are not presented together within the same task. With our proposed task-specific components method, AFAF, we show that altering the model components based on exploiting past knowledge helps in achieving multiple desirable CL properties. Critically, the choice of the sub-network of a new task affects the forward and backward transfer. Hence, we proposed a selection mechanism that selectively transfers relevant knowledge while preserving it. Moreover, we showed that complete layers could be reused in learning similar tasks. Finally, we addressed the class ambiguity that arises in class-IL when similarities increase across tasks and showed that model altering at the connection and neuron levels is more efficient for component-agnostic inference.
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A Experimental Settings

A.1 Benchmarks

CIFAR-10 \cite{20} is a well-known dataset for classification tasks. It contains tiny natural images of size \((32 \times 32)\). It consists of 10 classes and has 6000 images per class (6000 training + 1000 test). We use this dataset to construct two benchmarks: split-CIFAR10 and sim-CIFAR10. Split-CIFAR10 is the standard benchmark for CL. It consists of 5 tasks, and each task has two classes. The benchmark has the typical class order of CIFAR10 (Table 3). To assess the performance of a model under more challenging conditions, we construct sim-CIFAR10 with a higher similarity between classes across tasks. This is obtained by shuffling the class order, as shown in Table 5.

CIFAR-100 \cite{20} is a more complex dataset with 100 classes and fewer samples for each. It has 600 images per class (500 train + 100 test). The images have the same size as those in CIFAR10. Classes within the same superclass in this dataset have semantic similarities. We exploit this property to construct a new benchmark with a high similarity level across tasks. We called this benchmark sim-CIFAR100. We choose eight superclasses and two classes from each superclass. We distribute the classes from the same superclass in different tasks, constructing 8 tasks. The class order and the superclasses used in each task are illustrated in Table 6.

MNIST dataset \cite{22} contains grayscale images of size \(28 \times 28\), representing hand-written digits from 0 to 9. It has 60,000 training images and 10,000 test images.

Fashion-MNIST dataset \cite{53} is more complex than MNIST. The images show individual articles of clothing. It has the same sample size and structure of training and test sets as MNIST.

NotMNIST dataset \cite{4} is similar to MNIST. It has 10 classes, with letters A-J taken from different fonts.

Following \cite{44,51}, we used CIFAR10, MNIST, Fashion MNIST, and NotMNIST datasets to construct a sequence of tasks from different domains, named Mix datasets. We split each dataset into two parts of five classes each. We organize the tasks such that the model sees all dissimilar tasks before it encounters new tasks similar to the previously seen ones. Table 7 shows the details of the task order and the classes in each task.

A.2 Network architecture

We follow \cite{44,18,51} to use an AlexNet-like architecture \cite{21}. The details of the network architecture are in Table 8. For sim-CIFAR100, we replaced the dropout layers with batch normalization \cite{16} since it was more effective in reducing the overfitting to the small number of samples per class in this dataset. Moreover, for regularization-based methods, batch normalization achieved higher accuracy than dropout layers. Hence, we used batch normalization for these methods in all benchmarks except for Mix datasets since the tasks come from different domains.
Table 4: Details of the tasks in the split-CIFAR10 benchmark.

| Task id | Classes          | Category |
|---------|------------------|----------|
| 1       | airplane, car    | vehicle  |
| 2       | bird, cat        | animal   |
| 3       | deer, dog        | animal   |
| 4       | frog, horse      | animal   |
| 5       | ship, truck      | vehicle  |

Table 5: Details of the tasks in the sim-CIFAR10 benchmark.

| Task id | Classes          | Category          |
|---------|------------------|-------------------|
| 1       | car, cat         | animal, vehicle   |
| 2       | horse, truck     | animal, vehicle   |
| 3       | dog, deer        | animal            |
| 4       | airplane, bird   | animal, vehicle   |
| 5       | frog, ship       | animal, vehicle   |

Table 6: Details of the tasks in the sim-CIFAR100 benchmark.

| Task id | Classes          | Category (Superclass)             |
|---------|------------------|-----------------------------------|
| 1       | apples, girl     | fruit, people                     |
| 2       | mouse, bicycle   | small mammals, vehicles          |
| 3       | bee, lion        | insects, large carnivores         |
| 4       | bottle, couch    | food containers, household furniture|
| 5       | orange, boy      | fruit, people                     |
| 6       | rabbit, motocycle| small mammals, vehicles           |
| 7       | butterfly, tiger | insects, large carnivores         |
| 8       | cans, chair      | food containers, household furniture|

A.3 Implementation Details

All input images are resized to 32 × 32. Gray-scale images are converted to 3 channels. The network is trained using stochastic gradient descent with a batch size of 64 and a learning rate of 0.1. Each task is trained for 40 epochs. The hyperparameters are selected using a random search. While our proposed
### Table 7: Details of the tasks in the Mix datasets benchmark.

| Task id | Classes                                      | dataset   |
|---------|----------------------------------------------|-----------|
| 1       | [airplane, car, bird, cat, deer]             | CIFAR10   |
| 2       | [0, 1, 2, 3, 4]                              | MNIST     |
| 3       | [A, B, C, D, E]                              | NotMNIST  |
| 4       | [T-shirt/top, trouser, pullover, dress, coat] | FashionMNIST |
| 5       | [dog, frog, horse, ship, truck]              | CIFAR10   |
| 6       | [5, 6, 7, 8, 9]                              | MNIST     |
| 7       | [F, G, H, I, J]                              | NotMNIST  |
| 8       | [sandal, shirt, sneaker, bag, ankle boot]    | FashionMNIST |

### Table 8: Network Architecture.

| Layer            | Channel | Kernel | Dropout |
|------------------|---------|--------|---------|
| 32 × 32 input    | 3       | 3 × 3  |
| Conv 1           | 64      | 3 × 3  |
| Conv 2           | 128     | 3 × 3  |
| MaxPool          |         | 2 × 2  |
| Conv 3           | 256     | 3 × 3  |
| MaxPool          |         | 2 × 2  |
| Dense 1          | 2048    | 0.2    |
| Dense 2          | 2048    | 0.2    |
| Softmax Output   | C × T   |        |

Method, AFAF, is capable of coping with both structured and unstructured sparsity [14], we decided to implement it using structured sparsity to enable a quick adoption in the near future of its computational benefits.

We use $l_{reuse}$ of 4 for all benchmarks (i.e., the convolution layers are reused in learning future tasks). We start reusing previous components in learning future tasks after acquiring similar tasks. Therefore, for Mix datasets and sim-CIFAR100 benchmarks, we start reusing from task 5, while for split-CIFAR10 and sim-CIFAR10, we start from task 3. To allocate a new topology, a set of neurons is selected in each layer $h_{alloc}^l$. For all benchmarks, 70% of $h_{alloc}^l$ are free neurons $S_{alloc}^{free}$ and 30% are candidates $R_{alloc}^l$ (Analysis is in Appendix E). Table 9 shows the percentage of allocated neurons in each layer, the percentage of fixed neurons after training, and the density level of the connections allocated for all benchmarks. Note the density level is reported with respect to the allocated number of neurons.

For SpaceNet, the percentage of $h_{alloc}^l$, fixed neurons, and density levels are the same as the ones used for AFAF. Connections are allocated in each layer for each task using the free neurons.

For regularization-based methods, EWC [44], MAS [1], and LWF [25], we used the public code from [31] to produce results on the studied benchmarks. We use a regularization factor of 5000 and 1 for EWC and MAS, respectively.
Table 9: Percentage of allocated \( h^\text{alloc}_l \) and fixed neurons in convolution layers (conv), fully connected layers (fc), and output layer. The density of the added connections with respect to the allocated neurons is also reported.

| Benchmark       | \( h^\text{alloc}_l \) [%] | Fixed [%] | Density level [%] |
|-----------------|-----------------------------|-----------|-------------------|
|                 | conv | fc | output | conv | fc | output | conv | fc | output |
| Split-CIFAR10   | 70   | 20 | 10     | 10   | 30  | 100    | 25   | 25  | 70     |
| Sim-CIFAR10     | 50   | 50 | 20     | 20   | 20  | 100    | 30   | 20  | 70     |
| Sim-CIFAR100    | 30   | 20 | 10     | 10   | 30  | 100    | 20   | 40  | 80     |
| Mix datasets    | 70   | 10 | 10     | 10   | 50  | 100    | 10   | 20  | 90     |

For PackNet, we use the official code from [30]. Note that PackNet was originally designed for task-IL, as discussed in Section 2. To adapt PackNet to class-IL, we use all the learned connections during inference without masks. A dense model is trained from scratch on the CL tasks. After learning each task, a percentage of unimportant weights is pruned. We select this percentage such that all tasks have the same sparsity level. Each task is trained for 40 epochs, and another 20 epochs are performed after pruning to restore the performance. The sparsity level used for each task is 10% for Mix datasets and sim-CIFAR100 benchmarks. For split-CIFAR10 and sim-CIFAR10, a sparsity level of 20% is used. We tried using a higher sparsity level for PackNet. However, this results in lower performance.

### A.4 Evaluation Metrics

**Average Accuracy (ACC).** The average accuracy after a model has been trained sequentially till task \( T \).

\[
ACC = \frac{1}{T} \sum_{i=1}^{T} a_{T,i},
\]

where \( a_{j,i} \) is the accuracy on task \( i \) after learning the \( j \)-th task in the sequence, and \( T \) is the total number of seen tasks.

**Backward transfer (BWT)** [27]. This metric measures the influence of learning new tasks on the performance of previous tasks. Formally BWT is calculated as follows:

\[
BWT = \frac{1}{T-1} \sum_{i=1}^{T-1} a_{T,i} - a_{i,i}.
\]

Larger negative backward transfer indicates catastrophic forgetting.

**Learning Accuracy (LA)** [42]. This metric measures the average accuracy for each task directly after it is learned as follows:

\[
LA = \frac{1}{T} \sum_{i=1}^{T} a_{i,i}.
\]
Model size (# param). This metric estimates the memory cost consumed by a CL model. The network size is estimated by the summation of the number of connections allocated in its layers as follows:

\[
\#\text{params} = \sum_{l=1}^{L} \| W_l \|_0, \tag{8}
\]

where \( W_l \) is the actual weights used in layer \( l \) after the model learns all tasks, \( \| \cdot \|_0 \) is the standard \( L_0 \) norm, and \( L \) is the number of layers in a model. For sparse networks, \( \| W_l \|_0 \) is controlled by the sparsity level of each task.

Floating-point operations (FLOPs). This metric estimates the computational cost of a method by calculating how many FLOPs are required for training. We follow the method described in \cite{10} to calculate the FLOPs. The FLOPs are calculated with the total number of multiplications and additions layer by layer in the network that occurs during forward and backward passes.

Let \( f_D \) be the number of FLOPs required to train a dense model on the sequence of tasks. The FLOPs required to train a model with sparse subnetworks is \( f_s \approx (1 - s) \times f_D \), where \( s \) is the sparsity level of the model after learning all tasks. The FLOPs of task \( t \) using PackNet that trains dense connections and prunes the model after convergence is \( f_d t + f_{tune} t \), where \( d_t \) is the density of the trained connections at time \( t \) and \( f_{tune} t \) is the number of FLOPs required to finetune each task after pruning. Note that some regularization methods, such as EWC \cite{19}, require additional FLOPs to calculate the regularization loss. Here, we omit this cost, focusing on the computational costs resulting from training either dense or sparse networks.

B Details of Illustrative Experiments

In this appendix, we give the details of the illustrative experiments in Section 4. The experiments are performed on two tasks, A and B, constructed from CIFAR10. Task A has two classes, \{cat, car\}, while Task B has classes of \{dog, truck\}. We use the same experimental settings of sim-CIFAR10 and network architecture described in Appendix A.

Analysis 1: The effect of the allocated sub-network on performance. Figure 1a shows the performance using AFAF (“Sub-network 1”), and the lowest baseline described in Section 4 (“Sub-network 2”) for allocating the sparse topology of Task B. Different initial sub-networks leads to different behavior and could either balance or be biased toward one of CL requirements.

Analysis 2: Using the same altering of the model components in task-IL and class-IL. Figure 1b shows the performance when all the learned components of Task A are reused in learning Task B (i.e., \( t_{reuse} = L - 1 \)).

Analysis 3: Addition of new components versus reusing existing ones. In this experiment, sparse connections are allocated for Task A. Two baselines are evaluated. One baseline allocates new sparse connections in each layer for Task B (i.e., applying the SpaceNet method). The other baseline represents AFAF.
Table 10: ACC of task-specific component methods in task-IL and class-IL on sim-CIFAR10 and Mix datasets.

| Strategy                        | Method   | sim-CIFAR10 | Mix datasets |
|---------------------------------|----------|-------------|--------------|
|                                 | Task-IL  | Class-IL    | Task-IL      | Class-IL    |
| Connection level                | PackNet  | 89.33±0.02  | 32.46±1.22   | 96.52±0.05  | 16.61±2.35  |
| Connection and neuron levels     | AFAF     | 94.44±0.28  | 45.23±2.14   | 93.41±0.26  | 59.01±1.76  |

It reuses the previous components and starts allocating new connections from \( l_{reuse} \). The results of this analysis are illustrated in Figure [1c].

C  Connection Level versus Neuron Level Altering

Section [5.1] showed that methods that alter the model components based on the connection and neuron levels are more efficient than the ones that alter at the connection level only (i.e., PackNet). To reveal that altering at the two levels is more necessitous in class-IL, we illustrate the performance of PackNet in task-IL. Table [10] shows the results on sim-CIFAR10 and Mix datasets.

PackNet achieves a good performance in task-IL despite the low performance achieved in class-IL, especially on the Mix datasets benchmark. This illustrates the challenges that arise from operating in the class-IL setting without access to task labels at inference. Reducing the interference between representations is more effective in this setting.

AFAF achieves comparable performance to PackNet in task-IL with reusing previous components and selective transfer. More interestingly, AFAF does not store a mask for each task to select the specific components at inference (i.e., component-agnostic inference). This leads to more efficient CL models with less memory and computation costs.

Note that the hyper-parameters (e.g., sparsity level, fixed neuron percentage, etc.) of AFAF are not tuned for task-IL. We used the same hyperparameters as for class-IL. Higher performance might be achieved using hyperparameter optimization for task-IL. Yet, it is not the focus of this paper.

D Utilizing Fixed-capacity Models

Using fixed-capacity models constrains the sparsity level of the sub-network used for each task. Very high sparse models might limit the performance of complex tasks. Here, we illustrate that reusing previous components in learning similar tasks allows dissimilar ones to have a higher density. We performed this analysis on Mix datasets. To this end, for the first four dissimilar tasks in this benchmark, we increased the density level for the layers that will be reused in the second four tasks (i.e., \( l < l_{reuse} \)). The new density for each task in this baseline is 12%, while the one used to obtain the main results in Section [5.1] is 5% (Appendix
Figure 5 provides the full details of the performance, including ACC, BWT, and available capacity efficiently. This reveals the importance of utilizing the available capacity efficiently.

Figure 6 shows the ACC and LA for each case. Using higher density for the dissimilar tasks that are not encountered before increases their performance. The achieved ACC and LA across all time steps is higher than using a density of 5% for each task. Without reusability, as in SpaceNet, a model could not fit all tasks with this higher density. This reveals the importance of utilizing the available capacity efficiently.

### E Analysis of Reusable Layers and Neurons

In section 5.2, we studied the effect of reusing full layers in learning new tasks. Figure 6 provides the full details of the performance, including ACC, BWT, and LA.

Next, we study the effect of the number of candidate (reused) neurons on performance. The analysis is performed with $l_{\text{reuse}} = 4$ (the setting from the
We study the performance using different percentages of the candidate neurons \( R_i^f \) from the allocated ones \( h_{l\text{reuse}}^i \) from layer \( l_{\text{reuse}} \) onwards. Figure 7 shows the results on sim-CIFAR10. We observe that using a low number of candidate neurons hinders learning new tasks (i.e., low LA). Selecting 30\% \sim 40\% of the allocated neurons based on the neuron relevance achieves the best balance of CL requirements. Using a high number of relevant neurons increases the forgetting of previous tasks since the model would be biased towards the new ones, as indicated by the higher values of LA. Please note that a higher percentage of the number of candidate neurons is not evaluated because there must be free neurons used to allocate incoming connections for the new task (Section 4).

Our analyses reveal that using part of the relevant previously learned components (reusable layers/neurons) while adding new components to learn the specific representation of new tasks leads to a balance between different continual learning requirements, including: forward transfer, backward transfer, and memory and computational costs.

F Representation of Similar and Dissimilar Tasks

In this appendix, we visualize the representation of two sequences: one contains similar tasks while the other sequence contains dissimilar tasks. The similar sequence has two tasks from CIFAR10, where Task 1 has the two classes of \{car, cat\} while Task 2 has the two classes of \{dog, truck\}. The dissimilar sequence has the same classes in different order, where Task 1 is \{car, truck\} and Task 2 is \{cat, dog\}. We used the smaller architecture from \( \text{2S} \) for visualization purposes.

Figure 8a shows the representations of a subset of the neurons in the last hidden layer for each sequence. We average the activation of the model trained on Task 1 over all samples of each class in Task 1 and Task 2. As illustrated in Figure 8a, there are high representational similarities between each class in Task 1 and the corresponding class that shares some semantic similarities in Task 2. On the other hand, if the tasks are dissimilar (Figure 8b), the new task has a different representation from the previous one.
G Training Sparse Topologies

We used the training procedure proposed in [48] to train a sparse topology allocated by AFAF. The training approach is based on dynamic sparse training (DST) (Appendix H). The goal of this approach is to learn sparse representation for each task. During training, the sparse topology is optimized by redistributing the connections to group them in the most important neurons for the current task. The redistribution is performed through “drop-and-grow” cycles. A fraction of the least important connections is dropped, and the same fraction is added between the most important neurons. The importance of a connection is estimated based on the gradient of the loss function. Please see the full details in Algorithm 3 from [48].

Identify neuron importance. Following SpaceNet [48], the importance of a neuron is calculated by the summation of the importance of its connected weights. Hence, we estimate the importance of a neuron by the summation of the importance of its outgoing connections. A subset of the important neurons is fixed after training.

H Dynamic Sparse Training

Dynamic sparse training (DST) is a line of research that aims to reduce the computation and memory overhead of training dense neural networks by leveraging the redundancy in the parameters (i.e., being over-parametrized) [8]. The basic idea is to train a sparse neural network from scratch and optimize the weights and topology simultaneously. Efforts in this line of research are devoted to single standard task supervised and unsupervised learning. The first work in this direction was proposed by [36]. They showed that dynamic training of sparse networks
from scratch achieves higher performance than dense models and static sparse neural networks trained from scratch. Recently, many interesting works have addressed this training strategy by proposing different algorithms for optimizing the topology during training [14,10,17,39].

In SpaceNet [48], a DST approach was proposed to optimize the topology to produce sparse representation for continual learning. DST demonstrated its success in other fields as well, such as feature selection [2], ensembling [26], federated learning [57], adversarial training [35], and deep reinforcement learning [49].