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ABSTRACT
Recent work by Pijnenburg and Poettering (ESORICS’20) explores the novel cryptographic Encrypt-to-Self primitive that is dedicated to use cases of symmetric encryption where encryptor and decryptor coincide. The primitive is envisioned to be useful whenever a memory-bounded computing device is required to encrypt some data with the aim of temporarily depositing it on an untrusted storage device. While the new primitive protects the confidentiality of payloads as much as classic authenticated encryption primitives would do, it provides considerably better authenticity guarantees: Specifically, while classic solutions would completely fail in a context involving user corruptions, if an encrypt-to-self scheme is used to protect the data, all ciphertexts and messages fully remain unforgeable.

To instantiate their encrypt-to-self primitive, Pijnenburg et al. propose a mode of operation of the compression function of a hash function, with a carefully designed encoding function playing the central role in the serialization of the processed message and associated data. In the present work we revisit the design of this encoding function. Without questioning its adequacy for securely accomplishing the encrypt-to-self job, we improve on it from a technical/implementational perspective by proposing modifications that alleviate certain conditions that would inevitably require implementations to disrespect memory alignment restrictions imposed by the word-wise operation of modern CPUs, ultimately leading to performance penalties. Our main contributions are thus to propose an improved encoding function, to explain why it offers better performance, and to prove that it provides as much security as its predecessor. We finally report on our open-source implementation of the encrypt-to-self primitive based on the new encoding function.

1 INTRODUCTION

Encrypt-to-Self. Assume a resource constrained computing device like a smartcard or a TPM chip that is required to temporarily or permanently store a record of data that is larger than what would fit into its memory capacity. If the device is connected to other devices, e.g., to a dedicated storage server, a nearby solution would be to transfer the data to the latter and retrieve it from there when needed. In this article we focus on secure solutions for this, meaning that the storage server is trusted with as little as possible. In particular, with a secure solution, the storage server should not be able to recover any non-trivial information about the data (confidentiality), nor should it be able to alter or manipulate the data (integrity, authenticity).

At first sight one might come to the conclusion that an immediate solution is implied by authenticated encryption [13]. The resource constrained device would generate and hold the key, and the storage server would see just ciphertexts. Seemingly, any off-the-shelf authenticated encryption scheme, like AES-GCM [5] or ChaCha20/Poly1305 [8] or OCB3 [6], would do the job.

Note that in the described scenario, the party encrypting and decrypting is the same. This motivated recent work by Pijnenburg and Poettering (PP) to coin the term Encrypt-to-Self (EtS) for the adequate type of encryption [10, 11]. As PP point out, standard authenticated encryption does not manifest a secure solution to the EtS challenge. The reason for this is the lack of security in case of user corruptions. A corruption is an attack where the adversary retrieves a copy of the key of an honest user. Such a condition can result from side-channel analysis, physical inspection, a computer break-in, leaked backup copies, etc. If standard encryption techniques are used in the EtS setting, all security is immediately lost in the moment a corruption based attack happens: The adversary can decrypt all ciphertexts, and it can create forgeries on arbitrary self-chosen messages simply by encrypting them. The authors of [10] identify this as an issue, and argue that satisfactory EtS solutions should not fail that drastically.

This highlights the constant arms race between attackers and defenders: manifesting itself in cryptology with on one side the design of new primitives, protocols and improved security models and the analysis of said designs on the other side. The EtS primitive is of particular interest with an explosion of cloud adoption in 2020. In this article we take another look at the recently introduced EtS primitive [10] and after careful analysis identify optimizations to improve upon the proposed construction.

Security of Encrypt-to-Self. As suggested by PP, authenticated encryption does not represent a secure solution to EtS. Investigating and evaluating (better?) suitable candidates for EtS requires first identifying what level of security actually can be reached in the EtS setting. In the following we discuss this, considering aspects of confidentiality and authenticity separately. Regarding confidentiality, it is clear that no EtS candidate whatsoever could protect message contents any better than a general encryption scheme. The reason is as follows: If the constrained device transforms a message to a ciphertext, it does so with the goal of being able to later recover the message from the ciphertext, using key material that it stores locally. Now, if the adversary performs a user corruption, it retrieves a full copy of this key material, bringing it into the position of being able to recover the message using exactly the same algorithms as the device would. That is, after a corruption, no confidentiality can remain. The situation is different for authentication. We illustrate this by giving two intuitive reasons: Firstly, a construction could, in principle, use different keys for authenticating and verifying ciphertexts, for instance by employing a signature scheme. After an authentication key is used, it would be securely erased so that a corruption will not leak it to an adversary. The verification key would be kept and remain intact until a decryption is conducted. In this case, clearly, a corruption would not leak enough information.
to enable the adversary to forge new valid ciphertexts. Secondly, while a corruption attack leaks all information stored at a user, it does not change this information. Thus, in the ETS setting, the encryptor could keep for itself a small amount of information about the ciphertext, in such a way that even if this information is leaked it still remains impossible to forge a new ciphertext matching it. More concretely, if storing a message corresponds with encrypting it, sending the ciphertext to the storage server, and keeping a hash value of the ciphertext in a local registry, then forging a ciphertext would necessarily require, even after a corruption, finding a collision for the hash function. The conclusion drawn in [10] from these and similar examples is that in the ETS setting a level of authentication is reachable that goes beyond what is in reach with standard authenticated encryption. In [10], PP go on and propose a security model that formalizes ETS security in the presence of user corruptions. The analyses in the present article are conducted with respect to their model.

Constructions of Encrypt-to-Self. If plain authenticated encryption is not a sufficient solution for ETS, how do we construct a solution that is? It turns out that the encrypt-then-hash (ETH) construction suggested above is secure in the model of PP. Recall that ETH processes the message in two passes: first an encryption pass is conducted to derive the ciphertext, then a hashing pass is conducted to derive the tag from the ciphertext. While this approach is generic and robust, for requiring two passes it is not very efficient. Indeed, the alternative approach explored by PP in [10] entangles encryption and hashing into one operation. This results in a substantial saving of computational work.

Figure 1 provides an overview of (a simplified version of) the ETS scheme from [10].

1 Function $F$ represents the compression function of a Merkle–Damgård (MD) hash function, that is, it takes $d$ bits of data input and $c$ bits of chain input, and (deterministically) transforms these inputs to $c$ bits of chain output. Such compression operations are at the heart of common hash functions like SHA256 and SHA512 [9], and are routinely assumed to behave pseudo-randomly. The ETS construction of [10] starts with splitting the message input and optional associated-data input into sequences of blocks ($m_i$) and $(ad_i)$. It then iteratively computes the MD hash value of these blocks, where all message carrying parts are additionally protected by Xoring the ETS key into the corresponding compression function input. Intuitively, working the key into the chain state in this way ensures that intermediate values $C_1, C_2, \ldots$ are distributed uniformly at random from an adversary’s perspective. This is exploited by employing these values as masks for one-time pad encrypting the message blocks $m_1, m_2, \ldots$ into ciphertext blocks $c_1, c_2, \ldots$. Overall, this explains how the approach of [10] achieves both confidentiality and authenticity in one pass.

Encoding for Encrypt-to-Self Construction. Our description of the ETS scheme of [10] omits an important detail, namely how precisely the message and associated data is split and formatted as compression function inputs. Quite obviously, the encoding has to be injective, as otherwise it would be easy to find two different pairs $(ad, m)$ that result in the same tag. In [10], PP propose a suitable and compact yet fairly technical encoding that assumes that the compression function is one-bit tweakable [7]. That is, it assumes that the compression function takes a total of $d + c + 1$ bits on input $(d$ data bits, $c$ chain bits, and 1 tweak bit), in order to output $c$ bits of chain state.

While skipping many details of the encoding scheme from [10], we shed light on two of its properties that are most relevant for the present article. Firstly, if a message block $m$ of length smaller than $c$ is to be processed, the block is formatted as $|m| \oplus m \equiv 0^c$. That is, the encoding consists of three concatenated components: the length of the message (in bytes), the message itself, and a stretch of null bytes so that the desired overall length is reached. Secondly, when the key is XORed into the compression function input blocks, it is actually only XORed into the prefix that contains the message. For instance, in the second iteration shown in Fig. 1, function $F$ is evaluated on input $(k \oplus m_1) \oplus ad_2 \equiv C_1$ rather than on $k \oplus (m_1, ad_2) \equiv C_1$. As the security argument provided by PP makes evident, this is indeed sufficient for security [10].

Our Approach. We propose two improvements for the encoding scheme of PP [10]. These are not related to an aspect of security, but rather to efficiency. We explain our modifications in detail in Sec. 4, but we anticipate some details here. The first modification reconsiders the encoding $|m| \equiv m \equiv 0^c$ of the message (see above). We note that implementing this will require shifting every message byte in computer memory by one position. It turns out that due to the word-wise organization of computer memory, a shift-by-one operation is considerably more expensive than one might assume at first. We alleviate this efficiency bottleneck by changing the padding to $m \equiv 0^c \equiv |m|$ which does not require shifting by a single byte (yet remains injective). The second modification reconsiders how the key $k$ is XORed into the compression function inputs. Here we observe that in most use cases of ETS it should be expected that the associated data string is shorter than the message input. In the terms of Fig. 1 this means that the $ad$-input of most compression function invocations will be constant, meaning that preparing the compression function input requires just XORing the message with the key. Our proposal is to switch, in the terms of the example above, the XORing step from $(k \oplus m_1) \oplus ad_2 \equiv C_1$ to $(k \oplus ad_2) \equiv m_1 \equiv C_1$. Note that if the associated data input is shorter than the message, this means that no XORing is necessary once the associated data is fully processed (as the first component of the concatenation remains invariant and can be precomputed). Also this modification improves on the execution time of the overall algorithm.

Our Contributions. We reconsider the encoding scheme of PP [10, 11] and suggest alterations as just described. Our proposals improve the efficiency of the ETS construction of PP, rendering it truly practical. We then formally show that our modified encoding scheme is provably secure. We finally report on our implementation of the

---

1 A fairly similar construction was proposed by Dodis et al. [4] as a solution to a rather different problem.

2 More formally, they are assumed to behave like a random oracle.

3 In the figure, the intermediate chain values are labelled $C_1, \ldots, C_4$, and the final hash value is labelled $C_4$.

4 This notation omits the tweak bit for clarity of exposition.

5 Both the PP scheme and our scheme are provably secure with the same bounds. With respect to security, the two schemes are thus equivalent. With respect to efficiency, our scheme is superior.

6 Two quantities play a role here: Memory move operations should be by multiples of 64 bits ($8$ bytes) due to the register size of modern CPUs, and they should be by multiples of 32 bytes by the size of the cache lines.
Figure 1: Principle of the EtS construction from [10]. (Less important details were removed for clarity.) An input consisting of a key $k$, a message $m$, and associated data $ad$, is transformed into a ciphertext $ct$ and a tag. The message is encoded into blocks $m_1, m_2, \ldots$, the associated data is encoded into blocks $ad_1, ad_2, \ldots$, and the ciphertext consists of the sequence $ct_1, ct_2, \ldots$.

Improved EtS scheme. We will release the source code under a free software license by the time this article goes into print.

Related Work. The Encrypt-to-Self primitive emerged only very recently and little directly related work seems to exist. We already pointed to [10, 11] as our main sources of inspiration, and to the work of Dodis et al. [4] for a quite similar solution for a different problem. In [10], PP identify the topics of memory encryption, password managers, and encryption (a notion related to instant messaging) as related to EtS, although there doesn’t really seem to be a considerable overlap. Finally, we note that EtS-like tools have been proposed for the state management of TLS 1.3 variants [2].

2 PRELIMINARIES

2.1 Notation

We will keep notation consistent with [10] to allow for easy comparison. We denote the natural numbers with $\mathbb{N} = \{0, 1, \ldots\}$ and we write $\mathbb{N}^* = \{1, 2, \ldots\}$ for the natural numbers excluding zero. For the Boolean constants True and False we either write $T$ and $F$, respectively, or 1 and 0, respectively, depending on the context. An alphabet $\Sigma$ is any finite set of symbols or characters. We denote with $\Sigma^n$ the set of strings of length $n$ and with $\Sigma^{\leq n}$ the strings of length up to (and including) $n$. For our implementation we assume that $|\Sigma| \equiv 256$, i.e., that all strings are byte strings. We denote string concatenation with $\cdot$. If $var$ is a string variable and $exp$ evaluates to a string, we write $var \leftarrow exp$ shorthand for $var \leftarrow var \cdot exp$. Further, if $exp$ evaluates to a string, we write $var \leftarrow var \cdot n \leftarrow exp$ to denote splitting $exp$ such that we assign the first $n$ characters from $exp$ to $var$ and assign the remainder to $var'$. When we do not need the remainder, we write $var \leftarrow n \leftarrow exp$ to denote assigning the first $n$ characters from $exp$ to $var$. In pseudocode, we write $\$ (S) for picking an element of $S$ uniformly at random, for any finite set $S$. Associative arrays implement the ‘dictionary’ data structure: Once the instruction $A [\cdot] \leftarrow exp$ initialized all items of array $A$ to the default value $exp$, with $A [idx] \leftarrow exp$ and $var \leftarrow A [idx]$ individual items indexed by expression $idx$ can be updated or extracted. Finally, we note all algorithms considered in this article may be randomized.

2.2 Security Games

The security analyses in our article are conducted with respect to the security model formalized in [10], we replicate the security model for completeness. Security games are parameterized by an adversary, and consist of a main game body plus zero or more oracle specifications. The execution of a game starts with the main game body and terminates when a ‘Stop with $exp$’ instruction is reached, where the value of expression $exp$ is taken as the outcome of the game. The adversary can query all oracles specified by the game, in any order and any number of times. If the outcome of a game $G$ is Boolean, we write $Pr [G (A)]$ for the probability that an execution of $G$ with adversary $A$ results in True, where the probability is over the random coins drawn by the game and the adversary. We define macros for specific combinations of game-ending instructions: We write ‘Win’ for ‘Stop with $T$’ and ‘Lose’ for ‘Stop with $F$’, and further ‘Reward cond’ for ‘If $cond$: Win’, ‘Promise cond’ for ‘If $\neg cond$: Win’, ‘Require cond’ for ‘If $\neg cond$: Lose’. These macros emphasize the specific semantics of game termination conditions. For instance, a game may terminate with ‘Reward cond’ in cases where the adversary arranged for a situation—indicated by $cond$ resolving to True—that should be awarded a win (e.g., the crafting of a forgery in an authenticity game).

2.3 Handling of Algorithm Failures

We follow the clean notation of [10] where any algorithm of a cryptographic scheme can fail. Here, by failure it is meant that an algorithm doesn’t generate output according to its syntax specification, but instead outputs some kind of error indicator (e.g., an AE decryption algorithm that rejects an unauthentic ciphertext or a randomized signature algorithm that doesn’t have sufficiently many random bits to its disposal). Instead of encoding this explicitly in syntactical constraints which would clutter the notation, we assume that if an algorithm invokes another algorithm as a subroutine, and the latter fails, then also the former immediately fails. The same is assumed for game oracles: If an invoked scheme algorithm fails, then the oracle immediately aborts as well. Further, we assume that the adversary learns about this failure, i.e., the oracle will return the error indicator when it aborts. Note that this implies that if a scheme’s algorithms leak vital information through error messages, then the scheme will not be secure in these models. (That is, they are particularly robust.) We believe that this way to handle errors

---

6This approach to handling algorithm failures is taken from [12] and borrows from how modern programming languages handle ‘exceptions’, where any algorithm can raise (or ‘throw’) an exception, and if the caller does not explicitly ‘catch’ it, the caller is terminated as well and the exception is passed on to the next level. See Wikipedia:Exception_handling_syntax for exception handling syntaxes of many different programming languages.
implicitly rather than explicitly contributes to obtaining definitions with clean and clear semantics.

2.4 Memory Alignment

For $n$ a power of 2, we say an address of computer memory is $n$-byte aligned if it is a multiple of $n$ bytes. We further say that a piece of data is $n$-byte aligned if the address of its first byte is $n$-byte aligned. A modern CPU accesses a single (aligned) word in memory at a time. Therefore, the CPU performs reads and writes to memory most efficiently when the data is aligned. For example, on a 64-bit machine, 8 bytes of data can be read or written with a single memory access if the first byte lies on an 8-byte boundary. However, if the data does not lie within one word in memory, the processor would need to access two memory words, which is considerably less efficient. We modify the scheme algorithms proposed by [10] such that when they need to move around data, they exclusively do this for aligned addresses. In practice, the preferred alignment value depends on the hardware used, so for generality in this article we refer to it abstractly as the memory alignment value mav. (A typical value would be mav = 8.)

3 NOTIONS OF ENCRYPT-TO-SELF

In [10] the authors identified the novel encrypt-to-self (EtS) primitive, which provides one-time secure encryption with authenticity guarantees that hold beyond key compromise. In this section we replicate the syntax and security definitions of EtS.

EtS consists of an encryption and a decryption algorithm, where the former translates a message to a binding tag and a ciphertext, and the latter recovers the message from the tag-ciphertext pair. For versatility the two operations further support the processing of an associated-data input [13] which has to be identical for a successful decryption.

The task of the binding tag is to prevent forgery attacks: A user that holds an authentic copy of the binding tag will never accept any ciphertext they did not generate themselves, even if all their secrets become public. Note that while standard authenticated encryption (AE) does not provide this type of authentication, the encrypt-then-hash construction suggested in Sec. 1 does. In Sec. 4 we provide a considerably more efficient construction that uses a hash function’s compression function as its core building block.

Definition 3.1. Let $\mathcal{AD}$ be an associated data space and let $M$ be a message space. An encrypt-to-self (EtS) scheme for $\mathcal{AD}$ and $M$ consists of algorithms $\text{enc}$, $\text{dec}$, a key space $\mathcal{K}$, a binding-tag space $\mathcal{B}$, and a ciphertext space $\mathcal{C}$. The encryption algorithm $\text{enc}$ takes a key $k \in \mathcal{K}$, associated data $ad \in \mathcal{AD}$ and a message $m \in M$, and returns a binding tag $bt \in \mathcal{B}$ and a ciphertext $c \in \mathcal{C}$. The decryption algorithm $\text{dec}$ takes a key $k \in \mathcal{K}$, a binding tag $bt \in \mathcal{B}$, associated data $ad \in \mathcal{AD}$ and a ciphertext $c \in \mathcal{C}$, and returns a message $m \in M$. A shortcut notation for this API is as follows:

$$\mathcal{K} \times \mathcal{AD} \times M \rightarrow \text{enc} \rightarrow \mathcal{B} \times \mathcal{C}$$

and

$$\mathcal{K} \times \mathcal{B} \times \mathcal{AD} \times \mathcal{C} \rightarrow \text{dec} \rightarrow M.$$ 

Correctness and Security. We require of an EtS scheme that if a message $m$ is processed to a tag-ciphertext pair with associated data $ad$, and a message $m'$ is recovered from this pair using the same associated data $ad$, then the messages $m$, $m'$ shall be identical. This is formalized via the SAFE game in Fig. 2.

8 The SAFETY term borrows from the Distributed Computing community. SAFETY should not be confused with a notion of security. Informally, safety properties require that “bad things” will not happen. (In the case of encryption, it would be a bad thing if the decryption of an encryption yielded the wrong message.) For an initial overview we refer to Wikipedia: Safety property and for the details to [1].

9 We use relation $\equiv$ (in line 01 of IND$^0$) to deal with certain restrictions that practical EtS schemes may feature. Concretely, our construction does not take effort to hide the length of encrypted messages, implying that indistinguishability is necessarily limited to same-length messages. In the formalization this technical restriction is expressed by defining $\equiv$ such that $m^b \equiv m^b \equiv |m^b| = |m^b|$.
Definition 4.1. For $\Sigma$ an alphabet, $c, d \in \mathbb{N}^+$ with $c \leq d$, and a tweak space $T$, we define a **tweakable compression function** to be a function $F: \Sigma^d \times T \times \Sigma^c \rightarrow \Sigma^*$ that takes as input a block $B \in \Sigma^d$ from the data domain, a tweak $t \in T$ from the tweak space, and a string $C \in \Sigma^c$ from the chain domain, and outputs a string $C' \in \Sigma^*$ in the chain domain.

We will write $F_t(B, C)$ as shorthand notation for $F(B, t, C)$. For practical tweakable compression functions the memory alignment value may (see Sec. 2.4) will divide both $c$ and $d$. When constructing an ETS scheme from $F$, because the compression function only takes fixed-size input, we need to map the $(ad, m)$ input to a series of block–tweak pairs $(B, t)$. We will refer to this mapping as the input encoding.

The approach taken by [10] fixes the encoding independently of the encryption engine. It is precisely this modular approach that allows us to easily replace the encoding function with our optimized version. We present our new encoding function in Sec. 4.1 and provide the encryption engine in Sec. 4.2 for completeness. Together they form an efficient construction of ETS.

We first convey a rough overview of the ETS construction. In Fig. 3 we consider an example with block size $d$ double the chaining value size $c$. We assume that key $k$ is padded to size $d$. The first block $B_1$ only contains associated data and we XOR $B_1$ with the key $k$ before we feed it into the compression function. From the second block, we start processing message data. We fill the first half of the block with associated data $ad_1$ and the second half with message data $m_1$, and XOR with the key. We also XOR $m_1$ with the current chaining value $C_t$, to generate a partial ciphertext $ct_1$. The same happens in the third block and we append $ct_2$ to the ciphertext. If there is associated data left after processing all message data we can load the entire block with associated data, which occurs in the fourth block. Note, we no longer need to XOR the key into the block after we have processed all message data, because at this point the input to the compression function will already be independent of the message $m$. After processing all blocks, we XOR an offset $\omega \in \{0x0, 0x1\}$ with the chaining value, where $0x0$, $0x1$ are two distinct constants. The binding tag will be (a truncation of) the last chaining value $C_*$. Note that the task of the encoding is not only to partition $ad$ and $m$ into blocks $B_1, B_2, \ldots$ as described, but also to derive tweak values $t_1, t_2, \ldots$ and the choice of the final offset $\omega$ in such a way that the overall encoding is injective.

### 4.1 Old and New Message Block Encoding

We turn to the technical component of our ETS construction that encodes the $(ad, m)$ input into a series of output pairs $(B, t)$ and the final offset value $\omega$. For authenticity we require that the encoding is injective. For efficiency we require that the encoding is online (i.e., the input is read only once, left-to-right, and with small state), that the number of output pairs is as small as possible, and that the encoding preserves memory alignment (see Sec. 2.4). Syntactically, for the outputs we require that all $B \in \Sigma^d$, all $t \in T$, and $\omega \in \Omega$, where quantities $c, d$ are those of the employed compression function, $T = \{0, 1\}$, and $\Omega \subseteq \Sigma^*$ is any two-element set. In our implementations we use $\Omega = \{0x0, 0x1\}$ where $0x0 = 0x00^c$ and $0x1 = 0x0a^{c-1}$. Pijnenburg et al. [10] describe the task as follows:

**Task.** Assume $|\Sigma| = 256$ and $\mathcal{AD} = \mathcal{M} = \Sigma^*$ and $T = \{0, 1\}$ and $|\Omega| = 2$. For, $c, d \in \mathbb{N}^+$, $c < d$, find an injective encoding function $encode: \mathcal{AD} \times \mathcal{M} \rightarrow (\Sigma^d \times T)^* \times \Omega$ that takes as input two finite strings and outputs a finite sequence of pairs $(B, t) \in \Sigma^d \times T$ and an offset $\omega \in \Omega$.

As we already alluded to in Sec. 1 we introduce two improvements to the encoding scheme of [10]. These are not related to any aspect of security, but rather to efficiency. We note that implementing the encoding presented in [10] will require shifting every message byte in computer memory by one position. As described in Sec. 2.4 this shift-by-one operation is considerably more expensive than one might expect at first. We alleviate this efficiency bottleneck by changing the padding to one which does not require shifting by a single byte (yet remains injective).

We will now present a detailed specification of our encoding (and decoding) function. The pseudocode can be found in Fig. 5, but we present it here in text. Note the construction does not use

---

10It will be crucial to fix $0x0, 0x1$ such that they are distinct also after truncation.
the decoding function, but we provide it anyway to show that the encoding function is indeed injective. Roughly, we encode as follows. We fill the first block with associated data and for any subsequent block we load the associated data in the first part of the block and the message in the second part of the block. When we have processed all the message data, we load the full block with \(\text{ad}\) again. Clearly, we need to pad \(\text{ad}\) if it runs out before we have processed all message data. We do this by appending a special termination symbol \(\omega \in \Sigma\) to \(\text{ad}\) and then appending null bytes as needed. Similarly, we need to pad the message if the message length is not a multiple of \(c\). Naturally, one might want to pad the message to a multiple of \(c\). However, this is suboptimal: Consider the scenario where there are \(d - c + 1\) bytes remaining to be processed of associated data and 1 byte of message data. In principle, message and associated data would fit into a single block, but this would not be the case any longer if the message is padded to size \(c\). On the other hand, for efficiency reasons we do not want to misalign all our remaining associated data. If we do not pad at all, when we process the next \(d\) bytes of associated data, we can only fit \(d - 1\) bytes in the block and have to put 1 byte into the next block. Therefore, we pad \(m\) up to a multiple of the memory alignment value \(\text{mav}\). To be precise, we pad message with null bytes until reaching a multiple of \(\text{mav}\). We replace the final (null) byte with the message length \(|m|\); this will uniquely determine where \(\text{mav}\) stops and the padding begins. This restricts us to \(c \leq 256\) bytes such that \(|m|\) always can be encoded into a single byte. As far as we are aware, any current practical compression function satisfies this requirement.

In Fig. 4, for the artificially small case with \(c = 1\) and \(d = 2\) we provide four examples of what the blocks would look like for different inputs. The top row shows the encoding of 8 bytes of associated data and an empty message. The second row shows the encoding of empty associated data and 3 bytes of message data. The third row shows the encoding of 6 bytes of associated data and 2 bytes of message data. The final row shows the encoding of 3 bytes of associated data and 3 bytes of message data.

We have two ambiguities remaining. (1) How to tell whether \(\text{ad}\) was padded or not? Consider the first row in Fig. 4. What distinguishes the case \(\text{ad} = \text{ad}_1 \oplus \ldots \oplus \text{ad}_k\) from \(\text{ad} = \text{ad}_1 \oplus \ldots \oplus \text{ad}_k \oplus \omega\) with \(\text{ad}_k = \omega\)? A similar question applies to the message.

(2) How to tell whether a block contains message data or not? Compare e.g., the first row with the third row. This is where the tweaks come into play.

![Figure 3: Example for \(\text{enc}(k, \text{ad}, m)\) where \(d = 2c\) and \(\text{ad} = \text{ad}_1 \oplus \ldots \oplus \text{ad}_6\) and \(m = m_1 \oplus m_2\) with \(\text{ad} = 6c\) and \(|m| = 2c\). For clarity we have made the blocks \(B_i\), as they are output by the encoding function, explicit.](image)

\[
(B_1, B_2, B_3, B_4) = \begin{cases} \text{ad}_1 \oplus \text{ad}_2 \oplus \text{ad}_3 \oplus m_1 \oplus \text{ad}_4 \oplus \text{ad}_5 \oplus \text{ad}_6 \oplus \omega \end{cases}
\]

- \((B_1, B_2, B_3, B_4) = \text{ad}_1 \oplus \text{ad}_2 \oplus \text{ad}_3 \oplus m_1 \oplus \text{ad}_4 \oplus \text{ad}_5 \oplus \text{ad}_6 \oplus \omega\)
- \((B_1, B_2, B_3, B_4) = \text{ad}_1 \oplus \text{ad}_2 \oplus \text{ad}_3 \oplus m_1 \oplus \text{ad}_4 \oplus \text{ad}_5 \oplus \text{ad}_6 \oplus \omega\)
- \((B_1, B_2, B_3, B_4) = \text{ad}_1 \oplus \text{ad}_2 \oplus \text{ad}_3 \oplus m_1 \oplus \text{ad}_4 \oplus \text{ad}_5 \oplus \text{ad}_6 \oplus \omega\)
- \((B_1, B_2, B_3, B_4) = \text{ad}_1 \oplus \text{ad}_2 \oplus \text{ad}_3 \oplus m_1 \oplus \text{ad}_4 \oplus \text{ad}_5 \oplus \omega\)

\[
(B_1, B_2, B_3, B_4) = \begin{cases} \text{ad}_1 \oplus \text{ad}_2 \oplus \text{ad}_3 \oplus \text{ad}_k \oplus m_2 \oplus \omega \oplus m_3 \end{cases}
\]

- \((B_1, B_2, B_3, B_4) = \text{ad}_1 \oplus \text{ad}_2 \oplus \text{ad}_3 \oplus \text{ad}_k \oplus m_2 \oplus \omega \oplus m_3\)
- \((B_1, B_2, B_3, B_4) = \text{ad}_1 \oplus \text{ad}_2 \oplus \text{ad}_3 \oplus \text{ad}_k \oplus m_2 \oplus \omega \oplus m_3\)
- \((B_1, B_2, B_3, B_4) = \text{ad}_1 \oplus \text{ad}_2 \oplus \text{ad}_3 \oplus \text{ad}_k \oplus m_2 \oplus \omega \oplus m_3\)
- \((B_1, B_2, B_3, B_4) = \text{ad}_1 \oplus \text{ad}_2 \oplus \text{ad}_3 \oplus \text{ad}_k \oplus m_2 \oplus \omega \oplus m_3\)

First of all, we tweak the first block if and only if the message is empty. This fully separates the authentication-only case from the case where we have message input.

Next, if the message is non-empty, we use the tweaks to indicate when we switch from processing message data to \(\text{ad}\)-only: we tweak when we have consumed all of \(m\), but still have \(\text{ad}\) left. Note the first block never processes message data, so the earliest block this may tweak is the second block and hence this rule does not interfere with the first rule. Furthermore, observe this rule never tweaks the final block, as by definition of being the final block, we do not have any associated data left to process.

Next, we need to distinguish between the cases whether \(m\) is padded or not. In fact, as the empty message was already taken care of, we need to do this only if \(m\) is at least one byte in size. As in this case the final block does not coincide with the first block, we can exploit that its tweak is still unused; we correspondingly tweak the final block if and only if \(m\) is padded. Obviously, this does not interfere with the previous rules.

Finally, we need to decide whether \(\text{ad}\) was padded or not. We do not want to enforce a policy of ‘always pad’, as this could result in an extra block and hence an extra compression function invocation. Instead, we use our offset output. We set the offset \(\omega\) to \(\omega_0\) if \(\text{ad}\) was padded; otherwise we set it to \(\omega_0\).

This completes our description of the encoding function. The decoding function is a technical exercise carefully unwinding the steps taken in the encoding function, which we perform in Fig. 5. We obtain that for all \(m \in M, m \in \mathcal{A}\) we have decode(encode\((\text{ad}, m)\)) = \((\text{ad}, m)\). It immediately follows that our encoding function is injective. For readability we have implemented the core functionality of the encoding in a coroutine called \(\text{nxt}\), rather than a subroutine. Instead of generating the entire sequence of \((B, t)\) pairs and returning the result, it will ‘Yield’ one pair and suspend its execution. The next time it is called (e.g., the next step in a for loop), it will resume

![Figure 4: Example encodings for the case \(c = 1\) and \(d = 2\).](image)
execution from where it called ‘Yield’, instead of at the beginning of
the function, with all of its state intact. The encode procedure is a
simple wrapper that runs the nxt procedure and collects its output,
but our authenticated encryption engine described in Sec. 4.2 will
call the nxt procedure directly.

4.2 Encryption Engine
For completeness, in this section we describe the encryption en-
gine presented in [10]. Thanks to their modular approach, we can
combine it with our encoding function without having to make any
modifications: They only assume that the associated data and mes-
sage are present in encoded format, i.e., as a sequence of pairs \((B, t)\),
where \(B \in \Sigma^d\) is a block and \(t \in \{0, 1\}\) is a tweak, and additionally
an offset \(o \in \{o_{00}, o_{01}\}\).

We specify the encryption and decryption algorithms in Fig. 5
and assume they are provided with a key of length \(d\). This is to
ensure the @ operation is well defined, without cluttering the nota-
tion. One can consider the key padded with null bytes to length \(d\).
In practice, our implementation in C code will XOR the key with
the first \(|k|\) bytes of a block \(B\). As described in Sec. 1, the associated
data string is often shorter than the message input. By our encoding
function defined in Sec. 4.1, this means that the \(ad\)-input of most
compression function invocations will be constant. Thus, the first
part of a block can be precomputed and no XORing is necessary any
more. Hence improving on the overall execution time compared to
[10].

We now discuss the encryption and decryption procedure pre-
sented in [10] in more detail. As illustrated in Fig. 3, the main idea
is to XOR the key with all blocks that are involved with message
processing. For the skeleton of the construction, we initialize the
chaining value \(C\) to IV and loop through the sequence of pairs
\((B, t)\) output by the encoding function, each iteration updating the
chaining value \(C \leftarrow F_t(B, C)\). Let us examine each iteration of theenc procedure in more detail. If the block is empty (line 69), we
are in the final iteration and do not do anything. Otherwise, we
check if we are in the first iteration or if we have message data left
(line 71). In this case we XOR the key into the block (line 72). This
ensures we start with an unknown input block and that subsequent
inputs are statistically independent of the message block. If we only
have \(ad\) remaining we can use the block directly as input to the
compression function. If we have message data left we will encrypt
it starting from the second block (line 73). To encrypt, we take a
chunk of the message, XOR it with the chaining value of equal size
and append the result to the ciphertext (lines 74–77). We only start
encrypting from the second iteration as the first chaining value is
public. Finally, we call the compression function \(F_t\) to update our
chaining value (line 78). Once we have finished the loop, the last
pair \((B, t)\) equals \((\epsilon, o)\) by definition. So we XOR the offset \(o\) with
the chaining value \(C\) and truncate the result to obtain the binding
tag (line 79). We return the binding tag along with the ciphertext.

The dec procedure is similar to the enc procedure but needs to be
slightly adapted. Informally, the next procedure now outputs a block
\(B = (ad \oplus z)\) (line 82) instead of \(B = (ad \oplus m)\) (line 68). Hence,
we XOR with the chaining variable (line 91,97) such that the block
becomes \(B = (ad \oplus m)\) and the compression function call takes
equal input compared to the enc procedure. The case distinction
handles the slightly different positioning of ciphertext in the blocks.
Finally, there obviously is a check if the computed binding tag is
equal to the stored binding tag (line 100).

4.3 Security Analysis
In order to prove security, we need further assumptions on our
compression function than the standard assumption of preimage
resistance and collision resistance. For example, we need \(F\) to be
difference unpredictable. Roughly, this notion says it is hard to
find a pair \((x, y)\) such that \(F(x) = F(y) \oplus z\) for a given difference \(z\).
Moreover, we truncate the binding tag, so actually it should be hard
to find a tuple such that this equation holds for the first \(|bt|\) bits. We
note collision resistance of \(F\) does not imply collision resistance of
a truncated version of \(F\) [3]. However, such assumptions could be
justified when one considers the compression function as a random
function. Hence, instead of several ad hoc assumptions, we prove
our construction secure directly in the random oracle model.

As described in [10], the SHA2 compression function can be
tweaked by modifying the chaining value depending on the tweak.
Let \(F\) be the tweakable compression function in Fig. 5. We write
\(F'\) for the SHA2 compression function that will take as input the
block and the (modified) chaining value. Let \(H : \Sigma^d \times \Sigma^c \rightarrow \Sigma^c\) be
a random oracle. In the security analysis of the SHA2 construction,
we will substitute \(H\) for \(F'\) in our construction.

We remark the BLAKE2b compression function is a tweakable
compression function and it can be substituted directly for a ran-
don oracle with an extended input space. That is, a random oracle
\(\hat{H} : \Sigma^d \times \{0, 1\} \times \Sigma^c \rightarrow \Sigma^c\). Hence, in the security analysis of the
BLAKE2b construction, we will substitute \(\hat{H}\) for \(F'\) in our construc-
tion.

We remark that we cannot treat our tweaked SHA2 compression
function \(F\) in this way as it would be distinguishable from random
oracle \(\hat{H}\). To see this, observe that querying \(F\) on the unmodified
chaining variable with tweak \(t = 1\) yields the same result as query-
ing \(F\) on the modified chaining variable with \(t = 0\). In the random
oracle \(\hat{H}\) these two queries are completely independent.

Both for tweakable and non-tweakable compression functions
our E\&S construction from Fig. 5 provides integrity and indistin-
guishability in the random oracle model, assuming sufficiently large
tag and key lengths. We refer the reader to Proposition 4.2 for the
integrality, and Proposition 4.3 for the indistinguishability, of the
instantiation with a non-tweakable compression function. For the
instantiation with a tweakable compression function we refer to
Proposition 4.4 and Proposition 4.5 for integrity and indistinguish-
ability, respectively.

The security proofs in [10] only require injectivity from the
encoding function. We have demonstrated in Sec. 4.1 that our mod-
fied encoding function remains injective, so the security proofs
still apply. However, [10] omits the security proofs for the tweak-
able instantiation, so we expand upon them here for the interested
reader. We will now first discuss the non-tweakable compression
function instantiation and subsequently the tweakable compression
function instantiation.

Let \(H : \Sigma^d \times \Sigma^c \rightarrow \Sigma^c\) be a random oracle. Recall we consider an
instantiation with a standard (non-tweakable) compression function
\(F'\) transformed into a tweakable compression function \(F\) by
modifying the chaining value. We replace \( F' \), used internally by \( F \),
with random oracle \( H \).

**Proposition 4.2.** Let \( \pi \) be the construction given in Fig. 5. \( H \) a
random oracle replacing the compression function, \( \mathcal{A} \) an adversary,
\( \text{Adv}^\text{int}_\pi(\mathcal{A}) \) the advantage that \( \mathcal{A} \) has against \( \pi \) in the integrity game
of Fig. 2 and \( q \) the number of random oracle queries (either directly
or indirectly via Dec). We have,

\[
\text{Adv}^\text{int}_\pi(\mathcal{A}) \leq q^2 \cdot 2^{-c} + q \cdot 2^{-|bt|}.
\]

**Proof.** For all \( ad \in \mathcal{A}D, m \in M \) we will show that

\[
\Pr[\text{INT}(ad, m, \mathcal{A})] \leq q^2 \cdot 2^{-c} + q \cdot 2^{-|bt|}.
\]
We obtain $q$ where $\tau \in \mathcal{A}$ and computes $(bt, c) = \text{enc}(k, ad, m, A)$. $A$ wins the INT game if it provides a pair $(ad', c') \neq (ad, c)$ such that $\text{dec}(k, bt, ad', c')$ succeeds, which only happens if $bt' = bt$. Recall the encoding function outputs a sequence $S$ of $(b, t)$ pairs and an offset $\omega$. Because the encoding function is injective we must have $S' \neq S_\omega$ or $\omega' \neq \omega$. Let us first assume $S' = S$. Let $C_n$ denote the final chaining variable. Because the sequences are equal, we will arrive at $C_n' = C_n$. We must have $\omega' \neq \omega$, but clearly $C_n \oplus \omega_0$ is not equal to $C_n \oplus \omega_1$ (even after truncation), that is, $bt' \neq bt$. We have a contradiction and conclude $S' \neq S$.

For the case $S' \neq S$, let us now assume the subcase $\omega' \neq \omega$. The first $|bt|$ bits of $C_n'$ must equal the first $|bt|$ bits of $C_n \oplus \omega \oplus \omega'$, i.e., $A$ must find a partial preimage. Because $H$ is a random oracle, $A$ would succeed with probability at most $q \cdot 2^{-|bt|}$, where $q$ is the number of queries. In the other subcase we have $\omega' = \omega$. Then the first $|bt|$ bits of $C_n'$ must equal the first $|bt|$ bits of $C_n$, i.e., the first $|bt|$ bits of $H(B_{n-1}^t, C_{n-1})$ must equal the first $|bt|$ bits of $H(B_n, C_{n-1})$, where $C_{n-1}' \cdot C_{n-1}$ are the chaining values $C_n', C_n$ after applying tweaks $t_n', t_n$, respectively. If the inputs are not equal, $A$ has found a partial second preimage. Since $H$ is a random oracle, $A$ would succeed with probability at most $q \cdot 2^{-|bt|}$, where $q$ is the number of oracle queries. However, if the inputs are equal we know $C_{n-1}' = C_{n-1}$. Let us write $C_{n-1}' = C_{n-1} \oplus t' \oplus C_{n-1}$. We obtain $C_n' = C_n \oplus t \oplus t'$. Thus, either $A$ has found a collision or $C_n' = C_n$. We can repeat the argument to reason about $C_n' = C_n$. By a standard birthday argument we can bound the probability of a collision by $q^2 \cdot 2^{-c}$. If we eventually conclude $C_n' = C_n = \bar{IV}$, we know one of the sequences is longer, i.e., $n' - \delta > 0$ or $n - \delta > 0$. Otherwise the sequences would be equal, which is excluded by the injectivity of the encoding function. In the case $n - \delta > 0$, there has been a collision in the hash function, we have already bounded this probability above. Thus, let us assume $n' - \delta > 0$. We have $H(B_{n-1}^t, C_{n-1}) = \bar{IV}$. Thus $A$ has found a preimage of $IV$. Because $H$ is a random oracle, $A$ would succeed with probability at most $q \cdot 2^{-|bt|}$, where $q$ is the number of queries. In the other subcase we have $\omega' = \omega$. Then the first $|bt|$ bits of $C_n'$ must equal the first $|bt|$ bits of $C_n$, i.e., the first $|bt|$ bits of $H(B_{n-1}^t, t_n', C_{n-1}')$ must equal the first $|bt|$ bits of $H(B_n, t_n, C_{n-1})$. If the inputs are not equal, $A$ has found a partial second preimage. Since $H$ is a random oracle, $A$ would succeed with probability at most $q \cdot 2^{-|bt|}$, where $q$ is the number of oracle queries. However, if the inputs are equal we know $C_n' = C_n$. Thus, either $A$ has found a collision or $C_n' = C_n$. We can repeat the argument to reason about $C_n' = C_n$. By a standard birthday argument we can bound the probability of a collision by $q^2 \cdot 2^{-c}$. If we eventually conclude $C_n' = C_n = \bar{IV}$, we know one of the sequences is longer, i.e., $n' - \delta > 0$ or $n - \delta > 0$. Otherwise the sequences would be equal, which is excluded by the injectivity of the encoding function. In the case $n - \delta > 0$, there has been a collision in the hash function, we have already bounded this probability above. Thus, let us assume $n' - \delta > 0$. We have $H(B_{n-1}^t, C_{n-1}) = IV$. Thus $A$ has found a preimage of $IV$. Because $H$ is a random oracle, $A$ would succeed with probability at most $q \cdot 2^{-c}$. □

**Proposition 4.3.** Let $\pi$ be the construction given in Fig. 5, $H$ a random oracle replacing the tweakable compression function, $\mathcal{A}$ an adversary. $\text{Adv}_\pi(\mathcal{A})$ the advantage that $\mathcal{A}$ has against $\pi$ in the integrity game of Fig. 2 and $q$ the number of random oracle queries (either directly or indirectly via Dec). We have,

$$\text{Adv}_\pi^\pi(\mathcal{A}) \leq q^2 \cdot 2^{-c} + q \cdot 2^{-|bt|} \cdot \text{Adv}_\pi(\mathcal{A}).$$

**Proof.** Other than the challenge pair $(ad, c)$, we can assume the decryption oracle rejects all queries by $\mathcal{A}$. Otherwise $\mathcal{A}$ would immediately win the integrity game and the proposition holds. Encryption is done by XORing the message with the chaining variable. As long as the chaining variable never repeats, each input to $H$ is a fresh query that has not been seen before. Then $H$ will provide fresh, uniformly random output, as it is a random oracle. By a standard birthday argument we can bound the probability of a collision by $q^2 \cdot 2^{-c}$. Now let us assume there is no collision. Each chaining variable that is used to encrypt is output of a query to $H$ that XORed the key $k$ with the input. Additionally each block that has message data as input is also XORed with the key $k$. Thus if $\mathcal{A}$ does not know $k$ it cannot query $H$ to obtain the chaining variable. The key is only used with input to the compression function, and since $H$ is a random oracle, $\mathcal{A}$ can only learn by guessing the input and checking the random oracle output. However, this has a success probability of at most $q \cdot 2^{-k}$. □

Let $\bar{H} : \mathbb{Z}^d \times \{0, 1\} \times \mathbb{Z}^c \to \mathbb{Z}^c$ be a random oracle. We now consider an instantiation with a tweakable compression function $F$. We replace $F$ with random oracle $\bar{H}$.

**Proposition 4.4.** Let $\pi$ be the construction given in Fig. 5, $\bar{H}$ a random oracle replacing the tweakable compression function, $\mathcal{A}$ an adversary. $\text{Adv}_\pi(\mathcal{A})$ the advantage that $\mathcal{A}$ has against $\pi$ in the integrity game of Fig. 2 and $q$ the number of random oracle queries (either directly or indirectly via Dec). We have,

$$\text{Adv}_\pi^\pi(\mathcal{A}) \leq q^2 \cdot 2^{-c} + q \cdot 2^{-|bt|}.$$
We measured on two devices: on a roughly 9-year old CPU that identifies itself as Intel Core i3-2350M CPU @ 2.30GHz, and on a more recent CPU of the type Intel Core i5-7300U CPU @ 2.60GHz. The results are shown in Table 1. The timings were taken for various message lengths, with a 16 byte associated data input in call cases. Note that the BLAKE2 based version clearly outperforms the others for all tested message lengths. Further, SHA512 is generally faster than SHA256 (except for messages that are so short that one SHA256 compression function invocation is sufficient to fully encrypt the message).

### Table 1: Timings (in microseconds) of EtS implementation

| Compression function | Message length | i3-2350M time | i5-7300U time |
|-----------------------|----------------|---------------|---------------|
| SHA256                | 16             | 1.578         | 0.684         |
| SHA512                | 16             | 2.101         | 0.881         |
| BLAKE2                | 16             | 0.766         | 0.366         |
| SHA256                | 48             | 2.354         | 1.014         |
| SHA512                | 48             | 2.186         | 0.882         |
| BLAKE2                | 48             | 0.767         | 0.372         |
| SHA256                | 256            | 6.894         | 2.987         |
| SHA512                | 256            | 5.054         | 2.139         |
| BLAKE2                | 256            | 1.805         | 0.858         |
| SHA256                | 1024           | 25.590        | 10.860        |
| SHA512                | 1024           | 17.380        | 7.213         |
| BLAKE2                | 1024           | 6.040         | 2.846         |

### ACKNOWLEDGMENTS

We thank the reviewers of CYSARM’20 for their helpful comments and feedback. The research of Pijnenburg was supported by the EPSRC and the UK government as part of the Centre for Doctoral Training in Cyber Security at Royal Holloway, University of London (EP/P009301/1). The research of Poettering was supported by the European Union’s Horizon 2020 project FutureTPM (779391).

### REFERENCES

1. Alpern, B., and Schneider, F. B. Recognizing safety and liveness. Distributed Computing 2, 3 (1987), 117–126.
2. Avivak, N., Gollery, K., and Jakob, T. Session resumption protocols and efficient forward security for TLS 1.3-0-RTT. In Advances in Cryptology – EUROCRYPT 2019, Part II (Darmstadt, Germany, May 19–23, 2019), Y. Ishai and V. Rijmen, Eds., vol. 11477 of Lecture Notes in Computer Science, Springer, Heidelberg, Germany, pp. 117–150.
3. Biham, E., and Chen, R. Near-collisions of SHA-0. In Advances in Cryptography – CRYPTO 2004 (Santa Barbara, CA, USA, Aug. 15–19, 2004), M. Franklin, Ed., vol. 3152 of Lecture Notes in Computer Science, Springer, Heidelberg, Germany, pp. 299–305.
4. Dodis, Y., Grubbs, P., Ristenpart, T., and Woodage, J. Fast message franking: From invisible salamanders to encryptment. In Advances in Cryptology – CRYPTO 2018, Part I (Santa Barbara, CA, USA, Aug. 19–23, 2018), H. Shacham and A. Boldyreva, Eds., vol. 10991 of Lecture Notes in Computer Science, Springer, Heidelberg, Germany, pp. 155–186.
5. Dworkin, M. J. SP 800-38D: Recommendation for block cipher modes of operation: Galois/Counter Mode (GCM) and GMAC. Tech. rep., National Institute of Standards & Technology, Gaithersburg, MD, United States, 2007. http://dx.doi.org/10.6028/NIST.SP.800-38D.
6. Kroetz, T., and Rogaway, P. The OCB Authenticated-Encryption Algorithm. RFC 7253, May 2014.
7. Liskov, M., Rivest, R. L., and Wagner, D. Tweakable block ciphers. Journal of Cryptology 24, 3 (July 2011), 588–613.
8. Nie, Y., and Langley, A. ChaCha20 and Poly1305 for IETF Protocols. RFC 8439, June 2018.
9. NIST. FIPS 180-4: Secure Hash Standard (SHS). Tech. rep., NIST, 2015.
[10] Pijnenburg, J., and Poettering, B. Encrypt-to-self: Securely outsourcing storage. In ESORICS (2020), vol. 12308 of Lecture Notes in Computer Science, Springer, pp. ?–? https://doi.org/10.1007/978-3-030-58951-6_31.

[11] Pijnenburg, J., and Poettering, B. Encrypt-to-self: Securely outsourcing storage. Cryptology ePrint Archive, Report 2020/847, 2020. https://eprint.iacr.org/2020/847.

[12] Pijnenburg, J., and Poettering, B. Key assignment schemes with authenticated encryption, revisited. IACR Transactions on Symmetric Cryptology 2020, 2 (2020), 40–67.

[13] Rogaway, P. Authenticated-encryption with associated-data. In ACM CCS 2002: 9th Conference on Computer and Communications Security (Washington, DC, USA, Nov. 18–22, 2002), V. Atluri, Ed., ACM Press, pp. 98–107.

[14] Saarinen, M. O., and Aumasson, J. The BLAKE2 cryptographic hash and message authentication code (MAC). RFC 7693, 2015.