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Abstract

Aspect Term Extraction (ATE) is the task of identifying the word(s) in a review text toward which the author express an opinion. A major challenges for ATE involve data scarcity that hinder the training of deep sequence taggers to identify rare targets. To overcome these issues, we propose a novel method to better exploit the available labeled data for ATE by computing effective complement sentences to augment the input data and facilitate the aspect term prediction. In particular, we introduce a multi-step training procedure that first obtains optimal complement representations and sentences for training data with respect to a deep ATE model. Afterward, we fine-tune the generative language model GPT-2 to allow complement sentence generation at test data. The REINFORCE algorithm is employed to incorporate different expected properties into the reward function to perform the fine-tuning. We perform extensive experiments on the benchmark datasets to demonstrate the benefits of the proposed method that achieve the state-of-the-art performance on different datasets.

1 Introduction

Aspect Term Extraction (ATE) is one of the fundamental tasks in Aspect-based Sentiment Analysis (ABSA). Its goal is to recognize the terms upon which a sentiment opinion is expressed in text. For instance, in the sentence “The staff of the restaurant were good but the quality of the food was terrible”, an ATE system should recognize the two aspect terms (targets) “staff” and “quality of food”. ATE finds its applications in ABSA systems to identify targets toward which sentiment analysis is done.

A major challenge for ATE is the lack of enough training data. For instance, the widely-used SemEval datasets, e.g., Res15 (Pontiki et al., 2015) or Res16 (Pontiki et al., 2016), contain less than 2,000 training samples with only 20% of the words appearing more than five times (Chen and Qian, 2020a). This small size of training data hinders the deep sequence taggers to achieve optimal performance, especially for the tail targets (i.e., targets with few examples in the dataset) (He et al., 2018; Chen and Qian, 2019). In order to alleviate this issue, prior work has resorted to data augmentation techniques to exploit additional training signals from different sources, including data from related tasks, e.g., ABSA (performing multi-tasking learning (Luo et al., 2020; Chen and Qian, 2020b)), new labeled data for ATE produced by pre-trained sequence-to-sequence models (Li et al., 2020), and soft prompts that are generated by pre-trained language models (Chen and Qian, 2020a). As such, the critical requirements for such prior methods involve annotation for related tasks of ATE (e.g., ABSA), or large in-domain corpora to train the sequence-to-sequence/language models for data generation (called external data). Unfortunately, these requirements might be unavailable or very expensive to obtain in different domains, making it less applicable for various scenarios in practice.

To this end, this work aims to solve the issue of data scarcity for ATE without relying on annotated data for related tasks and large in-domain corpora. In particular, our main proposal is to fine-tune existing large-scale language models so they can generate complement sentences for input sentences in existing labeled datasets for ATE (i.e., not using external data as in prior works). Here, the motivation is that data scarcity might present a challenge for ATE models, especially on tail examples with rare aspect terms and context patterns (Chen and Qian, 2020a). The complement sentence thus aims to provide supporting evidence and facilitate the recognition of aspect terms for the input sentences.

As such, our method first seeks to obtain complement sentences for all the sentences in a given ATE dataset via a multi-step training procedure. In the first step, we train a base ATE model on a labeled training dataset to encode the available
knowledge about aspect terms in the dataset. However, due to data scarcity, the base model might not be exposed sufficiently to aspect term patterns, thus limiting the ability of the produced representations for the input sentences to fully capture relevant information/features for ATE. To achieve complement sentences for ATE datasets, in the second step, we thus propose to learn optimal representation vectors/word embeddings that can be combined (e.g., via adding) to improve the representation vectors from the base model for ATE (called complement representations). Our motivation is that the insufficient coverage of aspect term patterns in the representations would cause the base model to exhibit poor performance (i.e., high loss) on the validation dataset. To this end, we propose to infer the complement representations for each validation sentence by incorporating them into the base model as additional parameters and minimizing the loss of the augmented model on the validation data. In the implementation, we divide the training data for an ATE dataset into $k$ folds. By choosing one fold as validation data and treating the $k - 1$ remaining folds as training data, the aforementioned procedure can return the optimal complement representations for each sentence in the validation fold. As such, we repeat this process for $k$ possible choices of the validation fold that in all produce complement representations for each sentence in the training data.

To employ the complement representations for training data, we can introduce them into the base model for retraining. However, this will cause a mismatch in the test time where labels for sentences are not available and the complement representations cannot be obtained. To this end, instead of directly using the learned complement representations, we propose to first transform them into complement sentences based on the GloVe word embeddings (Pennington et al., 2014). This is done by introducing constraints to encourage the learned representation vectors to belong to the same space with GloVe word embeddings. The complement representations can then be mapped into complement sentences by finding the words whose GloVe embeddings are closest to the complement representations. In this way, each original training sentence for ATE can be associated with a complement sentence. Using pairs of original and complement sentences as training data, in the next step, we propose to train a generative model that can transform the original sentences into their complement versions. As such, in the test time, we can apply the generative model to generate complement sentences for test data and use GloVe embeddings to produce complement representation vectors for data augmentation.

In this work, we propose to fine-tune the language model GPT-2 (Radford et al., 2019) on the original and complement sentence pairs to obtain the generative model. Our motivation stems from the small number of the pairs for the original and complement sentences (due to the small size of ATE datasets) that might not be sufficient to train a generative model well. By leveraging the pre-trained GPT-2 model, we expect that its language priors can compensate for the data scarcity issue and bootstrap the learning process from complement data. Finally, we use REINFORCE (Williams, 1992) to fine-tune GPT-2 to facilitate the enforcement of expected properties for the generated sentences (i.e., the similarity or the length comparability with respect to the complement sentences produced in prior step). We perform extensive evaluations for the proposed method on different benchmark datasets for ATE. Our experiments reveal the superior performance and demonstrate the effectiveness of the proposed method.

2 Model

Problem Definition: ATE is formulated as a sequence labeling problem. Formally, given the input sentence $S = \{w_1, w_2, \ldots, w_n\}$, the goal is to predict the gold label sequence $Y = \{y_1, y_2, \ldots, y_n\}$ where $y_i \in \{B, I, O\}$, $B$ stands for the “Beginning of a target”, $I$ stands for “Inside a target”, and $O$ stands for “Other”. Our proposed model consists of a four-step procedure: (I) Training a base model for ATE using the available labeled data, (II) Finding the word representations of the optimal complement sentences for training data, (III) Fine-tuning a the language model GPT-2 to produce complement sentences for input sentences, and (IV) Training a final ATE model on the training data augmented with complement sentences.

2.1 Training a Base ATE Model (Step I)

For the first step, we train a base model on an available labeled ATE dataset. The trained model will serve as a base to find the optimal complement representations for input sentences of the ATE dataset in the next step. To this end, we employ a Bi-LSTM
base model. In particular, the input sentence \( S \) is first fed into the pre-trained BERT model (Devlin et al., 2019) to obtain the contextualized word embeddings \( X = [x_1, x_2, \ldots, x_n] \) (\( x_i \) is the average of the representation vectors for the wordpieces of \( w_i \) in the last layer of BERT). As such, to further abstract the word embeddings \( X \) for ATE, we feed \( X \) into a Bidirectional LSTM (Bi-LSTM) network to obtain the hidden states \( H = [h_1, h_2, \ldots, h_n] \). Afterward, the vectors in \( H \) are sent into a two-layer feed-forward layer \( FF \) to generate the label probability distribution \( P(\cdot|S, w_i) \) for \( i \)-th word: \( P(\cdot|S, w_i) = FF(h_i) \). Finally, to train the base model, we use negative log-likelihood loss: \( \mathcal{L}_b = -\frac{1}{n} \sum_{i=1}^{n} \log P(y_i|S, w_i) \).

### 2.2 Finding Complement Representations (Step II)

As mentioned in the introduction, the limited size of the ATE datasets might prevent the base model from being imposed sufficiently to training samples to learn necessary aspect term patterns in the representations, potentially leading to inferior performance (i.e., high loss on validation data), especially on tail targets. As such, it is necessary to enhance the representation learning capability of the base model by imposing it to further information. To achieve this goal, prior work has resorted to data augmentation (Li et al., 2020) or soft-prompts (Chen and Qian, 2020a) in which the training data is augmented with new sentences (e.g., generated by a pre-trained language model) to provide more evidences for aspect terms. However, the limitation of the prior work is that the generated sentences to augment ATE data is either ignorant of the ATE task (Chen and Qian, 2020a) or constrained on some heuristics (i.e., replacing non-aspect terms with other words generated by a language model) (Li et al., 2020). As such, we argue that these data augmentation methods might not achieve the optimal augmentation for the available ATE data. We thus posit that the optimal augmentation for an input sentence is the one whose combination with the sentence could directly reduce the objective loss on validation data. Concretely, to find the optimal augmentation for a sentence \( S \) in the validation data, we search for the sentence \( S' \) whose combination with \( S \) (i.e., by adding their word representations) could further reduce the objective loss \( \mathcal{L}_b \) computed on validation data. Since this augmentation is optimized over validation data and not bound to any heuristics-based constraints, we expect it to be the optimal augmentation for the input sentence. Note that the optimality of the sentence \( S' \) is with respect to the objective loss \( \mathcal{L}_b \) and changing the criteria could lead to a different sentence \( S'' \).

To find the optimal complement sentence \( S' \) for \( S \) in the validation data, since this is a discrete variable, we first attempt to find the representation vectors \( X' \) for its words \( w_i \). That is, \( S' \) is parameterized by a set of learnable vectors \( X' \) which are combined with the word embeddings \( X \) and are updated with the objective loss \( \mathcal{L}_b \) over validation data. In this work, the combination of \( X \) and \( X' \) is defended as the sum of their corresponding vectors \( x_i \) and \( x'_i \). As such, the number of tokens of \( X' \) should be equal to the number of tokens of \( X \), i.e., \( |X'| = |x'_1, x'_2, \ldots, x'_n| \). In addition, the dimension of the vectors should also match, i.e., \( |x_i| = |x'_i| = D \), where \( D \) is the dimensionality of the word embedding vectors. Hence, the total number of parameters defined for all representation vectors is \( N \times n \times D \), where \( N \) is the total number of sentences in the validation set.

In the next step, we seek to optimize the representation parameters complement sentences by reducing the objective loss \( \mathcal{L}_b \) over validation data. In particular, for the sentence \( S \) with embeddings \( X \) and the complement sentence \( S' \) with parameters (i.e., embeddings) \( X' \), we compute the sum of the corresponding vectors for the \( i \)-th token: \( \hat{x}_i = x_i + \lambda x'_i \) where \( \lambda \) is a trade-off parameter (i.e., the data augmentation in this work). The vectors \( \hat{X} = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n] \) will be sent to the base model architecture (i.e., BiLSTM followed by a feed-forward layer) to obtain the label distribution \( P(\cdot|S, S', w_i) \). As such, the objective loss for this training step, i.e., \( \mathcal{L}_f \), is defined similar to \( \mathcal{L}_b \): \( \mathcal{L}_f = -\frac{1}{n} \sum_{i=1}^{n} \log P(y_i|S, S', w_i) \) (computed over validation data). Note that in this training step, the original parameters of the trained base model is fixed so the only parameters to be updated are the parameters for the complement sentences \( S' \), i.e., the vectors \( X' \).

**Embedding Regularization:** To further improve the complement embeddings and facilitate the mapping to complement sentences \( S' \) later, we introduce two additional regularization terms for the learning objective of complement embeddings. The first regularization seeks to encourage the complement embeddings \( X' \) to capture different (i.e., complementary) information from those
for the embeddings $X$ of the input sentence $S$, thus enhancing the contribution of complement embeddings. In particular, we compute the representation vectors $R_S$ and $R_{S'}$ for the original and complement sentences using the max-pooling operation: $R_S = \text{MAX\_POOL}(x_1, x_2, \ldots, x_n)$ and $R_{S'} = \text{MAX\_POOL}(x_1', x_2', \ldots, x_n')$. Afterward, the complementary nature of embeddings is enforced by introducing the dot product $L_{\text{reg}}$ between $R_S$ and $R_{S'}$ into the loss function for minimization (i.e., minimizing the similarity between $R_S$ and $R_{S'}$): $L_{\text{reg}} = R_S \odot R_{S'}$.

For the second regularization, we aim to align the complement embeddings $X'$ to the space of the GloVe embeddings (Pennington et al., 2014) to facilitate the transformation to complement sentences in the next step. Here, we use the GloVe embeddings for convenience and leave other possible pre-trained embeddings for future work. In particular, for each vector $x_i \in X'$, we use a feed-forward network $F$ to transform $x_i'$ into the vector $F(x_i')$ of the same dimension with Glove embeddings. Afterward, we find the vector $e_i$ in the GloVe embedding table that is closest to $F(x_i')$ based on the Euclidean distance. The Euclidean distance between $F(x_i')$ and $e_i$ is then incorporated into the loss function to promote the alignment of complement and GloVe embeddings: $L_{\text{GloVe}} = \frac{1}{n} \sum_{i=1}^{n} \| F(x_i') - e_i \|_2^2$. Finally, the overall loss function to learn the complement representations $X'$ is: $L_{\text{emb}} = L_f + \alpha_{\text{reg}}L_{\text{reg}} + \alpha_{\text{GloVe}}L_{\text{GloVe}}$ where $\alpha_{\text{reg}}$ and $\alpha_{\text{GloVe}}$ are the trade-off parameters. Note that the parameters for $F$ are also optimized in this process.

As such, this training step produces the complement embedding $X'$ for each sentence in the validation data. To maximize the use of data, we implement this training step in a 10-fold validation fashion described in the introduction. In particular, we train the base model on 9 folds of the training data (i.e., Section 2.1) and use the remaining fold for the validation data in the complement representation optimization. By alternating the choice of validation fold, we can obtain a complement representation sequence $X'$ for each sentence in the original training data.

2.3 Generating Complement Sentences (Step III)

As mentioned in the introduction, the complement embeddings $X'$ can be used directly to augment training data and train a model for ATE. However, as the optimization for complement embeddings cannot be done in the test time (due to the unavailability of labels for data), the direct augmentation will cause a mismatch between the training and test phases. To enable the generation of complement embeddings in the test time, we thus propose to first transform the complement embeddings $X'$ into a complement sentence $S'' = [w_1', w_2', \ldots, w_n']$ where $w_i'$ is the word whose Glove embedding is closest to the transformed complement vector $F(x_i')$ for $w_i$. The set of every pair $(S, S'')$ for sentences $S$ in training data is then employed to train a generative language model that seeks to consume $S$ and produce its complement sentence $S''$.

In this way, we can apply the generative model in the test time to generate complement sentences for test data, that, in turn, can be transformed into complement embeddings by mapping words into GloVe embedding vectors for data augmentation.

One potential issue is that the number of original and complement sentence pairs $(S, S'')$ might be small due to the limited size of ATE datasets, thus hindering the training of effective generative models for our complement sentence goal. As such, we propose to leverage the language priors in the pre-trained generative model GPT-2 (Radford et al., 2019) as the bootstrap knowledge for the complement generation. In particular, we propose to fine-tune the GPT-2 model on the sentence pairs $(S, S')$ in this step. The policy-gradient method REINFORCE (Williams, 1992) is utilized for the fine-tuning process to facilitate the incorporation of different expected properties for complement sentences. Concretely, the input to GPT-2 consists of the $S$ sentence “$w_1 w_2 \ldots w_n SEP$” from which GPT-2 will generate the sentence $S''$. To compute the reward for the generated sentence $S''$, we propose three objectives: (1) Similarity with Complement Sentence: The generated sentence $S''$ should be similar to the actual complement sentence $S'$. To compute the similarity of the two sentences, we employ the CIDEr score (Vedantam et al., 2015) for $S''$: $R_{\text{sim}} = \text{CIDEr}(S'')$; (2) Length Penalty: As discussed earlier, since we use sum of the corresponding word embeddings of the original and complement sentences for data augmentation, it is intuitive to encourage the generated sentences $S''$ to have the same length as the original sentence $S$. Thus, we introduce the length penalty as a part of the reward: $R_{\text{len}} = ||S| - |S''||$.
(3) Difference with Original Sentence: Similar to embedding regularization $L_{reg}$ presented earlier for complement embeddings, here we also aim to promote the semantic difference between the generated sentence $S''$ and the original sentence $S$ (for complementary information). To this end, we represent each sentence using the max-pooled representation of their word embeddings obtained from the GloVe embedding table, i.e., $\hat{R}_S$ and $\hat{R}_{S''}$. Next, their dot-product is employed for the difference reward $R_{diff} = \hat{R}_S \odot \hat{R}_{S''}$. Consequently, the overall reward to train the generative model is computed as $R(S'') = R_{sim} - \beta R_{len} - \gamma R_{diff}$. With REINFORCE, we seek to minimize the negative expected reward $R(S'')$ over the possible choices of $S''$: $\mathcal{L}_{tune} = -\mathbb{E}_{\hat{S}' \sim P(S''|S)}[R(\hat{S}'')]$. The policy gradient is then estimated by: $\nabla \mathcal{L}_{tune} = -\mathbb{E}_{\hat{S}' \sim P(S''|S)}[R(\hat{S}'') - b] \nabla \log P(S''|S)$. Using one roll-out sample, we further estimate $\nabla \mathcal{L}_{tune}$ via the generated sentence $S''$: $\nabla \mathcal{L}_{tune} = -(R(S'') - b) \nabla \log P(S''|S)$ where $b$ is the baseline to reduce variance. In this way, we obtain the baseline $b$ via: $b = \frac{1}{|B|} \sum_{i=1}^{|B|} R(S''_i)$, where $|B|$ is the mini-batch size and $S''_i$ is the generated sentence for the $i$-th sample in the mini-batch.

2.4 Training a Final ATE Model (Step IV)
To achieve a consistency in the training and testing phase, we use the generated sentences from the fine-tuned GPT-2 model as the complement sentences for data augmentation in both phases. In particular, for the training data, similar to the complement embedding optimization Section 2.2, the fine-tuning of GPT-2 is performed with 10-fold cross validation. In particular, the GPT-2 model is fine-tuned on the $(S, S')$ pairs of 9 folds and then employed to generate $S''$ for each sentence in the remaining fold. To this end, each sentence $S$ in the training data is associated with a generated sentence $S''$. For test data, we simply apply the fine-tuned GPT-2 model directly to generate a complement sentence for each sentence in that data.

As such, for each sentence $S$ (in the training or test data), its complement sentence from GPT-2 $S'' = [w_1'', w_2'', ..., w_n'']$ is first transformed into a representation vector sequence $X'' = [x_1'', x_2'', ..., x_n'']$ based on the mappings for their words $w''_i$ from GloVe embeddings.1. Next, the augmented representation $\hat{X} = [\hat{x}_1, \hat{x}_2, ..., \hat{x}_n]$ from the two sentences is computed by the sum of their corresponding word representations: $\hat{x}_i = x_i + \lambda G(x''_i)$, where $G$ is a feed-forward network to match the dimensions of the GloVe embedding $G(x''_i)$ and $x_i$. Finally, following the base ATE architecture, the resulting vectors $\hat{X}$ are sent to a BiLSTM network followed by a feed-forward layer to obtain the label distribution $P(y_i|S, S'', w_i)$ for the $i$-th word. This distribution is used for prediction in the test phase while the training phase employs the negative log-likelihood (over training data) to train the final ATE model: $\mathcal{L}_{final} = -\frac{1}{n} \sum_{i=1}^n \log P(y_i|S, S'', w_i)$.

3 Experiments

Datasets & Parameters: To evaluate the effectiveness of the proposed method, we employ the commonly used SemEval datasets for ATE. Specifically, we use the datasets of SemEval 2014 Task 4 (Pontiki et al., 2014), i.e., Lap14 and Res14 reviews for laptops and restaurants, and SemEval 2015 Task 12 (Pontiki et al., 2015) and SemEval 2016 Task 5 (Pontiki et al., 2016), i.e., Res15 and Res16 with reviews for restaurants. Following prior work (Chen and Qian, 2020a), we employ the official train/test splits and randomly select 150 samples from training data as validation data for those datasets. Table 1 shows the statistics for the datasets.

| Type        | Lap14 | Res14 | Res15 | Res16 |
|-------------|-------|-------|-------|-------|
| Sentences   | 3045  | 3041  | 1315  | 2000  |
| Aspects     | 2342  | 630   | 3686  | 1134  |
| Train Test  | 800   | 800   | 685   | 676   |
| Test        | 676   | 1134  | 547   | 622   |

Table 1: Statistics of the SemEval datasets

Note that the generated sentence $S''$ might have a different length from the original sentence $S$. For these cases, we pad (with zero vectors) or truncate the vector sequence $X''$ to have the same length as $S$.
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IHS-RD (Chernyshevich, 2014), DLIREC (Toh and Wang, 2014), EliXa (San Vicente et al., 2015), NLANGP (Toh and Su, 2016); (2) Deep joint models, i.e., jointly train ATE with Opinion Term Extraction (OTE) or Aspect-Based Sentiment Analysis (ABSA): RNCRF (Wang et al., 2016), MIN (Li and Lam, 2017), CMLA (Mao et al., 2021), HAST (Li et al., 2018), RACL (Chen and Qian, 2020b), Dual-MRC (Mao et al., 2021); (3) Deep models trained on ATE datasets augmented with external in-domain corpora and resources: BiLSTM-CRF (Li et al., 2020), Seq2Seq (Ma et al., 2019), BERT (Li et al., 2020), DE-CNN (Xu et al., 2018), BERT-PT (Li et al., 2020), SoftProto (Chen and Qian, 2020a). We also compare with CL-BERT (Yang et al., 2020) which employs constituency trees for ATE. For the evaluation metric, following prior work, we report the F1 score for aspect term prediction. A prediction is counted as correct if its boundaries match the gold aspect term. We name our model ATEOA which stands for Aspect Term Extraction with Optimal Augmentation.

**Results:** The main results are shown in Table 2. This table shows that the proposed model can effectively improve the performance compared to existing joint inference and data augmentation methods. This achievement is significant as the proposed model does not utilize any external in-domain data nor extra supervision from other related tasks. This is important for domains with limited data where collecting large-scale in-domain data or supervision from related tasks could be prohibitively expensive. Moreover, as the proposed model employs pre-trained language models (i.e., GPT-2) to generate effective augmentation sentences for training/test data, it can directly benefit from growing advances in pre-trained language models.

**Ablation Study:** The proposed ATEOA model is trained in four major training steps. In this section, we study the role of those proposed steps for the performance of the ATE model. For each training step, we aim to answer two questions: (i) Whether the proposed step is beneficial for ATEOA? and (ii) Is the current configuration for the step optimal? To this end, we consider the following ablated models:

1. - **Base Model Training (Step I):** This model ignores step I to train a base ATE model in Section 2.1. In particular, step II for finding complement embeddings will only employ an ATE base model with randomly initialized parameters. Here, the parameters for the base model are not fixed; they are jointly updated with the complement embeddings in step II of the training; 2. - **Complement Representation Finding (Step II):** This model excludes step II of the training procedure that makes the optimized complement representations unavailable for the fine-tuning of GPT-2 in step III. As such, to achieve a fair access to the trained base model in step I in this model, we change step III by fine-tuning the GPT-2 model with the reward of F1 score of the trained base model (from step I) on the validation data. Here, the base model is applied on the representation combinations of the original and GPT-generated sentences (also using GloVe embeddings for the words in the generated sentences); 3. - **Embedding Regularization $L_{reg}$:** This model removes the regularization loss $L_{reg}$ in step II of the training process; 4. - **GloVe Alignment $L_{GloVe}$:** This model excludes the regularization $L_{GloVe}$ for representation alignment with GloVe in step II; 5. - **Language Model (Step III):** This ablated models does not utilize step III, thus eliminating the GPT-2 model trained over the original and complement sentence pairs $(S, S')$. As such, in step IV, we directly retrain the base model on the augmented data with the complement representations $X'$ (i.e., $x_i + \lambda x_i'$) and do not apply data augmentation for test data (i.e., applying the train model on $x_i$ directly); 6. - **Language Model + FForward:** This model is similar to (5) (i.e., excluding GPT-2 in step III). However, to allow the

| Model          | F1 Score | 88.99 | 75.41 | 82.58 |
|----------------|----------|-------|-------|-------|
| IHS-RD         | 74.55    | 79.62 | -     | -     |
| DLIREC         | 73.78    | 84.01 | -     | -     |
| EliXa          | -        | -     | 70.04 | -     |
| NLANGP         | -        | 67.12 | 72.34 | -     |
| RNCRF          | 78.42    | 84.93 | 67.74 | 69.72 |
| MIN            | 77.58    | -     | -     | 73.44 |
| CMLA           | 77.80    | 85.29 | 70.73 | 72.77 |
| HAST           | 79.52    | 85.61 | 71.46 | 73.61 |
| RACL-BERT      | 81.99    | 85.37 | 72.82 | -     |
| Dual-MRC       | 82.51    | 86.60 | 75.08 | -     |
| BiLSTM-CRF     | 74.28    | -     | -     | 71.44 |
| Seq2Seq        | 78.68    | -     | -     | 74.01 |
| BERT           | 81.14    | -     | -     | 75.89 |
| DE-CNN         | 81.58    | -     | -     | 75.19 |
| BERT-PT        | 85.33    | -     | -     | 80.29 |
| SoftProto      | 83.19    | 87.39 | 73.27 | 76.98 |
| CL-BERT        | 85.61    | -     | -     | 81.14 |
| ATEOA (ours)   | 86.71    | 88.99 | 75.41 | 82.58 |

Table 2: F1 scores on the test sets of the SemEval datasets. The proposed model ATEOA is significantly better than prior work ($p < 0.05$).
augmentation on test data, a feed-forward network is trained on pairs \((x_i, x'_i)\) to directly transform the representation vectors \(x_i\) of the original sentence \(S\) into the complement representations for data augmentation in both training and test phases of step IV; (7) - **Similarity Reward**: For this model, we do not use the similarity reward \(R_{\text{sim}}\) in the reward function to fine-tune GPT-2 in step III; (8) - **Length Penalty**: This model does not employ the length penalty \(R_{\text{len}}\) in the reward for tuning GPT-2; (9) - **Difference Reward**: For this baseline, the reward based on difference with original sentence, i.e., \(R_{\text{diff}}\), is ablated from the reward for GPT-2 fine-tuning; (10) - **Final Training (Step IV)**: This model skips the last step of the proposed training procedure. As such, the combined representations of the original sentence \(S\) and the complement sentence \(S'\) generated by GPT-2 (i.e., \(x_i + \lambda G(x'_i)\)) are directly sent into the base ATE model (trained over the entire training data) from step I for prediction; and (11) - **Generated Data in Final Training**: Finally, to demonstrate the benefit of augmenting training data with generated sentences from the fine-tuned GPT-2 model in step IV, we report the performance of the base model that is instead trained on the combination of the word representations \(X\) and the optimized complement representations \(X'\), i.e., \(x_i + \lambda x'_i\) in step II (as in (5)). The fine-tuned GPT-2 model is still used to generate complement sentences for data augmentation in the test phase for this model.

The performance of the models on the test sets of the SemEval datasets is reported in Table 3. This table clearly shows that all training steps in the proposed procedure are necessary as skipping any of these steps will hurt the performance. In particular, among the four steps, removing step III has the most negative impact as the ablated model “-Language Model” has the lowest performance across datasets. We attribute the importance of step III to its ability to enable augmentation consistency for training and test data (i.e., the fine-tuned GPT-2 can generate complement sentences for both training and test data). This is further highlighted by the worse performance of the “-Generated Data in Final Training” model where the training data is augmented with \(X'\), but GPT-generated data is used to augment test data. Table 3 also shows that among the three awards for GPT-2 fine-tuning, the similarity reward is most important. This is expected as the primary goal of fine-tuning is to generate sentences that are similar to the complement sentences \(S'\).

| Model | Lap14 | Res14 | Res15 | Res16 |
|-------|-------|-------|-------|-------|
| ATEOA (Full) | 86.71 | 88.99 | 75.41 | 82.58 |
| - Base Model Training (Step I) | 84.39 | 86.91 | 74.18 | 78.91 |
| - Comp. Rep. Finding (Step II) | 84.96 | 86.18 | 74.22 | 79.65 |
| - Embedding Regularization \(L_{\text{reg}}\) | 85.04 | 87.93 | 74.31 | 80.32 |
| - Glove Alignment \(L_{\text{GloVe}}\) | 86.02 | 88.12 | 75.31 | 81.95 |
| - Language Model (Step III) | 84.22 | 85.91 | 73.17 | 78.91 |
| - Language Model + FForward | 84.13 | 86.94 | 73.22 | 80.51 |
| - Similarity Reward | 83.32 | 85.98 | 73.54 | 79.05 |
| - Length Penalty | 85.10 | 87.99 | 73.91 | 81.18 |
| - Difference Reward | 85.11 | 88.02 | 73.88 | 80.04 |
| - Final Training (Step IV) | 84.40 | 87.12 | 74.09 | 80.01 |
| - Generated Data in Final Train. | 84.01 | 86.92 | 73.81 | 79.88 |

Table 3: Performance of the ablated models on test sets.

### 4 Analysis

#### Generative Language Models

As it is evident in the ablation study, exploiting a pre-trained generative model (i.e., GPT-2) for ATEOA is preferable since it can provide language priors to support the sentence generation learning from limited ATE datasets. In this section, we study how the performance of the model changes if we alter the generative language model used in step III of ATEOA. Concretely, we compare the performance of three different models: (1) **GPT-2** (Radford et al., 2019): This transformer-based model is pre-trained on WebText corpus. We examine its small version with 117 million parameters; (2) **T5** (Raffel et al., 2019): This language model employs the encoder-decoder architecture in Transformer for sequence-to-sequence tasks. We explore its base version with 220 million parameters. We use the input sentence \(S\) as the source sequence and the complement sentence \(S'\) as the target sequence to fine-tune the T5 model; and (3) **BART** (Lewis et al., 2019): This model is a transformer-based auto-encoder language model. We also utilize its base version with 139 million parameters. Similar to T5, this is a sequence-to-sequence generative model that is fine-tuned by treating \(S\) and \(S'\) as the source and target sequences respectively.

To compare the performance of the three language models, we use them in the training step III of the final ATE model and report the corresponding performance. Furthermore, we compare the language models on their capability to generate sentences that are similar to the complement sentences \(S'\). In particular, using the Lap14 dataset, we seek to find a complement sentence \(S'\) for each sentence in the test data portion with the proposed method.
Table 4: Performance of the final ATE model on test sets with different language models in step III.

| Language Model | Lap14 | Res14 | Res15 | Res16 |
|----------------|-------|-------|-------|-------|
| GPT-2          | 86.71 | 88.99 | 75.41 | 82.58 |
| BART           | 84.32 | 88.05 | 74.91 | 79.49 |
| T5             | 84.18 | 86.95 | 73.16 | 79.15 |

Table 5: Similarity between the generated sentences from the language models and the “ground-truth” complement sentences on test data of Lap14.

| Language Model | BLUE-4 | METEOR | ROUGE-1 | ROUGE-2 |
|----------------|--------|--------|---------|---------|
| GPT-2          | 12.05  | 12.25  | 31.89   | 10.33   |
| BART           | 9.39   | 10.14  | 29.05   | 9.06    |
| T5             | 13.10  | 11.92  | 30.33   | 8.95    |

To this end, a base model is first trained on the training data portion using step I; the complement representations $X'$ are then computed for each sentence in the test data portion using step II; each $X'$ is then mapped into the complement sentence $S'$ with the GloVe embeddings. Here, $S'$ serves as the “ground-truth” complement sentence for the test sentences in our approach. Next, we use the fine-tuned language model to generate the complement sentence $S''$ for each test sentence (i.e., prompting the language model with test data). Finally, we evaluate the similarity of the generated sentence $S''$ and the “ground-truth” complement sentence $S'$ (for the test data) using ROUGE-1, ROUGE-2, METEOR (Banerjee and Lavie, 2005) and BLUE4 as the similarity metrics. The results for this experiment are shown in Tables 4 and 5. Both tables clearly demonstrate the capacity of GPT-2 to generate better complement sentences to augment ATE data (i.e., yielding better performance for ATE in Table 4 and generating more similar sentences to the obtained complement sentences $S'$ in Table 5).

Tail Aspect Term Analysis: Following prior work (Chen and Qian, 2020a), we evaluate the performance for our model on the tail aspect terms in test data (i.e., aspect terms occurring less than 5 times in the training sets). As such, we compare our model with prior work that reports their performance in this analysis, i.e., DE-CNN (Xu et al., 2018) and SoftProto (Chen and Qian, 2020a). Note that we replace the contextualized BERT representations (i.e., $X$) in our model with the GloVe embeddings to achieve a fair comparison with prior work in this section. The results are provided in Table 6 that clearly shows the superiority of ATEOA to recognize tail aspect terms and further highlights the benefits of the proposed method.

Table 6: Performance for tail aspect terms on test data.

| Model          | Lap14 | Res14 | Res15 | Res16 |
|----------------|-------|-------|-------|-------|
| DE-CNN         | 74.37 | 77.61 | 70.00 | 70.68 |
| SoftProto      | 79.85 | 82.22 | 76.80 | 70.93 |
| ATEOA (ours)   | **81.92** | **83.69** | **77.39** | **73.49** |

Case Study: To provide more insight into the quality of the complement sentences generated by the pre-trained GPT-2 model, Table 7 showcases some examples from the laptop and restaurant domains whose aspect terms can only be correctly predicted by our proposed method (i.e., prior work fails to recognize aspect terms in these cases). The table suggests that although the generated sentences might not look natural, they clearly provide more evidence and emphasis on the aspect terms which makes the task easier for the ATE model. Specifically, in the first example, the generated complement sentence emphasizes the target word “touchpad” in the original sentence by replicating it and including the related word “mouse”. The same pattern of emphasis can be seen in the second example where the model excludes the word “money” and includes the related word “Food” (that are more related to the target word “meal”) in the generated sentence.

5 Related Work

ATE has been first approached with rule-based (Hu and Liu, 2004; Wu et al., 2009) or feature-based (Li et al., 2010; Chen et al., 2014; Toh and Su, 2016) methods. Recently, ATE methods have focused on neural networks such as LSTM (Liu et al., 2015), CNN (Xu et al., 2018) or Transformer (Li et al., 2020). An ATE system can be used in downstream applications such as sentiment analysis (Wang et al., 2019; Pouran Ben Veyseh et al., 2020b; Orbach et al., 2021) or opinion term extraction (Pouran Ben Veyseh et al., 2020a). One of the challenges for this task is the scarcity of training data which hinders the training of large neural networks. To alleviate this issue, two major directions have been explored in the literature: (I) Joint Training, i.e., jointly solving ATE task with another related task such as ABSA (Wang et al., 2016; Mao et al., 2021; Chen and Qian, 2020b) or Opinion Term Extraction (OTE) (Li and Lam, 2017; Dai and Song, 2019); and (II) Data Augmentation, i.e., augmenting ATE models with in-domain unlabeled data (Xu et al., 2018; Li et al., 2020; Chen and Qian,
In this work, we also propose a method to augment the training data for ATE. However, unlike prior work that requires large in-domain corpus, our approach employs an existing large-scale language model (i.e., GPT-2) to facilitate the generation of complement sentences for the available ATE datasets. Using GPT-2 to address data scarcity has been shown to be effective in other domains and tasks (Papanikolaou and Pierleoni, 2020; Pouran Ben Veyseh et al., 2021; Peng et al., 2020).

In this work, we demonstrate the viability of this technique for aspect term extraction.

6 Conclusion

We introduce a new training procedure for Aspect Term Extraction. In the proposed procedure, the available ATE dataset is employed to train a deep model which is further used to find complement representations for input sentences in training data. Later, to obtain the complement sentences at the inference time, we fine-tune the pre-trained language model GPT-2 to generate sentences similar to the complement sentences found in the previous steps (with GloVe mapping). Our extensive experiments on benchmark datasets reveal the superiority of the proposed model, leading to the state-of-the-art performance for the datasets. Moreover, our analysis show that all steps of the proposed procedure are necessary and effective for the ATE task. In future, we will explore the application of this procedure in other related task such as OTE and ABSA.
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