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Abstract: Energy consumption is a crucial domain in energy system management. Recently, it was observed that there has been a rapid rise in the consumption of energy throughout the world. Thus, almost every nation devises its strategies and models to limit energy usage in various areas, ranging from large buildings to industrial firms and vehicles. With technological advancements, computational intelligence models have been successfully contributing to the prediction of the consumption of energy. Machine learning and deep learning-based models enhance the precision and robustness compared to traditional approaches, making it more reliable. This article performs a review analysis of the various computational intelligence approaches currently being utilized to predict energy consumption. An extensive survey procedure is conducted and presented in this study, and relevant works are discussed. Different criteria are considered during the aggregation of the relevant studies relating to the work. The author’s perspective, future trends and various novel approaches are also presented as a part of the discussion. This article thereby lays a foundation stone for further research works to be undertaken for energy prediction.
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1. Introduction

Coordinating electrical energy utilization with the correct level of supply is vital because an overabundance of power cannot be put away, except if it is changed over to different building structures, which causes extra expenses and assets to be need. Simultaneously, the importance of energy utilization could be lethal, with the over-burdening of the inventory line and, in any event, power outputs. There are substantial advantages in intensity observing the energy utilization in urban cities, which includes buildings, offices, commercial infrastructures and households. Energy utilization is one of the fundamental subjects of urban energy frameworks. Energy utilization was prominently explored after the energy emergency in the 1970s [1].

Additionally, it has been demonstrated that energy utilization all throughout the world is quickly expanding [2]. As industrialization has grown worldwide and global business is on rise, the curiosity in energy utilization has become so high that energy has become a significant point in public arrangements [3]. Moreover, energy usage is quickly expanding because of monetary development and human advancement [4]. The reasons for these wonders can be credited to uncontrolled energy utilization, e.g., over-utilization, helpless frameworks and the wastage of energy [5]. Along these lines, every nation uses as
little energy as possible in their nation for various regions, from urban building to rural farms, and from modern cycles to vehicles [6].

In the current situation, any country’s economic advancement relies basically upon a few variables, e.g., its monetary development, GDP, business rate, industrial improvement, defense development, and so forth [7,8]. Now, India is also one of the countries which are globally identified as one of the best-developing nations. As such, energy usage and consumption in India is also a great challenge for its proper management and optimization. For all energy types, assessing the utilization is helpful for choice and strategy producers. By realizing the amount of energy that will be utilized for their work, options can be thought of for certain adjustments to decrease the cumulative energy utilization. Anticipating future energy utilization both in a short-term and long-term way will assist us with the right information. The type of energy is generally utilized to change the pattern, as occurs in the new year’s non-renewable energy sources. Now, we have sustainable power. The measure of energy utilized in various regions is impacted by various factors, e.g., water resources, wind and temperature. Due to these various elements, foreseeing the energy utilization is a mind-boggling issue [9].

There are various methodologies that are utilized for the forecasting of energy utilization. These days, computational insight models are being utilized in various territories because they are helpful. The way in which these models work resembles a capacity that best guides the information to the yield. Artificial intelligence-based brilliant forecast models rely upon the recorded information alongside many advanced algorithms to indicate each important part. These computationally driven models are one of the developing specialized fields that converge between software engineering and insights. They handle the issue of building systems that learn through encounters and thus give more improved calculations. The continuous nature of their observation propels an account of the new calculations and the accessibility of online information, notwithstanding the openness of the registering power.

Accordingly, effective smart energy utilization for structure is significant for powerful energy consumption and management. Figure 1 presents a generalized computational intelligence model for energy consumption analysis. The computational intelligence-based methodology can anticipate the qualities that were extremely near to the real qualities [10,11]. These intelligent indicators are intended to catch the specific conduct of the example in explicit conditions if there should be an occurrence of a building energy utilization forecast. Predictive models, as per Figure 1, can forecast energy utilization with high precision. As such, they can be utilized by governments to actualize energy-saving strategies. For example, ML models can anticipate the sum of energy utilized in a building [12]. They can likewise be utilized to anticipate the future utilization of various sorts of energy like electricity or natural gas.

This work elaborates upon the different predictive learning approaches to analyze and predict building energy utilization and management. It describes the different recently created strategies for the simplification of this problem, which deal with the engineering, statistical and artificial intelligence techniques. This review also represents the computational methodology related to deep neural networks in order to apply in regional labels. It adds critical bits of knowledge to information-driven strategies for metropolitan structure energy models. This review process was structured using the following sections: Section 2 describes the relevant methodologies and data flow concerning the domain. Section 3 presents the evolution and emergence of different predictive intelligence models in the context of energy consumption in the urban environment. In Section 4, related research and background studies in the survey process are presented. Section 5 presents the author’s observational analysis and future perspectives. Finally, in Section 6, the conclusion of the review process is mentioned.
Figure 1. A generalized computational intelligence model for energy consumption analysis.

2. Data Flow Enabling the Relevant Methodologies

A prior overview [13] surveyed the recently created models for tackling the expectation of the building energy utilization issue, which incorporates simplified and streamlined designing techniques like engineering methods, computational intelligence methods and statistical methods. In this review process, we presented the significant methodologies adopted to review energy consumption using the computational intelligence approach. A detailed survey was carried out relating to the existing relevant techniques in the domain. Numerous works have been undertaken for this application domain. Many researchers are utilizing models adopting machine learning and deep learning. Besides these, the attribute optimization approach and some smart city-driven models are also being developed of late. The subsequent methodologies are given below.

Figure 2 depicts the predictive approach for energy consumption analysis in four different scenarios, which are given as:

- Machine learning models
- Deep neural network learning models
- Attribute optimization models
- Smart city-driven models
2.1. Machine Learning Models

Machine learning is a sub-branch of artificial intelligence, and it is a collection of statistical algorithms which are trained from existing data without explicit programming. In general, the AI-displaying approach for building energy utilization is investigated in this section as an essential advancement towards the better comprehension of energy utilization. As indicated, building energy utilization can be arranged into three gatherings, i.e., engineering, statistical and hybrid approaches. The engineering approach manages the actual display of energy efficiency utilization by applying the laws of thermodynamics utilizing building structure-level information. This technique isn’t appropriate for application at the metropolitan scale because of its huge information and computational overhead. As such, it is utilized to appraise the energy utilization of small infrastructures accumulated over metropolitan regions. The statistical approach decreases the actual displaying endeavors, and it can give sensible evaluations. This is applied to the commercial structural level energy utilization data sets. AI techniques fall into this classification. Hybrid techniques include a combination of engineering along with the basic statistical methodology. A common element among these three approaches is that the accessibility of the applicable information is restricting. As such, the requirement of valid information is important for any statistical modeling approach or computational learning approach. Our study reviewed the performance of different machine learning techniques and analyzed the impact of these techniques related to energy consumption at the building level [14]. The commonly used machine learning techniques used in the study are XG Boost, Bagging, SVR, KNN, Ada Boost, Linear SVR, ANN, Random Forest, Linear Regression, Ridge Regressor, Elastic Net and Lasso regression. One significant part of machine learning is the model determination. Therefore, in our study, we investigated distinctive machine learning models and attempted to represent a reasonable model for the expansion of the model exhibition to forecast building energy retention and utilization.

2.2. Deep Neural Network Learning Models

Economic development depends on the annual energy consumption in the residential, industrial and urban sectors. Early machine learning models play a vital role in the analysis of energy consumption modeling. Still, due to the enormous development and rapid increase of the energy consumption data value, the energy demand is growing accordingly. Therefore, the machine intelligence learning models do not effectively forecasting energy retention. As such, in this scenario, deep neural networks or deep learning models effec-
tively work on this large volume of data for analysis. Deep learning turns out to be better because of its efficient strategy for the execution of the internal hidden layers [15]. Moreover, the deep neural network techniques have been used for energy retention analysis and forecasting by applying the following techniques: Convolutional Neural Networks (CNN), Recurrent Neural Networks (RNN), and Long Short-Term Memory (LSTM). The expectation approach is dependent on the deep neural network learning strategy joining genetic algorithm-based calculation with the Long Short-Term Memory approach. In Section 4, we represent this model. The audit found that transformative deep learning models have preferred execution over traditional and standard prediction models on the off chance that energy utilization displays.

2.3. Attribute Optimization Models

According to [16], the smart utilization of building structural level energy consumption and optimization is not enough to address the requirements of the planners or stakeholders. As such, building energy consumption analysis also provides a more challenging framework for attribute optimization in energy efficiency modeling. Moreover, in order to overcome the issue of energy optimization in different commercial or residential building structures, some optimization techniques have been used, such as the Genetic Algorithm (GA), Particle Swarm Optimization (PSO) and Evolution Strategies (ES). These strategies are types of meta-heuristic streamlining procedures which are environmentpropelled in numerical enhancement measures.

2.4. Smart City-Driven Models

Energy productivity utilization in the public sector is a significant factor in smart cities because buildings are the biggest energy consumers for industrial and commercial buildings [17]. As such, the recent improvement of computational machine intelligence techniques has not been applicable enough in this domain. In this work, we reviewed the ways in which the big data framework is integrated with the machine learning techniques for designing intelligent systems related to the smart city-driven energy consumption models. As indicated by [17], such an innovative revolution of the energy utilization scheme can build energy effectiveness for society and gives a degree of administration and a better environment for the general public. Online information bases are utilized to look through the exploration of articles in the survey process. The most relevant successions of inclination for the search are journals, book chapters, and conference proceedings. Then, the information is checked in the research articles corresponding to the relevant sectors.

The flowchart presented in Figure 3 depicts the methodology followed in collecting the articles for the review. The detailed steps involved in this flowchart for the entire review process of our work are given as:

Step 1: Searching research articles from the online databases. We collected the relevant journals, conference articles, or book chapters from different databases, such as Science Direct, IEEE Explore, Springer, ACM DL, Taylor and Francis, Google Scholar and others. Among these databases, we surveyed the Direct Science articles for our review process.

Step 2: In this step, our preference was generally given for journals and conference proceedings from the online databases. If this was fulfilled, then the review process is relevant; otherwise, it was rejected.

Step 3: Here, the objective of the review process was defined by using Step 1 and Step 2. Our primary objective was to analyze the different scenarios for energy consumption modeling related to commercial building energy consumption, residential building sector energy analysis, the smart city and energy consumption prospective, the spatial distribution of building energy through satellite imagery, building energy optimization, and modeling.

Step 4: The use of the relevant methodology for energy consumption modeling. In this step, we reviewed the relevant algorithms or methodologies like AI-Based Algorithms, Machine Learning/Deep Learning Algorithms, Deep Q-learning and the Deep Policy
Gradient method, the Optimization Technique, statistical approaches like the ANOVA Technique, and Geospatial Building energy analysis using ML Algorithms.

Step 5: In this step, we represented the different real-time data sets used to design the energy utilization model.

Step 6: In this step, our review process was accepted if all of the previous steps were successes; otherwise, it is in the rejected phase.

Figure 3. Flowchart of the review methodology.

3. Evolution Concerning the Energy Consumption Domain with Predictive Intelligence

This section discusses the gradual rise of energy consumption and utilization in the context of predictive intelligence approaches. The energy consumption domain can be systematically aggregated into various elements based on certain parameters. Here, authors intend to analyze the eventual application of predictive models in the energy
consumption sector over a period of time. Different elements of analysis are conveyed and organized in the survey process, which includes counting the research articles investigated in different publication platforms, article distribution using machine learning approaches, optimization-based article segregation, research works supported by the smart city and energy consumption perspective, and geospatial data analytics-enabled analysis amongst the categories of survey.

Around 100 papers were extensively reviewed, including the journals and proceedings that gradually showed up over time in global platforms with importance to the subject of interest, as demonstrated in the flow chart in Figure 3. Applied Energy, Energy and Buildings, and Sustainable Cities and Society have the maximum number of surveyed papers, which sum up to 43 in number. IEEE Access and Taylor and Francis also have journals related to this survey process. The overall summary is highlighted in Table 1.

| Sl. No. | Publication Platform                                      | Article Type      | Number |
|---------|----------------------------------------------------------|-------------------|--------|
| 1       | Applied Energy (Elsevier)                                | Journal           | 20     |
| 2       | Energy and Buildings (Elsevier)                          | Journal           | 15     |
| 3       | Renewable and Sustainable Energy Reviews (Elsevier)      | Journal           | 8      |
| 4       | Visualization in Engineering (Springer open)              | Journal           | 1      |
| 5       | Sustainable Cities and Society (Elsevier)                | Journal           | 6      |
| 6       | Renewable and Sustainable Energy Reviews (Elsevier)      | Journal           | 2      |
| 7       | J. Parallel Distributed Computing (Elsevier)             | Journal           | 1      |
| 8       | Energy Systems (Springer)                                | Journal           | 1      |
| 9       | IEEE Explore                                             | Conference        | 4      |
| 10      | International Journal of Information Management (Elsevier)| Journal           | 1      |
| 11      | Energies Article MDPI                                    | Journal           | 6      |
| 12      | Energy (Sci. Verse Science Direct)                       | Journal           | 2      |
| 13      | IET Journals                                            | Journal           | 1      |
| 14      | Remote Sensing Article MDPI                              | Journal           | 6      |
| 15      | Expert systems with Applications (Elsevier)              | Journal           | 1      |
| 16      | Building and Environment (Elsevier)                      | Journal           | 10     |
| 17      | Science of the Total Environment (Elsevier)              | Journal           | 1      |
| 18      | IEEE Access                                              | Journal           | 5      |
| 19      | Science Direct Procedia 51st CIRP Conference on Manufacturing Systems (Elsevier) | Conference | 1 |
| 20      | Journal of Building Performance Simulation (Taylor and Francis) | Journal | 4 |
| 21      | Others                                                   | Journals/books/proceedings | 7 |
|         | Total                                                    |                   | 100    |

A substantial amount of research works relating to the diverse machine learning approaches came into the limelight in the context of energy consumption prediction. It may be inferred that the majority of the usage of the relevant predictive intelligence methods in the energy consumption domain are applied to commercial or residential building architectures in urban regions. Furthermore, it was noticed that neural network-based models and support vector machine variants are the two approaches which are the most widely and successfully implemented machine learning models. A summary of the important machine learning approaches along with their research objectives is depicted in Table 2.
### Table 2. Distribution of the algorithms based on the machine learning approach.

| Author Name                        | Type of Classifier                        | Research Objectives                                                                 |
|------------------------------------|-------------------------------------------|-------------------------------------------------------------------------------------|
| Kadir Amasyali et al. [18]         | SVM, ANN, Decision Tree                   | Presents an information-driven technique for data pre-processing and feature analysis. |
| Hai-xiang Zhao et al. [19]         | Linear Regression & Random Forest          | Proposes an ML framework to analyze input features for energy performance of residential buildings |
| Athanasios Tsanas et al. [20]      | Back-propagation neural network (BFNN), radial basis function neural network (RBFNN) | Represents four AI strategies to increase prediction accuracy of hourly surface heating energy retention. |
| Zeyu Wang et al. [21]              | ANN, GA                                   | Presents Compact RIO for utilization of ANN algorithm in smart buildings.            |
| Safae Bourhnane et al. [22]        | Ensemble Bagging Trees (EBT)              | Presents ensemble learning model to enhance prediction accuracy over other AI methods. |
| Zeyu Wang et al. [23]              | Back-propagation neural network (BPNN), radial basis function neural network (RBFNN) | Represents four AI strategies to increase prediction accuracy of hourly surface heating energy retention. |
| Radis et al. [25]                  | Regression neural network (GRNN) and (SR) | Various ANN models are ensembled to increase the prediction accuracy.                |
| Badal et al. [26]                  | Multiple linear regression and classifiers | Presents a survey of AI relevant forecasting and control issues.                     |
| China Shazia et al. [27]           | ANN, Polynomial Regression                 | Predict future energy demand in urban buildings using two basic ANN models           |
| Cheng Fan et al. [28]              | Data mining approach, ensemble model, GA   | Present day-wise energy consumption using data mining                                |
| Mel Keytingan M. Shapi et al. [29] | SVM, ANN, KNN                             | Represents an approach for energy consumption in Microsoft based cloud technology used in smart buildings. |
| Abbes et al. [30]                  | 3DEM software                             | Represents software based prediction Model for wind energy computation.              |
| Lai Wei et al. [31]                | Multivariate adaptive regression spline (MARS), SVM and boosting. | It denotes six statistical computation techniques to compute household building energy consumption. |
| Wang Yi et al. [32]                | Least Squares Support Vector Machines (LS-SVM) | To present LS-SVM by using statistical information.                                |
| Richard E. Edwards et al. [33]     | ANN, SVM                                  | Represents different machine learning algorithms using sensor data for residential energy consumption. |
| David Solomon et al. [34]          | Support Vector Machine Regression (SVMR)  | Present the regression analysis by using the building features.                     |
| Xiaoli Li et al. [35]              | Canonical variate analysis (CVA)           | Design building energy consumption system to forecast unwanted energy usage.         |
| Kai-Quan Shen et al. [36]          | SVM                                       | Represents the feature-selection technique for SVM.                                 |
| Miriam Benedetti et al. [37]       | ANN                                       | Presents application of neural network algorithms using massive data and proposes a new ANN model for effective energy retention. |
| Federico Divina et al. [38]        | XG Boost, ANN, Regression Tree (RT),       | Present comparative analysis of different prediction strategies for non-residential buildings. |

Optimization techniques are like a catalyst in enhancing the accuracy of a prediction model. Less significant features are dropped from the dataset using a suitable optimizing method, thereby enhancing the prediction accuracy. Some of these methods are also used along with predictors in the optimization of the energy consumption performance. As many as 15 articles were surveyed that used such optimization algorithms. A genetic algorithm-based optimization was observed to be more frequently used. Fuzzy c-means
and PSO methods were other optimization approaches used in the existing studies. Table 3 summarizes some vital research articles arranged in terms of their energy consumption optimization techniques.

**Table 3.** Research articles based on optimization techniques.

| Author Name                  | Method Used                           | Research Objectives                                                                                                                                 |
|------------------------------|---------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------|
| A. Arabali et al. [39]       | Fuzzy C-Means (FCM) clustering, GA    | Minimizing the cost and increasing the energy efficiency.                                                                                             |
| HasnaeBilil et al. [40]      | Multi-objective Optimization,         | Presents multi-objective formulation to optimize the annual renewable energy cost                                                                     |
| Francesco De Angelis et al.  | Mixed-integer linear programming      | Provides a linear mathematical programming-based approach to produce an optimized solution in terms of energy retention renewable sources.           |
| Zibo Dong et al. [42]        | PSO, SVM                              | This work has been used to predict hourly Solar irradiance.                                                                                           |
| Daniel Tuhus-Dubrow et al.   | GA                                    | To optimize building structures for residential buildings.                                                                                              |
| Laurent Magnier et al. [44]  | GA, ANN                               | This work represents the multiple objective-based optimization functions to thermal energy utilization in residential buildings.                     |
| Youssef Bichiou et al. [45]  | GA, PSO                               | To optimally select the different building features for better energy consumption.                                                                       |
| Elena Mocanu et al. [46]     | Deep Q-learning, Deep Policy Gradient | Presents an optimization methodology by combining Reinforcement Learning with Deep Learning.                                                           |
| Hai-xiang ZHAO et al. [47]   | Feature selection                     | To represent the feature optimization techniques.                                                                                                      |
| Chirag Deb et al. [48]       | Time series analysis                  | To study different computational machine intelligence models using the time series forecasting approach.                                                 |

Regulating the effective energy consumption is very crucial in populated developed regions, especially in a smart-city environment. With time, a few research works were carried out in this context and a review study was performed to determine the issue of facilitating [49] big data usage and intelligence [50] into frameworks for the regulation of the energy utilization of public region units as a critical piece of smart city management and improvement [51,52]. Around 10 articles were recorded that discussed the energy retention concern in smart cities. Table 4 shows four important articles related to the smart city and energy consumption perspective.
Table 4. Research articles based on smart cities and energy retention.

| Author Name                   | Methodology Used              | Research Objectives                                                                 |
|------------------------------|-------------------------------|-------------------------------------------------------------------------------------|
| Waleed Ejaz et al. [53]      | IoT, Optimization techniques | Represent the energy ware optimization and challenges in smart cities.               |
| Doost, H. et al. [54]        | IoT, Internet of Energy (IOE) | To develop an environment for smart building for smart consumption of energy usage.  |
| Gianmarco, Baldini, et al. [55] | IoT                         | Present the cognitive management framework for smart cities.                         |
| Guotai Zheng et al. [56]     | Big data, IoT, Cloud computing | This study represents the attributes and design framework of the smart city Energy Interconnection. |

Recent advances in the energy consumption field are slowly emerging with respect to geospatial analytics. In a research work, the night light [57] imagery from the VIIRS instrument onboard the SUOMI NPP satellite as a marker of household energy usage in the United States was analyzed. It is also discovered, in another recent hypothesis, that evening lights can clarify as much as 90% of the changeability in energy utilization in the United States, depending on their condition and geospatial scale [58]. Table 5 shows the presence of three research articles in the energy consumption domain by geospatial data analysis.

Table 5. Research articles based on geospatial data [58].

| Author Name                           | Methodology Used          | Research Objectives                                                                 |
|---------------------------------------|---------------------------|-------------------------------------------------------------------------------------|
| Daniel, Sylvie, and Marie-Andree Doran. [59] | ICT, IoT                  | Address issues and challenges to develop the geo informatics-driven approach in the Smart City. |
| Alberto Fichera et al. [60]           | GIS, Optimization algorithms | To present a general energy-efficient model by using the GIS tool.                    |
| Simon C. Taylor et al. [61]           | Geospatial analytics      | Present spatial circulation of building energy utilization.                          |

Different variants of survey regarding energy consumption prediction have been undertaken over time. Since 2008, the energy consumption field has been in contention. Since then, there has been a constant rise in the exploration of this domain with different intelligent approaches. Figure 4 depicts the overall growing trend in the number of research articles published over the years in various publication platforms altogether. The observed pattern shows that, in the initial years, there were very few articles in this domain. However, in the past three years since 2018, more curiosity has led to around 29 research works being published globally. However, it has to be noted that the use of computational machine intelligence learning techniques was introduced in 2016, which shows the rapid change in energy retention-related research works.

As indicated by [62], machine intelligence-based predictive models were mainly introduced during 2018. During this period, several algorithms and predictive models were introduced and deployed in real time. An overall distribution of the percentages for the learning calculations applied to building the energy utilization forecast was performed. Among those models, it was observed that frameworks based on artificial neural networks and support vector regression were predominantly used as far as energy consumption analysis is concerned. For example, artificial neural networks have 41%, the regression technique has 26% and support vector regression has 12%, forming the bulk of the analysis. Figure 5 represents the composition of the primary prediction approach for energy consumption analysis in building-level energy management.
The research shows that the overall performance of ANN is the preferable technique used among other categories because of its efficient and reliable prediction approach. Regression models are also used as a long-term building energy prediction approach due to their simple computational strategy and ease of use. SVR algorithms are also used as a good classification task for their prediction accuracy. Other algorithms like the ensemble approach, decision tree, LSTM, and time series approach, etc., can also be used to build an energy consumption analysis.

4. Survey of Related Works and Predictive Models

Here, we present a brief overview of the research studies directed earlier in the context of energy utilization in residential and commercial buildings in urban regions with the assistance of predictive learning strategies during the survey. As demonstrated by the energy utilization in buildings of urban and smart cities is deeply influenced by various factors, such as encompassing atmospheric situations, building design plans and features, the action of different sub-level parts like lighting systems, HVAC frameworks, and their...
conduct. This exploration work is performed during the structure plan of buildings. Accurate forecasts can be achieved by completely investigating each affecting factor. In European countries, the building structure area is one of the greatest energy-consuming factors, with about 40% to 50% energy utilization [63]. As per the report, the authors suggest three methodologies; the fundamental methodology is subject to physical models, which are confined to three categorical groupings. Then, in the second approach, the computational machine intelligence models are used for the assumption of the energy utilization. The last methodology, called a hybrid system, uses both physical and computational intelligence techniques [64]. They suggest sensor-based models using machine learning procedures to induce relationships among the utilization and impact factors (e.g., climate, the season of the day, past utilization). While sensor-based prediction models have been used for public sector building structures, not much investigation has been carried out into this information-driven strategy to manage multi-label private building structures. In a study [64], the authors reported the energy utilization in residential and commercial urban building structures from 2001 to 2011, with a detailed summary of the past, present and future trends of energy demands for the per capita energy consumption demands of a country. This research also provided a brief idea for the policymakers to monitor, manage and decrease the energy utilization in the building structures of the urban population. The discussion in [65] addresses the three most famous strategies that are utilized for building energy retention, which include the general engineering approach, the statistical method and the computational machine intelligence method. Among these strategies, the computational machine intelligence method incorporates the other two methods and is the most generally applied strategy in forecasting. Again, in another vital analysis indicated by the exploration in [65], the authors reviewed a detailed analysis of the electrical energy forecasting in urban region buildings by utilizing machine intelligence-enabled methodologies, e.g., support vector machines (SVM) and artificial neural networks (ANN), while proposing a hybrid model by combing the given two methodologies. This hybrid model was also compared with some other existing models in order to analyze its performance. The analysis demonstrated its superior forecasting performance compared to the other models under consideration. Table 6 presents a brief comparison of the different forecasting methods considering certain criteria. Conventional engineering methods, statistics-based techniques, neural network-based models and SVM models were used for the purposes of the analysis. The same data set and instances were used for all of the models. It basically represents the comparison of different types of computational approaches based on factors like the complexity level of the data, the model’s usefulness and its execution speed. Here, a good data complexity level indicates that the data set samples are either fewer or that limited feature sets are used for these models. Then, attempt was made to represent the best computational approach as per the prediction accuracy. According to the computation time required for every model, the execution speed is mentioned in this study. It was observed that, as far as the complexity in the datasets, execution rate and accuracy are concerned, both basic engineering and neural network models perform very well. Although neural networks are relatively challenging to use, they are still the most preferred model for energy consumption analysis compared to the others. The ANN computations are the most broadly actualized because of their exactness and their capacity for learning verifiable examples while analyzing the information. ANNs, additionally, are more appropriate for solving and analyzing nonlinear complex problems.

| Model Type               | Model Input Data Type      | Model Efficiency | Model Performance |
|--------------------------|----------------------------|------------------|-------------------|
| Engineering approach     | Both present and past samples | good             | Moderate accuracy |
| Neural network approach  | Based on past samples      | Best             | Optimum accuracy  |
| Support Vector machine   | Based on past samples      | average          | Good accuracy     |
An electricity consumption model [65] was utilized by Wong et al. in 2010, estimating the long-term power utilization in the energy-concentrated assembling ventures of urban industries. The variation in electrical unit consumption was compared with that of the utilization using an ANN and regression model, as depicted in Figure 6. It was again noted that the ANN-based model proved to be more productive than the regression model, and thereby consumed fewer electrical units, as it deals with nonlinear problems in a better way.

![Figure 6. Analysis of electricity consumption variation using ANN and regression models.](image)

Furthermore, the error analysis utilizing Mean Absolute Percentage Error (MAPE) for ANN was recorded to be 0.0099, while for the regression model it was 0.075, and was thus significantly lower than the regression model. Thus, it was inferred that ANN exhibits better performance than other nonlinear models. According to [65], a unique system for the calculation of the energy usage of a commercial building structure in an urban area can be generated from a predetermined count of different building design features using public data collected from different residential or commercial sectors.

In a few more studies, the analysts utilized some tools to consider the conveyance and determinants of energy usage in huge building structures in a city. As indicated by the exploration, these arrangements only cover a small subset of the building structures in a given city, which are able to regulate a small amount of energy utilization at the metropolitan label. Thus, in order to overcome this limitation, it presented a proactive model of energy usage driven by an information-driven methodology for combing city-level infrastructures. Computational algorithms like linear regression, neural networks, random forests and support vector machines were applied to the city’s infrastructure energy management, and were subsequently used to predict the future consumption of power. The model prototype accuracy was assessed at the construction and postal division phases using the genuine use of information. In few research works, the authors provided an optimization-driven approach to integrate different information mining techniques such as random forests, hierarchical and k-medoidsclustering. With further exploration, some research works proposed a deep learning predictive methodology with a long term transient memory intelligence model for the regulation of energy usage in urban buildings to decrease the information amount and coordinate the inter-building impact with the information-driven energy model.
The authors in [66] took five average building structures with energy usage information from 2015 to 2018 on two primary institutional grounds. They investigated the consequence of LSTM, ANN and SVR with five unique classes of building types, such as administrative, research, academic, dormitory and service buildings. The exhibition of the energy utilization over all of the buildings was analyzed and assessed on the basis of Mean Absolute Percentage Error (MAPE) measurements as depicted in Figure 7.

![Figure 7](image_url)

**Figure 7.** MAPE value for different buildings using LSTM, ANN and SVR models for energy utilization.

The MAPE value between the predicted energy \( y_t \) and the actual energy \( y_{a,t} \) of the building for a given sample size \( n \) is represented in Equation (1) as:

\[
\frac{1}{n} \sum_{i=1}^{n} |(y_i - y_{a,i})/y_{a,t}|
\]  

(1)

As per the observations, the LSTM model can be said to be the most consistent model. The result found in this assessment is that the LSTM based technique can improve multiple building structures’ expected precision on the city scale. In recent times, with the rise in technology, energy utilization in campus buildings was also investigated using deep learning models. Deep learning turns out to perform better because of its incredible capacity to learn hidden patterns. Thus it is inferred the evaluation performance of the deep neural network learning model to be superior than the regular AI models, e.g., linear regression, support vector machines and decision trees. The detailed examination is given in Table 7.
Table 7. The correlation of the absolute error dispersion for the deep learning (DL) and contrasting models [66].

| Error (in Megawatt) | Deep Neural Network Learning Model | Linear Regression | Support Vector Regression | Decision Tree |
|---------------------|------------------------------------|-------------------|---------------------------|--------------|
| 0–0.5               | 2407                               | 2257              | 2393                      | 2499         |
| 0.5–1               | 2232                               | 1993              | 2171                      | 2239         |
| 1–3                 | 5182                               | 4289              | 4792                      | 4060         |
| >3                  | 1169                               | 2451              | 1634                      | 2192         |
| Mean Absolute Error (MAE) | 17.36                           | 28.23             | 26.22                     | 29.49        |
| Model Correlation Coefficient (r) | 0.854                          | 0.785             | 0.762                     | 0.775        |

The information in Table 7 shows that the model correlation coefficient and mean absolute error of the deep learning model are better than that of the ordinary AI model. It highlights the absolute error coverage by applying deep learning and other models for comparison. It is noteworthy that, in the error range below 0.5 Mwh, deep learning performs averagely. However, data samples in deep learning models where the absolute error is beyond 3 Mwh are 10.6%, which is less than other models like SVM, LR and DT. This signifies that a very small portion of the values predicted in the deep learning model generate a large error value over 3 Mwh. The highest absolute error of the deep learning model was found to be 17.36 Mwh, and it is rather less than the other models under consideration. This highlights the model correlation coefficient value for the predictive models. It denotes the linearity between two feature variables from a given dataset, while the mean absolute error is determined by averaging the absolute error for all of the instances divided by the total number of data samples in the data set. As per the observation, the model correlation value of the linear regression is 0.785; for support vector regression it is 0.762, and for decision trees it is 0.762, which are relatively less than the deep neural network model, with its 0.854 value.

For an actual value of variable $x_i$ and the predicted value $y_i$, the Mean Absolute Error (MAE) for $n$ number of data samples is given in Equation (2) as:

$$\text{MAE} = \frac{\sum_{i=1}^{n} |y_i - x_i|}{n}$$  \hspace{1cm} (2)

The model correlation coefficient ($r$) for the $x_i$ and $y_i$ variables in a data sample, with $x_j$ and $y_j$ representing their mean values, respectively, is reflected in Equation (3) as:

$$r = \frac{\sum (x_i - x_j)(y_i - y_j)}{\sqrt{\sum (x_i - x_j)^2 \sum (y_i - y_j)^2}}$$  \hspace{1cm} (3)

The absolute error appropriation demonstrates that the deep learning model delivers a higher level of outcome. In this manner, the deep learning model shows focal points in various measurements. As indicated by [66], this survey examines the energy consumption forecast approach depending on the developmental deep neural network learning strategy incorporated with the genetic algorithm and long short-term memory to improve its objective function. The exhibition of the improvement forecasting model was verified by utilizing the datasets of public building structures for residential and commercial building structures. As such, the exceptionally transient forecast and the outcomes found that developmental deep learning strategy models have preferred execution over customary and standard computational models. Table 8 provides the detailed classification of the machine learning techniques with the features taken for analysis in this survey.
Table 8. Outline of the computational machine learning methods for the analysis of building energy utilization and execution.

| ML Algorithms Used                  | Prediction Term | Building Type                  | Features Taken                                                                 | Reference                                           |
|-------------------------------------|-----------------|--------------------------------|--------------------------------------------------------------------------------|-----------------------------------------------------|
| ANN, Regression                     | Year            | Industrial sectors             | The total cost of power in every area, number of consumers, the cost mean of petroleum products, Electricity utilization. | Azadeh, M. Ali, and Sara Sohrabkhani. [67]           |
| ANN, SVM, Statistical               | Year            | Residential, commercial       | Complete heat loss coefficient, absolute warm limit, and gain factor, which is valuable in breaking down warm conduct of building or sub-level frameworks. | Hai-xiang Zhao, et al. [68]                         |
| ANN, SVM, GA                        | Year            | Residential                    | Space heating, appliances & Lighting, space cooling, Domestic hot water, other usages. | Aurelie Foucquier et al. [69]                       |
| ANN, SVM, LSSVM                     | Year            | Residential, commercial       | Domestic hot water, Space heating, space cooling, other usages.                  | A.S. Ahmad et al. [70]                              |
| SVM, ANN                            | Daily           | Residential, commercial       | Ideal granularity happens at the by floor in hourly transient spans.            | Rishee K. Jain et al. [71]                          |
| XG Boost, Regression, Random Forest, SVM, KNN, Ada Boost, Linear SVR, | Year            | Commercial building           | Square footage, Cooling degree days, heating degree days, principal/primary building activity. | Caleb Robinson et al. [72]                          |
| Linear regression (OLS), random forest, and SVM | Year            | city-scale energy use in buildings | Surface to Volume Ratio (SVR), Floor Ratio, the total number of Floors, Year Built, Proportion Residential, Proportion Office, Proportion Retail, Proportion Storage, and Proportion Factory. | Constantine E. Kontokosta et al. [73]               |
| Data mining techniques              | Year            | Large stock of school buildings | Features are distinguished into Intervention Features (IF) and Configuration Features (CF). | Lorenza Pistore et al. [74]                         |
| Deep Learning LSTM model            | Year            | Five typical building groups in institutional campuses | Space heating, appliances & Lighting, space cooling, other usages.               | Wei Wang et al. [75]                                |
| Fully Connected Neural Networks (FCNN), LSTM, Decision Trees, SVM | Year            | City Buildings                 | Building appliances load: Baseload, Partially flexible load, Flexible load        | Anil Kumar et al. (2019) [76]                       |
| Ensemble learning approach          | Year            | An institutional building, Rinker Hall, in the University of Florida campus | Outdoor Temperature, Dew Point, Relative Humidity, Barometric Pressure, Precipitation, Wind Speed, Solar Radiation, Number of Occupants, Time of Day, Workday Type, | Zeyu Wang et al. [77]                              |
| Regression artificial neural networks and support vector machine (SVM) | Year            | Commercial buildings           | Building thermal loads                                                           | Dimitrios Stavros- Kapetanakis et al. [78]         |
| ANN, SVR, Random forest, Gradient boosted regression trees | Year            | Commercial, residential       | Degree Days, Dry Bulb Temp (Hourly), Dry Point Temp (Hourly), Global Horizontal Irradiation (Hourly), Direct Normal Irradiation (Hourly), Humidity (Hourly) | Saleh Seyedzadeh et al. [79]                        |
| Neural networks, Linear regression, Random forests, Quantile regression, Regression trees, Support vector regression, Ridge Regression, Bagging ensembles, Bayesian models, Gradient boosting | Year            | Smart building                 | Underfloor Heating Status, Underfloor Heating Temperature, Air Condition Status, Air Conditioning Temperature, Air Conditioning Humidity, Humidity, Temperature, Solar radiation, Indoor temperature, Previous indoor temperature | Sadi Alawadi et al. [80]                           |
In addition to these explorations, the authors carried out a system analysis for the calculation of the energy usage of an urban commercial building structure using the Commercial Building Energy Consumption Survey (CBECS) dataset [81]. Different classifiers and regressors were used in the implementation, which includes XG Boost, Bagging, MLP, Random Forest, SVR, KNN and lasso regression. The error rate was computed in terms of the mean square error (MSE) and root mean square error (RMSE). It was observed that the MLP model generated a comparatively lower MSE and RMSE than other models implemented. The analytical results are summarized in Figure 8.

Figure 8 shows that the MLP model offers the best performance for the prediction of commercial building energy utilization because it keeps up the adaptability in setting an objective function, implicit cross-validation and the treatment of missing qualities, and accomplishes parallel processing. The MSE is given in Equation (4) as:

\[
\text{Mean squared error (MSE)} = \frac{1}{n}\sum_{i=1}^{n}(Y_i - \hat{Y})^2
\]

(4)

The \( r^2 \) values are calculated between the predicted values, \( \hat{Y} \), and the actual values, \( Y_i \), as given in Equation (5):

\[
\begin{align*}
\text{\( r^2 \) (\( Y_i, \hat{Y} \))} &= 1 - \frac{\sum_{i=1}^{n}(Y_i - \hat{Y})^2}{\sum_{i=1}^{n}(Y_i - \bar{Y})^2} \\
\end{align*}
\]

(5)

where \( \bar{Y} \) is represented as the mean value of \( Y \).

5. Author Observations with Future Perspectives

We reviewed different ML algorithms and AI Techniques to forecast the building-level energy retention and optimization in this work. The essential perception from the survey is that machine-learning procedures like neural networks, support vector machines, decision trees and K-means models are generally used models because they offer better outcomes in less time. The application of machine-learning procedures to address building energy utilization undertakings has been expanding from 2008 until today. It is expected to be a constant curious zone of research in the near future. Our survey indicates that, apart from MI techniques, deep learning models and optimization techniques have played a constructive role in the research of energy consumption analysis in urban sector buildings. As indicated by the data-driven expectation approaches are more proper than the engineering methodologies. They give a proficient technique for the open data (energy
usage, climatic, transient and inhabitant), which are not hard to secure from the structures through IoT and correspondence propels.

Many building structures’ energy utilization undertakings can be perceived as multi-objective optimization problems by reasonably recognizing and confirming the multiple objectives. Accordingly, multi-objective optimization techniques can be utilized to promote an advancement in their dynamics. As per [82], this examination surveyed evening light pictures received from the VIIRS instrument onboard the SUOMI NPP satellite as a measure of the household energy usage inside states, zones and metropolitan networks in the United States. The regression analysis of the geospatial information is the lone approach attempted in this investigation [82]. As such, in the future, some high-level and hybrid AI-based intelligent models could be utilized for the optimization of energy retention. Some of the latest exploration research works, along with their objectives, are highlighted in Table 9. This investigation can be used by researchers and towards the development of more innovative energy utilization-based intelligent frameworks.

| Author(s)                        | Published Platform                  | Objective of Research                                                                                                                                                                                                 |
|----------------------------------|-------------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Cawar et al. [83]                | Science Direct- Energy and Buildings (2018) | The research aimed to provide insight of use of statistical regression methods in energy prediction.                                                                                                                       |
| Nivethitha Somu et al. [84]     | Science Direct-Applied Energy (2020) | This model performed best in energy utilization in terms of measuring metrics like mean absolute error, mean absolute percentage error, mean square error, root mean square error.                                             |
| Marijana Zekic-Susac [85]       | Science Direct-International Journal of Information Management (2020) | This work points how to consolidate the Big Data stage and AI into a keen framework for overseeing the energy effectiveness of urban areas as a significant piece of smart city development. |
| Abdulazizalmalq et al. [86]     | IEEE Access (2020)                  | This study proposes a developmental deep learning technique with a genetic algorithm and Long Short-Term Memory.                                                                                                       |
| Derek Fehrer, et al. [87]       | Energy and Building (2018)          | This study assesses usage of spatial distribution of power through satellite vision at night.                                                                                                                           |
| Dong, et al. [88]               | Energy and Building (2005)          | This study assesses usage of SVM to predict energy consumption in tropical places.                                                                                                                                     |
| Ekici et al. [89]               | Advances in Engineering Software (2009) | This study aims to forecast power retention prediction using neural networks.                                                                                                                                         |
| Caleb Robinson, et al. [90]     | Science Direct-Applied Energy (2017) | Gradient boosting models play out the best technique for commercial building energy utilization. The forecasts on normal within a factor of two from the original energy utilization esteem of r² score are 0.82. |
| Mishra, et al. [91]             | ICTCS (2016)                        | This paper gives a detailed review of the three basic methods of ML including Computational intelligence, which has been applied in estimating diabetes in urban energy sector.                                           |
| Saleh Seyedzadeh et al. [92]    | Sustainable Cities and Society 47 (2019) Elsevier | This study explored the precision of most well-known ML models in the expectation of structures warming and cooling loads.                                                                                                 |
| Smrutishikta Das et al. [93]    | IEEE CISPSSE-2020Conference         | This work essentially centered on the treatment of continuous energy usage and following out the energy utilization conditions. From openly accessible data, different information pre-handling principles have taken and arranged the information for the multivariate forecast model. |
| Daniel Tuhus-Dubrow, et al. [94] | Neuro computing, (2016)             | In this study, hybrid techniques are used in terms of different simulation tools to predict solar radiation values.                                                                                                       |
In this survey, we also analyzed the role of computational intelligent techniques in developing an intelligent framework for overseeing energy efficiency [95]. Various algorithms and methodologies are already in use for the restriction of energy utilization in urban infrastructures. Among these algorithms, it was observed in the analytical survey that artificial neural network-enabled models are widely popular, and are preferred in many models related to energy utilization in urban regions. There are numerous benefits offered by neural networks, which make them a popular choice in this domain. Some of these advantages are as follows.

- They can be used as an information storage interface.
- They have the capability to function with incomplete knowledge.
- They are fault tolerant.
- They offer distributed memory storage.
- There is the option to train the system.
- They have parallel processing capability.

Throughout the survey analysis, several predictive models were employed to generate varying results [96]. The performance of an energy consumption predictive intelligence model is dependent on the sample dataset size that is used for the prediction, and the proper selection of the deployed model. For this, a sensitivity analysis is required to quantify the association between the data size and the prediction model’s performance. Generally, it was observed that the model’s performance is enhanced with the increase in size of the data samples used. As an instance, a sample energy consumption CBECS dataset was used for a demonstration, with ANN used as the predictive model. Different dataset sizes starting from 100 samples and going up to 20,000 samples were used for the purpose [97,98]. It was observed that the prediction accuracy was relatively lower when fewer data samples were used. It showed an accuracy of 70.2% with a sample size of 1000. The accuracy suddenly shot up to 83.4% when the sample size rose to 1100. Subsequently, the optimum accuracy of 93.4% was recorded with 2000 samples. The outcome shows the variation of the model’s performance with respect to the dataset size. It is clearly seen in Figure 9 that there is a performance increase with an increase in data size.

![Figure 9. Sensitivity analysis with respect to the data size using CBECS dataset samples.](image)
Another approach to interpret the sensitivity analysis is by exploring the significance of each attribute in the dataset on the prediction performance [99]. The significance of an attribute can be known by setting scores for all of the input attributes to indicate the relevance of every attribute during the prediction. This can be fruitful in a predictive intelligence model to understand the data, to understand model, and to reduce the attribute count, thereby retaining only the vital ones. Sub-sampling and parallelization can be used as a sensitivity analysis to determine the important attributes. Besides this, methods like mutual information and correlation coefficients can also be utilized to assign scores to each of the attributes, based on which less relevant attributes can be dropped. A suitable correlation graph can be used to study the correlation among attributes. It can be viewed as a two dimensional tabular form that summarizes the prediction impact of a model. It can determine a rough direction of the interrelationship among all of the attributes. Another visualization tool named SHAP (SHapley Additive exPlanations) can be applied to interpret the prediction of a data sample by finding the contribution of an individual attribute to the prediction process. The basic idea is that the attributes with larger shapley values are considered to have more impact.

Furthermore, we present two novel energy utilization and prediction frameworks which can be developed by integrating predictive intelligence with the optimization approach, which can be designed for better energy efficiency and consumption in urban sector buildings for smart cities.

By integrating the machine learning-based approach with model optimization, we propose one architecture for better energy efficiency analysis and consumption in smart city public sector buildings.

The given Figure 10 represents the detailed design architecture of an energy consumption model for public sector buildings in smart cities.

Figure 10. A multi-purpose predictive model for energy efficiency computation in the urban sector.

The detailed descriptions of the steps towards the design issue are given as follows.
Step 1: The primary step of the data collection and acquisition phase constitutes the energy consumption data set of smart buildings, as categorized into three basic data sets, i.e., at the building structural design level, the geo-spatial level and the electrical appliances energy consumption data. Building structural design data are basically related to energy retention for primary building activities like heating and cooling, wind flow and temperature variation according to the climatic changes. In the case of the geo-spatial level of data collection, it’s generally related to the analysis of energy by using the night time satellite imaginary captured by the satellites of different urban areas in developed cities. Finally, the electrical appliances’ energy consumption data collection level points out the different household electrical appliances used in a building with complete information about the energy consumption on a daily or monthly basis.

Step 2: The data pre-processing phase is implemented to make the data samples consistent and reliable for the predictive model. Different data pre-processing techniques and feature selection strategies are applied in this phase. Data pre-processing defines the transformation of data before it is fed to the machine learning model. In this case, we basically used techniques like the handling of missing values, the encoding of categorical data, and finally the data normalization method for feature scaling. Then, feature selection basically defines the selection of relevant minimum features from the given feature set. In this case, we used the most popular feature selection techniques like the filter method, the wrapper method and the embedded method. Benefits like a decrease in over-fitting, the improvement of the prediction accuracy and a reduction in training time are obtained.

Step 3: This machine learning model implementation phase consists of suitable machine learning algorithms for the development of the best predictive model. Here, we can use both supervised and unsupervised learning algorithms. In this case, by analysing the different machine learning algorithms, we have to choose the best algorithm for the development of the suitable energy predictive model with respect to the prediction accuracy.

Step 4: Model optimization is basically applied to integrate the generated model with suitable optimization algorithms for better prediction accuracy. For this purpose, different simulation-based optimization algorithms or techniques are used; some of the most widely applicable optimization algorithms are ant colony optimization, particle swarm optimization and genetic algorithm-based methods. By using these algorithms we can maintain the consistency and optimality among the data variables.

Step 5: Finally, the data interpretation and visualization is presented at the user level with society benefits, which are used for the society to analyse the proper utilization and consumption of building energy in different sectors. We can use different data visualization tools and programming libraries for this purpose.

With further technological advancements, a deep recurrent neural network-based model can also be developed into an intelligent system for the management of energy efficiency computing, as depicted in Figure 11.

By integrating the data collection, data pre-processing, data analysis and generation with a deep neural network model, we propose an architecture for better energy efficiency and consumption in urban buildings of smart cities [100]. The detail descriptions of the steps towards the design issue are as follows:

Step 1: In the data collection layer, sensor information from smart buildings can be retrieved to create a suitable energy consumption data set.

Step 2: In the data pre-processing layer, data consistency is maintained. Widely used techniques for data pre-processing, such as missing data handling, outlier detection, data normalization, managing categorical values and feature optimization are involved here.

Step 3: In the data analysis and generation layer, a data set is generated from the training and test data for further processing. The impact of a valid set is necessary for the tuning of the model’s hyper-parameters. The normalised data set also increases the model’s efficiency and consistency. \( X_t \) acts as the control input for the model.

Step 4: The subsequent step includes the use of the deep recurrent neural network function for the control input \( X_t \) by using the function \( y_t = f_{RNN} (X_{t-T} \ldots X_t) \). For a
particular time interval $t$, the control input $X_t^C$ decreases the energy consumption of the given building for further $T$ steps. Here, the RNN model solves the time-dependent problem. For a particular time slot $t$, RNN has the hidden layer vector $h_t$, from the hidden state vector set $H$ and input state vector $X_t^I$. It produces the predicted output value as $y_t^*$, to be optimized on $X_t^C$ using $RNN_T (X_t^I, H_t)$. It counts as long as the RNN model finds the constraint control inputs $X_t^C$ and the final optimized prediction value, which is denoted as $y_t^*$. The hidden layer vector $h_t$ collects the previous data from the state input vector $X_{t-1}$. Then, the group of neurons compute the $T$ length temporal sequence of information and combine all of the neural computation functions to obtain the general function $y_t^* = f_{RNN} (X_{t-T} . . . X_t)$. As such, this RNN model can run on a large volume of historical data from different temporal and dynamic sequences to predict and generate the optimized energy consumption results for the end users.

Step 5: Finally, the data interpretation and visualization is presented at the user level to benefit society for the proper utilization and consumption of urban buildings. This model forecasts a better-optimized result from an energy consumption perspective. Different data visualization techniques and tools can be used to represent the energy statistics from the given output.

![Figure 11. A deep neural network-enabled energy consumption model for smart city buildings.](image-url)

### 6. Conclusions

In the huge development of advanced innovations like sensor gadgets and wireless transmission, distributed computing has been valuable as an enormous source of information gathering [101–107]. As such, the earliest modeling of building energy schemes doesn’t fulfill the interest for quick and accurate prediction, which is fundamental for ongoing dynamic frameworks. Accordingly, ML models have been demonstrated as an elective answer for the display of energy and the constant investigation of various structures in the public sector.

In this survey, we reviewed all of the articles from 2008 to 2020 related to the application of AI with machine learning techniques to building energy analysis and prediction. This paper provided a detailed review based on four modeling criteria to design and
analyze building energy consumption, i.e., machine learning techniques, deep learning models, optimization techniques, and the geospatial distribution of building energy using satellite imagery. This survey also provides a detailed architecture of the ways in which computational machine intelligence techniques can be used to design the energy consumption model for smart buildings in urban sectors, thereby increasing the return on a higher quality of service and a healthier environment.
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Abbreviations

| Acronym | Full Form |
|---------|-----------|
| GDP | Gross Domestic Product |
| ML | Machine Learning |
| CI | Computational Intelligence |
| AI | Artificial Intelligence |
| ANN | Artificial Neural Network |
| SVM | Support Vector Machine |
| SVR | Support Vector Regression |
| KNN | K-Nearest Neighbour |
| XGboost | eXtreme Gradient Boosting |
| CNN | Convolutional Neural Network |
| RNN | Recurrent Neural Networks |
| LSTM | Long short-term memory |
| MLP | Multilayer Perceptron |
| GA | Genetic Algorithm |
| PSO | Particle Swarm Optimization |
| ACO | Ant Colony Optimization |
| ES | Evolution Search |
| ANOVA | Analysis of Variance |
| CBECS | Commercial Buildings Energy Consumption Survey |
| LL84 | New York City Local Law 84 data |
| VIIRS | Visible Infrared Imaging Radiometer Suite |
| SUOMI NPP | SuomiNational Polar-orbiting Partnership |
| EBT | Ensemble Bagging Trees |
| BPN | Back Propagation Neural Network |
| RBFNN | Radial Basis Function Neural Network |
| MARS | Multivariate Adaptive Regression Spline |
| LS-SVM | Least Squares Support Vector Machines |
| SVMR | Support Vector Machine Regression |
| CVA | Canonical Variate Analysis |
| RT | Regression Tree |
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