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ABSTRACT

In this paper, a new period-based approach is proposed for modeling a capacitated inventory system, operating under an (S,T) policy with backlog. The system experiences stochastic discrete demand and lead time. By using the proposed method, a mathematical model is developed. The model can accurately estimate the inventory system measures of performance: the expected inventory on-hands and over-storage amount. Through a simulation experiment, the new model is compared with two other models, which are developed by using a widely used mean-based approach. The comparison is conducted based on a case study data set. The results demonstrate that the period-based model is superior to the mean-based models with respect to capturing the behaviors of the inventory system. Therefore, better inventory policy parameters can be obtained by employing the new model.

1. Introduction

A periodic review, order-up-to level, known as replenishment cycle, is one of the most widely studied inventory policies in the Operations Research (OR) literature. Its operational principles and basic formulations, regarded as the traditional mean-based model in this paper, have been discussed in detail by Hadley and Whitin (1963) and Silver et al. (2016). Several modifications and extensions have been made to accommodate this policy for various operational settings and constraints, including different demand distributions (Teunter et al., 2010; Nenes et al., 2010; Moharana and Sarmah, 2016), uncertain replenishment lead time (Zipkin, 1988; Keaton, 1995; Levén and Segerstedt, 2004), and limited storage capacity (Archibald, 2007). An important aspect of effectively applying this inventory policy depends on the ability to model the demand during a period and an uncertain protection interval (i.e., review period plus lead time). According to Silver et al. (2016), the normal distribution is usually a good representation for the observed demand data. However, the normal and other theoretical distributions may not be appropriate for the demand of slow-, medium-, and some fast-moving items that contain high-, moderate and low-percentage periods with no demand, i.e. intermittent demand, respectively. This is observed in many levels of a supply chain, ranging from downstream retailers to upstream distribution centers (DCs) (Singha et al., 2019). In addition, for demand during a protection interval, Silver et al. (2016) state that normal distribution would still be a valid approximation for a long enough protection interval. Unfortunately, the length of this interval in some practical situations is often kept under a few periods because of its dramatic effect on the bullwhip effect (Lee et al., 1997a,b). In addition, lead time is not always constant, e.g., a delivery may be on-time in most cycles with a small chance of being slightly delayed. As a result, the application of normal distribution for the demand and the demand during a protection interval becomes limited. The same argument can also be made for other theoretical distributions. When fitting standard distributions becomes ineffective, some researchers, including Scarf (1958), Bulinskaya (1990), Gallego (1992), Gallego and Moon (1993), and Moon and Choi (1994,
Given the limitations of using theoretical distributions to model the demand, the traditional mean-based model would inaccurately estimate the expected inventory on-hands, a critical component in calculating the total inventory cost. Indeed, this behavior is observed when we construct a simulation model of an \((S, T)\) inventory system and compare the expected inventory on-hands with the estimate from the mean-based model. Consequently, finding optimal inventory policy based on the mean-based model’s estimate would result in a sub-optimal policy. To overcome this issue, a novel approach, which does not rely on the underlying assumption of the demand distribution during a protection interval, is developed in this paper. Our model can produce an accurate estimate of the expected inventory on-hands, and, therefore, leading to an optimal policy. This paper also considers another practical issue, which is the limitation of owned warehouse space. With this limit, additional spaces at an external warehouse are rented to keep excessive inventory at a higher holding cost, called over-storage cost in this paper. Similar to the holding cost, the over-storage cost is incurred based on the expected over-storage amount within a replenishment cycle, which may be inaccurately estimated when applying the mean-based model. In this paper, the expected over-storage is determined by using the same period-based model as in the case of the expected inventory on-hands. Effectiveness of the proposed method is also demonstrated.

The periodic review, order-up-to level policy for a capacitated inventory system with backlog under study is derived from a case study DC that serves hundreds of retailers in Thailand. The proposed period-based approach is, therefore, tested with real data obtained from the case study DC to demonstrate the method’s effectiveness. In summary, our paper has the following contributions:

1. We consider the inventory system, whose demand does not necessarily follow a well-known probability distribution. In addition, the characteristics of lead time observed at the case study DC is that the lead time is discrete, stochastic, and skewed to the right. Together with the characteristics of the demand, i.e. discrete, stochastic, and intermittent, the demand during a protection period is modeled by using an empirical distribution, which is simply a distribution that fits the pattern of the demand according to the observed data.

2. A period-based approach that can accurately estimate the behavior of the inventory system is proposed. Specifically, mathematical expressions for the expected inventory on-hands and over-storage are developed. With these expressions, a simple heuristic is developed to determine the optimal policy for the inventory system.

3. Our proposed model is compared with the traditional mean-based model by using a simulation experiment based on two data sets, a slow-moving item and fast-moving item, obtained from the case study DC. The results indicate that the proposed model can effectively capture the behaviors of the system, leading to a better policy than the mean-based model.

2. Literature Review

In our review, we classify previous and relevant studies using two factors, internal and external. Internal factors include inventory policy decisions, storage capacity constraints, and product characteristics. Inventory policy decisions deal with reviewing inventory and placing a replenishment order, i.e. time-oriented (periodic review) or quantity-oriented (continuous review with a reorder point), and determining the order quantity, i.e., fixed quantity (EOQ) or varied quantity (order-up-to level). For the storage capacity constraints, there are hard and flexible constraints. The hard constraint does not allow the inventory on-hands to exceed a capacity limit, while the flexible constraint allows over-storage by overflowing to an external incapacitated warehouse. In addition, the storage can be either dedicated for a single item or shared among multiple items.

For product characteristics, an item can be either seasonal or continuously-stocked, and be either perishable or nonperishable. For external factors, we consider the characteristics of demand and lead time (deterministic and/or stochastic), and shortage (backlogged, lost sale, or partially backlogged). The deterministic component of demand may contain a constant or a function of several variables, such as price, product shelf-life, remaining stock, etc. A stochastic component may be a random variable that follows a known probability distribution or a stochastic process. Lead time may be negligible, constant, or random. Different types of shortages affect the stock level with respect to how the unmet demand is handled. Since there is a vast literature in inventory management, only the most related papers, considering non-perishable items with storage capacity, are reviewed in this paper. A comprehensive review of studies related to perishable items and limited storage can be found in Bakker et al. (2012) and Janssen et al. (2016).

Among relevant papers, both continuous review and periodic review policies are discussed. For continuous review, \((Q, R)\) is a common policy. The studies of \((Q, R)\) with a hard storage capacity constraint are Hariga (2010), Zhao et al. (2012), and Pan et al. (2014). Hariga (2010) and Pan et al. (2014) consider a single item inventory system with backlogged, stochastic demand (stationary distribution and compound Poisson, respectively), and deterministic lead time. Zhao et al. (2012) consider a similar setting for multiple items. In contrast, Lee et al. (2016) and Sana (2015) consider a flexible capacity constraint, in which an external warehouse is rented to keep the over-storage stock. Lee et al. (2016) develop an EOQ policy for a backlogged
inventory system under deterministic demand, while Sana (2015) constructs a similar policy for a lost sale case under a series of demand distributions (including exponential, uniform, normal, log-normal, Poisson, and empirical). The lead time is neglected in both studies.

For periodic review, \((S,T)\) is a widely used policy. However, a study of the order-up-to level policy with storage space can only be found in Archibald (2007). The author considered an order-up-to level policy with a given review period for a single item in multiple locations. Transshipments between locations are allowed and the storage space capacity at each location represents the upper bound of the inventory on-hands. A rented warehouse is not allowed, implying that the order-up-to level is restricted by the storage capacity. The demand is modeled by the binomial distribution, replenishment lead time is not considered, and unsatisfied demand is backlogged. The optimal order-up-to level is determined by solving a Markov decision process.

To the best of our knowledge, there is no research that considers both the order-up-to level and the flexible storage capacity for non-perishable items. Therefore, we conduct such a study in this paper.

3. Problem Statement

In this study, a discrete-time inventory system with stochastic demand and lead time is considered. The demand \(D\) in every period is assumed to be a discrete, independent, and identically distributed (i.i.d.) random variable with a probability mass function \(f(d)\), where \(d\) is a non-negative value of demand. In several practical situations, where the demand of many items does not follow most widely used theoretical distributions (Singha et al., 2017), \(f(d)\) can be estimated by an empirical distribution. Similarly, the replenishment lead time \(L\) is assumed to be i.i.d. with a probability mass function \(f(l)\), where \(l\) is a possible value of the lead time. In addition to the random demand and lead time, a periodic review, order-up-to level \((S,T)\) policy is employed in our system. The review period \(T\) is assumed to be longer than the lead time (i.e., \(T > L\)). The inventory level is examined every \(T\) periods and an order is placed with an ordering cost of \(C_P\), to raise the inventory position to an order-up-to level \(S\). The order is delivered after \(L\) periods. Stockout may occur if the actual demand surpasses the inventory on-hands. Such a shortage is backlogged with a unit cost of \(C_S\). To be representative of actual systems, we also consider two types of storage space in our inventory system. The first type, which has a fixed capacity of \(W\) units, is regarded as an owned warehouse, and the second, whose capacity is unlimited, can be considered as a rented warehouse. When a replenishment order arrives, if the inventory level is above the capacity of the owned warehouse, the excessive units (over-storage units in this paper) are kept in the rented warehouse. There incurs a holding cost \(C_H\) for every unit kept in the owned warehouses in every period, whereas a unit-time over-storage cost \(C_O \geq C_H\) is charged for all items stored in the rented warehouse.

The objective is to determine the optimal policy parameters that minimize the total inventory management cost, including ordering, holding, over-storage, and shortage costs. Therefore, both order-up-to level \(S\) and the review period \(T\) are regarded as decision variables. According to Moharana and Sarmah (2016), this results in intractable formulations for an inventory system. To reduce the complexity, the review period \(T\) is, at first, considered as a constant so that a mathematical model to determine the order-up-to level \(S\) can be developed. After that, a heuristic procedure is constructed to search for the solutions of both \(S\) and \(T\).

The following notation is used in the remaining part of this paper.

\[
\begin{align*}
t &: \text{Time period;} \\
D &: \text{Random demand in a period, units;} \\
d &: \text{Possible values of demand in a period, units;} \\
f(d) &: \text{The probability mass function of non-negative demand } d \\
\mu_d &: \text{Average demand, units/period;} \\
D_k &: \text{Random demand in } k \text{ periods (i.e., } k > 1\text{), units;} \\
d_k &: \text{Possible values of demand in } k \text{ periods (i.e., } k > 1\text{), units;} \\
f(d_k) &: \text{The probability mass function of a non-negative demand } d_k \text{ in } k \text{ periods (i.e., } k > 1\text{)} \\
L &: \text{Stochastic replenishment lead time, periods;} \\
l &: \text{Possible values of lead time, periods;} \\
\mu_l &: \text{Average lead time, periods;} \\
f(l) &: \text{The probability mass function of replenishment lead time } l \\
f_k(l) &: \text{The probability mass function of the total demand during an arbitrary } k \text{ periods} \\
W &: \text{The capacity of owned warehouse, units;} \\
C_P &: \text{Ordering cost, THB/order;} \\
C_H &: \text{Holding cost, THB/(unit-period);} \\
C_S &: \text{Shortage cost, THB/unit;} \\
C_O &: \text{Over-storage cost, THB/(unit-period);} \\
P_l &: \text{Probability of a given day being period } l \text{ between two consecutive order arrivals;} \\
E_S &: \text{Expected shortage at the end of a cycle, units;} \\
\end{align*}
\]
4. Model Development and Analysis

4.1 Demand during a protection interval

According to Silver et al. (1998), an appropriate order-up-to level $S$ must be large enough to cover the demand during a protection period (i.e., $L + T$) such that the total inventory cost over that period is minimal. Hence, it is necessary to model the total demand during $L + T$ periods before developing a total cost expression, associated with an order-up-to level $S$. With consideration of discrete random demand and lead time as introduced above, the probability of demand during a protection interval of $L + T$ periods can be determined by Eq. (1), using the method in Vollmann et al. (1997).

$$f_{L+T}(x) = \sum_{l} P(X = x| L + T = l + T) \times P(L = l),$$  \hspace{1cm} (1)

where $X = x = d_1 + d_2 + \cdots + d_{l+T}$ is a positive value of demand in $l + T$ periods, $d_k \in [d_{\text{min}}, d_{\text{max}}]$, and $P(X = x| L + T = l + T) = f(d_1) \times f(d_2) \times \cdots \times f(d_{l+T}) = \prod_{k=1}^{l+T} f(d_k)$ is the probability of demand $x$ in a given number of periods $l + T$.

4.2 Expected shortage

Based on the mass function $f_{L+T}(x)$, it is easy to compute the probability and the expected amount of shortage during a cycle, $L + T$. The probability of shortage $P_S$ and the expected shortage per cycle $E_S$ are expressed as:

$$P_S = P(x > S) = \sum_{l} f_{L+T}(x),$$  \hspace{1cm} (2)

$$E_S = \sum_{x=S+1}^{x_{\text{max}}} (x - S) f_{L+T}(x),$$  \hspace{1cm} (3)

4.3 Mean-based estimation models

Since we consider an inventory system with flexible storage capacity, it is necessary to measure the average amounts of inventory in the owned and rented warehouses. These values are known as the expected inventory on-hands $E_{OH}$ and over-storage $E_O$. The expressions for estimating these expectations are mathematically developed. Once they are obtained, the total cost function is constructed. This completes the model for the inventory system in our study. Traditionally, the expected inventory on-hands and over-storage can be estimated by using the mean-based approach (Hadley and Whitin, 1963). However, there are some known limitations of this approach when dealing with the discrete distributions of demand, lead time, and demand during protection interval in the case of a periodic review system. Therefore, this leads to less-accurate estimations of the expected inventory on-hands and over-storage. The shortcomings from the mean-based approach are overcome by using our novel period-based approach. To demonstrate this, it is worth to construct various models to estimate the expected on-hand inventory and over-storage from these approaches so that the performance of these estimations can be compared. Specifically, three models, two from the mean-based approach and one from the period-based approach, are developed. Each model is named corresponding to the approach, on which it is based, for ease of illustration. The development of these models is presented next.

4.3.1 Mean-based (MB) model

In this model, the expected on-hand inventory and over-storage are estimated by the mean demand and mean lead time. This mean-based approach is widely adopted in inventory research (Silver et al., 2016). The underlying assumption of this approach is that the inventory level in a system drops at a constant rate over time. Therefore, using the beginning and ending inventory levels is sufficient to estimate the average inventory level. By applying the approach, the estimations of expected inventory on-hands $E_{OH}^{MB}$ and over-storage $E_O^{MB}$ are expressed as follows.

$$E_{OH}^{MB} = S - \mu_d \mu_L - \frac{\mu_d T}{2},$$  \hspace{1cm} (4)

$$E_O^{MB} = \Lambda,$$  \hspace{1cm} (5)
\[
\Lambda = \begin{cases} 
\frac{1}{2} \left\{ \max(0, \Gamma) \times \frac{\max(0, \Omega)}{\mu_D} \right\} & \text{if } \max(0, \Omega)/\mu_D \leq T, \\
S - \mu_D \mu_L - \frac{\mu_D T}{2} - W & \text{otherwise}, 
\end{cases}
\]
\]
\[
\Gamma = S - W - \mu_D \mu_L \text{ and } \\
\Omega = \Gamma + \mu_D.
\]

Eq. (4) is a common estimation for the expected inventory on-hands. This measurement usually represents the average amount of stock in a system, regardless of the location it is kept. In other words, this measure cannot capture the expected amount of stock in multiple locations as in the case of our study. Specifically, we consider an owned warehouse, in which inventory is prioritized to be placed, and a rented warehouse to keep the amount that is over the limit \(W\) of the owned warehouse. Since keeping stocks at the rented warehouse is more expensive than at the owned house, it is necessary to estimate the over-storage inventory kept at the rented warehouse to minimize the total cost. By its nature, the over-storage amount is similar to inventory on-hands. However, since the stock in rented warehouse is always used first to satisfy demand, there are three cases that may occur: the over-storage depletes before, on, or after the review period \(T\).

In Eq. (5), the term \(\max(0, \Omega)/\mu_D\) represents the beginning level of over-storage at the time that a replenishment order arrives. In addition, the term \(\max(0, \Omega)/\mu_D\) represents the number of periods it takes for the beginning over-storage amount to be completely depleted. If the over-storage amount becomes completely depleted before or on the next review period, then \(E_{OH}^{MB}\) is computed by taking the beginning over-storage amount \(\Gamma\), multiplying with \(\max(0, \Omega)/\mu_D\) and dividing by 2 to compute the total amount of over-storage during the \(\max(0, \Omega)/\mu_D\) periods, and then dividing by \(T\) to compute the average amount per period. However, if \(\Gamma\) is not depleted by the next review period, then \(E_{OH}^{MB}\) is the average between \(\Gamma\) and the remaining over-storage amount at time \(T\). By using Eqs. (4) and (5), the total inventory cost function for the mean-based model is formulated as in the following equation.

\[
TC_{OH} = \frac{C_P}{T} + C_H \times E_{OH}^{MB} + \frac{C_S \times E_S}{T} + (C_O - C_H) \times E_{OH}^{MB}
\]

4.3.2 Extended mean-based (EMB) model

In the MB model, only the average value of the lead time is used. However, there are situations where lead times vary within a few periods and often occur in integer values. In that case, a practical lead time distribution should be non-negative and discrete. This indicates a necessity to take these properties into account when estimating the average inventory on-hands and over-storage. To achieve that, an extended model, which is based on the MB model from the previous section, is developed. In the extended mean-based model, the estimations of the expected inventory on-hands \(E_{OH}^{EMB}\) and over-storage \(E_{O}^{EMB}\) are presented in the following equations.

\[
E_{OH}^{EMB} = \sum_{l=\text{Max}}^{l_{\text{max}}} \left( S - \mu_D \mu_L - \frac{\mu_D T}{2} \right) \times f(l), \text{and}
\]
\[
E_{O}^{EMB} = \sum_{l=\text{Min}}^{l_{\text{Max}}} \Lambda \times f(l),
\]

where

\[
\Lambda = \begin{cases} 
\frac{1}{2} \left\{ \max(0, \Xi) \times \frac{\max(0, \Theta)}{\mu_D} \right\} & \text{if } \max(0, \Theta)/\mu_D \leq T, \\
S - \mu_D \mu_L - \frac{\mu_D T}{2} - W & \text{otherwise}, 
\end{cases}
\]
\[
\Xi = S - W - \mu_D \mu_L , \text{ and } \\
\Theta = \Xi + \mu_D.
\]

Similar to the case of MB model, the total inventory cost function in this model is constructed by using Eqs. (7) and (8).

\[
TC_{EMB} = \frac{C_P}{T} + C_H \times E_{OH}^{EMB} + \frac{C_S \times E_S}{T} + (C_O - C_H) \times E_{O}^{EMB}
\]

4.4 Period-based (PB) estimation model

In the previous models, i.e. MB and EMB, the expected inventory on-hand has been determined by either \(E_{OH}^{EMB} = S - \mu_D \mu_L - \mu_D T/2\), which is the same as in the study of Hadley and Whitin (1963), or \(E_{O}^{EMB} = \sum_{l=\text{Max}}^{l_{\text{Max}}} (S - \mu_D \mu_L - \mu_D T/2) \times f(l)\), which accommodates a non-negative and discrete lead time distribution. However, these still might not be accurate estimations.
for a discrete inventory system that has a stochastic and highly variable demand. This is because the inventory of such a system does not deplete at a constant rate. Instead, the rate at which the inventory decreases varies significantly from period to period. Hence, relying on the beginning and ending levels of inventory on-hands may not be an appropriate approach. A similar argument is applied for the case of estimating expected over-storage. As a result, in order to measure these quantities accurately, a model is developed by employing a novel period-based approach. This period-based model is demonstrated by a numerical example that it can produce a better approximation than the other models from the mean-based approach.

4.4.1 Expected inventory on-hands

The case of constant lead time

To illustrate our period-based estimation approach, a simple case, where the lead time is constant, is presented first. After that, a general case, in which the lead time is stochastic, is discussed. For a simple case example, suppose $T = 4$ and $L = 2$, and consider two successive replenishment cycles, where two orders are placed and delivered.

![Fig. 1. Illustration of two successive order arrivals under deterministic lead time.](image)

In Fig. 1, we, assume for simplicity of discussion that, a period is one day. Let $i$ be an index of days from Order 1 arrival to Order 2 arrival. With a constant lead time, there are 4 days between two orders, i.e., $i \in [1,4]$. That is, $i = 1$ is the 1st day at which Order 1 arrives (i.e., days of arrival), $i = 2$ is the 2nd day after Order 1 arrival, etc. Our approach will to estimate the expected inventory on-hand on each day. With the probability $P(i)$ of any given day being day $i$ after an order arrives, we can estimate the expected inventory on-hand during a replenishment cycle. With $P(i) = 0.25 \forall i$, expected inventory on-hand for each day $i$ can be determined by using Eq. (10).

$$E_{OH(i)} = \sum_{y=0}^{S-1} (S - y) \times f_{L+i-1}(y)$$  \hspace{1cm} (10)

In Eq. (10), the expected inventory on-hand on day $i$, i.e., $OH(i)$, can be accurately estimated by determining the difference between $S$ and the random demand that occur during the $(L + i - 1)$ days. For example, $OH(1)$ is the remaining inventory on-hand after satisfying the demand during lead time $L$. Similarly, $OH(2)$ is the remaining inventory on-hand after satisfying the demand during $L + 1$ days.

The case of random lead time

Consider a case with stochastic lead time. The number of periods between two consecutive order arrivals, namely Order 1 arrival and Order 2 arrival, with lead time $L_1$ and $L_2$ are shown in Fig. 2. Between the two order arrivals, $i$ ranges from 1 to $T - L_1 - L_2$ periods. Our approach estimates the expected inventory on-hand for each period $i \in [1,T - L_1 + L_2]$ between the two order arrivals.

![Fig. 2. Illustration of two successive order arrivals under stochastic lead time.](image)

For stochastic lead time, where $l \in [l_{min},l_{max}]$, and $i \in [1,T - l_{min} + l_{max}]$, let $l_1$ and $l_2$ be the possible values of random variables $L_1$ and $L_2$, respectively. For a given day $i$, let $(l_1 + i - 1)$ denote the number of days between Order 1 placement and day $i$. The $OH(i)$ can be estimated by the difference between $S$ and the demand during $(l_1 + i - 1)$ days. At this point, for a given lead time $l_1$, let $P(l_1 + i - 1)$ denote the probability of having $(l_1 + i - 1)$ days (between Order 1 placement and day $i$). Therefore, $P(l_1 + i - 1)$ can determine by using Eq. (11) and Eq. (12) as follows.

$$P(l_1 + i - 1) = \frac{A}{B}$$ \hspace{1cm} (11)
\[ P_i = \frac{B}{T}, \]  \hspace{1cm} (12)

where

\[ A = P(L_1 = l_1) \times \sum_{l_2=\max(l_{\min}, i+l_1-T)}^{l_{\max}} P(L_2 = l_2), \]

\[ B = \sum_{l_1=\min}^{l_{\max}} A. \]

It should be noted that the term \( A \) is calculated when \( \max(1, i + l_1 - T) \leq l_{\max} \). From Eq. (11), the probability of demand during \( L_1 + i - 1 \) days between Order 1 placement and day \( i \) is calculated as:

\[ f_{L_1+i-1}(y) = \sum_{i=\min}^{l_{\max}} P(Y = y| l_1 + i - 1) \times P(l_1 + i - 1). \]  \hspace{1cm} (13)

By using Eqs. (12) and (13), the expected inventory on-hand during the time after Order 1 arrives on day \( L_1 \) and before Order 2 arrives on day \( T + L_2 \) is expressed as:

\[ E_{OH}^{PP} = \sum_{i=1}^{T+\max-l_{\min}} E_{OH(i)}^{PP} \times P_i \]  \hspace{1cm} (14)

where

\[ E_{OH(i)}^{PP} = \sum_{y=0}^{S-1} (S - y) \times f_{L_1+i-1}(y). \]

To illustrate the suggested model, consider a numerical example in which the order-up-level \( S = 42 \) units, the review period \( T = 4 \) days; the demand follows a distribution in Table 1; and lead times \( L_1 \) and \( L_2 \) follow a distribution as in Table 2.

| Table 1  | Distribution of demand |
|----------|------------------------|
| Demand   | 0  | 1  | 2  | 4  | 6   |
| Probability | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |

| Table 2  | Distribution of lead time |
|----------|---------------------------|
| Lead time | 1  | 2  | 3   |
| Probability | 0.7 | 0.2 | 0.1 |

From Table 2, the possible maximum number of days after Order 1 arrival and before Order 2 arrival is \( T - l_{\min} + l_{\max} = 4 - 1 + 3 = 6 \) days. The actual number of days between Orders 1 and 2 arrivals depends on the values of \( L_1 \) and \( L_2 \). According to the distribution of lead time in Table 1, there are nine combinations of \( L_1 \) and \( L_2 \), which produce different numbers of days between the two order arrivals. These nine cases are illustrated in Fig. 3.

Fig. 3. Number of periods (i) between Order 1 arrival and Order 2 arrival where \( T = 4 \) and \( L_1, L_2 \in [1, 2, 3] \).
Based on Table 2 and Fig. 3, the demand between ordering and the $i^{th}$ period after the order arrives is determined as follows.

- Demand between ordering and the 1$^\text{st}$ period ($i = 1$) after the order arrives is the demand during a lead time of 1, 2, 3 periods.
  
  $L_1 = l_1$  
  | Probability | $A$ | $l_1 + i - 1$ | $P(l_1 + i - 1) = A/B$ |
  |------------|----|---------------|---------------------|
  | 1          | 0.7 $\times$ 0.7 | 0.7 | 1 | 0.7/1 = 0.7 |
  | 2          | 0.7 $\times$ 0.2 | 0.7 | 2 | 0.2/1 = 0.2 |
  | 3          | 0.7 $\times$ 0.1 | 0.7 | 3 | 0.1/1 = 0.1 |
  
  $B = 0.7 + 0.2 + 0.1 = 1$  
  $P_1 = B/T = 1/4 = 0.25$

- Demand between ordering and the 2$^\text{nd}$ period ($i = 2$) after the order arrives is the demand during (lead time+1) periods, or 2, 3, 4 periods.
  
  $L_1 = l_1$  
  | Probability | $A$ | $l_1 + i - 1$ | $P(l_1 + i - 1) = A/B$ |
  |------------|----|---------------|---------------------|
  | 1          | 0.7 $\times$ 0.7 | 0.7 | 2 | 0.7/1 = 0.7 |
  | 2          | 0.7 $\times$ 0.2 | 0.7 | 3 | 0.2/1 = 0.2 |
  | 3          | 0.7 $\times$ 0.1 | 0.7 | 4 | 0.1/1 = 0.1 |
  
  $B = 0.7 + 0.2 + 0.1 = 1$  
  $P_1 = B/T = 1/4 = 0.25$

- Demand between ordering and the 3$^\text{rd}$ period ($i = 3$) after the order arrives is the demand during (lead time+2) periods, or 3, 4, 5 periods.
  
  $L_1 = l_1$  
  | Probability | $A$ | $l_1 + i - 1$ | $P(l_1 + i - 1) = A/B$ |
  |------------|----|---------------|---------------------|
  | 1          | 0.7 $\times$ 0.7 | 0.7 | 3 | 0.7/0.93 = 0.7 |
  | 2          | 0.7 $\times$ 0.2 | 0.7 | 4 | 0.2/0.93 = 0.2 |
  | 3          | 0.7 $\times$ 0.1 | 0.7 | 5 | 0.1/0.93 = 0.1 |
  
  $B = 0.7 + 0.2 + 0.03 = 0.93$  
  $P_1 = B/T = 0.93/4 = 0.2325$

- Demand between ordering and the 4$^\text{th}$ period ($i = 4$) after the order arrives is the demand during (lead time+3) periods, or 4, 5, 6 periods.
  
  $L_1 = l_1$  
  | Probability | $A$ | $l_1 + i - 1$ | $P(l_1 + i - 1) = A/B$ |
  |------------|----|---------------|---------------------|
  | 1          | 0.7 $\times$ 0.7 | 0.7 | 4 | 0.7/0.77 = 0.9091 |
  | 2          | 0.7 $\times$ 0.2 | 0.7 | 5 | 0.06/0.77 = 0.0779 |
  | 3          | 0.7 $\times$ 0.1 | 0.7 | 6 | 0.01/0.77 = 0.0130 |
  
  $B = 0.7 + 0.06 + 0.01 = 0.77$  
  $P_1 = B/T = 0.77/4 = 0.1925$

- Demand between ordering and the 5$^\text{th}$ period ($i = 5$) after the order arrives is the demand during (lead time+4) periods, or 5, 6 periods.
  
  $L_1 = l_1$  
  | Probability | $A$ | $l_1 + i - 1$ | $P(l_1 + i - 1) = A/B$ |
  |------------|----|---------------|---------------------|
  | 1          | 0.7 $\times$ 0.2 | 0.21 | 5 | 0.21/0.23 = 0.9130 |
  | 2          | 0.7 $\times$ 0.1 | 0.21 | 6 | 0.02/0.23 = 0.0870 |
  
  $B = 0.21 + 0.02 = 0.23$  
  $P_1 = B/T = 0.23/4 = 0.0575$
Demand between ordering and the 6th period \((i = 6)\) after the order arrives is the demand during (lead time+5) periods, or [6] periods.

\[
\begin{array}{cccc}
L_1 = l_1 & L_1 = l_1 & \text{Probability} & A \\
1 & 3 & 0.7 \times 0.1 & 0.07 \\
& & l_1 + i - 1 & P(l_1 + i - 1) = A/B \\
\end{array}
\]

\[
B = 0.07 \\
P_1 = B/T = 0.07/4 = 0.0175
\]

With values of \(P(l_1 + i - 1)\) as illustrated above, the distribution of demand between ordering and day \(i\), i.e., \(f_{L+i-1}(y)\), is obtained by using Eq. (13) and the expected inventory on-hand on day \(i\) is calculated as \(E_{OH}^{PB} = \sum_{y=0}^{S-1}(S - y) \times f_{L+i-1}(y)\):

For example, the expected on-hand inventory on the 1st day, i.e., \(E_{OH(1)}\), is computed as follows.

| \(y\) | \(f_1(y)\) | \(S - y\) | \((S - y) \times f_1(y)\) |
|-------|------------|---------|-----------------|
| 0     | 0.1488     | 42      | 6.2496          |
| 1     | 0.1584     | 41      | 6.4944          |
| 2     | 0.1688     | 40      | 6.7520          |
| 3     | 0.0216     | 39      | 0.8424          |
| 4     | 0.1712     | 38      | 6.5056          |
| 5     | 0.0232     | 37      | 0.8584          |
| 6     | 0.1824     | 36      | 6.5664          |
| 7     | 0.0256     | 35      | 0.8960          |
| 8     | 0.0360     | 34      | 1.2240          |
| 9     | 0.0072     | 33      | 0.2376          |
| 10    | 0.0256     | 32      | 0.8192          |
| 11    | 0.0048     | 31      | 0.1488          |
| 12    | 0.0160     | 30      | 0.4800          |
| 13    | 0.0024     | 29      | 0.0696          |
| 14    | 0.0048     | 28      | 0.1344          |
| 16    | 0.0024     | 26      | 0.0624          |
| 18    | 0.0008     | 24      | 0.0192          |

\[E_{OH(1)} = 38.36\]

The expected inventory on-hand for other days, i.e., \(E_{OH(i)}\) \(\forall i \in \left[2, 6\right]\), are derived similarly. Once the expected inventory on-hand of each day after an order arrives is determined, the expected inventory on-hand within a replenishment cycle is obtained by using Eq. (14).

\[
E_{OH}^{PB} = \sum_{i=1}^{T+Lmax-1} E_{OH(i)}^{PB} \times P_i
\]

4.4.2 Expected over-storage

Since there are two types of storage space in this system, estimating the expected amount of stock stored in the rented warehouse at the time of order arrival is necessary because of its contribution to the total inventory cost, which subsequently affects the optimal \(S^*\). With the discrete demand during a protection interval of \(L + T\) periods, the period-based approach, which is presented in the previous section, is employed to determine the expected over-storage amount. Similar to the case of the expected inventory on-hands, we also illustrate how the model from our period-based approach outperforms those from the mean-based approach, in the numerical experiments below.

By using the results from the approach to estimate the expected inventory on-hand, particularly, Eqs. (13) and (14), the expected over-storage is obtained as:

\[
E_{OH}^{PB} = \sum_{i=1}^{T+Lmax-1} E_{OH(i)}^{PB} \times P_i
\]

where
\[ E_{0(i)}^{PB} = \sum_{y=0}^{s-W-1} (S - W - y) \times f_{L+i-1}(y). \] (16)

4.4.3 Total inventory cost

From Eqs. (3), (7), and (9), the total inventory cost with regarding to backlogged is expressed as in the following equations.
\[ TC_{PB} = \frac{C_p}{T} + C_H \times E_{0HB}^{PB} + \frac{C_S \times E_S}{T} + (C_C - C_H) \times E_{0HB}^{PB}, \] (17)

By using Eq. (17), one can obtain the optimal values of the order-up-to level (i.e., \( S^* \)). This completes the period-based model.

To obtain the solution for this model, a solution approach is developed and presented in the next section. It should be noted that this solution approach is also applicable to determine the solutions for both MB and EMB models.

4.5 Solution approach

**Step 0:** Determine the distribution of demand during protection interval \( L + T \) by using Eq. (1). This distribution provides all possible values of demand \( x \in [x_{\min}, x_{\max}] \) and their corresponding probability \( f_{L+T}(x) \).

**Step 1:** Set initial values for the review period, order-up-to level, and total cost as
\[ T^* = T = l_{max} + 1, \]
\[ S^* = S(T) = x_{\min}, \]
\[ TC^* = TC(T) = M, \]
where \( M \) is a large number.

**Step 2:** Compute \( P_i \) and the distribution of demand before period \( i \), i.e., \( f_{L+i-1}(x) \), by using Eqs. (12) and (13).

**Step 3:** Given \( T, S(T) \) and other parameters, such as ordering \( C_p \), holding \( C_H \), shortage \( C_S \), over-storage cost \( C_O \), warehouse capacity \( W \), the mass function of demand during protection interval \( f_{L+T}(x) \), the probability of a period being period \( i \) between two order arrivals \( P_i \), and the mass function of demand before period \( i \) between two consecutive orders \( f_{L+i-1}(x) \), the total cost \( TC(T) \) can be obtained by adding up all cost components, including ordering \( C_p/T \), expected inventory on-hand \( C_H \times E_{0HB} \), expected shortage \( (C_S \times E_S)/T \), and expected over-storage \( C_O \times E_O \). These costs are determined by using Eqs. (3), (14), and (15).

**Step 4:** If \( TC(T) < TC^*(T) \), set \( TC^*(T) = TC(T), S^*(T) = S(T) \). If \( S(T) < x_{\max} \), set \( S(T) = S(T) + 1 \) and repeat Step 3. Otherwise, go to Step 5.

**Step 5:** If \( TC^* > TC^*(T) \), set \( TC^* = TC^*(T), T^* = T, S^* = S^*(T), T = T + 1, S(T) = x_{\min} \), and go to Step 3. Otherwise, stop the procedure.

5. Computation Study

In this section, a simulation model that mimics the behaviors of the \((S,T)\) inventory system is developed. The purpose is to compare the estimates of \( E_{0HB}, E_{0HB}^C \), and \( TC \) from the three models, i.e., mean-based, extended mean-based, and period-based, with the simulation to assess their accuracy. The simulation was conducted with a replication length of 30,000 periods to ensure that the system behavior reaches its steady state. In the simulation, the ordering cost \( C_p = 0.2 \) THB/order, the holding cost \( C_H = 0.0119 \) THB/unit-period, and the over-storage cost \( C_S \) (also in THB/unit-period) is determined by the ratio of the over-storage cost to the holding cost \( (C_O/C_H) \) in which \((C_O/C_H) \in [2,3,\ldots,10]\) and the shortage cost \( C_S = 8 \) THB/unit. The probability mass function of stochastic lead time is \( f(l) = (1,0.7),(2,0.2),(3,0.1) \). The review period \( T \) starts from 4 periods. In this simulation, we consider two types of product, slow- and fast-moving, where the data are obtained from the case study of a DC in Thailand. The properties of these two products are presented in Table 3.

| Table 3 | Characteristics of products |
|---------|-----------------------------|
| Product | Slow | Fast |
| \( \mu_S \) | 3.82 | 118.09 |
| \( \sigma \) | 9.29 | 143.94 |
| \( cv \) | 2.43 | 1.22 |

Percentage of days with zero demand: 50.77% 9.23%
According to Table 3, the average demand of the slow- and fast-moving products are 3.82 units/period and 118.09 units/period, respectively. The assigned capacity of the owned warehouse for the slow-moving product is 105 units and for the fast-moving product, 1,400 units. The computational results are summarized as follows.

### Table 4
Performance of each model in comparison with simulation for the slow-moving product

| Model | MB | EMB | PB |
|-------|----|-----|----|
| \( T \) | \( C_o/C_h \) | \( S_{MB} \) | \( \Delta TC \) | \( S_{EMB} \) | \( \Delta TC \) | \( S_{PB} \) | \( \Delta TC \) |
| 2 | 2 | 113 | 4.16% | 113 | 3.99% | 111 | 0.46% |
| 3 | 3 | 112 | 5.74% | 112 | 5.39% | 109 | 0.43% |
| 4 | 4 | 111 | 6.75% | 111 | 6.25% | 108 | 0.41% |
| 5 | 5 | 111 | 8.33% | 110 | 6.63% | 107 | 0.39% |
| 6 | 6 | 111 | 9.91% | 110 | 7.79% | 106 | 0.38% |
| 7 | 7 | 111 | 11.49% | 110 | 8.95% | 106 | 0.38% |
| 8 | 8 | 110 | 10.91% | 109 | 8.33% | 105 | 0.35% |
| 9 | 9 | 110 | 12.19% | 109 | 9.24% | 105 | 0.35% |
| 10 | 10 | 110 | 13.47% | 109 | 10.15% | 105 | 0.35% |

Note: \( \Delta TC \) is the percentage difference in the total cost between each model and the simulation at the corresponding optimal solution.

### Table 5
Performance of each model in comparison with simulation for the fast-moving product

| Model | MB | EMB | PB |
|-------|----|-----|----|
| \( T \) | \( C_o/C_h \) | \( S_{MB} \) | \( \Delta TC \) | \( S_{EMB} \) | \( \Delta TC \) | \( S_{PB} \) | \( \Delta TC \) |
| 2 | 2 | 1697 | 7.22% | 1697 | 6.76% | 1680 | 0.28% |
| 3 | 3 | 1661 | 9.58% | 1660 | 8.67% | 1634 | 0.23% |
| 4 | 4 | 1639 | 11.62% | 1637 | 10.26% | 1602 | 0.18% |
| 5 | 5 | 1622 | 13.38% | 1623 | 11.66% | 1579 | 0.14% |
| 6 | 6 | 1610 | 15.03% | 1609 | 12.76% | 1562 | 0.13% |
| 7 | 7 | 1600 | 16.54% | 1597 | 13.71% | 1547 | 0.12% |
| 8 | 8 | 1592 | 17.99% | 1587 | 14.57% | 1536 | 0.11% |
| 9 | 9 | 1586 | 19.42% | 1579 | 15.39% | 1525 | 0.11% |
| 10 | 10 | 1580 | 20.72% | 1571 | 16.08% | 1516 | 0.10% |

Note: \( \Delta TC \) is the percentage difference in the total cost between each model and the simulation at the corresponding optimal solution.

As can be seen in Tables 4 and 5, we compare the total inventory costs obtained from the three models, including MB, EMB, and PB, with the total costs from the simulation of the \( (S, T) \) inventory system for the slow- and fast-moving products, respectively. The PB model outperforms the MB and EMB models in terms of \( \Delta TC \) in all instances. In addition, the EMB model is slightly better than the MB model with respect to \( \Delta TC \). Moreover, it is realized that PB model is effective at all tested values of the ratio of over-storage cost \( C_o \) to the inventory holding cost \( C_h \), i.e., \( \Delta TC \) is less than 1% in all cases. The \( \Delta TC \) for the MB and EMB models become larger as \( C_o/C_h \) increases. When the ratio \( C_o/C_h \) increases from 2 to 10, the optimal value \( S_{PB}^* \) of the PB model decreases. On the other hand, the optimal values \( S_{MB}^* \) and \( S_{EMB}^* \) of the MB and EMB models decrease and then remain constant for most values of \( C_o/C_h \) in the case of slow moving product, while they decrease and always stay above the optimal value \( S_{PB}^* \) of the PB model in the case of fast-moving product.

The gap in the performance and the difference in the optimal \( S^* \) values among the three models can be attributed to the difference in how they estimate the expected inventory on-hands and over-storage amounts. From Fig. 4, for the slow-moving product with a review period \( T = 5 \), there is a difference in the expected inventory on-hand and the expected over-storage among the MB, EMB, and PB models. Fig 4a. illustrates that the MB and EMB models (the dashed and dash-dotted line,
respectively) always under-estimate the expected inventory on-hand, compared to the PB model (the solid line), whose results are more consistent with the simulation results.

Similarly, Fig. 4b demonstrates that when order-up-to level S increases from 100 to 120, the expected over-storage is also under-estimated by the MB and EMB models. The underestimation leads to the differences in the total cost and the optimal $S^*$ of the three models, as seen in Fig. 5. In other words, because of the under-estimation, both the MB and EMB models estimate that $E_O$ has already reached zero at higher values of the order-up-to level $S$ (sub-optimal) solution.

When the ratio of the over-storage cost to the inventory on-hand cost is low (i.e., $C_O/C_H = 2$), the MB, EMB, and PB models produce optimal $S^*$ values of 118, 115, and 114, respectively (See Fig. 5a). In contrast, when the cost ratio is large (i.e., $C_O/C_H = 8$), the optimal $S^*$ values are 111 for the MB model, 110 for EMB model, and 106 for the PB model (See Fig. 5b). These observations can be explained as follows.

When the over-storage cost is not expensive, the three models keep some stocks in the external warehouse, which incurs an over-storage cost. However, this can be compensated for by the savings from a lower shortage cost due to more available stock to satisfy customer demand, which results in larger values of $S$. From Fig. 4b, at $S > 114$, the MB and EMB models underestimate the amount of expected over-storage, compared to the PB model. This leads to the gaps of the total costs between the MB, EMB models and the simulation, because there are actually larger amounts of over-storage cost in the simulation result than that in the MB and EMB solutions. In other words, the benefit of having more stock in the external warehouse is undermined in the MB and EMB models. Hence, these models keep the amount of stock to a level that is higher than that of the PB model (i.e., $S^*_MB > S^*_EMB > S^*_PB$). With an expensive over-storage cost, all models avoid having stocks in the external warehouse, which incurs an enormous expense. This expense cannot be recovered by the savings from the reduced shortage cost. That is, the three models attempt to lower the order-up-to level $S$ to avoid over-storage. From Fig. 4b, the MB and EMB models estimate that over-storage would not have occurred when $S$ is lower than 111 and 110, respectively. This is
the reason why their optimal $S_{MB}$ and $S_{EMB}$ values are 111 and 110, respectively. The PB model, in contrast, shows that over-storage still occurs with $S$ values lower than 110. The PB model indicates that over-storage would not occur when $S$ is below 106. As a result, its optimal $S^*_{PB}$ is lower at 106.

![Graph showing expected inventory on-hands and expected over-storage](image)

**Fig. 6.** Comparison of $E_{OH}$ and $E_O$ for fast-moving product with $T = 4$.

![Graph showing total inventory cost](image)

**Fig. 7.** Total inventory cost for fast-moving product with $T = 4$.

The results for the fast-moving product in Figs. 6 and 7 can be interpreted in a similar fashion. The results from the three models clearly show that the PB model provides better estimates than the MB and EMB models for the system under study. In other words, the inventory model developed by our proposed period-based approach outperforms those obtained from the mean-based approach. This is attributed to the non-negative and discrete properties of distributions for demand, lead time, and demand during protection interval in the case of periodic review system.

**6. Conclusion**

In this paper, a new period-based approach for a $(S,T)$ capacitated inventory system with backlog under stochastic discrete demand and lead time has been proposed. Based on this approach, a mathematical model, namely period-based model, that can accurately estimate the system performance has been developed. By using this model, the optimal review period and order-up-to level are determined. The effectiveness of the period-based model is compared with two other models, which are constructed by using the mean-based approach. Through a computational study, based on real datasets of slow- and fast-moving products, it is demonstrated that the model from our period-based approach outperforms those from the mean-based approach. Our model can accurately estimate the expected inventory on-hands and over-storage amounts, while the other models underestimates these values. With the results of this research, our period-based approach can be extended to accommodate other widely-adopted inventory policies such as $(Q,R)$ and $(s,S)$. In addition, it would be interesting to apply this approach for a lost sale system and examine its performance with various inventory policies.
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