Weakly Supervised PET Tumor Detection Using Class Response
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Abstract. One of the most challenges in medical imaging is the lack of data and annotated data. It is proven that classical segmentation methods such as U-NET are useful but still limited due to the lack of annotated data. Using a weakly supervised learning is a promising way to address this problem, however, it is challenging to train one model to detect and locate efficiently different type of lesions due to the huge variation in images. In this paper, we present a novel approach to locate different type of lesions in positron emission tomography (PET) images using only a class label at the image-level. First, a simple convolutional neural network classifier is trained to predict the type of cancer on two 2D MIP images. Then, a pseudo-localization of the tumor is generated using class activation maps, back-propagated and corrected in a multitask learning approach with prior knowledge, resulting in a tumor detection mask. Finally, we use the mask generated from the two 2D images to detect the tumor in the 3D image. The advantage of our proposed method consists of detecting the whole tumor volume in 3D images, using only two 2D images of PET image, and showing a very promising results. It can be used as a tool to locate very efficiently tumors in a PET scan, which is a time-consuming task for physicians. In addition, we show that our proposed method can be used to conduct a radiomics study with state of the art results.
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1 Introduction

To better appreciate the volume of interest in oncological radiotherapy and also the biological component of a tumor, radiomics was proposed as a field of study that make use of images \cite{6}. Radiomics allows from an initial positron emission tomography exam (PET) the prediction of the survival of a patient and the response to radio-chemotherapy treatment, and therefore to help to personalize treatment \cite{2}. The first step in a radiomics analysis is to localize tumor region for which radiomics features can be extracted. Deep learning methods are a very promising tool for the automatic detection of lesions in PET images, but due to
their data-hungry nature, they require very large amounts of annotated images, that are hard to get in medical image field. Most of segmentation methods use large annotated databases, however, annotating pixel-level tumor requires highly trainable physicians and also is time-consuming. Moreover, physicians annotations can be subjective. In contrast, image-level labels indicating the presence or not of a lesion, or the type of cancer are much cheaper and can be easily obtained. This motivate the use of weakly supervised learning (WKL) approaches, where image-level information can be used to train a convolutional neural networks classifier (CNNs) to predict the class label, and with appropriate transformation to detect and localize tumors.

CNNs have yielded impressive results for a wide range of visual recognition tasks in general [10,7] and notably in medical imaging [13,8]. To better understand CNNs, several works tried to visualize their internal representation [12,16,17]. For instance, Zeiler et al [16] use deconvolutional networks to visualize activation. Different works have shown that even if a CNN is trained to classify images, it can be used to localize objects at the same time [15]. Zhou et al [17] demonstrated that CNNs can recognize objects while being trained for scene recognition, and that the same network can perform both image recognition and object localization in a single training. They have shown that convolutional units of different CNNs layers can behave as object detectors despite the lack of object localization. The deep features maps can be aggregated to extract class-aware visual evidence [18]. However, when using fully connected layers for classification, the ability to locate objects in convolutional layers is lost. Different studies tried to solve this problem by using a fully convolutional neural networks (FCNs) such as Network in Network (NN) [11] and GoogLeNet [15]. Typically, conventional CNNs are first converted to FCNs to produce class response maps in a single forward pass. Although image-level class labels indicate only the existence of objects classes, they can be used to meaningful indices for image segmentation, called Class Attention Maps (CAMs) [14,18]. These class response maps can indicate discriminant regions in the image that allow a CNN to identify an image class, however, can not distinguish different object present in the image, which make it hard to generalize to instance-level segmentation [9] to predict precise masks at pixel-level. Moreover, due to its resolution, CAMs cannot be directly used as supervision for pixel segmentation in PET images since they cannot distinguish between physiological fluorodeoxyglucose uptakes (normal fixation/no tumor) and pathological uptakes (tumor), see Fig1. The major concern with this method in PET images, is the difficulty to obtain a good peak corresponding to the tumor region only, because some other regions in the image can be identified due to strong gradients.

In this work, we tackle the challenging problem of training CNNs with image-level labels for pixel-level tumor segmentation. We show that, by using a CNN architecture with appropriate modifications, we can transform the classification task to tumor localization in PET images. Specifically, we present a new method for learning pixel-level segmentation with image-level class labels, by using class response to enable a CNN for pixel mask extraction.
Ahn et al [1] presented a new approach for instance segmentation using only image-level class as label. They trained an image classifier model, and by identifying seed areas of object from attention maps, a pseudo instance segmentation labels were generated, then, propagated to discover the entire object areas with precise boundaries. Zhou et al reported that local maximums in a class response map corresponds to strong visual cues residing inside each instance [19]. They created a novel architecture based on peak class response for instance segmentation using only the image-level label. First, a peak from a class response map are stimulated, then, back-propagated and mapped to highly informative regions of each object instance, such as instance boundaries.

**Contribution:** Using only image-level labels to segment pixel-level image remain unexplored in PET images. We propose a novel WSL-based approach to fully identify and locate tumor in 3D PET images using only two 2D images for face and profile views, the type of cancer, and simply one pixel at the center of tumor. We propose a new approach to learn pixel-level mask mapped from image-level label, which tackle the issues when using CAMs alone. Our model outperforms state-of-the-art methods trained with same supervision such as CAMs, or trained in fully supervised approach for image segmentation such as U-NET.

## 2 Method

We use maximum intensity projection (MIP), which is a 2D image that represent 3D image for fast interpretation. The strategy to use 2d image allows to speed up the localisation, because a 3D activation map is time consuming and can be hard to train with limited resources. The core of our method is to implement a new class activation maps (CAMs) to locate the tumor and a new loss function to improve the precision of localisation. First, for each patient data we define
one central point at the center of the tumor, that is considered as prior knowledge. Then, we define the new loss function based on the distance between the generated CAM and the central point, and the accuracy to classify the type of lesion. To that end, an 8 layers CNN was created to learn image-level labels and to generate an improved CAMs to locate correctly the lesions. After each feed forward of a mini batch of 8 images, a probability of belonging to a class is generated and a binary cross-entropy loss function is calculated (loss1). A CAM is generated for each image and a second loss for tumor localization is calculated to obtain a distance between the CAM and the central point in the tumor (loss2). Then, the back-propagation is performed in respect to both loss1 and loss2 to update the weights, see Fig2.

2.1 New Design of Class Activation Map (CAM)

CAMs are a key part in our framework. They are used to recover the entire tumor area in a PET image by identifying pathological (tumor) fixations, and differentiate it from physiological (normal) fixations, which is done by identifying inter-pixel relations. To generate CAMs for training images, we adopt the method of [19] using an image classification CNN with global average pooling followed by a classification layer. Given an image, the CAM of ground truth class c is computed by

$$M_c(X) = \frac{W_c^T f(x)}{\max_x W_c^T f(x)}$$  \hspace{1cm} (1)

where $f$ is the feature map from the last convolutional layer and $W$ is the weights matrix corresponding to the class c. We backpropagate then the CAMs generated to retrieve indices of tumor fixations on the PET images, and differentiate tumor from normal fixation using a new distance loss function.

2.2 New Loss Function

We introduce a novel loss function to prevent CAMs from further resolution drop. A large loss indicates that the networks current representation does not accurately capture the lesion’s visual patterns, and provide an additional mechanism for self-improvement through back-propagation. As a result, the width and heigh of CAMs are 1/16 of those of the input image. The resulting architecture is a novel convolutional neural network with attention feedback, with an improved localisation capability.

3 Experiments

3.1 Dataset

Our experiments were run on 195 PET images with lung (98) and oesophagus (97) cancer. Patients underwent wholebody FDG PET with a CT (baseline PET), at the initial stage of the pathology and before any treatment. The
Fig. 2. Our proposed architecture. The neural network learn to classify the type of cancer on two 2D MIP images (sagittal and coronal). The heatmap generated is back-propagated and corrected to identify accurately tumor regions.

PET/CT data were acquired on the same device, and with the same acquisition and reconstruction procedure used in routine care. The reconstructed exam voxel size was $4.06 \times 4.06 \times 2.0 \, \text{mm}^3$ and were spatially normalized by re-sampling all the dataset to an isotropic resolution of $2 \times 2 \times 2 \, \text{mm}^3$ using the k-nearest neighbor interpolation algorithm.

3.2 Setup

We firstly generated maximum intensity projection (MIP) for face view and for side view. MIP is a 2D image that summarize 3D images for fast interpretation. Tumor gray level intensities were normalized to SUV level between $[0, 30]$ and translated between $[0, 1]$ to be used in CNN architecture. The neural network is trained to classify the type of cancer (oesophagus vs lung cancers. For each mini-batch, CAMs are generated and backpropagated and corrected via a distance function, to differentiate tumor regions from normal regions. Then, the two resulted corrected CAMs, for face and profile view are combined to retrieve the tumor in the 3D image.

3.3 Implementation

The model was implemented using python with pytroch deep learning library, and trained for 2 days on nvidia p6000 quadro gpu with 24gb.

4 Results

Table 1 shows results for tumor detection and radiomics analysis for Oesophagus cancer. Different methods were compared to our proposed model: U-net,
3D-rpet-net [2], CAMs without distance function, CAMs with FCN network. Radiomics analysis was based on the prediction of treatment response to radio chemotherapy. Table 2 shows the same results for lung cancer, but radiomics analysis was conducted for the prediction of 3 years survival.

| Method       | Dice      | Accuracy  | Sensibility | Specificity | AUC   |
|--------------|-----------|-----------|-------------|-------------|-------|
| U-NET        | 0.42±0.16 | /         | /           | /           | /     |
| CAMs alone   | 0.53±0.17 | 0.57±0.03 | 0.61±0.28   | 0.56±0.24   | 0.53±0.26 |
| CAMs & FCNs  | 0.66±0.07 | 0.57±0.04 | 0.69±0.21   | 0.47±0.22   | 0.51±0.24 |
| 3d-rpet-Net  | /         | 0.72±0.08 | 0.79±0.17   | 0.62±0.21   | 0.70±0.04 |
| Our          | 0.73±0.09 | 0.69±0.04 | 0.80±0.14   | 0.59±0.26   | 0.67±0.08 |

Table 2. Segmentation and radiomics results for lung cancer with state of the art methods.

| Method       | Dice      | Accuracy  | Sensibility | Specificity | AUC   |
|--------------|-----------|-----------|-------------|-------------|-------|
| U-NET        | 0.57±0.19 | /         | /           | /           | /     |
| CAMs alone   | 0.63±0.14 | 0.61±0.07 | 0.59±0.21   | 0.57±0.15   | 0.55±0.24 |
| CAMs & FCNs  | 0.73±0.12 | 0.59±0.07 | 0.63±0.12   | 0.57±0.19   | 0.57±0.17 |
| 3d-rpet-Net  | /         | 0.68±0.17 | 0.72±0.09   | 0.54±0.07   | 0.61±0.03 |
| Our          | 0.77±0.07 | 0.65±0.05 | 0.65±0.18   | 0.58±0.15   | 0.59±0.04 |

All the methods were compared based on the ability to detect accurately the tumor and to conduct a radiomics analysis (response to treatment for oesophagus cancer and 3 years survival for lung cancer), except for 3d-rpet-net, which uses manual annotation to for radiomics, and for U-NET which is used to segmentation only. The comparison is based on accuracy, sensibility, specificity and the area under the ROC curve. The results were obtained using a 5 fold cross-validation. Best results for segmentation were obtained using our proposed model for both lung and oesophagus cancer. For radiomics, 3d-rpet-Net was not statistically significantly different from our model (p=0.59) for oesophagus and (p=0.63) for lung. Our model tend to have a better sensibility for oesophagus and a better specificity for lung cancer with no significant differences.

5 Discussion & Conclusion

In this study, a new weakly supervised learning model was developed to localize lung and oesophagus tumors in PET images. It utilizes two fundamental components: a new class activation map to locate the tumor and a new loss function to improve localisation capability. The model could detect tumors with better
accuracy compared to fully supervised models such as U-NET, or CAMs alone and CAMs plus FCNs. While 3d-rpet-net is showing slightly better results than our model in radiomics analysis, it is based in manual pixel-level annotations of tumor, which requires a physician expert and also is time consuming. For dice coefficient: our model outperformed other methods, especially U-NET, with big margin. The results for lung cancer were better than oesophagus cancer for tumor detection but inferior for radiomics analysis. This can be explained due to the the complexity of detecting esophageal tumor compared to lung tumor (see Fig1.), which results in better results for tumor localization. However, since the prediction of survival is harder then the prediction of the response of treatment, the performance of both 3d-rpet-Net and our model were somewhat lower.

By detecting the tumor in two 2D MIP images for face and profile views, we can obtain x,y and z coordinates to segment the 3D image. The segmentation in the 3D images were used to conduct a radiomics analysis with state-of-the-art results. This simple and yet powerful technique, can be integrated in future workflow/software dedicated to automatic analysis of PET exams to conduct radiomics analysis.
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