Development of an Instrumented Test Tool for the Determination of Heat Transfer Coefficients for Die Casting Applications
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Abstract: In the case of casting processes with permanent molds, there is still a relatively pronounced lack of knowledge regarding the locally prevailing heat transfer between casts and mold. This in turn results in an insufficient knowledge of the microstructure and the associated material properties in the areas of the casting component close to the surface. Therefore, this work deals with the design and evaluation of a test tool with an integrated sensor system for temperature measurements, which was applied to obtain a time-dependent heat transfer coefficient (HTC) during casting solidification. For this purpose, the setup, design and computational approach are described first. Special attention is paid to the qualification of the multi-depth sensor and the calculation method. For the calculations, an inverse estimation method (nonlinear sequential function) was used to obtain the HTC profiles from the collected data. The developed sensor technology was used in a test mold to verify the usability of the sensor technology and the plausibility of the obtained calculation results under real casting conditions and associated temperature loads. Both the experimental temperature profiles and the HTC profiles showed that, in the evaluated casting series, the peak values determined were close to each other and reached values between 6000 W/(m²·K) and 8000 W/(m²·K) during solidification.
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1. Introduction

In terms of high production and material efficiency, die casting processes are very suitable manufacturing processes for the mass production of components with a high geometric complexity. This is particularly true for industrial sectors in which the challenge of reducing component weight while at the same time achieving very good quality and high strength of the parts is becoming increasingly important. Simultaneously, the use of light metals is also becoming increasingly important in this area.

The final quality of the cast components depends on various process and thermophysical parameters [1]. Recently, many efforts have been made [2–5] to integrate advanced sensor technologies into the permanent mold casting process. In addition to a better understanding of the process behavior, advanced sensor technology has also enabled us to monitor and control various casting parameters. The aim was to achieve an improved casting process that was optimized with regard to criteria such as energy consumption and final quality of the cast components. Some studies have already presented special sensors that were embedded in the die casting process and were able to withstand the harsh process conditions during the entire manufacturing process [5].
In the literature [6–8], it has been shown that the quality of the castings is strongly influenced by the solidification phase and the associated local cooling rates of the melt. The locally prevailing cooling rates control the microstructure development and the associated mechanical and technological component properties, for example, the size and distribution of the pores [9]. The cooling rate in turn depends, among other factors, on the heat transfer coefficient between the cast component and the casting die, which characterizes the thermal resistance between melt and die surface [10]. Further process parameters are, for example, the surface temperature, the temperature control system and the materials and coatings used in the die. In order to predict and optimize the quality of the casting products prior to production start and to reduce production risks, the use of casting simulation is widespread. However, the accuracy of the simulation results is linked to a sufficiently precise knowledge of the various boundary conditions and parameters of the casting process. In contrast to the above mentioned further process influencing parameters, the heat transfer coefficient is very dynamic and locally variable in its temporal development. Numerous models have been proposed to predict and determine the HTC for casting applications. Hamasaid et al. [11] have introduced an interesting work in which an analytical model in the aim to predict the HTC for die casting processes was presented. Different parameters are integrated into this model, such as casting process parameters, the used die characteristics, and the thickness. As a result, the model was able to predict on the one hand the function of the HTC and on the other hand the effect of the various used parameters on the HTC. Other researchers and industrialists also validated the model in other processes, such as plastic injection molding. Vasileiou et al. [12] developed an approach based on the use of a genetic algorithm and numerical simulation for the determination of the local heat transfer coefficient in precision casting. For the method mentioned above, the retrieved HTC values were used for simulation and the numerically resulting cooling curves were compared to the experimental ones until the best match was found to affirm the HTCs determined values. Recently, Aksoy and Koru [13] used artificial intelligence methods to estimate the HTC in pressure die casting for aluminum alloys. The DTR, MLR, and ANNR learning algorithms, based on process parameters (casting temperature, injection pressure, and injection speed), were evaluated. As a result, the ANNR algorithm showed the best estimation accuracy of 99.9%.

Currently, there is no established method in casting simulation to use the local gap formation during solidification to calculate a time-dependent heat transfer coefficient. However, based on previous research, a time-dependent HTC can be determined locally by using an inverse method that is more accurate than other techniques [14]. The inverse method is based on the temperature measurement of the die and the melt during the casting process. A high accuracy of the temperature history is required, since every small temperature error can result in a high deviation of the reconstructed HTC value. Dour et al. [15] mentioned that these errors are mainly related to the configuration of the temperature sensors used. The main preventive measures that should be taken in the instrumentation are: the arrangement of the sensors, with the first thermocouple as close as possible to the surface of the die, and a fast response of the sensors. In this context, the present work introduces an instrumented test tool in which a specially developed multi-depth temperature sensor has been embedded for direct measurement of the die temperature during the casting process. The designed sensor offers numerous advantages in terms of manufacturing and application. For example, the developed method enables a simple and cost-effective production of the sensors, so that it also seems realistic from an economic point of view to use numerous sensors in a single mold. Along with the relatively compact, standardized design, this makes it possible to measure the solidification behavior of various areas of the casting and to obtain more comprehensive information about the relationship between process properties and component quality. Furthermore, it can be used in different industrial applications, as it has shown reliable and robust measurements during the evaluation and validation steps in this work. In addition, a two-color pyrometer was integrated, which allowed the measurement of the surface temperature of the melt in real time. An additional displacement sensor was also embedded in this test tool, which allowed a better understanding of the shrinkage of the casting by measuring the gap
formed between the cavity and the casting during solidification. In this paper, however, the focus is only on measuring the temperature of the mold and the casting in order to reconstruct the heat transfer coefficient. More attention was paid to the design, calibration, and validation of the MDTS in a novel concept. With the help of a data acquisition system, it was possible to measure both temperatures simultaneously in real time at high frequency. Based on the collected temperature data, the so-called Beck's reversal method was used to determine the interface HTC between the casting made of an AlSi10Mg alloy and an H11 steel mold. The experiments were carried out as a preliminary test for the real application in a real die casting process.

2. Methodology

In order to achieve the overall goal of a valid determination of the heat transfer coefficient, the necessary work was divided into individual research tasks. In this context, Figure 1 shows the approach and the individual tasks performed. In the first stage (preparation), a suitable method for estimating the HTC, the nonlinear sequential function method, was qualified and the influence of different possible signal qualities on the result of the reconstruction was investigated. Furthermore, the design and production of multi-depth temperature sensors was carried out. These sensors should have low manufacturing costs and dimensions with sufficient temporal and spatial resolution of the temperatures to be measured and thus offer the potential for extensive use in casting dies. Furthermore, in the first stage a test tool was designed and manufactured, which allows the integration and the use of the developed sensor technology for initial testing purposes. In the second phase, the chosen method for inverse calculation of the HTC was validated using a numerical model where the HTC was known in advance. Furthermore, the suitability, as well as the accuracy of the manufactured temperature sensor, was validated by experiments at an electron beam machine. For this purpose, the surface of the multi-depth temperature sensor was heated by means of an electron beam and the surface temperature was measured with a pyrometer. By evaluating the synchronized measuring signals of the multi-depth temperature sensor and the pyrometer, the exact position of the individual measuring points could be determined using a finite element calculation. The third phase, which is presented in this publication, involves carrying out experiments with a test tool. The aim here was to obtain and evaluate measurement results using a real cast material and associated boundary conditions, such as maximum temperature, temperature gradients and shrinkage. A future step, which is a continuation of the present work and is not presented in the context of this publication, is the use in the context of an instrumented, industrial die casting die and the determination of corresponding component properties.

| Preparation | Inverse calculation method for determination of HTC | Design of instrumented test die and sensor development |
| Validation and calibration | Numerical validation of inverse calculation method | Calibration and validation of Multi-Depth-Temperature-Sensor (MDTS) |
| Experimental investigations | Casting trials with test die |
| Industrial application | Use in high pressure die casting dies |

Figure 1. Main concept of the conducted work.
3. Steps Realization

3.1. Inverse Heat Conduction Problem and Estimation of the HTC

In some processes, such as die casting, where heat conduction problems occur, it is difficult to directly quantify the initial amount of heat flow at the exchange surface. This refers to the fact that the instrumentation at the die-casting surface is difficult to implement. However, it has been proven that from measurement points beyond the surface and within the heated body, the temperature profile can be recorded and later an inverse technique can be used to estimate the initial heat flow at the surface and the initial temperature [16]. The direct heat conduction problem in the 1-dimensional domain for a transient heat flow within a semi-finite body of length L is modeled in Figure 2 and expressed by the diffusion equation (1a) and the different boundary conditions (1b–e).

\[
\rho C(T) \frac{\partial T(x, t)}{\partial t} = \frac{\partial}{\partial x} \left( \lambda(T) \frac{\partial T(x, t)}{\partial x} \right); \quad (x, t) \geq 0
\]  

where \( \rho \) (density), \( C \) (mass specific heat) and \( \lambda \) (thermal conductivity) are the temperature-dependent material properties of the body.

![Figure 2. Model of 1-D heat conduction system.](image)

i. The initial temperature of the slab is considered to be a uniform value:

\[
T(x, 0) = T_0; \quad t = 0 \quad (1b)
\]

ii. At the surface, the slab is subjected to a transient heat flux \( q(t) \) and the temperature is suddenly changed:

\[-\lambda(T) \frac{\partial T(0, t)}{\partial x} = q(t); \quad t \geq 0 \quad (1c)\]

iii. The opposite surface of the slab is insulated:

\[
\lambda(T) \frac{\partial T(L, t)}{\partial x} = 0; \quad t \geq 0 \quad (1d)
\]

iv. The temperature inside the slab can be given by:

\[
T(x, t) = Y + \epsilon; \quad (x, t) \geq 0 \quad (1e)
\]
where \( Y \) is the experimental measured temperature data. To solve the problem, minimization by the method of least squares is widely used in order to determine the surface temperature \( T \) by means of the measured temperatures \( Y \) at different locations within the body as follows:

\[
F = \sum_{i=1}^{n} \sum_{j=1}^{l} (Y_{i,j} - T_{i,j})^2 \rightarrow \min
\]

(2)

where \( n \) represents the number of observations and \( l \) represents the number of sensors or the positions of the thermocouples. The index \( i \) corresponds to the time step index and \( j \) to the position index. On this basis many inverse techniques were developed, such as the Tikhonov regularization [17]. A very efficient method, however, has been used in particular to solve nonlinear heat conduction problems and has been applied to the die casting process by many researchers [10,14,16–18]. This is the method of nonlinear function specification (FSM), known as Beck’s method. The FSM is sequential in nature and calculates the heat flux density function by estimating a discrete segment, starting with an initial estimate of \( q \) [19]. It also has the advantage of using a very small computational time step for more precision in the calculation. The estimated quantity of \( q \) on each small segment should be constant for a certain future time step designed by \( r \) [19]. The final solution for determining the heat flux density function \( q \) is therefore represented by Equation (3), where \( M \) is the current time step.

\[
q_M = q_{M-1} + \frac{\sum_{i=1}^{r} \sum_{j} X_{qij}(Y_{i,j} - T_{i,j})}{\sum_{i=1}^{r} \sum_{j} X_{qij}^2} = q_M + \Delta q_M
\]

(3)

The quantity in Equation (4) represents the sensitivity coefficient, which defines the temperature response, at one measurement point, to a step change in the heat flux:

\[
X_{qij} = \frac{\partial T_{i,j}}{\partial q_M}
\]

(4)

In a final step, after calculating the heat flux density \( q \), the HTC can be calculated using Equation (5) below:

\[
HTC = \frac{q}{T_{cast} - T_{die}}
\]

(5)

where \( T_{cast} \) corresponds to the temperature of the casting and \( T_{die} \) is the retrieved temperature value of the die using the inverse method. A MATLAB (R2017a) algorithm was used to calculate the HTC, considering the temperature-dependent material properties of the die material used.

### 3.2. Validation of the Method

To evaluate the method used, a simple one-dimensional heat conduction model was created in ANSYS (2020R1). The initial temperature of the solid was set to 25 °C and the ambient temperature to 720 °C. Temperature-dependent material data of the used hot work steel (H11) were considered for the solid. Furthermore, the simulation model was given time-dependent courses of the heat transfer between ambient temperature and body, see Figure 3a,b. The respective courses of the HTC reflect the characteristic behavior of the heat transfer at the interface between the cast component and the die during the solidification of a cast component. In order to avoid the risk of over-optimizing the reconstruction algorithm, two different HTC curves were selected, each of which is characteristic for fast or slow changes in the heat transfer at the surface. Virtual temperature sensors were defined in the model, whose positions correspond to the determined positions of the real multi-depth temperature sensor. In this way, it was also possible to show whether the number of measuring points of the multi-deep temperature sensor and their depth positions were adequate for a reliable reconstruction of the HTC (see Sections 3.3 and 3.4). In both cases, the heat conduction problem was solved and the
calculated transient temperatures at the four individual measuring points were extracted and used for the reconstruction of the HTC. The assumed calculation time steps for the inverse calculation are set 1.5 times higher than the sampling time of the simulation and the used number of future times is $r = 3$.

Figure 3. Given data for the simulation: (a) first run case; (b) second run case.

Figure 4a,b visualize the calculation results for the course of the reconstructed HTC and the predefined HTC for both cases. As shown in the figures, the reconstructed HTC was found to be in good agreement with the given curve for both cases, in terms of peak value, absolute values, and time offset. The peak-to-peak evaluation shows that this deviation is 0.05 s.

3.3. Sensor Manufacturing

The presence of more than one temperature measurement point in the tool depth allows a better reconstruction of the heat transfer coefficient. Therefore, it was necessary to design and manufacture a temperature sensor that allows the temperature inside the tool to be measured at different distances from the die surface. The sensor should also assure long-term resistance to the process conditions, especially the temperature of the melt as well as mechanical loads. Furthermore, it should be compatible with the data acquisition hardware used for the project and should be usable by other systems for further applications. This goal was realized on the basis of simple electronics and joining
from the die surface. The sensor should also assure long-term resistance to the process conditions, especially the temperature of the melt as well as mechanical loads. Furthermore, it should be compatible with the data acquisition hardware used for the project and should be usable by other systems for further applications. This goal was realized on the basis of simple electronics and joining technology and with a low complexity of the production steps. The design concept consists of two bodies joined by electron beam welding. Inside the sensor, a total of four type K thermocouples were integrated at close distances to the surface. The necessary pocket for the thermocouples was designed to be as small as possible in order to minimize distortion of the temperature field due to the recesses. The bodies were then further processed by machining to form a cylindrical body with additional geometric and functional features. The sensor was made of the same material (H11 tool steel) as the die and was hardened and tempered to 40 ± 1 HRC according to the usual procedure (annealing, quenching, and then two tempering stages). By using the same tool material, errors during reconstruction due to different thermal conductivities of the materials used were avoided. At the same time, there is good knowledge of the temperature-dependent thermal conductivity [20] of the hot work tool steel H11. By heat-treating to a hardness of 40 HRC, on the one hand the mechanical stability of the sensor was ensured. On the other hand, this hardness also ensured a reliable machining process and the compliance with shape and position tolerances, since hardness steps in the transition to the weld seam were avoided. Thermocouples from OMEGA Engineering (Deckenpfronn, Germany) were used and brought into direct contact with the substrate by local welding to ensure a fast response time with regard to the rapid changes in heat transfer at the interface between the component and the tool. The thermocouples used are 5TC-TT-KI-30 with a weld joint, and accuracy of DIN class 1. Each thermocouple has a diameter of 0.25 mm (with 30 AWG) and is protected against high temperatures by Kapton tape insulation [21]. The dimensions of the sensors are presented in Figure 5, with a schematic representation of the thermocouples inside. The numbers from 1 to 4 refer to the positions of the thermocouples according to their distance from the surface of the sensor. In addition, Figure 5b shows a cross-section of the sensor to illustrate the dimensions of the pocket in which the four thermocouples are integrated. Figure 6 shows the fully fabricated sensor. The arrangement of the thermocouples offers the advantage that several thermocouples can be integrated on one level, with each of them being positioned very close to the surface, adapted to the prevailing temperature gradient of the technical application. A possible disadvantage is the fact that the individual thermocouples are thus not arranged on a line perpendicular to the temperature gradient. This can be improved in other designs where the use of thin-film thermocouples is planned.

![Figure 5. Geometry and dimensions of the sensor: (a) front view and cross-section of line A (b) cross-section of line B.](image-url)
These two features are the accuracy of the sensor’s measurements and the efficiency in terms of time response. A sufficiently high accuracy of the HTC reconstruction requires that temperature measuring points are available at defined positions close to the surface and that the real existing positions also correspond to the positions assumed for the reconstruction. In fact, the exact position of the measuring point is usually only measured optically, whereby the exact position of the measured value generation for the weld spot on the thermocouple can often not be determined. The deviations in the range < 0.2 mm can lead to considerable errors in the reconstruction of the HTC, especially in the very near-surface area of the sensor (< 2 mm), as calculations have indicated. For the investigations, the upper side of the sensor was exposed to a defined amount of heat generated by the electron beam gun inside the electron beam chamber. The temperature inside the sensor was measured on different levels by the thermocouples and at the same time the temperature of the surface was measured by a two-color pyrometer (M332) from Sensortherm GmbH integrated in the electron beam chamber. The measurement data were acquired using a script written in the LabVIEW development environment to ensure synchronization of both signals. The schematic test setup is shown in Figure 7.

Figure 6. Manufactured multi-depth-temperature sensor.

The following section describes in detail the simulation-based approach to determine and validate the distance of the thermocouples from the surface.

3.4. Sensor Validation

An important step before implementing the multi-depth temperature sensor in practice is to verify two relevant features that are of great importance for a meaningful reconstruction of the HTC. These two features are the accuracy of the sensor’s measurements and the efficiency in terms of time response. A sufficiently high accuracy of the HTC reconstruction requires that temperature measuring points are available at defined positions close to the surface and that the real existing positions also correspond to the positions assumed for the reconstruction. In fact, the exact position of the measuring point is usually only measured optically, whereby the exact position of the measured value generation for the weld spot on the thermocouple can often not be determined. The deviations in the range < 0.2 mm can lead to considerable errors in the reconstruction of the HTC, especially in the very near-surface area of the sensor (< 2 mm), as calculations have indicated. For the investigations, the upper side of the sensor was exposed to a defined amount of heat generated by the electron beam gun inside the electron beam chamber. The temperature inside the sensor was measured on different levels by the thermocouples and at the same time the temperature of the surface was measured by a two-color pyrometer (M332) from Sensortherm GmbH integrated in the electron beam chamber. The measurement data were acquired using a script written in the LabVIEW development environment to ensure synchronization of both signals. The schematic test setup is shown in Figure 7.

Figure 7. Experimental test setup for the validation of the sensor.

Figure 8 shows an example of the synchronized temperature curves of a multi-depth temperature sensor and a pyrometer for comparatively slow heating rates. High temperatures were deliberately chosen to verify the usability of the sensor at high temperatures. For casting processes, however, more dynamic heating rates are relevant. Thus, in further experiments, a higher energy of the electron
beam was used to achieve higher heating rates (see Figure 8b). An evaluation of the time offset of the respective maxima (pyrometer and MDTS-1) resulted in a difference of approximately 0.13 s to the first near-surface temperature sensor, which is considered, as an initial time response guess, a very good value considering the measurement signal of the ratio pyrometer, which can be assumed to be without delay. Thus, it could be shown that measurements up to 750 °C at the surface of the pyrometer are possible. The sensor allows a fast reaction to abrupt changes in surface temperature. As mentioned above, a necessary step for a meaningful reconstruction of the heat transfer coefficient is the determination and validation of the exact positions of the thermocouples inside the sensor. The calibration and evaluation of the sensor was performed for two different heat flux densities and associated heating rates. On the one hand, relatively long heating and cooling cycles (Figure 8a) as well as for short-term temperature variations (Figure 8b), as they occur with similar dynamics in casting processes. For the purpose of determination and validation, the simulation environment ANSYS was used, in which the finite element method was applied for a thermal model to calculate the transient temperature fields inside the sensor body. The same boundary conditions as in the experimental step were implemented and the temperature measured by the pyrometer was now defined as a transient temperature boundary condition at the surface. The model was solved and the calculated temperature curves at discrete points were compared with the real measured temperature curves. The Newton–Raphson method was used to vary the position of the virtual thermocouple until a minimum of deviation between the calculated and experimentally determined result was found. The procedure was applied for long and short-term measurements and for all four measuring positions. In each case, three different cycles were chosen for the determination of the exact depths, and the average of the retrieved positions has been considered. For the long-term evaluation, only the heating cycles were used in order to avoid any secondary effects regarding the difference in boundary conditions between the simulation and the real experimental environment. The evaluation of the results made it possible to identify the corresponding positions {−1.5; −2.45; −3.8; −5.4 mm} in the case of long-term evaluation (Figure 9a), and {−1.5; −2.5; −3.95; −5.8 mm} for the short-term evaluation (Figure 9b) for the four thermocouples (MDTS1 to MDTS4). The procedure also allowed the depth determined in each case to be indicated with a mean value and a standard deviation; details can be found in Table A1.

![Figure 8. Experimental results: (a) long-time heating cycles measurements; (b) short-time cycles measurements.](image-url)
3.5. Evaluation of the Uncertainty of the HTC Reconstruction

The presence of uncertainty of the exact locations of the thermocouples has an influence on the reconstruction of the HTC. For this reason, the uncertainty of the HTC also was evaluated, based on the reconstruction performed in Section 3.2 for the first run case for the retrieved positions in case of a long-term evaluation. The evaluation was done for different sets of thermocouples’ positions (Table 1). The selection of the different sets was based on evaluating three measurements regions; for positions in the interval of ± 0.5 mm for the retrieved depths in case of long-term measurements (Set 1 and Set 2), for more distant locations (Set 3 and 4) and, finally, for very close positions to the surface (Set 5 and 6). For all these cases, the HTC results were compared to the reconstructed HTC determined for long-term measurements as a reference signal. Moreover, the HTC was also calculated for the short-term range, considering the retrieved locations for this case, where the results are very close to the long-term reconstruction results with a very small error of 0.5% (Figure 10). The computation results in Figure 10 allowed defining a maximum error that does not exceed 2% for Set 1 and 2, which is considered a small error. For Set 5 and 6, which are very close to the surface, lower HTC values were determined with a difference of 8.2% to the maximum reference value. Set 3 represents the depths at which the thermocouples are considered far from the surface, a higher HTC with a difference of 6.5% from the reference was reconstructed.

Table 1. Used depths for the evaluation of the uncertainty (values in mm).

| Evaluation Sets | MDTS1 | MDTS2 | MDTS3 | MDTS4 |
|-----------------|-------|-------|-------|-------|
| Long-term       | −1.5  | −2.45 | −3.8  | −5.4  |
| Set 1           | −1.5 ± 0.5 | −2.45 ± 0.5 | −3.8 ± 0.5 | −5.4 ± 0.5 |
| Set 2           | −1.5 + 0.5 | −2.45 + 0.5 | −3.8 + 0.5 | −5.4 + 0.5 |
| Set 3           | −1.5 × 1.5 | −2.45 × 1.5 | −3.8 × 1.5 | −5.4 × 1.5 |
| Set 4           | −3    | −4    | −5    | −6    |
| Set 5           | −0.5  | −1    | −1.5  | −2    |
| Set 6           | −0.25 | −0.5  | −0.75 | −1    |
The temperature-dependent thermophysical properties also have a considerable influence on the HTC reconstruction. Hence, the uncertainty of the HTC regarding the variation of the thermal conductivity and the specific heat was evaluated. The conventional values of the thermophysical properties of the steel H11 (see Table A2) were varied by ±10%. The results of the calculation in Figure 11 show that the error of the signal does not exceed 5.1% when the values are increased by 10%. A decrease of 10% leads to a maximum error of 10% of the reconstructed HTC.

3.6. Design of the Instrumented Test Tool

The basic idea behind the design of the instrumented tool is the fact that embedded sensors in the die and on the direct contact surface between the die and the casting make it possible to record real-time data in throughout the casting process, thus enabling the cooling conditions of the melt and the onset of gap formation to be recorded more accurately. The actually designed test tool is equipped...
with three sensors: the multi-deep temperature sensor, a pyrometer to measure the temperature of the die or the temperature of the casting and a displacement sensor that allows us to evaluate the shrinkage of the part by measuring the distance from the die surface during the solidification phase until complete solidification. The aspect of shrinkage is not discussed in this paper, as it is more useful in the real process under high pressure conditions in the cavity. The tool is characterized by a modular design, with each sensor inserted in a single block and all blocks having the same dimensions. This principle is applied to the real tool in further steps, as it offers more flexibility to replace the sensors individually, e.g., in case of damage, or to configure their positions within the die instead of replacing the complete die. The dimensions of the die are \((150 \times 50 \times 125)\) mm\(^3\) with a cavity depth of 25 mm. The arrangement of the sensor positions is shown in Figure 12. To protect the pyrometer against high pressure and high temperature of the melt, five Al\(_2\)O\(_3\) sapphire windows [22], with a thickness of 1 mm each, are employed.

**Figure 11.** Uncertainty of the reconstructed HTC to a variation of the thermos-physical properties.

**Figure 12.** Design of the instrumented test tool.

### 4. Experimental Results and Discussion

#### 4.1. Experimental Conditions and Setup

The casting tests with the designed test tool were carried out at the institute. This made it possible, in a first step, to validate the effective function of the entire test set-up before the measuring sensor technology was transferred to the real casting process. Many casting series were carried out successively in order to gain insights into the sustainability and behavior of the sensors and the influence of the temperature of the melt on the sapphire windows. The alloy used in the casting tests was AlSi10Mg, which has the chemical composition in (weight percent) given in Table A3. The tool was manufactured from the material X38CrMoV5-1 (H11). Table A2 shows the various temperature-dependent thermal properties of hot work tool steel. The data acquisition was ensured by a complete hardware setup from National Instruments. The die temperature was recorded with a sampling rate of 95 S/sec/channel and a resolution of 24 bit. The integrated pyrometer is the IGAR 12-LO IMPAC from Advanced Energy (LumaSense Technologies GmbH), which measures according to the two-color ratio principle [23]. It operates at a temperature value from 300 °C and runs at a baud rate of 19.2 kbd, which enables data to be acquired at high speed and with greater accuracy.

During the first casting tests, it has been noticed that the melt temperature measurements are switched off directly after few seconds of pouring. This can be explained by the fact that the molten aluminum alloy changes its state from liquid to solid, which implies changes of the emissivity. This physical behavior can cause a problem when measuring with the pyrometer in ratio-mode due to
changing emissivity in a different way on both channels. Moreover, using the IGAR 12-LO IMPAC pyrometer, which has a wavelength of (1.52 µm/1.64 µm), a measurement on aluminum alloy leads to a very low signal level, as this alloy has a very low emissivity in the wavelength range of this pyrometer. When the alloy changes state from liquid to solid, the signal strength goes below the switch-off level of the pyrometer, leading to wrong measurements. To remedy this problem, in order to adapt the existing pyrometer to be adequate to measure the aluminum alloy temperature, the level signal strength of the pyrometer was adjusted so that the wavelength supports the changing emissivity of the melt and does not break off during measurements. In addition, a simple calibration test was carried out to ensure that the correct temperature was recorded by the pyrometer over the temperature range to be measured. Within the scope of this experiment, the alloy used (approximately 300 g) was heated in a furnace to different, predefined temperatures (a respective holding time of 15 min was considered). At each holding point, the temperature of the melt was measured both by thermocouple and pyrometer. The results of this procedure are shown in Figure 13. The quantified error in percentage over all the trials is 2.1%, which shows a good agreement between the measurements. However, less error is expected, since the nature of this experiment required that the melt had to be taken outside the furnace and measure directly the temperature using the pyrometer.

Figure 13. Calibration of the pyrometer.

4.2. Process Description and Results

The experimental procedure is described in Figure 14, using an equal amount of melt of 100 g for each casting cycle.

During the filling phase (step 1), which was measured due to the manual filling of 4 s, the molten melt was poured directly onto the sapphire windows (pyrometer). This results from the high peak, which was recorded at casting temperatures of approximately 700 °C for all casting series carried out (Figure 15). At the same time, however, the multi-depth temperature sensor did not detect the maximum die temperature, so that the die starts to heat up to record a first peak value for the first two seconds and then rises to a maximum peak value of about 225 °C. The main reason is the flow of the liquid metal from the center of the cavity to the end of the cavity wall and back to the inner sides, immediately after the filling phase and during the first seconds of the solidification phase (step 2). During the solidification phase of about 90 s, the melt began to solidify and lift off from the ends of the mold cavity. The evaluation of the HTC during the solidification phase took place in a time interval of 25 s. At the end of this phase, the completely solidified casting has a shape as shown in step...
3 of the process; the uncovered shape may be the cause. Figure 15 represents the measurements of temperatures profiles for the die and cast for the first casting cycle.

4.2. Process Description and Results

The experimental procedure is described in Figure 14, using an equal amount of melt of 100 g for each casting cycle.

During the filling phase (step 1), which was measured due to the manual filling of 4 s, the molten melt was poured directly onto the sapphire window s (pyrometer). This results from the high peak, which was recorded at casting temperatures of approximately 700 °C for all casting series carried out (Figure 15). At the same time, however, the multi-depth temperature sensor did not detect the maximum die temperature, so that the die starts to heat up to record a first peak value for the first two seconds and then rises to a maximum peak value of about 225 °C. The main reason is the flow of the liquid metal from the center of the cavity to the end of the cavity wall and back to the inner sides, immediately after the filling phase and during the first seconds of the solidification phase (step 2).

During the solidification phase of about 90 s, the melt began to solidify and lift off from the ends of the mold cavity. The evaluation of the HTC during the solidification phase took place in a time interval of 25 s. At the end of this phase, the completely solidified casting has a shape as shown in step 3 of the process; the uncovered shape may be the cause. Figure 15 represents the measurements of temperatures profiles for the die and cast for the first casting cycle.

4.3. Determination of the HTC

Although the presence of this important noise on the recorded temperature of the cast, which is mainly caused at the first 5 s by the filling of the melt and after that by solidification stage, it was
possible to reconstruct the HTC history without any filtering of the input data using the inverse method. Figure 16 shows the estimated HTC profiles for the three casting cycles in a time interval of 25 s.

![Calculated HTC for Cycle 1](image)

**Figure 16.** Calculated heat transfer coefficient (HTC) for Cycle 1–Cycle 3.

From the reconstructed HTC profiles, it can be seen that comparable values are found for the three casting experiments. This can be interpreted by the fact that the same experimental conditions were maintained during the entire series.

For cycles 1 and 2, an HTC peak value of 7500 W/(m²·K) was determined for a range temperature values of the die between 170 °C and 225 °C right at the beginning of filling for the cast series due to the high temperatures of the melt. When the liquid is completely poured, its distribution inside the cavity becomes uniform, ensuring perfect contact between the cast and the die. Here, the heat exchange from the cast surface to the die body is increasing, which then results at the beginning of solidification on the second peak of the calculated HTC, which shows an average value of 6000 W/(m²·K) for almost all casting series. At a further stage, when the cast starts to cool down and shrink rapidly, an air gap gradually begins to form between the two surfaces, causing the HTC to decrease rapidly. Generally, the HTC values are not high compared to the real process, since there is no high pressure applied on the cast. Furthermore, it was found that the small differences in the initial starting temperatures of the die-casting mold for the casting series did not lead to large differences in the calculated HTCs. Compared to the first cycles, some differences can be seen on the reconstructed HTC for cycle 3. The reconstruction results show that at the beginning of the filling phase the HTC for cycle 3 is lower by 2500 W/(m²·K), compared to cycle 1 and 2. Moreover, after the filling phase, the recorded second peak is higher by 1000 W/(m²·K). These results can be explained by the differences in the measured temperature profiles between cycles 1–2 and cycle 3 (see Figure A1) due to the nature of the conducted experiments. The reconstructed HTCs are affected by the noise on the measured temperature signal from the pyrometer. For this, Figure A2 gives additional information about the reconstructed heat flux for cycle 1 as an example. The result shows a smooth signal compared to HTC, since it is based on the temperature data of the die. The highest heat flux value determined at pouring time is about 180 kW/(m²); then it reaches a second peak of around 110 kW/(m²) once the cavity is completely filled with melt. After that, it starts to decrease slowly due to solidification.

5. Conclusions and Outlook

In this work, an instrumented test die dedicated for casting applications was presented, which embeds three different sensors that are directly exposed to the contact surface of the die and the cast. This tool allows us to track the thermal and the physical behavior of the cast in real time. During the conducted experimental castings series, the test tool, as well as the sensors, showed a robust performance in terms of the stable measurements and the good resistance to the high temperature of the
melt. The collected experimental data by means of this tool and the associated data acquisition system were used for the determination of the interfacial heat transfer coefficient between the cast and the die using an inverse method. The inverse calculation of the HTC shows that the values are comparable for the presented casting series and shows a value of 6000 W/(m²·K) after the filling process.

In future research, further studies should first be carried out on the multi-deep temperature sensor to evaluate its time response. Furthermore, different sensor designs, which include different arrangements as well as sensor types (e.g., thin-film sensor thermocouples) are in the foreground. In addition, the present instrumentation is used to perform numerous experiments taking into account different cavities and thus cooling rates and HTCs. In the future, a closed cavity will be used, which is more closely oriented to the solidification and distortion boundary conditions of real cast components. As the main motivation of this work is to use the integrated sensors for the HPDC process, an instrumented real die casting tool is designed and applied afterwards. Here, the real process conditions have to be considered, especially with regard to the high internal pressure applied to the mold. Furthermore, the course of gap formation during solidification between mold and casting is evaluated with the integrated displacement sensor and calculated in parallel by simulation-based approaches. In the future, this procedure should allow a much better process control, which detects deviating heat flows of the cast part due to a different tool temperature control, an inhomogeneous application of the mold release agent, as well as other deviating casting parameters. At the same time, the process data obtained allows for a better component and process design.
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Appendix A

Table A1. Considered Depths of the thermocouples.

| Long-Term Determination | Short-Term Determination | Mean Value | Standard Deviation |
|-------------------------|--------------------------|------------|--------------------|
| −1.5                    | −1.5                     | −1.5       | 0                  |
| −2.45                   | −2.5                     | −2.475     | 0.03536            |
| −3.8                    | −3.95                    | −3.875     | 0.10607            |
| −5.4                    | −5.8                     | −5.6       | 0.28284            |

Table A2. Thermal material properties of the H11.

| Temperature (°C) | $C_p$ (J·kg⁻¹·K⁻¹) | $\lambda$ (W·m⁻¹·K⁻¹) | $\rho$ (kg·m⁻³) |
|-----------------|-----------------|-----------------|-----------------|
| 20              | 440.9           | 26.5            | 7800            |
| 100             | 466.1           | 27.3            | 7776            |
| 200             | 490.9           | 28.2            | 7746            |
| 300             | 511             | 28.7            | 7716            |
| 400             | 529.2           | 29              | 7687            |
| 500             | 548.5           | 28.9            | 7645            |
| 600             | 582.3           | 28.4            | 7600            |
| 700             | 622.8           | 28.2            | 7550            |
Table A3. Chemical composition of the Aluminum alloy AlSi10Mg.

| Element | Percentage |
|---------|------------|
| Al      | Balance    |
| Si      | 9–11       |
| Fe      | 0.055      |
| Cu      | 0.1        |
| Mn      | 0.45       |
| Mg      | 0.20–0.45  |
| Ni      | 0.05       |
| Zn      | 0.10       |
| Pb      | 0.05       |
| Sn      | 0.05       |
| Ti      | 0.15       |

Figure A1. Cast and die temperature for cycle 3.

Figure A2. Reconstructed heat flux for cycle 1.
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