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Abstract
This paper presents the classification of electroencephalogram (EEG) signals using artificial neural network techniques. The signal processing of EEG signal could provide several areas for research in biomedical field. Numerous techniques can be applied to extract out the EEG characteristics in order to study and investigates the problems in the pattern recognition by its features extracted. The interesting site of signal measurement is the temporal lobe which is responsible of T3 and T4 in human electrode placement scalp. In this paper, many subjects were used to test the performance of non-neurophysiologic signals in order to investigate the electrical waves in human brain via the production of numerous EEG signals. A linear method of discrete wavelet transform (DWT) was used to gain classification with accuracy of 94.93% for testing EEG of different samples of music such as rock, jazz, classical and heavy metal using artificial neural network (ANN) with 2000 epoch, 25 nodes, 2 hidden layers. The results showed promisingly valuable EEG signal characteristics which could support the hospital staff to take care of and treat patients in the correct direction.
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Introduction
In 1970s, the initiation of personal computing advanced the engineers to continue trying a narrow communication gap between humans and the technology of computer [1]. With the development of graphical user interfaces (GUIs), computers have led to ever more practices with the emergence of calculation intelligence [2]. Currently, the ultimate frontier among humans and computers is starting to be bridged by using brain computer interface which enables the computer to be controlled through the monitoring signals of brain activities [3]. The electroencephalogram (EEG) equipment is used in a wide range to register the brain signals in brain computer interface (BCI) due to its noninvasiveness with high time resolution [4]. In addition, the BCI could be designed to use EEG signals in a wide variety of techniques for controlling and motor imagery to move the occurring in limbs [5-8]. The most crucial part of the organ which drives the system in human body is the brain [9]. An average of 100 billion cells are contained in this magnificent organ which could be connected to each other and send the pulses from
one to another nodes in the form of voltages pulse [10]. Hence, this data could be sent and further action will be taken by other function systems in the human body [11]. The four lobes of brain include frontal, temporal, parietal and occipital lobes, responsible for all human body behaviors, and the EEG signals is derived from the nodes which are best defined as a summation of events [12]. The perception of music takes place in three stages: The first is an elementary perception of the auditory musical stimulus; the second corresponds to the structural analysis of music, at both an elementary (pitch, intensity, rhythm, duration and timbre) and an advanced level (phrasing, timing and themes); and the third stage is identification of the work being played [13]. Different cortical centers come into play for each of these functions. In addition to that, specialized neural systems in the right superior temporal cortex participate in perceptual analysis of melodies by using quantitative EEG. But for inexpert listeners, the right side of the brain (intuitive part) will be activated, while for musicians the left part (rationality) is activated. Therefore, the “creative” right hemisphere perceives the timbre and melody, while the “logical” left analyzes rhythm and pitch, interacting with the language area that even seems to be able to recognize musical “syntax” [13]. The EEG system which contains electrodes, amplifiers and record devices is needed to record these signals [14]. By these recorded data, EEG will produce complex irregular signals which provide the data of underlying activity in the brain parts [15]. To achieve the EEG classifying objectives, fast Fourier transform (FFT) could be used to transform the time domain into frequency domain on EEG signals raw. For EEG signal classifications, the artificial neural network is used as the system for design and seeking the computing style of human brain as powerful in recognizing task [16-21]. In case of listening to different music sounds, the brain will respond with different actions and produce different quality EEG signals and classifications [22]. Therefore, typical features can be extracted to classify event related potentials (ERP) because of these temporal variations in EEG signal amplitudes as a response to a given stimulus [23]. Hence, it is highly important to study the human brain electrical activity via various EEG signals produced due to listening to different voices. The recently designed classification algorithms for EEG can be divided into four main categories: Adaptive classifiers, matrix and tensor classifiers, transfer learning and deep learning, and a few other miscellaneous classifiers [24].

Experimental

The brain of human

The human brain involves cerebral hemisphere, brain stem cerebellum and diencephalon. The cerebrum is divided into four lobes, that is, frontal, parietal, temporal, and occipital which are shown in Fig. 1. The temporal lobe is the most crucial part for electroencephalograph recording as it responds to the auditory which is used for hearing, processing sounds or speech, and language comprehension.

Electrode montage system

There are two systems of electrode placement represented by 10-20 international system. These two systems include 21 electrodes and 10-10 international system that include 64 electrodes. In this project, the system used was 10-20 international system with application of two active electrodes labeled as T3 and T4, as illustrated in Fig. 2 with one reference electrode.

Experiment setup

The machine was equipped with Bio amplifier cable which connected the electrodes attached to the subject to the recording device. Other than that, a laptop was installed with analog device interface (ADI). Chart5 software was connected directly with the EEG recorder, so that the signals could be recorded and visualized later for analysis. The setting of the machine needed to be adjusted for this project as the sampling
frequency was 2 kHz. In this study, the content of the measured EEG signals (0.5-65 Hz) was band-passed with a cut-off 4th order Butterworth filter which was used with minimum stop band attenuation of 3 dB with ripple in the pass band less than 0.1 dB, and any signal outside the range would be rejected as it was classified as undesired signals. In this experiment, a single channel with three electrodes was used on the interest region of the scalp namely Fpz, T3 and T4. The reference electrode also called as the ground electrode was the Fpz which represented the frontal region, while the two active electrodes were on the temporal lobe region marked by T3 and T4. In order to attach these electrodes, a 10-20 montage system was used as it would indicate the correct placement for the electrodes. A comfy chair needed to be prepared as the subject would be instructed to be seated in their most comfortable manner as the experiment would take a long duration about 22 min. Four different genres of music: Jazz, rock, classical, and heavy metal were used in this project. For each genre, there were four samples of melodies played that formed a total of four trial which comprised the four genres in each trial. Therefore, the number of song sections was 16 and the length of each song section was 60 sec for each genre and 15 sec of rest intervals before a new melody was played. These melodies would be played through an earphone of multi-player device (mp4) that would be plugged to the subjects’ ears. Table 1 shows the display order of the melodies. 30 subjects, male and female, with age ranging from 21 to 24 years old were chosen for the test. Each subject was selected, ensured that they were in their best condition of health, with no background of neurophysiologic disorder, and with good hearing capability. For male subject, they must not wear any hair gels and needed to ensure their hair was dry. Other than that, the subjects needed to get sufficient break previous to the test being carried out. Throughout the test, the subject would be instructed to sit motionless and comfortably because any movement performed by the subject might interrupt the signal generated later. Apart from that, the subjects were exposed to the same sample of trials for 22 min, and for the analysis, each 60 sec from the different melodies that formed the trial would be used for feature extraction. Fig. 3 indicates the reference and active electrodes on the subject’s scalp.

**Table 1 Order of melodies**

| Trial 1   | Jazz | Rock | Classical | Heavy metal |
|-----------|------|------|-----------|-------------|
| Trial 2   | Classical | Heavy metal | Jazz | Rock |
| Trial 3   | Heavy metal | Jazz | Rock | Classical |
| Trial 4   | Rock | Classical | Heavy metal | Jazz |

**Frequency domain features**

The FFT could analyze the frequency components of a sound. From each frequency achieved, the arithmetical data could be gained for additional investigation and the values that could be measured.
were maximum, minimum, and mean of frequency ranging from 0-65 Hz for power spectral density (PSD). The spectrum would indicate the strength of various frequencies in time varying waveform where it would show apparent significant frequencies in waveforms that was not easily observed without breaking down EEG waveform into various components. Other than FFT, DWT was also used as it was based on sub-band coding that gave fast computation of wavelet transform. DWT was computed by using high and low pass filtering of the sample where low pass filter gave approximate coefficients while high pass filter gave detail coefficients. For analysis using DWT, the collection of suitable wavelet number of decay level was crucial. The wavelet coefficient was computed by using Daubechies wavelet of order 4 (db4) as the smooth feature was more appropriate to notice EEG varying. Fig. 4 shows the sub-band coding structure of the DWT; Equations (1) and (2) show generally how to find at any levels the approximation and detail coefficients respectively [25]. In this study, we found during listening to the genre music, EEG signal was clearer in detail coefficients (cD) specifically in cD5, cD6, and cD7 with one approximation coefficient (cA) of cA7, where these sub band frequencies are shown in Table 2 and can be found by Equations (3)-(6) respectively [25].

\[
CA_{b,K} = \sum_{i=0}^{M-1} h_i \ast CA_{b-i,j+2^K}
\]

(1)

\[
CD_{b,K} = \sum_{i=0}^{M-1} g_i \ast CD_{b-i,j+2^K}
\]

(2)

Where \(M\) is the number of wavelet filter coefficients (for db4, \(M = 8\)), \(b\) is the wavelet transform level, \(k\) is the approximation or detailed coefficient item at any level.

In addition, \(h_i\) is the low pass filter coefficients and \(g_i\) is the high pass filter coefficients which are derived from the scaling and wavelet functions respectively.

\[
CD_{a,K} = \sum_{i=0}^{7} g_i \ast CA_{a,j+2^K}
\]

(3)

\[
CD_{b,K} = \sum_{i=0}^{7} g_i \ast CA_{b,j+2^K}
\]

(4)

\[
CD_{c,K} = \sum_{i=0}^{7} g_i \ast CA_{c,j+2^K}
\]

(5)

\[
CA_{a,K} = \sum_{i=0}^{7} h_i \ast CA_{a,j+2^K}
\]

(6)

**Artificial neural network (ANN)**

An artificial neural network can be defined as a machine which is modeled to work as a human brain. The fundamental structure of the brain and the processing units of an ANN are called the nodes. In ANN, the network is formed from this massive interconnection of the nodes which is having the capabilities of learning through computations. The acquired knowledge is stored in the synaptic weight which can be modified according to many algorithms to achieve the desired output [26]. The feed-forward neural networks trained with the standard backpropagation algorithm are used for the statistical analysis which has less energy calculation with prognostic and knowledge capability. For this project, input values were at frequencies ranging 0 - 65 namely; maximum, minimum, mean and standard deviations were used. The EEG characteristic information was applied to ANN as input information and the music characteristic information was specified to ANN as educator signal information. The nodes in the concealed layer would use the transfer function and the yield nodes were modeled by linear transfer purpose. In this project, 320 sets of training data were used as input vector with preparation and the test relation of 0.6 and 0.4 respectively. According to the 10-fold cross validation process, we divided the dataset into 10 subsets of equal instances with 9 subsets employed for classifier training and 1 subset for classifier testing. The process was repeated 10 times so that each subset was tested for classification. 4 output nodes were represented by vector with 4 parts as [0 0 0 1] for
Jazz response, [0 0 1 0] for rock reaction, [0 1 0 0] for classical response, and [1 0 0 0] symbolized heavy metal response. Fig. 5 represents the illustrated design for the ANN architecture.

Results and Discussion

From the experiment conducted, a total of 30 samples of EEG signal from 30 subjects were gained. The EEG was measured from the scalp with an array of 2 active electrodes (T3 and T4) and reference electrode (Fpz) which was placed at scalp on both side of the temporal lobe region and frontal lobe. The EEG spectrogram separated into 5 typical frequency bands, namely delta (0.5-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz) and gama (30-45Hz). The sampling frequency was 2000 Hz which led to that DWT coefficients cD5-cA7 could cover frequency range 0-62.5 Hz as shown in Table 2 which includes all the EEG bands. Therefore, frequencies beyond approximately 65-90 Hz were not needed to be filtered out by EEG-data systems hardware and supported by digital band pass filter (0.5-65 Hz) mentioned in the setup section. Normal waking activity was mostly in the high frequency, low amplitude beta range. Closing the eyes resulted in a shift to the lower frequency, higher amplitude alpha range. Interpretation of the raw EEG required a considerable training and further processing in order to extract out the features of each EEG signals. In time domain, it was difficult to determine the EEG signals falling in which category as the only thing could be observed was the spikes of EEG signal. Therefore, frequency features were extracted by transforming to frequency domain so that the energy distribution in each frequency component could be used later for processing. In order to proceed to the next step, the signals were segmented into 16 segments which comprised 4 segments from jazz, rock, classical, and heavy metal. The data were saved in text format which contained all the data from point T3 and T4 with a value of microvolts for 60 sec. All the data in text format would be used in MatLab. A total of 320 text data underwent pre-processing. In this project, FFT and DWT were used where both were nonlinear methods of bio signal analysis. The raw signal sampling data were preprocessed before applying it to the ANN input layer. The signal was segmented and filtered. The basic functions were restricted in frequency; creation arithmetical device that was the PSD could be used to measure the power included in the frequency components. In this project, although FFT had several limitations, such as losing time domain information during the transformation, it should be applied to the entire length of the signal, and it did not allow the user to analyze the frequency changes of the input signal during any given time duration. Therefore, the frequency spectrum did not show the time localization of frequency components in FFT [27]. The features extracted through FFT implementation were mean, maximum and minimum of PSD at frequencies ranging from 0 – 65 Hz. The useful features extracted from the original signal signified its power spectrum where it was formulated by a plot of square amplitude versus frequency for FFT. Fig. 6 shows part of the PSD signal from 1 subject after FFT. Even though the total EEG signal from the subject was 30, during the analysis, there were only 20 signals from 20 subjects that could be processed. This might be due to improper electrode placement during the EEG recording as the electrodes were very sensitive.

However, for DWT, the idea was to examine the signal at diverse frequency bands because DWT was mainly useful to decompose the input signal into a set of approximation and detail coefficients. Only the approximation coefficients were further decomposed into several levels. In this study, DWPT was used to obtain 4 frequency bands of cA7, cD5, cD6, and cD7 levels. The basic relation between the sampling frequency (Fs) of input signal and frequency range of sub bands at any decomposition level (b) was \( [0-(Fs/2^{b+1})] \) for approximation coefficient and \( [(Fs/2^b)-(Fs/2)] \) for detailed coefficients [28]. In this study, the signal was decomposed into a coarse estimate and data feature...
by using low-pass filtering and high-pass filtering. The assortment of appropriate number of wavelet and
decomposition level chosen were 5, 6 and 7, where the
frequency ranging from 0 - 65 Hz was imperative for
the examination. The extracted wavelet coefficients,
that is, the maximum, minimum, mean and standard
deviation offered a solid illustration. Also, the
information from the mentioned sub-band levels was
calculated for further analysis and by implementing
db4. As mentioned earlier, Table 2 summarizes the
wavelet decomposition, frequency range and level of
the DWT.

As the feature extraction was done through FFT and
DWT, the input vector would be divided into 2 parts
as an input to the network which was trained with the
same set of features to determine the best parameters
which could give the highest classification results. In
this research, the parameters which were considered
in building the right network were the number of
epoch, the number of hidden nodes, the number of
hidden layers, and lastly the classification of the
desired output. Other than that, training was the most
crucial part in the network, because when the network
was trained, a net would be formed at the end of the
training. This net would act as brain which would
recognize and classify the test input. Therefore, a high
accuracy for training was important. The network
formed from the 3 members was trained with different
number of epoch, unseen nodes and hidden layer, and
the most excellent performed features were chosen
for final classification of the music genre. Table 3
studies the best number of epoch that gave the highest
percentage of accuracy for input vector from DWT
with the presuming minimum setting of 5 hidden
nodes and 1 hidden layer.

From Table 3, the number of epoch tested ranged
from 100 - 15000. At the early stage of epoch ranging
from 100 - 500, the percentage of accuracy was in the
average value of 62.812% for training and 51.252%
for testing. The low percentage was not going to be
beneficial as the low accuracy meant the network was
weak in classifying. The percentage of accuracy kept
increased as the number of epoch increased. In the
range of 600 - 1000, the average accuracy for training
and testing was 79.46% and 77.192%, respectively.
The accuracy further increased and reached the highest
peak at 2000 of epoch where the accuracy was 92.19%
for training and 90.63% for testing. The epoch ranging
from 3000 up to 15000 showed a decreased and
fluctuating percentage of accuracy. Therefore, the best
number of epoch was 2000.

As the epoch was now set to 2000, the best hidden
nodes needed to be considered. From Table 4, it
is clear that with an increased number of hidden nodes by
5, the accuracy for training and testing also increased.
However, when the number of hidden nodes reached
30, it began to fluctuate, yet still it fell in a high range
of accuracy. From that, the best number of unseen
nodes selected was 25 as the percentage of accuracy
for training and testing was 92.97% and 92.19%,
respectively.

Hidden layer was also the crucial part that needed
to be considered as the input vector would supply its
input through the hidden layer containing nodes. And
from Table 5, by setting 2000 epoch and 5 hidden
nodes , the most excellent number of hidden layer was
2 which gave the highest accuracy of 97.27% and
95.31% for the testing and the training, respectively.

The same procedure of choosing the best ANN
parameters for DWT was done for FFT. First, by
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setting 5 hidden nodes, 1 hidden layer, we found that the best number of epoch was 6000 which gave the highest accuracy of 71.34% and 26.56% for training and testing respectively. Second, by setting 6000 epoch, 1 hidden layer, we found that 35 hidden nodes gave the highest accuracy of 73.24% and 27.81% for training and testing respectively. Finally, in order to choose the best hidden layer, we set 6000 epoch, 35 hidden nodes to give 96.48% and 31.00% for training and testing respectively with 2 hidden layers. It is clear that FFT features produced lower percentage of accuracy for training and testing compared to the DWT features.

Table 6 summarizes the suitable number of epoch, hidden nodes and hidden layer for features from DWT and FFT. It is very clear that FFT features took longer time than DWT because of using more hidden nodes with very long number of epoch. Generally speaking, execution time of the former method was half of the later one in our case of study.

Right after the correct network was established for input vector from DWT linear method, the testing was performed. Table 7 shows how often the desired result matched the output result through expressing the network performance by its sensitivity in Equation (7).

\[
\text{Sensitivity}\% = \frac{\text{True positive}}{\text{True positive} + \text{False negative}} \times 100
\]  

For example, the desired jazz result gave the value of sensitivity for testing as of 93.75% with 60 correct classifications out of 64, with the remaining undesired genres being low in sensitivity as of 31.25%, 32.81% and 20.31% for rock, classical, and heavy metal respectively. When the desired result was rock,
In the same way for FFT, Fig. 7 shows the matching of the desired and output result out of 64 trials of jazz, rock, classical, and heavy metal with lower percentage of sensitivity compared to DWT, as of 50%, 45.31%, 51.56% and 60.94% according to 32, 29, 33, and 39 number of correct classification respectively. From the Tables, it can be summarized that the best performing network came from the features from DWT linear method where the overall average percentage of sensitivity for the genres were 94.93%, followed by FFT as of 51.95%.

Table 4 Number of hidden nodes for DWT

| Number of hidden nodes | Numbe of training classification | Number of testing classification | Percentage of accuracy |
|------------------------|---------------------------------|---------------------------------|-----------------------|
|                        | Correct  Incorrect              | Correct  Incorrect              | Training  Testing     |
| 5                      | 107     149                      | 25      39                      | 41.79%  39.06%        |
| 10                     | 155     101                      | 34      30                      | 60.55%  53.13%        |
| 15                     | 189     67                       | 43      21                      | 73.83%  67.19%        |
| 20                     | 229     27                       | 47      17                      | 89.45%  80.44%        |
| 25                     | 234     22                       | 51      13                      | 92.97%  92.19%        |
| 30                     | 233     23                       | 52      12                      | 92.18%  81.80%        |
| 35                     | 235     21                       | 53      11                      | 92.18%  82.81%        |
| 40                     | 236     20                       | 53      11                      | 92.19%  82.81%        |
| 45                     | 236     20                       | 56      8                       | 92.19%  87.50%        |
| 50                     | 238     18                       | 59      5                       | 92.18%  87.19%        |
| 55                     | 236     20                       | 53      11                      | 92.18%  82.81%        |
| 60                     | 236     20                       | 52      12                      | 92.18%  81.25%        |

Table 5 DWT hidden layers numbers

| Number of hidden layer | No. of training classification | No. of testing classification | Percentage of accuracy |
|------------------------|---------------------------------|---------------------------------|-----------------------|
|                        | Correct  Incorrect              | Correct  Incorrect              | Training  Testing     |
| 1                      | 241     15                       | 58      6                        | 91.14%  90.63%        |
| 2                      | 249     7                        | 61      3                        | 97.27%  95.31%        |
| 3                      | 240     16                       | 55      9                        | 93.75%  85.94%        |
| 4                      | 235     21                       | 55      9                        | 91.78%  85.94%        |

Table 6 The best parameter for ANN network for each linear method

| Features from linear method | Number of epoch | Number of hidden nodes | Number of hidden layer |
|-----------------------------|-----------------|------------------------|------------------------|
| DWT                         | 2000            | 25                     | 2                      |
| FFT                         | 6000            | 35                     | 2                      |

classical, and heavy metal, the percentage of sensitivity also showed significant results where the gained results were 92.19%, 96.88% and 96.88% each with the correct number of classifications as of 59, 62, and 62 respectively. However, the other genres apart from the desired showed low sensitivity and number of correct classification.

Table 8 explains the comparison of accuracy result of different researches in the area of EEG classification according to different music. Lin, et al. and Duan, et
al. [29, 30] processed EEG in time domain (TD) and this led to suitable figure of accuracy. Thammasan, et al. and Ghaemmaghami, et al. [31,32] used support vector machine (SVM) for classification, where the former got high accuracy 90% while the latter got lowest accuracy of 75 % because of employing brain signals of 2 similar broad genre classes, i.e. pop and rock. Amin, et al. [33] used DWT with SVM to obtain the highest accuracy 97.86% but with drawback of using large number (128) of electrodes annoying the participants. Because of the k-nearest neighbor (kNN) classifier depends on time domain features, Shon, et al. [34] gained low accuracy for EEG classification. Based on FFT and convolutional neural network (CNN), Zulkifley, et al. [35] obtained low accuracy because FFT unlike DWT did not give time characteristics.

### Table 7 The number of correct match between desired and output result out of 64 trials during testing for DWT linear method

| Classifier | Desired result | Jazz  | Rock | Classical | Heavy metal | Sensitivity (%) |
|------------|----------------|-------|------|-----------|-------------|----------------|
| ANN with DWT as feature input vector | Jazz | 60 | 20 | 21 | 13 | 93.75 |
| | Rock | 40 | 59 | 17 | 28 | 92.18 |
| | Classical | 20 | 34 | 62 | 17 | 96.87 |
| | Heavy metal | 19 | 24 | 36 | 62 | 96.87 |

### Table 8 Comparison of performance of other methods on EEG applied on music

| Author(s) | Year | Subjects, electrodes | Method | Accuracy (%) |
|-----------|------|----------------------|--------|--------------|
| Lin, et al. [29] | 2010 | 26, 32 | TD + DASM | 82 |
| Duan, et al. [30] | 2012 | 5, 62 | TD + LDS | 82 |
| Thammasan, et al. [31] | 2014 | 3,12 | TD + SVM | 90 |
| Ghaemmaghami, et al. [32] | 2016 | 32, 32 | TD + SVM | 75 |
| Amin, et al.[33] | 2017 | 8, 128 | DWT + SVM | 97.86 |
| Shon, et al. [34] | 2018 | 32, 3 | GA + kNN | 71.76 |
| Zulkifley, et al. [35] | 2019 | 32, 14 | FFT + CNN | 79.56 |
| Proposed method | 2019 | 30, 3 | DWT + ANN | 94.93 |

Note: LDS = Linear dynamic system; DASM = Differential asymmetry smoothed

![Fig. 7 Matching the desired result with the output result for FFT.](http://www.nanobe.org)
of the genre class. Unlike the previous methods, the proposed method depended on frequency domain to extract the EEG features by using DWT which gave 94.93% depending on the ANN best parameters chosen after different tests with expected higher accuracy by using SVM in future work.

As application of techniques in this study, we can apply sort of music on patient to notice the relation between his feeling and the EEG rhythm especially for handicapped patient as some common music therapy practices include developmental work (communication, motor skills, etc.) with individuals special needs and rhythmic entrainment for physical rehabilitation in stroke victims.

Conclusions

The EEG signals were collected from 30 subject having a good condition of health; however for the analysis, only 20 subjects were considered as the data collected, given that the remaining 10 subject could not be used for futher processing due to incorrect procedure during recording. As the raw signal was in time domain, it was not possible to straight-away feed it to the ANN. Therefore, a step was taken by implementing a linear method which operated in changing the time domain signal to frequency domain. The linear method was done by applying DWT and the FFT. From the linear method, several features were extracted out. For DWT, the greatest, smallest, signified and normal deviations were used for the aspect and estimated coefficient, while for FFT, the maximum, minimum and mean were taken through PSD. In this project, the ANN was used for the classification purpose. The neural network was skilled using feedfoward network with back-propagation algorithm. The network form could be divided into individual network which consisted of features from DWT and FFT. It was observed that DWT got the highest accuracy in classifying. Finally, the used technique successfully classified the EEG signals of jazz, rock, classical, and heavy metal. EEG signal is a complex system to be discovered where it gives a wide area of research. The approach of ANN can improve the classification accuracy. ANN is not only the existing classifier as there are so many other classifiers that can be tried out for future classification and be implemented in this area. For example the adaptive network-based fuzzy inference system (ANFIS) and fuzzy classifier that might give a higher accuracy compared to ANN.
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