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ABSTRACT: The addition of polyethylene glycol (PEG) chains to poly(lactic-co-glycolic acid) (PLGA) matrices is extensively used to modulate the biodegradation, drug loading and release, mechanical properties, and chemical stability of the original system. Multiple parameters, including the molecular weight, relative concentration, polarity, and solubility, affect the physicochemical properties of the polymer blend. Here, molecular dynamics simulations with the united-atom 2016H66 force field are employed to model the behavior of PLGA and PEG chains and thus predict the overall physicochemical features of the resulting blend. First, the model accuracy is validated against fundamental properties of pure PLGA and PEG samples. In agreement with previous experimental and theoretical observations, the PLGA solubility results to be higher in acetonitrile than in water, with Flory parameters $\nu_{ACN} = 0.63 \pm 0.01$ and $\nu_W = 0.21 \pm 0.02$, and the Young's modulus of PLGA and PEG equal to $Y = 2.0 \pm 0.43$ and $0.32 \pm 0.34$ GPa, respectively. Next, four PEG/PLGA blending regimes are identified by varying the relative concentrations and molecular weights of the individual polymers. The computational results demonstrate that at low PEG concentrations (<8% w/w), homogeneous blends are generated for both low and high PEG molecular weights. In contrast, at comparable PEG and PLGA concentrations (∼50% w/w), short PEG chains are only partially miscible whereas long PEG chains segregate within the PLGA matrix. This behavior has been confirmed experimentally via differential scanning calorimetry and is in agreement with previous observations. Finally, the computed Young's modulus of PLGA/PEG blends is observed to decrease with the PEG content returning the lowest values for the partial and fully segregated regimes (∼1.3 GPa). This work proposes a computational scheme for predicting the physicochemical properties of PLGA/PEG blends paving the way toward the rational design of polymer mixtures for biomedical applications.

1. INTRODUCTION

Over the last decades, FDA-approved poly(lactic-co-glycolic) acid (PLGA) has been extensively employed in a variety of biomedical applications for its biocompatibility, biodegradability, and tunable mechanical and pharmacological properties. PLGA has been formulated in nanoparticles, for the systemic delivery of small molecules and biologicals mostly against cancer and cardiovascular diseases, and in implantable devices, for the long-term and sustained release of therapeutic molecules to modulate chronic inflammation and support tissue regeneration. Different approaches have been proposed to finely tune the biodegradation rates, drug-release profiles, glass transition temperatures, and other biophysical properties of pure PLGA nanoparticles and implants. These include the realization of PLGA block copolymers and PLGA blending with either natural or synthetic polymers. Indeed, different from block copolymerization, mixing PLGA with other polymers to obtain blends does not require additional synthesis, purification, and characterization steps.

Focusing on blending, natural polymers, such as chitosan and collagen, have been mixed with PLGA to modulate release kinetics of both hydrophobic and hydrophilic drugs and improve the mechanical properties, such as muco-adhesive-
controlled deformability (Young’s modulus) and minimal macrophage sequestration.\textsuperscript{12,13} The realization of homogenous and stable polymer blends is challenging in that miscibility depends on several factors including the chemical composition, molecular weight, and relative concentration of the mixed polymers. As such, differences in experimental and synthesis conditions lead to polymer blends with very different physicochemical properties. Focusing on PLGA–PEG mixtures, other authors have shown that PLGA (68 kDa) and PEG (1 kDa) can homogenously mix only above the crystal-melting temperature of PEG (\(\sim 30^\circ\text{C}\)), for solutions with comparable polymer concentrations.\textsuperscript{14} Using only above the crystal-melting temperature of PEG (\(\sim 30^\circ\text{C}\)), the PLGA (68 kDa) and PEG (1 kDa) can homogenously mix as measured via atomic force microscopy, suggesting that the two species are properly rigid over the entire polymer blend, as measured via atomic force microscopy. Other authors have demonstrated that PLGA (44 kDa) and PEG (2 kDa) start to segregate already at 10% weight percentage of PEG and that the PEG enriched phase appears as small islands within the PLGA matrix.\textsuperscript{15} More recently, the authors have shown that the addition of small amounts of PEG (0.7 kDa) to PLGA (44 kDa) can effectively modulate the rigidity over the entire polymer blend, as measured via atomic force microscopy, suggesting that the two species are properly mixed at room temperature.\textsuperscript{16} In such a complex scenario, computational modeling could help to identify key regulating factors and unravel the complex relationship between polymer composition, molecular weight, and relative concentration with the physicochemical properties of the mixture. Interestingly, while PEG has been extensively modeled in the literature using different approaches and force fields, minimal work has been devoted to simulate the molecular behavior of PLGA.\textsuperscript{17} In this work, molecular dynamics simulations relying on the united-atom 2016H66 force field are proposed for modeling the behavior of PLGA and PEG, alone and in the form of mixtures.\textsuperscript{18} First, the accuracy of the force field is tested against experimental single PLGA and PEG fundamental properties, such as the radius of gyration in different solvents (acetonitrile and water), the polymer chain persistence length, and the Young’s modulus. PLGA and PEG chains with molecular weights ranging from several hundreds to a few thousands of Daltons are considered. Then, the proposed computational approach is employed to study the miscibility of PLGA and PEG under different regimes, depending on the polymer relative concentrations and molecular weights. Results from simulations are validated against experimental data generated via differential scanning calorimetry (DSC) and already available in the open literature. Finally, the Young’s modulus of PLGA–PEG blends is examined under different mixing regimes.

2. METHODS AND MATERIALS

2.1. Definition of the Molecular Systems. Molecular topologies for both PLGA and PEO were constructed according to the definitions of the united-atom 2016H66 forcefield.\textsuperscript{17,18} This was shown to accurately reproduce the liquid properties and solvation free energies of several compounds, including alcohol, ether, aldehyde, ketone, carboxylic acid, ester, amine, amide, thiol, sulfide, and disulfide, as well as aromatic compounds and nucleic-acid bases. In the present work, ether and ester parameters were used to construct the topology of a PLGA polymer chain, whereas the vicinal diether parameters were used to model the PEO polymer chain.\textsuperscript{19} PLGA is a copolymer of lactic acid (LA) and glycolic acid (GA). LA contains an asymmetric \(\sigma\)-carbon and its stereochemistry is typically defined in terms of the Fischer configuration, \(D\) or \(L\). Randomly distributed PLGA or syndiotactic PLGA is obtained by the standard use of the ring-opening polymerization technique.\textsuperscript{20} The syndiotactic version of PLGA, presenting the same GA and LA monomer ratio (LA/ GA 50:50), with \(D\) and \(L\)-forms of LA alternately distributed, was considered here (see Figure S1a for the topology of PLGA). Thus, in the extreme limit of a low degree of polymerization, an even statistical presence of both GA and LA blocks and \(D,L\)-LA stereoisomers was guaranteed. The dimeric unit (\(\text{LA} \text{–GA} \text{–D,G} \text{–LA} \text{–GA}\)) of PLGA was replicated to obtain chains with degree of polymerization DP = 16, 37, 64, and 87 corresponding to a molecular weight (MW) of 1.084, 2.367, 4.204, and 5.463 kDa, respectively. In the case of PEO, the unit (\(\text{C} \text{–O} \text{–C}\)) was replicated to obtain chains with degree of polymerization DP = 16, 37, 64, and 87 corresponding to MWs of 0.706, 1.630, 2.818, and 3.830 kDa, respectively. In both cases, the chains were terminated with methyl groups to reduce the influence of both ends on the average behavior of the chain (Figure 1). Despite their different termini, PEO and PEG behave similarly in the limit of high DP.\textsuperscript{21} From now on, for simplicity, we will refer to PEO chains as PEG throughout the rest of the manuscript. At atomistic resolution, the simulation of short chains is preferred to guarantee shorter equilibration times and avoid chain entanglement, which may significantly affect the Young’s modulus.\textsuperscript{22} For PEG melts, entanglement originates at a critical polymer molecular weight MW\(_\text{c}\) of 3–4 kDa.\textsuperscript{23} For PLGA, the entanglement probability is poor at MW\(_\text{c}\) below 7 kDa.\textsuperscript{23} As such, PLGA and PEG chains were first randomly distributed and assembled at low density within a cubic box. A simulated annealing run, from 500 to 300 K at a rate of 1 K ns\(^{-1}\), allowed for the polymer chain relaxation and box compression. Each system was further equilibrated at 300 K until the system density no longer drifted. After equilibration, single polymer samples and binary mixtures (PLGA and PEG together) were simulated at 500 K for 300 ns and 1 ps, respectively, to allow for proper equilibration.\textsuperscript{24} Note that 500 K is well above the glass transition temperature for PLGA and PEG. Final configurations at 500 K were annealed down to 300 K at a rate of 10 K ns\(^{-1}\) and simulated for further 300 ns.

2.2. Simulation Details. All simulations were performed using the GROMACS program (version 5.1.4)\textsuperscript{25} along with the 2016H66 forcefield.\textsuperscript{26} Systems were equilibrated using a Berendsen weak-coupling thermostat and barostat algorithms.\textsuperscript{27} The equations of motion were integrated using the leapfrog algorithm with a timestep of 2 fs.\textsuperscript{28} In the production run, the temperature was controlled using a velocity-rescale thermostat\textsuperscript{29} with a time constant of 0.1 ps and a reference temperature of 300 or 500 K, depending on the system under investigation. Periodic boundary conditions were applied. The Parrinello–Rahman algorithm was applied for isotropic pressure coupling (1 bar).\textsuperscript{30} The Verlet cut-off scheme was used for the
The behavior of polymer solutions can be demonstrated that the present setup is valid and preferable when der Waals interactions were evaluated using a single cut-off of 1.4 nm, Fourier spacing of 0.12 nm, and cubic interpolation. The van der Waals interactions were evaluated using a single cut-off of 1.4 nm, Fourier spacing of 0.12 nm, and cubic interpolation.

The Hildebrand solubility parameter, \( \delta \), is used to predict the solubility of polymers in a solvent solution or the compatibility of two different polymers.\(^1\) The parameter \( \delta \) is defined as

\[
\delta = \frac{E_\text{coh}}{V_m \rho}
\]

where \( E_\text{coh} \) is the intermolecular interaction energy, \( V_m = \frac{M}{\rho} \) is the system molar volume, where \( M \) is the molar mass and \( \rho \) is the system density. The ratio \( \frac{E_\text{coh}}{V_m} \) is the cohesive energy density, which corresponds to the intermolecular attraction energy per unit volume in pure substances.\(^2\)\(^3\) The value for \( E_\text{coh} \) is derived via MD simulations according to the formula\(^4\)

\[
E_\text{coh} = \sum_{\text{chains}} E_i - E_{\text{tot}}
\]

where \( E_i \) is the potential energy of individual polymer chains and \( E_{\text{tot}} \) is the total potential energy of the system.

A protocol similar to that described by Glova et al.\(^2\) was followed for the extrapolation of \( E_i \) from the MD simulations, as detailed in the sequel. First, the MD trajectory was converted into separate trajectories for each individual chain in the system, using the GROMACS routine "gmx mdrun --rerun". Then, the potential energies of the isolated chains, as well as the total potential energy \( E_{\text{tot}} \) of the system, were estimated over time using the GROMACS routine "gmx energy". Finally, the intermolecular interaction energy \( E_\text{coh} \) was derived according to eq 2, from which the solubility parameter was then estimated according to eq 1.

The values of \( \delta \) for pure PLGA or PEG were calculated for two different chain lengths (DP = 16; 64) and every 100 ns over temporal windows of 100 ns each. Because the experimental glass transition temperature \( T_g \) for PLGA is near the body temperature (\( \sim 310 \) K),\(^5\) the material may be in a different physical state and have completely different properties before and immediately after administration in the body. Therefore, the value of \( \delta \) was also extrapolated below and above the estimated \( T_g \) for PLGA, specifically at 300 and 500 K. Furthermore, the value of \( \delta \) was also computed by performing simulations with different box sizes (different number of chains) in the case of PEG, to characterize the finite size effects on \( \delta \).

2.3.2. Single Chain Properties: Radius of Gyration, Solubility, and Persistent Length. The behavior of polymer solutions can be discussed within the framework of Flory–Huggins theory. This theory predicts that the gyration radius \( R_g \) of the polymer chains follows the relationship \( R_g \approx DP \), where \( D \) is the number of monomers per chain (degree of polymerization) and the exponent \( v \) is related to the behavior of the polymer chains in solution. Specifically, for energetically favorable solute–solvent interactions that promote polymer swelling, \( v = 3/5 \) (good solvent conditions); when solute–solute interactions prevail causing the contraction of the polymer coils, \( v = 1/3 \) (bad solvent conditions); if the solute–solvent and solute–solvent interactions are comparable, \( v = 1/2 \) (\( \Theta \) conditions).\(^3\)

The gyration radius \( R_g \) is defined and computed as the root mean square of the distance of all \( N \) atoms of the polymer chain from their center of mass (CoM) according to

\[
\langle R_g^2 \rangle^{1/2} = \frac{1}{N} \sum_{i=1}^{N} (\mathbf{r}_i - \mathbf{r}_\text{CoM})^2
\]

(3)

where the angular brackets \( \langle \ldots \rangle \) denote the mean over the polymer molecules of the sample, and over the time. Thus, the exponent \( v \) of the Flory–Huggins relation \( R_g = D^v \) was derived from calculating \( R_g \) through eq 3 above and correlating it with the number of monomers \( D \).

The persistence length \( P_l \) was calculated based on the (average) bond–vector autocorrelation function

\[
C_{lb} = \langle n - n_r \rangle^2 = \sum_{i=1}^{N} \sum_{j=1}^{N} \delta_{lb}(\mathbf{r}_i, \mathbf{r}_j)
\]

(4)

where \( \delta \) is the Kronecker delta function, \( N \) is the number of covalent bonds along the polymer backbone, \( n_i \) and \( n_j \) are unit vectors along the \( i \)th and \( j \)th bonds, and \( n \) (in the limit between 0 and \( N - 1 \)) is the bond-order of the correlation, with the particular case \( C_{lb} = 1 \).

In polymer theory, the above autocorrelation function \( C_{lb} \) is expected to follow an exponential decay with respect to \( n \)

\[
C_{lb} = e^{-n/n_f}
\]

(5)

where the persistence number \( n_f \) is a quantity that depends on the polymer type and experimental conditions. The value of \( n_f \) is calculated from the simulations based on the (average) autocorrelation functions \( C_{lb} \) for \( n \) as even, as the intercept of a least-squares-fit line to the graph of \( \ln C_{lb} \) against \( n \) with a horizontal line at \( -1 \).

The corresponding value of the persistent length \( P_l \) is then derived according to the expression

\[
P_l = \frac{l}{n_f}
\]

(6)

where \( l \) is a representative covalent bond length along the polymer backbone. In this work, it was chosen as the average bond length between a C–O and a C–C bond (\( l_b \approx 1.48 \) Å).\(^7\)

2.3.3. Young’s Modulus. The ability of materials to deform under load is generally characterized through the Young’s modulus \( Y \). Within the small deformation regime, this modulus is defined as the ratio between the stress \( \sigma \) and the corresponding strain \( \varepsilon \)

\[
Y = \frac{\sigma}{\varepsilon} = \frac{F}{\Delta L} \times \frac{L_o}{A}
\]

(7)

where \( \Delta L \) is the uniaxial elongation (or contraction) over the initial length \( L_o \); \( F \) is the force exerted; and \( A \) is the cross-sectional area in the direction orthogonal to the applied force. In order to calculate \( Y \), following a previously standardized procedure,\(^8\) the simulated system was axially deformed at a constant rate of \( 10^{-4} \) nm ps\(^{-1} \) at 300 K. In the direction of the applied deformation, the box compressibility was set to zero, while in the other two transversal directions compressibility was set to \( 4.5 \times 10^{-5} \) bar\(^{-1} \). As a consequence, the box elongated along the loading direction and shrunk along the two normal directions, under an applied external pressure of 1 bar. During the deformation process, the elements of the pressure tensor \( P_s \) (\( i = x, y, z \) and the simulation box size \( L_i \) were saved every 1 ps and converted into stress and relative strain according to the relations \( \sigma = -P_i \) and \( \varepsilon = \frac{\Delta L}{L_i} \), respectively. According to eq 7, the Young’s modulus \( Y \) was then calculated from the slope of the stress–strain curve, considering a linear fitting up to 2% of deformation (elastic regime), where the stress increases linearly with the strain. The values calculated at 3 different times (every 100 ns) and along the three directions \( (x, y, z) \) were averaged out to give \( Y \).

2.3.4. Flory Parameter. According to the Flory–Huggins theory, the mean free energy change per unit volume upon mixing is given by

\[
\frac{\Delta f}{k_BT} = \frac{\phi_A \Delta \Pi}{D_P A} \ln(\phi_B) + \frac{\phi_B \Delta \Pi}{D_P B} \ln(\phi_A) + \phi_A \phi_B \chi
\]

(8)
where $\phi_A$ and $\phi_B$ are the volume fractions of the two polymer species A and B in the blend; $\text{DP}_A$ and $\text{DP}_B$ represent the degrees of polymerization (or number of monomers) for the two species; $\chi$ is the dimensionless Flory–Huggins interaction parameter; $T$ is the absolute temperature; and $k_B$ is the Boltzmann constant ($k_B = 1.380 \times 10^{-23} \text{ J K}^{-1}$). The first two terms on the right hand side of eq 8 account for the entropy of mixing, which decreases with the molar mass ($\sim \text{DP}_{A,B}$) of the mixing species. The third term is the enthalpy of mixing, which depends on the strength of the solvent–solvent, polymer–solvent, and polymer–polymer intermolecular interactions through a unique mean-field parameter $\chi$. The critical value $\chi_{cr}$ of the Flory–Huggins interaction parameter required for the demixing of the polymer mixture obeys the following equation

$$\chi_{cr} = \frac{1}{2} \left( \frac{1}{\text{DP}_A} + \frac{1}{\text{DP}_B} \right)^{\frac{1}{2}}$$

Therefore, two polymers blend together if the interaction parameter $\chi$ is lower than the critical value $\chi_{cr}$. The Flory–Huggins interaction parameter $\chi$ is defined as the ratio between the total interaction energy and the thermal energy $RT$

$$\chi = \frac{\Delta E_{\text{mix}}}{RT} \text{V}_{\text{m}} \phi_A \phi_B$$

where $\Delta E_{\text{mix}} = \phi_A (\delta_A)^2 + \phi_B (\delta_B)^2 - \delta_{\text{blend}}$ is the internal energy change associated with blending; $\phi_A$ and $\phi_B$ are the volume fractions of A and B in the blend; $\delta_A$ and $\delta_B$ are the solubility parameters of the pure components A and B, respectively; and $\delta_{\text{blend}}$ is the solubility parameter of the A–B blend; $T$ is the absolute temperature; and $R$ is the universal gas constant ($R = 8.314 \text{ J mol}^{-1} \text{ K}^{-1}$). The term $\text{V}_{\text{m}} = \frac{V_{\text{blend}}}{Q}$ is the molar volume of the repeat unit chosen as reference in a blend, $V_{\text{blend}}$ is the molar volume of a blend, and $Q$ is the number of monomers in a blend.

### 2.4. DSC Analyses of the Polymer Samples

The thermal properties of the pure polymer samples and binary mixtures were investigated by scanning differential calorimetry (DSC). The instrument measures the specific heat of the material at constant pressure ($C_p$). In this technique, the sample is exposed to controlled heating/cooling cycles. First-order and second-order transitions can be readily detected. According to the classical Ehrenfest classification scheme, $C_p$ assumes an infinite value (e.g., melting) at a first-order transition.

![Figure 2. Pure polymer case: validation of the computational model.](image)

| $\overline{Y}$ [GPa] | Sim | Exp |
|----------------------|-----|-----|
| PLGA | 2±0.43 | 243 - 4.36 |
| PEG | ~0.32±0.34 | 0.2245 |
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transition temperature, whereas $C_p$ experiences an abrupt change in value at the second-order transition temperature. Although glass transition cannot be simply interpreted as a second-order transition, it does appear as such in curves derived by calorimetric analyses.

Each sample was investigated using two heating/cooling thermal cycles, from 20 to 80 °C. Heating/cooling runs were performed with a rate of 1 °C/min. A 5 mg sample was sealed into an aluminum pan and scanned under nitrogen flow (30 L/h). In order to qualitatively identify the presence of different phases, the deconvolution of the $C_p$ profile was performed using Gaussian curves. Considering that there is no theory on the deconvolution of the components in phase transitions, the following reasonable criteria was used: the minimum number of Gaussian curves was chosen to fit the $C_p$ profile and the transition temperatures of each component were assigned at the individual peaks of the decomposed profile. The glass transition temperature ($T_g$) was calculated as the absolute maximum of the first derivative, corresponding to the midpoint of DSC thermograms. Further experimental details can be found in previous works. All measurements were averaged over three independent analyses.

2.5. Statistical Analysis. Comparison of $Y$ computed in different conditions was carried out by one way ANOVA. Significant statistical differences correspond to $p < 0.05$. The analysis was carried out using Prism “Graphpad” software.

3. RESULTS

3.1. Pure Polymer Case: Validation of the Computational Model. The behavior of pure PEG and pure PLGA solutions was studied under different conditions and compared with computational and experimental data available in the literature. The topology of poly(lactic-co-glycolic acid) (PLGA) and the chemical structures of PLGA and PEG are presented in Figures 1 and S1. Specifically, the following polymer samples were considered: PEG16 consisting of 1,518 PEG chains with DP = 16; PEG64 consisting of 368 PEG chains with DP = 64; PLGA16 consisting of 3,688 PLGA chains with DP = 16; and PLGA64 consisting of 243 PLGA chains with DP = 64. After reaching equilibration, the densities of these single polymer samples were observed to oscillate around 1.217 and 1.236 kg/m$^3$ for PLGA and the chemical structures of PLGA and PEG are presented in Figures 1 and S1. Specifically, the following polymer samples were considered: PEG16 consisting of 1,518 PEG chains with DP = 16; PEG64 consisting of 368 PEG chains with DP = 64; PLGA16 consisting of 3,688 PLGA chains with DP = 16; and PLGA64 consisting of 243 PLGA chains with DP = 64. After reaching equilibration, the densities of these single polymer samples were observed to oscillate around 1.217 and 1.236 kg/m$^3$ for PLGA and PEG64 respectively.

To characterize the interaction of the polymer with a specific solvent, the radius of gyration of single PEG and PLGA chains was calculated and analyzed as a function of the molecular weight (DP = 16, 37, 64, and 87), in water and acetonitrile at 300 K, for 100 ns. The swelling behavior of the two polymers was estimated according to the Flory theory, as detailed in Section 2.3.2. Figure 2a shows the variation of the radius of gyration $R_g$ for PEG in water (blue profile) and PLGA in acetonitrile (black profile) and water (red profile) as a function of the degree of polymerization DP, calculated via eq 3 in Section 2.3.2. Recalling that the radius of gyration increases with the degree of polymerization following the relationship $R_g \approx DP^\nu$, the exponent $\nu$ can be readily estimated by a least-square fitting of the data presented in Figure 2a. Specifically, for PEG in water, $\nu = 0.56 \pm 0.01$, indicating good solubility. This value is in good agreement with the experimental data ($\nu = 0.56 \pm 0.01$ and 0.58 $\pm$ 0.03) and previous computational results ($\nu = 0.61$). For PLGA in acetonitrile, $\nu = 0.63 \pm 0.1$, indicating good solubility. In contrast, for PLGA in water, $\nu = 0.21 \pm 0.02$, confirming that water is a poor solvent for this polymer. The In $R_g$ (In DP) profile shows an inflection point for DP = 37 (c$^*$ red curve, Figure 2a) and $v$ is lower than the expected 1/3. This should be related to the fact that the experimental data for PEG in water (blue profile) and PLGA in acetonitrile (black profile) and water (red profile) as a function of the degree of polymerization DP, calculated via eq 3 in Section 2.3.2. Recalling that the radius of gyration increases with the degree of polymerization following the relationship $R_g \approx DP^\nu$, the exponent $\nu$ can be readily estimated by a least-square fitting of the data presented in Figure 2a. Specifically, for PEG in water, $\nu = 0.56 \pm 0.01$, indicating good solubility. This value is in good agreement with the experimental data ($\nu = 0.56 \pm 0.01$ and 0.58 $\pm$ 0.03) and previous computational results ($\nu = 0.61$). For PLGA in acetonitrile, $\nu = 0.63 \pm 0.1$, indicating good solubility. In contrast, for PLGA in water, $\nu = 0.21 \pm 0.02$, confirming that water is a poor solvent for this polymer. The In $R_g$ (In DP) profile shows an inflection point for DP = 37 (c$^*$ red curve, Figure 2a) and $v$ is lower than the expected 1/3. This should be related to the fact that the law for the Flory exponent holds strictly in the so-called “scaling regime” or in other words in the limit of very long polymer lengths. However, for the polymer molecular weights considered in this work, a significant finite-size effect would come into play. Consequently, as theorized for the theta regime, the conformation of a polymer would depend on its size: a globular form is associated with long polymeric chains, whereas a coil form is associated with short polymeric chains. Indeed, the crossover between the two behaviors would be confirmed by the present simulations: for DP below $c^*$, $\nu = 0.38 \pm 0.01$; for DP above $c^*$, $\nu = 0.27 \pm 0.002$. In the limit of very long polymer chains, $v$ is expected to approach the value of 1/3. Experimental data would further support these observations in that PLGA solubility in water dramatically worsens above a certain size as it is well accepted that PLGA oligomers smaller than 1,100 g/mol are water soluble. Both values of $v$ for PLGA in water and acetonitrile are in line with experimental polymer–solvent interactions measured by inverse gas chromatography (IGC).

In addition to the radius of gyration, the persistence length $P_l$ was also estimated for the PEG and PLGA chains (Figure 2b), following the methods described in Section 2.3.2. Given that $P_l$ differs under $\Theta$ conditions as compared to a good solvent, the persistence length of PLGA was computed in both acetonitrile and water and compared to that of PEG in water ($P_l = 0.37 \pm 0.02$ nm in good accordance with previous findings ($P_l = 0.37 \pm 0.04$ nm) (Figure 2b). For PLGA, the persistence length was larger in acetonitrile ($P_l = 0.56 \pm 0.13$ nm) than in water ($P_l = 0.51 \pm 0.12$ nm) (Figure 2b). The molecular weight of the polymer chains had no significant effect on the persistence length. These results agree with the notion that pi bonds in PLGA contribute to the rigidity of the chains, whereas sigma bonds in PEG confer a higher flexibility to the chains.

Finally, the deformability of the pure polymer samples was also predicted. The Young’s modulus $Y$ for each pure polymer sample was quantified following the procedure described in the Section 2.3.3. The values of the Young’s modulus calculated at 3 different times (every 100 ns) and along the three directions ($x$, $y$, and $z$ axis) were averaged out to return the final $Y$ value. A representation of the computational setup for the deformability test is given in Figure 2c. Similarly to the persistence length case, polymer chains with two different molecular weights were considered for both PEG and PLGA (DP = 16; 64). For PEG16 and PEG64, $Y = 0.35 \pm 0.16$ and 0.40 $\pm$ 0.09 GPa, respectively (see Table in Figure 2c; Tables S1 and S2 for the full data set). The experimental data for PEG are scarce but, for 600 kDa PEG, the experimental Young’s modulus value was measured to be 0.22 GPa. Also, using atomic force microscopy, the Young’s modulus of a 100 kDa PEG was found to be 0.2 GPa. Although these experimental values were obtained under different experimental conditions, and considering PEG chains of different molecular weights, it is comforting to see that they still return Young’s moduli close enough to the present computational estimates. For PLGA16 and PLGA64, $Y = 2.38 \pm 0.35$ and 1.98 $\pm$ 0.74 GPa, respectively (Table in Figure 2c; Tables S1 and S2 for the full data set). These computed values of the Young’s modulus are in good agreement with the experimental data derived using different loading setups. Specifically, in a conventional tensile test, PLGA films returned a Young’s modulus of 3.5 $\pm$ 0.2 GPa; in a nanoindentation test, a modulus of 3.8 $\pm$ 0.1 GPa was measured; employing an ultrasonic technique, a PLGA shell provided a $Y = 4.3$ GPa; force microscopy measure-
ments on PLGA structures returned a Young’s modulus of about 2.4 GPa. It is important to recall that other authors have already demonstrated via MD simulations that the Young’s modulus $Y$ only weakly depends on the degree of equilibration and the molecular weight of the polymer in regimes where size scales do not exceed the entanglement length. Indeed, this observation is supported by the experimental evidence above and by the computational data presented in the Tables S1 and S2. Also, when comparing simulations with experiments, it should be kept in mind that the coarse graining of the hydrogens would reduce intermolecular friction and possibly underestimate Young’s modulus. Also, the strain rates used in MD simulations are much larger than those applied experimentally, and this, on the other hand, would tend to overestimate the apparent Young’s modulus.

### 3.2. Binary Mixture Case: Predicted PLGA and PEG Miscibility

PEG and PLGA were mixed together at two different ratios, namely, 8:92 and 46:54, and for two different degrees of polymerization, namely, $\text{DP} = 16$ and 64. This leads to four different binary mixture systems, as explicitly listed in Figure 3a. Notice that, at higher molecular weights (i.e., $\text{DP} \gg 64$), the probability of the polymer chain entanglement would rapidly increase, slowing the dynamics down to a level not treatable with an atomistic description of the system. Systems $A$ and $B$ correspond to a low PEG concentration (PEG/PLGA ratio 8:92) with PEG chains $\text{DP} = 16$ and 64, respectively. Systems $C$ and $D$ correspond to a high PEG concentration (PEG/PLGA ratio 46:54) with the PEG chains $\text{DP} = 16$ and 64, respectively. For all simulated systems, PLGA has a fixed $\text{DP} = 64$.

In order to verify that the equilibrium was successfully achieved within the binary mixture, the number of contact points $N$ established between PLGA and PEG chains was monitored over time. A Gromacs routine “gmx mindist” was employed to estimate the number of contacts $N$ between PEG and PLGA atom pairs within a distance $d = 0.6$ nm, which was then normalized by the total number of PEG atoms in the system. As expected, $N$ grows with time up to a steady-state value—equilibrium condition (Figure 3b), which is reached at different time points depending on the molecular weight of the polymer chains. The parametric curves in Figure 3b demonstrate that at low PEG concentrations (systems $A$ and $B$—8% PEG), the two polymers form a homogenous mixture, for both long and short PEG chains (PEG 16 and PEG 64) combined together with long PLGA chains (PLGA 64), returning $N \approx 1$ and $\sim 0.95$ at equilibrium, respectively. At higher PEG concentrations, the miscibility is significantly reduced. Miscibility is moderate for system $C$ (46% PEG 16), returning $N \approx 0.82$; and poor for system $D$ (46% PEG 64), returning $N \approx 0.5$. This is also graphically summarized by the four insets of Figure 3c, corresponding to the four tested systems, where the blue beads are for the PEG chains and the yellow beads are for the PLGA chains. At low PEG concentrations (left insets in Figure 3c), PEG/PLGA miscibility is good regardless of the PEG molecular weight. The yellow and blue beads are quite uniformly spread within the computational box. At high PEG concentrations (right

![Figure 3. Binary mixture: PLGA and PEG miscibility. (a) List of the binary mixtures simulated. (b) Temporal variation of the number of PLGA–PEG intermolecular contacts computed over 1 $\mu$s of simulation and normalized by the number of PEG atoms: For system $A$ (red line), $N$ reaches a steady-state value of 1 after about $1.3 \times 10^5$ ps; for system $B$ (black line), $N$ reaches a steady-state value of $\sim 0.95$ after about $4 \times 10^5$ ps; for system $C$ (blue line), $N$ reaches a steady-state value of $\sim 0.82$ after about $2 \times 10^5$ ps; and finally for system $D$ (green line) $N$ reaches a steady-state value of only $\sim 0.5$ after about $2 \times 10^5$ ps. (c) Snapshots of the system at 1 $\mu$s for the four different systems.](https://dx.doi.org/10.1021/acs.macromol.0c00110)
insets in Figure 3c), PEG/PLGA is partially miscible for low PEG molecular weight (PEG16, see lower, right inset in Figure 3c), while segregation occurs with high molecular weight PEG (PEG64, see upper, right inset in Figure 3c). In the case of partial miscibility, multiple blue and yellow areas can be identified within the computational box, where pure PLGA and PEG chains dominates. In the case of segregation, a large PEG domain can be readily identified in the inner zone of the computational box. For both the partially miscible and segregated cases, boundary areas at the interface between the pure PLGA and PEG phases can be identified where the two different polymers are in contact and interdigitated.

Furthermore, the radius of gyration $R_g$ of the polymer chains was monitored over time for all mixtures under investigation. After a few nanoseconds, the gyration radius of the PEG chains stabilizes, with systems A and B showing more pronounced fluctuations. Specifically, for the low DP configurations (PEG16), the average gyration radii were $R_g = 0.86 \pm 0.001$ nm (red line; Figure 4a) and 0.85 $\pm 0.01$ nm (blue line; Figure 4a) for systems A and C, respectively. Note that in pure PEG melts, the radius of gyration for PEG16 was $R_g^{\text{pure}} = 0.86 \pm 0.02$ nm. For the high DP systems (PEG64), the average gyration radii were $R_g = 1.83 \pm 0.03$ nm (back line; Figure 4a) and 1.77 $\pm 0.07$ nm (green line; Figure 4a) for the systems B and D, respectively. Note that in pure samples, the radius of gyration for PEG64 was $R_g^{\text{pure}} = 1.9 \pm 0.06$ nm. The gyration radius of the PLGA chains did not vary with composition, returning similar values of $R_g$ ($\sim 1.9$ nm) for all four tested systems (Figure 4b). Note that in pure PLGA samples, the radius of gyration for PLGA64 was $R_g^{\text{pure}} = 1.93 \pm 0.05$ nm.

The difference between the gyration radii in the binary mixture $R_g^{\text{mix}}$ and in the pure sample $R_g^{\text{pure}}$ was estimated for all pure and mixture systems. Figure 4c,d shows such a difference ($R_g^{\text{mix}} - R_g^{\text{pure}}$) in the case of PEG and PLGA chains, respectively. In systems with a high degree of miscibility (i.e., system A), the radii of gyration of both PEG16 and PLGA64 chains remain unchanged, as compared to the pure polymer case (red curve in Figure 4c,d, respectively). For system B, the $R_g$ of the PEG64 chains shifts to lower values (black curve, Figure 4c), whereas the $R_g$ for the PLGA64 chains remains unchanged (black curve, Figure 4d) as compared to the corresponding pure polymers. In this case, sparse PEG64 chains in contact with PLGA64 appear less favored as compared to chains in the pure PEG64 sample, yet the two species remain miscible in the limit of a low amount of PEG64 in the mixture. In the case of poor miscibility (system D), $R_g$ for both PEG64 and PLGA64 chains shift to lower values (green curves, Figure 4c,d, respectively). In this case, chains of both types distributed at the interface of segregated domains become more compact so as to reduce their reciprocal contact area (reducing PEG-PLGA intermolecular interactions). Still, the $R_g$ for the PEG64 chains is larger than that of PEG64 in system B. This is probably due to the dominant contribution to $R_g$ of the more swollen chains within the segregated domain far from PLGA. Finally, the $R_g$ values for both PEG16 and $R_g$ PLGA64 chains in system C are slightly perturbed (blue curve, Figure 4c,d, respectively), as

| System | $\phi_{\text{PEG}}$ | $\phi_{\text{PLGA}}$ | $N_{\text{PEG}}^B$ | $N_{\text{PLGA}}^B$ | $N_{\text{PEG}}$ chains | $N_{\text{PLGA}}$ chains | $\delta_{\text{blend}}$ (J/cm$^2$)$^{1/2}$ | $\chi_{\text{cr}}$ | $\chi$ |
|--------|------------------|------------------|-----------------|-----------------|----------------------|----------------------|----------------------|-----------------|-----|
| A      | 0.08             | 0.92             | 16              | 64              | 108                  | 243                  | 16.42                | 0.04            | -0.68 |
| B      | 0.08             | 0.92             | 64              | 64              | 27                   | 243                  | 16.40                | 0.02            | -0.6  |
| C      | 0.46             | 0.54             | 16              | 64              | 125                  | 500                  | 16.0                 | 0.04            | 0.08  |
| D      | 0.46             | 0.54             | 64              | 64              | 125                  | 125                  | 15.66                | 0.02            | 0.79  |

Note that in pure PEG samples, the radius of gyration for PEG64 was $R_g^{\text{pure}} = 1.93 \pm 0.06$ nm.
compared to the corresponding reference values. In this case, the less swollen PLGA64 chains are more affected by the abundant PEG16 chains as compared with system A, while the change in $R_g$ of PEG16 chain is negligible for such a low molecular weight.

Another approach to assess the miscibility between the two polymers relies on the Flory–Huggins theory and the quantification of the Hildebrand solubility parameters $\delta$ for the two polymers. Following the "like-dissolves-like" principle, miscibility occurs if the difference in the Hildebrand solubility parameters between the two polymers is smaller than 2 (J/cm$^3$)$^{1/2}$.57,58 This would imply that attractive interactions between the two polymer chains is smaller than the estimated values of $\delta$ for the PLGA/PEG mixture. In this case, the critical value $\chi_{cr} = 0.02$, and even in this case PEG64 with PLGA64 chains mix. For system C, in which PEG16 and PLGA64 chains only partially mix, the interaction parameter $\chi = 0.08$ is close to the critical value, $\chi_{cr} = 0.04$. Finally, for system D, where comparable amounts of PEG64 and PLGA64 are present, phase separation occurs. In this case, $\chi = 0.79$ is above the critical value, $\chi_{cr} = 0.02$.

Another criterion for polymer miscibility is based on the quantification of the Flory–Huggins interaction parameter $\chi$. If this parameter is lower than the critical value $\chi_{cr}$, calculated by eq 9, the two polymers are miscible. Computed values for $\chi$ are listed in the table of Figure 4e. For system A, a $\chi = -0.68$ is significantly smaller than $\chi_{cr} = 0.04$, thus indicating the full miscibility of PEG16 and PLGA64 chains. For system B, the interaction parameter $\chi$ is equal to $-0.6$ and is lower than the critical value $\chi_{cr} = 0.02$, and even in this case PEG64 with PLGA64 chains mix. For system C, in which PEG16 and PLGA64 chains only partially mix, the interaction parameter $\chi = 0.08$ is close to the critical value, $\chi_{cr} = 0.04$. Finally, for system D, where comparable amounts of PEG64 and PLGA64 are present, phase separation occurs. In this case, $\chi = 0.79$ is above the critical value, $\chi_{cr} = 0.02$.

Another approach to assess the miscibility between the two polymers relies on the Flory–Huggins theory and the quantification of the Hildebrand solubility parameters $\delta$ for the two polymers. Following the "like-dissolves-like" principle, miscibility occurs if the difference in the Hildebrand solubility parameters between the two polymers is smaller than 2 (J/cm$^3$)$^{1/2}$.57,58 This would imply that attractive interactions between the two polymer chains is smaller than the estimated values of $\delta$ for the PLGA/PEG mixture. In this case, the critical value $\chi_{cr} = 0.02$, and even in this case PEG64 with PLGA64 chains mix. For system C, in which PEG16 and PLGA64 chains only partially mix, the interaction parameter $\chi = 0.08$ is close to the critical value, $\chi_{cr} = 0.04$. Finally, for system D, where comparable amounts of PEG64 and PLGA64 are present, phase separation occurs. In this case, $\chi = 0.79$ is above the critical value, $\chi_{cr} = 0.02$.

Another criterion for polymer miscibility is based on the quantification of the Flory–Huggins interaction parameter $\chi$. If this parameter is lower than the critical value $\chi_{cr}$, calculated by eq 9, the two polymers are miscible. Computed values for $\chi$ are listed in the table of Figure 4e. For system A, a $\chi = -0.68$ is significantly smaller than $\chi_{cr} = 0.04$, thus indicating the full miscibility of PEG16 and PLGA64 chains. For system B, the interaction parameter $\chi$ is equal to $-0.6$ and is lower than the critical value $\chi_{cr} = 0.02$, and even in this case PEG64 with PLGA64 chains mix. For system C, in which PEG16 and PLGA64 chains only partially mix, the interaction parameter $\chi = 0.08$ is close to the critical value, $\chi_{cr} = 0.04$. Finally, for system D, where comparable amounts of PEG64 and PLGA64 are present, phase separation occurs. In this case, $\chi = 0.79$ is above the critical value, $\chi_{cr} = 0.02$.

The same miscibility trend evidenced from the computed interaction parameter $\chi$ emerges from SAXS MD data reported in Figure S2. To substantiate these results even further, the radial distribution function (RDF) profiles of PEG atoms in the proximity of PLGA atoms was also computed for the four tested systems. In Figure S3, the density of PEG atoms was plotted as a function of the distance from neighboring PLGA atoms. The overall density of PEG atoms near PLGA atoms is expected to depend on the relative compatibility of the two species. For a given PEG concentration, higher densities were observed for system A over system B (PEG16 vs PEG64) and for system C over system D (PEG16 vs PEG64). This continues to confirm the notion that short PEG16 chains are more prone to mixing with PLGA64 than the long PEG64 chains, certainly due to entropic effects. However, the PEG concentration modifies the critical threshold of miscibility, boosting polymer demixing in PEG16-enriched samples while PEG64 at low concentration is still miscible with PLGA64.

### 3.3. Binary Mixture Case: Experimental PLGA and PEG Miscibility by DSC.

In view of these results, the miscibility of PLGA and PEG chains would depend both on their relative concentrations and molecular weights. Miscibility is favored by low PEG concentrations and short PEG chains. This is in general agreement with the experimental data reported by other authors.16,19 To complement the simulation data presented above, the miscibility range of high molecular weight PLGA chains with low molecular weight PEG chains
was assessed via DSC. In particular, mixtures of 44 kDa PLGA chains (50:50 lactide/glycolide ratio) with 13 kDa PEG chains at different PLGA/PEG ratios, ranging from 0 to 100% PEG, were considered. In DSC, the amount of heat (heat flow) required to increase the temperature of a sample is measured as a function of the temperature, following specific heating/cooling cycles. Characteristic transition temperatures, such as the glass transition temperature \( T_g \) and the melting temperature \( T_m \), can be extracted by the heat flow plots for pure samples and compared to that of the binary mixture. From this, information on the miscibility of the two polymers can be obtained.

Figure 5a,b presents the heat flow curves for pure PLGA and PEG samples, respectively. From Figure 5a, the glass transition temperature \( T_g \) of pure 44 kDa PLGA (50:50) is detected at 44 °C (see arrow). From Figure 5b, the melting temperature \( T_m \) of pure 13 kDa PEG is detected at 65.8 °C, corresponding to a well-defined, narrow peak. Figure 5c–f shows heat flow curves for PLGA/PEG mixtures with a PEG content of 10, 20, 30, and 40%, respectively. As the amount of PEG in the mixture increases, the shape of the curves changes within the considered temperature interval as well as the values of \( T_g \) and \( T_m \). For PEG concentrations smaller than 30% (Figure 5c,d), a quasi linear reduction in the glass transition temperature is detected with \( T_g = 37.5 \) and 32.8 °C for a 10 and 20% 13 kDa PEG mixture, respectively. Also the overall shape of the heat flow curves is not affected by the presence of PEG. Thus, the presence of PEG affects the \( T_g \) of the mixture but not the overall behavior of the sample that still appears to be amorphous as pure PLGA. This would suggest that PLGA and PEG do mix homogeneously up to 20% PEG concentrations. In contrast, at PEG concentrations higher than 30% (Figure 5c,d), a more complex behavior is observed. Presumably, the \( T_g \) shifted to lower temperature values, which cannot be detected by the instruments, and broader melting peaks appeared. This would suggest the occurrence of phase segregation in the polymer mixture. The deconvolution of the heat flow curves, obtained as described in Section 2.4, allowed us to distinguish three components in the samples. For a 30% PEG content (Figure 5e), the component at 64.9 °C should be associated with a PEG phase enriched with some PLGA (enriched PEG), whereas the phases at lower temperatures would be much richer in PLGA. Increasing the concentration of PEG to 40% (Figure 5f), two cooperative phases and a very broad one were observed. The phases at high temperatures should be considered enriched in PEG.

In agreement with the DSC data, MD simulations of the binary PLGA/PEG mixtures did show segregation at high PEG concentrations (46%). The partial and total segregations can be graphically appreciated in the right insets of Figure 3c. Therefore, one can conclude that three regions coexist in the binary mixture at 40% of PEG (Figure 5f): an enriched PLGA phase, which would correspond to the lower temperature transition; a PEG-enriched region, which would correspond to the transition at the highest \( T_g \); and a region where PLGA and PEG chains interdigitate, which would correspond to the middle transition.

3.4. Binary Mixture Case: the Young’s Modulus of PLGA and PEG Chains. Having established the conditions that would favor the proper mixing of PLGA and PEG chains, the Young’s Modulus \( Y \) of the mixture was estimated. The computed Young’s Modulus \( Y \) for the pure polymers and corresponding mixtures are provided in Figure 6.

Pure PLGA_{16} and PLGA_{64} samples returned a \( Y = 1.98 \pm 0.74 \) and 2.38 ± 0.35 GPa (Figure 6a), respectively. Pure PEG_{13} and PEG_{64} samples returned a \( Y = 0.35 \pm 0.16 \) GPa and 0.4 ± 0.09 (Figure 6b), respectively. While the Young’s modulus of PLGA is about 1 order of magnitude higher than that of PEG, variations of \( Y \) with DP (16, 64) are statistically not significant. Indeed, it was previously noted that the molecular weight of the polymer has only a minor effect on its mechanical properties in regimes where size scales do not exceed the entanglement length.21

Figure 6. Young’s Modulus of pure components and binary mixtures. (a) Young’s Modulus of pure PLGA for two DP. (b) Young’s Modulus of PEG for two DP. (c) Young’s Modulus of binary mixtures of PLGA_{16} and 8% PEG_{16} and 8% PEG_{64}. (d) Young’s Modulus of binary mixtures of PLGA_{64} and 46% PEG_{16} and 46% PEG_{64}.

https://dx.doi.org/10.1021/acs.macromol.0c00110
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In the case of mixtures, system B returned a Young’s Modulus $Y = 2.27 \pm 0.11$ GPa, followed by a $Y = 2.16 \pm 0.21$ GPa for system A. No significant statistical difference was observed between these two systems and the pure PLGA case (Figure 6c). On the other hand, for comparable amounts of PLGA and PEG in the mixture, a significant drop in Young’s modulus was observed (Figure 6d). Specifically, system D returned a $Y$ value of $1.51 \pm 0.11$ GPa, compared to a value of $Y = 1.17 \pm 0.16$ GPa for system C. Indeed, the mixture is characterized by a lower rigidity as the PEG concentration increases (see Table S5 for the full data set). It is interesting to note that phase separation (formation of islands of PEG within a bulk PLGA matrix) is accompanied by a decrease in rigidity. However, in system C, the loss in rigidity is even larger in that the partial miscibility compromises more extensively the continuity of the bulk PLGA matrix and its resulting mechanical properties.

4. DISCUSSION

In biomedical applications, polymer blends are extensively employed to realize nano- and microparticles for the sustained delivery of therapeutic agents and macroscopic implants for tissue regeneration. The biodegradability, drug loading and release profiles, and the mechanical deformability of the polymer blends are fundamental features affecting the overall outcome of the medical intervention. In this work, a computational scheme is proposed to predict these features in terms of the polymer molecular weights and relative concentrations.

Focusing on PEG and PLGA, which are by far the most used polymers in biomedical applications, the addition of relatively small amounts of PEG (<10% w/w) to PLGA matrices still leads to quite homogeneous blends. This is graphically shown in Figure 3c, where the blue PEG chains are uniformly dispersed within the yellow PLGA matrix. At low PEG concentrations, miscibility is achieved for PEG chains with both low (DP = 16) and high (DP = 64) degrees of polymerization, corresponding to a molecular weight of 0.7 and 2.8 kDa, respectively. These miscibility studies were conducted for a fixed PLGA degree of polymerization (DP = 64), corresponding to a molecular weight of 4.2 kDa. Although the number of contact points $N$ between PLGA and PEG chains at equilibrium is very close to 1 (i.e.: full miscibility—Figure 3b), small islands of PEG (blue) can still be identified within the PLGA (yellow) matrix. This has important implications to the field of drug delivery and tissue engineering as previous works have documented an augmented hygroscopicity of PEG-enriched PLGA matrices. The increased permeation of water molecules deep inside the PLGA matrices can be associated with a faster release of hydrophobic agents. However, in terms of mechanical properties, no significant changes are observed with the addition of modest PEG amounts. However, this is shown only in the context of uniaxial rigidity (Young’s modulus), under the assumption of small deformations (Figure 6). Other mechanical properties, such as the flexural rigidity, yield strength, tensile stress, and elongation at break will be analyzed in future works.

In contrast, the addition of PEG amounts comparable to that of PLGA (~50% w/w) is responsible for the formation of more heterogeneous blends with a level of phase separation that grows with the molecular weights of PEG. This is graphically shown in Figure 3c, where short PEG chains (bottom, right inset) form isolated blue inclusions within the yellow PLGA matrix. These inclusions are significantly larger than those observed at low PEG concentrations (left insets in Figure 3c). Under the partial miscibility conditions, drug release can be accelerated depending on the hydrophilicity of the therapeutic agent. Drug molecules can be partitioned and associated more avidly with one of the two phases, as shown in the case of paclitaxel by Kang and coworkers. Furthermore, the Young’s modulus decreases significantly down to $1.17 \pm 0.16$ GPa, which is close to the average value of pure PLGA (~2.2 GPa) and PEG (0.4 GPa). On the other hand, full segregation of the two phases is observed at high PEG molecular weight (top, right inset in Figure 3c). Under full segregation conditions, the chemical stability over time of the blend may not be guaranteed, as PLGA/PEG miscibility will change as the PLGA molecular weight decreases upon degradation, leading to a system that could rapidly release all its constituents and loose its mechanical properties.

These results could guide in tailoring the material stiffness of PLGA–PEG mixtures in terms of their miscibility and provide the rational basis for experimentally tuning polymer concentration or molecular weight in order to achieve the desired Young’s modulus.

5. CONCLUSIONS

In summary, the present work provides computational tools for describing the molecular behavior of two extensively used polymers in the field of drug delivery and tissue engineering—PLGA and PEG. These tools can be accurately used to predict the miscibility of the two polymers and the pharmacomechanical properties of the resulting blends in terms of molecular weights, chemical structure, polarity, and relative concentration of the polymers. This computational scheme could certainly serve to optimize the behavior of polymer blends, avoiding extensive and costly experimental campaigns, and set the foundations for developing more efficient coarse-grained models of polymer blends.
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