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Abstract

The $k$-means objective is arguably the most widely-used cost function for modeling clustering tasks in a metric space. In practice and historically, $k$-means is thought of in a continuous setting, namely where the centers can be located anywhere in the metric space. For example, the popular Lloyd’s heuristic locates a center at the mean of each cluster.

Despite persistent efforts on understanding the approximability of $k$-means, and other classic clustering problems such as $k$-median and $k$-minsum, our knowledge of the hardness of approximation factors of these problems remains quite poor. In this paper, we significantly improve upon the hardness of approximation factors known in the literature for these objectives. We show that if the input lies in a general metric space, it is NP-hard to approximate:

- Continuous $k$-median to a factor of $2 - o(1)$; this improves upon the previous inapproximability factor of 1.36 shown by Guha and Khuller (J. Algorithms ’99).
- Continuous $k$-means to a factor of $4 - o(1)$; this improves upon the previous inapproximability factor of 2.10 shown by Guha and Khuller (J. Algorithms ’99).
- $k$-minsum to a factor of 1.415; this improves upon the APX-hardness shown by Guruswami and Indyk (SODA ’03).

Our results shed new and perhaps counter-intuitive light on the differences between clustering problems in the continuous setting versus the discrete setting (where the candidate centers are given as part of the input).
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1 Introduction

Given a set of points in a metric space, a clustering is a partition of the points such that points in the same part are close to each other. This makes clustering a basic, crucial computational problem for a variety of applications, ranging from unsupervised learning, to information retrieval, and even arching over bioinformatics. The most popular clustering problem (in metric spaces) is arguably the \( k \)-means problem: Given a set of points \( P \) in a metric space, the \( k \)-means problem asks to identify a set of \( k \) representatives, called centers, such that the sum of the squared distances from each point to its closest center is minimized (for the \( k \)-median problem, the goal is to minimize the sum of distances, not squared) – see Section 2 for formal definitions. Finding efficient algorithms that produce good solutions with respect to the \( k \)-means or \( k \)-median objectives has been a major challenge over the last 40 years.

From a theoretical standpoint, the picture is rather frustrating: the hardness of approximation for \( k \)-means and \( k \)-median remain quite far from the approximation that the best known efficient algorithms achieve. In general metrics, the \( k \)-median and \( k \)-means problems are known to be hard to approximate within a factor of 1.73 and 3.94 respectively [GK99], whereas the best known approximation algorithms achieve an approximation guarantee of 2.67 and 9 respectively [BPR\(^+\)15, ANSW20].

The \( k \)-median and \( k \)-means problems come in two flavours: continuous, where the set of centers can be picked arbitrarily in the metric; and discrete, where the centers have to be picked from a specific set given as input. While most of the approximation algorithms known focus on the discrete case, algorithms in practice (such as e.g. Lloyd method) often leverage the freedom on the location of the centers to get empirically good performances. In practice, the continuous case is arguably more relevant: when looking for a representative of a set of points, we would like to find the best one and not constraint ourself to some specific set. In fact, for several metrics such as edit distance, the problem of computing a “good representative” of a set of arbitrary strings (i.e.: a string whose sum of distances to the other strings is minimized) is a well-studied problem in itself.

At a first glance, it appears that the continuous case is computationally easier than the discrete case, as it allows the algorithm designer not to be forced to pick from the input set of candidate centers. In Euclidean space, an important result of Matousek [Mat00] shows that an \( \alpha \)-approximation algorithm for the discrete case of \( k \)-means can be used to obtain a \((1 + \varepsilon) \cdot \alpha\)-approximation to the continuous case of \( k \)-means under the \( \ell_2 \) distance. This suggests that the continuous case is somewhat easier than the discrete case in the Euclidean metric\(^1\). Moreover, the 20-year old hardness results of Guha and Khuller [GK99] of \( 1 + 2/e \) and \( 1 + 8/e \) for \( k \)-median and \( k \)-means respectively only apply to the discrete case and the only known bounds for the continuous setting derived from their approach are \( 1 + 1/e \approx 1.36 \) and \( 1 + 3/e \approx 2.10 \) for \( k \)-median and \( k \)-means respectively. We thus ask:

\[ \text{Can we approximate continuous } k \text{-means (resp. continuous } k \text{-median)} \]
\[ \text{to a factor less than } 1 + 8/e \text{ (resp. } 1 + 2/e \text{) in polynomial time?} \]

\(^1\)Note that we know non-trivial inapproximability results for Euclidean \( k \)-means and \( k \)-median [ACKS15, LSW17, CK19].
metric space, the $k$-minsum problem asks for a partition of the points to $k$ parts that minimizes the sum of the pairwise distances between points in the same part of the partition (see Section 2 for formal definition). Compared to $k$-means and $k$-median, the fact that the objective function sums over a quadratic number of distances within each cluster favors balanced clustering where clusters are of similar sizes. This fundamental clustering problem introduced in the 70s by Sahni and Gonzalez [SG76], together with the capacitated $k$-median problem, is one of the problems for which designing an $O(1)$-approximation algorithm or showing that none exists, for general metric case remains an important open problem.

The $k$-minsum problem has received a large amount of attention over the years [GBH98, Sch00, Ind00, dIVKKR03, CS04, CS10], but the current understanding of $k$-minsum is worse than that of $k$-median and $k$-means: while no better than $O(\log n)$-approximation is known in polynomial time [BCR01, BFSS19], the best known hardness of approximation factor is $(1 + \varepsilon)$, due to Guruswami and Indyk [GI03], for some small implicit constant $\varepsilon > 0$. Getting better hardness of approximation for the $k$-minsum remains an important open problem. Arguably, the intrinsic continuous nature of the problem – the fact that the hardness must be directly encoded into the locations of the points – has been one of the most important roadblock for the problem.

**Can we show hardness of approximation result for $k$-minsum for any explicit, non-negligible constant greater than 1?**

**Technical Barriers.** A well-known framework to obtain hardness of approximation results in the general metric for clustering objectives is through a straightforward reduction from the Max $k$-Coverage or the Set Cover problem. Given an instance of Max $k$-Coverage that consists of a collection of its subsets of some universe, we create a ‘point’ for each element of the universe and a ‘candidate center’, namely a location where it is possible to place a center, for each set. Then, we define the distance between a point (corresponding to an element of the universe) and a candidate center (corresponding to a set) to be 1 if the set contains the element and 3 otherwise. This reduction due to Guha and Khuller [GK99] yields lower bounds of $1 + 2/e$ and $1 + 8/e$ for the $k$-median and $k$-means problems, respectively, in general discrete metric spaces.

The reduction of Guha and Khuller [GK99] for $k$-median in general metrics does not even rule out PTAS for $k$-minsum, mainly due to the fact that even in one cluster, the objective function sums over all pairs of points whose edges may come from different sets. To bypass this issue, the only known APX-hardness [GI03] starts from a very restricted set system where every set has 3 elements and only rules out $(1 + \varepsilon)$ factor approximation algorithms for some implicit constant $\varepsilon > 0$. However, reductions form bounded degree set systems are highly restrictive and one cannot typically hope to prove inapproximability for factors $1 + \alpha$, for non-negligible $\alpha$.

One may thus wonder if there are other structured set systems which could be the right starting point for proving hardness of approximation results for $k$-minsum. In fact one may further wonder if the hard instances of clustering problems as a whole are completely captured by hard instances of various kinds of set systems or maybe there are other mathematical objects which might be more appropriate to prove improved inapproximability results for certain clustering problems.
1.1 Our Results

The main contributions of this paper are conceptual. First, we develop an approach to provide the first explicit constant inapproximability ratio for the \( k \)-minsum problem. En route to proving the inapproximability of \( k \)-minsum, we also prove that the \((1 - 1/e)\)-hardness of approximation for Max \( k \)-Coverage holds, even for set systems of bounded VC dimension — an important notion in computational geometry and machine learning. We believe that further study on approximability of Max \( k \)-Coverage restricted to set systems with additional combinatorial and geometric structures will produce not only interesting results on their own but also have wide applications. We discuss the details about the result and the technique further in Section 1.1.1.

Our second contribution is an insight for proving hardness of approximation results for continuous versions of \( k \)-means and \( k \)-median in general metrics\(^2\). In particular, instead of starting the reduction from set-cover-type problems we start from coloring problems and yield a surprising result that the complexity of the discrete and continuous versions are significantly different, but in the counter-intuitive direction — the continuous version of the problem is harder to approximate than the discrete version! This is elaborated further in Section 1.1.2.

| Objective | Continuous \( k \)-means | Continuous \( k \)-median | \( k \)-minsum |
|-----------|--------------------------|--------------------------|--------------|
| Hardness  | 2.10 [GK99]              | 1.36 [GK99]              | APX-Hard [GI03] |
| Algorithms| 36 [KMN+02]              | 5.3 [BPR+15]             | \( O(\log n) \) [BFSS19] |

Table 1: State-of-the-art approximability results for clustering objectives without candidate centers in general metric. The algorithmic results for \( k \)-means and \( k \)-median, though not explicitly stated in the literature, can be obtained by considering data points as candidate centers (which loses a factor 4 and 2 for \( k \)-means and \( k \)-median respectively) and running the algorithms for the discrete problems cited in the references.

1.1.1 Inapproximability Results for \( k \)-minsum

We state our results on the \( k \)-minsum problem.

**Theorem 1.1** (\( k \)-minsum in \( \ell_{\infty} \)-metric). Given \( n \) points in \( O(\log n) \) dimensional \( \ell_{\infty} \)-metric space it is \( \text{NP-hard} \) (under randomized reductions) to distinguish between the following two cases:

- **Completeness**: The \( k \)-minsum objective is at most 1.
- **Soundness**: The \( k \)-minsum objective is at least 1.415.

In order to prove Theorem 1.1, we prove hardness of Max \( k \)-Coverage in a specialized set system. Given an instance \((U, E, k)\) for Max \( k \)-Coverage where \( U \) is the universe and \( E \)

\(^2\)We write the result in this paper for the \( \ell_{\infty} \)-metric, but the reader should note that there is a Fréchet embedding from any discrete metric to the \( \ell_{\infty} \)-metric in high dimensions.
is a collection of subsets, let the *girth* of the set system \((U, E)\) to be the girth of the incidence bipartite graph; the vertex set is \(U \cup E\) and there is an edge \((u, S) \in U \times E\) if and only if \(u \in S\). When the girth of a set system is strictly greater than 4, then no two sets intersect in more than a single element, so the *VC dimension* of the set system is also at most 2. Set systems with bounded VC dimensions are known to admit qualitatively better algorithms such as \(O(\log \text{OPT})\)-approximation algorithm for Set Cover [BG95] and an FPT-approximation scheme for Max \(k\)-Coverage [BKL12], which cannot exist for general set systems [KLM19, Man20].

We prove a hardness result showing that, for polynomial time approximation for Max \(k\)-Coverage, having a bounded VC dimension (even a super-constant girth) does not help.

**Theorem 1.2 (Informal statement of Theorem 3.1).** For any \(\epsilon > 0\), it is NP-hard (under randomized reductions) to approximate Max \(k\)-Coverage within a factor of \((1 - 1/e + \epsilon)\) even when the set system has girth \(\Omega(\log n / \log \log n)\) and maximum degree \(O(\epsilon)\).

The above result is proved by “lifting” Feige’s optimal hard instances of Max \(k\)-Coverage [Fei98]. Given a hard instance of Max \(k\)-Coverage without any girth guarantee, we take the dual set system to view it as a hypergraph vertex coverage problem. For each vertex, we create a *cloud* of many vertices, and for each hyperedge, we create many random copies where each copy contains a random vertex in each cloud.

Intuitively, putting too many hyperedges will result in many intersections between hyperedges, which may create a short cycle. On the other hand, putting too few hyperedges will make the new instance significantly different from the original instance, possibly allowing a small hitting set that does not reveal the hitting set in the original hypergraph. By appropriately choosing the size of cloud and the number of hyperedges and carefully analyzing the probabilities for both bad events, it can be shown that the hardness is almost preserved while the girth becomes large.

Given the hardness of Max \(k\)-Coverage with large girth, the reduction to \(k\)-minsum is simple; given a set system for Max \(k\)-Coverage, the instance for \(k\)-minsum is given by the graphic metric where each vertex corresponds to an element and two vertices are connected if the corresponding elements are contained in the same set. If the set system can be partitioned into \(k\) sets in the system, the graph can be partitioned into \(k\) cliques, so every pair of vertices in the same cluster are at distance 1 from each other. To analyze the soundness, even though edges within one cluster may come from different sets, the girth \(\Omega(\log n / \log \log n)\) is larger than the average cluster size (which is still bounded by \(O_e(1)\)), so we can argue that most clusters, roughly correspond to only one set of Max \(k\)-Coverage.

### 1.1.2 Inapproximability Results for Continuous \(k\)-means and \(k\)-median in General Metric Space

Finally, we state below the inapproximability of \(k\)-median and \(k\)-means in the continuous case for the \(\ell_\infty\)-metric, whose factors are even higher than that of [GK99] for \(k\)-median and \(k\)-means in the discrete case\(^3\) for the \(\ell_\infty\)-metric.

---

\(^3\)By applying Fréchet embedding, we can embed any discrete metric into the \(\ell_\infty\)-metric, preserving all pairwise distances.
Theorem 1.3 (Informal statement of Theorems 5.2, 5.3, and 5.6). For every constant $\varepsilon > 0$, there exists a constant integer $k$ such that, given $n$ points in poly($n$) dimensional $\ell_\infty$-metric space it is NP-hard to approximate:

- the $k$-means objective to within $4 - \varepsilon$ factor.
- the $k$-median objective to within $2 - \varepsilon$ factor.

Moreover, the above statement holds for $k = 4$ (and can be further strengthened to hold for $k = 2$ by assuming the Unique Game Conjecture).

The above result is very surprising as it breaks the more than twenty year old bound of [GK99]. Furthermore it is believed that the bound of [GK99] is indeed tight for the discrete case as there are $1 + 2/e$ and $1 + 8/e$ parameterized approximation algorithms for $k$-median and $k$-means problems respectively in general metrics [CGK+19] (note that this is merely an indication that [GK99] might be tight for the discrete case and not a formal conclusion). Therefore this provides morally the first separation between the continuous and discrete versions for clustering problems.

Further, we show that the bound in Theorem 1.3 is tight for a large range of settings. First, for any constant $k$, we note that there is a simple 2-approximation algorithm to the continuous $k$-median problem and a 4-approximation algorithm for the continuous $k$-means problem in the $\ell_\infty$-metric both running in polynomial time. Second, we show that the hardness result with the same gap cannot hold for much smaller dimensions (see Corollaries 5.11, 5.13 and 5.14).

The proof of Theorem 1.3 follows from a new technique to construct clustering problem inputs; instead of starting from set-cover-type problems (as in the framework of [GK99]), we start our reductions from the hard instances of $k$-coloring (or equivalently on finding $k$-disjoint independent sets) in graphs due to [KS12]. In other words, instead of starting from covering problems on graphs (like almost all other results in literature) and embedding a pair of vertices sharing an edge as points that are close and other vertex pairs far away, we start from the complement of cover problems, i.e., the independent set problem and embed a pair of vertices not sharing an edge as points that are close and other vertex pairs far away, leveraging the stronger inapproximability of the independent set problem.

1.2 Organization of the Paper

The paper is organized as follows. In Section 2, we introduce some notations that are used throughout the paper. In Section 3, we prove our hardness of approximation result for Max $k$-Coverage on instances with large girth (i.e., Theorem 1.2). In Section 4, we prove our hardness of approximation result for $k$-minsum objective in general metrics (i.e., Theorem 1.1). In Section 5, we prove our improved inapproximability results for $k$-means and $k$-median in general metrics (i.e., Theorem 1.3).
2 Preliminaries

Notations. For any two points \(a, b \in \mathbb{R}^d\), the distance between them in the \(\ell_\infty\)-metric is denoted by \(\|a - b\|_\infty = \max_{i \in [d]} \{|a_i - b_i|\}\). Let \(e_i\) denote the vector which is 1 on coordinate \(i\) and 0 everywhere else. We denote by \(\left(\frac{1}{2}\right)\), the vector that is \(1/2\) on all coordinates.

Clustering Objectives. Given two sets of points \(P\) and \(C\) in a metric space, we define the \(k\)-means cost of \(P\) for \(C\) to be \(\sum_{p \in P} \left(\min_{c \in C} \{\text{dist}(p, c)\}^2\right)\) and the \(k\)-median cost to be \(\sum_{p \in P} \left(\min_{c \in C} \text{dist}(p, c)\right)\).

Given a set of points \(P\) in a metric space and partition \(\pi\) of \(P\) into \(P_1 \cup P_2 \cup \cdots \cup P_k\), we define the \(k\)-minsum cost of \(P\) for \(\pi\) to be \(\sum_{i \in [k]} \left(\sum_{p, q \in P_i} \text{dist}(p, q)\right)\). Given a set of points \(P\), the \(k\)-means/\(k\)-median (resp. \(k\)-minsum) objective is the minimum over all \(C\) (resp. \(\pi\)) of cardinality \(k\) of the \(k\)-means/\(k\)-median (resp. \(k\)-minsum) cost of \(P\) for \(C\) (resp. \(\pi\)). Given a point \(p \in P\), the contribution to the \(k\)-means (resp. \(k\)-median) cost of \(p\) is \(\min_{c \in C} \{\text{dist}(p, c)\}^2\) (resp. \(\min_{c \in C} \text{dist}(p, c)\)).

3 Hardness of Max \(k\)-Coverage with large girth

In this section, we prove the following hardness of Max \(k\)-Coverage with large girth and bounded degree and then use the hardness result to prove Theorem 4.1 for \(k\)-minsum clustering in the next section. Like \(k\)-median [GK99], the result is based on hardness of Max \(k\)-Coverage; given an instance \((U, E, k)\) of Max \(k\)-Coverage, we output the corresponding instance of \(k\)-minsum consisting a graph \(G = (U, E')\) where \(v, u \in U\) have an edge if and only if there exists \(S \in E\) that contains both \(u\) and \(v\). However, unlike \(k\)-median, just the objective function value of Max \(k\)-Coverage does not suffice to prove results for \(k\)-minsum. For example, consider an instance of Max \(k\)-Coverage where typical sets are large, but we add a set of size two for each pair of elements. These sets of size two are small so that it will not affect the Max \(k\)-Coverage objective function, but the outcome of the reduction will be a complete graph! Therefore, we need to start from hardness of Max \(k\)-Coverage in a specialized set system.

The proof starts from the standard Max \(k\)-Coverage hardness result of Feige [Fei98] that has no guarantee on girth. Considering the dual set system has a hypergraph, we put many copies of each vertex and many random copies of each hyperedge. This idea was previously used in subgraph hitting sets and constraint satisfaction problems [GL15, GT17].

Theorem 3.1. For any \(\varepsilon > 0\), given an instance \((U, E, k)\) is Max \(k\)-Coverage where the incidence graph has girth \(\Omega(\log n/\log \log n)\) and maximum degree \(O\varepsilon(1)\), it is NP-hard (under randomized reductions) to distinguish between the following two cases:

- Completeness: There exists \(k\) sets that cover \(E\).
- Soundness: Any \(k\) sets cover at most an \((1 - 1/e + \varepsilon)\) fraction of \(E\).

Proof. We consider the dual set system of the hard instance of Max \(k\)-Coverage given by Feige [Fei98] as a regular \(r\)-uniform hypergraph \(H_0 = (V_0, E_0)\), which has \(n\) vertices, \(m\) hyperedges, and degree \(d\) (so that \(nd = mr\)). In the completeness case, there is a set \(S^* \subseteq V_0, |S^*| = k = n/r = m/d\).
that intersects every hyperedge \( e \in E_0 \). In the soundness case, any set \(|S| \leq k\) hits at most \( (1 - 1/e + \epsilon)\)-fraction of hyperedges. Feige’s reduction also ensures that this hardness can be achieved with \( r \) and \( d \) being constants (depending on \( \epsilon \)).

The new hypergraph \( H = (V, E) \) is the following. Let \( \ell \) and \( B \) be numbers determined later (they will be both \( \Theta(n) \)).

- \( V = V_0 \times [B] \).
- For each \( e \in E_0 \),
  - For each \( v \in e \), sample \((j_{v,1}, \ldots, j_{v,\ell}) \in [B]^\ell\) uniformly from the set of \( \ell \)-tuples where every number in \([B]\) appears the same number of times (we will ensure \( B \) divides \( \ell \)).
  - For each \( i \in [\ell] \), add \( \{(v, j_{i,v})\}_{v \in e} \) to \( E \).
- For each simple cycle of the incidence bipartite graph of length at most \( t \) (which will be fixed later), delete an arbitrary hyperedge in it.

Then \(|V| = |V_0| \cdot B, |E| \leq |E_0| \cdot \ell\). Note that the girth is at least \( t \), and the maximum degree is at most \( d \cdot \Theta(\ell/B) = O(1) \).

**Girth control.** We bound how many hyperedges we deleted in the last step of the construction. Consider the incidence bipartite graph of the hypergraph; hyperedge vertices are (a subset of) \( E_0 \times [\ell] \) and element vertices are \( V_0 \times [B] \). Fix a \( 2\ell \)-tuple

\[
((v_1, p_1), (e_1, q_1), (v_2, p_2), (e_2, q_2), \ldots, (v_r, p_r), (e_r, q_r)),
\]

where all vertices are different and \( v_i, v_{i+1} \in e_i \) (and \( v_1 \in e_1 \)). We have \( n \) choices for \( v_1 \), and after that \( d \) choices for each \( e_i \) and \( r \) choices for each \( v_i \), so the number of such tuples is upper bounded by

\[
n \cdot (dr)^t \cdot (B\ell)^t.
\]

For each possible edge in the tuple (say \( ((v_i, p_i), (e_i, q_i)) \)), the probability that it appears is the probability that \( j_{q_i, v_i} = p_i \) in the above sampling procedure for \( e_i \). Since \( j_{q_i,v_i} \) draws from \( B \) numbers and we will take \( t = o(\log n) \ll B \), this probability, conditioned on existence of an arbitrary set of edges in the tuple, is at most \( 2/B \). So the expected number of cycles is at most

\[
n \cdot (dr)^t \cdot (B\ell)^t \cdot (2/B)^{2t} = n \cdot (dr)^t (4\ell/B)^t.
\]

We will take \( \ell = AB \) for some constant \( a \) depending on \( r \) and \( \epsilon \). Let \( B = n \). Using Markov’s inequality, with probability at least \( 3/4 \), the number of hyperedges we deleted is at most

\[
4n \cdot (dr)^t (4\ell/B)^t = 4n \cdot (4adr)^t = o(mt).
\]

as long as \( t = o(\log n) \). Fix \( t = \Omega(\log n / \log \log n) \). We can ensure that the girth is at least \( t \) with losing only \( o(1) \) fraction of hyperedges.

**Completeness.** If \( S \subseteq V_0 \) is a feasible solution for the Max \( k \)-Coverage instance (i.e., \( S \) intersects every \( e \in H_0 \)), then \( S \times [B] \) is a feasible solution for the new instance.
**Soundness.** Fix a hyperedge \( e \in E_0 \). For simplicity let us assume \( e = (v_1, \ldots, v_r) \). Fix \( C_1, \ldots, C_r \subseteq [B] \), and let \( \alpha_i := |C_i| / B \). We want to show that out of \( \ell \) hyperedges in the new instance coming from \( e \), approximately \( 1 - \prod_{i=1}^{\ell} (1 - \alpha_i) \) fraction of hyperedges intersect \( \cup_{i=1}^{r} (v_i \times C_i) \). For one such hyperedge, the probability is exactly \( 1 - \prod_{i=1}^{\ell} (1 - \alpha_i) \). The \( \ell \) hyperedges are not independent, but since the distribution is *negatively correlated* (i.e., if one hyperedge intersects \( \cup_{i=1}^{r} (v_i \times C_i) \), other hyperedges are less likely to intersect it.) We can still apply the Chernoff bound so that the probability that the total number is \( \ell \) more than the expectation is at most \( \exp(-\Theta(\varepsilon^2 \ell)) \). Since there are at most \( 2^{Br} \) choices of \( C_1, \ldots, C_r \) and we let \( \ell = aB \), with probability at most

\[
2^{Br} \cdot \exp(-\Theta(\varepsilon^2 aB)) \leq \exp(B(r - \Theta(\varepsilon^2 a))),
\]

which is exponentially small in \( B \) (thus \( n \)) if we take \( a \) to be a large constant depending on \( r \) and \( \varepsilon \). Union bounding over all \( e \in E_0 \), we showed that for any \( S \subseteq V \) for the new instance with \( |S| \leq kB \), if we let \( \alpha_v := |S \cap (v \times [B])| / B \) (so that \( \sum_v \alpha_v = k \)), then the fraction of hyperedges \( S \) intersects in the new instance is at most \( \varepsilon \) more than the expected fraction of hyperedges hit in the old instance if we *round* each \( v \in V_0 \) independently with probability \( \alpha_v \). In the soundness case the latter is at most \( (1 - 1/e^2 + \varepsilon) \), so with high probability the optimal value in the new instance is at most \( (1 - 1/e + 2\varepsilon) \). \( \square \)

To prove hardness of \( k \)-minsum, we additionally need to prove the in the soundness case, no \( ak \) sets cover more than an \( (1 - e^{-a}) \) fraction of elements for any constant \( \alpha > 0 \). The same construction ensures it.

**Corollary 3.2.** Theorem 3.1 holds with the following stronger soundness: For any constant \( \alpha > 0 \),

- **Soundness:** Any \( ak \) sets cover at most an \( (1 - e^{-a} + \varepsilon) \) fraction of \( E \).

**Proof.** Guha and Khuller [GK99] proved that the same soundness for general set systems. Their result uses a tight \((1 - \varepsilon) \ln n\)-hardness of Set Cover whose reduction took time \( n^{O(\log \log n)} \) at that time, but the running time became polynomial [DS14]. The proof of Theorem 3.1 indeed shows that the maximum fraction of elements covered by any \( \beta \) fraction of sets in the new set system is at most \( \varepsilon \) plus the same quantity in the original set system, so we can transfer this strong hardness for general set systems to set systems of high girth, up to an additive \( \varepsilon \) factor. \( \square \)

### 4 Inapproximability of \( k \)-minsum in General metric

In this section, we use Theorem 3.1 to prove hardness of \( k \)-minsum clustering. The reduction is simple; given an instance \((U, E, k)\) of Max \( k \)-Coverage, we output the corresponding instance of \( k \)-minsum consisting a graph \( G = (U, E') \) where \( v, u \in U \) have an edge if and only if there exists \( S \in E \) that contains both \( u \) and \( v \). Therefore, if each cluster is a clique of \( G \), then each pairwise distance is 1, and if it is a sparse subgraph of \( G \), then the average pairwise distance is approximately at least 2. Using the large girth guarantee in Theorem 3.1, we prove that any dense induced subgraph of a certain size must correspond to elements covered by a single set,
so that any good solution for $k$-minsum implies a good solution for Max $k$-Coverage. Since the objective function considers all pairwise distances in each cluster, more technical calculations are needed to prove a better inapproximability factor.

**Theorem 4.1** (Restatement of Theorem 1.1). Given $n$ points in $O(\log n)$ dimensional $\ell_\infty$-metric space it is NP-hard (under randomized reductions) to distinguish between the following two cases:

- **Completeness**: The $k$-minsum objective is at most $\beta$,
- **Soundness**: The $k$-minsum objective is at least $1.415 \cdot \beta$,

where $\beta$ is some positive real number depending only on $n$.

**Proof.** Given an instance $S$ of Max $k$-Coverage promised in Theorem 3.1, where the maximum set size $r = O(1)$ and the incidence bipartite graph has max degree $O(1)$ and girth $t = \Omega(\log n / \log \log n)$, let $G = (V, E)$ be the graph where $V$ consists of elements, and for each set $S$, we put a clique on its elements. Since the girth of the set system is at least 2, these cliques are all edge disjoint. Note that $n = (1 - o(1))kr$ from Theorem 3.1. The instance for $k$-minsum clustering is the shortest metric in $G$ along with the same $k$.

Indeed, since our analysis only uses distances 1 and 2, we can change all distance greater than 2 to 2. Guruswami and Indyk [GI03] showed that any $\{1, 2\}$-metric where each point has only $O(1)$ other points at distance 1 can be embedded to $O(\log n)$-dimensional $\ell_\infty$ space, which can be applied to our metric because each vertex in $G$ only has $O(1)$ neighbors.

**Completeness.** In the completeness case of Theorem 3.1, we can partition $G$ into $k$ cliques, each of size at most $r$. The clustering cost is then at most $k \cdot \binom{n}{2} \leq (1 + o(1))nr/2$.

**Soundness.** Fix $V' \subseteq V$ and let $n' := |V'|$. Consider $V'$ as one cluster. We will bound the $k$-minsum cost of $V'$ as one cluster. Consider the following cases.

1. $n' \leq t/2$: Consider the set system $S'$ induced by (in the bipartite graph sense) $V' \cup \{S : |S \cap V'| \geq 2, S \in S\}$. The corresponding bipartite graph is acyclic, so a forest. Let $S_1', \ldots, S_m'$ be the sets of this restricted system, and let $a_i' := |S_i'|$. Let $r' := \max_i a_i'$. We want to upper bound $\sum_i (\binom{a_i'}{2})$. For each tree in the forest, root it at an arbitrary element vertex. For each $S_i'$ we get $\binom{a_i'}{2} = a_i'(a_i' - 1)/2$. Charge this to its $a_i' - 1$ children, $a_i'/2$ each. Since $a_i' \leq r'$, every element vertex is charged at most $r'/2$. This shows that $\sum_i (\binom{a_i'}{2}) \leq r'n'/2$. When $r' > n'/2$, using the fact that all other $a_i' \leq n' - r'$, we have a better bound of $(r')^2/2 + (n' - r')^2/2$. Note that $\sum_i (\binom{a_i'}{2})$ is exactly the number of edges in the subgraph of $G$ induced by $V'$. Therefore, the cost of $V'$ is at least

$$2 \cdot \binom{n'}{2} - \min(r'n'/2, (r')^2/2 + (n' - r')^2/2)$$

$$= (1 - o_r(1)) \max \left( ((n')^2 - n'r')/2, (n')^2/2 + n'r' - (r')^2 \right).$$

Here $o_r(1)$ denotes a quantity decreasing to 0 as $r$ increases. By taking $r$ large enough (but still) constant, we can ignore up to an arbitrarily small additive factor in the final inapproximability ratio.
2. If \( n' > t/2 \). Since (the bipartite graph of) \( S \) has degree \( O(1) \), \( G \) also has degree \( O(1) \). Therefore, if \( V' \subseteq V \) has \( n' = |V'| \geq t/2 = \Omega(\log n / \log \log n) \), the induced graph \( G_{V'} \) has density at most \( o(1) \), so the cost is at least \((2 - o(1))(n/2)\).

Now we compute the \( k \)-minsum cost for a \( k \)-clustering. Let \( V_1, \ldots, V_k \) be a partition of \( V \) and let \( n_i := |V_i| \). Let \( r_i \) be the largest clique size in \( G_{V_i} \) (same as \( r' \) in the case (1)).

Suppose that \( n_i \geq t/2 \) for each \( i \in [\ell] \). The total cost from these \( \ell \) clusters is at least \((2 - o(1)) \sum_{i=1}^{\ell} \left( \binom{n_i}{2} \right) \). If \( \sum_{i=1}^{\ell} n_i = \Omega(n / \log n) \), since \( t = \Omega(\log n / \log \log n) \)

\[
(2 - o(1)) \sum_{i=1}^{\ell} \left( \binom{n_i}{2} \right) \geq (2 - o(1)) \cdot \frac{t - 1}{2} \cdot \sum_{i=1}^{\ell} n_i = \Omega(n \log n / (\log \log n)^2),
\]

which is superconstant times larger than the cost \((1 + o(1))nr/2 \) in the completeness case. Therefore, we can conclude that clusters of size at least \( t/2 \) cover at most an \( o(1) \) fraction of vertices, so up to an \((1 - o(1)) \) factor we can assume that every \( V_i \) satisfies \( n_i \leq t/2 \). Then the above case 1 is applied for every \( V_i \), so the total cost at least (again up to a \((1 - o(1)) \) factor),

\[
\sum_{i=1}^{k} \max(n_i^2 - r_in_i/2, n_i^2/2 + n_ir_i - r_i^2).
\] (1)

Let \( f(n, r) := \max(f_1(n, r), f_2(n, r)) \), with \( f_1(n, r) := n^2 - rn/2 \) and \( f_2(n, r) := n^2/2 + nr - r^2 \). Note that \( f_1(n, r) = f_2(n, r) \) when \( r = n/2 \). For any fixed \( n_i \), it can be checked that \( f(n_i, r_i) \) is decreasing in \( r_i \). Therefore, (1) is minimized when \( r_i \)'s are as large as possible. So we can apply Corollary 3.2 and assume that the worst case for (1) happens (up to an \((1 + o(1)) \) factor) when \( r_i = r \cdot e^{-i/k} \).

For the sake of exposition, we let \( n_\alpha := n_{\alpha k}/r, r_\alpha := r_{\alpha k}/r \) for \( \alpha \in [0, 1] \). So (1) becomes

\[
\sum_{i=1}^{k} f(n_i, r_i) = kr^2 \sum_{i=1}^{k} \left( f(n_i/k, r_i/k) \cdot (1/k) \right) = (1 \pm o(1))nr \cdot \int_{\alpha=0}^{1} f(n_\alpha, r_\alpha) d\alpha,
\] (2)

where we use linear interpolation to extend \( f \) to all \([0, 1] \). Given \( r(\alpha) = e^{-\alpha} \), we find the best \((n_\alpha)_{\alpha \in [0, 1]} \) to minimize (2). There are three requirements for \((n_\alpha)\).

1. \( n_\alpha \geq r_\alpha \) for all \( \alpha \in [0, 1] \).
2. \( \int_{\alpha=0}^{1} n_\alpha \cdot d\alpha = 1 \).
3. There exists \( t > 0 \) such that for all \( \alpha \in [0, 1] \), one of the following must hold, because otherwise we can decrease one \( n_\alpha \) and increase another \( n_{\alpha'} \) to further decrease (2). Note that \( \frac{d}{d\alpha} f(n_\alpha, r_\alpha) = 2n - r/2 \) and \( \frac{d}{d\alpha} f_2(n_\alpha, r_\alpha) = n + r/2 \).

- If \( n_\alpha = r_\alpha, \frac{df(n_\alpha, r_\alpha)}{dn_\alpha} = \frac{d_2f(n_\alpha, r_\alpha)}{dn_\alpha} = 2n_\alpha \geq t \).
- If \( n_\alpha = 2r_\alpha, \frac{df(n_\alpha, r_\alpha)}{dn_\alpha} = \frac{d_2f(n_\alpha, r_\alpha)}{dn_\alpha} = 1.5n_\alpha \leq t \) and \( \frac{df(n_\alpha, r_\alpha)}{dn_\alpha} = \frac{df_1(n_\alpha, r_\alpha)}{dn_\alpha} = 1.75n_\alpha \geq t \).
- Otherwise, \( \frac{df(n_\alpha, r_\alpha)}{dn_\alpha} = t \).
It is easy to see that $t < 2$, because otherwise $n_a > 1$ for all $\alpha \in (0, 1]$, violating the condition 2. This implies that $t = 2 \exp(-c)$ for some $c > 0$ to be determined and

\[ n_a = r_a \text{ for all } \alpha \in [0, c]. \] (3)

Since $f(n, r) = f_2(n, r)$ when $n \leq 2r$ and $f_1(n, r)$ otherwise, to meet the condition 3, we have the following conditions.

Whenever $r_a < n_a < 2r_a$ (which implies $f(n_a, r_a) = f_2(n_a, r_a)$),

\[ \frac{df_2(n_a, r_a)}{n_a} = n_a + r_a = t \Rightarrow n_a = 2 \exp(-c) - \exp(-a). \] (4)

Whenever $n_a > 2r_a$ (which implies $f(n_a, r_a) = f_2(n_a, r_a)$),

\[ \frac{df_1(n_a, r_a)}{n_a} = 2n_a - r_a/2 = t \Rightarrow n_a = \exp(-c) + \exp(-a)/4. \] (5)

To meet (3), (4), and (5), $n_a$ has to be

\[ n_a = \begin{cases} 
\exp(-a), & \alpha \in [0, c] \\
2\exp(-c) - \exp(-a), & \alpha \in [c, d_1] \\
2\exp(-a), & \alpha \in [d_1, d_2] \\
\exp(-c) + \exp(-a)/4, & \alpha \in [d_2, 1]
\end{cases} \] (6)

where $d_1 = \ln(3/2) + c$ and $d_2 = \ln(7/4) + c$ so that $f(n_a, r_a) = f_2(n_a, r_a)$ for $\alpha \in [c, d_1]$ and $f(n_a, r_a) = f_1(n_a, r_a)$ for $\alpha \in [d_2, 1]$. $(f_1(n_a, r_a) = f_2(n_a, r_a)$ when $\alpha \in [d_1, d_2]$.) Then

\[
\int_{a=0}^{1} n_a \, da = \int_{a=0}^{c} e^{-a} \, da + \int_{a=c}^{d_1} (2e^{-c} - e^{-a}) \, da + \int_{a=d_1}^{d_2} 2e^{-a} \, da + \int_{a=d_2}^{1} (e^{-c} + e^{-a}/4) \, da
\]

\[ = \left(1 - e^{-c}\right) + \left(2 \ln(3/2)e^{-c} - e^{-c} + e^{-d_1}\right) + 2\left(e^{-d_1} - e^{-d_2}\right) + \left(1 - d_2\right)e^{-c} + \left(1 - d_2\right)e^{-1}/4 + \left(1 - e^{-1}/4 + e^{-c} \ln(9/7) - c\right) = 1.
\]

Where the third equality uses the definitions of $d_1$ and $d_2$. This implies $e^{-c}(\ln(9/7) - c) = e^{-1}/4$, which solves to $c = \ln(9/7) - W(9/28e) \approx 0.145$ where $W(z)$ denotes the real solution of $z = We^W$. Plugging this value into

\[
\int_{a=0}^{1} f(n_a, r_a) \, da = \int_{a=0}^{d_2} f_2(n_a, r_a) \, da + \int_{a=d_2}^{1} f_1(n_a, r_a) \, da
\]

gives $\geq 0.7079$. Therefore, the $k$-minsum cost in the soundness case is at least $(0.7079 - o(1))nr$. Compared to the cost $(1/2 + o(1))nr$ in the completeness case, the gap is $\geq 1.415$. \qed
5 Inapproximability of Continuous $k$-means and $k$-median in $\ell_\infty$-metric

In this section, we prove the highest inapproximability factor known for $k$-means and $k$-median in literature (in any metric), i.e., we prove Theorem 1.3. The proof relies crucially on the following result of Khot and Saket.

Theorem 5.1 (Khot and Saket [KS12]). For any constant $\epsilon > 0$, and positive integers $t$ and $q$ such that $q \geq 2^t + 1$, given a graph $G(V,E)$, it is NP-hard to distinguish between the following two cases:

- **Completeness**: There are $q$ disjoint independent sets $V_1, \ldots, V_q \subseteq V$, such that for all $i \in [q]$ we have $|V_i| = \frac{(1-\epsilon)}{q} \cdot |V|$.

- **Soundness**: There is no independent set in $G$ of size $\frac{1}{q^{1/t}} \cdot |V|$.

We are now ready to prove the main result of this section.

Theorem 5.2 ($k$-means without candidate centers in $n^{O(1)}$ dimensional $\ell_\infty$-metric space). For any constant $\epsilon > 0$ and any constant $\alpha \in \mathbb{N}$, there exists a constant $k := k(\epsilon, \alpha) \in \mathbb{N}$, such that given a point-set $P \subset \mathbb{R}^n$ of size $n$ (and $m = \text{poly}(n)$), it is NP-hard to distinguish between the following two cases:

- **Completeness**: There exists $C' := \{c_1, \ldots, c_k\} \subseteq \mathbb{R}^m$ and $\sigma : P \rightarrow C'$ such that
  \[
  \sum_{a \in P} (\|a - \sigma(a)\|_\infty)^2 \leq (1 + 8\epsilon) \cdot n.
  \]

- **Soundness**: For every $C' := \{c_1, \ldots, c_k\} \subseteq \mathbb{R}^m$ and every $\sigma : P \rightarrow C'$ we have:
  \[
  \sum_{a \in P} (\|a - \sigma(a)\|_\infty)^2 \geq (4 - \epsilon) \cdot n.
  \]

Theorem 5.3 ($k$-median without candidate centers in $n^{O(1)}$ dimensional $\ell_\infty$-metric space). For any constant $\epsilon > 0$ and any constant $\alpha \in \mathbb{N}$, there exists a constant $k := k(\epsilon, \alpha) \in \mathbb{N}$, such that given a point-set $P \subset \mathbb{R}^n$ of size $n$ (and $m = \text{poly}(n)$), it is NP-hard to distinguish between the following two cases:

- **Completeness**: There exists $C' := \{c_1, \ldots, c_k\} \subseteq \mathbb{R}^m$ and $\sigma : P \rightarrow C'$ such that
  \[
  \sum_{a \in P} \|a - \sigma(a)\|_\infty \leq (1 + 2\epsilon) \cdot n,
  \]

- **Soundness**: For every $C' := \{c_1, \ldots, c_k\} \subseteq \mathbb{R}^m$ and every $\sigma : P \rightarrow C'$ we have:
  \[
  \sum_{a \in P} \|a - \sigma(a)\|_\infty \geq (2 - \epsilon) \cdot n.
  \]

Proof of Theorems 5.2 and 5.3. Fix $\epsilon > 0$ as in the theorem statement. Let $r = ak$ and $\epsilon' := \epsilon/r$. Starting from the hard instance $(G(V,E), q, t, \epsilon')$ given in Theorem 5.1, we create an instance of the $k$-means, or of the $k$-median problem, where $k = q$ (and $t = o(\log k)$), as follows.
Construction. The $k$-median or $k$-means instance consists of the set of points to be clustered $\mathcal{P} \subseteq \mathbb{R}^m$ of size $n$ (where $n = |V|$, $m = |E|$) which will be defined below. First, we arbitrarily orient the edges of $G$ (so that for every $(u, v) \in V \times V$, at most one of $(u, v)$ or $(v, u)$ is in $E$). Then, we will construct function $A : V \rightarrow \mathbb{R}^m$. Given $A$, the point-set $\mathcal{P}$ is just defined to be

$$\mathcal{P} := \{ A(v) \mid v \in V \}.$$  

For every $v \in V$ and every $(u', v') \in E$, we define the $(u', v')$th coordinate of $A(v)$ as follows

$$A(v)_{(u', v')} := \begin{cases} 2 & \text{if } v = u' \\ -2 & \text{if } v = v' \\ 0 & \text{otherwise} \end{cases}.$$  

We now analyze the $k$-means and $k$-median cost of the instance. Consider the completeness case first.

Completeness. Suppose there are $k$ disjoint independent sets $V_1, \ldots, V_k \subseteq V$, such that for all $i \in [k]$ we have $|V_i| = \frac{(1-\varepsilon^9)}{k} \cdot |V|$. Then, we partition $\mathcal{P}$ into $k$ clusters, say $C_1, \ldots, C_k$, as follows. For every $p \in \mathcal{P}$ where $p := A(v)$ for some $v \in V$, if there is some $i \in [k]$ such that $v \in V_i$ then we assign $p$ to cluster $C_i$; otherwise, we assign it to cluster $C_1$. Next, we define the cluster centers $C = \{c_1, \ldots, c_k\} \subseteq \mathbb{R}^m$ as follows. For every $i \in [k]$, and every $(u', v') \in E$, the $(u', v')$th coordinate of $c_i$ is defined as follows

$$c_i(u', v') := \begin{cases} 1 & \text{if } u' \in V_i \\ -1 & \text{if } v' \in V_i \\ 0 & \text{otherwise} \end{cases}.$$  

Note that the definition of the $(u', v')$th coordinate of $c_i$ is consistent, as $V_i$ is an independent set and thus both $u'$ and $v'$ cannot be in $V_i$. For any $p \in \mathcal{P}$ and any $c \in C$, we have the following upper bound on their distance:

$$\|p - c\|_{\infty} \leq 3. \quad (7)$$

On the other hand for every $i \in [k]$, and every $v \in V_p$, we have the following computation on distance of $A(v)$ to its center.

$$\|A(v) - c_i\|_{\infty} = \max \left\{ \max_{(u,v) \in E} |A(v)_{(u,v)} + 1|, \max_{(v,u) \in E} |A(v)_{(v,u)} - 1|, \max_{e \in E} |c_i(e)| \right\} = 1. \quad (8)$$

Therefore, from $(8)$, the $k$-means and $k$-median cost of cluster $C_i$ for all $i \in [k] \setminus \{1\}$ is exactly $|V_i|$. On the other hand, putting together (7) and (8), the $k$-means cost of $C_1$ is upper bounded by:

$$|V_1| + 9 \cdot \left( |V| - \sum_{i \in [k]} |V_i| \right) \leq |V_1| + 9\varepsilon^9 |V|.$$  
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Similarly, we have that the $k$-median cost of $C_1$ is upper bounded by $|V_1| + 3\epsilon'|V|$. Thus, the $k$-means cost of the overall instance is at most $|V|(1 + 8\epsilon')$, while the $k$-median cost is $|V|(1 + 2\epsilon')$. Finally, we turn to the soundness analysis.

**Soundness.** We have that from the soundness case assumption that every subset $S \subset V$ of size at least $\epsilon'|V|$ is not an independent set in $G$. Consider any set of centers $C' = \{c_1, \ldots, c_r\} \subset \mathbb{R}^m$ that is optimal for the $k$-median or $k$-means objective (and let $C_1, \ldots, C_r$ be the corresponding partitioning of $P$ into $r$ clusters). We have the following claim.

**Claim 5.4.** Let $i \in [r]$ and $V_i := \{v \in V \mid A(v) \in C_i\}$. Then, there are $(|V_i| - \epsilon'|V|)/2$ vertex disjoint edges in the induced subgraph of $V_i$ in $G$.

**Proof.** Suppose $|V_i| \geq \epsilon'|V|$ then there exists an edge in the induced subgraph of $V_i$ in $G$. Remove the two corresponding vertices of the edge from $V_i$. Repeat the above procedure until $|V_i| < \epsilon'|V|$. The vertex pairs (which are edges in $G$) that were removed would be at least $(|V_i| - \epsilon'|V|)/2$ in number. \hfill \Box

For every $i \in [r]$, let $E_i$ be the set of vertex disjoint edges guaranteed by the above claim. Fix $i \in [r]$. For every $e := (u', v') \in E_i$ we have:

$$|A(u') - c_i|_\infty + |A(v') - c_i|_\infty \geq |A(v') - A(u')|_\infty \geq |A(u') - A(v')|_\infty \geq 4.$$ (9)

We also have:

$$|A(u') - c_i|_\infty^2 + |A(v') - c_i|_\infty^2 \geq (A(u') - c_i(e))^2 + (A(v') - c_i(e))^2 \geq \frac{1}{2} \cdot (A(u') - A(v')|_\infty^2 \geq 8.$$ (10)

Therefore, the optimal solution w.r.t. $k$-median objective has cost at least:

$$\sum_{i \in [r]} \sum_{v \in V_i} \|A(v) - c_i\|_\infty$$

$$\geq \sum_{i \in [r]} \sum_{(u', v') \in E_i} (\|A(u') - c_i\|_\infty + \|A(v') - c_i\|_\infty)$$

$$\geq \sum_{i \in [r]} (4 \cdot |E_i|) \quad \text{(from (9))}$$

$$\geq \sum_{i \in [r]} (2 (|V_i| - \epsilon'|V|)) \quad \text{(from Claim 5.4)}$$

$$\geq (2 - \epsilon') \cdot |V| = (2 - \epsilon) \cdot |V|$$

Similarly, the optimal solution w.r.t. $k$-means objective has cost at least:

$$\sum_{i \in [r]} \sum_{v \in V_i} \|A(v) - c_i\|_\infty^2$$

$$\geq \sum_{i \in [r]} \sum_{(u', v') \in E_i} (\|A(u') - c_i\|_\infty^2 + \|A(v') - c_i\|_\infty^2)$$
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\[
\geq \sum_{i \in [r]} (8 \cdot |E_i|) \quad \text{(from (10))}
\]
\[
\geq \sum_{i \in [r]} \left( 4 \left( |V_i| - \varepsilon' |V| \right) \right) \quad \text{(from Claim 5.4)}
\]
\[
\geq (4 - \varepsilon' r) \cdot |V| = (4 - \varepsilon) \cdot |V|
\]

To prove that Theorems 5.2 and 5.3 hold even when in the completeness case we have \( k = 4 \), we simply start from the below theorem instead of Theorem 5.1.

**Theorem 5.5** ([KMS17, DKK+18b, DKK+18a, BKS19, KMS18]). For any constant \( \varepsilon > 0 \), given a graph \( G(V, E) \), it is \( \text{NP-hard} \) to distinguish between the following two cases:

- **Completeness**: There are 4 disjoint independent sets \( V_1, V_2, V_3, V_4 \subseteq V \), such that \( |V_1| = |V_2| = |V_3| = |V_4| = (1 - \varepsilon) \cdot |V| \).

- **Soundness**: There is no independent set in \( G \) of size \( \varepsilon \cdot |V| \).

We remark that Theorem 1.3 can also be obtained for \( \ell_p \)-metrics as \( p \) tends to \( \infty \). An interesting variant of Theorems 5.2 and 5.3, is when we restrict that the centers have to be picked from \( \mathbb{Z}^d \) (where \( d = \text{poly}(n) \)) instead of allowing to pick them from anywhere in \( \mathbb{R}^d \). This can be seen as in between the traditional discrete and continuous case, where the size of the set of candidate centers is exponential in the number of points to be clustered, but has a compact representation (in this case fixed representation depending only on \( n \)). Surprisingly, for this variant, we show even stronger inapproximability factors of \( 9 - \varepsilon \) for \( k \)-means and \( 3 - \varepsilon \) for \( k \)-median (see Theorems A.1 and A.2 in Appendix A), for any small \( \varepsilon > 0 \). We prove below a strengthening of Theorems 5.2 and 5.3 under the unique games conjecture.

**Theorem 5.6** (Bi-criteria \( 2 \)-mean and \( 2 \)-median without candidate centers in \( n^{O(1)} \) dimensional \( \ell_\infty \)-metric space). Assuming the unique games conjecture, for any constant \( \varepsilon > 0 \), and every constant \( r \in \mathbb{N} \), given a point-set \( P \subset \mathbb{R}^m \) of size \( n \) (and \( m = \text{poly}(n) \)), it is \( \text{NP-hard} \) to distinguish between the following two cases:

- **Completeness**: There exists \( C' := \{c_1, c_2\} \subseteq \mathbb{R}^m \) and \( \sigma : P \rightarrow C' \) such that
  \[
  \sum_{a \in P} (\|a - \sigma(a)\|_\infty)^2 \leq n \quad \text{(resp. } \sum_{a \in P} \|a - \sigma(a)\|_\infty \leq n \text{)}
  \]

- **Soundness**: For every \( C' := \{c_1, \ldots, c_r\} \subseteq \mathbb{R}^m \) and every \( \sigma : P \rightarrow C' \) we have:
  \[
  \sum_{a \in P} (\|a - \sigma(a)\|_\infty)^2 \geq (4 - \varepsilon) \cdot n \quad \text{(resp. } \sum_{a \in P} \|a - \sigma(a)\|_\infty \geq (2 - \varepsilon) \cdot n \text{)}
  \]

The proof simply follows by using the following result of Bansal and Khot instead of Theorem 5.1.

**Theorem 5.7** (Bansal and Khot [BK09]). Assuming the unique games conjecture, for any constant \( \varepsilon > 0 \), given a graph \( G(V, E) \), it is \( \text{NP-hard} \) to distinguish between the following two cases:
• Completeness: There are 2 disjoint independent sets $V_1, V_2 \subseteq V$, such that $|V_1| = |V_2| = \frac{(1-\delta)^2}{\epsilon} \cdot |V|$.

• Soundness: There is no independent set in $G$ of size $\epsilon \cdot |V|$.

5.1 Approximability

We now show that the above bound is tight for a large range of settings. First, for any $k$, there is an algorithm running in time $dn^{k+2}$ that takes as input a set of points in $\mathbb{R}^d$ and output a 2-approximate solution to the continuous $k$-median problem (and a 4-approximation solution for the continuous $k$-means problem) in the $\ell_\infty$-metric (see Fact 5.8). Second, we show how to obtain a $(1+\epsilon)$-approximation solution in time $(kde^{-1}\log n)^{\mathcal{O}(k)}(1/\epsilon)^{\mathcal{O}(d)} + \text{poly}(nd/\epsilon)$ (see Corollary 5.11). Third, we show a $(2+\epsilon)$-approximation solution in time $O((\epsilon^{-1}kd\log n)^{\mathcal{O}(k)} + (nd)^{\mathcal{O}(1)})$ which is fixed parameter tractable when parameterized by $k$, for any $d = 2^{\mathcal{O}(1/d^2(n))}$, where $\delta$ is a constant less than 1 (see Corollary 5.13). Finally, we provide an $(1 + 2/\epsilon + \epsilon)$-approximate solution in time $(kde^{-1}\log n)^{\mathcal{O}(k)} + (kde^{-1}\log n)^{\mathcal{O}(1)}(1/\epsilon)^{\mathcal{O}(d)} + \text{poly}(nd/\epsilon)$ which shows that for the hardness bounds mentioned above, the dependency in $d$ cannot be significantly improved unless $k$ becomes large (see Corollary 5.14).

**Fact 5.8.** There exists a $2$-approximation algorithm (resp. $4$-approximation algorithm) that for any instance of the continuous $k$-median (resp. $k$-means) problem consisting of $n$ points $P$ in $\mathbb{R}^d$ in the $\ell_\infty$-metric runs in time $dn^{k+2}$.

**Proof.** Consider an instance of the continuous $k$-median problem consisting of a set of $n$ points in $\mathbb{R}^d$ (an analogous argument applies to the $k$-means problem). Consider the solution $\hat{S}$ obtained from the optimal solution as follows: for each center $c_i$ of the optimal solution, pick the point $p_{c_i}$ of $P$ that is the closest to $c_i$. $\hat{S}$ obviously contains at most $k$ centers and so is a valid solution. Now, each point $p \in P$ whose closest center in the optimal solution is $c_i$ has a center that is no further away than $p_{c_i}$. Since by the choice of $p_{c_i}$ we have that $||p - c_i||_\infty \geq ||p_{c_i} - c_i||_\infty$, and we have by the triangle inequality $||p - p_{c_i}||_\infty \leq 2||p - c_i||_\infty$ and so $\hat{S}$ is at most a $2$-approximation.

Thus, the algorithm that enumerates all possible $k$-tuples of $P$ and outputs the one that induces the minimum $k$-median cost achieves a $2$-approximation in the above time bound. \qed

We then turn to the following fact which states that up to losing a $(1+\epsilon)$-factor in the approximation guarantee, one can identify a discrete set of centers of size at most $n(1/\epsilon)^{\mathcal{O}(d)} \log n$. Given an instance $P$ of the continuous $k$-median (resp. $k$-means problem), we define an $\epsilon$-approximate candidate center set for $P$ as a set $C$ such that there exists a set of $k$ points of $C$ whose $k$-median (resp. $k$-means) cost is at most $(1+\epsilon)$ times the cost of the optimal continuous $k$-median (resp. $k$-means) clustering.

**Lemma 5.9.** There exists an algorithm that takes as input an instance $P$ of the continuous $k$-median (resp. continuous $k$-means) in $\mathbb{R}^d$ and that produces an $\epsilon$-approximate candidate center set $C$ of size $|P|(1/\epsilon)^{\mathcal{O}(d)} \log |P|$. 

**Proof.** The proof follows from designing approximate candidate center sets (see [Mat00, CL19] for similar results for the $\ell_2$-metric). Let $n = |P|$. The set of candidate centers $C$ is iteratively
constructed as follows. Let $\gamma$ be an estimate of the cost of the optimal solution (which can be computed in polynomial time using an $O(1)$-approximate solution on the discrete version of the problem where the set of candidate centers is $P$; Fact 5.8 guarantees that it is an $O(1)$-approximate solution to the continuous version). First start with $C = P$. Then, for each point $p \in S$, for each $2^i$ such that $\varepsilon \gamma / n \leq 2^i \leq 2\gamma$, consider the ball of center $p$ and radius $2^i$ and pick an $\varepsilon \cdot 2^i$-net in this ball, the size of the net is at most $(1/\varepsilon)^{O(d)}$. Add the net to $C$.

The total size of the candidate center set $C$ follows immediately from the definition. We thus turn to proving the correctness. Consider the optimal solution and let’s build a solution $S \subseteq C$ of cost at most $(1 + \varepsilon)$ times higher. For any center $c$ in the optimal solution, consider the closest point $p_c$ in $P$ and let $\delta = \|p_c - c\|_\infty$. Let $\tilde{c}$ be the point of $C$ that is the closest to $c$. By triangle inequality and the definition of the net, we have that $\|\tilde{c} - c\|_\infty < \varepsilon \delta$. Therefore, applying the triangle inequality, each point in the cluster of $c$ can be assigned to $\tilde{c}$ at an additive cost increase of $\varepsilon \delta$. Moreover, since each point of the cluster is at distance at least $\delta$ from $c$, the cost to assign each point in cluster $c$ to $\tilde{c}$ is no more than $(1 + \varepsilon)$ times higher than the cost of assigning these points to $c$ and so follows the lemma.

For proving Corollaries 5.11, 5.13, and 5.14, we will make use of the notion of coreset. A (strong) $\varepsilon$-coreset for a discrete $k$-median instance of $n$ points $P$ and $m$ candidate centers $C$ is a set of points $W$ with a weight function $w : W \mapsto \mathbb{R}^+$ such that for any set of centers $S \subseteq C$ of size $k$, we have:

$$\sum_{p \in P} \min_{s \in S} \text{dist}(p, s) = (1 \pm \varepsilon) \sum_{p \in W} w(p) \min_{s \in S} \text{dist}(p, s).$$

We now consider the following lemma from Langberg and Feldman [FL11] and Chen [Che09].

**Lemma 5.10** ([FL11, Che09] – Restated). There exists a polynomial-time algorithm that on any instance of the discrete $k$-median problem consisting of $n$ points and $m$ candidate centers, outputs an $\varepsilon$-coreset of size $(k\varepsilon^{-1} \log m)^{O(1)}$.

From there we can deduce the following corollary.

**Corollary 5.11.** There exists a 2-approximation algorithm for continuous $k$-median instances of $n$ points in $\mathbb{R}^d$ with running time $(k\varepsilon^{-1} \log n)^{O(k)} + \text{poly}(nd/\varepsilon)$.

**Proof.** The corollary follow from Lemma 5.9 and Lemma 5.10: one can obtain an $\varepsilon$-coreset $C_0$ of size $(k\varepsilon^{-1} \log n)^{O(1)}$ of any $k$-median instance consisting of $n$ points in $\mathbb{R}^d$. Hence, by Fact 5.8, the best $k$-median solution whose centers are in $C_0$ is a $(2 + \varepsilon)$-approximation to the original continuous $k$-median instance and so, the algorithm that enumerates all $k$-tuples of $C_0$ and outputs the one that has minimum $k$-median cost for the instance achieves a $(2 + \varepsilon)$-approximation in the prescribed time bounds.

**Corollary 5.12.** There exists an algorithm that on any continuous $k$-median instance of $n$ points in $\mathbb{R}^d$, produces an $\varepsilon$-approximate candidate center set of size $(k\varepsilon^{-1} \log n)^{O(1)}(1/\varepsilon)^{O(d)}$.

**Proof.** The proof follows from applying Lemma 5.10 on the input points and the $\varepsilon$-approximate candidate center set $C$ described by Lemma 5.9. Then, by observing that the proof of Lemma 5.9
also applies to weighted set of points, one can further reduce the number of candidate centers to a set $C'$ of size $(kde^{-1} \log n)^{O(1)}(1/\epsilon)^{O(d)}$.

**Corollary 5.13.** There exists a $(1 + \epsilon)$-approximation algorithm with running time

$$(kde^{-1} \log n)^{O(k)}(1/\epsilon)^{O(dk)} + \text{poly}(nd/\epsilon).$$

**Proof.** The $(1 + \epsilon)$-approximation algorithm follows from computing the set of candidate centers $C'$ prescribed by Corollary 5.12 and enumerating all $k$-tuples of $C'$ and outputting the one which induces the smallest $k$-median cost.

**Corollary 5.14.** There exists a $(1 + 2/e + \epsilon)$-approximation algorithm for continuous $k$-median instances of $n$ points in $\mathbb{R}^d$ with running time

$$(kde^{-1} \log n)^{O(k)} + (kde^{-1} \log n)^{O(1)}(1/\epsilon)^{O(d)} + \text{poly}(nd/\epsilon).$$

**Proof.** Applying Corollary 5.12, one constructs an instance of the discrete $k$-median instance with $n = |P|$ points and $m = (kde^{-1} \log n)^{O(1)}(1/\epsilon)^{O(d)}$ candidate centers. Then, one can compute a $(1 + 2/e + \epsilon)$-approximation to this instance in time $(k\epsilon^{-1} \log m \log n)^{O(k)} + m$ using the FPT algorithm of [CGK+19].
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A Inapproximability of Continuous $k$-means and $k$-median in $\ell_\infty$-metric with Centers from Integral Lattice

Theorem A.1 ($k$-means with centers from integral lattice in $n^{O(1)}$ dimensional $\ell_\infty$-metric space). For any constant $\epsilon > 0$, given a point-set $P \subset \mathbb{R}^m$ of size $n$ (and $m = \text{poly}(n)$) and a parameter $k$ as input, it is NP-hard to distinguish between the following two cases:

- Completeness: There exists $C' := \{c_1, \ldots, c_k\} \subseteq \mathbb{Z}^m$ and $\sigma : P \to C'$ such that
  $$\sum_{a \in P} (\|a - \sigma(a)\|_\infty)^2 \leq n,$$
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• **Soundness:** For every $C' := \{c_1, \ldots, c_k\} \subseteq \mathbb{Z}^m$ and every $\sigma : P \rightarrow C'$ we have:

$$\sum_{a \in P} (\|a - \sigma(a)\|_\infty)^2 \geq (9 - \varepsilon) \cdot n.$$  

**Theorem A.2** ($k$-median with centers from integral lattice in $n^{O(1)}$ dimensional $\ell_\infty$-metric space). For any constant $\varepsilon > 0$, given a point-set $P \subset \mathbb{R}^m$ of size $n$ (and $m = \text{poly}(n)$) and a parameter $k$ as input, it is NP-hard to distinguish between the following two cases:

• **Completeness:** There exists $C' := \{c_1, \ldots, c_k\} \subseteq \mathbb{Z}^m$ and $\sigma : P \rightarrow C'$ such that

$$\sum_{a \in P} \|a - \sigma(a)\|_\infty \leq n,$$

• **Soundness:** For every $C' := \{c_1, \ldots, c_k\} \subseteq \mathbb{Z}^m$ and every $\sigma : P \rightarrow C'$ we have:

$$\sum_{a \in P} \|a - \sigma(a)\|_\infty \geq (3 - \varepsilon) \cdot n.$$  

**Proof of Theorems A.1 and A.2.** The proof follows as with the proof of Theorems 5.2 and 5.3, but we have the following construction of $A : V \rightarrow \mathbb{R}^m$. For every $v \in V$ and every $(u', v') \in E$, we define the $(u', v')$th coordinate of $A(v)$ as follows

$$A(v)_{(u', v')} := \begin{cases} 
1.5 & \text{if } v = u' \\
-0.5 & \text{if } v = v' \\
0.5 & \text{otherwise}
\end{cases}.$$  

\[\square\]