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ABSTRACT
In this paper, economic load dispatch (ELD) problem is solved by applying a suggested improved particle swarm optimization (IPSO) for reaching the lowest total power generation cost from wind farms (WFs) and thermal units (TUs). The suggested IPSO is the modified version of Particle swarm optimization (PSO) by changing velocity and position updates. The five best solutions are employed to replace the so-far best position of each particle in velocity update mechanism and the five best solutions are used to replace previous position of each particle in position update. In addition, constriction factor is also used in the suggested IPSO. PSO, constriction factor-based PSO (CFPSO) and bat optimization algorithm (BOA) are also run for comparisons. Two systems are used to run the four methods. The first system is comprised of nine TUs with multiple fuels and one wind farm. The second system is comprised of eight TUs with multiple fuels and two WFs. From the comparisons of results, IPSO is much more powerful than three others and it can find optimal power generation with the lowest total power generation cost.
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1. INTRODUCTION
ELD has been concerned as a huge meaning problem in power system operation. The problem considers power generation cost (PGC) of TUs as the sole target to be minimized effectively. In addition, other requirements from TUs and power system (PS) are also seriously considered such as maximum power generation capability and the balance between electric loads and power sources [1]. Conventional ELD has simplified the main characteristic of TUs as a quadratic function to represent relationship of PGC and power output [2].

The sum of different quadratic functions by using different fuels in thermal power plants was added in the objective function of the problem and it could be solved simply and successfully by conventional methods and modern methods [3]. Conventional methods (CMs) include sub-gradient-based method [4], Newton method [5], [6], and Hopfield neural network [7]. Modern methods are mainly based on metaheuristics such as krill herd algorithm [8], interior search [9], quadratic programming [10], fractal search [11], improved cuckoo search [12], adaptive cuckoo search [13], improved harmony search [14], and hybrid methods such as Nelder–mead and pattern search [15], double elitist breeding quantum-based PSO [16], biogeography-based PSO [17], and Shrink Gaussian distribution-based PSO [18]. As solving ELD for the
objective, all the mentioned methods have had found approximately the same results and it was hard to identify more robust methods, especially for systems with small number of TUs and without the consideration of power loss in transmission lines (TLs). The challenges become clearer and more significant when another complex factor, which is the operation process of gas or steam valves in TUs, is concerned in the characteristic of TUs. Quadratic function has become a term of PGC function (PGCF) in TUs since another term represented as a sinusoidal function was added. The sum of two terms is the core target of the problem and it has been a challenge for metaheuristics with premature convergence characteristic such as differential evolution (DE) [3] and particle swarm optimization (PSO) [16]. Through results and comparisons analyzed in the previous studies, it can be summarized as shown in:

- CMs are mainly based on the initial points of Lagrange multipliers, partially derivative implementation
- CMs cannot solve complex functions with the presence of sinusoidal PGCF.
- Metaheuristics are widely applied for all functions and they are more effective than CMs. But metaheuristics are easily trapped in local zones with higher or much higher power generation cost than the global optimum.
- Metaheuristics’ implementation is time consuming because they have basic parameters (population size and the iteration number) and advanced parameters (mutation factor, scaling factors).

From the analysis above, metaheuristics are preferred rather than CMs but disadvantages of metaheuristics must be eliminated suitably and effectively. Thus, modified versions and hybrid versions of metaheuristics have been developed constantly in recent decades. As optimization tools are developed effectively and fast, ELD problem becomes more complicated since constraints are included in problem formulation such as ramp rate bounds [12] and permitted working zones [13]. In addition, objective function also takes several quadratic functions or the sum of quadratic functions and sinusoidal functions into account such as the use of multiple fuel options [19], [20] and the consideration of valve-point effect [21], [22].

Nowadays, wind farms (WFs) and photovoltaic systems can produce electricity and they are a part of power sources in power systems with the trend of reducing the use of fossil fuels and cutting the polluted emission into the air. The combination of WFs and TUs is implemented for reaching the lowest PGC [23]-[25]. Wind speed is supposed to be uncertain as showing a probability function and its generation is influenced by this function. TUs are responsible for generating another part of power after WFs supply electricity to loads. A seven-plant and sixteen-plant combined system with the presence of WFs is solved by PSO and BOA. PSO was less effective than BOA as a conclusion of performance based on the comparison of PGC.

In this paper, WFs and TUs are integrated in power systems to supply electricity to customers. A suggested IPSO and three other methods including PSO, CFPSO and BOA are applied for the problem. The novelty of the paper is as shown in:

- Propose a new PSO method to get higher performance than PSO, CFPSO and BOA;
- Consider multiple fuels for TUs and power generation cost for WFs;
- Consider the penalty cost and reserve cost of WFs.

As solving two systems and comparing results with other methods, the main contributions of the paper are summarized as shown in:

- Successfully develop a real problem of power system operation considering multiple fuels and renewable energy;
- The proposed IPSO method can reach less electric generation cost;
- First combine thermal units with multiple fuels and the uncertainty for wind power;
- Propose an effective method for reaching the best solutions for the considered systems.

2. MATHEMATICAL FORMULATION OF ELD PROBLEM WITH WFs AND TUs

The ELD problem with the combined generation of WFs and TUs can be mathematically formulated based on the core objective of reducing PGC and a set of constraints. The combined system is depicted in Figure 1 in which two WFs are represented as two wind farms and two TUs are represented as two thermal power plants.

2.1. Objective function

2.1.1. PGC of TUs

In this paper, TUs using different fuels are considered for producing and supplying power to loads. So, PGCF is very complicated as shown in (1) and Figure 2.
\[ PGC_t = \begin{cases} 
  a_{t1}PTU_{t1}^2 + b_{t1}PTU_t + c_{t1} & \text{for } PTU_{t1,\text{min}} \leq PTU_t \leq PTU_{t1,\text{max}} \\
  a_{t2}PTU_{t2}^2 + b_{t2}PTU_t + c_{t2} & \text{for } PTU_{t2,\text{min}} \leq PTU_t \leq PTU_{t2,\text{max}} \\
  \ldots \\
  a_{tN3}PTU_{tN3}^2 + b_{tN3}PTU_t + c_{tN3} & \text{for } PTU_{tN3,\text{min}} \leq PTU_t \leq PTU_{tN3,\text{max}} 
\end{cases} \tag{1} \]

Where \( a_{iN3}, b_{iN3}, c_{iN3} \) are coefficients of PGCf corresponding to the \( N3th \) fuel option of the \( tth \) TU; \( N3 \) is number of fuel options; \( PTU_t \) is power generation of the \( tth \) TU; and \( PTU_{t,N3,\text{min}}, PTU_{t,N3,\text{max}} \) are minimum and maximum power generation of the \( tth \) TU for the \( N3th \) fuel option.

Figure 1. A combined system of wind turbines (WTs) and thermal units (TUs)

Figure 2. PGFC with three fuel options

As shown in Figure 2, three fuels with three curves are different in terms of power generation and PGC. This is applied to bring the challenge to metaheuristics and it can test the real performance of the suggested IPSO.

2.1.2. Power generation cost of wind farm

It is supposed that there are \( N2 \) WFs connected in power system and supplying power to loads. Each WF has been paid the cost of \( PGC_w \), which is calculated by Biswas et al. [26]:

\[ PGC_w = DC_w + UC_w + OC_w \tag{2} \]
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Where $DC_w$ is direct cost; $UC_w$ is penalty cost; and $OC_w$ is reserve cost. These costs are obtained by:

\[ DC_w = Pr_{dcw} \times PWT_{rw} \]  
\[ UC_w = Pr_{pw} \times (PWF_{rw} - PWF_{s,w}) \]  
\[ OC_w = Pr_{rw} \times (PWF_{s,w} - PWF_{r,w}) \]

Where $Pr_{dcw}$ is the direct price ($/MWh$) of the $w$th WF; $PWF_{r,w}$ is real power output of the $w$th WF; $Pr_{pw}$ is the penalty price ($/MWh$) of the $w$th WF; $PWT_{s,w}$ is planned generation of the $w$th WF; and $Pr_{rw}$ is the reserve price ($/MWh$) of the $w$th WF.

2.1.3. Objective function of the problem

As shown in two section above, the system with thermal units and wind turbines must pay electric generation cost for fuel cost in thermal units and three other costs in wind power plants. So, the economic issue of the system is to pay the least cost for producing electricity while satisfying all constraints from thermal units and wind power plants. Mathematically, objective function of the problem is to reduce total cost of TUs and WFs and it is expressed as shown in (6):

\[ \text{Reduce TPGC} = \sum_{t=1}^{N1}(PGC_t) + \sum_{w=1}^{N2}(PGC_w) \]  

Where $N1$ and $N2$ are number of TUs and WFs.

2.2. Set of constraints

2.2.1. Balance of active power

The balance of active power between power source and load is seriously required. As considering active power loss, this loss and load are added in the same side opposite to power source side. This expression below must be always ensured [27].

\[ \sum_{t=1}^{N1}PTU_t + \sum_{w=1}^{N2}PWF_w - PLoad - PLoss = 0 \]  

On the other hand, power generation from each TU and WF is constrained by [28]:

\[ PTU_{t,\text{min}} \leq PTU_t \leq PTU_{t,\text{max}} \]  
\[ PWF_{w,\text{min}} \leq PWF_w \leq PWF_{w,\text{max}} \]

Where $PTU_{t,\text{min}}$ and $PTU_{t,\text{max}}$, and $PWF_{w,\text{min}}$ and $PWF_{w,\text{max}}$ are the minimum and maximum generation of the $t$th TU and the $w$th WF.

3. THE PROPOSED IPSO

3.1. Classical PSO

PSO consists of two core terms, velocity and position as shown in (10) and (11) [29]:

\[ V_k^{\text{new}} = V_k + c_1 \cdot \varepsilon_1 (M_{\text{best},k} - M_k) + c_2 \cdot \varepsilon_2 (M_{\text{best1}} - M_k) \]  
\[ M_k^{\text{new}} = M_k + V_k^{\text{new}} \]

Where $V_k^{\text{new}}$ and $V_k$ are new and old velocities of the $k$th particle; $M_k^{\text{new}}$ and $M_k$ are new and old positions of the $k$th particle; $\varepsilon_1$ and $\varepsilon_2$ are random numbers in [0, 1]; $c_{10}$ and $c_{20}$ are coefficients and set to 2.05; $M_{\text{best},k}$ is the best position of the $k$th particle; and $M_{\text{best1}}$ is the best position of the swarm. New velocity update by using (10) is limited due to the fixed change of velocity and constriction factor $KF$ was introduced [30] as shown in (12) and (13):

\[ V_k^{\text{new}} = KF[V_k + c_{01} \cdot \varepsilon_1 (M_{\text{best},k} - M_k) + c_{02} \cdot \varepsilon_2 (M_{\text{best1}} - M_k)] \]
$\frac{2}{2-(co_1+co_2)-\sqrt{(co_1+co_2)^2-4(co_1+co_2)}}$ (13)

3.2. The suggested IPSO method

In this paper, we suggest using different velocity formulas for each particle by using the five best solutions in the population, called $M_{best1}$, $M_{best2}$, $M_{best3}$, $M_{best4}$, and $M_{best5}$. The five solutions are added in a group and then using the random perturbation mechanism to form $M_{rpbest}$ from the group. As a result, (12) is modified and written as:

$V_{k}^{new} = KF[V_k + co_1 \cdot \varepsilon_1(M_{best,k} - M_k) + co_2 \cdot \varepsilon_2(M_{rpbest} - M_k)]$ (14)

The new position is also improved by using (15):

$M_{k}^{new} = M_{rpbest} + V_{k}^{new}$ (15)

In this study, the suggested IPSO with the use of (14) and (15) is compared to conventional PSO with the used of (10) and (11) and CFPSO with the use of (11), (12) and (11).

4. NUMERICAL RESULTS

In the section, two power systems including TUs and WFs are solved by the suggested IPSO, CFPSO, PSO and BOA. The two systems are modified from a ten-thermal unit system with multiple fuel options for each TU and two wind farms with uncertainty of wind. For running the four methods, population and maximum iteration are set to 20 and 100 for the two systems. Each method is coded in MATLAB programming language and run on a Laptop with the processor of 2.0 Ghz and 4.0 Gb of RAM. The results from each method are the summary of 50 trials. 50 fuel cost values for 50 trial runs are obtained and then the minimum cost and maximum cost are selected. In addition, the average cost is also calculated by using the 50 cost values. Obtained results and comparisons are presented in the following sections.

4.1. Results and discussion on the first system

In this part, the suggested IPSO together with other applied methods are run to solve the first system with the presence of the first nine TUs with multiple fuels and one WF considering related costs such as direct cost, penalty cost and reserve cost. The data of the first nine TUs are taken from [7] with a slight modification that coefficients of PGCF are multiplied by 30. Total load demand is 2,400 MW. The sole WF has the rated power of 120 MW with electric prices are shown in Table 1 [26].

| System | PLoad (MW) | Wind farm w | PWFmax (MW) | Pr_dg (S/MWh) | Pr_p (S/MWh) | Pr_r (S/MWh) |
|--------|------------|-------------|-------------|---------------|--------------|--------------|
| 1      | 2400       | 1           | 120         | 29.7          | 30           | 45           |
| 2      | 2400       | 2           | 80          | 35.2          | 30           | 45           |

Results from 50 implementation times by running four methods are collected. Three main numbers of the results are depicted in Figure 3 and TPGC of 50 runs (sorted from minimum to maximum) are plotted in Figure 4. Three bars of the suggested method are the shortest ones as compared to corresponding bars from others. Furthermore, the deviations among minimum, mean and maximum from the suggested method are very tiny and approximately the same but those from others are extremely higher.

The minimum of CFPSO is better than PSO and BOA but it is still worse than that of the suggested method. The issue indicates that others are searching nearby the global optimum while the suggested method reached this optimum already. Figure 4 confirms the outstanding of the suggested method since all TPGC values of the suggested methods are almost lied on a straight curve but those of others are much higher and increased randomly.

The optimal power generation of all units are shown in Figure 5. Looking through the figure indicates these applied methods found different power generations for the same unit, leading to different PGC values for each unit. But, the results from the suggested method are the best with the lowest TPGC and the highest stability.
Figure 3. Summary of results for system 1

Figure 4. TPGC from 50 runs obtained by executed methods for system 1

Figure 5. Optimal power of each unit found by four implemented methods for system 1

4.2. Results and discussion on the second system

In the part, a more complicated system with the presence of two WFs with the rated power of 120 MW and 80 MW [26]. Prices of two systems are also reported in Table 1. The 9th and last TUs of the system [7] are replaced with the two WFs. Coefficients of PGCF of the eight TUs are taken from [7] and multiplied by 40. The results from 50 implemented times are summarized in Figure 6 and plotted in detail in Figure 7. Figure 6 shows the huge difference from Figure 3 since bars of other ones have very huge deviations and are much higher than ones from the suggested method. The minimum TPGC of the suggested method is the best among minimum from all methods. Furthermore, the mean and maximum TPGC of the suggested method are
The minimum of the suggested method is less than that of CFPSO, PSO and BOA by $0.9459$, $16.3036$ and $4.2787$, respectively. The mean and maximum of the suggested method are also less than the minimum of others. The mean of IPSO is less than the minimum of CFPSO, PSO and BOA by $0.9361$, $16.2938$ and $4.2689$. The maximum of IPSO is less than the minimum of CFPSO, PSO and BOA by $0.7016$ $16.0593$ and $4.0344$, respectively. Clearly, the effectiveness of IPSO is significant. 50 values of TPGC from implemented methods in Figure 7 show the outstanding performance of IPSO over other ones since all TPGC values of IPSO are almost the same and much less than others. The optimal power generations of each TU and WF are presented in Figure 8.

![Figure 6. Summary of results for system 2](image1)

![Figure 7. TPGC from 50 runs obtained by executed methods for system 2](image2)

![Figure 8. Optimal power of each unit found by four implemented methods for system 2](image3)
5. CONCLUSION

In this paper, ELD problem, which has considered multiple fuels of thermal units and three costs of wind farms such as direct cost, penalty cost and reserve cost, has been solved by four methods such as IPSO, CFPSO, PSO and BOA in which IPSO was an improved variant of PSO by using new velocity and position update techniques. The results from a nine-TU and one-WF system and a eight-TU and two-WF system indicated that IPSO was the most powerful one finding the best TPGC for the whole system. Other methods could not find the same best solutions as IPSO and the best TPGC of other methods was also higher than the mean and the maximum TPGC of IPSO. Furthermore, TPGC of IPSO for 50 implemented times was close to the best TPGC with a very tiny difference. As a result, it is stated that the suggested IPSO is very favorable for ELD problem with wind farms and thermal units.
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