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Abstract: India has always been active in agriculture, in fact even in this age of industrialization agriculture and agriculture-based industries continue to be a main source of income for a large percentage of the population. Machine learning and data mining have become, in the present day, are very important mediums when it comes to research in the crop yielding domain. Many a times we come across news on the paper about farmers committing suicide because of crop failures and increase in loans. In preventing such situations, crop yield prediction software can play a very important role. This research is an attempt in proposing a method to predict the success of crop for a particular area by using data on amounts and ratios of different components of soil like nitrogen, potassium, phosphorus and environmental statistics on temperature and weather. Various machine learning algorithms are used to get an accurate result. KNN is used for classification and regression prediction problem. It also attempts in providing a precise output on what fertilizers can be used to better the yield. Through this, therefore, farmers will also be able to predict their profits and final revenues.
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I. INTRODUCTION

India being such a highly populated country with random changes in weather conditions is in a great need for protection of the food resources. Failure in crops affect the population drastically. Different kinds of crops need different kinds of conditions. For example, sugarcane need hot tropical areas with enough rainfall while oranges need winter season. Also, there are as many as 15 different agro-climatic regions in our country with each region specialized in different kinds of crops. Farmers hence need an efficient way to gather information about what kind of crops will be suitable for their land and also to be prepared for adverse conditions. A proper software which gives a precise output can make a huge difference. By using data mining, image processing and ML advances can be made in the crop yielding prediction domain. This is an attempt in making a software where inputting data on the components of the soil, ph., and environmental factors

II. RELATED WORK

India has always been a country where agroindustry’s are very important source of living for the people. In India many farmers face financial loss due to natural calamities. Prediction of the crop yield before time can be considered a very important way which can help farmers and government.

Predicting a crop well in advance require different data sets sodium, phosphorus, potassium, ph level, temperature, etc. This paper goes through the data mining techniques that can be used to predict the yield of crop. Gives a detailed description on various algorithms used. Also discusses accuracy and recommendation.

World population is increasing day by day and we need a proper crop security. This paper discusses on the various deep learning techniques that can be used to predict the yield of crops. It is based on a worldwide view. Since world population is continuously growing crop security is becoming more and more important. Monitoring the yield is therefore very essential. This study focuses on soybean yield in Lauderdale, USA. Focuses on using 3d CNN model using spatiotemporal characteristics. RMS is used to compare the results with other such techniques.

Agriculture plays a very important role in developing the GDP of India. Crops can be very responsive to change in temperature or weather conditions. In this paper they have discussed about some method that can be used for the forecasting. These methods are fuzzy based, namely the auto regressive moving average, ARMAX which is the same as ARMA but with exonerated variables and SARIMA which goes by seasonal auto regressive integrated moving average. All the three are compared and the best of all is chosen.

like temperature, weather etc. will result in the output of the1. [4] Researchers believe that the population of the world is kind of crops that are best suitable for the conditions and the kind of fertilizers that can be used to maximize the output. Basically, the main goal is to increase the profitability and the sustainability of the crops. So, farmers will no longer have to predict the yield simply on the basis of their previous going to get doubled in around 50 years of time. In this paper A method of prediction has been proposed by the researcher which uses the k means algorithm and also KNN. Classification and clustering are done using the MATLAB and the WEKA. A comparison has been made using various different features and according to that the result has been proposed that this method will generate better results as compared to the data mining traditional ways of prediction of yield.

In this paper for the prediction of crop, authors use the Random forests (RF). They also use the multiple linear regression (MLR) for the best results. They used data from various crop yield for training and testing. RF was found very good in predicting crop yield.

In this paper, we mainly focus on the prediction of rice yield using the different techniques of data mining. Rice yield nearly contribute to 40% of the total yield generation. This paper uses different types of data mining techniques for the Maharashtra state government.
Developing the better strategies for the yield prediction can help the farmers as well as the government agricultural funds.

In India, agriculture almost gives the 50% employment to the people of the country. The agriculture also contributes to 18% of the total GDP of the country. But in spite of all of this the farmers are in great debt and doing suicide because of the weather unpredictability and loss in the agriculture. Soil type and different factors are directly influenced the crop yield production. This paper focuses on the crop yield by using different agriculture dataset with the different data mining techniques.

### III. IMPLEMENTATION

![Fig I Architecture Diagram](image)

Access to quality and mechanized input/outputs is a very big challenge of existing system and largely affect the yielding of crops and also the profitability. In the proposed system we are going to make the user interface easier to understand for farmers. We not only recommend one single crop like the previous systems but also provide 2-3 alternatives so that the farmer can choose according to his needs or financial condition. We also attempt to give an idea on how much profit will be attained and if there are any danger of adverse situations and how to confront them. A detailed description is given about that particular crop, fertilizer to use and also the types that exist. Many of the earlier systems were only based on data mining algorithms but here we will use machine

**A. Data Preprocessing**

This process is basically where the raw data is converted to a form that is properly understandable. Since real world data is often too messy, incomplete or inconsistent, the raw data is cleaned and metadata is appended to it so that the data is easy to train. The metadata is loaded and added to the data. There are three parts, data cleaning, data transformation and data reduction. The following data is divided into two categories

- i.e training and testing data. In order to split the data, we import train_test_split which will split according to the given weight that is required for the algorithm. The percent of train and test is 20 and 80 respectively.

**B. Model Creation**

We create data into two models:

- Training model
- Testing model

The ratio of the test and training set is 1:4. That is, if there are 20 of training pictures, there will be 80 of test pictures. techniques used in this process. Result for the same is compared in fig3.

**C. Model Evaluation:**

We apply the machine learning algorithm for testing part and get the accuracy of this model.

**D. Prediction:**

Then we have the graphical user interface which is made by using bootstrap. The page asks us about the values of phosphorus, nitrogen, potassium, pH, temperature, season etc. The data that will be entered will be compared to the dataset values, so that the crop and fertilizer details can be outputted.

**E. Methodology:**

We use a map to take in the temperature value. The soil properties are inputted manually.

**F. Dataset description:**

The data that is stored in the first table if basically used to predict what kind of crops that we have taken into our work. We have started with 8 crops. These crops include peas, rice, garlic, sugarcane, orange, potato, onion and tomato. Then comes the table which we use for the training, this table has various entries of each of the crops at different conditions. The more varied, the better precision. We use another table which has the fertilizers and is used to predict the perfect fertilizer to use for the resultant crop. The user will input data on the mounts of nitrogen, potassium, Sulphur, ph. level, temperature and whether conditions.

Packages used: numpy, Matplotlib pyplot, TensorFlow, Scikit-learn, Jupiter.

**G. Algorithm:**

Before choosing a algorithm we looked at following factors- ease to interpret input, calculation time, prediction power.

We use spatial spectral classification and AdaBoost classifier. Also, KNN which is given below.

**KNN Pseudo Code:**

We can implement a KNN model by using the below steps:

1. First of all we load the data from source.
2. The value of k is inserted/initialized.
3. To total no. of training od the data points is then performed.
1. We use the Euclidian distance method to calculate distance. We now calculate the distance between each of the rows and the test data.
2. We then sort the distances that we calculated in ascending order.
3. We choose the topmost k rows.
4. We then choose the most frequently occurred class.
5. This is the predicted class. This is the output after the KNN.

As we see the points that are closest on the BS are all marked in the colour red. The points that are closest to the point BS can be assumed to belong to the class of RC. In this case our choice is pretty clear because of the votes of the neighbours all going to the RC

**IV. RESULT AND DISCUSSION**

The output is a web page which shows which crop is suitable for the conditions specified. At first it starts with the introduction about the crop, then comes the required climate and soil type for the crop. It also specifies the different varieties of the particular crop type that can be grown there, and the way of propagation. Then comes a detailed description of the fertilizers and the kind of irrigation required. Finally, it ends with the way it should be harvested.

**Fig V: Final Output**

For understanding the KNN algorithm. In fig. III it is shown how we decide the class of the test member. We use the k nearest neighbor method which we mentioned above:

**Fig III: KNN diag 1.**

Now what we wish is to find where the blue star belongs. Precisely in which class. It can belong to the class of the red rounds or among the green colored squares. The letter K will be denoting the number of adjacent neighbors from whom we will be seeking votes from. In case k is 2 we take from 2 neighbors, in case of k being 3 we take from 3 neighbours. We circle the neighbours from whom we take votes from.

**Fig IV: KNN**

**V. CONCLUSION AND FUTURE WORK**

A very precise and accurate output is given out in this process. Also, our user interface is easy to use and understand. This is a very good way a farmer can predict and plan for his upcoming plantation. We have used only 8 crops in our system. The system can be made better by using more types of crops, even trees. Many times, companies plant trees on environment day and then the trees end up withering away. Before such plantations, this system can be consulted with so that the appropriate plan type can be chosen for the particular type of soil or place. Even improvement can be done on the number of factors used in the prediction system. The webpage can contain translation option since some farmers may be more comfortable in using native language.
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