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Abstract. In this paper, we prove vector-valued higher depth quantum modular properties arising from characters of certain vertex algebras. We then find two-dimensional Mordell integral representations for their errors of modularity.

1. Introduction and statement of results

1.1. Mordell integrals and quantum modular forms. The Mordell integral is usually defined as a function of two variables

\[ h(z) = h(z; \tau) := \int_{\mathbb{R}} \frac{\cosh(2\pi zw)}{\cosh(\pi w)} e^{\pi i \tau w^2} dw, \quad (1.1) \]

where \( z \in \mathbb{C} \) and \( \tau \in \mathbb{H} \), the complex upper half-plane. Integrals of this form were studied by many mathematicians including Kronecker, Lerch, Ramanujan, Riemann, Siegel, and of course Mordell, who proved that a whole family of integrals reduces to (1.1). From these works it is also known that (1.1) occurs as the “error of modularity” of Lerch sums which have the shape (\( q := e^{2\pi i \tau} \))

\[ \sum_{n \in \mathbb{Z}} \frac{e^{2\pi i z_1} q^{\frac{n^2}{2} + n}}{1 - e^{2\pi i z_2} q^n} \quad (z_1, z_2 \in \mathbb{C} \setminus \{0\}). \]

The Mordell integral plays an important role in the theory of mock modular forms as shown by Zwegers in his remarkable thesis [15]. Zwegers wrote the integrals in (1.1) as Eichler integrals. To be more precise, he showed that, for \( a, b \in (-\frac{1}{2}, \frac{1}{2}) \) we have

\[ h(a\tau - b) = -e^{-2\pi i a(b + \frac{1}{2})} q^\frac{a^2}{4} \int_{0}^{\infty} \frac{g_{a+b+\frac{1}{2}}(w)}{\sqrt{-i(w + \tau)}} dw, \quad (1.2) \]

where, for \( a, b \in \mathbb{R} \), \( g_{a,b}(\tau) \) is the weight \( \frac{3}{2} \) unary theta function defined by

\[ g_{a,b}(\tau) := \sum_{n \in a+\mathbb{Z}} n e^{2\pi i b n} q^\frac{n^2}{4}. \]

Zwegers then used (1.2) to find a completion of Lerch sums, by observing that the error of modularity \( h(a\tau - b) \) also appears from integrals which have \( -\tau \) instead of 0 as the lower integration boundary.

Starting with influential work of Zagier [13, 14], many authors studied related constructions with Eichler integrals from the perspective of quantum modular forms. In all of these examples the
non-holomorphic part (or “companion”) is given as

\[
\int_{-\tau}^{i\infty} f(w) \frac{dw}{(-i(\tau + w))^3},
\]

where \( f \) is a cuspidal theta function of weight \( \frac{1}{2} \) or \( \frac{3}{2} \).

The main motivation for this paper is to extend this well-known connection between Eichler and Mordell integrals to higher dimensions by using multiple integrals. We provide several explicit examples of this connection in the context of higher depth quantum modular forms introduced by the authors in [2] (see also [1]).

1.2. The modular invariance of characters. Another, somewhat unrelated, motivation for this project comes from the study of characters in non-rational conformal field theories, where the modularity (or lack thereof) plays an important role.

There is already a growing body of research exploring the modularity of characters beyond the rational vertex operator algebras [6, 7, 8, 9, 11]. One general feature of these irrational theories is that they admit typical modules (labelled by a continuous parameter) and atypical modules (parametrized by a discrete set which is mostly infinite). When it comes to modular transformation properties, the \( S \)-transformation (with \( S := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \in SL_2(\mathbb{Z}) \)) of a character may produce both typical and atypical characters. So we expect that

\[
\text{ch}[M]\left(-\frac{1}{\tau}\right) = \int_{\Omega} S_{M,\nu} \text{ch}[M_\nu](\tau) d\nu + \sum_{j \in D} \alpha_{M,j} \text{ch}[M_j](\tau),
\]  

(1.3)

where \( \text{ch}[M_j] \) are atypical and \( \text{ch}[M_\nu] \) are typical characters. Note that the typical characters often have the form \( \text{ch}[M_\nu] = \frac{q^{\nu^2}}{\eta(\tau)_m} \), where \( \eta(\tau) := q^{\frac{1}{24}} \prod_{n \geq 1} (1 - q^n) \) is Dedekind’s \( \eta \)-function. Moreover \( \Omega \) and \( D \) are domains parametrizing typicals and atypicals representations, respectively. The reader should exercise caution here – in some examples formulas like (1.3) only exist as formal distributions [8]. Also, as divergent integrals might appear, it is sometimes necessary to introduce additional variables (as in [6]) to ensure convergence.

This type of generalized modularity is known to hold for characters of certain representations of the affine Lie superalgebras \( \hat{sl}(2|1) \) for \( \mathcal{N} = 2 \) and \( \mathcal{N} = 4 \) superconformal algebras at admissible levels [11]. In this work atypical characters transform as in (1.3) such that the integral part is a Mordell-type integral, which is essentially a consequence of Zwegers’ thesis [15].

In this paper we take a slightly different point of view. As all of the important (algebraic, analytic and categorical) properties of rational vertex algebras are captured by the entries of the \( S \)-matrix (e.g. quantum dimensions, fusion rules), we expect that the full asymptotic expansion of characters and their quotients play a pivotal role for irrational theories. More precisely, we believe that these higher coefficients in the asymptotics determine the “fusion variety” via resummation and regularization. The latter was introduced by Creutzig and the third author [6]. As shown in [4], considerations of asymptotic expansion of characters naturally lead to quantum modular forms.

We now explain, with an example, how the concept of quantum modular forms can be used to obtain (1.3). For this we consider the \((1,p)\)-singlet algebra and its characters. As explained in [6, 9], this vertex algebra admits typical and atypical representations. The characters of atypical representations \( M_{r,s} \) are essentially false theta functions. To be more precise, for \( 1 \leq s \leq p - 1 \) and
In [2] the authors decomposed this function as

\[ \text{ch}[M_{r,s}](\tau) = \frac{1}{\eta(\tau)} \sum_{n \geq 0} \left( q^{\frac{1}{2}(2pn-s-pr+2p)^2} - q^{\frac{1}{2}(2pn+s-pr+2p)^2} \right). \]

Two of the authors have already proven in [4] that these characters are mixed quantum modular forms, in the sense that \( M_{r,s}(\tau) := \eta(\tau)\text{ch}[M_{r,s}](\tau) \) is a weight \( \frac{1}{2} \) quantum modular form whose companion (expressed as an Eichler integral) agrees with the original false theta function to all orders when expanding at roots of unity. This allows us to transfer modularity questions for characters to better behaved companions \( M_{r,s}^* \) as illustrated in the following

**Example.** For \( 1 \leq s \leq p - 1 \), we have

\[ M_{r,s}^*(\tau) = \frac{1}{\sqrt{-i\tau}} \sum_{p} \sin \left( \frac{\pi k(p-s)}{p} \right) M_{r,s}^* \left( \frac{-1}{\tau} \right) = i\sqrt{2p} \cdot r_{f_{p-s,p}}(\tau), \]

where \( r_{f_{j,p}} \) is the theta integral defined in (3.2) for the theta function (3.1). Note that \( r_{f_{j,p}} \) also has the following representation as Mordell integral

\[ r_{f_{j,p}}(\tau) = -\int_{ \mathbb{R} } \cot \left( \pi i w + \frac{\pi j}{2p} \right) e^{2\pi i p w^2 \tau} dw. \]

As typical characters take the form \( e^{2\pi i pr x^2} \), the right-hand side of (1.4) can be viewed as the contribution from typical representations as in (1.3). For \( \text{ch}[M_{r,s}] \) with \( r \neq 1 \) a finite \( q \)-series has to be added to \( \text{ch}[M_{1,s}] \) so that the above formula looks slightly more complicated (cf. [4, 6]).

It is desirable to extend the modularity result in (1.4) to “higher rank” \( W \)-algebras, where false theta functions of higher rank appear as characters [5]. It was already observed earlier [7] that a regularization procedure can be used to derive a more complicated version of (1.3) involving iterated integrals. As the theory of higher depth quantum modular forms also involves multiple integrals [2], it is tempting to conjecture that these characters combine into vector-valued higher depth quantum modular forms. In this paper, we prove an analogue of (1.4) this for the simplest nontrivial example coming from an \( \mathfrak{sl}_3 \) false theta function \( F(q) \) which was studied recently in [2].

### 1.3. Statement of results.

Define

\[ F(q) := \sum_{m_1, m_2 \geq 1 \atop m_1 \equiv m_2 \pmod{3}} \min(m_1, m_2) q^{\frac{1}{2}(m_1^2 + m_2^2 + m_1 m_2) - m_1 - m_2 + \frac{1}{p}} (1 - q^{m_1})(1 - q^{m_2})(1 - q^{m_1 + m_2}). \]

In [2] the authors decomposed this function as \( F(q) = \frac{2}{\pi} F_1(q^p) + 2F_2(q^p) \) with \( F_1 \) and \( F_2 \) defined in (4.1) and (4.2), respectively. The function \( F_1 \) and \( F_2 \) turn out to have generalized quantum modular properties. This connection goes asymptotically via two-dimensional Eichler integrals. For instance, we showed in [2] that \( F_1 \) asymptotically agrees with an integral of the shape

\[ \int_{-\tau}^{i\infty} \int_{w_1}^{i\infty} \frac{f(w_1, w_2)}{\sqrt{-i(w_1 + \tau)} \sqrt{-i(w_2 + \tau)}} dw_2 dw_1, \]

where \( f \in S_1^{\frac{1}{2}}(\chi_1, \Gamma) \otimes S_2^{\frac{1}{2}}(\chi_2, \Gamma) \) (\( \chi_j \) are certain multipliers and \( \Gamma \subset \text{SL}_2(\mathbb{Z}) \)). The modular properties of these integrals follow from the modularity of \( f \) which in turn gives quantum modular properties of \( F_1 \). We call the resulting functions higher depth quantum modular forms. Roughly
speaking, depth two quantum modular forms satisfy, in the simplest case, the modular transformation property with $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z})$

$$f(\tau) - (c\tau + d)^{-k} f(M\tau) \in \mathcal{Q}_\kappa(\Gamma) \mathcal{O}(R) + \mathcal{O}(R),$$

where $\mathcal{Q}_\kappa(\Gamma)$ is the space of quantum modular forms of weight $\kappa$ and $\mathcal{O}(R)$ the space of real-analytic functions defined on $R \subset \mathbb{R}$. Clearly, we can construct examples of depth two simply by multiplying two (depth one) quantum modular forms. In this paper, we prove a vector-valued version which refines (1.5). Roughly speaking, $f(M\tau)$ in (1.5) is replaced by $\sum_{1 \leq \ell \leq N} \chi_{\ell}(M)f_{\ell}(M\tau)$ (see Definition 2 for the notation). We prove.

**Theorem 1.1.** The function $F_1$ is a component of a vector-valued depth two quantum modular form of weight one. The function $F_2$ is a component of a vector-valued quantum modular form of depth two and weight two.

We next consider higher-dimensional Mordell integrals. Set, for $\alpha \in \mathbb{R}^2$,

$$H_{1,\alpha}(\tau) := -\sqrt{3} \int_0^\infty \int_{w_1}^\infty \frac{\theta_1(\alpha; w) + \theta_2(\alpha; w)}{-i(w_1 + \tau)\sqrt{-i(w_2 + \tau)}} dw_2 dw_1,$$

where the theta functions $\theta_1$ and $\theta_2$ are defined in (4.4) and (4.5), respectively and where throughout the paper we write two-dimensional vectors in bold letters and their components using subscript.

**Remark.** The function $H_{1,\alpha}$ occurs (basically) as the holomorphic error of modularity (see Proposition 5.4). The remaining piece is itself already an Eichler integral.

Setting

$$F_\alpha(x) := \frac{\sinh(2\pi x)}{\cosh(2\pi x) - \cos(2\pi \alpha)}, \quad G_\alpha(x) := \frac{\sin(2\pi \alpha)}{\cosh(2\pi x) - \cos(2\pi \alpha)},$$

we define

$$g_{1,\alpha}(w) := \begin{cases} 
2G_{\alpha_1}(w_1)G_{\alpha_2}(w_2) - 2F_{\alpha_1}(w_1)F_{\alpha_2}(w_2) & \text{if } \alpha_1, \alpha_2 \notin \mathbb{Z}, \\
-2F_0(w_1)F_{\alpha_2}(w_2) + \frac{2}{\pi w_1} F_{\alpha_2}(w_2 + \frac{3w_1}{2}) & \text{if } \alpha_1 \in \mathbb{Z}, \alpha_2 \notin \mathbb{Z}, \\
-2F_{\alpha_1}(w_1)F_0(w_2) + \frac{2}{\pi w_2} F_{\alpha_1}(w_1 + \frac{w_2}{2}) & \text{if } \alpha_1 \notin \mathbb{Z}, \alpha_2 \in \mathbb{Z}.
\end{cases}$$

**Theorem 1.2.** If $\alpha_1, \alpha_2$ are not both in $\mathbb{Z}$, then we have, with $Q(w) := 3w_1^2 + w_2^2 + 3w_1w_2$

$$H_{1,\alpha}(\tau) = \int_{\mathbb{R}^2} g_{1,\alpha}(w) e^{2\pi i Q(w)} dw_1 dw_2.$$

In particular, if $\alpha_j \notin \mathbb{Z}$ for $j = 1, 2$, then we have

$$H_{1,\alpha}(\tau) = \int_{\mathbb{R}^2} \cot(\pi iw_1 + \pi \alpha_1) \cot(\pi iw_2 + \pi \alpha_2) e^{2\pi i Q(w)} dw_1 dw_2.$$

**Remark.** Note that there is a related statement if $\alpha_1, \alpha_2 \in \mathbb{Z}$; however for the purpose of this paper it is not required.

Similarly, set

$$H_{2,\alpha}(\tau) := \frac{\sqrt{3}i}{2\pi} \int_0^\infty \int_{w_1}^\infty \frac{2\theta_3(\alpha; w) - \theta_4(\alpha; w)}{\sqrt{-i(w_1 + \tau)\sqrt{-i(w_2 + \tau)}}} dw_2 dw_1.$$
\[
\sqrt{3}i \int_0^{i\infty} \int_{w_1}^{i\infty} \frac{\theta_5(\alpha; w)}{(-i(w_1 + \tau))^\frac{3}{2} \sqrt{-i(w_2 + \tau)}} \, dw_2 \, dw_1,
\]
where \( \theta_3, \theta_4, \) and \( \theta_5 \) are theta functions defined in (4.8), (4.9), and (4.10), respectively. The function \( H_{2, \alpha} \) occurs in Proposition 5.4.

Define the function \( g_{2, \alpha} \) as follows:

\[
g_{2, \alpha}(w) := \begin{cases} 
-2iw_2 (G_{\alpha_1}(w_1) F_{\alpha_2}(w_2) + F_{\alpha_1}(w_1) G_{\alpha_2}(w_2)) & \text{if } \alpha_1 \not\in \mathbb{Z}, \\
-2i \left( F_0(w_1) G_{\alpha_2}^*(w_2) - \frac{1}{\pi w_1} G_{\alpha_2}(w_2 + \frac{3w_1}{2}) \right) & \text{if } \alpha_1 \in \mathbb{Z},
\end{cases}
\]

where \( G_{\alpha}^*(x) := xG_{\alpha}(x) \).

**Theorem 1.3.** We have
\[
H_{2, \alpha}(\tau) = \int_{\mathbb{R}^2} g_{2, \alpha}(w) e^{2\pi i \tau Q(w)} \, dw_1 \, dw_2.
\]

1.4. **Organization of the paper.** The paper is organized as follows. In Section 2, we recall some basic facts on theta functions, certain (generalized) error functions, quantum modular forms, and higher-dimensional quantum modular forms. Section 3 describes the one-dimensional situation, and Section 4 records our previous results in the two-dimensional case. In Section 5 we develop general vector-valued transformations which we then use for our specific situation. In Section 6 we represent the two theta integrals \( H_{1, \alpha} \) and \( H_{2, \alpha} \) as double Mordell integrals.
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2. **Preliminaries**

2.1. **Theta function transformation.** Define, for \( \nu \in \{0, 1\}, \) \( h \in \mathbb{Z}, \) \( N, A \in \mathbb{N} \) with \( A|N \) and \( N|hA, \) the theta function studied, for example, by Shimura [12]
\[
\Theta_\nu(A, h, N; \tau) := \sum_{m \in \mathbb{Z}} m^\nu q^{\frac{4m^2}{N^2}}.
\]

We have the transformation property
\[
\Theta_\nu(A, h, N; \tau) = (-i)^{\nu} (-i\tau)^{-\frac{\nu}{2} - \frac{1}{2}} A^{-\frac{1}{2}} \sum_{\begin{subarray}{c} k \pmod{N} \\
Akh \equiv 0 \pmod{N}
\end{subarray}} e\left(\frac{Ak\tau}{N^2}\right) \Theta_\nu(A, k, N; -\frac{1}{\tau}).
\] (2.1)
Also note that if \( h_1 \equiv h_2 \pmod{N} \)
\[
\Theta_\nu(A, h_1, N; \tau) = \Theta_\nu(A, h_2, N; \tau),
\Theta_\nu(A, -h, N; \tau) = (-1)^\nu \Theta_\nu(A, h, N; \tau),
\Theta_\nu(A, N - h, 2N; \tau) = (-1)^\nu \Theta_\nu(A, N + h, 2N; \tau).
\]
(2.2)

### 2.2. Special functions.

Following [15], define for \( u \in \mathbb{R} \)
\[
E(u) := 2 \int_0^u e^{-\pi w^2} dw.
\]
We have the representation
\[
E(u) = \text{sgn}(u) \left( 1 - \frac{1}{\sqrt{\pi}} \Gamma \left( \frac{1}{2}, \pi u^2 \right) \right),
\]
where \( \Gamma(\alpha, u) := \int_u^\infty e^{-w} w^{\alpha-1} dw \) is the incomplete gamma function and where for \( u \in \mathbb{R} \), we let
\[
\text{sgn}(u) := \begin{cases} 
1 & \text{if } u > 0, \\
-1 & \text{if } u < 0, \\
0 & \text{if } u = 0.
\end{cases}
\]
Moreover, for \( u \neq 0 \), set
\[
M(u) := \frac{i}{\pi} \int_{\mathbb{R} - iu} e^{-\pi w^2 - 2\pi iuw} \frac{1}{w} dw.
\]
We have
\[
M(u) = E(u) - \text{sgn}(u).
\]

We next turn to two-dimensional analogues, following [1], however using a slightly different notation. Setting \( dw := dw_1 dw_2 \), define \( E_2 : \mathbb{R} \times \mathbb{R}^2 \to \mathbb{R} \) by
\[
E_2(\kappa; u) := \int_{\mathbb{R}^2} \text{sgn}(w_1) \text{sgn}(w_2 + \kappa w_1) e^{-\pi((w_1-u_1)^2+(w_2-u_2)^2)} dw.
\]
Moreover for \( u_2, u_1 - \kappa u_2 \neq 0 \):
\[
M_2(\kappa; u) := -\frac{1}{\pi^2} \int_{\mathbb{R} - iu_2} \int_{\mathbb{R} - iu_1} \frac{e^{-\pi w_1^2 - \pi w_2^2 - 2\pi i(u_1 w_1 + u_2 w_2)}}{w_2(w_1 - \kappa w_2)} dw.
\]
(2.3)

Then we have
\[
M_2(\kappa; u) = E_2(\kappa; u) - \text{sgn}(u_2) M(u_1) - \text{sgn}(u_1 - \kappa u_2) M_1 \left( \frac{u_2 + \kappa u_1}{\sqrt{1 + \kappa^2}} \right) - \text{sgn}(u_1) \text{sgn}(u_2 + \kappa u_1).
\]
(2.4)

Note that (2.4) extends the definition of \( M_2 \) to \( u_2 = 0 \) or \( u_1 = \kappa u_2 \).
2.3. Vector-valued quantum modular forms. We next recall vector-valued quantum modular forms for the modular group.

**Definition 1.** An \( N \)-tuple \( f = (f_1, \ldots, f_N) \) of functions \( f_j : \mathbb{Q} \to \mathbb{C} \) for \( 1 \leq j \leq N \) is called a \textit{vector-valued quantum modular form} of weight \( k \in \frac{1}{2} \mathbb{Z} \), multiplier \( \chi = (\chi_{j,\ell})_{1 \leq j,\ell \leq N} \), if for all \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \), the error of modularity

\[
f_j(\tau) - (c\tau + d)^{-k} \sum_{1 \leq \ell \leq N} \chi_{j,\ell}(M)f_{\ell}(M\tau) \tag{2.5}
\]

can be extended to an open subset of \( \mathbb{R} \) and is real-analytic there. We denote the vector space of such forms by \( \mathcal{Q}_k(\chi) \).

**Remark.** Since the matrices \( S := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \) and \( T := \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \) generate \( \text{SL}_2(\mathbb{Z}) \), it is enough to check (2.5) for these matrices.

2.4. Higher depth vector-valued quantum modular forms. We next introduce vector-valued higher depth quantum modular forms. Note that higher depth quantum modular forms for subgroups of \( \text{SL}_2(\mathbb{Z}) \) were considered in [2].

**Definition 2.** An \( N \)-tuple \( f = (f_1, \ldots, f_N) \) of functions \( f_j : \mathbb{Q} \to \mathbb{C} \) for \( 1 \leq j \leq N \) is called a \textit{vector-valued quantum modular form} of depth \( P \in \mathbb{N} \), weight \( k \in \frac{1}{2} \mathbb{Z} \), multiplier \( \chi = (\chi_{j,\ell})_{1 \leq j,\ell \leq N} \), if for all \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \), we have

\[
\left( f_j(\tau) - (c\tau + d)^{-k} \sum_{1 \leq \ell \leq N} \chi_{j,\ell}(M)f_{\ell}(M\tau) \right)_{1 \leq j \leq N} \in \sum_{m} \mathcal{Q}_{k_m}^{P-1}(\chi_m)O(R),
\]

where \( m \) runs through a finite set, \( \kappa_m \in \frac{1}{2} \mathbb{Z} \), \( \chi_m \) are rank \( N \) multipliers, \( O(R) \) is the space of real-analytic functions on \( R \subset \mathbb{R} \) which contains an open subset of \( \mathbb{R} \), \( \mathcal{Q}_k^0(\chi) := \mathcal{Q}_k(\chi) \), \( \mathcal{Q}_k^P(\chi) := \mathcal{Q}_k(\chi) \), and \( \mathcal{Q}_k^P(\chi) \) denotes the space of vector-valued forms of weight \( k \), depth \( P \), and multiplier \( \chi \).

3. The one-dimensional case

Recall the classical false theta functions (\( 1 \leq j \leq p-1, p \geq 2 \)),

\[
F_{j,p}(\tau) := \sum_{n \in \mathbb{Z} \atop n \equiv j \pmod{2p}} \text{sgn}(n) q^{\frac{n^2}{4p}}.
\]

The following theorem is shown in [4, 9] (note that here we renormalized in comparison to [2])

**Theorem 3.1.** The functions \( F_{j,p} : \mathbb{H} \to \mathbb{C} \) (\( 1 \leq j \leq p-1 \)) form a vector-valued quantum modular form.

**Proof.** (Sketch) Define the \textit{non-holomorphic Eichler integral}

\[
F^*_{j,p}(\tau) := \frac{1}{\sqrt{\pi}} \sum_{n \in \mathbb{Z} \atop n \equiv j \pmod{2p}} \text{sgn}(n) \Gamma \left( \frac{1}{2}, \frac{\pi n^2 v}{p} \right) q^{-\frac{n^2}{4p}}.
\]
Note that $F_{j,p}(it + \frac{h}{k})$ and $F^*_{j,p}(it - \frac{h}{k})$ agree asymptotically to infinite order. That is, if we write

$$F_{j,p}(it + \frac{h}{k}) \sim \sum_{m \geq 0} a_{h,k}(m)t^m \quad (t \to 0^+),$$

then

$$F^*_{j,p}(it - \frac{h}{k}) \sim \sum_{m \geq 0} a_{h,k}(m)(-t)^m \quad (t \to 0^+).$$

One may then show that

$$F^*_{j,p}(\tau) = -i\sqrt{2p} \cdot I_{f_{j,p}}(\tau),$$

where

$$f_{j,p}(z) := \frac{1}{2p} \sum_{n \equiv j \pmod{2p}} \sum_{n \in \mathbb{Z}} nq^\frac{a^2}{wp}$$

and for a holomorphic modular form from $f$ of weight $k$, the non-holomorphic Eichler integral is

$$I_f(\tau) := \int_{-i\tau}^{i\infty} \frac{f(w)}{(-i(\tau + w))^{2-k}} dw.$$

Using (2.1), one can prove that

$$f_{j,p}(\tau) = \sqrt{\frac{2}{p}}(-i\tau)^{-\frac{k}{2}} \sum_{k=1}^{p-1} \sin\left(\frac{\pi kj}{p}\right) f_{k,p}\left(-\frac{1}{\tau}\right),$$

correcting a sign-error in [9]. From this one may conclude that

$$F^*_{j,p}(\tau) - \frac{1}{\sqrt{-i\tau}} \sqrt{\frac{2}{p}} \sum_{k=1}^{p-1} \sin\left(\frac{\pi kj}{p}\right) F^*_k\left(-\frac{1}{\tau}\right) = i\sqrt{2p} \cdot r_{f_{j,p}}(\tau),$$

where, for $f$ a holomorphic modular form of weight $k$,

$$r_f(\tau) := \int_{0}^{i\infty} \frac{f(w)}{(-i(\tau + w))^{2-k}} dw.$$ (3.2)

The claim now follows since $r_{f_{j,p}}$ is real-analytic on $\mathbb{R}$. \qed

The next lemma writes the “error to modularity” as an Eichler integral. Following the approach of Zwegers [15] and using trigonometric identities, one finds the following.

Lemma 3.2. We have

$$-i\sqrt{2p} \cdot r_{f_{j,p}}(\tau) = \int_{\mathbb{R}} \cot\left(\pi iw + \frac{\pi j}{2p}\right) e^{2\pi i \tau w^2} dw$$

$$= \sin\left(\frac{\pi j}{p}\right) \frac{1}{2} \int_{\mathbb{R}} \frac{e^{2\pi i \tau w^2}}{\sinh(\pi w + \frac{\pi j}{2p}) \sinh(\pi w - \frac{\pi j}{2p})} dw.$$
4. Previous results in the two-dimensional case

In this section, we recall the results from [2]. In that paper the following decomposition was shown

\[ F(q) = \frac{2}{p} F_1(q^p) + 2 F_2(q^p) \]

with

\[ F_1(q) := \sum_{\alpha \in \mathcal{S}} \varepsilon(\alpha) \sum_{n \in \alpha + N_0^2} q^{Q(m)} + \frac{1}{2} \sum_{m \in \mathbb{Z}} \text{sgn} \left( m + \frac{1}{p} \right) q^{\left( m + \frac{1}{p} \right)^2}, \tag{4.1} \]

where

\[ \mathcal{S} := \left\{ \left( 1 - \frac{1}{p}, \frac{2}{p} \right), \left( \frac{1}{p}, 1 - \frac{2}{p} \right), \left( 1, 0, 1 - \frac{1}{p} \right), \left( \frac{1}{p}, 1 - \frac{1}{p} \right), \left( 1 - \frac{1}{p}, 1 \right) \right\}, \]

and for \( \alpha \pmod{\mathbb{Z}^2} \), we set

\[ \varepsilon(\alpha) := \begin{cases} -2 & \text{if } \alpha \in \left\{ \left( 1 - \frac{1}{p}, \frac{2}{p} \right), \left( \frac{1}{p}, 1 - \frac{2}{p} \right) \right\}, \\ 1 & \text{otherwise}. \end{cases} \]

Moreover

\[ F_2(q) := \sum_{\alpha \in \mathcal{S}} \eta(\alpha) \sum_{n \in \alpha + N_0^2} n_2 q^{Q(m)} - \frac{1}{2} \sum_{m \in \mathbb{Z}} \left| m + \frac{1}{p} \right| q^{\left( m + \frac{1}{p} \right)^2}, \tag{4.2} \]

where for \( \alpha \pmod{\mathbb{Z}^2} \), we let

\[ \eta(\alpha) := \begin{cases} 1 & \text{if } \alpha \in \left\{ \left( 1 - \frac{1}{p}, \frac{2}{p} \right), \left( 0, 1 - \frac{1}{p} \right), \left( \frac{1}{p}, 1 - \frac{1}{p} \right) \right\}, \\ -1 & \text{otherwise}. \end{cases} \]

In [2] the following theorem was shown.

**Theorem 4.1.** For \( p \geq 2 \), the functions \( F_1 \) and \( F_2 \) are quantum modular forms of depth two with quantum set \( Q \) and of weight one and weight two, respectively.

**Sketch of proof.** Using the Euler-Maclaurin summation formula, it was shown in [2] that the higher rank false theta functions asymptotically equal double Eichler integrals. To be more precise, write

\[ F_1 \left( e^{2\pi i \frac{h}{k} - t} \right) \sim \sum_{m \geq 0} A_{h,k}(m)t^m \quad (t \to 0^+) . \]

In [2], we proved that we have, for \( h, k \in \mathbb{Z} \) with \( k > 0 \) and \( \gcd(h, k) = 1 \),

\[ \mathbb{E}_1 \left( \frac{it}{2\pi} - \frac{h}{k} \right) \sim \sum_{m \geq 0} A_{h,k}(m)(-t)^m \quad (t \to 0^+) . \tag{4.3} \]

Here the double Eichler integral \( \mathbb{E}_1 \) is given as follows: Define for \( \alpha \in \mathcal{S}^* := \left\{ \left( 1 - \frac{1}{p}, \frac{2}{p} \right), (0, 1 - \frac{1}{p}), \left( \frac{1}{p}, 1 - \frac{1}{p} \right) \right\} \)

\[ \mathcal{E}_{1,\alpha}(\tau) := -\frac{\sqrt{3}}{4} \int_{-\tau}^{i\infty} \int_{w_1}^{i\infty} \frac{\theta_1(\alpha; w) + \theta_2(\alpha; w)}{\sqrt{-i(w_1 + \tau)}\sqrt{-i(w_2 + \tau)}} dw_2 dw_1 \]
with
\[
\theta_1(\alpha; w) := \sum_{n \in \alpha + \mathbb{Z}^2} (2n_1 + n_2) n_2 e^{\frac{3\pi i}{2} (2n_1 + n_2)^2 w_1 + \frac{\pi i n_2^2}{2} \tau}, \quad (4.4)
\]
\[
\theta_2(\alpha; w) := \sum_{n \in \alpha + \mathbb{Z}^2} (3n_1 + 2n_2) n_1 e^{\frac{3\pi i}{2} (3n_1 + 2n_2)^2 w_1 + \frac{3\pi i n_1^2}{2} \tau}. \quad (4.5)
\]

Then set
\[
\mathcal{E}_1(\tau) := \sum_{\alpha \in \mathcal{S}^*} \varepsilon(\alpha) \mathcal{E}_{1,\alpha}(p \tau), \quad \mathbb{E}_1(\tau) := \mathcal{E}_1 \left( \frac{\tau}{p} \right). \quad (4.6)
\]

The double Eichler integral \( \mathcal{E}_1 \) satisfies modular transformation properties. To be more precise, we have, for \( M = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \Gamma_p \) (some congruence subgroup of \( \text{SL}_2(\mathbb{Z}) \)),
\[
\mathcal{E}_1(\tau) - \left( \frac{-3}{d} \right) (c\tau + d)^{-1} \mathcal{E}_1(M\tau) = \sum_{j=1}^{2} \left( r_{f_j,g_j}(\alpha) + I_{f_j}(\tau) r_{g_j}(\alpha, \tau) \right),
\]
where \( \left( \frac{\cdot}{d} \right) \) is the extended Jacobi symbol, \( f_j, g_j \) are cusp forms of weight \( \frac{3}{2} \) (with some multiplier), and for holomorphic modular forms \( f_1 \) and \( f_2 \) of weights \( \kappa_1 \) and \( \kappa_2 \), respectively, we set
\[
r_{f_1,f_2}(\tau) := \int_{\tau}^{\infty} \int_{\tau}^{\infty} \frac{f_1(w_1)f_2(w_2)}{(-i(w_1 + \tau))^{2-\kappa_1}(-i(w_2 + \tau))^{2-\kappa_2}} dw_1 dw_2,
\]
\[
r_{f_1,g}(\tau) := \int_{\tau}^{\infty} \frac{f_1(w)}{(-i(w + \tau))^{2-\kappa_1}} dw.
\]

The situation is similar for \( \mathbb{E}_2 \). To be more precise, writing
\[
\mathbb{E}_2 \left( \frac{it}{2\pi} \right) \sim \sum_{m \geq 0} B_{h,k}(m) t^m \quad (t \to 0^+),
\]
we proved in [2] that we have, for \( h, k \in \mathbb{Z} \) with \( k > 0 \) and \( \gcd(h,k) = 1 \),
\[
\mathbb{E}_2 \left( \frac{it}{2\pi} \right) \sim \sum_{m \geq 0} B_{h,k}(m) (-t)^m \quad (t \to 0^+). \quad (4.7)
\]

Here the Eichler integral \( \mathbb{E}_2 \) is given as follows: Define for \( \alpha \in \mathcal{S}^* \)
\[
\mathcal{E}_{2,\alpha}(\tau) := \frac{\sqrt{3}}{8\pi} \int_{\tau}^{\infty} \int_{\tau}^{\infty} \frac{2\theta_3(\alpha; w) - \theta_4(\alpha; w)}{\sqrt{-i(w_1 + \tau)(-i(w_2 + \tau))^{\frac{3}{2}}} dw_1 dw_2 + \frac{\sqrt{3}}{8\pi} \int_{\tau}^{\infty} \int_{\tau}^{\infty} \frac{\theta_3(\alpha; w)}{(-i(w_1 + \tau))^{\frac{3}{2}} \sqrt{-i(w_2 + \tau)}} dw_1 dw_2,
\]
with
\[
\theta_3(\alpha; w) := \sum_{n \in \alpha + \mathbb{Z}^2} (2n_1 + n_2) n_2 e^{\frac{3\pi i}{2} (2n_1 + n_2)^2 w_1 + \frac{\pi i n_2^2}{2} \tau}, \quad (4.8)
\]
\[
\theta_4(\alpha; w) := \sum_{n \in \alpha + \mathbb{Z}^2} (3n_1 + 2n_2) n_1 e^{\frac{3\pi i}{2} (3n_1 + 2n_2)^2 w_1 + \frac{3\pi i n_1^2}{2} \tau}. \quad (4.9)
\]
\[ \theta_5(\alpha; w) := \sum_{n \in \mathbb{Z}^2 \cap \mathbb{R}^2} n_1 e^{2\pi i (3n_1 + 2n_2)^2w_1 + \tfrac{4\pi i n_1 n_2}{w_2}}. \]  

We then set
\[ \mathcal{E}_2(\tau) := \sum_{\alpha \in \mathbb{R}^*} \mathcal{E}_{2,\alpha}(p\tau), \quad \mathcal{E}_2(\tau) := \mathcal{E}_2 \left( \frac{\tau}{p} \right). \]

Again one can show transformations for \( \mathcal{E}_2 \). Namely for \( M \in \Gamma_p \), one has
\[ \mathcal{E}_2(\tau) - \left( \frac{3}{d} \right) (ct + d)^{-2} \mathcal{E}_2(M\tau) = \sum_{j=1}^{4} \left( r_{f_j, g_j}(\tau) + I_{f_j}(\tau) r_{g_j}(\tau) \right), \]
where \( f_j \) and \( g_j \) are holomorphic modular forms of weight \( \frac{1}{2} \) or cusp forms of weight \( \frac{3}{2} \), respectively.

\[ \square \]

5. Higher depth Vector-valued transformations

5.1. General double Eichler integrals. We first describe the general situation. For this assume that \( f_j, g_j \) (\( 1 \leq j \leq N, \ 1 \leq \ell \leq M \)) are components of vector-valued modular forms and in particular transform as (with \( \kappa_1, \kappa_2 \in \frac{1}{2} + \mathbb{N}_0 \))
\[ f_j \left( \frac{1}{\tau} \right) = (-i\tau)^{\kappa_1} \sum_{1 \leq k \leq N} \chi_{j,k} f_k(\tau), \quad g_\ell \left( \frac{1}{\tau} \right) = (-i\tau)^{\kappa_2} \sum_{1 \leq m \leq M} \psi_{\ell,m} g_m(\tau). \]

Following [2], define the double Eichler integral
\[ I_{f_j, g_\ell}(\tau) := \int_{-\tau}^{i\infty} \int_{w_1}^{i\infty} \frac{f_j(w_1) g_\ell(w_2)}{(-i(w_1 + \tau))^{2-\kappa_1}(-i(w_2 + \tau))^{2-\kappa_2}} dw_2 dw_1. \]

Remark. Related, but different, iterated integrals were studied by Manin in his work on non-commutative modular symbols [10].

We prove the following transformation.

**Lemma 5.1.** We have the following two transformations
\[ I_{f_j, g_\ell}(\tau) - I_{f_j|T, g_\ell|T}(\tau + 1) = 0, \]
\[ I_{f_j, g_\ell}(\tau) - (-i\tau)^{\kappa_1 + \kappa_2 - 4} \sum_{1 \leq k \leq N} \sum_{1 \leq m \leq M} \chi_{j,k} \psi_{\ell,m} I_{f_k, g_m}(\tau) = \int_{0}^{i\infty} \int_{0}^{i\infty} \frac{f_j(w_1) g_\ell(w_2)}{(-i(w_1 + \tau))^{2-\kappa_1}(-i(w_2 + \tau))^{2-\kappa_2}} dw_2 dw_1 + I_{f_j}(\tau) r_{g_\ell}(\tau) - r_{f_j}(\tau) r_{g_\ell}(\tau), \]
where \( |_\kappa \) denotes the usual weight \( k \) slash operator.

**Proof.** The transformation (5.2) is clear. To show (5.3), we first compute, using (5.1),
\[ (-i\tau)^{\kappa_1 + \kappa_2 - 4} \sum_{1 \leq k \leq N} \sum_{1 \leq m \leq M} \chi_{j,k} \psi_{\ell,m} I_{f_k, g_m}(\tau) = \int_{-\tau}^{0} \int_{0}^{0} \frac{f_j(w_1) g_\ell(w_2)}{(-i(w_1 + \tau))^{2-\kappa_1}(-i(w_2 + \tau))^{2-\kappa_2}} dw_2 dw_1. \]
Employing the splitting
\[
\int_{-\tau}^{0} \int_{w_1}^{0} = \int_{-\tau}^{\infty} \int_{w_1}^{\infty} + \int_{0}^{\infty} \int_{w_1}^{\infty} - \int_{0}^{\infty} \int_{w_1}^{0} - \int_{-\tau}^{0} \int_{w_1}^{\infty}
\]
then directly gives the claim.

5.2. The function $\mathcal{E}_1$. We first rewrite $\mathcal{E}_1$. For this define, for $k_1, k_2 \in \mathbb{Z}$ with $k_1 \equiv k_2 \pmod{2}$,

\[
J_k(\tau) := \sum_{\delta \in \{0, 1\}} I_{k_1 + \delta k_2 + 3\delta}(\tau) \quad \text{with} \quad I_k(\tau) := -\frac{\sqrt{3}}{4p} \int_{\Theta_1(2p, k_1, 2p; \cdot)} \Theta_1(6p, k_2, 6p; \cdot) \tau \int_{\omega}(\tau).
\]

\[
r_k(\tau) := \int_{0}^{\infty} \int_{w_1}^{\infty} \sqrt{-i(w_1 + \tau)} \sqrt{-i(w_2 + \tau)} \mathrm{d}w_2 \mathrm{d}w_1.
\]

We have the following transformation properties.

**Proposition 5.2.** We have, for $\ell_1 \equiv \ell_2 \pmod{2}$,

\[
J_{\ell}(\tau) = -\frac{1}{\sqrt{3p(-i\tau)}} \sum_{k_1 \equiv \ell_1 \pmod{p}} \zeta_{2p}^{k_1} \sum_{k_2 \equiv \ell_2 \pmod{2p}} \zeta_{6p}^{k_2} J_k \left( -\frac{1}{\tau} \right) - \frac{\sqrt{3}}{4p} \sum_{\delta \in \{0, 1\}} r_{k_1 + \delta k_2 + 3\delta}(\tau)
\]

\[
= -\frac{\sqrt{3}}{4p} \sum_{\delta \in \{0, 1\}} \left( I_{\Theta_1(2p, \ell_1 + p\delta, 2p; \cdot)(\tau)} - r_{\Theta_1(2p, \ell_1 + p\delta, 2p; \cdot)}(\tau) \right) r_{\Theta_1(6p, \ell_2 + 3p\delta, 6p; \cdot)(\tau)}(\tau),
\]

where $\zeta_j := e^{\frac{2\pi i}{j}}$.

**Proof.** Using (2.1) gives

\[
\Theta_1 \left( 2p, a, 2p; -\frac{1}{\tau} \right) = -i(-i\tau)^{\frac{1}{2}} (2p)^{-\frac{1}{2}} \sum_{k \equiv \ell_1 \pmod{2p}} \zeta_{2p}^{k} \Theta_1(2p, k, 2p; \tau),
\]

\[
\Theta_1 \left( 6p, a, 6p; -\frac{1}{\tau} \right) = -i(-i\tau)^{\frac{1}{2}} (6p)^{-\frac{1}{2}} \sum_{k \equiv \ell_2 \pmod{6p}} \zeta_{6p}^{k} \Theta_1(6p, k, 6p; \tau).
\]

Thus by Lemma 5.1, we obtain that $J_{\ell}(\tau)$ equals

\[
-\frac{1}{2\sqrt{3p(-i\tau)}} \sum_{\delta \in \{0, 1\}} \sum_{k_1 \equiv \ell_1 \pmod{2p}} \zeta_{2p}^{k_1} \sum_{k_2 \equiv \ell_2 \pmod{6p}} \zeta_{6p}^{k_2} I_k \left( -\frac{1}{\tau} \right) - \frac{\sqrt{3}}{4p} \sum_{\delta \in \{0, 1\}} r_{\ell_1 + p\delta, \ell_2 + 3p\delta}(\tau)
\]

\[
= -\frac{\sqrt{3}}{4p} \sum_{\delta \in \{0, 1\}} \left( I_{\Theta_1(2p, \ell_1 + p\delta, 2p; \cdot)(\tau)} - r_{\Theta_1(2p, \ell_1 + p\delta, 2p; \cdot)}(\tau) \right) r_{\Theta_1(6p, \ell_2 + 3p\delta, 6p; \cdot)}(\tau).
\]

To prove the proposition, we are left to simplify the first term. For this, we write

\[
\sum_{\delta \in \{0, 1\}} \sum_{k_1 \equiv \ell_1 \pmod{2p}} \sum_{k_2 \equiv \ell_2 \pmod{6p}} (-1)^{\delta(k_1 + k_2)} \zeta_{2p}^{k_1} \zeta_{6p}^{k_2} I_k \left( -\frac{1}{\tau} \right) = 2 \sum_{k_1 \equiv \ell_1 \pmod{2p}} \sum_{k_2 \equiv \ell_2 \pmod{6p}} \zeta_{2p}^{k_1} \zeta_{6p}^{k_2} I_k \left( -\frac{1}{\tau} \right).
\]
Making the change of variables $k_1 \mapsto k_1 + p\delta$, $k_2 \mapsto k_2 + 3p\delta$ yields that this equals
\[
2 \sum_{k_1 \equiv k_2 \pmod{2p}} k_1 \equiv k_2 \pmod{6p} k_1 \equiv k_2 \pmod{6p}
\sum_{\delta \in \{0,1\}} \zeta_{2p}^{(k_1 + p\delta)\ell_1 + (k_2 + 3p\delta)\ell_2} I_{k_1 + p\delta, k_2 + 3p\delta} \left( -\frac{1}{\tau} \right) = 2 \sum_{k_1 \equiv k_2 \pmod{6p}} k_1 \equiv k_2 \pmod{6p} k_1 \equiv k_2 \pmod{6p}
\zeta_{2p}^{\ell_1 k_1 + \ell_2 k_2} J_k \left( -\frac{1}{\tau} \right).
\]
\[
\square
\]

To find transformation properties to use for $\mathcal{E}_1$, we write it as a $J$-function.

**Lemma 5.3.** We have
\[
\mathcal{E}_1(\tau) = J_{1,3}(\tau).
\]

**Proof.** As in the proof of Proposition 5.2 of [2] we see that
\[
\sum_{\alpha \in \mathcal{A}} \varepsilon(\alpha) \theta_1(\alpha; w) = \frac{1}{p^2} \sum_{A \in \mathcal{A}} \varepsilon_1(A) \Theta_1 \left( 2p, A_1, 2p; \frac{3w_1}{p} \right) \Theta_1 \left( 2p, A_2, 2p; \frac{w_2}{p} \right)
\]
with
\[
\mathcal{A} := \{(0,2), (p, p + 2), (p - 1, p - 1), (-1, -1), (p + 1, p - 1), (1, -1)\}, \varepsilon_1(A) := \varepsilon \left( \frac{A_1 - A_2}{2p}, \frac{A_2}{p} \right).
\]
Using (2.2), it is not hard to prove that this sum vanishes.

Similarly
\[
\sum_{\alpha \in \mathcal{B}} \varepsilon(\alpha) \theta_2(\alpha; w) = \frac{1}{p^2} \sum_{B \in \mathcal{B}} \varepsilon_2(B) \Theta_1 \left( 2p, B_1, 2p; \frac{w_1}{p} \right) \Theta_1 \left( 2p, B_2, 2p; \frac{3w_2}{p} \right)
\]
with
\[
\mathcal{B} := \{(p + 1, p - 1), (1, -1), (p + 2, p), (2, 0), (1, 1), (p + 1, p + 1)\}, \varepsilon_2(B) := \varepsilon \left( \frac{B_2 - 3B_1}{2p}, \frac{B_1}{p} \right).
\]
Using again (2.2) and $\Theta_1(2p, h, 2p; 3\tau) = \frac{1}{3} \Theta_1(6p, 3h, 6p; \tau)$, one obtains that (5.6) equals
\[
\frac{1}{p^2} \sum_{\delta \in \{0,1\}} \Theta_1 \left( 2p, 1 + \delta p, 2p; \frac{w_1}{p} \right) \Theta_1 \left( 6p, 3 + 3\delta p, 6p; \frac{w_2}{p} \right).
\]
This yields the claim by (4.6).

**Corollary 5.2** then implies the following transformation for $\mathcal{E}_1$.

**We have**
\[
\mathcal{E}_1(\tau) = -\frac{1}{\sqrt{3}p(-i\tau)} \sum_{k_1 \equiv k_2 \equiv 1 \pmod{2p}} k_1 \equiv k_2 \equiv 1 \pmod{6p} k_1 \equiv k_2 \equiv 1 \pmod{6p}
\zeta_{2p}^{k_1 + k_2} J_k \left( -\frac{1}{\tau} \right) + \frac{1}{4} \sum_{\alpha \in \mathcal{A}} \varepsilon(\alpha) H_{1,\alpha}(\tau)
\]
\[
-\sqrt{\frac{3}{4p}} \sum_{\delta \in \{0,1\}} (I_{\Theta_1(2p, 1 + p\delta, 2p; \tau)}(\tau) - r\Theta_1(2p, 1 + p\delta, 2p; \tau)(\tau)) r\Theta_1(6p, 3 + 3p\delta, 6p; \tau)(\tau).
\]
Proposition 5.5. We use Proposition 5.2 with \(\ell_1 = 1\) and \(\ell_2 = 3\) and reversing the calculation used to show (5.5), we obtain that the second term equals \(\frac{1}{4} \sum_{\alpha \in \mathcal{F}} \varepsilon(\alpha) H_{1,\alpha}(\tau)\).

\[\]

5.3. The function \(E_2\). We proceed in the same way as for \(E_1\). To rewrite \(E_2\), defined in (4.11), we set, for \(k_1 \equiv k_2 \pmod{2}\),

\[K_k(\tau) := 2 \mathcal{J}_k(\tau) + \mathcal{J}_{k_1+k_2, k_2-3}k(\tau),\]

where (note that we changed the normalization in comparison to [2])

\[\mathcal{J}_k(\tau) := \sum_{\delta \in \{0,1\}} \mathcal{I}_{k_1+p\delta, k_2+3p\delta}(\tau), \quad \text{with} \quad \mathcal{I}_k(\tau) := -\frac{\sqrt{3}}{8\pi} \int \Theta_1(2p, k_1, 2p; \tau) \Theta_0(6p, k_2, 6p; \tau) dw d\tau.\]

Moreover set

\[R_k(\tau) := \int_0^\infty \int_{w_1}^{\infty} \frac{\Theta_1(2p, k_1, 2p; \tau) \Theta_0(6p, k_2, 6p; \tau)}{\sqrt{-i(w_1 + \tau)(-i(w_2 + \tau))}} dw d\tau.\]

We have the following transformation law for the function \(K_\ell\).

**Proposition 5.5.** We have, for \(\ell_1 \equiv \ell_2 \pmod{2}\),

\[K_\ell(\tau) = \frac{i}{2\sqrt{3}p} \sum_{k_1 \equiv k_2 \pmod{2}} \zeta_{k_1} \zeta_{k_2} \zeta_{6p} \zeta_{k_1+k_2, k_2-3}k(\tau)\]

\[- \frac{\sqrt{3}}{8\pi} \sum_{\delta \in \{0,1\}} \left( 2R_{k_1+p\delta, k_2+3p\delta}(\tau) + R_{k_1, k_2, k_2-3}k, k_2, 6p\delta(\tau) \right)\]

\[- \frac{\sqrt{3}}{8\pi} \sum_{\delta \in \{0,1\}} \left( 2 \left( \Theta_1(2p, \ell_1, k_2+3p\delta; \tau) - \tau \Theta_1(2p, \ell_1, k_2+6p\delta; \tau) \right) \right) \]

\[\Theta_0(6p, \ell_2+3p\delta, 6p; \tau).\]

**Proof.** Using (5.4) and

\[\Theta_0(6p, a, 6p; \tau) = (-i\tau)^\frac{1}{2} \frac{1}{\sqrt{6p}} \sum_{k \pmod{6p}} \zeta_{6p} \Theta_0(6p, k, 6p; \tau),\]

Proposition 5.7 gives that \(K_{\ell_1, \ell_2}(\tau)\) equals

\[\sum_{k_1 \pmod{2p}, k_2 \pmod{2p}} \left( 2\zeta_{k_1, k_2, k_2+3p\delta} + 2\zeta_{k_1, k_2+6p\delta, k_2+3p\delta} \right) \frac{i}{16p\pi(-i\tau)^2} \mathcal{I}_k(\tau)\]

\[- \frac{\sqrt{3}}{8\pi} \sum_{\delta \in \{0,1\}} \left( 2R_{\ell_1+p\delta, \ell_2+3p\delta}(\tau) + R_{\ell_1, \ell_2, \ell_2+3p\delta, 3p\delta}(\tau) \right)\]
Theorem 5.8.

\[ -\frac{\sqrt{3}}{8\pi} \sum_{\delta \in \{0,1\}} \left( 2 \left( I_{\Theta_1(2p,1+p\delta,2p)}(\tau) - r_{\Theta_1(2p,1+p\delta,2p)}(\tau) \right) r_{\Theta_0(6p,3+3p\delta,6p)}(\tau) \
+ \left( I_{\Theta_1(2p,2+4p\delta,2p)}(\tau) - r_{\Theta_1(2p,2+4p\delta,2p)}(\tau) \right) r_{\Theta_0(6p,3+3p\delta,6p)}(\tau) \right). \]

We are left to simplify the first term. As in the proof of Proposition 5.3 the sum on \( k_1, k_2 \) equals

\[ 2 \sum_{k_1 \equiv k_2 (\text{mod } 6p)} \left( 2\zeta_{2p}^{k_1+k_2} + \zeta_{2p}^{k_1} \right) J_k \left( -\frac{1}{\tau} \right). \]

In the contribution from the second term, we change \( k_1 \) into \( \frac{k_1+k_2}{2} \) and \( k_2 \) into \( \frac{k_2-3k_1}{2} \) giving the claim.

We next write \( \mathcal{E}_2 \) in terms of the \( K \)-functions.

**Lemma 5.6.** We have

\[ \mathcal{E}_2(\tau) = K_{1,3}(\tau). \] (5.7)

Proposition 5.5 yields the following transformation for \( \mathcal{E}_2 \).

**Corollary 5.7.** We have

\[ \mathcal{E}_2(\tau) = \frac{i}{8\pi p(-i\tau)^2} \sum_{k_1 \equiv k_2 (\text{mod } 6p)} \zeta_{2p}^{k_1+k_2} K_k \left( -\frac{1}{\tau} \right) + \frac{i}{4} \sum_{\alpha \in \mathcal{K}^*} H_{2,\alpha}(\tau) \]

\[ -\frac{\sqrt{3}}{8\pi} \sum_{\delta \in \{0,1\}} \left( 2 \left( I_{\Theta_1(2p,1+p\delta,2p)}(\tau) - r_{\Theta_1(2p,1+p\delta,2p)}(\tau) \right) r_{\Theta_0(6p,3+3p\delta,6p)}(\tau) \
- \left( I_{\Theta_1(2p,2+4p\delta,2p)}(\tau) - r_{\Theta_1(2p,2+4p\delta,2p)}(\tau) \right) r_{\Theta_0(6p,3+3p\delta,6p)}(\tau) \right). \]

**Proof.** The claim follows from Proposition 5.5. Reversing the calculations required for the proof of (5.7) yields that the second summand equals \( \frac{i}{\pi} \sum_{\alpha \in \mathcal{U}} H_{2,\alpha}(\tau). \) \( \Box \)

5.4. **Proof Theorem 1.1.** We are now ready to prove a refined version of Theorem 1.1.

**Theorem 5.8.** (1) The function \( \widehat{F}_1 : \mathbb{Q} \to \mathbb{C} \) defined by \( \widehat{F}_1(\frac{h}{k}) := F_1(e^{2\pi i \frac{ph}{k}}) \) is a component of a vector-valued quantum modular form of depth two and weight one.

(2) The function \( \widehat{F}_2 : \mathbb{Q} \to \mathbb{C} \) defined by \( \widehat{F}_2(\frac{h}{k}) := F_2(e^{2\pi i \frac{ph}{k}}) \) is a component of a vector-valued quantum modular form of depth two and weight two.

**Proof.** (1) We have, by (4.3),

\[ \widehat{F}_1(\frac{h}{k}) = \lim_{t \to 0^+} F_1 \left( e^{2\pi i \frac{ph}{k} - t} \right) = A_{h p_1, \frac{h}{p_2}}(0) = \lim_{t \to 0^+} e_1 \left( \frac{it}{2\pi} - \frac{h}{k} \right), \]

where \( p_1 := p/\gcd(k, p), \) \( p_2 := \gcd(k, p). \) Corollary 5.4 and Proposition 5.2 then give the claim.
(2) The relation (4.7) gives
\[ \tilde{F}_2 \left( \frac{h}{k} \right) = \lim_{t \to 0^+} F_2 \left( e^{2\pi i \frac{h}{k} - t} \right) = B_{np1, n} \left( \frac{1}{2\pi} \right) (0) = \lim_{t \to 0^+} E_2 \left( \frac{it}{2\pi} - \frac{h}{k} \right). \]

Corollary 5.4 and Proposition 5.5 then yields the claim. \qed

6. Higher Mordell integrals

6.1. Proof of Theorem 1.2.

Proof of Theorem 1.2. We first assume that \( \alpha_j \not\in \mathbb{Z} \). Via analytic continuation, it is enough to show the theorem for \( \tau = iv \). We first claim that
\[ H_{1, \alpha}(iv) = 2 \lim_{r \to \infty} \sum_{n \in \alpha + \mathbb{Z}^2 \mid n_j - \alpha_j \leq r} M_2 \left( \sqrt{3}; \sqrt{\frac{v}{2}} \left( \sqrt{3} (2n_1 + n_2), n_2 \right) \right) e^{2\pi Q(n)v}. \quad (6.1) \]

For this we write (which follows from shifting in (6.1) of [2] \( w_j \mapsto 2iw_j - \tau \))
\[ e^{4\pi Q(n)v} M_2 \left( \sqrt{3}; \sqrt{3v(2n_1 + n_2)}, \sqrt{vn_2} \right) \]
\[ = \sqrt{3} (2n_1 + n_2) n_2 \int_0^\infty \frac{e^{-3\pi(2n_1 + n_2)^2w_1}}{\sqrt{w_1 + v}} \int_0^\infty \frac{e^{-\pi n_2^2w_2}}{\sqrt{w_2 + v}} dw_2 dw_1 \]
\[ + \sqrt{3} (3n_1 + 2n_2) n_1 \int_0^\infty \frac{e^{-\pi(3n_1 + 2n_2)^2w_1}}{\sqrt{w_1 + v}} \int_0^\infty \frac{e^{-3\pi n_2^2w_2}}{\sqrt{w_2 + v}} dw_2 dw_1. \]

Then we change \( v \mapsto \frac{v}{2} \), sum over those \( n \in \alpha + \mathbb{Z}^2 \) satisfying \( |n_j - \alpha_j| \leq r \) and let \( r \to \infty \). On the right-hand side we may use Lebesgue’s dominated convergence theorem and can reorder the absolutely converging series inside the integral to obtain (6.1).

To finish the proof, we rewrite (2.3), to obtain (assuming \( N_2, N_1 - \kappa N_2 \neq 0 \))
\[ M_2 \left( \kappa; \sqrt{v}N \right) = -\frac{1}{\pi^2} e^{-\pi v (N_1^2 + N_2^2)} \int_{\mathbb{R}^2} \frac{e^{-\pi w_{1}^2 - \pi w_{2}^2}}{(w_2 - iN_2) (w_1 - \kappa w_2 - i(N_1 - \kappa N_2))} dw. \quad (6.2) \]

Thus in particular (for \( n_1, n_2 \neq 0 \))
\[ M_2 \left( \sqrt{3}; \sqrt{\frac{v}{2}} \left( \sqrt{3} (2n_1 + n_2), n_2 \right) \right) = -\frac{1}{\pi^2} e^{-2\pi Q(n)v} \int_{\mathbb{R}^2} \frac{e^{-\pi w_{1}^2 - \pi w_{2}^2}}{(w_1 - \sqrt{3}w_2 - 2\sqrt{3}in_1)} dw \]
\[ = -\frac{1}{\pi^2} e^{-2\pi Q(n)v} \int_{\mathbb{R}^2} \frac{e^{-3\pi v (2w_1 + w_2)^2 - \pi w_{2}^2}}{(w_2 - in_2) (w_1 - in_1)} dw, \]

making the change of variables \( w_1 \mapsto 2\sqrt{3}w_1 + \sqrt{3}w_2 \). This implies that
\[ \lim_{r \to \infty} \sum_{n \in \alpha + \mathbb{Z}^2 \mid n_j - \alpha_j \leq r} M_2 \left( \sqrt{3}; \sqrt{\frac{v}{2}} \left( \sqrt{3} (2n_1 + n_2), n_2 \right) \right) e^{2\pi Q(n)v} \]
Using Lebesgue’s theorem of dominated convergence, one can show that one can interchange the limit and the integration in (6.3) to obtain

$$
= -\frac{1}{\pi} \lim_{r \to \infty} \sum_{\substack{n \in \alpha + \mathbb{Z}^2 \cap \{n_j - \alpha_j \leq r\}}} \int_{\mathbb{R}^2} \frac{e^{-2\pi i Q(w)}}{(w_2 - in_2)(w_1 - in_1)} \, dw. 
$$

Using

$$\pi \cot(\pi x) = \lim_{r \to \infty} \sum_{k=-r}^{r} \frac{1}{x + k},$$

we obtain that the sum over the integrand (without the exponential factor) is

$$
- \lim_{r \to \infty} \sum_{\substack{n \in \mathbb{Z}^2 \cap \{n_j \leq r\}}} \left( \frac{1}{iw_1 + \alpha_1 + n_1} \right) \left( \frac{1}{iw_2 + \alpha_2 + n_2} \right) = -\pi^2 \cot(\pi (iw_1 + \alpha_1)) \cot(\pi (iw_2 + \alpha_2)).
$$

Using again Lebesgue’s theorem of dominated convergence, one can show that one can interchange the limit and the integration in (6.3) to obtain

$$H_{1,\alpha}(\tau) = \int_{\mathbb{R}^2} \cot(\pi i w_1 + \pi \alpha_1) \cot(\pi i w_2 + \pi \alpha_2) \, e^{2\pi i r Q(w)} \, dw. $$

Using

$$\cot(x + iy) = -\frac{\sin(2x)}{\cos(2x) - \cosh(2y)} + i \frac{\sinh(2y)}{\cos(2x) - \cosh(2y)},$$

then yields,

$$H_{1,\alpha}(\tau) = 2 \int_{\mathbb{R}^2} (G_{\alpha_1}(w_1)G_{\alpha_2}(w_2) - F_{\alpha_1}(w_1)F_{\alpha_2}(w_2)) \, e^{2\pi i r Q(w)} \, dw. \tag{6.4}$$

This gives the claim of Theorem 1.2 in this case.

We next turn to the case that $\alpha_j \in \mathbb{Z}$ for exactly one $j \in \{1, 2\}$. We only consider the case $\alpha_1 \in \mathbb{Z}$, since the case $\alpha_2 \in \mathbb{Z}$ goes analogously. Since the integrand in $H_{1,\alpha}$ is invariant under $\alpha_j \mapsto \alpha_j + 1$, we may assume that $\alpha_1 = 0$. One directly sees from (6.4) that in this case

$$H_{1,(0,\alpha_2)}(\tau) = -2 \lim_{\alpha_1 \to 0} \int_{\mathbb{R}^2} F_{\alpha_1}(w_1)F_{\alpha_2}(w_2) e^{2\pi i r Q(w)} \, dw.$$

Using that $F_0(-w_1) = -F_0(w_1)$, we obtain

$$H_{1,(0,\alpha_2)}(\tau) = - \int_{\mathbb{R}^2} F_0(w_1)F_{\alpha_2}(w_2) e^{2\pi i r (3w_1^2 + w_2^2)} \sum_{\pm} e^{\pm 6\pi i r w_1 w_2} \, dw. \tag{6.5}$$

Now write

$$F_0(w_1) = \left( F_0(w_1) - \frac{1}{\pi w_1} \right) + \frac{1}{\pi w_1}.$$

The contribution of the first term to the integral now exists and gives, changing $w_1 \mapsto -w_1$ for the minus sign

$$-2 \int_{\mathbb{R}^2} \left( F_0(w_1) - \frac{1}{\pi w_1} \right) F_{\alpha_2}(w_2) e^{2\pi i r Q(w)} \, dw.$$

For the second term we write

$$F_{\alpha_2}(w_2) = \left( F_{\alpha_2}(w_2) - F_{\alpha_2} \left( w_2 \pm \frac{3w_1}{2} \right) \right) + F_{\alpha_2} \left( w_2 \pm \frac{3w_1}{2} \right). \tag{6.6}$$
The first term in (6.6) contributes to (6.5), changing \( w_1 \mapsto -w_1 \) for the minus sign

\[
- \frac{2}{\pi} \int_{\mathbb{R}^2} \frac{w_1}{w_1} \left( F_{\alpha_2}(w_2) - F_{\alpha_2}(w_2 + \frac{3w_1}{2}) \right) e^{2\pi i v Q(w)} dw.
\]

For the final term in (6.6) we use that \( 3w_1^2 + w_2^2 \pm 3w_1 w_2 = (w_2 \pm \frac{3w_1}{2})^2 + \frac{3}{4} w_1^2 \), to obtain

\[
- \frac{1}{\pi} \int_{\mathbb{R}} e^{\frac{4\pi v}{\pi}w^2} \frac{w_1}{w_1} \sum_{\pm} F_{\alpha_2} \left( w_2 \pm \frac{3w_1}{2} \right) e^{2\pi i \left( w_2 \pm \frac{3w_1}{2} \right)^2} dw dw_1.
\]

The inner integral on \( w_2 \) now vanishes, which may be seen by changing in the integral on \( w_2 \) for the minus sign \( w_2 \mapsto w_2 + 3w_1 \). Combining, the theorem statement follows. \( \Box \)

### 6.2. Proof of Theorem 1.3.

**Proof of Theorem 1.3.** From (6.3) and (6.4) of [2], one obtains that

\[
\frac{1}{2\pi i} \left[ \frac{\partial}{\partial z} \left( M_2 \left( \sqrt{3}; \sqrt{3v}(2n_1 + n_2), \sqrt{v} \left( n_2 - \frac{2\text{Im}(z)}{v} \right) \right) e^{2\pi i v z} \right) \right]_{z=0} e^{4\pi v Q(n)}
\]

\[
= - \frac{\sqrt{3}}{2\pi} (2n_1 + n_2) \int_0^\infty e^{-\frac{\pi}{2}(2n_1 + n_2)w_1} \int_{n_1}^\infty e^{-\frac{\pi}{2}n_2 w_1} dw dw_1
\]

\[
+ \frac{\sqrt{3}}{4\pi} (3n_1 + 2n_2) \int_0^\infty e^{-\frac{\pi}{2}(3n_1 + 2n_2)w_1} \int_{n_1}^\infty e^{-\frac{3\pi n_1^2 w_1}{2}} dw dw_1
\]

\[
- \frac{\sqrt{3}}{4\pi} n_1 \int_0^\infty e^{-\frac{\pi}{2}(3n_1 + 2n_2)w_1} \int_{n_1}^\infty e^{-\frac{3\pi n_1^2 w_1}{2}} dw dw_1.
\]

Then we sum over \( n \in \alpha + \mathbb{Z}^2 \) satisfying \( |n_j - \alpha_j| \leq r \) and let \( r \to \infty \). On the right hand side we use Lebesgue’s dominated convergence theorem and can reorder the absolutely converging series inside the integral to obtain

\[
\frac{1}{2\pi i} \lim_{r \to \infty} \sum_{n \in \alpha + \mathbb{Z}^2 \atop |n_j - \alpha_j| \leq r} \left[ \frac{\partial}{\partial z} \left( M_2 \left( \sqrt{3}; \sqrt{3v}(2n_1 + n_2), \sqrt{v} \left( n_2 - \frac{2\text{Im}(z)}{v} \right) \right) e^{2\pi i v z} \right) \right]_{z=0} e^{4\pi v Q(n)}
\]

\[
= \frac{1}{2i} H_{2,\alpha}(2iv).
\]

We now use (6.2) and change variables \( w_1 \mapsto 2\sqrt{3}w_1 + \sqrt{3}w_2 \), to obtain

\[
M_2 \left( \sqrt{3}; \sqrt{3v}(2n_1 + n_2), \sqrt{v} \left( n_2 - \frac{2\text{Im}(z)}{v} \right) \right) e^{2\pi i v z}
\]

\[
= - \frac{1}{\pi^2} e^{-\pi v \left( 3(2n_1 + n_2)^2 + \left( n_2 - \frac{2\text{Im}(z)}{v} \right)^2 \right)} e^{2\pi i v z}
\]

\[
\times \int_{\mathbb{R}^2} e^{-\pi vw_1^2 - \pi w_1^2} \left( w_1 - i \left( n_2 - \frac{2\text{Im}(z)}{v} \right) \right) \left( w_1 - \sqrt{3}w_2 - i \left( 2\sqrt{3}n_1 + 2\sqrt{3}\text{Im}(z) \right) \right) dw
\]
Exactly as in the proof of Theorem 1.2, we then obtain forms of weight one and two.

We will show in [3] that these series are also higher depth quantum modular forms with quantum set \( \leq \) author in [5]. To be more precise, define, for \( 1 \in \mathbb{Z} \), studied in [2], there are additional rank two false theta functions studied by the first and third

Observing that on the right hand side the integral over the real part vanishes, gives

Thus

\[
\left[ \frac{\partial}{\partial \alpha} M_2 \left( \sqrt{3}; \sqrt{3}v(2n_1 + n_2), \sqrt{v} \left( n_2 - \frac{2\text{Im}(z)}{v} \right) \right) e^{2\pi i n_2 z} \right]_{z=0} e^{4\pi v Q(n)} = \frac{2}{\pi} \int_{\mathbb{R}^2} w_2 e^{-4\pi v Q(w)} dw.
\]

Exactly as in the proof of Theorem 1.2, we then obtain

\[
\lim_{r \to \infty} \sum_{n \in \alpha + \mathbb{Z}^2 \atop |n_j - \alpha_j| \leq r} \left[ \frac{\partial}{\partial \alpha} M_2 \left( \sqrt{3}; \sqrt{3}v(2n_1 + n_2), \sqrt{v} \left( n_2 - \frac{2\text{Im}(z)}{v} \right) \right) e^{2\pi i n_2 z} \right]_{z=0} e^{4\pi v Q(n)} = \frac{\pi}{\sqrt{\lambda}} \int_{\mathbb{R}^2} w_2 e^{-4\pi v Q(w)} \cot(\pi i w_2 + \pi \alpha_2) \cot(\pi i w_1 + \pi \alpha_1) dw.
\]

Observing that on the right hand side the integral over the real part vanishes, gives

\[
H_{2, \alpha}(\tau) = -2i \int_{\mathbb{R}^2} w_2 (G_{\alpha_1}(w_1)F_{\alpha_2}(w_2) + F_{\alpha_1}(w_1)G_{\alpha_2}(w_2)) e^{2\pi i r Q(w)} dw.
\]

The case \( \alpha_1 \not\in \mathbb{Z} \) follows directly.

For \( \alpha_1 \in \mathbb{Z} \), we obtain

\[
H_{2, \alpha}(\tau) = -2i \int_{\mathbb{R}^2} F_0(w_1)F^*_{\alpha_2}(w_2) e^{2\pi i Q(w)} dw.
\]

Now the claim follows as in the proof of Theorem 1.2. \( \square \)

7. Future work

Here we discuss a few future directions. We also announce a result that will appear in full detail in our forthcoming work [3].

7.1. Further examples of rank two false theta functions. In addition to the function \( F \) studied in [2], there are additional rank two false theta functions studied by the first and third author in [5]. To be more precise, define, for \( 1 \leq s_1, s_2 \leq p \)

\[
F_{s_1, s_2}(q) := \sum_{m_1, m_2 \geq 1 \atop m_1 \equiv m_2 (\text{mod } 3)} \min(m_1, m_2) q^\frac{1}{2} \left( m_1 - \frac{\alpha_1}{p} \right)^2 + \left( m_2 - \frac{\alpha_2}{p} \right)^2 + \left( m_1 - \frac{\alpha_1}{p} \right) \left( m_2 - \frac{\alpha_2}{p} \right)
\times \left( 1 - q^{m_1 s_1} - q^{m_2 s_2} + q^{m_1 s_1 + (m_1 + m_2)s_2} + q^{m_2 s_2 + (m_1 + m_2)s_1} - q^{(m_1 + m_2)(s_1 + s_2)} \right).
\]

We will show in [3] that these series are also higher depth quantum modular forms with quantum set \( \mathbb{Q} \). We believe that these series decompose into two vector-valued higher depth quantum modular forms of weight one and two.
7.2. Example: two-dimensional vector-valued quantum modular forms of depth two. The previous two-parametric family of rank two false theta functions $F_{s_1, s_2}(q)$ takes a particularly nice shape for $p = 2$. In this case it can be shown that the only contribution comes from the weight one component and that only two false theta functions contribute. Their companions are double Eichler integrals with a basis

\[
\int_{-\tau}^{i\infty} \int_{w_2}^{i\infty} \frac{\eta(w_1)^3 \eta(3w_2)^3}{\sqrt{-i(w_1 + \tau)}} \frac{\eta(w_1)^3 \eta(w_2)^3}{\sqrt{-i(w_2 + \tau)}} \, dw_2 \, dw_1.
\]

This gives a two-dimensional vector-valued quantum modular form of depth two and weight one.
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