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Abstract. In this paper, we show that for discrete time-varying linear control systems uniform complete controllability implies arbitrary assignability of dichotomy spectrum of closed-loop systems. This result significantly strengthens the result in [5] about arbitrary assignability of Lyapunov spectrum of discrete time-varying linear control systems.

1. Introduction. The notion of dichotomy spectrum of linear time-varying systems initiated from the work of Sacker and Sell in 1970s (see [17]). Since then this notion has played an important role in the qualitative theory of time-varying systems including the stability theory (see [6]), the linearization theory (see [8, 11]), the invariant manifold theory (see [2, 12, 6]), the normal form theory (see [21]), the bifurcation theory (see [16]), etc....

Due to the wide application of the dichotomy spectrum in the qualitative theory of time-varying systems, it is of particular importance to know whether we can control this spectrum. More concretely, we are interested in discrete time-varying linear control system

\[ x_{n+1} = A_n x_n + B_n u_n. \]

The question is that for a given compact set written as the union of some disjoint intervals whether there exists a linear feedback \( u_n = U_n x_n \) for which the dichotomy spectrum of the closed-loop system

\[ x_{n+1} = (A_n + B_n U_n) x_n \]

is equal to the given compact set (assignability of dichotomy spectrum). In this paper, we show that uniform complete controllability implies assignability of dichotomy spectrum.
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Note that uniform complete controllability is also a sufficient condition for arbitrary assignability of Lyapunov spectrum of time-varying control systems, see [13, 5, 4]. Recall that the Lyapunov spectrum of a time-varying system consists of all possible average growth rates of solutions of this system and it is known that the Lyapunov spectrum is a subset of the dichotomy spectrum. Then, our result in assigning dichotomy spectrum implies the result of assigning Lyapunov spectrum in [5], see Remark 2.6 for a more details.

The structure of the paper is as follows: The first part of Section 2 is devoted to present the basic concept called dichotomy spectrum of discrete time-varying systems (Subsection 2.1). The statement of the main result about assignability of dichotomy spectrum is stated in Subsection 2.2. The proof of the main result is presented in Subsection 3.3 of Section 3. The other two subsections of Section 3 are preparation for the proof and have the following structure: Subsection 3.1 is devoted to prove a result on the dichotomy spectrum of upper-triangular discrete time-varying systems, Subsection 3.2 is used to recall a result in [5] in transforming a uniformly completely controllable linear system to an upper-triangular linear system. In the Appendix, we recall the notion of dichotomy spectrum for continuous time-varying systems. A relation between the dichotomy spectra of continuous time-varying systems and the associated 1-time discrete time-varying systems is established in Lemma 4.2.

Notations. For $d, s \in \mathbb{N}$, let $\mathcal{L}^\infty(\mathbb{T}, \mathbb{R}^{d \times s})$, where $\mathbb{T}$ stands for $\mathbb{Z}, \mathbb{Z}_{\geq 0}, \mathbb{Z}_{\leq 0}$, denote the space consisting of $M = (M_n)_{n \in \mathbb{T}}$ with $M_n \in \mathbb{R}^{d \times s}$ satisfying that $\|M\|_{\infty} := \sup_{n \in \mathbb{T}} \|M_n\| < \infty$.

For $d \in \mathbb{N}$, let $\mathcal{L}_{\text{Ly}}(\mathbb{T}, \mathbb{R}^{d \times d})$ denote the set of all Lyapunov sequences $M = (M_n)_{n \in \mathbb{T}}$ in $\mathbb{R}^{d \times d}$, i.e. $M \in \mathcal{L}^\infty(\mathbb{T}, \mathbb{R}^{d \times d})$ and its inverse sequence $M^{-1} := (M_n^{-1})_{n \in \mathbb{T}}$ exists and $M^{-1} \in \mathcal{L}^\infty(\mathbb{T}, \mathbb{R}^{d \times d})$.

2. Preliminaries and main results.

2.1. Dichotomy spectrum of discrete time-varying linear system. Consider discrete time-varying linear system

$$x_{n+1} = M_n x_n \quad \text{for } n \in \mathbb{Z},$$

(1)

where $M := (M_n)_{n \in \mathbb{Z}} \in \mathcal{L}_{\text{Ly}}(\mathbb{Z}, \mathbb{R}^{d \times d})$. Let $\Phi_M(\cdot, \cdot) : \mathbb{Z} \times \mathbb{Z} \to \mathbb{R}^{d \times d}$ denote the evolution operator generated by (1), i.e.

$$\Phi_M(m, n) := \begin{cases} M_m \ldots M_{n+1}, & \text{if } m > n, \\ id, & \text{if } m = n, \\ M_{m+1}^{-1} \ldots M_n^{-1}, & \text{if } m < n. \end{cases}$$

Next, we introduce the notion of one-sided and two-sided dichotomy spectrum of (1). These notions are defined in terms of exponential dichotomy. Recall that system (1) is said to admit an exponential dichotomy on $\mathbb{T}$, where $\mathbb{T}$ is either $\mathbb{Z}, \mathbb{Z}_{\geq 0}$ or $\mathbb{Z}_{\leq 0}$, if there exist $K, \alpha > 0$ and a family of projections $(P_n)_{n \in \mathbb{T}}$ in $\mathbb{R}^{d \times d}$ such that for all $m, n \in \mathbb{T}$ we have

$$\|\Phi_M(m, n)P_n\| \leq Ke^{-\alpha(m-n)} \quad \text{for } m \geq n,$$

$$\|\Phi_M(m, n)(id - P_n)\| \leq Ke^{\alpha(m-n)} \quad \text{for } m \leq n,$$

see [14].
Setting and the statement of the main result.

2.2. Spectrum of continuous time-varying linear systems are introduced in the Appendix.

Definition 2.1 (Dichotomy spectrum for discrete time-varying linear systems). The dichotomy spectrum of (1) on \( \mathbb{Z}, \mathbb{Z}_{\geq 0}, \mathbb{Z}_{\leq 0} \) are defined, respectively, as follows

\[
\Sigma_{\text{ED}}(M) := \{ \gamma \in \mathbb{R} : x_{n+1} = e^{-\gamma} M_n x_n \text{ has no ED on } \mathbb{Z} \},
\]

\[
\Sigma^+_{\text{ED}}(M) := \{ \gamma \in \mathbb{R} : x_{n+1} = e^{-\gamma} M_n x_n \text{ has no ED on } \mathbb{Z}_{\geq 0} \},
\]

\[
\Sigma^-_{\text{ED}}(M) := \{ \gamma \in \mathbb{R} : x_{n+1} = e^{-\gamma} M_n x_n \text{ has no ED on } \mathbb{Z}_{\leq 0} \}.
\]

Remark 2.2. In [3, 14], the definition of dichotomy spectrum is slightly different to Definition 2.1 in which the authors consider the shifted systems of the form

\[
x_{n+1} = \frac{1}{\beta} M_n x_n, \quad \text{where } \beta \in (0, \infty).
\]

Since there is an one-to-one correspondence between \( \beta \in (0, \infty) \) and \( e^{-\gamma} \), where \( \gamma \in \mathbb{R} \), there is an one-to-one correspondence between the spectrum in Definition 2.1 and the one introduced in [3, 14].

Thanks to the above Remark and the spectral theorem proved in [3] and [16, Theorem 4.24], the spectrum \( \Sigma_{\text{ED}}(M) \) (also \( \Sigma^+_{\text{ED}}(M) \) and \( \Sigma^-_{\text{ED}}(M) \)) is given as the union of at most \( d \) disjoint intervals. The corresponding notions of dichotomy spectrum of continuous time-varying linear systems are introduced in the Appendix.

2.2. Setting and the statement of the main result. Consider a discrete time-varying linear control system

\[
x_{n+1} = A_n x_n + B_n u_n,
\]

where \( A = (A_n)_{n \in \mathbb{Z}} \in \mathcal{L}^{L^\infty}(\mathbb{Z}, \mathbb{R}^{d \times d}), B = (B_n)_{n \in \mathbb{Z}} \in \mathcal{L}^{\infty}(\mathbb{Z}, \mathbb{R}^{s \times d}) \) and \( U = (u_n)_{n \in \mathbb{Z}} \in \mathcal{L}^{\infty}(\mathbb{Z}, \mathbb{R}^{s \times d}) \). Let \( x(\cdot, n, \xi, u) \) denote the solution of (2) satisfying that \( x(n) = \xi \). Now, we recall the notion of uniform complete controllability of (2), see also [5].

Definition 2.3 (Uniform complete controllability). System (2) is called uniformly completely controllable if there exist a positive \( \alpha \) and a natural number \( K \) such that for all \( \xi \in \mathbb{R}^d \) and \( k_0 \in \mathbb{Z} \) there exists a control sequence \( u_n, n = k_0, k_0 + 1, \ldots, k_0 + K - 1 \) such that

\[
x(k_0 + K, k_0, 0, u) = \xi
\]

and

\[
\|u_n\| \leq \alpha \|\xi\| \quad \text{for all } n = k_0, k_0 + 1, \ldots, k_0 + K - 1.
\]

For a bounded sequence of linear feedback control \( U = (U_n)_{n \in \mathbb{Z}} \in \mathcal{L}^{\infty}(\mathbb{Z}, \mathbb{R}^{s \times d}) \), the corresponding closed-loop system is

\[
x_{n+1} = (A_n + B_n U_n) x_n.
\]

In the case that \( A + B U \in \mathcal{L}^{L^\infty}(\mathbb{Z}, \mathbb{R}^{d \times d}) \), the dichotomy spectrum of (3) is denoted by \( \Sigma_{\text{ED}}(A + BU) \).

Definition 2.4. The dichotomy spectrum of (3) is called assignable if for arbitrary disjoint closed intervals \([a_1, b_1], \ldots, [a_\ell, b_\ell]\), where \( 1 \leq \ell \leq d \), there exists a bounded linear feedback control \( U \in \mathcal{L}^\infty(\mathbb{Z}, \mathbb{R}^{s \times d}) \) such that \( A + B U \in \mathcal{L}^{L^\infty}(\mathbb{Z}, \mathbb{R}^{d \times d}) \) and

\[
\Sigma_{\text{ED}}(A + BU) = \bigcup_{i=1}^{\ell} [a_i, b_i].
\]

We now state the main result of this paper.
Theorem 2.5 (Assignability for dichotomy spectrum of discrete time-varying linear systems). Suppose that system (2) is uniformly completely controllable. Then, the dichotomy spectrum of (3) is assignable.

Remark 2.6. (i) Recall that for a discrete time-varying linear system
\[ x_{n+1} = M_n x_n, \quad \text{where } M := (M_n)_{n \in \mathbb{Z}} \in \mathcal{L}^{\text{Lyap}}(\mathbb{Z}, \mathbb{R}^{d \times d}), \]
the Lyapunov exponent of a non-trivial solution \( \Phi_M(n, 0) \xi \) of (4) is given by
\[ \chi(\xi) := \limsup_{n \to \infty} \frac{1}{n} \log \| \Phi_M(n, 0) \xi \|. \]
The Lyapunov spectrum of (4) is defined as
\[ \Sigma_{\text{Lya}}(M) := \bigcup_{0 \neq \xi \in \mathbb{R}^d} \chi(\xi). \]
It is known that \( \Sigma_{\text{Lya}}(M) \) consists of at most \( d \) elements (cf. [1, Chapter II]). Furthermore, suppose that \( \Sigma_{\text{ED}}(M) \) is represented as a disjoint union of \( \ell \) intervals \( \bigcup_{i=1}^{\ell} [a_i, b_i] \). Then,
\[ \Sigma_{\text{Lya}}(M) \subset \Sigma_{\text{ED}}(M), \quad \Sigma_{\text{Lya}}(M) \cap [a_i, b_i] \neq \emptyset, \]
see, e.g. [16, p. 106] (cf. [9]).

(ii) Suppose that system (2) is uniformly completely controllable. Now, let \( \{\lambda_1, \ldots, \lambda_\ell\} \) be an arbitrary set of \( \ell \) real numbers, where \( 1 \leq \ell \leq d \). Let \( a_i = b_i = \lambda_i \) for \( 1 \leq i \leq \ell \). By virtue of Theorem 2.5, there exists a bounded linear feedback control \( U = (U_n)_{n \in \mathbb{Z}} \) such that \( A+BU \in \mathcal{L}^{\text{Lyap}}(\mathbb{Z}, \mathbb{R}^{d \times d}) \) and \( \Sigma_{\text{ED}}(A+BU) = \bigcup_{i=1}^{\ell} \{\lambda_i\} \).
This together with (5) implies that
\[ \Sigma_{\text{ED}}(A + BU) = \Sigma_{\text{Lya}}(A + BU) = \bigcup_{i=1}^{\ell} \{\lambda_i\}. \]
Consequently, for discrete time-varying linear control systems assignability of dichotomy spectrum implies assignability of Lyapunov spectrum.

3. Proof of the main results. The main ingredient of the proof consists of two parts. In the first part, we extend a result in [7] to obtain an explicit computation of the dichotomy spectrum of a special upper-triangular linear difference system. Concerning the second part, we first extend the result in [5, Theorem 4.6] to two-sided linear systems and then use this result to find a suitable linear feedback control such that the closed-loop system (3) is kinematically equivalent to an upper triangular linear difference system.

3.1. Dichotomy spectrum of upper-triangular linear difference systems. In the first part of this subsection, we extend a part of the result about the presentation of the dichotomy spectrum of a block upper-triangular differential equation in terms of the dichotomy spectra of subsystems in [7] to discrete time-varying systems. To do this, we recall this result for continuous time-varying systems.

Theorem 3.1. Consider an upper-triangular linear differential equation
\[ \dot{x}(t) = W(t)x(t), \quad \text{where } W(t) = \begin{pmatrix} X(t) & Z(t) \\ 0 & Y(t) \end{pmatrix}, \]
where \( X : \mathbb{R} \to \mathbb{R}^{k \times k}, Y : \mathbb{R} \to \mathbb{R}^{(d-k) \times (d-k)}, Z : \mathbb{R} \to \mathbb{R}^{k \times (d-k)} \) are measurable and essentially bounded. Then,

\[
\Sigma_{\text{ED}}^+(X) \cup \Sigma_{\text{ED}}^-(Y) \subset \Sigma_{\text{ED}}(W) \subset \Sigma_{\text{ED}}(X) \cup \Sigma_{\text{ED}}(Y),
\]

where \( \Sigma_{\text{ED}}^+(X) := \Sigma_{\text{ED}}^+(X) \cup \Sigma_{\text{ED}}^-(X), \Sigma_{\text{ED}}^-(Y) := \Sigma_{\text{ED}}^+(Y) \cup \Sigma_{\text{ED}}^-(Y) \).

**Proof.** See [7, Section 4].

Consider discrete time-varying system

\[
x_{n+1} = D_n x_n, \quad \text{where} \quad D_n = \begin{pmatrix} A_n & C_n \\ 0 & B_n \end{pmatrix},
\]

where \( A = (A_n)_{n \in \mathbb{Z}} \in \mathcal{L}^{\text{Lyap}}(\mathbb{Z}, \mathbb{R}^{k \times k}), B = (B_n)_{n \in \mathbb{Z}} \in \mathcal{L}^{\text{Lyap}}(\mathbb{Z}, \mathbb{R}^{(d-k) \times (d-k)}), \) and \( C = (C_n)_{n \in \mathbb{Z}} \in \mathcal{L}^\infty(\mathbb{Z}, \mathbb{R}^{k \times (d-k)}) \).

**Theorem 3.2** (Dichotomy spectrum of upper-triangular discrete time-varying linear systems). Let \( \Sigma_{\text{ED}}(D) \) denote the dichotomy spectrum of (6). Then,

\[
\Sigma_{\text{ED}}^+(A) \cup \Sigma_{\text{ED}}^-(B) \subset \Sigma_{\text{ED}}(D) \subset \Sigma_{\text{ED}}^+(A) \cup \Sigma_{\text{ED}}(B),
\]

where \( \Sigma_{\text{ED}}^+(A) := \Sigma_{\text{ED}}^+(A) \cup \Sigma_{\text{ED}}^-(A), \Sigma_{\text{ED}}^-(B) := \Sigma_{\text{ED}}^+(B) \cup \Sigma_{\text{ED}}^-(B) \).

**Proof.** Define a measurable and bounded function \( W : \mathbb{R} \to \mathbb{R}^{d \times d} \) of the form

\[
W(t) = \begin{pmatrix} X(t) & Z(t) \\ 0 & Y(t) \end{pmatrix}, \quad \text{where} \quad X(t) = A_n, Y(t) = B_n, Z(t) = C_n \quad \text{for} \ t \in [n, n+1), n \in \mathbb{Z}.
\]

Obviously, equation (6) is the 1-time discrete time-varying system associated with

\[
\dot{x} = W(t)x, \quad \text{where} \ t \in \mathbb{R},
\]

(see Appendix for the notion of the associated 1-time discrete time-varying systems). Then, by virtue of Lemma 4.2 we have

\[
\Sigma_{\text{ED}}^+(A) \cup \Sigma_{\text{ED}}^-(B) = \Sigma_{\text{ED}}^+(X) \cup \Sigma_{\text{ED}}^+(Y),
\]

\[
\Sigma_{\text{ED}}(D) = \Sigma_{\text{ED}}(W),
\]

\[
\Sigma_{\text{ED}}(A) \cup \Sigma_{\text{ED}}(B) = \Sigma_{\text{ED}}(X) \cup \Sigma_{\text{ED}}(Y),
\]

On the other hand, by definition of \( W(t) \) and Theorem 3.1 we have

\[
\Sigma_{\text{ED}}^+(X) \cup \Sigma_{\text{ED}}^+(Y) \subset \Sigma_{\text{ED}}(W) \subset \Sigma_{\text{ED}}(X) \cup \Sigma_{\text{ED}}(Y),
\]

which together with (8) proves (7). The proof is complete. \( \square \)

**Remark 3.3.** The main ingredient in the proof of Theorem 3.2 is the coincidence correspondence between the dichotomy spectra of continuous time-varying systems and the associated 1-time discrete time-varying systems. By using a different approach based on operator-theoretical tools, this result was also established in [15, Section 4].

In the final part of this subsection, we study a special class of upper triangular discrete time-varying systems whose dichotomy spectra are given as the union of the dichotomy spectra of the subsystems corresponding to diagonal entries. More concretely, let \((p^1_n)_{n \in \mathbb{Z}}, (p^2_n)_{n \in \mathbb{Z}}, \ldots, (p^d_n)_{n \in \mathbb{Z}}\) be scalar Lyapunov sequences satisfying that

\[
p_i^n = p_i^{-n} \quad \text{for all} \ n \in \mathbb{Z}, i = 1, \ldots, d.
\]
For each \( i = 1, \ldots, d \), we denote by \( \Sigma_{\text{ED}}(p^i) \) the dichotomy spectrum of the scalar linear system
\[
z_{n+1} = p^i_n z_n \quad \text{for } n \in \mathbb{Z}.
\]

**Proposition 3.4.** Let \( (C_n)_{n \in \mathbb{Z}} \), where \( C_n = (c_{ij}^{(n)})_{1 \leq i,j \leq d} \), be an arbitrary bounded sequence of upper-triangular matrices in \( \mathbb{R}^{d \times d} \) satisfying that
\[
c_{ii}^{(n)} = p^i_n \quad \text{for all } n \in \mathbb{Z}, i = 1, \ldots, d.
\]
Then, the dichotomy spectrum \( \Sigma_{\text{ED}}(C) \) of the system \( x_{n+1} = C_n x_n \) is given by
\[
\Sigma_{\text{ED}}(C) = \bigcup_{i=1}^{d} \Sigma_{\text{ED}}(p^i).
\]

**Proof.** Using Theorem 3.2, we obtain that
\[
\bigcup_{i=1}^{d} \Sigma_{\text{ED}}^\pm(p^i) \subset \Sigma_{\text{ED}}(C) \subset \bigcup_{i=1}^{d} \Sigma_{\text{ED}}(p^i),
\]
where \( \Sigma_{\text{ED}}^\pm(p^i) = \Sigma_{\text{ED}}^+(p^i) \cup \Sigma_{\text{ED}}^-(p^i) \). Thus, to complete the proof it is sufficient to show that
\[
\Sigma_{\text{ED}}(p^i) \subset \Sigma_{\text{ED}}^\pm(p^i) \quad \text{for all } i = 1, \ldots, d. \tag{10}
\]
For this purpose, let \( i \in \{1, \ldots, d\} \) and \( \gamma \not\in \Sigma_{\text{ED}}^+(p^i) \) be arbitrary. Then, by Definition 2.1 one of the following alternatives holds:

(A1) There exist \( K, \alpha > 0 \) such that
\[
|p^i_{m-1} \cdots p^i_n| \leq K e^{(\gamma-\alpha)(m-n)} \quad \text{for } m, n \in \mathbb{Z}_{\geq 0} \text{ with } m \geq n. \tag{11}
\]
Thus, by (9) we also have that
\[
|p^i_{m-1} \cdots p^i_n| = \begin{cases} 
    |p^i_{m-1} \cdots p^i_0||p^i_1 \cdots p^i_{n-1}| \leq K^2 e^{(\gamma-\alpha)(m-n)} & \text{for } m \geq 0 \geq n, \\
    |p^i_{n-1} \cdots p^i_{n-m}| \leq K e^{(\gamma-\alpha)(m-n)} & \text{for } 0 \geq m \geq n.
\end{cases}
\]
It means that the shifted system
\[
z_{n+1} = e^{-\gamma} p^i_n z_n, \quad \text{where } n \in \mathbb{Z}
\]
exhibits an exponential dichotomy on \( \mathbb{Z} \). Consequently, \( \gamma \not\in \Sigma_{\text{ED}}(p^i) \).

(A2) There exist \( K, \alpha > 0 \) such that
\[
\left| \frac{1}{p^i_m} \cdots \frac{1}{p^i_{n-1}} \right| \leq K e^{(\gamma+\alpha)(m-n)} \quad \text{for } m, n \in \mathbb{Z}_{\geq 0} \text{ with } m \leq n,
\]
which implies that
\[
|p^i_m \cdots p^i_{n-1}| \geq \frac{1}{K} e^{(\gamma+\alpha)(n-m)} \quad \text{for } m, n \in \mathbb{Z}_{\geq 0} \text{ with } n \geq m.
\]
Thus, by (9) we also have that
\[
|p^i_m \cdots p^i_n| = \begin{cases} 
    |p^i_m \cdots p^i_{n-1}||p^i_0 \cdots p^i_{n-1}| \geq \frac{1}{K^2} e^{\gamma(m-n)} & \text{for } n \geq 0 \geq m, \\
    |p^i_{n-m} \cdots p^i_{n-1}| \geq \frac{1}{K} e^{\gamma(m-n)} & \text{for } 0 \geq n \geq m.
\end{cases}
\]
It means that the shifted system
\[
z_{n+1} = e^{-\gamma} p^i_n z_n, \quad \text{where } n \in \mathbb{Z}
\]
exhibits an exponential dichotomy on \( \mathbb{Z} \). Therefore, in this alternative we also arrive at \( \gamma \not\in \Sigma_{\text{ED}}(p^i) \).
Since $\gamma \not\in \Sigma_{ED}(p^i)$ is arbitrary it follows that $\Sigma_{ED}(p^i) \subset \Sigma_{ED}^+(p^i)$. This shows (10) and the proof is complete. \hfill $\Box$

3.2. Upper-triangularization of uniformly completely controllable systems. Recall that two discrete time-varying linear systems

\[ x_{n+1} = A_n x_n, \quad y_{n+1} = B_n y_n \quad \text{for } n \in \mathbb{T} \quad (\mathbb{T} \text{ stands for } \mathbb{Z}_{\geq 0} \text{ or } \mathbb{Z}), \]

where $(A_n)_{n \in \mathbb{T}}, (B_n)_{n \in \mathbb{T}} \in \mathcal{L}^{\text{ly}(\mathbb{T}, \mathbb{R}^{d \times d})}$, are called kinematically equivalent\(^1\) if there exists a transformation $(T_n)_{n \in \mathbb{T}} \in \mathcal{L}^{\text{ly}(\mathbb{T}, \mathbb{R}^{d \times d})}$ such that

\[ A_n T_n = T_{n+1} B_n \quad \text{for all } n \in \mathbb{T}. \]

As was proved in [5, Theorem 4.6] that for a uniformly completely controllable one sided discrete time-varying control system and a given diagonal discrete time-varying system, there is a bounded feedback control such that the corresponding closed-loop system is kinematically equivalent to an upper-triangular system whose diagonal part coincides with the given diagonal system. Under a slight modification, this result can be extended to two-sided discrete time-varying control system and we arrive at the following result.

**Theorem 3.5** (Upper-triangularization of uniformly completely controllable two-sided discrete time-varying systems). Consider a uniformly completely controllable two-sided discrete time-varying control system

\[ x_{n+1} = A_n x_n + B_n u_n, \quad \text{for } n \in \mathbb{Z}, \quad (12) \]

where $A = (A_n)_{n \in \mathbb{Z}} \in \mathcal{L}^{\text{ly}}(\mathbb{Z}, \mathbb{R}^{d \times d}), B = (B_n)_{n \in \mathbb{Z}} \in \mathcal{L}^{\infty}(\mathbb{Z}, \mathbb{R}^{d \times s})$. Let $(p_i^j)_{n \in \mathbb{Z}}, i = 1, \ldots, d$, be arbitrary scalar positive Lyapunov sequences. Then, there exist a bounded feedback control $U = (U_n)_{n \in \mathbb{N}} \in \mathcal{L}^{\infty}(\mathbb{N}, \mathbb{R}^{s \times d})$ and a sequence of upper triangular matrices $(C_n)_{n \in \mathbb{Z}} \in \mathcal{L}^{\text{ly}}(\mathbb{Z}, \mathbb{R}^{d \times d})$, where $C_n = (c_{ij}^{(n)})_{1 \leq i, j \leq d}$ with $c_{ii}^{(n)} = p_i^n$, satisfying that the following systems

\[ x_{n+1} = (A_n + B_n U_n) x_n, \quad y_{n+1} = C_n y_n \quad \text{for } n \in \mathbb{Z} \]

are kinematically equivalent.

**Proof.** See [5, Theorem 4.6]. \hfill $\Box$

3.3. Proof of the main result.

**Proof of Theorem 2.5.** Let $[a_1, b_1], \ldots, [a_{d}, b_{d}]$, where $1 \leq \ell \leq d$, be arbitrary disjoint closed intervals. For $1 \leq i \leq \ell$, we define a positive scalar sequence $(p_i^n)_{n \in \mathbb{Z}}$ with $p_i^n = p_i^{-n}$ for $n \in \mathbb{Z}$ and

\[ p_i^n = \begin{cases} 
         e^{a_i^n}, & \text{for } n \in [2^m, 2^{m+1}), m \in \mathbb{Z}_{\geq 0}, \\
         e^{b_i^n}, & \text{for } n \in [2^{m+1}, 2^{m+2}), m \in \mathbb{Z}_{\geq 0}, \\
         e^{\frac{a_i^n + b_i^n}{2}}, & \text{for } n = 0.
         \end{cases} \quad (13) \]

Consider the corresponding linear scalar system

\[ z_{n+1} = p_i^n z_n \quad \text{for } n \in \mathbb{Z}. \quad (14) \]

By virtue of Proposition 3.4, the dichotomy spectrum of (14) satisfies that $\Sigma_{ED}(p_i^n) = \Sigma_{ED}^+(p_i^n)$. By (13), it is obvious to see that $\Sigma_{ED}(p_i^n) = [a_i, b_i]$ and then we arrive at

\[ \Sigma_{ED}(p_i^n) = [a_i, b_i] \quad \text{for } i = 1, \ldots, \ell. \quad (15) \]

\(^1\)This notion is also known as dynamical equivalence
bounded feedback control and a sequence of upper triangular matrices \((C_n)_{n \in \mathbb{Z}} \in L^\infty_{LD}(\mathbb{Z}, \mathbb{R}^{d \times d})\), where \(C_n = (c_{ij}^{(n)})_{1 \leq i, j \leq d}\) with \(c_{ii}^{(n)} = p_i^n\) such that

\[
x_{n+1} = (A_n + B_n U_n)x_n, \quad y_{n+1} = C_n y_n \quad \text{for } n \in \mathbb{Z}
\]

are kinematically equivalent. This together with Proposition 3.4 and (15) implies that

\[
\Sigma_{ED}(A + BU) = \Sigma_{ED}(C) = \bigcup_{i=1}^{d} \Sigma_{ED}(p^i) = \bigcup_{i=1}^{t} [a_i, b_i].
\]

The proof is complete. □

4. Appendix. Consider a continuous time-varying linear system

\[
\dot{x}(t) = W(t)x(t), \quad t \in \mathbb{R},
\]

where \(W : \mathbb{R} \to \mathbb{R}^{d \times d}\) is measurable and essentially bounded. Let \(\Phi_W(\cdot, \cdot) : \mathbb{R} \times \mathbb{R} \to \mathbb{R}^{d \times d}\) denote the evolution operator generated by (16), i.e. \(\Phi(\cdot, s)\xi\) solves (16) with the initial valued condition \(x(s) = \xi\). Next, we introduce the notion of one-sided and two-sided dichotomy spectrum of (16). These notions are defined in terms of exponential dichotomy. Recall that system (16) is said to admit an exponential dichotomy on \(\mathbb{T}\), where \(\mathbb{T}\) is either \(\mathbb{R}, \mathbb{R}_{\geq 0}\) or \(\mathbb{R}_{\leq 0}\), if there exist \(K, \alpha > 0\) and a family of projections \(P : \mathbb{T} \to \mathbb{R}^{d \times d}\) such that for all \(t, s \in \mathbb{T}\) we have

\[
\|\Phi_W(t, s)P(s)\| \leq Ke^{-\alpha(t-s)} \quad \text{for } t \geq s,
\]

\[
\|\Phi_W(t, s)(\text{id} - P(s))\| \leq Ke^{\alpha(t-s)} \quad \text{for } t \leq s.
\]

**Definition 4.1 (Dichotomy spectrum for continuous-time varying linear systems).**

The dichotomy spectrum of (16) on \(\mathbb{R}, \mathbb{R}_{\geq 0}, \mathbb{R}_{\leq 0}\) are defined, respectively, as follows

\[
\Sigma_{ED}(W) := \{\gamma \in \mathbb{R} : \dot{x} = (W(t) - \gamma \text{id})x \text{ has no ED on } \mathbb{R}\},
\]

\[
\Sigma^+(W) := \{\gamma \in \mathbb{R} : \dot{x} = (W(t) - \gamma \text{id})x \text{ has no ED on } \mathbb{R}_{\geq 0}\},
\]

\[
\Sigma^-(W) := \{\gamma \in \mathbb{R} : \dot{x} = (W(t) - \gamma \text{id})x \text{ has no ED on } \mathbb{R}_{\leq 0}\}.
\]

It is proved in [20, 10] that \(\Sigma_{ED}(W)\) (also \(\Sigma^+(W)\) and \(\Sigma^-(W)\)) is a compact set consisting of at most \(d\) disjoint intervals.

Now, we introduce the discrete time-varying system associated with (16). The following system

\[
x_{n+1} = A_n x_n, \quad \text{where } A_n := \Phi_W(n + 1, n),
\]

is called the 1-time discrete time-varying linear system associated with (16), see also [8]. Obviously, the evolution operator \(\Phi_A(\cdot, \cdot) \in \mathbb{Z} \times \mathbb{Z} \to \mathbb{R}^{d \times d}\) generated by (17) is given by

\[
\Phi_A(m, n) = \Phi_W(m, n) \quad \text{for } m, n \in \mathbb{Z}.
\]

The following lemma shows that the dichotomy spectra of (16) and (17) coincide.

**Lemma 4.2.** The following statements hold

\[
\Sigma_{ED}(W) = \Sigma_{DE}(A), \Sigma^+(W) = \Sigma^+(A), \Sigma^-(W) = \Sigma^-(A).
\]
We show that $\Sigma$ follows with Gronwall’s inequality that $e^{-\gamma(t-s))}\Phi(t,s)$ is the evolution operator of the shifted systems

$$\dot{x} = (W(t) - \gamma \text{id})x,$$

there exist $K, \alpha > 0$ and a family of projections $P : \mathbb{R} \to \mathbb{R}^{d \times d}$ such that

$$\|\Phi_W(t,s)P(s)\| \leq Ke^{(\gamma-\alpha)(t-s)} \quad \text{for } t \geq s,$$

$$\|\Phi_W(t,s)(\text{id} - P(s))\| \leq Ke^{(\gamma+\alpha)(t-s)} \quad \text{for } t \leq s.$$ 

In particular, by letting $P_n := P(n)$ for $n \in \mathbb{Z}$ and (18) we arrive at the following properties of the evolution operator $\Phi_A(m,n)$ generated by (17)

$$\|\Phi_A(m,n)P_n\| \leq Ke^{(\gamma-\alpha)(m-n)} \quad \text{for } m \geq n,$$

$$\|\Phi_A(m,n)(\text{id} - P_n)\| \leq Ke^{(\gamma+\alpha)(m-n)} \quad \text{for } m \leq n.$$ 

Consequently, the shifted discrete time-varying system

$$x_{n+1} = e^{-\gamma}A_n x_n, \quad n \in \mathbb{Z},$$

exhibits an exponential dichotomy. Thus, $\gamma \notin \Sigma_{\text{ED}}(A)$.

**Step 2.** We show that $\Sigma_{\text{ED}}(W) \subset \Sigma_{\text{ED}}(A)$. For this purpose, let $\gamma \notin \Sigma_{\text{ED}}(A)$, there exist $K, \alpha > 0$ and a family of projections $(P_n)_{n \in \mathbb{Z}}$ of $\mathbb{R}^{d \times d}$ such that

(19)

$$\|\Phi_A(m,n)P_n\| \leq Ke^{(\gamma-\alpha)(m-n)} \quad \text{for } m \geq n,$$

$$\|\Phi_A(m,n)(\text{id} - P_n)\| \leq Ke^{(\gamma+\alpha)(m-n)} \quad \text{for } m \leq n.$$ 

We define a map $P : \mathbb{R} \to \mathbb{R}^{d \times d}$ by

$$P(t) := \Phi_W(t,n)P_n \Phi_W(n,t) \quad \text{for } t \in [n,n+1), n \in \mathbb{Z}.$$ 

Since $W(\cdot)$ is measurable and essentially bounded, i.e. $\text{ess sup}_{t \in \mathbb{R}} \|W(t)\| < \infty$, it follows with Gronwall’s inequality that

$$\kappa := \sup_{|t-s| \leq 1} \|\Phi_W(t,s)\| < \infty.$$ 

Thus, for any $t \geq s$ by letting $m := \lceil t \rceil$ (the smallest integer number greater or equal $t$), $n := \lfloor s \rfloor$ (the largest integer number smaller or equal $s$) and (19) we have

$$\|\Phi_W(t,s)P(s)\| = \|\Phi_W(t,s)\Phi_W(s,n)P_n \Phi_W(n,s)\| \leq \kappa^2 \|\Phi_W(m,n)P_n\| \leq \kappa^2 Ke^{2(\gamma-\alpha)(t-s)}.$$ 

Similarly, for $t \leq s$ we have

$$\|\Phi_W(t,s)(\text{id} - P(s))\| \leq \kappa^2 Ke^{2(\gamma+\alpha)(t-s)},$$

which implies that the shifted continuous time-varying system

$$\dot{x} = (W(t) - \gamma \text{id})x$$

exhibits an exponential dichotomy. Thus, $\gamma \notin \Sigma_{\text{ED}}(W)$ and the proof is complete. $\square$
Remark 4.3. In the same spirit in finding connections between asymptotical properties of continuous time-varying systems and the associated discrete time-varying systems as in Lemma 4.2, the authors in [18, 19] showed that dichotomic (resp. trichotomic) properties of a continuous time non-invertible evolution family in a Banach space can be completely recovered from the dichotomic (resp. trichotomic) behavior of the associated discrete time evolution family.
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