Quantifying the resilience of rapid transit systems: A composite index using a demand-weighted complex network model
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Abstract

Quantifying the impact of disruptions on rapid transit resilience is crucial in transport planning. We propose a composite resilience score for rapid transit systems comprising four indicators that measure different physical aspects of resilience. These are computed using a weighted network model incorporating the network structure of stations, differences in line capacities, and travel demand. Our method provides a holistic assessment of network resilience and allows for straightforward comparisons of different scenarios including rail expansions and changes in demand. Applying our methodology to multiple configurations of Singapore’s rapid transit system, we demonstrate its effectiveness in capturing the impact of planned future lines. We also showcase through simulated studies how tipping points in resilience arise when demand varies. Furthermore, we demonstrate that system resilience could be unintentionally reduced by redistributing commuting demand to peripheral areas. Our methodology is easily applied to other rapid transit systems around the world.

Introduction

Transportation systems are the lifeblood of cities; worldwide, they are acknowledged as crucial factors for healthy economies and stable societies [1]. Rapid transit systems (RTS), also known as metro or subway systems, are especially crucial due to their ability to sustain higher passenger throughput as compared to other public transport modes such as buses. RTS also has the advantage of operating independently from the road network infrastructure thus reducing traffic congestion and lowering the city’s carbon footprint. Having an efficient RTS enhances both mobility and accessibility within urbanized systems, and indirectly furthers economic advancement [2]. With rapid urbanisation and continued growth of cities, RTS therefore plays an increasingly significant role in serving the growing transportation needs of the public. For example, Singapore adopts a hub-and-spoke public transport model where the RTS acts as the backbone of the system, and buses fulfill the first and last mile transportation. As of 2016, its
 RTS catered to over three million trips per day, and ridership is expected to grow further as coverage expands.

However, a heavy reliance on the RTS as the primary transport mode in the city means that service disruptions could severely impact the entire city if not managed correctly. The effects are especially pronounced during a prolonged disruption, where failure in an initially localised region could lead to service degradation upstream, to other lines in the RTS system, or worse, other modes of transportation. Without proper contingency plans, service disruptions could cause these cascades of travel disruption throughout the transportation system [3] that ultimately engenders significant economic costs to the city.

As such, transport planners and operators not only have to strive to minimise the likelihood of disruptions, they also need to consider the ability of the RTS to withstand these events. In anticipation of potential service disruptions, planners tend to design with additional redundancies built in the system in order to ensure the availability of alternative routes for regular commuters. However, significant costs are incurred in building and operating additional RTS infrastructure [4] so a comprehensive cost benefit analysis that incorporates resilience is required. This quantitative understanding of the resilience of the system can help transport planners better understand vulnerable edges in the RTS, and provide a new dimension that goes beyond sole economic benefit, assisting them in making decisions when upgrading or improving RTS networks.

In contrast to previous works that typically approach metro resilience from one aspect only such as network topology or passenger flow, the first and primary objective of this paper is to propose a composite resilience score for RTS networks comprising four indicators measuring different physical aspects of resilience. These indicators measure the importance of an edge, defined as the link or rail connection between two metro stations, with regards to maintaining functionality of the network should that edge become disrupted. In this work, the indicators measure the impact of disruptions on the shortest paths, accessibility of alternative stations, amount of additional travel time incurred and availability of spare capacity on trains to accommodate redirected commuters. By considering the different aspects of resilience, our method provides a holistic assessment of RTS resilience and also allows for comparisons of different scenarios including rail expansions and changes in demand. The second objective of this paper is to apply our methodology on a real network, using Singapore’s RTS as a case study. We applied our methodology to past and planned future network configurations and demonstrate its effectiveness in capturing the changes in overall system resilience brought about by increased commuter population and opening of new lines. However, a main limitation that we would like to highlight is that our current framework does not yet take into consideration the role of other public transport services such as public buses or taxis in helping to alleviate RTS service disruptions. This is because in its current state, the measure we proposed is primarily meant to assess and quantify the resilience characteristics of the rapid transit system on its own rather than an attempt to quantify the resilience of the entire public transportation network. However, due to the modular design, resilience considerations involving alternative modes of transports could be potentially incorporated into this framework in the future. This can be done by designing additional indicators that utilize information from other transport networks that could be included in the overall aggregated resilience index.

The rest of the paper is organised as follows: We first review the definitions of resilience and concepts related to resilience, as well as work that has been done to quantify and measure resilience in transportation systems. Subsequently, we introduce our concept of resilience as explored within the context of this paper. We then define the network model that will be used throughout the remainder of the article and mathematically define a composite index score that comprises four indicators and identify the different resilience aspects that they represent.
Subsequently, we demonstrate the application of our methodology on the RTS of Singapore including scenario studies that demonstrate how commuting demand affects the resilience of the system. Finally we conclude the article by describing the limitations of our method, providing a discussion on possible extensions of the model and finally summarising the main findings of the paper.

**Literature review**

In previous works found in recent literature, terms such as ‘robustness’ and ‘resourcefulness’ have been used to describe the qualities of a resilient system, while terms such as ‘vulnerability’ and ‘susceptibility’ has been used to describe the lack of resilience in a system. Here we describe the relevant literature which help define resilience and its relation to these qualities in the context of our article.

**Definitions and aspects of resilience**

The available literature defines resilience in two distinct ways. The first defines resilience of a system as a measure of the speed with which the system returns to equilibrium after being subjected to a perturbation [5], while the second interprets resilience in terms of a system’s capability to persist when exposed to changes or shocks [6]. Rose [7] summarised the above definitions respectively: a) dynamic or engineering resilience refers to “speed at which an entity or system recovers from a severe shock to achieve a desired state”, while (b) static or ecological resilience is defined by the “ability of an entity or system to maintain function when shocked”. To put it simply, static and dynamic resilience can be thought of as qualities of a system pertaining to stages during and after disruptions respectively.

In work related to the assessment and enhancement of resilience during seismic events [8], the authors further expanded upon these resilience qualities and categorised them into four dimensions: robustness, redundancy, resourcefulness, and rapidity. They are defined as follows:

1. Robustness: strength of a system to withstand a given level of stress without suffering degradation or loss of function.
2. Redundancy: the extent to which an element in the system can be substituted such that the system is still capable of satisfying functional requirements in the event of a disruption.
3. Resourcefulness: the capacity to identify problems, establish priorities, and mobilize resources when disruptions occur; ability to apply material and resources to meet established priorities and achieve goals.
4. Rapidity: the capacity to meet priorities and achieve goals in a timely manner in order to contain losses and avoid future disruption.

One aspect of resilience not considered in [8], but is relevant to transportation networks, is that of reliability. Reliability is commonly used to describe the stability, certainty, and predictability of travel conditions and can be defined in terms of connectivity (probability of reaching destination), travel time (probability of reaching the destination by a given time) [9], and capacity reliability (probability of network to accommodate a certain amount of traffic) [10].

From these definitions of robustness, reliability, and redundancy, we see clear similarities to the definition of static resilience as they involve measuring the ability of a system to persist or maintain function during a disruption. On the other hand, rapidity has a more obvious relationship to dynamic resilience as it involves a time-to-recovery and post-disruption aspect.
Resourcefulness has elements of static and dynamic resilience as the qualities it represents can aid the system both during and after the disruption.

Finally, the vulnerability of a transport system can be understood as the susceptibility of the system to incidents that can result in considerable reductions in functionality [10], and can be treated as the converse of resilience to a certain extent [11]. Resilience pertains more to conditions and responses that happen during or after a disruption, while vulnerability concerns mainly pre-disruption conditions [7, 12]. Different authors focused on different aspects of resilience and in the subsequent section, we examine how these resilience aspects are quantified and measured in previous studies pertaining to rail transportation.

**Related work.** Metro networks could be described in terms of general topological and geometric features in contrast to localised, city-specific features. In [13], the authors proposed measures for characterising network size and form, as well as indicators for assessing network topology such as connectivity and directness, under the mathematical framework of graph theory. This was expanded upon in [14], who applied previously developed network indicators [13, 15, 16] to evaluate and assess the performance of 13 metro networks in terms of topology, width and density, and territorial coverage. These network indicators that were formerly used for characterising performance and structure of the network [17] became more commonly used to study and quantify the robustness of these networks [18].

In [19], the authors proposed three resilience measures based on throughput, connectivity and compactness, and applied these indicators to 17 theoretical graph networks that were extrapolated from real-life transportation networks. In general, they summarised that network resilience increased with graph features such as average node degree and cyclicity, but decreased with network diameter. Other work proposed ten theoretical and four numerical metrics to quantify the robustness of 33 metro networks by simulating targeted attacks and random failures [20]. The authors concluded that networks with large number of alternative paths and short overall path-lengths are generally more robust. Finally, researchers also assessed the vulnerability of metro networks in Shanghai, Beijing and Guangzhou in terms of the decrease in network efficiency (reciprocal of shortest paths) and measured the loss of functionality of the metro as the fraction of removed nodes is increased [21].

The primary drawback from the aforementioned literature is that they did not take into consideration the commuting load borne by different areas of the networks and as such, the vulnerability studies analysed and simulated were purely based on their network topology [22]. Past studies showed that network topology and the passenger flow is weakly correlated and highly sensitive to outliers [23], thus network topology alone might not provide a complete understanding of passenger flow patterns. On the other hand, a system-based approach incorporates data on passenger demand in order to capture the effect of differences in the distribution of commuter flow on network vulnerability.

Bell et al incorporated commuter flow into the analysis of network reliability [24] and vulnerability [25] using a novel game theoretic approach, where commuters and disruptions in the network are modelled as two non-cooperative players. The overall network reliability and vulnerability is then evaluated using the expected trip cost at the Nash equilibrium. Both in [26, 27], researchers used the Madrid metro as their case study, quantifying network robustness in terms of the total commuter travel time for all origin-destination (OD) pairs when edges in the network fail. The former group focused on how bus bridging services can ameliorate the effect of disruptions while the latter incorporated unsatisfied travel demand as another indicator for measuring vulnerability. Similar work was carried out by studying how bus services can be integrated with the Singapore metro network to reduce unsatisfied passenger demand in the event of edge disruption [28]. In [29], they took a slightly different approach towards quantifying robustness and redundancy in Stockholm’s metro by calculating changes
in overall passenger welfare—defined in terms of a generalised cost function—when the network structure is altered either due to disruptions or by rail expansion projects. In [30], Tabu Search was utilized to optimize different rail line alignments for the Shanghai Metro using a similarly computed cost function.

This framework was also used in work where authors investigated the influence of line capacity on passenger welfare for the metros of Stockholm and Amsterdam respectively [31–33]. Another group approached metro resilience differently by defining resilience in terms of the speed at which a metro network can recover after experiencing a disruption [34]. They measured recovery rate using passenger count data and applied their findings on the London Underground. In [35], robustness of the London metro was also quantified according to how overall passenger flow and node-pair connectivity are impacted as the number of nodes are removed while in [36], they measured vulnerability by removing entire lines instead of single stations so as to reflect more accurately the nature of disruptions in his case study of the Shanghai metro network. Finally, in [37], they used a dynamical system approach to model cascading failures in the Beijing rapid transit network using a coupled map lattice approach. They also analyzed the effect of different thresholds and concluded that circular or loop-based lines were generally more vulnerable as compared to linear radiating rail lines.

In summary, resilience is a multifaceted concept which results in many different interpretations and approaches to quantify it. Most of the previous studies focused mainly on a single particular aspect of resilience that is usually derived from the topological structure of the metro network. This may not provide a complete picture of overall system resilience. We bridge this gap by considering other aspects of the metro network, in particular, availability of alternative routes and spare capacity, proximity to other stations, effect of commuter flow, and incorporating these factors into our resilience formulation. In the next section, we lay out the scope and framework for defining and quantifying different aspects of resilience in a rail network.

**Methodology**

**Resilience framework**

Our approach to analysing rail resilience leans more towards static or ecological resilience, where we attempt to quantify and measure the ability of the system to persist or maintain functionality after being perturbed [6, 7]. This is because static resilience is important for long term planning of network design and operations. Furthermore, information such as travel time and train occupancy that can be inferred from ticketing data allows us to compare and measure the effect of disruptions on the ability of the system to maintain functionality, through the computation of metrics such as additional travel time, additional distance travelled, number of affected commuters, and the availability of feasible alternative routes using a weighted network model. Since information derived from ticketing data such as commuter flows and train frequencies will change depending on the time of day, some of these computed metrics will also exhibit a temporal dependence.

Two types of disruptions are employed within our resilience methodology:

1. A complete disruption means that no commuter is allowed to traverse through the specified edge and will therefore need to find an alternative route (sometimes there are no alternative routes) to get to his/her specified destination.

2. A partial disruption is modelled by imposing a cost penalty (additional travel time) when commuters are required to traverse the edge.
The scenarios that are defined in our indicator definitions could also involve either a single edge, or a set of edges (typically grouped within a single line) being disrupted. We also currently assume that during the disruption, all commuters will continue to attempt to complete their journeys on the RTS network without resorting to other modes of transport given constraints on available train capacity. We assume that commuters are also not provided adequate advanced warning to change their proposed travel. Similarly as above, our scenario assumes no additional mitigation measures (such as bus bridging services) are provided by transport operators during the disruption period. While we recognize that the scenario is not fully reflective of the situation in an actual train disruption, our approach can be justified by understanding that our particular resilience measure reflects the worst-case scenario where commuters are forced to rely solely on the RTS network.

**Weighted flow network of a rapid transit system**

We represent the RTS as a directed graph denoted by $G = (V, E)$, where $V$ and $E$ are the sets of vertices and edges respectively. The vertices $v \in V$ represent the train stations while the edges $e = (v_i, v_j) \in E$ represent the rail connection between two consecutive stations. Let the matrix $M = (m_{ij})$ represent the commuting demand for all origin-destination (OD) pairs, where the matrix element $m_{ij}$ denotes the number of passengers going from $v_i$ to $v_j$. The demand matrix can either be obtained from either empirical data [38] or from various demand forecasting methods [39–41]. Let $N$ denote the total number of stations in the network, the total number of OD pairs is then given by $Z = N(N − 1)$. This quantity will be used as a normalising factor for one of the indicators in the subsequent section.

In general, there may be more than one alternative path joining two nodes together. We denote $r_k(O, D)$ as the $k$th alternative route from an origin node $O$ to a destination node $D$, and it is defined as the ordered set of edges that join these two nodes together:

$$r_k(O, D) = \{(O, v_1), (v_1, v_2),..., (v_n, D)\}. \tag{1}$$

Let $\tau(e)$ be the time taken to traverse edge $e$. The time taken to travel from from $O$ to $D$ via route $r_k$ is given by

$$\tau(O, D; r_k) = \tau(O, v_1) + \tau(v_1, v_2) + ... + \tau(v_n, D) \tag{2}$$

$$= \sum_{e \in r_k} \tau(e). \tag{3}$$

In previous studies, it is assumed that commuters take the path with the shortest travel time [26, 42, 43]. However, this simple assumption has been shown to be inadequate when estimating the network flow distribution. In order to assign the appropriate number of commuters more accurately, we modelled commuters’ choice behaviour using random utility theory [44]. In this framework, the true utility $U(O, D; r_k)$ of a particular route $r_k$ is expressed as a sum of an observed utility $U(O, D; r_k)$, and a randomly varying error term $e(O, D; r_k)$ for the unobserved utility. In our formulation, the observed utility associated with choosing route $r_k$ is modelled as a linear function of travel time ($T$), number of transfers ($R$) and number of stations ($S$) along route $r_k$:

$$U(O, D; r_k) = \beta_T T(r_k) + \beta_R R(r_k) + \beta_S S(r_k). \tag{4}$$

We performed a multinomial logistic regression using maximum likelihood estimation to fit the $\beta$-coefficients of the utility function to the different routes [45] observed in empirical data. If the error terms are assumed to be independently and identically distributed according
to a Weibull distribution, then the choice probability for route \( r_k \) can be written as [46]:

\[
P(r_k | O, D) = \frac{\exp(U(O, D; r_k))}{\sum_{r_l \in R^{OD}} \exp(U(O, D; r_l))},
\]

where \( R^{OD} = \{r_1, r_2, \ldots, r_K\} \) is the set of all alternative routes for that OD pair.

The flow of passengers along a particular route \( r_k \) for an OD pair can therefore be expressed as:

\[
f(O, D; r_k) = P(r_k | O, D) \times m_{OD}.
\]

The overall commuter flow across a single edge \( e \) in the network is therefore the sum of flows for all routes that pass through the edge over all the OD pairs as described by the following equation:

\[
f(e) = \sum_{O, D \in V \times D} \sum_{r_l \in R^{OD}} \chi_{r_l}(e) f(O, D; r_l),
\]

where \( \chi_{r_l}(e) \) is an indicator function for the membership of edge \( e \) in route \( r_l \).

It should also be noted that our definition of edge passenger flow differs from typical road traffic flow (which refers to vehicles per unit time) used traditionally by the transportation field.

With these basic definitions in place, we go on to define four proposed indicators that make up the resilience index. Since the RTS network is represented by a directed graph, computation of the indicators would be carried out for all edges separately to account for asymmetric flows that may occur between two stations. To ensure that these indicators could eventually be aggregated or decomposed easily, we intentionally designed them such they all shared the following properties:

1. Each indicator is a function of the attributes of an edge.
2. Every individual indicator score is normalized between 0 (resilient) and 1 (not resilient).

This ensured the following valuable features: a) Easy comparison of scores between different edges within the same scenario configuration to highlight areas of low resilience in the network. b) Combining indicator values are easily done by taking a weighted average based on relative importance. 3) Edge comparisons can easily be conducted even between different network configurations and scenarios. More examples of this are provided in the Results section. The remainder of this section describes each indicator in detail and the weighting scheme used to compute the aggregate index.

**Indicator definitions**

**Betweenness centrality.** The first indicator we introduce is a commonly used measure in network science and graph theory, known as betweenness centrality (BC) [47]. In particular, we utilize the edge betweenness centrality to ensure consistency with the required property (1) listed in the earlier section. It is straightforward to understand why this indicator is commonly associated with vulnerability and resilience, as edges with high BC values imply that a large number of shortest paths between different network nodes utilise that particular edge, making
it a critical component if it was to be disrupted. Mathematically, the normalised form for directed graphs is written as:

$$BC(e) = \frac{1}{N(N-1)} \sum_{O,D:Y \neq D} \frac{\sigma(O,D|e)}{\sigma(O,D)}$$

where $N$ is the total number of stations, $\sigma(O,D)$ is the total number of shortest paths connecting origin station $O$ to destination station $D$, while $\sigma(O,D|e)$ is the number of those paths that pass through edge $e$.

It should be noted that BC is a graph theoretic measure that is based purely on network topology. On one hand, it can be easily used to compare between networks of various cities [48] without requiring network specific information such as passenger, train scheduling, train capacity data. However, certain nuances such as the inequivalence of commuter demand at stations is overlooked when computing this topological quantity. This is especially true in the context of Singapore’s RTS, where there are two distinct types of services in the network—the Light Rapid Transit (LRT) or light rail service and the main Mass Rapid Transit (MRT) service. The LRT trains are essentially smaller versions of the MRT trains, both in terms of carrying capacity and train speeds. Their role is to act as a feeder service for the MRT lines, shuttling commuters from housing estates to the main MRT stations. By using Eq 9 to compute the BC of the full network, segments of the network that join up to the LRT lines are unfairly assessed due to the increased number of OD pairs associated with the LRT stations even though the demand for each individual LRT station is much lower compared to a MRT station.

Rather than removing LRT stations which causes fragmentation of the network, we address this issue by weighting each OD pair in the BC computation according to the maximum carrying capacities of trains incident at the origin and destination stations. The capacity-modified form of edge BC becomes

$$BC_{cap}(e) = \frac{\sum_{O,D:Y \neq D} \sigma(O,D|e)C(O)C(D)}{\sum_{O,D:Y \neq D} C(O)C(D)}$$

where $C(i)$ is the train carrying capacity at station $i$ computed by averaging the train capacities along the edges connected to station $i$. With such a modification, shortest paths between LRT stations will be given less weightage compared to paths between MRT stations but the downside is that additional network information regarding train capacity is required.

Even though the normalised form of BC given in Eq 9 is bounded in the interval $(0, 1)$ and there is a physical meaning associated with it (proportion of shortest paths), it is less clear when it comes to assigning a resilience score to the BC values as there is no basis for comparison. Here, we propose a second modification to the BC indicator by comparing it against the BC of a worst case theoretical network—the linear chain with the same number of nodes. For any (directed) tree graph with $N$ vertices and $2(N-1)$ edges, it can be shown (see S1 Appendix in S1 File) that the linear chain has the largest average network BC given by

$$BC_0 = \frac{N + 1}{6(N - 1)}$$

This implies that the linear chain is the least resilient in terms of random disruptions along the edges as it will result in the highest proportion of unsatisfied OD journeys. The computed BC values are scaled by this value according to $BC(e) = BC_{cap}(e)/BC_0$. A value of $BC$ that is close to 1 implies that the metro network is very similar to a linear chain network in terms of
the distribution of shortest paths, which negatively impacts the resilience of the metro network in terms of unsatisfied OD trips.

**Nearest transport point.** Metro networks in larger more developed cities generally consist of more than a single lines, usually distinguished by name, colour, number, or a combination of the above. Individual train lines are also typically serviced by a different fleet of trains and commuter wanting to travel on multiple lines usually requires some form of transfer from one train to another. As train disruptions occurring along a specified edge usually also only affects the particular line associated with that edge, our formulation of the nearest transport point (NTP) indicator evaluates the geographical distance from a particular edge to the nearest edge belonging to another line simulating the scenario where a commuter is able to take an alternative line in order to complete their journey. An edge that is in close proximity to other lines is therefore arguably more resilient to disruptions as commuters have viable alternative routes through either taking a short bus or bike trip, or even walk in order to relocate to another station compared to an edge that is far away from other lines.

The calculation of NTP involves iterating through all the edges $e = (v_i, v_j)$ in the network, evaluating the geographical distance from the origin node $v_i$ of edge $e$ to the origin node $v'_i$ of another edge $e' = (v'_j, v'_i)$ that belongs to the nearest other line. If this distance $d(e, e')$ is more than a certain threshold distance $\delta$ away, then that edge is penalised. Mathematically, the NTP indicator for edge $e$ is expressed as:

$$NTP(e) = \begin{cases} 
0, & d(e, e') < \delta \\
\frac{d(e, e') - \delta}{\delta}, & \delta \leq d(e, e') \leq 2\delta \\
1, & d(e, e') > 2\delta.
\end{cases}$$

By writing NTP in this form, edges that are very accessible (less than one unit of threshold distance away) are given a score of 0; edges that are not accessible (more than 2 units of threshold distance) are given a score of 1; while edges that lie between the ends of the spectrum are given a score between 0 and 1 that scales linearly with $d$.

**Passenger delay.** In the event of a disruption across an edge, passenger flow across that edge would have to be redirected via alternative routes within the RTS system, if they exist, in order for the commuters to reach their destinations. The quality of the alternative routes is quantified using two indicators: passenger delay (measuring the extra travel duration) and vulnerable passenger flow (measuring the amount of spare train capacity available on these alternative routes). Since these indicators depend on train frequency, their values would change depending on the time of day. For example, the average train frequency during the morning peak period is usually higher than the off-peak period in the early afternoon. The passenger delay indicator will be introduced in this section and vulnerable passenger flow indicator will be described in the next section.

The passenger delay (PD) indicator for an edge measures the average extra travel time experienced by commuters when that edge is disrupted. This indicator not only evaluates the existence of alternative routes, but also quantifies the feasibility of these routes in terms of the extra journey time required. Thus, a resilient network is one that not simply has alternative routes for commuters to get to their destinations when a disruption occurs, but that these routes do not add unreasonably long travel times to the journeys.

We simulate an edge disruption by adding a time penalty $\tau_p$ to the total travel time when traversing through that edge, and the alternative paths for affected commuters are recomputed using a top-$k$ shortest path algorithm. If no alternative routes exist, or if there are no better
options than staying to the original route and waiting out the disruption, then that particular edge is not robust to disruptions.

Let $A_e$ and $U_e$ be the set of OD pairs that are affected and unaffected by the disruption of edge $e$ respectively. An OD pair $(O, D)$ belongs to set $A_e$ if any of its alternative routes traverses the disrupted edge $e$; otherwise, it belongs to set $U_e$. Mathematically,

\[
(O, D) \in A_e \quad \text{if} \quad \exists e \in r_l(O, D) \forall l,
\]

\[
(O, D) \in U_e \quad \text{otherwise}.
\]

The PD indicator for edge $e$ is expressed as:

\[
PD(e) = \frac{1}{Z} \sum_{(O, D) \in A_e} \frac{\tau'(O, D) - \tau_0(O, D)}{\tau_p},
\]

where $Z$ is the total number of OD pairs in the undisrupted network and $\tau_0(O, D)$ is the original duration of travel from $O$ to $D$ without disruption, and $\tau'(O, D)$ is the average duration of travel via alternative routes when $e$ is disrupted, written as:

\[
\tau'(O, D) = \sum_{r_l \in r_{\text{all}}} \tau(O, D; r_l) \times P(r_l | O, D),
\]

where $\tau(O, D; r_l)$ and $P(r_l | O, D)$ are defined in Eqs 3 and 5 respectively. Here, we have assumed that the effects of the disruption are localised to edge $e$ and that the alternative routes are functioning just as well as in normal conditions.

For OD pairs that are unaffected by the disruption at edge $e$, $\tau'$ would be equal to $\tau_0$ and the contribution to the PD indicator for these OD pairs would be zero. Thus, these OD pairs can be omitted from the summation and the PD indicator can be rewritten as:

\[
PD(e) = \frac{1}{Z_e} \sum_{(O, D) \in A_e} \frac{\tau'(O, D) - \tau_0(O, D)}{\tau_p},
\]

where $Z_e$ is the total number of OD pairs affected by disruption of $e$ (i.e. number of OD pairs in set $A_e$).

As the largest value of $\tau'$ is given by $\tau_0 + \tau_p$ when waiting out a disruption, the PD value is guaranteed to be bounded in the interval $[0, 1)$. An indicator value close to 0 implies that the network is resilient in terms of providing commuters with alternative paths that do not incur much additional travel time.

**Vulnerable passenger flow.** When passengers affected by a disrupted edge are redirected via alternative routes, the influx of these passengers puts a strain on the train capacity of the other lines. The vulnerable passenger flow (VPF) indicator quantifies how robust a metro network is in coping with such spill-over congestion when an edge is disrupted. The VPF of an edge $e$ is defined as the fraction of affected passengers who cannot be accommodated on alternative travel routes due to limited train capacities when $e$ is disrupted.

When an edge $e$ is disrupted, passenger flow will need to be redirected into various other neighbouring edges $e'$ in order for the network to continue supporting the total flow demand. The total flow of passengers $f_e'\left(e'\right)$ across all other edges $e'$ in the network now comprises passengers unaffected by the disruption $f_u\left(e'\right)$, and passengers affected by the disruption $f_a\left(e'\right)$. 
given by:

\[ f(e') = f_u(e') + f_a(e') \]
\[ f_u(e') = \sum_{(O,D) \in \mathcal{U}, r \in \mathcal{R}_{OD}} \chi_r(e') f(O, D; r) \]
\[ f_a(e') = \sum_{(O,D) \in \mathcal{A}, r \in \mathcal{R}_{OD}} \chi_r(e') f(O, D; r) \]

The spare capacity \( C_s(e') \) of an edge is obtained by taking the difference between the total carrying capacity \( C_t(e') \) and unaffected passenger flow \( f_u(e') \):

\[ C_s(e') = C_t(e') - f_u(e') \]
\[ C_t(e') = \min \{ f(O, D; r) \} \]

where \( C_s(e') \) is computed by multiplying the average hourly train frequency by the carrying capacity of a train.

The total number of vulnerable passengers is defined as the largest number of passengers that exceed the spare capacity along a path, summed over all alternative paths over all affected OD pairs. Mathematically, this is written as:

\[ \rho_{\text{val}}(e) = \sum_{(O,D) \in \mathcal{A}, r \in \mathcal{R}_{OD}} \max \{ f(O, D; r) - C_{\text{min}}(r), 0 \} \]

where \( C_{\text{min}}(r) \) is the lowest spare capacity among the edges of route \( r \). Eq 20 basically counts the largest overflow of commuters due to a disruption in \( e \).

Finally, since all commuters flowing across \( e \) would be affected by the disruption of \( e \), the total number of affected commuters is simply \( f(e) \), and the VPF indicator is written as:

\[ \text{VPF}(e) = \frac{\rho_{\text{val}}(e)}{f(e)} \]

An edge with a VPF value that is close to 0 means that commuters going through that edge have alternative routes with sufficient capacity to accommodate them should a disruption occur along that edge. Conversely, a value close to 1 means that either there are no possible alternative routes or the routes are already fully utilised with little spare capacity available.

**Aggregation of indicators**

From research literature, commuter flows within the network is an important factor that should be considered for a more complete description of metro resilience [22, p.31]. In our formulation thus far, each indicator was designed with an independent property in mind, BC, a network topology-based measure, NTP a distance-based measure, PD a time-based measure, while VPF is a train capacity based measure.

However, in attempting to combine and measure the resilience of the overall network using these individual indices computed on individual edges, we need to account for the differences in commuter flow distribution between these edges in order to provide a holistic picture of the overall resilience of the entire network. As such, in computing the overall network measure of each indicator, we use a weighted average using commuter flow across an edge as the weighting parameter. The justification being that indicator scores for edges with high passenger flow should be given greater consideration when comparing against indicator scores for edges with
smaller flow. This weighted form of the indicator is expressed by the following formula:

\[
wI(e) = \frac{I(e) \times f(e)}{\sum_{e \in E} f(e)},
\]

(22)

where \( I \) can be replaced by the indicator functions \( BC, NTP, PD, VPF \) introduced in the previous sections and \( f(e) \) refers to passenger flow as first defined in Eq 8. Although this scheme slightly obfuscates the physical meaning conveyed by the indicator score, the flow-weighted indicator value allows us to evaluate the relative importance of edges based on the combined effect of commuter flow and indicator value of the edges. Furthermore, since commuter flow is time-dependent, this scheme would introduce a temporal aspect into the model as well.

The indicators can then be combined using a suitable aggregation function \( F \) to form the resilience index score \( RI \) for the entire metro network:

\[
RI = F(wBC, wNTP, wPD, wVPF)
\]

(23)

where \( wI = \sum_{e \in E} wI(e) \) is the network-level score for indicator \( I \).

For the case study of Singapore’s metro network, we use a simple average of the four indicators as the overall resilience score.

**Case study: Singapore rapid transit network**

**Individual resilience indicator results**

In this section, we demonstrate the application of our resilience framework on the RTS network of Singapore in 2016, and compare the results against a projected future network configuration in 2024. As of July 2018, the system currently operates five different MRT lines and three LRT lines (refer to Table 1 and Fig 1 for a reference to the different metro lines). By 2024, the full Downtown Line (DTL) as well as a new Thomson-East Coast Line (TEL) will be completed.

By analysing past ticketing data, the demand matrix \( M \) for the 2016 network can be obtained. Due to the absence of such ticketing data for future networks, the 2024 demand matrix is estimated from land-use and population projections provided by our collaborators. For the computation of NTP, we used a threshold distance of \( \delta = 2 \) km and the time penalty for computing PD is \( \tau_p = 60 \) mins. These values were obtained through analysis of disruption events which happened in Singapore. For \( \delta \), this was obtained by observing regular commuters who changed their origin or destination stations as a result of the disruption and measuring the average distance between their original undisrupted station to the newly chosen station. For \( \tau \), similarly, we observed that one hour served as a good estimate for the average period of disruption typical for Singapore during the period of study.

For the remainder of the paper, we will be presenting results from the morning peak period taken from 7 to 9am, however the framework can be applied to other time intervals as well. The morning peak is chosen for this analysis as we believe that the metro system would be placed under greater stress by commuters rushing to get to work on time and this worst-case scenario would provide a better representation of the overall network resilience.

In each of the figures, circles represent the locations of the metro stations. The bidirectional edges connecting the stations are represented by loops pointing in a clockwise direction. The colour of an edge indicates the value of the indicator for that particular edge, while the thickness represents the flow of passengers across that edge. The flow-weighted average for the indicator computed over the entire network is shown in the legend.
The BC results are presented in Fig 2 for both networks in 2016 and 2024. We observe that the regions of high BC are intuitively located at the intersections between the main radial lines (EWL, NSL, and NEL) and the circle line (CCL). This is due to the fact that these edges provide essential bridging between the majority of OD pairs. The importance of these edges remain largely unchanged in spite of the addition of a new line (TEL) and the extension of an existing line (DTL) as many shortest routes between OD pairs still make use of the existing RTS lines. Nonetheless, the additional lines in the eastern part of Singapore provides alternative paths that redirect commuter flow, such that the overall flow-weighted BC for the network has been reduced.

The plots for the NTP indicator shown in Fig 3 indicate a significant stretch of edges having high NTP values in the northern and eastern regions of the 2016 network. This highlights the

Table 1. RTS lines of the Singapore rapid transit network. Train frequencies for existing lines are based on present day scheduling information; TEL’s train frequency is assumed to be similar to that of the NEL.

| RTS line name          | Abbreviation | Frequency (hr⁻¹) | Capacity C | Year of operations commencement |
|------------------------|--------------|-----------------|------------|---------------------------------|
| North South Line       | NSL          | 17.1            | 1600       | 1987                            |
| East West Line         | EWL          | 17.1            | 1600       | 1987                            |
| Light Rail Transit     | LRT          | 17.1            | 150        | 1999 and 2005                   |
| Northeast Line         | NEL          | 20.0            | 1600       | 2003                            |
| Circle Line            | CCL          | 17.1            | 800        | 2009                            |
| Downtown Line          | DTL          | 21.8            | 800        | DTL1—2013                       |
|                        |              |                 |            | DTL2—2015                       |
|                        |              |                 |            | DTL3—2017                       |
|                        |              |                 |            | DTL3E—2024                      |
| Thomson-East Coast Line| TEL          | 20.0            | 1066       | 2024                            |

https://doi.org/10.1371/journal.pone.0267222.t001
The fact that these regions are less accessible as there are no alternative stations in close proximity in the case of a service disruption. Accessibility in the northern and eastern regions are improved by the presence of the TEL and DTL in 2024 respectively, bringing down the overall flow-weighted average.

The PD scores for the outer portion of the radial lines EWL and NEL are consistently high for the 2016 network as there are no alternative routes when a disruption occurs along those edges, thus all affected passengers passing through those edges are forced to incur the maximum time penalty (refer to Fig 4). For the northern region of Singapore served by the NSL, even though alternative paths exist should an edge be disrupted, commuters have to take a long detour in the opposite direction in order to get to their destination, resulting in moderate to high PD scores. With the TEL providing alternative routes to the city centre in 2024, PD scores with edges in the NSL have improved. Most notably, the TEL and DTL in 2024 provides alternative paths to commuters in the east, reducing delays in journey times for commuters who reroute during disruptions in that region. However, the northeastern and western parts of Singapore remain vulnerable as commuters there still do not have access to alternative routes in the event of disruptions.

Fig 5 plots the scores for the VPF indicator, and it shows some similar spatial characteristics to that displayed by the PD plots—leaf nodes that do not have alternative paths are highlighted.
as vulnerable areas in both PD and VPF plots. In addition, we observe that the VPF shows high numbers along certain stretches in the 2016 network, even though alternative routes exist. This indicates that those alternative routes are already heavily utilised and there is not much spare capacity available to accommodate redirected commuters should a disruption occur. This is especially evident in the northern region serviced by the NSL as well as edges that are directed towards the city centre.

The addition of the DTL and TEL by 2024 generally reduces the strain on the NSL and the eastern portion of the EWL, by providing alternative routes as well as additional capacity. It is interesting to note the asymmetric behaviour observed in the NSL in 2024—VPF values for the edges pointing in the direction away from the city centre do not seem to benefit directly from the introduction of the TEL compared to the edges that lead to the city centre. One reason is that the TEL runs from the northern region to the eastern region, going through the city centre along the way. Commuters in the north who are heading in the southwest direction would be redirected to an already congested route that passes through the city centre and thus have a high chance of not being able to board.

Fig 6 visualises the overall changes in the network from 2016 to 2024 by plotting the cumulative distribution function (CDF) curve for each of the four indicators. For a given value of an
indicator score (horizontal axis), the CDF curve shows the proportion of edges (vertical axis) that have indicator scores less than or equal to that value. The 2016 and 2024 networks are plotted as solid red and dotted black lines respectively. We observe that for the BC, NTP and PD indicators, the CDF curve for the 2024 network generally lies above that of the 2016 network, indicating that a larger fraction of edges in the 2024 network have a lower (better) indicator score compared to the 2016 network, which is also reflected in the lower flow-weighted averages of the respective indicators.

From the CDF plot and the higher flow-weighted average, VPF is the only indicator that shows an overall increase in value moving from the 2016 to the 2024 network. Assuming that there are no changes in the train frequencies or carrying capacities, this suggests that the estimated growth in commuter demand in 2024 would outpace the planned rail expansion projects and the system would be placed under increased strain by 2024.

Lastly, we computed the Pearson’s product-moment correlation between the four indicators for both the 2016 and 2024 networks and the pair-wise correlation coefficients are shown in Table 2. With the exception of the PD and VPF indicator in 2016, the indicators generally are not strongly correlated with one another. This is because edges without alternative routes are given the same maximum score penalty for both the PD and VPF indicators, and there are more of such cases present in the 2016 network compared to the 2024 network. The low to moderate correlation coefficients indicate that these four indicators are independent measures of different resilience aspects of the network. Additionally, in S2 Appendix and S2 Fig in S1
Effect of population growth

In order to simulate the effect of an increase or decrease in commuter population to the VPF score, we applied a scaling factor $\alpha$ to our demand matrix $M' = \alpha M$, while keeping all other parameters constant. Since the population is scaled uniformly across all OD pairs, the three other indicators (BC, NTP, PD) remain constant when population changes. The change in the VPF indicator is shown in Fig 7 for both the 2016 and 2024 network. We observe that the plots for VPF display two regimes separated by a critical value of $\alpha$. Below the critical point, the VPF value remains relatively unchanged with the amount of commuting demand. It can be inferred that the constant VPF value is independent of the amount of spare capacity available and is only dependent on the number of edges in the network which do not have alternative paths. When commuter demand is below this critical value, there is enough spare capacity in alternative routes to accommodate disrupted and redirected commuters and thus VPF is unchanged.

However, above the critical value, the system finds it increasingly difficult to accommodate disrupted commuters as the average loading of the whole system increases, thus reflecting the sharp increase in the VPF indicator value. In addition, we observe that the existing commuter demand ($\alpha = 100\%$) for both networks are within the second regime, suggesting that both networks are already strained and would be significantly impacted by disruptions. Conversely, this would also imply that improvements to the train carrying capacities (either by increasing

Table 2. Pearson product-moment correlation coefficient matrices of the resilience indicators for the 2016 network and 2024 network respectively.

|          | 2016 Network |          | 2024 Network |
|----------|--------------|----------|--------------|
|          | BC | NTP | PD | VPF | BC | NTP | PD | VPF |
| BC       | 1  | 0.065| 0.33| 0.30| BC | 1   | 0.072| 0.24| 0.087|
| NTP      | —  | 1   | 0.64| 0.61| NTP| —   | 1   | 0.57| 0.39 |
| PD       | —  | —   | 1   | 0.90| PD | —   | —   | 1   | 0.61 |
| VPF      | —  | —   | —   | 1   | VPF| —   | —   | —   | 1    |

https://doi.org/10.1371/journal.pone.0267222.t002

Fig 7. Change in VPF with proportional scaling of commuter population. a) 2016 and b) 2024. Although the VPF indicator is higher in 2024 compared to 2016, the 2016 network shows a much steeper increase in VPF given the same percentage increase in commuter demand past the 100% mark. Lines are drawn between individual simulated values of VPF for different values of $\alpha$ as a guides to the eye.

https://doi.org/10.1371/journal.pone.0267222.g007
the frequency of trains or modifying the physical trains themselves) would greatly benefit the resilience of the network given this commuter demand.

Lastly, although the VPF indicator shows a slightly higher value for 2024 compared to the 2016 network with their respective commuter demands, the rate at which VPF rises with increasing demand is greater for the 2016 network compared to the 2024 network. This shows that the 2024 network is more robust to increases in population demand in terms of redundant spare capacity.

**Effect of commuter flow redistribution**

In this subsection, we investigate how the resilience of a metro network responds to perturbations in the distribution of commuter flow. In general, changes to the pattern of commuter flow can arise when 'commuter attractors' such as new job opportunities or tourist attractions get developed, causing commuters to gravitate to these new regions of interest. In the context of Singapore’s metro network during the morning peak period, there is a high flow of passengers towards the central business district (CBD)—the region demarcated by the red circle in Fig 1. In an effort to decentralise and reduce the amount of traffic flowing into the CBD region, urban planners have considered establishing and redirecting commuters to regional centres (RCs) in the eastern and western parts of Singapore (represented by the blue circles in Fig 1).

We study how this would impact the resilience of the metro network by artificially redistributing the commuters towards these RCs, while preserving the total number of commuters. For each OD pair whose destination station falls within the red circle, a percentage $r\%$ of the commuters gets redirected to a new destination station within the blue circle. OD pairs that experienced shorter average journey time were redirected first. This aims to simulate the effect that commuters who benefited from the policy changes would adapt first. Four separate scenarios were simulated assuming either an eastern or a western RC being developed for either 2016 or 2024. The results for the various indicators are then compared independently. In the subsequent plots, the black squares (red circles) represent redistribution to the eastern (western) RC, while the solid (dotted) lines represent results from the 2016 (2024) network and the different redistribution scenarios are referred to as East(2016), West(2016); East(2024) and West(2024).

Figs 8 and 9 plot the change in the overall BC, NTP and PD value as $r$ increases. Several observations can be summarised from these three plots:

- For the 2016 network, redirecting commuters to the east generally results in higher indicator values as compared to redirecting commuters to the west.
- This trend is reversed in the 2024 network, where the eastern RC generally has lower indicator scores than the western RC as $r$ increases.
- A critical point is observed in all plots at $r_0 \sim 20\%$, corresponding to the point where commuters that experience a reduction in travel time due to relocation have all been redirected.

We believe that an overall reduction in BC with commuter redirection can be explained by the fact that the current network configuration is designed to ensure that the CBD region is accessible and robust being well-served by many different lines. Hence, redirecting commuters to RCs with less rail infrastructure generally results in a drop in overall network resilience. This is particularly evident for the East(2016) scenario, where scores across all three indicators increased in value as there is only one line (EWL) serving the eastern RC. Comparing East (2016) against West(2016), the BC indicator shows almost identical behaviour for the two
scenarios. On the other hand, NTP and PD scores for West(2016) show a different behaviour —increasing with $r$ up to $r_0$, before decreasing past that point. Results from these three indicators show that the 2016 network is more resilient when redirecting commuters to the western RC over the eastern RC.

In the 2024 network, since there are no new lines in the western region, thus the slope of the indicators for West(2024) are very similar to West(2016). However, since the new lines are directly connected to the eastern RC, the trends observed for the 2016 network are reversed and now the network is more resilient when redirecting commuters to the east compared to the west, with the NTP and PD showing improvement for East(2024).

For both 2016 and 2024 networks, the VPF scores shown in Fig 9 increase as $r$ is increased. This appears to be a paradoxical result as we originally expected the network to perform better when commuter loads are more well distributed. However, we concluded that since all of the

![Fig 8. Commuter flow redistribution on betweenness centrality (BC) and nearest transport point (NTP) indicators. (a) There is no significant difference in BC values for the two redistribution scenarios in 2016, while BC rises faster when redirecting commuters to the west compared to the east in 2024. (b) For NTP scores, it is more beneficial when $r > r_0$ to redirect commuters to the west in 2016; in 2024, this trend is reversed and directing commuters to the east results in lower NTP scores.](https://doi.org/10.1371/journal.pone.0267222.g008)

![Fig 9. Commuter flow redistribution on passenger delay (PD) and vulnerable passenger flow (VPF) indicators. (a) The PD scores get progressively higher for the 2016 network when more commuters are redirected to the eastern RC due to the lack of alternative paths in that region, in contrast to the 2024 network with the addition of the TEL and DTL. (b) VPF increases with increasing $r$ for both networks and scenarios. Similar VPF values obtained for the 2016 network suggest no significant difference between the two redistribution scenarios. For $r < 70\%$ in the 2024 network, VPF values indicate a slight advantage in directing passengers to the east compared to the west.](https://doi.org/10.1371/journal.pone.0267222.g009)
MRT lines in 2016 and 2024 pass through the CBD region, and these lines provide alternative routes as well as redundant capacity to commuters travelling to the city centre, resulting in low VPF scores around the CBD region (see Fig 5). Since there are fewer lines serving the RCs, redirecting commuters to the RCs would put a heavy strain on those lines, resulting in higher VPF scores as $r$ is increased.

For the 2016 network, similar values in the VPF score suggest that there is little difference between directing passengers to the east or west. However, due to opening of new lines in the east for the 2024 network, there is a slight advantage in directing passengers to the east compared to the west when $r$ is below 70%.

Taking a simple average of the four indicators and converting that number to a percentage according to $RI = (1 - \sum wI/4) \times 100\%$, we obtain an overall score that ranges from 0 (low resilience) to 100 (high resilience) for the network. This is shown in Fig 10 for the different redistribution scenarios. Overall, results from this study indicate that resilience drops as commuters are redirected to RCs in the east or west—with the 2016 network experiencing a larger drop in resilience when commuters are directed to the eastern RC compared to the western RC, and vice versa for the 2024 network.

**Conclusion and future work**

In this work, we have developed a framework for quantifying the resilience of RTS networks using a combination of four indicators that encompass various attributes of resilience. This is
in contrast to previous studies that usually focus on one aspect of resilience, such as the topological structure of the metro network, which may not give a well-rounded representation of metro resilience. In this framework, a particular indicator evaluates how effectively the metro network can still function if a given edge becomes disrupted. The Betweenness Centrality indicator is a topological-based measure that evaluates the impact of an edge disruption based on the number of shortest paths affected. The Nearest Transport Point indicator uses geographical distance to evaluate the accessibility of switching to another metro line if an edge is disrupted. The Passenger Delay and Vulnerable Passenger Flow indicators evaluate the availability of alternative routes within the metro network in terms of extra commuting time incurred and spare capacity of the alternative routes respectively. These four indicators are designed such that they correspond to physical network flow metrics, while also being normalised so that indicator scores can be aggregated up into an overall score for the entire network. By formulating resilience in such a way, we aim to give a more holistic assessment of metro resilience that can assist policy-makers in their rail planning.

We demonstrated the feasibility of our approach by applying our resilience index formulation on Singapore’s RTS, using historical ticketing records to generate past network configurations which are compared against future network configurations provided by our collaborators. The historical or projected OD demand is first transformed into commuter flows within the network using a multinomial logit flow assignment model. For the BC and NTP indicators, network analysis tools were employed to compute edge betweenness centrality and edge distances. For the PD and VPF indicators, a top-$k$ shortest path algorithm was used to generate alternative routes in the event of disruption along an edge. The extra travelling time incurred as well as the spare train capacities along these alternative routes are tracked in order for PD and VPF to be computed. Each indicator is weighted by the commuter flow and the overall resilience score for RTS network in the case study is a simple average of the four indicators. We demonstrated the flexibility of our framework for use in scenario studies such as effects of population growth, or shifts in commuter flow distributions.

There are several limitations to this framework that can be explored in future work. First, this is a macroscopic model where aggregate commuter flows and behaviour are studied. Second, we only consider single-edge disruptions, which is a generalised representation of real-world situations where more than one edge may be disrupted at the same time. Despite these simplifications, we have shown that our formulation can adequately capture and quantify resilience attributes of a RTS network, providing transport planners with another dimension for implementing policies or determining optimal rail alignments.

Finally, as a possible extension of the study, the resilience of a RTS network can be augmented by alternative transportation modes provided by buses or taxis. For example, an indicator that measures the inter-connectivity of RTS stations via existing bus services can be included in the overall resilience computation.
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