Results From an Einstein@Home Search for Continuous Gravitational Waves From G347.3 at Low Frequencies in LIGO O2 Data
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Abstract

We present results of a search for periodic gravitational wave signals with frequencies between 20 and 400 Hz from the neutron star in the supernova remnant G347.3-0.5 using LIGO O2 public data. The search is deployed on the volunteer computing project Einstein@Home, with thousands of participants donating compute cycles to make this endeavour possible. We find no significant signal candidate and set the most constraining upper limits to date on the amplitude of gravitational wave signals from the target, corresponding to deformations below $10^{-6}$ in a large part of the band. At the frequency of best strain sensitivity, near 166 Hz, we set 90% confidence upper limits on the gravitational wave intrinsic amplitude of $h_0^{90\%} \approx 7.0 \times 10^{-26}$. Over most of the frequency range our upper limits are a factor of 20 smaller than the indirect age-based upper limit.

Unified Astronomy Thesaurus concepts: Gravitational wave astronomy (675); Neutron stars (1108); Supernova remnants (1667)

1. Introduction

Continuous gravitational waves (CWs) are among the gravitational wave signals that have not yet been detected. Fast spinning neutron stars with non-axisymmetric deformations or with unstable $r$-modes are expected to emit continuous waves that lie in the high-sensitivity frequency range of ground-based interferometers (Owen et al. 1998; Owen 2010; Lasky 2015).

Although the expected waveforms are fairly simple, the search for continuous wave signals is very challenging due to their extreme weakness. A signal-to-noise ratio ($S/N$) is accumulated by integrating the signal over many months, and this increases our ability to resolve different waveforms. This also means that if the signal waveform is not a priori known, many different waveforms must be searched for, and the computing cost increases very significantly. In fact, when searching a broad range of waveforms, the sensitivity of continuous wave searches is usually limited by the computing power.

Since the Advanced LIGO (Abbott et al. 2015) detectors began observations, various continuous waves searches have been carried out. Among them, the searches for continuous waves from known pulsars, with known spin frequency and frequency evolution, are the most sensitive and computationally inexpensive (Abbott et al. 2019a, 2021a; Ashok et al. 2021). At the other extreme, there are the all-sky surveys with no prior information of frequency and sky location (Dergachev & Papa 2021a, 2020, 2021b; Steltner et al. 2021b; Abbott et al. 2019b, 2021b, 2021c; Covas & Sintes 2020). In between, the directed searches target locations in the sky that are known or suspected to harbor a neutron star, although a pulsation shape has generally not been observed. Searches of this type include the Galactic Center (Dergachev et al. 2019; Piccinni et al. 2020), young supernova remnants (SNRs; Ming et al. 2019; Abbott et al. 2019c; Millhouse et al. 2020; Lindblom & Owen 2020; Papa et al. 2020; Abbott et al. 2021d), glitching pulsars (Fesik & Papa 2020; Abbott et al. 2021e), and low-mass X-ray binaries such as Scorpius X-1 (Zhang et al. 2021).

Young neutron stars are good continuous wave candidates: an indirect upper limit can be placed on the continuous gravitational wave strength that is proportional to $1/\tau^2$, with $\tau$ being the age of the neutron star (Wette et al. 2008; Zhu et al. 2016). Fifteen young SNRs have been identified in our Galaxy that could host a young neutron star and potentially be promising targets. Recent searches probe emission from all of these over a broad range of waveforms (Lindblom & Owen 2020; Abbott et al. 2021d).

An alternative approach is to identify the most promising targets and concentrate the search efforts on these. In Ming et al. (2016), we propose an optimization scheme to decide how to spend the computing budget in such a way to maximize the detection probability. With a computing budget of a few months on the Einstein@Home volunteer computing project (Einstein@Home 2019), the indication is to search for emission from the neutron star in the SNRs Vela Jr. (G266.2-1.2), Cassiopeia A (G111.7-2.1), and G347.3 (G347.3-0.5). We carried out searches using O1 data, and O2 data for follow-ups, and set the most constraining upper limits on gravitational wave emission from these sources with those data (Ming et al. 2019; Papa et al. 2020).

In Papa et al. (2020), we also found a subthreshold candidate at around 369 Hz. Gravitational wave follow-ups were not completely conclusive and we found no evidence of pulsations from searches of archival X-ray data to validate this candidate, but the X-ray searches had limited sensitivity. Abbott et al. (2021d) did not find this candidate in the first half of O3 data; however the sensitivity of Abbott et al. (2021d) is lower than that of our original search. We thus prioritize a deep search for...
G347.3 in the O2 data below 400 Hz. This paper presents results from such a search.

The paper is organized as follows. In Section 2 we review the astrophysical target and the model gravitational waveform. After a brief description of the data in Section 3, in Section 4 we describe the search. The results follow in Section 5, where we explain how the \( h_0^{90\%} \) intrinsic continuous gravitational wave amplitude upper limits are derived. These are also recast as upper limits on the star’s ellipticity and \( r \)-mode saturation. We conclude with a discussion of the results, comparing and contrasting with existing literature in Section 6.

2. The Target

2.1. G347.3-0.5

The SNR G347.3 is suggested to be the remnant of the AD393 “guest star” (Wang et al. 1997). We therefore assume an age of 1600 years, although this estimate is not completely uncontroversial (Fesen et al. 2012). Using XMM data, Cassam-Chenaï et al. (2004) estimate its distance to be around 1.3 kpc. The position of the central compact object in the G347.3 SNR is given with subarcsecond accuracy in Mignani et al. (2008), based on Chandra data. Among the SNRs in our galaxy, G347.3 is one of the most interesting directed search targets because of its relatively young age and close distance (Ming et al. 2016).

In the deep CW search for G347.3 in O1 data (Papa et al. 2020), we find an interesting candidate at around 369 Hz. The spindown energy loss from the candidate parameters yields an unusually high value, \( 1.6 \times 10^{38} \) erg s\(^{-1} \), which exceeds the most energetic Crab pulsar’s \( E = 4.6 \times 10^{38} \) erg s\(^{-1} \) and J0537-6910’s \( E = 4.9 \times 10^{38} \) erg s\(^{-1} \).

2.2. The Signal

We assume a standard IT2 continuous gravitational wave signal (Dergachev & Papa 2021b) produced by asymmetric rotating neutron stars that, in the detector data, has a form (Jaranowski et al. 1998):

\[
 h(t) = F_+(t) h_+(t) + F_\times(t) h_\times(t),
\]

where \( F_+(t) \) and \( F_\times(t) \) are the antenna pattern functions of the detector for the two gravitational wave polarizations “+” and “\( \times \)”. They depend on the sky position of the source (defined by the R.A. and decl.), and the orientation \( \psi \) of the wave frame with respect to the detector frame. \( F_+(t) \) and \( F_\times(t) \) are periodic time functions with a period of one sidereal day, because the detector rotates with the Earth.

The phase \( \Phi(t) \) of the signal at the solar system barycenter (SSB) frame has the form:

\[
\Phi(\tau_{\text{SSB}}) = \Phi_0 + 2\pi [ f (\tau_{\text{SSB}} - \tau_{\text{SSB}}) + \frac{1}{2} f (\tau_{\text{SSB}} - \tau_{\text{SSB}})^2 + \frac{1}{6} f (\tau_{\text{SSB}} - \tau_{\text{SSB}})^3],
\]

where \( f \) is the signal frequency and \( \tau_{\text{SSB}} \) is the arrival time of the GW front at the SSB frame.

3. The Data

The LIGO O2 public data (LIGO 2019; Abbott et al. 2021f) are used in this search. The data are from the two observatories in the USA, one in Hanford (Washington) and the other in Livingston (Louisiana). The data used in this search are between GPS time 1167983370 (2017 Jan 09) and 1187731774 (2017 Aug 25). Short Fourier transforms (SFTs) of data segments 1800 seconds long (Allen & Mendell 2004) are created as is customary for Einstein@Home searches.

Calibration lines, the mains power lines, and some other spurious noise due to the LIGO laser beam jitter are removed in the publicly released O2 data (Davis et al. 2019). Additionally we remove loud short-duration glitches with the gating procedure described in Steltner et al. (2021a) and substitute Gaussian noise in the frequency domain in disturbed bins. This is a standard procedure in Einstein@Home searches.

4. The Search

We use a “stack-slide” type of search based on the GCT (Global correlation transform) method (Pletsch 2008, 2010; Pletsch & Allen 2009). The data are partitioned in \( N_{\text{seg}} \) segments and each segment spans a duration \( T_{\text{coh}} \). The data of both detectors from each segment \( i \) are searched with a maximum likelihood coherent method to construct the detection statistic, \( \mathcal{F} \)-statistic (Jaranowski et al. 1998; Cutler & Schutz 2005). The statistics \( \mathcal{F}_i \) from the coherent searches of the different segments are summed, and the value of the core detection statistic \( \mathcal{F} \) is obtained:

\[
\mathcal{F} = \frac{1}{N_{\text{seg}}} \sum_{i=1}^{N_{\text{seg}}} \mathcal{F}_i.
\]

In Gaussian noise \( N_{\text{seg}} \times 2\mathcal{F} \) follows a chi-squared distribution with \( 4N_{\text{seg}} \) degrees of freedom, and a noncentrality parameter \( \rho^2 \). If a signal is present, \( \rho^2 \) is proportional to \( \frac{h_0^2 T_{\text{coh}}}{S_b} \), where \( S_b \) is the strain power spectral density of the noise at the frequency of the signal, and \( h_0 \) is the signal intrinsic amplitude at Earth (Jaranowski et al. 1998).

Small portions of the data exist that are not perfectly Gaussian, and despite the removal of many spectral lines of instrumental and environmental origin, some coherent disturbances persist ( Covas et al. 2018). The \( \mathcal{F} \) can be affected by these coherent disturbances and present increased values. In order to mitigate these occurrences, a line robust detection statistic \( \tilde{\beta}_{S/G\text{L}L} \) (Keitel et al. 2014; Keitel 2016) is computed. This statistic is the log of a Bayesian odds ratio that tests the signal hypothesis (S) versus an extended noise hypothesis. The “G\text{L}L” noise model of this statistic consists of Gaussian noise (G) or coherent single-detector signals that are always-ON (lines, L) or transient lines (TL).

The Einstein@Home results from this search are ranked according to \( \tilde{\beta}_{S/G\text{L}L} \), such that the top list contains fewer candidates produced by coherent disturbances.

The search setup, i.e., the coherent baseline \( T_{\text{coh}} \), the template grid spacings, and the search ranges are all derived from the optimization procedure.

We search for signal waveforms with frequency and frequency derivatives as follows:

\[
\begin{align*}
20 \text{ Hz} & \leq f \leq 400 \text{ Hz} \\
-f/\tau & \leq \dot{f} \leq 0 \text{ Hz/s} \\
0 \text{ Hz/s} & \leq \ddot{f} \leq 7 |f|_{\text{max}}^2/\tau^2,
\end{align*}
\]

(4)
where \( \tau = 1600 \) years. The ranges for \( \dot{f} \) and \( \ddot{f} \) correspond to different breaking index \( n \) values, namely 2 and 7. In the \( \dot{f} \) equation, \( n = 2 \) is used to encompass the broadest range of \( \dot{f} \) values. In the \( \ddot{f} \) equation, \( n = 7 \) is used to encompass all astrophysical scenarios including the phase evolution purely due to gravitational wave emission (\( n = 5 \)) and \( r \)-mode oscillations (\( n = 7 \)). At 400 Hz, the \( \dot{f} \) extends down to \( -8.0 \times 10^{-9} \) Hz s\(^{-1} \) and the \( \ddot{f} \) range up to \( 1.1 \times 10^{-18} \) Hz s\(^{-2} \).

The grid spacings in frequency and spindowns are constant over these search ranges and are given in Table 1. The number of searched templates per 1 Hz band increases as the frequency increases, as Equation (4) shows. Figure 1 shows the number of templates searched in 1 Hz bands as a function of frequency.

The search is performed on the Einstein@Home volunteer computing project. Einstein@Home is built on the BOINC (Berkeley Open Infrastructure for Network Computing) architecture (Anderson 2004; Anderson et al. 2006), which uses the idle time on volunteer computers to tackle scientific problems such as this that require large amounts of computing power.

Overall we search \( \approx 5.1 \times 10^{16} \) templates, utilizing Einstein@Home for several weeks. The workload is split in work units, sized to keep the average volunteer host busy for 8 hours. The whole search task is split into about 2.5 million work units. Only information from the most promising 10,000 results from each work unit is communicated back to the central Einstein@Home server.

5. Results

After the Einstein@Home server has received all search results, the post-processing begins. In total we have 2.5 million work units times 10,000 results returned per work unit \( \approx 2.5 \times 10^{10} \) search results. Each result is identified by the template waveform parameters \((f, \dot{f}, \ddot{f})\) and by the detection statistics values.

With a parameter-space clustering procedure we identify the most interesting results (Singh et al. 2017; Beheshtipour & Papa 2020, 2021; Steltner et al. 2021b). We refer to these as “candidates”.

We consider the top 1 million candidates, corresponding to a detection statistic threshold \( \tilde{S}_{\text{S/GLL LR}} = 1.948 \). The subscript \( \text{a} \) refers to a recomputation of the detection statistic performed on all top-list candidates. This recomputation is a typical step in a semicoherent search, where the detection statistic is an approximation of the exact value for any given template. The recomputation step computes the detection statistic at the exact template. If the candidate is due to a signal, the exact template is closer to the signal template and the detection statistic on average increases.

The distribution of the detection statistic \( \tilde{S}_{\text{S/GLL LR}} \) and \( 2\mathcal{F}_r \) for these candidates is shown in Figure 2. We use \( \tilde{S}_{\text{S/GLL LR}} \) to rank our candidates but also show \( 2\mathcal{F}_r \), because its distribution in Gaussian noise is known. A detectable signal would look like an obvious outlier in both distributions. In Figure 2 we instead see an outlier in the \( 2\mathcal{F}_r \) distribution but not in the \( \tilde{S}_{\text{S/GLL LR}} \) distribution. This is an indication that a coherence in one of the two detectors is causing the high value of \( 2\mathcal{F}_r \). In particular the \( 2\mathcal{F}_r \) outlier has a value of 32.9, whereas its \( \tilde{S}_{\text{S/GLL LR}} = 2.0 \), which is in 5th percentile of lowest values. We follow up this candidate with a semicoherent search with \( T_{\text{coh}} = 2760 \) hr. The most significant result \( 2\mathcal{F}_r = 54.6 \) is lower than what one would expect from a signal. The expectation for signals is formed with Monte Carlo simulations of over a thousand fake IT2 signals, added to the O2 data. The data are then processed as in the Einstein@Home search and followed up with the same semicoherent \( T_{\text{coh}} = 2760 \) hr search as used for the candidate. All of the signals show an increase in the detection statistic from the Einstein@Home search to the follow-up, larger than what we find for the candidate. We hence conclude that this candidate is not consistent with our signal model. After excluding this candidate, Figures 2 shows no significant signal candidate in either \( 2\mathcal{F}_r \) or \( \tilde{S}_{\text{S/GLL LR}} \).

Papa et al. (2020) find a subthreshold candidate at around 369 Hz using the O1 data. This candidate has a \( 2\mathcal{F} = 57.0 \) in the fully coherent follow-up search of the first half of O2 data, with a \( p \)-value of about 4%. In the presence of an IT2 signal, if the measured \( 2\mathcal{F} \) is close to the expected value, the \( S/N^2 \approx 57 - 4 \). This leads to an expected \( 2\mathcal{F} \approx 110.0 \) and a standard deviation of \( 21 \) in the fully coherent search of the whole O2 data set. A fully coherent search using the whole O2 data set around that candidate falls short of the expectation.

The lowest \( 2\mathcal{F}_r \) value among the candidates followed up in the search presented here is 18.2. It corresponds to a \( 2\mathcal{F} = 75.0 \) in the fully coherent search of the whole O2 data.

\[ \text{In a fully coherent search } 2\mathcal{F}_r = 2\mathcal{F} \text{ and, of course, } \mathcal{F}_r = \mathcal{F}. \]

| \( T_{\text{coh}} \) | \( N_{\text{ref}} \) | \( \dot{f}_f \) | \( \ddot{f}_f \) | \( \mathcal{F}_r \) | \( T_{\text{ref}} \) |
|----------------|---------------|------------|------------|----------|------------|
| 1080 hr | 5 | \( 1.3 \times 10^{-7} \) Hz | | \( 1.5 \times 10^{-14} \) Hz s\(^{-1} \) | | \( 1177858472.0 \) |

Note. Barycentric Dynamical Time in GPS seconds.

![Figure 1. Number of templates searched in 1 Hz bands as a function of signal frequency.](image-url)
set. This search is thus not as sensitive to IT2 signals as the fully coherent O2 follow-up that we performed in Papa et al. (2020). It does however cover the entire parameter space of the original O1 search, not just the small volume around the candidate parameters, and it is more sensitive than the original O1 search. In addition, since it is a semicoherent search, it is more robust to deviations of the signal waveform from the assumed model. So, if the original candidate was due to a signal that deviated a bit from the IT2 model, the current search might well produce a candidate whose parameters are close to, although not perfectly consistent with, those of the candidate from the previous search. This would warrant further investigations. The search however does not show any significant candidates that can be associated with that subthreshold O1 candidate.

5.1. Upper Limits

We determine the smallest $h_0$ that would have produced a detection statistic as high as the most significant measured in every half Hz band. We assume the source to be at the position of our target, the spindown to be in the target range, and the frequency varying in each half Hz. We set the confidence level at 90%, meaning that 90% of the signals in the considered range with an amplitude at the upper-limit value $h_0^{90\%}$ would yield a value of the detection statistic larger than the loudest search result from that parameter range. We use the $\beta_{S/GLALr}$ as our reference statistic, since it is our ranking statistic.

In each half Hz band, 200 simulated signals with a fixed value of the intrinsic amplitude $h_0$ are added to the real detector data. The data are then processed as the data that were searched, i.e., they are gated and line-cleaned. The parameters of simulated signals, the frequency, inclination angle $\cos i$, polarization $\psi$, and initial phase values are uniformly randomly distributed in their respective ranges. The spindown values, $\dot{f}$ and $\ddot{f}$, are log-uniformly randomly distributed in their respective ranges.

A search is performed to recover each injection with the same grid and setup as in the original Einstein@Home search. The search is more limited than the original search to save computations, and covers the parameter space neighboring the fake signal. The fake signal is counted as recovered if the $\beta_{S/GLALr}$ from the search is higher than the maximum $\beta_{S/GLALr}$ from the Einstein@Home results in the same half Hz band.

This whole procedure is repeated for various values of $h_0$. For each value of $h_0$, the fraction of detected injections is determined in this way and by varying $h_0$ the confidence $C(h_0)$ curve is constructed. We use a fit with a sigmoid of the form:

$$C(h_0) = \frac{1}{1 + \exp \left( \frac{a - h_0}{b} \right)}.$$  

and from it we read off the $h_0$ amplitude that corresponds to 90% confidence, our upper limit value.

The Matlab nonlinear regression prediction confidence intervals routine nlpredci is used to yield the best fit for $a$ and $b$ values and the covariance matrix. This covariance matrix can be used to compute the 95% credible interval on the fit of $h_0^{90\%}$. Figure 3 shows the sigmoid curve fitting for the 149–149.5 Hz band, as a representative example of the results obtained with this procedure. The best fit for $h_0^{90\%}$ in this band...
is $7.5 \times 10^{-26}$. The uncertainties introduced by this procedure are less than 4%. The total uncertainty in the upper limit is the sum of the fitting procedure uncertainty and the calibration uncertainties. We conservatively use 5% as the calibration uncertainty (Cahillane et al. 2017).

The $h_0^{90\%}$ upper limits are shown in Figure 4 and are provided in machine readable format at https://www.aei.mpg.de/continuouswaves/O2G347-DirectedSearches.

In nineteen half Hz bands (2.5% of the total) we do not set an upper limit; therefore, in the upper-limit files we have 741 entries rather than 760. The cleaning procedure substitutes disturbed frequency-domain data with Gaussian noise in order to avoid further spectral contamination from “leakage” in the search results. Those bands are consistently cleaned in the upper-limit Monte Carlos after a signal is injected, so it may happen that most of the injected signal is removed. When that happens, no matter how loud the signal is, the detection efficiency does not increase. In these bands the 90% detection rate level cannot be reached and we do not set any upper limit. This reflects the fact that, even if we had a signal there, because of the cleaning procedure, we could not detect it. In the nineteen half Hz bands where the 90% confidence level is not reached, 25% of the data had on average been cleaned away.

In other bands the cleaning procedure partly or completely removes some of the signals, depending on their frequency. So, in order to produce a detection statistic value above a given threshold, statistically, a louder signal is required than in nearby bands that are not cleaned. In those bands the upper limit is higher than what it would be if the data had not been cleaned. For example, $h_0^{90\%}$ of the band 331–331.5 Hz is about 15% larger than the $h_0^{90\%}$ of the neighboring half Hz bands. In this band, 8% of the data are Gaussian noise data.

5.2. Upper Limits on the Astrophysical Parameters

The $h_0$ upper limits can be converted to constraints on the equatorial ellipticity $\varepsilon$ of the neutron star at distance $D$ and at frequency $f$ (Zimmermann & Szedenits 1979):

$$\varepsilon = \frac{c^4}{4\pi^2G} \frac{h_0D}{ff^2},$$

where $c$ is the speed of light, $G$ is the gravitational constant, and $I$ the principal moment of inertia of the star. Assuming a fiducial value of the principal moment of inertia of $10^{38}$ kg m$^2$ and $D = 1.3$ kpc, we convert $h_0^{90\%}(f)$ into upper limits on the ellipticity of the source G347.3. These are shown in Figure 5.

R-mode oscillations of a spinning neutron star also produce continuous gravitational waves. The amplitude $h_0$ for a signal with frequency $f$ from a source at a distance $D$ depends on the r-mode amplitude $\alpha$ as follows (Owen 2010):

$$\alpha = 0.028 \left( \frac{h_0}{10^{-24}} \right) \left( \frac{D}{1 \text{ kpc}} \right) \left( \frac{100 \text{ Hz}}{f} \right)^3.$$
This is the first O2 public data Einstein@Home search for continuous gravitational waves from SNRs and probes a physically interesting range of source parameters. Building on this, future searches will extend the parameters space and/or include more targets and/or more data, pushing further into interesting territory.
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6. Conclusions

In this paper we present results from the most sensitive search to date for continuous gravitational wave emission from the SNR G347.3-0.5 in the frequency range 20—400 Hz and the broadest first and second frequency-derivative ranges. Electromagnetic pulsations have not been detected from this object, and the direct observation of continuous gravitational emission would provide the first gravitational wave pulsar timing solution.

We prioritize this target with respect to other SNRs because of a subthreshold candidate from a previous search. We do not find a signal. Our findings are consistent with those of Tenorio et al. (2021).

We constrain the amplitude of continuous gravitational wave emission at a level that is more than a factor of 20 smaller than the indirect age-based limit over most of the frequency range. The most constraining intrinsic gravitational wave amplitude upper limit is \(7 \times 10^{-26}\) near 166 Hz. This result improves over our O1 result (Ming et al. 2019) and over the extensive subthreshold O1 search (Papa et al. 2020). It is also more constraining than the recent search result of Abbott et al. (2021d) that uses the significantly more sensitive O3a data. In fairness, we note however that Abbott et al. (2021d) search a broader frequency range and their search uses a technique that is more robust to possible deviations of the signal from the IT\(\pi\) model.

Recast in terms of equatorial ellipticity of the neutron star, our results constrain it to be below \(10^{-6}\) at frequencies higher than \(\approx 320\) Hz, reaching bounds of \(6.9 \times 10^{-7}\) at 400 Hz. This is a physically plausible value of neutron star deformation (Johnson-McDaniel & Owen 2013; Gittins et al. 2020; Gittins & Andersson 2021). Such a limit is not matched in Abbott et al. (2021d) even at 2000 Hz.

Our spindown range is high enough to allow for braking indexes as high as 7, encompassing \(r\)-mode emission. Our null result can then constrain the \(r\)-mode amplitude and does so at a level below \(10^{-5}\) at frequencies higher than \(\approx 310\) Hz. This is also a physically possible value (Haskell 2015).
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