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Abstract
We consider the problem of fitting a set of points in Euclidean space by an algebraic hypersurface. We assume that points on a true hypersurface, described by a polynomial equation, are corrupted by zero mean independent Gaussian noise, and we estimate the coefficients of the true polynomial equation. The adjusted least squares estimator accounts for the bias present in the ordinary least squares estimator. The adjusted least squares estimator is based on constructing a quasi-Hankel matrix, which is a bias-corrected matrix of moments. For the case of unknown noise variance, the estimator is defined as a solution of a polynomial eigenvalue problem. In this paper, we present new results on invariance properties of the adjusted least squares estimator and an improved algorithm for computing the estimator for an arbitrary set of monomials in the polynomial equation.
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1. Introduction

An algebraic hypersurface is the set of points $d \in \mathbb{R}^q$ that are the solutions of an implicit polynomial equation

$$R_\theta(d) = 0. \tag{1}$$

In (1), $R_\theta(d)$ is a multivariate polynomial with coefficients $\theta = [\theta_1 \cdots \theta_m]^\top$

$$R_\theta(d) := \theta^\top \phi(d) = \sum_{j=1}^m \theta_j \phi_j(d), \tag{2}$$

*Corresponding author

Email addresses: konstantin.usevich@gipsa-lab.grenoble-inp.fr (Konstantin Usevich), ivan.markovsky@vub.ac.be (Ivan Markovsky)

Preprint submitted to Elsevier
where $\phi(d)$ is the vector of linearly independent basis polynomials

$$
\phi(d) = [\phi_1(d) \cdots \phi_m(d)]^\top, \quad d \in \mathbb{R}^q.
$$

(3)

The algebraic hypersurface fitting problem is to fit a given set of points

$$
\mathcal{D} = \{d^{(1)}, \ldots, d^{(N)}\} \subset \mathbb{R}^q,
$$

in the best way by an algebraic hypersurface of the form (1), where the vector of basis monomials is given and fixed. The notion of “best” is determined by a chosen goodness-of-fit measure.

Fitting two-dimensional data by conic sections ($q = 2$) is the most common case of algebraic hypersurface fitting, with numerous applications in robotics, medical imaging, archaeology, etc., see [1] for an overview. Fitting algebraic hypersurfaces of higher degrees and dimensions is needed in computer graphics [2], computer vision [3], and symbolic-numeric computations [4], [5], §5. The problem also appears in advanced methods of multivariate data analysis such as subspace clustering [6] and non-linear system identification [7], see [8] for an overview. Algebraic hypersurface fitting received considerable attention in linear algebra community starting from [9]. Recently, it has been shown to be an instance of nonlinearly structured low-rank approximation [10] Ch. 6).

The most widespread fits are geometric and algebraic fit (see, for example, [9] and [11]). The geometric fit minimizes total distance from $\mathcal{D}$ to a hypersurface defined by (1). Although this is a natural goodness-of-fit measure, the resulting nonlinear optimization problem is difficult.

A computationally cheap alternative to geometric fit is the algebraic fit, which minimizes the sum of squared residuals of the implicit equation (1)

$$
Q_{ols}(\theta, \mathcal{D}) := \sum_{k=1}^{N} \left(R_\theta(d^{(k)})\right)^2.
$$

(4)

More precisely, the algebraic fit is defined as the solution of

$$
\hat{\theta}_{ols} := \arg\min_{\theta \in \mathbb{R}^m} Q_{ols}(\theta, \mathcal{D})
$$

subject to $\|\theta\| = 1,$

(5)

where the normalization $\|\theta\| = 1$ is needed, since multiplication of $\theta$ by a nonzero constant does not change the hypersurface. In statistical literature [12], [13], the algebraic fit is known under the name ordinary least squares (OLS), which explains the notation $\hat{\theta}_{ols}.$

If $\| \cdot \|$ is a weighted 2-norm, then $\hat{\theta}_{ols}$ can be found as an eigenvector of a matrix $\Psi(\mathcal{D})$ constructed from data $\mathcal{D}$ (equivalently, a singular vector of the multivariate Vandermonde matrix, see Section 2 for more details). The simplicity of the algebraic fit makes it a method of choice in many applications [6], [4]. Also, $\hat{\theta}_{ols}$ is often used as an initial guess for local optimization in finding the geometric fit.
Despite of its popularity, the algebraic fit has many deficiencies. A desirable property of a hypersurface fitting is invariance with respect to all similarity transformations (compositions of translation, rotation and uniform scaling) \[9\]. The algebraic fit is, in general, not invariant to the similarity transformations; as a result, the locally optimal geometric fit initialized with the algebraic fit is also not invariant to these transformations.

Moreover, the algebraic fit fails in the statistical estimation framework. Assume that \( D \) are generated as 
\[
d^{(j)} = d^{(j)} + \tilde{d}^{(j)}, \quad j = 1, \ldots, N, \tag{6}
\]
where \( d^{(j)} \) lie on a true hypersurface \( R_{\Psi}(d) = 0 \), and the errors are Gaussian 
\[
\tilde{d}^{(1)}, \ldots, \tilde{d}^{(N)} \sim N(0, \Sigma), \quad \{\tilde{d}^{(1)}, \ldots, \tilde{d}^{(N)}\} \text{ are independent.} \tag{7}
\]
In this case, it is known \[12\] that the \( \hat{\theta}_{\text{ols}} \) is not a consistent estimator. Informally speaking, if the estimator is inconsistent, the accuracy of estimation of the true parameter \( \theta \) may not be improved by increasing the number of observed noisy data points \( N \) \[14\] Ch. 17]. The algebraic fit is inconsistent due to bias (systematic error) of \( \hat{\theta}_{\text{ols}} \) caused by the nonlinear structure of \( \Psi(D) \). Besides, geometric fit is also inconsistent, but has a smaller asymptotic bias \[12\].

Many heuristic methods were proposed to overcome the aforementioned problems of algebraic and geometric fit, see a recent book of Chernov \[1\] for an overview (the methods are mainly proposed for ellipsoid fitting). In this paper, we focus on adjusted least squares fitting, which combines advantages of algebraic and geometric fit, such as low computational complexity, invariance under similarity transformations, and good statistical properties.

Assume that the data points are generated according to (6) and (7), with \( \Sigma = \sigma^2 \Sigma_0 \). The first version of ALS estimator \( \hat{\theta}_{\text{als}, \sigma} \) is constructed as eigenvector of the adjusted (bias-corrected) matrix \( \Psi \), denoted by \( \Psi_{\text{als}, \sigma}(D) \). The second version of the ALS estimator, for unknown \( \sigma^2 \), is defined as an eigenvector of the matrix \( \Psi_{\text{als}, \hat{\sigma}}(D) \), where \( \hat{\sigma} \geq 0 \) is a solution of
\[
\lambda_{\text{min}}(\Psi_{\text{als}, \hat{\sigma}}(D)) = 0, \tag{8}
\]
see Section \[2\] for more details.

The estimators \( \hat{\theta}_{\text{als}, \sigma} \) and \( \hat{\theta}_{\text{als}} \) were initially proposed by Kukush, Markovsky and Van Huffel in \[12\] for quadratic hypersurfaces and \( \Sigma_0 = I \). Some authors, like Chernov \[1\], use the abbreviation KMvH (from the first letters of the surnames of the authors of \[12\]). In this paper, we stick to the name “adjusted least squares” (ALS), but we prefer to use the expression “ALS fitting” (instead of “ALS estimation”) in order to emphasize that the ALS fitting can be used beyond the restrictive probabilistic model of errors \[7\].

In Fig. \[1\] we illustrate the fitting problem for conic sections, i.e. \( q = 2 \) and the vector \( \phi(d) \) given by
\[
\phi(d) = \begin{bmatrix} d^2_1 & d_1d_2 & d^2_2 & d_1 & d_2 & 1 \end{bmatrix}^\top. \tag{9}
\]
The true points lie on a parabola, and they are perturbed by Gaussian noise. For this example, the ALS fitting is more accurate than the algebraic fit.

For algebraic hypersurfaces of higher degrees, the adjusted least squares fitting was independently proposed by Markovsky [10, Ch. 6] and Shklyar [15] (published in Ukrainian). In [15], for a general $\Sigma_0$ and for a class of polynomial vectors $\phi(d)$, existence, uniqueness and consistency of $\hat{\theta}_{\text{als}}$ was proved. However, the construction in [15] is abstract, and an algorithm for computation of $\hat{\theta}_{\text{als}}$ was not given. In [10, Ch. 6], Markovsky showed that (8) is equivalent to a polynomial eigenvalue problem, and described an algorithm for computing $\hat{\theta}_{\text{als}}$. (Previously, for quadratic hypersurfaces, the equation (8) was solved by bisection [12, 13].) However, in [10, Ch. 6] only a special case was considered ($\Sigma_0 = I$ and $\phi(d)$ equal to a vector of all monomials of total degree $\leq r$). Also, the coefficients of the matrix polynomial were computed by a recursive algorithm, and the structure of matrix coefficients of the matrix polynomial was not studied.

Contribution of the paper. In this paper, we consider the general case of $\Sigma_0$ and general set of basis polynomials $\phi(d)$. We show that in the general case $\hat{\theta}_{\text{als}}$ can also be computed as a solution of a polynomial eigenvalue problem. Compared with [10, Ch. 6], we derive the explicit form of the matrix polynomial coefficients. If $\phi(d)$ is an arbitrary vector of monomials, we show that the coefficients of the matrix polynomial are quasi-Hankel matrices constructed from the shifts of the array of moments of data. This simplifies the computation of $\hat{\theta}_{\text{als,\sigma}}$ and $\hat{\theta}_{\text{als}}$, and gives an alternative condition for existence of $\hat{\theta}_{\text{als}}$. Finally, we derive conditions for rotational/translational/scaling invariance of $\hat{\theta}_{\text{ols}}, \hat{\theta}_{\text{als,\sigma}}$ and $\hat{\theta}_{\text{als}}$. In particular, we show that it is important to use the Bombieri norm in order to achieve rotational invariance of $\hat{\theta}_{\text{ols}}$ and $\hat{\theta}_{\text{als,\sigma}}$. We provide numerical results that support the theoretical results of the paper. Moreover, the numerical results suggest that $\hat{\theta}_{\text{als}}$ can be used beyond the model (7) of Gaussian errors and existing consistency results; thus ALS fitting can be used as a general-purpose hypersurface fitting method. The software implementing
the ALS fitting methods, together with reproducible examples, is available at http://github.com/slra/als-fit.

The paper is organized as follows. In Section 2 we review the existing results. In Section 2.1, we remind the details of construction of \( \hat{\theta}_{\text{ols}} \). Then we give a definition of \( \hat{\theta}_{\text{als},\sigma} \) and \( \hat{\theta}_{\text{als}} \) through the deconvolutions (in spirit of [15]). We provide a brief summary of the main results of [15] (available only in Ukrainian). Then, we show how the deconvolution can be performed with Hermite polynomials by recalling the construction of [10, Ch. 6] for the case of monomials and \( \Sigma_0 = I \). In Section 3 we show that the estimators can be computed using quasi-Hankel matrices, and operations on the shifts of the moment array. As a corollary, we improve a necessary condition of [15] for existence of the ALS estimator. In Section 4 the invariance properties of the estimators are studied, generalizing the results of [13]. In Section 5 we provide numerical experiments that demonstrate the advantages of the ALS fitting.

2. Main notation and background

2.1. Multidegrees and sets of multidegrees

A nonnegative integer vector \( \alpha \in \mathbb{Z}_+^q \) corresponds to the monomial \( d^\alpha \), where for \( d = [d_1 \cdots d_q]^\top \) and \( \alpha = [\alpha_1 \cdots \alpha_q]^\top \) the power operation \( d^\alpha \) is defined as

\[
d^\alpha := d_1^{\alpha_1} \cdots d_q^{\alpha_q}.
\]

Therefore, we refer to nonnegative integer vectors \( \alpha \in \mathbb{Z}_+^q \) as multidegrees. For \( s \leq q \), we define

\[
|\alpha|_s := \alpha_1 + \cdots + \alpha_s.
\]

We also use a shorthand \( |\alpha| := |\alpha|_q \), which corresponds to the total degree of \( d^\alpha \). \( \alpha + \beta \) denotes the element-wise sum of multidegrees. For multidegrees \( \alpha, \beta \in \mathbb{Z}_+^q \), the partial order \( \leq \) is defined in a standard way:

\[
\alpha \leq \beta \iff \alpha_k \leq \beta_k, \text{ for } k = 1, \ldots, q.
\]

We will frequently use the following sets of multidegrees:

- **degree-constrained set:**
  \( \Delta^{(q,\ell)} := \{ \alpha \in \mathbb{Z}_+^q \mid |\alpha| = \ell \} \);

- **triangular set:**
  \( \triangle^{(q,\ell)} := \{ \alpha \in \mathbb{Z}_+^q \mid |\alpha| \leq \ell \} \);

- **box set** \( \Box^{(\gamma)} \) (for \( \gamma \in \mathbb{Z}_+^q \)):
  \( \Box^{(\gamma)} := \{0,1,\ldots,\gamma_1\} \times \cdots \times \{0,1,\ldots,\gamma_q\} \).

These sets are related using the following evident relations:
• for any \( q, \ell \) we have
\[ \Delta^{(q, \ell)} = \Delta^{(q, 0)} \cup \ldots \cup \Delta^{(q, \ell)}; \]

• for \( q = 1 \) we have
\[ \Delta^{(1, \ell)} = \Delta^{(1, 0)} \cup \ldots \cup \Delta^{(1, \ell)}; \]

The Minkowski sum of sets of multidegrees is the set:
\[ \mathfrak{A} + \mathfrak{B} := \{ \alpha + \beta \mid \alpha \in \mathfrak{A}, \beta \in \mathfrak{B} \}. \]

The following examples of the Minkowski sum are evident:
• \( \square^{(q, 1)} + \square^{(q, 2)} = \square^{(q, 1) + (q, 2)}; \)
• \( \Delta^{(q, \ell_1)} + \Delta^{(q, \ell_2)} = \Delta^{(q, \ell_1 + \ell_2)}; \)
• \( \triangle^{(q, \ell_1)} + \triangle^{(q, \ell_2)} = \triangle^{(q, \ell_1 + \ell_2)}. \)

A set of multidegrees \( \mathfrak{A} \) is called a lower set, if for any \( \alpha \in \mathfrak{A} \)
\[ \beta \leq \alpha \Rightarrow \beta \in \mathfrak{A}. \quad (12) \]

It is easy to see that \( \Delta^{(q, \ell)} \) and \( \square^{(q)} \) are lower sets, but \( \triangle^{(q, \ell)} \) is not.

It is convenient to work with matrix representations of the sets of multidegrees. Assume that a \( q \times m \) nonnegative integer matrix is given
\[ \mathcal{A} = [\alpha^{(1)} \ldots \alpha^{(m)}] = \begin{bmatrix} \alpha_1^{(1)} & \cdots & \alpha_1^{(m)} \\ \vdots & \ddots & \vdots \\ \alpha_q^{(1)} & \cdots & \alpha_q^{(m)} \end{bmatrix} \in \mathbb{Z}_+^{q \times m}. \quad (13) \]

For a set \( \mathfrak{A} \subset \mathbb{Z}_+^q \) we write \( \mathcal{A} \sim \mathfrak{A} \), if \( \mathfrak{A} \) is the set of columns of \( \mathcal{A} \). For each set of multidegrees \( \mathfrak{A} \) there exist \( m! \) matrix representations (i.e. \( \mathcal{A} \) such that \( \mathcal{A} \sim \mathfrak{A} \)). Each representation defines an ordering of multidegrees.

The matrix \( \mathcal{A} \) defines the vector of monomials
\[ \phi_{\mathcal{A}}(d) := [\phi_1(d) \ldots \phi_m(d)]^\top, \quad \phi_k(d) := d^\alpha^{(k)}. \quad (14) \]

**Example 1.** The following integer matrix
\[ \mathcal{A} = \begin{bmatrix} 2 & 1 & 0 & 0 & 0 \\ 0 & 1 & 2 & 0 & 1 \end{bmatrix} \quad (15) \]

corresponds to the vector of monomials \( \phi_{\mathcal{A}}(d) \). In this case, algebraic hypersurface fitting coincides with conic section fitting. (See also Fig. 7.) Also, note that \( \mathcal{A} \sim \Delta^{(2, 2)} \). This set of multidegrees is depicted in Fig. 4.
2.2. Ordinary least squares estimator

Now consider the OLS estimator defined in (5). First, we rewrite the cost function in a matrix form. For a set of points \( \mathcal{D} = \{d^{(1)}, \ldots, d^{(N)}\} \subset \mathbb{R}^q \), we define the multivariate Vandermonde matrix \([16]\) as

\[
\Phi(\mathcal{D}) := \begin{bmatrix}
\phi(d^{(1)}) & \cdots & \phi(d^{(N)})
\end{bmatrix} \in \mathbb{R}^{m \times N}.
\]

(16)

Then we have that the vector of the residuals can be expressed as

\[
\begin{bmatrix}
R_{\theta}(d^{(1)}) \\
\vdots \\
R_{\theta}(d^{(N)})
\end{bmatrix} = \theta^\top \Phi(\mathcal{D}).
\]

Therefore, the OLS cost function (4) is equal to

\[
Q_{\text{ols}}(\theta, \mathcal{D}) = \theta^\top \Psi(\mathcal{D}) \theta,
\]

where \( \Psi(\mathcal{D}) = \Phi(\mathcal{D}) (\Phi(\mathcal{D}))^\top \).

(17)

Now we consider the case of weighted 2-norm defined as

\[
\|\theta\|_2^2 = \sum_{j=1}^{m} w_j \theta_j^2,
\]

(18)

where \( w_j \in (0, \infty) \). Then \( \hat{\theta}_{\text{ols}} \) is given as a solution of an eigenvalue problem.

**Lemma 1.** For the weighted 2-norm (18), the solution of (5) is given by

\[
\hat{\theta}_{\text{ols}} = \Lambda \hat{\theta}_{\text{ols}}',
\]

where \( \hat{\theta}_{\text{ols}}' \) is an eigenvector of the symmetric matrix \( \Lambda \Psi(\mathcal{D}) \Lambda \) corresponding to its smallest eigenvalue, and \( \Lambda := \text{diag}\left(w_1^{-\frac{1}{2}}, \ldots, w_m^{-\frac{1}{2}}\right) \). Equivalently \( \hat{\theta}_{\text{ols}}' \) is a left singular vector of the matrix \( \Lambda \Phi(\mathcal{D}) \) corresponding to its smallest singular value.

**Proof.** After a change of variables \( \theta = \Lambda \theta' \), the problem (5) becomes

\[
\hat{\theta}_{\text{ols}} := \arg\min_{\theta' \in \mathbb{R}^m} \theta'^\top \Lambda \Psi(\mathcal{D}) \Lambda \theta'
\]

subject to \( \|\theta'\|_2^2 = 1 \).

(19)

The solution of (19) is given by an eigenvector of the symmetric matrix \( \Lambda \Psi(\mathcal{D}) \Lambda \) corresponding to its smallest eigenvalue. \( \Box \)
Note that the OLS estimator has the following properties.

**Note 1.** In the model (6), if \( \bar{d}^{(j)} \equiv 0 \), then \( \Psi(D) = \Psi(\bar{D}) \), where \( \bar{D} = \{ \bar{d}^{(1)}, \ldots, \bar{d}^{(N)} \} \). Therefore, in this case, if the solution to (5) is unique, then \( \hat{\theta}_{ols} \) is equal to \( \bar{\theta} \) (up to scaling). In other words, in a non-degenerate noiseless case the OLS estimator recovers the true parameter vector \( \bar{\theta} \).

The uniqueness of the solution in Note 1 corresponds to uniqueness of the algebraic hypersurface that contains the true data points. For example, for a set of 4 points in a general position there is a nonunique conic section passing through them (see an example in [8]).

**Note 2.** If the data is noisy, and \( \bar{d}^{(j)} \sim \mathcal{N}(0, \Sigma) \), then, in general,
\[
E(\Psi(D)) \neq \Psi(\bar{D}),
\]
where \( E(\cdot) \) denotes the mathematical expectation.

Note 2 gives an explanation why the OLS estimator is inconsistent.

### 2.3. Deconvolution of polynomials

The construction of the adjusted least squares estimator is based on finding a matrix \( \Psi_{ols,\sigma}(D) \), such that its expectation is equal to \( \Psi(D) \) in the noise model (6) and (7) (compare with (20)). For this purpose, following [13] and [15], we introduce the operation of deconvolution.

**Definition 1.** For a multivariate polynomial \( f \) and a positive-semidefinite covariance matrix \( \Sigma \), the deconvolution is defined as
\[
f * p_{-\Sigma} := g, \quad \text{where } E(g(a + x)) = f(a), \quad \text{for all } a \in \mathbb{R}^q \text{ and } x \sim \mathcal{N}(0, \Sigma).
\]

The deconvolution operation has the following properties [13] §5.1.

**Lemma 2.**
1. For any polynomial \( f \), its deconvolution \( f * p_{-\Sigma} \) is a polynomial.
2. Deconvolution is linear, i.e.,
\[
(f_1 + cf_2) * p_{-\Sigma} = f_1 * p_{-\Sigma} + c(f_2 * p_{-\Sigma}).
\]
3. For an affine transformation \( T(d) = Kd + b, K \in \mathbb{R}^{q \times q}, b \in \mathbb{R}^q \), we have
\[
(f \circ T) * p_{-\Sigma} = (f * p_{-K \Sigma K^T}) \circ T,
\]
where \( f \circ T \) is a composition of \( f \) and \( T \), i.e., \( (f \circ T)(d) = f(T(d)) \).

In Section 2.6 we give an explicit form of deconvolution of monomials with respect to \( \Sigma = \sigma^2 I \).
2.4. Adjusted matrix $\Psi$ and ALS estimator for known variance

For a covariance matrix $\Sigma = \sigma^2 \Sigma_0$, the adjusted matrix $\Psi_{\text{als}, \sigma}(D) \in \mathbb{R}^{m \times m}$ is defined as

$$(\Psi_{\text{als}, \sigma}(D))_{i,j} = \sum_{k=1}^{N} (\phi_i \phi_j) \ast p_{-\sigma^2 \Sigma_0}(d(k)),$$

where $\phi_i \phi_j$ is the product of polynomials $\phi_i$ and $\phi_j$. By Definition 1, we have that for $D$ generated according to (6) and (7), the equation

$$E(\Psi_{\text{als}, \sigma}(D)) = \Psi(D)$$

holds true for any set of true points $\bar{D}$.

Then the first version of the ALS estimator (for the case of known $\sigma$) is defined as

$$\hat{\theta}_{\text{als}, \sigma} := \arg\min_{\theta \in \mathbb{R}^m} Q_{\text{als}, \sigma}(\theta, D),$$

subject to $\|\theta\| = 1$, (22)

where the cost function $Q_{\text{als}, \sigma}$ is

$$Q_{\text{als}, \sigma}(\theta, D) := \theta^\top \Psi_{\text{als}, \sigma}(D) \theta.$$ (23)

In [13], this version of ALS estimator is denoted by $\hat{\theta}_{\text{als1}}$.

Since $Q_{\text{als}, \sigma}$ is a quadratic form, we have that the following lemma can be proved analogously to Lemma [1].

**Lemma 3.** In the case of the weighted 2-norm (18), the ALS estimator for known variance is given by $\hat{\theta}_{\text{als}, \sigma} = \Lambda \hat{\theta}_{\text{als}, \sigma}^\prime$, where $\hat{\theta}_{\text{als}, \sigma}$ is an eigenvector of the symmetric matrix $\Lambda \Psi_{\text{als}, \sigma}(D) \Lambda$ corresponding to its smallest eigenvalue.

Note that unlike the matrix $\Psi(D)$, the matrix $\Psi_{\text{als}, \sigma}(D)$ cannot, in general, be factorized as $B(D)B^\top(D)$. Moreover, $\Psi_{\text{als}, \sigma}(D)$ may be indefinite or negative semidefinite, thus the smallest eigenvalue of $\Psi_{\text{als}, \sigma}(D)$ may be negative.

2.5. ALS estimator for unknown variance: an abstract definition

A more important case is when the variance is not known, i.e., when $\Sigma = \sigma^2 \Sigma_0$, and we know only $\Sigma_0$. In [12], it was proposed to estimate $\theta$ and $\sigma$ simultaneously (for quadratic hypersurfaces). In [15], this definition was extended to the general class of algebraic hypersurfaces (defined by (2)).

The second version of the ALS estimator (with unknown $\sigma^2$) is constructed as follows: $\hat{\sigma}$ is a solution of (8), and $\hat{\theta}_{\text{als}}$ is defined as a solution of

$$\Psi_{\text{als}, \hat{\sigma}}(D) \hat{\theta}_{\text{als}} = 0,$$

$$\|\hat{\theta}_{\text{als}}\| = 1.$$

In [15], many important properties of $\hat{\theta}_{\text{als}}$ are proved under the following assumption.
Assumption 1. The set of polynomials in \((3)\) is closed under the operation of taking partial derivatives, i.e., for each \(i = 1, \ldots, q\) there exists a matrix \(D_i \in \mathbb{R}^{m \times m}\) such that
\[
\frac{\partial}{\partial d_i} \phi(d) = D_i \phi(d).
\]

Note that, if \(\phi\) is given by the matrix of multidegrees (14), with \(A \sim \mathbb{A}\), then Assumption 1 holds if and only if \(A\) is a lower set (12). Indeed, if \(\alpha \in A\), then
\[
\frac{\partial}{\partial d_i} d^\alpha = \begin{cases} 0, & \alpha_i = 0, \\ \alpha_i d^{\alpha - e_i}, & \alpha_i > 0. \end{cases}
\]
In the latter case, if \(A\) is a lower set, then \(\alpha - e_i \in A\) for any \(i\). For example, in Example 1,
\[
\frac{\partial}{\partial d_1} \phi_A(d) = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \phi_A(d), \quad \frac{\partial}{\partial d_2} \phi_A(d) = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \phi_A(d).
\]

The next result shows that under Assumption 1 and mild additional conditions, the solution of (8) exists and is unique.

Theorem 1 (See [15, Theorem 3.4]). Assume that the vector \(\phi(d)\) satisfies Assumption 1. Then the following statements hold true.

- If \(\Sigma_0\) is positive definite, then the equation (8) has a unique solution.
- If \(\Sigma_0\) is rank-deficient, then
  - if the matrix \(\Psi(\mathcal{D})\) is positive definite, then the equation (8) has at most one solution;
  - if there exist vectors \(h \in \mathbb{R}^m\), \(a \in \mathbb{R}^q\) and a scalar \(b \in \mathbb{R}\), such that
    \[
    h^\top \phi(d) = a^\top d + b, \quad \Sigma_0 h \neq 0
    \]
    then the equation (8) has at least one solution.

Corollary 1 (See [15, Corollary 3.5]). If the solution of (8) exists, is unique and equal to \(\hat{\sigma}\), then

- \(\lambda_{\min}(\Psi_{\text{als},\sigma}(\mathcal{D})) > 0\) for \(0 \leq \sigma < \hat{\sigma}\), and
- \(\lambda_{\min}(\Psi_{\text{als},\sigma}(\mathcal{D})) < 0\) for \(\sigma > \hat{\sigma}\).

Next, in [15] it was also proved that under Assumption 1 and some conditions on the true data, the estimator is strongly consistent.

Theorem 2 (See [15, Theorem 3.14]). Let
\[
d^{(1)}, d^{(2)}, \ldots, d^{(N)}, \ldots,
\]
be an infinite sequence of points generated as in (6), and
\[ \hat{\sigma}_N := \hat{\sigma}(\mathcal{D}_N) \quad \text{and} \quad \hat{\theta}_N := \hat{\theta}_{als}(\mathcal{D}_N) \]
denote the ALS estimators for the first \( N \) data points \( \mathcal{D}_N = \{d^{(1)}, d^{(2)}, \ldots, d^{(N)}\} \).

Also assume that the true points \( d^{(n)} \) satisfy the following conditions
\[ \text{for any } j, \quad \sum_{n=1}^{\infty} \frac{1}{n^2} \left\| \frac{\partial}{\partial d_j} \Psi \{\{d\}\} \right\|_{F}^2 < \infty, \]
\[ \text{for any } j_1, j_2, \quad \sup_{n \geq 1} \frac{1}{n} \left\| \frac{\partial^2}{\partial d_{j_1} d_{j_2}} \Psi \{\{d\}\} \right\|_{F}^2 < \infty, \]
and
\[ \lim_{N \to \infty} \frac{1}{N} \lambda_2 (\Psi(\mathcal{D}_N)) > 0, \]
where \( \lambda_2 \) is the second smallest eigenvalue of a matrix.

Let \( \bar{\theta} \) be the true parameter vector, such that
the polynomial
\[ f(d, u) := \bar{\theta}^\top \phi(d + \Sigma_0 u), \]
depends on the variable \( u \).
If the conditions (24), (25) and (26) are satisfied,
\[ \hat{\sigma}_N \to \sigma, \quad \sin \angle(\hat{\theta}_N, \bar{\theta}) \to 0, \]
where the convergence is almost surely.

Note 3. The conditions of the Theorem 2 are rather mild.

- The condition (24) is on boundedness of the data. For example, it is satisfied if all the true data points are within a bounded region.
- The condition (25) ensures that the data points are well-distributed. For example, if the true hypersurface is a union of two hyperplanes, the condition (25) ensures that there are sufficiently many true points on both hyperplanes.
- The condition (26) means that the noisy vectors do not lie inside the true hypersurface. Indeed, if (26) is not satisfied, then \( \Psi(\mathcal{D}) = \Psi(\mathcal{F}) \), and \( \bar{\theta}^\top \Psi_{als, \sigma}(\mathcal{D}) = 0 \). In this case, \( \bar{\theta} \) still can be recovered, but the noise variance \( \sigma^2 \) cannot.

2.6. ALS estimator for unknown variance: a constructive approach

Now we recall the algorithm of \cite[Ch. 6]{10}, for computing the ALS estimators in the case \( \Sigma_0 = I \) and \( \phi = \phi_A \) is given as in \cite[14]{14}. The construction of the

\footnote{In \cite[Ch. 6]{10} it was assumed that \( A \sim \Delta(\mathcal{A}^*) \), but this assumption is not necessary.}
ALS estimators is based on homogeneous Hermite polynomials, defined as
\[ h^{(0)}(\sigma, z) = 1, \]
\[ h^{(1)}(\sigma, z) = z, \]
\[ h^{(k)}(\sigma, z) = zh^{(k-1)}(\sigma, z) - (k - 1)\sigma^2 h^{(k-2)}(\sigma, z). \]

The key property of the homogeneous Hermite polynomials is the following deconvolution property.

**Lemma 4** (See [10, Ch. 6].) If \( \varepsilon \sim N(0, \sigma^2) \), then
\[ \mathbb{E}(h^{(k)}(\sigma, a + \varepsilon)) = a^k \] (27)
for any \( a \in \mathbb{R} \).

**Corollary 2.** If we define
\[ f_\beta(d) = d_1^{\beta_1} \cdots d_q^{\beta_q} \] (28)
then the deconvolution of a monomial is
\[ f_\beta \ast p_{-\sigma^2 I} = h^{(\beta_1)}(\sigma, d_1)h^{(\beta_2)}(\sigma, d_2) \cdots h^{(\beta_q)}(\sigma, d_q). \] (29)

Using Corollary 2 we can construct the adjusted matrix \( \Psi \) by replacing all monomials in \( \Psi(\mathcal{D}) \) by the corresponding polynomials from (29). More precisely, from (17), the \( (k, l) \)-th element of \( \Psi(\mathcal{D}) \) is
\[ (\Psi(\mathcal{D}))_{k,l} = \sum_{j=1}^{N} \phi_k(d^{(j)})\phi_l(d^{(j)}) = \sum_{j=1}^{N} (d_1^{(j)})^\beta_1 \cdots (d_q^{(j)})^\beta_q, \] (30)
where \( \beta = \alpha^{(k)} + \alpha^{(l)} \). Then the \( (k, l) \)-th element of \( \Psi_{\text{als},\sigma}(\mathcal{D}) \) is equal to
\[ (\Psi_{\text{als},\sigma}(\mathcal{D}))_{k,l} = \sum_{j=1}^{N} h^{(\beta_1)}(\sigma, d_1^{(j)})h^{(\beta_2)}(\sigma, d_2^{(j)}) \cdots h^{(\beta_q)}(\sigma, d_q^{(j)}), \] (31)
From (31), the matrix \( \Psi_{\text{als},\sigma}(\mathcal{D}) \) has the form
\[ \Psi_{\text{als},\sigma}(\mathcal{D}) = \Psi(\mathcal{D}) + \sigma^2 \Psi_1(\mathcal{D}) + \cdots + \sigma^{2r} \Psi_r(\mathcal{D}), \] (32)
where \( r \) is the degree of the polynomial \( R_\beta(d) \) (i.e., the maximal total degree of \( \phi_j(d) \)) and \( \Psi_k(\mathcal{D}) \) do not depend on \( \sigma \). Indeed, only even powers of \( \sigma \) are present in \( \Psi_{\text{als},\sigma}(\mathcal{D}) \), and the highest power corresponds to the highest total degree of a monomial in \( \Psi(\mathcal{D}) \), which is equal to \( 2r \). Note also that by Corollary 1 it follows that \( \hat{\sigma} \) is the smallest \( \sigma \) such that \( \Psi_{\text{als},\sigma}(\mathcal{D}) \) is rank-deficient. Thus \( \hat{\sigma}^2 \) is equal to the smallest polynomial eigenvalue of the matrix polynomial (31), and \( \hat{\theta}_{\text{als}} \) is its corresponding eigenvector. Thus the solution of the polynomial eigenvalue problem given in [10, Ch. 6] computes the estimator defined in [15].
3. Computation of the ALS estimators and existence of solutions

In this section, we construct the matrix polynomial (32) for an arbitrary set of basis polynomials \( \phi(d) \) and arbitrary \( \Sigma_0 \). For the case when \( \phi(d) \) is a vector of monomials, we show that the matrices \( \Psi_j(\mathcal{D}) \) are quasi-Hankel and can be constructed using simple operations on the moment array of data.

3.1. Reduction to the simple case

In this subsection, we show how the general case can be reduced to the case similar to the one discussed in Section 2.6. First, let \( \Sigma_0 \) be of rank \( s \). Then there exists a nonsingular matrix \( K \in \mathbb{R}^{q \times q} \) such that

\[
\Sigma_0 = K J_s K^\top,
\]

where \( J_q = I_q \) and

\[
J_s := \begin{bmatrix} I_s & 0 \\ 0 & 0 \end{bmatrix} \in \mathbb{R}^{q \times q} \text{ for } s < q.
\]

Now consider the linear transformation of data \( T(d) = K^{-1}d \). We have that

\[
\theta^\top \phi(d) = \theta^\top \phi^{(K)}(T(d)),
\]

where \( \phi^{(K)}(d) \) is the transformed vector of basis polynomials

\[
\phi^{(K)}(d) := \phi \circ T^{-1}(d) = \phi(Kd).
\]

Next, if \( \tilde{d} \sim N(0, \sigma^2 \Sigma_0) \), then \( T(\tilde{d}) \sim N(0, \sigma^2 J_s) \). Finally, by Lemma 2 we have that \( (f \circ T^{-1}) \ast p_{-\sigma^2 J_s}(T(d)) = f \ast p_{-\sigma^2 \Sigma_0}(d) \), and therefore

\[
\Psi_{als,\sigma}(\mathcal{D}) = \Psi_{als,\sigma}(T(\mathcal{D}))',
\]

where \( \Psi_{als,\sigma}(T(\mathcal{D}))' \) denotes the adjusted matrix for the transformed covariance matrix \( \sigma^2 J_s \) and transformed basis polynomials \( \phi^{(K)} \). We can summarize these observations as follows.

**Note 4.** Without loss of generality, we can assume that \( \Sigma_0 = J_s \). For general \( \Sigma_0 \), we can always transform the problem to the case \( \Sigma_0 = J_s \) by a nonsingular linear transformation of data.

Now assume that \( \Sigma_0 = J_s \). For any \( \phi \), then there exists a multidegree matrix \( A \in \mathbb{Z}_{+}^{q \times m_2} \) and the matrix \( F \in \mathbb{R}^{m \times m_2} \) such that \( \phi(d) = F \phi_A(d) \), where \( \phi_A \) is defined in (14). Then we have that

\[
\Psi(\mathcal{D}) = F \Psi_A(\mathcal{D}) F^\top,
\]

where \( \Psi_A \) is the matrix \( \Psi \) for the vector of basis polynomials \( \phi_A \) given in (14). By linearity of the deconvolution operation, we have that

\[
\Psi_{als,\sigma}(\mathcal{D}) = F \Psi_{als,\sigma}(\mathcal{D}) F^\top,
\]

where \( \Psi_{als,\sigma}(\mathcal{D}) \) is the adjusted matrix for the vector of monomials \( \phi_A \).

Now, assume that \( \Sigma_0 = J_s \) and \( \phi = \phi_A \) is given as a vector of monomials (14). We have that an analogue of Corollary 2 holds.
Corollary 3. For a monomial \( f_\beta(d) \) defined in \((28)\) and \( \Sigma_0 = J_s \), the deconvolution of a monomial is equal to
\[
f * p_{-\sigma^2}J_s = h(\beta_1)(\sigma, d_1) \cdots h(\beta_s)(\sigma, d_s) d_{s+1}^{\beta_{s+1}} \cdots d_q^{\beta_q}. \tag{34}\]

From Corollary 3, we can compute the adjusted matrix \( \Psi \) as in Section 2.6. Indeed, the \((k,l)\)-th element of \( \Psi_{\alpha_\beta(\mathcal{D})} \) is equal to
\[
(\Psi_{\alpha_\beta(\mathcal{D})})_{k,l} = \sum_{j=1}^{N} h(\beta_1)(\sigma, d_{1}^{(j)}) \cdots h(\beta_s)(\sigma, d_{s}^{(j)}) \left( d_{s+1}^{(j)} \right)^{\beta_{s+1}} \cdots \left( d_q^{(j)} \right)^{\beta_q}, \tag{35}\]
where \( \beta = \alpha^{(k)} + \alpha^{(l)} \). Therefore, the case \( \Sigma_0 = J_s \) is analogous to the case considered in Section 2.6. In particular, we have that \( \Psi_{\alpha_\beta(\mathcal{D})} \) has the form \((32)\), where \( r = \max \{ |\alpha^{(k)}|_s \} \) and \( |\cdot|_s \) is defined in \((10)\).

In the rest of this section, we assume that \( \Sigma_0 = J_s \) and \( \phi = \phi_A \) is the vector of monomials defined in \((14)\).

3.2. Quasi-Hankel matrices

Now we recall the definition of a class of structured matrices that is one of the key ingredients of this paper. Let \( B = [B_\alpha]_{\alpha \in \mathbb{Z}_+^q} \) be an infinite \( q \)-way array and \( A \) be a \( q \times m \) integer matrix, as in \((13)\). Then the symmetric quasi-Hankel matrix \( \mathcal{H}_A(B) \), constructed from \( A \) and \( B \) is the following \( m \times m \) matrix:
\[
(\mathcal{H}_A(B))_{k,l} = B_{\alpha^{(k)} + \alpha^{(l)}}.
\]
The rows and columns in the symmetric quasi-Hankel matrix correspond to multidegrees from \( A \).

Note 5. Let \( \mathfrak{A} \) be the set of columns of the matrix \( A \) (i.e., \( A \sim \mathfrak{A} \)). Then for construction of \( \mathcal{H}_A(B) \) only the elements \( B_\alpha \) with \( \alpha \in \mathfrak{A} + \mathfrak{A} \) are needed.

Example 2. Consider a 1-dimensional (\( q = 1 \)) array \( B = [B_0 \ B_1 \ \cdots]^T \), and fix the sets
\[
A = [0 \ \cdots \ k] \sim \mathbb{I}^{(k)}.
\]
Then the quasi-Hankel matrix is \( \mathcal{H}_A(B) = \mathcal{H}_k(B) \), where
\[
\mathcal{H}_k(B) := \begin{bmatrix}
B_0 & B_1 & \cdots & B_k \\
B_1 & B_2 & \cdots & B_{k+1} \\
\vdots & \vdots & \ddots & \vdots \\
B_k & B_{k+1} & \cdots & B_{2k}
\end{bmatrix},
\]
is the ordinary square Hankel matrix for the sequence \( B \). In \( \mathcal{H}_k(B) \), only the elements \( B_j \), \( 0 \leq j \leq 2k \), are used.
Example 3. Consider a 2-dimensional \((q = 2)\) array \(B = [B_{[i,j]}]_{[i,j] \in \mathbb{Z}_2^+}\), and fix the set
\[
A = \begin{bmatrix} 0 & \cdots & k & 0 & \cdots & k & 0 & \cdots & k \\
0 & \cdots & 0 & 1 & \cdots & l & 1 & \cdots & l 
\end{bmatrix} \sim \begin{bmatrix} k \ 
\eta \end{bmatrix}^\top.
\]
Then the quasi-Hankel matrix is a symmetric Hankel-block-Hankel matrix:
\[
\mathcal{H}_A(B) = \begin{bmatrix}
\mathcal{H}_k(B_{:,0}) & \mathcal{H}_k(B_{:,1}) & \cdots & \mathcal{H}_k(B_{:,q}) \\
\mathcal{H}_k(B_{:,1}) & \mathcal{H}_k(B_{:,2}) & \cdots & \mathcal{H}_k(B_{:,q+1}) \\
\vdots & \vdots & \ddots & \vdots \\
\mathcal{H}_k(B_{:,q}) & \mathcal{H}_k(B_{:,q+1}) & \cdots & \mathcal{H}_k(B_{:,2q})
\end{bmatrix},
\]
i.e. a block-Hankel matrix with Hankel blocks constructed from the columns \(B_{[:,j]}\) of \(B\). In the case \(q > 2\) and \(A \sim \begin{bmatrix} \gamma \end{bmatrix}^\top\) with \(\gamma \in \mathbb{Z}_q^+\) (given in the vectorization order), the matrix \(\mathcal{H}_A(B)\) is a multilevel Hankel matrix [17].

It is easy to see that the matrices \(\Psi(\mathcal{D})\) and \(\Psi_{\text{als},\sigma}(\mathcal{D})\) are quasi-Hankel.

Lemma 5. 1. The matrix \(\Psi(\mathcal{D})\) is a symmetric quasi-Hankel matrix
\[
\Psi(\mathcal{D}) = \mathcal{H}_A(M)
\]
where \(M = [M_\alpha]_{\alpha \in \mathbb{Z}_q^+}\) is the infinite moment array defined as
\[
M_\alpha := \sum_{j=1}^{N} (d(j))^\alpha.
\]

2. For \(\Sigma_0 = J_{s}\), the matrix \(\Psi_{\text{als},\sigma}(\mathcal{D})\) is quasi-Hankel
\[
\Psi_{\text{als},\sigma}(\mathcal{D}) = \mathcal{H}_A(M^{(\sigma,s)}),
\]
where \(M^{(\sigma,s)} = [M^{(\sigma,s)}_\alpha]_{\alpha \in \mathbb{Z}_q^+}\) is the \(\sigma\)-adjusted moment array, defined as
\[
M^{(\sigma,s)}_\alpha := \sum_{j=1}^{N} h^{(\alpha_1)}(\sigma,d_{1}^{(j)}) \cdot \cdots \cdot h^{(\alpha_s)}(\sigma,d_{s}^{(j)}) \left( d_{s+1}^{(j)} \right)^{\alpha_{s+1}} \cdots \left( d_{q}^{(j)} \right)^{\alpha_{q}},
\]
such that \(d^{(j)} = \begin{bmatrix} d_{1}^{(j)} & \cdots & d_{q}^{(j)} \end{bmatrix}^\top\).

Proof. Follows immediately from (30) and (31). \(\square\)

3.3. Coefficients of Hermite polynomials and array shifts
For convenience, we denote the coefficients of the Hermite polynomials as
\[
h^{(k)}(\sigma,z) = \sum_{i+j=k} H_{[i,j]} \sigma^i z^j.
\]
Then the coefficients of all Hermite polynomials can be arranged in the infinite array \(H = [H_{[i,j]}]_{[i,j] \in \mathbb{Z}_2^+}\). In Table 1, a part of the infinite array \(H\) is shown. The following lemma is evident and can be easily seen from Table 1.
Table 1: Table of coefficients $H_{i,j}$ of the infinite array $H$. Row — $i$, column — $j$.

|   | 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  |
|---|----|----|----|----|----|----|----|----|----|
| 0 | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 1 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| −1| −3 | −6 | −10| −15| −21| −28| 0  | 0  | 3  |
| 0 | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| 3 | 15 | 45 | 105| 210| 0  | 0  | 0  | 0  | 0  |
| 0 | 0  | 0  | −15| −105|−420| 0  | 0  | 105| 0  |
| −15|−105|−420| 0  | 0  | 0  | 0  | 0  | 0  | 0  |

Lemma 6. For any $t \in \mathbb{Z}_+$ and $j \in \mathbb{Z}_+$,
1. $H_{2t+1,j} = 0$, and
2. $\text{sign}(H_{2t,j}) = (-1)^t$.

In order to derive a convenient computational procedure for $M^{(\sigma,s)}$, we need additional notation. For a $\nu \in \mathbb{Z}_q^+$, we define the Hermite $\nu$-shift of an infinite array $C$ as

$$S_\nu(C) := B,$$  \hspace{1cm} \text{where} \hspace{1cm} \beta \alpha = \begin{cases} C_{\alpha - \nu H_{[\nu_1, \alpha_1 - \nu_1]} \cdots H_{[\nu_q, \alpha_q - \nu_q]}}, & \alpha \geq \nu \\ 0, & \alpha_k < \nu_k \text{ for some } k. \end{cases} \hspace{1cm} (38)$$

Example 4. Consider the moment array

$$M = \begin{bmatrix} M_{[0,0]} & M_{[0,1]} & M_{[0,2]} & M_{[0,3]} & M_{[0,4]} & \cdots \\ M_{[1,0]} & M_{[1,1]} & M_{[1,2]} & M_{[1,3]} & \cdots \\ M_{[2,0]} & M_{[2,1]} & M_{[2,2]} & \cdots \\ M_{[3,0]} & M_{[3,1]} & \vdots \\ M_{[4,0]} & \vdots \\ \vdots \\ \vdots \\ \vdots \end{bmatrix}. \hspace{1cm} (39)$$

(Only elements in $\mathbb{A}^{(2,4)}$ are shown.) Then its Hermite $\nu$-shift, for $\nu = [0, 2]$, is

$$S_{[0,2]}(M) = \begin{bmatrix} 0 & 0 & M_{[0,0]} & 3M_{[0,1]} & 6M_{[0,2]} & \cdots \\ 0 & 0 & M_{[1,0]} & 3M_{[1,1]} & \cdots \\ 0 & 0 & M_{[2,0]} & \cdots \\ 0 & 0 & \vdots \\ 0 & \vdots \\ \vdots \end{bmatrix}. \hspace{1cm} (39)$$


The following property of \( \nu \)-shift immediately follows from Lemma 6.

**Corollary 4.** If at least one element of \( \nu \) is odd, then \( S_\nu(M) = 0 \).

### 3.4. Construction of shifted moment arrays

With the help of the introduced notation, the following theorem holds true.

**Theorem 3.** The \( \sigma \)-adjusted moment arrays \( M^{(\sigma,s)} \) can be computed using Hermite \( \nu \)-shifts as follows

\[
M^{(\sigma,s)} = M^{(b,s,0)} + \sigma^2 M^{(b,s,1)} + \sigma^4 M^{(b,s,2)} + \cdots,
\]

where \( M^{(b,s,k)} \) are basis arrays for \( M^{(\sigma,s)} \), defined as

\[
M^{(b,s,k)} := \sum_{\beta \in \Delta^{(s,k)} \times \{(0,\ldots,0)\}} S_2^\beta(M).
\]

In particular, \( M^{(b,s,0)} = M \).

**Proof.** Denote \( \alpha' = [\alpha_1 \cdots \alpha_s 0 \cdots 0]^T \). From (37) we have that

\[
M^{(\sigma,s)} = \sum_{k=1}^N \prod_{j=1}^s \left( \sum_{\nu_j = 0}^{\alpha_j} H_{[\nu_j,\alpha_j-\nu_j]}(d_j^{(k)})^{\alpha_j-\nu_j} \right) \prod_{j=s+1}^q (d_j^{(k)})^{\alpha_j}
\]

\[
= \sum_{k=1}^N \sum_{\nu \in \Delta^{(s,k)}} \sigma^{[\nu]} \prod_{j=1}^q H_{[\nu_j,\alpha_j-\nu_j]}(d_j^{(k)})^{\alpha_j-\nu_j}
\]

\[
= \sum_{\nu \in \Delta^{(s,s)}} \sigma^{[\nu]} \left( \prod_{j=1}^q H_{[\nu_j,\alpha_j-\nu_j]} \right) \left( \sum_{\nu \in \Delta^{(s,k)}} (d_j^{(k)})^{\alpha_j-\nu_j} \right)
\]

\[
= \sum_{\nu \in \Delta^{(s,s)}} \sigma^{[\nu]} \left( S_\nu(M) \right) = \sum_{\beta \in \mathbb{Z}_+^s \times \{(0,\ldots,0)\}} \sigma^{2[\beta]} \left( S_2^\beta(M) \right)
\]

where the last two equalities follow from (37), (38) and Corollary 4. This completes the proof. \( \square \)

Note that from (38), for any \( \alpha \), the coefficient \( (M^{(b,s,k)})_\alpha \) is equal to zero for all large enough \( k \). Therefore the sum (40) is element-wise finite and the definition (40) is correct. In addition, the matrices \( \Psi_k(\mathcal{D}) \) defined in (32) are

\[
\Psi_k(\mathcal{D}) = \mathcal{H}_k(M^{(b,s,k)}).
\]
Example 5. Consider the case \( q = 2 \), and the moment array \((39)\). We show only the elements in \( \Delta^{(2,4)} = \Delta^{(2,2)} + \Delta^{(2,2)} \). Then we have that

\[
M^{(b,s,1)} = - \begin{bmatrix}
0 & 0 & M_{[0,0]} & 3M_{[0,1]} & 6M_{[0,2]} & \cdots \\
0 & 0 & M_{[1,0]} & 3M_{[1,1]} & \cdots \\
M_{[0,0]} & M_{[0,1]} & M_{[0,2]} & + M_{[2,0]} & \cdots \\
3M_{[1,0]} & 3M_{[1,1]} & \vdots \\
6M_{[2,0]} & \vdots \\
\vdots 
\end{bmatrix},
\]

and

\[
M^{(b,s,2)} = \begin{bmatrix}
0 & 0 & 0 & 0 & 3M_{[0,0]} & \cdots \\
0 & 0 & 0 & 0 & \cdots \\
0 & 0 & M_{[0,0]} & \cdots \\
0 & 0 & \vdots \\
3M_{[0,0]} & \vdots \\
\vdots 
\end{bmatrix}.
\]

For \( A \) defined in Example 1, only the elements shown in \((39), (42)\) and \((43)\) will appear in the matrix \( \Psi_{als,\sigma}(D) \). It is easy to see that this is exactly (up to duplication and scaling of columns and rows) the matrix constructed in [12, 13].

3.5. Existence of solutions of the polynomial eigenvalue problem

Here we prove the existence of solution of \((8)\) under weaker assumptions that in [15]. More precisely, we do not require Assumption 1.

Theorem 4. Assume that \( \Sigma_0 = J_s \) and \( A \) contains at least one multidegree \( \alpha^{(k)} \) such that \( |\alpha^{(k)}|_s \) is odd. Then for any data set \( D \) there exists a solution to \((8)\) (i.e., there exists \( \sigma \geq 0 \) such that \( \lambda_{\min}(\Psi_{als,\sigma}(D)) = 0 \)).

Proof. Let \( k \) be such that \( |\alpha^{(k)}|_s = \ell \), and \( \ell \) is odd. (For convenience we denote \( \alpha = \alpha^{(k)} \).) Take \( \theta = e_k \) (unit vector with \( k \)-th nonzero element). From \((36)\) and \((40)\), we have that

\[
Q_{als,\sigma}(\theta, D) = \theta^\top \Psi_{als,\sigma^2}(D)\theta = (M^{(\sigma,s)})_{2\alpha} = c_0 + c_1\sigma^2 + \cdots + c_\ell\sigma^{2\ell},
\]

where \( c_j = (M(b,s,j))_{2\alpha} \).

Now let us find the leading coefficient \( c_\ell \). Denote \( \alpha' = [\alpha_1 \cdots \alpha_s \ 0 \cdots 0]^\top \).

By \((38)\), \((S_{2\beta}(M))_{2\alpha} = 0 \) for any \( \beta \in (\Delta^{(s,\ell)} \times (0, \ldots, 0)) \setminus \alpha' \). Therefore, from \((41)\) we have that

\[
c_\ell = H_{[2\alpha_1,0]} \cdots H_{[2\alpha_s,0]}.
\]

By Lemma 6, \( \text{sign}(H_{[2\ell,0]}) = (-1)^\ell \). Therefore,

\[
\text{sign}(c_\ell) = (-1)^\ell < 0.
\]
Thus, there exists $\sigma_0 > 0$ such that $Q_{\text{ols},\sigma_0}(\theta, \mathcal{D}) < 0$ and $\Psi_{\text{als},\sigma_0}(\mathcal{D})$ is not positive semidefinite. Hence, there exists a principal minor of $\Psi_{\text{als},\sigma_0}(\mathcal{D})$, such that its determinant is negative at $\sigma_0$. Since the determinant of any minor is a polynomial function of $\sigma$, there exists $\sigma_1$, $0 \leq \sigma_1 < \sigma_0$ such that one of the minors of $\Psi_{\text{als},\sigma_1}(\mathcal{D})$ is zero and all the minors of $\Psi_{\text{als},\sigma}(\mathcal{D})$, for $0 \leq \sigma \leq \sigma_1$ are nonnegative. Thus, $\Psi_{\text{als},\sigma_1}(\mathcal{D})$ is rank deficient and positive semidefinite, which completes the proof. \hfill $\Box$

4. Invariance properties of the estimators

In this section, we assume that $\Sigma_0 = I$, and $\phi = \phi_{A}$ is given as \cite{[14]}.

4.1. Affine transformations and summary of results

An affine transformation in $\mathbb{R}^q$ is

$$T(d) := Kd + h,$$  \hfill (44)

where $K \in \mathbb{R}^{q \times q}$ is a nonsingular matrix and $h \in \mathbb{R}^q$. We consider the following basic transformations:

1. **orthogonal transformation**: $h = 0$, $K$ — orthogonal matrix ($KK^\top = K^\top K = I$), which includes rotation and reflections;
2. **translation**: $K = I$, $h \neq 0$; and
3. **uniform scaling**: $h = 0$, $K = \rho I$.

All compositions of these basic transformations comprise the class of affine similarity transformations.

In Table 2, we summarize the conditions on the set of monomials $\mathcal{A}$ under which the estimators are invariant for any given data $\mathcal{D}$. The rows in Table 2 correspond to the basic transformations and the columns correspond to the estimators (including the weighted norm under consideration).

| Transformation          | $\hat{\theta}_{\text{ols}}$ | $\hat{\theta}_{\text{als},\sigma}$ | $\hat{\theta}_{\text{als}}$ |
|-------------------------|-----------------------------|------------------------------------|-----------------------------|
|                         | Bombieri norm               | any norm                           | any norm                    |
| Orthogonal transformation| $\mathcal{A} \sim \Delta(q,\ell_1) \cup \cdots \cup \Delta(q,\ell_M)$ (Theorem 5) |                                   |                             |
| Uniform scaling         | —                           | —                                  | any $\mathcal{A}$ (Theorem 6) |
| Translation             | —                           | —                                  | $\mathcal{A} \sim \Delta(q,\ell)$ (Theorem 6) |

Most of the results are proved for the Bombieri norm.
Definition 2. The Bombieri norm $\| \cdot \|_B^2$ is defined as

$$\| \theta \|_B^2 = \sum_{j=1}^{m} \frac{\alpha_1^{(j)} \cdots \alpha_q^{(j)} !}{(\alpha_1^{(j)}) \cdots + \alpha_q^{(j)} !} \theta_j^2,$$

i.e., the coefficients are normalized by a multinomial coefficient.

The Bombieri norm has the advantage that it is rotation-invariant. It is important to use the Bombieri norm (and not just 2-norm, as in [10]), in order to have rotation-invariant $\hat{\theta}_{\text{ols}}$ and $\hat{\theta}_{\text{als},\sigma}$ estimators.

Example 6. In Example 7, the Bombieri norm of the parameter vector is equal to

$$\| \theta \|_B^2 = \| A \|_F^2 + \| b \|_2^2 + c^2,$$

where $\| \cdot \|_F$ is the Frobenius norm and $(A, b, c)$ are classic parameters for conic sections, i.e., $A \in \mathbb{R}^{2 \times 2}$ (symmetric), $b \in \mathbb{R}^2$ and $c \in \mathbb{R}$ such that

$$R_{\theta}(d) = d^T A d + d^T b + c.$$

Thus the Bombieri norm coincides with the norm used in [13].

4.2. Some preliminary remarks

Second, we note that the cost function $Q_{\text{als},\sigma}(\theta, \mathcal{D})$ defined in (23) can be expressed as a deconvolution of the cost function $Q_{\text{ols}}$.

$$Q_{\text{als},\sigma}(\theta, \mathcal{D}) = \theta^T \Psi_{\text{als},\sigma}(\mathcal{D}) \theta = \sum_{k=1}^{N} \sum_{i,j=1}^{m,m} \theta_i \theta_j (\phi_i \phi_j) * p_{-\sigma^2 \Sigma_0}(d^{(k)})$$

$$= \sum_{k=1}^{N} \left( \sum_{j=1}^{m} \theta_j \phi_j \right)^2 \cdot p_{-\sigma^2 \Sigma_0}(d^{(k)}) = \sum_{k=1}^{N} R_{\theta}^2 \cdot p_{-\sigma^2 \Sigma_0}(d^{(k)}).$$

(46)

In particular, the cost function (46) has the following property

$$\text{E}(Q_{\text{als},\sigma}(\theta, \mathcal{D})) = Q_{\text{ols}}(\theta, \mathcal{D}).$$

(47)

Second, we rewrite the (8) using $Q_{\text{als},\sigma}(\theta, \mathcal{D})$. The pair $(\hat{\theta}_{\text{als}}, \hat{\sigma})$ is the solution of the following system of equations

$$Q_{\text{als},\sigma}(\hat{\theta}, \mathcal{D}) = 0, \quad ||\hat{\theta}|| = 1$$

$$Q_{\text{als},\sigma}(b, \mathcal{D}) \geq 0 \text{ for all } b \neq 0.$$

(48)
4.3. Formal definition of invariance

The estimation problems (5), (22) and (48) may have non-unique solutions. In order to handle this property, we introduce additional notation following [13].

Let us fix an estimation problem and denote by

\[ \text{Sol}(D) := \text{set of solutions } \hat{\theta} \text{ of the problem for a given } D. \]

Then we can introduce a formal definition of invariance of a problem.

**Definition 3** (See [13, Definition 25]). For a given set of points \( D \), the estimation problem is called

- \( T \Rightarrow \)-invariant, if for all \( \theta_1 \in \text{Sol}(D) \) there exists \( \theta_2 \in \text{Sol}(T(D)) \) such that
  \[ R_{\theta_1}(d) = 0 \iff R_{\theta_2}(T(d)) = 0; \]

- \( T \Leftarrow \)-invariant, if for all \( \theta_2 \in \text{Sol}(T(D)) \) there exists \( \theta_1 \in \text{Sol}(D) \) such that
  \[ R_{\theta_1}(d) = 0 \iff R_{\theta_2}(T(d)) = 0; \]

- \( T \)-invariant if it is both \( T \Rightarrow \)-invariant and \( T \Leftarrow \)-invariant.

Obviously, an estimation problem which is invariant with respect to two transformations \( T_1 \) and \( T_2 \), is also invariant to their composition \( T_2 \circ T_1 \).

**Note 6.** If \( T_1 \) and \( T_2 \) are two transformations such that

- for data \( D \) the problem is \( T_1 \)-invariant, and
- for data \( T_1(D) \) the problem is is \( T_2 \)-invariant,

then the estimation problem is \( T_2 \circ T_1 \)-invariant for data \( D \).

4.4. Rotation invariance

**Theorem 5.** For the Bombieri norm (45) and \( A \) of the form

\[ A \sim \triangle^{(q,\ell_1)} \cup \cdots \cup \triangle^{(q,\ell_M)}, \]

(49)

the problems (5), (22) and (48) are \( T \)-invariant for any orthogonal transformation and any dataset \( D \).

**Proof.** We divide the proof in three steps

1. (Parameter transformation.) An affine transformation applied to the data points can be mapped to transformation of parameters. Since the set of \( A \) has the form (49), the polynomial \( R_\theta(d) \) is a sum of homogeneous polynomials

\[ R_\theta(d) = R_{\theta,1}(d) + \cdots + R_{\theta,M}(d) \]
of degrees \(\{\ell_1, \ldots, \ell_K\}\). A linear transformation \(T(d) = Kd\) maps homogeneous polynomials to homogeneous polynomials, hence there exists a parameter transformation \(I_T : \mathbb{R}^m \rightarrow \mathbb{R}^m\), such that
\[
R_{\theta}(d) = R_{I_T(\theta)}(T(d))
\]
holds in polynomial sense.
For the inverse linear transformation \(T^{-1}\), we have that
\[
I_{T^{-1}}(I_T(\theta)) = \theta 
\]
for all \(\theta \in \mathbb{R}^q\). Since \(I_T\) is linear, it is a bijection that maps \(\mathbb{R}^m\) to itself.

If \(T\) is an orthogonal transformation, from the properties of the Bombieri norm [18, §5.3.E.7], we have that
\[
\|I_T(\theta)\|_2^2 = \|\theta\|_2^2,
\]
i.e., the transformation \(I_T\) preserves the Bombieri norm.

2. (Invariance of \(\hat{\theta}_{ols}\).) By definition of \(Q_{ols}\), for any \(\mathcal{D}\), we have that
\[
Q_{ols}(\theta, \mathcal{D}) = \sum_{k=1}^{N} R_{\theta}^2(d^{(k)}) = \sum_{k=1}^{N} R_{I_T(\theta)}^2(T(d^{(k)})) = Q_{ols}(I_T(\theta), T(\mathcal{D})).
\]
Therefore, we have that
\[
\min_{\|\theta_1\|_B = 1} Q_{ols}(\theta_1, \mathcal{D}) = \min_{\|\theta_2\|_B = 1} Q_{ols}(\theta_2, T(\mathcal{D})), \tag{50}
\]
where \(\theta_2 = I_T(\theta_1)\) is an invertible change of variables. It is easy to see from (50) that the conditions of Definition 3 are met for the estimation problem 5.

3. (Invariance of \(\hat{\theta}_{als,\sigma}\).) By Lemma 2, we have that for any \(\mathcal{D}\)
\[
Q_{als,\sigma}(\theta, \mathcal{D}) = \sum_{k=1}^{N} ((R_{I_T(\theta)}^2 \circ T) * p_{-\sigma^2 I})(d^{(k)})
\]
\[
= \sum_{k=1}^{N} ((R_{I_T(\theta)}^2 \circ T)(T(d^{(k)}))) = Q_{als,\sigma}(I_T(\theta), T(\mathcal{D})), \tag{51}
\]
where the last but one equality holds because \(KK^\top = I\). Therefore, we have that
\[
\min_{\|\theta_1\|_B = 1} Q_{als,\sigma}(\theta_1, \mathcal{D}) = \min_{\|\theta_2\|_B = 1} Q_{als,\sigma}(\theta_2, T(\mathcal{D})),
\]
where \(\theta_2 = I_T(\theta_1)\) is an invertible change of variables. Thus, problem (5) is \(T\)-invariant.

4. (Invariance of \(\hat{\theta}_{als}\).) For this proof, we use the formulation (48). From (51), we have that the invertible change of parameters \(I_T\) combined with transformation of data does not change the value of \(Q_{als,\sigma}(\theta, \mathcal{D})\). Thus the problem (48) is \(T\)-invariant.

□
4.5. Scaling and translation invariance

**Theorem 6.** 1. For any $\mathcal{A}$, the problem (48) is invariant with respect to uniform scaling.
2. If $\mathcal{A}$ is of the form $\mathcal{A} \sim \Delta^{(q, \ell)}$, then the problem (48) is translation-invariant.

**Proof.**
1. (Scaling invariance.) In this case, we have that the linear transformation has the form $T(d) = (\rho I)d$. Then, similarly to (52) have that

$$Q_{\text{als}, \sigma}(\theta, \mathcal{D}) = \sum_{k=1}^{N} (R_{\theta}^2 \ast p_{-\sigma^2 I})(d^{(k)}) = \sum_{k=1}^{N} ((R_{\mathcal{I}_T(\theta)}^2 \circ T) \ast p_{-\sigma^2 I})(d^{(k)})$$

$$= \sum_{k=1}^{N} ((R_{\mathcal{I}_T(\theta)}^2 \ast p_{-\sigma^2 I}) \circ T)(d^{(k)}) = Q_{\text{als}, \rho \sigma}(\mathcal{I}_T(\theta), T(\mathcal{D})).$$

(52)

We have that $\theta_2 = \mathcal{I}_T(\theta_1)$ and $\sigma_2 = \rho \sigma_1$ is an invertible change of variables. Combined with transformation of data, the change of variables, does not change the value of $Q_{\text{als}, \sigma}(\theta, \mathcal{D})$. Therefore, the problem (48) is $T$-invariant.

2. (Translation invariance.) In this case, the affine transformation is $T(d) = d + b$, where $b \in \mathbb{R}^q$. Since $\mathcal{A} = \Delta^{(q, \ell)}$, the polynomial $R_{\theta}(d)$ can be viewed as a homogeneous polynomial $f$ of degree $\ell$ in homogeneous coordinates:

$$R_{\theta}(d) = f \left( \begin{bmatrix} d \\ 1 \end{bmatrix} \right).$$

The affine transformation $T$ is a linear transformation in homogeneous coordinates, and we have that

$$R_{\theta}(d) = f \left( \begin{bmatrix} d \\ 1 \end{bmatrix} \right) = f_2 \left( \begin{bmatrix} T(d) \\ 1 \end{bmatrix} \right) = R_{\mathcal{J}_T(\theta)}(d),$$

where $\mathcal{J}_T : \mathbb{R}^m \to \mathbb{R}^m$. As in the proof of Theorem 5, we have that

$$\mathcal{J}_T(\mathcal{J}_T^{-1}(\theta)) = \theta.$$

Since $\mathcal{J}_T$ is linear, it is a bijection from $\mathbb{R}^m$ to $\mathbb{R}^m$. Similarly to (51) and (52), have that

$$Q_{\text{als}, \sigma}(\theta, \mathcal{D}) = \sum_{k=1}^{N} (R_{\theta}^2 \ast p_{-\sigma^2 I})(d^{(k)}) = \sum_{k=1}^{N} ((R_{\mathcal{J}_T(\theta)}^2 \circ T) \ast p_{-\sigma^2 I})(d^{(k)})$$

$$= \sum_{k=1}^{N} ((R_{\mathcal{J}_T(\theta)}^2 \ast p_{-\sigma^2 I}) \circ T)(d^{(k)}) = Q_{\text{als}, \sigma}(\mathcal{J}_T(\theta), T(\mathcal{D})).$$
Hence, $\mathcal{J}_T$ is an invertible change of variables, which does not change the value of $Q_{\text{als,} \sigma}(\theta, \mathcal{D})$ when combined with transformation of data. Thus, the problem (48) is $T$-invariant. 

\[\square\]

**Note 7.** Theorems 5 and 6 generalize Theorems 28, 30, and 31 of [13].

5. Numerical examples

All the examples in this section are reproducible and available at [http://github.com/slra/als-fit](http://github.com/slra/als-fit).

5.1. Invariance of the estimators

We consider the example “Special data” from [9]. The dataset consist of 8 points, which are given by

$$
\mathcal{D} = \left\{ \begin{bmatrix} 1 \\ 7 \\ 2 \\ 6 \\ 5 \\ 7 \\ 9 \\ 3 \\ 7 \\ 2 \\ 6 \\ 8 \end{bmatrix} \right\}. \tag{53}
$$

Next, we consider two affine similarity transformations of the dataset

$$
\mathcal{D}_1 = T_1(\mathcal{D}), \quad \mathcal{D}_2 = T_2(\mathcal{D}),
$$

where the

$$
T_1(d) = d + \begin{bmatrix} -13 \\ -3 \end{bmatrix}, \quad T_2(d) = 1.5 \begin{bmatrix} \cos(\beta) & \sin(-\beta) \\ \sin(\beta) & \cos(\beta) \end{bmatrix} d + \begin{bmatrix} 6 \\ 3 \end{bmatrix}, \quad \beta = -\frac{\pi}{4}.
$$

For each of the datasets we compute $\hat{\theta}_{\text{ols}}, \hat{\theta}_{\text{als,} \sigma},$ and $\hat{\theta}_{\text{als}}$, for the Bombieri norm. In Fig. 3 it is shown that only $\hat{\theta}_{\text{als}}$ remains invariant under the transformations $T_1$ and $T_2$. This agrees with the results of Section 4 since both transformations contain a translation.

Next, we demonstrate the importance of Bombieri norm for rotation invariance of $\hat{\theta}_{\text{ols}}$ and $\hat{\theta}_{\text{als,} \sigma}$. We consider the dataset $\mathcal{D}$ with coordinates given in Table 3.

| Table 3: Test dataset for rotation invariance. First row: index of the point ($j \in \{0, \ldots, 12\}$). Second and third rows: coordinates of the points. |
|---|---|---|---|---|---|---|---|---|---|---|
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| 0.4 | 1 | 1 | 1.2 | 1.7 | 1.8 | 1.7 | 2.2 | 1.2 | 1.5 | 0.3 | 0.3 | 0.3 |
| 0.4 | 0.2 | 0.6 | 1 | 1.2 | 1.2 | 1.5 | 1.4 | 1.6 | 2 | 1.3 | 0.8 | 0.3 |

We also construct a transformed dataset $\mathcal{D}_1$, which is $\mathcal{D}$ rotated by $\frac{2\pi}{3}$ around the origin. Next, we fix $\mathcal{A} \sim \mathcal{U}^{(2.2)}$, and calculate $\hat{\theta}_{\text{ols}}$ for two different norms: Bombieri norm and the ordinary 2-norm. In Fig. 4 the results of fit for two estimators are shown ($\hat{\theta}_{\text{als}}$ is shown for reference). The results in Fig 4 show that $\hat{\theta}_{\text{als}}$ is invariant under rotation only if the Bombieri norm is used.
5.2. Consistency of the estimators

Next, we show the consistency of the estimators, proved in [15]. For each $N$, we define the set of true data points $\mathcal{G}_N$. For each $j = 1, \ldots, M$, we draw a realization of the noisy data points according to (6), and denote it by $\mathcal{G}_{N,j}$. For an estimator $\theta$, we compute its value for the $j$-th dataset as $\tilde{\theta}_{N,j}$, which allows us to estimate the spread of the estimator as

$$s(\theta, N) := \frac{\sum_{j=1}^{M} \sin^2(\angle(\tilde{\theta}_{N,j}, \theta))}{M} = \frac{\sum_{j=1}^{M} 1 - \left(\frac{\theta^T \tilde{\theta}_{N,j}}{\|\theta_{N,j}\|_2 \|\theta\|_2}\right)^2}{M}.$$ 

The sum of squared sines is chosen because the estimates $\theta$ and $-\theta$ are equivalent (since the parameter is essentially defined on the projective space).

We consider an example of eight curve, which has an implicit representation

$$x^4 = x^2 - y^2,$$
and a parametric representation

\[ x(t) = \sin(2\pi t), \quad y(t) = \sin(2\pi t) \cos(2\pi t). \]

For each \( N \), we define the set of true data points as uniformly distributed in the parameter, i.e.

\[ \mathcal{D}_N = \left\{ \begin{bmatrix} x(0) \\ y(0) \end{bmatrix}, \begin{bmatrix} x(\frac{1}{N}) \\ y(\frac{1}{N}) \end{bmatrix}, \ldots, \begin{bmatrix} x(\frac{N-1}{N}) \\ y(\frac{N-1}{N}) \end{bmatrix} \right\}. \]

A realization of noisy \( \mathcal{D}_{100,1} \) is shown in figure is plotted in Fig. 5. Fig. 5 illustrates the meaning of consistency: all the points are noisy, but with increasing number of data points, the estimate approaches the true value. We see that even for small noise, the OLS estimator gives poor results.

![Figure 5: Eight curve: blue circles — data points \( d^{(j)} \); black curve — true curve, black crosses — true data points \( \bar{d}^{(j)} \), green curve — \( \hat{\theta}_{\text{ols}} \), red curve — \( \hat{\theta}_{\text{als}} \).](image)

We fix the matrix of multidegrees as \( A \sim ^{(2,4)} \), consider number of data points as \( N = 2^j, j = 7, \ldots, 17 \), and set the number of realizations to \( M = 100 \). The noise standard deviation is \( \sigma = 0.01 \). In Fig. 6 we plot the spread of the estimators \( s(\cdot, N) \) depending on \( N \). We also consider two noise scenarios: Gaussian noise \( (\bar{d} \sim \mathcal{N}(0, \sigma^2 I)) \) and uniform noise with the same variance of the coordinates \( (\bar{d}_j \text{ are uniformly distributed on } [-\sqrt{3}\sigma; \sqrt{3}\sigma]) \).

As shown in Fig. 6 for the algebraic fit the RMS error converges to a non-zero value, whereas for the ALS estimator, the RMS error converges to zero, as predicted by Theorem 2. Surprisingly, the convergence to 0 also seems to take place for the wrong (uniform) noise model. Similar results are observed for the estimate of \( \hat{\sigma}^2 \), for which the RMSE plots are shown in Fig. 7.

Finally, we study the behavior of the estimates as \( \sigma \) varies. This is the setting which is often used in the literature on curve fitting [1]. We fix \( N = 1000 \) and choose \( \sigma = 10^{-6} \cdot 2^j, j = 0, \ldots, 13 \), and plot relative error \( \frac{s(\hat{\theta}, N)}{\sigma} \) and scaled RMSE of \( \sigma^2 \), depending on \( \sigma \) in Fig. 8. The added noise is uniform (the wrong noise model).
In Fig. 8, we see that \( \hat{\theta}_{\text{als}} \) behaves better for higher values of noise, and preserves ratio of the magnitude output error to the magnitude of the input error (which can be interpreted as the condition number of the problem).

5.2.1. Subspace clustering

Next, we consider an example with higher dimensions \((q = 3)\), and also when the conditions of Theorem 2 are not satisfied. The example is a union of three
hyperplanes, which is inspired by an application in subspace clustering \cite{6}.

Let $b^{(1)}, \ldots, b^{(r)} \in \mathbb{R}^q$ be a pairwise non-collinear vectors, and


td = 0) \lor \cdots \lor ((b^{(r)})^T d = 0),

(54)

be a union of hyperplanes, for which the normal vectors are $b^{(j)}$. Then the set

of solutions of (54) is an algebraic hypersurface, since (54) is equivalent to


td = 0.

(55)

The set of monomials in (55) is $\Delta^{(q,r)}$. As noted in \cite{6}, modeling the data as a
union of hyperplanes may be posed as an algebraic hypersurface fitting problem.
Typically, algebraic fitting (i.e., $\hat{\theta}_{ols}$) is used for this purpose $\hat{\theta}$. In what follows,
we show that the ALS fitting should be preferred.

We consider the following three vectors

\begin{align*}
    b^{(1)} &= [0 \ 1 \ 0]^T, & b^{(2)} &= [\sqrt{2} \ \sqrt{2} \ 0]^T, & b^{(2)} &= [\sqrt{3} \ \sqrt{3} \ \sqrt{3}]^T.
\end{align*}

We fix the noise standard deviation to $\sigma = 0.05$, and generate the true points as follows. We randomly assign points to the hyperplanes (with equal probability). In each hyperplane, the true points are distributed uniformly in a $1 \times 1$ square. An example of noisy data points is shown in Fig. 9. Next, we choose the matrix

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.png}
\caption{Noisy points on a union of three hyperplanes.}
\end{figure}

of multidegrees as $A \sim \Delta^{(3,3)}$, consider number of data points as $N = 2j$, $j = 7, \ldots, 17$, and set the number of realizations to $M = 100$. The noise standard deviation is $\sigma = 0.01$. In Fig. 10 we plot the RMSE of the estimators $s(\cdot, N)$.

As shown in Fig. 10, the OLS estimator is again biased, and the ALS estimator seems to converge to zero for the correct noise model. For the wrong noise model (uniform noise), the estimator seems to be inconsistent, but has a smaller asymptotic bias. We note that for small $N$, the OLS estimator is slightly better than the ALS estimator. However, for large $N$ the ALS estimator clearly outperforms the algebraic fitting. Note that the conditions of Theorem 2 are not satisfied, since the set of polynomials $\phi_A$ does not satisfy Assumption 1.
6. Conclusions

In this paper, we considered the adjusted least squares estimators (in the cases of known and unknown variance) for algebraic hypersurfaces with arbitrary support. We showed that the matrix coefficients of the matrix polynomial can be constructed as quasi-Hankel matrices from shifts of the moment array. This allowed us to prove a new sufficient condition for existence of the ALS estimator. We also derived conditions for rotation/scaling/translation invariance of the estimators, and showed that in many cases it is important to use the Bombieri norm. Finally, we demonstrated on numerical experiments that the ALS estimator works well beyond its probabilistic model and known results on its consistency. We believe that the ALS estimator can be used as a general-purpose hypersurface fitting tool, and that its properties deserve further theoretical and numerical investigation.
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