Static internal representation of dynamic situations reveals time compaction in human cognition

José Antonio Villacorta-Atienza a,b,⇑, Carlos Calvo Tapia b,1, Sergio Díez-Heriano a,1, Abel Sánchez-Jiménez a,b, Sergey Lobov c, Nadia Krilova c, Antonio Murciano a, Gabriela E. López-Tolsa d, Ricardo Pellón d, Valeri A. Makarov b,c,⇑

a B.E.E. Department, Faculty of Biology, Complutense University of Madrid, Spain
b Institute of Interdisciplinary Mathematics, Complutense University of Madrid, Spain
c Neural Network Technologies Lab, Lobachevsky State University of Nizhny Novgorod, Russia
d Department of Basic Psychology, Faculty of Psychology, National Distance Education University, Spain

Abstract
Introduction: The human brain has evolved under the constraint of survival in complex dynamic situations. It makes fast and reliable decisions based on internal representations of the environment. Whereas neural mechanisms involved in the internal representation of space are becoming known, entire spatiotemporal cognition remains a challenge. Growing experimental evidence suggests that brain mechanisms devoted to spatial cognition may also participate in spatiotemporal information processing.

Objectives: The time compaction hypothesis postulates that the brain represents both static and dynamic situations as purely static maps. Such an internal reduction of the external complexity allows humans to process time-changing situations in real-time efficiently. According to time compaction, there may be a deep inner similarity between the representation of conventional static and dynamic visual stimuli. Here, we test the hypothesis and report the first experimental evidence of time compaction in humans.

Methods: We engaged human subjects in a discrimination-learning task consisting in the classification of static and dynamic visual stimuli. When there was a hidden correspondence between static and dynamic stimuli due to time compaction, the learning performance was expected to be modulated. We studied such a modulation experimentally and by a computational model.

Results: The collected data validated the predicted learning modulation and confirmed that time...
compaction is a salient cognitive strategy adopted by the human brain to process time-changing situations. Mathematical modelling supported the finding. We also revealed that men are more prone to exploit time compaction in accordance with the context of the hypothesis as a cognitive basis for survival. *Conclusions:* The static internal representation of dynamic situations is a human cognitive mechanism involved in decision-making and strategy planning to cope with time-changing environments. The finding opens a new venue to understand how humans efficiently interact with our dynamic world and thrive in nature.

© 2020 THE AUTHORS. Published by Elsevier BV on behalf of Cairo University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

**Introduction**

Time is ubiquitous in our world and essential for understanding physical reality. But to what extent does our brain use it for interacting with the environment? An explicit encoding of time is critical for the proper structuring of episodic memory [1]. It is also mandatory for anticipating complex dynamic hazards, which has been hypothesized as the ultimate brain function [2]. Therefore, significant brain resources are devoted to the processing of spatiotemporal sensory information [3–5].

Neural bases and their cognitive correlates for processing static, i.e., purely spatial or time-invariant, situations are reasonably well established [6]. Current studies mainly focus on spatially selective neurons as place cells in the hippocampal formation, responsible for coding the subject's position in space [7] and grid cells in the Entorhinal cortex, providing a spatial metric for the surrounding environment [8].

Nonetheless, there is little knowledge on the mechanisms underlying cognitive processing of time-changing situations. Growing experimental evidence suggests that brain mechanisms devoted to spatial cognition may also be involved in the processing of spatiotemporal information. At the neuronal level, temporal sequences of animal locations are encoded in the firing timing of place cells [9–11]. Moreover, these neurons are also involved in integrative processing of space and time, since some of them simultaneously behave as time cells [12]. Besides, these cells exhibit predictive activity during trajectory planning in path integration [13]. Thus, there are critical neural processes where time and space are deeply intertwined. Therefore, the relevant question is how this spatiotemporal entanglement is present in the brain at the functional level. An answer to this question may open novel venues for studying efficient survival behavior and decision-making in humans.

Mental navigation, though requiring specific processing of time, involves adaptive temporal mechanisms mediated by prospection of combined spatial representations [14]. In this sense, the interplay between time and space is particularly prominent in memory, where they act as crucial contexts for binding object information to support a cued recall [15]. This led to the conclusion that one of the critical areas shaping cognition, the hippocampus, must be involved in the general structuring of spatiotemporal experiences, far beyond the mere spatial domain, the function widely ascribed to it nowadays [16,17]. Therefore, converging experimental evidence suggests that coding and representation of space and time in the brain, far from being independent processes, are notably interwoven [18,19]. This spatiotemporal entanglement could be exploited in the context of generating complex behaviors since the time dimension introduces massive redundant information, which can impede fast and accurate processing of experiences. The latter is a paramount requirement for success during survival actions such as hunting, fighting, and escaping, which require real-time decision making in narrow time windows [20].

An effort for resolving the conflict “fast vs. complex” led to a theoretical hypothesis called *time compaction*, which exploits the entanglement of space and time in the brain [21]. It states that when dealing with time-changing situations, the brain does not encode time explicitly but embeds it into space. Theoretically, time compaction can significantly decrease the complexity of internal representations and hence reduce brain resources involved in trajectory planning, e.g., when moving among multiple obstacles [22]. It also provides a natural framework for the cognitive processing of dynamic situations and serves as a building block for constructing episodic memory [23]. However, the experimental validation of this hypothesis has lacked until now. In this work, we focused on the behavioral aspect of the hypothesis, relevant for understanding survival behaviors. Our results show that humans use spatial (i.e., static) internal representations of the spatiotemporal (i.e., dynamic) situations as a cognitive strategy.

**Hypothesis of time compaction**

Static situations (e.g., a room with furniture or a maze) described by the position of objects, their shapes, textures, colors, etc. can be extremely complicated. This complexity is further multiplied in time-evolving scenarios, which can also last rather long in time. Thus, it is highly unlikely that the brain encodes all dynamic situations explicitly. This constraint has dramatic consequences in situations when a subject's survival depends on making fast and reliable decisions, such as fighting, hunting, escaping, etc. In short, for survival, there is no time for time. Then, there must be specific mechanisms that could drastically reduce the amount of information contributed by the time dimension. The hypothesis of time compaction proposes a solution to the antagonism “complexity vs. velocity” by addressing the challenge of spatiotemporal cognition through *embedding time into space* [21].

According to the hypothesis, a dynamic situation is internally represented as a static map, called a compact internal representation (CIR). A CIR spatially arranges future interactions among the elements in the environment, eliminating (compacting) the time from the internal representation of the faced dynamic situation. Such a collapse or compaction of the temporal dimension can provide a remarkable reduction of information to be operated by the brain. The latter enables efficient processing and learning of time-changing situations and construction of sophisticated behaviors in real-time [23]. Therefore, time compaction proposes a paradoxical formula: to deal with time effectively, the brain eliminates time.

Let us illustrate the hypothesis on a simple example of a subject walking among other agents (Fig. 1). According to the hypothesis, the subject (pedestrian in the forefront) processes the situation by (1) predicting the evolution of the situation (moving man and dog, and standing woman), and (2) simulating his possible movements at successive time instants $t_1$, $t_2$, ..., $t_n$ (colored curves denote the possible future subject’s positions). Both processes can be implemented in neural networks (for technical details and rigorous description see, e.g., [23]). Then, the coincidences between the subject's virtual positions and other parties correspond to future collisions. These locations (orange zones in Fig. 1, right)
are virtual or mental static obstacles since the subject cannot traverse them in the future [21]. Their spatial arrangement, according to the subject’s reference framework constitutes the CIR. For safe navigation, the subject can now avoid virtual static obstacles, as if they existed in reality (Fig. 1, right: blue arrowed curves in the CIR and real space). Thus, the brain internally reduces the dynamic situation to the static map, the CIR, which does not explicitly contain time. In other words, it would be like transforming a movie (the time-changing situation) into a single picture (the CIR) containing the relevant information to understand the film.

Earlier it has been hypothesized that interceptive actions are mediated by processing information related to time-to-collision (TTC) [24], as suggested by timing performance experiments [25]. This evidence has led many authors to focus on the importance of temporal dimension in the processes supporting interactive tasks, leaving apart the contribution of spatial dimension [26].

The paradigm shift discussed in this work is grounded on these ideas [21] and provides answers to critical challenges in the biology of complex behaviors [20]. The paradigm shift discussed in this work is grounded on these ideas [21] and provides answers to critical challenges in the biology of complex behaviors [20]. The subject now is an observer who acts and affects the situation directly. Thus, there are always potential interactions leading to time compaction. Such ubiquity of the phenomenon creates a bias for its experimental testing since non-compacted situations are unlikely. We thus intentionally deviate from the natural context in searching for clear-cut evidence of time compaction.

The hypothesis states that time compaction must be a salient cognitive mechanism, independent of whether the subject participates in a situation or not. Therefore, we designed experiments using an allocentric perspective. The subject now is an observer and cannot influence the situations (see Discussion). We provide the participants with two types of visual stimuli.

**Methods**

To reveal the existence of time compaction, we propose a behavioral methodology based on stimulus generalization [32,33] and inspired by classic experiments studying the cognitive processes involved in collision perception tasks [24,34].

**Design of experimental approach to test time compaction**

Experimental validation of time compaction requires testing compacted versus non-compacted situations. The natural context of time compaction is when a subject takes part in a situation (as in Fig. 1). Under such egocentric scenarios, the subject is the agent who acts and affects the situation directly. Thus, there are always potential interactions leading to time compaction. Such ubiquity of the phenomenon creates a bias for its experimental testing since non-compacted situations are unlikely. We thus intentionally deviate from the natural context in searching for clear-cut evidence of time compaction.

1. Circles moving on a PC screen approaching in collision trajectories (Fig. 2A). Note that collision is not displayed on the screen, but the brain constructs it virtually. In this case, time compaction plays a role, thus, according to the hypothesis, the situation is compacted and represented in the brain by the colliding area only (CIR in Fig. 2A).

2. The same moving circles, but now collision is not expected (Fig. 2B). Then, the subject cannot compact the situation and resorts to represent it as a spatiotemporal structure (using initial positions, trajectories, velocities, etc.).
Note that, following time compaction, for the brain, option 1 is less demanding than option 2.

Experimentally verifiable predictions of time compaction

We now exploit the similarity between the internal representations of dynamic and static situations by tailoring a two-phase experiment based on a stimulus generalization (Fig. 2C). The stimulus generalization appears when, after a behavioral response is associated with a specific stimulus, a similar novel stimulus triggers the same response [32]. During phase 1, a subject learns to associate static circles appearing at different positions on the screen (stimuli) with the up and down keyboard arrows (responses). For example, the static circle on the top-center of the screen can be associated with the down-arrow key (Fig. 2C, left). During phase 2, a subject is exposed to dynamic stimuli. According to time compaction, the situation with two circles moving in collision trajectories, even when such a collision is not displayed (Fig. 2C, right), will be internally represented as the static scene where the circle is on the top-center of the screen (Fig. 2A). Thus, following the stimulus generalization and time compaction, after the top-center circle stimulus is associated with pressing one of the arrow keys in phase 1, the presentation of the stimulus displaying colliding circles in phase 2 should trigger the pressing of the same arrow key. Note that the static and dynamic stimuli (here depicted as sequences of light-to-dark circles, see also Supplementary Video), similar under the time compaction hypothesis, differ significantly. Recent experimental findings confirm that the stimulus generalization is mediated by abstract representations [33], as the time compaction theory claims.

Therefore, if the hypothesis is correct (i.e., static and dynamic situations can be represented internally in a similar way), then prior learning of specific static scenes must accelerate or slow down the posterior learning of dynamic situations. The sign of the effect will depend on the similarity/dissimilarity of the CIRs of static and dynamic situations.

Overview of experiments

To test time compaction predictions and rule out alternative explanations of the phenomenon, we designed different configurations of static and dynamic stimuli (see below). The participants were prompted to discover by trial-and-error two hidden rules relating the stimuli with the up- and down-arrow keys (Fig. 3A). The assignment of the keys was random for each participant. All participants were divided into four groups: (1) Control, (2) Favored, (3) Hampered, and (4) Validation.

Experiments testing time compaction. In this part, we deal with the first three groups of participants (the fourth group will be discussed below). During phase 1 (Fig. 3A, top panel), in each trial, a participant observes for 1.5 s one static stimulus, randomly chosen from a set of three static situations corresponding to his/her group (Fig. 3B, top panel). When the stimulus disappears, the participant presses either up- or down-arrow key. If the pressed key matches the key associated with the shown stimulus according to hidden rule 1, the participant receives positive feedback in the form of a green tick; otherwise, a red cross is displayed. This procedure is repeated until the participant figures out hidden rule 1, associating the keys with static situations.

Once phase 1 has been fulfilled (i.e., hidden rule 1 has been discovered), the participant goes through phase 2 (Fig. 3A, bottom panel), which is similar to the previous phase but now the stimuli are randomly taken from a set of six dynamic situations (Fig. 3B, bottom panel). In phase 2, all experimental groups are exposed to the same set of stimuli. Then, the participants should discover the hidden rule 2 associating stimuli with up- and down-arrow keys.
During the experiments, we recorded the sequence of responses of each participant and several other measures (see below). We then expected that, according to the hypothesis, the classification performance in phase 2 was modulated by phase 1 (different among the experimental groups; Fig. 3 B, top).

Validation experiments. To discard any potential bias inherent to phase 2 that could interfere with the learning of the hidden rule 2, we recruited new subjects. These subjects tackle phase 2 directly (skipping phase 1). We then measure their learning performance during stimulus classification as in time compaction experiments. Hence, any internal discrepancy between phase 2 in the validation and time compaction experiments would be due to previous exposure to phase 1.

Stimulus combinations for different groups of participants: Expected learning performance

To test the predicted modulation of the learning performance, we designed specific static and dynamic stimuli. Each static situation comprises one green and one red circles, placed at different locations of a PC screen (Fig. 3B, top panel). There are three sets of static stimuli specific for each experimental group. In phase 2, all groups receive the same set of dynamic stimuli consisting of six videos displaying two moving circles: one always moving following the same upwards vertical trajectory, and the other one moving upwards diagonally (Fig. 3B, bottom panel). Note that no movie shows a collision of the circles, i.e., they disappear before crossing or collision. These dynamic scenes presented during phase 2 are similar to the stimuli employed to study the cognitive mechanisms used by humans in collision situations [24,34].

The hypothesis of time compaction is based on the functional similarity of the internal representation of static and dynamic situations. We thus have one static and two dynamic stimuli that are supposed to be identical from this point of view (Fig. 3B, highlighted in purple). They correspond to stimuli shown in Fig. 2. We call them static matching (SM) and dynamic matching (DM) stimuli. The experimental groups differ by the use of SM and hidden rules.

Control group. Among the static stimuli, there is no SM (Fig. 3B, top panel, Control). Therefore, the CIRs for static and dynamic stimuli are different, and hence no connection between hidden rules 1 and 2 exists. Thus, learning in phase 2 is independent of phase 1. We use the results of this group as the control for monitoring the performance of other groups of participants.

Favored group. In this case, the SM (Fig. 3B, top panel, Favored; highlighted in purple) and two symmetric DM (Fig. 3B, bottom panel; highlighted in purple) are displayed in phases 1 and 2, respectively. Let us now assume that for a given participant, both the SM and DMs are associated with the down-arrow key, as shown in Fig. 3B. Then, according to time compaction, a match
exists between hidden rules 1 and 2. During learning the hidden rule 1, the subject creates the association: “SM-down key”. Then, time compaction predicts that when the DM appears during phase 2, the subject will recall its CIR, which is similar to the SM, and hence he/she will likely press the down key, which is the correct choice. Thus, subjects in this group will learn faster during phase 2, compared to the other groups.

Hampered group. This group is similar to the Favored group, but now in hidden rule 1, the SM and one non-SM are interchanged (Fig. 3B, top panel, Hampered). Thus, hidden rules 1 and 2 relate the SM and DM to opposite keys and, following the example, SM and up key will be linked. In this case, a subject after learning hidden rule 1 will be stacked at the presentation of the DM, since the “logical” response “up key” will produce an error. Then, an effort to “forget” the previous association and establish a new one will be required. Thus, subjects in this group will learn slower during phase 2.

Conceptual experimental constraints

The experimental procedure described above was intended to uncover time compaction as a salient cognitive mechanism for dealing with dynamic situations. We recall that CIR serves as a cognitive substrate for motivation, planning, etc. In other words, time compaction is a primary mechanism that takes place independently on such high-level processes. Thus, no special instructions or training of the participants prior to the experiment are necessary. We then made sure that before the experiment, all participants were not aware of (1) the nature of the experiment, (2) a possible relationship between static and dynamic stimuli, and (3) the importance of collisions.

Subjects

We engaged in the study 410 university students and graduates (adults). None of them reported prior attentional problems. All subjects had normal or corrected-to-normal vision, were naïve to the study purpose, and had no experience with the tasks and stimuli used here. Mean age of the participants was 21.08 years for women and 22.46 for men (95% confidence intervals [19.98, 22.17] and [21.08, 23.84]; no significant difference, Welch test p = 0.12).

Experiments were conducted over randomly composed groups of men and women. The final sample of n = 261 subjects (135 women and 126 men) for Control (35 women, 40 men), Favored (52 women, 48 men) and Hampered (48 women, 38 men) groups comprised participants who fulfilled the task showing a stable performance (see Supplementary Material), i.e., with the learning lengths not exceeding 46 trials (82% out of a sample of 318). Most subjects completed the experiment within 10 min. The other 92 participants (50 women and 42 men) were assigned to the Validation group.

Procedure

Participants were subjected to a computer-based trial and error training. The experiment in the Control, Favored, and Hampered groups consisted of two phases: static conditioning (phase 1) followed by dynamic testing (phase 2) (Fig. 3A). The Validation group was tested in phase 2 only (i.e., skipping the phase 1). All subjects completed the procedure individually, as no interaction between them was allowed.

The experimental protocol was implemented on PCs by using MATLAB v17 (MathWorks). Static and dynamic situations were shown on the PC screen for 1.5 s and contained either two static or two moving circles of a diameter of 1 cm colored in red and green and presented on a white background (Fig. 3B). Circles were chosen to avoid prior cognitive bias [35]. In the static situations, a green circle was added as a geometric reference to facilitate the distinction between stimuli with the lateral and central red circles (compare Figs. 2 and 3B). It also helped to pass from the static to the dynamic phase (all the time showing two circles). During phase 2, the green circle always moved upwards vertically with a velocity of 4.5 cm/s. The red circle moved upwards diagonally with one of the three velocities: 1/3, 2/3, and 4/3 of the speed of the green circle. The initial position of the red circle was chosen in such a way that the velocity ratio 2/3 corresponds to circle collision, i.e., to the DM stimuli. In the DMs, collision is not shown on the screen but would take place 1 s after the circles disappear (recall that circles were displayed during 1.5 s).

Before each experiment, a researcher read aloud a brief instruction to be followed by the participants, which was also shown on the PC screen. Any question asked by the participants was answered by citing the instructions again. There was no mention of the connection between phases. The structure of the instruction was as follows. First, it says that the experiment consists of a static stage, followed by a dynamic stage. The objective is to find out the relationship between the displayed situations and the up/down arrow keys. In the static stage, the instruction specified that the green circle is located at the bottom in the center of the image, whereas the red circle appears randomly at the upper left, center, or right of the screen. In the dynamic stage, both green and red circles move along straight lines at a constant velocity. While the green circle always starts from the bottom center and moves upwards vertically, the red circle changes its movement from trial to trial randomly, and can appear at the bottom left or the bottom right of the screen. Therefore, the participants were not aware of possible collisions between the moving circles and of the relation between static and dynamic stimuli.

There was no time limit to complete both phases 1 and 2. However, there was a maximum of 80 trials per phase. A subject was considered to have learned the hidden rule if he/she gave at least 18 correct responses in the last 20 trials. In this case, the experiment was stopped, and the trial at which the participant reached the criterion was considered the learning length. Note that a 20-trial range corresponds to the expectation of the number of trials such that every situation appears at least twice (for further details on the task complexity and stimulus difficulty see Supplementary Material and Figs. S2 and S3).

After completing phases 1 and 2, participants were prompted to write down the underlying association rule, which in their opinion, best explain the relationships between the displayed situations and the arrow keys. At the end of the experiment, the participants filled out a form containing information about age and gender. All subjects provided informed consent for their anonymous participation in accordance with the experimental procedures, approved by the Institutional Review Board (Committee of Bioethics, National Distance Education University). All experiments were performed following the guidelines and regulations set forth by the Declaration of Helsinki.

Statistical analysis of data

Estimation of time-to-event curves. A time-to-event function represents the probability that a certain proportion of individuals had learned hidden rule 2 at a given trial. It was obtained through the Kaplan-Meier nonparametric estimator [36]. To assess whether gender and experiment might simultaneously affect the time-to-event curves estimation, a multivariate Cox proportional-hazards regression model was fitted [37]. The model assumptions were checked via the Schoenfeld test [38,39] and residuals plots against time for each covariate (Figs. S4A, S4B). This procedure helped
identify two potential cutoffs at learning lengths 20 and 46, which may hamper the proportional-hazards assumption. We extended the Cox model to allow for time-dependent coefficients [40] using a step function, dividing the sample into three learning length intervals: < 20, 20–46, and > 46 (Figs. S4C, S4D). The revised fit revealed that the effect of the experiment was mainly limited to the first two intervals.

Estimation of learning curves. General estimating equations (GEE) were used to model the probability of success at a given trial since it allows taking into account different correlation structures in the data [41–43]. Binomial “logit” was used as a link function given the dichotomous nature of the response variable (either fail a trial or not). A backward stepwise elimination procedure was followed to select the minimal set of variables with a significant explanatory power. Variables taken into account were gender, group, trial number, and their interactions. Successive nested models were compared using the F-test and the Quasilikelihood Information Criterion (QIC) [44]. The interaction terms were interpreted separately for gender and experiment. To ensure that the model characterized the learning phase, we considered the set of trials with a mean success rate lower or equal to 0.99. A factor representing the different researchers that conducted experiments was introduced in the model, and no significant effect was found (F-test, p = 0.21). Thus, there was no detectable bias introduced in the results by the researcher, which confirms the reproducibility of the experimental approach.

Association rule verbalization and response time. Potential relationships between the verbalization of the association rules found by the participants and the learning length were explored by using a Generalized Linear Model (GLM) with a binomial “logit” link function. Regarding verbalization, 96.2% of participants (251 from 261) expressed the dynamic rules in two main categories: in ‘collision’ terms (containing words as collision, crash, finding, etc.) or in ‘velocity’ terms (with words as velocity, speed, etc.). The remaining participants (10 from 261 or 3.8%) wrote the dynamic rule by mixing ‘collision’ and ‘velocity’ terms or using spatially related descriptions based on directions, positions, etc. The learning lengths were divided into four groups: less or equal to 20 trials, [21, 30, 31, 40], and [40, 46]. The differences in response time due to experiment or gender were checked by fitting a GEE with a gaussian “identity” link function and considering the response time as a continuous response variable.

Table S1 (Supplementary Material) provides a comprehensive description of all statistical contrasts (sample size, test, sample statistic value, p-value). All statistical calculations were performed in R v3.3.1, using the packages survival [45], survminer [46], geepack [47], stats, base [48], and dplyr [49].

Probabilistic model of time compaction

The model describes the process of finding hidden rule 2 in phase 2. It quantifies the probability of a successful answer at each trial, based on the following assumptions:

- The association key-stimulus is learned at the first stimulus presentation (if the pressed key is not correct, then the opposite one is correct). Thus, the wrong answers to the same stimulus are due to a faulty recall.
- The probability of a correct recall decays exponentially with the trial. The decay rate depends on the number of times the same stimulus has appeared and does not depend on the specific stimulus.

Besides, in experiments, we observed the probability of 0.97 and 0.88 for men in Favored and Hampered groups, respectively, and 0.91 considering together women and Control men. Thus, we introduce additional, data-driven assumption:

- If a stimulus has appeared four or more times, then the recall probability reaches 1, and hence the pressed key will always be correct.

Time compaction is taken into account through the associations between situations and keys to be learned during phase 2 after the previous conditioning training in phase 1. We can assume that the Favored group learns associations for two DM situations in phase 1. Then, the remaining four non-DMs have to be learned. The Hampered group must re-elaborate the two associations for DMs since they were “wrongly” assigned during phase 1.

The model describes the probability of a successful answer at each trial $T$ for the Favored, Control, and Hampered groups by:

$$P_f = 1 - \frac{1}{3}\left(\frac{5}{6}\right)^{T-1} \left[1 + \alpha(a, T) + \beta(b, T)\right]$$

$$P_c = 1 - \frac{1}{2}\left(\frac{5}{6}\right)^{T-1} \left[1 + \alpha(a, T) + \beta(b, T)\right]$$

$$P_h = 1 - \frac{1}{2}\left(\frac{5}{6}\right)^{T-1} \left[4 + \alpha(a, T) + \beta(b, T)\right]$$

where $\alpha$ and $\beta$ stand for the recalling terms for the second and third appearance of a stimulus, respectively, and $a$ and $b$ denote the corresponding recalling rates (see Supplementary Material for details).

The model comprises the analytical description of the population learning process and the computational simulation of the individual learning performance. Probabilistic model parameters were estimated from the sample learning rates by the trust-region-reflective least-squares fitting. In the beginning, each participant’s answer vector was padded with ones (success) to get an identical length of 46 trials. Initially, the model was fitted to data from the groups of women and the Control of men taken together. Bootstrapped confidence intervals were obtained for the model parameters. Then, the model was fitted to data from men in the Favored and Hampered groups constraining the first recalling rate values to the interval range found in Control, as we expect that the first repetition of any stimulus contains similar information among conditions. Final values of the pair of recalling decay rates for the Favored, Control, and Hampered groups were: $(a, b) = (0.1797, 0)$, $(0.2194, 0.0549)$, and $(0.0832, 1.2166)$, respectively.

To computationally simulate the individual learning performance according to the model, we proceeded through the following steps.

1. For each real participant, we identified the sequence of stimuli he/she received during the experiment.
2. Since his/her learning length is shorter than the maximum length of stimulus sequence, the sequence was padded with random stimuli until reaching a length equal to 80. We generated $10^3$ extended stimulus sequences from the real stimulus sequence for this participant.
3. Each extended stimulus sequence was then introduced $10^3$ times into the simulation.
4. We obtain $10^3$ sequences of possible answers from this participant, leading to $10^3$ learning lengths.
5. Steps 1 to 4 are repeated for all participants from each group.

We thus got a set of learning lengths that were used to approximate the distribution of the experimental learning lengths (Fig. 7).
Model fitting and experiment simulation were programmed in MATLAB v17 (MathWorks) [50] and R v3.3.1, package nlistools [51].

Results

We engaged 261 participants (135 women and 126 men), distributed between Control, Favored and Hampered groups, and other 92 participants (50 women and 42 men) assigned to the Validation group (see Methods). Participants of the first three groups classified the static stimuli, discover the hidden rule 1, and then classified the dynamic stimuli trying to reveal the hidden rule 2 (Fig. 3A). The learning performance in phase 2 was then assessed: (1) at the population level as the average number of successful answers per trial, leading to the success rate, and (2) at the individual level as the number of trials required by each participant to learn the rules, named as learning length (Fig. S1). These two metrics were also used to quantify the learning performance of subjects in the Validation group.

Existence of time compaction

The analysis of the population learning was performed by fitting the rate of successful answers to logistic regressions. The independent variables were trial, gender, group, and researcher (the person who conducted the experiment). We included gender as a factor to test whether time compaction is represented differently in men and women in line with other cognitive sex-biases known in the literature (see Discussion). Only gender and group factors were found significant. Fig. 4A shows the success rate per trial separately for men and women and different groups. As predicted by time compaction, population learning in men was significantly faster/slower for Favored/Hampered groups compared to Control. Surprisingly, women showed no significant difference among Favored, Hampered, and Control groups. Moreover, their performance was identical to men in the Control group.

To characterize the individual learning performance, we evaluated the learning length of each participant as the number of trials required to figure out hidden rule 2 (Fig. 4B). As expected, men from Favored/Hampered groups had a significantly higher/lower probability of learning compared to men in the Control group (Fig. 4B, inset). On the contrary, phase 1 did not affect individual learning in women. Again, no significant difference was found for all groups of women against men in the Control group.

These findings reveal an intrinsic cognitive relationship between SM and DM stimuli in men suggesting that men internally represent dynamic situations primarily by the static representation of relevant interactions. The lesser salience of time compaction in women reported in our experiments and the absence of differences between the groups of women and the Control group of men point to that women may rely on time compaction in conjunction with a broad range of decision-making strategies, as has been reported by other authors [52,53] (see Discussion).

Salience of time compaction within phase 2

As shown above, the previous exposure to phase 1 alters the learning performance in phase 2. Let us get an insight into this process.

Fig. 5A shows a typical random sequence of dynamic stimuli. Learning hidden rule 2 involves two opposite mechanisms. On the one hand, the accumulation of information with each trial facilitates the discovery of the association rule. On the other hand, the distance (in trials) between consecutive appearances of a stimulus promotes the forgetting of the associations found before. Thus, we can guess that in control conditions (no previous information is available), a subject randomly answers to the first presentation of, e.g., stimulus DM₂ at trial 3. The feedback obtained allows deducing the correct association. For example, if the pressed key is wrong, the opposite one must be right. Then, if DM₂ appears, say, at trial 7 (after four trials), the three intermediate stimuli will interfere in the recalling of the association learned for DM₂.

Time compaction predicts that phase 1 should have an effect on the forgetting of learned associations within phase 2. We thus explore this claim by analyzing the probability of successful answers as a function of the distance between stimulus appearances and the trial in different groups. Fig. 5B summarizes the population results.

At trial 5, the majority of stimuli were repeated only once (Fig. 5B, left, inset), and hence learning has barely begun. A close repetition of the same stimulus (distance < 5) causes a successful answer with a high probability (>0.75) in all groups of subjects (Fig. 5B, left). Nonetheless, participants in the Favored group have a significantly higher probability than the other subjects for all distances. The latter supports time compaction since, according to this hypothesis, participants from the Favored group have acquired previous CIR knowledge in phase 1, which helps answer correctly in phase 2. At trial 13, most of the stimuli have been repeated 1–3 times (Fig. 5B, middle, inset). At this point in the learning process, the curves for Favored/Hampered participants are less/more affected by distance, so these subjects are more/less resilient to forget the learned associations than Control participants, as predicted by time compaction. Finally, trial 20 represents the final learning stage, showing the above-discussed learning differences (Fig. 4).

Therefore, this analysis suggests two processing mechanisms involved in learning modulation during the experiments: the previously acquired information and the resilience to forgetting, which are both compatible with the connection between phases 1 and 2 hypothesized by time compaction.

Rule verbalization corroborates gender-wise salience of time compaction

To explore to what extent time compaction manifests itself at a conscious level, we asked participants to verbalize the hidden rule 2 they figured out in phase 2. We then analyzed the written answers and separated them into “collision-related” (i.e., CIR related) and “others” (see Methods). Fig. 6A shows the probability of “collision-related” responses as a function of the learning length. The generalized linear model with logit link function revealed that fast-learning men show a significant tendency to answer in terms of a “collision” regardless of the experimental group.

Moreover, the more learning time they required, the more they resorted to alternative strategies based on other criteria, such as, e.g., circles’ velocities. Women had no such tendency. About 45% of them responded in terms of a collision regardless of the learning length. It means, in particular, that in the group of participants with learning length within [40,46] trials, women more frequently identified the correct “collision rule” than men. This result further supports the conclusion mentioned above on the broad range of decision-making strategies used by women.

The analysis of population and individual learning performance during phase 2 has revealed differences caused by phase 1. To explore whether these differences could also be explained by changes in the difficulty of the association task (see Supplementary Material), we studied the response time (i.e., the time elapsed from the disappearance of the displayed situation until the participant pressed a key; see Methods). Fig. 6B shows the regression analysis of the response time, which for women and men shows no significant differences regarding the experimental group. Thus, this suggests that all participants had similar difficulty in resolving the test regardless of their previous conditioning. This conclusion is in line...
with the findings previously discussed (Fig. 5), supporting that observed differences lie in the information managed during phase 2 more than in an alteration of the task difficulty.

**Probabilistic modeling of time compaction**

The reported experimental results reveal a time compaction-based mechanism involved in human decision-making. To get an insight into how this mechanism works, we developed a probabilistic model describing the participant's behavior during the experiment. Since men were more prone to exploit time compaction, the model will be compared with their results (Fig. 4, top row).

The model introduces the probability $P$ of a successful answer of a participant at each trial $T$ in phase 2 of the experiment. It assumes a recalling exponential decay, i.e., the forgetting rate $\gamma$. Thus, the probability can be expressed as

$$P(T, G) = 1 - \gamma(T)^\delta^T$$

where $\delta$ is the decay exponent and $\gamma(T)$ is the decay rate that depends on the trial and, more importantly, on phase 1 or group $G$. Time compaction introduces biases for Favored and Hampered groups relative to the Control one. Favorably conditioned participants start phase 2 with a set of associations already learned, whereas hampered participants need to re-elaborate the hidden rule 2 (Supplementary Material). Thus, the decay rate is different for different experimental groups: $\gamma_F < \gamma_C < \gamma_H$, whose parameters were adjusted by fitting the experimental data (see Methods).

The simulation of the learning process during phase 2 was performed by creating a set of virtual participants "responding" to the same input sequences used in the experiments with human subjects. Fig. 7 compares experimental results with simulations, showing a notable agreement between learning data and theoretical predictions for Favored and Control groups. Thus, the model, through the description of the mechanisms behind participant's behavior, provides additional support for time compaction.

 Nonetheless, for the Hampered group, there is a deviation between the theoretically predicted histogram of individual learning and experimental data, i.e., the model does not capture accurately specific behavior of this group. A possible reason can be related to the model assumptions. For example, the learning of hampered participants could require more than two stimulus appearances, while the model is based on two parameters only. However, a more likely reason is the influence of exogenous factors not included in the model, such as motivation, frustration, tiredness, etc. (see Supplementary Material).

**Fig. 4.** Modulation of learning performance in phase 2. Top and bottom rows correspond to men and women, respectively; blue, black, and orange colors stand for Favored (F), Control (C), and Hampered (H) groups respectively (F: 48 men, 52 women; C: 40 men, 35 women; H: 38 men, 48 women). (A) Population learning process as success rate per trial (considered up to 0.99 level, dashed lines). Men in Favored/Hampered group learned the testing association rule faster/slower than men in Control group (F vs. C: $p = 3 \times 10^{-4}$; F vs. H: $p = 9.8 \times 10^{-3}$; C vs. H: $p = 2.5 \times 10^{-4}$). Population learning process in women showed no dependence on the direction of conditioning (F vs. C: $p = 0.43$; F vs. H: $p = 0.28$; C vs. H: $p = 0.93$). Men from the Control group and women from all groups showed no significant differences ($p = 0.23$, $n = 40$ vs. 135). Curves describe the logistic regression of the corresponding population learning (circles, squares, and triangles correspond to Favored, Control, and Hampered groups respectively). (B) Individual learning performance. The histograms show the distributions of the learning length (from left to right: Favored, Control, and Hampered). It is significantly more/less likely for men in Favored/Hampered groups to learn the association rule than in Control condition (F vs. C: $p = 7.2 \times 10^{-4}$; F vs. H: $p = 3.5 \times 10^{-8}$; C vs. H: $p = 5.8 \times 10^{-3}$). This effect was not observed in women (F vs. C: $p = 0.98$; F vs. H: $p = 0.67$; C vs. H: $p = 0.76$). Men from the Control group and women from all groups did not show significant differences ($p = 0.95$, $n = 40$ vs. 135). Insets show Cox survival curves quantifying differences in the individual learning performance. Dotted lines mark the learning length for the learning probability of 0.5. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Validation of time compaction against alternative hypotheses

The above-described results establish a connection between mental abstraction of static and dynamic situations. In the framework of time compaction (Figs. 1 and 2), such a link is due to the hypothesized similarity between internal representations of specific static and dynamic stimuli. To validate time compaction as the only plausible mechanism explaining the data, we now explore alternative interpretations that could be compatible with the experimental findings.

**Fig. 5.** Salience of time compaction within phase 2. (A) Typical sequence of six dynamic stimuli (two DMs and four non-DMs) in phase 2. The distances between successive appearances of e.g., stimulus DM2 influence its learning. (B) Population probability of answering successfully at the next appearance of DM stimulus for different groups of subjects at trial 5 (left, beginning of learning), 13 (middle, the intermediate stage of learning), and 20 (right, the final stage of learning). Insets show the frequency of N repetitions of the stimuli in a sequence as in (A). Solid and dashed colored curves depict the success probability fitted by logistic regression (GLM, logit link). The repetition distance and trial association differ significantly between experimental groups for men (between distance, trial and group p = 5e−4; pairwise distance and trial for Favored group p = 1e−3, for Control Group p = 0.028 and for Hampered group p = 1e−3) but not for women (between distance, trial and group p = 0.08; pairwise distance and trial for Favored group p = 0.06, for Control Group p = 0.54 and for Hampered group p = 0.92). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

**Fig. 6.** Rule verbalization and response time (top and bottom rows correspond to men and women, respectively). (A) Rule verbalization in terms of ‘collision’ has a probability above 0.7 for men who quickly learned the rule regardless of the experimental group. The probability decreases with the learning length. No correlation is observed for women (thick curves and grey areas denote logistic regression and confidence intervals at 95%, respectively; men: p = 1.2e−3, n = 126; women: p = 0.67, n = 135). (B) Response time shows no differences among groups (GEE with linear link function, F vs. C: p = 0.13, n = 100 vs. 75; F vs. H: p = 0.45, n = 100 vs. 86; C vs. H: p = 0.42, n = 86 vs. 75) and for gender (p = 0.4, n = 126 men vs. 135 women). ***: < 0.001; **: < 0.01; *: < 0.05; NS: No significant difference.

**Validation of time compaction against alternative hypotheses**

The above-described results establish a connection between mental abstraction of static and dynamic situations. In the framework of time compaction (Figs. 1 and 2), such a link is due to the hypothesized similarity between internal representations of specific static and dynamic stimuli. To validate time compaction as the only plausible mechanism explaining the data, we now explore alternative interpretations that could be compatible with the experimental findings.
No unexpected spatial compatibility between static and dynamic stimuli. The experiment revealed differences between learning compacted and non-compacted dynamic stimuli, DM and non-DM, respectively. Time compaction focuses on the relationship between SM and DM stimuli to explain the results. However, there may be a relationship between non-SM and non-DM stimuli, also explaining the learning differences. Let us provide a rationale for discarding this option.

On the one hand, Favored and Control groups differ by a single static stimulus: the SM stimulus and a third non-SM stimulus for Favored and Control subjects, respectively (Fig. 3B). Thus, a potential unexpected spatial compatibility between the other non-SMs and non-DM stimuli must be the same for both groups. Therefore, its effect cannot explain the learning differences (Fig. 4). On the other hand, the spatial information "contained" in dynamic stimuli, such as initial positions of circles and their trajectories, is common. The only difference is the final positions of the red circle. Then, by assuming a link between the final positions of the red circle in dynamic stimuli and its locations in static stimuli, we end up with a learning process inconsistent with the experimental results (see Supplementary Material and Fig. S8). Besides, if the final positions play a role, it should be reflected in the rules written by the participants after the experiment. However, the participants answered in terms of collision or velocities and did not refer to the final positions.

Another issue may be a possible transfer of spatial information not explicitly displayed in the stimuli. The most relevant is the possible relationship between the locations of the red circle in static stimuli with the predicted final positions in dynamic stimuli. When circles in non-DM stimuli disappear, each participant mentally continues and finishes the movement differently, hence the extracted "final" positions changes from subject to subject. Therefore, the transfer of a stable rule relating non-SM to non-DM stimuli is unlikely. Moreover, time compaction uses collision as the limit unique for DM stimuli. Thus, time compaction emerges as the most plausible explanation of the reported results.

No crosstalk due to possible stimulus–response compatibility. One of the most ubiquitous sources of information transfer, and hence a possible connection between phases 1 and 2, is the stimulus–response compatibility (SRC) [56]. It addresses the question: How much of the response can be inferred from the stimulus? The stimuli used in the experiments (Fig. 3B) contain spatial information that could be shared with the response, i.e., the keyboard buttons. For the experiments, we choose vertical-arrow keys to minimize potential bias due to handedness, possible meanings linked to letter keys, finger use preferences, etc. (see Supplementary Material).

To avoid any information transfer between the up-arrow key and the top position or movement direction of the circles, up and down arrow keys were counterbalanced. We randomly assigned them for each participant (as an example, in Fig. 3B SM and DM stimuli were assigned to down-arrow key). Furthermore, to discard any crosstalk, we analyzed whether the assignment of the up- or down-arrow key had any influence on the learning performance. The analysis revealed that the key assignment explains no variability across gender and experimental group in terms of the learning length (Fig. 8A). One of the main signatures of SRC is the alteration of the response time, i.e., the time the participant takes to relate the stimulus with the response [56]. We found no such bias between experimental groups (Fig. 6B), as well as related to the key assignment (Fig. S9, Supplementary Material). This points SRC as an unfeasible cause of crosstalk that could explain the obtained results.

No crosstalk due to implicit bias in dynamic stimuli. We now address the following question: Do the dynamic stimuli pose any implicit bias in the results? The laterality in circles positions and directions of movement could potentially introduce a preference of some stimuli against the others [57]. However, the symmetry of some stimuli against the others [58]. Regarding other visual information presented during the experiment, the feedback provided during learning in the form of a tick or a cross does not transfer any information, artificially linking SM and DMs (see details in Supplementary Material).

No gender-related bias in the setup. One of our most relevant results is the gender differences in the salience of time compaction in favor of men. It is widely known that men outperform women in specific tasks related to spatial perception, as, e.g., in the rod-and-frame and the water level tests [59]. Such processing is based on spatial (static) perception and mental rotation [60]. Nevertheless, in our experiments, these cognitive mechanisms were barely involved in phase 1 only, where no differences between men and women were found, whereas learning performance was measured in the dynamic phase.

Therefore, more complex mechanisms beyond the mere spatial perception should be considered. These include (1) spatial visualization and mental management of information for establishing the stimulus-key relationship (when visual information disappears, and a key must be pressed) and (2) mental animation detected in subjects who verbalized the rule in terms of ‘collision’. On the one hand, no significant differences exist between men and
women when performing spatial visualization tasks [59]. On the other hand, spatial memory is strongly involved in the rule learning, since participants must memorize and recall previous stimulus-key associations to correctly answer after each stimulus presentation. In this regard, given the dynamic nature of the stimuli and the simplicity of circles’ trajectories, a plausible way of coding them, an alternative to time compaction, is through circles’ initial and final positions. It is also equivalent to coding in terms of velocities (see Section ‘Rule verbalization‘ and Fig. 6). Such a processing demand spatial memory of the object location, which shows gender bias in favor of women [61]. The use of circles also positively biases the woman’s performance during object location memory tasks [61]. In consequence, there are several cognitive mechanisms involved in the processing of the dynamic stimuli here considered, but in general, without clear gender bias (or even more favorable to women). This conclusion is consistent with our findings, which show no difference between women and men in the Control group.

Validation group discards gender bias in phase 2 other than time compaction

The previous arguments suggest that known mechanisms that could be involved in the dynamic stimuli processing cannot explain the gender differences here reported. Nonetheless, to discard any other factors inherent to the dynamic stimuli by themselves, which could not have been considered above, we conducted experiments with the Validation group consisting of additional 92 subjects (50 women and 42 men). The participants of this group skipped the conditional phase and took part in phase 2 only.

We performed the same analysis of the population and individual learning performances, as described in Fig. 4. The results show no gender bias during the classification of the dynamic stimuli according to hidden rule 2 (Fig. 8B). Therefore, we discard phase 2 by itself as the origin of the reported sex bias. This result confirms that observed learning differences between men and women arise when phase 2 is linked to phase 1 according to time compaction.

Discussion

Survival in nature forces spatial and temporal restrictions on the animal’s attack and defense behaviors, which elicits challenging questions addressed in this work. (1) How does the brain coordinate sophisticated strategies? (2) What are the functional mechanisms involved in the computation of behaviors? The hypothesis of time compaction offers a solid framework to deal with these questions. In this paper, we have reported the first experimental evidence of its existence as a mechanism of human cognition.

Predation and evasion behaviors share neuronal mechanisms [20], which helps different animals to act as a predator or prey depending on the circumstances. Elementary defensive interactions are mainly encoded by temporal information, as answers to threatening looming objects, which are mediated by computing time-to-collision [62,63]. However, experiments with the interception of virtual balls in different gravity conditions have confirmed the importance of spatial prediction versus the predominance of the temporal dimension in these non-trivial, though simple, situations [26]. These results are not only compatible with the concept of time compaction but are in its basis.

Our results have shown that time compaction is a salient functional strategy, exploited even when the subject is not involved or explicitly interested in interacting with the environment. On the one hand, this suggests that human brain uses time compaction as a central strategy in dynamic scenarios. On the other hand, time compaction can serve as a vehicle for acquiring knowledge through observation, so there is no need to experience potentially dangerous situations critical for surviving [64].

Time compaction explains how fast and accurate responses to complex scenarios are generated in narrow time windows. The representation of lived experiences as static maps containing the relevant information to deal with them, allows constructing ‘memories.’ Then the experiences can be efficiently learned, stored, recalled, compared, and structured by managing their CIRs [23]. Thus, when the subject must respond in real-time, it can rapidly recall the corresponding CIR from memory. Moreover, the cognitive architecture based on time compaction [23] provides an operational mechanism for the coexistence of the so-called model-based (MB) and model-free (MF) computations [65].

MB computation reflects prospective simulation of future actions and outcomes, which corresponds to the ‘conscious’ construction of the CIRs. In contrast, the MF process is faster and uses previously learned experiences, which will be consistent with the CIR recalling, to elicit rapid and effective ‘subconscious’ responses. These responses are often structured as sequences of actions, constructed considering their semantic content, i.e., the meaning of
such actions in the context of the global task, which is a compulsory requirement to chain movements and behaviors into sophisticated strategies. The action representation supported by time compaction allows encapsulating the semantic of each potential response [27].

One of the most relevant cognitive dimensions emerges in situations that engage the subject with other cognitive beings in a circular relationship. Then, mutual decisions affect the cognitive beings recursively [66], which is a particular case of the theory of mind. Time compaction offers a context where this challenge can be tackled from an operational perspective [22]. This could help unravel that cognitive entanglement, e.g., between two fighters in combat, is decisive to understand survival interactions in humans.

Time compaction was conceived initially as a primary gender-independent cognitive mechanism, however we have found a significant sex bias during our experiments. The salience of time compaction was statistically significant in men but not in women. Notably, the learning performance was the same for all groups of women and the control group of men. Moreover, the proportion of women (about 45%), verbally relating the experiments with time compaction (responses in terms of collision), was independent of the learning length, whereas men exhibited a strong decay from about 70% to 20%. Thus, our data suggest that women do rely on time compaction but in combination with other decision-making strategies.

The gender differences found here are in agreement with other studies. Men frequently use holistic strategies, gathering information about spatial relations among stimuli. In contrast, women often use a segmentary approach, focusing on particular aspects of the relevant elements and less on their relationships [52, 53]. Thus, men outperform women in mental transformations of objects (image integration, rotation, projection, etc.), a skill that may have decisively contributed to their ability to anticipate trajectories of preys or thrown objects during agonistic encounters [67]. At the same time, women show a better performance in tests related to object location memory, compatible with their predominant role in foraging, where memorizing locations of relevant items is a significant advantage [61, 68]. This way, a plausible explanation for our gender-biased results is coherent with sex differences reported in the literature related with hunter-gatherer hypothesis [61]: the preferred participation of males in survival tasks as hunting, chasing, and fighting is consistent with the salience of time compaction as a cognitive process optimizing real-time interactions in complex dynamic situations. On the other hand, the postulated role of women as gatherers would be in line with our findings, which show that, in the circumstances elicited by the experimental setup, they do not primarily invoke time compaction among other cognitive strategies, though, as commented, it also belongs to female’s cognitive repertoire.

The design of conducted experiments and found gender differences suggest that CIRs of dynamic situations work at the cognitive level, beyond visual substrate and primary mechanisms as time compression [69] and visual extrapolation [70, 71]. We note that time compaction provides a functional generalization of the internal representation of static situations, which suggests that the notion of CIR resonates with the concept of cognitive maps [6]. Cognitive map theory argues that the hippocampus is involved in the navigation to unmarked locations, defined by their relationships with the environment, but not in the navigation to visible static goals [72]. Nevertheless, avoidance of visible, dynamic objects does rely on the hippocampus [73]. This finding is coherent with time compaction, where a CIR appears from the forecasted interactions, and so the relationships, among elements in a time-changing environment. This increases the likelihood that cognitive maps and CIRs share neurobiological mechanisms.

Thus, we hypothesize that specific cell populations responsible for physical object encoding, as recently characterized object-vector cells [74], may also be involved in the encoding of virtual objects in a CIR representing future interactions. This perspective may reveal time compaction as the central part of a general framework unifying spatial and spatiotemporal cognition.

**Conclusion**

In this work, we have shown that humans internally represent time-changing situations as static abstractions consisting of the spatial arrangement of future interactions. Our experimental and mathematical findings have confirmed the predictions made by the time compaction hypothesis. Thus, compact internal representations, or CIRs, would be among the central mechanisms underlying the human ability of making reliable decisions for fast interaction with dynamic environments. Our results also uncovered a preference of men to use time compaction for coping with dynamic situations, whereas women rely on a broader range of strategies. This gender bias is compatible with earlier reported sex differences related to role separation in humans to strengthen survival opportunities. Thus, the reported findings support the potential importance of time compaction as a cognitive strategy central for survival interactions at the levels of action and abstraction.
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