A Model Tree Generator (MTG) Framework for Simulating Hydrologic Systems: Application to Reservoir Routing
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Abstract: Data-driven algorithms have been widely used as effective tools to mimic hydrologic systems. Unlike black-box models, decision tree algorithms offer transparent representations of systems and reveal useful information about the underlying process. A popular class of decision tree models is model tree (MT), which is designed for predicting continuous variables. Most MT algorithms employ an exhaustive search mechanism and a pre-defined splitting criterion to generate a piecewise linear model. However, this approach is computationally intensive, and the selection of the splitting criterion can significantly affect the performance of the generated model. These drawbacks can limit the application of MTs to large datasets. To overcome these shortcomings, a new flexible Model Tree Generator (MTG) framework is introduced here. MTG is equipped with several modules to provide a flexible, efficient, and effective tool for generating MTs. The application of the algorithm is demonstrated through simulation of controlled discharge from several reservoirs across the Contiguous United States (CONUS).
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1. Introduction

Data-driven models are effective tools for simulating nonlinear and complex systems, and have been widely used for regression and classification problems [1,2]. These models rely on statistical and numerical approaches for simulating the underlying system, rather than employing physics-based equations [3,4]. Among data-driven approaches decision tree (DT) algorithms offer transparent representations of systems [5,6], in contrast to black-box models with uninterpretable or hidden logic [7]. The DT algorithms describe and represent a dependent (response) variable by partitioning the independent (explanatory) variables’ space into clusters of data [8,9]. Simplicity and accuracy of DT algorithms make them attractive tools among practitioners in different fields of study [10], including remote sensing [11–13], water resources management [14–18] and hydrology [19,20].
Although, classic DT algorithms were originally more concerned with classification and discrete spaces [21], applications of the DT models have since been extended to regression problems and continuous spaces through the development of regression trees induction methods [10]. A wide range of algorithms have been proposed for regression tree induction, among which Classification And Regression Tree (CART) [22] has found many applications in water resources management studies [15]. A popular class of these regression tree algorithms is model tree (MT) [23], which employs piecewise linear models to predict numerical values [24,25]. Among MT algorithms, M5 and M5’ [21,25] have been used in several studies in the fields of water resources management and hydrology [26–33].

Although MT algorithms have been shown to be effective tools for high dimensional numerical datasets [34], their induction approaches can be computationally intensive for large datasets with multiple attributes [35]. These algorithms evaluate almost every single instance in the data to form the structure of the model. Moreover, the choice of the induction criterion can affect the accuracy of the resulted model [36], and can further increase the computational burden of these algorithms. Hence, the exhaustive approaches can hinder the application of these induction methods to large datasets. Here, we introduce a Model Tree Generator (MTG) framework to tackle these shortcomings. The MTG framework is designed to be flexible and efficient in employing different induction approaches, while providing effective models for representing the underlying system. The MTG framework provides various settings to enhance the induction speed of the MT algorithms, while maintaining the accuracy of the resulted models.

To evaluate the MTG framework, we first test the proposed method on multiple benchmark machine learning datasets to better understand the effect of the speed enhancement modules and settings on the performance and accuracy of the resulted models. These machine learning test cases have been employed for evaluating various machine learning algorithms [37]. Due to the importance of reservoirs role in water resources management and hydrology [38], we then employ the algorithm to generate models for simulating controlled discharge from multiple reservoir systems across the Contiguous United States (CONUS). The MTG framework, is compared with CART and M5’ on all these case studies.

The rest of the paper is organized as follows. Section 2 provides a brief background on DT models and outlines the scope of this work. Then it introduces the newly developed MTG framework and explains the underlying algorithm. Details of the case studies and settings are presented in Section 3. Section 4 presents the results for the machine learning and reservoir case studies and discuss the speed enhancement of the MTG framework. Section 5 concludes the paper and elaborates on the performance, limitations, and future works of the MTG framework.

2. Materials and Methods

2.1. Background and Scope

DT algorithms are non-parametric supervised learning approaches which provide interpretable and accurate representation of the underlying system [39]. Binary decision trees are the simplest form of DT models [39] which employ a set of true-false tests, \( T = \{ T_1(x_1), \ldots, T_t(x_t) \} \), to predict the class or value of a dependent variable, \( Y = \{ y_1, \ldots, y_n \} \), according to a set of independent variables, \( X = \{ x_1, \ldots, x_n \} \) [40]. These true-false tests are constructed within a procedure, so-called tree induction, such that the number of required tests (T) is minimal for the training data set, \( X = \{ (x_i, y_i) : i = 1, \ldots, n \} \), for the resulted model [40]. The tree induction procedure in binary regression tree algorithms identifies these tests by successive recursive binary splits of data (X) on all independent variables \( x_i \) and cut points (c) selected from the training data [41]. This selection is carried out using a predefined measure of impurity or representativeness [42], such as the sum squared residuals [10], which evaluates the difference between the prediction skill of data before (parent), and after (child), partitioning. This splitting mechanism is repeated until the stopping criterion is satisfied.
The selected variables and cut points form the true-false tests as inequalities \((x_i \leq c \text{ and } x_i > c)\) \cite{41} and are evaluated in the order they are constructed within the structure of the inducted model.

The resulted model has a hierarchical if-then tree-structured form and consists of two types of nodes, non-terminal (decision) nodes and terminal (leaf) nodes. The non-terminal nodes navigate the instances through the branches of the tree towards terminal (leaf) nodes by the tests (T) constructed during the tree induction procedure. The terminal nodes then simulate the target values using classes, values or functions \(\{f_1(x_i), \ldots, f_m(x_i)\}\) derived during the tree induction process. The gateway for input data in the DT model is the top non-terminal node, so-called the root node. Figure 1 shows the structure of a binary DT model (right) inducted for a synthetic dataset with the split lines (cut points) partitioning the independent variables (left). Each partition of data is presented by a terminal node.
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**Figure 1.** Representation of a binary decision tree in the independent variable space (left), and the corresponding structure of the model (right) for a synthetic data.

After forming the structure of the model, DT induction algorithms employ different approaches to specify the classes, values, or functions in the terminal nodes. Many algorithms, such as CART \cite{22}, report the most frequent class or average value of the numerical dependent variable of each partition as the node value. MTs, on the other hand, employ multiple linear regression at terminal nodes \cite{24}, which makes them suitable for high dimensional continuous problems \cite{34}. Many MT algorithms follow a binary splitting mechanism. In these algorithms, an exhaustive search approach is employed to select variables and cut points \cite{42}. In most MT algorithms, all values of the independent variables are treated as candidate cut points. Hence, all the variables and their values are evaluated to find the best cut points. This search mechanism is computationally inefficient \cite{35}, especially for finding the combinatorial effect of independent variables \cite{10}. Here, we introduce a binary Model Tree Generator (MTG) framework for MT induction to address these shortcomings of the MT induction algorithms. The MTG framework provides an efficient MT induction approach for generating models for numerical domains.

### 2.2. Model Tree Generator Scheme

The MTG framework follows two main steps to generate binary MTs. First, it follows a top-down binary tree induction mechanism to shape the structure of the trees by identifying the tests (T) in non-terminal nodes. Second, multiple linear regressions are fitted to the dependent variables in the terminal nodes. Figure 2 shows the schematic representation of the binary MT induction process in the MTG framework. In this process, parent nodes are recursively partitioned into two child nodes, until no further splitting is possible. Then a multiple linear regression model is fitted to each terminal node. MTG is equipped with different splitting criteria and the partitioning process is carried out according to the selected splitting criterion (SC).
The choice of SC can significantly affect the structure and performance of the resulted model [36]. In general, many regression tree algorithms employ a least square criterion for finding the cut points. For instance, the CART algorithm splits data such that the sum squared residuals with respect to the mean of dependent numerical variable is minimized for all the subsets [12,22]. The sum squared residuals with respect to the mean of dependent variable (SSRM) can be defined as,

\[
SSRM = \sum_{n=1}^{N} (y_n - \bar{y})^2, \tag{1}
\]

where \(y_n\) is the observed dependent variable, \(\bar{y}\) is the mean of observed dependent variables in the subset (node), and \(N\) is the number of instances in the subset region. CART calculates SSRM for all the subsets and selects the split candidate which offers the lowest SSRM for resulted subsets. Similar to the CART algorithm, M5 and M5’ select attributes and cut points by maximizing the expected error reduction [21,25]. The attributes and cut points which maximize the standard deviation reduction (SDR) will be selected for generating the subsets in M5 and M5’. SDR can be defined as,

\[
SDR = sd(Y) - \sum_{m=1}^{M} \frac{|Y_m|}{|Y|} \times sd(Y_m), \tag{2}
\]

where \(sd()\) is the standard deviation operator, \(Y\) is the vector of target values, \(Y_m\) is the vector of target values in the subset \(m\), \(M\) is the number of subsets, which is two in the binary DTs (i.e., \(M = \text{right}, \text{left}\)) and \(|\cdot|\) determines the size of the vectors. Later, Huang and Townshend [12] proposed a stepwise regression tree approach which clusters data by minimizing the sum of distances between each data point and a fitted line to the subset. In this method, sum squared residuals using multiple linear regression (SSRML) can be derived as,

\[
SSRML = \sum_{n=1}^{N} (y_n - f(\theta, x_n))^2, \tag{3}
\]
where \( f(., .) \) is the regressed linear function, and \( x_n \) and \( \theta \) signify the vector of attributes and coefficients employed in the linear regression, respectively. Huang and Townshend [12] employed stepwise linear regression (SLR) to remove the effect of multi-collinearity of the attributes.

The MTG framework is equipped with these three SC mentioned above; however, it also allows employing other criteria for tree induction, which can be implemented as a function. The MTG framework employs SSRML as the default SC, as MTs employ multiple linear regression in the terminal nodes and SSRML also employs linear regression for splitting. Figure 3 shows an example to demonstrate the difference between employing SSRML and SSR as SC in the resulted model. In this example, a conceptual dataset with a single dependent variable and two independent variables is represented by the models inducted by MTG framework. The left plot (A) shows the model generated by SSRM setting and constant values in terminal nodes (similar to CART algorithm), and the right plot (B) shows the model generated by SSRML and multiple linear regression in the terminal nodes. In this figure, the regressed and split hyperplanes are shown in green, and gray, respectively. The figure shows the effectiveness of SSRML in combination with multiple linear regression in presenting a continuous numerical dataset. The right plot (B) uses a single split plane and two regression planes to describe data, while the left plot (A) employs three split planes and four constant values for the clusters. This shows that the model generated by SSRML has fewer non-terminal nodes and offers a simple structure in comparison to SSRM. Figure 3 also shows the superiority of linear regression to single constant values for representing subsets of data. It is worth noting that SSRML is the same as the SSRM when the fitted function is constant value. Therefore, SSRML is the general form of SSRM. The presented example in Figure 3 have linear patterns; however, the concept can be extended to non-linear cases, which will be demonstrated in the case studies.

Most MT algorithms employ splitting criteria in an exhaustive search mechanism to form the structure of the tree. However, employing SSRML or similar criterion as SC requires fitting a multivariate linear model to every possible subset of data resulted from each split candidate. This evaluation mechanism is inefficient and computationally intensive. To overcome these shortcomings and enhance the induction process of the MT algorithms, two modules are employed within the MTG framework. First, the algorithm employs a pre-specified number of equidistant quantiles (\( \rho \)) of attributes as split candidates. In this process, the quantiles are derived empirically for the sorted values of each
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independent variable. The cumulative probability of each value is empirically calculated using Hazen [43,44] plotting position as,

\[
F_x(x) = \frac{r - 0.5}{N},
\]

where \( r \) is the rank of the sorted values and \( N \) is the total number of values. Then equidistant quantiles of data are selected according to these probabilities as the candidate cut points. These selected candidates are employed to split data to subsets. This approach can significantly reduce the number of split candidates while spanning the range of values for each attribute. MTG use 100 equidistant quantiles as the default value which can be modified and customized by the user subject to the problem.

Second, MTG supports local dimension reduction. The local dimension reduction approach allows reducing the number of attributes by considering the correlation and variability of attributes at the subset (node) level. We employ principal component analysis (PCA) for dimension reduction within the MTG framework. PCA is an effective tool for monitoring, restoring, and reducing dimensions of data [45,46]. MTG can employ PCA for dimension reduction of the independent variables in the parent node to reduce the computational burden of regression for deriving SSRML. Since regression is repeated for every subset of the parent node resulted from the split candidates, dimension reduction can significantly reduce the computational burden of the algorithm for large datasets. This also guarantees a well-posed regression problem [47]. MTG selects the principal components (PCs), which describe 99.99% of the variability of independent variables. This step can remove redundancy and noise in data to some extent [48]. However, it can also remove some information from data and increase the error of linear regression [49]. Here, PCA is employed solely for improving the induction speed of MTG for application to large datasets. Interested readers can refer to [47] for further details on PC regression. It is noteworthy that the PC transformation is only used for evaluating the SC to select the best independent variable and split candidate. This process is different from applying PCA to the input data, which is a common practice in data mining. Here, raw data is used to form the true-false tests (T) and regressed lines in the non-terminal and terminal nodes to maintain transparency of the final model.

The MTG framework is also equipped with different mechanisms to control the size of the resulted models and avoid over-fitting data. It employs two criteria to stop partitioning dataset and control the number of branches. These stopping criteria reduce the depth of the tree, which is the longest path between the root node and any terminal node in the tree. The depth of the tree resembles the complexity of the inducted model. In most cases, deeper trees have more branches and complexity and may overfit the training data. The first stopping criterion employed within the MTG framework is the minimum leaf size (\( \mu \)) which determines the minimum number of instances in the terminal node. The minimum leaf size is one of the main controlling parameters in most tree induction algorithms. Another stopping criterion in MTG is the amount of accuracy in terms of RMSE achieved by splitting the parent node. After selecting the best independent variable and cut point for the parent, RMSE values are used to compare the performance of the child nodes with their parent node in terms of prediction accuracy. Partitioning will only occur if child nodes are more accurate than their parent node by a specified amount. MTG uses 5% as the default value for the minimum improvement resulted from splitting the parent node. This means that partitioning will only occur if splitting will improve the accuracy of the node by at least 5%.

After shaping the structure of the trees, MTG fits multivariate lines to each terminal node by least squared residual regression using the original independent variables (not the PC transformed ones). The regressed line is further simplified by employing a backward elimination process. In this process, variables are removed in a stepwise procedure, one at a time and Bayesian Information Criterion (BIC) [50,51] is calculated for the lines fitted to the rest of the variables. The set of variables with the lowest BIC is selected at each step. This process is repeated until removing more variables does not
reduce BIC. For convenience, residuals are assumed to be independent and identically distributed with normal distribution \([52,53]\). Hence, the BIC equation can be stated as,

\[
BIC = D \ln(n) + n \ln\left(\frac{SSR}{n}\right),
\]

where \(D\) is the dimension of the problem, \(\ln()\) is the natural logarithm operator, and \(n\) is the number of instances in the terminal node. BIC penalizes the number of parameters employed in the model \([54]\). Hence, it simplifies regressed lines in the terminal nodes. This can reveal the importance of independent variables in describing the dependent variables in each subset of data.

3. Case Study

3.1. Machine Learning Test Cases

The MTG framework is tested on multiple datasets from the machine-learning repository of the University of California, Irvine \([55]\). The selected datasets are different in size and number of attributes. These datasets have been extensively used for evaluating and comparing machine learning algorithms \([37]\). We employ these datasets to evaluate different components and modules of the MTG framework and recommend the most suitable settings that can be applied to a wide range of datasets. Detailed information on the selected datasets are listed in Table 1.

| Case | Dataset Name                        | No. Attributes | No. Instances |
|------|-------------------------------------|----------------|---------------|
| a    | Airfoil self-noise                  | 5              | 1503          |
| b    | Auto MPG                            | 7              | 398           |
| c    | Combined cycle power plant          | 4              | 9568          |
| d    | Concrete compressive Strength       | 8              | 1030          |
| e    | Energy efficiency (heating load)    | 8              | 768           |
| f    | Energy efficiency (cooling load)    | 8              | 768           |

3.2. Settings of the MTG Framework for Machine Learning Datasets

The MTG framework provides two modules to enhance the induction speed of MTs. We apply these modules individually to understand the trade-off between the accuracy of the resulted models and the speed enhancements achieved by each of these components. Since the minimum leaf size value can significantly affect the performance of the resulted model, we carry out our analysis for different leaf size values. We also perform a K-fold Cross-Validation (KCV) to evaluate the resulted models on the validation data. Figure 4 shows the normalized mean RMSE values for KCV with 5 folds for different leaf sizes for validation data. The minimum leaf size values are shown in descending order. Since the minimum leaf size controls the depth of the inducted trees, smaller values of this parameter can be attributed to larger and deeper models. The performance of the resulted models generated by MTG with an exhaustive search method, MTG with quantile sampling and MTG with PCA dimension reduction, are shown in red, blue, and yellow color, respectively. The comparison of the RMSE values shows that the quantile sampling method does not affect the performance of the resulted models. Hence, it can effectively reduce the number of candidates’ cut points without affecting the inducted model. On the other hand, the performance of the models is affected by the PCA dimension reduction method in almost all the cases, when minimum leaf size is getting smaller (the resulted model is deeper). This behavior is due to the variance-based dimension reduction of PCA, which can result in removing information from data. However, the performance of the resulted models is less affected by PCA for large minimum leaf size values (shallow MTs). Therefore, we employ the
quantile sampling method as the default search approach, and we apply PCA as an additional option for larger datasets in the rest of the study.

Figure 4. The normalized RMSE against minimum leaf size in descending order for; (a) airfoil self-noise, (b) auto MPG, (c) combined cycle power plant, (d) concrete compressive strength, (e) energy efficiency (heating load) and (f) energy efficiency (cooling load).

The MTG framework is also equipped with different SC for tree induction. Figure 5 shows the performance of the inducted models generated by MTG using SSRML, SSRM and SDR for different leaf sizes for validation folds. Since the quantile sampling search method was observed to be effective for finding the best point for splitting data, we use this setting for our analysis. In almost all the cases, except case c, the lowest RMSE is achieved by the SSRML criterion. In case; (c), the performance of all the resulted models is very close and is less affected by the selection of SC. This shows that the SSRML criterion has better performance than SSRM and SDR when it is used with regressed lines in the terminal nodes. Hence, for the rest of the study, we employ the SSRML criteria as the default setting of the MTG framework.

Figures 4 and 5 also highlights the sensitivity of the resulted models to the minimum leaf size values. Hence, careful consideration should be devoted to the selection of these values. We investigate the performance of the models to find the best minimum leaf size value for each of the algorithms for each case study. Since we are comparing CART and M5 with MTG, we included them in the minimum leaf size analysis to find the minimum leaf size value for those algorithms. Figure 6 shows the normalized RMSE values for CART, M5, MTG default setting (SSRML with Quantile sampling) and MTG default setting with dimension reduction (SSRML with Quantile sampling and PCA dimension reduction) for different minimum leaf size for validation data. The information from this figure is employed to find the most suitable minimum leaf size value for the algorithms. It is worth noting that the MTG framework error increases for very small minimum leaf size values as the number of samples for regression is very small in these cases. Table 2 lists the minimum leaf size values obtained for each of the algorithms. Since the quantile sampling method has no effect on the accuracy of the resulted models, we use this setting for minimum leaf size analysis. We use these values for the rest of our analysis. The rest of the settings for CART and M5 and the MTG framework is set to default values. The settings of the MTG framework is listed in Table 3. Hereafter, MTG(SSRML),
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MTG(SSRML with Quantile), and MTG(SSRML with Quantile and PCA) are referred as MTG(1), MTG(2) and MTG(3), respectively.

**Figure 5.** The normalized RMSE against minimum leaf size in descending order for (a) airfoil self-noise, (b) Auto MPG, (c) combined cycle power plant, (d) concrete compressive strength, (e) Energy efficiency (heating load) and (f) energy efficiency (cooling load).

**Figure 6.** The normalized RMSE values against minimum leaf size in descending order for; (a) airfoil self-noise, (b) auto MPG, (c) combined cycle power plant; (d) concrete compressive strength, (e) energy efficiency (heating load) and (f) energy efficiency (cooling load).
Table 2. Minimum leaf size value for each case study and algorithm.

| Case | Dataset Name                      | CART | M5’ | MTG (SSRML with Quantile) | MTG (SSRML with Quantile and PCA) |
|------|-----------------------------------|------|-----|---------------------------|-----------------------------------|
| a    | Airfoil self-noise                | 10   | 10  | 20                        | 20                                |
| b    | Auto MPG                          | 10   | 20  | 100                       | 40                                |
| c    | Combined cycle power plant        | 20   | 10  | 20                        | 50                                |
| d    | Concrete compressive Strength     | 10   | 10  | 50                        | 90                                |
| e    | Energy efficiency (heating load)  | 10   | 10  | 20                        | 30                                |
| f    | Energy efficiency (cooling load)  | 10   | 10  | 50                        | 70                                |

Table 3. Settings of the MTG framework.

| Setting | SC     | Quantile Sampling | PCA |
|---------|--------|-------------------|-----|
| MTG(1)  | SSRML  |                  |     |
| MTG(2)  | SSRML  | ×                 |     |
| M2G(3)  | SSRML  | ×                 |     |

3.3. Reservoir Routing Simulation

Reservoirs play an essential role in providing resilience against flood and drought [56] and supply a wide range of services such as, water supply, hydropower electricity, recreation, and ecosystem protection [57,58]. Hence, operators need to address these conflicts among various services, while abiding regulations [59,60]. In practice, the storage-release relationships, known as rule curves, are used for operating reservoir systems [15,61]. Therefore, to simulate these systems, physics-based reservoir models require detailed information about the operation rules and constraints of systems to mimic reservoir operation. The application of physics-based models can be restricted by their complexity due to these existing details [62]. Furthermore, operators may deviate from these rules based on the constraints and conditions of the reservoir, especially in response to extreme weather events [63]. Therefore, physics-based models are typically constrained by pre-defined operating rules, which may not be followed in real-life applications.

On the other hand, recent advancements in the computational efficiency of high-resolution river flow modeling have changed the river flow modeling paradigm from local to high-resolution continental scale [64–69]. The implementation of a continental-scale modeling system offers unprecedented insight into river system dynamics [70–72]. However, modeling surface water is a real challenge without the inclusion of reservoirs and can result in a non-realistic representation of actual surface water flows [73]. Tavakoly et al. [68] showed that including controlled discharge of the reservoirs in hydrologic models can potentially gain 12–150% accuracy in streamflow simulation of the river basin. Therefore, reservoir routing models play a significant role in the performance of the hydrologic models. Data-driven models can be employed as effective tools to mimic human decision-making in these systems. These models can simulate the effect of reservoir systems within hydrologic models for river routing to enhance the accuracy of streamflow simulation. These algorithms generate models for reservoir routing using the available historical data, without any information about operation rules and constraints of the system [15]. Here, we examine the potential application of the MTG framework for generating reservoir routing models. The MTG framework along with CART and M5’ are employed to simulate controlled daily discharge from eight reservoirs to evaluate the performance of these algorithms on generating models for continuous systems. Similar to the machine learning case studies, we first find the minimum leaf size value for each algorithm. We use the minimum leaf size to generate models for each case study.
For this study, we selected eight reservoirs with a different range of services. Figure 7 shows the location of these reservoirs across the CONUS. The selected reservoirs provide various services including flood control, water supply, recreation, and hydropower. Four of these reservoirs provide hydropower among which three of them are in California. For most selected reservoirs, the study period covers more than 10 years. However, nine years of data is used for Coralville dam due to the availability of data. Table 4 lists details of the selected reservoirs along with the period of data and hydrologic variables used for these case studies.

![Map of the United States with selected reservoirs marked](image)

**Figure 7.** Location of the selected reservoirs over the CONUS.

**Table 4.** List of the selected reservoirs and employed data.

| Case | Reservoir | State | City     | Services                                      | Study Period | Hydrologic Variables                  |
|------|-----------|-------|----------|----------------------------------------------|--------------|---------------------------------------|
| a    | Arkabutla | MS    | Tunica   | Flood Control, Recreation                    | 1999–2016    | Inflow, Pool Elevation, Discharge      |
| b    | Coralville| IA    | Iowa City| Flood Control, Recreation                    | 2005–2013    | Inflow, Discharge                      |
| c    | Dale Hollow| TN    | Celina   | Hydropower, Flood Control, Recreation        | 2000–2012    | Inflow, Pool Elevation, Discharge      |
| d    | El Dorado | KS    | El Dorado| Flood Control, Water Supply, Recreation      | 2000–2016    | Inflow, Storage Volume, Discharge      |
| e    | Folsom    | CA    | Folsom   | Hydropower, Flood Control, Water Supply, Recreation | 2001–2018    | Inflow, Storage Volume, Discharge      |
| f    | Prado     | CA    | Corona   | Flood Control                                | 2000–2016    | Inflow, Storage Volume, Discharge      |
| g    | Shasta    | CA    | Shasta Lake| Hydropower, Flood Control, Water Supply, Recreation | 2004–2018    | Inflow, Storage Volume, Discharge      |
| h    | Trinity   | CA    | Lewiston | Hydropower, Flood Control, Water Supply, Recreation | 2000–2018    | Inflow, Storage Volume, Discharge      |
Since MTG, CART, and M5' algorithms are evaluated and compared for reservoir routing, we only employ storage and inflow data (as input) to simulate discharge (output of the model) from reservoirs in all the case studies. This information can be obtained within most physics-based hydrologic models. In addition to these information, lagged discharge data is also suggested as an indicator for reservoir releases [74]. However, the lagged discharge data is not considered here, due to the high autocorrelation [75] of this data. Figure 8 shows autocorrelation for the discharge data for the selected reservoir cases for different lagged time. For almost all the selected reservoirs, autocorrelation remains above 0.5 after seven lags (days). Due to the high autocorrelation, MT algorithms tend to use lagged data for regression in the terminal nodes. However, employing lagged discharge can propagate error and increase error in long term simulations. Hence, storage and inflow information are the only input information used for these algorithms. It is possible to provide additional information to the tree induction algorithms by providing lagged storage and inflow data. However, lagged discharge can be calculated from the lagged storage and inflow data and can result in error propagation. Yet, lagged data can provide additional information about the previous state of the reservoir and seasonality.

In order to provide this information, average storage, and inflow data in last 7, 14, and 30 days are used instead of lagged data in addition to current inflow and storage condition for all the case studies. Hence, eight attributes are employed as input to the algorithms upon data availability. Due to the availability of data for Coralville reservoir, only inflow data is employed for training the models in this case study. It should be noted that, the storage volume for Arkabutla and Dale Hollow reservoirs were not available, so pool elevation is employed in these cases.

**Figure 8.** Autocorrelation of discharge data for the selected reservoirs.

### 3.4. Settings of the MTG Framework for Reservoir Routing

The validation and evaluation process of the algorithms are performed with a K-fold cross-validation approach, where each year of data is considered as a fold. Each fold of data is first removed, and the remaining folds are used for training the model. Then, the model is validated on the removed fold. This process is repeated for every single year (fold) in the data, and the comparison is carried out according to the performance of the models on all the folds. Hereafter, the removed year is referred as validation data, and the remaining data is referred as the training data.
Similar to the machine learning case studies, we start our analysis by finding the best setting for MTG, CART, and M5’. We employ three combinations of settings as shown in Table 3 to find the minimum leaf size for MTG algorithm. Figure 9 shows the normalized RMSE values of daily discharge against the minimum leaf size for CART, M5’, MTG(2), and MTG(3) for validation data. Since the performance of the MTG(1) and MTG(2) was observed to be very similar, we only use MTG(2) for this analysis. According to Figure 9, in most cases the normalized RMSE values of models generated by MTG are lower than CART and M5’. The performance of the MTG on the validation data shows that the PCA dimension reduction method has slightly affected the performance of the resulted models in some cases. This behavior is similar to the machine learning case studies. The RMSE values are employed to find the minimum leaf size setting for each of the algorithms. Table 5 lists the minimum leaf size for each of the algorithms. It is evident that the minimum leaf size for the MTG algorithm is larger than that of the CART and M5’ algorithm. This indicates that the best performing inducted models by MTG are shallower and have smaller depth in comparison to CART and M5’. It should be noted that in some cases models generated by M5’ has fewer number of branches than MTG, as M5’ prune the resulted models. The minimum leaf size obtained from our analysis are employed to evaluate the models.

Figure 9. The normalized RMSE values of daily discharge against minimum leaf size in descending order for (a) Arkabutla, (b) Coralville, (c) Dale Hollow, (d) Eldorado, (e) Folsom, (f) Prado, (g) Shasta and (h) Trinity for CART, M5’, MTG(2), and MTG(3).
Table 5. The minimum leaf size value for each case study and algorithm.

| Case | Reservoir | CART | M5' | MTG(2) | MTG(3) |
|------|-----------|------|-----|--------|--------|
| a    | Arkabutla | 30   | 80  | 250    | 210    |
| b    | Coralville| 10   | 160 | 130    | 80     |
| c    | Dale Hollow| 70  | 60  | 1480   | 2170   |
| d    | El Dorado | 40   | 40  | 490    | 1430   |
| e    | Folsom    | 20   | 60  | 350    | 1030   |
| f    | Prado     | 20   | 250 | 1660   | 270    |
| g    | Shasta    | 60   | 30  | 990    | 400    |
| h    | Trinity   | 560  | 40  | 920    | 1470   |

4. Results

4.1. Machine Learning Datasets

In this section, we evaluate the performance of the MTG framework along with CART and M5' on the selected case studies. We perform a KCV with 30 folds using the settings and minimum leaf size from our analysis. Figure 10 shows the normalized RMSE values for the training data set for the cross-validation in red. In most cases, MTG(1) and MTG(2) shows superior performance over training data, except for case (c). The superior performance of the MTG is due to the regressed lines employed in the terminal nodes. The effect of the SSRML on the performance of the inducted models was also shown in the analysis in the previous section. As shown in the previous section, the quantile sampling module has no effect on the performance of the resulted models, which is also reflected in this figure. The PCA dimension reduction method has slightly increased RMSE values in most cases, as expected.

Figure 10. Boxplots and mean values of the normalized RMSE values for; (a) airfoil self-noise, (b) Auto MPG, (c) combined cycle power plant, (d) concrete compressive strength, (e) energy efficiency (heating load) and (f) energy efficiency (cooling load) for training and validation data using the CART and M5' algorithm and MTG framework.

Figure 10 also shows the normalized RMSE values for the validation data for the case studies in black. These results show that MTG with SSRML is superior to other methods in almost all cases, except case (c). The performance of the inducted models on the case studies shows that MTG with PCA dimension reduction has inferior performance in comparison to other settings of the MTG.
algorithm. Hence, the dimension reduction approach is more suitable for the large datasets that speed enhancement is necessary. The comparison of the induction speed is not presented for the machine learning case studies as the size of these datasets cannot demonstrate the benefit of the implemented modules. The presented cases are solely employed to show the effect of the new induction approaches on the performance of the inducted models. The effects of the speed enhancement modules are further discussed on the reservoir case studies.

4.2. Reservoir Routing

The settings from the analysis section are employed to evaluate the performance of the algorithms. Figure 11 shows the normalized RMSE values of daily discharge for the training (in red) and validation (in black) data for KCV, where each year of data is treated as a fold in KCV. This way, each fold of data consists both low and high flows. The results show that the models inducted by the MTG framework has lower median and mean RMSE values for both training and validation data. This shows the effectiveness of the default settings for a wide range of datasets. On the other hand, the PCA approach has deteriorated the performance in some cases. However, the performance of the MTG with PCA is still better than CART and M5′ in most cases. Among all the presented models, models generated by CART algorithm are inferior to others in almost all the cases. The reason for the poor performance of the CART algorithm is the constant terminal node values. Since reservoir dataset is a continuous data, the CART algorithm cannot capture the variability of these systems. It is worth noting that the CART algorithm can capture low flows in many cases as the algorithm assumes constant values for these flows. On the other hand, the MT induction algorithms (M5′ and MTG) can generate models which better describe the variability of these systems. In some cases, the validation error is smaller than the training error. This is due to the variability of extreme flows during the whole training and validation period (like a dry validation period).

![Figure 11. Boxplots and mean values of the normalized RMSE values of daily discharge for (a) Arkabutla, (b) Coralville, (c) Dale Hollow, (d) Eldorado, (e) Folsom, (f) Prado, (g) Shasta and (h) Trinity for training and validation data for CART, M5′, MTG(1), MTG(2), and MTG(3).](image)

Table 2 setting for the MTG framework, as it was observed to provide the best performance with an efficient induction approach. We use 2016 and 2017 as the testing years, as there are multiple peaks
in these years, and the rest of data for training. In this example, a mass balance equation is employed to derive the storage volume of Shasta reservoir using the reservoir routing models as follows,

\[ S_t = S_{t-1} + I_t - R_t, \]  

where \( S_t, I_t \) and \( R_t \) are the storage, inflow, and discharge volume at time \( t \), respectively. The derived storage volume is then used as an input to the model to calculate discharge for the next step (as input to the model). This way we can observe the propagation of error during the simulation period. Figure 12 shows the simulated storage (top plot) and discharge (bottom plot) for Shasta reservoir for CART, M5', and MTG(2). According to Figure 12, MTG(2) can better capture the peak flows and variability of data. Although the peaks are well simulated by MTG(2), the model over-estimated low flows at the end of the period, due to the high inflow values. Similar behavior is observed for the M5' algorithm. This can also be observed in the beginning of 2016 for all the model. However, MTG(2) shows better performance for the whole period, specifically for the peak flows. The model generated by CART uses constant values for flows and shows less variability for most flows. These results support the application of the MTs for reservoir routing and efficiency and effectiveness of the MTG framework for generating these types of models. Furthermore, the storage derived by the generated discharge with MTG model can better capture the variability of the storage for the whole period, in comparison to CART and M5' algorithms. This is also evident from the correlation between the simulated and observed discharge and storage for the MTG(2) model.

![Figure 12. Simulated storage; (a) and discharge (b) for Shasta dam for years 2016 and 2017 using CART, M5', and MTG(2) algorithms.](image)

### 4.3. Induction Speed of the MTG Framework

The MTG framework is equipped with a quantile sampling and dimension reduction mechanism to enhance the induction speed of MTs. The quantile sampling mechanism can significantly reduce the number of split candidates, while covering the range of values for each explanatory variable. Considering a node with \( D \) attributes and \( N \) instances, the size of data in the node will be \( D \times N \). If the minimum leaf size is set to \( \mu \), the number of candidates’ cut points in an exhaustive search process will be \((N - 2 \times \mu - 1) \times D\). In most cases \( \mu \ll N \) (nodes closer to the root node have more instances). Hence, the exhaustive search mechanism evaluates all the \((N - 2 \times \mu - 1) \times D\) candidates. Therefore, induction time has a direct relationship with the dimension of data in each node. The equidistant quantile sampling scheme can significantly reduce the number of splitting candidates at each node. The number of splitting candidates in this process is \( \rho \times D \) where \( \rho \) is the number of equidistant quantile candidates for each dimension. Applying the default setting of the algorithm (\( \rho = 100 \)), MTG evaluates \( 100 \times D \) candidates at each node which is smaller than the exhaustive search method.
in most cases. The PCA dimension reduction, on the other hand, reduces the number of attributes employed for linear regression at each node. Since SSRML employs linear regression to find the best variable and cut point, PC regression can significantly enhance the induction speed of these type of models for datasets with a large number of attributes.

Here, we compare the induction speed of MTs for MTG(1), MTG(2) and MTG(3). We only compare these three settings as CART and M5’ are developed in different programming language and different toolboxes. Figure 13 shows the induction time of the models for different minimum leaf size values for MTG(1), MTG(2) and MTG(3). The figure shows that the quantile sampling method can significantly reduce the induction time of MTs. This shows the effectiveness of the module for reducing the induction speed of MTs, while maintaining the accuracy of the models. On the other hand, the dimension reduction component has slightly reduced the induction time for reservoir cases. The dimension reduction module is less effective in comparison to the quantile sampling module as the number of attributes for these datasets is limited to eight. The effect of this module would be more significant on datasets with larger number of attributes. Also, decreasing the minimum leaf size has less effect on the induction speed of the MTG(2) and MTG(3), which shows the effectiveness of these modules on inducting deep trees. This feature also enables generating a large number of MTs for ensemble models.

Figure 13. The induction time of models against minimum leaf size in descending order for; (a) Arkabutla, (b) Coralville, (c) Dale Hollow, (d) Eldorado, (e) Folsom, (f) Prado, (g) Shasta and (h) Trinity reservoirs for MTG(1), MTG(2), and MTG(3) on Dell XPS 8910 with core i7-6700 processor.

5. Conclusions

In this paper, a new decision tree induction framework, titled Model Tree Generator (MTG) is introduced. The proposed framework provides a fast, flexible, and robust model tree induction algorithm for growing MTs. The new framework can employ different SC for MT induction, which results in a different structure for the inducted models. In addition, the framework employs two different modules to enhance the induction speed of the algorithm, while it maintains the performance and accuracy of the inducted models. These modules include a quantile sampling method, which reduces the number of candidates for cut points, and local dimension reduction, which reduces the number of attributes for more complex SC. These two modules can significantly
reduce the computational burden of the induction methods, which makes them suitable for large datasets with large number of attributes and instances.

We first tested the framework on six machine learning case studies. Our experiment revealed the effect of the splitting criterion on the performance of the resulted models. We showed that considering linear regression during the tree induction approaches can enhance the performance of the resulted MTs. We used this finding to suggest the default settings for the MTG framework, which can be applied to a wide range of datasets. We further tested the new framework on eight reservoirs to simulate the controlled discharge from these systems. We employed CART and M5’ algorithms as the benchmark algorithms to evaluate the performance of the default settings of the MTG framework. Since the minimum leaf size is the most important controlling parameter in these algorithms, we performed a sensitivity analysis to find the best leaf size value for all case studies and algorithms.

In addition, we showed that MTs leverage their simplicity to the multiple linear regression models employed in the terminal nodes. Hence, MTs can be easily used and combined with other models. This feature allows implementing the inducted MTs into any programming languages without the need for external libraries and complex functions. The efficiency of the MTG framework, along with the performance of the MTs makes MTG a robust candidate for representing any system within the hydrologic models. Furthermore, the performance of the algorithm on the reservoir case studies supports the application of MTs for reservoir routing. The MTs generated by MTG framework can also provide useful information about the underlying process. This allows us to understand, audit and modify these models.

Nonetheless, this paper serves as an introduction to the MTG framework. Hence, there are potential directions for employing and improving the framework. Although, the presented results support the performance of the algorithm on different datasets, there are multiple areas for future investigations. In most hydrologic systems, physical constraints can play a significant role in the performance of the models. These constraints can specifically control the model output, especially for unseen data and extrapolated values, to avoid unrealistic simulations. These constraints can be combined with the inducted MTs to further enhance the performance of these models. In addition, the potential application of the MTs in hydrologic models needs further investigation. The output of the MTG framework can be integrated within large scale hydrologic models for reservoir routing to address the effect of reservoir operation in the river systems, and to improve the modeling results. However, the potential application of the MTG framework for reservoir routing requires coupling the generated models with a hydrologic model. Furthermore, employing other hydrologic variables can further enhance the performance of models for reservoir routing. The speed enhancement modules allow MTG to train several MTs for a dataset to be used in an ensemble form, which could further improve the performance of the resulted model. Finally, the dimension reduction module employed here may remove information from the dataset due to the nature of PCA. MTG allows employing other dimension reduction approaches at the node scale, which can improve the induction speed without deteriorating the performance of the resulted models.
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