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Abstract
Industrial ecology tools are increasingly being used in ways that require high computational times. In the policy arena, this becomes problematic when practitioners want to live-test various alternatives in a responsive and web-based platform. In research, computational times come into play when analyzing large systems with multiple interventions or when requiring many runs for, for example, Monte Carlo simulations. We demonstrate how the computational time of a number of commonly used industrial ecology tools can be reduced significantly, potentially by multiple orders of magnitude. Our case study was the optimization of scenario calculations in Environmentally Extended Input–Output Analysis (EEIOA). Instead of recalculating the Leontief inverse after individual changes to the interindustry relations, as is done traditionally in EEIOA scenario analysis, we give formulations to find the total value of the change in the environmental indicators in one calculation step. We illustrate these novel formulations both for a simple hypothetical system and for the full EXIOBASE EEIO model. The use of explicit formulas decreases the computational time to the degree that it becomes possible to carry out these analyses in live or web-based environments. For our case study, we find an improvement of up to four orders of magnitude.

KEYWORDS
circular economy, emissions, input–output analysis (IOA), input–output model, life cycle assessment (LCA), optimization

1 | INTRODUCTION

Industrial ecology tools ideally test many what-if scenarios (Rizos, Tuokko, & Behrens, 2017; Sprecher, Reemeyer, Alonso, Kuijpers, & Graedel, 2017b), for example, when performing sensitivity analysis or evaluating multiple scenarios with an extended parameter space (McCarthy, Dellink, & Bibas, 2018). This is however hindered by the significant computational time that these types of analyses require, especially when the models are large, for instance about economy-wide effects. In this work, we develop and test a computational short-cut that can significantly reduce the computational time of commonly used industrial ecology tools, by up to multiple orders of magnitude. The procedure can be applicable to different industrial ecology tools, such as Life Cycle Assessment (LCA) and Environmentally Extended Input–Output Analysis (EEIOA). It is also applicable outside the environmental domain, for instance for traditional Input–Output Analysis (IOA). For conciseness, in this paper, we will apply the application to EEIOA.

EEIOA (Leontief, 1970) is widely used to assess the economic and environmental implications of environmental policy (Suh, 2009), and has become a crucial component of the science and policy interface (de Koning, 2018). EEIOA has been used to analyze both the effects of specific Circular Economy (CE) interventions (e.g., residual waste management, closing supply chains, product lifetime extension, resource
efficiency Aguilar-Hernandez, Sigüenza-Sanchez, Donati, Rodrigues, & Tukker, 2018; Nakamura & Kondo, 2009), and to assess the overall transition to a CE (Aguilar-Hernandez et al., 2018; McCarthy et al., 2018; Vivanco, Sprecher, & Hertwich, 2017).

High computational complexity, thus computational time, makes it nearly impossible to simulate many scenarios with many users, combined scenarios, CE interventions, or perform Monte Carlo simulations. This is because currently, circular interventions are often modeled by using well-established methods of element-wise updates in the technical coefficient matrix (A) in the EEIO tables (Miller & Blair, 2009; Rose, 1984), followed by the recalculation of the Leontief inverse (L). The computational demands can increase exponentially, because, in order to solve the IO system, the Leontief inverse matrix is computed (Boulding & Leontief, 1942). The operation of inverting a matrix becomes challenging with an increasing system size (Chen, Gu, Zhang, & Mittra, 2018), making the analysis of many scenarios computationally expensive.

In this paper, we demonstrate that significant reductions in computational time can be achieved by applying to EEIOA a theorem first proved by Woodbury in 1950 (Woodbury, 1950). Other authors have investigated the use of matrix partitioning and the Sherman–Morrison formula (a special case of the Woodbury formula for a single row or column update) for various applications (Chen et al., 2018; Lai & Vemuri, 1997; Saberi Najafi & Shams Solary, 2006), including Miller and Blair (Miller & Blair, 2009). However, the focus of the former works is not applicable because of their specificity to other scientific fields, while the latter concerns the study of effects of single changes or error in the data, and does not include formulas for multiple changes or errors.

To the best of our knowledge, this paper is the first to use the Woodbury formula in the context of industrial ecology, and to provide explicit formulas for the changes in the environmental indicators under CE interventions in EEIOA. We note that the optimization presented in this paper are applicable to LCA and IOA related matrix inversions, where reduced computational times are also of interest.

The remainder of this paper is as follows. In Section 2, we briefly review the fundamentals of EEIOA and introduce notations. In Section 3, we present the direct calculation of a generalized CE intervention that occurs as changes in the interindustry relations. The proposed formulations are based on pre-intervened IO tables, thereby avoiding calculation of new Leontief inverses. Section 4 illustrates the use of the formulas for both a simplified example case, and for the full EXIOBASE model. Finally, Section 5 concludes the paper. The Supporting Information provides additional details on how the proposed formulation compares to other methods. The MATLAB codes supplementary to this study are located in a permanent repository on Zenodo.

2 | BACKGROUND: FUNDAMENTALS OF ENVIRONMENTALLY EXTENDED INPUT–OUTPUT ANALYSIS

The Leontief model for IOA depicts interindustry relationships within an economy and shows how output from one industrial sector becomes input to another sector (Boulding & Leontief, 1942). Matrix A contains the multipliers for the interindustry inputs required to supply one unit of sector output. A certain total economic output is also required to satisfy a given level of final demand y. In order to produce 1 unit of good, sector j uses $a_{ij}$ units from sector i. Furthermore, sector i sells some of its output to final consumers (final demand), $y_i$. In the following equations, we assume that the economy is subdivided into n products and n sectors. Additionally, throughout this paper, matrices and vectors are written in bold: matrices in uppercase and vectors in lowercase. The total output $x_i$ of sector $i \in \{1, \ldots, n\}$ is given by

$$x_i = a_{i1}x_1 + a_{i2}x_2 + \cdots + a_{in}x_n + y_i$$

(1)

or in matrix terms

$$x = Ax + y$$

(2)

which after solving for $x$

$$x = (I - A)^{-1}y$$

(3)

where $L = (I - A)^{-1}$ is the Leontief inverse.

---

1 The time required for the technical coefficient matrix inverse based on Gauss-Jordan elimination is in the order of $O(n^3)$, where $n$ is the size of the matrix (Farebrother, 1988). This means that in practice, current online or simulation tools used to assist decision makers are suffering from long computation times due to the large size of the A matrix. Similarly, critical materials and policy related to critical materials (Mancheri, Sprecher, Bailey, Ge, & Tukker, 2019) are hard to include consistently in EEIOA models, both for lack of data (Sprecher et al., 2017a) and because of the significant increase in the size of the A matrix associated with adding many critical materials related sectors. Recently, there are some advances on decreasing the computational time using parallel algorithms (Sharma, Agarwala, & Bhattacharya, 2013).

2 When matrices are extremely sparse (as they are often in LCA, but not in IOA), there are also algorithms that takes the advantage of sparsity to compute the inverses very efficiently (Virtanen et al., 2020). An analysis of the performance of such algorithms vis-à-vis those of this paper is an interesting follow-up topic.

3 https://doi.org/10.5281/zenodo.3721756
EEIOA is used to analyze how production and consumption are related to environmental impacts (Leontief, 1970). For an environmental indicator, the total impact of production $r$ (sometimes called the environmental footprint) is calculated as

$$ r = b' x = b'(I - A)^{-1} y $$  \hfill (4)

where $b$ is the vector of the environmental indicator per unit of output. Without the loss of generality, $b$ is assumed to have size $n \times 1$ to allocate our focus to the impact on a single environmental indicator.

In order to consider variations in production structures across different economies or regions, national IO tables are combined to form multi-regional IO (mrIO) tables (Miller & Blair, 2009) and multiregional Environmentally Extended IO (mrEEIO). In mrIO and mrEEIO tables, size $n$ of the technical coefficient matrix $A$ (thus the Leontief inverse matrix $L$, final demand $y$ and the extensions $b$ vectors) is $n = n_s \times n_c$ where $n_s$ is the number of the sectors and $n_c$ is the number of the regions in the mrEEIO table. The equations presented in this work represent generalized EEIO methods, thus, they are also applicable to the mrEEIO system.

### 3 | TECHNOCAL CHANGES AND THEIR ENVIRONMENTAL IMPACTS IN AN EEIOA FRAMEWORK

Circular economy (CE) aims to both avoid consumption of resources and minimize waste, the latter through recovery strategies at multiple economic and industrial levels (Kirchherr, Reike, & Hekkert, 2017). In EEIOA terms, CE interventions can affect both the interindustry relations and final demand by consumers.

In this part, we derive formulas for the impact of CE interventions on environmental indicators. We limit ourselves to changes in the interindustry relations, as the computational challenge arise from the alterations in the technical coefficient matrix. Our hypothetical intervention comes in the form of shifts of input from one sector (or sectors) to another sector. An example can be steel sector which can increase its inputs of raw materials from the recycling sector at the expense of the mining sector.

The ratio of interindustry relations in the Leontief model are represented by $A$ (technical coefficient matrix). Thus, every time an intervention affects the economic structure, the technical coefficient matrix $A$ needs to be updated to reflect those changes. Let $\Delta A$ be the change in the interindustry relations, then the modified technical coefficient matrix $A^+$ is defined as

$$ A^+ = A + \Delta A. $$  \hfill (5)

If the interindustry relations change in one sector, this will have economy-wide effects. Changes in even a few values of $A$ will affect almost all values in Leontief inverse matrix $L$. In order to recalculate the IO system according to these changes, we need to obtain the new Leontief inverse matrix $L^+$ under the scenarios

$$ L^+ = (I - A^+)^{-1} = (I - A - \Delta A)^{-1}. $$  \hfill (6)

The final total impact $r^+$ on the environmental indicator after the CE intervention is

$$ r^+ = b'(I - A^+)^{-1} y = b'(I - A - \Delta A)^{-1} y. $$  \hfill (7)

If the selected environmental indicator is related to emissions, a negative value of $\Delta r$ indicates a successful intervention (e.g., the environmental pressure decreases after the intervention).

In order to determine the output of the updated environmental indicator $r^+$ in Equation (7), the new Leontief inverse must be calculated, which becomes computationally challenging as the size of the technical coefficient matrix $A$ increases. In the following section, we propose two different approaches that can significantly simplify and speed up scenario modeling operations presented in Equation (4) by speeding up the calculation of the new Leontief inverse. In addition, the calculation of an updated Leontief inverse with only minor losses in computation speed is also useful for contribution analyses, $L x \text{diag}(y)$.

Typically, after updating input–output tables, the RAS procedure (Boulding & Leontief, 1942; Stone, 1962) can be also applied with appropriate multipliers, until the given totals of the input–output tables for intermediate input requirements are met. However, in projections and scenario analysis, this procedure becomes challenging and can introduce further unknowns (Polenske, 1997). Computing a Leontief inverse from an unbalanced $A$ can still be useful for rough estimations of impact changes, provided that the scenario does not include aggressive structural changes. Therefore, the RAS procedure is out of the focus of this paper.
3.1 Optimization of changes in a single sector

Interventions in single sectors are commonly performed to assess how large-scale deployment of a new technology ripples through the wider economy, or to explore what happens if you start substituting one input for another.

In our hypothetical single-sector CE intervention example, a single sector \( k \) is modified so that input from sector \( j \) to sector \( k \) is shifted to input from \( i \) to sector \( k \). Specifically, the intervention results in the reduction of input in sector \( j \) to sector \( k \), which we will write as \( \Delta a_{jk} \). This reduction in the input to sector \( k \) can be compensated by additional input from sector \( i \) affecting the related technical coefficient by \( \Delta a_{ik} \). The amount of the changes \( \Delta a_{jk} \) and \( \Delta a_{ik} \) are dependent on how the particular CE intervention is modeled.

The change \( \Delta A \) in the technical coefficient matrix after the modification of the inputs to a given sector \( k \) is a rank-one update (the \( k \)th column of the matrix \( A \) is updated) and can be expressed in the form of

\[
\Delta A = uv^T
\]

where

\[
u = \sum_i \Delta a_{ik} e_i - \sum_j \Delta a_{jk} e_j
\]

\[
v = e_k
\]

and \( e_m \) is the basic vector with the \( m \)th component equal to 1, else 0.

We apply the Sherman–Morrison formula (Sherman & Morrison, 1950) for the modified Leontief inverse

\[
(I - A - \Delta A)^{-1} = (I - A - uv^T)^{-1}
\]

\[
= L + \frac{Luv^TL}{1 - v^T Lu}
\]

Inserting Equation (10) into Equation (4), the total product output \( x^+ \) after the circular economy intervention becomes

\[
x^+ = \left( L + \frac{Luv^TL}{1 - v^T Lu} \right) y
\]

\[
x^+ = x + \frac{Luv^LY}{1 - v^T Lu}
\]

where \( x = Ly \) is the initial value of total product output. Thus, the change \( \Delta x = x^+ - x \) is the total product output resulting from the CE intervention is

\[
\Delta x = \frac{Luv^LY}{1 - v^T Lu}
\]

The direct formula\(^4\) in Equation (12) only requires the previous (and known) entries of the Leontief inverse \( L \). Therefore, an extra calculation for the new Leontief inverse \( L^+ \) after the CE intervention in (6) is avoided, which leads to significantly decreased computational time. In its general form, the time required to calculate the Equation (12) is in the order of \( O(n^2) \). However, as the matrices \( u \) and \( v \) are sparse, it is possible further iterate on the calculations which can decrease the calculation time to the order of \( O(n) \) (See Section 4.3).

3.2 Optimization of changes in multiple sectors

Interventions in multiple sectors are commonly performed economy-wide analyses, and in particular for CE interventions. We assume that multiple interventions take place in the inputs of in total \( \alpha \) different sectors under the circular economy scenarios. The goal of the analysis is to find the overall impact of all the interventions on the environmental indicators compared to the base-line values. The changes (rank-\(\alpha\) update) in the technical coefficient matrix \( A \) can be written as

\[
A^+ - A = \Delta A = UV^T
\]

\(^4\) In Equation (12), the final demand vector \( y \), the Leontief inverse \( L = I + A + A^2 + \cdots \) and the \( v \) unit vector usually have only positive elements, whereas the elements of \( u \) can be both negative and positive.
TABLE 1  Interventions planned by the policy makers

| Interventions in the inputs of | Sector 1 | Sector 4 | Sector 5 |
|-------------------------------|---------|---------|---------|
| 25% ↓ from sector 2           |         | 3% ↓    | 25% ↓   |
| 35% ↑ from sector 4           |         | 5% ↑    | 43% ↑   |
| 11% ↑ from sector 5           |         |         |         |

"-" indicates non-applicable

TABLE 2  Interventions for the reuse of steel and aluminum in construction work

| Output sectors                          | Input sectors                        | Changes in the coefficients |
|-----------------------------------------|--------------------------------------|----------------------------|
| Basic iron and steel and of ferro-alloys and first products thereof in all regions | Construction work in all regions     | −40%                       |
| Aluminium and aluminium products in all regions | Construction work in all regions     | −45%                       |
| Construction work in all regions        | Construction work in all regions     | +11%                       |

where matrices $U$ and $V$ have sizes $n \times \alpha$. The $t$th column vector $u_t$ of the matrix $U$ and the $t$th column vector $v_t$ of the matrix $V$ contain the information of the $t$th CE intervention in the inputs of the given sector $k$ (as in Section 3.1): In Equation (13), $u_t = \sum_i \Delta a_{ik} e_i - \sum_j \Delta a_{jk} e_j$ and $v_t = e_k$.

We can then apply the Woodbury formula (Woodbury, 1950) to find the modified Leontief inverse $L^+ = (I - A)^{-1}$ under all interventions:

$$L^+ = (I - A - UV^\top)^{-1} = L + LU(I^{-1} - V^\top LU)^{-1}V^\top L$$

(14)

where the identity matrix has the inverse $I^{-1} = I$. The final value of the total product output $x^+$ after the CE interventions becomes

$$x^+ = L^+ y = Ly + LU(I - V^\top LU)^{-1}V^\top Ly$$

(15)

where $x = Ly$ is the initial (baseline) total product output. The change $\Delta x$ in total product output due to the CE intervention is

$$\Delta x = LU(I - V^\top LU)^{-1}V^\top Ly.$$  (16)

The formula in Equation (16) requires the inverse of the matrix $(I - V^\top LU)$ which is of size $\alpha \times \alpha$. Thus, compared to Equation (12), the computational time of Equation (16) depends on the total number of different sectors whose inputs from other sectors are modified. Usually, $\alpha$ is much smaller than the size $n$ of the Leontief matrix $L$. In such cases, Equation (16) can speed up the calculations. In its general form, the calculation time of Equation (16) is in the order of $O(\alpha n^2)$.

Finally, for single and multiple sector interventions (Equations 12 and 16), if repetitive calculations are needed, the calculation time can be further decreased by storing the reoccurring matrix multiplications before and after the interventions such as $Lu$ or $v^\top Ly$.

4  RESULTS

This section demonstrates the performance improvements when applying the optimizations derived in Section 3. First, a relatively simple analysis on a small test case is demonstrated. Next, the analysis is applied to the multiregional EEIO (mrEEIO) database EXIOBASE (Wood et al., 2015) in the year 2011.

4.1  Demonstration on a small example system

Using a hypothetical input–output table with size $n = 6$, we assume that a set of interventions, given in Table 1 are planned by hypothetical policy officers. The officers ask us to test the total effect on the final environmental indicator. The technical coefficient matrix, the final demand, and the environmental indicators are given in (17).
\[
A = \begin{pmatrix}
0.0008 & 0.0074 & 0.0015 & 0.0078 & 0.0032 & 0.0052 \\
0.0025 & 0.0014 & 0.0091 & 0.0069 & 0.0091 & 0.0063 \\
0.0081 & 0.0044 & 0.0064 & 0.0047 & 0.0089 & 0.0091 \\
0.0008 & 0.0035 & 0.0016 & 0.0026 & 0.0079 & 0.0066 \\
0.0053 & 0.0048 & 0.0057 & 0.0057 & 0.0093 & 0.0039 \\
0.0080 & 0.0059 & 0.0093 & 0.0025 & 0.0018 & 0.0074
\end{pmatrix}
\]

\[
y = \begin{pmatrix}
-0.1188 \\
0.3800 \\
0.8128 \\
0.2440 \\
0.8844 \\
0.7126
\end{pmatrix}
\]

\[
b' = \begin{pmatrix}
0.8176 \\
0.6003 \\
0.0849 \\
0.9223 \\
0.9476 \\
0.5270
\end{pmatrix}
\]

The CE intervention itself, where sector \( k \) shifts its input from sector (s) \( j \) to sector (s) \( i \), is described in Table 1. We can express the change in the technology matrix as \( \Delta A = UV' \), where

\[
U = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0.0025 \times -0.25 & 0 & 0.0091 \times -0.25 \\
0 & 0.0047 \times 0.05 & 0 \\
0.0008 \times 0.35 & 0 & 0 \\
0.0053 \times 0.11 & 0 & 0 \\
0 & 0.0025 \times -0.03 & 0.0018 \times 0.43
\end{pmatrix}
\]

\[
V' = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

\[
\Delta A = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
-0.00063 & 0 & 0 & 0 & -0.00228 & 0 \\
0 & 0 & 0.00024 & 0 & 0 & 0 \\
0.00028 & 0 & 0 & 0 & 0 & 0 \\
0.00058 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -0.00008 & 0.00077 & 0
\end{pmatrix}
\]

Finally, the change \( \Delta r \) in the environmental indicator is calculated using Equation (16) as

\[
\Delta r = b' \Delta x = b' LU (I - V' LU)^{-1} V' Ly = -0.0015.
\]

The sign and the value of the change in the final environmental indicator gives information about whether and how successful the CE intervention can be. In this case, the CE intervention reduced the impact by 0.0015 units.

### 4.2 Demonstration using the mrEEIO database EXIOBASE

Our main demonstration is the application of a Reuse intervention to all (49) regions of the mrEEIO database EXIOBASE V3 for the year 2011. In particular, we apply the reuse scenario published in (Donati et al., 2020) (which is based on Allwood & Cullen, 2015). This intervention explores the effects of increasing steel and aluminium reuse in the construction sector by 40% and 45%, respectively. This means that the construction sector receives reduced steel and aluminium inflows, while increasing the inflow of construction services. The latter is a result of the increased labour intensity associated with reuse. The quantitative changes in the mrEEIO system are summarized in Table 2.

We modify the mrEEIO system as described in Section 3.2, where \( \alpha = 49 \) is the number of sectors whose inputs are affected by the CE interventions. In other words, in total 49 construction sectors from all (49) regions represented in EXIOBASE. Thus, in total \( 49 \times 3 = 147 \) element-wise changes happen in a single column and \( 49 \times 3 \times 49 = 7,203 \) elements are modified in the original technical coefficient matrix \( A \).
FIGURE 1  Relative improvement of computational time for single interventions (Section 3.1) for different EEIO systems with size \( n \).

Underlying data and code used to create this figure can be found in the permanent repository on Zenodo
(https://doi.org/10.5281/zenodo.3721756)

We find that the traditional method of carrying out the EEIOA (based on Equation (7) and requiring the new Leontief inverse with the size \( 9,800 \times 9,800 \)), takes 27.031 s. The currently proposed method of direct calculation (in Equation 16, which requires a matrix inverse of \( 49 \times 49 \)) takes 0.381 s. We therefore find an approximately 70 times faster calculation.

While the classical formulation in EEIOA involves matrix inversion, it also suffices to solve a system of linear equations. In MATLAB, the backslash operator can work more efficiently than a full matrix inversion (Heijungs, de Koning, & Sleeswijk, 2015). Therefore, in order to further evaluate the performance of the proposed calculations, we also compared our computational time with the backslash operator in MATLAB, which solves for \( x \) instead of calculating the new Leontief inverse. This method solved the system in 5.627 s, approximately 3 times faster than the traditional method. It is nevertheless 25 times slower than our proposed formulation in Equation (16). More details on the comparison between the backslash operator and the proposed formulations can be found in the Supporting Information.

4.3 | Further exploration of performance scaling

In order to further compare the computational times of the proposed formulas with traditional calculations, we run performance tests for both (i) increasing size of the Leontief inverse matrix \( n \) (related to increasing number of sectors, number of regions, or both), and (ii) increasing the number of sectors \( \alpha \) (see Section 3.2) whose input structure is modified under the CE scenario.

Figure 1 shows the improvement that can be attained by using Equation (12), for increasing sizes of the Leontief inverse, \( n \). As an example, for EXIOBASE which has \( n = 9,800 \), we find that the tested CE intervention in a single sector is calculated nearly 22,700 times faster with the proposed formula in (12). Exact run times are 15.316 s with the inverse calculation versus 0.000673 s with the use of Equation (12). For relatively small matrices, applying Equation (12) yields only limited performance improvements or the calculation time can get larger. This is due to the fact that calculations in MATLAB using Equation (4) have an initialization time and a computation time. For small-size calculations, the initialization time is dominant, so optimizing for calculation time does not reduce the overall calculation time significantly.

Figure 2 shows the ratio of the traditional calculation and the calculation according to the Equation (16) for different number of sectors \( \alpha \) whose input structure is modified in an EEIO system with size \( n \). Although the relative speed improvement decreases when the number \( \alpha \) of intervened-sectors increases for a given size \( n \), the improvement in absolute terms is still significant, up to two orders of magnitude in our case study.
5 | DISCUSSIONS AND CONCLUSIONS

Industrial ecology tools are becoming more computationally expensive, which leads to problems for both policy and research. In the policy arena, practitioners can suffer from high computational times when they want to live-test various alternatives in a responsive and web-based platform. In research, computational times come into play when analyzing large systems with multiple interventions, as in circular economy scenarios, or requiring many runs, for example, Monte Carlo simulations.

In this paper, we demonstrated how computational time of commonly used industrial ecology tools can be reduced significantly, potentially by multiple orders of magnitude. Our case study was optimization of scenario calculations in EEIOA, but the underlying method is also applicable to IOA and LCA. We took a previously published EEIOA analysis of reuse as a circular economy policy. However, instead of calculating the Leontief inverse after individual changes to the interindustry relations, we gave direct formulations for the total value of the change in the environmental indicators. The use of explicit formulas decreases the computational time to the degree that it becomes possible to carry out these analyses in live or web-based environments.
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