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Abstract. This paper studies system theoretic properties of the class of difference inclusions of convex processes. We will develop a framework considering eigenvalues and eigenvectors, weakly and strongly invariant cones, and a decomposition of convex processes. This framework will lead to characterizations of reachability, stabilizability and (null-)controllability for nonstrict convex processes in terms of spectral properties. These characterizations generalize all previously known results regarding for instance linear processes and specific classes of nonstrict convex processes.

1. Introduction. This paper deals with fundamental system-theoretic properties of difference inclusions of the form

$$x_{k+1} \in H(x_k), \quad k \in \mathbb{N} \quad (\star)$$

where $H$ is a convex process, that is, a set-valued map whose graph is a convex cone. System-theoretic properties of systems of the form $(\star)$ and their continuous-time counterparts have received considerable attention ever since the publication of the seminal paper of Aubin et al. [2].

In particular, the case where $H$ is strict (nonempty everywhere) has been extensively studied in the literature. For this case, [2] provides necessary and sufficient conditions for reachability in continuous-time. For discrete time systems, the paper [14] provides similar conditions for both reachability and null-controllability. Also, stabilizability has been fully characterized, still under the strictness assumption, by [13] for discrete-time and by [17, Thm. 8.10] for continuous-time. The study of stabilizability has been extended to encompass Lyapunov functions in [8].

All these developments heavily rely on a certain duality relation that follows from the strictness assumption. As shown in [16], this duality relation breaks down for nonstrict convex processes in general. Nevertheless, reachability and null-controllability of particular systems of the form $(\star)$ with nonstrict $H$ have been characterized in [9,11]. Indeed, these papers study linear systems with convex conic constraints. Such systems can be represented by difference inclusions of the form $(\star)$. The papers [9,10] provide necessary and sufficient conditions for reachability as well as null-controllability under the assumption that the underlying linear system is right-invertible. This assumption is weaker than the strictness assumption. Later, [11] has weakened this right-invertibility assumption by explicitly using the formalism of convex processes. Inspired by this line of research on conically constrained linear systems, [4] has studied general nonstrict convex processes and characterized reachability and null-controllability under certain domain/image conditions that are weaker than the corresponding assumptions [9,11] make.

In this paper we will study system theoretic properties of general nonstrict convex processes. In particular, we are interested in characterizing reachability, (null-)controllability, and stabilizability. For linear systems, these properties can be described in terms of invariant subspaces of the state space (see e.g. [8,18,20]). In order to generalize this towards the setting of $(\star)$, we will develop a framework based on cones...
that are invariant under convex processes. Together with new results on eigenvalues and eigenvectors of convex processes from [6], this new framework leads to geometric characterizations of the aforementioned properties in terms of the spectral properties of the dual convex processes under certain domain and image conditions of the convex process at hand. These conditions can be easily verified and are readily satisfied in the case of strict convex processes. In addition, we show that all previously known results can be recovered as special cases from the results of this paper.

The paper is organized as follows: We begin with a formal problem statement in Section 2. To be able to state the main results, certain preliminary notions/results are introduced in Section 3. This is followed by the main results as well as their relations to the existing ones in Section 4. In Section 5, we introduce the novel invariance based framework. Section 6 contains the proofs of the main results. Finally, the paper closes with conclusions in Section 7.

2. Problem formulation. Let $H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ be a set-valued map. Its graph is defined by

$$\text{gr } H := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n \mid y \in H(x)\}.$$  

We say that $H$ is closed, convex, a process or a linear process if its graph is closed, convex, a cone or a subspace, respectively.

Consider the difference inclusion

$$x_{k+1} \in H(x_k).$$  

(2.1)

A trajectory of (2.1) is a sequence $(x_k)_{k \in \mathbb{N}}$ satisfying (2.1) for every $k \geq 0$. In what follows, we will introduce several sets associated with (2.1).

The behavior (see e.g. [19]) is the set of all trajectories:

$$\mathcal{B}(H) := \{(x_k)_{k \in \mathbb{N}} \mid (2.1) \text{ is satisfied for all } k \in \mathbb{N}\}.$$  

(2.2)

For an integer $q \geq 1$, we define the $q$-step behavior as

$$\mathcal{B}_q(H) := \{(x_k)_{k=0}^q \mid (2.1) \text{ is satisfied for all } k \in \{0, 1, \ldots, q-1\}\}.$$  

The reachable set $\mathcal{R}(H)$ is the set of points that can be reached from the origin in finite steps:

$$\mathcal{R}(H) := \{\xi \mid \exists (x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H) \text{ s.t. } x_0 = 0, x_q = \xi\}.$$  

(2.3)

The stabilizable set $\mathcal{S}(H)$ is the set of points from which a stable trajectory exists:

$$\mathcal{S}(H) := \{\xi \mid \exists (x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H) \text{ with } x_0 = \xi, \lim_{k \to \infty} x_k = 0\}.$$  

(2.4)

The exponentially stabilizable set $\mathcal{S}_e(H)$ is the set of points from which an exponentially stable trajectory exists:

$$\mathcal{S}_e(H) := \{\xi \mid \exists (x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H), \alpha > 0, \mu \in [0, 1) \text{ s.t. } x_0 = \xi \text{ and } |x_k| \leq \alpha \mu^k |\xi|\}$$  

where $|\cdot|$ denotes the Euclidean norm.
The null-controllable set $N(H)$ is the set of points that can be steered to the origin in finite steps:

$$N(H) := \{ \xi \mid \exists (x_k)_{k=0}^q \in \mathcal{B}_q(H) \text{ s.t. } x_0 = \xi, x_q = 0 \}.$$  

(2.6)

All the sets defined above inherit algebraic properties of the set-valued map $H$. In particular, they are all convex cones if $H$ is a convex process and subspaces if $H$ is a linear process. However, they do not retain topological properties from the underlying set-valued map in general. Indeed, none of these sets would be necessarily closed even if $H$ is closed.

We say $H$ is reachable, stabilizable, exponentially stabilizable, null-controllable if $F(H) \subseteq R(H), \mathcal{F}(H) \subseteq S(H), \mathcal{F}(H) \subseteq S_e(H), \mathcal{F}(H) \subseteq N(H)$, respectively.

Also, we say $H$ is controllable if for all $\xi, \eta \in F(H)$ there exist $\ell \geq 0$ and $(x_k)_{k \in \mathbb{N}} \in \mathcal{B}$ such that $x_0 = \xi$ and $x_\ell = \eta$. As the origin belongs to $F(H)$, we see that $H$ is controllable if and only if it is both reachable and null-controllable.

The problems we study are to find necessary and sufficient conditions for reachability, (exponential) stabilizability, null-controllability, and controllability of convex processes.

One of the motivations to study convex processes stems from their link to constrained linear systems. To elaborate further on this connection, consider the discrete-time linear input/state/output system given by

$$x_{k+1} = Ax_k + Bu_k$$
$$y_k = Cx_k + Du_k$$

(2.7a)

(2.7b)

where $k \in \mathbb{N}, u_k \in \mathbb{R}^m$ is the input, $x_k \in \mathbb{R}^n$ is the state, $y_k \in \mathbb{R}^p$ is the output and the matrices $A, B, C, D$ are of appropriate dimensions. Suppose that the output of this system is constrained by

$$y_k \in \mathcal{Y}$$

(2.7c)

for all $k \in \mathbb{N}$ where $\mathcal{Y} \subseteq \mathbb{R}^p$ is a convex cone. Now, define the set-valued map $H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ by

$$H(x) := \{ Ax + Bu \mid Cx + Du \in \mathcal{Y} \}.$$  

(2.8)

Since $\mathcal{Y}$ is a convex cone, the set-valued map $H$ is a convex process. This shows that we can view the linear constrained system (2.7) as a difference inclusion of the form (2.1) where $H$ is given by (2.8).

3. Preliminaries. In this section, we will introduce the notational conventions that will be in force throughout the paper as well as the notions that will be employed in the study of reachability and stabilizability.

3.1. Convex cones. Let $\mathcal{S}, \mathcal{T} \subseteq \mathbb{R}^q$ be nonempty sets and $\rho \in \mathbb{R}$. We define $\mathcal{S} + \mathcal{T} := \{ s + t \mid s \in \mathcal{S}, t \in \mathcal{T} \}$ and $\rho \mathcal{S} := \{ \rho s \mid s \in \mathcal{S} \}$. By convention $\mathcal{S} + \emptyset = \emptyset$ for every $\mathcal{S}$ and $\rho \emptyset = \emptyset$ for every $\rho$. The relative interior of $\mathcal{S}$ is denoted by $\text{ri}(\mathcal{S})$. We say that $\mathcal{S}$ is a cone if $\rho x \in \mathcal{S}$ whenever $x \in \mathcal{S}$ and $\rho \geq 0$. The conic hull of $\mathcal{S}$ will be denoted by $\text{cone}(\mathcal{S})$. We say that a cone is finitely generated if it is a conic hull of finitely many vectors.

Next, we state three auxiliary results that will be used later. Their proofs are rather elementary and will therefore be omitted.

Lemma 3.1. Let $\mathcal{C} \subseteq \mathbb{R}^n$ be a convex cone and let $\mathcal{V} \subseteq \mathcal{W} \subseteq \mathbb{R}^n$ be subspaces. Then, $(\mathcal{C} \cap \mathcal{W}) + \mathcal{V} = (\mathcal{C} + \mathcal{V}) \cap \mathcal{W}$ and the following statements are equivalent:
i. \((C \cap W) + V = W\).

ii. \((C + V) \cap W = W\).

iii. \(W \subseteq C + V\).

iv. \(C + V = C + W\).

**Lemma 3.2.** Let \(C, K \subseteq \mathbb{R}^n\) be convex cones. The set \(C - K\) is a subspace if and only if \(\text{ri}(C) \cap \text{ri}(K) \neq \emptyset\).

**Lemma 3.3.** Let \(C_\ell\) for \(\ell \in \mathbb{N}\) be convex cones with \(C_\ell \subseteq C_{\ell+1}\). If \(\bigcup_{\ell=0}^\infty C_\ell\) is finitely generated then there exists \(q \geq 0\) such that \(C_{q+\ell} = C_q\) for all \(\ell \geq 0\) and \(\bigcup_{\ell=0}^\infty C_\ell = C_q\).

### 3.2. Convex and linear processes.

Let \(H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n\) be a convex process. For all \(x, y \in \mathbb{R}^n\) and \(\rho > 0\), we have

\[
H(\rho x) = \rho H(x),
\]

\[
H(x) + H(y) \subseteq H(x + y),
\]

\[
H(x) = H(x) + H(0),
\]

and \(H(x)\) is convex.

We define its **domain**, **image** and **kernel** by

\[
\text{dom}(H) := \{x \in \mathbb{R}^n \mid H(x) \neq \emptyset\},
\]

\[
\text{im}(H) := \{y \in \mathbb{R}^n \mid \exists x \in \mathbb{R}^n \text{ s.t. } y \in H(x)\},
\]

\[
\ker(H) := \{x \in \mathbb{R}^n \mid 0 \in H(x)\},
\]

respectively. If \(\text{dom}(H) = \mathbb{R}^n\), we say that \(H\) is **strict**.

The **inverse** of \(H\) is defined by

\[
H^{-1}(y) := \{x \in \mathbb{R}^n \mid y \in H(x)\}.
\]

Clearly, \(\text{dom}(H^{-1}) = \text{im}(H), \text{im}(H^{-1}) = \text{dom}(H),\) and

\[
\text{gr}(H^{-1}) = \begin{bmatrix} 0 & I_n \\ I_n & 0 \end{bmatrix} \text{gr}(H). 
\]

For \(\lambda \in \mathbb{R}\), we define the set-valued map \(H - \lambda I\) by \((H - \lambda I)(x) := \{y - \lambda x \mid y \in H(x)\}\). Then, we have

\[
\text{gr}(H - \lambda I) = \begin{bmatrix} I_n & 0 \\ -\lambda I_n & I_n \end{bmatrix} \text{gr}(H).
\]

We denote the image of a set \(S\) under \(H\) by \(H(S) = \{y \in \mathbb{R}^n \mid \exists x \in S \text{ s.t. } y \in H(x)\}\). Powers of \(H\) are defined as follows. By convention, \(H^0\) is the identity map, that is \(H^0(x) := x\) for all \(x \in \mathbb{R}^n\). For \(q \geq 1\), we define

\[
H^{q+1}(x) := H(H^q(x)) \quad \forall x \in \mathbb{R}^n.
\]

Clearly, \(H(0), \text{dom}(H), \ker(H),\) and \(\text{im}(H)\) are all convex cones. In addition, the inverse \(H^{-1}, H^q,\) and \(H - \lambda I\) are convex processes for all \(q \geq 0\) and \(\lambda \in \mathbb{R}\).

Similarly, for a linear process \(L : \mathbb{R}^n \rightrightarrows \mathbb{R}^n\), we have that \(L(0), \text{dom}(L), \ker(L),\) and \(\text{im}(L)\) are all subspaces and the set-valued maps \(L^{-1}, L - \lambda I, L^q\) are all linear processes. Furthermore, for all \(x, y \in \mathbb{R}^n\) and nonzero \(\rho \in \mathbb{R}\), we have

\[
L(\rho x) = \rho L(x),
\]

\[
L(x) + L(y) = L(x + y),
\]

\[
L(x) = L(x) + L(0),
\]

and \(L(x)\) is an affine set.
3.3. Eigenvalues/vectors of convex processes. A real number \( \lambda \) and nonzero vector \( \xi \in \mathbb{R}^n \) form an eigenpair of \( H \) if \( \lambda \xi \in H(\xi) \). In this case \( \lambda \) is called an eigenvalue and \( \xi \) is called an eigenvector of \( H \) corresponding to (the eigenvalue) \( \lambda \).

For each real number \( \lambda \), the convex cone \( \ker(H - \lambda I) \) contains all eigenvectors corresponding to \( \lambda \) and the origin. This set is called the eigencone of \( H \) corresponding to \( \lambda \). This means that \( \lambda \) is an eigenvalue of \( H \) if and only if \( \ker(H - \lambda I) \neq \{0\} \). Given a set \( K \), we define the spectrum of \( H \) with respect to \( K \) by:

\[
\sigma(H,K) := \{ \lambda \in \mathbb{R} \mid \exists \xi \in K \setminus \{0\} \text{ such that } \lambda \xi \in H(\xi) \}.
\]

and the spectrum by \( \sigma(H) := \sigma(H,\mathbb{R}^n) \).

3.4. Dual processes. For a nonempty set \( C \subseteq \mathbb{R}^n \), we define the negative and positive polar cone by

\[
C^- := \{ y \in \mathbb{R}^n \mid (x,y) \leq 0 \quad \forall x \in C \},
\]

\[
C^+ := \{ y \in \mathbb{R}^n \mid (x,y) \geq 0 \quad \forall x \in C \},
\]

respectively.

Both the negative and positive polar cones of a set are always closed convex cones. In addition, \( C \), its closure, convex hull and conic hull have the same polar cones. Furthermore, if \( C \) is a closed convex cone, then \( (C^-)^- = C \). We also point out that for sets \( C \) and \( S \):

\[
(C + S)^- = C^- \cap S^- , \quad (C \cap S)^- = \text{cl}(C^- + S^-). \tag{3.8}
\]

We define the negative and positive dual processes \( H^- \) and \( H^+ \) of \( H \) by:

\[
p \in H^-(q) \iff \langle p,x \rangle \geq \langle q,y \rangle, \quad \forall x \in \mathbb{R}^n, \quad \forall y \in H(x), \tag{3.9a}
\]

\[
p \in H^+(q) \iff \langle p,x \rangle \leq \langle q,y \rangle, \quad \forall x \in \mathbb{R}^n, \quad \forall y \in H(x), \tag{3.9b}
\]

respectively. The graphs of the dual processes are related to that of \( H \) as follows:

\[
\text{gr}(H^-) = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix} \left( \text{gr}(H) \right)^- \quad \text{gr}(H^+) = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix} \left( \text{gr}(H) \right)^+. \tag{3.10}
\]

The following lemma collects properties of the dual processes that will be used later.

The following properties of the dual processes follow from the definitions.

**Lemma 3.4.** Let \( H : \mathbb{R}^n \to \mathbb{R}^n \) be a closed convex process. Then, we have

\[ i. \quad H(0) = (\text{dom}(H^+))^+ = (\text{dom}(H^-))^-. \]

\[ ii. \quad (H^-)^- = (H^+)^-1. \]

\[ iii. \quad \text{gr}(H^-) = -\text{gr}(H^+). \]

\[ iv. \quad \text{gr}((H^+)^+) = \text{gr}((H^-)^-) = -\text{gr}(H). \]

\[ v. \quad \text{gr}((H^-)^+) = \text{gr}((H^+)^-) = \text{gr}(H). \]

\[ vi. \quad (\text{dom}(H))^+ = H^-(0) = H^+(0). \]

\[ vii. \quad (\text{im}(H - \lambda I))^+ = \ker(H^- - \lambda I) \text{ for all } \lambda \in \mathbb{R}. \]
3.5. Minimal and maximal linear process. For a cone $C$ we define $\text{lin}(C) := -C \cap C$ and $\text{Lin}(C) = C - C$. Note that both $\text{lin}(C)$ and $\text{Lin}(C)$ are subspaces and, in particular $\text{lin}(C)$ is the largest subspace contained in $C$ whereas $\text{Lin}(C)$ is the smallest subspace that contains $C$.

Let $H : \mathbb{R}^n \rightarrow \mathbb{R}^n$ be a convex process. Associated with $H$, we define two linear processes $L_-$ and $L_+$ by

$$
\text{gr}(L_-) := \text{lin}(\text{gr}(H)) \quad \text{and} \quad \text{gr}(L_+) := \text{Lin}(\text{gr}(H)).
$$

Further, $L_-$ and $L_+$ are, respectively, the largest and smallest (with respect to the graph inclusion) linear processes satisfying

$$
\text{gr}(L_-) \subseteq \text{gr}(H) \subseteq \text{gr}(L_+).
$$

We call $L_-$ and $L_+$, respectively, the minimal and maximal linear processes associated with $H$. If $H$ is not clear from context, we will specify it by writing $L_-(H)$ and $L_+(H)$.

The domains of the minimal/maximal linear processes are related to that of $H$:

$$
\text{dom}(L_-) \subseteq \text{lin}(\text{dom}(H)) \quad \text{and} \quad \text{dom}(L_+) = \text{Lin}(\text{dom}(H)).
$$

The reverse inclusion for the former does not hold in general.

Inverses of minimal/maximal linear processes can be characterized in terms of the inverse of $H$:

$$
L_-(H^{-1}) = L_1^{-1}(H) \quad \text{and} \quad L_+(H^{-1}) = L_+^{-1}(H).
$$

A noteworthy property of the minimal linear process, proven in [6, Lem. 2.1], is stated next.

**Lemma 3.5.** Let $H$ be a convex process and let $L$ be any linear process such that $\text{gr} L \subseteq \text{gr} L_-$. For all $x \in \text{dom}(H)$, $y \in \text{dom}(L)$, we have $H(x + y) = H(x) + L(y)$.

Note that for a linear process $L$, the positive and negative duals coincide. Therefore, we denote it by $L^\perp := L^- = L^+$. The minimal and maximal linear processes associated with a convex process enjoy the following properties that immediately follow from the definitions:

$$
L_-(H^-) = L_+(H^\perp) \quad \text{and} \quad L_+(H^-) = L_-(H^\perp).
$$

4. Main results. In this section we will state the main results whose proofs can be found in Section 6.

For linear processes, it can easily be verified that both the feasible and reachable sets can be computed in finitely many steps. For later use, we state this fact below and omit its rather elementary proof.

**Lemma 4.1.** Let $L : \mathbb{R}^n \rightarrow \mathbb{R}^n$ be a linear process. Then, $\mathcal{F}(L) = \text{dom}(L^n) = L_-^n(\mathbb{R}^n)$ and $\mathcal{R}(L) = L^n(0)$ are subspaces.

Let $H : \mathbb{R}^n \rightarrow \mathbb{R}^n$ be a convex process. In the rest of the paper, we will use the following shorthand notational conventions:

$$
\mathcal{R}_- := \mathcal{R}(L_-(H)) \quad \text{and} \quad \mathcal{R}_+ := \mathcal{R}(L_+(H)).
$$

Both $\mathcal{R}_-$ and $\mathcal{R}_+$ are subspaces that can be computed in finitely many steps as stated in Lemma 4.1.
Our main results will rely on the following domain condition:

\[ \text{dom}(H) + \mathbb{R}_- \text{ is a subspace} \quad \text{and} \quad \text{dom}(H) + \mathbb{R}_- = \text{dom}(H) + \mathbb{R}_+. \]  

(DC)

Note that the domain condition (DC) readily holds whenever \( H \) is strict, or \( H \) is a linear process.

Since \( \text{dom}(H) \) is a convex cone and \( \mathbb{R}_- \), \( \mathbb{R}_+ \) are subspaces with \( \mathbb{R}_- \subseteq \mathbb{R}_+ \), it follows from Lemmas 3.1 and 3.2 that the domain condition (DC) is equivalent to

\[ \text{ri}(\text{dom}(H)) \cap \mathbb{R}_- \neq \emptyset \quad \text{and} \quad \mathbb{R}_+ \subseteq \text{dom}(H) + \mathbb{R}_-. \]

Next, we will introduce two convex processes associated with \( H \) that capture the behavior of \( H \) inside and outside \( \mathbb{R}_+ \), respectively.

We define the inner process \( H_{\text{in}} : \mathbb{R}^n \Rightarrow \mathbb{R}^n \) by

\[ \text{gr}(H_{\text{in}}) := \text{gr}(H) \cap (\mathbb{R}_+ \times \mathbb{R}_+) \]

and the outer process \( H_{\text{out}} : \mathbb{R}^n \Rightarrow \mathbb{R}^n \) by

\[ \text{gr}(H_{\text{out}}) := \left( \text{gr}(H) + (\mathbb{R}_+ \times \mathbb{R}_+) \right) \cap (\mathcal{V} \times \mathcal{V}) \]

where \( \mathcal{V} \subseteq \mathbb{R}^n \) is a subspace such that \( \mathbb{R}_+ \oplus \mathcal{V} = \mathbb{R}^n \).

We will study these processes in detail in Section 5. For the moment, we mention only the following result that will be needed to state our main results.

**Lemma 4.2.** Let \( H \) be a convex process satisfying the domain condition (DC). Then, the outer process \( H_{\text{out}} \) is a single valued linear process, \( \mathcal{F}(H_{\text{out}}) = (\mathcal{F}(H) + \mathbb{R}_+) \cap \mathcal{V} \) is a subspace and \( \mathcal{F}(H_{\text{out}}) \subseteq \mathcal{F}(H_{\text{out}}) \).

We denote the restriction of \( H_{\text{out}} \) to \( \mathcal{F}(H_{\text{out}}) \) by \( H_{\text{out}}|_{\mathcal{F}(H_{\text{out}})} \).

Now, we are in a position to state the main results of the paper. We begin with reachability.

**Theorem 4.3.** Let \( H \) be a convex process satisfying the domain condition (DC). Then, the following statements are equivalent:

(i) \( H \) is reachable.

(ii) Both \( H_{\text{in}} \) and \( H_{\text{out}} \) are reachable.

(iii) All eigenvectors of \( H_{\text{in}} \) corresponding to eigenvalues in \([0, \infty)\) belong to \( \mathbb{R}_+ \) and \( \mathcal{F}(H_{\text{out}}) = \{0\} \).

Moreover, if \( H \) is reachable, then \( \mathcal{R}(H) = \mathbb{R}_+ \) and \( \mathcal{R}(H) \) is finitely determined.

Theorem 4.3 captures all existing reachability results for convex processes in the literature as special cases.

The well-known reachability characterization for strict convex processes [14] Thm. 3.1 (see also [2] Thm. 0.4) for the continuous-time counterpart) follows from Theorem 4.3. To see this, note that if \( H : \mathbb{R}^n \Rightarrow \mathbb{R}^n \) is strict, that is \( \text{dom}(H) = \mathbb{R}^n \), then the domain condition readily holds and \( \mathcal{F}(H) = \mathbb{R}^n \). In view of Lemma 1.2 this means that \( \mathcal{F}(H_{\text{out}}) = \mathcal{V} \). Therefore, Theorem 4.3 boils down to \( H \) is reachable if and only if \( \mathbb{R}_+ = \mathbb{R}^n \) and \( H_{\text{in}} \) does not have any nonnegative eigenvalues. Note that \( \mathbb{R}_+ = \mathbb{R}^n \) implies \( H_{\text{in}} = H \). Hence, Theorem 4.3 for the strict case, states that \( \mathbb{R}_+ = \mathbb{R}^n \) and \( H^- \) does not have any nonnegative eigenvalues. As what [14] calls the rank condition is equivalent to \( \mathbb{R}_+ = \mathbb{R}^n \), [14] Thm. 3.1 is a special case of Theorem 4.3.
Reachability of convex processes of the form (2.8) have been studied in [9] and [11]. While [9, Thm. V.3] assumes that \( \text{im} D + CT^* = \mathbb{R}^n \), [11, Thm. 6.3] assumes that \( \text{im} D + CT^* + \mathcal{Y} = \mathbb{R}^n \). Here \( T^* \) is the so-called strongly reachable subspace associated with the linear system (2.7). These assumptions imply \( \text{dom}(H) + \mathcal{R} = \mathbb{R}^n \) which, in turn, implies the domain condition \((\text{DC})\). Hence both [9, Thm. V.3] and [11, Thm. 6.3] are special cases of Theorem 4.3. In addition, [4, Thm. 1] is a special case of Theorem 4.3 since it works under the stronger domain condition \( \text{dom}(H) + \mathcal{R} = \mathbb{R}^n \) as well.

Another noteworthy point is that the results [14, Thm. 3.1] and [9, Thm. V.3] require closedness of the convex processes that they deal with whereas closedness is not assumed by Theorem 4.3.

Last but not least, none of the existing results [14, Thm. 3.1], [9, Thm. V.3], [11, Thm. 6.3], and [4, Thm. 1] can directly be applied to nonstrict linear processes. In case \( H \) is a linear process, we have \( H = L^\text{in} = L^\text{out} \). Together with Lemma 4.1 this implies that the domain condition \((\text{DC})\) is readily satisfied for linear processes. Moreover, \( H^\text{in} \) is reachable whenever \( H \) is linear. Therefore, Theorem 4.3 asserts that a linear process \( H \) is reachable if and only if \( \mathcal{F}(H^\text{out}) = \{0\} \).

The domain condition \((\text{DC})\) proves itself useful also in the context of stabilizability. Even though the next result has a very much parallel statement to that of reachability, its proof is substantially more involved as we will see later. This is mainly because of the different nature of the sets \( \mathcal{R}(H) \) and \( \mathcal{S}(H) \). Indeed, as will be discussed in detail in Section 5, \( \mathcal{R}(H) \) turns out to be a strongly \( H \) invariant set whereas \( \mathcal{S}(H) \) is a weakly \( H \) invariant set.

**Theorem 4.4.** Let \( H \) be a convex process satisfying the domain condition \((\text{DC})\). Then, the following statements are equivalent:

(i) \( H \) is stabilizable.
(ii) \( H \) is exponentially stabilizable.
(iii) Both \( H^\text{in} \) and \( H^\text{out} \) are exponentially stabilizable.
(iv) All eigenvectors of \( H^\text{in} \) corresponding to eigenvalues in \([1, \infty)\) belong to \( \mathcal{R}^\perp \) and all eigenvalues of the linear map \( H^\text{out}|_{\mathcal{F}(H^\text{out})} \) are in the open unit disc.

To the best of our knowledge, spectral conditions for stabilizability as stated above have appeared only in [17, Prob. 8.6.4] (see also [17, Thm. 8.10] for the continuous-time counterpart). Since [17, Prob. 8.6.4] deals with strict closed convex processes, the domain condition \((\text{DC})\) is automatically satisfied. As such, [17, Prob. 8.6.4] can be recovered as a special case from Theorem 4.4. In [7, Thm. 5.1], it is shown that a sufficient condition for stabilizability is that the domain of a convex process admits a particular representation via certain types of eigenvectors of the process itself. Since our stabilizability result stated in terms of the eigenvectors of the dual process instead, it is difficult to compare our result with [7, Thm. 5.1]. Nevertheless, it should be remarked that [7, Thm. 5.1] could be applied only if \( \mathcal{F}(H) = \text{dom}(H) \) whereas our result does not require this assumption.

The following will illustrate how the results above can be applied to linear systems with convex conic constraints. Furthermore, it is an example of a problem that could not be resolved by previously known methods.

**Example 4.5.** Consider the linear system

\[
x_{k+1} = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix} x_k + \begin{bmatrix} 0 \\ 1 \\ -1 \end{bmatrix} u_k.
\]
Let \(a, b \in \mathbb{R}\), and assume that the system is constrained to the convex cone:

\[
\begin{bmatrix}
a & b & 0
\end{bmatrix} x_k \geq 0 \quad \text{and} \quad \begin{bmatrix} 1 & -1 & -1 \end{bmatrix} x_k = 0.
\]

We are interested in checking for which \(a, b\) with \(b \neq 0\) the system is reachable or stabilizable. In order to apply the results discussed above, we first write the system as a convex process, by taking

\[
H(x) := \begin{cases}
\begin{bmatrix} 1 & 1 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
\end{bmatrix} x + \begin{bmatrix} 0 \\
1 \\
-1 \\
\end{bmatrix} & \text{if } \begin{bmatrix} a & b & 0 \\
1 & -1 & -1 \\
-1 & 1 & 1 \\
\end{bmatrix} x \geq 0, \\
\emptyset & \text{otherwise}.
\end{cases}
\]

We can find that \(L_−\) and \(L_+\) are given by

\[
L_−(x) := \begin{cases}
\begin{bmatrix} 1 & 1 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
\end{bmatrix} x + \begin{bmatrix} 0 \\
1 \\
-1 \\
\end{bmatrix} & \text{if } \begin{bmatrix} a & b & 0 \\
1 & -1 & -1 \\
\end{bmatrix} x = 0, \\
\emptyset & \text{otherwise}.
\end{cases}
\]

\[
L_+(x) := \begin{cases}
\begin{bmatrix} 1 & 1 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0 \\
\end{bmatrix} x + \begin{bmatrix} 0 \\
1 \\
-1 \\
\end{bmatrix} & \text{if } \begin{bmatrix} 1 & -1 & -1 \\
\end{bmatrix} x = 0, \\
\emptyset & \text{otherwise}.
\end{cases}
\]

It is now straightforward to check that

\[
\text{dom}(H) + \mathcal{R}_− = \text{dom}(H) + \mathcal{R}_+ = \mathcal{R}_+ + \text{im} \begin{bmatrix} 1 & 0 \\
0 & 1 \\
1 & -1 \\
\end{bmatrix}.
\]

As such, the domain condition \(\text{[DC]}\) holds. However, \(H\) is not linear, and does not satisfy the assumptions of \(\text{[4, Thm. 1]}\). As such, previously Furthermore, we can conclude that \(\mathcal{F}(H) \subseteq \mathcal{R}_+\). This means that \(H = H_{\text{in}}\) and \(\mathcal{F}(H_{\text{out}}) = \{0\}\).

Determining the dual of \(H_{\text{in}}\) yields

\[
H_{\text{in}}^−(x) = H^−(x) := \begin{cases}
\begin{bmatrix} 1 & 0 & 1 \\
1 & 1 & 0 \\
0 & 0 & 0 \\
\end{bmatrix} x + \begin{bmatrix} a \\
b \\
0 \\
\end{bmatrix} & \text{if } \begin{bmatrix} 0 & 1 & -1 \end{bmatrix} x = 0, \\
\emptyset & \text{otherwise}.
\end{cases}
\]

We can conclude that \(\lambda \xi \in H_{\text{in}}^−(\xi)\) if and only if either

\[
\lambda \in \mathbb{R} \text{ and } \xi \in \mathcal{R}_+^\perp = \text{ker} \begin{bmatrix} 1 & 0 & 1 \\
0 & 1 & -1 \\
\end{bmatrix},
\]

or

\[
\lambda = (1 - \frac{\xi}{b}), \begin{bmatrix} b & b & 0 \end{bmatrix} \xi \leq 0 \quad \text{and} \quad \begin{bmatrix} 0 & 1 & -1 \end{bmatrix} \xi = 0.
\]

As such, we can use Theorem \(\text{[4.3]}\) to conclude that \(H\) is reachable if and only if \(\frac{\xi}{b} > 1\).

In a similar fashion, we see by Theorem \(\text{[4.4]}\) that \(H\) is stabilizable if and only if \(\frac{\xi}{b} \geq 0\).
Next, we turn our attention to null-controllability. It is a well-known fact that reachability implies null-controllability for discrete-time linear systems which correspond to linear processes in the framework of this paper. Apart from this particular class, however, reachability does not imply null-controllability in general for convex processes. Interestingly, this implication always holds under the domain condition (DC).

**Theorem 4.6.** Let $H$ be a convex process satisfying the domain condition (DC). If $H$ is reachable, then it is null-controllable. In particular, this means that $H$ is reachable if and only if $H$ is controllable.

One may think that the results on reachability and stabilizability can be extended to null-controllability in the same way. However, as illustrated by [4, Ex. 5], the domain condition (DC) is not enough to formulate spectral conditions for null-controllability. Nevertheless, it is still possible to give a spectral characterization by assuming the following image condition:

$$H(\mathcal{R}_+) - (\mathcal{N}(L_-(H)) \cap \mathcal{R}_+) = \mathcal{R}_+.$$  \hspace{1cm} (IC)

**Theorem 4.7.** Let $H$ be a convex process satisfying the domain condition (DC) and the image condition (IC). Then, the following statements are equivalent:

(i) $H$ is null-controllable.

(ii) Both $H_{in}$ and $H_{out}$ are null-controllable.

(iii) All eigenvectors of $H_{in}^{-1}$ corresponding to eigenvalues in $(0, \infty)$ belong to $\mathcal{R}_+$ and the linear map $H_{out}|F(H_{out})$ is nilpotent.

Unlike reachability, null-controllability for convex processes has not been extensively studied in the literature. In [14, Thm. 3.2], the authors assume that both $H$ and $H^{-1}$ are strict. In that case, both the domain condition (DC) and the image condition (IC) are trivially satisfied. As such, [14, Thm. 3.2] is a particular case of Theorem 4.7. Yet another particular case is [4, Thm. 2] which works under the stronger domain condition $\text{dom}(H) + \mathcal{R}_- = \mathcal{R}_+ = \mathbb{R}^n$ as well as the stronger image condition $\text{im}(H) + \mathcal{N}(L_-(H)) = \mathbb{R}^n$.

5. **Towards the proofs.** In this section we will introduce the notions and tools that will be used in the proofs of the main results.

5.1. **Strong and weak invariance.** In the rest of the paper the following invariance notions will play a key role.

**Definition 5.1.** Let $H : \mathbb{R}^n \Rightarrow \mathbb{R}^n$ be a convex process and $\mathcal{C} \subseteq \mathbb{R}^n$ be a convex cone. We say that $\mathcal{C}$ is

(i) weakly $H$ invariant if $H(x) \cap \mathcal{C} \neq \emptyset$ for all $x \in \mathcal{C}$.

(ii) strongly $H$ invariant if $H(x) \subseteq \mathcal{C}$ for all $x \in \mathcal{C}$.

From these definitions the following facts immediately follow.

**Lemma 5.2.** Let $H : \mathbb{R}^n \Rightarrow \mathbb{R}^n$ be a convex process. Then, the following statements hold:

(i) A cone $\mathcal{W}$ is weakly $H$ invariant if and only if $\mathcal{W} \subseteq H^{-1}(\mathcal{W})$. A cone $\mathcal{S}$ is strongly $H$ invariant if and only if $H(\mathcal{S}) \subseteq \mathcal{S}$.

(ii) If $\mathcal{S}$ is strongly $H$ invariant, then it is also weakly invariant if and only if $\mathcal{S} \subseteq \text{dom}(H)$.

These two notions of invariance enjoy the following property as was proven in [4, Lemma 4].

**Lemma 5.3.** Let $H$ be a convex process. If $\mathcal{W}$ and $\mathcal{S}$ are, respectively, weakly and strongly $H$ invariant, then $\mathcal{W} \cap \mathcal{S}$ and $\mathcal{S} - \mathcal{W}$ are, respectively, weakly and strongly $H$ invariant.
Next, we will investigate invariance properties of the feasible, reachable, (exponentially) stabilizable and null-controllable sets.

**Lemma 5.4.** For a convex process \( H \), the feasible set \( \mathcal{F}(H) \) is the largest weakly \( H \)-invariant convex cone. Moreover, \( \mathcal{F}(H) = H^{-1}(\mathcal{F}(H)) \).

**Proof.** Clearly, \( \mathcal{F}(H) \) is a convex cone. By definition, we can see that the feasible set of \( H \) is weakly \( H \)-invariant: If a trajectory exists from \( x_0 \), there also exists one from any corresponding \( x_1 \). Therefore \( x_1 \in H(x_0) \cap \mathcal{F}(H) \) and hence, by Definition 5.1 the set \( \mathcal{F}(H) \) is weakly \( H \)-invariant. As any weakly \( H \)-invariant set naturally allows a trajectory, we can see that \( \mathcal{F}(H) \) is the largest weakly \( H \)-invariant cone.

For the second part we know by Lemma 5.2 that \( \mathcal{F}(H) \subseteq H^{-1}(\mathcal{F}(H)) \). It thus suffices to prove the reverse. Applying \( H^{-1} \) on both sides, we know \( H^{-1}(\mathcal{F}(H)) \subseteq H^{-1}(H^{-1}(\mathcal{F}(H))) \) and therefore \( H^{-1}(\mathcal{F}(H)) \) is weakly \( H \)-invariant. As \( \mathcal{F}(H) \) is the largest of such, we have proven the statement.

Any feasible state is contained in the domain of \( H^\ell \) for any \( \ell \), hence

\[
\mathcal{F}(H) \subseteq \bigcap_{\ell \in \mathbb{N}} H^{-\ell}(\mathbb{R}^n) = \bigcap_{\ell \in \mathbb{N}} \text{dom}(H^\ell). \tag{5.1}
\]

A case where (5.1) holds as equality is when \( \mathcal{F}(H) = \text{dom}(H^q) \) for some \( q \). In this case we say that \( \mathcal{F}(H) \) is finitely determined.

**Lemma 5.5.** The feasible set \( \mathcal{F}(H) \) is finitely determined if and only if \( \text{dom}(H^q) = \text{dom}(H^{q+1}) \) for some \( q \).

**Proof.** As \( \mathcal{F}(H) \subseteq \text{dom}(H^{q+1}) \subseteq \text{dom}(H^q) \) for all \( q \geq 0 \), necessity is clear. For sufficiency, let \( q \) be such that \( \text{dom}(H^q) = \text{dom}(H^{q+1}) \) and let \( x \in \text{dom}(H^q) \). As \( \text{dom}(H^q) = \text{dom}(H^{q+1}) \), clearly, there exists \( y \in H(x) \) such that \( y \in \text{dom}(H^q) \). Thus \( y \in H(x) \cap \text{dom}(H^q) \), proving that \( \text{dom}(H^q) \) is weakly \( H \)-invariant. As \( \mathcal{F}(H) \) is the largest of such sets, we see that \( \mathcal{F}(H) = \text{dom}(H^q) \), proving the lemma.

For the reachable set, we can prove analogous results. To do so, first note that

\[
\mathcal{R}(H) = \bigcup_{q=0}^{\infty} H^q(0). \tag{5.2}
\]

**Lemma 5.6.** For a convex process \( H \), the reachable set \( \mathcal{R}(H) \) is the smallest strongly \( H \)-invariant convex cone. Moreover, \( \mathcal{R}(H) = H(\mathcal{R}(H)) \).

**Proof.** Clearly, \( \mathcal{R}(H) \) is a convex cone. Let \( \xi \in \mathcal{R}(H) \). From (5.2), we see that \( \xi \in H^q(0) \) for some \( q \geq 0 \). Let \( \eta \in H(\xi) \). Then, we have \( \eta \in H^{q+1}(0) \). This means that \( \eta \in \mathcal{R}(H) \). Therefore, \( \mathcal{R}(H) \) is strongly \( H \)-invariant. Let \( \mathcal{R}' \) be a strongly \( H \)-invariant cone. As \( 0 \in \mathcal{R}' \), we have \( H^\ell(0) \subseteq \mathcal{R}' \) for all \( \ell \geq 0 \). Therefore, \( \mathcal{R} \subseteq \mathcal{R}' \) and hence \( \mathcal{R}(H) \) is the smallest strongly \( H \)-invariant convex cone.

For the second part, note that \( H(\mathcal{R}(H)) \subseteq \mathcal{R}(H) \). Applying \( H \) on both sides, we see that \( H(\mathcal{R}(H)) \) is strongly \( H \)-invariant. Since \( \mathcal{R}(H) \) is the smallest of such cones, we see that \( \mathcal{R}(H) \subseteq H(\mathcal{R}(H)) \). Therefore, we have \( H(\mathcal{R}(H)) = \mathcal{R}(H) \). ■

We say \( \mathcal{R}(H) \) is finitely determined if \( \mathcal{R}(H) = H^q(0) \) for some \( q \). Similar to Lemma 5.5, we can state the following.

**Lemma 5.7.** The reachable set \( \mathcal{R}(H) \) is finitely determined if and only if \( H^q(0) = H^{q+1}(0) \) for some \( q \).
\textbf{Proof.} Since $H^q(0) \subseteq H^{q+1}(0) \subseteq \mathcal{R}(H)$, necessity is clear. As $H(H^q(0)) = H^{q+1}(0)$, we see that $H^q(0)$ is a strongly $H$ invariant cone. As $\mathcal{R}(H)$ is the smallest of such cones, we see that $\mathcal{R}(H) = H^q(0)$. \hfill \blacksquare

Similar to feasible and reachable sets, stabilizable sets also enjoy certain invariance properties.

\textbf{Lemma 5.8.} Let $H$ be a convex process. Then, $S_e(H) \subseteq S(H) \subseteq \mathcal{F}(H)$. In addition, the sets $S(H)$ and $S_e(H)$ are both weakly $H$ invariant convex cones satisfying $S(H) = H^{-1}(S(H))$ and $S_e(H) = H^{-1}(S_e(H))$.

\textbf{Proof.} The inclusions are immediate from the definitions. Now let $\xi \in S(H)$, then there exists a stable trajectory $(x_k)_{k \in \mathbb{N}} \in \mathbb{B}(H)$ such that $x_0 = \xi$. Now clearly $x_1 \in H(\xi) \cap S(H)$ and thus $S(H)$ is weakly $H$ invariant.

Now let $\xi \in S_e(H)$. Therefore there exists $\alpha > 0, \mu \in [0,1)$ and a trajectory $(x_k)_{k \in \mathbb{N}} \in \mathbb{B}(H)$ such that $x_0 = \xi$ and $|x_k| \leq \alpha \mu^k |\xi|$ for all $k \geq 0$. If $x_1 = 0$, then we have $x_1 \in H(\xi) \cap S_e(H)$. If $x_1 \neq 0$, let $y_k = x_{k+1}$ for all $k \geq 0$. Clearly, $(y_k)_{k \in \mathbb{N}} \in \mathbb{B}(H)$ and $y_0 = x_1$. Note that $|y_k| = |x_{k+1}| \leq \alpha \mu^{k+1} |\xi| = \beta \mu^k |y_0|$ for all $k \geq 0$ where $\beta = \alpha \mu |\xi|/|y_0|$. Therefore $y_0 = x_1 \in H(\xi) \cap S_e(H)$ and thus $S_e(H)$ is weakly $H$ invariant.

Due to Lemma 5.8(ii) we already know that $S(H) \subseteq H^{-1}(S(H))$ and $S_e(H) \subseteq H^{-1}(S_e(H))$. What remains to be shown are the reverse inclusions. To do so, let first $\eta \in H^{-1}(S(H))$. Then, there must exist $\xi \in S(H)$ such that $\eta \in H^{-1}(\xi)$. Since $\xi \in S(H)$, there exists a stable trajectory $(x_k)_{k \in \mathbb{N}} \in \mathbb{B}(H)$ with $x_0 = \xi$. Now, define $y_0 = \eta$ and $y_k = x_{k-1}$ for $k \geq 1$. Clearly, $(y_k)_{k \in \mathbb{N}} \in \mathbb{B}(H)$ is a stable trajectory. Therefore, $y_0 = \eta \in S(H)$. Consequently, we can conclude that $H^{-1}(S(H)) \subseteq S(H)$.

The same argument is still valid if one replaces stability by exponential stability. As such, we also have that $H^{-1}(S_e(H)) \subseteq S_e(H)$. \hfill \blacksquare

For the exponentially stabilizable set, we have the following property.

\textbf{Lemma 5.9.} Let $H$ be a convex process. Then, the exponentially stabilizable set $S_e(H)$ is strongly $(H - \mu I)^{-1}$ invariant for all $\mu \in [0,1)$.

\textbf{Proof.} Let $\mu \in [0,1)$ and $\xi \in S_e(H)$. If $\xi \not\in \text{dom}(H - \mu I)^{-1}$, then we have $\varnothing = (H - \mu I)^{-1}(\xi) \subseteq S_e(H)$. If $\xi \in \text{dom}(H - \mu I)^{-1}$, there exists $\eta \in (H - \mu I)^{-1}(\xi)$. If $\eta = 0$, then $\eta \in S_e(H)$. Now suppose that $\eta \neq 0$. Since $\xi \in S_e(H)$, we know that there exists an exponentially stable trajectory $(x_k)_{k \in \mathbb{N}} \in \mathbb{B}(H)$ with $x_0 = \xi$. Define $y_0 = \eta$ and $y_k = \mu^{k} \eta + \sum_{\ell=0}^{k-1} \mu^{k-1-\ell} x_\ell$ for $k \geq 1$. It can be verified that $y_{k+1} \in H(y_k)$ for all $k \in \mathbb{N}$.

Since $(x_k)_{k \in \mathbb{N}}$ is exponentially stable, there exist $\nu \in [0,1)$ and $\beta \geq 1$ such that $|x_k| \leq \beta \nu^k |\xi|$. Without loss of generality $\mu \leq \nu$, and as such:

$$|y_k| \leq \mu^k |\eta| + \sum_{\ell=0}^{k-1} \mu^{k-1-\ell} \beta \nu^\ell |\xi| \leq \mu^k |\eta| + \sum_{\ell=0}^{k} \beta \nu^{k-1} |\xi| \leq \mu^k |\eta| + k \nu^{k-1} \beta |\xi|.$$  

Now let $\zeta$ such that $1 > \zeta > \nu \geq \mu$. Note that there exists $\hat{\alpha}$ such that:

$$\hat{\alpha} \zeta^k \geq \left(\frac{\beta |\xi|}{|\eta|}\right) k \nu^{k-1},$$

for all $k \geq 0$. This implies that

$$|y_k| \leq (1 + \hat{\alpha}) \zeta^k |\eta|.$$
As such, \( y_0 = \eta \in \mathcal{S}_c(H) \). Consequently, \( \mathcal{S}_c(H) \) is strongly \( (H - \mu I)^{-1} \) invariant. ■

For the null-controllable set, we can prove the following invariance properties in a similar fashion to Lemma 5.8.

**Lemma 5.10.** Let \( H \) be a convex process. Then, \( \mathcal{N}(H) \subseteq \mathcal{F}(H) \). In addition, \( \mathcal{N}(H) \) is weakly \( H \) invariant and \( \mathcal{N}(H) = H^{-1}(\mathcal{N}(H)) \).

In addition to the reachable set of \( H \), we will also consider the reachable sets of \( L_- \) and \( L_\star \). One relation between these respective reachable sets, is given in the following lemma, previously proven as Lemma 5.1.

**Lemma 5.11.** Let \( H \) be a convex process in the hypothesis, we have \( V \subseteq F \), where the first inclusion follows from the fact that \( x \in V \subseteq F \). Therefore, we get \( V \subseteq F \).

**Lemma 5.12.** Let \( H \) be a convex process and let \( V \) be a strongly \( H \) invariant subspace with \( R_- \subseteq V \). If dom\((H) + R_- = \text{dom}(H) + V \) then dom\((H^k) + R_- = \text{dom}(H^k) + V \) for all \( k \geq 1 \).

**Proof.** We can use Lemma 3.1 to give an equivalent statement of the implication in the lemma as:

\[
V \subseteq \text{dom}(H) + R_- \implies V \subseteq \text{dom}(H^k) + R_- \quad \forall k \geq 1
\]

To prove this, we begin with defining the convex process \( H_e : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \), by

\[
\text{gr}(H_e) = \text{gr}(H) + R_- \times \{0\}.
\]

We will start by proving that for all \( k \geq 1 \), we have \( \text{dom}(H^k_e) = \text{dom}(H^k) + R_- \). Clearly \( R_- \subseteq \text{dom}(H^k_e) \) and \( \text{dom}(H^k) \subseteq \text{dom}(H^k_e) \). Therefore \( \text{dom}(H^k) + R_- \subseteq \text{dom}(H^k_e) \).

It remains to show that the reverse inclusion holds. This will be achieved by induction on \( k \). For \( k = 1 \), note that clearly \( \text{dom}(H_e) \subseteq \text{dom}(H) + R_- \). For the induction step assume that \( \text{dom}(H^k_e) \subseteq \text{dom}(H^k) + R_- \) for some \( k \geq 1 \). Let \( \xi \in \text{dom}(H^{k+1}_e) \). Therefore, there exists \( \zeta \in \text{dom}(H^k_e) \) such that \( \zeta \in H_e(\xi) \). By the induction hypothesis, we see that \( \zeta = \zeta_1 - \zeta_2 \) where \( \zeta_1 \in \text{dom}(H^k) \) and \(-\zeta_2 \in R_- \). Hence, we obtain \( \zeta_1 \in H(\xi) + \zeta_2 \).

As \( R_- \) is the reachable set of \( L_- \), we know there exists \( \eta \in R_- \) such that \( \zeta_2 \in L_- (\eta) \). This yields \( \zeta_1 \in H(\xi) + L_- (\eta) \). Then, Lemma 3.5 implies that \( \zeta_1 \in H(\xi + \eta) \).

Since \( \zeta_1 \in \text{dom}(H^k) \), we can conclude that \( \xi + \eta \in \text{dom}(H^{k+1}) \) and hence \( \xi \in \text{dom}(H^{k+1}) + R_- \). This proves that for all \( k \geq 1 \), we have \( \text{dom}(H^k_e) = \text{dom}(H^k) + R_- \).

To prove the lemma, recall that it suffices to show that \( V \subseteq \text{dom}(H^k) + R_- \). By the hypothesis, we have \( V \subseteq \text{dom}(H) + R_- = \text{dom}(H_e) \). Next, we claim that \( V \) is strongly \( H_e \) invariant. To see this, let \( x \in V \) and \( y \in H_e(x) \). Then, there must exist \( x' \in \text{dom}(H) \) and \( z \in R_- \) such that \( (x', y) = (x', y) - (z, 0) \) due to the definition of \( H_e \).

As such, we have \( y \in H(x + z) \subseteq H(V) \subseteq V \) where the first inclusion follows from the fact that \( x + z \in V + R_- = V \) and the second from the fact that \( V \) is strongly \( H \) invariant. Therefore, we have \( H_e(V) \subseteq V \), in other words, \( V \) is strongly \( H_e \) invariant. Since \( V \subseteq \text{dom}(H_e) \), we can use Lemma 5.2(ii) to conclude that \( V \) is also weakly \( H_e \) invariant. Therefore, we get \( V \subseteq \mathcal{F}(H_e) \subseteq \text{dom}(H^k_e) = \text{dom}(H^k) + R_- \) for all \( k \geq 1 \) where the first inclusion follows from the fact that \( \mathcal{F}(H_e) \) is the largest weakly \( H_e \) invariant cone, the second from (5.1), and finally the third from the first part of this proof. ■
The image of a convex cone under a convex process enjoys the following duality relation as proven in [4, Prop. 1] (also see [1, Thm. 2.5.7] which additionally assumes closedness).

**Proposition 5.13.** Let $H$ be a convex process and $K$ be a convex cone such that $K - \text{dom}(H)$ is a subspace. Then,

$$(H(K))^− = (H^−)^{−1}(K^−).$$

Strong and weak invariance become dual notions under certain conditions (see [4, Thm. 3]).

**Proposition 5.14.** Let $H$ be a convex process and $K$ be a convex cone such that $K - \text{dom}(H)$ is a subspace. Then, $K$ is weakly $H$-invariant if $K$ is strongly $H$-invariant. Conversely, $K$ is strongly $H$-invariant if $K$ is closed and $K^−$ is weakly $H$-invariant.

### 5.2. Eigenvalues of convex processes.

For a detailed study of eigenvalues and eigenvectors of convex processes, we refer the reader to [6]. Here, we quote the following result (see [6, Thm. 3.7]) that deals with the location of eigenvectors of a convex process that leaves a certain cone weakly invariant.

**Proposition 5.15.** Let $H : \mathbb{R}^n \Rightarrow \mathbb{R}^n$ be a closed convex process and $K \subseteq \mathbb{R}^n$ be a weakly $H$-invariant closed convex cone such that $H(0) \cap K$ is a subspace, $\text{lin}(K)$ is weakly $L_-$ invariant and $\text{lin}(K) \subseteq (L_−(H) - \lambda I) \text{lin}(K)$ for all $\lambda \geq 0$. Then $K = \text{lin}(K)$ if and only if any eigenvector of $H$ in $K$ corresponding to an eigenvalue $\lambda \geq 0$ belongs to $\text{lin}(K)$.

Next, we relate nonnegative eigenvalues of $H^−$ to the reachable set of $H$.

**Lemma 5.16.** Let $H$ be a convex process and $\lambda \geq 0$. Then, $\ker(H^− - \lambda I) \subseteq \mathcal{R}(H)^−$.

**Proof.** For this, let $\xi$ be an eigenvector of $H^−$ corresponding to a nonnegative eigenvalue $\lambda$, that is, $\lambda \xi \in H^−(\xi)$. Clearly this means that $(\lambda^j \xi, \lambda^{j+1} \xi) \in \text{gr } H^-$ for any $j \geq 0$. Now take $\eta \in \mathcal{R}(H)$, i.e. $\eta \in H^q(0)$ for some $q$. Then there exists a (finite) sequence $(x_k)_{k=0}^q$ such that $x_0 = 0, x_q = \eta$ and $(x_k, x_{k+1}) \in \text{gr } H$ for $k = 0, \ldots, q - 1$. By the definition of the dual process in (3.9), we know:

$$(\lambda^{j+1} \xi, x_k) \geq (\lambda^j \xi, x_{k+1})$$

for any $j \geq 0$ and $k = 0, \ldots, q - 1$. In particular we can conclude that:

$$0 = (\lambda^q \xi, x_0) \geq (\lambda^{q-1} \xi, x_1) \geq \cdots \geq (\lambda \xi, x_{q-1}) \geq (\xi, x_q) = (\xi, \eta).$$

This allows us to conclude that $\xi \in \mathcal{R}(H)^−$. ■

### 5.3. Inner and outer processes.

In this section, we will study inner and outer processes as defined in Section 4. We begin with recalling the definition of the inner process $H_{\text{in}} : \mathbb{R}^n \Rightarrow \mathbb{R}^n$:

$$\text{gr}(H_{\text{in}}) := \text{gr}(H) \cap (\mathcal{R}_+ \times \mathcal{R}_+).$$  

(5.3)
The following observations readily follow from (5.3):

\[ \text{dom}(H_{in}^k) = \text{dom}(H^k) \cap \mathcal{R}_+ \quad \forall k \geq 1 \]  
(5.4a)

\[ \mathcal{F}(H_{in}) = \mathcal{F}(H) \cap \mathcal{R}_+, \]  
(5.4b)

\[ \mathcal{R}(H_{in}) = \mathcal{R}(H), \]  
(5.4c)

\[ S(H_{in}) = S(H) \cap \mathcal{R}_+, \]  
(5.4d)

\[ S_e(H_{in}) = S_e(H) \cap \mathcal{R}_+, \]  
(5.4e)

\[ \mathcal{N}(H_{in}) = \mathcal{N}(H) \cap \mathcal{R}_+. \]  
(5.4f)

The subsequent results play an instrumental role in studying reachability, stabilizability and null-controllability.

**Lemma 5.17.** Let \( H \) be a convex process satisfying the domain condition [DC]. Then, \( \mathcal{F}(H_{in}) = \text{dom}(H_{in}^n) \) and \( \mathcal{F}(H_{in}) + \mathcal{R}_- = \mathcal{R}_+ \). Moreover, if \( W \) is a weakly \( H_{in} \) invariant convex cone, then the following statements are equivalent:

(i) \( \mathcal{F}(H_{in}) \subseteq \mathcal{R}(H_{in}) - W \)

(ii) \( \mathcal{R}(H_{in}) - W = \mathcal{R}_+ \)

(iii) \( H_{in}^n \) has no eigenvector in \( (\mathcal{R}(H_{in}) - W)^\perp \) that corresponds to a non-negative eigenvalue.

If, in addition, \( H_{in}^{-1}(W) \subseteq W \) then the statements above are equivalent to:

(iv) \( \mathcal{F}(H_{in}) = W \)

**Proof.** To show that \( \mathcal{F}(H_{in}) = \text{dom}(H_{in}^n) \), we first claim that \( \mathcal{R}(L_-(H_{in})) = \mathcal{R}_- \). Since \( \text{gr}(H_{in}) \subseteq \text{gr}(H) \), we readily have that \( \mathcal{R}(L_-(H_{in})) \subseteq \mathcal{R}_- \). For the reverse inclusion, let \( \xi \in \mathcal{R}_- \). Then, there exists \( q \geq 0 \) and \( (x_k)_{k=0}^q \in \mathcal{B}_q(L_-(H)) \) such that \( x_0 = 0 \) and \( x_q = \xi \). Note that \( x_k \in \mathcal{R}_- \) for all \( k \in \{0,1,\ldots,q\} \). Since \( \mathcal{R}_- = \mathcal{R}_+ \) and \( \text{gr}(L_-(H_{in})) = \text{gr}(L_-(H)) \cap (\mathcal{R}_+ \times \mathcal{R}_+) \), we see that \( (x_k)_{k=0}^q \in \mathcal{B}_q(L_-(H_{in})) \) and hence \( \xi \in \mathcal{R}(L_-(H_{in})) \). This proves that

\[ \mathcal{R}(L_-(H_{in})) = \mathcal{R}_-. \]  
(5.5)

Next, note that \( (\text{dom}(H) \cap \mathcal{R}_+) + \mathcal{R}_- = \mathcal{R}_+ \) due to \( \mathcal{R}_- \subseteq \mathcal{R}_+ \), the domain condition [DC] and Lemma 5.1. In view of (5.4a), we see that

\[ \text{dom}(H_{in}) + \mathcal{R}_- = \mathcal{R}_+. \]  
(5.6)

Now, we claim that \( \text{dom}(H_{in}^n) = \text{dom}(H_{in}^{n+1}) \). To see this, let \( \eta \in \text{dom}(H_{in}^n) \) and \( \zeta \in H_{in}^n(\eta) \). Since \( \text{gr}(H_{in}) \subseteq \text{gr}(H) \), we see that \( \zeta \in \mathcal{R}_+ \). From (5.6), it follows that \( \zeta = \zeta_1 - \zeta_2 \) where \( \zeta_1 \in \text{dom}(H_{in}) \) and \( \zeta_2 \in \mathcal{R}_- \). As \( \mathcal{R}_- \subseteq H_{in}^n(0) \) due to (5.5) and Lemma 4.1, we have that \( \zeta_2 \in H_{in}^n(0) \). Therefore, \( \zeta_1 = \zeta + \zeta_2 \in H_{in}^n(\eta) \). Since \( \zeta_1 \in \text{dom}(H_{in}) \), we can conclude that \( \eta \in \text{dom}(H_{in}^{n+1}) \). This means that \( \text{dom}(H_{in}^n) \subseteq \text{dom}(H_{in}^{n+1}) \). As the reverse inclusion is obvious, we obtain \( \text{dom}(H_{in}^n) = \text{dom}(H_{in}^{n+1}) \). Now, it follows from Lemma 5.5 that \( \mathcal{F}(H_{in}) = \text{dom}(H_{in}^n) \).

To show that \( \mathcal{F}(H_{in}) + \mathcal{R}_- = \mathcal{R}_+ \), note first that the domain condition [DC] and Lemma 5.12 imply \( \text{dom}(H_{in}^n) + \mathcal{R}_- = \text{dom}(H_{in}^{n+1}) + \mathcal{R}_- = \mathcal{R}_+ \). Since \( \mathcal{R}_- \subseteq \mathcal{R}_+ \), Lemma 3.1 implies that \( (\text{dom}(H_{in}^n) \cap \mathcal{R}_+) + \mathcal{R}_- = \mathcal{R}_+ \). Then, it follows from (5.4a) that \( \text{dom}(H_{in}^n) + \mathcal{R}_- = \mathcal{R}_+ \). Since \( \mathcal{F}(H_{in}) = \text{dom}(H_{in}^n) \), we see that \( \mathcal{F}(H_{in}) + \mathcal{R}_- = \mathcal{R}_+ \).

For the rest, we will prove the implications \( (i) \Rightarrow (ii) \Rightarrow (iii) \Rightarrow (iv) \) under the extra hypothesis \( H_{in}^{-1}(W) \subseteq W \).

\( (i) \Rightarrow (ii) \) Since \( \mathcal{R}_- \subseteq \mathcal{R}(H) = \mathcal{R}(H_{in}) \), we see that \( \mathcal{F}(H_{in}) + \mathcal{R}_- \subseteq \mathcal{R}(H_{in}) - \mathcal{W} \). Then, we have \( \mathcal{R}_+ \subseteq \mathcal{R}(H_{in}) - \mathcal{W} \) as \( \mathcal{F}(H_{in}) + \mathcal{R}_- = \mathcal{R}_+ \). The reverse inclusion readily holds since \( \mathcal{W} \subseteq \text{dom}(H_{in}) \subseteq \mathcal{R}_+ \). Therefore, we can conclude that \( \mathcal{R}(H_{in}) - \mathcal{W} = \mathcal{R}_+ \).
This readily follows from the fact that $\mathcal{F}(H_{in}) \subseteq \mathcal{R}_+$. 

For this part of the proof, we want to apply Proposition $5.15$ to the closed convex cone $\mathcal{K} := (\mathcal{R}(H_{in}) - \mathcal{W})^\perp = \mathcal{R}(H_{in})^\perp \cap \mathcal{W}^\perp$. To do this, we need to show that the following hypotheses are satisfied:

(a) $\mathcal{K}$ is weakly $H_{in}$ invariant.
(b) $H_{in}(0) \cap \mathcal{K}$ is a subspace.
(c) $\text{lin}(\mathcal{K})$ is weakly $L_-(H_{in}^-)$ invariant.
(d) $\text{lin}(\mathcal{K}) \subseteq (L_-(H_{in}^-) - \lambda I) \text{lin}(\mathcal{K})$ for all $\lambda \geq 0$.

To verify these hypotheses, note first that we have

$$\text{dom}(H_{in}) + \mathcal{R}_- \subseteq \text{dom}(H_{in}) - \mathcal{R}(H) \subseteq \text{dom}(H_{in}) + \mathcal{R}_+$$

$$\mathcal{R}_+ \subseteq \text{dom}(H_{in}) - \mathcal{R}(H) \subseteq \mathcal{R}_+$$

where the first line follows from $\mathcal{R}_- \subseteq \mathcal{R}(H) \subseteq \mathcal{R}_+$ and the second from $(5.6)$ and $(5.4a)$. Therefore, we see that

$$\text{dom}(H_{in}) - \mathcal{R}(H) = \mathcal{R}_+.$$ 

Since $\mathcal{W}$ is weakly $H_{in}$ invariant, we have

$$\mathcal{W} \subseteq \text{dom}(H_{in}) \subseteq \mathcal{R}_+. \quad (5.7)$$

This means that

$$\text{dom}(H_{in}) - (\mathcal{R}(H) - \mathcal{W}) = \mathcal{R}_+. \quad (5.8)$$

Since $\mathcal{R}(H) = \mathcal{R}(H_{in})$ is strongly $H_{in}$ invariant and $\mathcal{W}$ is weakly $H_{in}$ invariant, we see from Lemma $5.3$ that $\mathcal{R}(H) - \mathcal{W}$ is strongly $H_{in}$ invariant. Then, it follows from $(5.8)$ and Proposition $5.14$ that $\mathcal{K}$ is weakly $H_{in}$ invariant. This proves $(a)$. Let $G$ be the convex process given by $\text{gr}(G) = \text{cl}(\text{gr}(H_{in}))$. Note that $\text{ri}(\text{dom}(G)) = \text{ri}(\text{dom}(H_{in}))$. Since $G$ is closed and $G^\perp = H_{in}$, Lemma $3.11$ yields that $H_{in}(0) = (\text{dom}(H_{in}))^\perp$. Then, we see from $(5.8)$ that $H_{in}(0) \cap \mathcal{K} = \mathcal{R}_+^\perp$ is a subspace. This proves $(b)$. From Lemma $5.11$, we know that $\mathcal{R}(H) - \mathcal{R}(H) = \mathcal{R}_+$. Since $\mathcal{R}(H_{in}) = \mathcal{R}(H)$, it follows from $(5.7)$ that $\text{Lin}(\mathcal{R}(H) - \mathcal{W}) = \mathcal{R}_+$. This results in

$$\text{lin}(\mathcal{K}) = \mathcal{R}_+^\perp. \quad (5.9)$$

From the definition of $H_{in}$ in $(5.3)$, we have that

$$\text{gr}(H_{in}^-) = \text{gr}(H^-) + (\mathcal{R}_+^\perp \times \mathcal{R}_+) \quad (5.10)$$

Note that $\mathcal{R}_+$ is, by definition, strongly $H_{in}$ invariant. Furthermore, $\mathcal{R}_+ + \text{dom}(H_{in}) = \mathcal{R}_+$. This means that we can use Proposition $5.14$ to conclude that $\mathcal{R}_+^\perp$ is weakly $L_-(H_{in}^-)$ invariant. Therefore $(c)$ holds.

Note that $L_-(H_{in}^-)(0) = \text{lin}(H_{in}^-)(0)$. Then, we see that $\mathcal{R}_+^\perp \subseteq L_-(H_{in}^-)(0)$ from $(5.10)$. Therefore, we have

$$\mathcal{R}_+^\perp \subseteq L_-(H_{in}^-)(0) = (L_-(H_{in}^-) - \lambda I)(0) \subseteq (L_-(H_{in}^-) - \lambda I)(\mathcal{R}_+)$$

for all $\lambda \geq 0$. Together with $(5.9)$, this proves $(d)$.
Since \( H_{\infty}^- \) and \( K \) satisfy the hypotheses \([a],[d]\) Proposition 5.16 and (5.9) imply that \([(a)](i) \Rightarrow (iv) \).

As \( F(H_{\infty}) + R_- = R_+ \), we see that \( R_+ \subseteq R(H_{\infty}) - \mathcal{F}(H_{\infty}) = W - R(H_{\infty}). \) Since the reverse inclusion is evident, we see that \( R(H_{\infty}) - W = R_+ \). Together with Lemma 5.16, this implies that \( H_{\infty}^{-1}(W) \subseteq W \) and \( (ii) \Rightarrow (iv) \).

Note that \( R(H_{\infty}) - W = \cup_{t \geq 0} H_{\infty}^-(0) - W. \) Since \( R(H_{\infty}) - W = R_+ \), we see that \( \cup_{t \geq 0} H_{\infty}^-(0) - W \) is finitely generated. Then, it follows from Lemma 5.8 that \( H_{\infty}^a(0) - W = R_+ \) for some \( q \geq 0. \) Let \( \xi \in F(H_{\infty}) \). Therefore, there exists a trajectory \((x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H_{\infty})\) such that \( x_0 = \xi. \) Clearly, \( x_q \in H_{\infty}^a(\xi) \subseteq R_+. \) Therefore, \( x_q = \zeta - \eta \) where \( \zeta \in W \) and \( \eta \in H_{\infty}^a(0) \). This means that \( \zeta \in H_{\infty}^a(\xi) \). Thus, we see that \( \xi \in H_{\infty}^{-q}(W). \) Since \( H_{\infty}^{-1}(W) \subseteq W, \) we further see that \( \xi \in W. \) Therefore, we proved \( F(H_{\infty}) \subseteq W. \) The reverse inclusion readily holds since \( W \) is weakly \( H_{\infty} \) invariant and \( F(H_{\infty}) \) is the largest weakly \( H_{\infty} \) invariant set. Therefore, we can conclude that \( F(H_{\infty}) = W. \)

Lemma 5.17 leads to the following results for \( H_{\infty}. \)

**Lemma 5.18.** Let \( H \) be a convex process satisfying the domain condition \([DC]\).

Then, the following statements hold:

(i) \( H_{\infty} \) is reachable if and only if all eigenvectors of \( H_{\infty}^- \) corresponding to eigenvalues in \([0, \infty)\) belong to \( R_+^\perp. \)

(ii) \( H_{\infty} \) is exponentially stabilizable if and only if all eigenvectors of \( H_{\infty}^- \) corresponding to eigenvalues in \([1, \infty)\) belong to \( R_+^\perp. \)

(iii) If \( H_{\infty} \) is null-controllable, then all eigenvectors of \( H_{\infty}^- \) corresponding to eigenvalues in \((0, \infty)\) belong to \( R_+^\perp. \)

(iv) Suppose that \( H \) satisfies in addition the image condition \([IC]\). If all eigenvectors of \( H_{\infty}^- \) corresponding to eigenvalues in \((0, \infty)\) belong to \( R_+^\perp, \) then \( H_{\infty} \) is null-controllable.

**Proof.**

(i) By applying Lemma 5.17 with the choice \( W = \{0\}, \) we see that \( H_{\infty} \) is reachable if and only if \( H_{\infty} \) has no eigenvector in \( R(H_{\infty})^- \backslash R_+^\perp \) that correspond to a nonnegative eigenvalue. Since all eigenvectors of \( H_{\infty}^- \) corresponding to nonnegative eigenvalues necessarily belong to \( R(H_{\infty})^- \) due to Lemma 5.16, we can conclude that \( H_{\infty} \) is reachable if and only if all eigenvectors of \( H_{\infty}^- \) corresponding to eigenvalues in \([0, \infty)\) belong to \( R_+^\perp. \)

(ii) To prove the ‘only if’ part, let \( \lambda \geq 1 \) and \( \xi \) be such that \( \lambda \xi \in H_{\infty}^-(\xi). \) Also let \( \bar{x} \in \mathcal{F}(H_{\infty}) \). Since \( H_{\infty} \) is exponentially stabilizable, there exists an exponentially stable trajectory \((x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H_{\infty})\) with \( x_0 = \bar{x}. \) Note that we have \( \langle \xi, x_{k+1} \rangle \leq \lambda \langle \xi, x_k \rangle \) for all \( k \geq 0. \) In particular, this means that

\[
\frac{1}{\lambda^k} \langle \xi, x_k \rangle \leq \langle \xi, x_0 \rangle
\]

for all \( k \geq 0. \) By taking the limit as \( k \) tends to infinity, we see that \( \xi \in (\mathcal{F}(H_{\infty})^+) = (S_+(H_{\infty}))^+. \) Together with Lemma 5.16 this implies that \( \xi \in (R(H_{\infty}) - S_+(H_{\infty}))^- \). From Lemma 5.8, we know that \( H_{\infty}^{-1}(S_+(H_{\infty})) \subseteq S_+(H_{\infty}). \) From Lemma 5.17 (implication \( (iv) \Rightarrow (i) \)) for \( W = S_+(H_{\infty}) \), we have that \( R(H_{\infty}) - S_+(H_{\infty}) = R_+ \). This proves that \( \xi \in R_+^\perp \).

Finally, what remains to be proven is the ‘if’ part. Since \( H_{\infty}^{-1}(S_+(H_{\infty})) \subseteq S_+(H_{\infty}) \) due to Lemma 5.8 the claim would follow from Lemma 5.17 (implication \( (iii) \Rightarrow (iv) \)) for \( W = S_+(H_{\infty}) \) if all eigenvectors of \( H_{\infty}^- \) within \( (R(H_{\infty}) - S_+(H_{\infty})^+ \) corresponding to nonnegative eigenvalues belong to \( R_+^\perp. \) To show this, suppose, on the contrary, that
there exist $\lambda \geq 0$ and
\[
\xi \in (\mathcal{R}(H_{in}) - \mathcal{S}_c(H_{in}))^- \setminus \mathcal{R}_+^+ \text{ such that } \lambda \xi \in H_{in}(\xi). \tag{5.11}
\]
Clearly, we have
\[
\sigma(H_{in}^-)(\mathcal{R}(H_{in}) - \mathcal{S}_c(H_{in}))^- \setminus \mathcal{R}_+^+ \subset \sigma(H_{in}^-)(\mathcal{R}(H_{in})^- \setminus \mathcal{R}_+^+).
\]
Since $\xi$ belongs to the set on the left hand side, both sets are nonempty. In addition, we know from [9 Thm. 3.6] that both sets are closed and bounded above. Therefore, there exists $\lambda \in \sigma(H_{in}^-)(\mathcal{R}(H_{in})^- \setminus \mathcal{R}_+^+)$ such that $\lambda' \leq \lambda$ for all $\lambda' \in \sigma(H_{in}^-)(\mathcal{R}(H_{in})^- \setminus \mathcal{R}_+^+)$. As all eigenvectors of $H_{in}^-$ corresponding to eigenvalues in $[1, \infty)$ belong to $\mathcal{R}_+^+$, we know that $\lambda < 1$. Now take $\mu$ such that $\lambda < \mu < 1$. From (5.10), we see that $\mathcal{R}_+^+ \subset \ker(H_{in}^- - \mu I)$. Since $\mu > \lambda$, we also see that $\ker(H_{in}^- - \mu I) \subset \mathcal{R}_+^+$. Hence, we have
\[
\ker(H_{in}^- - \mu I) = \mathcal{R}_+^+. \tag{5.12}
\]
From Lemma 5.9, we know that
\[
(H_{in}^- - \mu I)^{-1}(\mathcal{S}_c(H_{in})) \subseteq \mathcal{S}_c(H_{in}). \tag{5.13}
\]
Now, we claim that $\dom((H_{in}^- - \mu I)^{-1}) - \mathcal{S}_c(H_{in}) = \mathcal{R}_+^-$. To see this, let $G$ be the convex process given by $\mathcal{gr}(G) = \text{cl} (\mathcal{gr}(H_{in}^-))$. Since $G$ is closed, it follows from Lemma 3.4 that $(\text{im}(G - \mu I))^- = \ker(G^- - \mu I)$. Note that $(\text{im}(G - \mu I))^- = (\text{im}(H_{in}^- - \mu I))^- = \mathcal{R}_+^-$. Therefore, we see that $\text{im}(H_{in}^- - \mu I) = \mathcal{R}_+^-$. From (5.12) and the fact that $\text{dom}(H_{in}^- - \mu I) = (\text{dom}(H_{in}^- - \mu I)^{-1}) = \mathcal{R}_+^-$. Since $\mathcal{S}_c(H_{in}) \subseteq \mathcal{R}_+$, we can conclude that $\dom((H_{in}^- - \mu I)^{-1}) - \mathcal{S}_c(H_{in}) = \mathcal{R}_+^-$. Then, taking the negative polar of (5.13), and applying Proposition 5.13 to it results in
\[
\mathcal{S}_c(H_{in})^- \subseteq (\text{im}(H_{in}^- - \mu I)^{-1})^{-1}(\mathcal{S}_c(H_{in})^-).
\]
Applying Lemma 3.4 and the fact that $\mathcal{gr}(H^+) = -\mathcal{gr}(H^-)$, we obtain
\[
\mathcal{S}_c(H_{in})^+ = -\mathcal{S}_c(H_{in})^- \subseteq (H_{in}^- - \mu I)^- (-\mathcal{S}_c(H_{in})^-).
\]
Lastly, we can use the fact that $\mathcal{S}_c(H_{in})^- = (H_{in}^- - \mu I)^-$ to show that
\[
\mathcal{S}_c(H_{in})^+ \subseteq (H_{in}^- - \mu I)\mathcal{S}_c(H_{in})^+ \tag{5.14}
\]
Recall that $\mu > \lambda \geq 0$ and $\xi \in (\mathcal{R}(H_{in}) - \mathcal{S}_c(H_{in}))^- \setminus \mathcal{R}_+^+$. As $(\mathcal{R}(H_{in}) - \mathcal{S}_c(H_{in}))^- = \mathcal{R}(H_{in})^- \cap \mathcal{S}_c(H_{in})^+$, we see from (5.14) that there exists $\eta \in \mathcal{S}_c(H_{in})^+$ such that $\xi + \mu \eta \in H_{in}^-(\eta)$. Together with $\lambda \xi \in H_{in}^-(\xi)$, this yields
\[
\mu (\xi + (\mu - \lambda)\eta) \in H_{in}^-(\xi + (\mu - \lambda)\eta).
\]
Since $\ker(H_{in}^- - \mu I)$ is a subspace, we see that $-\xi - (\mu - \lambda)\eta \in \ker(H_{in}^- - \mu I)$. By using the fact that $\xi + \mu \eta \in H_{in}(\eta)$, we obtain
\[
-\lambda \xi \in H_{in}^-(\xi)
\]
Then, Lemma 5.10 implies that \(-\xi \in \mathcal{R}(H_{in})^\perp\). Thus, we see that \(\xi \in \mathcal{R}(H_{in})^\perp \cap \mathcal{R}(H_{in})^+ = \mathcal{R}_+^\perp\). This contradicts with (5.11).

Let \(\lambda > 0\) and \(\xi\) be such that \(\lambda \xi \in H_{in}(\xi)\). Also let \(\bar{x} \in \mathcal{F}(H_{in})\). Since \(H_{in}\) is null-controllable, there exists a trajectory \((x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H_{in})\) with \(x_0 = \bar{x}\) and \(x_q = 0\) for some \(q \geq 0\). Note that we have \(\langle \xi, x_{k+1} \rangle \leq \lambda \langle \xi, x_k \rangle\) for all \(k \geq 0\). In particular, this means that \(\langle \xi, x_k \rangle \leq \lambda^k \langle \xi, \bar{x} \rangle\) for all \(k \geq 0\). Since \(x_q = 0\) and \(\lambda > 0\), we see that \(\langle \xi, \bar{x} \rangle \geq 0\). As \(H_{in}\) is null-controllable, we see that \(\xi \in \mathcal{N}(H_{in})^\perp\). From Lemma 5.10, we know that \(\xi \in \mathcal{R}(H_{in})^\perp\). As such, we have that \(\xi \in (\mathcal{R}(H_{in}) - \mathcal{N}(H_{in}))^\perp\). It follows from Lemma 5.10 that \(H_{in}^{-1}(\mathcal{N}(H_{in})) \subseteq \mathcal{N}(H_{in})\). By applying Lemma 5.17 (implication (iv) \(\Rightarrow\) (ii) for \(\mathcal{W} = \mathcal{N}(H_{in})\)), we see that \(\mathcal{R}(H_{in}) - \mathcal{N}(H_{in}) = \mathcal{R}_+\). Therefore, we see that \(\xi \in \mathcal{R}_+\).

Since \(H_{in}^{-1}(\mathcal{N}(H_{in})) \subseteq \mathcal{N}(H_{in})\) due to Lemma 5.10, the claim would follow from Lemma 6.1 (implication (iii) \(\Rightarrow\) (iv) for \(\mathcal{W} = \mathcal{S}_e(H_{in})\)) if all eigenvectors of \(H_{in}\) within \((\mathcal{R}(H_{in}) - \mathcal{N}(H_{in}))^\perp\) corresponding to nonnegative eigenvalues belong to \(\mathcal{R}_+\). Since all eigenvectors of \(H_{in}\) corresponding to eigenvalues in \((0, \infty)\) already belong to \(\mathcal{R}_+\), it remains to prove that \(\xi \in \mathcal{R}_+\) whenever \(0 \in H_{in}(\xi)\) and \(\xi \in (\mathcal{R}(H_{in}) - \mathcal{N}(H_{in}))^\perp\). To see this, note first that \(0 \in H_{in}(\xi)\) implies that \(\xi \in (\text{im}(H_{in}))^\perp\). Since \(\mathcal{R}(H_{in}) \subseteq \text{im}(H_{in})\), we see that \(\xi \in (\text{im}(H_{in}) - \mathcal{N}(H_{in}))^\perp\). Note that \(\text{im}(H_{in}) = H(\mathcal{R}_+)\) due to (5.3) and \(\mathcal{N}(H_{in}) = \mathcal{N}(H)\) due to (5.4). Since \(\mathcal{N}(L-(H)) \subseteq \mathcal{N}(H)\), we see that the image condition (IC) implies that \(\mathcal{R}_+ \subseteq \text{im}(H_{in}) - \mathcal{N}(H_{in})\). Therefore, \(\xi \in \mathcal{R}_+\).

The next result will be employed for exponential stabilizability.

**Lemma 5.19.** Let \(\mathcal{P} \subseteq \mathcal{F}(H)\) be a bounded polyhedron. Suppose that there exist \(q\) and \(\rho\) with \(q \geq 1\) and \(\rho \in (0, 1)\) such that \(H^q(x) \cap \rho \mathcal{P} \neq \emptyset\) for all \(x \in \mathcal{P}\). Then \(\mathcal{P} \subseteq \mathcal{S}_e(H)\).

**Proof.** Let \(\mathcal{P} = \text{conv}\{x^i \mid i = 1, \ldots, r\}\). Since \(H^q(x) \cap \rho \mathcal{P} \neq \emptyset\) for all \(x \in \mathcal{P}\), there exist \(x_0^i, \ldots, x_q^i\) such that

\[
\begin{align*}
x_0^i &= x^i, \\
x_0^i &\in \rho \mathcal{P}, \\
x_k^i &\in H(x_k^i) \quad \forall k = 0, \ldots, q - 1.
\end{align*}
\]

From (5.16), we see that \(x_q^i = \rho \sum_j a_{ji} x^j\) where \(a_{ji} \geq 0\) and \(\sum_j a_{ji} = 1\). For \(k = 0, 1, \ldots, q\), define

\[
X_k := \begin{bmatrix} x_k^1 & x_k^2 & \cdots & x_k^r \end{bmatrix} \in \mathbb{R}^{n \times r}
\]

Also, define the matrix \(A = (a_{ji}) \in \mathbb{R}^{r \times r}\). Then, \(X_q = \rho X_0 A\).

Let \(\xi \in \mathcal{P}\). If \(\xi = 0\), then clearly \(\xi \in \mathcal{S}_e(H)\). Suppose that \(\xi \neq 0\). Then, \(\xi = \sum_i b_i x^i\) where \(b_i \geq 0\) and \(\sum_i b_i = 1\). Alternatively, we can write \(\xi = X_0 b\). Now, we construct a trajectory \((x_k)_{k \in \mathbb{N}}\) as follows:

\[
x_{qm+\ell} = \rho^m X_{\ell} A^m b \quad \text{for} \quad m \in \mathbb{N} \quad \text{and} \quad \ell = 0, \ldots, q - 1.
\]

Recall that all entries of \(A\) and \(b\) are nonnegative. Thus, so are the entries of \(A^m b\) for all \(m \in \mathbb{N}\). This implies that

\[
x_{qm+\ell+1} = \rho^m X_{\ell+1} A^m b \in H(\rho^m X_{\ell} A^m b) = H(x_{qm+\ell})
\]
for any \( m \in \mathbb{N} \) and \( \ell = 0, \ldots, q - 2 \). Further, it follows from \( X_q = \rho X_0 A \) that

\[
x_{q(m+1)} = \rho^{m+1} X_0 A^{m+1} b = \rho^m X_q A^m b \in H(\rho^m X_{q-1} A^m b) = H(x_{qm+(q-1)}).
\]

Therefore \( (x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H) \) with \( x_0 = \xi \). It remains to prove that this sequence is exponentially stable. For this, let \( \mu \) and \( \alpha \) be real numbers such that

\[
\mu^q = \rho, \quad \text{and} \quad \alpha = \frac{1}{\rho^{|\xi|}} \max_{0 \leq \ell \leq r} |x_{\ell}|.
\]

Then, we see that

\[
|x_{qm+\ell}| = |\rho^m X_\ell A^m b| \leq \mu^m q \max_{1 \leq i \leq r} |x_i^\ell| \leq \alpha \mu^{q+\ell} |\xi|
\]

since \( \rho \leq \mu^{\ell} \) for all \( \ell \) with \( 0 \leq \ell \leq q - 1 \). This proves that \( \xi \in \mathcal{S}_c(H) \) and therefore concludes the proof.

Now, we turn our attention to the outer process. Recall that outer process \( H_{\text{out}} : \mathbb{R}^n \to \mathbb{R}^n \) is defined by

\[
\text{gr}(H_{\text{out}}) := \left( \text{gr}(H) + (\mathcal{R}_+ \times \mathcal{R}_+) \right) \cap (\mathcal{V} \times \mathcal{V})
\]

(5.18)

where \( \mathcal{V} \subseteq \mathbb{R}^n \) is a subspace such that

\[
\mathcal{R}_+ \oplus \mathcal{V} = \mathbb{R}^n.
\]

Even though the subspace \( \mathcal{V} \) is not unique in general, the subsequent theory will work regardless of the choice made.

In addition to \( H_{\text{out}} \), we define \( L_{+, \text{out}} : \mathbb{R}^n \to \mathbb{R}^n \) in a similar fashion:

\[
\text{gr}(L_{+, \text{out}}) := \left( \text{gr}(L_+) + (\mathcal{R}_+ \times \mathcal{R}_+) \right) \cap (\mathcal{V} \times \mathcal{V}).
\]

(5.20)

The following lemma will collect essential properties of the outer process.

**Lemma 5.20.** Let \( H \) be a convex process. Then, the following statements hold:

(i) \( \text{dom}(H_{\text{out}}) = (\text{dom}(H) + \mathcal{R}_+) \cap \mathcal{V} \).

(ii) \( L_{+, \text{out}} \) is a single valued linear process, i.e. a linear map.

If, in addition, \( H \) satisfies [DC], then we have:

(iii) \( H_{\text{out}} = L_{+, \text{out}} \).

(iv) \( \text{dom}(H_{\text{out}}^k) = (\text{dom}(H^k) + \mathcal{R}_+) \cap \mathcal{V} \) for all \( k \geq 1 \).

(v) \( \mathcal{F}(H) = \text{dom}(H^*) \).

(vi) \( \mathcal{F}(H_{\text{out}}) = (\mathcal{F}(H) + \mathcal{R}_+) \cap \mathcal{V} \) is a subspace.

(vii) \( \mathcal{F}(H) + \mathcal{R}_+ \) is a subspace.

**Proof.** Clearly, we have \( \text{dom}(H_{\text{out}}) \subseteq (\text{dom}(H) + \mathcal{R}_+) \cap \mathcal{V} \). As such, it suffices to prove the reverse inclusion \( (\text{dom}(H) + \mathcal{R}_+) \cap \mathcal{V} \subseteq \text{dom}(H_{\text{out}}) \). Let \( \xi \in (\text{dom}(H) + \mathcal{R}_+) \cap \mathcal{V} \). Then, \( \xi = \xi_1 + \xi_2 \) where \( \xi_1 \in \text{dom}(H) \) and \( \xi_2 \in \mathcal{R}_+ \). Let \( \zeta_1 \in H(\xi_1) \). From the direct sum (5.19), we see that \( \zeta_1 = \zeta - \zeta_2 \) for some \( \zeta \in \mathcal{V} \) and \( \zeta_2 \in \mathcal{R}_+ \). Note that \( (\xi, \zeta) = (\xi_1, \zeta_1) + (\xi_2, \zeta_2) \in \text{gr}(H_{\text{out}}) \). This means that \( \xi \in \text{dom}(H_{\text{out}}) \), proving the statement.

For a linear process to be single valued, it is enough to show that \( L_{+, \text{out}}(0) = \{0\} \). To do so, let \( y \in L_{+, \text{out}}(0) \). This means that \( y \in \mathcal{V} \) and there exist \( x' \in \mathbb{R}^n \)
dom($L_+ \cap R_+$, $y' \in L_+(x')$, and $z' \in R_+$ such that $(0, y) = (x', y') + (-x', z')$. Since $R_+$ is strongly invariant, we know $L_+(R_+) \subseteq R_+$ and thus we see that $y' \in R_+$. This means that $y = y' + z' \in R_+$. Recall that $y \in V$ as well, and hence $y = 0$.

It follows from (i) that $dom(L_{+\text{out}}) = (dom(L_+ + R_+) \cap V$ by replacing $H$ and $H_{out}$, respectively, by $L_+ + L_{+\text{out}}$. Since $dom(H) + R_+$ is a subspace and $dom(L_+) = Lin(dom(H))$ due to (iii), we know $dom(L_+) + R_+ = Lin(dom(H)) + R_+ = dom(H) + R_+$. As $L_{+\text{out}}$ is single valued and its graph is larger than that of $H_{out}$, we see that $H_{out}$ and $L_{+\text{out}}$ coincide.

First, we claim that $(dom(H^k) + R_+) \cap V \subseteq dom(H_{out}^k)$ for all $k \geq 1$. To see this, let $k \geq 1$ and $x_0 \in (dom(H^k) + R_+) \cap V$. Then, there exist $y_0 \in dom(H^k)$ and $z_0 \in R_+$ such that $x_0 = y_0 + z_0$. Since $y_0 \in dom(H^k)$, there exist $y_1, y_2, \ldots, y_k$ such that $y_{t+1} \in H(y_t)$ for all $t = 0, 1, \ldots, k - 1$. From the direct sum (5.19), we see that there exist $z_1, z_2, \ldots, z_k \in R_+$ and $x_1, x_2, \ldots, x_k \in V$ such that $y_t = x_t - z_t$ for all $t = 1, 2, \ldots, k - 1$. Note that $(x_t, x_{t+1}) = (y_t, y_{t+1}) + (z_t, z_{t+1}) \in gr(H_{out})$ for all $t = 0, 1, \ldots, k - 1$ since $(y_t, y_{t+1}) \in gr(H)$ and $(z_t, z_{t+1}) \in R_+ \times R_+$. Therefore, we have $x_{t+1} \in H_{out}(x_t)$ for all $t = 0, 1, \ldots, k - 1$ and hence $x_k \in H_{out}(x_0)$. In other words, $x_0 \in dom(H_{out}^k)$. Consequently, we obtain $(dom(H^k) + R_+) \cap V \subseteq dom(H_{out}^k)$.

Therefore, it remains to show that $dom(H_{out}^k) \subseteq (dom(H^k) + R_+) \cap V$ for all $k \geq 1$. We will prove this by induction on $k$. Note that $dom(H_{out}) = (dom(H) + R_+) \cap V$ due to (i). As the induction hypothesis, we assume that $dom(H_{out}^k) = (dom(H^k) + R_+) \cap V$ for some $k \geq 1$.

Now let $x \in dom(H_{out}^k)$. In particular, we have $x \in dom(H_{out})$. Due to (i) and the domain condition, we see that $x_0 \in (dom(H) + R_-) \cap V$. Therefore, there exist $x_1 \in dom(H)$ and $x_2 \in R_-$ such that $x = x_1 + x_2$. Let $y_1 \in H(x_1)$. In view of the direct sum (5.19), $y_1 = y - y_2$ where $y \in V$ and $y_2 \in R_+$. Then, we have $(x, y) = (x_1, y_1) + (x_2, y_2) \in gr(H_{out})$ since $(x_1, y_1) \in gr(H)$ and $(x_2, y_2) \in R_- \times R_+ \subseteq R_+ \times R_+$. Recall that $H_{out}$ is single valued due to (ii) and (iii). As $x \in dom(H_{out}^k)$, this means that $y \in dom(H_{out}^k)$. From the induction hypothesis, we then have $y \in (dom(H^k) + R_+) \cap V$. Note that $y_1 = y - y_2 \in dom(H^k) + R_+$. Since $dom(H^k) + R_+ = dom(H^k) + R_-$ due to Lemma 5.12, there exist $\xi \in dom(H^k)$ and $\eta \in R_-$ such that $y_1 = \xi - \eta$. As $R_- = L_-(\cdot)$ there exists $\zeta \in R_-$ such that $\eta \in L_-(\zeta)$. Therefore, we have $\xi \in H(x_1) + \eta \subseteq H(x_1) + L_-(\zeta) = H(x_1 + \zeta)$. Since $\xi \in dom(H^k)$, we get $x_1 + \zeta \in dom(H^k+1)$. This yields $x_1 \in dom(H^k+1) + R_-$ since $\zeta \in R_-$. Note that $x = x_1 + x_2$. Therefore, we can conclude that $x \in (dom(H^k+1) + R_-) \cap V$. Finally, we take $V = R_+$ in Lemma 5.12 to conclude that $x \in (dom(H^k+1) + R_+) \cap V$ which proves that $dom(H_{out}^k) \subseteq (dom(H^k+1) + R_+) \cap V$.

From the statement (iii), we know that $H_{out}$ is a linear process. Therefore, we have

$$\mathcal{F}(H_{out}) = dom(H_{out}^k)$$

due to Lemma 5.1. Clearly, $\mathcal{F}(H) \subseteq dom(H^n)$. The reverse inclusion would follow from Lemma 5.5 if $dom(H^n) \subseteq dom(H^{n+1})$.

Let $\xi \in dom(H^n)$. As such, we see that there exist $x_0, x_1, \ldots, x_n$ such that $\xi = x_0$ and $x_{k+1} \in H(x_k)$ for all $0 \leq k \leq n - 1$. From the direct sum (5.19), there exist $y_0, y_1, \ldots, y_n \in R_+$ and $z_0, z_1, \ldots, z_n \in V$ such that $x_k = y_k + z_k$ for all $0 \leq k \leq n - 1$. Note that $z_k = x_k - y_k$ and $y_k \in H(x_k)$ for all $1 \leq k \leq n$. Since $H(x_k) \subseteq H^{n+1}$, we have $z_k \in dom(H^{n+1})$. Therefore, for all $k = 1, \ldots, n - 1$, we have $y_k \in dom(H^{n+1})$. Since $y_0 \in dom(H^n)$, we see that $y_k \in dom(H^{n+1})$ for all $k = 1, \ldots, n$. Thus, we have}

$$\mathcal{F}(H_{out}) = dom(H_{out}^k)$$

for all $k \geq 1$. Therefore, $\mathcal{F}(H) \subseteq dom(H^n)$.
As \( H_{\text{out}} \) is single valued, and \( z_0 \in F(H_{\text{out}}) \), we know that after \( n \) steps, we are still inside the feasible set: \( z_n \in F(H_{\text{out}}) \subseteq \text{dom}(H_{\text{out}}) \). The domain condition and \( \text{dom}(H) + R_- = \text{dom}(H) + R_+ \) and (i) imply that \( \text{dom}(H_{\text{out}}) = (\text{dom}(H) + R_-) \cap V \). Therefore there exist \( z \in \text{dom}(H) \) and \( \bar{z} \in R_- \) such that \( z_n = z + \bar{z} \). Due to the domain condition and Lemma 5.18(iii) we have \( R_+ \subseteq \text{dom}(H) + R_- \). Then, there exist \( \bar{y} \in \text{dom}(H) \) and \( \bar{y} \in R_- \) such that \( y_n = \bar{y} + \bar{z} \). We know that \( R_- = L^2(0) \subseteq H^n(0) \) where the last inclusion follows from (3.12). This means that \( \bar{y} + \bar{z} = x_n - \bar{y} - \bar{z} \in H^n(x_0) + H^n(0) \subseteq H^n(x_0) \). Since \( \bar{y} + \bar{z} \in \text{dom}(H) \), we see that \( \xi = x_0 \in \text{dom}(H^{n+1}) \).

Therefore, we see that \( \text{dom}(H^n) \subseteq \text{dom}(H^{n+1}) \), which proves the statement.

\[ \text{(vi)} \text{ From (5.21), (iv) and (v) we see that } F(H_{\text{out}}) = (F(H) + R_+) \cap V. \text{ Since } H_{\text{out}} \text{ is a linear process due to (iii) } F(H_{\text{out}}) \text{ is a subspace.} \]

\[ \text{(vii) Since } F(H) + R_+ \text{ is a convex cone, it is enough to show that } \xi \in F(H) + R_+ \text{ implies } -\xi \in F(H) + R_+. \text{ Let } \xi \in F(H) + R_+. \text{ Then, } \xi = \zeta + \eta \text{ where } \zeta \in F(H) \text{ and } \eta \in R_+. \text{ We also know from (5.19) that } \xi = \xi_1 + \xi_2 \text{ where } \xi_1 \in R_+ \text{ and } \xi_2 \in V. \text{ It now follows from (vi) that } \xi_2 = \zeta + \eta - \xi_1 \in F(H_{\text{out}}). \text{ Since } F(H_{\text{out}}) \text{ is a subspace, we have that } -\xi_2 = F(H) + R_+. \text{ Then, } -\xi = -\xi_1 - \xi_2 \in F(H) + R_+. \text{ Therefore, } F(H) + R_+ \text{ is a subspace.} \]

It turns out that the trajectories of the difference inclusion (2.1) can be decomposed according to (5.19) by using the outer process \( H_{\text{out}} \) as stated next.

Lemma 5.21. Let \( H \) be a convex process and \( (x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H) \). Then, there exist sequences \( (\xi_k)_{k \in \mathbb{N}} \subset F(H_{\text{out}}) \) and \( (\eta_k)_{k \in \mathbb{N}} \subset R_+ \) such that \( x_k = \xi_k + \eta_k \) and \( \xi_{k+1} = H_{\text{out}}(x_k) \) for all \( k \in \mathbb{N} \).

Proof. Existence of sequences \( (\xi_k)_{k \in \mathbb{N}} \subset V \) and \( (\eta_k)_{k \in \mathbb{N}} \subset R_+ \) such that \( x_k = \xi_k + \eta_k \) for all \( k \in \mathbb{N} \) follows from the direct sum (5.19). From (6.18), we see that \( \xi_{k+1} \in H_{\text{out}}(\xi_k) \) and hence \( \xi_k \in F(H_{\text{out}}) \) for all \( k \in \mathbb{N} \). Since \( H_{\text{out}} \) is a linear map due to Lemma 5.20(ii)(iii) we further see that \( \xi_{k+1} = H_{\text{out}}(F(H_{\text{out}})(\xi_k)) \) for all \( k \in \mathbb{N} \).

6. Proofs. This section will use the derived framework, and previously proven results to prove the main results of this paper.

6.1. Proof of Lemma 4.2. It follows from Lemma 5.20 that \( H_{\text{out}} \) is a single valued linear process, i.e. a linear map and \( F(H_{\text{out}}) = (F(H) + R_+) \cap V \) is a subspace. Since \( F(H_{\text{out}}) \) is weakly \( H_{\text{out}} \) invariant due Lemma 5.4, single valuedness of \( H_{\text{out}} \) readily implies that \( H_{\text{out}}(F(H_{\text{out}})) \subseteq F(H_{\text{out}}) \).

6.2. Proof of Theorem 4.3. We will prove the implications \((i) \Rightarrow (ii) \Rightarrow (iii) \Rightarrow (iv) \Rightarrow (v) \Rightarrow (vi) \Rightarrow (vii) \Rightarrow (viii) \Rightarrow (ix) \Rightarrow (x)

From (5.4b), we have that \( F(H_{\text{in}}) = F(H) \cap R_+ \). Since \( H \) is reachable, this implies that \( F(H_{\text{in}}) \subseteq R(H) \). In view of (5.4a), we have that \( F(H_{\text{in}}) \subseteq R(H_{\text{in}}) \). Therefore, \( H_{\text{in}} \) is reachable. To show that \( H_{\text{out}} \) is reachable, note that \( F(H_{\text{out}}) \cap R_+ \) due to Lemma 5.20(vi). Since \( H \) is reachable, we see that \( F(H_{\text{out}}) \subseteq R_+ \cap V = \{0\} \). As such, \( H_{\text{out}} \) is reachable.

From Lemma 5.18(i) reachability of \( H_{\text{in}} \) implies that all eigenvectors of \( H_{\text{in}} \) corresponding to eigenvalues in \([0, \infty) \) belong to \( R_+ \). Note that \( H_{\text{out}} \) is single valued due to Lemma 5.20(ii) and (iii). This implies that \( H_{\text{out}}(0) = \{0\} \) and hence that \( R(H_{\text{out}}) = \{0\} \). Therefore, reachability of \( H_{\text{out}} \) implies that \( F(H_{\text{out}}) = \{0\} \).

Since \( F(H_{\text{out}}) = \{0\} \), it follows from (5.19) and Lemma 5.20(vi) that \( F(H) = \{0\} \) in view of (5.4b). From Lemma 5.18(i) we see that \( H_{\text{in}} \) is reachable since all eigenvectors of \( H_{\text{in}} \) corresponding
to eigenvalues in $[0, \infty)$ belong to $R_+^\perp$. Therefore, we have $F(H) = F(H_{in}) \subseteq R(H_{in})$. Since $R(H_{in}) = R(H)$ due to (5.4c), $H$ is reachable.

For the last claim, suppose that $H$ is reachable. From Theorem 4.3(ii) we know that $H_{in}$ is reachable. In turn, Lemma 5.14 (implication (i) $\Rightarrow$ (iv) for $W = \{0\}$) implies that $R(H_{in}) = R_+$. Since it readily holds that $R(H_{in}) \subseteq R(H) \subseteq R_+$, we see that $R(H) = R_+$. By taking $C_t = H^t(0)$ and applying Lemma 5.3, we obtain $R(H) = H^q(0)$ for some $q \geq 0$.

6.3. Proof of Theorem 4.4. The implication (ii) $\Rightarrow$ (i) is evident. In what follows, we will prove the implications (i) $\Rightarrow$ (iv) (iii) $\Rightarrow$ (i) $\Rightarrow$ (ii).

(i) $\Rightarrow$ (iv). Since $H$ is stabilizable, it follows from Lemma 5.21 that all eigenvalues of the linear map $H_{out}|_{F(H_{out})}$ are in the open unit disc. To prove the rest, we first observe that $H_{in}$ is stabilizable whenever so is $H$. Now, let $\lambda \geq 1$ and $\xi$ be such that $\lambda \xi \in H_{in}(\xi)$. The arguments used in the proof of Lemma 5.18(ii) result in $\xi \in (R(H_{in}) - S(H_{in}))^{-}$. From Lemma 5.8, we know that $H_{in}^{-1}(S(H_{in})) \subseteq S(H_{in})$. By applying Lemma 5.17 (implication (iv) $\Rightarrow$ (i) for $W = S(H_{in})$), we see that $R(H_{in}) - S(H_{in}) = R_+$. Therefore, we see that $\xi \in R_+^\perp$.

(iv) $\Rightarrow$ (iii). We can conclude that $H_{in}$ is exponentially stabilizable by applying Lemma 5.18(ii). For the second part, we know by Lemma 4.2 that $H_{out}$ is a single valued linear map on $F(H_{out})$. As such, it is exponentially stabilizable if and only if all eigenvalues of that linear map are in the open unit disc.

(iii) $\Rightarrow$ (i). To prove this implication, we will first construct a bounded polyhedron $P$ as in Lemma 5.19 and then show that every feasible point can be steered to $P$ in finitely many steps.

To construct $P$, we need some preparation. Let $W$ be a subspace such that

$$R_+ = (\text{Lin}(F(H)) \cap R_+) \oplus W.$$  \hspace{1cm} (6.1)

For $\xi \in F(H_{out})$, define

$$G(\xi) := \left( (F(H) - \xi) \cap R_+ ) + (\text{Lin}(F(H)) \cap R_+) \right) \cap W.$$  \hspace{1cm} (6.2)

It can be easily verified that $G$ is a convex process. From Lemma 5.20(vi), we know that for every $\xi \in F(H_{out})$ there exists $\eta \in R_+$ such that $\xi + \eta \in F(H)$. Further, the decomposition (6.1) implies that there exist $\eta_1 \in \text{Lin}(F(H)) \cap R_+$ and $\eta_2 \in W$ such that $\eta = \eta_1 + \eta_2$. Then, we see that $\eta_2 \in G(\xi)$. Therefore, we have that $G(H_{out})$.

Now, we claim that $G$ is single valued. For this, take $\eta, \zeta \in G(\xi)$. This means that there exist $\eta_1, \zeta_1 \in R_+$ and $\eta_2, \zeta_2 \in \text{Lin}(F(H)) \cap R_+$ such that

$$\xi + \eta_1 \in F(H), \quad \xi + \zeta_1 \in F(H), \quad \eta = \eta_2 + \eta_1, \quad \zeta = \zeta_2 + \zeta.$$  

By using the first two relations, we obtain $\eta_1 - \zeta_1 \in \text{Lin}(F(H))$. This implies that $\eta_1 - \zeta_1 \in \text{Lin}(F(H)) \cap R_+$. Note that $\eta - \zeta = (\eta_1 - \zeta_1) - (\eta_2 - \zeta_2)$. Therefore, we see that $\eta - \zeta \in \text{Lin}(F(H)) \cap R_+$. Since $\eta - \zeta \in W$, it follows from (6.1) that $\eta = \zeta$, i.e. $G$ is single valued. Since its domain is a subspace, we further see that $G$ is a linear map.

Since $F(H_{out})$ is a subspace due to Lemma 5.20(ii)(iii), we can find a bounded polyhedron $Q \subseteq F(H_{out})$ containing the unit ball relative to $F(H_{out})$, i.e.

$$\{\xi \in F(H_{out}) \mid |\xi| \leq 1\} \subset Q.$$  \hspace{1cm} (6.3)
From (6.2), we see that

\[(I + G)Q \subseteq \text{Lin}(F(H)). \tag{6.4}\]

Moreover, \((I + G)Q\) is a bounded polyhedron since \(G\) is a linear map.

From Lemma 5.14, we know that \(\mathcal{R}(H) - \mathcal{R}(H) = \mathcal{R}_+\). Then, Lemma 3.3 implies that there exists \(q_1 \geq 0\) such that

\[H^q(0) - H^{q_1}(0) = \mathcal{R}_+ \tag{6.5}\]

for all \(q \geq q_1\). Since \(H_{in}\) is exponentially stabilizable, we have \(\mathcal{S}_e(H_{in}) - \mathcal{R}(H) = \mathcal{R}_+\) due to Lemma 5.14 (implication \(i\) \(\Rightarrow\) \(ii\) for \(W = \mathcal{S}_e(H_{in})\)) and the fact that \(\mathcal{R}(H_{in}) = \mathcal{R}(H)\). By applying Lemma 3.3, we see that there exists \(q_2 \geq 0\) such that \(\mathcal{S}_e(H_{in}) - H^q(0) = \mathcal{R}_+\) for \(q \geq q_2\).

Let \(q_3 = \max\{q_1, q_2\}\). Since \(\mathcal{S}_e(H_{in}) - H^{q_3}(0)\) is a subspace, it follows from Lemma 3.2 that there exists \(y\) such that

\[y \in \text{ri}(\mathcal{S}_e(H_{in})) \cap \text{ri}(H^{q_3}(0)). \tag{6.6}\]

As \(\text{ri}(\text{cone}(y)) \cap \text{ri}(H^{q_3}(0)) \neq \emptyset\), we know \(\text{cone}(y) - H^{q_3}(0)\) is a subspace from Lemma 3.2. As such, it contains both \(-H^{q_3}(0)\) and \(H^{q_3}(0)\). This means that \(\mathcal{R}_+ = \text{Lin}(H^{q_3}(0)) \subseteq \text{cone}(y) - H^{q_3}(0) \subseteq \mathcal{R}_+\). Thus, we see that

\[\text{cone}(y) - H^{q_3}(0) = \mathcal{R}_+. \tag{6.7}\]

As \(H^{q_3}(0) \subseteq H^q(0)\) for all \(q \geq q_3\) and \(q_3 \geq q_1\), (6.5) implies that

\[\text{ri}(H^{q_3}(0)) \subseteq \text{ri}(H^q(0)) \tag{6.8}\]

for all \(q \geq q_3\). Therefore, we see that

\[y \in \text{ri}(\mathcal{S}_e(H_{in})) \cap \text{ri}(H^q(0)), \tag{6.9}\]

\[\text{cone}(y) - H^q(0) = \mathcal{R}_+ \tag{6.10}\]

for all \(q \geq q_3\).

Now, let \(\lambda \in (0, 1)\). Let \(B = \{x \in \mathcal{R}_+ \mid |x| \leq 1\}\) denote the unit ball in \(\mathcal{R}_+\).

From (6.2) and (6.3), we see that there exists \(\varepsilon > 0\) such that \(y + \varepsilon B \subseteq H^q(0)\) for all \(q \geq q_3\). Since \(y \in \mathcal{S}_e(H_{in})\), there exists \(q_4 \geq 0\) such that for all \(q \geq q_4\) there exists \(y_q \in H^q(y)\) with \(|y_q| \leq \varepsilon \lambda\). As \(y \in \mathcal{R}_+\) and \(\mathcal{R}_+\) is strongly \(H\) invariant, \(y_q \in \mathcal{R}_+\). Then, \(\lambda y - y_q \in H^q(0)\) for all \(q \geq q_3\). As such, we can conclude that

\[\lambda y = y_q - y_q + \lambda y \in H^q(y) + H^q(0) \subseteq H^q(y) \tag{6.11}\]

for all \(q \geq q_4\).

Since \(H_{in}\) is exponentially stabilizable, \(F(H_{in}) = \mathcal{S}_e(H_{in})\). In view of (6.11), this means that \(y \in \text{ri}(F(H_{in}))\). From Lemma 5.20(vii), we have that \(F(H) + \mathcal{R}_+\) is a subspace. According to Lemma 3.2, we have that \(\text{ri}(F(H)) \cap \mathcal{R}_+ \neq \emptyset\). Together with Thm. 6.5], this implies that \(\text{ri}(F(H) \cap \mathcal{R}_+) = \text{ri}(F(H)) \cap \mathcal{R}_+\). Thus, we see that

\[y \in \text{ri}(F(H_{in})) = \text{ri}(F(H) \cap \mathcal{R}_+) = \text{ri}(F(H)) \cap \mathcal{R}_+.\]
Now, let $Q = \text{conv}\{\xi^i_0 \mid i = 1, \ldots, r\}$. Since $y \in \text{ri}({\mathcal F}(H))$, it follows from (6.3) that there exists $\beta_1 > 0$ such that

$$ (I + G)\xi^i_0 + \beta y \in \mathcal{F}(H) $$

(6.12)

for all $i$ and $\beta \geq \beta_1$. Let $\xi^i_q \in H^q_{\text{out}}(\xi^i_0)$. Take $\rho \in (\lambda, 1)$. As $H_{\text{out}}$ is single valued and exponentially stabilizable, there exists $q_5 > 0$ such that $|\xi^i_q| < \rho$ for all $i$ and $q \geq q_5$.

From (6.12), we see that there exists $(z^i_k)_{k \in \mathbb{N}} \in \mathcal{B}(H)$ with $z^i_0 = \xi^i_0 + G(\xi^i_0) + \beta y$. In view of (6.19) and (6.1), we have that

$$ \mathbb{R}^n = (\text{Lin}(\mathcal{F}(H)) \cap \mathcal{R}_+ \oplus \mathcal{W} \oplus \mathcal{V}). $$

To this, we can apply Lemma 5.21 and the definition of $G$ in (6.2), to note that

$$ z^i_k = \xi^i_k + G(\xi^i_k) + \eta^i_k, $$

where $\xi^i_k \in H^k_{\text{out}}(\xi^i_0)$ and $\eta^i_k \in \mathcal{R}_+$ for all $k \in \mathbb{N}$. Now, let $q = \max\{q_3, q_4, q_5\}$. Then, we see from (6.11) that $\eta^i_q = \alpha^i y - \zeta^i$, where $\alpha^i \geq 0$ and $\zeta^i \in H^q(0)$. Then, we can apply (6.9) to obtain that

$$ \xi^i_q + G(\xi^i_q) + \alpha^i y \in H^q(\xi^i_0 + G(\xi^i_0) + \beta y). $$

From (6.9) and (6.11) we know that $y \in H^q(0)$ and $\lambda y \in H^q(y)$. Therefore, we have

$$ \xi^i_q + G(\xi^i_q) + (\alpha^i + \gamma \lambda + \delta^i) y \in H^q(\xi^i_0 + G(\xi^i_0) + (\beta + \gamma) y) $$

(6.13)

for all $\gamma \geq 0$ and $\delta^i \geq 0$. Note that we can take $\gamma$ and $\delta^i$ such that $\alpha^i + \gamma \lambda + \delta^i = \rho(\beta + \gamma)$ for all $i$ since $\lambda < \rho$. Then, (6.13) boils down to

$$ \xi^i_q + G(\xi^i_q) + \rho(\beta + \gamma) y \in H^q(\xi^i_0 + G(\xi^i_0) + (\beta + \gamma) y). $$

Now, take $P = (I + G)Q + \beta y$ where $\beta = \beta + \gamma$. Let $x \in P$. Then, $x = \xi_0 + G(\xi_0) + \beta y$ where $\xi_0 \in Q$. This means that $\xi_0 = \sum_i a_i \xi^i_0$ where $a_i \geq 0$ and $\sum_i a_i = 1$. Thus, we can conclude that

$$ \xi + G(\xi) + \rho \beta y \in H^q(\xi_0 + G(\xi_0) + \beta y) = H^q(x) $$

where $\xi = \sum_i a_i \xi^i_0$. Since $|\xi^i_q| \leq \rho$, we have $|\xi| \leq \rho$. As such, we see from (6.3) that $\xi \in \rho Q$. This proves that $H^q(x) \cap \rho P \neq \emptyset$. By applying Lemma 5.19, we can conclude that $P \subseteq \mathcal{S}_e(H)$.

Now, let $\bar{x} \in \mathcal{F}(H)$. If $\bar{x} = 0$, then we clearly have that $\bar{x} \in \mathcal{S}_e(H)$. Suppose that $\bar{x} \neq 0$. Let $(x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H)$ be a trajectory with $x_0 = \bar{x}$. From (5.19), (6.1), and Lemma 5.21 we see that $x_k = \xi_k + G(\xi_k) + \eta_k$ where $\xi_{k+1} \in H_{\text{out}}|_{\mathcal{F}(H_{\text{out}})}(\xi_k)$ and $(\eta_k)_{k \in \mathbb{N}} \subseteq \mathcal{R}_+$. Since $H_{\text{out}}$ is exponentially stabilizable, there exists $\bar{q} \geq \max\{q_3, q_4, q_5\}$ such that $|\xi^i_\bar{q}| \leq 1$. From (6.9), (6.10) and (6.3) we see that there exists $\bar{a}$ such that

$$ \xi^i_\bar{q} + G(\xi^i_\bar{q}) + \alpha y \in H^\bar{q}(\bar{x}) $$

(6.14)

for all $\alpha \geq \bar{a}$. Due to (6.3), we have that $\xi^i_\bar{q} + G(\xi^i_\bar{q}) \in (I + G)Q$. As such, $\xi^i_\bar{q} + G(\xi^i_\bar{q}) + \beta y \in \mathcal{P} \subseteq \mathcal{S}_e(H)$. By taking $\alpha^* = \max(\bar{a}, \beta)$, we see that $\xi^i_\bar{q} + G(\xi^i_\bar{q}) + \alpha^* y \in \mathcal{S}_e(H)$ since $y \in \mathcal{S}_e(H)$ due to (6.2). From (6.14), we have that $\bar{x} \in H^{-\bar{q}}(\xi^i_\bar{q} + G(\xi^i_\bar{q}) + \alpha^* y)$. Therefore, it follows from Lemma 5.28 that $\bar{x} \in \mathcal{S}_e(H)$. This proves that $\mathcal{F}(H) \subseteq \mathcal{S}_e(H)$ and hence $H$ is exponentially stabilizable. 

\[\square\]
6.4. Proof of Theorem 4.6. Clearly, $H$ is controllable if and only if $H$ is both reachable and null-controllable. Therefore, what needs to be proven is that reachability of $H$ implies its null-controllability. From Theorem 4.3 we obtain that $\mathcal{R}(H) = \mathbb{R}_+$ and $\mathcal{R}(H) = H^q(0)$ for some $q \geq 0$. Let $\xi \in \mathcal{F}(H) \subseteq \mathcal{R}(H)$. Then, there exists a trajectory $(x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H)$ with $x_0 = \xi$. Clearly, we have $x_q \in H^q(\xi)$. As $\mathcal{R}(H)$ is strongly $H$ invariant, we know that $x_q \in \mathcal{R}(H) = \mathbb{R}_+$. Hence, we see that $-x_q \in \mathcal{R}(H) = H^q(0)$. It then follows from (3.3) that $0 = x_q - x_q \in H^q(\xi) + H^q(0) = H^q(\xi)$. Consequently, $\mathcal{F}(H) \subseteq \mathcal{N}(H)$, that is $H$ is null-controllable.

6.5. Proof of Theorem 4.7. We will prove the implications $\Rightarrow$ (i) $\Rightarrow$ (iii) $\Rightarrow$ (iii) $\Rightarrow$ (i).

(ii) $\Rightarrow$ (i). Since $H$ is null-controllable, it follows from Lemma 5.21 that all trajectories of $H_{\text{out}}|_{\mathcal{F}(H_{\text{out}})}$ reach the origin in a finite number of steps. As such, all eigenvalues of the linear map $H_{\text{out}}|_{\mathcal{F}(H_{\text{out}})}$ are zero and thus $H_{\text{out}}|_{\mathcal{F}(H_{\text{out}})}$ is nilpotent. For the rest, we first observe that $H_{\text{in}}$ is null-controllable whenever so is $H$ due to (5.4b) and (5.4c). Then, it follows from Lemma 5.18 (iii) that all eigenvectors of $H_{\text{in}}^-$ corresponding to eigenvalues in $(0, \infty)$ belong to $\mathbb{R}_+^\perp$.

(iii) $\Rightarrow$ (ii). This implication follows from Lemma 5.21 and Lemma 5.18 (iv) in the same manner as the proof of Theorem 4.4 (iv) $\Rightarrow$ (iii).

(ii) $\Rightarrow$ (i). Let $\bar{x} \in \mathcal{F}(H)$. Then, there exists a trajectory $(x_k)_{k \in \mathbb{N}} \in \mathcal{B}(H)$ such that $x_0 = \bar{x}$. From Lemma 5.21 we have that $x_k = x_k = \xi_k + \eta_k$ where $\eta_k \in \mathbb{R}_+$ and $\xi_{k+1} \in H_{\text{out}}|_{\mathcal{F}(H_{\text{out}})}(\xi_k)$ for all $k \in \mathbb{N}$. Since $H_{\text{out}}$ is null-controllable, there must exist $q \geq 0$ such that $\xi_q = 0$. This means that $\eta_k \in \mathcal{F}(H) \cap \mathbb{R}_+ = \mathcal{F}(H_{\text{in}})$ since $x_q \in \mathcal{F}(H)$. As such, we have that $x_q \in \mathcal{N}(H_{\text{in}}) \subseteq \mathcal{N}(H)$ since $H_{\text{in}}$ is null-controllable. This means that $\bar{x} \in H^{-q}(x_q) \subseteq H^{-q}(\mathcal{N}(H))$. Then, it follows from Lemma 5.10 that $\bar{x} \in \mathcal{N}(H)$. This proves that $\mathcal{F}(H) \subseteq \mathcal{N}(H)$ and hence $H$ is null-controllable.

7. Conclusion. In this paper, we have developed a framework for analysis of convex processes. Central concepts in this are weakly and strongly invariant cones, the minimal and maximal linear processes and duality. It was shown that these concepts naturally have a central role in the analysis of convex processes.

Within this, we developed Hautus-type spectral tests for reachability, stabilizability and null-controllability of nonstrict convex processes. In essence we have shown that, under a condition on the domain, we can investigate the properties of a convex process by considering its inner and outer processes separately. This result is akin to the so-called Kalman decomposition for linear systems. After this, spectral characterizations for either of these processes were developed. In particular for the inner process, this required additional developments in duality of convex processes. Moreover, we have proven that, under the domain condition, reachability and controllability are equivalent.

It was shown that these main results generalize all previously known characterizations. In particular, the known results for (strict) convex processes and for linear processes were unified.

Future work. As noted, the framework of this paper can be applied to many different problems regarding convex processes. The results in duality will prove useful for different stabilizability problems. Indeed, it was shown in [5], that a stricter domain condition plays a role in the study of (duality of) Lyapunov functions for convex processes.

Another avenue of extensions would be to consider control of convex processes. While in the case of linear systems stabilizability is equivalent to the existence of a
static state feedback controller, for convex processes such results do not hold. An interesting problem is to develop a theory of control for this class of systems.

In this paper, we considered convex processes, with a motivation of developing results for conically constrained linear systems. A logical extension would be to investigate properties of more general set-valued maps. In particular set-valued maps with a convex graph would prove interesting. Parallel to the work of this paper, an investigation of properties of set-valued maps with affine graphs would prove another relevant intermediate point towards the general convex case. The first steps in this regard were made in [12].
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