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Breast cancer is the second dangerous cancer in the world. Breast cancer data often contains more redundant information. Redundant information makes the breast cancer auxiliary diagnosis less accurate and time consuming. Dimension reduction algorithm combined with machine learning can solve these problems well. This paper proposes the single parameter decision theoretic rough set (SPDTRS) combined with the probability neural network (PNN) model for breast cancer diagnosis. We find that when the parameter value of SPDTRS is 2.5 and the SPREAD value is 0.75, the number of 30 attributes of the original breast cancer data dropped to 12, the accuracy of the SPDTRS-PNN model training set is 99.25%, the accuracy of the test set is 97.04%, and the test time is 0.093 s. The experimental results show that the SPDTRS-PNN model can improve the accuracy of breast cancer recognition, reduce the time required for diagnosis.
used the method of multi-group data integration constructed by gene similarity combination to embed gene expression, DNA methylation, and copy number alteration (CNA) into lower dimensions using UMAP to create two-dimensional RGB images. Gene expression is used as a reference for constructing GSN, and then other omics data are integrated with gene expression to better predict. Gene similarity network (GSN) Based on Unified Manifold Approximation and Projection (UMAP) and Convolution Neural Network (CNN). Li Zhou et al. (2022) used t-distributed stochastic neighbor embedding (t-SNE) to create a gene similarity network (GSN) map for each component. Extraction of multi-group biomarkers related to the prognosis and prediction of breast cancer and establishment of prediction models for multi-category NPI of breast cancer. The model is evaluated and compared with different high-dimensional embedding techniques and neural network combinations. The accuracy of the proposed model is 98.48% better than that of other methods, and the area under the curve (AUC) is equal to 0.9999. And the findings in the literature confirmed the correlation between some extracted omics and the prognosis and survival rate of breast cancer.

The rough set theory is a novel mathematical tool for dealing with uncertain, fuzzy, and inconsistent data proposed by Professor Pawlak in 1982. The rough set provides an effective method for multi-source heterogeneous information classification without prior knowledge. The rough set theory can find the dependency between data, and reduce the number of attributes of the data set. So the rough set is widely used in dimension reduction. But the classical rough set is only suitable for discrete data. So the classical rough set has been popularized from many aspects. Suo M proposed a Single-parameter decision-theoretic rough set (SPDTRS), which can determine the loss function matrix by setting a single parameter and improves engineering practicability. The SPDTRS used a large number of data to prove the reliability of the model. The PNN is a feedforward neural network, which is essentially a supervised network classifier based on the Bayesian minimum risk criterion. It has a simple structure and PNN commonly used in classification and identification. Wang X X used PNN to intelligently classify photovoltaic array faults, achieving high classification accuracy.

The main work of this paper is to use SPDTRS to reduce the dimension of breast cancer data, divide the reduced data as the input of PNN, divide the sample training set and test set. The training set is used for modeling PNN, and the test set is used to test the model. Then we can build a breast cancer classification model based on SPDTRS-PNN and optimize it. Finally, the conclusion and prospects summarize at the end of the article.

Methods and materials

Main contents. The main framework of this paper is in Fig. 1 The main idea is to use the five-dimensional reduction algorithm and three machine learning algorithms to establish fifteen different models for distinguishing breast cancer data. We selected the better model from 15 models, the dimensionality reduction algorithm is adopted to reduce data redundancy, and the classification algorithm is adopted to classify breast cancer data. Then the selected model is optimized to achieve fast and accurate identification of breast cancer data.

Data description. There are 32 attributes in total, including ID number and diagnostic sample label. Therefore, there are 30 attributes representing data features in each instance, including the average value, standard deviation, and maximum value of 10 quantitative features in each nucleus in the sample organization, 1–10 attributes representing the average value of 10 quantitative features, and attributes 11–20 represent standard deviation of 10 quantitative features, the 21–30 attributes represent the maximum value of 10 quantitative features. Among them, the 10 quantitative features are radius, texture, perimeter, area, smoothness, compactness, concavity, concave points, symmetry, and fractal dimension. The dataset used in this paper has 569 samples in total, including 357 benign samples and 212 malignant samples.

Selection of training set and test set. 569 cases of breast cancer dataset were randomly divided into a training set and test set. 400 cases were selected as a training set, and the remaining 169 cases were taken as test
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sets. The computer processor used in the experiment was Intel core i3-4005U, 4 GB memory, Win7 system, and was simulated under Matlab R2014b version.

**Dimension reduction algorithm and Classification algorithm.** This paper adopts the neighborhood rough set (NRS)\(^{11}\), the single-parameter decision-theoretic rough set (SPDTRS)\(^{25}\), the stochastic neighborhood embedding (SNE)\(^{32}\), the stochastic proximity embedding (SPE)\(^{33}\) and the neighbor component analysis (NCA)\(^{34}\). A suitable dimension reduction algorithm is selected as the input of the classifier.

In this paper, three classification algorithms in machine learning, the probability neural network (PNN)\(^{28}\), the learning vector quantization (LVQ)\(^{35}\), and the backpropagation (BP)\(^{36}\), are used to select the more appropriate classification algorithm.

**SPDTRS algorithm.** Based on the theory of classical rough set, the probabilistic rough set proposes two threshold parameters \(\alpha\) and \(\beta\), in which \(0 < \beta < \alpha < 1\). Decision theory rough set combines probability rough set with Bayesian minimum risk to give state set \(\Omega = \{X, X^C\}\) and action set \(A = \{a_p, a_b, a_N\}\), in which, \(X\) represents the entity set satisfying condition \(C, X^C\) represents the entity set that does not meet condition \(C\), and \(C\) is the conditional attribute set, \(a_p, a_b, a_N\) represent three behaviors, namely, accepting events, delaying decision-making, and rejecting something, then, the loss function matrix can be described. When \(X\) meets condition \(C\), the losses when making \(a_p, a_b, a_N\) actions are recorded as \(\lambda_{PP}, \lambda_{BP}, \lambda_{NP}\), similarly, when \(X\) does not meet condition \(C\), the losses when making \(a_p, a_b, a_N\) action are recorded as \(\lambda_{PN}, \lambda_{BN}, \lambda_{NN}\), but six loss functions need to be set artificially. On this basis, SPDTRS26 sets a compensation coefficient \(\xi\) to replace the six loss functions.

Given an information system \(IS = (U, A)\), \(A\) is the attribute set, \(A = C \cup D\), \(D\) is the decision attribute set, when \(C \cup D \neq \emptyset\), \(D \neq \emptyset\), the decision system \(DS = (U, C \cup D)\) is defined. The inherent category represented by \(D\) is defined as the nominal decision class, represented by \(N\). SPDTRS gives a loss function matrix according to the property that significance represents the importance of local equivalence classes in their relevant global statistical distribution, as shown in Table 1, among them, to simplify the research, let \(\lambda_{PP} = 0, \lambda_{NN} = 0, S(X|\{x\})\) represents the significance of the \(N\)-labeled sample of \(X\) in \([x]\) to \(X, S^C(X|\{x\})\) represents the significance of the \(N\)-labeled sample of \(X^C\) in \([x]\) to \(X\), and \(S(X|\{x\})\) and \(S^C(X|\{x\})\) can be obtained from the distribution information of original data, so the loss function matrix is only related to the compensation coefficient \(\xi\).

The overall risk is defined according to Bayesian risk decision \(\mathbb{R}_B\)\(^{27}\):

\[
\mathbb{R}_B = \sum_{x \in POS} \left(1 - P(X|x^B)\right) \cdot \lambda_{PN} + \sum_{x \in BND} \left(P(X|x^B)\right) \cdot \lambda_{BP} \\
+ \left(1 - P(X|x^B)\right) \cdot \lambda_{BN} + \sum_{x \in NEG} P(X|x^B) \cdot \lambda_{NP}
\]

When \(B(B \subseteq C)\) satisfies the following two conditions, subset \(B\) is considered to be an attribute reduction with lower risk than \(C\). The conditions are as follows:

1) \(\mathbb{R}_B < \mathbb{R}_C\)
2) \(\forall A \subseteq B, \exists \mathbb{R}_A > \mathbb{R}_B\).

**PNN algorithm.** A Probabilistic neural network (PNN)\(^{38}\) is a feedforward neural network extended from the nonparametric probability density estimation method based on Bayes classification rules and kernel density estimation\(^{38}\). PNN can use linear learning algorithms instead of nonlinear learning algorithms, and can meet the requirements of real-time processing in training.

PNN is a four-layer feedforward neural network, as shown in Fig. 2. PNN includes the input layer, model layer, summation layer, and output layer. The input layer inputs the value of training samples and is responsible for transmitting feature vectors to the network; the model layer and input layer connection through the connection weight. Generally, the neuron activation function of the model layer is Gaussian function, which is used to calculate the similarity between the input eigenvector and each mode in the training set, and send its distance to the Gaussian function to obtain the output of the model layer; the summation layer is responsible for connecting the pattern units of each class. Each class has only one summation unit. The summation unit only adds the pattern units belonging to its class and has no connection with the pattern units of other classes; the output layer is responsible for outputting the highest score of the summation layer, and the number of output neurons is equal to the number of sample categories.

The basic structure diagram of PNN is given below:

- **Input layer:** input the n-dimensional samples \(x = [x_1, x_2, \cdots, x_n]^T\) to be classified into the network;
- **Model layer:** receive input data \(x\), output of \(\psi_j(x)\) of \(j^{th}\) corresponding to class \(i^{th}\):

| \(X\) | \(X^C\) |
| --- | --- |
| \(a_p\) | \(\lambda_{PP} = 0\) | \(\lambda_{PN} = S^C(X|\{x\})\) |
| \(a_b\) | \(\lambda_{BP} = S(X|x)|P(X|x) - \xi\) | \(\lambda_{BN} = S^C(X|\{x\})(1 - P(X|x) - \xi)\) |
| \(a_N\) | \(\lambda_{NP} = S(X|\{x\})\) | \(\lambda_{NN} = 0\)

**Table 1. Loss function matrix.**
\[ \psi_i(x) = \frac{1}{(2\pi)^{b/2}\delta^b} \exp \left[ -\frac{(x - x_{ij})^T (x - x_{ij})}{2\delta^2} \right] \] (2)

where \( j = 1, 2, 3 \cdots c_i, i = 1, 2, 3 \cdots n \), where \( c_i \) is the number of class \( i \) training samples; \( n \) is the total number of training samples; \( b \) is the dimension of each sample; \( x_{ij} \) is the \( j \) center vector of class \( i \) of the model layer; \( \delta \) is the smoothing factor, which plays an important role in classification;

Summation layer: add the mode units of the same kind and calculate their average value \( g_{ci}(x) \):

\[ g_{ci}(x) = \frac{1}{c_i} \sum_{j=1}^{c_i} \psi_i(x) \] (3)

Output layer: the \( n \) outputs obtained by the summation layer are multiplied by the a priori probability \( p_i = \frac{c_i}{n} \) of each category, and the maximum output value is the predicted test sample label value \( \mu(x) \),

\[ \mu(x) = \arg \max \left[ p_i g_{ci}(x) \right] \] (4)

Results

Model selection. To obtain a better classification and recognition effect on the premise of using no more than half of the attributes (\( \leq 15 \)), this paper tries five dimensionality reduction methods.

For SPDTRS, the compensation coefficient \( \xi \) represents the tolerance of the decision-maker to uncertainty. The smaller \( \xi \), the greater the amount of acceptable uncertainty. When the conservatism of the object is unknown, the value range of the compensation coefficient \( \xi \) should be \((0, 0.4]\). Therefore, we select the value of \( \xi \) every 0.05, combined with PNN, LVQ, and BP classifiers to construct three different models of SPDTRS-PNN, SPDTRS-LVQ, and SPDTRS-BP. We compare the accuracy and test time of the training set and test set of the three models under different \( \xi \) values. Taking the accuracy as the main evaluation index and combined with the test time, we select a better value of \( \xi \).

The training results are in Table 2. We can see that the accuracy of the training set and test set of the three models under different \( \xi \) values are more than 85.00%, which can be seen from the data in the table when the \( \xi \)

| SPDTRS | Dimension | PNN Training set(%) | Test set(%) | Time (s) | LVQ Training set(%) | Test set(%) | Time (s) | BP Training set(%) | Test set(%) | Time (s) |
|--------|-----------|---------------------|------------|----------|---------------------|------------|----------|---------------------|------------|----------|
| 0.05   | 12        | 97.50               | 94.67      | 0.15     | 90.00               | 88.76      | 0.17     | 98.25               | 95.55      | 0.91     |
| 0.10   | 12        | 98.50               | 94.08      | 0.14     | 90.00               | 86.98      | 0.12     | 90.15               | 90.07      | 0.86     |
| 0.15   | 12        | 97.45               | 93.49      | 0.14     | 90.00               | 88.17      | 0.10     | 95.21               | 95.23      | 0.83     |
| 0.20   | 12        | 97.25               | 94.67      | 0.13     | 91.00               | 91.02      | 0.10     | 94.71               | 96.62      | 0.85     |
| 0.25   | 12        | 97.00               | 97.04      | 0.12     | 90.00               | 94.08      | 0.10     | 91.27               | 96.98      | 0.94     |
| 0.30   | 12        | 98.75               | 94.08      | 0.14     | 87.25               | 86.39      | 0.10     | 97.04               | 96.16      | 0.87     |
| 0.35   | 12        | 99.00               | 92.90      | 0.15     | 87.50               | 86.98      | 0.10     | 91.41               | 90.21      | 0.85     |
| 0.40   | 14        | 99.75               | 92.90      | 0.33     | 92.00               | 91.72      | 0.10     | 95.21               | 96.11      | 0.89     |

Table 2. Comparison of accuracy and time of different \( \xi \) values. The bold font in the table is the parameter value with better effect selected from each model.
value of the SPDTRS-PNN model is 0.25, the accuracy of the training set is 97.00%, the accuracy of the test set is 97.04%, and the training effect is good. When the $\xi$ value is 0.40, although the accuracy of the training set is 99.75%, the accuracy of the test set is only 92.90%, the accuracy is low, and the test time is 0.33 s, and the time is long. Therefore, when constructing the SPDTRS-PNN model, the value of $\xi$ is 0.25.

When the $\xi$ value of the SPDTRS-BP model is 0.30, the accuracy of the training set is 97.04%, the accuracy of the test set is 96.16%, and the test time is 0.87 s. The training effect is good. When the value is 0.05, although the accuracy of the training set is 98.25%, the accuracy of the test set is 95.55%, and the test time is 0.91 s. Therefore, when constructing the SPDTRS-BP model, the value of $\xi$ is 0.30.

When the $\xi$ value of the SPDTRS-LVQ model is 0.40, the accuracy of the training set is 92.00%, the accuracy of the test set is 91.72%, and the test time is 0.10 s. The training effect is good. When the $\xi$ value is 0.25, although the accuracy of the test set is 94.08%, the accuracy of the training set is only 90.00%, the accuracy is low, and the test time is 0.10 s.

We can see that the SPDTRS-PNN model has a better performance by comprehensively comparing the accuracy and test time of the three models, and the number of attributes sent to the classifier after model reduction is 12 ($< 15$), which meets the expectation of this paper. Among them, when the value of $\xi$ is 0.25, the 12 attributes selected by SPDTRS-PNN model are {21,22,29,20,25,2,18,5,8,11,6}.

For NRS, fifteen attributes are selected according to their importance. As shown in Fig. 3, the top fifteen attributes selected according to their importance ranking are {22,28,19,5,15,18,25,27,10,9,29,2,7,26,20}.

For NRS, this paper uses the NRS algorithm to reduce breast cancer data to 1–15 dimensions and constructs three models of NRS-PNN, NRS-LVQ, and NRS-BP. We can obtain the comparison diagrams of the accuracy of the training set and the test set and test time of the three models in different dimensions.

Figure 4a and b show the comparison of the accuracy and test time of the three models under different dimensions. It can be seen from the figure that the accuracy of the BP training set and test set is higher than LVQ and PNN, but the test time of BP is longer, and there is no difference in the test time of the other two models. Through comprehensive comparison, we can see that the NRS-BP model is better. The original data is reduced to 14 dimensions with NRS. After recognition with BP, the accuracy of the NRS-BP training set is 95.16% and the test set is 93.79%, the test time is 0.96 s.

For SNE, this paper uses the SNE algorithm to reduce breast cancer data to 1–15 dimensions and constructs three models of SNE-PNN, SNE-LVQ, and SNE-BP. We can obtain the comparison diagrams of the accuracy of the training set and the test set and test time of the three models in different dimensions.

Figure 5a and b show the comparison of the accuracy and test time of the three models under different dimensions. It can be seen from the figure that although the accuracy of PNN’s training set is higher, the accuracy of PNN’s test set is lower, and there may be an overfitting phenomenon, on the whole, the training effect of LVQ is good. For PNN, the overall training effect is poor. Through comprehensive comparison, we can see that the SNE-LVQ model is better. After reducing the dimension of the original data to 15 dimensions by SNE, combined with LVQ for identification. At this time, the accuracy of the training set is 90.00%, the accuracy of the test set is 92.31%, and the test time is 0.09 s.

For SPE, this paper uses the SPE algorithm to reduce breast cancer data to 1–15 dimensions and constructs three models of SPE-PNN, SPE-LVQ, and SPE-BP. We can obtain the comparison diagrams of the accuracy of the training set and the test set and test time of the three models in different dimensions.

Figure 6a and b show the comparison of the accuracy and test time of the three models under different dimensions. It can be seen from the figure that the accuracy of PNN’s training set is lower as a whole; the test time of BP is long. Through comprehensive comparison, it can be seen that the SPE-LVQ model is better. After reducing the dimension of the original data to 14 dimensions by SPE and combining LVQ for identification, the accuracy of the training set is 91.00%, the accuracy of the test set is 91.13%, and the test time is 0.09 s.

For NCA, this paper uses the NCA algorithm to reduce breast cancer data to 1–15 dimensions and constructs three models of NCA-PNN, NCA-LVQ, and NCA-BP. We can obtain the comparison diagrams of the accuracy of the training set and the test set and test time of the three models in different dimensions.
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Figure 7a and b show the comparison of the accuracy and test time of the three models under different dimensions. It can be seen from the figure that the accuracy of PNN is higher. On the whole, the NCA-PNN model is better. After reducing the dimension of the original data to 11 dimensions by NCA, PNN is used for identification. At this time, the accuracy of the training set is 100.00%, the accuracy of the test set is 95.86%, and the test time is 0.12 s.

This paper compares the above-selected model with the accuracy and test time of putting the original data directly into the classifier, as shown in Table 3. We can see that the training effect of putting the original data into BP is the best from the table. At the same time, the accuracy of all models falls within the 95% CI for the identification and classification of any benign sample. The accuracy of the training set is 97.38% and the accuracy of the test set is 95.46%, but compared with other models, the test time is longer, the model constructed by the dimension reduction algorithm and the classification algorithm can achieve higher recognition accuracy with fewer attributes and shorten the testing time. The SPDTRS-PNN model is more accurate and the test time is 0.12 s.

Figure 7a and b show the comparison of the accuracy and test time of the three models under different dimensions. It can be seen from the figure that the accuracy of PNN is higher. On the whole, the NCA-PNN model is better. After reducing the dimension of the original data to 11 dimensions by NCA, PNN is used for identification. At this time, the accuracy of the training set is 100.00%, the accuracy of the test set is 95.86%, and the test time is 0.12 s.

This paper compares the above-selected model with the accuracy and test time of putting the original data directly into the classifier, as shown in Table 3. We can see that the training effect of putting the original data into BP is the best from the table. At the same time, the accuracy of all models falls within the 95% CI for the identification and classification of any benign sample. The accuracy of the training set is 97.38% and the accuracy of the test set is 95.46%, but compared with other models, the test time is longer, the model constructed by the dimension reduction algorithm and the classification algorithm can achieve higher recognition accuracy with fewer attributes and shorten the testing time. The SPDTRS-PNN model is more accurate and the test time is 0.12 s.

The precision rate and recall rate are shown in Fig. 8. It can be seen that the precision rate and recall rate of the training set of the original data under the PNN classification are high, but the precision rate of the test set is only 74.31%. For NCA-PNN, although the precision rate and recall rate of the training set and the recall rate of the test set are high, the precision rate of the test set is low, only 93.75%; For SNE-LVQ and SPE-LVQ, the recall
Figure 6. Comparison diagram of SPE-PNN, SPE-LVQ and SPE-BP models: (a) Accuracy comparison chart; (b) Comparison diagram of test time.

Figure 7. Comparison diagram of NCA-PNN, NCA-LVQ and NCA-BP models: (a) Accuracy comparison chart; (b) Comparison diagram of test time.

| Model           | Dimension | Training set (%) | Training-95% CI   | Test set (%)  | Test-95% CI   | Time (s) |
|-----------------|-----------|------------------|-------------------|---------------|---------------|----------|
| PNN             | 30        | 100              | [0.9804,1.0000]   | 72.78         | [0.6623,0.8105] | 0.17     |
| LVQ             | 30        | 89.75            | [0.8354,0.9154]   | 92.9          | [0.8256,0.9440] | 0.16     |
| BP              | 30        | 97.38            | [0.9578,0.9950]   | 95.46         | [0.9094,0.9923] | 1.6      |
| SPDTRS-PNN      | 12        | 97               | [0.9235,0.9776]   | 97.04         | [0.9041,0.9885] | 0.12     |
| NRS-BP          | 14        | 95.16            | [0.9453,0.9901]   | 93.79         | [0.9041,0.9883] | 0.96     |
| SME-LVQ         | 15        | 90               | [0.8201,0.9019]   | 92.31         | [0.8552,0.9592] | 0.15     |
| SPE-LVQ         | 14        | 91               | [0.8470,0.9243]   | 91.13         | [0.8057,0.9312] | 0.099    |
| NCA-PNN         | 11        | 100              | [0.9688,1.0000]   | 95.86         | [0.8709,0.9723] | 0.12     |

Table 3. Comparison of different models. The bold font in the table is the parameter value with better effect selected from each model.
rate is high but the precision rate is low; For SPDTRS-PNN, the accuracy and recall of its training set and test set are more than 95%. Therefore, the SPDTRS-PNN model is selected to identify breast cancer data.

**Optimization of SPDTRS-PNN model.** In this paper, we used the SPDTRS algorithm to reduced breast cancer data, and we set the SPDTRS compensation coefficient $\xi$ as 0.25. After obtaining dimension reduction, the twelve attributes are $\{21, 27, 22, 29, 20, 25, 2, 18, 5, 8, 11, 6\}$, and the dimensionality reduction data are taken as the input of PNN. To achieve better diagnosis and discrimination of breast cancer data, we further optimize the SPDTRS-PNN model.

For PNN, the distribution density SPREAD is the expansion coefficient of the radial basis function. Reasonably selecting the value of SPREAD is also a significant step in classification. When the value of SPREAD is close to 0, it can form the nearest neighbor classifier. When the SPREAD value is more, the output result will become smooth and can form a proximity classifier for several training samples, however, too large a SPREAD value will make numerical calculation difficult. Therefore, in this paper, the value range of SPREAD is set as $(0.5, 1.5)$, the step size is 0.05, the accuracy is the main evaluation index, and in combination with test time to select the appropriate SPREAD parameter value.

As shown in Table 4, 569 samples were divided into 400 training samples, including 250 benign samples and 150 malignant samples; 169 test samples, including 107 benign samples and 62 malignant samples.

The accuracy of the training and the test set and test time obtained under different SPREAD values are in Fig. 9. The left axis is the accuracy, the right axis is the test time, the blue solid line represents the training set accuracy, the green solid line represents the test set accuracy, and the red dotted line represents the test time. It can be seen from the figure that with the increase of SPREAD value, the accuracy of the training set of the SPDTRS-PNN model shows a downward trend as a whole. The accuracy of the test set is stable at 95.00–97.50%, and the test time fluctuates between 0.09 and 0.12 s. It can be seen from the test time curve that when the SPREAD value is 1.55, although the shortest test time is 0.09 s, the accuracy of the training set is only 96.50%, and the accuracy of the training set is low. When the SPREAD value is 0.75, the accuracy of the training set and the test set are 99.25% and 97.04%, and the test time is only 0.003 s later than the test time when the SPREAD value is 1.25. Therefore, this paper sets the SPREAD value to 0.75.

In this paper, we will use the 12 attributes of SPDTRS to reduce the dimension of breast cancer data as the input feature vector of the PNN model. The output eigenvector of PNN is the sample label, which is benign and malignant breast cancer. We set the SPREAD parameter of PNN as 0.75. A model combining SPDTRS-PNN is used to identify the breast cancer data.

The 400 samples of the training set are input into PNN, and the training effect is shown in Fig. 10. The red asterisk is the output value of the network prediction, and the blue circle is the actual output value of the network. From the graph, 3 malignant tumors in the breast cancer data can be mistakenly divided into benign tumors. In general, the training set has 3 errors in the network prediction, and the accuracy rate of the training set is

| Category   | Benign | Malignant |
|------------|--------|-----------|
| Training set | 230    | 150       |
| Test set    | 107    | 62        |
| Total       | 357    | 212       |

Table 4. Sample distribution table.
99.25%, The precise is 98.81%, and the recall is 100%. For the training set, the 95% CI for any sample to judge correctly is [0.9629, 0.9969]. The 169 samples of the test set were input into PNN, and the training effect is shown in Fig. 11. The red star is the output value of the network prediction, and the blue circle is the actual output value of the network. From the chart, we can see that 4 of the breast cancer data have been mistaken for benign tumors and become benign, and 1 actually benign tumor is wrongly predicted for malignant tumors. The network prediction has five errors, and the accuracy of the test set is 97.04%, The precise is 96.36%, and the recall is 99.07%. For the test set, the 95% CI for any sample to judge correctly is [0.9041, 0.9883].

**Discussion**

The results show that: (1) The SPDTRS can express more comprehensive information in the original breast cancer data with fewer features by selecting the appropriate value. It can reduce the complexity of the model and improves the efficiency of the model. (2) The appropriate SPREAD value was selected, then using the PNN model for classification, the test time of SPDTRS-PNN is short and fast. (3) The SPDTRS-PNN model is suitable for breast cancer diagnosis. It can objectively distinguish breast cancer from benign and malignant samples and meet the needs of a rapid and accurate breast cancer diagnosis. Although this research has made some achievements, there are still some shortcomings. To a certain extent, the SPDTRS-PNN model can reduce the redundant
information of breast cancer and improve prediction accuracy. But parameters in the algorithm need artificial settings, that is, manual optimization. In future work, we need to add some automatic parameter optimization algorithms to improve the model performance and make the model performance closer to our ideal state. And when PNN is used to identify breast cancer classification, each test sample needs to be calculated with all training samples, which requires a lot of calculation. At the same time, because it needs to store all samples, the required storage space will be larger. To solve this problem, the subsequent research needs to further optimize PNN to reduce the computation and reduce the spatial complexity of the algorithm.

Conclusions
In this paper, we combed a dimension reduction algorithm with a machine learning algorithm. Then we proposed a new auxiliary medical diagnosis method, that is, SPDTRS-PNN. The SPDTRS is used to reduce the quantitative characteristic data of breast tumor images to 12 dimensions. Then the PNN model was set up to test the predictive effect of breast cancer. We have demonstrated that the rapid and accurate diagnosis of breast cancer can be achieved by using the attributes of fewer breast cancer data.

Data availability
The datasets analyzed during the current study are available in the UCI repository, [http://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+%28Diagnostic%29]. And for further research in this area, we provide code on GitHub: https://github.com/kxxdget/Machine-learning-diagnosis-of-breast-cancer.
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