Mining and searching association relation of scientific papers based on deep learning

Jie Song, Meiyu Liang*, Zhe Xue, Feifei Kou, and Ang Li
(School of Computer Science (National Pilot School of Software Engineering), Beijing University of Posts and Telecommunications, Beijing Key Laboratory of Intelligent Telecommunication Software and Multimedia, Beijing, China 100876)
(songs@bupt.edu.cn)

Abstract There is a complex correlation among the data of scientific papers. The phenomenon reveals the data characteristics, laws, and correlations contained in the data of scientific and technological papers in specific fields, which can realize the analysis of scientific and technological big data and help to design applications to serve scientific researchers. Therefore, the research on mining and searching the association relationship of scientific papers based on deep learning has far-reaching practical significance.
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Different from the keyword matching method of the traditional search mode, the search of scientific papers is aimed at scientific researchers, which has efficient and accurate search requirements and needs to further explore the correlation relationship between scientific papers in the search results. In addition, the study relating to scientific paper faces many challenges, such as the accuracy of category segmentation, the effectiveness of entity extraction, and other problems, the traditional keyword matching search mode cannot effectively solve these problems. Feature semantic learning is carried out on the basis of existing scientific papers, so as to discover potential semantic correlations in scientific papers and establish a public semantic representation space of scientific papers from different sources. Based on interest ranking, relevance ranking, feedback mechanism, and ranking optimization mechanism, one can realize the retrieval and sorting of scientific papers and efficient partition indexing of inaccurate multi-channel information input. Furthermore, based on the deep association model, through the in-depth mining and analysis of the searched massive scientific and technological papers, the extraction and display of specialized, personalized, and orderly associations can be realized.

Basic knowledge

Pre-trained model is a pre-trained and saved network that was previously trained on a large dataset. The basic idea of this natural language representation is used in a series of applications ranging from Word2vec\(^1\) to BERT\(^2\). Pre-trained language models are commonly used models recently. As a method of generating word vectors to pre-train neural networks, Word2vec is the first method to use pre-training natural language. Attention mechanism, the purpose of which is to make the model simulate the human attention mechanism to pay attention to important information. ELMo\(^3\) generates dynamic word vector representation according to the context on this basis, and transformer is a feature extractor that uses the self-attention mechanism. Therefore, the performance of the language model has been greatly improved. BERT pre-training uses a large amount of corpus, the general semantic representation ability is better, and the Transformer structure feature extraction ability of BERT is stronger. Chinese BERT is based on word granularity pre-training, which can reduce the impact of unregistered words (OOV). Using position vectors to model text position information can solve the structural limitations of semantics.

Recent research shows that pre-trained language models play a crucial role in deep learning downstream tasks. Since the release of the super-large-scale pre-trained language model GPT-3\(^4\) in the English domain, the training process of similar models in the Chinese domain has attracted much attention. The world's largest Chinese pre-trained language model PLUG with 27 billion parameters and 1TB+ training data has refreshed Chinese language understanding in the historical record of the evaluation benchmark CLUE classification list.
Graph representation learning are methods for transforming nodes, edges, and features into a vector space (lower dimensional) while maximally preserving properties such as graph structure and information.

Recent research shows that there are multiple ways to learn graph embedding representations, each with different levels of granularity. DeepWalk[5] belongs to one of the graph embedding techniques using walks, a concept in graph theory that enables graph traversal by moving from one node to another as long as they are connected to common edges. Node2vec[6] was one of the first deep learning attempts to learn from graph-structured data. Node2vec has a walking bias variable α which is parameterized by p and q. The parameter p prioritizes the breadth-first search (BFS) process, while the parameter q prioritizes the depth-first search (DFS) process. Then the decision of where to go next is influenced by the probability 1/ p or 1/ q. As a modification of the node2vec variant, graph2vec[7] essentially learns to embed subgraphs of graphs. These predetermined subgraphs have a set of edges specified by the user. Likewise, the latent subgraph embeddings are passed to the neural network[8][9] for classification.

Unlike previous embedding techniques, SDNE[10] does not use random walks. Instead, it tries to learn from two different metrics: first-order proximity (two nodes are considered similar if they share an edge); second-order proximity (two nodes are considered similar if they share many neighbors/neighbors) resemblance). LINE[11] explicitly defines two functions; one for first-order approximation and the other for second-order approximation. In experiments conducted in the original study, the second-order approximation performed significantly better than the first-order, implying that including higher orders may level off the improvement in accuracy. Previous models run the risk of getting stuck in local optima because their objective functions are non-convex. HARP[12] improves the solution and avoids local optima through better weight initialization and uses graph coarsening to aggregate related nodes into "super nodes", essentially a graph preprocessing step that simplifies the graph to speed up training.

GCN[13] is a first-order local approximation of spectral graph convolution, which is a multi-layer graph convolutional neural network where each convolutional layer only processes first-order neighborhood information. By stacking several convolutional layers, information transfer in multi-order neighborhoods can be achieved. GCN encodes the adjacency matrix A and feature matrix X as embeddings H, which are then applied to downstream tasks. GATs[14] are improved on GCNs instead of using Laplacian matrices and using attention coefficients. To a certain extent, GATs work better because the correlations between vertex features are better incorporated into the model. Second, various GCN variants have been proposed to address the problem of learning graph embeddings. For example, GraphSAGE[15] samples the neighbor vertices of each vertex in the graph, aggregates the information contained in the neighbor vertices according to the aggregation function, and obtains the vector representation of each vertex in the graph for use by downstream tasks. GCN-LPA[16] analyzed the theoretical relationship between Graph Convolutional Network (GCN) and Label Propagation Algorithm (LPA), and proved that edge weights that can improve the effect of LPA can also improve GCN, and then use LPA as the regularization term of GCN, which implements SOTA on the node classification task. CNMPGNN[17] is based on the topic of common neighbors, generalizes and enriches structural patterns, groups one-hop neighbors according to CN-motifs, builds higher-order graphs, and makes full use of structural patterns, in several homogeneous and heterogeneous data. advanced results have been achieved on the set. ACM-GCN[18] proposes a new metric based on similarity matrix, considering the influence of graph structure and input features on GNN, and then proposes an Adaptive Channel Mixing (ACM) framework to adaptively utilize the aggregation, diversity and identity of channels to address harmful heterophilias.

Mutual information (MI) in graphs measures the interdependence between two random variables, and much research work has been done on the mutual information of graph neural networks. DGI[19] is the earliest method to apply mutual information constraints to graph-structured data, which maximizes the mutual information between the global graph summary and each of its nodes to learn informative node representations. The work of DGI has also expanded a lot. GIC[20] adds a cluster center representation[21] on the basis of DGI, modifies the loss of DGI, and significantly improves the performance of link prediction and node
classification tasks. Building on DGI, DMGI\textsuperscript{[22]} devised a systematic approach to jointly integrate node embeddings from multiple graphs by introducing a consensus regularization framework that minimizes divergence between relation-type-specific node embeddings, and a universal discriminator that distinguishes real samples regardless of relation type.

However, DGI has two major limitations. First, DGI ignores the interdependencies between node embeddings and node attributes. Second, DGI does not sufficiently mine various relationships between nodes. HDMI\textsuperscript{[23]} was proposed to address two major limitations, designing a joint supervisory signal containing both external and internal mutual information through high-order mutual information, and optimizing the supervisory signal using high-order deep mutual information maximization. CommDGI\textsuperscript{[24]} proposed Community Graph Mutual Information Maximization Network, a graph neural network designed to deal with the community detection problem, inspired by the success of deep graph mutual information maximization in self-supervised graph learning. Similarly, GCI\textsuperscript{[25]} exploits the community information of the network\textsuperscript{[26]} while using nodes as positive (or real) examples and negative (or fake) examples. When it comes to heterogeneous graphs, HDGI\textsuperscript{[27]} is proposed and converts heterogeneous graphs into homogeneous graphs according to different meta-paths, then fuses them through an attention mechanism, and finally optimizes with DGI loss.

There are some other graph representation learning methods that employ the theory of mutual information maximization. VIPool\textsuperscript{[28]} utilizes mutual information to select the node that best represents its neighborhood, which is the only graph pooling model based on mutual information maximization. CGIPool\textsuperscript{[29]} considers information from local neighborhoods of nodes and global dependencies between the input and the VIPool-based coarsened graph. MGN\textsuperscript{[30]} extends the framework of GNNs by exploring aggregation and iterative schemes in mutual information methods, and proposes a new method to enlarge the normal neighborhood in graph neural network aggregation, aiming to maximize mutual information.

**Scientific paper relevance matching** is to judge whether two texts are related, or to infer the relevance score between two texts. This is a central issue in the search scenario of scientific papers. Early correlation matching mainly calculates the correlation according to the text matching scores of Query and Doc. The correlation feature of word matching plays an important role in the retrieval of scientific papers. However, literal matching has its limitations. For example, it cannot handle synonyms and polysemous words. When the vocabulary is completely overlapped but the semantics expressed are completely different, literal matching cannot achieve good results. The text matching methods of deep learning mainly include representation-based matching methods and interaction-based matching methods.

Representation-based matching methods use deep learning models\textsuperscript{[31]} to represent Query and Doc respectively, and obtain semantic matching scores by calculating vector similarity. The common method is to use pre-training and migration to obtain text representations. Typical models such as the Gensen model\textsuperscript{[32]} can generalize sentence representations in various tasks; the Quick-thought framework\textsuperscript{[33]} uses the current sentence To predict the meaning of connected sentences, it can learn sentence representations more effectively; while BERT\textsuperscript{[2]} learns a good feature representation for words by running self-supervised learning methods on the basis of massive corpus, which refreshes many natural language processing methods. Item record; Sentence-BERT\textsuperscript{[34]} pre-training model adopts double or triple BERT network structure, which greatly reduces computational overhead while ensuring accuracy; in order to solve the problem of unfine-tuned BERT, the effect of text similarity calculation task is not good For this problem, BERT-flow\textsuperscript{[35]} reversibly maps the output space of BERT from a cone to a standard Gaussian distribution space, that is, through normalizing flows, the BERT sentence vector distribution is reversibly mapped into smooth, various Isotropic Gaussian distribution. Although the emergence of the BERT-style model has solved many discrimination problems, it is not ideal to use the BERT trained directly with unsupervised corpus for sentence representation. The Cross-Thought\textsuperscript{[36]} model proposes an improvement to this problem. It designs a downstream task, directly optimizes the obtained sentence encoding, and uses the representation of other surrounding sentences to predict the current sentence encoding, which improves the sentence representation effect.
Another interaction-based matching method does not directly learn the semantic representation vector of Query and Doc, but allows Query and Doc to interact in advance at the bottom layer of the neural network, so as to obtain a better text vector representation, and finally passes a multi-layer perceptron network. Get a semantic match score. Such models usually include an interaction layer. For example, the DIIN model[37] performs element product interaction on the obtained Query and Doc vector encoding representations at the interaction layer, and then processes the interactive vector encoding; the MCAN model[38] passes multiple Attention calls to model multiple views to improve performance, this model introduces a multicast attention mechanism to interact and finally aggregate Query and Doc on different views; the Match2 model[39] proposes a novel matching strategy, comparing The matching degree of the two queries on the same Doc is used for similarity matching, and the final similarity score is generated based on the representation and matching mode; there is also the HCAN model[40], which also pays attention to the two matching modes to obtain the final result. It integrates the results of semantic matching (emphasizing the correspondence of meaning and the structure of components) and the results of correlation matching (emphasizing the matching of keywords), and adopts a fully connected method to obtain the final matching result; the RE2 model[41] adopts a different design concept, keep everything simple, minimize the amount of parameters and operations, improve the inference speed and ensure a good model effect. It designs an enhanced residual network to retain the original meaning of the text to the greatest extent and prevent it from changing in the process of network propagation. And use the traditional attention mechanism to achieve interaction.

The above methods are mainly used for matching between short texts. In the search scenario of scientific papers, the length difference between Query and Doc needs to be considered. CIG-GCN-BERT[44] proposed a method to construct a long text into a concept map, interact with another long text through graph convolution, and finally get the final matching result through a multilayer perceptron[45].

### Semantic Feature Learning of Scientific Papers

The feature representation of scientific papers refers to the method that the model automatically extracts features or representations from the paper data, and maps scientific papers to the same semantic vector space, thereby obtaining the semantic feature vector representation of scientific papers. The general embedding system for constructing scientific papers is mainly divided into two parts: word embedding and sentence embedding.

Word embedding methods such as word2vec[1] and GloVe[46] are both unsupervised word vector generation models. FastText[47] is an open-source, free, and lightweight library that allows users to learn text representations and text classifiers, it works on standard general-purpose hardware, and models can be downsized to fit mobile devices. To address the homonymous relationship between words, a related word embedding projection model[48] is proposed.

Deep Contextualized Word Representations (ELMo[3]) are learned functions of the internal states of deep bidirectional language models that model complex features of word usage (e.g., syntax and semantics), and how these usages vary across linguistic contexts (i.e., modeling polysemy). Arora et al. propose an optimization algorithm[49] that represents sentences by a weighted average of word vectors, and provide a theoretical explanation for the success of unsupervised methods for generating sentences for models. Quickthoughts[33] is a simple yet effective framework for learning sentence representations from unlabeled data. As Google proposed the Bert[2] model, pre-training models to solve the sentence embedding problem has gradually become mainstream.

However, the sentence vectors obtained by the pre-training model for similar sentences will be very different in terms of semantics. In order to solve this problem, the Sentence-BERT[34] model modifies the pre-trained BERT network, which uses Siamese and ternary network structures, to derive semantically meaningful sentence embeddings, which can be compared using cosine similarity. In response to the problem of inconsistent sentence embeddings expressed in multiple languages, Google proposed the multilingual BERT embedding model of LaBSE[50], which combines the mask language model and the translation language...
model and uses a bidirectional dual encoder to predict the translation ranking task, trained to generate language-independent sentence embeddings for 109 languages.

The Chinese Information Processing Institute of Beijing Normal University in China proposed a Chinese-based Analytical reasoning (analogous reasoning)\[51\] task, which provided a large CA8 Chinese corpus, and a pre-trained embedding model, and in the early stage Chinese language vector. On the basis of the research, this paper further explores the consistency of internal and external evaluation of word vectors, and proposes a method to analyze the relationship between internal evaluation and external evaluation of Chinese character embedding\[52\]. Compared with traditional embedding models, deep semantic representation learning\[53\] combines entity-rich side information (e.g., multimodal information, knowledge graph, meta information, etc.) with deep models\[54,55\] (e.g., Transformer\[56\], graph convolutional network\[57\] etc.) deep fusion\[42\], good generalization and semantic expression ability provide rich semantic capabilities for downstream application models\[58\].

**Mining of Association Relationships of Scientific and Technological Papers**

Traditional association relation mining tasks are all based on the semantic association\[59,60\] learning method, which can discover similar relations between items in a dataset, usually focusing on the following 3 elements: similarity matching signal, semantic structure and global matching. In recent years, with the development of deep learning, deep correlation models have also shown better performance than traditional methods. The DRMM\[61\] model first builds local interaction features based on the basic representation vector of the text, and then uses a deep model to learn a hierarchical interaction model for matching. Importance and variety match these elements.

The Fudan University team proposed the RMRN\[62\] model to solve the similarity problem of the questions recommended in the community answer, and find the answerer for the question. The model was inspired by the MAC (Memory, Attention, Control) gating mechanism, and designed a kind of reasoning memory cell RMC (Reasoning Memory Cells) is used to model the question text, and then conduct multi-faceted reasoning with the historical answers of the candidate users, which can mine the deep connection between the question and the user, and provide a new idea for mining the association relationship of scientific papers. Scientific papers are different from the network and industry big data\[63\] in the general sense, so the construction of a knowledge representation network model for scientific papers\[64\] can effectively discover the correlations in massive scientific papers. Knowledge representation of scientific papers aims to describe the entities, concepts and their relationships existing in scientific research activities, and its essence is a complex network that reveals entity relationships.

The problems involved in the construction of the knowledge representation network of scientific paper\[65\] include entity extraction of scientific papers, entity disambiguation of scientific papers, relation extraction of scientific papers, and relation inference of scientific papers. Aiming at the missing relationship between entity nodes in the knowledge representation network, Xia Wei et al.\[66\] used the mutual information between user-generated data to calculate the association relationship between entity nodes, and then constructed an entity association graph (EAG). According to the structure of EAG, a superposition method is proposed to calculate the potential relationship between non-adjacent entity nodes, so as to complete the knowledge graph\[67\]. Lei Jie\[68\] and others established a computer-understandable scientific research archives knowledge graph semantic model, which realized the intelligent collection of archives resources, semantic organization and statistical analysis of archives big data, and explored a new path for intelligent management of scientific research archives.

With the development of projects such as public association datasets, the research on association graph\[69\] has gradually deepened. In the association graph, the relationship is used to connect two entities to describe the relationship between the entities, so as to form a complex association graph. Neil Veira et al.\[70\] integrate textual information by adding entity embeddings and associated word embeddings to incorporate textual data into knowledge graph embeddings. This unsupervised method does not modify the optimization objective of knowledge graph embeddings, which allows it to be compatible with existing embedding models integrated. Existing methods generally use the graph network
structure to mine associations. Traditional deep convolutional networks such as convolutional neural networks\footnote{[71]} and recurrent neural networks\footnote{[72]} are no longer applicable, but graph convolutional networks\footnote{[73]} can capture graphs. Rich semantic relationships in structured data, and mining the features and associations between nodes in the graph. R-GCN\footnote{[74]} is related to a recent class of neural networks operating on graphs and was specially developed to handle the highly multi-relational data features of real-world knowledge bases. Relational vectorized graph convolutional network VR-GCN\footnote{[75]} simultaneously learns the embeddings of graph entities and relations for multi-relational networks. The role distinction and translation features of knowledge graphs are used in the convolution process. Since then, a VR-GCN based alignment framework has been developed for the multi-relational network alignment task. In response to the missing problem in existing knowledge graphs, a popular method is to generate low-dimensional embedding vectors of entities and relationships and use these for inference. Shikhar Vashishth et al.,\footnote{[76]} proposed the InteractE method to enhance features in knowledge graphs correlation between the vectors and achieved the best results.

**Search Strategies for Scientific Papers**

Text matching methods include algorithms such as BoW\footnote{[47]}, TF-IDF\footnote{[77]}, BM25, Jaccard\footnote{[78]}, SimHash, etc. Although this can mainly solve the matching problem at the lexical level, it has a great impact on matching algorithms based on lexical matching\footnote{[79]}. From the application of deep learning in matching models, the models can be divided into: single-semantic model\footnote{[80]}; directly calculates the similarity distance between two sentences, which may lose local feature information; multi-semantic model\footnote{[81]}; considers Local feature information to calculate similarity from multiple perspectives\footnote{[82]}; matching matrix model\footnote{[83]}; two sentences interact first, and then the similarity is calculated through neural network.

DSSM (Deep Structured Semantic Models)\footnote{[84]} are latent semantic models with deep structure that project queries and documents into a common low-dimensional space, where the relevance of documents for a given query is easily computed as the relationship between them distance. The proposed deep structured semantic model is discriminatively trained by maximizing the conditional likelihood of the clicked document given the query using click data. CDSSM (convolutional latent semantic model)\footnote{[85]} is a new latent semantic model based on convolutional neural network for learning low-dimensional semantic vectors for search queries and web documents, which can solve the problem of DSSM model losing contextual information. H. Palangi et al.\footnote{[86]} proposed to use LSTM-DSSM (Long-Short-Term Memory) to capture long-distance context features, which is a deep structured semantic model or deep semantic similarity model (DSSM) and LSTM network. Semantics-adversarial and Media-adversarial Cross-media Retrieval method (SMCR)\footnote{[87]} is proposed to minimizes the loss of intra-media discrimination loss, inter-media consistency loss, and intra-semantics discrimination loss.

For the multi-view problem of matching sentences, the MV-DSSM\footnote{[88]} model was proposed to solve this problem from the information source, while the Chinese Academy of Sciences team proposed a new deep architecture\footnote{[89]} to match two sentences with multiple positional sentence representations. Specifically, each location sentence representation is the sentence representation of that location, generated by bidirectional long short-term memory (Bi-LSTM), which exploits the rich context of the entire sentence to capture the contextual local information in each location sentence representation. The interactions between these different positional sentence representations are aggregated through k-Max pooling and multilayer perceptrons, resulting in a matching score.

Relevance can be abstracted to a certain extent as the semantic similarity between doc and query. The current research on semantic similarity\footnote{[90]} is very mature. Jun Xu et al.\footnote{[91]} once conducted deep learning matching in search and recommendation. For a very comprehensive review, in terms of semantic matching, everyone's focus is often on how to define "matching", especially how to better match the encoding content of the two. However, in fact, in the application process, there is still a big gap between relevance and similarity, because small changes in search content will bring large changes in semantic intent.

Thanh V. Nguyen et al. proposed the QUARTS model\footnote{[92]}, a deep end-to-end model that learns to efficiently classify mismatches and generate mismatched examples to improve the classifier by using
real samples and generated samples. A latent variable is introduced in the alternating cross-entropy loss to train the model end-to-end. This not only makes the classifier more robust, but also improves the overall ranking performance. As the amount of data grows, some pre-trained semantic models introduce two pre-training tasks, MLM (Masked Language Model) and NSP (Next Sentence Prediction). Such as Baidu ERNIE, which incorporates more external knowledge, Tsinghua ERNIE, K-BERT.

**Conclusion**

The search and correlation mining of scientific papers is an unavoidable process for researchers to carry out scientific research work. The search of scientific papers is different from the keyword matching method of the traditional search mode. It has efficient and accurate search requirements, and it is necessary to further explore the correlation in the scientific papers in the search results. Therefore, it is necessary to carry out feature semantics based on the existing scientific papers, learning to discover potential semantic associations in scientific papers, thereby recalling higher quality search results.

**Acknowledgement**

**References**

[1] Mikolov T, Chen K, Corrado G, et al. Efficient estimation of word representations in vector space[J]. arXiv preprint arXiv:1301.3781, 2013.

[2] Devlin J, Chang M W, Lee K, et al. Bert: Pre-training of deep bidirectional transformers for language understanding[J]. arXiv preprint arXiv:1810.04805, 2018.

[3] Peters M E, Neumann M, Iyyer M, et al. Deep contextualized word representations[J]. arXiv preprint arXiv:1802.05365, 2018.

[4] Dale R. GPT-3: What’s it good for?[J]. Natural Language Engineering, 2021, 27(1): 113-118.

[5] Perozzi B, Al-Rfou R, Skiena S. Deepwalk: Online learning of social representations[C]/Proceedings of the 20th ACM SIGKDD international conference on Knowledge discovery and data mining. 2014: 701-710.

[6] Grover A, Leskovec J. node2vec: Scalable feature learning for networks[C]/Proceedings of the 22nd ACM SIGKDD international conference on Knowledge discovery and data mining. 2016: 855-864.

[7] Narayanan A, Chandramohan M, Venkataramanan R, et al. graph2vec: Learning distributed representations of graphs[J]. arXiv preprint arXiv:1707.05005, 2017.

[8] Li W, Jia Y, Du J. Variance-constrained state estimation for nonlinearly coupled complex networks. IEEE Transactions on Cybernetics, 2017, 48(2): 818-824.

[9] Fang Y, Deng W, Du J, et al. Identity-aware CycleGAN for face photorealistic synthesis and recognition. Pattern Recognition, 102: 107249, 2020.

[10] Wang D, Cui P, Zhu W. Structural deep network embedding[C]/Proceedings of the 22nd ACM SIGKDD international conference on Knowledge discovery and data mining. 2016: 1225-1234.

[11] Tang J, Qu M, Wang M, et al. Line: Large-scale information network embedding[C]/Proceedings of the 24th international conference on world wide web. 2015: 1067-1077.

[12] Chen H, Perozzi B, Hu Y, et al. Harp: Hierarchical representation learning for networks[C]/Proceedings of the AAAI Conference on Artificial Intelligence. 2018, 32(1).

[13] Kipf T N, Welling M. Semi-supervised classification with graph convolutional networks[J]. arXiv preprint arXiv:1609.02907, 2016.

[14] Veličković P, Cucurull G, Casanova A, et al. Graph attention networks[J]. arXiv preprint arXiv:1710.10903, 2017.

[15] Hamilton W L, Ying R, Leskovec J. Inductive representation learning on large graphs[C]/Proceedings of the 31st International Conference on Neural Information Processing Systems. 2017: 1025-1035.

[16] Wang H, Leskovec J. Unifying graph convolutional neural networks and label propagation[J]. arXiv preprint arXiv:2002.06755, 2020.

[17] Zhang F, Bu T M. CN-Motifs Perceptive Graph Neural Networks[J]. IEEE Access, 2021, 9: 151285-151293.

[18] Luan S, Hua C, Lu Q, et al. Is Heterophily A Real Nightmare For Graph Neural Networks To Do Node Classification?[J]. arXiv preprint arXiv:2109.05641, 2021.

[19] Velickovic P, Fedus W, Hamilton W L, et al. Deep Graph Infomax[J]. ICLR (Poster), 2019, 2(3): 4.

[20] Movrromatis C, Karypis G. Graph InfoClust: Leveraging cluster-level node information for unsupervised graph representation learning[J]. arXiv preprint arXiv:2009.06946, 2020.

[21] Sun B, Du J, Gao T. Study on the improvement of K-nearest-neighbor algorithm. 2009 International Conference on Artificial Intelligence and Computational Intelligence, 2009, 4: 390-393.

[22] Park C, Han J, Yu H. Deep multiplex graph infomax: Attentive multiplex network embedding using global information[J]. Knowledge-Based Systems, 2020, 197: 105861.

[23] Jing B, Park C, Tong H. Hdm: High-order deep multiplex infomax[C]/Proceedings of the Web Conference 2021. 2021: 2414-2424.

[24] Zhang T, Xiong Y, Zhang J, et al. CommDGI: community detection oriented deep graph infomax[C]/Proceedings of the 29th ACM International Conference on Information & Knowledge Management. 2020: 1843-1852.

[25] Sun H, Li Y, Lv B, et al. Graph Community Infomax[J]. ACM Transactions on Knowledge Discovery from Data (TKDD), 2021, 16(3): 1-21.

[26] Meng D, Jia Y, and Du J. Consensus seeking via iterative learning for multi
agent systems with switching topologies and communication time delays. International Journal of Robust and Nonlinear Control, 2016, 26(17): 3772-3790.

[27] Ren Y, Liu B, Huang C, et al. Heterogeneous deep graph infomax[J]. arXiv preprint arXiv:1911.08538, 2019.

[28] Li M, Chen S, Zhang Y, et al. Graph cross networks with vertex infomax pooling[J]. Advances in Neural Information Processing Systems, 2020, 33: 14093-14105.

[29] Pang Y, Zhao Y, Li D. Graph pooling via coarsened graph infomax[C]/Proceedings of the 44th International ACM SIGIR Conference on Research and Development in Information Retrieval. 2021: 2177-2181.

[30] Di X, Yu P, Bu R, et al. Mutual information maximization in graph neural networks[C]/2020 International Joint Conference on Neural Networks (IJCNN). IEEE, 2020: 1-7.

[31] Li W, Jia Y, Du J. Recursive state estimation for complex networks with random coupling strength[J]. Neurocomputing, 2017, 219: 1-8.

[32] Subramanian S, Trischler A, Bengio Y, et al. Learning general purpose distributed sentence representations via large scale multi-task learning[J]. arXiv preprint arXiv:1804.00079, 2018.

[33] Logeswaran L, Lee H. An efficient framework for learning sentence representations[J]. arXiv preprint arXiv:1803.02893, 2018.

[34] Reimers N, Gurevych I. Sentence-bert: Sentence embeddings using siamese bert-networks[J]. arXiv preprint arXiv:1908.10084, 2019.

[35] Li B, Zhou H, He J, et al. On the sentence embeddings from pre-trained language models[J]. arXiv preprint arXiv:2011.05864, 2020.

[36] Wang S, Fang Y, Sun S, et al. Cross-thought for sentence encoder pre-training[J]. arXiv preprint arXiv:2010.03652, 2020.

[37] Gong Y, Luo H, Zhang J. Natural language inference over interaction space[J]. arXiv preprint arXiv:1709.04348, 2017.

[38] Tay Y, Tuan L A, Hui S C. Multi-cast attention networks[C]/Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. 2018: 2299-2308.

[39] Wang Z, Fan Y, Guo J, et al. Match²: A Matching over Matching Model for Similar Question Identification[C]/Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information Retrieval. 2020: 559-568.

[40] Rao J, Liu L, Tay Y, et al. Bridging the gap between relevance matching and semantic matching for short text similarity modeling[C]/Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP). 2019: 5373-5384.

[41] Yang R, Zhang J, Gao X, et al. Simple and effective text matching with richer alignment features[J]. arXiv preprint arXiv:1908.00300, 2019.

[42] Xu L, Du J, Li Q. Image fusion based on nonsubsampled contourlet transform and saliency-motivated pulse coupled neural networks. Mathematical Problems in Engineering, 2013.

[43] Lin P, Jia Y, Du J, et al. Average consensus for networks of continuous-time agents with delayed information and jointly-connected topologies. 2009 American Control Conference, 2009: 3884-3889.

[44] Liu B, Niu D, Wei H, et al. Matching article pairs with graphical decomposition and convolutions[J]. arXiv preprint arXiv:1802.07459, 2018.

[45] Li W, Jia Y, Du J, et al. Gaussian mixture PHD filter for multi-sensor multi-target tracking with registration errors[J]. Signal Processing, 2013, 93(1): 86-99.

[46] Pennington J, Socher R, Manning C D. Glove: Global vectors for word representation[C]/Proceedings of the 2014 conference on empirical methods in natural language processing (EMNLP). 2014: 1532-1543.

[47] Yan D, Li K, Gu S, et al. Network-Based Bag-of-Words Model for Text Classification[J]. IEEE Access, 2020, 8: 82641-82652.

[48] Wang Chengyue, He Xiaofeng, Gong Xueqing, et al. Word Embedding Projection Model for Prediction of Upper and Lower Relationships [J]. Chinese Journal of Computers, 2019.

[49] Arora S, Liang Y, Ma T. A simple but tough-to-beat baseline for sentence embeddings[C]/International conference on learning representations. 2017.

[50] Annamaradnejad I , C. ColBERT: Using BERT Sentence Embedding for Humor Detection[J]. 2020.

[51] Li S, Zhao Z, Hu R, et al. Analogical reasoning on chinese morphological and semantic relations[J]. arXiv preprint arXiv:1805.06504, 2018.

[52] Qiu Y, Li H, Li S, et al. Revisiting correlations between intrinsic and extrinsic evaluations of word embeddings[M]/Chinese Computational Linguistics and Natural Language Processing Based on Naturally Annotated Big Data. Springer, Cham, 2018: 209-221.

[53] Keller P, Plein L, Bissyandé T F, et al. What You See is What it Means! Semantic Representation Learning of Code based on Visualization and Transfer Learning[J]. arXiv preprint arXiv:2002.02650, 2020.

[54] Hu W, Gao J, Li B, et al. Anomaly detection using local kernel density estimation and context-based regression. IEEE Transactions on Knowledge and Data Engineering, 2018, 32(2): 218-233.

[55] Zhao L, Jia Y, Ju J, et al. H∞ sliding mode based scaled consensus control for linear multi-agent systems with disturbances[J]. Applied Mathematics and Computation, 2017, 292: 375-389.

[56] Kitaev N, Kaiser L, Levskaya A. Reformer: The efficient transformer[J]. arXiv preprint arXiv:2001.04451, 2020.

[57] He X, Deng K, Wang X, et al. LightGCN: Simplifying and Powering Graph Convolution Network for Recommendation[J]. arXiv preprint arXiv:2002.02126, 2020.

[58] Li M, Jia Y, and Du J. LPV control with decoupling performance of 4WS vehicles under velocity-varying motion[J]. IEEE Transactions on Control Systems Technology 2014, 22(5): 1708-1724.

[59] Zhang W, Deng Y, Lam W. Answer Ranking for Product-Related Questions via Multiple Semantic Relations Modeling[C]/Proceedings of the 43rd International ACM SIGIR Conference on Research and Development in Information Retrieval. 2020: 569-578.

[60] Li W, Jia Y, Du J. Distributed consensus extended Kalman filter: a
[61] Guo J, Fan Y, Ai Q, et al. A deep relevance matching model for ad-hoc retrieval[C]//Proceedings of the 25th ACM International on Conference on Information and Knowledge Management. 2016: 55-64.

[62] Fu J, Li Y, Zhang Q, et al. Recurrent Memory Reasoning Network for Expert Finding in Community Question Answering[C]//Proceedings of the 13th International Conference on Web Search and Data Mining. 2020: 187-195.

[63] Qian Li, Xie Jing, Chang Zhijun, et al. Research and design of intelligent knowledge service system based on scientific and technological big data [J]. Data Analysis and Knowledge Discovery, 2019 (1): 4-14.

[64] Wang Ying, Qian Li, Xie Jing, et al. Research on the construction model and method of knowledge graph of big data of science and technology [J]. Collection, 2019, 1.

[65] Zhou Yuanzhang, Wang Weijun, Qiao Ziyue, et al. A review of the construction method and application of knowledge graph of big data in science and technology [J]. Science in China: Information Science, 2020, 50(7): 957-987.

[66] Xia Wei, Wang Shanlei, Yin Zidu, et al. Modeling and Completion of Entity Relationships in Knowledge Graph Based on Mutual Information [J]. Computer Science and Exploration, 2018, 012(007):1064-1074.

[67] Chen Xiuru. Research on intelligence correlation analysis method based on knowledge graph [D]. Harbin Engineering University, 2018.

[68] Lei Jie, Zhao Ruixue, Li Sijing, et al. Research on the Construction of a Big Data Management System for Scientific Research Archives Driven by Knowledge Graph [J]. Digital Library Forum, 2020(2): 19-27.

[69] Yin Liang, Yuan Fei, Xie Wenbo, et al. Research progress and challenges in relational graphs [J]. Computer Science, 2018, 45(S1):14-23+48.

[70] Veira N, Keng B, Padmanabhan K, et al. Unsupervised Embedding Enhancements of Knowledge Graphs using Textual Associations[C]//IJCAI. 2019: 5218-5225.

[71] Zhou D X. Universality of deep convolutional neural networks[J]. Applied and computational harmonic analysis, 2020, 48(2): 787-794.

[72] Shersinisky A. Fundamentals of recurrent neural network (rnn) and long short-term memory (lstm) network[J]. Physica D: Nonlinear Phenomena, 2020, 404: 132306.

[73] Ying R, He R, Chen K, et al. Graph convolutional neural networks for web-scale recommender systems[C]//Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. 2018: 974-983.

[74] Schlichtkrull M, Kipf T N, Bloem P, et al. Modeling relational data with graph convolutional networks[C]//European Semantic Web Conference. Springer, Cham, 2018: 593-607.

[75] Ye R, Li X, Fang Y, et al. A Vectorized Relational Graph Convolutional Network for Multi-Relational Network Alignment[C]//IJCAI. 2019: 4135-4141.

[76] Vashishth S, Sanyal S, Nitin V, et al. InteractE: Improving Convolution-Based Knowledge Graph Embeddings by Increasing Feature Interactions[C]//AAAI. 2020: 3009-3016.

[77] Borkakoty H, Dev C, Ganguly A. A Novel Approach to Calculate TF-IDF for Assamese Language[M]//Electronic Systems and Intelligent Computing. Springer, Singapore, 2020: 387-393.

[78] Bag S, Kumar S K, Tiwari M K. An efficient recommendation generation using relevant Jaccard similarity[J]. Information Sciences, 2019, 483: 53-64.

[79] Yang Y, Du J, and Ping Y. Ontology-based intelligent information retrieval system. Journal of Software, 2015, 26(7): 1675-1687.

[80] Zeng W, Wang S, Liao R, et al. Ddnet: Deep structured self-driving network[J]. arXiv preprint arXiv:2008.06041, 2020.

[81] Huang M, Li H, Bai B, et al. A Federated Multi-View Deep Learning Framework for Privacy-Preserving Recommendations[J]. arXiv preprint arXiv:2008.10808, 2020.

[82] Xue Z, Du D, et al. Deep low-rank subspace ensemble for multi-view clustering. Information Sciences, 2019, 482: 210-227.

[83] Chen T, Luo J. Expressing Objects just like Words: Recurrent Visual Embedding for Image-Text Matching[J]. arXiv preprint arXiv:2002.08510, 2020.

[84] Huang P S, He X, Gao J, et al. Learning deep structured semantic models for web search using clickthrough data[C]//Proceedings of the 22nd ACM international conference on Information & Knowledge Management. 2013: 2333-2338.

[85] Gowthami S, Harikumar R. Convolutional neural network for blind image blur correction using latent semantics[J]. Soft Computing, 2020: 1-15.

[86] Palangi H, Deng L, Shen Y, et al. Semantic modelling with long-short-term memory for information retrieval[J]. arXiv preprint arXiv:1412.6629, 2014.

[87] Li A, Du J, Kou F, Xue Z, Xu X, Xu M, Jiang Y. Scientific and Technological Information Oriented Semantics-adversarial and Media-adversarial Cross-media Retrieval[J]. arXiv preprint arXiv:2203.08615, 2022.

[88] Huang M, Li H, Bai B, et al. A Federated Multi-View Deep Learning Framework for Privacy-Preserving Recommendations[J]. arXiv preprint arXiv:2008.10808, 2020.

[89] Wan S, Lan Y, Guo J, et al. A deep architecture for semantic matching with multiple positional sentence representations[J]. arXiv preprint arXiv:1511.08277, 2015.

[90] Kou F, Du J, He Y, et al. Social network search based on semantic analysis and learning. CAAI Transactions on Intelligence Technology, 2016, 1(4): 293-302.

[91] Xu J, He X, Li H. Deep learning for matching in search and recommendation[C]//The 41st International ACM SIGIR Conference on Research & Development in Information Retrieval. 2018: 1365-1368.

[92] Nguyen T V, Rao N, Suhbhan K. Learning Robust Models for e-Commerce Product Search[J]. arXiv preprint arXiv:2005.03624, 2020.
[93] Salazar J, Liang D, Nguyen T Q, et al. Masked Language Model Scoring[J]. arXiv preprint arXiv:1910.14659, 2019.

[94] Liu J, Cheung J C K, Louis A. What comes next? extractive summarization by next-sentence prediction[J]. arXiv preprint arXiv:1901.03859, 2019.

[95] Sun Y, Wang S, Li Y, et al. Ernie: Enhanced representation through knowledge integration[J]. arXiv preprint arXiv:1904.09223, 2019.

[96] Zhang Z, Han X, Liu Z, et al. ERNIE: Enhanced language representation with informative entities[J]. arXiv preprint arXiv:1905.07129, 2019.

[97] Liu W, Zhou P, Zhao Z, et al. K-BERT: Enabling Language Representation with Knowledge Graph[C]//AAAI. 2020: 2901-2908.