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Abstract. The generalized Hunter-Saxton system comprises several well-known models from fluid dynamics and serves as a tool for the study of fluid convection and stretching in one-dimensional evolution equations. In this work, we examine the global regularity of periodic smooth solutions of this system in $L^p$, $1 \leq p < +\infty$, spaces for nonzero real parameters $(\lambda, \kappa)$. Our results significantly improve and extend those by Wunsch et al. [29, 30, 31] and Sarria [23]. Furthermore, we study the effects that different boundary conditions have on the global regularity of solutions by replacing periodicity with a homogeneous three-point boundary condition and establish finite-time blowup of a local-in-time solution of the resulting system for particular values of the parameters.

1. Introduction. We are concerned with the $L^p$, $1 \leq p < +\infty$, regularity of solutions to the system

$$
\begin{cases}
  u_{xt} + uu_{xx} - \lambda u_x^2 - \kappa \rho^2 = I(t), & x \in [0, 1], \quad t > 0, \\
  \rho_t + uu_x = 2\lambda \rho u_x, & x \in [0, 1], \quad t > 0, \\
  u(x, 0) = u_0(x), & x \in [0, 1], \\
  \rho(x, 0) = \rho_0(x), & x \in [0, 1],
\end{cases}
$$

(1.1)

where $\lambda$ and $\kappa$ are nonzero real parameters, the nonlocal term $I(t)$ is given by

$$
I(t) = -\kappa \int_0^1 \rho^2 \, dx - (1 + \lambda) \int_0^1 u_x^2 \, dx,
$$

(1.2)
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and solutions are subject to periodic boundary conditions

\[ u(0,t) = u(1,t), \quad u_x(0,t) = u_x(1,t), \quad \rho(0,t) = \rho(1,t). \]  

System (1.1) was first introduced by Wunsch [30] as the generalized Hunter-Saxton system due to its connection, via \((\lambda, \kappa) = (-1/2, \pm 1/2)\), to the Hunter-Saxton (HS) system. Both models have been studied extensively in the literature (see, e.g., [31, 15, 17, 19], and references therein). The HS system is a particular case of the Gurevich-Zybin system describing the formation of large scale structure in the universe. In this setting, \(u\) is related to the hydrodynamic velocity of a gravitating gas while \(\rho\) represents the gas density (c.f. [21, 10, 11]). The HS system also arises as the “short-wave” limit of the Camassa-Holm (CH) system [4, 8]

\[
\begin{align*}
m_t + 2u_x m + um_x + k \rho \rho_x &= 0, \quad k = \pm 1, \\
\rho_t + (u \rho)_x &= 0, \\
m &\equiv u - u_{xx},
\end{align*}
\]  

which is in turn derived from the Green-Naghdi equations [14], widely used in coastal oceanography to approximate the free-surface Euler equations. In this context, \(u\) represents the leading approximation of the horizontal fluid velocity, whereas \(\rho\) stands for the horizontal deviation of the rescaled free water surface from equilibrium. It is worth noting that for \(\rho \equiv 0\), the CH system (1.4) reduces to the well-known CH equation, a nonlinear dispersive wave equation that arises in the study of propagation of unidirectional irrotational waves over a flat bed, as well as water waves moving over an underlying shear flow. The CH equation is completely integrable, has an infinite number of conserved quantities, and its solitary wave solutions are solitons [2]; it also admits “peakons” and “breaking wave” solutions. We direct the reader to [2, 6, 5, 4, 8, 15], and references therein, for additional background and results on the CH equation and system.

Lastly, when \(\rho \equiv 0\) or \(\rho = \sqrt{-1} u_x\), system (1.1) becomes the generalized inviscid Proudman-Johnson (giPJ) equation [22, 20, 28, 25, 26], comprising:

- for \(\lambda = -1\), the Burgers’ equation of gas dynamics;
- for \(\lambda = \frac{1}{n-1}\), stagnation point-form solutions [3, 27, 24] of the \(n\)-dimensional incompressible Euler equations;
- for \(\lambda = -\frac{1}{2}\), the HS equation, describing the orientation of waves in massive director field nematic liquid crystals [13].

From a more heuristic point of view, (1.1) may serve as a tool to better understand one-dimensional fluid convection and stretching. More specifically, differentiating (1.1)i) in space and setting \(\omega = -u_{xx}\) yields

\[
\begin{align*}
\omega_t + \frac{u u_{xx}}{2} + (1 - 2\lambda) u u_x + 2\kappa \rho \rho_x &= 0, \\
\rho_t + \frac{u \rho_x}{2} &= 2\lambda u_x \rho.
\end{align*}
\]  

The nonlinear terms in (1.5)i) represent the competition in fluid convection between nonlinear steepening and amplification due to \((1 - 2\lambda)\)-dimensional stretching and \(2\kappa\)-dimensional coupling [12, 30], with the parameters \(\lambda\) and \(\kappa\) measuring the ratio of stretching to convection and the impact of the coupling between \(u\) and \(\rho\), respectively.
1.1. **Previous results.** Local well-posedness of (1.1) in particular Sobolev spaces has been established in [31]; see also [30]. As for global well-posedness, Sarria [23] investigated the \(L^\infty([0,1])\) regularity of solutions arising from a large class of smooth initial data by deriving general representation formulae for solutions of (1.1)–(1.3) along characteristics for \(\lambda \neq 0\). For convenience of the reader, we recall the representation formulae and the main results of [23] below; for additional regularity results, the reader may refer to [29, 30, 31, 18, 19].

For as long as a solution exists, define characteristics \(\gamma\) via the initial value problem
\[
\gamma(t,x) = u(\gamma(t), t), \quad \gamma(x,0) = x.
\]
Then for \(\lambda \neq 0\),
\[
u_\gamma(t,x) = \frac{\mathcal{P}_0(t)^{-2\lambda}}{\lambda \eta(t)} \left\{ \mathcal{J}(t,x) - \frac{1}{\mathcal{P}_0(t)} \int_0^1 \frac{\mathcal{J}(x,t)}{\mathcal{Q}(x,t)^{1+\frac{2}{\lambda}}} \, dx \right\}
\tag{1.6}
\]
and
\[
\rho(\gamma(t,x),t) = \frac{\rho_0(x)}{\mathcal{Q}(x,t)} \left( \int_0^1 \frac{dx}{\mathcal{Q}(x,t)^{\frac{1}{\lambda}}} \right)^{-2\lambda},
\tag{1.7}
\]
where
\[
\mathcal{P}_0(t) = \int_0^1 \frac{dx}{\mathcal{Q}(x,t)^{\frac{1}{\lambda}}}, \quad \mathcal{J}(t,x) = 1 - \lambda \eta(t)u_0(x)
\tag{1.8}
\]
and
\[
\mathcal{Q}(x,t) = c(x)\eta(t)^2 - 2\lambda u_0'(x)\eta(t) + 1, \quad c(x) = \lambda \left( \lambda u_0'(x)^2 - \kappa \rho_0(x)^2 \right).
\tag{1.9}
\]
The strictly increasing function \(\eta : [0, +\infty) \to [0, +\infty)\) satisfies the IVP
\[
\eta'(t) = \mathcal{P}_0(t)^{-2\lambda}, \quad \eta(0) = 0,
\tag{1.10}
\]
and the “Jacobian”, \(\gamma_x\), is given by
\[
\gamma_x(t,x) = \mathcal{P}_0(t)^{-1} \mathcal{Q}(x,t)^{-\frac{1}{\lambda}}
\tag{1.11}
\]
Lastly, the time variable \(t\) obeys
\[
t(\eta) = \int_0^\eta \left( \int_0^1 \frac{dx}{(c(x)\mu^2 - 2\lambda u_0'(x)\mu + 1)^{\frac{1}{\lambda}}} \right)^{2\lambda} \, d\mu.
\tag{1.12}
\]

Next we summarize the main results of [23]; additional details on the qualitative behavior of solutions may be found therein.

**Theorem 1.1** (global-in-time solutions). Suppose \(u_0(x)\) and \(\rho_0(x)\) are smooth and satisfy (1.3). Then the solution \((u, \rho)\) of (1.1)–(1.3) stays smooth for all time if any of the following hold:

1. \(\lambda \kappa < 0\) and \(\rho_0\) never vanishes;
2. \(\lambda \kappa < 0\) and \(\rho_0\) vanishes at finitely many points \(x_i \in [0,1], 1 \leq i \leq n\), with \(\lambda u_0'(x_i) \leq 0\);
3. \((\lambda, \kappa) \in (0,1) \times \mathbb{R}^-\) and \(\rho_0\) vanishes at finitely many points \(x_i \in [0,1], 1 \leq i \leq n\), with \(\lambda u_0'(x_i) > 0\).

**Theorem 1.2** (finite-time blowup for \(\lambda \kappa < 0\)). Suppose \(\rho_0(x_i) = 0\) at finitely many points \(x_i \in [0,1], 1 \leq i \leq n\), and \(\lambda u_0'(x_i) > 0\). Without loss of generality, let \(\max_{(x_i)} u_0'(x) = u_0'(x_i)\). Then there exist smooth initial data \((u_0(x), \rho_0(x))\) satisfying (1.3) such that
1. for \((\lambda, \kappa) \in (-2, 0) \times \mathbb{R}^+\), \(u_x\) undergoes “one-sided, discrete” blowup. In particular, there exists a finite \(t_* > 0\) such that \(u_x(\gamma(x,t), t) \to -\infty\) as \(t \nearrow t_*\), but remains finite otherwise;
2. for \((\lambda, \kappa) \in (-\infty, -2] \times \mathbb{R}^+\), \(u_x\) undergoes “two-sided, everywhere” blowup. In particular, there exists a finite \(t_* > 0\) such that \(u_x(\gamma(x,t), t) \to -\infty\) as \(t \nearrow t_*\), while \(u_x(\gamma(x,t), t) \to +\infty\) otherwise;
3. for \((\lambda, \kappa) \in (1, +\infty) \times \mathbb{R}^-\), \(u_x\) undergoes two-sided, everywhere blowup.

**Theorem 1.4** (Standard \(L^p\) via a direct approach which involves using the representation formulae introduced in Section 1.1 to compute the \(L^p\).

**Summary of results.** Theorems 1.1–1.3 describe the \(L^\infty([0,1])\) regularity of \(u_x\) and \(\rho\) for a large class of smooth, periodic initial conditions. The main purpose of this paper is to extend these results to \(L^p([0,1])\) spaces for \(p \in [1, \infty)\). We do this via a direct approach which involves using the representation formulae introduced in Section 1.1 to compute the \(L^p\) norm of the solution and then applying some standard \(L^p\) space inequalities to the resulting expressions.

In summary, we prove the following:

**Theorem 1.3** (finite-time blowup for \(\lambda \kappa > 0\)). There exist smooth initial data \((u_0(x), \rho_0(x))\) satisfying (1.3) and a finite time \(t_* > 0\) such that
1. for \((\lambda, \kappa) \in (-1, 0) \times \mathbb{R}^-\), \(u_x\) undergoes one-sided discrete blowup as \(t \nearrow t_*\), whereas, for \((\lambda, \kappa) \in (-\infty, -1] \times \mathbb{R}^-\), \(u_x\) develops a two-sided, everywhere singularity;
2. for \((\lambda, \kappa) \in \mathbb{R}^- \times \mathbb{R}^-\), \(\rho\) undergoes one-sided, discrete blowup as \(t \nearrow t_*\);
3. for \((\lambda, \kappa) \in \mathbb{R}^+ \times \mathbb{R}^+\), \(u_x\) undergoes two-sided, everywhere blowup, while \(\rho\) develops a one-sided, discrete singularity.

1. based on numerical evidence.
corresponds to the phenomenon of cusp formation in an originally smooth wave profile. We investigate this phenomena in more depth in future work. Lastly, we also remark that our results are not exclusive to periodic solutions; they also hold, with the obvious modifications, under Dirichlet boundary conditions
\[ u(0, t) = u(1, t) = \rho(0, t) = \rho(1, t) = 0. \]

To further investigate the role that the boundary conditions may play in the long-time behavior of solutions to (1.1), we end the paper by considering the associated system
\[
\begin{aligned}
&u_{xx} + u u_{xxx} + (1 - 2\lambda)u_x u_{xx} - 2\kappa \rho u_x = 0, \quad x \in [0, 1], \; t > 0, \\
&\rho_t + u \rho_x = 2\lambda \rho u_x, \quad x \in [0, 1], \; t > 0, \\
&u(x, 0) = u_0(x), \quad \rho(x, 0) = \rho_0(x), \quad x \in [0, 1],
\end{aligned}
\]
(1.13)

obtained by differentiating (1.1)i) with respect to \( x \). Replacing (1.3) with the homogeneous, three-point boundary condition (4.2), we establish the following result for a local-in-time solution of (1.13).

**Theorem 1.6.** Suppose there exists \( T > 0 \) such that \( (u, \rho) \) solves (1.13) with the homogeneous three-point boundary condition (4.2) for all \( 0 < t \leq T \). If \( (\lambda, \kappa) \in (-1, +\infty) \times [0, +\infty) \), or \( (\lambda, \kappa) \in (-\infty, -1) \times (-\infty, 0) \), there exist smooth initial data \( (u_0, \rho_0) \) such that \( T < +\infty \). In particular, \( |u(0, t)| \to +\infty \) as \( t \nearrow T \).

**1.3. Outline.** The paper is organized as follows. In Section 2, we introduce the class of smooth initial data, derive bounds for the \( L^p \) norm of \( u_x \), and isolate two lemmas useful in approximating the asymptotic behavior of some of the integrals appearing in the norm expressions. These integral estimates are then used in Section 3 to prove Theorems 1.4 and 1.5. Lastly, Theorem 1.6 is established in Section 4. For the convenience of the reader, we include an outline of the derivation [23] of the representation formulae and some of the integral estimates used to prove the main theorems in Appendices A and B, respectively.

2. Preliminaries.

2.1. The initial data. From the solution formulae (1.6) and (1.7), we see that solutions potentially become infinite at the smallest positive \( \eta \)-value, say \( \eta_* \), for which \( Q(x, t) \) vanishes for some \( x \in [0, 1] \). To this end, define sets
\[
\Omega = \{ x \in [0, 1] \mid c(x) = 0 \} 
\]
and
\[
\Sigma = \{ x \in [0, 1] \mid c(x) \neq 0 \}.
\]
Then \( Q \) admits three possible representations for each \( x \in [0, 1] \):

1. if \( x \in \Omega \), then \( Q \) is linear in \( \eta \):
\[ Q(x, t) = 1 - 2\lambda u'_0(x)\eta(t), \]
(2.3)
2. if \( x \in \Sigma \) and \( \rho_0(x) = 0 \), then \( Q \) is quadratic in \( \eta \) and has a double root:
\[ Q(x, t) = (1 - \lambda \eta(t)u'_0(x))^2 = J(x, t)^2, \]
(2.4)
3. if \( x \in \Sigma \) and \( \rho_0(x) \neq 0 \), then \( Q \) is quadratic in \( \eta \) and has two single roots:
\[ Q(x, t) = (1 - \lambda \eta(t)g_+(x))(1 - \lambda \eta(t)g_-(x)), \]
(2.5)
Note that if \( x \in \Sigma \), then the discriminant of \( Q \) with respect to \( \eta \) is

\[
\mathcal{D}(x) = 4\lambda\kappa\rho_0(x)^2.
\]

To determine the locations where \( Q \) vanishes earliest, we consider the cases \( \lambda\kappa < 0 \) and \( \lambda\kappa > 0 \) separately.

**Case** \( \lambda\kappa < 0 \). Suppose \( \rho_0 \) vanishes at finitely many points \( \{x_1, \ldots, x_n\} \subset [0,1] \), and that \( \lambda u_0'(x_i) \neq 0 \) for all \( i = 1, \ldots, n \) and \( \lambda u_0'(x_i) > 0 \) for some \( i \). Note that \( \Sigma = [0,1] \). Indeed, \( \lambda(x_1) = (\lambda u_0'(x_i))^2 \neq 0 \) for all \( i = 1, \ldots, n \), and if \( \rho_0(x) \neq 0 \), then \( c(x) = 0 \) would imply

\[
0 \leq u_0'(x)^2 = \frac{K}{\lambda}\rho_0(x)^2 < 0.
\]

Hence \( Q \) is quadratic for each fixed \( x \in [0,1] \). If \( \rho_0(x) \neq 0 \), then \( \mathcal{D}(x) < 0 \) and \( Q(x,0) = 1 \) imply \( 0 < Q(x,t) < \infty \) for all \( \eta > 0 \). From

\[
Q(x,t) = (1 - \lambda\eta(t)u_0'(x_i))^2,
\]

we see that if we set

\[
m_0 = \min_{x \in \{x_i\}} u_0'(x) < 0, \quad M_0 = \max_{x \in \{x_i\}} u_0'(x) > 0,
\]

then \( Q(x,t) \) vanishes first as

\[
\eta \nearrow \eta_* = \begin{cases} 
\frac{1}{\lambda m_0} & \text{if } \lambda < 0, \\
\frac{1}{\lambda M_0} & \text{if } \lambda > 0.
\end{cases}
\]

Lastly, we assume that at the locations where \( m_0 \) (resp. \( M_0 \)) is achieved, \( u_0''(x) = 0 \) and \( u_0''(x) > 0 \) (resp. \( u_0''(x) < 0 \)). Then the \( L^\infty([0,1]) \) blowup time

\[
t_* = \lim_{\eta \to \eta_*} t(\eta),
\]

for \( t(\eta) \) as in (1.12), is finite for \( \lambda \in (-\infty,0) \cup (1,\infty) \); see Theorem 1.2.

**Case** \( \lambda\kappa > 0 \). If \( \lambda\kappa > 0 \), then \( \Omega \) is not necessarily empty, so all three representations (2.3)–(2.5) of \( Q \) are possible. We remark that the case where \( \eta_* \) is a double root of \( Q \) has been studied extensively in connection with the generalized inviscid Proudman-Johnson equation [25, 26]. We direct the reader to these works for results in this direction, as well as for the special case where \( Q \) is identically linear, i.e., \( c(x) \equiv 0 \). Thus, for \( \lambda\kappa > 0 \), we only treat the simple case where \( \eta_* \) is a single root arising from (2.5).\(^2\)

For \( \lambda < 0 \), and respectively \( \lambda > 0 \), set

\[
n = \min_{x \in \Omega \setminus \{x_0 \neq 0\}} g_-(x) < 0, \quad N = \max_{x \in \Omega \setminus \{x_0 \neq 0\}} g_+(x) > 0,
\]

and assume that at the finitely many locations where \( n \) (resp. \( N \)) is achieved, the smooth initial data is such that \( g_- \) (resp. \( g_+ \)) has vanishing first order derivative and non-vanishing second order derivative. Then \( Q(x,t) \) vanishes earliest as

\[
\eta \nearrow \eta_* = \begin{cases} 
\frac{1}{\lambda n} & \text{if } \lambda < 0, \\
\frac{1}{\lambda N} & \text{if } \lambda > 0,
\end{cases}
\]

\(^2\)If \( \eta_* \) occurs as a root of (2.3), a nearly identical arguments may be used.
and solutions to (1.1)–(1.3) leave $L^\infty([0, 1])$ in finite time (see Theorem 1.3).

2.2. $L^p$ estimates. In this section, we begin our study of the $L^p$, $p \in [1, +\infty)$, regularity of solutions to (1.1)–(1.3) under the setup described in Section 2.1. Using the representation formulae along characteristics, we explicitly compute the $p$-norms of $u_x$ and $\rho$. We then provide rudimentary upper and lower bounds for the $p$-norm of $u_x$, which, as we will see later, are sufficient to classify the $L^p$ regularity of solutions for much of the $\lambda$-$\kappa$ parameter space. We conclude with two general lemmas that will allow us to estimate, near the $L^\infty$ blowup time, the behavior of particular integral terms appearing in the bounds.

For as long as solutions exist, the Jacobian $\gamma_x$ (1.11) is an increasing diffeomorphism of the unit circle $\mathbb{S}$ to itself [30]. Hence

$$\|u_x(\cdot, t)\|_p = \left( \int_0^1 |u_x(\gamma(x, t), t)|^p \gamma_x \, dx \right)^{\frac{1}{p}} = \bar{p}_0^{-2\lambda - \frac{1}{p}} \left( \int_0^1 \left| \frac{\mathcal{J}}{Q^{1 + \frac{1}{2p}}} - \frac{1}{\bar{p}_0} \cdot \frac{1}{Q^{\frac{1}{2p}}} \int_0^1 \frac{\mathcal{J}}{Q^{1 + \frac{1}{2p}}} \, dx \right|^p \, dx \right)^{\frac{1}{p}}$$

and

$$\|\rho(\cdot, t)\|_p = \left( \int_0^1 |\rho(\gamma(x, t), t)|^p \gamma_x \, dx \right)^{\frac{1}{p}} = \bar{p}_0^{-2\lambda_p - 1} \int_0^1 |\rho(0)|^p \frac{1}{Q^{p + \frac{1}{2p}}} \, dx.$$  

By the convexity of the $p$-norm and Jensen’s inequality,

$$\|u_x(\cdot, t)\|_p \geq \bar{p}_0^{-2\lambda - \frac{1}{p}} \left| \int_0^1 \frac{\mathcal{J}}{Q^{1 + \frac{1}{2p}}} \, dx - \frac{1}{\bar{p}_0} \int_0^1 \frac{dx}{Q^{\frac{1}{2p}}} \int_0^1 \frac{\mathcal{J}}{Q^{1 + \frac{1}{2p}}} \, dx \right|,$$  

and by Minkowski’s inequality,

$$\|u_x(\cdot, t)\|_p \leq \bar{p}_0^{-2\lambda - \frac{1}{p}} \left[ \left( \int_0^1 \frac{\mathcal{J}^p}{Q^{p + \frac{1}{2p}}} \, dx \right)^{\frac{1}{p}} + \frac{1}{\bar{p}_0^{1 - \frac{1}{p}}} \int_0^1 \frac{\mathcal{J}}{Q^{1 + \frac{1}{2p}}} \, dx \right].$$  

Although the right-hand side of (2.11) vanishes for $p = 1$, it does allow us to investigate the $L^p$ regularity of $u_x$ for $p \in (1, \infty)$. To prove Theorems 1.4 and 1.5, we must first estimate the blowup rates of the integrals appearing in (2.10)–(2.12). To this end, we use the following two lemmas, whose proofs are deferred to Appendix B.

**Lemma 2.1.** Suppose $h(x) \in C^2([0, 1])$ attains a local minimum $m < 0$ at finitely many points $x \in (0, 1)$ with $h''(x) > 0$. Set $\tau_* = \frac{1}{\lambda m}$ for $\lambda < 0$ and let $0 < \tau < \tau_*$. Then for $\delta > 0$ and $\tau_* - \tau > 0$ both small,

$$\int_{x-\delta}^{x+\delta} \frac{dx}{(1 - \lambda \tau h(x))^b} \sim \begin{cases} C_2 (1 - \lambda \tau m)^{\frac{1}{2} - b} & \text{if } b > 1/2, \\ -C_3 \log(1 - \lambda \tau m) & \text{if } b = 1/2, \\ C & \text{if } b < 1/2, \end{cases}$$

where $C_2$ and $C_3$ are positive constants given by

$$C_1 = \frac{h''(x)}{2}, \quad C_2 = \frac{\Gamma \left( \frac{1}{2} - \frac{1}{b} \right)}{\Gamma(b)} \sqrt{\frac{|m|}{C_1}}, \quad C_3 = \frac{|m|}{\sqrt{C_1}}.$$
$C$ is a positive constant that depends only on $\lambda$ and $b$, and $\Gamma(\cdot)$ is the standard gamma function.

**Lemma 2.2.** Suppose $h(x) \in C^2([0,1])$ attains a local maximum $M > 0$ at finitely many points $\bar{x} \in (0,1)$ with $h''(\bar{x}) < 0$. Set $\tau_* = \frac{1}{M\tau}$ for $\lambda > 0$ and let $0 < \tau < \tau_*$. Then for $\delta > 0$ and $\tau_* - \tau > 0$ both small,

$$
\int_{\bar{x} - \delta}^{\bar{x} + \delta} \frac{dx}{(1 - \lambda \tau h(x))^b} \sim \begin{cases} 
C_5(1 - \lambda \tau M)^{\frac{1}{2} - b} & \text{if } b > 1/2, \\
-C_6 \log(1 - \lambda \tau M) & \text{if } b = 1/2, \\
C & \text{if } b < 1/2,
\end{cases}
$$

(2.14)

where $C_5$ and $C_6$ are positive constants given by

$$
C_5 = \frac{h''(\bar{x})}{2}, \quad C_5 = \frac{\Gamma\left(b - \frac{1}{2}\right)}{\Gamma\left(b\right)} \sqrt{\frac{M\pi}{|C_4|}}, \quad C_6 = \frac{M}{\sqrt{C_4}},
$$

and $C$ is a positive constant that depends only on $\lambda$ and $b$.

For the convenience of the reader, we illustrate two applications of the lemmas and estimate the blowup rate of

$$
\int_0^1 \frac{J}{Q^{1 + \tau}} \, dx
$$

for $\lambda \kappa < 0$ and $\lambda > 1$, and then for $\lambda \kappa > 0$ with $\lambda > 0$.

Recall that for $\lambda \kappa < 0$ and $\lambda > 1$, the earliest root $\eta_*$ of the quadratic (2.4) occurs at locations where $M_0$ (as defined in (2.7)ii)) is achieved; for simplicity, assume $M_0$ occurs at a single point $\bar{x}$. For $\eta_* = \frac{1}{\lambda M_0}$ and $\eta_* - \eta > 0$ small, (2.14)i) yields

$$
\int_0^1 \frac{J}{Q^{1 + \tau}} \, dx \sim \int_{\bar{x} - \delta}^{\bar{x} + \delta} \frac{1}{(1 - \lambda \eta M_0)^{1 + \frac{1}{2}}} \, dx \sim C_2(1 - \lambda \eta M_0)^{-\frac{1}{2} - \frac{1}{2}}.
$$

For $\lambda \kappa > 0$ and $\lambda > 0$, the earliest root $\eta_*$ occurs as a single root of (2.5) at locations where $N$ (as defined in (2.8)ii)) is achieved. Again assume for simplicity that $N$ is achieved at a single point $\bar{x}$. Then

$$
\int_0^1 \frac{J}{Q^{1 + \tau}} \, dx \sim \int_{\bar{x} - \delta}^{\bar{x} + \delta} \frac{C}{(1 - \lambda \eta g(x))^{1 + \frac{1}{2}}} \, dx \sim C_5(1 - \lambda \eta N)^{-\frac{1}{2} - \frac{1}{2}}
$$

for $\eta_* = \frac{1}{\lambda N}$ and $\eta_* - \eta > 0$ small.

3. **Proofs of the theorems.** We are now ready to prove the Theorems. Throughout the proofs, $C$ will denote a generic positive constant that may change in value from line to line.

**Proof of Theorem 1.4.** Let $M_0 > 0 > m_0$ be as in (2.7), and set

$$
\eta_* = \begin{cases} 
\frac{1}{\lambda m_0} & \text{if } \lambda < 0, \\
\frac{1}{\lambda M_0} & \text{if } \lambda > 0.
\end{cases}
$$
For $\lambda < 0$ and $1 \leq p < \infty$, Lemma 2.1 yields

$$
\int_0^1 \frac{J}{Q^{1 + \frac{2}{p}}} \, dx \sim \begin{cases} 
C_2 (1 - \lambda \eta m_0)^{\frac{1}{2} - \frac{1}{2p}}, & \lambda \in (-\infty, -2/p), \\
-\lambda \log(1 - \lambda \eta m_0), & \lambda = -\frac{2}{p}, \\
\lambda \log(1 - \lambda \eta m_0), & \lambda \in (-2/p, 0),
\end{cases}
$$

for $\eta - \eta_s > 0$ small. Similarly for $\lambda > 1$ and $1 \leq p < 2$,

$$
\int_0^1 \frac{J}{Q^{1 + \frac{2}{p}}} \, dx \sim \begin{cases} 
C_2 (1 - \lambda \eta m_0)^{\frac{1}{2} - \frac{1}{2p}}, & \lambda \in (1, \infty), \\
-\lambda \log(1 - \lambda \eta M_0), & \lambda = \frac{2}{p}, \\
\lambda \log(1 - \lambda \eta M_0), & \lambda \in (2/p, \infty),
\end{cases}
$$

Applying these estimates to (2.11) and (2.12), we obtain, as $\eta \nearrow \eta_s$, the following:

For $\lambda < -2$,

$$
\|u_x(\cdot, t)\|_p \geq C \left| \frac{1}{(1 - \lambda \eta m_0)^\frac{1}{2} + \frac{1}{2p}} \frac{C}{(1 - \lambda \eta m_0)^\frac{1}{2} + \frac{1}{2p}} \right| \to +\infty.
$$

For $\lambda = -2$,

$$
\|u_x(\cdot, t)\|_p \geq C \left| \frac{1}{(1 - \lambda \eta m_0)^\frac{1}{2} + \frac{1}{2p}} + C \log(1 - \lambda \eta m_0) \right| \to +\infty.
$$

For $-2 < \lambda < -2/p$,

$$
\|u_x(\cdot, t)\|_p \geq C \left| \frac{1}{(1 - \lambda \eta m_0)^\frac{1}{2} + \frac{1}{2p}} - C \right| \to +\infty.
$$

For $\lambda = -2/p$,

$$
\|u_x(\cdot, t)\|_p \geq C \left| \log(1 - \lambda \eta m_0) + C \right| \to +\infty.
$$

For $-2/(2p - 1) < \lambda < 0$,

$$
\|u_x(\cdot, t)\|_p \to C < +\infty.
$$
For $1 < \lambda < 2$, choose $p' \leq p$ such that $1 < p' < 5/3$ and $\frac{3p' - 1}{2p'} < \lambda < \frac{2}{p}$. Then $\lambda + \frac{1}{2p'} - \frac{3}{2} > 0$, so that

$$
\|u_x(\cdot, t)\|_p \geq \|u_x(\cdot, t)\|_{p'} \geq \frac{C}{(1 - \lambda \eta M_0)^{\lambda + 2 + \frac{2}{p'}}} \to +\infty.
$$

For $\lambda = 2$,

$$
\|u_x(\cdot, t)\|_p \geq \frac{C}{\log(1 - 2\eta M_0)^{\frac{2}{p} + \frac{2}{p'}}} \left( \frac{1}{(1 - 2\eta M_0)^{\frac{1}{2} + \frac{1}{p'}}} + \frac{C}{(1 - 2\eta M_0) \log(1 - 2\eta M_0)} \right) \to +\infty.
$$

For $\lambda > 2$,

$$
\|u_x(\cdot, t)\|_p \geq C \left( \frac{1}{(1 - \lambda \eta M_0)^{\frac{1}{2} + \frac{1}{p'}}} - \frac{C}{(1 - \lambda \eta M_0)\frac{1}{2} + \frac{1}{p'}} \right) \to +\infty.
$$

\[\Box\]

**Proof of Theorem 1.5.** Let $N > 0 > n$ be as in (2.8), and set

$$
\eta_* = \begin{cases} 
\frac{1}{\lambda^N} & \text{if } \lambda < 0 \\
\frac{1}{\lambda^N} & \text{if } \lambda > 0.
\end{cases}
$$

For $\lambda < 0$ and $1 \leq p < \infty$, Lemma 2.1 implies that

\begin{align*}
\int_0^1 \frac{J}{Q^{1 + \frac{2}{p}}} \, dx &\sim \begin{cases}
C_2(1 - \lambda \eta)^{-\frac{1}{2} - \frac{1}{p}}, & \lambda \in (-\infty, -1/p), \\
-C_3 \log(1 - \lambda \eta), & \lambda = -1/p, \\
C, & \lambda \in (-1/p, 0),
\end{cases} \\
\int_0^1 \frac{J}{Q^{1 + \frac{1}{p}}} \, dx &\sim \begin{cases}
C_2(1 - \lambda \eta)^{-\frac{1}{2} - \frac{1}{p}}, & \lambda \in (-\infty, -1), \\
-C_3 \log(1 - \lambda \eta), & \lambda = -1, \\
C, & \lambda \in (-1, 0).
\end{cases} \\
\int_0^1 \frac{1}{Q^{\frac{1}{p}}} \, dx &\sim C, \quad \lambda \in (-\infty, 0), \\
\bar{p}_0 = \sim C, \quad \lambda \in (-\infty, 0), \\
\int_0^1 \frac{J^p}{Q^{p + \frac{1}{p}}} \, dx &\sim \begin{cases}
C_2(1 - \lambda \eta)^{-\frac{1}{2} - p - \frac{1}{p}}, & \lambda \in (-\infty, -1/(2p - 1)), \\
-C_3 \log(1 - \lambda \eta), & \lambda = -1/(2p - 1), \\
C, & \lambda \in (-1/(2p - 1), 0),
\end{cases} \\
\int_0^1 \frac{1}{Q^{p + \frac{1}{p}}} \, dx &\sim \begin{cases}
C_2(1 - \lambda \eta)^{-\frac{1}{2} - p}, & \lambda \in (-\infty, -1/(2p - 1)), \\
-C_3 \log(1 - \lambda \eta), & \lambda = -1/(2p - 1), \\
C, & \lambda \in (-1/(2p - 1), 0).
\end{cases}
\end{align*}
for ηₙ − η > 0 small. Similarly, for λ > 0 and 1 ≤ p < ∞,
\[
\int_0^1 \frac{\mathcal{J}}{Q^{1 + \frac{p}{2p}}} \, dx \sim C_5 (1 - \lambda \eta N)^{-\frac{1}{2} - \frac{1}{2p}}, \quad \lambda \in (0, \infty),
\]
\[
\int_0^1 \frac{\mathcal{J}}{Q^{1 + \frac{p-1}{2p}}} \, dx \sim C_5 (1 - \lambda \eta N)^{-\frac{1}{2} - \frac{1}{2p}}, \quad \lambda \in (0, \infty),
\]
\[
\int_0^1 \frac{1}{Q^{1 + \frac{p}{2p}}} \, dx \sim \begin{cases} C_5 (1 - \lambda \eta N)^{-\frac{1}{2} - \frac{1}{2p}}, & \lambda \in (0, 1/p), \\ -C_6 \log(1 - \lambda \eta N), & \lambda = 1/p, \\ C, & \lambda \in (1/p, \infty), \\ -C_6 \log(1 - \lambda \eta N), & \lambda = 1, \\ C, & \lambda \in (1, \infty), \end{cases}
\]
\[
\mathcal{P}_0 = \sim \begin{cases} C_5 (1 - \lambda \eta N)^{-\frac{1}{2} - \frac{1}{2p}}, & \lambda \in (0, 1), \\ -C_6 \log(1 - \lambda \eta N), & \lambda = 1, \\ C, & \lambda \in (1, \infty). \end{cases}
\]
Applying these estimates to (2.11) and (2.12), we obtain, as η ↗ ηₙ, the following:

If λ < −1,
\[
\|u_x(\cdot, t)\|_p \geq C \left| \frac{1}{(1 - \lambda \eta N)^{\frac{1}{2} + \frac{1}{2p}}} - \frac{C}{(1 - \lambda \eta N)^{\frac{1}{2} + \frac{1}{2p}}} \right| \to +\infty.
\]

If λ = −1,
\[
\|u_x(\cdot, t)\|_p \geq C \left| \frac{1}{(1 - \lambda \eta N)^{\frac{1}{2} + \frac{1}{2p}}} + C \log(1 - \lambda \eta N) \right| \to +\infty.
\]

If −1 < λ < −1/p,
\[
\|u_x(\cdot, t)\|_p \geq C \left| \frac{1}{(1 - \lambda \eta N)^{\frac{1}{2} + \frac{1}{2p}}} - C \right| \to +\infty.
\]

If λ = −1/p,
\[
\|u_x(\cdot, t)\|_p \geq C \left| \log(1 - \lambda \eta N) + C \right| \to +\infty.
\]

If −1/(2p − 1) < λ < 0,
\[
\|u_x(\cdot, t)\|_p \to C < \infty.
\]

If 0 < λ < 1, choose p' ≤ p such that 1 < p' < 3 and p' − 1 < λ < 1/p. Then λ + 1/2p − 1/2 > 0, so that
\[
\|u_x(\cdot, t)\|_p \geq \|u_x(\cdot, t)\|_{p'} \geq \frac{C}{(1 - \lambda \eta N)^{\lambda + \frac{1}{2p'} - \frac{1}{2}}} \to +\infty.
\]

If λ = 1,
\[
\|u_x(\cdot, t)\|_p \geq \frac{C}{\left( \log(1 - \lambda \eta N) \right)^{\frac{1}{2} + \frac{1}{2p}}} \left| \frac{1}{(1 - \lambda \eta N)^{\frac{1}{2} + \frac{1}{2p}}} + \frac{C}{(1 - \lambda \eta N) \log(1 - \lambda \eta N)} \right| \to +\infty.
\]

\[
= \frac{C}{(1 - \lambda \eta N) \log(1 - \lambda \eta N)^{\frac{1}{2} + \frac{1}{2p}}} \left| (1 - \lambda \eta N)^{\frac{1}{2} - \frac{1}{2p}} \log(1 - \lambda \eta N) + C \right| \to +\infty.
\]
If \( \lambda > 1 \),

\[
\|u_x(\cdot, t)\|_p \geq C \left| \frac{1}{(1 - \lambda \eta N)^{\frac{1}{2} + \frac{1}{2p}}} - \frac{C}{(1 - \lambda \eta N)^{\frac{1}{2} + \frac{1}{2}}} \right| \to +\infty.
\]

Finally, for \( \eta_* - \eta > 0 \) small, (2.10) yields

\[
\|\rho(\cdot, t)\|_p^p \sim \begin{cases} 
C(1 - \lambda \eta N)^{\frac{1}{2} - \frac{1}{2}}, & \lambda \in (-\infty, -1/(2p - 1)), \\
C |\log(1 - \lambda \eta N)|, & \lambda = -1/(2p - 1), \\
C, & \lambda \in (-1/(2p - 1), 0).
\end{cases}
\]

for \( \lambda < 0 \) and

\[
\|\rho(\cdot, t)\|_p^p \sim \begin{cases} 
C(1 - \lambda \eta N)^{-\lambda}, & \lambda \in (0, 1), \\
C(1 - \lambda \eta N)^{-p |\log(1 - \lambda \eta N)|^{-2p - 1}}, & \lambda = 1, \\
C(1 - \lambda \eta N)^{\frac{1}{2} - \frac{1}{2}}, & \lambda \in (1, \infty),
\end{cases}
\]

for \( \lambda > 0 \). This completes the proof.

4. Three-point boundary conditions. In this section, we establish finite time blowup of a local-in-time solution of the IVP

\[
\begin{cases} 
\frac{u_{xxx} + u u_{xx} + (1 - 2\lambda) u_x u_{xx} - 2\kappa \rho u_x}{x \in [0, 1], \ t > 0,} \\
\rho_t + u \rho_x = 2\lambda \rho u_x, \quad x \in [0, 1], \ t > 0, \\
u(x, 0) = u_0(x), \quad \rho(x, 0) = \rho_0(x), \quad x \in [0, 1],
\end{cases}
\]

with the homogenous three-point boundary condition

\[
u(1, t) = u_x(0, t) = u_x(1, t) = 0, \quad \rho(1, t) = 0\]  

for particular values of \( \lambda \) and \( \kappa \) (see Theorem 1.6). For smooth \((u_0, \rho_0)\) satisfying the appropriate boundary condition, our result implies the existence of parameter values \((\lambda, \kappa)\) such that solutions to (1.1)–(1.3) stay smooth for all time, whereas those of (4.1)–(4.2) blowup in finite time.

**Proof of Theorem 1.6.** Multiplying (4.1)ii) by \( x \) and integrating by parts yields

\[
0 = -\frac{d}{dt} \int_0^1 u_x \, dx + (1 + \lambda) \int_0^1 u_x^2 \, dx + \kappa \int_0^1 \rho^2 \, dx
\]

Set

\[
H(t) := \int_0^1 u_x \, dx = -u(0, t),
\]

so that

\[
H'(t) = (1 + \lambda) \|u_x\|_2^2 + \kappa \|\rho\|_2^2.
\]

Note that by the Cauchy-Schwarz inequality,

\[
H(t)^2 \leq \|u_x\|_2^2.
\]

Then for \( \lambda > -1 \) and \( \kappa \geq 0 \),

\[
H'(t) \geq (1 + \lambda) H(t)^2 \geq 0.
\]

Thus choosing \( H(0) > 0 \) we see that, as long as the solution exists, \( H(t) > 0 \). Integrating then yields

\[
0 < \frac{1}{H(t)} \leq \frac{1}{H(0)} - (1 + \lambda)t,
\]
whose right-hand side vanishes as \( t \) approaches the finite time \( T = \frac{1}{(1+\lambda)H(0)} \). The case \((\lambda, \kappa) \in (-\infty, -1) \times (-\infty, 0)\) can be handled similarly. \( \square \)

**Appendix A. Solving along characteristics.** In this section we summarize the derivation of the solution formulae for (1.1)–(1.3) along characteristics for arbitrary \((\lambda, \kappa) \in \mathbb{R} \setminus \{0\} \times \mathbb{R}\). We use the notation in Section 1 for any auxiliary functions. For detailed computations, the reader is referred to Section 2 of [23]. In brief, the method of characteristics is used to write \( u_x \circ \gamma \) and \( \rho \circ \gamma \) in terms of the Jacobian \( \gamma_x \). The system is reformulated as a second-order nonlinear ODE for \( \gamma_x \), which is then solved via reduction of order.

Fix \( x \in [0, 1] \), and define, for as long as \( u \) exists, characteristics \( \gamma \) via the initial value problem

\[
\dot{\gamma}(x, t) = u(\gamma(x, t), t), \quad \gamma(x, 0) = x, \tag{A.1}
\]

where \( \dot{\cdot} = \frac{d}{dt} \). Differentiating in space yields

\[
\dot{\gamma}_x = u_x(\gamma(x, t), t) \cdot \gamma_x, \quad \gamma_x(x, 0) = 1, \tag{A.2}
\]

so that

\[
\gamma_x = e^{\int_0^t u_x(\gamma(x,s),s) \, ds} \tag{A.3}
\]

Differentiating \( \rho \circ \gamma \) in time and using (1.1)ii) immediately gives

\[
\rho(\gamma(x, t), t) = \rho_0(x) \cdot e^{2\lambda \int_0^t u_x(\gamma(x,s),s) \, ds} = \rho_0(x) \cdot \gamma_x^{2\lambda}. \tag{A.4}
\]

Now, it follows from (A.2) and (A.4) that (1.1)ii) along characteristics is given by

\[
\frac{d}{dt} (u_x(\gamma(x, t), t)) = \lambda \left( \gamma_x^{-1} \gamma_x^{-1} \right)^2 + \kappa \left( \rho_0 \cdot \gamma_x^{2\lambda} \right)^2 + \tilde{I}(t). \tag{A.5}
\]

Differentiating (A.2) in time, substituting into (A.5), and re-arranging yields the following second-order nonlinear ODE for \( \omega(x, t) = \gamma_x(x, t)^{-\lambda} \):

\[
\ddot{\omega}(x, t) + \lambda I(t) \omega(x, t) = -\lambda \kappa \rho_0(x)^2 \omega^{-3}. \tag{A.6}
\]

First consider the corresponding linear homogeneous ODE

\[
\ddot{y}(x, t) + \lambda I(t) y(x, t) = 0. \tag{A.7}
\]

Suppose \( \phi_1(t) \) and \( \phi_2(t) \) are two linearly independent solutions to (A.7) satisfying \( \phi_1(0) = \phi_2(0) = 1 \) and \( \dot{\phi}_1(0) = \dot{\phi}_2(0) = 0 \). Then the general solution to (A.7) is of the form

\[
y(x, t) = c_1(x) \phi_1(t) + c_2(x) \phi_2(t), \tag{A.8}
\]

where, by reduction of order,

\[
\phi_2(t) = \phi_1(t) \eta(t), \quad \eta(t) = \int_0^t \frac{ds}{\phi_1(s)^2}. \tag{A.9}
\]

Since \( \dot{\omega} = -\lambda \gamma_x^{-\lambda-1} \dot{\gamma}_x \) and \( \gamma_x(x, 0) = 1 \), it follows that \( \omega(x, 0) = 1 \) and \( \dot{\omega}(x, 0) = -\lambda u_x(0) \), from which the coefficients \( c_1(x) \) and \( c_2(x) \) may be obtained. This reduces (A.8) to

\[
y(x, t) = \phi_1(t) \mathcal{J}(x, t), \tag{A.10}
\]

Turning to the nonhomogeneous equation (A.6), write

\[
\omega(x, t) = z(\eta(t))y(x, t), \tag{A.11}
\]
used to estimate the spatial integrals in (2.11) and (2.12) as Appendix B. based on a Taylor approximation, with the Lemmas 2.1 and 2.2 are identical so we only prove the former. The estimates are 
The resulting expressions (1.6) and (1.7) for \( u \) periodicity that It remains to determine \( \phi \). Note that by the uniqueness of solutions to (A.1) and periodicity that 
for all \( x \in [0, 1] \). Integrating (A.14) in space therefore yields 
It follows that 
The resulting expressions (1.6) and (1.7) for \( u_x \) and \( \rho \) follow from (A.17), (A.3), and (A.4).

Appendix B. Integral estimates. In this section we briefly outline the technique used to estimate the spatial integrals in (2.11) and (2.12) as \( \int \eta \neq \eta_x \). The proofs of Lemmas 2.1 and 2.2 are identical so we only prove the former. The estimates are based on a Taylor approximation, with the \( b \geq 1/2 \) case following by straightforward integration. For the \( 0 < b < 1/2 \) case, we make use of the Gauss hypergeometric series (see [1, 7, 9])

\[
2F_1[a, b; c; z] \equiv \sum_{k=0}^{\infty} \frac{(a)_k (b)_k}{(c)_k k!} z^k, \quad |z| < 1
\] (B.1)
defined for \( c \notin \mathbb{Z}^- \cup \{0\} \) and \( (x)_k, k \in \mathbb{N} \cup \{0\} \), the Pochhammer symbol 
\[
(x)_0 = 1, \quad (x)_k = x(x+1) \cdots (x+k-1).
\] (B.2)
We also need the following two results:

Lemma B.1 (see [7, 9]). Suppose \( |\arg(-z)| < \pi \) and \( a, b, c, a-b \notin \mathbb{Z} \). The analytic continuation for \( |z| > 1 \) of the series (B.1) is given by

\[
2F_1[a, b; c; z] = \frac{\Gamma(c)\Gamma(a-b)(-z)^{-b}2F_1[a, 1+b-c; 1+b-a; z^{-1}]}{\Gamma(a)\Gamma(c-b)} + \frac{\Gamma(c)\Gamma(b-a)(-z)^{-a}2F_1[a, 1+a-c; 1+a-b; z^{-1}]}{\Gamma(b)\Gamma(c-a)}.
\] (B.3)

Lemma B.2 (see [25]). Suppose \( b \in (-\infty, 2) \setminus \{1/2\} \), \( 0 \leq |\beta - \beta_0| \leq 1 \) and \( \epsilon \geq C_0 \) for some \( C_0 > 0 \). Then

\[
\frac{1}{\epsilon^b} \frac{d}{d\beta} \left( (\beta - \beta_0)2F_1 \left[ \frac{1}{2}; 3; -\frac{C_0(\beta - \beta_0)^2}{\epsilon} \right] \right) = (\epsilon + C_0(\beta - \beta_0)^2)^{-b}.
\] (B.4)
Proof of Lemma 2.1. A Taylor expansion about $x$ yields
\[ \varepsilon + h(x) - m \sim \varepsilon + C_1(x - \hat{x})^2. \] (B.5)

For $\varepsilon > 0$ small and $b > 1/2$,
\[
\int_{\hat{x}-\delta}^{\hat{x}+\delta} \frac{dx}{(\varepsilon + h(x) - m)^b} \sim \int_{\hat{x}-\delta}^{\hat{x}+\delta} \frac{dx}{(\varepsilon + C_1(x - \hat{x})^2)^b} \\
= \frac{1}{\varepsilon^b} \int_{\hat{x}-\delta}^{\hat{x}+\delta} \frac{dx}{(1 + (\sqrt{C_1/\varepsilon}(x - \hat{x}))^2)^b} \\
\sim \frac{2}{\varepsilon^{b-\frac{1}{2}} \sqrt{C_1}} \int_0^{\pi/2} \cos^{2b-2} \theta \, d\theta \\
= \frac{\Gamma(b - \frac{1}{2})}{\Gamma(b)} \sqrt{\frac{\pi}{C_1}} \cdot \frac{1}{\varepsilon^{b-\frac{1}{2}}}. \] (B.6)

Setting $\varepsilon = m - \frac{1}{\lambda \tau}$, we find that for $\tau_* - \tau > 0$ small,
\[ \int_{1} dx \left( \frac{C_2}{(1 - \lambda \tau h(x))^b} \right) \sim \frac{C_2}{(1 - \lambda \tau m)^{b-\frac{1}{2}}}. \] (B.7)

The case $b = 1/2$ follows by a similar argument. Estimate (2.13)iii) follows trivially if $b \leq 0$; to establish the estimate for $0 < b < \frac{1}{2}$, we use Lemmas B.1 and B.2. The Taylor approximation (B.5) and Lemma B.2 imply that
\[
\int_{\hat{x}-\delta}^{\hat{x}+\delta} \frac{dx}{(\varepsilon + h(x) - m)^b} \sim \int_{\hat{x}-\delta}^{\hat{x}+\delta} \frac{dx}{(\varepsilon + C_1(x - \hat{x})^2)^b} \\
= \frac{2\delta}{\varepsilon^{b-\frac{1}{2}}} \eta^2 F_1 \left[ \frac{1}{2}, b, \frac{3}{2}; -\frac{C_1 \delta^2}{\varepsilon} \right] \] (B.8)

for $\varepsilon \geq C_1 \geq \delta^2 C_1 > 0$, i.e. $-1 \leq -\frac{\delta^2 C_1}{\varepsilon} < 0$. If we let $\varepsilon > 0$ become sufficiently small enough, so that $-\frac{\delta^2 C_1}{\varepsilon} < -1$, then the analytic continuation formula yields
\[
\frac{2\delta}{\varepsilon^{b-\frac{1}{2}} \eta^2} F_1 \left[ \frac{1}{2}, b, \frac{3}{2}; -\frac{C_1 \delta^2}{\varepsilon} \right] = \frac{2\delta^{1-2b}}{(1 - 2b)\Gamma_1} + \frac{\Gamma(b - \frac{1}{2})}{\Gamma(b)} \sqrt{\frac{\pi}{C_1}} \varepsilon^{b-\frac{1}{2}} + \psi(\varepsilon) \] (B.9)

for $\psi(\varepsilon) = o(1)$ as $\varepsilon \to 0$. Since $1 - 2b > 0$,
\[ \int_{\hat{x}-\delta}^{\hat{x}+\delta} \frac{dx}{(\varepsilon + C_1(x - \hat{x})^2)^b} \sim \frac{\Gamma(b - \frac{1}{2})}{\Gamma(b)} \sqrt{\frac{\pi}{C_1}} \varepsilon^{b-\frac{1}{2}}. \] (B.10)

Setting $\varepsilon = m - \frac{1}{\lambda \tau}$ in (B.10), we obtain
\[ \int_{\hat{x}-\delta}^{\hat{x}+\delta} \frac{dx}{(1 - \lambda \tau h(x))^b} \sim C \] (B.11)
for $\tau_* - \tau > 0$ small. \qed
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