APPROXIMATION OF SCHRÖDINGER UNITARY GROUPS OF OPERATORS BY PARTICULAR PROJECTION METHODS

FREDY VIDES

Abstract. In this paper we work with the approximation of unitary groups of operators of the form $e^{-iHt}$ where $H \in \mathcal{L}(\mathcal{H})$ is the self-adjoint Hamiltonian of a given Hermitian quantum dynamical system modeled in the discretizable Hilbert space $\mathcal{H} = \mathcal{H}(G)$, to perform such approximations we implement some techniques from operator theory that we name particular projection methods by compatibility with quantum theory conventions. Once particular representations are defined we study the interrelation between some of them properties with the original operators that they mimic. In the end some estimates for numerical implementation are presented to verify the theoretical discussion.

1. Introduction

In this work we will focus our attention in the approximation of Schrödinger semigroups of operators that will be described in general by the set $\{U_t := e^{-iHt} : t \in \mathbb{R}\}$, whose elements clearly satisfy the semigroups conditions: (i) $U_0 = 1$, (ii) $U_t \circ U_s(\cdot) = U_{t+s}(\cdot)$ and (iii) $\lim_{h \to 0^+} U_h x = x, \forall x \in \mathcal{D} \subseteq \mathcal{H}(G)$, besides by theorem T.A.3 the condition (iv) $\|U_t u_0\| = \|u_0\|, t \in \mathbb{R}$, will be also satisfied when $H$ is self adjoint, which means that $U_t$ is unitary for any $t \in \mathbb{R}$. In the expression presented above the operator $H \in \mathcal{L}(\mathcal{H})$ is the Hamiltonian of a given quantum dynamical system whose abstract evolution equation is given by:

$$E\psi(t) = H\psi(t)$$

with $\psi(0) = \psi_0 \in \mathcal{H}$ and where $E \longrightarrow \frac{i}{\hbar}\partial_t$, here $H \in \mathcal{L}(\mathcal{H})$ will in general have the form $H = p^\dagger p + V(\cdot)$ with $p^\dagger \longrightarrow -\frac{i}{\hbar}\nabla + b$ and with $V \in C^{n-1}(B \subset \mathcal{H})$, for simplicity, in this work we will consider our scale such that $\hbar = 1$, also we will have that in some suitable sense the operator $H \in \mathcal{L}(\mathcal{H})$ will be restricted by some boundary conditions related to the media where a particular quantum dynamical system evolves.

In the following sections we will implement some operator theory techniques in the theoretical analysis of the approximation schemes of the Schrödinger semigroups and in the end some numerical implementations will be presented.
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2. Basics of Quantum Dynamical Systems

Quantum dynamical systems can be studied using several types of operators, in this work we will consider in general quantum dynamical systems that evolve in a particular discretizable space of states $\mathcal{H}(G)$, i.e., a separable reproducing kernel Hilbert Space with $G \subset \mathbb{R}^N$. A vector $\psi(t) \in \mathcal{H}(G)$ that satisfies (1.1) receives the name of wave function, the evolution of a given quantum system can be described using the wave function, the time evolution of the wave function can be computed using the corresponding Schrödinger semigroup related to a particular quantum dynamical system using the following expression

$$\psi(t) = e^{-iHt} \psi_0. \quad (2.1)$$

The vector $\psi(t) \in \mathcal{H}(G)$ can also be considered like a probability amplitude related to measurements concerning to the position of the particles in a quantum system modeled by an abstract Shrödinger evolution equation like (1.1). Usually we can express quantum evolution equations using the Dirac’s bracket notation, we usually have that the $ket$ operation $\langle \cdot \rangle : \mathcal{H} \to \mathcal{H}$, is defined explicitly by

$$\langle \phi \rangle := \phi, \phi \in \mathcal{H}, \quad (2.2)$$
on the other hand we have that the $bra$ operation $\langle \cdot | \cdot \rangle : \mathcal{H} \times \mathcal{H} \to \mathbb{C}$, is defined by

$$\langle \phi | \phi \rangle := \langle \phi | \phi \rangle, \phi \in \mathcal{H}, \quad (2.3)$$

it can be seen that the natural inner product of the space of states $\mathcal{H}$ can be expressed using the Dirac’s bracket notation in the form

$$\langle \xi, \phi \rangle = \langle \phi | \xi \rangle = \langle \phi | \xi \rangle, \xi, \phi \in \mathcal{H}, \quad (2.4)$$

for any quantum operator $A \in \mathcal{L}(\mathcal{H})$ and any pair $\xi, \phi \in \mathcal{H}$, the operation $\langle A \xi, \phi \rangle$ can be expressed explicitly by

$$\langle A \xi, \phi \rangle = \langle \phi | [A] \xi \rangle = \langle \phi | \xi \rangle, \xi, \phi \in \mathcal{H}. \quad (2.5)$$

The probability density for a specific time will be given by $|\psi(t)|^2 = \psi(t) \overline{\psi(t)}$, this statistical approach of the wave function, and the corresponding inner product of $\mathcal{H}(G)$ allows us to compute the expectation $\langle B \rangle_t \in \mathbb{R}$ of a given observable $B$, i.e. a quantum operator $B \in \mathcal{L}(\mathcal{H})$, using the following expression:

$$\langle B \rangle_t := \frac{\langle B \psi(t), \psi(t) \rangle_{\mathcal{H}(G)}}{\langle \psi(t), \psi(t) \rangle_{\mathcal{H}(G)}} \quad (2.6)$$

which in Dirac’s bracket notation is equivalent to

$$\langle B \rangle_t = \frac{\langle B \psi(t) | \psi(t) \rangle}{\langle \psi(t) | \psi(t) \rangle}. \quad (2.7)$$

For any two operators $A, B \in \mathcal{L}(\mathcal{H}(G))$ on discretizable quantum space of states $\mathcal{H}(G)$ we can define a commutator operation by

$$[A, B] := AB - BA \quad (2.8)$$

we will have that two operators $X, Y \in \mathcal{L}(\mathcal{H}(G))$ commute if, and only if $[X, Y] = 0$, when two operators commute we also say that they are compatible. In general the operation $[\cdot, \cdot] : \mathcal{L}(\mathcal{H}) \times \mathcal{L}(\mathcal{H}) \to \mathcal{H}$ defines an operator in $\mathcal{L}(\mathcal{H})$. If we obtain a normalized representation $|\Psi(t)\rangle := |\psi(t)\rangle / \|\psi(t)\|$ of the wave function $\psi(t) \in \mathcal{H}$, then (2.7) can be represented by

$$\langle B \rangle_t = \langle \Psi(t) | B | \Psi(t) \rangle. \quad (2.9)$$
Theorem 2.1. Constants of Motion. If a quantum operator \( A \in \mathcal{L}(\mathcal{H}) \) is constant in time and compatible with the Hamiltonian \( H \in \mathcal{L}(\mathcal{H}) \) in the Schrödinger picture, and if \( H \in \mathcal{L}(\mathcal{H}) \) is symmetric then \( \langle A \rangle_t \) defines a constant of motion.

**Proof.** Since \( H \in \mathcal{L}(\mathcal{H}) \) is symmetric, it can be seen that

\[
\frac{d}{dt} \langle A \rangle_t = i \langle \Psi(t) | HA | \Psi(t) \rangle - i \langle \Psi(t) | AH | \Psi(t) \rangle
\]

since we also have that \( A \) and \( H \) are compatible, then \( [H, A] = 0 \) and \( \frac{d}{dt} \langle A \rangle_t = 0 \), therefore \( \langle A \rangle_t \) is a constant of motion. \( \square \)

3. Particular Projection Methods

In this section we will describe the approximation techniques implemented for spatial discretization of the operators related to the dynamics and physical measurements of the quantum systems described here.

3.1. Particular Projection in \( \mathcal{H}(G) \). In this section and some other below we will work with the spatial discretization of operators that are present in a quantum dynamical system in Schrödinger picture. When we want to build a discretization of a given spatial operator we first need to define a grid, which is set \( G \). We will work with the spatial discretization of operators that are present in a quantum dynamical system in Schrödinger picture. When we want to build a discretization of a given spatial operator we first need to define a grid, which is set \( G \). Once we have defined a grid \( G_{m,h} \subset G \) on the media where a quantum dynamical system evolves, we can define a particular projection \( P_S \in \mathcal{L}(\mathcal{H}(G), \mathcal{H}_S(G)) \) for \( \mathcal{H}_S \subset \mathcal{H} \), with respect to this grid, which is a projection that can be factored in the form \( P_S = p_S p_S^{\dagger} \), where \( p_S \in \mathcal{L}(\mathcal{H}_S', \mathcal{H}_S) \) and \( p_S^{\dagger} \in \mathcal{L}(\mathcal{H}, \mathcal{H}_S') \) are particular summation and decomposition operators respectively. A particular decomposition operator \( p_S^{\dagger} \in \mathcal{L}(\mathcal{H}(G), \mathcal{H}_S(G)) \) is related to a given grid \( G_{m,h} \subset G \) through the following explicit definition

\[
p_S^{\dagger} v := \{ c_k(v, G_{m,h}) \} \in \mathbb{C}^{N_{m,h}}, v \in \mathcal{H}(G)
\]  

(3.1)

the particular summation operator is related to a given set \( \mathcal{H}(G) \supset B \supset B_m := b_k \) that is a subset of a particular basis \( B \subset \mathcal{H}(G) \), whose elements are compatible in some suitable sense with boundary conditions of wave functions in the physical media, and that satisfies \( |B_m| = |G_{m,h}| \), through the following expression

\[
p_S x := \sum_k x_k b_k, x = \{ x_k \} \in \mathbb{C}^{N_{m,h}}
\]  

(3.2)

the functionals \( c_k(\cdot, G_{m,h}) \) used for the definition of particular decomposition operators are considered in general to satisfy that for any \( b \in B_m, p_S p_S^{\dagger} b = b \), sometimes we also impose the condition \( c_k(b_j, G_{m,h}) = \alpha_j b_k, j \), with \( \delta_{i,j} \) the Kronecker delta, the above condition is called pseudo-orthogonality or pseudo-orthonormality when \( \alpha_j = 1, \forall j \). For a given particular projection \( P_S \in \mathcal{L}(\mathcal{H}, \mathcal{H}_S) \) we say that it has approximation order \( \nu_m \), where \( \nu_m \) is a number that depends in some sense on the grid parameter \( m \), if we have that for any \( v \in \mathcal{H}(G) \) the projection satisfies the relation

\[
\| P_S v - v \| \leq c_v h^{\nu_m}
\]  

(3.3)
with respect a prescribed norm $||\cdot||$ in $\mathcal{H}(G)$ and where $h$ is the mesh size of the prescribed grid. Sometimes we represent a paricular projection $P_S \in \mathcal{L}(\mathcal{H}, \mathcal{H}_S)$ in an alternative form given by $P_{m,h}$ where $m$ and $h$ are the grid parameter and mesh size respectively.

### 3.2. Inner Product Matrices.

For a given discretizable Hilbert space $\mathcal{H}(G)$ whose inner product is induced by the inner product map $M : \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{C}$ in the form

$$\langle u, v \rangle_{\mathcal{H}} := M[u](v) \quad (3.4)$$

we can obtain a discrete representation $M_S$ of the inner product map $M$ with respect to a particular projection $P_S \in \mathcal{L}(\mathcal{H}, \mathcal{H}_S)$, through the follwing explicit definition

$$(\cdot)^* M_S[\cdot] := M[p_S \cdot](p_S \cdot) \quad (3.5)$$

the matrix $M_S$ receives the name of inner product matrix. The following result was proved in [14].

**Theorem 3.1.** Every inner product matrix is symmetric positive definite.

If for any $u, v \in \mathcal{H}$ we take $u := p_S^\dagger u$ and $v := p_S^\dagger v$, it can be seen that we can express the operation $\langle P_S u, P_S v \rangle$ using the inner product matrix in the following way

$$\langle P_S u, P_S v \rangle := M[p_S p_S^\dagger u](p_S p_S^\dagger v) = v^* M_S u \quad (3.6)$$

since $M_S$ is symmetric positive definite, and if we denote by $W_S$ the formal square root of $M_S$, we can obtain an alternative expression for the above operation that will be given by

$$\langle P_S u, P_S v \rangle = (W_S v)^* (W_S u) = \langle W_S u, W_S v \rangle_2 \quad (3.7)$$

where $\langle \cdot, \cdot \rangle_2$ is the complex euclidian inner product. In a similar way one can express the operation $\|P_S u\|$, where $||\cdot||$ is the norm induced by $\langle \cdot, \cdot \rangle$ in $\mathcal{H}$ through the following relations

$$\|P_S u\| := (\langle P_S u, P_S u \rangle)^{1/2} = (\langle W_S u, W_S u \rangle_2)^{1/2} = \|W_S u\|_2. \quad (3.8)$$

We can express kets and bras in a discrete frame with respect to a particular projection $P_S \in \mathcal{L}(\mathcal{H})$, using the rules

$$|\psi\rangle \xrightarrow{P_S^\dagger} |\Psi\rangle := \Psi \quad (3.9)$$

$$\langle \psi| \xrightarrow{(p_S^\dagger)^*} \langle \Psi| := \Psi^* M \quad (3.10)$$

for ket and bra operations respectively.

### 3.3. Particular Representation of operators.

We can obtain discrete representations of operators in $\mathcal{L}(\mathcal{H}, \mathcal{H}')$ for $\mathcal{H}, \mathcal{H}'$ discretizable Hilbert spaces, with respect to particular projections $P_S \in \mathcal{L}(\mathcal{H})$ and $Q_V \in \mathcal{L}(\mathcal{H}')$, the corresponding discretization will receive the name of particular representation, for any given $A \in \mathcal{L}(\mathcal{H}, \mathcal{H}')$ we denote its particular representation with respect to $P_S$ and $Q_V$ by $A \in \mathbb{C}^{N_V \times N_S}$ and we define it explicitly in the following way

$$A := q_V^\dagger A p_S \quad (3.11)$$
A particular representation \( \mathbb{A} \in \mathbb{C}^{N_V \times N_S} \) is said to have approximation order \( \mu_m \), with \( \mu_m \) a number that depends on a given grid parameter \( m \) related to the particular projections, if it satisfies the relation
\[
\| Q_V AP_S u - Q_V Au \| = \left\| \mathcal{W}_V (\mathbb{A} u - q_V^1 Au) \right\|_2 \leq c_u h^{\mu_m}
\]
with respect to a prescribed norm \( \| \cdot \| \) in \( \mathcal{H}' \), where \( h \) is the mesh size of the prescribed grid, an alternative expression for this property can be obtained when \( \mathcal{H} = \mathcal{H}' \) and \( P_S = Q_V \), taking \( c_A := \sup_u c_u \), for \( c_u \) in the above equation, and then writing:
\[
\| [P_S, A] \| \leq c_A h^{\mu_m}
\]
when \( h \to 0^+ \) we say that the pair \( P_S, A \in \mathcal{L}(\mathcal{H}) \) almost commute.

**Remark 3.1.** It is important to note that for any given \( B \in \mathcal{L}(\mathcal{H}) \) and any particular projector \( P_S \in \mathcal{L}(\mathcal{H}, \mathcal{H}_S) \), we will have that \( P_S \phi = \phi, \forall \phi \in \mathcal{H}_S := P_S \mathcal{H} \) and \( B \phi = P_S B \phi, \forall \phi \in \mathcal{H}_S \).

### 3.4. Exactly Factorizable Operators

Given two Hilbert spaces \( X, Y \), an operator \( A : X \to X \) is said to exactly factorizable, if it can be written in the form \( A := BC \), with \( C : X \to Y \) and \( B : Y \to X \), in this article we will focus our attention on exactly factorizable operators of the form \( A := BC \), with \( B^! := \alpha C \), for \( \alpha = \pm 1 \in \mathbb{R} \setminus \{0\} \), these conditions imply that
\[
\langle Au, v \rangle_X = \langle Cu, B^! v \rangle_Y = \alpha \langle Cu, Cv \rangle_Y
\]
which permits us to obtain the following relation
\[
\langle Au, v \rangle_X = \alpha \langle Cu, Cv \rangle_Y = \langle u, \alpha C^! Cv \rangle_Y = \langle u, B \alpha Cv \rangle_X = \langle u, Av \rangle_X
\]
which implies that exactly factorizable operators of this type are self-adjoint. Now if we take two finite rank particular projections \( P_S \in \mathcal{L}(X, X_S) \) and \( Q_V \in \mathcal{L}(Y, Y_S) \), and if we define the particular representations \( \mathbb{A} := p_S^1 B p_S, \ \mathbb{B} := p_S^1 B q_V \) and \( \mathbb{C} := q_V^1 C p_S \) for \( A, B \) and \( C \) respectively, we can first note that
\[
V^* M_V C U = \langle CU, V \rangle_Y = \langle U, C^! V \rangle_S = V^* (C^!)^* M_S U
\]
which implies that \( C^! := M_S^{-1} C^* M_V \), then from the definition of particular projections we can obtain the following relations
\[
V^* M_S \mathbb{A} U = \langle \mathbb{A} U, V \rangle_S = \alpha \langle CU, CV \rangle_Y
\]
\[
= \alpha \langle CV \rangle_Y^* M_V C U \quad (3.19)
\]
\[
= \alpha \langle CV \rangle_Y^* M_V C U
\]
\[
= V^* C^* M_V [\alpha C] U. \quad (3.20)
\]

The above expressions permit us to represent \( \mathbb{A} \) by \( \mathbb{A} := M_S^{-1} C^* M_V [\alpha C] = \alpha C^! [\alpha C] \), and from this we will have that the particular representation of \( A \) preserves self-adjointness and operator sign (positive/negative) according to \( \alpha \in \mathbb{R} \setminus \{0\} \).
4. Discrete Time Integration and Matrix Schrödinger Unitary Groups

As we discussed in §1, we will consider that the Hamiltonians $H \in \mathcal{L}(\mathcal{H}(G))$ in Schrödinger models like (1.1), have the form

$$H_0 := p^\dagger p$$

and with $p \in \mathcal{L}(\mathcal{H}, \mathcal{H}')$ and $p^\dagger \in \mathcal{L}(\mathcal{H}', \mathcal{H})$, we will consider that $V \in C^{\alpha=1}(D)$,

$D \subseteq \mathcal{H} \cap \mathcal{H}'$. The abstract initial value problem

$$\begin{cases}
|\psi'(t)\rangle = -iH_0 |\psi(t)\rangle - iV(|\psi(t)\rangle) \\
|\psi(0)\rangle = |\psi_0\rangle
\end{cases}$$

derived from (1.1), can be rewritten introducing the integrating factor $e^{itH_0}$, in the form

$$|\psi(t)\rangle = e^{-itH_0} |\psi_0\rangle + \int_0^t e^{i(s-t)H_0} V(|\psi(t)\rangle) ds$$

it can be seen that $H_0$ is exactly factorizable, hence, self-adjoint and by theorem T.A.3 we will have that $e^{\pm itH_0}, t \in \mathbb{R}$ will be unitary, since we also have that $V \in C^{\alpha=1}(D)$, we can derive the following result.

**Theorem 4.1.** The operator $U \in \mathcal{B}(D)$ defined by

$$U(\phi) := e^{-itH_0} |\psi_0\rangle + \int_0^t e^{i(s-t)H_0} V(|\phi(t)\rangle) ds$$

is a strict contraction with respect to the norm $\| \cdot \|_{C([-T,T], D(G))}$ defined by

$$\|\xi\|_{C([-T,T], D(G))} := \sup_{t \in [-T,T]} \|\xi\|_{D(G)}; \xi \in D(G).$$

when $T < 1/c_V$.

**Proof.** Since for any $t \in \mathbb{R}$ $e^{\pm itH_0}$ is unitary and since $V \in C^{\alpha=1}(D)$ we will have that

$$\|U(\phi) - U(\omega)\|_{C([-T,T], D(G))} =$$

$$\left\| \int_0^t e^{i(s-t)H_0} [V(|\phi(t)\rangle) - V(|\omega(t)\rangle)] ds \right\|_{C([-T,T], D(G))} \leq$$

$$c_V \|\phi(t)\rangle - |\omega(t)\rangle\|_{C([-T,T], D(G))} \int_0^t ds \leq$$

$$c_V T \|\phi(t)\rangle - |\omega(t)\rangle\|_{C([-T,T], D(G))}$$

taking $T < 1/c_V$ the result follows. \qed

**Corollary 4.1.** There exists a unique solution for (4.2) in a time interval $[-T,T]$ $\subseteq \mathbb{R}$, where $T \in \mathbb{R}^+$ satisfies the restriction presented in the theorem above.

**Proof.** Follows from T.A.1 \qed
4.1. Matrix Schrödinger Unitary Groups. If we consider that the space of states is discretizable, then we can compute a particular representation $\mathbb{H}_0$ of $H_0$, of approximation order $\nu_0$, that is exactly factorizable since $H_0$ can be exactly factored, hence self adjoint, and will be the generator of a matrix unitary group 
$\{U := e^{-it\mathbb{H}_0}\}$. It can be seen that the successive approximation method can be performed in two stages in order to compute an approximate discrete solution to (4.2) in time and space. First we can obtain a generic representation of the approximate expression of particular elements of the discrete Schrödinger semigroup 
$\{U_k := e^{-ikh\mathbb{H}_0}, h \in \mathbb{R}^+, k \in \mathbb{Z}\}$, this can be done using a Picard type method in the following way. We start with the problem

$$i\psi'(t) = H_0 \psi(t)$$

with $|\psi(0)\rangle = |\psi_0\rangle$, using the successive approximation method with approximation operator defined explicitly by

$$T|\psi(t)\rangle := |\psi_0\rangle + \int_0^t \mathbb{H}_0 |\psi(t)\rangle$$

we can obtain the approximatin sequence defined in D A.2 explicitly given by

$$|\psi_n(h)\rangle := U|\psi_0\rangle = \sum_{k=0}^n \frac{1}{k!} (-i\tau\mathbb{H}_0)^k |\psi_0\rangle$$

where $\tau \in \mathbb{R}^+$ satisfies the Picard’s restriction $\tau < \|W_0\mathbb{H}_0 W_0^{-1}\|_2^{-1}$. It can be seen that for these types of initial value problems the succesive approximation method produces a solution that coincides with the Taylor expansion of the exponential matrix $e^{-i\tau\mathbb{H}_0}$, we can take advantage of this using the Padé approximant of $e^{-i\tau\mathbb{H}_0}$ in the interval $[0, \tau] \subset \mathbb{R}$ for $\tau \in \mathbb{R}^+$ a basic time step, denoted by $U \in M_{N_{m,n}}(\mathbb{C})$ and defined by $U := R_{pp}(-i\tau\mathbb{H}_0), p := \lfloor n/2 \rfloor$ where $R_{pp}(-i\tau\mathbb{H}_0)$ is defined by:

$$R_{pp}(-i\tau\mathbb{H}_0) := D_{pp}(-i\tau\mathbb{H}_0)^{-1} N_{pp}(-i\tau\mathbb{H}_0)$$

with

$$N_{pq}(-i\tau\mathbb{H}_0) := \sum_{j=0}^p \frac{(p+q-j)!p!}{(p+q)!j!(p-j)!} (-i\tau\mathbb{H}_0)$$

$$D_{pq}(-i\tau\mathbb{H}_0) := \sum_{j=0}^q \frac{(p+q-j)!q!}{(p+q)!j!(q-j)!} (i\tau\mathbb{H}_0)$$

It can be seen that taking $S := N_{pp}(-i\tau\mathbb{H}_0)$, we will have that $D_{pp}(-i\tau\mathbb{H}_0) = S^\dagger$, and if we take $S^+ := (S^\dagger)^{-1}$, then we can express (4.9) in the form

$$U = S^+ S$$

From the relation of (4.10) with the Taylor expansion and succesive approximation of $e^{-i\tau\mathbb{H}_0}$ and the Picard’s restrciton for $\tau = h_\tau \|\mathbb{H}_0\|_{\mathbb{H}}^{-1} < \|\mathbb{H}_0\|_{\mathbb{H}}^{-1}$, with $0 < h_\tau < 1$ in (4.8), we can obtain the following estimate

**Lemma 4.1.** $\|e^{-i\tau\mathbb{H}_0} - U\|_2 \leq \left| \frac{1}{(2p+1)h_\tau} - c_{p,2p+1} \right| h_\tau^{2p+1}$
Proof.

\[
\left\| e^{-it\mathbb{H}_0} - U \right\|_2 \leq \left\| \sum_{k=2p+1}^{\infty} \frac{1}{k!} - c_{p,k} \right\|_2 \left\| (-i\tau \mathbb{H}_0)^k \right\|_2 \leq \frac{1}{(2p+1)!} - c_{p,2p+1} \left\| - \tau \left\| \mathbb{H}_0 \right\|^{2p+1} \right\|
\]

Now if we want to compute the approximation of \( e^{-it\mathbb{H}_0} \) corresponding to the interval \([0,t] \subset \mathbb{R} \), with \( t := m\tau, m \in \mathbb{Z}^+ \), we will have that \( e^{-it\mathbb{H}_0} = (e^{-i\tau\mathbb{H}_0})^m \) becomes approximated by \( U_m \), giving this an explicit definition for the discrete unitary group \( \{ U_k := U^k, k \in \mathbb{Z}^+ \} \). Since \( \mathbb{H}_0 \) will be considered in general self adjoint, i.e., \( \mathbb{H}_0^* = \mathbb{H}_0 \), we will have that \( \mathbb{H}_0 \) is normal, hence can be factored in the form \( \mathbb{H}_0 = V \Lambda_0^* \Lambda_0 \), and taking \( \Lambda_0 := R_{pp}(-i\tau \mathbb{D}_0) \) we obtain

\[
U = S^* S
\]

\[
= \mathbb{V} \Lambda_0^* \Lambda_0 \mathbb{V}^*
\]

\[
= \mathbb{V} \Lambda_0^+ \Lambda_0 \mathbb{V}^*
\]

\[
= \mathbb{V} \mathbb{V}^*
\]

\[
= I
\]

\[
\left\| \hat{U} \right\| = 1
\]

\[
\hat{U} := \mathbb{V} \mathbb{W}_0^{-1} \mathbb{W}_0^* \mathbb{W}_0 \mathbb{W}_0^{-1} \mathbb{U} \mathbb{W}_0^{-1} \mathbb{U} \mathbb{W}_0 \mathbb{W}_0^{-1} \mathbb{U} \mathbb{W}_0 \mathbb{W}_0^{-1} \mathbb{U} \mathbb{W}_0
\]

which implies the following result.

\textbf{Lemma 4.2.} \( U^* U = 1 \).

Proof.

\[
U^* U = \mathbb{V} \Lambda_0^* \Lambda_0^{-1} \mathbb{V}^* \mathbb{V} \Lambda_0^+ \Lambda_0 \mathbb{V}^*
\]

\[
= \mathbb{V} \Lambda_0^* \Lambda_0^{-1} \Lambda_0^+ \Lambda_0 \mathbb{V}^*
\]

\[
= \mathbb{V} \Lambda_0^+ \Lambda_0^{-1} \Lambda_0 \mathbb{V}^*
\]

\[
= \mathbb{V} \mathbb{V}^*
\]

\[
= 1
\]
the discrete Schrödinger unitary group relative to \( H_0 \), will have the form \( \{ \hat{U}_k := \hat{U}^k(\cdot), k \in \mathbb{Z}^+ \} \), which is consistent with the normalization presented at [2]. It can be seen that

\[
\hat{U}^\dagger \hat{U} = 1 = \hat{U} \hat{U}^\dagger
\]

(4.31)

and this implies that the discrete time reversal Schrödinger unitary group will be given by \( \{ U_{-k} := (\hat{U}^\dagger)^k(\cdot), k \in \mathbb{Z}^+ \} \) and will be coherent with the local time reversibility of Schrödinger unitary groups. From lemma L.4.1 we can obtain the following.

**Lemma 4.3.** \[ \left\| e^{-\im \tau H_0} - \hat{U}^{\im \tau} \right\| \leq \frac{m^{2p+1}}{(2p+1)!} h^{2p+1}. \]

**Proof.** If we denote by \( c_{p,k} \) the multinomial Padé coefficients, then we get

\[
\left\| e^{-\im \tau H_0} - \hat{U}^{\im \tau} \right\| = \left\| \sum_{k=0}^{\infty} \frac{(-\im \tau H_0)^k}{k!} - \sum_{k=0}^{\infty} c_{p,k} (-\im \tau H_0)^k \right\| \leq \left\| \sum_{k=2p+1}^{\infty} \frac{m^k}{k!} - c_{p,k} (-\im \tau H_0)^k \right\| \leq \frac{m^{2p+1}}{(2p+1)!} - c_{p,2p+1} \leq \tau^{2p+1} \| H_0 \|^{2p+1} \leq \frac{m^{2p+1}}{(2p+1)!} h^{2p+1}. \]

(4.34)

(4.35)

\[ \square \]

If for a given self-adjoint operator \( H_1 \in \mathcal{L}(\mathcal{H}) \) we compute its representation with respect to a particular projection \( P_S \) denoted by \( \mathbb{H}_1 \), then we can obtain the following convergence result.

**Lemma 4.4.** \[ \left\| e^{-\im \tau H_1} - \hat{U}^{\im \tau} \right\| \leq c_1 h^{2p+1} + c_2 h^{2p+1}. \]

**Proof.** By the properties of particular projections we get that

\[
\left\| e^{-\im \tau H_1} - \hat{U}^{\im \tau} \right\| \leq \left\| e^{-\im \tau H_1} - e^{-\im \tau H_0} \right\| + \left\| e^{-\im \tau H_0} - \hat{U}^{\im \tau} \right\| \leq c_1 h^{2p+1} + \frac{m^{2p+1}}{(2p+1)!} h^{2p+1} \]

(4.36)

(4.37)

and taking \( c_1 := c_{H_1} \) and \( c_2 := \frac{m^{2p+1}}{(2p+1)!} \) the result follows. \[ \square \]

Now if for a particular representation \( \mathbb{H}_0 \) of \( H_0 \) we denote by \( \{ \hat{U}_k, k \in \mathbb{Z}^+ \} \) and by \( \{ \hat{U}_{-k}, k \in \mathbb{Z}^+ \} \) the direct and reverse Schrödinger semigroups respectively, we can obtain a fully discrete representation for \( 4.4 \) in the form

\[
\hat{S}_k(\cdot) := \hat{U}_k(t) \Phi_0 + \sum_{j=0}^{k} w_j^k(\tau) \hat{U}_{k-j}(\cdot) V(\cdot)
\]

(4.38)

in this expression \( \{ w_j^k(\tau) \} \) are chosen such that the integration in time is exact for the polynomial structure of the Taylor similar part of \( \hat{U} \), which allows \( \hat{S}_k \) to mimic the operator defined in [42]. Using the properties of particular projection methods we can derive the following discrete results.
Proof. First it is important to note, that since the quadrature rule defined by the sequence \( \{w_j^k(\tau)\} \) is exact for the polynomial structure of \( \hat{U} \) and if we take \( \Psi_j := \Psi(j\tau/k) \) for any given function \( \Psi \in C([-\tau, \tau], \mathcal{H}(G)) \), we will have that
\[
\| \hat{S}_k(\Phi(t)) - \hat{S}_k(\Upsilon(t)) \|_\mathcal{H} = \left\| \sum_{j=0}^{k} w_j^k(\tau) \hat{U}_{k-j}(V(\Phi^j) - V(\Upsilon^j)) \right\|_\mathcal{H} \\
\leq \sum_{j=0}^{k} w_j^k(\tau) \left\| \hat{U}_{k-j} \right\|_\mathcal{H} \left\| V(\Phi^j) - V(\Upsilon^j) \right\|_\mathcal{H} \\
\leq \sum_{j=0}^{k} w_j^k(\tau) c_V \left\| \Phi^j - \Upsilon^j \right\|_\mathcal{H}
\]

the last relation implies that
\[
\left\| \hat{S}_k(\Phi(t)) - \hat{S}_k(\Upsilon(t)) \right\|_{C([-\tau, \tau], \mathcal{H}(G))} = \sup_{t \in [-\tau, \tau]} \left\| \hat{S}_k(\Phi(t)) - \hat{S}_k(\Upsilon(t)) \right\|_\mathcal{H} \\
\leq \left( \sum_{j=0}^{k} w_j^k(\tau) \right) c_V \sup_j \left\| \Phi^j - \Upsilon^j \right\|_\mathcal{H} \\
\leq c_V \tau \left\| \Phi - \Upsilon \right\|_{C([-\tau, \tau], \mathcal{H}(G))}
\]

and taking \( \tau < 1/c_V \) the result follows. \( \square \)

Corollary 4.2. The semidiscrete Schrödinger initial value problem
\[
\begin{align*}
\{i \Psi'(t) & = H \Psi(t) + V(\Psi(t)) \\
\Psi(0) & = \Psi_0
\end{align*}
\]
has a unique solution determined by \( |\Psi_0| \) on an interval \([-\tau, \tau]\) for \( \tau < 1/c_V \).

Proof. Follows from Theorem 4.1. \( \square \)

Lemma 4.5. A solution \( |\Psi(t)| \) to (4.39) satisfy the following estimate with respect to the its approximating sequence
\[
\left\| |\Psi(t)| - |\Psi_n(t)| \right\|_{C([-\tau, \tau], \mathcal{H}(G))} \leq (c_V \tau)^n (2 \left\| |\Psi_0| \right\|_{C([-\tau, \tau], \mathcal{H}(G))} + M_V \tau) \tag{4.40}
\]
where \( M_V := \sup_x \|V(x)\|_\mathcal{H} \).

Proof. It can be seen that
\[
\left\| |\Psi_1(\tau)| - |\Psi_0(\tau)| \right\|_\mathcal{H} = \left\| \hat{S}(|\Psi_0|) - |\Psi_0| \right\|_\mathcal{H} \tag{4.41}
\]
\[
\leq \left\| \hat{U}_k |\Psi_0| + \sum_{j=0}^{k} w_j(k) \hat{U}_{k-j} V(|\Psi_0|) - |\Psi_0| \right\|_\mathcal{H} \tag{4.42}
\]
\[
\leq 2 \left\| |\Psi_0| \right\|_\mathcal{H} + \sum_{j=0}^{k} w_j(k) \left\| \hat{U}_{k-j} \right\|_\mathcal{H} \left\| V(|\Psi_0|) \right\|_\mathcal{H} \tag{4.43}
\]
\[
\leq 2 \left\| |\Psi_0| \right\|_\mathcal{H} + \tau \left\| V(|\Psi_0|) \right\|_\mathcal{H} \tag{4.44}
\]
also it can be seen that $\sup_{\tau} \| |\Psi_1(\tau)\rangle - |\Psi_0(\tau)\rangle \|_{H} \leq 2 \| |\Psi_0\rangle \|_{C([-\tau,\tau],[D(G)])} + M \tau$, replacing above expressions in $R[1,1]$ and taking $\tau < 1/c_V$ and $K = c_V \tau$ the result follows.

**Theorem 4.3.** If we denote by $|\psi(t)\rangle \in \mathcal{H}$ and by $|\Psi_n(t)\rangle \in \mathbb{H}$ the exact solution to (4.12) and the n-th time approximating solution to (4.39) respectively and if we have that particular representations of quantum operators in $\mathbb{H}$ have approximation order $\nu_m$. Then we will have that $|\psi(t)\rangle \in \mathcal{H}$ and $|\Psi_n(t)\rangle \in \mathbb{H}$ satisfy the following estimate

$$
\| |\Psi(t)\rangle - |\Psi_n(t)\rangle \|_{C([-\tau,\tau],[D(G)])} \leq c_{\psi} h^\nu_m + \frac{(c_V \tau)^n}{1 - (c_V \tau)}(2 \| |\Psi_0\rangle \|_{C([-\tau,\tau],[D(G)])} + M \tau)
$$

(4.45)

**Proof.** If we denote by $|\Psi(t)\rangle \in \mathbb{H}$ the exact solution to (4.12), then we will have that, since particular representations of quantum operators in $\mathbb{H}$ have approximation order $\nu_m$, we will have that $\| |\psi(t)\rangle - |\Psi(t)\rangle \|_{\mathbb{H}} \leq C_\psi(t) h^\nu_m$, $\forall t \in [-\tau,\tau], 0 < \tau < \infty$, taking $c_{\psi} := \sup_{t} C_\psi(t)$, we will obtain the relation $\| |\psi(t)\rangle - |\Psi(t)\rangle \|_{C([-\tau,\tau],[D(G)])} \leq c_{\psi} h^\nu_m$. Hence

$$
\| |\psi(t)\rangle - |\Psi_n(t)\rangle \|_{C([-\tau,\tau],[D(G)])} \leq \| |\psi(t)\rangle - |\Psi(t)\rangle \|_{C([-\tau,\tau],[D(G)])} + \| |\Psi(t)\rangle - |\Psi_n(t)\rangle \|_{C([-\tau,\tau],[D(G)])}
$$

$$
\leq c_{\psi} h^\nu_m + \frac{(c_V \tau)^n}{1 - (c_V \tau)}(2 \| |\Psi_0\rangle \|_{C([-\tau,\tau],[D(G)])} + M \tau).
$$

which provides the desired result. \hfill \Box

**Remark 4.1.** Remark $R[4,1]$ implies that for any two compatible operators $A, B \in \mathcal{L}(\mathcal{H})$ we will have that

$$
0 = P_S 0 P_S = P_S [A, B] P_S = P_S (AB - BA) P_S = P_S AB P_S - P_S B A P_S = P_S A P_S B P_S - P_S B P_S A P_S = P_S A P_S A P_S - P_S B P_S A P_S = A_S B_S - B_S A_S = [A_S, B_S].
$$

(4.56)

**Corollary 4.3.** Discrete constants of motion. A particular projection $\mathbb{H} \in \mathcal{L}(\mathbb{H})$ of an operator $A \in \mathcal{L}(\mathcal{H})$ that is compatible with $H_0 \in \mathcal{L}(\mathcal{H})$ defines a constant of motion $\{\mathbb{H}, i \partial_t \}|\Psi(t)\rangle = \mathbb{H}_0 |\Psi(t)\rangle$ for the system modeled by:

$$
\begin{cases}
    i \partial_t |\Psi(t)\rangle = \mathbb{H}_0 |\Psi(t)\rangle \\
    |\Psi(0)\rangle = \Psi_0
\end{cases}
$$

(4.53)

where $\mathbb{H}_0 := p_S^\dagger H_0 p_S$ and $\mathbb{H}_0 := p_S^\dagger H_0 p_S$.

**Proof.** From $R[4,1]$ we get that $[A, \mathbb{H}_0] = \mathbb{H}_0$, then the result follows from $T[2,1]$. \hfill \Box

**Remark 4.2.** It is important to observe that $[A_{m,h}, B_{m,h}] = \mathbb{H}, \forall h \in \mathbb{R}^+$, then we will have that $[A, B] = 0$, with $A := \lim_{h \to 0^+} A_{m,h}$ and $B := \lim_{h \to 0^+} B_{m,h}$.
5. Examples

In this section we will present some examples of particular implementation of approximation schemes and some related estimates.

Example 5.1. Quantum Harmonic Oscillator. Given a quantum system on a square box \( G = [0, L] \times [0, L] \), \( L < \infty \) whose time evolution is described by a quantum harmonic oscillator equation that has the form

\[
\frac{\partial}{\partial t} |\psi(t)\rangle := \Delta_2 |\psi(t)\rangle + (x^2 + y^2) |\psi(t)\rangle
\]

with \( \psi(0) = \psi_0 \in \mathcal{S}(G) \subset \mathcal{H}(G) \) and if the model is restricted to physical conditions that prevent any representative particle to be located on the boundary, i.e., \( \|\psi(t)\|^2 = 0 \), \( x \in \partial G, t \in \mathbb{R} \). Physical restrictions imply null Dirichlet boundary conditions for (5.1). If we take \( H_0 := \Delta_2 := \nabla \cdot \nabla = p^2 \), wich is clearly exactly factorizable, and if we take its particular projection to \( \mathbb{H} \) a spectral element space of first order, then we can express (5.1) in the form

\[
\frac{d}{dt} |\Psi(t)\rangle := \mathcal{M}^{-1} \mathcal{P}^* \mathcal{P} |\Psi(t)\rangle + (x^2 + y^2) |\Psi(t)\rangle
\]

with \( |\Psi(0)\rangle = \Psi_0 \). It can be seen that \( V(\cdot) \in C^{n=1}(\mathcal{D}(G) \subset \mathcal{H}(G)) \) is linear and that \( c_V := 2L^2 \). Using Cea’s lemma and a procedure similar to the followed in Chapter VII §5 in [3], it can be seen that the particular representation in (5.2) has approximation order \( v_n = 2 \). Also from (5.2) we can observe that \( \mathbb{H}_1 := \mathbb{H}_0 + \mathbb{X}^2 + \mathbb{Y}^2 \) is self-adjoint, hence \( i\mathbb{H}_1 \) is conservative and \( e^{\pm it\mathbb{H}_1} \) will be unitary with respecto to \( \|\cdot\|_{\mathbb{H}} \). If we take \( \hat{U} \) to be given by the Crank-Nicholson approximation \( \hat{U} := (1 + i\tau\mathbb{H}_1)^{-1}(1 - i\tau\mathbb{H}_1) \) wich is clearly a Padé approximant of \( e^{-it\mathbb{H}_1} \) and if we replace this approximation in (4.38), since all the conditions are satisfied, then by C.4.2 and L.4.4 we will have that there exists an approximate solution \( |\Psi_1(t)\rangle \) to (5.2) that converges to the exact solution to (5.1) according to the estimate

\[
\|\|\psi(t)\| - |\Psi_1(t)\|\| \leq c_\psi h^2 + \frac{m^3}{6} h^3 \tau
\]

where \( h \in \mathbb{R}^+ \) is the mesh size of the particular grid \( G_{1,h} \subset G \) implemented. It is also important to note that if we denote the energy expectation evolution by \( \langle E \rangle_t \) and its discrete representation by \( \langle E \rangle_n \) then it can be seen that

\[
\delta_\tau \langle E \rangle_n = \frac{1}{\tau} \langle E \rangle_{n+1} - \langle E \rangle_n
\]

with \( \delta_0 \langle E \rangle_n = i (\langle \hat{U}^n \Psi_0 | \mathbb{H}_1 | \hat{U}^n \Psi_0 \rangle - \langle \hat{U}^n \Psi_0 | \mathbb{H}_1 | \hat{U}^n \Psi_0 \rangle)\)

\[
= \frac{1}{\tau} (\langle \hat{U}^n \Psi_0 | \mathbb{H}_1 | \hat{U}^{n+1} \Psi_0 \rangle - \langle \hat{U}^n \Psi_0 | \mathbb{H}_1 | \hat{U}^n \Psi_0 \rangle)
\]

\[
= \langle \hat{U}_{t} \hat{U} \Psi_0 | \mathbb{H}_1 | \hat{U}^n \Psi_0 \rangle
\]

now it can be seen that the total variation for \( \tau = 0 \) gives

\[
\delta_0 \langle E \rangle_n = i \langle \hat{U}^n \Psi_0 | \mathbb{H}_1 | \hat{U}^n \Psi_0 \rangle = 0
\]

wich means that \( \delta_0 \) kills \( \langle E \rangle_n, \forall n \), i.e., \( \langle E \rangle_n \) is a discrete constant of motion.
Example 5.2. Nonlinear Schrödinger Equation. For quantum dynamical systems described by a nonlinear Schrödinger equation of the form

\[ i\frac{\partial}{\partial t}\lvert \psi(t) \rvert = \Delta_2 \lvert \psi(t) \rvert + \alpha \lvert \psi(t) \rvert^n \lvert \psi(t) \rvert \]  

(5.8)

with \( \lvert \psi(0) \rvert := \lvert \psi_0 \rvert \), \( 2 \leq n \in \mathbb{Z}^+ \) and \( \alpha \in \mathbb{C} \). If we have that the quantum dynamical systems in this example evolve in the same media described in example I and have the same physical localization restrictions for its representative particles. Then the only condition that we need to check is the locally Lipschitz condition of \( V(X) := \alpha \lvert X \rvert^n X \), so we will need to restrict our attention to functions on a set \( S(G) \subset \mathcal{H} \) that is characterized by \( S(G) := \{ \phi \in \mathcal{H}(G) : \| \phi \| \leq r, \mathbb{R}^+ \ni r < \infty \} \), now, since \( \| X^n X - Y^n Y \| \leq C_n (\| X^n + |Y|^n \| X - Y) \), where \( C_n > 0 \) is a value that depends on \( n \), we will have that \( c_V := 2|\alpha|C_n r^n \) is the Lipschitz constant of \( V(\cdot) \) with respect to \( \| \cdot \|_{\mathcal{H}(G)} \). If we use the same spatial particular projection than in the first example rewriting (5.8) in the form

\[ i\frac{d}{dt}\lvert \Psi(t) \rvert := \mathbb{M}^{-1}p^*p\mathbb{M} \lvert \Psi(t) \rvert + \alpha \lvert \Psi(t) \rvert^n \lvert \Psi(t) \rvert \]  

(5.9)

and if we also approximate \( U \) using the Crank-Nicholson approximation then by C.4.2 and T.4.3 we will have that there exists an approximate solution \( \lvert \Psi_1(t) \rvert \) to problems of the form (5.9) that converges to the exact solution to (5.1) according to the estimate

\[ \| \psi(t) - \lvert \Psi_1(t) \rvert \|_{C([-\tau, \tau], D(G))} \leq c_{\psi} h^2 + \frac{2|\alpha|C_n r^{n+1} \tau^2}{1 - 2|\alpha|C_n r^n \tau} (2 + |\alpha| r^n \tau) \]  

(5.10)

where \( h \in \mathbb{R}^+ \) is the mesh size of the particular grid \( G_{1,h} \subset G \) implemented.

In a similar way we can implement the operator techniques used here to study convergence and other related properties for other particular projectors with different approximation orders, also other Padé approximants than the Crank-Nicholson scheme can be used for the approximation of the integrating factor.

6. Conclusion

Particular projection methods can be implemented in the functional numerical analysis of several types of Schrödinger evolution equations, in this work we introduce some of the strategies that can be used and also we derive some estimates that can be very useful when we deal with the numerical solution of such important equations in quantum physics.
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Appendix A. Some Results from Functional Analysis.

In this section we present some important results from functional analysis that are used in this work.

**Definition A.1.** An operator $T \in \mathcal{B}(X)$ with $X$ a Banach space, for which

$$
\|T(x) - T(y)\| \leq \|x - y\|, \quad x, y \in X \tag{A.1}
$$

is called a contraction. If there is a $K < 1$ for which $\|T(x) - T(y)\| \leq K \|x - y\|$, $T$ is called a strict contraction.

**Theorem A.1.** Contraction Mapping Principle. A strict contraction $T \in \mathcal{B}(X)$ on a Banach space $X$ has a unique fixed point, i.e., there exists a unique $x \in X$ such that $T(x) = x$.

**Definition A.2.** Successive approximation methods for fixed points. Given a strict contraction $T \in \mathcal{L}(X)$ on a Banach space $X$, the sequence $\{x_n\}$ defined for some $y \in X$ in the form

$$
x_n := \begin{cases} 
y, n = 0 \\
T(x_{n-1}), n \geq 1
\end{cases}
$$

(A.2)

will be called an approximation sequence to $x$, and the iterative method will receive the name of successive approximations method.

**Remark A.1.** A fixed point $x \in X$ of a contraction $T \in \mathcal{B}(X)$ in a Banach space $X$, satisfies the following estimate

$$
\|x - x_m\| \leq K^m(1 - K)^{-1} \|x_1 - x_0\|. \tag{A.3}
$$

with respect to its approximating sequence.
**Definition A.3.** Locally Lipschitz Functions. A function $f$ is locally Lipschitz, i.e., $f \in C^{\alpha-1}(\overline{B}_r(0))$, with $\overline{B}_r(0)$ a closed ball of radius $r$ centered in $0$, if for $0 < \varepsilon_r < \infty$ there exists $c_f < \infty$ with
\[
\|f(u) - f(v)\|_{H^m(G)} \leq c_f \|u - v\|_{H^m(G)}
\]
when $\|u - v\|_{H^m(G)} \leq \varepsilon_r$.

**Definition A.4.** Dissipative Operator. An elliptic operator $A \in \mathcal{L}(H^n(G))$ is said to be dissipative if we have that
\[
\text{Re} \langle Ax, x \rangle \leq 0, \quad x \in \text{dom}(A).
\]
in particular if equality holds, then $A$ is said to be conservative.

**Theorem A.2.** If $A \in \mathcal{L}(H(G))$ where $H(G)$ is a discretizable Hilbert space, and if $A$ is closed, densely defined and dissipative then it generates a contractive semi-group.

**Theorem A.3.** Stone’s Theorem. A densely defined operator $iA \in \mathcal{L}(H)$ in a complex Hilbert space $H$ is the generator of a strongly continuous unitary group on $H$ if and only if $A$ is self-adjoint.