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SUMMARY In this paper, we propose a method to construct a scalable sensor data stream delivery system that guarantees the specified delivery quality of service (i.e., total reachability to destinations), even when delivery server resources (nodes) are in a heterogeneous churn situation. A number of P2P-based methods have been proposed for constructing a scalable and efficient sensor data stream system that accommodates different delivery cycles by distributing communication loads of the nodes. However, no existing method can guarantee delivery quality of service when the nodes on the system have a heterogeneous churn rate. As an extension of existing methods, which assign relay nodes based on the distributed hashing of the time-to-deliver, our method specifies the number of replication nodes, based on the churn rate of each node and on the relevant delivery paths. Through simulations, we confirmed that our proposed method can guarantee the required reachability, while avoiding any increase in unnecessary resource assignment costs.
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1. Introduction

The Internet of Things (IoT) means that objects, such as computing devices, electrical appliances, and sensors, connect to the Internet and interact with each other, to collaborate and provide various intelligent services. Sensors, in particular, have an important role in the IoT, and generate observed data periodically. The continuous periodical data generated by such sensors is called the “sensor data stream.” In IoT services, a huge number of sensor data streams are typically required in order to ensure data delivery to appropriate destinations such as users and processes. In such sensor data stream delivery, destinations may require different delivery cycles for the same sensor data stream, for various reasons, such as the performance of the receiver, network environments, or applications. Here, the word “delivery cycle” means an interval of data transmission[1]. The minimum unit is different by assumptions such as a second, minute, and hour. In addition, the longer delivery cycle has less data transmissions per unit time. For example, the following delivery configurations are possible:

- The live video of a solar eclipse is delivered at 30 fps to personal computer users connected to the Internet through a wire, but at 10 fps to mobile computer users connected to the Internet through a 3G channel.
- When a variety of computers forecast the temperature from existing temperature data, the delivery cycle to the different destination computers is determined based on the processing speed.
- When a user is continuously checking the amount of rain, to decide the timing for going out on a rainy day, the data are delivered once per second to a smart phone connected to a power source, but only once per minute (to reduce power consumption) if the phone is not so connected.

It is typical, in sensor data stream delivery, that sensor data gained by one sensor is shared by a large number of users. Currently, various P2P-based techniques for dispersing the communication load of the deliverer (source) have been studied in the data streaming[2]–[12]. In these studies, when the same sensor data stream is delivered to a number of terminals (destinations), the communication load of the source is dispersed by the destinations sending the received data to other destinations. When the delivery cycles differ, the sensor data stream whose delivery cycle is a common divisor of the required cycles can be delivered to all the destinations if the delivery cycles are in a multiple relationship or can be approximated as having a multiple relationship. However, the destinations still receive redundant data which are not included in the times of each required cycle.

We have proposed P2P-based methods for constructing a scalable and efficient sensor data stream system that accommodates different delivery cycles by distributing the communication loads of the nodes[13]. In the existing methods, destinations with a long delivery cycle relay the sensor data stream to other destinations, so that the load on the source is dispersed. In addition, we have proposed a method that enhances the robustness of the delivery system by replication of processing nodes[14]. However, the existing methods do not specify the appropriate number of replication nodes, and cannot guarantee the specified delivery quality of service (QoS) (i.e., total reachability to destinations) when the delivery server resources (nodes) on the system have a heterogeneous churn rate.

This paper is an extension of our previous work[15]. Our previous work[15] constructs a scalable sensor data stream delivery system that guarantees the specified reacha-
bility as the QoS of the delivery, even when the nodes are in a heterogeneous churn situation. Compared to our previous paper, this paper shows new experiment results and comparison with related work. The contributions of our previous work and this paper are the followings:

- We propose an extension of the existing distributed data delivery method that enables high scalability by assigning relay nodes based on the distributed hash of the time-to-deliver.
- We also propose an adaptive replication method by specifying the number of replication nodes based on the churn rate of each node and on the relevant delivery paths.

The problems addressed by this paper are described in Sect. 2. The proposed method is described in Sect. 3, and its evaluation is summarized in Sect. 4. We describe the related work in Sect. 5, and conclude the paper in Sect. 6.

2. Problems Addressed

2.1 Assumptions

In the sensor data stream delivery system that we assume in this paper, computers (nodes) relaying sensor data streams construct a P2P overlay network. The sensor data stream delivery system distributes the delivery loads to the nodes, and maintains high scalability in environments where there are a huge number of sensor data streams and destinations. Sensor data streams are periodically sent from their sources through the Internet, and delivered to destinations by hops among nodes. Destinations request sensor data streams with those delivery cycles to a specific node, also through the Internet. We assume that each delivery system determines the selectable delivery cycles in advance, and around 10 patterns of the selectable delivery cycles are enough to satisfy user demand in most of real situations. For example in live streaming, YouTube Live\(^{†}\) supports 11 video qualities from 240p to 2160p with 60fps, and also OBS Studio\(^{††}\) supports 11 resolutions from 480 × 300 to 1440 × 900 in its version 22. Nodes are able to send sensor data to other nodes at any time, and sensor data are distributed for each sensor data stream and time.

The sensor data streams are \(S_i \ (i = 1, \cdots, l)\), destinations are \(D_i \ (i = 1, \cdots, m)\), and nodes are \(N_i \ (i = 1, \cdots, n)\). Figure 1 shows a model of the delivery system. Here, the number of sensor data streams is \(l = 2\), the number of destinations is \(m = 4\) and the number of nodes is \(n = 3\). The ‘a’ represents the sensor data stream \(S_1\) from a temperature sensor, and the ‘b’ represents the sensor data stream \(S_2\) from a live camera. The delivery cycles are shown near the sources, nodes, and destinations in Fig. 1. The ‘s’ represents the source of the sensor data stream, and the numbers near destinations are the requested delivery cycles from each destination. For example, a temperature sensor represented as \(S_1\) acquires a temperature data once every second, and \(D_1\) receives the data once every second, \(D_2\) and \(D_3\) receive the data once every two seconds, and \(D_4\) receives the data once every three seconds. In addition, When a destination does not request the sensor data stream, the delivery cycle is 0. This corresponds to the case, for example, where a live camera represented as \(S_2\) acquires an image once every second, and \(D_1\) does not view the image, \(D_2\) and \(D_3\) view the image once every second, and \(D_4\) views the image once every three seconds. In this paper, we assume that each delivery system determines the selectable delivery cycles in advance, and they are represented by \(C_i\) \((i = 1, 2, \cdots)\). The sensor data delivery system assigns the delivery cycles or times to relay sensor data streams to nodes, and the nodes send and receive various sensor data to and from each other at specific times.

2.2 Replication of Assigned Nodes

Currently, we have proposed a P2P-based method that delivers sensor data to a huge number of destinations with heterogeneous delivery cycles [13]. The proposed method determines the relay nodes based on distributed hashing, and each node constructs delivery paths autonomously.

In the sensor data stream delivery, the number of data items to send/receive varies among different delivery cycles, and the shorter the delivery cycle, the larger the number of data items and the load. Therefore, the existing method using distributed hashing first generates circular hash spaces for each sensor data stream and puts nodes in the hash spaces based on the distributed hashing of the combination of sensor data stream and node ID. Then, the method divides each hash space into partial hash spaces as groups for each delivery cycle, to ensure that the partial hash space of the shorter cycle will have more nodes. The size of each partial hash space is determined based on its cycle. For example, when the selectable delivery cycles are \(C_i = i\) \((i = 1, 2, 3)\), the ratio of the sizes of partial hash spaces is \(1/C_1 : 1/C_2 : 1/C_3 = 1/1 : 1/2 : 1/3 = 6 : 3 : 2\). The

---

\(^{†}\)https://www.youtube.com/live (accessed Dec. 1, 2018)  
\(^{††}\)https://obsproject.com/ (accessed Dec. 1, 2018)
method treats each partial hash space as circular, and assigns related times for each cycle to nodes in its partial hash space. When there are no nodes in the partial hash space, the method assigns the partial hash space to the nearest neighbor node in the next partial hash space. In addition, the method determines the root node in the partial hash space of the shortest cycle based on distributed hashing, such as the least common multiple of cycles. The root node receives data first from the source of the sensor data stream.

We have proposed a method that enhances the robustness of the delivery system with a successor list used in Chord [14], [16]. Successors are nodes located next to the assigned node, and the successor list is used for node and data replication. Figure 2 shows an example where the number of nodes is $n = 8$, cycles are $C_i = i$ ($i = 1, 2, 3$), the size of a hash space is $2^p$, and the length of the successor list is 2. Here, “group of cycle” in Fig. 2 means a group whose members are assigned the same delivery cycle. In addition, the “$p$” means a bit length of the hash space shared among all nodes. The less $p$ causes more collisions of the assigned nodes and disturbs load distribution. Therefore, the $p$ requires to be appropriately determined in advance based on the assumed number of nodes. The beginning values of each partial hash space in Fig. 2 are $2^p \times 0/11$, $2^p \times 6/11$, and $2^p \times 9/11$. In the existing method, the number of replication nodes is static at a specific value. However, real systems typically target a specific reliability as QoS (i.e., reachability to destinations). In this paper, we call the reliability, “targeting system reliability,” and assume that this is known at each specified time. $SR_t$ denotes the targeting system reliability at time $t$. The appropriate number of replication nodes for the targeting system reliability changes with the cycle groups and times. If the number of replications is static, cases that do not satisfy the targeting system reliability and/or increase unnecessary costs occur. Thus, in this paper, we aim to reduce the number of replication nodes satisfying the targeting reliability at each specified time.

3. Node Replication Method in the Sensor Data Stream Delivery System

In this paper, we propose a node replication method based on environmental variables such as targeting system reliability, the churn rates of the respective nodes, and the number of destinations for each delivery cycle.

3.1 Concept

We assume that the delivery system can obtain the elements below, and that each node determines its own replication nodes at each specified time. Each node determines its own replication nodes based on probabilistic calculations, and the expected value of the number of reachable destinations satisfies the targeting system reliability.

- Targeting system reliability

In this paper, we define the reliability as the probability that sensor data reach the requesting destination, or the ratio of reachable destinations to all requesting destinations. We assume that the provider of the delivery system determines the targeting system reliability to guarantee the specified QoS. The number of replication nodes varies with the targeting system reliability; for example, if the targeting system reliability increases, nodes send replicated data to more nodes at each specified time, to achieve this increased reliability.

- Churn rates of the respective nodes

The churn rates of the original node and replication node candidates affect to the determined replication nodes; for example, if the replication node candidates have low churn rates, the targeting system reliability can be achieved by only a few replication nodes, compared to the case of high churn rates. In this paper, we assume that each node knows its own churn rate and the approximate churn rates of the replication node candidates based on the specific model such as the bathtub curve [17]. The bathtub curve is widely used in reliability engineering, and Backblaze shows the disk failure rates shaped to the bathtub curve [18]. Therefore, it is enough probable to estimate the churn rates of nodes by those specifications and running time. In addition, the approach to specify and guarantee the reliability as the targeting system reliability is enough assumed if the approximate churn rates of nodes can be estimated. The churn rate is also expressed in terms of the reliability of a given node, with $R$ denoting the reliability of the node, and the churn rate is expressed as $1 - R$.

- The number of destinations for each delivery cycle

The proposed method varies the degree of robustness enhancement for each delivery cycle, based on the number of the respective destinations, because the robustness enhancement of nodes varies with this number. For example, if a node assigned to a cycle group with many destinations churns, the system reliability is significantly damaged. Therefore, in this paper, we
assume that nodes know the approximate number of destinations for each cycle, and nodes of cycle groups with more destinations have higher robustness in the proposed method.

3.2 Determination of Replication Nodes

3.2.1 Non-Longest Cycle Group

In this paper, we call the group with the longest cycle at each specified time the “longest cycle group,” and groups which do not have the longest cycle at that time “non-longest cycle groups.” \(R_0\) denotes the reliability of a node assigned to time \(t\) in one of the non-longest cycle groups, and \(R_u (u = 1, 2, \cdots)\) denotes the respective reliabilities of its replication node candidates, in order. If the original node sends replicated data to \(v\) candidate nodes, the reliability of the cycle group at time \(t\) is calculated by \(1 - \prod_{u=0}^{v} (1 - R_u)\). In the existing method using distributed hashing, the longest cycle group at each specified time relays sensor data to the non-longest cycle groups. The respective reliabilities of the non-longest cycle groups must achieve the reliability over \(\sqrt{SR_t}\), because a churn in the longest cycle group is likely.

In the proposed method, the assigned nodes in the non-longest cycle groups send replicated data to \(v\) candidate nodes at each specified time, according to the following equation:

\[
1 - \prod_{u=0}^{v} (1 - R_u) \geq \sqrt{SR_t} \tag{1}
\]

Considering the upper limitation of replication node candidates denoted by \(v\), we assume that the delivery system determines \(v\) based on the number of nodes, estimated churn rates, or targeting system reliability. The large \(v\) causes the case to make all the nodes successors if the reliabilities of nodes are low. In addition, the targeting system reliability is possible not to be satisfied even if all the nodes become successors.

3.2.2 Longest Cycle Group

\(C_i (i = 1, 2, \cdots, c)\) denotes selectable delivery cycles, and \(m_i (i = 1, 2, \cdots, c)\) denotes the number of destinations for each cycle group at time \(t\). \(M_t\) denotes the number of destinations in the longest cycle group at time \(t\), and the total number of destinations in the non-longest cycle groups is calculated by \(\sum_{i=1}^{c} m_i - M_t\). If the reliability of the non-longest cycle groups is assumed to be approximately \(\sqrt{SR_t}\), the expected value of the number of destinations in the non-longest cycle groups at time \(t\), \(E_t\), is calculated by the following equation:

\[
E_t = \left(\sum_{i=1}^{c} m_i - M_t\right) \sqrt{SR_t} \tag{2}
\]

\(R_0\) denotes the reliability of a node assigned to time \(t\) in the longest cycle group, and \(R_u (u = 1, 2, \cdots)\) denotes the respective reliabilities of its replication node candidates, in order. If the original node sends replicated data to \(v\) candidate nodes, the reliability of the longest cycle group at time \(t\) is similar to that of the non-longest cycle groups, and calculated by \(1 - \prod_{u=0}^{v} (1 - R_u)\). If the assigned node in the longest cycle group has not churned at time \(t\), the expected value of the number of destinations in the whole system is denoted by \(M_t + E_t\). In the proposed method, the assigned node in the longest cycle group sends replicated data to \(v\) candidate nodes at each specified time, according to the following equation:

\[
\left(1 - \prod_{u=0}^{v} (1 - R_u)\right) \sum_{i=1}^{c} m_i \geq SR_t \tag{3}
\]

4. Evaluation

In this study, we evaluated the method proposed in Sect. 3, through simulations. The simulator and all the methods were implemented by ourselves in Java programming language. Table 1 shows the simulations parameters, and those details are described below.

### 4.1 Simulation Environment

In the simulation environment, the number of nodes is \(n = 2^7 = 128\), the number of sensor data streams is \(l = 1\), and the number of destinations is \(m = 1000\). The delivery cycles that destinations request are \(C_i = i (i = 1, 2, \cdots, 10)\), and determined at random between 1 and 10. In this environment, the maximum of the least common multiple of delivery cycles is 2520, and thus the timetable for delivery is from time 0 to 2519. The scale of the unit time is variable, but this paper assumes 1 minute. The targeting system reliability is constant at all times, with \(SR_t = 0.9 (t = 0, 1, \cdots, 2519)\) in Sects. 4.2 and 4.3.

In this simulation, we compared the proposed method with a method in which the number of replication nodes at

| Table 1 Simulation parameters |
|-----------------------------|
| Parameter                   | Value                      |
| The number of nodes \(n\)   | \(2^7 = 128\)              |
| The number of data streams \(l\) | 1                          |
| The number of destinations \(m\) | 1000                       |
| Delivery cycles \(C_i\)     | 1, \cdots, 10 (determined at random) |
| Simulation time \(t\)       | 0, \cdots, 2519           |
| Targeting system reliability \(SR_t\) | 0.9 (Sects. 4.2 and 4.3) |
| Basis nodal reliability \(R_{bs}\) | 0.1, \cdots, 1.0 (churn rate is expressed as 1 - \(R_{bs}\)) |
| Nodal reliability model     | Constant, bathtub-shaped, random |
| Comparison methods          | No succs., 1 succ., 2 succs, 4 succs., 8 succs, static, proposed |
| Simulation count            | 10                         |
| Evaluation items            | Max. number of replication nodes, total number of replication nodes, min. of the system reliability, avg. of the system reliability |
Fig. 3  The maximum number of instantaneous replication nodes on the constant scenario

Fig. 4  The maximum number of instantaneous replication nodes on the bathtub-shaped scenario

Fig. 5  The maximum number of instantaneous replication nodes on the random scenario

Fig. 6  The used bathtub shape to determine the churn rate for each node

all times is 0, 1, 2, 4, and 8; and with a method in which the number of replication nodes is determined at all times, in order to satisfy the targeting system reliability, based on the churn rates of nodes. Although the proposed method varies the number of replication nodes at each specified time, the second method employs a constant number of replication nodes at all times, as determined by the maximum value among all times; thus, we call this the “static method.”

We calculated the number of replication nodes and the system reliability among the time of the least common multiple of selectable delivery cycles. The number of replication nodes relates to the cost of maintaining robustness. We executed this simulation 10 times for each method and environment, and calculated the averages of the results. Each environment has different basis nodal reliabilities and nodal reliability models. The basis nodal reliability is denoted as $R_{bs}$, and its churn rate is expressed as $1 - R_{bs}$. In addition, this paper uses three models called “constant scenario,” “bathtub-shaped scenario,” and “random scenario” to determine each nodal reliability. The details of the nodal reliability models are described in the next section.

4.2 Number of Replication Nodes

Figures 3, 4, and 5 show the maximum instantaneous number of replication nodes for each cycle group and time, based on the churn rate of nodes. Figure 3 shows the result when the nodal churn rate is constant at the value on the lateral axis (constant scenario). Figure 4 shows the result when the nodal churn rate is individually determined based on the bathtub-shaped model where the basis churn rate is the value on the lateral axis (bathtub-shaped scenario). Although each nodal reliability varies widely in the real world, this paper employs the disk failure rates shown by Backblaze [18] and individually determines the nodal year at random between 0 and 5. Figure 6 shows the used bathtub shape, and $R_{bs}$ denotes the basis nodal reliability that relates to the basis churn rate. This paper assumes the simulation time is from time 0 to 2519 and the unit time is 1 minute. So, each nodal reliability has almost no changes during the simulation. Figure 5 shows the result when the nodal churn rate is individually determined at random between 0 and 1 (random scenario). The longitudinal axis shows the maximum number of replication nodes for each cycle group and time. To take an ex-
example, in this simulation environment, when the churn rate of all nodes is 0.9, in the constant scenario shown in Fig. 3, the maximum number of replication nodes in the unit time is 28. As the churn rate increases, the maximum number of replication nodes increases, in order to satisfy the targeting system reliability. The maximum number of replication nodes is least in the random scenario shown in Fig. 5, and the larger the difference between churn rates, the smaller the maximum number of replication nodes.

Figures 7, 8, and 9 show the total number of replication nodes, based on the nodal churn rate. The environment is identical to that of Figs. 3, 4, and 5, with the longitudinal axis shows the total number of replication nodes at time 0 to 2519.

Fig. 7 Total number of instantaneous replication nodes on the constant scenario

Fig. 8 Total number of instantaneous replication nodes on the bathtub-shaped scenario

Fig. 9 Total number of instantaneous replication nodes on the random scenario

Fig. 10 Cumulative relative frequency of the number of instantaneous replication nodes

in Figs. 8 and 9, because the proposed method changes the number of replication nodes each time, based on situations such as the churn rate. In the environment where the nodal churn rates differ, the number of replication nodes also differ, to satisfy the targeting system reliability at each time. Therefore, the proposed method, which changes the number of replication nodes at each time, reduces the costs related to unnecessary replication nodes.

Figure 10 shows the cumulative relative frequency from time 0 to 2519 against the number of instantaneous replication nodes in the unit time. The lateral axis shows the number of replication nodes in the unit time, and the longitudinal axis shows the cumulative relative frequency of times under the number of replication nodes shown on the lateral axis. Figure 10 shows the maximum number of replication nodes at each time, in the static method and proposed method. The churn rates of nodes are determined at random between 0 and 1.

In Fig. 10, the maximum number of replication nodes in the static method is always 11. On the other hand, the maximum number of replication nodes in the proposed method is less than 4 roughly 60% of the times. Moreover, the maximum number of replication nodes in the proposed method is less than 8 at most times.
4.3 System Reliability

Figures 11, 12, and 13 show the minimum of the instantaneous system reliability. The instantaneous system reliability shows the rate of destinations successfully receiving data at each time. Figure 11 shows the result when the nodal churn rate is constant at the value on the lateral axis. Figure 12 shows the result when the modal churn rate is individually determined based on the bathtub-shaped model similar to Fig. 4. Figure 13 shows the result when the nodal churn rate is individually determined at random between 0 and 1. The longitudinal axis shows the minimum of the instantaneous system reliability. Figures 14, 15, and 16 show the average of the instantaneous system reliability by the nodal churn rate in the same environment. The longitudinal axis shows the average of the instantaneous system reliability.

In the proposed method, as shown in Figs. 11, 12, and 13, even the minimum of the system reliability satisfied the targeting system reliability, $SR_t = 0.9$. The static method also satisfied the targeting system reliability; however, the difference from the targeting system reliability is larger than in the proposed method, especially in the environment where the churn rates differ, such as in Figs. 12 and 13. The results in Figs. 7, 8, and 9 suggest that the proposed method avoids sending replicated data to unnecessary nodes.
in satisfying the targeting system reliability. In addition, the proposed method can dynamically adapt to the change of churn situations by updating the number of replication nodes based on nodal information such as the operating time.

4.4 Results by the Targeting System Reliability

Figures 17, 18, 19, and 20 show each result on the random scenario when the targeting system reliability, $SR_t$, is constant at the value on the lateral axis ($t = 0, 1, \ldots, 2519$). The results except the static method and proposed are the same to the shown results in Sects. 4.2 and 4.3 because $SR_t$ affects the number of successors only in the static method and proposed method.

Similar to the results in Sect. 4.2, the maximum number of replication nodes in Fig. 17 is the same for the static method and proposed method, however, the total number of replication nodes of the proposed method in Fig. 18 shows less values than that of the static method. The difference between the static method and proposed method is increased by $SR_t$. Also similar to the results in Sect. 4.3, even the minimum of the system reliability in Fig. 19 satisfied the targeting system reliability, $SR_t$, in all the results. In addition, the difference from $SR_t$ in the proposed method is less than that of the static method in both of Figs. 19 and 20. Especially, the average of the system reliability of the static method in Fig. 20 reaches over 90% even if $SR_t$ is 0.1. This result means that the static method sends replicated data to
many unnecessary nodes compared to the proposed method.

5. Related Work

A variety of replication schemes, such as path replication [19], have been proposed for unstructured P2P networks, where nodes search for content by forwarding queries to publishing nodes via neighboring links; and the path replication schemes replicate the replied content on the nodes between the publishing and requesting nodes. Related to the path replication schemes, a number of methods have been proposed based on specific factors such as the number of queries, the probability to put replicas, churn situations, and so on [20]–[22]. However, we assume a structured P2P network such as Chord. Although structured P2P networks require more frequent link maintenance than unstructured P2P networks, they enable higher efficiency and accuracy in content searches.

Replication schemes have also been proposed for structured P2P networks, to increase the efficiency of replica maintenance and searches. Scalaris, for example, an Erlang implementation of a distributed key/value store [23], uses replication for data availability and majority-based distributed transactions for data consistency. Plover is a proactive low-overhead file replication scheme with replication among physically proximate nodes based on their available capacities [24]. Here, the physically proximate nodes are grouped in clusters, each of which has a supernode with high capacity and rapid connections. In RelaxDHT, nodes are divided into data blocks [25], with each block having a root node that manages the metadata of replicas on other nodes in their own different data blocks. However, unlike the proposed system, none of these schemes guarantee the specified reachability under churn situations [24], [26], [27]. In addition, existing schemes require the optional function and maintenance from overlay.

6. Conclusion

In this paper, we proposed a method for constructing a scalable sensor data stream delivery system that guarantees the specified QoS of the delivery (i.e., total reachability to destinations) even when the delivery server resources are in a heterogeneous churn situation. Through simulations, we confirmed that the proposed method can guarantee the required reachability, while avoiding any increase in unnecessary resource assignment costs.

In the future, we will study a related technique applicable to environments where the number of destinations for each delivery cycle tends to be large and have large differences among delivery cycles. In addition, we plan to evaluate our proposed method in more realistic environments where the estimated churn rates or reliabilities of nodes have large errors from those true values.
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