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Abstract—In the field of face recognition, it is always a hot research topic to improve the loss solution to make the face features extracted by the network have greater discriminative power. Research works in recent years has improved the discriminative power of the face model by normalizing softmax to the cosine space step by step and then adding a fixed penalty margin to reduce the intra-class distance to increase the inter-class distance. Although a great deal of previous work has been done to optimize the boundary penalty to improve the discriminative power of the model, adding a fixed margin penalty to the depth feature and the corresponding weight is not consistent with the pattern of data in the real scenario. To address this issue, in this paper, we propose a novel loss function, InterFace, releasing the constraint of adding a margin penalty only between the depth feature and the corresponding weight to push the separability of classes by adding corresponding margin penalties between the depth features and all weights. To illustrate the advantages of InterFace over a fixed margin penalty, we explained geometrically and comparisons on a set of mainstream benchmarks. From a wider perspective, our InterFace has advanced the state-of-the-art face recognition performance on five out of thirteen mainstream benchmarks. All training codes, pre-trained models, and training logs, are publicly released.1

I. INTRODUCTION

With the development of face recognition technology, it has been applied to various fields in life, such as finance, security, and enterprises. The face recognition system consists of the process of image acquisition, face detection, face alignment, feature extraction, and feature matching. In the process of face matching, the vectors generated in the feature extraction are required to measure the similarity with all the faces. Knowing that it is intuitive that the model should have small intra-class distances for samples of the same identity and large inter-class distances for samples of different identities. Hence, in the face system, we are required to make the right decision boundary, even if the picture of the face changes dramatically under the same identity, and also to reject the imposter under a different identity.

Although the accuracy of face recognition has improved greatly, it has not yet achieved the expected results [13]. Most of the recent related studies [20], [22], [4], [16], [15], [24], [5], [10], [11], [6], [18], [2] have focused on improving the loss function. The content of our work focuses on the problem of fixed margin penalty existing in the direction of Classification Task [L-0.6] and we propose our solution based on ArcFace [5]. Next, we will sort out the related work and problems in previous loss studies and summarize them in two directions for metric learning and classification tasks as follows.

a) Deep Learning: In the direction of metric learning, the design of losses [20], [22], [4] is based on triplet. Facenet [20] directly learns a mapping from face images to a compact Euclidean space where distances directly correspond to a measure of face similarity. N-pair [22] proposed objective function firstly generalizes triplet loss by allowing joint comparison among more than one negative examples – more specifically, \(N-1\) negative examples – and secondly reduces the computational burden of evaluating deep embedding vectors via an efficient batch construction strategy using only \(N\) pairs of examples, instead of \((N + 1)N\). Contrastive [4] losses learn a function that maps input patterns into a target space such that the \(L_1\) norm in the target space approximates the "semantic" distance in the input space. However, the number of triplets explodes during the training period as the number of samples in the training dataset increases.

b) Classification Task: In the direction of the classification task, subsequent losses [16], [15], [24], [5], [10], [11], [6], [18], [2] are designed on the basis of softmax losses. Liu et al. [16] proposed a large-margin softmax (L-Softmax) by introducing penalty margin ideas for softmax to encourage intra-class compactness and inter-class separability between learned features. SphereFace [15] extends previous work on L-Softmax by further constraining the weights of fully connected layers to impose discriminative constraints on a hypersphere manifold, which intrinsically matches the prior that faces also lie on a manifold. SphereFace deploys a multiplicative angular penalty margin between the deep features and their corresponding weights. In CosFace [24], it is proposed to add a cosine angle between depth features and weights. CosFace fixes the norm value of the depth feature and the corresponding weight and proposes to scale the norm of the depth feature to a constant \(s\). ArcFace [5] proposed additive angular margin by deploying angular penalty margin on the angle between the deep features and their corresponding weights. The great success of softmax
loss with penalty margin motivated several works to propose a novel variant of softmax loss. All these solutions achieved notable accuracies on mainstream benchmarks for face recognition. Huang et al. [10] propose an Adaptive Curriculum Learning loss (CurricularFace) that embeds the idea of curriculum learning into the loss function to achieve a novel training strategy for deep face recognition, which mainly addresses easy samples in the early training stage and hard ones in the later stage. In Dyn-ArcFace [11], the traditional fixed additive angular margin is developed into a dynamic one, which can reduce the degree of overfitting caused by the fixed additive angular margin. Duan et al. [6] propose Learning Deep Equidistributed Representation for Face Recognition that implies an equidistributed constraint by uniformly spreading the class centers on the manifold. Meng et al. [18] propose A Universal Representation for Face Recognition and Quality Assessment called MagFace that learns a general embedding feature whose dimension measures the quality of the given image. In this way, the embedded features of the face can be regularly distributed around the class center according to their dimensions. In Boutros’s work, ElasticFace [2] refuted the assumption of uniform distribution of class centers made by ArcFace and CosFace, and proposed an elastic margin loss for deep face recognition called ElasticFace. However, adding a fixed margin penalty to the depth feature and the corresponding weight creates a fixed decision boundary between the depth feature to the other weights. This is not consistent with the data patterns in real scenarios.

To address the issues mentioned in the Classification Task direction [1-0.6] in this work, we propose InterFace loss. InterFace first introduces the idea of adding different penalty margins to different class centers for a single sample to solve the problem of adding a fixed margin penalty to different class centers for a single sample. On this basis, there are the sample-to-class center distance and inter-class distance of corresponding class centers to other class centers ratios (SIR) are introduced to generate a penalty margin for different class centers by a specified function. To demonstrate the geometric space advantage of our method, we provide a geometric interpretation of the decision boundary and provide a toy example of a simple network we customize to implement a simple 8-classification problem. At the same time to illustrate the effectiveness of our InterFace loss on face recognition accuracy, we will report on 13 benchmarks. We will compare and analyze the effect achieved by the whole method with the recent state-of-the-art. In a more detailed comparison, with prior work and recent state-of-the-art, our InterFace continuously extends state-of-the-art face recognition performance on five benchmarks. Especially the age-related datasets [19], [30] such as AgeDB-30 and CALFW have better performance.

We summarize the contributions as follows:

- We redefine ArcFace loss by decision boundary equivalence and propose a novel InterFace loss to improve the discriminative power of the network.
- We experimentally demonstrate that the redefined ArcFace and the original ArcFace losses are equivalent.
- We do extensive ablation and toy example of geometric interpretation to illustrate the superiority of InterFace.
- We have done a lot of ablation experiments in the field of face recognition, and in the final face verification benchmark, 5 benchmarks have been extended and the others are very close to the top state-of-the-art performance.

II. InterFace Loss

We propose in this work a novel learning loss strategy, InterFace loss, aiming at improving the accuracy of face recognition by optimizing spatial distribution between and within classes. Different from previous work that constrain a same margin value from the depth feature to the corresponding weight, our proposed InterFace loss introduce SIR to constrain the margin values from the deep feature to the other weights. The margin values are generated by SIR through a convex function.

a) Softmax Loss: Softmax is a normalized exponential function that is used for the output of the last fully-connected layer and is often used with the cross entropy function as the most widely used classification loss function. Softmax is defined as follows:

\[
L_{\text{softmax}}(x_i, y_i) = -\frac{1}{N} \sum_{i=1}^{N} \log \sum_{c=1}^{C} e^{x_i^c} / \sum_{c=1}^{C} e^{x_i^c} \\
= -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{x_i^{y_i}}}{\sum_{j=1}^{C} e^{x_i^j} + b_{y_i}}
\]

where \( x_i \in \mathbb{R}^d \) is the depth feature extracted by Deep Convolutional Neural Networks (DCNNs) of sample \( z_i \) and belongs to \( y_i \) class (\( z_i \) integer in the range \([1, n]\) and \( y_i \) integer in the range \([1, c]\)). Given that \( n \) is the number of samples and \( c \) is number of classes. The embedding feature dimension \( d \) is set 512 by this paper following [5], [24], [2]. \( W_{y_i} \) represents \( y_i \) column of weights \( W \in \mathbb{R}^{d \times c} \) and \( b_{y_i} \) represents the corresponding bias offset. The batch size is represented by \( n \).

In a simple binary class classification, assuming that input \( z_i \) belongs to class 1, the model will correctly classify \( z_i \) if \( W_1^T x_i + b_1 > W_2^T x_i + b_2 \) and \( z_i \) will be classified as class 2 if \( W_2^T x_i + b_2 > W_1^T x_i + b_1 \). Therefore the decision boundary of softmax loss is \( x(W_1^T - W_2^T) + b_1 - b_2 = 0 \). However, the softmax loss function cannot explicitly optimize the embedded features to minimize intra-class distance and maximize inter-class distance. To address the limitations of softmax, the idea of decision boundary introduces softmax and then a series of optimization works based on angular margin penalty. This idea has always guided our improvement in loss and is also the most popular loss function for face recognition model training.

b) Angular Margin Penalty-based Loss: Following [16], [15], [24], the bias offset, for simplicity, can be fixed to \( b_{y_i} = 0 \). In the above case, the function \( f_{yi} \) can be simplified as \( x_i^T W_{y_i}^2 = ||x_i|| ||W_{y_i}|| \cos(\theta_{y_i}) \), where \( \theta_{y_i} \) is the angle between the \( y_i \) column of the weights of the last fully-connected layer \( W \) and the embedding feature \( x_i \). By fixing
the weights norm and the feature norm to \( \|W_y\| = 1 \) and \( \|x_i\| = 1 \), respectively, and rescaling the \( x_i \) to constant \( s \), the output of the softmax activation function is subject to the cosine of the angle \( \theta_{yi} \). Following \([15, 24, 5]\), this type of loss has a margin penalty under fixed conditions, we call this type of loss function a fixed angular margin penalty loss function (AML). The AML is defined as follows:

\[
L_{AML} = -\frac{1}{N} \sum_{i=1}^{N} \log e^{s(\cos(\theta_{yi} + m_2) - m_3)} + \sum_{j=1, j \neq y_i} e^{s(\cos(\theta_j))}
\]

where \( m_1, m_2 \) and \( m_3 \) are the margin penalty parameters proposed by SphereFace \([15]\), ArcFace \([5]\), and CosFace \([24]\), respectively. Under different values of \( m_1, m_2, \) and \( m_3, \) different decision boundaries will be obtained and different feature representations needed for face verification will be optimized.

When \( m_1 = 1, m_2 = 1, m_3 = 0, \) this is the operation loss without adding any margin angle optimization. In the previous example, assuming that the input \( z_i \) belongs to label 1, when \( \cos(\theta_1) > \cos(\theta_2) \) condition is true, the label can be correctly classified. Therefore, the decision margin of this loss is \( \cos(\theta_1) - \cos(\theta_2) = 0 \). However, this faces the same problem as the aforementioned softmax in Euclidean space, thus motivating research work on adding margin angles. In SphereFace, by setting \( m_1 = \alpha(\alpha > 1.0), m_2 = 0 \) and \( m_3 = 0 \), the problem of imposing margin angle penalty. The decision boundary of SphereFace is than \( \cos(\theta_{yi}) - \cos(\theta_j) = 0 \). Cosface \([24]\) proposed cosine margin penalty by setting \( m_1 = 1, m_2 = 0, \) and \( m_3 = \alpha(0 < \alpha < 1 - \cos(\frac{\pi}{2})) \). The decision boundary of CosFace is \( \cos(\theta_{yi}) - \cos(\theta_j - m_3) = 0 \). Arcface \([5]\) proposed additive angular margin penalty by setting \( m_1 = 1, m_2 = \alpha(0 < \alpha < 1.0) \) and \( m_3 = 0 \). The decision boundary of Arcface is than \( \cos(\theta_{yi} + m_2) - \cos(\theta_j) = 0 \).

In Arcface \([5]\), CosFace \([24]\) and SphereFace \([15]\), they all use the important concept of margin penalty to optimize and experiment the optimal penalty margin values. But in all the previous works, the margin angle added by one sample to other classes at the same time is fixed. This does not correspond to the actual distribution of classes in space. Therefore, this motivated us to propose InterFace to sample the distribution of the model space.

c) InterFace: The proposed InterFace loss is extended over the angular margin penalty-based loss by adding different margin penalties for other sample centers. First, define an equation as follows:

\[
m = m_1 + m_2
\]

where \( m, m_1, \) and \( m_2 \) are three real numbers satisfying the equality rule. We let the imposed margin penalty be \( m \), and according to ArcFace in Equation \([2]\) we can know that its decision boundary is \( \cos(\theta_{yi} + m_1) - \cos(\theta_j) = 0 \). According to equation \([6]\), we can transform the ArcFace decision boundary into \( \cos(\theta_{yi} + m_1) - \cos(\theta_j - m_2) = 0 \).

| m | IF Acc | IF AC | IF lfw Acc  | IF lfw AC | IF CFP-FP Acc | IF CFP-FP AC | IF CALFW Acc | IF CALFW AC | IF BC sum |
|---|---|---|---|---|---|---|---|---|---|
| 0.3 | 97.24 | 1 | 93.72 | 2 | 96.53 | 1 | 94.75 | 1 | 11 |
| 0.2 | 95.54 | 2 | 93.64 | 3 | 94.79 | 2 | 94.72 | 1 | 12 |
| 0.1 | 95.2 | 4 | 93.53 | 1 | 93.18 | 2 | 93.66 | 0 | 94.84 | 1 | 17 |

**TABLE I: Validation for equation [4]** When \( m = 0.5 \), the enumeration has specific values that conform to equation \([3]\) and experiments are performed according to equation \([4]\). The Board Count (BC) was reported for the whole experiment. Correctness of equation \([4]\) evaluates using BC sum. In all training, the used architecture is ResNet50 trained on CASIA [27].
we set the fixed inter-class distance to $d_{inter} = \frac{\pi}{6}$ and set the hyperparameter $b = 0$ according to the uniform distribution in [5], and obtain the values of $\alpha$ and $a$ through the experiment, which we named Interface$_{cidkct}$. In the second experimental design we use the real class spacing $d_{inter}$ and set the hyperparameter $b = 0$ and experiment to obtain the values of $a$ and $b$. We name this experiment Interface$_{didkct}$. The last set of experimental design we use the real class spacing $d_{inter}$ and set hyperparameter $a = 0$ and get the value of $b$ by experiment, we named this experiment Interface$_{didkct}$. We have designed three groups of experiments and a large number of ablation experiments to demonstrate the validity of the parameters and to report the final comparative results.

d) Parameter Selection: Parameter Selection is to select the optimal parameters of different experiments. In order to choose the optimal parameter value, we choose CASIA [27] as our training dataset and Resent50 [8] as our training model. For evaluation, we use the sum of Board count on LWF [9], AgeDB-30 [19], CALFW [30], CPLFW [29] and CFP-FP [21] as our parameter selected evaluation criteria. The current model of the selected parameters and the subsequent training models are improved based on arcface-torch in Insightface.

In the experiment of Interface$_{cidkct}$, we use the control variable method to obtain the values of the parameters $\alpha$ and $a$. First of all, we set the value of $d_{inter}$ to $\frac{\pi}{6}$, the value of $b$ to 0, and the value of $\alpha$ to 0.1 where $d_{inter}$ is based on the angles of adjacent vectors under the premise of uniform distribution[5], and we select an optimal $\alpha$ value that we enumerate the values of $[0.1, 0.6]$ and the step size is 0.1 for experiments. By observing our experimental results, the best experimental result $\alpha$ is observed to be 0.2 (in Table II). Further, we can choose the optimal $\alpha$ parameter by setting the value of $\alpha$ to 0.2 for the control variable. The range of the enumerated values [0.06, 0.14] and the step size is 0.02. It can be seen by observing the experimental results that 0.1 is the best experimental result observed (in Table III). Therefore, based on the experimental results above, we set the final parameters of experiment Interface$_{cidkct}$ to be $d_{inter} = \frac{\pi}{6}$, $a = 0.2$, $b = 0$, and $\alpha = 0.1$.

In the experiment of Interface$_{didkct}$, the result that $\alpha$ and $a$ are related is shown by Table II and Table III. Therefore, we set $\alpha$ to 0.1 and enum $a$ of values that the range is [0.1, 0.6] and step is 0.1 to find the optimal parameters. By observing our experimental result Table IV, we select parameters of the highest BC sum to complete the next training. Therefore, based on the experimental results above, we set the final parameters of experiment Interface$_{didkct}$ to be $\alpha = 0.3$, $b = 0$, and $\alpha = 0.1$.

In the experiment of Interface$_{didkct}$, the result that $\alpha$ and $a$ are related is shown by Table II and Table III. Therefore, we set $\alpha$ to 0.1 and enum $b$ of values that the range is [10, 60] and step is 10 to find the optimal parameters. By observing our experimental result Table IV, we select parameters of the highest BC sum to complete the next training. Therefore, based on the experimental results above, we set the final parameters of experiment Interface$_{didkct}$ to be $a = 0$, $b =
TABLE IV: Parameter selection for $a$ of InterFace$_{diddct}$. The Board count (BC) is used to evaluate the quality of the model under the specified parameter and The final $a$ are selected based on BC sum.

| $\alpha$ | LFW | AgeDB-30 | CALFW | CPLFW | CFP-FP | BC sum |
|----------|-----|----------|-------|-------|--------|--------|
| 0.1      | 99.347 | 95.347 | 95.347 | 95.347 | 95.347 | 2.5    |
| 0.1      | 99.347 | 95.347 | 95.347 | 95.347 | 95.347 | 2.5    |
| 0.1      | 99.347 | 95.347 | 95.347 | 95.347 | 95.347 | 2.5    |

TABLE V: Parameter selection for $b$ of InterFace$_{diddct}$. The Board count (BC) is used to evaluate the quality of the model under the specified parameter and The final $b$ is selected based on BC sum.

| $\alpha$ | LFW | AgeDB-30 | CALFW | CPLFW | CFP-FP | BC sum |
|----------|-----|----------|-------|-------|--------|--------|
| 0.1      | 99.347 | 95.347 | 95.347 | 95.347 | 95.347 | 2.5    |
| 0.1      | 99.347 | 95.347 | 95.347 | 95.347 | 95.347 | 2.5    |
| 0.1      | 99.347 | 95.347 | 95.347 | 95.347 | 95.347 | 2.5    |

10, and $\alpha = 0.1$.

e) Toy example: In order to illustrate that InterFace can better cluster and separate the feature space, we performed corresponding experiments on InterFace$_{ciddct}$, InterFace$_{diddct}$ and InterFace$_{diddct}$ respectively, and selected the corresponding parameters of the experiment according to the II-0.4 and showed the results of the experiment accordingly. We built a toy example and used a custom network architecture to map samples of 8 different identities into 2-D feature embeddings. Since the MS1MV2-8(2) training set has not been made public, we screened the corresponding MS1MV2-8 training set for training according to the protocol of the MS1MV2-8 training set. According to the experimental results in the Table II-0.4 we set ($d_{inter} = \frac{b}{T}$, $\alpha = 0.1$, $a = 0.2$, and $b = 0$), ($\alpha = 0.1$, $a = 0.3$, and $b = 0$) and ($\alpha = 0.1$, $a = 0$, and $b = 10$) for InterFace$_{ciddct}$, InterFace$_{diddct}$ and InterFace$_{diddct}$ respectively. In the Figure 2, we show the parameters and experimental settings of arcface and the other three groups of experiments respectively. By comparing the experimental results, we can observe that InterFace samples between classes in the space are better distributed around the class centers and the class centers are more uniformly separated in the space.

III. EXPERIMENTS

a) Training settings: We use the Resnet100 [8] network architecture to train our InterFace. This was motivated by the wide use of this architecture in the state-of-the-art face recognition solutions [24], [5], [2]. We follow the common settings and set the scale parameter $s$ to 64, Stochastic Gradient Descent(SGD) optimizer with an initial learning rate of 1e-1, set momentum parameter to 0.9, and weight decay parameter to 5e-4. The learning rate is divided by 10 at 80k, 140k, 210k, and 280k training iterations. The total number of training iterations is 295k. The model is implemented using the PyTorch framework. We set batch-size to 512 and train our model on Linux device (Cen-
tOS Linux release 7.9.2009) with Intel(R) Xeon(R) Silver 4216 CPU @ 2.10GHz, 128RAM and 2 Nvidia GeForce RTX 6000 GPUs. The network training and subsequent evaluation generate 512-d embedded features on images of size 3*112*112. During training, the images were randomly flipped horizontally with a probability of 0.5, and the data was normalized between -1 and 1.

b) Training dataset: We follow the latest research work [2] and choose to use the MS1MV2 dataset for training. The results of our comparison with state-of-the-art are shown in Section IV. MS1MV2 is a redefined version of MS-Celeb-1M [7] in [5], containing 5.8M images of 85k identities.

c) Evaluation benchmarks and metrics: To illustrate the effectiveness of InterFace, we compare the experimental accuracy results with extensive methods in Section IV. We compared the 13 benchmarks below of 8 verification sets. First we report the validation accuracy using the unconstrained labeled field validation set protocols LFW [9], AgeDB-30 [19], CALFW [30], CPLFW [29] and CFP-FP [21] protocols. With the rapid development of the face field in recent years, the accuracy of these validation sets has been saturated. Therefore we introduce the IJB-C [17] and IJB-B [25] validation sets and report when the true acceptance rates (TAR) at false acceptance rates (FAR) of FAR is 1e-4, 1e-5, and 1e-6 respectively. MegaFace(Rank-1) [12] and MageFace(R)(Rank-1) [5] report our model performance with Rank-1 and true acceptance rates (TAR) at false acceptance rates (FAR) of 1e-6, respectively.

IV. RESULTS

Table VI, Table VIII and Table IX present the results of this implementation on the 13 benchmarks. We mainly observe that our current proposed InterFace solution achieves state-of-the-art in 5 of the 13 benchmarks, and is also very close to the state-of-the-art in the other 8 benchmarks. For the fairness and rationality of the whole comparison environment, we select the work of the previous training environment under MS1MV2 [5] or the redefined MS1MV2 training set, and our method InterFace is also trained under this dataset. Comparing the accuracy results achieved by our proposed InterFace with the current state-of-the-art , we achieved the best results in AgeDB-30 [19], CALFW [30], CPLFW [29], IJBB(Tar@Far=1e-5) [25] and IJBC(Tar@Far=1e-5) [17]. In LFW [9], CFP-FP [21], IJBB(Tar@Far=1e-4) [25], IJBC (Tar@Far=1e-4) [17], InterFace’s best results is in the second rank. In IJBB(Tar@Far =1e-6) [25] and IJBC(Tar@Far=1e-6) [17], InterFace’s best results is in the third rank. In MegaFace(R)(Rank-1) [12], [5] and MegaFace(Rank-1) [12], InterFace’s best results is in the fifth rank and in the fourth rank.

a) Result on LFW, AgeDB-30, CALFW, CPLFW, and CFP-FP: The models has been train under the parameters specified in Parameter Selection II-0.4 and evaluated at dataset level LFW, AgeDB-30, CALFW, CPLFW, and CFP-FP. We present the results of the evaluation of our listed solutions in LFW [9], AgeDB-30 [19], CALFW [30], CPLFW [29] and CFP-FP [21] in a Table VI divided into
Fig. 2: Toy examples of arcface, InterFace_{cid&ct}, InterFace_{did&ct}, and InterFace_{did&dt} are trained under the optimal parameter. The 2-D Feature embeddings are normalized. Thus, the feature embeddings are allocated around the class centers in arcos space with a fixed radius. The inner number indicates the decision boundary between classes, and the outer number indicates the variance of the samples to the class center. A comparison of Arcface and InterFace shows that classes of InterFace are more evenly distributed in 2-D space.
two parts, the top half being the evaluation results obtained for the previously worked solutions and the bottom half being the evaluation results obtained for our proposed solutions. As can be seen from Table VI our evaluation results are more concerned with age-related datasets. These datasets are AgeDB-30 [19] and CALFW [30] benchmarks. In the AgeDB-30 [19] dataset, the accuracy of our proposed InterFace_{clda} solution and InterFace_{dlda} solution in those dataset were 98.37% and 98.38% respectively, while the accuracy of the top state-of-the-art performance was 98.35% from the ElasticFace [2] solution. In CALFW [30], the accuracy of our proposed InterFace_{clda} solution and InterFace_{dlda} solution in this dataset were 96.22% and 96.27% respectively, while the top state-of-the-art performance comes from the GroupFace [13], CircleLoss [23] and Part-FC-ArcFace [1] solutions, with an accuracy of 96.20%. This significantly improves the performance in age-changing scenarios, and InterFace optimizes the distribution of the feature space to enhance the generalization ability of the model. Compared with AgeDB-30 [19] and CALFW [30], CPLFW [29] and CFP-FP [21] pay more attention to the change of posture on the face. On the CPLFW [29] dataset, the InterFace_{clda} solution was evaluated with an accuracy of 93.25% which is very close to the top state-of-the-art accuracy from ElasticFace-Arc [2], and the InterFace_{dlda} solution was evaluated with an accuracy of 98.28% and top state-of-the-art the same accuracy as art comes from the ElasticFace-Arc [2] solution. On the CFP-FP [21] dataset, the InterFace_{clda} solution and InterFace_{dlda} solution were evaluated with 98.66% and 98.5% accuracies, respectively, very close to the top state-of-the-art accuracy of 99.73% from the ElasticFace-Cos [2] solution.
TABLE VIII: The achieved results on the MegaFace benchmarks. MegaFace(R) is refined in [paper]. The top performance in each benchmark is in bold. All decimal points are provided as reported in the respective works. The top three performances in each benchmark are noted with rank number between parentheses(1, 2 or 3).

| Method                  | Training Dataset | MegaFace(R@Far=1e-4) | MegaFace(R@Far=1e-5) |
|-------------------------|------------------|----------------------|----------------------|
| Arcface [3]             | MSIMV2 [12, 13]  | 98.55                | 82.70(1)             |
| Dynamic-Arcface [28]    | clean MSIM [7], [20] and CASIA [27] | 97.41                | 81.08                |
| FaceL2Face [14]         | clean MSIM [5], [26] | 95.02                | -                    |
| UniformFace [6]         | clean MSIM [3], [7] and VGGFace2 [1] | 98.70(3)             | 81.26(3)             |
| GroupFace [13]          | MSIMV2 [12, 13]  | 98.76(2)             | 81.30(2)             |
| CurricularFace [10]     | MSIMV2 [12, 13]  | 98.50(5)             | -                    |
| Dyn-ArcFace [11]        | MSIMV2 [12, 13]  | -                    | -                    |
| MedianFace [18]         | MSIMV2 [12, 13]  | -                    | -                    |
| Partial-FC-CosFace [1]  | MSIMV2 [12, 13]  | 98.31                | -                    |
| ElasticFace-Arc [2]     | MSIMV2 [12, 13]  | 98.00(1)             | 80.76                |
| ElasticFace-Cos [2]     | MSIMV2 [12, 13]  | 98.70(3)             | 81.08                |
| InterFace               | MSIMV2 [12, 13]  | 98.02                | 81.08                |
| InterFace               | MSIMV2 [12, 13]  | 98.41(3)             | 81.03                |
| InterFace               | MSIMV2 [12, 13]  | 98.58                | 81.21                |

Close to the top state-of-the-art from the GroupFace [13] solution with an accuracy of 99.85%. For InterFace\_did\_dkt, it may not show relatively good performance, but it enriches the integrity of the experiment.

b) Result on MegaFace: In this part of the evaluation, we use the same trained models for the evaluations of MegaFace(R)(Rank-1) [12] and MegaFace(Rank-1) [12]. For the division of the structure of Table VII, we refer to the structure of Table VII. In the evaluation validation of MegaFace(R) (Rank-1) [12] and MegaFace(Rank-1) [12], InterFace did not achieve the same effect as RESULTS.A section. In the Rank-1 evaluation criteria of the MegaFace(R) [12] dataset, InterFace\_cid\_dkt, InterFace\_did\_dkt and InterFace\_did\_dkt\_dkt obtained 98.62%, 98.41% and 98.58% accuracy, respectively. This score is very close to the performance of top-state-of-art. In the evaluation criteria of the MegaFace [12] dataset Rank-1, InterFace\_cid\_dkt, InterFace\_did\_dkt and InterFace\_did\_dkt\_dkt obtained 81.01%, 81.03% and 81.21% accuracy, respectively, which is also very close to the performance of top-state-of-art.

c) Result on IJB-B, IJB-C: In this section, we continue to maintain the consistency of the evaluation model. InterFace was evaluated for IJB-B(Tar@Far=1e-4, Tar@Far=1e-5, Tar@Far=1e-6) [25] and IJB-C(Tar@Far=1e-4, Tar@Far=1e-5, Tar@Far=1e-6) [17]. In this section we have a different structure for Table VII than for Table VI and Table VIII, where Table VII is divided into 3 parts, the top part is the evaluation results of the previously worked solutions, the middle part is the evaluation results of other solutions replicated in MagFace [18] and marked with an "*", and the bottom part is the evaluation results of our current proposed solutions. By observing Table VII we can find that InterFace\_cid\_dkt and InterFace\_did\_dkt\_dkt have a better performance compared to InterFace\_did\_dkt and other solutions.

InterFace\_did\_dkt\_dkt obtained 91.57% and 94.93% accuracy on IJBB (Tar@Far=1e-4) and IJBC (Tar@Far=1e-5), while top state-of-the-art performance in these two evaluations was 91.24% accuracy from ElasticFace-Cos and 94.53% accuracy from GroupFace. On IJBB (Tar@Far=1e-5) [25] and IJBC (Tar@Far=1e-5) [17], InterFace\_cid\_dkt\_dkt obtained 90.76% accuracy that is rank-3 and 94.81% accuracy that is rank-2. On IJBB (Tar@Far=1e-6) [25] and IJBC (Tar@Far=1e-6) [17], InterFace\_cid\_dkt\_dkt obtained an accuracy of 45.43% and 90.08% and InterFace\_did\_dkt\_dkt obtained an accuracy of 43.67% and 89.68%. In the above two validation criteria, InterFace\_cid\_dkt obtained the rank-3 and InterFace\_did\_dkt\_dkt obtained the rank-4 in both the ranking. On IJBB (Tar@Far=1e-4) [25] and IJBC (Tar@Far=1e-4) [17], InterFace\_cid\_dkt obtained 95.17% and 96.45% accuracy and InterFace\_did\_dkt\_dkt obtained 95.23% and 96.49% accuracy. In the above two validation criteria, InterFace\_cid\_dkt obtained the rank-4 and second rank-2, respectively and InterFace\_did\_dkt\_dkt obtained the rank-2 and rank-3, respectively. Those evaluation results are very close to the performance of top state-of-the-art. For InterFace\_did\_dkt\_dkt, it may not show relatively good performance, but it enriches the integrity of the experiment.

V. CONCLUSIONS

In this paper, we propose InterFace Loss, which compensates for the inability to add different margin corrections to samples to other classes considering both inter-class and intra-class distributions. Our motivation is that the real sample distances to different class centers should be inconsistent, and also the intra-class variation of different samples in different classes is inconsistent, adding fixed margin penalties to different inter-classes on softmax is not consistent with the distribution of realistic data and cannot be a better model to learn better spatial distribution. Therefore, we introduce an intra-class ratio to make the samples add dynamic margin penalty to different classes in order to let the model learn better spatial distribution. We have evaluated our InterFace and top state-of-the-art face recognition solutions on 13 benchmarks for comparison. The InterFace solution continuously extends the state-of-the-art face recognition benchmarks (five out of thirteen). By comparing the final results we can conclude that InterFace has better generalization ability for age-related benchmarks.
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