Capturing Emerging Realities in Citizen Engagement in Science in Social Media: A Social Media Analytics Protocol for the Allinteract Study
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Abstract
In the digital era, social media has become a space for the socialization and interaction of citizens, who are using social networks to express themselves and to discuss scientific advances with citizens from all over the world. Researchers are aware of this reality and are increasingly using social media as a source of data to explore citizens’ voices. In this context, the methods followed by researchers are mainly based on the content analysis using manual, automated or combined tools. The aim of this article is to share a protocol for Social Media Analytics that includes a Communicative Content Analysis (CCA). This protocol has been designed for the Horizon 2020 project Allinteract, and it includes the social impact in social media methodology. The novel contribution of this protocol is the detailed elaboration of methods and procedures to capture emerging realities in citizen engagement in science in social media using a Communicative Content Analysis (CCA) based on the contributions of Communicative Methodology (CM).
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Background
Citizens are increasingly using social networks for socialization, interaction with other users and expression of ideas and thoughts. Therefore, social media has become a space where citizens’ voices are expressed. Statistics show that since 2017, the number of users in social media has increased almost by one billion, reaching a total of 4.2 billion active users in 2021 (Johnson, 2021).

In order to collect citizens’ voices, researchers are increasingly using social media to gather information about citizens’ perceptions, needs, thoughts or debates. This reality is reflected in the growing number of scientific articles related to social media content analysis. According to the search conducted in Web of Science on June 18th, 2021 using the keywords ‘social media’ AND ‘content analysis’, the number of such articles has increased from 10 in 2009 to 710 in 2020.

Research on social media shows that social media can provide a useful source for research with social impact as researchers can collect citizens’ voices to conduct research that improves citizens’ lives and respond to society’s challenges. For example, Silver and Matthews (2017) showed how citizens used Facebook groups to seek information and support and to self-organize the community in response to the natural disaster caused by a tornado. Similar conclusions on the usefulness of social media for research with social impact
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were reached by Gálvez-Rodríguez and colleagues (2019) when they analysed citizens’ support in social media after terrorist attacks. Research related to health issues has used social media as a source for raising awareness about breast cancer (Miller et al., 2019), cancer’s early diagnosis (Prochaska et al., 2017) and the COVID-19 pandemic, among others. Related to this last example, several studies have delved into citizens’ mental health during the pandemic (Arași et al., 2020; Newman et al., 2021), citizens’ hesitancy to vaccines (Hernández et al., 2021; Piedrahita-Valdés et al., 2021), the responses provided by world leaders (Rufai & Bunce, 2020) and the impact of fake news (Atehortúa & Patino, 2021; Islam et al., 2020; Pulido, Ruiz-Eugenio, et al., 2020), among other topics.

All these studies provide insightful examples of how social media can be a useful source for research with social impact, as it enables the collection of citizens’ voices. However, the studies focused on social media analyses use diverse methods to collect and analyse their data. These differences are mainly related to the social network chosen for the analysis, the procedure for the identification of keywords, the definition of the units of analysis or the process of data analysis. Recently, some authors have developed protocols for content analysis in a specific social network (Reuter & Lee, 2021; Stens et al., 2020). These protocols provide a step-by-step description of how to conduct content analysis in social media, which is the cornerstone of research replicability. They are based on 1) a top-down approach, in which researchers choose the keywords to be used, and 2) a standard manual coding process in which two independent researchers code the messages extracted, and Cohen’s kappa coefficient is calculated to assess reliability.

Yet, researchers that use social media as a source for their research use different methods to conduct the coding and analysis, including manual, automated or hybrid methods. In this debate about the use of manual or automated methods, Lewis and colleagues (2013) pointed out how the implementation of a combined approach of manual and computational methods ensures the rigour and human sensitivity while processing big amounts of data. Although the implementation of hybrid methods brings together the benefits of both methods, they base their interrater reliability on Cohen’s kappa. As Pulido, Villarejo-Carballedo and colleagues (2020) pointed out, this is a traditional and correct way to assess the reliability of content analysis, but it provides no space for dialogic reliability, in which time, plurality of voices and egalitarian dialogue are essential.

To fill this gap, Social Media Analytics (SMA) and the Communicative Content Analysis (CCA) provide novel approaches to content analysis in social media. Drawing upon the postulates of Communicative Methodology (CM), which acknowledge that ‘all individuals have inherent capacities for communication and social interaction and that they can understand the world, generate knowledge and change social structures’ (Gómez et al., 2019, p. 3), the cornerstone of this approach is its dialogic basis. The CM is built upon the premise that dialogic co-creation of knowledge occurs when researchers and citizens engage in egalitarian discussions, where researchers provide scientific evidence, citizens provide their daily life experiences and the dialogue between them takes place with the aim of reaching a consensus through the use of validity claims and not of power claims (Gómez et al., 2019; Gómez González, 2021; Pulido et al., 2018). Thus, in SMA, all the steps and procedures are discussed and agreed upon using egalitarian dialogue to reach a real consensus that enables further co-creation of knowledge. This communicative app Hernandez roach to social media analysis allows us to move beyond the existing debates about the use of manual, automated or combined methods to provide new knowledge about the application of CM to social media. This CM has widely demonstrated its scientific and social validity in several studies, including studies in the field of social media analysis (Cabré-Olivé et al., 2017; Oliver et al., 2021; Pulido et al., 2018; Pulido, Ruiz-Eugenio, et al., 2020; Pulido, Villarejo-Carballedo, et al., 2020).

The current article makes a novel contribution to content analysis in social media by presenting a protocol for a Social Media Analytics study, which has been elaborated for Allinteract, a research project funded under the EU Horizon 2020 programme (Flecha & Pulido, 2021). The procedure and steps detailed in this protocol can be potentially used in other research and fields.

**Explanation and Justification of Method**

The current XXXX SMA protocol draws on the SMA methodology developed by Flecha & Pulido 2017. As Cabré and colleagues (2017) explain, there are two approaches for conducting SMA: top-down and bottom-up (Cabré-Olivé et al., 2017). The top-down approach is based on defining a priori a series of keywords related to the objectives of the research project, in order to explore in social media whether and how citizens use these. The bottom-up approach is based on identifying the topics that emerge from the citizens themselves, through analysing the most used keywords and hashtags in social media and online sources, related to the research project’s goals. Once these are identified, they are contrasted with the topics and goals of the research project to analyse whether citizens’ interests and opinions expressed on social media are covered by the project. The combination of these two strategies allows researchers to have both an overview of what topics receive most attention from citizens in online interactions, as well as a picture of emerging topics that might have not yet been covered by the research goals. Moreover, the combination of these two strategies can be informative for future research (Cabré-Olivé et al., 2017), as well as for authorities and other institutions. In this way, in line with the communicative framework, instead of relying on experts’ opinions to define issues of relevance and social impact, the SMA allows researchers to gather the voices of
different citizens and social agents in social media on the issues which are most relevant to them. As Cabr´e and colleagues (2017, p. 99) put it: ‘This strategy is useful for being more connected to the needs and concerns of citizens and can help to refine the research goals according to this information collected’.

Among the current social concerns, the COVID-19 pandemic has been a major topic of debate on social media (Pulido, Villarejo-Carballido, et al., 2020), and this infodemic related to it has been studied by diverse research projects. Previous studies pointed to false information being more likely to be shared (Vosoughi et al., 2018). However, a study by Pulido, Villarejo-Carballido and colleagues (2020) has shed new light on the matter through the use of the SMA methodology, finding differing trends in the sharing of COVID-19-related false and evidence-based information on Twitter. Indeed, after analysing 942 tweets, the authors found that, whereas false information was more likely to be tweeted, tweets containing evidence-based or fact-checking information were more likely to be retweeted. This methodology provides researchers with a deeper analysis of the reality being studied, contributing essential knowledge for current and future research. Moreover, it can also help authorities better understand citizens’ interactions in social media and act according to citizens’ interests and concerns. In the case of the COVID-19 infodemic, for instance, Pulido, Villarejo-Carballido and colleagues (2020) findings might be taken up by health authorities to post more tweets from official accounts.

Besides creating deeper knowledge with scientific and political impact, SMA contributes knowledge about how potential or real social impact of research is being shared on social media, both quantitatively and qualitatively (Pulido et al., 2018). This makes social media platforms relevant for the dissemination of scientific evidence of the social impact of research. Through these platforms, messages transcend the walls of academia and are made accessible for citizens. Indeed, making such evidence available to all through sharing, commenting and engaging with the content is key. This distinguishes Social Impact in Social Media (SISM), a subset of SMA, from other methodologies aimed at measuring social impact, egalitarian dialogue is a key aspect of the research goals according to this information collected.

The main aim of the Allinteract SMA is to include the diversity and plurality of citizens’ voices and perspectives. Thus, it was essential to conduct the research in those social networks that citizens use, considering the diverse options and spaces where users can interact in each social network. For this reason, considering the exploration of the different social networks included in the Allinteract SMA protocol (Flecha & Pulido, 2021), the selected sources to include citizens’ voices in SMA in the top-down strategy were Facebook pages, Twitter and Instagram hashtags and Reddit communities.

**Procedure and Criteria of selection**

This protocol includes a twofold strategy, including a top-down and a bottom-up approach. Each of the approaches has followed a different procedure, each of which is detailed below.

**Top-Down Strategy.** As defined by Cabré-Olivé et al. (2017), in the top-down approach to SMA, the keywords, pages and hashtags are defined by researchers according to the aims of the research. In the case of the current SMA protocol, the procedure was discussed dialogically by a diverse group of
researchers in order to collect a plurality of voices and perspectives. Table 1 shows the procedure carried out under each social network, as well as the criteria followed in the final selection.

**Bottom-Up Strategy.** The bottom-up approach is driven by the voices of citizens and aims to directly identify and collect the topics that emerge from the keywords that are most used in citizens’ messages on social media. This strategy was implemented on Twitter, and daily Trending Topics in all European countries were used to identify those that were relevant for the project. In order to identify Trending Topics, several tools were used:

1. Websites that collect Trending Topics in each hour in the different European Countries,
2. Twitter Trending Topics in the different European Countries,
3. Python Software.

Researchers collected the lists of the Trending Topics and explored the content of the messages included within each hashtag in order to identify those that were related to the aims of the research. Table 2 compiles the number of hashtags explored, the number of hashtags related to the scope of the project and the final number of hashtags included in the sample.

In order to select the final hashtags to be included in the sample, the following criteria were considered:

1. Relation with the aims of the research: in this case, the hashtags to be selected needed to be related to gender or education.
2. Language: considering the international team of researchers that constitutes the project and participated in the analysis, the tweets needed to be mainly in English language.
3. Representation of different European countries: since the SMA aimed to include the voices of European citizens from diverse backgrounds, the presence of hashtags emerging from different European countries was important. In the same line, hashtags that were

Table 1. Procedure and Criteria for the Selection of Top Pages/Hashtags.

| Procedure of search                                      | Number of keywords, hashtags or pages explored | Criteria                                      | Indicator                                                                 |
|----------------------------------------------------------|-----------------------------------------------|-----------------------------------------------|---------------------------------------------------------------------------|
| **Twitter**                                              | Hashtags: 37                                 | Voices of citizens                            | High presence of profiles from individual citizens rather than companies and organizations |
| 1. Search most used hashtags on the topic                |                                               | Popularity of the hashtag                     | High use of the hashtag recently                                          |
| 2. Search each proposed hashtag                          |                                               | High level of interaction among users         | High number of retweets and replies                                        |
| 3. Include ‘top’ and ‘latest’ tweets                      |                                               |                                               |                                                                           |
| **Facebook**                                             | Combinations of keywords: 22                 | High activity of the page                     | High frequency of posts shared                                            |
| 1. Combine two keywords in the browser                   | Number of pages explored: 54                 | High level of interaction with users          | High number of comments in each post                                      |
| 2. Refine by ‘pages’ and include all locations and categories |                                               | Outreach of the page                          | Number of followers                                                       |
| **Instagram**                                            | Combinations of keywords: 13                 | Type of content shared                        | Promotion of debates, presence of scientific evidence                     |
| 1. Search keywords in the browser (general keywords may be more used and contained in other hashtags) | Number of hashtags explored: 91             | Popularity of the hashtag                     | Recent high use of the hashtag                                            |
| 2. Select most popular hashtags containing the keyword    |                                               | Voices of citizens                            | High presence of profiles from individual citizens rather than companies and organizations |
| 3. Search all posts using the selected hashtags           |                                               | High level of interactions among users        | Number of comments and likes under each post                              |
| **Reddit**                                               | Keywords: 8                                  | Type of content shared                        | Posts that promote debate among users rather than humorous and anecdotal |
| 1. Search keyword in the browser                         | Communities: 29                              | Size of the community                         | Number of members                                                          |
| 2. Refine by ‘Communities and Users’                     |                                               | High level of interactions among users        | Number of comments and interactions under each post                       |
Trending Topic at European level or in more than one country were given priority.

4. Representation of diverse topics: Citizens use more than one hashtag in each tweet. Therefore, several of the hashtags identified in the Trending Topics were included in the same messages, which were related to recent news or cases. In order to avoid duplicate messages, one of the criteria was to include hashtags related to diverse topics.

**Selection of the Sample**

Following the top-down and bottom-up strategy, researchers extracted the messages posted during the study period of time using NVIVO and PYTHON. The sample of this analysis included a maximum of 10,000 messages under each of the 40 hashtags or pages in the top-down approach and of the 11 hashtags emerged from the bottom-up approach. Table 3 compiles the criteria followed to select the final messages that constituted the sample.

Altogether, the final sample included a total of 79,352 messages in the gender topic and 111,881 messages in the education topic.

**Data Handling/Analysis**

The process of handling and analysing the collected data consisted of four phases: the definition of the units of analysis, the design of the dialogic codebook, dialogic coding and the CCA.

**Definition of Units of Analysis**

The first step was to establish the criteria for the coding and analysis of the collected information. These criteria were agreed by all researchers and decided by consensus:

1. The unit of analysis included the complete tweet or post with links, images or videos attached.

2. The number of retweets and likes were part of the analysis.

3. Only messages posted by real public users were taken into account. Spam, fake accounts, bots and private users were discarded.

4. In cases of multiple levels of hyperlinks, at least two levels (i.e. a link contained inside another link in the posted message), were accessed, checked and considered.

**Design of the Dialogic codebook**

First, researchers designed the dialogic codebook for the CCA basing all the decisions on egalitarian dialogue. Regular dialogic discussions were scheduled to address each of the points in the codebook. Therefore, all decisions in the design of the codebook were agreed upon and made using validity claims instead of power claims. The final codebook used for the coding of all the datasets can be found in the protocol elaborated for the project (Flecha & Pulido, 2021). In addition, researchers conducted a pilot to test the process and the codebook. The pilot was conducted in Facebook and Twitter and included two Facebook pages and two Twitter hashtags obtained with a top-down strategy, as well as one Twitter hashtag obtained from a bottom-up approach. The extracted data was coded by a diverse group of researchers, who followed the draft version of the dialogic codebook. All the decisions were taken on the basis of an egalitarian dialogue. The conclusions of the pilot were shared in the regular dialogic
discussions, in order to identify possible improvements in the codebook and to ensure its rigour and appropriateness. The pilot provided insightful messages that exemplified each of the codes and provided further clarification for the coding process.

**Dialogic Coding of the Data**

In the dialogic coding of data, researchers worked with the entire dataset and coded each message according to the dialogic codebook. The dialogic coding was carried out by a diverse team of researchers that included researchers from six institutions from 6 European countries. The inclusion of researchers from diverse profiles, areas of knowledge and countries provided a plurality of voices that enriched the discussions and the co-creation of knowledge.

The coding process included two steps: (1) the assignment of a code 0–5 according to the aims of the research and (2) the categorization of the sources used in the messages, depending on the presence or absence of scientific evidence. The coding process was developed manually:

1. First, all messages were distributed among the researchers in the coding team, and one researcher carefully read the units of analysis and categorized the messages following the codebook. With the information contained in the message, the researcher assigned a number 0–5 according to the aim of the research and a number 0–2 depending on the sources referred.

2. Second, a double check process was carried out by a different researcher, who re-read and re-coded all the messages. When researchers had doubts about particular messages or differences between the previous and the new code, the message was dialogically discussed and all researchers in the coding team provided their arguments in order to reach an agreement based on validity claims.

During the coding process, a new category in the use of scientific sources emerged. Researchers realized that citizens used social media interactions to request the scientific evidence supporting other users’ arguments and also used scientific arguments to discuss the validity of the sources provided. Therefore, researchers reviewed the emerging findings and decided to include a new code 3 in the coding of scientific evidence.

**Communicative Content Analysis**

Once all messages were coded, all data was analysed quantitatively and qualitatively. Researchers in charge of the analysis carefully read all the units of analysis under each objective and filled the analysis grids according to the information provided. Just like in the case of the design of the codebook, dialogue has been at the core of the design of the analysis grids.

**Qualitative Analysis.** For the qualitative analysis, a Communicative Content Analysis (CCA) was conducted. CCA was first conducted by Pulido, Villarejo-Carballido and colleagues (2020), following the postulates of the Communicative Methodology (Gómez et al., 2019). Following this communicative approach, the analysis included two dimensions:

1. **Transformative dimension:** including messages that provided evidence of the factors that facilitate social, political and scientific impact of research, or of the elements that promote the implementation of the targeted actions and policies.

2. **Exclusionary dimension:** including messages that showed the obstacles that hinder the achievement of the social, political and scientific impact of research, or the implementation of the targeted actions and policies.

Each grid was designed specifically to respond to each objective of the research and included categories, such as the type of content (campaign, discussion, awareness-raising action, citizens’ mobilization, implementation of actions, etc.), the profile of the promoter of the message (citizens, NGOs, policymakers, enterprises, etc.), the level of intervention (local, national, international, etc.), the topics covered and the evidence of social impact (potential and real), among others. The complete analysis grids can be found in the Allinteract – Social Media Analytics Protocol (Flecha & Pulido, 2021).

Following CM’s postulates which are at the core of CCA, when researchers could not clearly classify a message, this message was dialogically discussed, and researchers reached an agreement based on validity claims. The analysis also included the description of the similarities and differences found between each social network and between the top-down and bottom-up strategy, in terms of topics discussed, scientific evidence shared or interactions among users, among others.

**Quantitative Analysis.** The quantitative analysis was conducted when all the grids were filled in with the information obtained from the units of analysis. The quantitative analysis included a descriptive analysis of the percentage of messages under each category and dimension and also of the presence of scientific evidence in the messages. Other relevant analysis in this regard included the analysis of the kind of messages that got more interaction from citizens, the relationship between the presence of scientific evidence and the number of interactions among users, the presence of real or potential evidence of scientific, political and social impact of research or differences in the presence of real or potential evidence of impact across categories, among others.

**Ethics**

The design and implementation of the Allinteract project follows fundamental ethics standards to ensure the quality and
excellence during and after the project, including the scientific and ethical procedures defined by the EU Charter of Fundamental Rights and the UNESCO Universal Declaration of Human Rights. Therefore, ethical principles have been at the core of all Allinteract activities, including in the design and elaboration of the Social Media Analytics protocol. The project was approved by the Bioethical Committee of the University of Barcelona, as the institution coordinating the project. Besides, other partner institutions also provided an ethical approval by their institutions, in the cases in which such a measure was foreseen. First, the Allinteract consortium elaborated a Data Management Plan that sets the requirements to be followed in all project activities involving data. In particular, it states that all data collected from social media needs to be anonymized to respect the social media users’ privacy rights. In addition, Allinteract researchers have ensured the compliance with the Terms and Conditions of each social network, as well as with the EU GDPR regulation. To ensure compliance with the EU GDPR and with the Terms and Conditions of each social media company, all extracted data was anonymized and messages posted by fake accounts or bots were discarded.

### Rigour

The approach to qualitative rigour adopted in the current Allinteract SMA protocol is based on the application of four quality criteria for the qualitative research: credibility, transferability, dependability and confirmability (Korstjens & Moser, 2018). The first criterion – credibility (Lincoln & Guba, 1985) – refers to the confidence of the research findings. In the case of the SMA protocol, credibility based on the interpretation of raw data extracted from the social media networks is respectful of the meaning of messages’ users. There are different strategies for ensuring this criterion, for instance, prolonged engagement and persistent observation, which were afforded by a pilot study. This pilot study invested sufficient time to become familiar with the data and context for testing the analysis’ categories and to improve the coding process.

The data triangulation was conducted using multiple data sources, in this case, different social media (Twitter, Facebook, Reddit, Instagram) via two different strategies (bottom-up and top-down), as explained in previous sections. In addition, investigator triangulation was conducted through a dialogic process that involved researchers from six institutions from six European countries involved in the process of the CCA. The latter followed the methods and procedures developed by Pulido et al. (2018). The dialogic process between researchers consisted of different actions: (a) the dialogic codebook was created and agreed by all the researchers, (b) a permanent online forum in the virtual team workspace was set up to allow discussion of questions and concerns regarding the coding of particular messages, (c) when researchers had doubts about the coding of a particular message, this message was discussed with the coordinator team. In such cases, the relevant messages were highlighted with different colours and researchers provided arguments for assigning one code or another. This way, this dialogue between the researchers and coordinator team ensured that the final code is based on arguments and (d) to ensure consistency in coding, researchers from the coordinator team reviewed all the messages analysed by the other research teams of all institutions involved. The version of the coding reviewed and agreed by the coordinator team was shared in the virtual team workspace with the other research teams, and they were invited to discuss it further. The final version of the coding was agreed by the coordinator team and the other research teams by consensus.

The second criterion is transferability, based on the strategy of thick description (Roller & Lavrakas, 2015). The Allinteract SMA protocol and data analysis explains this strategy in detail, the sample size used, the different strategies for data extraction, the type of data deleted to comply with the ethical criteria, and the type of the data kept for the purpose of analysis. In line with this strategy, the results of the analysis are explained within a context that could be understood by any kind of reader in order to facilitate the transferability judgement as required in this criterion.

The third and fourth criterion – dependability and confirmability – can be unified, as indicated by Korstjens and Moser (2018), through the strategy of audit trail (Tracy, 2010). In line with this strategy, all the research steps are described transparently to ensure the confirmability step by step from the research design to the reporting of the findings. The Allinteract SMA protocol itself helps to ensure dependability and confirmability, where the details are described in-depth with illustrative examples. Moreover, all the research decisions are made available on the project workspace through sharing documents with agreements reached and forum posts that keep the record of each step taken.
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