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Abstract

The ability of fast generalizing to novel tasks from a few examples is critical in dealing with few-shot learning problems. However, deep learning models severely suffer from overfitting in extreme low data regime. In this paper, we propose Adaptable Cosine Classifier (ACC) and Amphibian to achieve fast and generalized adaptation for few-shot learning. The ACC realizes the flexible retraining of a deep network on small data without overfitting. The Amphibian learns a good weight initialization in the parameter space where optimal solutions for the tasks of the same class cluster tightly. It enables rapid adaptation to novel tasks with few gradient updates. We conduct comprehensive experiments on four few-shot datasets and achieve state-of-the-art performance in all cases. Notably, we achieve the accuracy of 87.75% on 5-shot miniImageNet which approximately outperforms existing methods by 10%. We also conduct experiment on cross-domain few-shot tasks and provide the best results.

1. Introduction

Deep Neural Networks have shown great power in visual learning tasks such as image classification [11, 15, 29], object detection [9, 24, 10], and semantic segmentation [18, 26, 2]. However, training these models requires a large amount of labeled data. In many cases, the model performance sharply drops if the labeled data is scarce. Recent researches pay attention to rapidly learn a model in a data-efficient way. The goal is enabling a model to fast adapt to a new task without the need for hundreds of training data. In the low-data regime, fast adaptation to new tasks and avoiding the overfitting problem are challenging. These issues motivate the study of few-shot learning.

Few-shot learning [34, 6, 7] aims to efficiently learn a model that can recognize novel classes when the training examples are extremely limited. It is commonly formalized in a meta-learning way where a task is called N-way K-shot task if it consists of N classes with K labeled examples per class. In few-shot learning, we learn a model on different tasks from a large labeled dataset of base classes and aim to fast adapt the model to unseen tasks of novel classes. Most existing methods show limited performance when facing two major challenges in few-shot learning: rapid adaptation and excellent generalization. Various methods are explored to attack the challenges which can be divided into two categories: metric learning based methods [7, 34] and meta learning based methods [6, 20]. 1) Metric learning based methods target to learn to compare target examples and few labeled examples by a distance metric in the embedding space. These methods usually have weak generalization ability. Without retraining, the models trained on the base classes poorly generalize to the novel classes. While with retraining, the models are prone to overfit on the few labeled data. Even so, some metric based learning approaches have an advantage of learning discriminative features. 2) Meta learning based methods aim to learn a basic model on abundant training tasks and the model can quickly converge on new tasks with a few gradient updates or fine-tuning steps. A common solution is to find a good initialization but some methods learn a biased initialization which prevents the model from generalizing well to unseen tasks.

In this paper, our goal is to achieve fast and generalized adaptation for few-shot learning. As shown in Figure 2, our method consists of two stages: pre-training and adaptation. We propose an Adaptable Cosine Classifier for discriminative feature learning. To further improve generalization, we propose a meta learning method called Amphibian which ensures the rapid and generalized adaptation. The Adaptable Cosine Classifier consists of a feature extractor...
and a cosine classifier. It is trained in the first stage to learn a feature embedding space where examples in the same class are close to each other and far away from examples in other different classes. We train the network on the supervised classification task in the first stage. In the second stage, we just adapt the feature extractor on the novel classes. And we use the mean vectors of labeled examples to parametrize the cosine classifier since retraining the classifier on few examples takes risks of overfitting.

To better train the model, we propose a meta learning method called Amphibian which finds a good weight initialization for fast and generalized adaptation. An ideal weight initialization enables the model to learn from a task through one gradient update and achieve the best results on new tasks. To find a good weight initialization as much as possible, we aim to maximize the performance on a new task through one or few gradient updates in current task during the training process. We train the Adaptable Cosine Classifier using Amphibian strategy in the first stage. Thus, we obtain a good weight initialization from the base classes which realizes rapid adaptation and convergence on the novel classes in the second stage.

In a word, our method achieves discriminative feature learning and generalization, which takes advantages of metric learning based methods and meta learning based methods respectively. Our contributions are threefold:

1. We propose the Adaptable Cosine Classifier which has great generalization ability surpassing the existing metric learning based methods. Adaptable Cosine Classifier is flexible to be retrained and can fast adapt to novel tasks.

2. We propose a meta learning method called Amphibian to train a good weight initialization such that it enables rapid and generalized adaptation to new tasks with a small number of gradient updates.

3. Our experiments show that our method achieves the state-of-the-art and outperforms existing methods by 4%-10% on two few-shot benchmarks: miniImageNet and tieredImageNet. We also evaluate our method in cross-domain few-shot classification and produce the superior results on miniImageNet → CUB-200-2011 tasks.

2. Related Work

Many methods have been published to solve the few-shot classification problem [7, 16, 6, 20, 30, 33, 34, 28, 32]. In this section, we briefly introduce some approaches relevant to our work.

Metric learning based approach

Metric learning based approaches [34, 30, 33, 7] learn a projection function that can map examples from the image space to the feature space. And the features preserve the class neighborhood structure in the feature space so that we can recognize them easily. Instead of using a fully-connected layer, MatchingNet [34] and ProtoNet [30] use the nearest-neighbor method in the feature space with the Euclidean metric. Another commonly used distance metric is the cosine similarity [7]. There are also two commonly used methods to calculate the prototypes, using learned prototypes and using the support set to calculate prototypes in each task. Unlike the above methods, RelationNet [33] learns a deep non-linear distance metric to replace Euclidean metric or cosine similarity. By this method, it aims to learn the best metric that can adapt to different tasks. All the above methods are based on a fundamental hypothesis that the learned feature extractor can be generalized to novel classes. But there is still a significant performance gap between the base classes and the novel classes. It indicates that the mapping function can not fit in the novel classes well. So we propose the Adaptable Cosine Classifier method that can adapt the metric learning based model to novel tasks to eliminate the gap.
Meta learning based approach

Meta learning based approaches [28, 6, 20, 32] typically involve two phases: pre-training and adapting. Due to the particularity of the few-shot classification, the key is how to perform generalized adaptation in the adapting stage. Ravi et al. [28] concentrates on finding an optimizer that is better than SGD [25]. The similarity between gradient descent methods and long short-term memory [13] inspires them to propose the LSTM-based network. MAML [6] is another typical meta learning based method. It aims to learn a good weight initialization which is close to all tasks. So that with a limited number of labeled examples the model can find the task specific optimal in one gradient update step. Alex Nichol et al. propose Reptile [20] which can be treated as extended MAML with $k$ gradient update steps. Furthermore, they theoretically analyze the reason why the MAML liked method works. MTL [32] focuses on preventing meta overfitting by reducing the number of learnable parameters. They propose Scale-and-Shift parameters to adapt to novel tasks without updating all parameters. In this paper, we propose Amphibian to learn a good weight initialization from which we can perform better generalized adaptation in limited examples.

3. Methodology

In this section, we first give the problem formulation in section 3.1. Secondly, we introduce in section 3.2 the proposed approach to adapt a metric based method to novel tasks. Then we discuss how to train an initialization of the feature extractor by our proposed Amphibian that can fast adapt to all tasks in section 3.3. Finally, we provide a theoretical explanation of why Amphibian works in section 3.4.

3.1. Problem Formulation

Firstly, we introduce a generic notion of a learning task. Formally, each task $\tau = \{D_s, D_q, C_{task}, L(D_q|\phi)\}$ involves two sets: support set $D_s$ and query set $D_q$ respectively. The examples of $D_s$ and $D_q$ both belong to classes $C_{task}$. The support set $D_s$ consists of $N \times K$ examples ($N$ is the number of classes $C_{task}$, and $K$ is the number of examples per class) and corresponding labels. And the number of labeled examples $K$ is a small number like 1 or 5. The query set $D_q$ involves some unlabeled examples belong to $C_{task}$. The objective is using the limited labeled support set to learn a model $F_{\phi}$ that can recognize all the examples from the query set $D_q$. It can be formulated as minimizing the cost function $L(D_q|\phi)$. Such a task is a so-called $N$-way $K$-shot few-shot classification task.

In the few-shot classification problem, we are given two datasets: base set $D_{base}$ and novel set $D_{novel}$ respectively. The base set is composed of examples $x$ and the corresponding labels $y$, $D_{base} = \{(x_1, y_1), ..., (x_n, y_n)\}$. All the examples from the base set belong to class $C_{base}$. The novel set is similar with the base set $D_{novel} = \{(x'_1, y'_1), ..., (x'_n, y'_n)\}$, and all the examples belong to class $C_{novel}$. And $C_{novel}$ is disjoint with $C_{base}$. The base set is available for us to learn a good model. And evaluate the model on the novel set with few-shot tasks. The objective is:

$$\min_{\phi} E_{\tau}[L(D_q|A(D_s, \phi))]$$

where $A(\cdot)$ denotes the adaptation procedure. And $A(D_s, \phi)$ denotes the updated parameters on $D_s$.

3.2. Adaptable Cosine Classifier

In general, there is a feature extractor $F_{\phi}(\cdot)$ and a classifier $Z(\cdot; W)$ in a deep neural network for classification. $\phi$ is the parameter of the feature extractor $F_{\phi}$, and $W$ is the classification weight of the classifier $Z(\cdot; W)$. The feature extractor $F_{\phi}$ maps the data $x$ from the image space to the embedding space. Then the classifier $Z(\cdot; W)$ uses the feature embedding $F_{\phi}(x)$ to estimate the classification scores.

Since there are only few training examples for novel classes in few-shot classification, learning a linear classifier with good generalization ability is very difficult. In order to overcome this critical problem, the Cosine Classifier (CC) is proposed [7] which uses cosine similarity instead of dot product when computing classification scores. The cosine similarity operator has an advantage in preserving the class neighborhood structure in the embedding space. The CC can be formalized as:

$$Z^k(F_{\phi}(x); W) = \frac{e^{\gamma \cos(F_{\phi}(x), W_k)}}{\sum_{i=1}^{||C||} e^{\gamma \cos(F_{\phi}(x), W_i)}}$$

where $Z^k(\cdot)$ denotes the classification score of the $k$-th class, $W_i$ is the $i$-th classification weight, $\gamma$ denotes the scale of the softmax operator, and $||C||$ is the number of classes.

At the pre-training stage, we train the model on the examples from base classes $C_{base}$ and the objective is to minimize the negative log-likelihood loss:

$$L(x|\phi, W_b) = E_{x,y \in D_{base}} \left[-logZ^y(F_{\phi}(x); W_b)\right]$$

where $W_b$ denotes the classification weight vectors of the base categories and $y$ is the true label.

Since the feature extractor $F_{\phi}$ is trained only on the base classes, it can not extract good features of the novel classes without adaptation. However, it takes a risk of overfitting to retrain the CC on the few examples to learn classification weights of the novel classes. To overcome the difficulty,
we propose Adaptable Cosine Classifier (ACC) to adapt the feature extractor to new tasks. As discussed before, the critical challenge for few-shot classification problem is to learn the best classification weight of the novel classes without overfitting on the few training examples. So we give the definition of the best classification weight:

$$\min W_j \sum_i Distance(W_j, F_\phi(x_i))$$ (4)

where $W_j$ is the classification weight of the $j$-th class, and $x_i$ is the example belonging to class $C_j$. To be consistent with the cosine operator used at the pre-training stage, we adopt $-\cos(\cdot, \cdot)$ as the distance metric in Equation 4. The optimization of Equation 4 has the closed form solution:

$$W_j = \frac{\sum F_\phi(x_i) / K_j}{\|\sum F_\phi(x_i) / K_j\|_2}$$ (5)

where $K_j$ denotes the number of examples belonging to category $C_j$.

At the inference stage, we adapt our feature extractor to the novel classes and evaluate on the query set. Since we do not have the true distribution of novel classes, we use the support set to estimate the true distribution. The objective is to minimize the negative log-likelihood loss:

$$L(x|\phi, W_n) = \mathbb{E}_{x, y \in D_{support}} [-\log P_y(F_\phi(x); W_n)]$$ (6)

where $W_n$ is calculated directly from Equation 6.

In general, to fine-tune CC we need to re-initialize the classification weights and retrain the model from scratch. However, the model tend to overfitting with the limited training data. By our proposed ACC, we compute the best classification weights directly. It gives the model the ability of fast and generalized adaptation to novel tasks. The adapted feature extractor can extract more discriminative features which are conducive to classification. As expected, experimental results also indicate that the adaptation can bring us significant performance improvement.

### 3.3. Amphibian

To further improve the ability of adaptation, we propose a simple yet effective method named Amphibian. Like MAML [6] and Reptile [20], Amphibian learns an initialization for the parameters of a model. From this initialization, the model can perform fast and generalized adaptation to different tasks.

When adapting to a new task $\tau_s$, we are given a labeled support set $D_s$, and an unlabeled query set $D_q$. Examples of both sets are sampled from $C_{task}$. Our objective is to update the initialization $\phi$ of the model one step using the support set $D_s$ then the updated model is capable of recognize the examples from the query set $D_q$. This objective can be formalized as:

$$\min_{\phi} E_{x \in D_q} [L(x|\phi')]$$ (7)

where $\phi'$ denotes the updated parameters using one gradient descent update on task $\tau_s$, $\phi' = \phi - \beta \nabla_\phi L(\tau_s|\phi)$. $\beta$ is a hyper-parameter. Since the support set $D_s$ and the query set $D_q$ is independent. In order to minimize the expectation of the loss on $D_q$, we need to minimize the loss on all examples belonging to $C_{task}$:

$$\min_{\phi} E_{x \in D_q} [L(x|\phi')] = \min_{\phi} E_{(x,y) \in C_{task}} [L(x|\phi')]$$ (8)

Equation 8 can be further formalized as:

$$\min_{\phi} E_{x \in D_q} [L(x|\phi')] = \min_{\phi} E_{\tau_i \in T_{task}} [L(\tau_i|\phi')]$$ (9)

where $T_{task}$ denotes all the possible tasks whose examples belong to $C_{task}$, and $\tau_i$ denotes one task sampled from $T_{task}$.

Meanwhile, we aim to perform well in the current task $\tau_s$ so that the model can extract task-independent features. The integral objective can be formalized as:

$$\min_{\phi} E_{\tau_i \in T_{task}} [L(\tau_i, \phi')] + \eta L(\tau_s|\phi)$$ (10)

where $\eta$ is a hyper-parameter, controlling the weight of the above two objectives. Since we can not obtain all the tasks, we use one task $\tau_i$ to estimate $E_{\tau \in T_{task}} [L(\tau, \phi')]$. Thus, the gradient update process is:

$$\phi \leftarrow \phi - \alpha \nabla_\phi (L(\tau_i|\phi') + \eta L(\tau_s|\phi))$$ (11)

where $\alpha$ is a hyper-parameter. Note that the cost function is computed using the updated parameters $\phi'$, yet the training parameters are $\phi$. So optimizing parameters $\phi$ requires the second order gradient. Higher order gradient requires

---

**Algorithm 1 Amphibian**

**Require:** $\alpha, \beta$: step size hyper-parameters  
Initialize parameters $\phi$ of a model  
for iteration $= 1, 2, \ldots$ do  
sample $N$ categories $C_{task}$ from $C_{base}$  
Initialize $\theta_0 = \phi$  
for $i = 1, 2, \ldots, m$ do  
sample $K$ examples per category from $D_{base}$  
the $N \times K$ examples compose a task $\tau_i$  
Compute $L(\tau_i; \theta_{i-1})$  
Update $\theta_i \leftarrow \theta_{i-1} - \beta \nabla L(\tau_i; \theta_{i-1})$  
end for  
Update $\phi \leftarrow \phi + \alpha (\theta_m - \phi)$  
end for
is the update procedure of parameter $\phi$ on the $L$ loops called inner loop and outer loop respectively. The parameters belonging to the same categories as an example. In one outer step $\tau_2$, the training procedure can be formalized as:

$$\phi \leftarrow \phi - \alpha (\nabla_{\phi'} L(\tau_1|\phi') + \eta \nabla_{\phi} L(\tau_a|\phi)) \quad (12)$$

Furthermore, we can generalize the above optimization procedure to $m$ tasks. Given $m$ tasks $[\tau_1, \tau_2, ..., \tau_m]$ belonging to the same categories $C_{task}$, the training procedure can be formalized as:

$$\phi \leftarrow \phi - \alpha \sum_{i=1}^{m} \eta_i \nabla_{\theta_i} L(\tau_i|\theta_i) \quad (13)$$

$$\theta_i \leftarrow \theta_{i-1} - \beta \nabla L(\tau_i|\theta_{i-1}) \quad (14)$$

$\theta_0$ is initialized from $\phi$, and $\theta_i$ denotes the parameters after the $i$-th inner update.

The integral optimization procedure involves two nested loops called inner loop and outer loop respectively. The inner loop in Equation 14 is the update procedure of parameters $\theta$ with inner loop learning rate $\beta$, and all the tasks $\tau_i$ belong to $T_{task}$. The outer loop is composed of multiple inner loops with different classes $C_{task}$. The parameter $\phi$ is updated once in each outer step as shown in Equation 13. And $\alpha$ denotes the outer loop learning rate. In pre-training stage, we train the feature extractor in Algorithm 1 on the base set $D_{base}$.

### 3.4. Theoretical Analysis

We first use Taylor Expansion [20] to approximate the optimization process of MAML [6], Reptile [20], and Amphibian. To simplify the problem, we take two inner steps as an example. In one outer step $T_{task}$, we sample two tasks: $\tau_1$, $\tau_2$ belong to the same categories: $C_{task}$. Let $L(\tau|\phi)$ denote the cost function on task $\tau$ with parameter $\phi$, and $f_\phi$ denotes the feature extractor. We define $L_\phi(\tau|\phi') = \frac{\partial}{\partial \phi} L(\tau|\phi')$ and $L_\phi''(\tau|\phi') = \frac{\partial^2}{\partial \phi^2} L(\tau|\phi')$.

In MAML, we use the first order approximate version. The gradients of MAML and Reptile can be formalized as [20]:

$$g_{MAML} = L_\phi'(\tau_1|\phi) - \beta L_\phi''(\tau_1|\phi)L_\phi'(\tau_1|\phi) \quad (15)$$

$$g_{Reptile} = 2L_\phi'(\tau_1|\phi) - \beta L_\phi''(\tau_1|\phi)L_\phi'(\tau_1|\phi) \quad (16)$$

The derivation of our Amphibian is provided in appendix and the final formulation is:

$$g_{Amphibian} = 2L_\phi'(\tau_1|\phi) - \beta L_\phi''(\tau_2|\phi)L_\phi'(\tau_1|\phi) \quad (17)$$

The difference between Amphibian and Reptile is reflected in the second order term.

We further analyze them in the parameter space to show the difference of Reptile and Amphibian. When adapting, our objective is to update the model one step using the seen task $\tau_a$, and perform well in all the unseen tasks $\tau_a$ belonging to the same classes. The objective can be formalized as:

$$\min_{\phi} E[L(\tau_a|\phi')] \quad (18)$$

where $\phi'$ denotes the updated parameter, $\phi' = \phi - \beta L_\phi'(\tau_a)$. Equation 18 can be decomposed into two parts:

$$\min_{\phi} E[L(\tau_a|\phi')] = \min_{\phi} E[(L(\tau_a|\phi') - L(\tau_a|\phi)) + L(\tau_a|\phi)] \quad (19)$$

We can estimate the first term by Taylor Expansion:

$$L(\tau_a|\phi') = L(\tau_a|\phi) + L_\phi'(\tau_a|\phi)(\phi' - \phi) + O(\delta^2) \quad (20)$$

Substituting Equation 20 into Equation 19, we get:

$$\min_{\phi} E[L_\phi'(\tau_a|\phi)(\phi' - \phi) + L(\tau_a|\phi)] \quad (21)$$

Considering $\phi' = \phi - \beta L_\phi'(\tau_a)$, we get:

$$\min_{\phi} E[-\beta L_\phi'(\tau_a|\phi)L_\phi'(\tau_a|\phi) + L(\tau_a|\phi)] \quad (22)$$

The first term can be further simplified as:

$$-\eta \cos(L_\phi'(\tau_a|\phi), L_\phi'(\tau_a|\phi)) \quad (23)$$
Let \( \hat{\phi}_i = L^*_i(\tau_i|\phi) \), we get:
\[
\min_{\phi} E[-\eta \cos(\hat{\phi}_s, \hat{\phi}_u) + L(\tau_u|\phi)]
\] (24)
where \( \hat{\phi}_i \) denotes the relative position of the optimal solution \( \phi \) for the task \( \tau_i \) to the weight initialization. By calculate the expectation of Equation 24, the objective can be formalized as:
\[
\min_{\phi} E_{\tau_s}[E_{\tau_u}[-\eta \cos(\hat{\phi}_s, \hat{\phi}_u)] + E_{\tau_u}[L(\tau_s|\phi)]
\] (25)
where the first term is exactly the class neighborhood structure in the parameter space. And the second term denotes minimizing the empirical risk. As shown in Figure 3, we argue that preserving the class neighborhood structure in parameter space is more effective than minimizing the Euclidean distance like Reptile.

4. Experimental results

4.1. Datasets

The miniImageNet [34] consists of 100 classes of ImageNet [4] and each class has 600 images of size \( 84 \times 84 \). We follow the standard split proposed in [22]: the whole dataset is divided into three subsets which take 64, 16, and 20 classes for training, validation, and test.

The tieredImageNet [23] has 608 classes which are randomly chosen from the ImageNet [4]. As proposed in [23], the 608 classes are split into training, validation, test subsets which contain 351, 97, and 160 classes respectively. It is further split into 34 high-level semantic categories including 20, 6, 8 classes for training, validation and test. In total, there are 779,165 images with a size of \( 84 \times 84 \).

The CIFAR-FS includes 100 classes which is derived from CIFAR-100 dataset [1] and each class has 600 images of size \( 32 \times 32 \). The whole dataset is divided into three subsets: 64 training classes, 16 validation classes and 20 test classes.

The FC100 is a subset of CIFAR-100 dataset [21] which is composed of 100 classes. We follow the standard split proposed in [16]. The 100 classes are split into 60, 20, and 20 classes for training, validation and test. It is further divided into 20 higher level semantic classes including 12 training, 4 validation and 4 test classes. In total, there are 60,000 images of size \( 32 \times 32 \).

The CUB-200-2011 [35] is a fine-grained dataset of birds. It contains 200 species and 11,788 images. We followed the commonly used evaluation protocol proposed by [12]. The dataset has 100 training classes, 50 validation classes and 50 test classes. Each image is resized to \( 84 \times 84 \).

4.2. Implementation Details

Network Architectures To ensure a fair comparison with existing methods, we adopt two commonly used back-bones as our feature extractor: Conv-128 [7] and WRN-28 [36]. Conv-128 is composed of 4 convolutional modules with \( 3 \times 3 \) convolutions, each followed by a BatchNorm [14], a ReLU nonlinearity [19], and a \( 2 \times 2 \) max-pooling unit. With input images of size \( 84 \times 84 \), the output feature map has size \( 128 \times 5 \times 5 \) and then be flattened into a final 3200-dimension feature vector. WRN-28 is a 28-layer Wide Residual Network [36] with a width factor 10. It consists of 3 blocks, and each block has 4 BasicBlocks [11]. A BasicBlock is composed of 2 convolutional modules with \( 3 \times 3 \) convolutions, each followed by a BatchNorm [14], a ReLU nonlinearity [19] and a short-cut connection [11]. There is a dropout unit [31] at the end of the each block. The size of input image is \( 84 \times 84 \) and the output feature is 640-dimension after the global average pooling in the last block.

Training and Evaluation Firstly, we random sample \( m \) batches as \( m \) tasks in each outer step. Then, we apply SGD on these \( m \) tasks and get the inner loop parameter \( \theta_m \). The real parameter \( \phi \) of our model \( F_{\phi}(\cdot) \) is updated by \( \theta_m \). In our experiment, \( m \) is set to 5. We use random rotation and random crop for data augmentation at the training stage. For each novel task, we firstly adapt our feature extractor to the support set and evaluate on the query set. The query set contains 15 samples per class which is consistent with existing works. The accuracy is averaged from 600 episodes with 95% confidence interval. Detailed setups in our experiments are provided in appendix.

4.3. Comparison with State-of-the-arts

miniImageNet and tieredImageNet Table 1 summarizes the results on miniImageNet [34] and tieredImageNet [23] where our approach outperforms existing state-of-the-art methods with a significant improvement. Compared with MTL [32], our method shows good generalization ability. MTL only updates a Scale-and-Shift parameter on novel tasks to prevent overfitting while we update the whole feature extractor. It takes more risks of overfitting when updating far more parameters to adapt to novel tasks. We still outperform MTL by 12% on 5-way 5-shot miniImageNet classification. From the last two rows in Table 1, we note that our proposed Amphibian can further improve the performance which is consistent with our theoretical analysis.

CIFAR-FS and FC100 Results are reported in Table 2 which illustrates our state-of-the-art performance on CIFAR-FS and FC100. Especially in 5-shot, our method achieves the accuracy of 89.3% in CIFAR-FS and 66.9% in FC100. We outperforms MetaOptNet-SVM [16] by 5.1% and 11.1% respectively. FC100 is a harder dataset with a large gap between base and novel classes. In such a tough dataset, we still achieve state-of-the-art performance which shows our capability of fast and generalized adaptation.

miniImageNet → CUB-200-2011 To further highlight
gin achieving the state-of-the-art result. Note the results of cross-domain few-shot learning is a more tough challenge and evaluate it on the novel classes in CUB-200-2011. The adaptation ability of our method, we conduct extensive experiments in cross-domain few-shot learning: miniImageNet → CUB-200-2011. The results are shown in Table 3. We train the model on the base classes in miniImageNet and evaluate it on the novel classes in CUB-200-2011. The cross-domain few-shot learning is a more tough challenge due to the huge gap between the two datasets. Our proposed method outperforms other methods by a large margin achieving the state-of-the-art result. Note the results of other methods is evaluated with image size of 224 × 224, while we evaluate with image size of 84 × 84. Smaller input images contain less information. So we actually test our method in a more difficult setting. However, our proposed ACC+Amphibian still outperforms existing methods with a significant margin. It illustrates that the ACC+Amphibian is able to fast adapt to novel tasks even under a large domain gap.

### 4.4. Ablation Study

**Backbone Comparison** Table 4 shows the results on the 5-way miniImageNet and tiredImageNet using different backbone as the feature extractor. At test time, CC directly uses mean vectors as classification weights without adapting the feature extractor to novel classes. Our proposed ACC makes adaptation to novel classes which outperforms CC on all tasks. With deeper backbone, the effect of adaptation becomes more significant. For instance, ACC exceeds CC by 0.27% on 5-shot miniImageNet with Conv-128 and notably, it exceeds CC by 7.8% with WRN-28. As we know,
Table 4. Results on miniImageNet and tieredImageNet with different backbones. The results of CC are reported by our implementation.

| Algorithm            | Backbone | miniImageNet  | tieredImageNet |
|----------------------|----------|---------------|----------------|
|                      |          | 1-shot        | 5-shot         | 1-shot         | 5-shot         |
| CC                   | Conv-128 | 52.42         | 71.05          | 55.56          | 72.87          |
| ACC                  | Conv-128 | 52.81         | 71.32          | 56.06          | 73.98          |
| ACC + Amphibian      | Conv-128 | 53.36         | 74.75          | 56.88          | 75.08          |
| CC                   | WRN-28   | 60.32         | 77.61          | 64.59          | 81.47          |
| ACC                  | WRN-28   | 62.08         | 85.41          | 66.23          | 83.42          |
| ACC + Amphibian      | WRN-28   | 64.21         | 87.75          | 68.77          | 86.75          |

Figure 4. Accuracy comparison of adaptation and fine-tuning in different steps. The results are reported on 5-way miniImageNet classification tasks. Best viewed in color.

Table 5. Comparison with MAML and Reptile under the same experiment settings on miniImageNet. Our proposed Amphibian outperforms MAML and Reptile by a significant margin. Results are collected from [20].

| Algorithm                | 1-shot | 5-shot |
|--------------------------|--------|--------|
| MAML + Transduction     | 48.70  | 63.11  |
| FOMAML + Transduction   | 48.07  | 63.15  |
| Reptile                 | 47.07  | 62.74  |
| Reptile + Transduction  | 49.97  | 65.99  |
| Amphibian               | 47.95  | 67.58  |
| Amphibian + Transduction| 50.58  | 68.48  |

Impact of Adaptation We show the accuracy comparison of adaptation and fine-tuning in Figure 4. CC+fine-tuning refers to retraining a cosine classifier for novel classes at test time, which is depicted by the dashed lines in Figure 4. It is clear to see that with our adaptation (see solid lines), the model fast adapts to the novel classes in a few steps and achieves remarkable performance. After 2 steps, ACC achieves the highest accuracy of 62.08% in 1-shot. And after 6 steps, it achieves the accuracy of 85.41% in 5-shot. From the high performance, we highlight that our method has strong ability of fast adaptation to specific tasks without overfitting. The fine-tuning method performs poorly in few-shot scenario. It converges slowly and suffers from severe overfitting in small dataset.

Impact of Amphibian In Table 4 and Figure 4, the result comparison of ACC and ACC+Amphibian shows the improvement brought by Amphibian. It finds a better weight initialization of the feature extractor, which increases the accuracy by 3.33% in 5-shot tieredImageNet with WRN-28. Furthermore, we compare our Amphibian with MAML and Reptile in Table 5 to show the superiority of our method. For fair comparison, we use the same CNN architectures and data preprocessing as adopted in [6]. The optimizer is reset in every task to prevent information leakage when testing. As indicated in Reptile [20], [6] uses transduction setting for evaluating thus, we further provide the results under transduction setting. It shows that Amphibian surpasses MAML and Reptile in all cases. In 5-way 5-shot, Amphibian outperforms Reptile by a significant margin of 4.84%. The results verify the theoretical analysis in section 3.4 that our method is more valid than Reptile to find a better weight initialization.

5. Conclusions

We propose Adaptable Cosine Classifier and Amphibian to achieve both fast and generalized adaptation for few-shot learning. Adaptable Cosine Classifier provides the ability of fast adapting a metric based model on few data without overfitting. And Amphibian further improves the performance by learning a weight initialization that can perform great generalization to novel tasks. The theoretical explanation is provided to explain the rationale of our proposed Amphibian. It shows that Amphibian can learn a parameter space where optimal solutions for the tasks belongs to the same class are close to each other. We achieve state-of-the-art performance on four few-shot benchmarks. Furthermore, our method outperforms existing works on the fine-tuning a deep network on few data is easily to overfit and that is why MTL [32] merely fine-tunes a small scalar parameter. However, we adapt the whole feature extractor on small data without overfitting even if the backbone goes deeper. The results suggest that our proposed method can adapt deep networks in few-shot scenario without overfitting.

We propose Adaptable Cosine Classifier and Amphibian to achieve both fast and generalized adaptation for few-shot learning. Adaptable Cosine Classifier provides the ability of fast adapting a metric based model on few data without overfitting. And Amphibian further improves the performance by learning a weight initialization that can perform great generalization to novel tasks. The theoretical explanation is provided to explain the rationale of our proposed Amphibian. It shows that Amphibian can learn a parameter space where optimal solutions for the tasks belongs to the same class are close to each other. We achieve state-of-the-art performance on four few-shot benchmarks. Furthermore, our method outperforms existing works on the
cross-domain few-shot problem.
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A. Theoretical Analysis

A.1. Gradient Formula

In this section, we give the derivation of Eq. (17) in the paper. We define $L_\phi’(\tau|\phi) = \frac{\partial}{\partial \phi} L(\tau|\phi)$ and $L_\phi''(\tau|\phi) = \frac{\partial^2}{\partial \phi^2} L(\tau|\phi)$ where $\tau$ is a task and $\phi$ is the learnable parameter of our feature extractor. We take two inner steps as an example to derive the formulation of our proposed Amphibian. $\phi_0$ is initialized by $\phi$: $\phi_0 = \phi$. The updated parameter after two SGD steps:

$$\phi_1 = \phi_0 - \beta L_\phi’(\tau_1|\phi_0) \tag{26}$$
$$\phi_2 = \phi_0 - \beta L_\phi’(\tau_1|\phi_0) - \beta L_\phi’(\tau_2|\phi_1) \tag{27}$$

In this manuscript, $\beta$ is the inner loop learning rate, which is consistent with the description in our paper. Then, we get the formulation of $L_\phi’(\tau_2|\phi_1)$:

$$L_\phi’(\tau_2|\phi_1) = L_\phi’(\tau_2|\phi_0) + L_\phi’(\tau_2|\phi_0)(\phi_1 - \phi_0) + O(\delta^2)$$
$$= L_\phi’(\tau_2|\phi_0) - \beta L_\phi’(\tau_2|\phi_0) L_\phi’(\tau_1|\phi_0) + O(\delta^2) \tag{28}$$

We provide the gradient formula of our Amphibian as:

$$g_{\text{Amphibian}} = L_\phi’(\tau_1|\phi_0) + L_\phi’(\tau_2|\phi_1)$$
$$= L_\phi’(\tau_1|\phi_0) + L_\phi’(\tau_2|\phi_0)$$
$$- \beta L_\phi’(\tau_2|\phi_0) L_\phi’(\tau_1|\phi_0) + O(\delta^2) \tag{29}$$

A.2. Analysis in the Parameter Space

In this section, we give more detailed analysis for clear comparison with other method. As mentioned in the paper, Reptile is an extended version of MAML. Thus we only give the objective of Reptile for illustration.

Reptile targets to update on task $\tau_0$, one step and achieves the best performance on $\tau_0$. The objective can be formulated as:

$$\min_{\phi} E[L(\tau_s|\phi')] \tag{30}$$
$$\phi' = \phi - \beta L_\phi’(\tau_s|\phi) \tag{31}$$

Eq. 30 can be decomposed into two parts:

$$\min_{\phi} E[L(\tau_s|\phi')] = \min_{\phi} E[(L(\tau_s|\phi') - L(\tau_s|\phi)) + L(\tau_s|\phi)] \tag{32}$$

We can estimate the first term by Taylor Expansion:

$$L(\tau_s|\phi') = L(\tau_s|\phi) + L_\phi’(\tau_s|\phi)(\phi' - \phi) + O(\delta^2) \tag{33}$$

Substituting Eq. 33 into Eq. 32, we get:

$$\min_{\phi} E[L_\phi’(\tau_s|\phi)(\phi' - \phi) + L(\tau_s|\phi)] \tag{34}$$

We take Eq. 31 into Eq. 34 then the objective of Reptile is:

$$\min_{\phi} E[-\beta L_\phi’(\tau_s|\phi)L_\phi’(\tau_s|\phi) + L(\tau_s|\phi)] \tag{35}$$

The first term can be further simplified as:

$$-\beta\|L_\phi’(\tau_s|\phi)\|^2_2 \tag{36}$$

The overall objective of Reptile can be formulated as:

$$\min_{\phi} E[-\beta\|L_\phi’(\tau_s|\phi)\|^2_2 + L(\tau_s|\phi)] \tag{37}$$

We give the objective of our Amphibian which is the same as the 22-th equation of the paper:

$$\min_{\phi} E[-\beta L_\phi’(\tau_s|\phi)L_\phi’(\tau_s|\phi) + L(\tau_s|\phi)] \tag{38}$$
Table 6. Hyper-parameters of ImageNet-derivatives: miniImageNet and tieredImageNet and CIFAR-derivatives: CIFAR-FS and FC100.

| Parameter                      | ImageNet-derivatives | CIFAR-derivatives |
|--------------------------------|----------------------|-------------------|
| Train                          |                      |                   |
| Epoch number                   | 40                   | 40                |
| Inner batch size               | 64                   | 256               |
| Inner iteration $m$            | 5                    | 5                 |
| Outer step size $\alpha$      | 0.5                  | 0.5               |
| Outer iterations per epoch    | 1000                 | 1000              |
| SGD learning rate $\beta$ (1-20 epoch) | $10^{-1}$         | $6 \times 10^{-3}$ |
| SGD learning rate $\beta$ (21-40 epoch) | $6 \times 10^{-3}$ | $6 \times 10^{-3}$ |
| SGD momentum                   | 0.9                  | 0.9               |
| SGD weight decay               | $5 \times 10^{-4}$   | $5 \times 10^{-4}$ |
| Dropout rate                   | 0.3                  | 0.3               |
| Evaluation                     |                      |                   |
| Adam learning rate             | $10^{-4}$            | $10^{-4}$         |

The first term is derived as:

$$-\beta L^\prime_\phi(\tau_u|\phi)L^\prime_\phi(\tau_s|\phi) =$$

$$-\beta \|L^\prime_\phi(\tau_u|\phi)\|_2 \cdot \|L^\prime_\phi(\tau_u|\phi)\|_2 \cdot \cos(L^\prime_\phi(\tau_u|\phi), L^\prime_\phi(\tau_s|\phi))$$

(39)

Thus the overall objective of our Amphibian is:

$$\min \hat{\phi} E[-\eta \cos(L^\prime_\phi(\tau_u|\phi), L^\prime_\phi(\tau_s|\phi)) + L(\tau_u|\phi)]$$

(40)

where

$$\eta = \beta \|L^\prime_\phi(\tau_u|\phi)\|_2 \cdot \|L^\prime_\phi(\tau_s|\phi)\|_2$$

(41)

From the derivation of Reptile and Amphibian, we can see that Reptile targets to find a point where the $L^2$ norm of the gradient is maximum. At this point, models can achieve fast gradient update. Notably, our Amphibian considers not only the $L^2$ norm of the gradient but also the gradient direction. It shows that our method can achieve fast and generalized adaptation in the parameter space. The formulation in the paper is simplified for illustration.

B. Setup

We display the detailed setup in Table 6. The hyper-parameters of different datasets are almost same. It demonstrates that our method can perform well on different datasets without much hyper-parameter tuning.

C. Comparison with Fine-tuning and Adaptation

The accuracy comparison displayed in the paper only gives the fine-tuning accuracy within 10 steps. For clear illustration, we give the complete accuracy curve of fine-tuning as shown in Figure 5(b). Fine-tuning is slower and takes much more steps than adaptation (see Figure 5(a)). We can see that CC+fine-tuning just achieves the 5-shot accuracy of 70% which is much lower than our ACC. ACC can be viewed as CC+adaptation which takes 6 adaptation steps to achieve the best 5-shot accuracy of 85.41%. It demonstrates the ability of fast and generalized adaptation of our method.