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Abstract

In future cell-free (or cell-less) wireless networks, a large number of devices in a geographical area will be served simultaneously in non-orthogonal multiple access scenarios by a large number of distributed access points (APs), which coordinate with a centralized processing pool. For such a centralized cell-free network with static predefined beamforming design, we first derive a closed-form expression of the uplink per-user probability of outage. To significantly reduce the complexity of joint processing of users’ signals in presence of a large number of devices and APs, we propose a novel dynamic cell-free network architecture. In this architecture, the distributed APs are partitioned (i.e. clustered) among a set of subgroups with each subgroup acting as a virtual AP equipped with a distributed antenna system (DAS). The conventional static cell-free network is a special case of this dynamic cell-free network when the cluster size is one. For this dynamic cell-free network, we propose a successive interference cancellation (SIC)-enabled signal detection method and an inter-user-interference (IUI)-aware DAS’s receive diversity combining scheme. We then formulate the general problem of clustering APs and designing the beamforming vectors with an objective to maximizing the sum rate or maximizing the minimum rate. To this end, we propose a hybrid deep reinforcement learning (DRL) model, namely, a deep deterministic policy gradient (DDPG)-deep double Q-network (DDQN) model, to solve the optimization problem for online implementation with low complexity. The DRL model for sum-rate optimization significantly outperforms that for maximizing the minimum rate in terms of average per-user rate performance. Also, in our system setting, the proposed DDPG-DDQN scheme is found to achieve around 78% of the rate achievable through an exhaustive search-based design.
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I. INTRODUCTION

A. Background and Related Work

Network densification through the deployment of more access points (APs)/base stations (BSs) per unit area and connecting them in a multi-tier network architecture is a natural way to improve cellular network capacity [1]. However, network densification gives rise to critical issues such as increased signal interference (both inter-cell interference [ICI] and inter-user interference [IUI]), as well as increased network complexity and capital and operating expenditures. Many interference-tolerant and low-cost technologies including massive multiple-input multiple-output antenna (mMIMO), transmit/receive diversity (TRD), and distributed antenna system (DAS) [2]–[5] have therefore been developed. The performance gains in these technologies are mainly achieved by increasing the received power of the desired signal without any coordination among interference sources in other cells [6]. The interference can however be minimized by coordinating wireless transmitters and/or receivers (either APs or user equipment [UE]). For instance, coordinated multi-point (CoMP) technique allows adjacent APs to coordinate their transmission and reception to serve cell-edge UEs. This will turn the strongest interference signals into a desired ones at the cost of decreased spectral efficiency [7].

Recently, the concept of cooperation among distributed APs has been generalized in which all APs serve all users (i.e. both cell-edge and cell-center users) within the network coverage area. This concept can be implemented through several techniques such as cloud radio access network (C-RAN) [8], [9], cell-free networks (or cell-less networks) [10]–[13] and Generalized CoMP (GCoMP) networks [14], [15]. In a C-RAN, a group of distributed remote radio heads (RRHs) that are geographically distributed in the network coverage area are used to perform all radio functionalities such as high frequency amplification, frequency up/down conversion and A/D and D/A conversion. The users’ baseband signals coming from all RRHs are then sent to a virtual baseband unit (BBU) pool that is located in the network cloud and is responsible to perform all baseband functionalities such as signal detection, etc. In a cell-free network architecture, a group of distributed APs cooperate to serve all active users within the network coverage area simultaneously using the same frequency-time resources. This makes the entire network act as a
massive distributed antenna system (DAS) that covers the entire network coverage area [16]. This network architecture however will require a huge processing capability of the BBU pool (or the central processing unit [CPU]), especially with the massive increase on the number of users per unit area in beyond 5G/6G networks [17], [18].

Several studies on cell-free networks have investigated performance metrics such as per-user transmission rate [12], per-user packet delay [19], implementation issues such as pilot contamination [10], network backhauling/fronthauling [20], [21], beamforming techniques [22]. In [10], it was found that channel estimation error resulting from non-orthogonal pilot sequences tends to significantly decrease the network performance. The authors in [21] evaluated the per user performance under limited fronthaul link capacity and showed that the network performance degrades as the number of active users increases under limited fronthaul link capacity. Many uplink/downlink beamforming techniques were developed for cell-free networks. In [11], the authors proposed the use of conjugate beamforming on the downlink and matched filtering on the uplink to multiplex/de-multiplex signals to/from different users. It was also shown that using these beamforming techniques, the inter-user interference (IUI) goes to zero as the number of APs goes to infinity. Different uplink/downlink optimization techniques for cell-free decoding/precoding vectors that are based on maximizing the weighted sum-rate (WSR) or users’ minimum rate were proposed in the literature. For instance, the authors in [23] proposed a low-complexity algorithm that solve the problem of maximizing the WSR of downlink cell-free system (mixed non-convex and combinatorial optimization problem) while maximizing the minimum per-user rate was modeled as a quasi-convex problem and solved by different iterative algorithms (such as bisection search and gradient descent) [10]–[12].

To further enhance the performance of cell-free networks, non-orthogonal multiple access (NOMA) method can be used to suppress some of the in-band interfering signals [24]–[26]. In [24], downlink users were assumed to be divided into a number of NOMA clusters with successive interference cancellation (SIC) operation applied at every cluster members and the achievable per user transmission rate was calculated. The authors in [25] proposed an adaptive NOMA/OMA selection scheme such that the downlink per-user transmission rate is maximized. It was also found that the performance of NOMA scheme outperforms that of cell-free OMA when the number of users is relatively high. Additionally, in [26], a spectral efficiency maximization algorithm for uplink NOMA-enabled cell-free network was proposed where the authors showed that a better performance can be achieved by controlling the per-user transmission power.
B. Motivation and Contributions

In the existing literature, performance analysis of cell-free networks has focused only on the derivation of an approximate mathematical limits of the per-user transmission rate. This is due to the fact that other important performance metrics such as the probability of outage [or alternatively coverage probability] are significantly difficult to be derived in a closed-form. Furthermore, for the cell-free networks, beamforming techniques (uplink and downlink) were basically developed and tested for relatively small number of users and APs. The reason is that computing the beamforming vectors for massive numbers of users and APs using the conventional algorithms (such as bisection search and gradient descent) gives rise to real-time implementation issues such as convergence time and computational complexity. In [15], we proposed a downlink variable-order clustering scheme for APs that divides the APs into subgroups where every group is dedicated to serve a subset of the active users. This decreases the lengths of the beamforming vectors for every subgroup of APs by a factor that is linearly proportional to the clustering order. The performance degradation caused by clustering of the APs was compensated by adopting NOMA detection in every cluster. Additionally, clustering of APs was based on the channel gains of different users and APs.

This paper extends the work in [15] for massive uplink multiple access in cell-free networks. For a static cell-free network, we first derive a closed-form expression of the per-user probability of outage. To reduce the complexity of joint processing of signals from all users in a static cell-free network, we propose a dynamic clustering scheme for APs. For real-time implementation of both dynamic AP clustering and uplink beamforming, we develop a deep reinforcement learning (DRL) scheme, namely, the hybrid Deep Deterministic Policy Gradient (DDPG)-deep double Q-network (DDQN) scheme. The major contributions on this paper can be summarized as follows:

- For uplink static cell-free networks, we derive an accurate closed-form expression for the per-user probability of outage by exploiting the Welch-Satterthwaite approximation [27].
- To significantly decrease the signal processing complexity at the CPU for the static cell-free network, we propose a clustering scheme that dynamically partitions the APs into subsets with each subset acting as a virtual AP within a DAS system. We also propose an SIC-based signal detection scheme for non-orthogonal multiple access in a dynamic cell-free network and a modified DAS combining scheme that considers inter-user interference (IUI).
- We formulate a general problem to jointly optimize the clustering of APs and the beamforming
vectors such that the uplink users’ sum-rate is maximized or the minimum user rate is maximized.

- To solve the general optimization problem, we propose and design a novel hybrid DRL scheme based on DDPG-DDQN model.
- We study and compare different performance metrics of conventional static and those of dynamic cell-free networks under different number of users and APs.

The rest of this paper is organized as follows. The static cell-free network model and the analysis of outage performance for this network model are presented in Section II. In Section III, we present the dynamic cell-free network architecture and the corresponding outage performance analysis. For the dynamic cell-free network model, in Section IV, we present a successive interference cancellation (SIC)-aided signal detection scheme and a diversity combining scheme. Also, the joint optimization problem of AP clustering and beamforming design for the dynamic cell-free model is formulated in this section. In Section V, we propose a novel hybrid DRL method that jointly performs AP clustering and optimization of the beamforming vectors. Numerical and simulation results are presented in Section VI before the paper is concluded in Section VII.

**Notations:** For a random variable (rv) \(X\), \(F_X(x)\) and \(f_X(x)\) represent cumulative distribution function (CDF) and probability density function (PDF), respectively. \(\mathbb{P}(\cdot)\) and \(\mathbb{E}[\cdot]\) denote probability and expectation. For a given matrix \(A \in \mathbb{C}^{M \times N}\), \(A^H\) represents the Hermitian transpose of \(A\). A PDF expression of Nakagami-\(M\) rv is given by \(f_X(x) = \frac{2M}{\Gamma(M)} x^{M-1} e^{-\frac{M}{2} x^2}\) while a Gamma rv is denoted by \(X \sim \mathcal{G}(\alpha, \beta)\), with PDF as \(f_X(x) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}, \quad x > 0, \quad \beta > 0, \quad \alpha \geq 1, \) and \(\Gamma(z)\) is the Euler’s Gamma function. The base of \(\log(x)\) is 2.

**II. STATIC CELL-FREE NETWORK ARCHITECTURE**

**A. Network Model**

We consider an uplink network with \(M\) single-antenna APs and \(K\) single-antenna UEs that are located at fixed locations within a certain coverage area (Fig. 1). All APs are connected to each other through backhaul links to form a static cell-free network architecture [10]. This network setup enables the distributed APs to collaborate simultaneously to serve all users within the network coverage area. The network is equipped with a CPU pool that performs the last-stage processing tasks to detect/decode signals from every user.
The channel state information (CSI), which will be required at the CPU for signal detection for individual UEs, is assumed to be achieved through training the pilot sequences that are not completely orthogonal. We assume that the channel gain between the $k$-th user and the $m$-th AP follows the following probabilistic model:

$$g_{mk} = L_{mk}^{-\kappa} h_{mk},$$  \hspace{1cm} (1)

where $L_{mk} = ||d_{mk}||$ is the Euclidean distance between the $k$-th user and the $m$-th AP, $\kappa$ is the path-loss exponent ($\kappa \geq 2$) and $h_{mk}$ is the small-scale channel fading gain between the $k$-th UE and the $m$-th AP. We assume that $h_{mk}$ follows Nakagami-$\mathcal{M}_{mk}$ distribution with spreading and shape parameters $\mathcal{M}_{mk}$ and $\Omega_{mk}$, respectively, i.e. $|h_{mk}|^2 \sim \mathcal{G}(\alpha_{mk}, \beta_{mk})$, where $\alpha_{mk} = \mathcal{M}_{mk}$ and $\beta_{mk} = \frac{\mathcal{M}_{mk}}{\Omega_{mk}}$. For simplicity of analysis, we assume that $L_{mk}^{-\kappa}(\forall \ m \ \text{and} \ k)$ is known. We have $|g_{mk}|^2 \sim \mathcal{G}(\alpha_{mk}, \beta_{mk}/L_{mk}^{-2\kappa})$. We assume that $g_{mk}(\forall m = 1, \ldots, M \ \text{and} \ k = 1, \ldots, K)$ belong to a set of independent but not identically distributed (i.n.d) rvs.

B. Uplink Network Training (CSI Acquisition)

Under the assumption that large-scale fading gain ($L_{mk}^{-\kappa}$) for all users is known, the aim of network training is to estimate the small-scale fading component of the overall channel gain ($h_{mk}$). This can be achieved by assigning different pilot sequences for every user denoted by $\varphi_{mk} = [\varphi_{mk,1} \ldots \varphi_{mk,\tau_p}]^H$ such that $||\varphi_{mk}||^2 = 1$, where $\tau_p \leq \tau_c$ is the length of the length of pilot training sequence (in samples), which is less than or equal the channel coherence time ($\tau_c$). Accordingly, the received pilot vector at $m$-th AP
is given by

\[ y_{p,m} = \sum_{k=1}^{K} \sqrt{\tau_p \rho_k} g_{mk} \varphi_{mk} + \eta_m, \]  

(2)

where \( \rho_k \) is the normalized transmitted power for each symbol of the \( k \)-th user’s pilot vector and \( \eta_m \in \mathbb{C}^{\tau_p \times 1} \) is the additive white Gaussian noise (AWGN) vector related to pilot symbols with independent and identically distributed (i.i.d) rvs, i.e. \( \eta_{i,m} \sim \mathcal{CN}(\mu_{i,m}, \sigma_{i,m}^2/2) \), \( \forall i = 1, \ldots, \tau_p \). The goal is to find the best estimate of \( g_{mk} \) (denoted by \( \hat{g}_{mk} \)) given the vector of observations \( (y_{p,m}) \). This can be optimally achieved by using the maximum a posteriori decision rule (MAP). The Bayesian estimator of \( g_{mk} \) is found to be identical to that of the minimum mean square method (MMSE) [28], [29]. Accordingly, the best estimate of \( g_{mk} \) can be expressed as [11]

\[ \hat{g}_{mk} = \frac{\sqrt{\tau_p \rho_k} L_{mk}^{-\kappa}}{\rho_c \sum_{l=1, l \neq k}^{K} \rho_k L_{ml}^{-\kappa} |\varphi_{mk}^H \varphi_{ml}|^2 + 1} \varphi_{mk}^H y_{p,m} \]

(3)

\[ = E_{mk} \sqrt{\tau_p \rho_k} g_{mk} + \sum_{l=1, l \neq k}^{K} E_{mk} \sqrt{\tau_p \rho_k} \varphi_{mk}^H \varphi_{ml} |g_{ml}| + E_{mk} |\varphi_{mk}^H \eta_m|, \]

where \( E_{mk} = \frac{\sqrt{\tau_p \rho_k} L_{mk}^{-\kappa}}{\rho_c \sum_{l=1, l \neq k}^{K} \rho_k L_{ml}^{-\kappa} |\varphi_{mk}^H \varphi_{ml}|^2 + 1} \). Note that, if all users assigned a set of mutually orthogonal pilot sequences (i.e. \( |\varphi_{mk}^H \varphi_{ml}| = 0, k \neq l \)), the estimated small-scale channel fading in (3) reduces to a scaled version of the exact fading gain plus a relatively small AWGN noise portion. However, for certain applications (e.g. mMTC applications) and due to length limitations of \( \tau_p \), non-orthogonal pilot signals has to be used among some active users.

C. Outage Performance

1) Distribution of Users’ SINR: In the static cell-free uplink network with \( M \) APs and \( K \) users, the distributed APs receive signals from all users within their coverage area and then forward the baseband signal components through the fronthaul links to the CPU pool. The CPU performs the detection of each user’s signal separately. This process can be implemented by optimizing a user’s transmission power and/or the beamforming vectors at every user’s detector. At a certain CPU detector module, the received
signal used in the detection of the $k$-th user’s component is given by

$$y_k = \sum_{m=1}^{M} w_{mk} \left[ \sum_{l=1}^{K} \tilde{g}_{ml} \sqrt{p_l} x_l + \tilde{\eta}_m \right]$$

$$= \sqrt{\tau_p p_k p_k} \sum_{m=1}^{M} w_{mk} \mathcal{E}_{mk} g_{mk} + \sum_{m=1}^{M} w_{mk} \sum_{l=1,l \neq k}^{K} \sqrt{\tau_p p_l p_l} \mathcal{E}_{ml} g_{ml} \left[ \sum_{l=1,l \neq k}^{K} \sqrt{\tau_p p_l p_l} \mathcal{E}_{ml} g_{ml} \right]$$

$$+ \sum_{m=1}^{M} w_{mk} \left[ \sqrt{\tau_p p_k p_k} \mathcal{E}_{mk} g_{mk} + \sum_{l=1,l \neq k}^{K} \sqrt{\tau_p p_l p_l} \mathcal{E}_{ml} g_{ml} \right]$$

$$+ \sum_{m=1}^{M} w_{mk} \left[ \sqrt{\tau_p p_k p_k} \mathcal{E}_{mk} g_{mk} + \sum_{l=1,l \neq k}^{K} \sqrt{\tau_p p_l p_l} \mathcal{E}_{ml} g_{ml} \right]$$

where $w_{mk}$ is the $m$-th element of the $k$-th user’s beamforming vector such that $0 \leq w_{mk} \leq 1$, $p_k$ is the uplink transmission power of the $k$-th user such that $0 \leq p_k \leq P_k$, where $P_k$ is the maximum allowable transmission power for the $k$-th user, $x_k$ is the transmitted symbol from the $k$-th user such that $\mathbb{E}[|x_k|^2] = 1$ and $\tilde{\eta}_m$ is the AWGN at the input of the $m$-th AP such that $\tilde{\eta}_m \sim \mathcal{C}\mathcal{G}(\overline{\mu}_m, \overline{\sigma}_m^2/2)$. We assume that $\tilde{\eta}_m, \forall m = 1, \ldots, M$ are from a set of i.i.d rvs.

Accordingly, the SINR of the $k$-th user related to $y_k$ at (4) can be expressed as

$$\gamma_k = \frac{\sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{mk}, \overline{\beta}_{mk} \right)}{\sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{ml}, \overline{\beta}_{ml} \right)} + \sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{ml}, \overline{\beta}_{ml} \right) + \sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{ml}, \overline{\beta}_{ml} \right) + \sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{ml}, \overline{\beta}_{ml} \right) + \sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{ml}, \overline{\beta}_{ml} \right)$$

$$= \frac{\sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{mk}, \overline{\beta}_{mk} \right)}{\sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{ml}, \overline{\beta}_{ml} \right)} + \sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{ml}, \overline{\beta}_{ml} \right) + \sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{ml}, \overline{\beta}_{ml} \right) + \sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{ml}, \overline{\beta}_{ml} \right) + \sum_{m=1}^{M} \mathcal{G} \left( \overline{\alpha}_{ml}, \overline{\beta}_{ml} \right)$$

Note that the cross-product terms between channel gains are averaged to zero due to the i.i.d assumption. Furthermore, the AWGN term in the denominator (denoted by $\hat{\sigma}_m$) is replaced by the PSD (variance) of the sum of $M$ i.i.d rvs. Our goal is to first find a closed-form expression for the PDF and
CDF of $\gamma_k$ and then utilize the derived expressions in deriving some fundamental performance limits for the static cell-free network. **Lemma 1** gives an accurate approximation for the PDF of $\gamma_k$ in (5).

**Lemma 1.** Let $|g_{mk}|^2 \sim \mathcal{G}(\alpha_{mk}, \beta_{mk})$, $|g_{ml}|^2 \sim \mathcal{G}(\alpha_{ml}, \beta_{ml})$ and $|\tilde{g}_{ml}|^2 \sim \mathcal{G}(\alpha_{ml}, \tilde{\beta}_{ml})$ and $|\tilde{g}_{ml}|^2 \sim \mathcal{G}(\alpha_{ml}, \tilde{\beta}_{ml})$

where $|g_{mk}|^2$, $|g_{ml}|^2$, $|\tilde{g}_{ml}|^2$ and $|\tilde{g}_{ml}|^2$ are independent rvs with $m = 1, \ldots, M$ and $k = 1, \ldots, K$. The PDF of $\gamma_k$ in (5) with relatively large $M$ and $K$ is

$$f_{\gamma_k}(\gamma) = \frac{\beta_{mk}^\alpha_{mk} e^{-\beta_{mk}^\alpha_{mk}' \gamma}}{\Gamma(\alpha_{mk}) \Gamma(\gamma + \beta_{mk}^\alpha_{mk}' \gamma)} W_{\alpha_{mk}' + 1, \alpha_{mk}} \left( \beta_{mk}^\alpha_{mk}' \gamma \right),$$

where $\alpha_{mk}$, $\alpha_{mk}'$, $\beta_{mk}$ and $\beta_{mk}'$ are defined in **Appendix A** and $W_{\lambda, \mu}(x)$ is the Whittaker function with parameters $\lambda$ and $\mu$ [30, Eq. 9.222.1].

**Proof.** See **Appendix A.**

2) **SINR Outage:** A receiver is in an outage if the SINR of the received signal falls below a certain predefined threshold value (denoted by $\gamma_{th}$). **Theorem 1** below gives an accurate approximation for the average probability of outage of the $k$-th user.

**Theorem 1.** If $|g_{mk}|^2 \sim \mathcal{G}(\alpha_{mk}, \beta_{mk})$, $|g_{ml}|^2 \sim \mathcal{G}(\alpha_{ml}, \beta_{ml})$ and $|\tilde{g}_{ml}|^2 \sim \mathcal{G}(\alpha_{ml}, \tilde{\beta}_{ml})$

where $|g_{mk}|^2$, $|g_{ml}|^2$, $|\tilde{g}_{ml}|^2$ and $|\tilde{g}_{ml}|^2$ are independent rvs with $m = 1, \ldots, M$ and $k = 1, \ldots, K$. The probability of outage of the $k$-th user in a static cell-free network is

$$P_{out}^{(k)} = 1 - \left( \frac{\tilde{\beta}_{mk}^\alpha_{mk'}}{\tilde{\gamma}_{th} \alpha_{mk} \beta_{mk}} \right) \Gamma(\alpha_{mk} + \alpha_{mk}') \frac{\Gamma(\alpha_{mk} + \alpha_{mk}')}{\Gamma(\alpha_{mk}) \Gamma(\alpha_{mk}') \Gamma(\alpha_{mk}' + 1)} 2F_1 \left( \alpha_{mk}', \alpha_{mk} + \alpha_{mk}'; 1 + \alpha_{mk}'; -\beta_{mk} \gamma_{th} \right),$$

where $\gamma_{th}$ is the SINR threshold value and $2F_1(.)$ is the Gauss hypergeometric function function [30, Eq. 9.11.1].

**Proof.** See **Appendix B.**

One major drawback of the static cell-free network architecture is the requirement of joint processing of signals related to all active users which will require the CSI for the links from all users to all APs. This becomes very challenging for massive numbers of active users and APs in the network. In the following section, we propose a dynamic cell-free network model for uplink access that reduces the complexity of joint processing, compared to that of static cell-free network model, in order to serve a massive number of users.
III. Dynamic Cell-Free Architecture

A. Network Model and Assumptions

In the proposed dynamic cell-free network model (Fig. 2), the APs in the network are partitioned among a set of $\tilde{M}$ subgroups (known as clusters) in which every cluster consists of $\tilde{N}_m$ APs such that $1 \leq \tilde{N}_m \leq M - (\tilde{M} - 1)^1$. Additionally, the $\tilde{m}$-th cluster, where $\tilde{m} = 1, \ldots, \tilde{M}$, acts as an single virtual AP with a $\tilde{N}_m$-antenna DAS that combine the overall received signals using a predefined combining technique (such as maximal ratio combining [MRC], equal gain combining [EGC], selection combining [SC], etc.) \[31\]. The clustering of APs is assumed to be performed in each time slot (or transmission interval) based on the current CSI of the network. Similar to the static cell-free network model, we assume that channel gain between the $k$-th user and the $n_{\tilde{m}}$-th antenna at the $\tilde{m}$-th cluster (the virtual AP) follows the following distribution:

$$g_{\tilde{m}n_{\tilde{m}}k} = L_{\tilde{m}n_{\tilde{m}}k}^{-\kappa} h_{\tilde{m}n_{\tilde{m}}k},$$

where $L_{\tilde{m}n_{\tilde{m}}k} = ||d_{\tilde{m}n_{\tilde{m}}k}||$ is the Euclidean distance between the $k$-th user and the $n_{\tilde{m}}$-th antenna at the $\tilde{m}$-th cluster, $\kappa$ is the path-loss exponent with a value depends on the propagation environment with $\kappa \geq 2$ and $h_{\tilde{m}n_{\tilde{m}}k}$ is the small-scale channel fading between the $k$-th user and the $n_{\tilde{m}}$-th antenna at the $\tilde{m}$-th cluster. Similarly, $h_{\tilde{m}n_{\tilde{m}}k}$ is assumed to follow a Nakagami-$M_{\tilde{m}n_{\tilde{m}}k}$ distribution, i.e.

$$|h_{\tilde{m}n_{\tilde{m}}k}|^2 \sim G(\alpha_{\tilde{m}n_{\tilde{m}}k}, \beta_{\tilde{m}n_{\tilde{m}}k}),$$

where $\alpha_{\tilde{m}n_{\tilde{m}}k} = M_{\tilde{m}n_{\tilde{m}}k}$ represents the shape parameter of Nakagami-$M_{\tilde{m}n_{\tilde{m}}k}$ fading and $\beta_{\tilde{m}n_{\tilde{m}}k} = \frac{M_{\tilde{m}n_{\tilde{m}}k}}{\Omega_{\tilde{m}n_{\tilde{m}}k}}$ is defined as the shape parameter normalized by spreading parameter of Nakagami-$M_{\tilde{m}n_{\tilde{m}}k}$ fading. Again, for simplicity of analysis, we assume that $L_{\tilde{m}n_{\tilde{m}}k}^{-\kappa}, \forall \tilde{m}, n_{\tilde{m}}, k$ is known. Accordingly, we have $|g_{\tilde{m}n_{\tilde{m}}k}|^2 \sim G(\alpha_{\tilde{m}n_{\tilde{m}}k}, \beta'_{\tilde{m}n_{\tilde{m}}k})$, where $\beta'_{\tilde{m}n_{\tilde{m}}k} = \beta_{\tilde{m}n_{\tilde{m}}k}/L_{\tilde{m}n_{\tilde{m}}k}^{-2\kappa}$.

Let us denote $\mathcal{C} = \{C_1 \ldots C_N\}$ as the set of all possible clustering configurations of APs such that every cluster contains at least one AP. As an example, with $M = 8$ and $\tilde{M} = 3$, one possible set is

$$\mathcal{C}_n = \{\{AP_3, AP_6, AP_8\}, \ldots, \{AP_2\}, \{AP_1, AP_4, AP_5, AP_7\}\}.$$

Note that in this network setup, the CSI and the instantaneous clustering information will be only required at the CPU for decoding the signals from the UEs.

\[1\] Note that when $\tilde{M} = M$, every cluster will contain a single AP and this falls back to the conventional static cell-free network model.
For the proposed dynamic cell-free model, the received signal used in the detection of the $k$-th user's component is given by

$$y_k = \sum_{\tilde{m}=1}^{\hat{M}} w_{\tilde{m}k} \sum_{n_{\tilde{m}}=1}^{N_{\tilde{m}}} G_{\tilde{m}n_{\tilde{m}}k} \left[ \sum_{l=1}^{K} \hat{g}_{\tilde{m}n_{\tilde{m}}l} \sqrt{p_l} x_l + \tilde{\eta}_{\tilde{m}n_{\tilde{m}}} \right]$$

$$= \sqrt{\tau_p p_k x_k} \sum_{\tilde{m}=1}^{\hat{M}} \sum_{n_{\tilde{m}}=1}^{N_{\tilde{m}}} G_{\tilde{m}n_{\tilde{m}}k} g_{\tilde{m}n_{\tilde{m}}k} + \sum_{\tilde{m}=1}^{\hat{M}} w_{\tilde{m}k} \sum_{n_{\tilde{m}}=1}^{N_{\tilde{m}}} G_{\tilde{m}n_{\tilde{m}}k} \left[ \sum_{l=1,l \neq k}^{K} \sqrt{\tau_p p_l x_l} |\varphi_{\tilde{m}n_{\tilde{m}}l}^H \varphi_{\tilde{m}n_{\tilde{m}}l}^H| g_{\tilde{m}n_{\tilde{m}}l} \right]$$

$$+ \sum_{\tilde{m}=1}^{\hat{M}} w_{\tilde{m}k} \sum_{n_{\tilde{m}}=1}^{N_{\tilde{m}}} G_{\tilde{m}n_{\tilde{m}}k} \left[ \sqrt{\tau_p p_k x_k} |\varphi_{\tilde{m}n_{\tilde{m}}k}^H \eta_{\tilde{m}n_{\tilde{m}}} | + \sum_{l=1,l \neq k}^{K} \sqrt{\tau_p p_l x_l} |\varphi_{\tilde{m}n_{\tilde{m}}l}^H \eta_{\tilde{m}n_{\tilde{m}}l} | + \tilde{\eta}_{\tilde{m}n_{\tilde{m}}} \right]$$

$$+ \sum_{\tilde{m}=1}^{\hat{M}} w_{\tilde{m}k} \sum_{n_{\tilde{m}}=1}^{N_{\tilde{m}}} G_{\tilde{m}n_{\tilde{m}}k} \left[ \sqrt{\tau_p p_k x_k} |\varphi_{\tilde{m}n_{\tilde{m}}k}^H \eta_{\tilde{m}n_{\tilde{m}}} | + \sum_{l=1,l \neq k}^{K} \sqrt{\tau_p p_l x_l} |\varphi_{\tilde{m}n_{\tilde{m}}l}^H \eta_{\tilde{m}n_{\tilde{m}}l} | + \tilde{\eta}_{\tilde{m}n_{\tilde{m}}} \right]$$

where $w_{\tilde{m}k}$ is the $\tilde{m}$-th element of the $k$-th user’s beamforming vector such that $0 \leq w_{\tilde{m}k} \leq 1$, $G_{\tilde{m}n_{\tilde{m}}k}$ is a design gain parameter for the $N_{\tilde{m}}$-antenna DAS at the $\tilde{m}$-th virtual AP, $p_k$ is the uplink transmission power of the $k$-th user such that $0 \leq p_k \leq P_k$, where $P_k$ is the power budget of the $k$-th user, $x_k$ is the transmitted symbol from the $k$-th user such that $E[|x_k|^2] = 1$, and $\tilde{\eta}_{\tilde{m}n_{\tilde{m}}}$ is the AWGN at the $m$-th AP with $\tilde{\eta}_{\tilde{m}n_{\tilde{m}}} \sim \mathcal{C}\mathcal{G}(\tilde{\mu}_{\tilde{m}n_{\tilde{m}}}, \tilde{\sigma}^2_{\tilde{m}n_{\tilde{m}}}/2)$. We assume that $\tilde{\eta}_{\tilde{m}n_{\tilde{m}}}, \forall \{\tilde{m} & n_{\tilde{m}}\}$ are from a set of i.n.d rvs.
For uplink network training, we follow a procedure similar to that in Section II.B. Therefore, we have
\[ \varphi_{m,n,k} = \left[ \varphi_{m,n,k,1}, \ldots, \varphi_{m,n,k,p} \right]^H \]
as the set of \( \tau_p \)-dimensional training symbols such that \( ||\varphi_{m,n,k}||^2 = 1 \) and
\[ \mathcal{E}_{m,n,k} = \frac{\gamma_{m,n,k} \sum_{\ell,1 \leq \ell \neq k} L_{m,n,k} \varphi_{m,n,k}^H \varphi_{m,n,k} \gamma_{m,n,k}}{\sqrt{\left( \varphi_{m,n,k}^H \varphi_{m,n,k} \right)^2 + 1}} \]
is the MMSE channel estimation constant. Note that for every cluster set \( (C_n, n = 1, \ldots, N) \), different SINR values \( (\gamma_k) \) will result for different users.

The SINR \( \gamma_k \) of the \( k \)-th user related to \( y_k \) in (9) and under the \( n \)-th cluster can be expressed as
\[ \gamma_k^{(c_n)} = \frac{\sum_{\tilde{m}=1}^{M} \sum_{\tilde{n}=1}^{N} |\tilde{g}_{\tilde{m},\tilde{n},k}|^2}{\sum_{\tilde{m}=1}^{M} \sum_{\tilde{n}=1}^{N} \sum_{l=1}^{K} |\tilde{g}_{\tilde{m},\tilde{n},l}|^2 + 1}, \tag{10} \]
where
\[ |\tilde{g}_{\tilde{m},\tilde{n},k}|^2 \sim \mathcal{G}(\bar{\alpha}_{\tilde{m},\tilde{n},k}, \bar{\beta}_{\tilde{m},\tilde{n},k}) \]
and
\[ |\tilde{g}_{\tilde{m},\tilde{n},l}|^2 \sim \mathcal{G}(\bar{\alpha}_{\tilde{m},\tilde{n},l}, \bar{\beta}_{\tilde{m},\tilde{n},l}) \]
for \( \tilde{m} = 1, \ldots, M \) and \( \tilde{n} = 1, \ldots, N \).

Note that \( \mathcal{G}(m_0,n_k) \) is a one-time design parameter while \( w_{mn,k} \) is an optimization parameter. Generally, different performance metrics of the dynamic cell-free network will depend on the clustering algorithm that assigns different APs to different clusters. **Corollary 1** below states the outage performance of a dynamic cell-free network under a random clustering scheme.

**Corollary 1.** If \( |\tilde{g}_{\tilde{m},\tilde{n},k}|^2 \sim \mathcal{G}(\bar{\alpha}_{\tilde{m},\tilde{n},k}, \bar{\beta}_{\tilde{m},\tilde{n},k}) \) and \( |\tilde{g}_{\tilde{m},\tilde{n},l}|^2 \sim \mathcal{G}(\bar{\alpha}_{\tilde{m},\tilde{n},l}, \bar{\beta}_{\tilde{m},\tilde{n},l}) \), then
\[ |\tilde{g}_{\tilde{m},\tilde{n},k}|^2 \sim \mathcal{G}(\bar{\alpha}_{\tilde{m},\tilde{n},l}, \bar{\beta}_{\tilde{m},\tilde{n},l}) \]and \( |\tilde{g}_{\tilde{m},\tilde{n},l}|^2 \sim \mathcal{G}(\bar{\alpha}_{\tilde{m},\tilde{n},l}, \bar{\beta}_{\tilde{m},\tilde{n},l}) \) where \( |\tilde{g}_{\tilde{m},\tilde{n},k}|^2 \), \( |\tilde{g}_{\tilde{m},\tilde{n},l}|^2 \) and \( |\tilde{g}_{\tilde{m},\tilde{n},l}|^2 \) are independent rvs with \( \tilde{m} = 1, \ldots, M \), \( n_{\tilde{m}} = 1, \ldots, N_{\tilde{m}} \) such that \( 1 \leq N_{\tilde{m}} \leq M - (M - 1) \) and \( \{k, l, \tilde{m}, \tilde{n}\} = 1, \ldots, K \) such that \( k \neq l \neq \tilde{l} \neq \tilde{l} \). The probability of outage \( P_{\text{out}}^{(k)} \) of the \( k \)-th user in the proposed dynamic cell-free network under random AP clustering is identical to that given in **Theorem 1** with
\[ \hat{\alpha}_{\tilde{m},\tilde{n},k} = \frac{\sum_{\tilde{m}=1}^{M} \sum_{\tilde{n}=1}^{N} \tilde{\alpha}_{\tilde{m},\tilde{n},k} / \tilde{\beta}_{\tilde{m},\tilde{n},k}^2}{\sum_{\tilde{m}=1}^{M} \sum_{\tilde{n}=1}^{N} \bar{\alpha}_{\tilde{m},\tilde{n},k} / \bar{\beta}_{\tilde{m},\tilde{n},k}^2}, \quad \hat{\beta}_{\tilde{m},\tilde{n},k} = \frac{\sum_{\tilde{m}=1}^{M} \sum_{\tilde{n}=1}^{N} \tilde{\alpha}_{\tilde{m},\tilde{n},k} / \tilde{\beta}_{\tilde{m},\tilde{n},k}^2}{\sum_{\tilde{m}=1}^{M} \sum_{\tilde{n}=1}^{N} \bar{\alpha}_{\tilde{m},\tilde{n},k} / \bar{\beta}_{\tilde{m},\tilde{n},k}^2}, \]
and
\[ \hat{\alpha}_{\tilde{m},\tilde{n},k'} = \left( \sum_{\tilde{m}=1}^{M} \sum_{\tilde{n}=1}^{N} \sum_{l=1}^{K} \tilde{\alpha}_{\tilde{m},\tilde{n},l} / \tilde{\beta}_{\tilde{m},\tilde{n},l}^2 \right)^2, \quad \hat{\beta}_{\tilde{m},\tilde{n},k'} = \left( \sum_{\tilde{m}=1}^{M} \sum_{\tilde{n}=1}^{N} \sum_{l=1}^{K} \tilde{\alpha}_{\tilde{m},\tilde{n},l} / \tilde{\beta}_{\tilde{m},\tilde{n},l}^2 \right)^2. \]
of the static cell-free network model. This can be inferred by setting optimization. It is important to mention that the dynamic cell-free network model is a generalization of the static cell-free network model. This can be inferred by setting $\tilde{M} = M$ which will result in $N_{\tilde{m}} = 1$, $\forall \tilde{m} = 1, \ldots, \tilde{M}(\equiv M)$. Here, $G_{\tilde{m}m, \tilde{m}k}$ will be merged with $w_{\tilde{m}m, \tilde{m}k}(\equiv w_{mk})$.

IV. Clustering Technique and Beamforming Design

This section formulates the general problem of jointly performing the clustering of APs and designing the beamforming vectors. However, before presenting the problem formulation, we describe the SIC technique for detection of the signals received by the CPU and also the diversity technique to combine the signals from multiple antennas. SIC can be achieved by utilizing the fact that the signals from all users are superimposed in the power domain, and with the proper beamforming design, the signal related to every user can have a distinct power level.

A. SIC-Enabled Signal Detection

Note that in a cell-free network, signals from different users use the same time-frequency resource. The main idea of power-domain SIC technique is that a proper power control is performed such that signals from different users have a distinct power level. Additionally, to detect signal from a certain user, the SIC unit first detects signals of users with higher power levels, subtracts their contributions from the overall received signal, and then detects the intended signal. Specifically, for the proposed dynamic cell-free network, when detecting the signal from the $k$-th user, the uplink beamforming vectors are designed such that $p_1 \sum_{\tilde{m}=1}^{\tilde{M}} \sum_{n_{\tilde{m}}=1}^{N_{\tilde{m}}} G_{\tilde{m}m, \tilde{m}k}^2 |\hat{g}_{\tilde{m}m, \tilde{m}}|^2 \leq \ldots \leq p_k \sum_{\tilde{m}=1}^{\tilde{M}} \sum_{n_{\tilde{m}}=1}^{N_{\tilde{m}}} G_{\tilde{m}m, \tilde{m}k}^2 |\hat{g}_{\tilde{m}m, \tilde{m}}|^2 \leq \ldots \leq pK \sum_{\tilde{m}=1}^{\tilde{M}} \sum_{n_{\tilde{m}}=1}^{N_{\tilde{m}}} G_{\tilde{m}m, \tilde{m}k}^2 |\hat{g}_{\tilde{m}m, \tilde{m}}|^2$.

Proof. This can be easily concluded due to the fact that equations (5) and (10) are different from each other only by the scaling parameters of the rvs. □

Note that using the AP clustering scheme with DAS at every virtual AP, there will be no requirements for CSI from other virtual APs. Additionally, a significant reduction of the lengths of the beamforming vectors will be achieved with a direct positive effect on processing speed and complexity for the beamforming optimization. It is important to mention that the dynamic cell-free network model is a generalization of the static cell-free network model. This can be inferred by setting $\tilde{M} = M$ which will result in $N_{\tilde{m}} = 1$, $\forall \tilde{m} = 1, \ldots, \tilde{M}(\equiv M)$. Here, $G_{\tilde{m}m, \tilde{m}k}$ will be merged with $w_{\tilde{m}m, \tilde{m}k}(\equiv w_{mk})$.
Accordingly, the SINR $\gamma_k$ of the $k$-th user can be expressed as

$$\gamma_k \{C_n\} = \frac{\sum_{m=1}^{M} w_m^2 \sum_{n=1}^{N_n} \left| \tilde{y}_{m_n,k} \right|^2}{\sum_{m=1}^{M} w_m^2 \sum_{n=1}^{N_n} \left| \tilde{y}_{m_n,k} \right|^2 + \sum_{l=1,l\neq k}^{K} \sum_{l=1,l\neq k}^{K} \left| \tilde{y}_{m_n,l} \right|^2 + \sum_{l=1}^{K-1} \left| \tilde{y}_{m_n,l} \right|^2} + 1,$$  \hspace{1cm} (11)

where $\left| \tilde{y}_{m_n,k} \right|^2 = \frac{G_{m_n,k} \tau_p \rho_k e^2_{\tilde{m}_n,k} |\tilde{y}_{m_n,k}|^2}{\sigma^2_{m_n,k}}$, $\left| \tilde{y}_{m_n,l} \right|^2 = \frac{G_{m_n,l} \tau_p \rho_l e^2_{\tilde{m}_n,l} |\tilde{y}_{m_n,l}|^2}{\sigma^2_{m_n,l}}$, and $\left| \tilde{y}_{m_n,l} \right|^2 = \frac{\tau_p \rho_l e^2_{\tilde{m}_n,l}}{\sigma^2_{m_n,l}} |\tilde{y}_{m_n,l}|^2$. Note that $|\tilde{y}_{m_n,k}|^2$, $|\tilde{y}_{m_n,l}|^2$, and $|\tilde{y}_{m_n,l}|^2$ represent different order statistical rvs of gamma rvs which prevents the direct utilization of Welch-Satterthwaite approximation as in Appendix A. This is due to the introduction of random variable ordering required for SIC-based detection which requires the pre-ordering of different users’ signals based on their different power levels. However, a closed-form expression for the outage probability can be derived using order statistics theory as in [15]. We can also notice from (11) that the probability can be derived using order statistics theory as in [15].

### B. Diversity Combining Scheme

Several diversity techniques can be used at multi-antenna transmitters/receivers to combat multipath fading. However, maximal ratio combining (MRC) and selection combining (SC) are the most common diversity combining techniques [31]. In this work, we propose the use of a modified version of Wiener-Hopf multiple antennas combining scheme under the existence of co-channel interference [33]. Accordingly, the gain factor $G_{\tilde{m}k} = [G_\tilde{m}_{1k} \ldots G_\tilde{m}_{N_n,k}]^H$ that is used in combining signals at the $\tilde{m}$-th AP for the detection of $k$-th user signal is defined as [33]

$$G_{\tilde{m}k} = R_{\tilde{m}}^{-1} \hat{g}_{\tilde{m}k},$$  \hspace{1cm} (12)

where $R_{\tilde{m}} = \text{Cov} \left( \sum_{l=1,l\neq k}^{K} \sqrt{p_l} \tilde{y}_{\tilde{m}l} + \tilde{\eta}_{\tilde{m}} \right)$, $\hat{g}_{\tilde{m}k} = [\hat{g}_{\tilde{m}_{1k}} \ldots \hat{g}_{\tilde{m}_{N_n,k}}]^H$, and $\tilde{\eta}_{\tilde{m}} = [\tilde{\eta}_{\tilde{m}1} \ldots \tilde{\eta}_{\tilde{m}_{N_n}}]^H$. Furthermore, the covariance matrix $R_{\tilde{m}}$ conditioned on instantaneous CSI can be written as

$$R_{\tilde{m}} = \sum_{l=1,l\neq k}^{K} p_l \tilde{y}_{\tilde{m}l} \tilde{y}_{\tilde{m}l}^H + \tilde{\Sigma}_{\tilde{m}},$$  \hspace{1cm} (13)

where $\tilde{\Sigma}_{\tilde{m}} \in \mathbb{C}^{N_n \times N_n}$ is a diagonal matrix with $n_{\tilde{m}}$-th diagonal element given by $\tilde{\Sigma}_{\tilde{m}n_{\tilde{m}}} = \tilde{\sigma}^2_{\tilde{m}n_{\tilde{m}}}/2$. Note that, when $K = 1$, we have $G_{\tilde{m}k} = 2\tilde{g}_{\tilde{m}k}/\tilde{\sigma}_{\tilde{m}n_{\tilde{m}}}$ which is identical to the MRC scheme that represents the optimal combining scheme under no IUI. Additionally, note that we use the estimated values of CSI ($\hat{g}_{\tilde{m}n_{\tilde{m}},k}$) without considering the CSI estimation error. However, several works in the literature discussed the optimal diversity combining scheme under imperfect CSI estimation [34], [35], which is however not investigated in this paper for brevity.
C. Formulation of Optimization Problem

For the proposed dynamic cell-free network, the process of AP clustering needs to be performed jointly with beamforming design. This can be achieved by forming a general optimization problem that jointly finds the optimal cluster set-beamforming vector pairs such that a certain objective is satisfied. To achieve the best gain from SIC detection, we propose to order users based on their overall weighted power gain of the communication channel such that

\[
\sum_{\tilde{m}=1}^{\tilde{M}} \sum_{n_{\tilde{m}}=1}^{\tilde{M}} G_{\tilde{m}n_{\tilde{m}}k}^2 |\hat{g}_{\tilde{m}n_{\tilde{m}}k}|^2 \leq \ldots \leq \sum_{\tilde{m}=1}^{\tilde{M}} \sum_{n_{\tilde{m}}=1}^{\tilde{M}} G_{\tilde{m}n_{\tilde{m}}k}^2 |\hat{g}_{\tilde{m}n_{\tilde{m}}k}|^2.
\]

Accordingly, the general problem of AP clustering and beamforming optimization can be formulated as

\[
P_1 : \max_{n, W} \sum_{k=1}^{K} \log_2 \left( 1 + \gamma_k^{(C_n)} \right)
\]

Subject to:

\[
C_1 : \sum_{m=1}^{\tilde{M}} \left( w_{m,\delta_l}^2 - \sum_{i=\delta_l+1}^{l} w_{mi}^2 \right) \tilde{\gamma}_{\tilde{m}n_{\tilde{m}},l} \geq P_s,
\]

\[
C_2 : 0 \leq w_{mk} \leq 1,
\]

\[
C_3 : \|w_k\|^2 \leq 1,
\]

\[
\forall k, \forall \delta_l = 1, \ldots, l-1 \text{ and } l = 2, \ldots, K,
\]

where \( \tilde{\gamma}_{\tilde{m}n_{\tilde{m}},l} = \frac{2p_l G_{\tilde{m}n_{\tilde{m}},l} |\hat{g}_{\tilde{m}n_{\tilde{m}},l}|^2}{\sigma_{\tilde{m}n_{\tilde{m}}}^2} \).

The constraints \( C_1 \) refer to the set of \( \sum_{l=2}^{K} (l-1) = \frac{K(K-1)}{2} \) conditions required for successful SIC operation with receiver sensitivity of \( P_s \). For maximizing the minimum rate, the objective function of the optimization problem will be replaced by \( \min_k \log_2 \left( 1 + \gamma_k^{(C_n)} \right) \). Note that the receiver deals only with measured channel values (estimated) which include the estimation error as well as the AWGN part. However, the achieved SINR value after the SIC procedure will be decreased by pilot contamination components (as can be noticed from the second part of Eq. (11)).

To optimally solve the problem \( P_1 \) in (14), we need to simultaneously solve for \( C_n \) and \( W \). Specifically, for every possible clustering configuration, there is a related optimal beamforming vector that maximizes the objective function. The globally optimal solution is then the one that gives the best performance among all clustering configurations and their corresponding optimized beamforming vectors (\( W \)). Such a problem belongs to the set of complete non-deterministic polynomial-time hard (NP-hard) problems. Furthermore, given that a certain clustering configuration is selected, solving \( P_1 \) w.r.t \( W \) grows exponentially with \( \tilde{M} \) and/or \( K \) which makes the cell-free network model impractical for a network with a massive number of devices communicate through a massive number of APs within a geographic area.
Therefore, for practical implementation of a dynamic cell-free network, we design a novel hybrid DDPG-DDQN-based DRL system that produces the best clustering configuration and the beamforming vectors such that the objective function in $P_1$ is maximized.

V. DRL IMPLEMENTATION OF AP CLUSTERING AND BEAMFORMING DESIGN

In this section, we introduce a novel DRL model that solves the general optimization problem (i.e. problem $P_1$) of jointly optimizes the clustering of APs and the beamforming vectors.

A. Theoretical Preliminaries

The concept of reinforcement learning (RL) refers to the learning process of an agent interacting with its environment after receiving certain observations. The environment provides a reward to the agent for every interaction and the RL agent aims to select the right action for the next interaction in order to maximize the discounted reward over a time horizon. This problem can be formulated as a Markov decision process (MDP). An MDP is a tuple $(S, A, \mathcal{P}, \mathcal{R}, \zeta)$, where $S$ represents the states space which contains the set of $K$-dimensional states (with each state at time $t$ denoted by $s_t$), $A$ is the action space that contains a finite set of actions from which the agent can choose, $\mathcal{P} : S \times A \times S \rightarrow [0, 1]$ is a transition probability in which $\mathcal{P}(s, a, s')$ defines the probability of observing state $s'$ after executing action $a$ in the state $s$, $\mathcal{R} : S \times A \rightarrow \mathbb{R}$ is the expected reward after being in state $s$ and taking action $a$, and $\zeta \in [0, 1)$ is the discount factor. To solve the MDP, RL algorithms have been developed to learn and find a discrete value function or a “policy”. Such a discretization can lead to lack of generalization and significantly increase the problem’s dimensionality. Therefore, deep RL (DRL) algorithms based on function approximation by deep neural networks (DNNs) have been proposed.

DRL algorithms can be classified into three types: (i) value-based methods such as deep Q-learning (DQL) and SARSA which only learn the so-called value function to find a policy, (ii) policy-based methods which learn the policy directly by following the gradient with respect to the policy, and (iii) actor-critic methods which are a hybrid of the value-based for the critic and policy-based methods for the actor.

The standard DQL method represents the most popular update algorithm in the literature due to the availability of a mature theory. Basically, the DQL update equation at time $t$ for a network agent with
parameters $\theta^Q$ after taking action $a_t$ in state $s_t$ and observing the immediate reward $r_{t+1}$ and resulting state $s_{t+1}$ is:

$$Q(s, a | \theta^Q_{t+1}) = Q(s, a | \theta^Q_t) + \nu \left[ r_{t+1} + \zeta \max_{a'} Q(s_{t+1}, a' | \theta^Q_t) - Q(s_t, a_t | \theta^Q_t) \right]$$

$$= Q(s, a | \theta^Q_t) + \nu \left[ r_{t+1} + \zeta \max_{a'} Q(s_{t+1}, a' | \theta^Q_t) - Q(s_t, a_t | \theta^Q_t) \right],$$

where $\nu$ is the learning rate. Computing the term $\max_{a'} Q(s_{t+1}, \argmax_{a'} Q(s_{t+1}, a' | \theta^Q_t) | \theta^Q_t)$ introduces a systematic overestimation of the Q-values during the learning that is accentuated by the use of bootstrapping, i.e. learning estimates from estimates. The Q-learning update in (15) uses the same Q-network $Q(s, a | \theta^Q_t)$ both to select and to evaluate an action. After highlighting the overestimation bias in experiments across different Atari game environments, Hasselt et al. [36] decoupled the action selection and evaluation by introducing two deep Q-networks, a $Q$ network and a target network $Q'$ with different parameters $\theta^Q$ and $\theta^{Q'}$, respectively, to avoid the maximization bias. The $Q'$ network is used for action selection while the $Q$ network is used for action evaluation. This is known as deep double Q-learning algorithm (DDQL).

The DDQL update equation of the network can be expressed as:

$$Q(s, a | \theta^Q_{t+1}) = Q(s, a | \theta^Q_t) + \nu \left[ r_{t+1} + \zeta \max_{a'} Q(s_{t+1}, \argmax_{a'} Q'(s_{t+1}, a' | \theta^{Q'}_t) | \theta^Q_t) - Q(s_t, a_t | \theta^Q_t) \right].$$

The parameters $\theta^{Q'}$ of the $Q'$ network periodically hard-copy the parameters $\theta^Q$ of $Q$ network after $t_0$ time steps using the Polyak averaging method with parameter $\tau \in [0, 1]$:

$$\theta^{Q'}_{t_0} = (1 - \tau) \theta^{Q'}_t + \tau \theta^Q_t.$$ (17)

The DDQL networks show a better performance that standard DQL [36]; however, due to the discretization requirements of the DNN outputs (the action space $A$), it results in a huge expansion of the action space dimensionality when used in the optimization of an objective function of continuous dependent variables. This dimensionality issue makes it an unattractive solution for solving the beamforming problem under massive number of users and APs. However, it is a relevant candidate for the clustering problem of the APs since it avoids the need for an extremely inefficient exhaustive search method. This motivates us to utilize the “DDPG” policy for the beamforming design problem.

DDPG belongs to the class of actor-critic algorithms. It concurrently learns a Q-function network approximation $Q(s, a | \theta^Q)$ called the critic, and a policy network approximation $\mu(s | \theta^\mu)$ called the actor. The Q-function network is trained using the Bellman equation, while the policy network is learnt using
the Q-function. Unlike the DQL policies which output the probability distribution $\pi(a|s)$ across a discrete action space $A$, the policy network of DDPG directly maps states to actions. Specifically, at every time step $t$, it maximizes its loss function defined as:

$$ J(\theta) = \mathbb{E} \left[ Q(s, a) \mid S = s_t, a = \pi(a|s_t) \right] $$

and updates its weights $\theta$ by following the gradient of (18):

$$ \nabla J_{\theta}(\mu) \approx \nabla_a Q(s, a) \nabla \mu(s|\theta^\mu). $$

This update rule represents the deterministic policy gradient (DPG) theorem, rigorously proved by Silver et al. in the supplementary material of [37]. The term $\nabla_a Q(s, a)$ is obtained from a Q-network $Q(s, a|\theta^Q)$ called the critic by backpropagating its output w.r.t. the action input $\mu(s|\theta^\mu)$. When the number of actions is very large, this actor-critic training procedure solves the intractability problem of DQN [38] by using the following approximation:

$$ \max_a Q(s, a) \approx Q(s, a|\theta^Q)|_{a = \mu(s|\theta^\mu)}. $$

Similar to DQN, two tricks are employed to stabilize the training of the DDPG actor-critic architecture, namely, 1) the experience replay buffer $R$ to train the critic, and 2) target networks for both the actor and the critic which are updated using the polyak averaging in the same way it was done in (17). Now that we have provided a brief DRL background on the two methods used by our proposed algorithm (DDQL and DDPG), a detailed description of the proposed DRL-based AP clustering and beamforming design for a dynamic cell-free network can be presented in the following subsection.

### B. DRL Agent Design for AP Clustering and Beamforming Optimization

Our goal is to design a DRL system that jointly optimizes the clustering of APs and the beamforming vectors given a certain CSI matrix $H = [\tilde{g}_1 \ldots \tilde{g}_K]$. In this context, we develop a hybrid DDPG-DDQL DRL scheme that simultaneously learns the best clustering subsets-beamforming vector pairs given a certain CSI matrix $H$ (or any other metric related to $H$). Fig. 3 shows a schematic block diagram of the developed hybrid DDPG-DDQL DRL scheme. To find the beamforming decoding matrix of the $k$-th user $W_k = \text{Reshap}(w_k)$, where $W_k \in \mathbb{R}^{\sqrt{\sum_{m=1}^M \sum_{n=1}^N w_k^m} \times \sqrt{\sum_{m=1}^M \sum_{n=1}^N w_k^m}}$ and $w_k = [w_{1k} \ldots w_{MK}]^H$, we opt for the actor-critic DDPG algorithm [39] since all the elements $w_{i,j}$ of $W_k$ are in the continuous range $[0, 1]$. For the AP clustering problem, we use the well-known DDQL algorithm [36] to find the best

---

3Note that the empty elements on $W_k$ are zero padded.
access point clustering configuration since the possible number of clustering configurations is finite and the index of each possible configuration is an integer number.

As shown in Fig. 3, the two algorithms interact with a simulated cell-free network environment to solve the optimization problem $P_1$ in (14). The design of the cell-free network environment involves the specification of the environment state $s$ and the definition of immediate reward function $r$ required by the DRL algorithms to approximate the policies and the Q-values. The state of the environment is a vector of the SINR values of users, where the state $s_k$ of the $k^{th}$-user is chosen to be the SINR value $\gamma_{kn}$ which is a varying function of the instantaneous CSI matrix. Under this setup, the action space $A$ is the pair of actions $a = (a^b, a^c) = (W_k, C_n)$ that the DDPG and the DDQN output separately. The superscripts $b$ and $c$ refer to “beamforming” and “clustering”, respectively. After receiving the environment’s state $s$, the DDPG algorithm outputs the action $a^b = W_k$ and the DDQL outputs the action $a^c$ representing the cluster partition $C_n$.

Table I summarizes the environment design by specifying the additional problem parameters. Note that when the number of clusters equals to the total number of APs ($\tilde{M} = M$), the network will reduce to the static cell-free network with $C_n = C$, $n = 1$. Accordingly, only DDPG model will be required to optimize the beamforming vectors ($W_k$).
TABLE I: DRL agent design

| Environment Variables | System Equivalence                  |
|-----------------------|--------------------------------------|
| State $s = \{s_1, \ldots, s_K\}$ | $\{\gamma_{C_1}^{E_n}, \ldots, \gamma_{C_K}^{E_n}\}$ |
| Reward $r$            | $\sum_{k=1}^{K} \log(1 + \gamma_{C_k}^{E_n})$ |
| Action $A$            | $(a^b, a^C) = (W_k, C_n)$             |
| $n = 1, \ldots, N$   | Index of possible Clustering         |
| $C_n$                 | $n$-th clustering configuration      |
| $K$                   | Number of active users               |

Our TensorFlow/Keras implementation of the actor and critic networks (including their corresponding target networks) have two hidden layers of 256 and 128 neurons, respectively. The DDQN networks have two fully-connected layers of 64 neurons followed with an activation function $relu$ each, and a final linear fully-connected layer. We use a discount factor $\zeta = 0.99$, a learning rate $\nu = 5 \cdot 10^{-5}$, a Polyak averaging parameter $\tau = 10^{-3}$, and an experience replay buffer of size $R = 20000$. The critic optimizer is Adam with its default hyperparameters $\beta_1 = 0.9$ and $\beta_2 = 0.999$. We train all the networks on 2500 episodes, with 500 time step each.

C. Description of the Hybrid DDPG-DDQL Algorithm

For the static cell-free network, only the DDPG algorithm is trained (one clustering configuration). However, for the dynamic cell-free network, both the DDPG and DDQL networks are trained.

- **DDPG network**:
  - **The actor network** $\mu(s|\theta^\mu)$ maps the SINR values of users to the beamforming matrix $W_k$. The output of the network is $a^b$, i.e. a flatten list of all the elements $w_{ij} \in [0, 1]$.
  - **The target actor network** $\mu'(s|\theta^\mu')$: time-delayed copy of the actor network $\mu(s|\theta^\mu)$.
  - **The critic network** $Q(s, a^b|\theta^Q)$: maps the SINR values and the output action of $\mu(s|\theta^\mu)$ to their corresponding Q-value.
  - **The target critic network** $Q'(s, a^b|\theta'^Q)$: time-delayed copy of the critic network $Q(s, a^b|\theta^Q)$.

- **DDQL network**:
  - **The $Q_c$-network** $Q_c(s, a^C|\theta'^Q_c)$ maps the SINR values of users to the the Q-values of the state and all the clustering partitions.
  - **The target $Q_c$-network** $Q_c'(s, a^C|\theta'^Q'_c)$: time-delayed copy of the $Q_c$-network $Q(s, a^C|\theta'^Q_c)$. 

We describe all of the training steps of our algorithm in Algorithm 1. We start by initializing all neural networks and their targets for the beamforming and clustering problems as well as a replay buffer \( R \) (lines 1–5). For every episode, we initialize the environment with \( N \) access points and \( K \) users by setting the initial state \( s_0 \) to a random vector of SINR values of size \( K \) (line 7). At every time step \( t \) of the episode, the DDQL and DDPG agents pick an action \( a^C_t \) and \( a^b_t \) respectively (lines 9–10). The combined action \( a_t = (a^b_t, a^C_t) \) is sent to the free-cell network environment which will transit to a new state \( s_{t+1} \), and this new state will be returned together with the immediate reward \( r_t \) (lines 11–12). After storing the transition tuple \((s_t, a_t, r_t, s_{t+1})\) in the replay buffer \( R \) (line 13), we randomly sample from the experience replay buffer \( N \) transitions to train the DDPG and DDQL networks (line 14). We start the DDPG training in line (16) by computing the TD target for the Q-network \( Q(s,a|\theta^Q) \) using the target Q-network \( Q'(s,a|\theta^Q') \). We update the critic \( Q(s,a|\theta^Q) \)'s parameters \( \theta^Q \) in line 17 using the gradient of the MSE of the loss function of the TD target and the output of the critic. The update of the actor’s parameters \( \theta^\mu \) uses the Monte Carlo approximation of gradient in line 19. The target critic and target policy networks get updated slowly every \( P \) iterations (lines 19–20). Finally, we update the parameters \( \theta^{Q_c} \) of the DDQL Q-network using the Bellman equation in line 22 after selecting the action using the target Q-network \( Q'_c(s,a|\theta^{Q'_c}) \) in line 21. Similar to the DDPG target network, we update in line 23 the DDQL target Q-network every \( P \) iterations. Note that the DRL model can be easily extended to optimize also the uplink transmission power for users \( P_k, \forall k = 1, \ldots, K \). However, the power control information will then need to be transmitted to the users, which will increase the signaling traffic significantly.

VI. NUMERICAL RESULTS AND DISCUSSIONS

A. Parameters and Assumptions

| Parameter                                | Value   |
|-------------------------------------------|---------|
| AWGN PSD per UE                          | −169 dBm/Hz |
| Path-loss exponent, \( \kappa \)          | 2       |
| Nakagami parameters, \((M, \Omega)\)      | (1, 1)  |
| Training sequence length, \( \tau_p \)    | \( K \) Samples |
| Pilot transmission power, \( \rho_k \)    | 100 mW, \( \forall k \) |
| SIC sensitivity, \( P_s \)               | 1 dBm   |
Algorithm 1 Hybrid DDPG-DDQL algorithm for uplink beamforming and clustering

1: Randomly initialize the critic $Q(s, a|\theta^Q)$ and the actor $\mu(s|\theta^\mu)$ with weights $\theta^Q$ and $\theta^\mu$
2: Initialize target network $Q'$ and $\mu'$ with weights $\theta^{Q'} \leftarrow \theta^Q$, $\theta^{\mu'} \leftarrow \theta^\mu$
3: Randomly initialize the $Q_c$-network $Q_c(s, a|\theta^{Q_c})$
4: Initialize the target network $Q'_c(s, a|\theta^{Q'_c})$ with weights $\theta^{Q'_c} \leftarrow \theta^{Q_c}$
5: Initialize replay buffer $R$
6: for episode = $1, \ldots, E$ do
7:    Receive initial observation state $s_1$ after initializing the environment
8:    for $t = 1, \ldots, T$ do
9:        Select the beamforming action $a^b_t = \mu(s_t|\theta^\mu)$
10:       Select the clustering action $a^c_t = \arg\max_{a^c} Q_c(s_t, a^c)$
11:       Define $a_t = (a^b_t, a^c_t)$
12:       Execute action $a_t$ and observe reward $r_t$ and observe new state $s_{t+1}$
13:       Store transition $(s_t, a_t, r_t, s_{t+1})$ in $R$
14:       Sample a random minibatch of $L$ transitions $(s_t, a_t, r_t, s_{t+1})$ from $R$
15:       Get $a^b_t$ and $a^c_t$ from $a_t$
16:       $\triangleright$ Training the DDPG networks
17:       Compute the TD target $y_t = r_t + \zeta Q'(s_{i+1}, \mu'(s_{i+1}|\theta^{\mu'})|\theta^{Q'})$
18:       Update the critic $Q(s, a|\theta^Q)$ by minimizing the loss: $L = \frac{1}{2} \sum_t (y_t - Q(s_t, a_t^b|\theta^Q))^2$
19:       Update the actor policy $\mu(s|\theta^\mu)$ using a monte-carlo approximation of (19):
20:       $\nabla_{\theta^\mu} J \approx \frac{1}{2} \sum_t \nabla_a Q(s_t, a_t|\theta^Q)|_{s_t=a_t=\mu(s_t)} \nabla_{\theta^\mu} \mu(s|\theta^\mu)|_{s=s_t}$
21:       Update the DDPG target networks $Q'$ and $\mu'$ if $\text{mod}(t, P) = 0$:
22:       $\theta^{Q'} \leftarrow \tau\theta^Q + (1 - \tau)\theta^{Q'}$
23:       $\theta^{\mu'} \leftarrow \tau\theta^\mu + (1 - \tau)\theta^{\mu'}$
24:       $\triangleright$ Training the DDQL networks
25:       select $a^* = \arg\max_a Q'_c(s_{i+1}, a|\theta^{Q'_c})$
26:       Update the $Q_c$ using:
27:       $Q_c(s_i, a^*_i|\theta^{Q_c}) \leftarrow Q_c(s_i, a^*_i|\theta^{Q_c}) + \nu (r_i + \zeta Q_c(s_{i+1}, a^*_i|\theta^{Q'_c}) - Q_c(s_i, a^*_i|\theta^{Q'_c}))$
28:       Update the DDQL target networks $Q'_c$ if $\text{mod}(t, P) = 0$:
29:       $\theta^{Q'_c} \leftarrow \tau\theta^{Q_c} + (1 - \tau)\theta^{Q'_c}$
30: end for
31: end for
Table II presents the main system parameters used to obtain simulation and analytical results. To simplify simulation and analysis of this work and to concentrate on the most insightful conclusions, we establish some operating assumptions related to channel training and CSI fading models. We assume that users’ pilot signals are mutually orthonormal such that \( \tau_p = K \leq \tau_c \) with zero AWGN component in CSI estimation, i.e. \( |\varphi_{lmn}^H \varphi_{xyz}| = 1 \) if \( (l, m, n) = (x, y, z) \) or zero otherwise. \( \forall (l, x) = 1, \ldots, M, (m, y) = 1, \ldots, N_{(l,x)} \) and \( (n, z) = 1, \ldots, K \). This will result in removal of the CSI estimation error parts (due to both pilot contamination and AWGN component, \( \eta_{\tilde{m},\tilde{m}} \)) and considering \( \hat{g}_{xyz} = g_{xyz} \).

Additionally, we assume that all channel fading gains \( h_{\tilde{m},\tilde{m},k} \) are independent and identically distributed (i.i.d) with \( M_{\tilde{m},\tilde{m},k} = M = 1 \) and \( \Omega_{\tilde{m},\tilde{m},k} = \Omega = 1 \). Similarly, we assume that all AWGN values belong to a set of i.i.d rvs with PSD \( \sigma_{\tilde{m},\tilde{m}} / 2 = -169 \) dBm/Hz. As for large-scale fading, we assume that all APs and users are uniformly distributed over a disc of radius 18m (corresponding to a network total coverage area of 1km²).

First, we investigate the accuracy of \textit{Welch-Satterthwaite} sum of gamma rvs approximation method (Fig. 4). It can be noticed from Fig. 4 that a satisfactory accuracy for the sum of non-identically distributed

![Fig. 4](image-url)

Fig. 4: An illustrative example of \textit{Welch-Satterthwaite} approximation with different \# of rvs (\( K \)).

(different \( \beta \)) gamma rvs can be achieved by \textit{Welch-Satterthwaite} approximation for small, medium, and high numbers of random variables. This justifies the use of such an approximation instead of the use of the central limit theorem which requires a relatively large number of random variables.
B. Outage Performance

This section discusses the outage performance of cell-free network in a massive communication regime. Each simulation value is obtained via $2 \times 10^6$ Monte-Carlo simulation runs. In Fig. 5 (a), we evaluate the outage probability for a user in a static cell-free network under different values of $K$. The figure shows that an excellent outage performance can be achieved when the number of APs ($M$) is much greater than the number of users $K$, i.e. $M \gg K$. However, when $K$ becomes comparable to $M$, the outage performance deteriorates significantly with almost total blockage at $K \approx 0.5M$. Note that this figure is produced assuming no precoding scheme, i.e. $w_{mk} = c, \forall m, k$. A better performance can be achieved by first solving problem $P_1$ to obtain $W_k$ and then substituting $W_k$ into (7).

C. DRL Model

In this section, we study the performance of using the proposed DRL model in solving problem $P_1$. Fig. 5 (b) shows the per-user transmission rate in the cell-free network with the proposed DRL method. We can notice that the performance reaches a certain level after around 500 training episodes and then stays around that level. Compared with the max-min objective, we notice a significant performance gain with the max-sum objective. This is due to the fact that, with the max-sum objective, we optimize $W_k, \forall k = .
1, . . . , K while with max-min objective, we maximize only $W_{k'}$ and use $W_k, k \neq k' \& k = 1, . . . , K$, where $k'$, denoting the index of the user with minimum achievable rate, is found from previous iterations.

To evaluate the performance of the proposed dynamic cell-free clustering scheme with SIC detection, Fig. 6(a) shows the per-user transmission rate for both static and dynamic cell-free networks. It can be noticed that utilizing SIC at the receiver side significantly compensates for the performance loss caused by clustering of the APs. Note that the per-user transmission rate achieved without SIC in presence of AP clustering is significantly lower than that in a static cell-free network.

Additionally, in Fig. 6(b), we compare the performance of the proposed DRL-based solution approach compared to traditional methods. We can notice that DRL can achieve per user transmission rate of around 78% of that with conventional bisection method (subgradient method). This performance degradation comes with a remarkable decrease in the computational complexity. With the proposed DRL-based design, the beamforming vectors can be obtained in an online manner for practical implementation of non-orthogonal multiple access in cell-free networks.

Figs. 7(a) and (b) evaluate the convergence rate of the proposed DRL algorithm for two different network setups. Specifically, we plot the absolute value of the difference between the normalized rate values generated by the DRL model and that by the bisection method (using the Matlab optimization toolkit). It can be noticed that the proposed DRL model shows a better convergence rate than the bisection method.
Fig. 7: DRL convergence rate: (a) Medium-scale scenario, (b) large-scale scenario.

under medium-scale scenario with $M = 150$ and $K = 50$ (Fig. 7 [a]) compared to that of large-scale scenario with $M = 200$ and $K = 60$ (Fig. 7 [b]). However, the proposed DRL model under large-scale scenario is found to achieve a better performance by achieving an approximate of 92% of the normalized rate achieved by bisection method compared to only 78% achieved under medium-scale scenario.

Finally, to evaluate the performance of the cell-free network under different values of per-user transmission power at the large-scale regime, Fig. 8 illustrates the variation in per-user transmission rate in a large-scale static cell-free network for different transmit power values. It can be noticed that rate enhancement becomes smaller when the transmission power is increased in a high $P$ regime (e.g. from $P = 37$ dBm to $P = 50$ dBm). However, a good rate enhancement still can be achieved when $P$ is changed from a relatively small value to a significantly larger value (e.g. from $P = 20$ dBm to $P = 37$ or $P = 50$ dBm). Furthermore, the DRL model is found to show a faster convergence with larger values of $P$.

VII. CONCLUSION

We have first derived closed-form expressions for the probability of outage for an uplink user in a static cell-free network. Next, we have proposed a novel dynamic cell-free network that partitions the distributed APs among a set of subgroups with each subgroup acting as a virtual AP equipped with a
distributed antenna system (DAS). Such a clustering is performed based on the current channel state information (CSI) among the APs and all users within the network coverage area. The dynamic cell-free network model can reduce the complexity for joint signal processing. For the dynamic cell-free model, we have formulated the general optimization problem of clustering the APs and designing the beamforming vectors. To solve this optimization problem, we have proposed a hybrid deep deterministic policy gradients (DDPG)-double deep Q-network (DDQN) scheme that jointly selects the optimal network clustering scheme with its optimal beamforming vector values. Possible extensions of this work would include the design and evaluation of more comprehensive DRL models that jointly estimate CSI, select the best clustering configuration for APs, and optimize different beamforming vectors. Also, benchmarking different DRL-based algorithms for optimizing resource allocation in different cell-free network architectures will be valuable.

APPENDIX A

First, let us define $X = \sum_{m=1}^{M} |\tilde{g}_{mk}|^2$ and

$$Y = \sum_{m=1}^{M} \left[ \sum_{l=1, l \neq k}^{K} |\tilde{g}_{ml}|^2 + \sum_{l=1, l \neq k}^{K} \sum_{i=1, i \neq l}^{K} |\tilde{g}_{mi}|^2 + \sum_{i=1, i \neq k}^{K} |\tilde{g}_{mi}|^2 \right].$$
Let \( W = Y + 1 \approx Y \). (This assumption is valid for large values of \( K \) and \( M \).) The derivation of closed-form expression for \( X \) and \( Y \) is very complicated due to the non-equal rate parameters (\( \tilde{\beta}_{m,k} \) and \( \tilde{\beta}_{m,l} \)) which makes the MGF method unusable to derive \( f_X(x) \) and \( f_Y(y) \). Here, we use an accurate approximation of the sum of independent Gamma rvs with different shape and rate parameters, which is referred to as the Welch-Satterthwaite approximation \([27]\). Accordingly, we have \( X \sim G \left( \hat{\alpha}_{mk}, \hat{\beta}_{mk} \right) \) and \( Y \sim G \left( \hat{\alpha}_{mk'}, \hat{\beta}_{mk'} \right) \), where

\[
\hat{\alpha}_{mk} = \left( \frac{\sum_{m=1}^{M} \tilde{\alpha}_{mk} / \tilde{\beta}_{mk}^2}{\sum_{m=1}^{M} \tilde{\alpha}_{mk} / \tilde{\beta}_{mk}^2} \right)^2, \quad \hat{\beta}_{mk} = \frac{\sum_{m=1}^{M} \tilde{\alpha}_{mk} / \tilde{\beta}_{mk}^2}{\sum_{m=1}^{M} \tilde{\alpha}_{mk} / \tilde{\beta}_{mk}^2},
\]

\[
\hat{\alpha}_{mk'} = \left( \frac{\sum_{m=1}^{M} \sum_{l=1,l\neq k} \tilde{\alpha}_{ml} / \tilde{\beta}_{ml}^2}{\sum_{m=1}^{M} \sum_{l=1,l\neq k} \tilde{\alpha}_{ml} / \tilde{\beta}_{ml}^2} \right)^2, \quad \hat{\beta}_{mk'} = \frac{\sum_{m=1}^{M} \sum_{l=1,l\neq k} \tilde{\alpha}_{ml} / \tilde{\beta}_{ml}^2}{\sum_{m=1}^{M} \sum_{l=1,l\neq k} \tilde{\alpha}_{ml} / \tilde{\beta}_{ml}^2}.
\]

Note that this approximation becomes identical to the exact expression even for small to moderate number of APs and/or UEs. This makes it useful for modeling large-scale cell-free architectures. The PDF of the ratio \( Z = \frac{X}{W} \) can be defined as

\[
f_Z(z) = \frac{d}{dz} \int_0^\infty P(x \leq zw) f_Y(w)dw = \int_0^\infty w f_X(zw) f_Y(w)dw.
\]

(1)

Substituting \( f_X(zw) \) and \( f_Y(w - 1) \) into A.1, utilizing \([30\) Eq. 3.383.4], and simplifying, we obtain Eq. (6).

**APPENDIX B**

The CDF of the ratio distribution \( Z = \frac{X}{W} \) can be expressed as

\[
F_Z(z) = P(x \leq zW) = \int_0^\infty P(x \leq zw) f_Y(w)dw.
\]

(1)

By substituting \( f_Y(w) \) and \( P(x \leq zw) = 1 - \gamma \left( \hat{\alpha}_{mk}, \hat{\beta}_{mk}zw \right) \), where \( \gamma(.) \) is the lower incomplete gamma function \([40\) Eq. 6.5.2], and utilizing \([30\) Eq. 6.455.2] and \([40\) Eq. 15.3.7], and simplifying, we obtain Eq. (7).
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