Fully saturated hydrocarbons as hosts of optical cycling centers
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Designing closed, laser-induced optical cycling transitions in trapped atoms or molecules is useful for quantum information processing, precision measurement, and quantum sensing. Larger molecules that feature such closed transitions are particularly desirable, as they extend the scope of applicability of such systems. The search for molecules with robust optically cycling centers has been a challenge, and requires design principles beyond trial-and-error. Here, two design principles are proposed for the particular architecture of M-O-R, where M is an alkaline earth metal radical, and R is a ligand: 1) Fairly large saturated hydrocarbons can serve as ligands, R, due to a substantial HOMO-LUMO gap that encloses the cycling transition, so long as the R group is rigid. 2) Electron-withdrawing groups, via induction, can enhance Franck-Condon factors (FCFs) of the optical cycling transition, as long as they do not disturb the locally linear structure in the M-O-R motif. With these tools in mind, larger molecules can be trapped and used as optical cycling centers, sometimes with higher FCFs than smaller molecules.

I. INTRODUCTION

Molecules which can be laser cooled and favor electronic transitions between only a few controlled, electronic states (optical cycling centers, or OCCs) are useful for the fields of quantum information processing, magnetic sensing, and ultracold physics studies.[1][2] Using trapped-ion hardware and theory from atomic physics, small molecules have been laser cooled and shown to exhibit these properties.[3][4] The success of these molecules relies on high Franck-Condon factors (FCFs), which in many cases is quite close to the vibrational branching ratios in these species.[5]

In the past, trapping and laser cooling molecules larger than a few atoms seemed formidable due to an increase in the number of vibrational modes, therefore a likely increase in vibrational branching. This vibrational branching poses a threat to laser cooling of molecules for quantum information,[6][7] as it would require many more repump lasers than experiment can afford. Successful molecular candidates are those where the ground and excited state potential energy surfaces are highly parallel and their electronic transitions are within the Franck-Condon region. Early investigations into this bonding structure began with alkaline earth molecules bonding to hydroxide and rigid, electronegative ligands such as borohydride and cyclopentadiene.[8][9]

Previous work on optical cycling and laser cooling of molecules began with diatomics,[10][11] then M-O-H species (where M is the alkaline earth radical bonded to an oxygen).[12] and recently, alkaline earth alkoxides, built upon an M-O-R scheme where R is a saturated hydrocarbon.[13][14] However, which R ligands are suitable for these systems, i.e. what limitations there are on their size and chemical nature, remains an open research question. Previous successful candidates were found through guesswork, rather than guided design.[15][16] Most recently, multivalent OCCs were explored which required different design principles than the M-O-R framework.[17]

Our past work focused on introducing design principles for M-O-R OCCs. We proposed that it is possible to expand these saturated hydrocarbon ligands to much larger sizes, including diamond and cubic boron nitride. The M-O-R motif with such large R is still a good optical cycling candidate, due to the ligand’s large band gap.[18] Additionally, we found that arenes could be suitable ligands for optical cycling groups (or quantum functional groups) so long as the arene’s HOMO-LUMO gap is large enough to encapsulate the optical cycling transition.[19] In this work, we aim to strengthen these design principles by investigating other possible organic ligands of varying size and degree of electron-withdrawing character, which could work as optical cycling centers (OCCs), and emphasize how symmetry and ligand rigidity affects OCCs.

Additionally, we will probe the effect of substituents on these R ligands, motivated by our recent study on alkaline earth phenoxides serving as good OCCs.[20][21] In particular, we showed we can strategically diagonalize FCFs by adding electron-withdrawing substituents onto the phenyl ring, enforcing closer geometries between ground to excited states and favoring fewer, more dominant vibrational modes contributing to off-diagonal decays. This was due to the M-O bond becoming progressively more ionic, because of the increased pull in electron density. While in aromatic systems the substituents operate through resonance, in this work, we show the effect still holds via induction, though to a weaker degree, in saturated R group ligands.

Design rules in this paper can be applied to a wide variety of open-shell molecules, in which an increase in ligand complexity does not lower FCFs, but rather outcompetes simpler molecules through built-in electronic effects.
II. THEORETICAL METHODS

Molecule geometries were optimized with density functional theory (DFT) and time-dependent density functional theory for excited states (TD-DFT) at the PBE0-D3/def2-TZVPPD level of theory in Gaussian16. An effective core potential (ECP) was used for the Sr atom. Franck-Condon factors were then calculated using the harmonic approximation including Duschinsky rotations in Gaussian16. Molecular orbitals were generated using Multiwfn.

Previous theoretical studies on OCCs used Complete Active Space Self-Consistent Field (CASSCF) and Multi-reference configuration interaction (MRCI) methods to produce highly accurate results. However, scaling is poor with system size. Hence, cheaper methods must be applied for large molecular screening. Here, we find DFT/TD-DFT methods are a suitable alternative, within a margin of error, when picking the functional and basis set carefully.

In previous work, we compared CaOH, SrOH geometries and vertical excitation energies calculated with CAS/MRCI to those computed with TD-DFT, and both were compared to available experimental data. At the PBE0-D3/def2-TZVPPD level of theory, TD-DFT-based bond lengths deviated from experimental values by less than 0.02 Å for both ground and excited states, while the computed CASSCF bond lengths are 0.06 Å longer than the TD-DFT values. For larger molecules, such as CaOPh and CaO1Nap, our level of theory was benchmarked to experiment and found vertical excitation energies to be within 0.08 eV of experiment (see Table S1 in Supporting Information for details). Overall, we find DFT a suitable alternative to more expensive methods for predicting FCFs for these species, particularly when chemical trends are of interest more than the absolute accuracy, and will use it throughout this work.

III. RESULTS AND DISCUSSION

A. Hydrocarbon Ligands for OCCs

First, we explore the saturated hydrocarbon manifold, for increasingly larger R group ligands. The R group can extend to larger size so long as the ligand structure is rigid and spatially separated from the metal. A related requirement is the local linearity of the M-O- motif, to avoid the bonding of the metal radical to parts of the molecular host. Also, the ligand must have a larger HOMO-LUMO gap than the metal to metal OCC transition, and fully enclose the OCC transition, i.e. have the intrinsic HOMO of R below the M-based HOMO of M-O-R, and the intrinsic LUMO of R above the M-based LUMO of M-O-R.

We investigated these limits in more detail. We found that unsaturated non-aromatic hydrocarbons are poor ligands and will fail, because their π-system is much more reactive and will interact with the metal or oxygen, disrupting the clean metal-metal transition. For example, as seen in Figure the HOMO of the ethenyl- or ethynyl-containing derivatives, the metal s and p orbitals mix with the O p orbital as well as the C-C π orbital, indicating that the molecules are less ionic. The LUMO is dominated by the metal p and d orbitals. Thus, we expect the electronic transitions to couple to the molecular vibrations, giving rise to less diagonal FCFs. Similar bonding and orbital mixing have been observed in M-O-R with the -N2H ligand. In the most stable geometry of the ground electronic state, the metal will bind to the O atom and the N-N π bond near the metal, featuring charge density delocalization with the ligand.

Additionally, we find that even if a structure is locally linear, such as CaOC4H9 which was previously confirmed experimentally, it could still be a poor candidate for optical cycling. In this case, the R ligand is too flexible, and the states on Ca have an overlap with the R ligand, such that the excited states have electron density on the CH3 groups. This coupling produces a quartic well in which there are two local minima on the excited state (see Figure S1 in the SI for additional details). As a result, the diagonality of the ground to excited state transition is lost.

Contrastingly, a molecule of the same C3v symmetry as CaOC4H9, CaO-adamantane, appears to be a good candidate for optical cycling. This is due to the ligand rigidity which prevents ligand-Ca interaction. Our calculations show that the electronic HOMO → LUMO transition in CaO-adamantane is quite isolated on the metal, as seen by the Natural Transition Orbitals (NTOs) in Figure. The natural population analysis (NPA) of the charge populations are 0.838 for Ca and -1.069 for O for the ground state. The transition orbitals resemble unhybridized s and p orbitals which are seen in the gas-phase atomic Ca+ ion, further supporting the promise to use this molecule in optical cycling.

The largest geometry change is the Ca-O bond length. Ca-O-C is linear for these molecules in the X and Α states. The Ca-O bond length change from the X state to the Α state is 0.023 Å in CaO-adamantane.

As seen by Figure the most dominant off-diagonal decay for CaO-adamantane are dominated by stretch-
ing motions. We speculate CaO-adamantane is a more successful candidate than CaOC$_4$H$_9$ because, despite the same symmetry, the large mass and rigidity of adamantane encourages the vibrational stretching motion, instead of the more flexible C$_4$H$_9$, which encourages CH$_3$ bending motions, which mix the metal Ca with the CH$_3$ groups, disrupting the isolated electronic transition.

Although the FCF for CaO-adamantane (0.908) is worse than a those of M-O-Rs with certain smaller ligands, such as phenyl (0.933[51]), the transition is not destroyed by adding a larger ligand. In fact, it has a better FCF than smaller molecules, such as CaOC$_3$H$_5$ (< 0.90[52]) and CaOCH(CH$_3$)$_2$ (0.720[53]), despite an increase in the number of vibrational modes. As such, this demonstrates that an increase in ligand complexity in some cases outcompetes simpler molecules, paving the way for larger optical cycling centers to be realized in the future.

In summary, saturated hydrocarbon molecules with large HOMO-LUMO gaps can be appended as ligands to alkaline earth oxides and still allow the M-O motif function as an optical cycling center. As long as the ligand remains rigid, a large increase in a molecule’s complexity can still produce a similar or better Franck-Condon factor than a smaller molecule.

Additionally, symmetry is an important consideration for optical cycling center design. Unsubstituted CaO-adamantane has $C_{3v}$ symmetry. However, as we will now show, substituting hydrogen can reduce the symmetry and in some cases boost FCFs, if the substituted groups are electron-withdrawing.

**B. Inductive Electron-Withdrawing Groups Increase FCF**

FCFs can also be altered by substituting electron-donating or electron-withdrawing groups. Previously, we showed electron-withdrawing groups improved FCFs through resonance interactions, but the strength of this effect or the design rule for fully saturated hydrocarbons remains unexplored.[40] [41] Here, we find that substituting electron-withdrawing groups increases FCFs inductively, through $\sigma$-bonding effects and makes the Ca-O bond more ionic. Contrastingly, substituting electron-donating groups decreases FCFs. We demonstrate this by substituting CaO-adamantane, replacing three, five, and eight hydrogen atoms at a time, in different positions, as shown in Figure 3. We also expand the scope toward SrO- variants (previously shown to have systematically less diagonal FCFs compared to CaO-, in the form of phenoxides).[40]

**FIG. 3.** Molecules decorated with optical cycling motifs that are considered in this substitution study. From left to right: CaO-Adamantane, CaO-3F-Adamantane, CaO-5F-Adamantane and CaO-8F-Adamantane.

Adding electron-withdrawing groups to both CaO- and SrO-adamantane increases FCFs through $\sigma$-bonding effects, making the Ca(Sr)-O bond more ionic, as can be seen from NPA charges on the Ca(Sr) and O atoms (see Tables I and II ordered according to the electron-withdrawing/donating strength of the substituents). For example, the unsubstituted CaO-adamantane has NPA atomic charge of 0.955 on Ca, while 5F and 8F substitutions on CaO-adamantane lead to an increase of positive charge of 0.961 and 0.963, respectively.

**TABLE I.** Calculated FCFs, including Duschinsky rotations, bond-length changes from excited-ground state, and NPA charges of Ca and O atoms for various substituted CaO-adamantane ligands.

| Substituent | FCF  | CaO-Change Charge (Ca) | Charge (O) |
|-------------|------|------------------------|------------|
| for H       |      | (Å)                    |            |
| 3NH$_2$     | 0.885 -0.0226 | 0.9578 | -1.1335 |
| (none)      | 0.908 -0.0234 | 0.9545 | -1.1458 |
| 3Cl         | 0.929 -0.0201 | 0.9610 | -1.1190 |
| 3F          | 0.928 -0.0203 | 0.9599 | -1.1230 |
| 5Cl         | 0.939 -0.0186 | 0.9622 | -1.1119 |
| 5F          | 0.939 -0.0188 | 0.9607 | -1.1157 |
| 8Cl         | 0.914 -0.0175 | 0.9655 | -1.1037 |
| 8F          | 0.913 -0.0168 | 0.9631 | -1.1066 |

While adding electron-withdrawing groups reliably increases the ionic character of the M-O bond, the corresponding increase in the FCF does not fully follow the trend, suggesting another factor besides bond ionicity being at play; as was also noticed by Ivanov et. al.[31] For example, the FCF increases up to 5F/5Cl substitution, but decreases for 8F/8Cl substitution. This is due to
TABLE II. Calculated FCFs, including Duschinsky rotations, bond-length changes from excited-ground state, and NPA charges for the Sr and O atoms, for various substituted SrO-adamantane ligands.

| Substituent for H | FCF | SrO-Change Charge (Sr) | Charge (O) |
|-------------------|-----|------------------------|------------|
| 3NH₂ (none)       | 0.873 -0.0238 | 0.9710 | -1.1363 |
| 3F                | 0.890 -0.0211 | 0.9727 | -1.1177 |
| 5F                | 0.914 -0.0203 | 0.9736 | -1.1106 |
| 8F                | 0.915 -0.0203 | 0.9722 | -1.1150 |

Overall, these trends in FCFs can be used as a guide to predict optical cycling success; since they are less than ≈ 0.99, they can be approximated as the vibrational branching ratio.

For both CaO-adamantane and SrO-adamantane, the behavior of the vibrational modes are similar (see Fig. 4 and Fig. 5 respectively). Figure 4 shows the diagonal FCF and the largest two off-diagonal FCF leakage pathways for unsubstituted CaO-adamantane and all fluorine substitutions investigated (3F, 5F, 8F). The off-diagonal FCF in CaO-adamantane is dominated by two vibrational modes, \( \nu_16 \) the Ca-O symmetric stretch, and \( \nu_18 \) the Ca-O-C asymmetric stretch. As more electron-withdrawing substituents are added up to 5F/5Cl, the diagonal FCFs increase. In 8F-substituted CaO-adamantane, the bending mode (\( \nu_2 \)) dominates, and contributes on par with the symmetric stretch (\( \nu_9 \)) that involves the motion of the ligand. As more electron-withdrawing groups are placed on the molecule, the M-O stretch motion is more coupled with the ligand motion. We hypothesize this coupling helps increase FCFs to a certain extent through symmetrizing the excited and ground state surfaces as in the case of 3F and 5F, but then too many withdrawing substituents encourage Ca-O bending motion, disrupting the dominant stretch PES and decreasing FCFs.

For SrO-adamantane, the picture is similar but slightly different (Fig. 5). The bending mode, \( \nu_2 \), is always a dominant off-diagonal decay, which decreases as substituents are added up to 5F, then reappears in 8F, which decreases FCFs. We speculate this bending mode is more pronounced in Sr than Ca due to Sr’s heavy mass changing the potential energy surface landscape. Our calculations also lack spin-orbit coupling, which is also more pronounced in the Sr atom (though our theory was recently demonstrated to still predict Sr OCC trends in SrOPh in an upcoming paper).

Overall, these trends in FCFs can be used as a guide to predict optical cycling success; since they are less than ≈ 0.99, they can be approximated as the vibrational branching ratio.

IV. CONCLUSIONS

We demonstrate a direction for constructing larger R ligands, suitable for hosting quantum functional groups, Ca-O- and Sr-O-, for optical cycling. Carbon-containing ligands (especially saturated) appear to be the most promising so far, due to their stability and large separation of bonding and antibonding states, away from the HOMO-LUMO OCC excitation of interest. Moreover, adding electron-withdrawing substituents is shown to further increase FCFs via induction. Lastly, symmetry and behavior of vibrational modes play an important role...
in controlling the diagonalization of the OCC FCF. Specifically, lower symmetry decreases FCFs, and substituents can change dominant mode behaviors in electronic decay pathways. For our M-O-adamantane species, in which we design the M-O stretch to be the most dominant decay channel, electron-withdrawing substituents encourage ligand coupling to the M-O stretch mode, which symmetrizes the ground with the excited state potential energy surfaces, increasing FCFs, until electron-withdrawing effects overpower the PES symmetrizing benefits and encourages bending motions which disrupt the transition. With these design rules in mind, larger molecules can be designed to have higher FCFs than smaller molecules, despite an increase in complexity and the number of vibrational modes.
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Supplementary Information

A. Benchmarking

As seen in Table III, the TD-DFT method correctly predicts vertical excitation energies, within 0.08 eV of the experimental band gaps for various large R group ligands. Previously, CaOC_2H_5 was investigated theoretically via models from spectroscopic data\cite{31} and with CASSCF.\cite{54}

TABLE III. Comparison between the computed vertical excitation energies (E_{vert}^e, in eV), the computed adiabatic excitation energies (E_{ad}^e, in eV) and available experimental band origins or excitation energies\cite{25, 31, 39, 41} (T_e, in eV) for alkaline earth oxide derivatives excited from the X state to the A state.

| Molecule   | E_{vert}^e | E_{ad}^e | T_e  |
|------------|------------|----------|------|
| CaOH       | 1.973      | 1.969    | 1.979|
| CaOC_2H_5  | 1.956      | 1.951    | 1.965|
| CaOPh      | 1.924      | 1.922    | 2.010|
| SrOPh      | 1.779      | 1.776    | 1.854|
| CaO2Nap    | 1.927      | 1.925    | 2.012|

B. Potential Fitting

In CaOC_4H_9, the first two excited states are degenerate in energy and are likely strongly coupled. We scanned the excited state potential energy surface along the largest off-diagonal decay mode, and fit a harmonic vs. quartic potential. As seen in Fig. 6, we find the quartic potential fits much better to this potential energy surface, suggesting a double-well minima (plot generated with MatPlotLib.\cite{55}).

Since calculated FCFs use harmonic approximation and assume one minimum, we cannot predict correct FCFs for this molecule and two minima is a bad candidate for optical cycling.

Upon vertical excitation, the A and B electronic states are degenerate, but the ligand flexibility enables the Ca-R overlap and the splitting of the A and B states at the sides of the quartic well. The same effect does not hold true for CaO-adamantane because the ligand is rigid.