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Abstract—Humans are capable of adjusting to changing environments flexibly and quickly. Empirical evidence has revealed that representation learning plays a crucial role in endowing humans with such a capability. Inspired by this observation, we study representation learning in the sequential decision-making scenario with contextual changes. We propose an online algorithm that is able to learn and transfer context-dependent representations and show that it significantly outperforms the existing ones that do not learn representations adaptively. As a case study, we apply our algorithm to the Wisconsin Card Sorting Task, a well-established test for the mental flexibility of humans in sequential decision-making. By comparing our algorithm with the standard Q-learning and Deep-Q learning algorithms, we demonstrate the benefits of adaptive representation learning.

I. INTRODUCTION

Real-world decision-making is complicated since environments are often complex and rapidly changing. Yet, human beings have shown the remarkable ability to make good decisions in such environments. At the core of this ability is the flexibility to adapt their behaviors in different situations [1]. Such adaptation is usually fast since humans learn to abstract experiences into compact representations that support the efficient construction of new strategies [2].

Lacking the ability to adapt to new environments and abstract compressed information from experiences, existing learning techniques often struggle in complex scenarios that undergo contextual changes. To elaborate on this point, let us consider a running example – the Wisconsin Card Sorting Task (WCST). The WCST is one of the most frequently used neuropsychological tests to assess people’s ability to abstract information and shift between contexts [3]. Illustrated in Fig. 1, participants are initially given four cards and are required to associate a sequence of stimulus cards with these four cards according to some sorting rules – number, color, and shape. Participants have no prior knowledge of the current sorting rule, thus need to learn it by trial and error. They receive a feedback indicating whether their sort action is correct or incorrect. What makes the task more challenging is that the sorting rule changes every once in a while without informing the participants. Thus, the participants need to learn the changes and adjust their strategy.

Healthy humans usually perform very well in the WCST. Some neuroimaging studies have found that different brain regions, such as the dorsolateral prefrontal cortex and the anterior cingulate cortex, play crucial roles in context shifting, error detection, and abstraction, all of which are needed by the WCST [4]. By contrast, classical learning algorithms such as tabular-Q-learning and Deep-Q-learning struggle in the WCST, especially when the sorting rule changes rapidly. It can be seen from Fig. 1 that standard reinforcement learning (RL) algorithms perform barely better than the strategy that takes random sorting actions at every round.

Motivated by these observations, we aim to develop decision-making strategies that have more human-like performance. In this paper, we focus on demonstrating the benefits of the ability to abstract compact information (i.e., learn the representation) and adapt to changing contexts in the framework of a sequential decision-making model – linear multi-armed bandits. As we will show later, the WCST can be readily modeled in this framework.

Related Work. As a classical model for decision-making, multi-armed bandits have attracted extensive interests. The Upper Confidence Bound (UCB) algorithm and its variants have proven their strength in tackling multi-armed bandit problems (e.g., see [5], [6]). Various generalizations of the classical bandit problem have been studied, in which non-stationary reward functions [7], [8], restless arms [9], satisfying reward objectives [10], risk-averse decision-makers [11], heavy-tailed reward distributions [12], and multiple players [13] are considered. Recently, increasing attention has been also paid to tackling bandit problems in a distributed fashion (e.g., see [14]–[17]).

Fig. 1. The Wisconsin Card Sorting Task. Left: Illustration of the task. Participants need to sort a sequence of stimulus cards into four categories according to unknown changing rules: number, color, and shape. Right: Performance of classical reinforcement learning algorithms in this task where the sorting rule changes after every 20 rounds. Here, we consider that participants receive reward 1 for a correct sorting action and 0 otherwise. Each shaded area contains 20 realizations of the corresponding algorithm.
Representation learning has been applied to a wide range of practical problems including natural language processing, computer vision, and reinforcement learning [18]. Some recent studies have shown that representation learning improves data efficiency in the multi-task linear regression [19]. Representation learning has been proven to be beneficial for multi-task bandit problems, e.g., see [20]–[23]. Most of the aforementioned studies focus on batch learning where all the tasks are played simultaneously. Despite some attempts (e.g., see [24]), results on sequential bandits are sparse, although one often needs to execute tasks sequentially in real life.

**Paper Contribution.** In this paper, we consider a decision-making scenario with changing contexts. A multi-task decision-making model with tasks sequentially drawn from distinct sets is used to describe a dynamic environment. Our main contribution is an algorithm that is able to abstract from distinct sets. Specifically, there is $B_k \in \mathbb{R}^{d \times r_k}$ with orthonormal vectors such that for any $\theta^k$ there exists $\alpha^k_i \in \mathbb{R}^{r_k}$ so that $\theta^k = B_k \alpha^k_i$ (see Fig. 2). For simplicity, we assume that all the extractors have the same dimension $r$, i.e., $r_i = r$ for all $i$. Here, each of these mutually different matrices $B_1, \ldots, B_m$ are also referred to as a linear representation [26] for the tasks in the respective set.

As for real-world problems like the WCST, $B_k$ describes the low-dimensional information that participants can abstract. For different contexts, participants usually need to abstract distinct low-dimensional features. Similar to the WCST in which participants do not know when the sorting rule changes, we further assume that the agent is not informed when $\theta_{\sigma(t)}$ starts to take values from a different task set. Denote $\tau_k; k = 1, \ldots, m$, as the unknown number of sequential tasks that $\theta_{\sigma(t)}$ takes from $S_k$.

The agent’s goal is to maximize the cumulative reward over the course of $SN$ rounds. To measure the performance, we introduce the regret $R_{SN} = \sum_{t=1}^{SN} (x^*_t - x_t)^\top \theta_{\sigma(t)}$, where $x^*_t$ is the optimal action that maximizes the reward at round $t$. Given $\theta$, denote $g(\theta) = \arg \max_{x \in A} x^\top \theta$, and then $x^*_t = g(\theta_{\sigma(t)})$. The agent’s objective is then equivalent to minimizing the regret $R_{SN}$.

We next make some standard assumptions on the action set $A$ and the task coefficients following existing studies (e.g., see [27], [28]), which are considered to be satisfied throughout the remainder of this paper.

**Assumption 2.1:** We assume that: (a) the action set $A$ is a unit ball centered at the origin, i.e., $A := \{x \in \mathbb{R}^d : \|x\| \leq 1\}$, and (b) there are positive constants $\phi_{\min}$ and $\phi_{\max}$ so that $\phi_{\min} \leq \|\theta_s\| \leq \phi_{\max}$ for all $s \in \{1, 2, \ldots, S\}$.

Inspired by humans’ strategy, we seek to equip the agent with the ability to learn and exploit representations and to quickly adjust to contextual changes so that it can perform well even in complex environments with context changes.

**III. Adaptive Representation Learning**

In this section, we present our main results. We first analytically demonstrate why representation learning is beneficial especially for complex tasks that have high dimensions. Second, we propose a strategy to explore and transfer the representation under the setting of sequential tasks. Finally, we present our main algorithm that has the ability to adjust to contextual changes.
A. Benefits of representation learning

To demonstrate the benefits of representation learning, we first restrict our attention to a single-task model

\[ y_t = x_t^\top \theta + \eta_t, \]

where the task \( \theta \) is played for \( N \) times. For this classical model, existing studies have established the lower bound for its regret [25], [27], presented in the next lemma.

Lemma 3.1 (Classical Lower Bound): Let \( \mathcal{P} \) be the set of all policies, and \( \mathcal{I} \) be the set of all the possible tasks. Then, for any \( d \in \mathbb{Z}^+ \) and \( N > d^2 \), the regret \( R_N \) for the task (2) satisfies

\[ \inf_{\mathcal{P}} \sup_{\mathcal{I}} E R_N = \Omega(d\sqrt{N}). \]

This lemma indicates that there is a constant \( c > 0 \) such that the expected regret incurred by any policy is no less than \( cd\sqrt{N} \) for any \( d \in \mathbb{Z}^+ \) and \( N > d^2 \). Next, we show how some additional information on \( \theta \) affects this lower bound.

Lemma 3.2 (Lower Bound with a Representation): Suppose there is a known matrix \( B \in \mathbb{R}^{d \times r} \) with \( r < d \) such that \( \theta = B\alpha \) for some \( \alpha \in \mathbb{R}^r \). Let \( \mathcal{P} \) be the set of all policies, and \( \mathcal{I} \) be the set of all the possible tasks. Then, for any \( d \in \mathbb{Z}^+ \) and \( N > d^2 \), the regret \( R_N \) for the task (2) satisfies

\[ \inf_{\mathcal{P}} \sup_{\mathcal{I}} E R_N = \Omega(r\sqrt{N}). \]

Proof: Let \( z_t = B^\top x_t \), and then the model in (2) becomes \( y_t = z_t^\top \alpha + \eta_t \). As a consequence, the problem becomes to deal with a task with dimension \( r \) instead of \( d \). Following similar steps as in [27], it can be shown that the minimax lower bound for the regret is \( \inf_{\mathcal{P}} \sup_{\mathcal{I}} E R_N = \Omega(r\sqrt{N}) \), which completes the proof. \( \square \)

Comparing Lemma 3.2 with Lemma 3.1, one finds that the regret lower bound decreases dramatically if \( r \ll d \). This is because, with the knowledge of the representation \( B \in \mathbb{R}^{d \times r} \), one does not need to explore the entire \( \mathbb{R}^d \) space to learn the task coefficient \( \theta \) for decision-making. Instead, one only needs to learn \( \alpha \) by exploring a much lower-dimensional subspace \( \text{span}(B) \) and estimate \( \theta \) by \( \hat{\theta} = B\hat{\alpha} \). As a consequence, \( \theta \) can be learned much more efficiently, which helps the agent make better decisions at earlier stages.

Yet, such a representation \( B \) is typically unknown beforehand. The agent usually needs to estimate \( B \) from its experiences before utilizing it. In the next subsection, we show how to explore and transfer the representation in the setting of sequential tasks.

B. Representation learning in sequential tasks

Representation learning in the setting of sequential tasks is challenging, particularly when the agent has no knowledge of the number of sequential tasks that share the same representation. There is a trade-off between the need to explore more tasks to construct a more accurate estimate of the underlying representation and the incentive to exploit the learned representation for more efficient learning and higher instant rewards.

To investigate how to balance the trade-off, we consider that the agent plays \( \tau \) tasks in sequence, i.e., \( \mathcal{T} = \{\theta_1, \theta_2, \ldots, \theta_\tau\} \), without knowing the number of tasks \( \tau \). There is an unknown matrix \( B \in \mathbb{R}^{d \times r} \) such that for any \( i \) it holds that \( \theta_i = B\alpha_i \) for some \( \alpha_i \in \mathbb{R}^r \). In this setting we aim to find a representation learning policy for each task subsequence in Fig. 2, i.e., a within-context policy.

We propose an algorithm, the sequential representation learning algorithm (SeqRepL, see Algorithm 3), that alternates between two sub-algorithms – representation exploration (RE) and representation transfer (RT) algorithms. Let us first elaborate on these two sub-algorithms, respectively.

1) RE algorithm. RE, shown in Algorithm 1, is an explore-then-commit (ETC) algorithm, which contains two phases: exploration and commitment, consisting of \( N_1 \) and \( N - N_1 \) rounds, respectively. The central goal of RE is to construct an accurate \( \hat{\theta} \) for each task so that the collection of \( \hat{\theta} \)'s can recover an accurate representation \( \hat{B} \) (which will be shown soon). Meanwhile, we want to ensure that the algorithm does not incur too much regret. To strike the balance, we set the exploration length \( N_1 = \lfloor d\sqrt{N} \rfloor \). The exploration phase is accomplished on the entire \( \mathbb{R}^d \) space, in which \( d \) linearly independent actions are repeatedly taken in sequence. Then, \( \hat{\theta} \) is estimated by the least-square regression \( \hat{\theta} = (X_{\text{re}}X_{\text{re}}^\top)^{-1}X_{\text{re}}Y_{\text{re}} \), where \( X_{\text{re}} = [x_1, \ldots, x_{N_1}] \) and \( Y_{\text{re}} = [y_1, y_2, \ldots, y_{N_1}]^\top \). In the commitment phase, the greedy action \( x_t = \arg\max_{x \in A} x^\top \hat{\theta} \) is taken. Note that the choice of \( N_1 \) ensures that the upper bound of RE is \( O(d\sqrt{N}) \), which matches the lower bound in Lemma 3.1. The proof follows similar steps as those for Theorem 3.1 in [27].

2) RT algorithm. RT, shown in Algorithm 2, is also an ETC algorithm. Its key feature is the utilization of \( \hat{B} \). Thanks to \( \hat{B} \), the exploration phase of RT is just carried out in the \( r \)-dimensional subspace \( \text{span}(\hat{B}) \). Consequently, much fewer exploration rounds are required (\( N_2 = \lceil r\sqrt{N} \rceil \) rather than \( \lceil d\sqrt{N} \rceil \)). In the exploration phase, \( r \) linear independently actions in \( \text{span}(\hat{B}) \) are repeatedly taken before the \( N_2 \) rounds are exhausted. Unlike RE wherein \( \hat{\theta} \) is directly constructed, RT first estimates \( \alpha \) by the least-square regression \( \hat{\alpha} = (\hat{B}^\top X_{\text{re}}X_{\text{re}}^\top \hat{B})^{-1}\hat{B}^\top X_{\text{re}}Y_{\text{re}} \) with \( X_{\text{re}} = [x_1, x_2, \ldots, x_{N_2}] \) and \( Y_{\text{re}} = [y_1, y_2, \ldots, y_{N_2}]^\top \), and then recovers \( \hat{\theta} = B\hat{\alpha} \).

With a perfect estimate \( \hat{B} = B \), RT can achieve a regret upper bounded by \( O(r \sqrt{N}) \). This can be proven straightforwardly since the original model can be rewritten into a \( r \)-dimensional one \( y_t = z_t^\top \alpha + \eta_t \) by letting \( z_t = \hat{B}^\top x_t \).
Yet, constructing a perfect $\hat{B}$ is usually impossible given the noisy environment. The next theorem provides an upper bound for the regret of RT when there is some error between $\hat{B}$ and $B$.

**Theorem 3.3 (Upper Bound Given an Estimated Representation):** Assume that an estimate $\hat{B}$ of the true representation $B$ satisfies $\|\hat{B}^\top B\|_F \leq \varepsilon$. If the agent plays the task described by Eq. (2) for $N$ rounds using Algorithm 2 with $\hat{B}$, then the regret satisfies $\mathbb{E} R_N = O(\sqrt{N} + \varepsilon^2)$. △

The upper bound in Theorem 3.3 is less than the lower bound $\Omega(\sqrt{N})$ in Lemma 3.1 if $\varepsilon < \sqrt{N}/\varepsilon$. This implies that the knowledge of an imperfect estimate of the representation improves the performance as long as it is sufficiently accurate (i.e., small $\|\hat{B}^\top B\|_F$).

**Proof of Theorem 3.3:** Since $\theta = B\alpha$, then the model becomes $y_t = x_t^\top B\alpha + \eta_t$. From Algorithm 2, it holds that $\hat{\alpha} = (\hat{B}^\top X_t X_t^\top \hat{B})^{-1}\hat{B}^\top X_t Y_t$. Without loss of generality, we assume $N_2$ is a multiple of $r$. Then, it can be calculated that $X_t x_t^\top = \sum_{j=1}^{N_2} A a_j^\top$ with $A = \{a_1^\top, \ldots, a_{N_2}^\top\}$, then we have $\hat{\alpha} = (\hat{N}_2\hat{B}^\top A A^\top \hat{B}/r)^{-1}\hat{B}^\top X_t Y_t$. As $Y_t = X_t^\top B\alpha + \eta$ with $\eta = [\eta_1, \ldots, \eta_{N_2}]^\top$, we have $\hat{\alpha} = (\hat{N}_2\hat{B}^\top A A^\top \hat{B}/r)^{-1}\hat{N}_2\hat{B}^\top A A^\top \hat{B}^\top X_t^\top \eta$. As $\hat{\theta} = \hat{B}\hat{\alpha}$ and $\theta = B\alpha$, it follows that

$$\hat{B}\alpha - B\alpha = \hat{B}(\hat{N}_2\hat{B}^\top A A^\top \hat{B}/r)^{-1}\hat{N}_2\hat{B}^\top A A^\top \hat{B}^\top X_t^\top \eta.$$ 

Then, it holds that $\mathbb{E} \left[\|\hat{\theta}(c) - \theta\|^2\right] \leq \mathbb{E} \|s_1\|^2 + \mathbb{E} \|s_2\|^2$ since $\eta_t$ is an independent random variable with zero mean. It can be derived (more details can be found in the extended version of this paper [29]) that $\mathbb{E} \|s_1\|^2 \leq 2c \phi_{\max}^2 \varepsilon^2$ for some constant $c$ and $\mathbb{E} \|s_2\|^2 \leq r/\sqrt{N}$. Combining $\mathbb{E} \|s_1\|^2$ and $\mathbb{E} \|s_2\|^2$, we have $\mathbb{E} \|\hat{\theta} - \theta\|^2 \leq r/\sqrt{N} + 2c \phi_{\max}^2 \varepsilon^2$.

From [27], it follows that

$$\mathbb{E} \left[\max_{x \in A} x^\top \theta - \max_{x \in A} x^\top \hat{\theta}\right] \leq J \frac{r}{\phi_{\min}} + 2 \frac{1}{\phi_{\min}} \phi_{\max}^2 (1 + \mu) \varepsilon^2. \tag{3}$$

For the commitment phase, there are $N - N_2$ steps. Thus, the overall regret satisfies $\mathbb{E} R_N \leq N_2 \phi_{\max} + (N - N_2) \left(\max_{x \in A} x^\top \theta - \max_{x \in A} x^\top \hat{\theta}\right)$. Substituting Eq. (3) into the right-hand side we obtain $\mathbb{E} R_N \leq O(\sqrt{N} + N \varepsilon^2)$, which completes the proof. □

### 3) SeqRepL algorithm.

Let us now present the main algorithm in this subsection, which performs sequential representation learning (SeqRepL). It operates in a cyclic manner, alternating between RE and RT (see Algorithm 3). In each cycle, there are two phases. In the RE phase of the $n$th cycle, $L$ tasks are played using RE. Then, the representation are estimated. Specifically, let $\hat{P} = \sum \hat{\theta}_i \hat{\theta}_i^\top$, where $\hat{\theta}_i$’s are the learned coefficients in the previous $n$ RE phases. Then, $\hat{B}$ is constructed by performing singular value decomposition (SVD) to $\hat{P}$ in the following way:

$$\text{SVD} : \hat{P} = [U_1, U_2] \Sigma V \rightarrow \hat{B} = U_1,$$

where the columns of $U_1 \in \mathbb{R}^{d \times r}$ are the singular vectors that are associated with the $r$-largest singular values of $\hat{P}$.

In the RT phase, $nL$ tasks are played using RT with the estimated $\hat{B}$. Notice that $L$ more tasks are played using RT in each cycle than the previous one. This alternating scheme balances representation exploration and transfer well.

Next, we make an assumption and provide an upper bound for SeqRepL.

**Assumption 3.4:** For the task sequence $T = \{\theta_1, \ldots, \theta_t\}$, suppose that there exists $L = c_1 r$ for some constant $c_1 > 0$ such that any subsequence of length $L$ in $T$ satisfies $\sigma_r(W_s W_s^\top) \geq \nu > 0$ for any $s$, where $W_s = [\theta_{s+1}, \ldots, \theta_{s+r}]$ and $\sigma_r(\cdot)$ denote the $r$th largest singular value of a matrix.

This assumption states that the sequential tasks covers all the directions of the $r$-dimensional subspace $\text{span}(B)$, which ensures that $B$ can be recovered in a sequential fashion.

**Theorem 3.5 (Upper Bound of SeqRepL):** Let the agent play a series of tasks $\{\theta_1, \theta_2, \ldots, \theta_t\}$ using SeqRepL in Algorithm 3, where $\tau > r^2$. Suppose that Assumption 3.4 is satisfied, then the regret, denoted by $R_{t,N}$, satisfies $\mathbb{E} R_{t,N} = O\left(d \sqrt{\tau} \sqrt{N} + r \sqrt{r} \sqrt{N}\right)$. △

Note that if one uses a standard algorithm, e.g., a UCB algorithm [25] or a PEGE algorithm [27], to play the sequence of tasks without learning the representation, the optimal regret would be $\Theta(\tau d \sqrt{N})$. This bound is always larger than the two terms in our bound since $\tau > r^2$. This indicates that our algorithm outperforms the standard algorithms that do not learn the representations.

**Proof of Theorem 3.5:** After the RE phase of $n$th cycle in the SeqRepL algorithm, it can be derived (more details can be found in the extended version of this paper [29]) that the estimate $\hat{B}$ and the true representation $B$ satisfy $\|\hat{B}^\top B\|_F = O\left(\frac{1}{\sqrt{nLdN}}\right)$. The regret incurred in this phase of the $n$th cycle, denoted by $R_{RE}(n)$, satisfies $R_{RE} = O(Ld \sqrt{N})$ Then, $nL$ tasks are played in sequence utilizing the RT algorithm with input $\hat{B}$. It follows from Lemma 3.3 that the regret in the RT phase of the $n$th cycle, denoted as $R_{RT}(n)$, satisfies $\mathbb{E} R_{RT}(n) \lesssim nLr \sqrt{N} + nLN \frac{1}{\sqrt{dN}} = O(nLr \sqrt{N} + d \sqrt{N})$. Observe that there are at most $\hat{L} = \lceil \sqrt{2/\tau}/L \rceil$ cycles in the sequence of length $\tau$ since $LL + L\hat{L}(\hat{L} + 1)/2 \geq \tau$. Summing up the regret in Phases 1 and 2 in every cycle, we
Algorithm 4 Outlier Detection (OD)
Input: \( \hat{B} \in \mathbb{R}^{d \times r}, n_{od} \), generate a random orthonormal matrix \( Q \in \mathbb{R}^{(d-r) \times n_{od}} \), and let \( M = \hat{B} \cdot Q \).

for \( t = 1, \ldots, n_{od} \) do
\( x_t = \delta[M]_t \in \mathcal{A} \), collect \( y_t \) end for
if \( Y_{n_{od}} \notin \mathcal{C}_{n_{od}} \) then outlier indicator \( t_{od} = 1 \) end if

Algorithm 5 Adaptive Representation Learning (AdaRepL)
Input: \( c_k \). Initialize: \( n_c = 0 \) (outlier counter), \( B = I_d \).
for \( \theta_1, \theta_2, \ldots, \theta_S \) do
\( \) invoke OD algorithm, return \( t_{od} \)
if \( t_{od} = 1 \) do invoke RE algorithm, \( P = P + \theta_t \theta_t^\top \), \( n_c = n_c + 1 \)
else \( n_c = 0 \), invoke the cyclic SeqRepL end if
if \( n_c = k_c \) do restart SeqRepL end if

obtain \( \mathbb{E} R_{n_t} \leq LLd\sqrt{N} + \sum_{m=1}^L \left(n Lr \sqrt{N} + d \sqrt{N}\right) \leq LLd\sqrt{N} + \tau_r \sqrt{N} + Ld \sqrt{N} \).

C. Representation learning with contextual changes

Finally, we are ready to address the problem that we set up in Section II, i.e., representation learning in sequential tasks with changing contexts.

In the WCST, humans are able to realize of sorting rule changes quickly. Inspired by that, we equip our algorithm with the ability to detect context switches, which enables it to adapt to new environments.

As shown in Algorithm 4, the key idea is to take \( n_{od} \) probing actions for every new task. These actions are randomly generated in the perpendicular complement of \( \text{span}(B) \). Specifically, we generate a random orthonormal matrix \( Q \in \mathbb{R}^{(d-r) \times n_{od}} \). The probing actions are taken from the columns of the matrix \( M = \hat{B} \cdot Q \), where \( \delta > 0 \) ensures that the actions are within the action set \( \mathcal{A} \). If the current task \( \theta \) satisfies \( \theta = \hat{B} \alpha \) for some \( \alpha \), it holds that \( y_t = x_t^\top \theta + \eta_t = \eta_t \) since \( Q^\top \hat{B} \cdot Q \cdot \alpha = 0 \). Therefore, if the received rewards considerably deviate from the level of noise, the new task is an outlier to the current context (i.e., a task that does not lie in the subspace \( \text{span}(B) \)) with high probability.

Let \( Y_{n_{od}} = [y_1, \ldots, y_{n_{od}}]^\top \) collect the rewards. Also, we build a confidence interval for \( Y_{n_{od}} \), which is \( \mathcal{C}_{n_{od}} = \left\{ Y_{n_{od}} \in \mathbb{R}^{n_{od}} : \|Y_{n_{od}} - \hat{B} \cdot \alpha\|_2 \leq \xi_{od} \right\} \), where \( \xi_{od} \) is the detection threshold chosen by the agent. If the observed \( Y_{n_{od}} \) is beyond \( \mathcal{C}_{n_{od}} \) we decide that the new task is an outlier.

The main algorithm in this paper, which we call Adaptive Representation Learning algorithm (AdaRepL), is provided in Algorithm 5, which invokes both SeqRepL and OD sub-algorithms. The former well balances representation exploration and transfer in the sequential setting, and the latter enables the algorithm to adapt to changing environments. To make our algorithm robust to occasional outliers, we set a threshold \( k_c \) so that the algorithm considers that a context switch has occurred only when \( k_c \) outliers have been detected consecutively.

It is worth mentioning that with the aid of the OD algorithm, the agent can detect context changes with high probability by properly choosing the detection threshold \( \xi_{od} \). In the tabular-Q learning, the algorithm is to construct the \( 4^3 \times 4 \) table. This is because there are \( 4^3 \) possible stimulus cards (4 colors, 4 numbers, 4 shapes) and each stimulus card can be taken as a state, and there are 4 sorting actions.

For the Deep-Q learning, we formalize each input state by a 3-dimension vector \( \text{shape, number, color} \) \( \in \{1, 2, 3, 4\}^3 \). The result shown in Fig. 1 is based on a three-layer network with 3, 12, and 4 nodes in the input, hidden, and output layers, respectively. We also considered deeper or wider structures but obtained similar performances.

It can be observed from Fig. 1 that these two algorithms struggle in the WCST. The reason is that a large number of samples (certainly more than \( 4^3 \) samples) are needed to construct the Q table or train the network weights. However, if the sorting rule changes much earlier than \( 4^4 \) rounds, it is impossible to find the optimal policy. Also, being unaware of the sorting rule changes worsens the performance.

Next, we demonstrate how our proposed algorithm, which explore and exploit the representation in the WCST and detect sorting rule changes, has a much better performance.

To do that, we model the WCST into a sequential decision-making model. Specifically, we use a matrix \( A_t \in \mathbb{R}^{4 \times 3} \) to describe the stimulus card at round \( t \). The first, second, and third columns of \( A_t \) represent shape, number, and color, respectively, and they take values from the set \( \{e_1, e_2, e_3, e_4\} \) with \( e_i \) being the \( i \)th standard basis of \( \mathbb{R}^4 \). In each column, \( e_i \) indicates that this card has the same shape/number/color...
as the $i$th card on table (see Fig. 3). For example, the stimulus card (with two green circles) in Fig. 1 can be represented by the matrix $A = [e_1, e_2, e_3]$ (see Fig. 3). Moreover, we use a standard unit vector $B_s$, which takes values from $\{b_1, b_2, b_3\}$ with $b_i$ being the standard basis of $\mathbb{R}^3$, to respectively describe the 3 sorting rules – shape, number, and color. In addition, the action $x_t$ also takes value from the set $\{e_1, e_2, e_3, e_4\}$. The action $x_t = e_i$ means to sort the stimulus card to the $i$th card on table.

Consequently, the WCST can be described by the sequential decision-making model $y_t = x_t^\top \theta_t$ with $\theta_t = A_tB_s$. Here the unit vector $B_s$ can be taken as the current representation since the correct sorting action can always be computed by $x_t^* = A_tB_s$ no matter what card the agent sees. For instance, suppose the rule is number (i.e., $B_s = b_2$), if the agent sees the stimulus card with two green circles, i.e., $A = [e_1, e_2, e_3]$, then correct sort is the second card on table since it can be computed that $x_t^* = A_tB_s = [0, 1, 0, 0]^\top$.

The problem then reduces to learn the underlying representation $B_s$, a task that is much easier than constructing the $Q$ table or training the weights in a Deep-Q network. Remarkably, one does not even need to learn individual $\theta_t$ to construct $B_s$. Instead, $B_s$ can be recovered by $B_s = (\sum_{t=1}^{k} A_t^\top x_t x_t^A_t)^{-1}\sum_{t=1}^{k} A_t^\top x_t y_t$ immediately after $\sum_{t=1}^{k} A_t^\top x_t x_t^A_t$ becomes invertible. This indicates that our idea in this paper can apply to more general situations.

It can be observed in Fig. 3 that our algorithm significantly outperforms the other two, which demonstrates the power of being able to abstract compact representations and adapt to new environments.

V. CONCLUDING REMARKS

In this paper, we have studied representation learning for decision-making in environments with contextual changes. To describe such context-changing environments, we employ a decision-making model in which tasks are drawn from distinct sets sequentially. Inspired by strategies taken by humans, we propose an online algorithm that is able to learn and transfer representations under the sequential setting and has the ability to adapt to changing contexts. Some analytical results have been obtained, showing that our algorithm outperforms existing ones that are not able to learn representations. We also apply our algorithm to a real-world task (WCST) and verify the benefits of the ability to learn representations flexibly and adaptively. We are interested in studying representation learning in more general RL frameworks such as Markovian or non-Markovian processes.
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