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Abstract

We study the problem of source and message compression in the one-shot setting for the point-to-point and multi-party scenario (with and without side information). We derive achievability results for these tasks in a unified manner, using the techniques of convex-split, which was introduced in [1] and position based decoding introduced in [2], which in turn uses hypothesis testing between distributions. These results are in terms of smooth max divergence and smooth hypothesis testing divergence. As a by-product of the tasks studied in this work, we obtain several known source compression results (originally studied in the asymptotic and i.i.d. setting) in the one-shot case.

One of our achievability results includes the problem of message compression with side information, originally studied in [5]. We show that both our result and the result in [5] are near optimal in the one-shot setting by proving a converse bound.

1 Introduction

Source compression is a fundamental task in information theory first studied by Shannon in his landmark paper [8]. This task was later extended to various network settings for example by Slepian and Wolf [9], Wyner [10] and Wyner and Ziv [11]. These works considered the asymptotic, independent and identically distributed (i.i.d.) setting. Compression protocols have been particularly relevant in communication complexity [12, 13], where Alice and Bob wish to compute a joint function of their inputs \(x, y\) (that are sampled from a joint distribution \(p_{XY}\)). Upon receiving her input, Alice sends a message \(M\) to Bob, who sends the next message to Alice conditioned on Alice’s message and Bob’s input. This process continues till both parties have computed the desired function up to some error. Observe that \(M\) and \(Y\) are independent conditioned on \(X\). An important question in communication complexity is to communicate \(M\) with small communication cost (see Task 1 below), which has been investigated by several authors [2, 3, 5, 6] and is connected to the fundamental problem of direct sum. We refer to this question as the task of message compression.

In this work we consider source and message compression in various network communication scenarios and present a unified approach to arrive at communication bounds. Starting from a one-sender-one-receiver task, we consider a two-senders-one-receiver task followed by a one-sender-two-receivers task. These tasks are summarized in Figure 1. We combine these two to consider a two-senders-two-receivers task. It can be observed that our approach extends to more complicated network scenarios as well. We particularly focus on message compression in network scenarios due to growing interest in the problems related to multi-party communication complexity [14, 15, 16, 17].

We present our communication bounds in the one-shot setting and sketch how these bounds behave in the asymptotic i.i.d setting. We leave the question of second order and asymptotic non-i.i.d. analysis of many of these results to future work (second order and asymptotic non-i.i.d. analysis of some of the results has already been achieved in known literature). One-shot information theory has been studied extensively in the recent years both in the classical and quantum models. Apart from being practically relevant (since there is no i.i.d. assumption) it often provides interesting new insights and conceptual advances into the working and design of communication protocols, as the complications and conveniences of the i.i.d assumption are not present. One-shot information theory has been particularly useful in communication complexity while dealing with the important and consequential direct sum, direct product and composition questions.
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As applications of our results we reproduce several known results in network communication theory both in the one-shot and i.i.d. settings, further exhibiting the power of our unified framework.

There are two main techniques that we use to arrive at our results. First is the convex-split technique, which was introduced in \cite{1} for a related problem in the quantum domain. Convex-split technique is closely related to the well known rejection sampling technique, used in various information theoretic tasks in several works \cite{2 3 4 5 6}. The other technique that we use is position based decoding introduced in \cite{7}, which in turn uses hypothesis testing between distributions. These two techniques used together allow us to construct all our protocols.

- **Convex-split technique**: Central to this technique is the convex-split lemma \cite{1}, which is a statement of the following form. Let \( p_{AB} \) be a probability distribution over the set \( \mathcal{A} \times \mathcal{B} \), \( p_{B'} \) be a probability distribution (possibly different from \( p_B \)) over the set \( \mathcal{B} \). Then

  \[
  \sum_{b_1, b_2, \ldots, b_{2^R}} p_{B'}(b_1)p_{B'}(b_2) \ldots p_{B'}(b_{2^R}) \sum_{j=1}^{2^R} p_{AB}(ab_j) \leq \varepsilon,
  \]

  if \( R \geq D_{\max}(p_{AB}\|p_A \times p_{B'}) + \log \frac{1}{\varepsilon} \). Above \( D(\|\cdot\cdot\cdot) \) is the relative entropy and \( D_{\max}(\cdot\cdot\cdot) \) is the max divergence. In this work, we shall use a corollary of above result, which is a statement of the form

  \[
  \sum_{b_1, b_2, \ldots, b_{2^R}} p_{B'}(b_1)p_{B'}(b_2) \ldots p_{B'}(b_{2^R}) \sum_{j=1}^{2^R} p_{AB}(ab_j) - p_A \leq O(\varepsilon),
  \]

  if \( R \geq D_{\max}^c(p_{AB}\|p_A \times p_{B'}) \) and \( D_{\max}^c(\cdot\cdot\cdot) \) is the information spectrum relative entropy. Convex-split lemma is reminiscent of \cite{18} Lemma 4.1, which was also independently obtained as the soft-covering lemma in \cite{19} (see also \cite{20, 22, 23} for applications), but there are two points of difference. First is that the former is in terms of relative entropy, whereas the latter is in terms of the variational distance. Second, convex-split lemma accommodates the random variable \( B' \) which is not related to the random variable \( B \), a feature that is not present in the soft-covering lemma. In fact, this feature is essential for our protocol, as we shall show various optimality results using the fact that we can construct protocols using an arbitrary random variable \( B' \).

- **Position-based decoding technique**: This technique uses hypothesis testing to locate the index \( j \) where correlation between random variables \( A \) and \( B \) is according to \( p_{AB} \) in the distribution

  \[
  p_{AB, B_2 \ldots B_{2^R}}(a, b_1, b_2, \ldots, b_{2^R}) = \frac{1}{2^R} \sum_j p_{AB}(a, b_j) \cdot p_{B'}(b_1) \cdot \ldots \cdot p_{B'}(b_{j-1}) \cdot p_{B'}(b_{j+1}) \ldots \cdot p_{B'}(b_{2^R}).
  \]

  The technique succeeds with error \( \varepsilon + \delta \) as long as \( R \leq D_{\max}^c(p_{AB}\|p_A \times p_{B'}) + \log \delta \).

**Our results**

We start with the following one-sender-one-receiver task. For all our results in this section let \( \varepsilon, \delta > 0 \) be sufficiently small constants which represent error parameters.

**Task 1: One-sender-one-receiver message compression with side information at the receiver**. There are two parties Alice and Bob. Alice possesses random variable \( X \), taking values over a finite set \( \mathcal{X} \) (all sets that we consider in this paper are finite) and a random variable \( M \), taking values over a set \( \mathcal{M} \). Bob possesses random variable \( Y \), taking values over a set \( \mathcal{Y} \) such that \( M \) and \( Y \) are independent given \( X \) represented by \( M = X - Y \). Alice sends a message to Bob and at the end Bob outputs random variable \( \hat{M} \) such that \( \frac{1}{2} \| p_{XY \hat{M}} - p_{XY \hat{M}} \|_1 \leq \varepsilon \), where \( \| \cdot \|_1 \) represents the \( \ell_1 \) norm. They are allowed to use shared randomness between them which is independent of \( XY \hat{M} \) at the beginning of the protocol.

As discussed earlier, this task is particularly relevant from the point of view of communication complexity, where \((X, Y)\) can be viewed as inputs given to Alice and Bob respectively from a priori distribution and \( M \) can be viewed as the message Alice wants to send to Bob. It was studied in \cite{2, 4} when the distribution of \((X, Y)\) is product and in \cite{8} for general \((X, Y)\). All these results are in the one-shot setting. It was also studied when the random variable \( Y \) is not present as a side information in the work \cite{23}, in the asymptotic and i.i.d. setting.
Here, we discuss two ways of analyzing Task 1. First is the protocol of Braverman and Rao from [5], who analyzed the expected communication cost of their protocol. We show that their protocol is nearly optimal in present setting (that is the worst case communication cost or the total number of bits communicated from Alice to Bob) in the following theorem. The proof directly follows from Theorem 10.

**Theorem 1** (Achievability and converse for Task 1 using Braverman and Rao’s protocol). Let $\varepsilon, \delta \in (0, 1)$. Let $R$ be a natural number such that,

$$R \geq D^*_p(p_{X|M|Y}\|p_Y(p_{X|Y} \times p_{M|Y})) + O(\log \frac{1}{\delta}),$$

where $p_Y(p_{X|Y} \times p_{M|Y})$ is the probability distribution defined as

$$p_Y(p_{X|Y} \times p_{M|Y})(x, m, y) = p_Y(y)p_{X|Y=y}(x)p_{M|Y=y}(m).$$

There exists a shared randomness assisted protocol in which Alice communicates $R$ bits to Bob and Bob outputs random variable $\hat{M}$ satisfying $\frac{1}{2}\|p_{X|M}\| - p_{X|Y\hat{M}}\| \leq \varepsilon + 4\sqrt{\delta}$. 
Further, any communication protocol for Task 1 must satisfy:

\[ R \geq D^\varepsilon_{s}(p_{X|Y}p_{Y}p_{M|Y}) - O(\varepsilon) \]

where \( R \) is the communication (in bits) between Alice and Bob.

A drawback of the protocol of Braverman and Rao is that it does not seem to generalize to the multi-party setting, where there is a restriction on the shared randomness across the communicating parties (for instance, in the protocol of Slepian and Wolf \[9\], the senders are not allowed to share randomness with each other). Thus, we construct a second way of analyzing Task 1. We construct a new protocol using the aforementioned techniques of convex split and position based decoding and show a new achievable result in Theorem 2.

**Theorem 2** (Achievability for Task 1). Let \( \varepsilon, \delta \in (0, 1) \). Let \( R \) be a natural number such that,

\[ R \geq \min_{E,T} \left( \sum_{i=1}^{T} \frac{D^\varepsilon_{s}(p_{X|Y}p_{Y}p_{M|Y})}{T} - O(\varepsilon) \right) \]

where \( E \) takes values over a set \( E \) and \( T \) takes values over set \( E \times M \). There exists a shared randomness assisted protocol in which Alice communicates \( R \) bits to Bob and Bob outputs random variable \( M \) satisfying \( \frac{1}{2}\|p_{X|Y}p_{M} - p_{X|Y} \| \leq \varepsilon + 4\sqrt{\delta} \).

Please refer to Section 2 for the definitions of \( D^\varepsilon_{s}(\cdot) \) and \( D^\varepsilon_{H}(\cdot) \). The minimization above over \( E \) (which we refer to as an extension of \( M \)) and \( T \) (which is used in shared randomness) may potentially decrease the amount of communication between Alice and Bob. In our converse result below, we show that this is indeed the case. This also establishes the near optimality of our protocol.

**Theorem 3** (Converse for Task 1). Fix a \( \delta \in (0, 1) \). Any communication protocol for Task 1 must satisfy:

\[ R \geq \min_{E,T} \left( \sum_{i=1}^{T} \frac{D^\varepsilon_{s}(p_{X|Y}p_{Y}p_{M|Y})}{T} - O(\varepsilon) \right) \]

where \( R \) is the communication (in bits) between Alice and Bob, \( E \) (taking values in \( E \)) is a specific extension (defined subsequently in the proof of this result) of \( M \) and \( U \) is uniformly distributed over \( M \times \mathcal{E} \).

We highlight two important aspects of above results.

- The condition \( M - X - Y \) is very crucially exploited in our protocol (and in the protocols given in aforementioned works for this task). In the case where \( M, X, Y \) do not form a Markov chain, one needs to optimize over a new random variable \( V \) that satisfies the conditions \( V - MX - Y, Y - V Y - M \). Owing to the lack of a better understanding of the random variable \( V \), we do not pursue this case further in present work.

- The achievability and converse results given above converge (in terms of rate of communication) to the conditional mutual information \( I(X : M | Y) \) in the asymptotic and i.i.d. setting. For this, we use the asymptotic i.i.d. analysis of information spectrum relative entropy given in \[24\] to conclude that the rate of communication is equal to \( D(p_{X|Y}p_{Y}p_{M|Y}) \) which evaluates to \( I(X : M | Y) \) by direct analysis.

- The quantum analogue of Task 1 is the problem of quantum state redistribution \[25\] \[26\]. To motivate this analogy, observe that the Task 1 captures one round of communication in a classical communication protocol and quantum state redistribution captures one round of communication in a quantum communication protocol \[27\]. Theorems 1, 2 and 3 give a near optimal one-shot result for Task 1. On the other hand, a similar result for quantum state redistribution is unknown despite several recent efforts \[28\] \[29\] \[1\] \[30\] and is one of the major open problems in quantum information theory.

Next we consider the following two-senders one-receiver task.

**Task 2:** Two-senders-one-receiver message compression. There are three parties Alice, Bob and Charlie. Alice holds a random variable pair \( (X, M) \) and Bob holds a random variable pair \( (Y, N) \) such that \( M - X - Y - N \). Alice wants to communicate \( M \) to Charlie and Bob wants to communicate \( N \) to Charlie. Alice and Bob send a message each to Charlie and at the end Charlie outputs \( M, N \) such that \( \frac{1}{2} \| p_{X|Y}p_{M|Y} - p_{X|Y}p_{M|Y} \| \leq O(\varepsilon + \sqrt{\delta}) \). Shared randomness is allowed between Alice and Charlie and between Bob and Charlie.

We show the following achievability result for this task.
Theorem 4 (Achievability for Task 2). Let $S, T$ be random variables taking values over the same sets as $M, N$ respectively. Let $R_A, R_B$ be natural numbers such that,

$$R_A \geq D^s_X(p_{XM} || p_X \times p_S) - D^s_H(p_{MN} || p_S \times p_N) + O\left(\frac{\log 1}{\delta}\right),$$

$$R_B \geq D^s_Y(p_{YN} || p_Y \times p_T) - D^s_H(p_{MN} || p_M \times p_T) + O\left(\frac{\log 1}{\delta}\right),$$

$$R_A + R_B \geq D^s_X(p_{XM} || p_X \times p_S) + D^s_Y(p_{YN} || p_Y \times p_T) - D^s_H(p_{MN} || p_S \times p_T) + O\left(\frac{\log 1}{\delta}\right).$$

There exists a shared randomness assisted protocol with communication $R_A$ bits from Alice to Charlie and $R_B$ bits from Bob to Charlie, in which Charlie outputs random variable pair $(\hat{M}, \hat{N})$ such that $\frac{1}{2}\|p_{XYMN} - p_{XY\hat{M}\hat{N}}\| \leq 3\varepsilon + 9\sqrt{\delta}$.

Remark: In our result above we can optimize over extensions $E$ as in Theorem 2. However we skip explicit mention of this optimization for ease of exposition and for brevity, both in the statement above and in its proof. We do the same for all the results later in this section.

Next we consider the same task but with side information with Charlie.

Task 3: Two-senders-one-receiver message compression with side information at the receiver. There are three parties Alice, Bob and Charlie. Alice holds a random variable pair $(X, M)$, Bob holds a random variable pair $(Y, N)$ and Charlie holds a random variable $Z$ such that $M - X = (Y, Z)$ and $N - Y = (X, Z)$. Alice and Bob send a message each to Charlie and at the end Charlie outputs random variable pair $(\hat{M}, \hat{N})$ such that $\frac{1}{2}\|p_{XYZMN} - p_{XY\hat{M}\hat{N}}\| \leq O(\sqrt{\varepsilon})$. Shared randomness is allowed between Alice and Charlie and between Bob and Charlie.

We show the following achievability result for this task.

Theorem 5 (Achievability for Task 3). Let $S, T$ be random variables taking values over the same sets as $M, N$ respectively. Let $R_A, R_B$ be natural numbers such that,

$$R_A \geq D^s_X(p_{XM} || p_X \times p_S) - D^s_H(p_{MNZ} || p_S \times p_NZ) + O\left(\frac{\log 1}{\varepsilon}\right),$$

$$R_B \geq D^s_Y(p_{YN} || p_Y \times p_T) - D^s_H(p_{MZ} || p_MZ \times p_T) + O\left(\frac{\log 1}{\varepsilon}\right),$$

$$R_A + R_B \geq D^s_X(p_{XM} || p_X \times p_S) + D^s_Y(p_{YN} || p_Y \times p_T) - D^s_H(p_{MNZ} || p_S \times p_T \times p_Z) + O\left(\frac{\log 1}{\varepsilon}\right).$$

There exists a shared randomness assisted protocol with communication $R_A$ bits from Alice to Charlie and $R_B$ bits from Bob to Charlie, in which Charlie outputs random variable pair $(\hat{M}, \hat{N})$ such that $\frac{1}{2}\|p_{XYZMN} - p_{XY\hat{M}\hat{N}}\| \leq O(\sqrt{\varepsilon})$.

Next we consider the following one-sender-two-receivers task.

Task 4: One-sender-two-receivers message compression. There are three parties Alice, Bob and Charlie. Alice holds correlated random variables $(X, M, N)$. She sends a message to Bob and a message to Charlie. Bob and Charlie after receiving their respective messages, output random variables $\hat{M}$ and $\hat{N}$ respectively such that $\frac{1}{2}\|p_{XMN} - p_{X\hat{M}\hat{N}}\| \leq O(\sqrt{\varepsilon})$. Shared randomness is allowed between Alice and Charlie and between Alice and Bob.

We show the following achievability result for this task.

Theorem 6 (Achievability for Task 4). Let $S, T$ be random variables taking values over the same sets as $M, N$ respectively. Let $R_B, R_C$ be natural numbers such that,

$$R_B \geq D^s_X(p_{XM} || p_X \times p_S) + O\left(\frac{\log 1}{\varepsilon}\right),$$

$$R_C \geq D^s_X(p_{SN} || p_X \times p_T) + O\left(\frac{\log 1}{\varepsilon}\right),$$

$$R_B + R_C \geq D^s_X(p_{XM} || p_X \times p_S \times p_T) + O\left(\frac{\log 1}{\varepsilon}\right).$$
There exists a shared randomness assisted protocol with communication \( R_B \) bits from Alice to Bob and \( R_C \) bits from Alice to Charlie, in which Bob outputs \( M \) and Charlie outputs \( N \) such that \( \frac{1}{2} \| p_{XMN} - p_{X_{\tilde{M}}N} \| \leq O(\sqrt{\varepsilon}) \).

Next we consider the same task but with side information at the receivers.

**Task 5: One-sender-two-receivers message compression with side information at receivers.** There are three parties Alice, Bob and Charlie. Alice holds random variables \((X, M, N)\), Bob holds random variable \( Y \) and Charlie holds random variable \( Z \) such that \((M, N) - X - (Y, Z)\). Alice sends a message to Bob and a message to Charlie. Bob and Charlie after receiving their respective messages, output random variables \( \tilde{M} \) and \( \tilde{N} \) respectively such that \( \frac{1}{2} \| p_{XYZMN} - p_{X\tilde{Y}Z\tilde{M}\tilde{N}} \| \leq O(\sqrt{\varepsilon}) \). Shared randomness is allowed between Alice and Bob and between Alice and Charlie.

We show the following achievability result for this task.

**Theorem 7** (Achievability for Task 5). Let \( S, T \) be random variables taking values over the same sets as \( M, N \) respectively. Let \( R_B, R_C \) be natural numbers such that,

\[
R_B \geq D_s^c(p_{XM} \| p_X \times p_S) - D_H^c(p_{MY} \| p_S \times p_Y) + O \left( \log \frac{1}{\varepsilon} \right),
\]

\[
R_C \geq D_s^c(p_{XN} \| p_X \times p_T) - D_H^c(p_{NZ} \| p_T \times p_Z) + O \left( \log \frac{1}{\varepsilon} \right),
\]

\[
R_B + R_C \geq D_s^c(p_{XMN} \| p_X \times p_S \times p_T) - D_H^c(p_{MY} \| p_S \times p_Y) - D_H^c(p_{NZ} \| p_T \times p_Z) + O \left( \log \frac{1}{\varepsilon} \right).
\]

There exists a shared randomness assisted protocol with communication \( R_B \) bits from Alice to Bob and \( R_C \) bits from Alice to Charlie, in which Bob outputs \( \tilde{M} \) and Charlie outputs \( \tilde{N} \) such that \( \frac{1}{2} \| p_{X\tilde{Y}Z\tilde{M}\tilde{N}} \| \leq O(\sqrt{\varepsilon}) \).

Finally we consider the following task with two senders and two receivers.

**Task 6: Two-senders-two-receivers message compression with side information at the receivers.** There are four parties Alice, Bob, Dave and Charlie. Alice holds random variables \((X_1, M_{11}, M_{12})\), Dave holds random variables \((X_2, M_{21}, M_{22})\), Bob holds random variable \( Y_1 \) and Charlie holds random variable \( Y_2 \) such that \((M_{11}, M_{12}) - X_1 - (Y_1, Y_2, X_2) \) and \((M_{21}, M_{22}) - X_2 - (Y_1, Y_2, X_1)\). Alice sends a message each to Bob and Charlie and Dave sends a message each to Bob and Charlie. At the end Bob outputs \( \tilde{M_{11}}, \tilde{M_{21}} \) and Charlie outputs \( \tilde{M_{12}}, \tilde{M_{22}} \) such that,

\[
\frac{1}{2} \| p_{X_1, M_{11}, M_{12}, X_2, M_{21}, M_{22}, Y_1, Y_2} - p_{X_1, \tilde{M}_{11}, \tilde{M}_{12}, X_2, \tilde{M}_{21}, \tilde{M}_{22}, Y_1, Y_2} \| \leq O(\sqrt{\varepsilon}).
\]

Shared randomness is allowed between pairs (Alice, Bob), (Alice, Charlie), (Dave, Bob) and (Dave, Charlie).

We obtain the following achievable result for this task using arguments similar to the arguments used in obtaining previous achievable results. We skip its proof for brevity.

**Theorem 8** (Achievability for Task 6). Let \( R_1^{(1)}, R_2^{(1)}, R_1^{(2)}, R_2^{(2)} \) be natural numbers such that for \( i, j \in \{1, 2\} \),

\[
R_j^{(i)} \geq D_s^c(p_{X_i, M_{ij}} \| p_{X_i} \times p_{M_{ij}}) - D_H^c(p_{M_{ij}, Y_j} \| p_{M_{ij}} \times p_{Y_j}) + O \left( \log \frac{1}{\varepsilon} \right),
\]

for \( i, j, k \in \{1, 2\} \) such that \( i \neq k \) or \( j \neq l \),

\[
R_j^{(i)} + R_l^{(k)} \geq D_s^c(p_{X_i, M_{ij}}, p_{X_j} \times p_{M_{ij}}) + D_s^c(p_{X_k, M_{kl}}, p_{X_k} \times p_{M_{kl}})
\]

\[
- D_H^c(p_{M_{ij}, Y_j} \| p_{M_{ij}} \times p_{Y_j}) - D_H^c(p_{M_{kl}, Y_l} \| p_{M_{kl}} \times p_{Y_l}) + O \left( \log \frac{1}{\varepsilon} \right),
\]

for \( i, j, k \in \{1, 2\} \) such that \( i \neq k \) and \( j \neq l \),

\[
R_j^{(i)} + R_l^{(k)} \geq D_s^c(p_{X_i, M_{ij}, M_{kl}}, p_{X_i} \times p_{M_{ij}} \times p_{M_{kl}}) + D_s^c(p_{X_k, M_{kl}, M_{ij}}, p_{X_k} \times p_{M_{kl}})
\]

\[
- D_H^c(p_{M_{ij}, Y_j} \| p_{M_{ij}} \times p_{Y_j}) - D_H^c(p_{M_{kl}, Y_l} \| p_{M_{kl}} \times p_{Y_l}) + O \left( \log \frac{1}{\varepsilon} \right),
\]
and,
\[ R_1^{(1)} + R_2^{(1)} + R_1^{(2)} + R_2^{(2)} \geq D_{\Delta}^x(p_{X_1, M_{11}, M_{12}} || p_{X_1} \times p_{M_{11}} \times p_{M_{12}}) + D_{\Delta}^y(p_{X_2, M_{21}, M_{22}} || p_{X_2} \times p_{M_{21}} \times p_{M_{22}}) \]
\[ - D_{\Delta}^x(p_{M_{11}, M_{12}, Y_1} || p_{M_{11}} \times p_{M_{21}} \times p_{Y_1}) - D_{\Delta}^y(p_{M_{12}, M_{22}, Y_2} || p_{M_{12}} \times p_{M_{22}} \times p_{Y_2}) + O \left( \log \frac{1}{\varepsilon} \right). \]

There exists a shared randomness assisted protocol with communication \( R_1^{(1)} \) bits from Alice to Bob, \( R_2^{(1)} \) bits from Alice to Charlie, \( R_1^{(2)} \) bits from Dave to Bob and \( R_2^{(2)} \) bits from Dave to Charlie such that Bob outputs \( \hat{M}_{11}, \hat{M}_{21} \) and Charlie outputs \( \hat{M}_{12}, \hat{M}_{22} \) satisfying
\[ \frac{1}{2} \| p_{X_1, M_{11}, M_{12}, X_2, M_{21}, M_{22}, Y_1, Y_2} - p_{X_1, \hat{M}_{11}, \hat{M}_{12}, X_2, \hat{M}_{21}, \hat{M}_{22}, Y_1, Y_2} \| \leq O(\sqrt{\varepsilon}). \]

We state without giving further details, that the task above can be extended in a natural fashion to obtain an analogous task for multiple senders and multiple receivers and analogous communication bounds can be obtained using similar arguments.

### Applications of our results

Here we consider several tasks studied in previous works and show that our results imply the results shown in these works. Consider the following task.

**Task 7: Lossy source compression.** Let \( k \geq 0 \). There are two parties Alice and Bob. Alice holds a random variable \( X \) and Bob holds a random variable \( Y \). Alice sends a message to Bob and Bob outputs a random variable \( Z \) such that
\[ \Pr \{ d(X, Z) \geq k \} \leq O(\sqrt{\varepsilon}), \]
where \( d : \mathcal{X} \times \mathcal{Z} \rightarrow (0, \infty) \) is a distortion measure. There is no shared randomness allowed between Alice and Bob.

This problem was studied in the asymptotic i.i.d setting in [11] and in the non-i.i.d. setting in [31]. We show the following achievability result which follows as a corollary of Theorem [4]:

**Corollary 1** (Achievability for Task 7). Let \( \delta \geq 0 \). Let \( R \) be a natural number such that,
\[ R \geq \min_{M, f} \left( D_{\Delta}^x(p_{X, f(Y, M)} || p_X \times p_M) - D_{\Delta}^y(p_{Y, f(Y, M)} || p_Y \times p_M) + O \left( \log \frac{1}{\varepsilon} \right) \right), \]  
(1)
where \( M \) and \( f \) satisfy \( M = X - Y \) and \( \Pr \{ d(X, f(Y, M)) \geq k \} \leq \delta \). There exists a protocol with communication \( R \) bits from Alice to Bob, in which Bob outputs a random variable \( Z \) such that \( \Pr \{ d(X, Z) \geq k \} \leq \delta + O(\sqrt{\varepsilon}) \).

**Proof.** Let \( M \) and \( f \) be such that they achieve the minimum in Equation (1). Alice and Bob employ the protocol from Theorem [4] in which Alice send \( R \) bits to Bob and at the end Bob is able to generate \( \hat{M} \) such that \( \frac{1}{2} \| p_{X, M} - p_{X, \hat{M}} \| \leq O(\sqrt{\varepsilon}). \) Bob then outputs \( Z = f(Y, \hat{M}) \). Consider,
\[ \Pr \{ d(X, f(Y, \hat{M})) \geq k \} \leq \Pr \{ d(X, f(Y, M)) \geq k \} + \| p_{XY, M} - p_{XY, \hat{M}} \| \leq \delta + O(\sqrt{\varepsilon}). \]

This protocol uses shared randomness between Alice and Bob and \( \Pr \{ d(X, f(Y, \hat{M})) \geq k \} \leq \delta + O(\sqrt{\varepsilon}) \) averaged over the shared randomness. Hence there exists a fixed shared string between Alice and Bob, conditioned on which \( \Pr \{ d(X, f(Y, \hat{M})) \geq k \} \leq \delta + O(\sqrt{\varepsilon}) \) . Fixing this string finally gives us the desired protocol which does not use shared randomness.

Next we consider the following problem which was first studied by Slepian-Wolf [9] in the asymptotic setting. Its one-shot version was studied in [32, 33]. Its second order analysis was given in [34].

**Task 8: Two-senders-one-receiver source compression.** There are three parties Alice, Bob and Charlie. Alice possesses a random variable \( X \), Bob possesses a random variable \( Y \). Alice and Bob both send a message each to Charlie who at the end outputs random variables \( \hat{X}, \hat{Y} \) such that \( \Pr \{ (X, Y) \neq (\hat{X}, \hat{Y}) \} \leq O(\varepsilon + \sqrt{\delta}) \). There is no shared randomness allowed between any parties.

We show the following achievability result for this task which follows as a corollary of Theorem [4]:
**Proof.** We observe that are uniform. Moreover, over the shared randomness. Hence there exists a fixed shared string conditioned on which output of Charlie. We have,

\[ R_A \geq D_H^e(p_{XX} \| p_X \times p_S) - D_H^e(p_{XY} \| p_S \times p_Y) + O\left(\log \frac{1}{\delta}\right), \]

\[ R_B \geq D_H^e(p_{YY} \| p_Y \times p_T) - D_H^e(p_{XY} \| p_X \times p_T) + O\left(\log \frac{1}{\delta}\right), \]

\[ R_A + R_B \geq D_H^e(p_{XX} \| p_X \times p_S) + D_H^e(p_{YY} \| p_Y \times p_T) - D_H^e(p_{XY} \| p_S \times p_T) + O\left(\log \frac{1}{\delta}\right). \]

There exists a protocol with communication \( R_A \) bits from Alice to Charlie and \( R_B \) bits from Bob to Charlie, in which Charlie outputs random variable pair \((\hat{X}, \hat{Y})\) such that \( \Pr\left\{(X, Y) \neq (\hat{X}, \hat{Y})\right\} \leq 3\varepsilon + 9\sqrt{\delta} \).

**Proof.** Alice, Bob and Charlie use the protocol in Theorem, where we set \( M \leftarrow X \) and \( N \leftarrow Y \). Let \((\hat{X}, \hat{Y})\) be the output of Charlie. We have, \( \frac{1}{2}\|p_{XY} - p_{XY}\| \leq 3\varepsilon + 9\sqrt{\delta} \) which implies \( \Pr\left\{(X, Y) \neq (\hat{X}, \hat{Y})\right\} \leq 3\varepsilon + 9\sqrt{\delta} \). This protocol uses shared randomness between Alice and Bob and \( \Pr\left\{(X, Y) \neq (\hat{X}, \hat{Y})\right\} \leq 3\varepsilon + 9\sqrt{\delta} \) averaged over the shared randomness. Hence there exists a fixed shared string conditioned on which \( \Pr\left\{(X, Y) \neq (\hat{X}, \hat{Y})\right\} \leq 3\varepsilon + 9\sqrt{\delta} \). Fixing this string gives us the desired protocol which does not use shared randomness. □

**Comparison with previous work:** The bounds appearing in earlier works \([9, 32, 34, 33]\) employ either the conditional entropy \( H(X \mid Y) \) or its one-shot analogue

\[ H_0^e(X \mid Y) := \min\left\{ a : \Pr_{(x, y) \leftarrow p_{XY}} \left\{ p_X \mid Y = y(x) \geq 2^{-a} \right\} \geq 1 - \varepsilon \right\} \]

for achievability results in above task. To clarify the connection, we show the following lemma.

**Lemma 1.** Let \( X, T \) be distributed according to the uniform distribution. Then it holds that

\[ D_H^e(p_{XX} \| p_X \times p_S) - D_H^e(p_{XY} \mid p_S \times p_Y) \leq H_0^e(X \mid Y), \]

\[ D_H^e(p_{YY} \mid p_Y \times p_T) - D_H^e(p_{XY} \mid p_X \times p_T) \leq H_0^e(Y \mid X) \]

and

\[ D_H^e(p_{XX} \| p_X \times p_S) + D_H^e(p_{YY} \| p_Y \times p_T) - D_H^e(p_{XY} \| p_S \times p_T) \leq H_0^e(X, Y). \]

**Proof.** We observe that \( D_H^e(p_{XX} \| p_X \times p_S) = \log |\mathcal{X}| \) and \( D_H^e(p_{YY} \| p_Y \times p_T) = \log |\mathcal{Y}| \) for all \( \delta \in (0, 1) \), as \( p_S, p_T \) are uniform. Moreover,

\[ D_H^e(p_{XY} \mid p_S \times p_Y) = \max\left\{ a : \Pr_{(x, y) \leftarrow p_{XY}} \left\{ p_X \mid Y = y(x) \geq 2^{-a} \cdot p_S(x) = \frac{2^a}{|\mathcal{X}|} \right\} \geq 1 - \varepsilon \right\} \]

\[ = \max\left\{ a : \Pr_{(x, y) \leftarrow p_{XY}} \left\{ p_X \mid Y = y(x) \geq 2^a \cdot p_S(x) = 2^a \right\} \geq 1 - \varepsilon \right\} + \log |\mathcal{X}| \]

\[ = -\min\left\{ a : \Pr_{(x, y) \leftarrow p_{XY}} \left\{ p_X \mid Y = y(x) \geq 2^{-a} \right\} \geq 1 - \varepsilon \right\} + \log |\mathcal{X}| \]

\[ = -H_0^e(X \mid Y) + \log |\mathcal{X}|. \]

Thus,

\[ D_H^e(p_{XX} \| p_X \times p_S) - D_H^e(p_{XY} \mid p_S \times p_Y) = \log |\mathcal{X}| - D_H^e(p_{XY} \| p_S \times p_T) \leq H_0^e(X \mid Y), \]

proving the first inequality. Similar argument shows the other two inequalities. □
Thus, we find that our achievability result is at most the achievability result given in [32]. Due to one-shot near optimality of the result in [32], our bound is essentially equivalent to it, up to constants.

Next we consider the following task which was first studied by Wyner [10] in the asymptotic and i.i.d. setting, subsequently in the information-spectrum setting in [35, 40, 50], in the second order setting by [20, 36] and in the one-shot case in [32, 37].

**Task 9: Source compression with coded side information available at the decoder.** There are three parties Alice, Bob and Charlie. Alice possesses a random variable $X$, Bob possesses a random variable $Y$. Alice and Bob both send a message each to Charlie who at the end outputs a random variable $\hat{X}$ such that $\Pr\{X \neq \hat{X}\} \leq O(\varepsilon + \sqrt{\delta})$.

We show the following achievable result for this task which follows as a corollary from Theorem 4.

**Corollary 3** (Achievability for Task 9). Let $(X, X) \sim p_{XX}$, where $p_{XX}(x, x) = p_{X}(x)$. Let $S, T$ be random variables taking values over the sets $\mathcal{X}, \mathcal{Y}$ respectively. Let $R_A, R_B$ be natural numbers such that,

$$R_A \geq D_0^\delta(p_{XX} \mid p_X \times p_S) - D_H(p_{XX} \mid p_S \times p_N) + O\left(\frac{1}{\delta}\right),$$

$$R_B \geq D_0^\delta(p_{YN} \mid p_Y \times p_T) - D_H(p_{XX} \mid p_X \times p_T) + O\left(\frac{1}{\delta}\right),$$

$$R_A + R_B \geq D_0^\delta(p_{XX} \mid p_X \times p_S) + D_0^\delta(p_{YN} \mid p_Y \times p_T) - D_H(p_{YN} \mid p_S \times p_T) + O\left(\frac{1}{\delta}\right),$$

where $X - Y - N$. There exists a protocol with communication $R_A$ bits from Alice to Charlie and $R_B$ bits from Bob to Charlie, in which Charlie outputs random variable $\hat{X}$ such that $\Pr\{X \neq \hat{X}\} \leq 3\varepsilon + 9\sqrt{\delta}$.

**Proof.** Alice, Bob and Charlie use the protocol in Theorem 4 where we set $M \leftarrow X$ and $N \leftarrow N$. Let $(\hat{X}, \hat{N})$ be the output of Charlie. We have, $\frac{1}{2} \|p_{XYXN} - p_{XY\hat{X}\hat{N}}\| \leq 3\varepsilon + 9\sqrt{\delta}$ which implies $\Pr\{X \neq \hat{X}\} \leq 3\varepsilon + 9\sqrt{\delta}$. This protocol uses shared randomness between Alice and Bob and $\Pr\{X \neq \hat{X}\} \leq 3\varepsilon + 9\sqrt{\delta}$ averaged over the shared randomness. Hence there exists a fixed shared string conditioned on which $\Pr\{X \neq \hat{X}\} \leq 3\varepsilon + 9\sqrt{\delta}$. Fixing this string gives us the desired protocol which does not use shared randomness.

**Comparison with previous work:** It can be shown that the following is a subset of the achievable region given in Corollary 3 by setting $p_S$ to be the uniform distribution, $p_T = p_N$ and using arguments similar to those given in Lemma 1:

$$R_A \geq H_0^\delta(X \mid N) + O\left(\frac{1}{\delta}\right),$$

$$R_B \geq D_0^\delta(p_{YN} \mid p_Y \times p_N) - D_H(p_{XX} \mid p_X \times p_N) + O\left(\frac{1}{\delta}\right),$$

$$R_A + R_B \geq H_0^\delta(X \mid N) + D_0^\delta(p_{YN} \mid p_Y \times p_N) + O\left(\frac{1}{\delta}\right).$$

This rate region has two extreme points, one of which is

$$(R_A, R_B) = \left(H_0^\delta(X \mid N) + O\left(\frac{1}{\delta}\right), D_0^\delta(p_{YN} \mid p_Y \times p_N) + O\left(\frac{1}{\delta}\right)\right).$$

Thus, the following rate region is a subset of the rate region given in Corollary 3:

$$R_A \geq H_0^\delta(X \mid N) + O\left(\frac{1}{\delta}\right),$$

$$R_B \geq D_0^\delta(p_{YN} \mid p_Y \times p_N) + O\left(\frac{1}{\delta}\right).$$

This rate region is optimal [32, 37] when taken as a union over all $N$ satisfying $X - Y - N$. This yields the optimality of the rate region in Corollary 3 when taken as a union over all $N$ satisfying $X - Y - N$. 
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Asymptotic and i.i.d. properties

As discussed earlier, our achievable communication for Task 1 is optimal in the asymptotic and i.i.d. setting. Using the asymptotic i.i.d. properties of the information spectrum relative entropy and hypothesis testing relative entropy from [24], we are able to establish the rate regions for all the remaining tasks. We discuss the rate regions for Task 3 (which subsumes Task 2), Task 5 (which subsumes Task 4), Task 7, Task 8 and Task 9.

- **Task 3**: The rate region is given as (where we use $R^*_A, R^*_B$ to represent the rates)

  \[
  R^*_A \geq I(X : M) - I(M : NZ), \\
  R^*_B \geq I(Y : N) - I(MZ : N), \\
  R^*_A + R^*_B \geq I(X : M) + I(Y : N) - I(Z : M : N),
  \]

  where $I(Z : M : N) = D(p_{ZMN} \| p_Z \times p_M \times p_N)$ is the tripartite mutual information.

- **Task 5**: The rate region is given as (where we use $R^*_A, R^*_B$ to represent the rates)

  \[
  R^*_A \geq I(X : M) - I(M : Y), \\
  R^*_B \geq I(X : N) - I(N : Z), \\
  R^*_A + R^*_B \geq I(X : M : N) - I(M : Y) - I(N : Z).
  \]

- **Task 7**: The achievable rate is

  \[
  R \geq \min_{M,f} (I(X : M | Y)),
  \]

  where $M$ and $f$ satisfy $M - X - Y$ and $\lim_{n \to \infty} \Pr \{d(X, f(Y, M)) \geq k\} = 0$.

- **Task 8**: The rate region is given as (where we use $R^*_A, R^*_B$ to represent the rates)

  \[
  R^*_A \geq H(X) - I(X : Y) = H(X \mid Y), \\
  R^*_B \geq H(Y) - I(X : Y) = H(Y \mid X), \\
  R^*_A + R^*_B \geq H(XY).
  \]

  This recovers the rate region obtained by Slepian and Wolf [9].

- **Task 9**: The rate region is given as (where we use $R^*_A, R^*_B$ to represent the rates)

  \[
  R^*_A \geq H(X) - I(X : N) = H(X \mid N), \\
  R^*_B \geq I(Y : N) - I(X : N), \\
  R^*_A + R^*_B \geq H(X) - I(X : N) + I(Y : N) = H(X \mid N) + I(Y : N).
  \]

  A subset of this rate region is the one obtained in [10].

  \[
  R^*_A \geq H(X \mid N), \\
  R^*_B \geq I(Y : N).
  \]

  Both rate regions match when taken as a union over all $N$ (which satisfy $X - Y - N$), due to the optimality of the latter. However, for a given $N$, our achievability result also implies the result of Slepian and Wolf [9] (by setting $N = Y$).

**Organization**

In the next section we present a few information theoretic preliminaries. In Section 3 we present proofs of our results. In Section 4 we consider the question of near optimality of Task 1. In Appendix A we present some deferred proofs.
2 Preliminaries

In this section we set our notations, make the definitions and state the facts that we will need later for our proofs.

For a natural number \( n \), let \([n]\) denote the set \{1, 2, \ldots, n\}. Let random variable \( X \) take values in a finite set \( \mathcal{X} \) (all sets we consider in this paper are finite). We let \( p_X \) represent the distribution of \( X \), that is for each \( x \in \mathcal{X} \) we let \( p_X(x) := \Pr(X = x) \). Let random variable \( Y \) take values in the set \( \mathcal{Y} \). We say \( X \) and \( Y \) are independent iff for each \( x \in \mathcal{X}, y \in \mathcal{Y} \) \( p_{XY}(x,y) = p_X(x) \cdot p_Y(y) \) and denote \( p_X \times p_Y := p_{XY} \). We say random variables \( (X, Y, Z) \) form a Markov chain, represented as \( X \rightarrow Y \rightarrow Z \), if for each \( x \in \mathcal{X}, Y |(X = x) \) and \( Z |(X = x) \) are independent. For an event \( E \), its complement is denoted by \( \neg E \). We define various information theoretic quantities below.

Definition 1. Let \( \varepsilon > 0 \). Let random variables \( X \) and \( X' \) take values in \( \mathcal{X} \). Define,

- \( \ell_1 \) distance: \( \|p_X - p_{X'}\| := \sum_x |p_X(x) - p_{X'}(x)| \).
- Relative entropy: \( D(p_X \| p_{X'}) := \sum_{x \in \mathcal{X}} p_X(x) \log \frac{p_X(x)}{p_{X'}(x)} \).
- Max divergence: \( D_\infty(p_X \| p_{X'}) := \max_x p_X(x) \log \frac{p_X(x)}{p_{X'}(x)} \).
- Smooth max divergence: \( D_{\varepsilon}^\infty(p_X \| p_{X'}) := \min_{\|p_{X''} - p_X\| \leq \varepsilon} D_{\infty}(p_X \| p_{X''}) \).
- Max information spectrum divergence: \( D_{\varepsilon}^\lambda(p_X \| p_{X'}) := \min \{ \alpha : \Pr_{x \leftarrow p_X} \left\{ \frac{p_X(x)}{p_{X'}(x)} > 2^\alpha \right\} \leq \varepsilon \} \).
- Smooth hypothesis testing divergence: \( D_{\varepsilon}^h(p_X \| p_{X'}) := \max \left\{ -\log(\Pr_{p_{X'}}(A)) \mid A \subseteq \mathcal{X}, \Pr_{p_X}(A) \geq 1 - \varepsilon \right\} \).

We will use the following facts.

Fact 1 (1). Let \( P \) and \( Q \) be two distributions over the set \( \mathcal{X} \), where \( P = \sum_i \lambda_i P_i \) is a convex combination of distributions \( \{P_i\}_1 \). It holds that,

\[
D(P \| Q) = \sum_i \lambda_i (D(P_i \| Q) - D(P_i \| P)) .
\]

Fact 2 (Monotonicity of relative entropy [38]). Let \((X, Y, Z)\) be jointly distributed random variables. It holds that,

\[
D(p_{XYZ} \| p_X \times p_Y \times p_Z) \geq D(p_{XY} \| p_X \times p_Y) .
\]

Fact 3 (Pinsker’s inequality [38]). Let \( P \) and \( Q \) be two distributions over the set \( \mathcal{X} \). It holds that,

\[
\|P - Q\| \leq 2 \cdot \sqrt{D(P \| Q)} .
\]

Fact 4 (Monotonicity under maps [38]). Let \( X \) be a random variable distributed over the set \( \mathcal{X} \). Let \( f : \mathcal{X} \rightarrow \mathcal{Z} \) be a function. Let random variable \( Z \), distributed over \( \mathcal{Z} \) be defined as,

\[
\Pr\{Z = z\} := \frac{\Pr\{X \in f^{-1}(z)\}}{\sum_{z' : \Pr\{X \in f^{-1}(z')\}}} .
\]

Similarly define random variable \( Z' \) from random variable \( X' \). It holds that,

\[
\|p_X - p_{X'}\| \geq \|p_Z - p_{Z'}\| .
\]

Following convex-split lemma from [1] is a main tool that we use. [1] provided a proof for a quantum version of this lemma and the proof of the classical version that we consider follows on similar lines. We defer the proof to Appendix.

Fact 5 (Convex-split lemma [1]). Let \( \varepsilon \in (0, \frac{1}{2}) \). Let \((X, M)\) (jointly distributed over \( \mathcal{X} \times \mathcal{M}\)) and \( W \) (distributed over \( \mathcal{M}\) be random variables. Let \( R \) be a natural number such that,

\[
R \geq D_{\varepsilon}^\infty(p_{XM} \| p_X \times p_W) + 4 \log \frac{1}{\varepsilon} .
\]

Let \( J \) be uniformly distributed in \([2^R]\) and joint random variables \((J, X, M_1, \ldots, M_{2^n})\) be distributed as follows:

\[
\Pr\{\{X, M_1, \ldots, M_{2^n}\} = (x, m_1, \ldots, m_{2^n}) \mid J = j\} = p_{XM}(x, m_j) \cdot p_W(m_1) \cdots p_W(m_{j-1}) \cdot p_W(m_{j+1}) \cdots p_W(m_{2^n}) .
\]

Then (below for each \( j \in [2^R], p_{W_j} = p_W \)),

\[
\|p_{XM_1 \ldots M_{2^n}} - p_X \times p_{W_1} \times \ldots \times p_{W_{2^n}}\| \leq 6\sqrt{\varepsilon} .
\]
We also need the following extension of this lemma whose quantum version was shown in [29]. The proof of the classical version that we consider follows on similar lines and is deferred to Appendix.

**Fact 6** (Bipartite convex-split lemma). Let \( \varepsilon \in (0, \frac{1}{\sqrt{2}}) \). Let \((X, M, N)\) (jointly distributed over \(X \times M \times N\)), \(U\) (distributed over \(M\)) and \(V\) (distributed over \(N\)) be random variables. Let \(R_1, R_2\) be natural numbers such that,

\[
R_1 \geq D_\varepsilon^Y(p_X || p_X \times p_U) + 8 \log \frac{1}{\varepsilon},
\]

\[
R_2 \geq D_\varepsilon^X(p_X || p_V) + 8 \log \frac{1}{\varepsilon},
\]

\[
R_1 + R_2 \geq D_\varepsilon(p_{XMN} || p_X \times p_U \times p_V) + 8 \log \frac{1}{\varepsilon}.
\]

Let \(J\) be uniformly distributed in \([2^{R_1}]\), \(K\) be independent of \(J\) and be uniformly distributed in \([2^{R_2}]\) and joint random variables \((J, K, X, M_1, \ldots, M_{2^n}, N_1, \ldots, N_{2^n})\) be distributed as follows:

\[
\Pr\{(X, M_1, \ldots, M_{2^n}, N_1, \ldots, N_{2^n}) = (x, m_1, \ldots, m_{2^n}, n_1, \ldots, n_{2^n}) \mid J = j, K = k\}
\]

\[
= p_{XMN}(x, m_j, n_k) \cdot p_U(m_1) \cdots p_U(m_{j-1}) \cdot p_U(m_{j+1}) \cdots p_U(m_{2^n}).
\]

\[
p_V(n_1) \cdots p_V(n_{k-1}) \cdot p_V(n_{k+1}) \cdots p_V(n_{2^n}).
\]

Then (below for each \(j \in [2^{R_1}], p_{U_j} = p_U\) and for each \(k \in [2^{R_2}], p_{V_k} = p_V\)),

\[
\|p_{XM_1 \cdots M_{2^n}, N_1 \cdots N_{2^n}} - p_X \times p_{U_1} \times \cdots \times p_{U_{2^n}} \times p_{V_1} \times \cdots \times p_{V_{2^n}}\| \leq 15 \varepsilon.
\]

The other main tool that we use is the position based decoding from [7] where a quantum version was shown. The proof of the classical version that we consider follows on similar lines and is deferred to Appendix.

**Fact 7** (Position based decoding [7]). Let \(\varepsilon, \delta \in (0, 1)\). Let \((Y, M)\) (jointly distributed over \(Y \times M\)) and \(W\) (distributed over \(M\)) be random variables. Let \(R\) be a natural number such that,

\[
R \leq \max \left\{ D_\varepsilon^Y(p_{YM} || p_Y \times p_W) - \log \frac{1}{\delta}, 0 \right\}.
\]

Let joint random variables \((J, Y, M_1, M_2, \ldots, M_{2^n})\) be distributed as follows. Let \(J\) be uniformly distributed in \([2^R]\) and

\[
\Pr\{(Y, M_1, M_2, \ldots, M_{2^n}) = (y, m_1, \ldots, m_{2^n}) \mid J = j\}
\]

\[
= p_{YM}(y, m_j) \cdot p_W(m_1) \cdots p_W(m_{j-1}) \cdot p_W(m_{j+1}) \cdots p_W(m_{2^n}).
\]

There is a procedure to produce a random variable \(J'\) from \((Y, M_1, M_2, \ldots, M_{2^n})\) such that \(\Pr\{J \neq J'\} \leq \varepsilon + \delta\).

We will also need the following extension of this decoding strategy shown in [39] where a (more general) quantum version was shown. The proof of the classical version that we consider follows on similar lines and is deferred to Appendix.

**Fact 8** (Bipartite position based decoding [39]). Let \(\varepsilon, \delta \in (0, 1)\). Let \((M, N)\) (jointly distributed over \(M \times N\)), \(U\) (distributed over \(M\)) and \(V\) (distributed over \(N\)). Let \(R_1, R_2\) be natural numbers such that,

\[
R_1 \leq \max \left\{ D_\varepsilon^M(p_{MN} || p_U \times p_N) - \log \frac{1}{\delta}, 0 \right\}
\]

\[
R_2 \leq \max \left\{ D_\varepsilon^M(p_{MN} || p_M \times p_V) - \log \frac{1}{\delta}, 0 \right\}
\]

\[
R_1 + R_2 \leq \max \left\{ D_\varepsilon^M(p_{MN} || p_U \times p_V) - \log \frac{1}{\delta}, 0 \right\}.
\]

Let joint random variables \((J, K, M_1, \ldots, M_{2^n}, N_1, \ldots, N_{2^n})\) be distributed as follows. Let \(J\) be uniformly distributed in \([2^R]\). Let \(K\) be independent of \(J\) and be uniformly distributed in \([2^{R_2}]\). Let,

\[
\Pr\{(M_1 \ldots M_{2^n}, N_1 \ldots N_{2^n}) = (m_1, \ldots, m_{2^n}, n_1, \ldots, n_{2^n}) \mid J = j, K = k\}
\]

\[
= p_{MN}(m_j, n_k) \cdot p_U(m_1) \cdots p_U(m_{j-1}) \cdot p_U(m_{j+1}) \cdots p_U(m_{2^n}).
\]

\[
p_V(n_1) \cdots p_V(n_{k-1}) \cdot p_V(n_{k+1}) \cdots p_V(n_{2^n}).
\]

There is a procedure to produce random variables \((J', K')\) from \((M_1, \ldots, M_{2^n}, N_1, \ldots, N_{2^n})\) such that \(\Pr\{(J, K) \neq (J', K')\} \leq 3\varepsilon + 3\delta\).
3 Proofs of our results

In this section we present proofs of our results mentioned in the Introduction.

Proof of Theorem: Let $E$ be such that $Y - X - (M, E)$. Let $R, r$ be natural numbers such that,

$$r \leq \max \left\{ D^r_H(p_{Y M E} | p_Y \times p_T) - \log \frac{1}{\delta}, 0 \right\},$$

$$R + r \geq D^r_S(p_{X M E} | p_X \times p_T) + 2 \log \frac{1}{\delta}.$$ 

Let us divide $[2^{R+r}]$ into $2^R$ subsets, each of size $2^r$. This division is known to both Alice and Bob. For $j \in [2^{R+r}]$, let $B(j)$ denote the subset corresponding to $j$. Let us invoke convex-split lemma (Fact 5) with $X \leftarrow X, M \leftarrow (M, E), W \leftarrow T$ and $R \leftarrow R + r$ to obtain joint random variables $(J, X, M_1, \ldots, M_{2^{R+r}})$. Let us first consider a fictitious protocol $P'$ as follows.

Fictitious protocol $P'$: Alice possesses random variables $(X, M, E)$, Bob possesses random variable $Y$ and they share $(M_1, \ldots, M_{2^{R+r}})$ as public randomness (from the joint random variables $(X, M_1, \ldots, M_{2^{R+r}})$ above).

Alice’s operations: Alice generates $J$ from $(X, M_1, \ldots, M_{2^{R+r}})$, using the conditional distribution of $J$ given $(X, M_1, \ldots, M_{2^{R+r}})$, and communicates $B(J)$ to Bob. This can be done using $R$ bits of communication. A similar encoding strategy is used in the works [21, 22] (see also the references therein).

Bob’s operations: Bob performs position based decoding as in Fact 7 using $Y$ and the subset $B(J)$, by letting $Y \leftarrow Y, M \leftarrow (M, E), W \leftarrow T$ and $R \leftarrow r$, and determines $J'$. Let $(M', E') := M_{J'}$. Bob outputs $M'$.

From Fact 7 we have $\Pr\{J \neq J'\} \leq \epsilon + \delta$ and hence, From Fact 7 we have $\Pr\{J \neq J'\} \leq \epsilon + \delta$ and hence,

$$\|p_{X M_1 \ldots M_{2^{R+r}}} - p_X \times p_T^1 \times \ldots \times p_T^{2^{R+r}}\| \leq 6\sqrt{\delta}.$$ 

Thus,

$$\|p_{X Y M} - p_{X Y M'}\| \leq \|p_{X M_1 \ldots M_{2^{R+r}}} - p_X \times p_T^1 \times \ldots \times p_T^{2^{R+r}}\| + \|p_{X Y M} - p_{X Y M'}\|$$

$$\leq 6\sqrt{\delta} + 2\epsilon + 2\delta \leq 2\epsilon + 8\sqrt{\delta}.$$ 

where (a) follows from the property $M - X - Y$ and (b) follows from Equation 2. This shows the desired.

Proof of Theorem: Let $R_A, r_A, R_B, r_b$ be natural numbers such that (existence of these numbers is guaranteed by the Fourier-Motzkin elimination technique [40] Appendix D) and the constraints in the statement of the Theorem,

$$R_A + r_A \geq D^r_S(p_{X M} | p_X \times p_S) + 2 \log \frac{1}{\delta},$$

$$R_B + r_B \geq D^r_S(p_{Y N} | p_Y \times p_T) + 2 \log \frac{1}{\delta},$$

$$r_A \leq \max\{D^r_H(p_{M N} | p_S \times p_X) - \log \frac{1}{\delta}, 0\},$$

$$r_B \leq \max\{D^r_H(p_{M N} | p_M \times p_T) - \log \frac{1}{\delta}, 0\},$$

$$r_A + r_B \leq \max\{D^r_H(p_{M N} | p_S \times p_T) - \log \frac{1}{\delta}, 0\}.$$
Let us divide $[2^R_{A+r_A}]$ into $2^R_A$ subsets, each of size $2^{r_A}$. This division is known to both Alice and Charlie. For $j \in [2^R_{A+r_A}]$, let $B(j)$ denote the subset corresponding to $j$. Similarly let us divide $[2^R_{B+r_B}]$ into $2^R_B$ subsets, each of size $2^{r_B}$. This division is known to both Bob and Charlie. For $k \in [2^R_{B+r_B}]$, let $B(k)$ denote the subset corresponding to $k$.

Let us invoke bipartite convex-split lemma (Fact 6) with $X \leftarrow (X, Y)$, $M \leftarrow M, N \leftarrow N, U \leftarrow S, V \leftarrow T, R_1 \leftarrow R_A + r_A$ and $R_2 \leftarrow R_B + r_B$ to obtain joint random variables $(J, K, X, Y, M_1, \ldots, M_{2^R_{A+r_A}}, N_1, \ldots, N_{2^R_{B+r_B}})$.

Let us first consider a fictitious protocol $\mathcal{P}'$ as follows.

**Fictitious protocol $\mathcal{P}'$:** Let Alice and Charlie share $(M_1, \ldots, M_{2^R_{A+r_A}})$ as public randomness. Let Bob and Charlie share $(N_1, \ldots, N_{2^R_{B+r_B}})$ as public randomness.

**Alice’s operations:** Alice generates $J$ from $(X, M_1, \ldots, M_{2^R_{A+r_A}})$, using the conditional distribution of $J$ given $(X, M_1, \ldots, M_{2^R_{A+r_A}})$, and communicates $B(J)$ to Charlie. This can be done using $R_A$ bits of communication.

**Bob’s operations:** Bob generates $K$ from $(Y, N_1, \ldots, N_{2^R_{B+r_B}})$, using the conditional distribution of $K$ given $(Y, N_1, \ldots, N_{2^R_{B+r_B}})$, and communicates $B(K)$ to Charlie. This can be done using $R_B$ bits of communication.

**Charlie’s operations:** Charlie performs bipartite position based decoding as in Fact 8 inside the subset $B(J) \times B(K)$, by letting $M \leftarrow M, N \leftarrow N, U \leftarrow S, V \leftarrow T, R_A \leftarrow r_A$ and $R_B \leftarrow r_B$, and determines $(J', K')$. Charlie outputs $(M', N') := (M_J, N_K)$.

Note that Alice and Bob’s operation produce the right joint distribution $(J, K, X, Y, M_1, \ldots, M_{2^R_{A+r_A}}, N_1, \ldots, N_{2^R_{B+r_B}})$ since $M - X - Y - N$. Therefore from Fact 8 we have,

$$\frac{1}{2} \| p_{XYMN} - p_{XYM'N'} \| \leq \Pr \{ (J, K) \neq (J', K') \} \leq 3\varepsilon + 3\delta. \tag{3}$$

Now consider the actual protocol $\mathcal{P}$.

**Actual protocol $\mathcal{P}$:** Alice and Charlie share $2^R_{A+r_A}$ i.i.d. copies of the random variable $S$, denoted $\{ S_1, S_2, \ldots, S_{2^R_{A+r_A}} \}$. Bob and Charlie share $2^R_{B+r_B}$ i.i.d. copies of the random variable $T$, denoted $\{ T_1, T_2, \ldots, T_{2^R_{B+r_B}} \}$. Alice, Bob and Charlie proceed as in $\mathcal{P}'$. Therefore the only difference in $\mathcal{P}$ and $\mathcal{P}'$ is shared randomness. Let $(M, N)$ represent Charlie’s outputs in $\mathcal{P}$.

From convex-split lemma

$$\frac{1}{2} \| p_{XYMN} - p_{XYM'N'} \| \leq \Pr \{ (J, K) \neq (J', K') \} \leq 3\varepsilon + 3\delta. \tag{3}$$

From Fact 4 triangle inequality for $\ell_1$ norm and Equation 3 we have,

$$\frac{1}{2} \| p_{XYMN} - p_{XYM'N} \| \leq 3\varepsilon + 9\delta \leq 3\varepsilon + 9\delta.$$

This shows the desired.

**Proof of Theorem 5:** The proof follows on similar lines as the proof of Theorem 4 and we provide a proof sketch here. Let $\{ R_A, R_B, r_A, r_B \}$ be natural numbers such that (existence of these numbers is guaranteed by the Fourier-Motzkin elimination technique [40] Appendix D] and the constraints in the statement of the Theorem),

$$R_A + r_A \geq D^c_H(p_{XM} \| p_X \times p_S) + O \left( \log \frac{1}{\varepsilon} \right),$$

$$R_B + r_B \geq D^c_H(p_{YN} \| p_Y \times p_T) + O \left( \log \frac{1}{\varepsilon} \right),$$

$$r_A \leq \max \left\{ D^c_H(p_{MNZ} \| p_S \times p_NZ) - O \left( \log \frac{1}{\varepsilon} \right), 0 \right\},$$

$$r_B \leq \max \left\{ D^c_H(p_{MZN} \| p_MZ \times p_T) - O \left( \log \frac{1}{\varepsilon} \right), 0 \right\},$$

$$r_A + r_B \leq \max \left\{ D^c_H(p_{MNZ} \| p_S \times p_T \times p_Z) - O \left( \log \frac{1}{\varepsilon} \right), 0 \right\}. $$
Let $A_1,A_2,A_3 \subseteq \mathcal{M} \times \mathcal{N} \times \mathcal{Z}$ be such that $\Pr_{p_{MNZ}}\{A_i\} \geq 1 - \varepsilon$ for all $i \in \{1, 2, 3\}$ and

$$D_\Pr(p_{MNZ} \| p_{S \times P_{NZ}}) = -\log \Pr_{p_{S \times P_{NZ}}} \{A_1\};$$
$$D_\Pr(p_{MZN} \| p_{MZ} \times P_T) = -\log \Pr_{p_{MZ} \times P_T} \{A_2\};$$
$$D_\Pr(p_{MZN} \| p_{S \times P_T \times P_Z}) \geq -\log \Pr_{p_{S \times P_T \times P_Z}} \{A_3\}.$$ 

Define $A := A_1 \cap A_2 \cap A_3$.

**Protocol $\mathcal{P}$**: Shared randomness and Alice and Bob's operations remain same as in the actual protocol $\mathcal{P}$ of the proof of Theorem \[4\].

**Charlie's operations**: Charlie on receiving $B(J)$ and $B(K)$ from Alice and Bob respectively, performs bipartite position based decoding (similar to Fact \[8\]) involving $Z$ and the random variables in the subset $B(J) \times B(K)$. He finds the first pair $(J', K')$ (in lexicographic order) such that $(Z, M_{J'}, N_{K'}) \in A$ and outputs $(M, N):=(M_{J'}, N_{K'})$.

Using arguments as in the proof of Fact \[8\] we get $\Pr\{(J, K) \neq (J', K')\} = O(\varepsilon)$. Now using Fact \[4\] and triangle inequality for $\ell_1$ norm it can be argued that $\|p_{XYM} - p_{XYMN}\| = O(\sqrt{\varepsilon})$.

**Proof of Theorem \[6\]**: Let us invoke bipartite convex-split lemma (Fact \[6\]) with $X \leftarrow X, M \leftarrow M, N \leftarrow N, U \leftarrow S, V \leftarrow T, R_1 \leftarrow R_B$ and $R_2 \leftarrow R_C$ to obtain joint random variables $(J, K, X, M_1, \ldots, M_{2^{RB}}, N_1, \ldots, N_{2^{RC}})$. We first consider a fictitious protocol $\mathcal{P}'$ as follows.

**Fictitious protocol $\mathcal{P}'$**: Let Alice and Bob share $(M_1, \ldots, M_{2^{RB}})$ as public randomness. Let Alice and Charlie share $(N_1, \ldots, N_{2^{RC}})$ as public randomness.

**Alice's operations**: Alice generates $(J, K)$ from $(X, M_1, \ldots, M_{2^{RB}}, N_1, \ldots, N_{2^{RC}})$, using the conditional distribution of $(J, K)$ given $(X, M_1, \ldots, M_{2^{RB}}, N_1, \ldots, N_{2^{RC}})$. She communicates $J$ to Bob (using $R_B$ bits) and $K$ to Charlie (using $R_C$ bits).

**Bob's operations**: Bob outputs $M' := M_J$.

**Charlie's operations**: Charlie outputs $N' := N_K$.

It holds that $p_{XM'N'} = p_{XMN}$. Now consider the actual protocol $\mathcal{P}$.

**Actual protocol $\mathcal{P}$**: Alice and Bob share $2^{RB}$ i.i.d. copies of the random variable $S$, denoted $\{S_1, S_2, \ldots, S_{2^{RB}}\}$. Alice and Charlie share $2^{RC}$ i.i.d. copies of the random variable $T$, denoted $\{T_1, T_2, \ldots, T_{2^{RC}}\}$. Alice, Bob and Charlie proceed as in $\mathcal{P}'$. Therefore the only difference in $\mathcal{P}$ and $\mathcal{P}'$ is shared randomness. Let $(M, N)$ represent Bob and Charlie’s outputs respectively in $\mathcal{P}$.

From bipartite convex-split lemma (Fact \[6\]),

$$\|p_{XM_1\ldots M_{2^{RB}}N_1\ldots N_{2^{RC}}} - p_X \times p_{M_1} \times \ldots \times p_{M_{2^{RB}}} \times p_{N_1} \times \ldots \times p_{N_{2^{RC}}}\| \leq 15\sqrt{\varepsilon}. \tag{4}$$

From Fact \[4\] triangle inequality for $\ell_1$ norm and Equation \[4\] we have,

$$\|p_{XMN} - p_{XMN}\| \leq 8\varepsilon + 15\sqrt{\varepsilon} \leq 23\sqrt{\varepsilon}.$$ 

**Proof of Theorem \[7\]**: The proof follows on similar lines as the proof of Theorem \[6\] and we provide a proof sketch here. Let $(R_B, R_C, r_B, r_C)$ be natural numbers such that,

$$R_B + r_B \geq D_\Pr(p_{XM} \| p_X \times p_S) + O\left(\log \frac{1}{\varepsilon}\right),$$
$$r_B \leq \max \left\{D_\Pr(p_{MY} \| p_S \times p_Y) - O\left(\log \frac{1}{\varepsilon}\right), 0\right\},$$
$$R_C + r_C \geq D_\Pr(p_{XN} \| p_X \times p_T) + O\left(\log \frac{1}{\varepsilon}\right),$$
\[ r_c \leq \max \left\{ D_H(p_{NZ} \| p_T \times p_Z) - O \left( \log \frac{1}{\epsilon} \right), 0 \right\}, \]
\[ R_B + R_C + r_b + r_c \geq D_s(p_{XMN} \| p_X \times p_S \times p_T) + O \left( \log \frac{1}{\epsilon} \right). \]

Let \( A_1 \subseteq \mathcal{Y} \times \mathcal{M} \) and \( A_2 \subseteq \mathcal{Z} \times \mathcal{N} \) be such that \( \Pr_{p_Y,M} (A_1) \geq 1 - \epsilon \) and \( \Pr_{p_Z,N} (A_2) \geq 1 - \epsilon \) and,
\[ D_H(p_{MY} \| p_S \times p_Y) = -\log \Pr_{p_S \times p_Y} (A_1), \]
\[ D_H(p_{NZ} \| p_T \times p_Z) = -\log \Pr_{p_T \times p_Z} (A_2). \]

Let us divide \([2^{R_B + r_b}]\) into \(2^{2R_B} \) subsets, each of size \(2^{r_B} \). This division is known to both Alice and Bob. For \( j \in [2^{R_B + r_B}] \), let \( B(j) \) denote the subset corresponding to \( j \). Similarly let us divide \([2^{R_C + r_C}]\) into \(2^{2R_C} \) subsets, each of size \(2^{r_C} \). This division is known to both Alice and Charlie. For \( k \in [2^{R_C + r_C}] \), let \( B(k) \) denote the subset corresponding to \( k \).

**Protocol \( \mathcal{P} \):** Alice and Bob share \(2^{R_B + r_B} \) i.i.d. copies of the random variable \( S \), denoted \( \{S_1, S_2, \ldots, S_{2^{R_B + r_B}}\} \). Alice and Charlie share \(2^{R_C + r_C} \) i.i.d. copies of the random variable \( T \), denoted \( \{T_1, T_2, \ldots, T_{2^{R_C + r_C}}\} \).

**Alice’s operations:** Alice generates \((J, K)\) as in protocol \( \mathcal{P} \) in the proof of Theorem 6. She communicates \( B(J) \) to Bob (using \( R_B \) bits) and \( B(K) \) to Charlie (using \( R_C \) bits).

**Bob’s operations:** Bob performs position based decoding as in Fact 7 by letting \( Y \leftarrow Y, M \leftarrow M, W \leftarrow S \) and \( R \leftarrow R_B \) and determines \( J' \). Bob outputs \( \hat{M} : = M_{J'} \).

**Charlie’s operations:** Charlie performs position based decoding as in Fact 7 by letting \( Y \leftarrow Y, M \leftarrow N, W \leftarrow T \) and \( R \leftarrow R_C \) and determines \( K' \). Charlie outputs \( \hat{N} : = N_{K'} \).

Using arguments as in the proof of Fact 7 we get \( \Pr\{ (J, K) \neq (J', K') \} = O(\sqrt{\epsilon}) \). Now using Fact 4 and triangle inequality for \( \ell_1 \) norm it can be argued that \( \| p_{XYZMN} - p_{XYZMN} \| = O(\sqrt{\epsilon}) \).

\[ \square \]

## 4 Optimality of the protocol for Task 1

The aim of this section is to relate our achievability result 2 with the result of Braverman and Rao 5. It may be noted that Braverman and Rao were considering expected communication cost, whereas we are considering the worst case communication cost for Task 1. Thus, we have restated the result below accordingly.

**Theorem 9** (Braverman and Rao protocol, 5). Let \( \epsilon, \delta \in (0, 1) \). Let \( R \) be a natural number such that,
\[ R \geq \inf_{P_{XY}N} D_s(\mathcal{P}_{XYMN} \| p_Y (p_X | Y \times p_N | Y)) + O \left( \log \frac{1}{\delta} \right), \]
where \((Y, N) \sim p_{Y,N} \). There exists a shared randomness assisted protocol in which Alice communicates \( R \) bits to Bob and Bob outputs random variable \( M \) satisfying \( \frac{1}{2}\| p_{XYM} - p_{XY\hat{M}} \| \leq \epsilon + 3\delta \).

**Proof.** Let \( N \) be the random variable that achieves the optimization above. Define
\[ c := D_s(\mathcal{P}_{XYMN} \| p_Y (p_X | Y \times p_N | Y)) \]
\[ = \min \left\{ a : \Pr_{(x,m,y) \leftarrow \mathcal{P}_{XYMN}} \left( \frac{p_{XMY}(x,m,y)}{p_Y(y)p_X|Y=y(x)} \cdot p_N|Y=y(m)} \right) > 2^a \right\} \leq \epsilon \]
\[ = \min \left\{ a : \Pr_{(x,m,y) \leftarrow \mathcal{P}_{XYMN}} \left( \frac{p_{M|X=x}(m)}{p_N|Y=y(m)} \right) > 2^a \right\} \leq \epsilon \] (5)
where the last equality follows because \( M = X - Y \). Further, define
\[ \epsilon_{x,y} := \Pr_{(m) \leftarrow p_{M|X=x}} \left( \frac{p_{M|X=x}(m)}{p_N|Y=y(m)} > 2^c \right). \]
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It holds that \( \sum_{x,y} p_{XY}(x, y) \varepsilon_{x,y} \leq \varepsilon \).

Let \( K \) be the smallest integer such that \( K p_M | X=x(m), K p_N | Y=y \) are integers. This can be assumed to hold with arbitrarily small error. Further, define the set \( \mathcal{K} := \{1, \cdots, K\} \). Let \( U \) be a random variable taking values uniformly in \( \mathcal{M} \times K \). Define the following function:

\[
f_{NE|Y=y}(m, e) := \begin{cases} 
1 & \text{if } e < K \cdot 2^c \cdot p_{N|Y=y}(m), \\
0 & \text{otherwise},
\end{cases}
\]

the following probability distribution:

\[
p_{ME|X=x}(m, e) = \begin{cases} 
\frac{1}{K} & \text{if } e < K \cdot p_{M|X=x}(m), \\
0 & \text{otherwise},
\end{cases}
\]

and the following sub-normalized probability distribution:

\[
p_{M'E|X=x,Y=y}(m, e) = \begin{cases} 
\frac{1}{K} & \text{if } e < K \cdot \min(p_{M|X=x}(m), 2^c \cdot p_{N|Y=y}(m)), \\
0 & \text{otherwise}.
\end{cases}
\]

**The protocol:** Alice and Bob share \( \frac{|\mathcal{M}|}{2} \) i.i.d. copies of \( U \), denoted \( \{U_1, U_2, \ldots, U_{|\mathcal{M}|}\} \). They also share \( \frac{2^c}{\varepsilon} \) random hash functions \( \mathcal{H} : \{1, 2, \ldots, \frac{|\mathcal{M}|}{2}\} \rightarrow \{0, 1\} \). Upon observing \( x \leftarrow X \), Alice takes samples \( (m_j, e_i) \leftarrow U_i \) and accepts the first index \( l \) that satisfies \( p_{ME|X=x}(m_l, e_i) > 0 \). Upon observing \( y \leftarrow Y \), Bob takes samples \( (m_j, e_i) \leftarrow U_j \) and locates all the indices \( j \) that satisfy \( f_{NE|Y=y}(m_j, e_j) = 1 \). Let the set of indices located by Bob be \( J \). Alice aborts the protocol if she does not find any index \( j \). Bob aborts the protocol if \( |J| \geq \frac{2^c}{\varepsilon} \). Conditioned on not aborting, Alice samples all the hash functions, and sends to Bob the evaluation \( \{\mathcal{H}(i), \mathcal{H}_2(i), \ldots, \mathcal{H}_p(i)\} \). Bob evaluates all the hash functions for each index \( j \in J \), he aborts if there exist \( j, j' \in J \) such that \( \mathcal{H}_l(j) = \mathcal{H}_l(j') \) for all \( l \) or there exists no \( j \) such that \( \mathcal{H}_l(j) = \mathcal{H}_l(i) \) for all \( l \). Conditioned on not aborting, he has located the correct index \( i \), and considers \( (m_i, e_i) \). Conditioned on any abort, Bob considers a sample \( (m, e) \) the random variable \( U \). He outputs \( m \) from the sample he considers. Let the overall output of Bob be distributed according to \( \mathcal{M} \).

**Error analysis:** Let \( E_1 \) be the event that \( i \notin J \). Let \( E_2 \) be the event that Alice does not find any index \( i \) or \( |J| \geq \frac{2^c}{\varepsilon} \). Let \( E_3 \) be the event that there exist \( j, j' \in J \) such that \( H_l(j) = H_l(j') \) for all \( l \). From Equation \[ \Pr\{E_1 | X = x, Y = y\} \leq \varepsilon_{x,y} \]. Moreover, as argued in \[ \Pr\{E_2\} \leq 2\delta \] and \( \Pr\{-E_3\} \geq 1 - \delta \). Thus, \( \Pr\{-E_2 \cap -E_3\} \geq 1 - 3\delta \). Conditioned on the events \( -E_2 \cap -E_3 \), Bob has obtained a sample \( (m, e) \) distributed according to \( p_{M'E|X=x,Y=y} + \varepsilon_{x,y} \cdot U \), as he outputs a sample according to the sub-normalized distribution \( p_{M'E|X=x,Y=y} \) conditioned on event \( \neq E_1 \) and uniform otherwise. Now, we have:

\[
\frac{1}{2} \|p_{ME|X=x} - p_{M'E|X=x,Y=y} - \varepsilon_{x,y} \cdot U\| \leq \frac{1}{2} \|p_{ME|X=x} - p_{M'E|X=x,Y=y}\| + \frac{\varepsilon_{x,y}}{2} \\
\leq \sum_{(m,e):K \cdot p_{M|X=x}(m) \geq e \geq K \cdot \min(p_{M|X=x}(m), 2^c \cdot p_{N|Y=y}(m))} \frac{1}{2K} + \frac{\varepsilon_{x,y}}{2} \\
\leq \sum_{m:p_{M|X=x} > 2^c \cdot p_{N|Y=y}(m)} p_{M|X=x}(m) + \frac{\varepsilon_{x,y}}{2} \\
\leq \varepsilon_{x,y},
\]

where the last inequality follows from Equation \[ \Pr\{E_1 | X = x, Y = y\} \leq \varepsilon_{x,y} \]. Thus, we conclude that

\[
\frac{1}{2} \|p_{M|X=x} - p_{\hat{M}|X=x,Y=y}\| \leq \frac{1}{2} \|p_{ME|X=x} - p_{M'E|X=x,Y=y}\| \\
\leq \frac{\Pr\{-E_2 \cap -E_3\}}{2} \|p_{ME|X=x} - p_{M'E|X=x,Y=y} - \varepsilon_{x,y} \cdot U\| + \Pr\{E_2 \cup E_3\} \\
\leq (1 - 3\delta)\varepsilon_{x,y} + 3\delta \leq \varepsilon_{x,y} + 3\delta.
\]

This implies that

\[
\frac{1}{2} \|p_{XY} - p_{X\hat{M}Y}\| \leq \sum_{x,y} p_{XY}(x, y) \varepsilon_{x,y} + 3\delta \leq \varepsilon + 3\delta.
\]
This completes the proof.

We now compare our result (Theorem 10) with Theorem 9. To accomplish this, we first define a series of new quantities and relate them to each other. In what follows, we will use $P$ to represent a protocol for the Task discussed in Section 1.

- **Opt**: Let $P$ be any shared randomness assisted communication protocol in which Alice and Bob work on their respective inputs $(X, Y)$, and Bob outputs a random variable $M$ correlated with $XY$. Let $P(X, Y) := (X, Y, M)$ represent the output of the protocol. We define $\text{err}(P) := \frac{1}{2} ||p_{XYM} - p_{XY}M||$ as the error incurred by the protocol and $C(P)$ as the communication cost of the protocol. Define

$$\text{Opt}^\varepsilon := \min_{P:\text{err}(P) \leq \varepsilon} C(P).$$

- **Opt$_1$**: Let $S$ be the shared randomness in a protocol $P$. Note that $S$ is independent of $(X, Y)$. Let $V$ be a random variable such that $Y - (X, S) - V$, $X - (Y, V, S) - M$ and $\frac{1}{2} ||p_{XYM} - p_{XY}M|| \leq \varepsilon$, where $M$ is output by Bob (as discussed above). The random variable $V$ represents the message generated by Alice to Bob in $P$. Define

$$\text{Opt}_1^\varepsilon := \min_{(X, Y, S, M, V)} D_{\infty}(p_{XSV} \| p_X \times p_S \times p_U),$$

where $U$ is the uniformly distributed random variable taking values over same set as $V$.

- **BR**: The amount of communication needed by the protocol of Braverman and Rao for Task 1 is denoted by $BR^\varepsilon$ and formally defined below (see also Theorem 9). Let $(Y, N) \sim p_{YN}$. Define

$$\text{BR}^\varepsilon := \inf_{p_{YN}} D_s((p_{XY} \| p_Y \times p_{N|Y})).$$

- **Ext$_\delta$**: This is similar to the quantity obtained in the result of Theorem 2 by setting $T$ as uniform random variable $U$. Define

$$\text{Ext}_\delta^\varepsilon := D_s(p_{XME} \| p_X \times p_U) - D_H (p_{YM} \| p_Y \times p_U).$$

The following theorem relates all the quantities defined above to each other. This in turn allows us to prove the optimality of our protocol (see Theorem 3) along with the protocol of Braverman and Rao (Theorem 9).

**Theorem 10.** Let $M = X - Y$ and $\varepsilon, \delta \in (0, 1)$. Then it holds that

1. $\text{Opt}^\varepsilon \geq \text{Opt}_1^\varepsilon$.
2. $\text{Opt}_1^\varepsilon \geq \text{BR}^\varepsilon/(1 - \delta) - \log(\frac{1}{\delta})$.
3. $\text{BR}^\varepsilon + O(\log(\frac{1}{\delta})) \geq \text{Opt}^\varepsilon + 3\delta$.
4. $\text{Ext}_\delta^\varepsilon + O(\log(\frac{1}{\delta})) \geq \text{Opt}^\varepsilon + 4\delta$.
5. $\text{BR}^\varepsilon > \text{Ext}^0_\varepsilon$.
6. $\text{Ext}^0_\varepsilon \geq D_s(p_{XMEY} \| p_Y \times p_{M|Y}) \geq D_s(p_{XYE} \| p_Y \times p_{MY|Y})$.

**Proof.** We will prove the inequalities in the order they appear in the Theorem.

1. In any one-way communication protocol $P$ with a shared randomness $S$, Alice produces a message $V \in V$ using $(X, S)$, and communicates this to Bob. Notice that for this choice of $V$ we have $Y - (X, S) - V$. Using the message $V$, shared randomness $S$ and his input $Y$, Bob outputs $M$ such that $\frac{1}{2} ||p_{XYM} - p_{XY}M|| \leq \varepsilon$ and $X - (Y, V, S) - M$. The total number of bits communicated by Alice to Bob is $C(P) = \log |V|$. The inequality now follows from the relation $D_{\infty}(p_{XSV} \| p_X \times p_S \times p_U) \leq \log |V|$ (as $p_{XS} = p_X \times p_S$) and the definition of $\text{Opt}_1^\varepsilon$. 
2. For the random variables $(X, Y, S, U)$ as defined in $\text{Opt}_1^\varepsilon$, we prove the following:

\[
\begin{align*}
D_\infty(p_{XSV||X,S,U}) & \triangleq D_\infty(p_{YXSV||YX,S,U}) \\
& = D_\infty(p_{YXSV||YX,S,U}) \\
& = \min_{S',V'} D_\infty(p_{YXSV||YX,S,U}) \\
& \geq \min_{S'} D_\infty(p_{YXSV||YX,S,U}) \\
& \geq \min_{P_{N|Y}} D_\infty(p_{YXSV||YX,S,U}) \\
& = \min_{P_{N|Y}} D_\infty(p_{YXSV||YX,S,U}) \\
& \varepsilon \geq \frac{1}{2} \|p_{XMY} - p_{XMY}|| \\
& \geq | \Pr_{p_{XMY}}(A) - \Pr_{p_{XMY}}(A)| \\
& \geq \Pr_{p_{XMY}}(A) - \Pr_{p_{XMY}}(A) \\
& \geq \Pr_{p_{XMY}}(A) - \delta \Pr_{p_{XMY}}(A) \\
& = (1 - \delta) \Pr_{p_{XMY}}(A)
\end{align*}
\]

Thus, we conclude that $\Pr_{p_{XMY}}(\neg A) \geq 1 - \frac{\varepsilon}{1 - \delta}$. This implies

\[
D_\infty(p_{XMY||YXSV}) \leq D_\infty(p_{XMY||YXSV}) + \log \frac{1}{\delta}.
\]

Combining with Equation (6), the item concludes.

3. This is a direct consequence of Theorem 9.

4. This is a direct consequence of Theorem 2.

5. Let $N$ be as obtained from the definition of $\text{BR}_\varepsilon^\varepsilon$. From Theorem 11 below, it holds that there exists a random variable $E$ such that $(X, Y, M, E)$ satisfies $Y - X - (M, E)$ and

\[
D_\varepsilon(p_{XMY||YXSV}) \geq D_\varepsilon(p_{XMY||YXSV}) - D_\varepsilon(p_{XME||YXSV}).
\]

This concludes the item.

6. Let $\alpha := D_\varepsilon(p_{XME||YXSV})$ and $\beta := D_\varepsilon(p_{XME||YXSV})$. Let $A \subseteq Y \times M \times \mathcal{E}$ be the set achieving the optimum for $\beta$. For every $(x, y, m, e) \in A$, we have

\[
p_{XMEY}(x, m, e, y) = p_{XMEY}(x, m, e, y) \leq 2^{-\alpha}p_{X|Y}(x)p_{Y}(y)p_{MU}(m, e) \leq 2^{\alpha - \beta}p_{X|Y}(x)p_{Y}(y)p_{MUE}(m, e)
\]

Moreover, $\Pr_{p_{XMEY}}(A) \geq 1 - \varepsilon$. Thus,

\[
D_\varepsilon(p_{XMEY||YXSV}) \leq \alpha - \beta.
\]

This completes the proof.

The following theorem shows that the information theoretic quantity obtained in Theorem 2 is upper bounded by the information theoretic quantity obtained in Theorem 9.

**Theorem 11.** Let $N$ be the optimal random variable appearing in the definition of $\text{BR}_\varepsilon^\varepsilon$. Then there exists a random variable $E$ such that $Y - X - (M, E)$ and

\[
D_\varepsilon(p_{XMY||YXSV}) \geq D_\varepsilon(p_{XME||YXSV}) - D_\varepsilon(p_{XME||YXSV}),
\]

where $U$ is uniformly distributed over the set over which the random variable pair $(M, E)$ take values.
Proof. The proof is divided in the following steps.

Construction of appropriate extension: Let $K$ be the smallest integer such that $K_p M_{X=x}(m)$ is an integer. This can be assumed to hold with arbitrarily small error. Further, let $E$ be a random variable taking values over the set $\mathcal{K} := \{1, \cdots, K\}$ and jointly distributed with $(X, M)$ as follows: for every $(m, e, x) \in \mathcal{M} \times \mathcal{K} \times \mathcal{X}$,

$$p_{XME}(x, m, e) := \begin{cases} \frac{p_x(x)}{K} & \text{if } e \leq K_p M_{X=x}(m), \\ 0 & \text{otherwise.} \end{cases} \quad (7)$$

It can be seen that the property $Y - X - (M, E)$ holds. Let $U$ be a uniform random variable distributed over the set $\mathcal{K} \times \mathcal{M}$. Now we can establish the following:

$$D_0^s(p_{XME} \parallel p_X \times p_U) \overset{a}{=} \max_{m,x,e} \log \frac{p_{XME}(x, m, e)}{p_X(x)p_U(u)}$$

$$= \log \frac{\mathcal{M} | K}{K} = \log |\mathcal{M}|, \quad (8)$$

where (a) follows from the definition of $D_0^s(p_{XME} \parallel p_X \times p_U)$; (b) follows from Equation (7) and the fact that $U$ is uniform over the set $\mathcal{K} \times \mathcal{M}$.

Lower bounding hypothesis testing relative entropy: For brevity, let

$$D^*_\infty := D_f^s(p_{YM} \parallel p_Y (p_X | Y \times p_N | Y)).$$

Define the following set

$$\mathcal{A} := \{(y, m, e) \in \mathcal{Y} \times \mathcal{M} \times \mathcal{K} : e \leq K 2^D^*_{\infty} p_N | Y = y(m)\} \quad (9)$$

We will prove the following

$$\Pr_{p_Y \times p_U} \{A\} = 2^{-(\log |\mathcal{M}| - D^*_\infty)}; \quad (10)$$

$$\Pr_{p_{YM} E} \{A\} \geq 1 - \varepsilon. \quad (11)$$

The theorem now follows from the definition of $D_f^H(p_{YM} E \parallel p_Y \times p_U)$ and Equations (8), (10), (11) as follows:

$$D_f^H(p_{YM} E \parallel p_Y \times p_U) \geq \log |\mathcal{M}| - D^*_\infty$$

$$= D_0^s(p_{XME} \parallel p_X \times p_U) - D^*_\infty$$

which leads to

$$D^*_\infty \geq D_0^s(p_{XME} \parallel p_X \times p_U) - D_f^H(p_{YM} E \parallel p_Y \times p_U).$$

Proof of Equation (10): Towards this notice the following

$$\Pr_{p_Y \times p_U} \{A\} = \sum_{(y, m, e) \in \mathcal{A}} p_Y(y)p_U(m, e)$$

$$= \sum_{y \in \mathcal{Y}} p_Y(y) \sum_{(m, e) : (y, m, e) \in \mathcal{A}} \frac{1}{|\mathcal{M}|K}$$

$$= \sum_{(y, m) \in \mathcal{Y} \times \mathcal{M}} p_Y(y)p_N | Y = y(m) \frac{K 2^D^*_\infty}{|\mathcal{M}|K}$$

$$= \frac{2^D^*_\infty}{|\mathcal{M}|}$$

$$= 2^{-(\log |\mathcal{M}| - D^*_\infty).}$$
Proof of Equation (11). Towards this we have the following:

\[ \Pr_{\text{PY ME}} \{ A \} = \sum_x p_X(x) \sum_{(y,m,e) \in A} p_{Y|X=x}(y) p_{ME|X=x}(m, e) \]

\[ \leq \sum_x p_X(x) \sum_y p_{Y|X=x}(y) \sum_m \frac{1}{K} \sum_{e \leq K_{p_{M|X=x}(m)}} \sum_{(y,m,e) \in A} p_{M|X=x}(m) \]

\[ \geq \sum_{(x,y)} p_{X|Y}(x, y) \sum_{m: p_{M|X=x}(m) \leq 2^{D^*_\infty} p_N|Y=y(m)} \sum_{e \leq K_{p_{M|X=x}(m)}} \]

\[ \leq 1 - \varepsilon, \]

where a follows from Definition (7), b follows because for every \( x \)

\[ \{ (y, m, e) : p_{M|X=x}(m) \leq 2^{D^*_\infty} p_N|Y=y(m) \text{ and } e \leq K_{p_{M|X=x}(m)} \} \subseteq A, \]

and c follows from the definition of \( D^*_\infty \). This completes the proof.
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A Deferred proofs

Proof of Fact 5: Let \( c := D'_r(p_{XM} \parallel p_{X} \times p_W) \). Define,

\[
\text{Good} := \left\{(x, m) : \frac{p_{XM}(x, m)}{p_X(x)p_W(m)} \leq 2^c \right\}.
\]

This implies (from definition of \( c \)) that \( p := \Pr\{(X, M) \in \text{Good}\} \geq 1 - \varepsilon \). Let us define joint random variables \((X', M')\) as follows:

\[
p_{X'M'}(x, m) = \begin{cases} 
\frac{p_{XM}(x, m)}{p} & \text{if } (x, m) \in \text{Good}, \\
0 & \text{otherwise}.
\end{cases}
\]

We note that,

\[
\forall (x, m) : \frac{p_{X'M'}(x, m)}{p_{X}(x)p_{W}(m)} \leq \frac{2^c}{p} \quad \text{and} \quad p_{X'}(x) \leq \frac{p_{X}(x)}{p}.
\]

Let us construct joint random variables \((J', X', M'_1, \ldots, M'_{2R})\) from \((X', M')\) in a similar fashion as we constructed joint random variables \((J, X, M_1, \ldots, M_{2R})\) from \((X, M)\). We note that,

\[
\|p_{X'M'_1 \ldots M'_{2R}} - p_{XM_1 \ldots M_{2R}}\| = \|p_{XM} - p_{X'M'}\| \leq 4\varepsilon. \tag{13}
\]

Consider,

\[
D \left(p_{X'M'_1 \ldots M'_{2R}} \parallel p_{X} \times p_{W_1} \times \cdots \times p_{W_{2R}}\right)
\]

\[
\leq \frac{a}{2R} \sum_{j=1}^{2R} \left( D \left(p_{X'M'_j} \parallel p_{X} \times p_{W_j}\right) - D \left(p_{X'M'_j} \times p_{W_1} \times \cdots \times p_{W_{j-1}} \times p_{W_{j+1}} \times \cdots \times p_{W_{2R}} \parallel p_{X'M'_1 \ldots M'_{2R}}\right) \right)
\]

\[
\leq \frac{b}{2R} \sum_{j=1}^{2R} \left( D \left(p_{X'M'_j} \parallel p_{X} \times p_{W_j}\right) - D \left(p_{X'M'_j} \parallel \frac{1}{2R} p_{X'M'_j} + \left(1 - \frac{1}{2R}\right) p_{X'} \times p_{W_j}\right) \right)
\]

\[
\leq \log \left(1 + \frac{2^c}{2R}\right) + \log \frac{1}{p}
\]

\[
\leq 4\varepsilon,
\]

where (a) follows from Fact 1, (b) follows from Fact 2 and (c) follows from Equation 12 and (d) follows since \(\log(1 + x) \leq x\) for all real \(x\) and from choice of \(R\). From Fact 3 we get,

\[
\|p_{X'M'_1 \ldots M'_{2R}} - p_{X} \times p_{W_1} \times \cdots \times p_{W_{2R}}\| \leq 2\sqrt{\varepsilon}.
\]
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This along with Equation (13) and the triangle inequality for $\ell_1$ distance gives us the desired.

**Proof of Fact 5**: Define,

$$ c_1 := D^x_s(p_{X|MN}||p_X \times p_{UV}), c_2 := D^y_s(p_{X|M}||p_X), c_3 := D^z_s(p_{XN}||p_X \times p_Y), $$

Good_1 := \{ (x, m, n) : \frac{p_{X|MN}(x, m, n)}{p_X(x) p_U(m) p_Y(n)} \leq 2^{c_1} \},

Good_2 := \{ (x, m, n) : \frac{p_{X|M}(x, m)}{p_X(x) p_U(m)} \leq 2^{c_2} \},

Good_3 := \{ (x, m, n) : \frac{p_{X|N}(x, n)}{p_X(x) p_V(n)} \leq 2^{c_3} \},

Good := Good_1 \cap Good_2 \cap Good_3.

This implies (from definitions of $c_1, c_2, c_3$) that $p := \Pr \{ (X, M, N) \in Good \} \geq 1 - 3\varepsilon$. Let us define joint random variables $(X', M', N')$ as follows:

$$ p_{X'M'N'}(x, m, n) = \begin{cases} \frac{p_{X|MN}(x, m, n)}{p_X(x) p_U(m) p_Y(n)} & \text{if } (x, m, n) \in \text{Good}, \\ 0 & \text{otherwise}. \end{cases} $$

We note that $\forall (x, m, n) :$

$$ \frac{p_{X'M'}(x, m)}{p_X(x) p_U(m)} \leq 2^{c_1} p, \quad \frac{p_{X|N'}(x, n)}{p_X(x) p_V(n)} \leq 2^{c_2} p, \quad \frac{p_{X'}(x)}{p_X(x)} \leq 2^{c_3} p. \quad (14) $$

Let us construct joint random variables $(J', K', X', M'_1, \ldots, M'_{2^R_1}, N'_1, \ldots, N'_{2^R_2})$ from $(X', M', N')$ in the same way as we constructed $(J, K, X, M_1, \ldots, M_{2^R_1}, N_1, \ldots, N_{2^R_2})$ from $(X, M, N)$. We note that,

$$ \|p_{X'M'_1 \ldots M'_{2^R_1} N'_1 \ldots N'_{2^R_2}} - p_{X'M_1 \ldots M_{2^R_1} N_1 \ldots N_{2^R_2}}\| = \|p_{X|MN} - p_{X'|M'|N'}\| \leq 12\varepsilon. \quad (15) $$

For notational convenience let us define,

$$ \forall j \in [2^R_1] : \quad p_{U_{-j}} := p_{U_1} \times \ldots \times p_{U_{j-1}} \times p_{U_{j+1}} \times \ldots \times p_{U_{2^R_1}}, $$

$$ \forall k \in [2^R_2] : \quad p_{V_{-k}} := p_{V_1} \times \ldots \times p_{V_{k-1}} \times p_{V_{k+1}} \times \ldots \times p_{V_{2^R_2}}, $$

$$ q_{X'|M'|N'} := \frac{1}{2^{R_1 + R_2}} p_{X'|M'|N'_k} + \frac{1}{2^{R_1}} \left(1 - \frac{1}{2^{R_2}} \right) p_{X'|M'|N_k} \times p_{V_k} \times p_{U_j} \times p_{V_k} + \left(1 - \frac{2^{R_1} + 2^{R_2} - 1}{2^{R_1 + R_2}} \right) p_{X'} \times p_{U_j} \times p_{V_k}. $$

Consider,

$$ D \left( p_{X'M'_1 \ldots M'_{2^R_1} N'_1 \ldots N'_{2^R_2}} || p_X \times p_U \times \ldots \times p_{U_{2^R_1}} \times p_{V_1} \times \ldots \times p_{V_{2^R_2}} \right) $$

$$ = a \frac{1}{2^{R_1 + R_2}} \sum_{j,k} D \left( p_{X'|M'|N'_k} || p_X \times p_{U_j} \times p_{V_k} \right) - D \left( p_{X'|M'|N'_k} \times p_{U_{-j}} \times p_{V_{-k}} || p_X \times p_{U_{2^R_1}} \times p_{V_{2^R_2}} \right) $$

$$ \leq b \frac{1}{2^{R_1 + R_2}} \sum_{j,l} D \left( p_{X'|M'|N'_l} || p_X \times p_{U_j} \times p_{V_k} \right) - D \left( p_{X'|M'|N'_l} || q_{X'|M'|N'} \right) $$

$$ \leq \log \left( 1 + \frac{2^{c_1}}{2^{R_1 + R_2}} + \frac{2^{c_2}}{2^{R_1}} + \frac{2^{c_3}}{2^{R_2}} \right) + \log \frac{1}{p} $$

$$ \leq d \leq 9\varepsilon, $$

where (a) follows from Fact 1, (b) follows from Fact 2, (c) follows from Equation (14) and (d) follows since $\log(1 + x) \leq x$ for all real $x$ and from choice of parameters. From Fact 3 this implies

$$ \|p_{X'M'_1 \ldots M'_{2^R_1} N'_1 \ldots N'_{2^R_2}} - p_{X'} \times p_{U_1} \times \ldots \times p_{U_{2^R_1}} \times p_{V_1} \times \ldots \times p_{V_{2^R_2}}\| \leq 3\sqrt{\varepsilon}. $$
This along with Equation \((15)\) and the triangle inequality for \(\ell_1\) distance gives us the desired.

**Proof of Fact 7:** Let \(\mathcal{A} \subseteq \mathcal{Y} \times \mathcal{M}\) be such that \(\Pr_{p_{YM}} \{\mathcal{A}\} \geq 1 - \varepsilon\), and
\[
c := D_H(p_{YM} \| p_Y \times p_M) = -\log \Pr_{p_Y \times p_M} \{\mathcal{A}\}.
\]

Define \(J'\) to be the first index in \([2^{|R|}]\) such that \((Y, M_{J'}) \in \mathcal{A}\). For the arguments below, let us condition on the event \(J = j\) for some fixed \(j \in [2^{|R|}]\). Consider,
\[
\Pr\{J' \neq j\} \leq \Pr\{(Y, M_j) / \in \mathcal{A}\} + \Pr\{(Y, M_{j'}) \in \mathcal{A}\text{ for some }j' \neq j\}
\]
\[
\leq \varepsilon + 2^{|R|} \cdot 2^{-c} \leq \varepsilon + \delta.
\]
Therefore,
\[
\Pr\{J \neq J'\} = \sum_{j \in [2^{|R|}]} \Pr\{J = j\} \cdot \Pr\{J' \neq j \mid J = j\} \leq \varepsilon + \delta.
\]

**Proof of Fact 8:** For \(i \in \{1, 2, 3\}\), let \(\mathcal{A}_i \subseteq \mathcal{M} \times \mathcal{N}\) be such that \(\Pr_{p_{MN}} \{\mathcal{A}_i\} \geq 1 - \varepsilon\), and
\[
c_1 := D_H(p_{MN} \| p_U \times p_N) = -\log \Pr_{p_U \times p_N} \{\mathcal{A}_1\}
\]
\[
c_2 := D_H(p_{MN} \| p_M \times p_V) = -\log \Pr_{p_M \times p_V} \{\mathcal{A}_2\}
\]
\[
c_3 := D_H(p_{MN} \| p_U \times p_V) = -\log \Pr_{p_U \times p_V} \{\mathcal{A}_3\}.
\]

Let \(\mathcal{A} := \mathcal{A}_1 \cap \mathcal{A}_2 \cap \mathcal{A}_3\). Define \((J', K')\) to be the first pair of indices (in lexicographic order) in \([2^{|R_1|}] \times [2^{|R_2|}]\) such that \((M_{J'}, N_{K'}) \in \mathcal{A}\). For the arguments below, let us condition on the event \((J, K) = (j, k)\) for some fixed \((j, k) \in [2^{|R_1|}] \times [2^{|R_2|}]\). Consider,
\[
\Pr\{(J', K') \neq (j, k)\} \leq \Pr\{(M_j, N_k) \notin \mathcal{A}\} + \Pr\{(M_{j'}, N_{k'}) \in \mathcal{A}\text{ for some } (j', k') \neq (j, k)\}
\]
\[
\leq 3\varepsilon + 2^{|R_1|} \cdot 2^{-c_1} + 2^{|R_2|} \cdot 2^{-c_2} + 2^{|R_1| + |R_2|} \cdot 2^{-c_3} \leq 3\varepsilon + 3\delta.
\]
Therefore,
\[
\Pr\{(J, K) \neq (J', K')\} = \sum_{(j, k) \in [2^{|R_1|}] \times [2^{|R_2|}]} \Pr\{(J, K) = (j, k)\} \cdot \Pr\{(J', K') \neq (j, k) \mid (J, K) = (j, k)\} \leq 3\varepsilon + 3\delta.
\]