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Few-shot learning (FSL) has emerged as an effective learning method and shows great potential. Despite the recent creative works in tackling FSL tasks, learning valid information rapidly from just a few or even zero samples remains a serious challenge. In this context, we extensively investigated 200+ FSL papers published in top journals and conferences in the past three years, aiming to present a timely and comprehensive overview of the most recent advances in FSL with a fresh perspective and to provide an impartial comparison of the strengths and weaknesses of existing work. To avoid conceptual confusion, we first elaborate and contrast a set of relevant concepts including few-shot learning, transfer learning, and meta-learning. Then, we inductively extract prior knowledge related to few-shot learning in the form of a pyramid, which summarizes and classifies previous work in detail from the perspective of challenges. Furthermore, to enrich this survey, we present in-depth analysis and insightful discussions of recent advances in each subsection. What is more, taking computer vision as an example, we highlight the important application of FSL, covering various research hotspots. Finally, we conclude the survey with unique insights into technology trends and potential future research opportunities to guide FSL follow-up research.
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1 INTRODUCTION

Recent advances in hardware and information technology have accelerated the interconnection of billions of devices in various IoT-enabled application domains. Smart and adaptive devices are increasingly deployed in critical infrastructures such as health, transportation, industrial production, environmental detection, and home automation. The massive number of terminal devices have been generating a huge amount of data every hour and moment. In the cloud-based service architecture, these data need to be sent back to the data center for central processing and storage. Although the total quantity of generated data at the edge is very large, the volume of every dataset generated by a single device or a single scene is extremely scarce. Traditional data-driven and domain-specific algorithms do not perform well in FSL settings. To this end, numerous research has been conducted in exploring effectual learning paradigms based on few samples or even cross-domain scenarios. Few-shot learning (FSL), as well as meta-learning, have inevitably emerged as a promising method to address such issues. However, how to effectively introduce prior knowledge that can be quickly generalized on new tasks with only a small amount of data remains the greatest challenge.

Empirically, the data distribution in real-world scenarios often has long-tail effects. It is difficult to generalize the same model across different data distributions when there is rarely any data. Taking the industrial inspection for smart manufacturing as an example, poor generalization has become one of the critical challenges that largely affect the performance of their intelligent models, particularly with dynamic changes in lighting conditions and scarce defect samples. In fact, similar problems involve some high cost and privacy scenarios. In the field of cosmic ray discovery, researchers hope to find high-energy cosmic rays that carry a particular message from the thousands of cosmic rays. The entire process is time-consuming, can take more than a decade, and is costly. Nowadays, few-shot learning is active in all walks of personal life, involving credit fraud [1], ticket identification [2], intent recognition [3], cold start recommendation [4], and gesture recognition [5]. Table 1 provides a summary of application scenarios and main challenges of FSL.

To address these issues more effectively, numerous creative works have been proposed. Wang et al. [6] conduct an extensive investigation on how to minimize empirical risk, including data, models, and algorithms. In our survey, from the level of abstraction of prior knowledge, we represent the work of FSL as data level, feature level, task level, and multimodal level. In contrast to the previous discussion on how to minimize empirical risk, our survey focuses on prior knowledge itself and attempts to refine the abstraction levels of prior knowledge from the perspective of challenges. The data level is the lowest level, which mainly aims to increase the data diversity as much as possible by transforming metric functions or directly generating new data. The feature level is the second level, which can be used as the basic statistical knowledge of a domain between the data and the corresponding labels. The task level is the third level, which is independent of specific data and domains and accomplishes the mapping from seen to unseen tasks by customizing the learning paradigm. Finally, the multimodal level is the highest level of the prior knowledge in FSL. It can address a certain type of challenges using multiple data sources including images, text, and audio in a generalized way. The multimodal level is expected to be the ultimate path to end the FSL issues.

Correspondingly, different levels of prior knowledge face multiple challenges. At the data level, the data volume is too scarce, so models can not accurately evaluate the true data distribution by relying on only one or few shot samples. At the feature level, models are trained with large-scale base datasets. If the base dataset and support dataset exist clear domain gap, then the feature level may learn an inconsistent representation space that misguides the parameter updates. At the
Table 1. A Summary of Application Scenarios as Well as Main Challenges of FSL

| Scenarios                        | Industry                | Issues                                      |
|----------------------------------|-------------------------|---------------------------------------------|
| Quality Inspection Line          | Smart Manufacturing     | Scarcity of sample space                    |
| High Energy Cosmic Ray Detection| Air & Space             | Differences in domains distribution         |
| Drug Toxicity Discovery          | Chemical                | Scarcity of sample space                    |
| Credit Fraud                     | Finance                 | Scarcity of sample space                    |
| Ticket Identification            | Optical Character Recognition | Sample distribution in local space          |
| Intent Recognition               | Natural Language Processing | Scarcity of sample space                  |
| Cold Start Recommendation        | Recommendation          | Scarcity of sample space                    |
| Gesture Recognition              | Action Recognition      | Differences in domains distribution         |

Table 2. A List of Key Acronyms

| NOMENCLATURE                     |
|----------------------------------|
| **Full Form**       | **Abbreviation** | **Full Form**       | **Abbreviation** |
| Artificial Intelligence        | AI               | Few-Shot Learning   | FSL             |
| Deep Learning                  | DL               | Machine Learning    | ML              |
| Zero-Shot Learning             | ZSL              | One-Shot Learning   | OSL             |
| Neural Architecture Search     | NAS              | Convolutional Neural Network | CNN         |
| K-NearestNeighbor              | KNN              | Support Vector Machine | SVM          |
| Nearest Centroid Classifier    | NCC              | Graph Neural Network | GNN             |
| Variational Auto Encoders      | VAE              | Few-Shot Object Detection | FSOD        |
| Long Short-Term Memory         | LSTM             | Data Augmentation   | DA              |
| Few-Shot Cross-Domain          | FSCD             | Contrast Learning   | CL              |
| Language Model                 | LM               | Prompt Tuning       | PT              |

So far, several existing surveys have investigated few-shot learning from different perspectives. Shu et al. [7] divide few-shot learning into experience learning and concept learning. Lu et al. [8] classify few-shot learning into generative models and discriminant models. Recently, Wang et al. [6] investigate the minimization of empirical risk and define the few-shot learning in terms of experience $E$, task $T$, and performance $P$. The whole taxonomy is based on optimizing the parameter space. To our best knowledge, no paper has yet provided a taxonomy from the perspective of prior knowledge itself. In line with the levels of abstraction of prior knowledge, our survey tries to summarize each level separately in detail from the perspective of challenges. Logically, data, model, and algorithm are three parallel aspects that play different roles in parameter updating. Instead, the level of prior knowledge itself is hierarchically progressive. By summarizing the challenges of different levels, readers can better grasp the motivation and principle behind the FSL. A list of key acronyms used in this article is summarized in Table 2.
1.1 Organization of the Survey

The remainder of this survey is organized as follows: Section 2 provides an overview of FSL, comparatively analyzing machine learning, meta-learning, and transfer learning along with a summary of current variants of FSL and challenges. In addition, to address the obstacles systematically, in this section, we demonstrate an innovative taxonomy to classify the existing FSL-related works. Section 3 to Section 6 present a systematic investigation of current mainstream research from the perspective of challenges in FSL and provide a comparative analysis from various aspects. With this taxonomy, a discussion and summary are provided at the end of each section. Section 7 takes computer vision as an example, counting the latest progress of FSL in representative tasks. Section 8 explores the current challenges faced by FSL and how to seek breakthroughs in each branch. The overall outline of this article is shown in Figure 1.

The main contributions of this survey can be summarized as follows:

- We start with the edge computing scenario, in which the FSL challenges arise, explaining and clarifying several analogous concepts that are easily confused. This will be beneficial to help readers establish the relationship between few-shot learning, transfer learning, and meta-learning.
- We comprehensively investigate the FSL-related work from the perspective of prior knowledge itself through knowledge graphs. With this taxonomy, we divide the FSL work into four levels according to the abstraction of prior knowledge, where the highest level is multimodal, and the first, second, third are data level, feature level, and task level, respectively.
- We investigate an adequate number of papers in recent three years and summarize the main achievements of FSL involving a wide range of benchmark datasets and tasks. Notably, we also provide a cutting-edge insightful discussion at the end of each section.
- Finally, in response to these challenges in line with the taxonomy, we discuss the current hot directions of FSL development and make recommendations in each potential area. We aim to inspire readers on how to find breakthroughs based on existing work and jointly promote FSL in a more practical direction.
2 CONCEPTS AND PRELIMINARIES

As a branch of machine learning, FSL aims to address new tasks with scarce data settings. What is FSL, and how does it relate to traditional machine learning, transfer learning, and meta-learning? What are the issues of the existing FSL variants? What is the benchmark dataset of FSL in computer vision and natural language processing? In this section, we will resolve the obstacles to FSL for readers by answering these questions.

2.1 What Is Few Shot Learning?

The concept of FSL is inspired by the robust reasoning and analytical capabilities of humans. In 2020, Wang et al. [6] give a standard definition through experience (E), task (T), and performance (P) of machine learning: A computer program is said to learn from experience E with respect to some classes of task T and performance measure P if its performance can improve with E on T measured by P. It is worth mentioning that E in FSL is very scarce. Relevant neural scientific evidence [9] has proved that innate human abilities are related to various memory systems, including parametric slow learning neocortical systems and non-parametric fast hippocampal learning systems, which correspond to FSL’s data-based slow learning and feature-based fast learning, respectively.

Currently, theoretical research on FSL mainly focuses on domain adaption [10] and probably approximately correct (PAC) [11]. In common machine learning tasks, it is assumed that the real data X obeys a distribution D. Normally, we can get sufficient samples x_1, x_2, and x_3 so the model can map the parameter space $H^{all}$ to be as consistent as possible with the target concept $h^*$ by minimizing the approximation error. As for the parameter space $H^{few}$ of FSL, Yang et al. [12] explain the mean and variance of FSL data distribution are inaccurate due to few samples being a very small subset of the total dataset. But similar classes usually have similar means and variances. Figure 2 illustrates the estimation and approximation error for FSL in PAC. In this figure, $h^{meta}$ is the optimal initialization point searched by meta-learning, $h^{few}$ is the optimization goal based on the $H^{few}$ space, $h^{few} - h^*$ is the approximation error, and $h^{few} - h$ is the estimation error. Theoretical evidence [13] proves that the difference between estimation and approximation error is less than a value with some probability. In conclusion, constrained parameters mapping space, uncertainty optimization path, and poor initialization state all lead to poor model performance. FSL tasks are typically represented with the N-way-K-shot. The number of samples per class has a significant impact on the model performance [14]. As the sample size increases, the improvement of model performance will decrease, the sensitivity of estimation error to intra-class variance bias will decrease, and the approximation error to inter-class variance bias will increase.
In line with the taxonomy, FSL still exists many challenges, which are generated from various levels of prior knowledge. In this section, we illustrate in detail the challenges of FSL that are still not well addressed:

- **Inaccurate data distribution assessment**: In FSL, it is difficult to label a large amount of semi-supervised dataset due to costs, ethical, legal, or other reasons. Relying on only a few samples may produce biases in estimating the true data distribution, which is harmful to some tasks. At the data level, maximizing the exploration of data distributions with scarce information is the most significant challenge.

- **Feature reuse sensitivity**: Through accumulating large-scale data-label domain knowledge, transfer learning easily obtains feature-level prior knowledge with the pre-trained model. However, as far as cross-domain FSL is concerned, the pre-trained feature extractor does not have sufficient generalization, which leads to misguidance for unseen tasks.

- **Generality of future tasks**: As represented by meta-learning and episodic training, task-level methods enable dual sampling of data and tasks and map from seen tasks to unseen tasks as quickly as possible. Nevertheless, meta-learning has recently been shown to be effective only when training and testing tasks are similar enough. Moreover, meta-learning is highly dependent on network structure under various domains in the real world.

- **Effectiveness of multimodal information fusion**: Multimodal learning enables interactions with the environment such as image, text, and audio. It has shown strong generality integrating image embedding and text vector. A parametric multimodal pre-trained model can easily address various downstream tasks. However, how to embed texts, images, and other messages into the same space with minimal loss is still the core challenge of multimodal FSL.

### 2.2 How Does Few-shot Learning Relate to Traditional Machine Learning?

Traditional machine learning is a data-hungry method. It uses large-scale datasets as input, and its inference is based on statistical results extracted from historical prior knowledge. Nowadays, the burgeoning of 5G provides massive connectivity for millions of end devices, enabling the interconnection of everything. The total size of data generated by terminal devices is huge, but the single dataset is extremely scarce. Hence, traditional ML does not perform well in FSL data settings. To this end, FSL emerges and provides a promising way to handle data scarcity scenarios.

In recent years, the research on FSL has been extensively conducted and has achieved significant progress. Figure 3 exhibits the statistics of paper publications and citations related to FSL. From 2014 to 2017, the number of publications per year did not exceed 50. During this period, almost all work still focused on pre-training and fine-tuning. Since 2018, with the advent of metric learning and episodic training of meta-learning, extensive work has been completed based on various baselines of metric learning and meta-learning and achieved competitive performance in FSL. Up to now, the 5-way-1-shot task has achieved 95.3% accuracy, and the 5-way-5-shot task has achieved 98.4% in mini-ImageNet few-shot classification tasks. Figure 5 provides a knowledge map covering the hot research topics and cutting-edge developments in the field of FSL, including but not limited to zero-shot learning, one-shot learning, transfer learning, meta-learning, and multitask learning. Note that computer vision with predominant green color is the most active research field.

FSL is just a specialized setting of machine learning, which is difficult to obtain enough valid data in fragmented scenarios. In FSL episodic training, the input of the model is generally given in the tasks. Through continuously collecting related tasks, FSL is enabled to measure the similarity between support-query pairs. When the model faces an unseen task, a good initialization can be quickly accomplished with just a few iterations. Compared to traditional machine learning,
it requires optimization through a specific loss function based on large-scale base datasets. In conclusion, no matter FSL or traditional machine learning, both of them are just tools to produce algorithms that eventually serve to fit their respective application scenarios.

2.3 How Does Few-shot Learning Relate to Transfer Learning?

Transfer learning imitates the thought processing of the human brain; whereby, after addressing a problem, a better, faster solution is generated when a new, related problem arrives. Contrasted to transfer learning, the limited amount of training data, domain variations, and task modifications make FSL more challenging. There are many variants of FSL, including one-shot learning (OSL), zero-shot learning (ZSL), and cross-domain few-shot learning. These variants are considered special cases of transfer learning in terms of sample size and domain learning.
The three-step training involved in meta-learning includes:

1. **Stage 1**: Find the learning algorithm. It can produce specific function.
2. **Stage 2**: Define loss function using tasks.
3. **Stage 3**: Find parameter that can minimize loss function.

### One-Shot Learning
One-shot learning has one available sample per class in the support dataset. The model only needs to answer yes or no based on the support set. In fact, one-shot learning does not classify the data specifically, but simply makes a cluster to learn the similarity metric function.

### Zero-Shot Learning
Zero-shot learning considers a more extreme case extending FSL. In the absence of any support samples, zero-shot learning completely relies on semantic features as a bridge to infer the unseen samples. Zero-shot learning represents the raw data using high-dimensional semantic features instead of low-dimensional pixels feature. One-shot learning and FSL can be regarded as special zero-shot learning.

### Cross-Domain Few-shot Learning
Cross-domain few-shot learning combines the challenges of transfer learning and FSL. Due to the existence of domain gaps, the intersection of classes in the source and target domains is empty. In addition, the number of samples in the target domain is extremely scarce.

### How Does Few-shot Learning Relate to Meta Learning?

Meta-learning is a general paradigm that provides episodic training. Figure 6 illustrates the three-step training involved in meta-learning [17]. It focuses on improving generalization for unseen tasks with the assistance of prior knowledge. If the prior knowledge is used to assist the model in learning on a specific task, then meta-learning can be regarded as a variant of FSL. Meta-learning is not equivalent to FSL. FSL is more of an ultimate goal that aims to achieve robust representations without relying on large-scale datasets. Through dual sampling of data and task space, meta-learning is enabled to construct a large number of auxiliary tasks related to unseen tasks. Even if some work does not involve meta-learning, it is likely to improve performance if episodic training can be considered, such as meta reinforcement learning [18, 19], meta video detection [20], and so on.

Nevertheless, meta-learning has its own limitations: when the training and testing tasks exist obvious domain gap, meta-learning rarely initializes parameter weights. In addition, meta-learning is highly dependent on the structure of the network and needs to be redesigned for widely varying tasks. In spite of this, meta-learning is still one of the most effective methods to address FSL issues.

### Datasets

Before the FSL benchmark dataset was presented, most of experiments use a wide variety of datasets in N-way-K-shot tasks to evaluate the performance of FSL models. However, several simple datasets cannot reflect the complexity of the real world. Through 20 years of development, FSL
benchmark datasets have completed the transition from single-domain, single-dataset to cross-domain, and multi-dataset. Table 3 summarizes these datasets in a variety of dimensions. Taking it a step further, in Figure 4, we choose computer vision tasks to present the state-of-the-art during 2019–2022. If the benchmark dataset involves multiple datasets, then we calculate the average accuracy of report results. Except for the Meta-Dataset [21] and BSCD-FSL [22], all other benchmark datasets were evaluated using 5-way-1-shot. It is clear that mini-ImageNet [23] and CIFAR-FS [24] few-shot image classifications are relatively well addressed. But several cross-domain image classification tasks, especially non-natural scenarios, are still in the exploration stage. The best result achieved by the RDC-FT [25] is only 53.13%, which is clearly below the human level.

In natural language processing, FewGLUE_64_labeled [26] is a collection of natural language tasks in English, including text inference, textual entailment, sentiment analysis, and semantic similarity, whose corpus consists of individual sentences. Recently, FewCLUE [27] has become the official benchmark in the Chinese language, including IFLYTEK (long paper classification), CLUEWSC (pronoun disambiguation), CSL (paper keyword recognition), CSLDCP, and other tasks. The human performance on FewCLUE [27] is an average of 82.49%. However, the model’s best performance [28] is only 54.34%. The results indicate that FSL still has great potential for improvement in natural language processing.

### 2.6 Taxonomy

In line with the modality of prior knowledge, FSL work can be clearly divided into a unimodal learning stage and a multimodal learning stage. In the unimodal learning stage, our survey further abstracts the prior knowledge in data, features, and task levels. Figure 7 vividly demonstrates the FSL’s taxonomy under the abstract of prior knowledge in the form of the pyramid.

- **Data Level**: Data level is mainly used to evaluate the true data distribution by increasing the number of features or samples. The most direct method is to generate additional data
Fig. 7. The entire taxonomy is presented in the form of a pyramid. The bottom level represents the “cloud-edge-terminal” edge computing scenario, which is characterized by few-shot real-time computation under high traffic. Based on this, the challenges of FSL are classified into four levels according to the degree of integration of the prior knowledge.

Based on semantic space [43] or label the similar auxiliary labeled datasets [44]. As for semi-supervised datasets, contrast learning [45, 46] and latent augmentation [45] are effective representations frameworks.

- **Feature Level**: Feature level is mainly used to build a data-to-label mapping from support set to query set. A good feature embedding is essential for extracting discriminative representations. Most pre-training and fine-tuning work need to apply with effective regularisation. In addition, if maximizing the retaining parameters of the pre-trained model, then prompt-tuning largely breaks the constraint of the data by giving some manual prompts to the model.

- **Task Level**: Task-level is mainly used to refine parameters in the task space, including model parameters and meta-learned parameters. Distinguishing multi-task learning, meta-learning tries to learn prior knowledge from related tasks without expanding the learned parameters or sacrificing efficiency at inference. Meta-learning, metric learning, and graph neural networks are the dominant methods during this processing.

- **Multimodal Level**: Multimodal level enables text, visuals, and other messages to be embedded in the same space with minimal loss. With the assistance of language models, images also could be embedded in the form of patches. Multimodal learning contains a wealth of knowledge that leads FSL to enter the area of multimodal large models + small samples.

3 DATA LEVEL: EVALUATE THE TRUE DATA DISTRIBUTION WITH MAXIMUM PROBABILITY

**Few-shot learning (FSL)** aims to learn new categories with a few or even zero samples per class. In real-world FSL tasks, the number of samples used for training is always limited due to privacy, collection, and labeling costs. To address the data scarcity, a direct way is to increase the number of samples available. In our survey, we continue to follow the abstraction of prior knowledge level and subdivide data augmentation into data expansion and feature expansion.

3.1 Data Expansion

Data expansion is mainly adding new available data to original training dataset, either as generated pseudo-labeled data based on unlabelled data [45, 47, 48] or transform on original dataset data.
Fig. 8. Data expansion includes applying transformation rules directly on the training set, learning transformation rules from other semi-supervised datasets, or selecting suitable samples from similar semi-supervised datasets.

Fig. 9. Feature augmentation is mainly performed with the assistance of unlabelled query sets and semi-supervised reference datasets, with discriminative feature representation on the feature space.

[43, 49, 50]. Figure 8 summarizes methods to expand the dataset on FSL data augmentation. When a sufficient dataset is available, FSL is expected to regress to the machine learning paradigm so all machine learning techniques can be used to solve FSL problems.

Among them, the most widely used method is to transform various rules on the image involving flipping, Gaussian blurring, cropping, scaling, and so on [51]. Furthermore, References [52] and [53] combine these simple sub-strategies named auto data augmentation. However, pixel information has limited improvement for FSL. Several works attempt to superimpose semantic information [54], complement areas of erasure regions [55], and transform inter-class or intra-class variation [56]. An early work [57] is using the Hausdorff distance metric in similar classes. Later on, References [58–60] use auto-encoders to capture linear or non-linear changes in class attributes, such as spatial and appearance. As far as natural language processing, data expansion mainly includes simple back-translation, word replacement, paraphrasing, and belief state annotations [50].

No matter image or text, the corresponding labels assign the original labels. Recently, inversion label [61] could also be found the performance will be improved on special tasks.

Compared to generating more diverse samples on the original dataset, a better direction is to introduce a large amount of unlabelled datasets. In gesture recognition, T. Pfister et al. [62] first co-train a similar gesture in a large library of unlabelled gestures. However, in many other cases, the model cannot complete the selection of unlabelled data at once. The whole process requires constant training, inference, and addition. Specifically, Wu et al. [63] selected labeled data as the initial model, Wang et al. [64] trained with both labeled and unlabelled data together, and Reference [65] defines unlabelled data and its nearest labeled neighbors in the same metric space by loss distribution. However, if there exists a domain transfer between unlabelled and labeled data, then the generated pseudo-labels may bring the noise from the target class. An earlier work [66] modeled this relationship as two generators, one for mapping large samples to small samples and another for mapping small samples to large samples. Much work has been used to generate better pseudo labels, including fusing data distributions [67], contrast learning [45], and embedding augmentation [45].

In addition to the unlabelled datasets, the query sets can also be trained together in FSL, which is named transductive few-shot learning [68]. By adding test data in the training stage, more discriminative global representation features can be obtained. STARTUP [46] proposes to train the model with contrast loss functions on unlabelled query datasets, and the clustering of the model results as a label for these unlabelled query datasets. If inter-domain differences are large, then it may be suboptimal to use a fixed pre-trained model. Islam et al. [69] discard the contrast loss function and
use dynamic distillation to learn a better representation of the target domain. Currently, FSL based on transductive learning is tightly integrated with the meta-learning task, and more work will be introduced in later sections.

3.2 Feature Augmentation

Feature augmentation is a higher level of data augmentation and focuses on a series of feature transformations. Figure 9 summarizes the main methods in the feature space. In feature augmentation, samples are passed through the feature extractor and the valid feature is further compressed into texture, position, or attributes. Laso [70] is an early and representative work. Due to each sample having multiple labels, more related samples can be generated in the hidden space by defining the intersection and difference sets of the feature space. PFEMed [71] concatenates pre-trained general features with specific features to further enhance the semantic information of FSL features. Chen et al. [72] propose to add a set of reference images, which consists of many pairs of images of the same category. The features of the reference pairs are subtracted or added in the embedding space. It not only enriches diversity but also introduces reference features. In addition, AFHN [73] explores the use of conditional generative adversarial networks to produce a greater variety of recognition features. Recently, an assumption [12] is made that, when the base class and new class are semantically similar, the means and variances could be shared to a large extent. The mean and variance of the base class could correct the new class data distribution. Furthermore, Xu et al. [44] propose a framework for decomposing the variance in the dataset, where one represents the intra-class variance and others represent the embedding of the discriminative information. By repeated sampling, the intra-class variance can be added to the discriminative features. In this way, the features are learned to the maximum extent while maintaining a large intra-class variance.

3.3 Discussion and Summary

To maximize the evaluation of the real data distribution of FSL settings, several hypotheses have emerged. When the training and test domains are similar, a reasonable range of data is generated in the test domain using the mean and variance of the training domain. When the training and test domains are not similar enough, one approach is to introduce unlabelled dataset from the test domain, and another approach learns the intra-class or inter-class variance of the training domain to generate or transform new samples based on original data. Table 4 summarizes the methods in different dimensions, including whether the query set was used and whether additional labeled or unlabelled data were used. Table 5 provides a fair performance comparison of representative methods at the data level, where the methods are classified into two groups based on the backbone and ranked based on correctness rates from high to low in 5-way-1-shot task. It can be revealed from Tables 4 and 5 that the use of auxiliary datasets is more effective than the absence of auxiliary datasets, and feature augmentation is commonly more effective than data expansion. In the future, FSL data augmentation will continue to move towards more generalization and effectiveness.

4 FEATURE LEVEL: BUILDS DATA-TO-LABEL MAPPINGS FOR SPECIFIC PROBLEMS

The ability of deep learning models to represent features is far beyond humans with large-scale datasets and powerful computing power. FSL leverages feature knowledge to share pre-training parameters to varying degrees and redefine downstream tasks. In this section, following the direction of prior knowledge, we summarize the related work as transfer learning and multitask learning. Figure 10 shows the paradigm for transfer learning in FSL, including fine-tuning and prompt learning.
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Table 4. Summary of the FSL Data Augmentation Work in Various Dimensions

| Method                               | Venue       | Type              | Experimental Dataset | Query set | External labeled set | External unlabeled set |
|--------------------------------------|-------------|-------------------|----------------------|-----------|----------------------|------------------------|
| Congealing [57]                      | CVPR'00     | Data Expansion    | MNIST                | ✓         |                      |                        |
| DAD [62]                             | ECCV'14     | Data Expansion    | Sign Language*       | ✓         |                      |                        |
| FTT [60]                             | CVPR'16     | Data Expansion    | TADB                 | ✓         |                      |                        |
| Low-shot-shrink-halfnurcaine [58]    | ICCV'17     | Data Expansion    | ImageNet             | ✓         |                      |                        |
| FSL [74]                             | ICCV'17     | Data Expansion    | CUB*                 | ✓         |                      |                        |
| Explore the Unknown Gradually [65]   | CVPR'18     | Data Expansion    | MARS                 | ✓         |                      |                        |
| Large-scale Diffusion [75]           | CVPR'18     | Data Expansion    | ImageNet             | ✓         |                      |                        |
| Δ -encoder [76]                      | NIPS'18     | Data Expansion    | mini-ImageNet*       | ✓         |                      |                        |
| CF-AAN [66]                          | NIPS'18     | Data Expansion    | ImageNet             | ✓         |                      |                        |
| LST [65]                             | NIPS'19     | Data Expansion    | mini-ImageNet*       | ✓         |                      |                        |
| Global Class Representations [77]    | ICCV'19     | Data Expansion    | mini-ImageNet*       | ✓         |                      |                        |
| AutoAugment [52]                     | CVPR'19     | Data Expansion    | CIFAR10              |           |                      |                        |
| EDA [53]                             | EMNLP IJCNLP'19 | Data Expansion  | SST-2                |           |                      |                        |
| ΔSAO [70]                            | CVPR'19     | Feature Augmentation | Mlearned          | ✓         |                      |                        |
| ΔDeMe-Net [54]                       | CVPR'19     | Data Expansion    | mini-ImageNet*       | ✓         |                      |                        |
| Learned Transformations [19]         | CVPR'19     | Data Expansion    | Biomedical Image     | ✓         |                      |                        |
| AΦHN [73]                            | CVPR'20     | Feature Augmentation | mini-ImageNet       | ✓         |                      |                        |
| DTN [72]                             | AAAJ'20     | Feature Augmentation | mini-ImageNet*       | ✓         |                      |                        |
| Neural-Snowball [78]                 | AAAJ'20     | Feature Augmentation | FewRel            | ✓         |                      |                        |
| STARTUP [46]                         | ICLR'21     | Data Expansion    | BSCD-FSL             | ✓         |                      |                        |
| Few_Shot_Distribution_Calibration [12]| ICLR'21   | Feature Augmentation | mini-ImageNet*       | ✓         |                      |                        |
| Relations+MT [79]                     | ICML'21     | Feature Augmentation | mini-ImageNet*       | ✓         |                      |                        |
| AdarGCN [67]                         | WACV'21     | Data Expansion    | mini-ImageNet*       | ✓         |                      |                        |
| CSEI [55]                            | AFAJ'21     | Feature Augmentation | mini-ImageNet*       | ✓         |                      |                        |
| VFD [44]                             | ICCV'21     | Feature Augmentation | CUB                | ✓         |                      |                        |
| PAS [50]                             | ICCV'21     | Data Expansion    | iNat2019 CL*         | ✓         |                      |                        |
| PLCM [81]                            | ICCV'21     | Data Expansion    | mini-ImageNet*       | ✓         |                      |                        |
| ΔlPC [47]                            | ICCV'21     | Data Expansion    | mini-ImageNet*       | ✓         |                      |                        |
| Jr0s. [69]                           | NIPS'21     | Data Expansion    | BSCD-FSL             | ✓         |                      |                        |
| WSI [45]                             | ICLR'22     | Data Expansion    | NCT-CBCH-10K         | ✓         |                      |                        |
| FlipDA [41]                          | ACL'22      | Data Expansion    | ALBERT               | ✓         |                      |                        |
| PromDA [49]                          | ACL'22      | Data Expansion    | CoNLL03*             | ✓         |                      |                        |
| TODST [50]                           | ACL'22      | Data Expansion    | MultiWOZ             | ✓         |                      |                        |
| RSVAE [43]                           | CVPR'18     | Data Expansion    | mini-ImageNet*       | ✓         |                      |                        |
| CLUSTER-FSL [48]                      | CVPR'22     | Data Expansion    | mini-ImageNet*       | ✓         |                      |                        |

The mark * means that there is more than one dataset in experiments.

Table 5. Comparing the Performance of Data-level Representative Methods Using the Mini-ImageNet as Benchmark Dataset

| Method                          | Backbone | Setting       | 5-way-1-shot | 5-way-5-shot |
|---------------------------------|----------|---------------|--------------|--------------|
| AFHN [73]                       | ResNet-18| Inductive     | 62.38% ± 0.72% | 78.16% ± 0.56% |
| Δ -encoder [76]                 | ResNet-18| Inductive     | 59.8%        | 67.9%        |
| ΔDeMe-Net [54]                  | ResNet-18| Inductive     | 59.14% ± 0.86% | 74.63% ± 0.74% |
| Relation+MT [79]                | ResNet-18| Transductive  | 55.7%        | 70.29%       |
| CLUSTER-FSL [48]                | ResNet-12| Semi-supervised | 77.81% ± 0.81% | 85.55% ± 0.41% |
| RSVAE [43]                      | ResNet-12| Inductive     | 73.35% ± 0.37% | 80.95% ± 0.31% |
| PLCM [81]                       | ResNet-12| Semi-supervised | 72.06% ± 1.08% | 83.71% ± 0.63% |
| LST [65]                        | ResNet-12| Semi-supervised | 70.1% ± 1.9% | 78.7% ± 0.8% |
| iLPC [47]                       | ResNet-12| Transductive  | 69.79% ± 0.99% | 79.82% ± 0.55% |
| CSEI [55]                       | ResNet-12| Inductive     | 68.94% ± 0.28% | 85.07% ± 0.5% |
| DTN [72]                        | ResNet-12| Inductive     | 63.45% ± 0.86% | 77.91% ± 0.62% |

4.1 Transfer Learning

From the perspective of transfer learning, FSL can be regarded as a cross-domain learning task. When relevant tasks have been extensively obtained, FSL attempts to generalize certain prior knowledge that is useful for the target task. Standard transfer learning in FSL can also be divided into two phases: learn on source tasks and transfer on the target task. Among them, the second stage can be implemented in different ways.
Fig. 10. Transfer learning can be divided into pre-training and fine-tuning stages, where the baseline model can be combined with other techniques to improve the model performance.

Fig. 11. Prompt learning reconstructs different tasks to adapt pre-trained language model. Specifically, prompts can be manual, abstract, and automatically generated.

4.1.1 Pre-training. During the pre-training stage, a high-volume network, including ResNet [82] families, VIT [83] families, ELMo [84], BERT [85], and GPT [86] families, is trained on a large base class dataset that covers similar downstream tasks. Pre-training processing can be conducted in supervised learning or unsupervised learning. Supervised learning is a common approach that requires the design of special loss functions. Note that our survey focuses on self-supervised and unsupervised learning works, which can achieve more competitive results compared with supervised learning in FSL.

The most representative work is Transformer [83], which is an unsupervised training method in natural language processing. Based on this, BERT [85] uses Transformer in the encoder and focuses on contextual information during training. Alternatively, GPT [86] uses Transformer in the decoder. Compared to RNN, it is more easily parallelizable. There exist many different versions of GPT, each with an increasing number of parameters and lengths of word sequences to process. GPT-2 [87] introduces multi-task learning, where the whole training process requires more parameters and a larger dataset. GPT-3 [88] is inspired by meta-learning, and its inner loop and outer loop are responsible for updating different parameters, respectively. Recently, iGPT [89] extends GPT into computer vision, which predicts the bottom half of an image on a pixel-by-pixel basis from the top half of the retained image using auto-regressive. Subsequently, MAE [90] tries to partly mask the image with the assistance of self-supervised learning. By reconstructing the original image, models learn how to represent semantics features.

FSL leverages pre-trained models’ feature representation capacity to largely reduce intra-class variation [91], which leads to the model focusing on more discriminative regions. Experiments prove that the supervised training approach would distort instances of different classes and ignore semantic information. On the contrary, unsupervised training focuses on aligning the features for downstream tasks.

4.1.2 Fine-tuning. When high-level semantic features are closely related to the target task, fine-tuning paradigm assumes that ground-level feature knowledge can be reused in downstream tasks. Thus, it is vital to identify the specific layers and learning rates during fine-tuning.

Baseline [92] uses a standard feature extractor followed by a fully connected layer. Baseline++ [92] replaces the fully connected layer with a cosine metric function. When the computing power is sufficient, evolution strategies [93] are good choices to determine the number of retrain layers and learning rates. In addition, experiences convince that just re-randomizing the top-level parameters [94] and self-distillation of the same architecture knowledge [95] are also beneficial to FSL. Recently, many works [96, 97] explore useful tricks, including self-supervised learning [96],
Table 6. Summary of the Pre-training and Fine-tuning Methods in Various Dimensions Including Serval Tricks

| Method          | Venue       | Backbone Parameters | Tricks                          | Refining Parameters | Knowledge distillation | Attention |
|-----------------|-------------|---------------------|---------------------------------|--------------------|------------------------|-----------|
| Squad [101]     | EMNLP'16    | Logistic Regression |                   |                    |                        |           |
| Attention in All You Need [102] | NIPS 17    | Transformer 110M    |                   |                    |                        |           |
| Baseline [92]   | ICLR'19     | Conv64F 0.22M       |                   |                    |                        |           |
| Baseline++ [92] | ICLR'19     | Conv64F 0.22M       |                   |                    |                        |           |
| CAN [98]        | NIPS 19     | ResNet12 12.47M     |                   |                    |                        |           |
| GLUE [103]      | ICLR'19     | ELMo 94M            |                   |                    | ✓                      |           |
| RPS-distill [95]| ECCV'20     | ResNet-12 12.47M    |                   |                    | ✓                      |           |
| LEE et al [104] | WPT 20      | GPT-2 1508M         |                   |                    | ✓                      |           |
| CTX [97]        | NIPS 20     | Transformer 110M    |                   |                    | ✓                      |           |
| SKD [96]        | CVPR'20     | ResNet12 12.47M     |                   |                    | ✓                      |           |
| P-Transfer [93] | AAAI'21     | ResNet-12 12.47M    |                   |                    | ✓                      |           |
| BERT Fine-tuning [105] | CL 21 | BERT 110M          |                   |                    | ✓                      |           |
| COSOC [106]     | NIPS 21     | ResNet-12 12.47M    |                   |                    | ✓                      |           |
| P-M-F [100]     | CVPR'22     | VIT 307M            |                   |                    | ✓                      |           |
| ReFine [94]     | CVPR'22     | ResNet-10 9.86M     |                   |                    | ✓                      |           |

Table 7. A Detailed Summary of FSL Prompt Learning in Natural Language Processing

| Method          | Venue     | Backbone | Parameters | Type      | Shape          | Highlight                  | Highlight                              |
|-----------------|-----------|----------|------------|-----------|----------------|----------------------------|----------------------------------------|
| PT [10]         | ACL'21    | GPT-3    | Manual     | Prefix Prompt |                | Combine input vector and prefix prompts |                                        |
| Brown [88]      | NIPS 20   | GPT-3    | Manual     | Prefix Prompt |                | Design task-related prompt |                                        |
| Petroni et al. [87] | EMNLP'19 | BERT     | Manual Prompt | Cloze-style |                | Use close-style prompt to learn prior knowledge |                                        |
| Huang et al. [114] | ACL-NLP'21 | BERT     | Manual     | Prefix Prompt |                | Use close to constraint tasks in entity classification |                                        |
| PET [112]       | LAL '23   | PLM      | Manual     | Prompt      | Cloze-style     | Introduces fine-tuning and knowledge distillation |                                        |
| LPAQA [113]     | MT '20    | LMS      | Auto-Prompt | Cloze-style  |                | Collect manual templates as template library |                                        |
| AutoPrompt [114] | ACL '20   | MLMs     | Auto-Prompt | Cloze-style  |                | Automatically search template by collect prior prompt |                                        |
| LM-Prompt [113] | ACL '21   | GPT-3    | Auto-Prompt | Cloze-style  |                | Restore the span of the mask sentences |                                        |
| PT [108]        | ACL '21   | GPT-3    | Latent     | Prompt      |                | Add prefix ID in front of input text |                                        |
| CP-Tuning [112] | ACL '22   | PLM      | Latent     | Prompt      |                | Continuous prompt embedding instead of manually designed prompt |                                        |
| OptIPrompt [113] | NAACL '21 | BERT     | Latent     | Prompt      |                | Initialize with prompt templates and fine-tuning |                                        |
| OPT-understands [112] | Arxiv '21 | GPT-3    | Latent     | Prompt      |                | Model output is regarded as hidden vector to optimize |                                        |

attention module [98, 99], and mask generation module [97]. Clearly, P > M > F [100] summarizes the training process across pre-training, meta-learning, and fine-tuning. It achieves the state-of-the-art level of FSL on multiple benchmark datasets. Among them, the feature extraction backbone is the dominant factor in FSL performance.

Similarly, in natural language processing, pre-training and fine-tuning have greatly accelerated FSL development. Among them, BERT [85] is mainly for language understanding and the GPT [86] is for text generation. The language model trains different tasks on a large corpus so it has the ability to understand [103] or even generate target text [101]. Zhang et al. [105] explore the main tricks of fine-tuning BERT [85] including error correction, weight initialization, L2 regularization, and freezing. However, Lee et al. [104] fine-tune GPT-2 and achieve the state-of-the-art on the automatic patent assertion task. Aside from performance, the biggest advantage of fine-tuning is that it does not require task-level model structure design. Table 6 summarizes the main work of pre-training + fine-tuning under FSL in terms of backbone and fine-tuning tricks.

4.1.3 Prompt Learning. Prompt learning is a novel paradigm that achieves competitive performance in zero or few sample scenarios. In contrast to fine-tuning, prompt learning is not necessary to design a loss function but requires a slight manual prompting to the pre-trained model. It retains the maximum capability of the pre-trained model so it can better understand the downstream task. According to the location of the prompt, prompt learning can be divided into prefix prompt [107, 108] and cloze-style prompt [87, 107, 109]. Specifically, prefix prompt indicates that subsequent text is combined with prefix words corresponding to different tasks [88, 110]. Cloze-style prompt means to fill suitable words in the blanks of sentences. Different tasks [107] could have different blanks positions to test whether the model has learned the corresponding semantic knowledge [107, 111]. Table 7 and Figure 11 summarize the widely used prompting strategies for FSL.
The significant problem of manual prompting templates is that the quality of prompting directly affects the model’s performance. Jiang et al. [113] collect some transforms as templates in a huge amount of text anticipation. New tasks could search for templates in the huge amount of experiences. Another method is prompt paraphrasing. Based on the seed prompt, back translation and keyword substitution expand it to more prompts. The most representative work is Auto-Prompt [114], which masks the words in the template that auto-replaces them with other suitable words to maximize the probability of labeling. Gao et al. [115] use the T5 model for training and comparing to generate each position of a blank. The whole process is relatively computationally intensive.

Going further, a more abstract type of prompt is prompting hidden spaces. The inputs can be embedding vectors, and outputs are no longer concrete words. The most representative method is PT [108], which adds several prefix IDs in front of the normal input. Except for initialized parameters, all other parameters are frozen and updated only when the prefix is adjusted. Inspired by this idea, CP-Tuning [116] uses continuous prompt embedding instead of the end-to-end manual design of prompt templates. Afterward, several works start to explore how to initialize prompts in hidden spaces. PPT [119] points out that better initialization can be obtained by adding soft prompts to the pre-train stage. Another way [117, 118] is to use the prompt as an initial state and find a more appropriate latent prompt in the process of fine-tuning.

### 4.2 Multitask Learning

Compared to transfer learning, multi-task learning requires multiple loss functions to optimize the model. Extended tasks tend to update in different directions in the embedding space, which offsets some noises to a certain extent. In FSL multi-tasking works, parameter updates can be classified as hard parameter sharing and soft parameter sharing.

To the best of our knowledge, FSL multitask learning [120] was initially applied in video event detection tasks. In feature representation, by controlling the position of parameter updates [121–123], multi-task learning enables maximum confusion of shared layer parameters. This operation of separating features [124] maximizes the balance between the learning of generic and discriminative features. This idea was applied to automatic charge prediction [125] by adding several discriminative attributes, eliminating attribute irrelevant features, and using attribute-relevant features for accusation prediction. Multi-task learning can also be used for data augmentation. FGVC [126] proposes to add a sample selection task to the pre-trained task. Each training classifier shares a base network to achieve better results.

Following this process, FSL multi-task learning was associated with self-supervised learning for a long time. Figure 12 summarizes the self-supervised training of the main pretext tasks. Specifically, BF3S [127] combines the FSL classification task with predicting the rotation angle of images. Similarly, The pre-tasks were also used to color the image [128] and predict the relative position of each patch [129, 130], local Fisher discriminant [131]. Extensive experiments show that predicting the rotation angle and relative position of the image patch are more effective methods for FSL. PSST [132] further combines FSL classification, image position prediction, and angle prediction to achieve the state-of-the-art. The intuition was that by solving these tasks, the backbone network could extract more semantic features not only related labels. As meta-learning is combined with well-designed multi-task learning, it is possible to achieve competitive results and reduce the training time by 10 times.

### 4.3 Discussion and Summary

FSL based on the feature level is a wide research direction. Indeed, the selection of a feature extractor is particularly important. A good feature extractor can extract discriminative information
Contrast learning is involved in FSL multitask work, including coloring, puzzles, auto-view, and foreground extraction.

Table 8. Performance Comparison of Feature-level Representative Methods Using the Mini-ImageNet as Benchmark Dataset

| Methods               | Backbone      | Setting          | 5-way-1-shot   | 5-way-5-shot   |
|-----------------------|---------------|------------------|----------------|----------------|
| Baseline++ [92]        | Conv-4-64     | Fine-tuning      | 63.85% ± 0.48% | 66.43% ± 0.63% |
| BF3S(Rotation) [127]   | Conv-4-64     | Multitask Learning | 54.83% ± 0.43% | 71.86% ± 0.33% |
| BF3S(patch location) [127] | Conv-4-64   | Multitask Learning | 54.30% ± 0.42% | 71.58% ± 0.33% |
| Baseline [92]          | Conv-4-64     | Fine-tuning      | 42.11% ± 0.71% | 62.53% ± 0.69% |
| COSOC [106]            | ResNet-12     | Fine-tuning      | 69.28% ± 0.49% | 85.16% ± 0.42% |
| SKD [96]               | ResNet-12     | Fine-tuning      | 65.93% ± 0.81% | 83.15% ± 0.54% |
| RFS-distill [95]       | ResNet-12     | Pre-trained      | 64.82% ± 0.6%  | 82.14% ± 0.43% |
| P-Transfer [93]        | ResNet-12     | Fine-tuning      | 64.21% ± 0.77% | 80.38% ± 0.59% |
| PSST [132]             | ResNet-12     | Multitask Learning | 64.05% ± 0.49% | 80.24% ± 0.45% |
| CAN [98]               | ResNet-12     | Fine-tuning      | 63.85% ± 0.48% | 79.44% ± 0.34% |

from a few samples. On this basis, multi-task learning can better guide the updating of model parameters if there are multiple similar tasks in reality. Of course, if the relevant task is difficult to collect, then fine-tuning is also a good option. In conclusion, there are two main types of fine-tuning paradigms: pre-training and prompt learning. Among them, prompt learning retains the better capability of the pre-trained model for each task than fine-tuning.

During this processing, contrast learning throws off the labels and learns a more rich knowledge from the data itself. Note that contrast learning requires sufficient computing resources. Table 8 compares feature-level representative methods in a fair way. As the prompt learning experiments do not involve the mini-ImageNet, the comparison is not included here. For tiny-capacity networks, multi-task learning has certain advantages over fine-tuning, and for large-capacity networks, fine-tuning has a definite advantage. Much work has shown that most FSL tasks can be well solved even only using fine-tuning. In the future, contrast learning combined with multi-task learning and fine-tuning will be a hot direction to explore.

5 TASK LEVEL: DERIVE META-KNOWLEDGE TO TARGET TASK MAPPINGS INDEPENDENT OF SPECIFIC PROBLEMS

Task level is different from data level and feature level, where it performs dual sampling for data and tasks to extract meta-knowledge. Meta-knowledge is independent of the specific problem and searches for an optimal parameter in task space. Broadly speaking, task level learns to
optimize parameters, generates metric functions, and summarizes knowledge transfer. Among them, learning optimization parameters also includes optimizing meta-learned parameters and optimizing existing model parameters; generating metric algorithms includes feature embedding, external memory-based, metric learning, graph neural networks, and other similarity-based algorithms.

5.1 Learning Optimization Meta-learned Parameters
The key idea of learning meta-learned parameters is to search for a global initialization state that is general to unseen tasks. Traditional initialization methods, such as uniform distribution and normal distribution, easily fall into local optimum. Considering the specificities of FSL, **MAML** (model-agnostic meta-learning) [133] proposes a new method based on episodic training. MAML is a typical two-stage parameter model. The first stage is updating each task, namely, a local update. The second update is an average of the task query losses in each batch, namely, a global update. The volume of calculations is the biggest problem. To this end, extensive work aims to improve MAML, including simplifying [134], momentum update [135], or even neglecting second-order derivatives [136, 137], using evolutionary algorithms [138] to avoid back-propagation to run well on the CPU [139] and considering gradient update directions and learning rates [140].

In addition, relevant initialization parameters can also be generated by the other models. **AWGIM** [141] is based on low-dimensional [142] introducing mutual information and attention, which generates weights containing more query information. Furthermore, MAML is combined with probability distributions to derive **LLAMA** [143], **PLATIPUS** [144], **Bayesian MAML** [145], **DKT** [146], and **ABML** [147]. As far as enlarging parameter space, **MT-NET** [148] adds transformation matrix and a binary mask matrix; **TAML** [149] introduces regularization conditions; **OOD-MAML** [150] draws on dummy samples; **ARM** [151] constructs meta-knowledge graphs; **WGD-MAML** [152] places non-linear activation function between learned layers; **Reference** [153] introduces teacher-student network widened longer internal horizon. **UNICORN-MAML** [154] summarizes the above work and gives a few suggestions on how to train MAML to compete with the state-of-the-art methods. Recently, **METADOCK** [155] compresses the meta-models by dynamically selecting the kernels. It can be easily deployed on edge devices. Figure 13 provides an overview and summary of these related works.
In addition to optimizing initialization parameters, another important direction is model-based mechanisms. It requires an external memory to store prior knowledge in the form of key-value pairs. The key stores the output of the model embedding and the value stores various labels. To our best knowledge, MANN [156] is the earliest work that uses external memory to explicitly store feature embedding in each episode. Kaiser et al. [157] expand the key-value memory module to use a triplet for preservation. Additional vectors are used to select one that has not been updated for a long time. APL [158] further summarizes the model-based knowledge as a probability distribution. Different from existing work that applies static memory matrix, DMIN [159] uses dynamic memory routing to learn dynamic memory modules. Similarly, Reference [160] models the relationship of individual historical tasks in the memory module, while Reference [161] maintains a stable prototype representation during training processing. In several extremely cross-domain scenarios, the keys in the memory module cannot be simply generalized to semantics but should be multi-layered [162].

Inspired by MAML and Reptile, network architecture search could also achieve fast convergence in a few rounds of updates. The shared [163] or randomly selected supernet weights [164] were early works named one-shot NAS. But the performance of one-shot NAS still falls relatively behind the traditional NAS. Subsequently, Zhao et al. [165] propose the few-shot NAS. The core idea is to divide the super-networks into multiple sub-supernets to search different regions of the search space. Due to a slight increase in the number of supernets, the accuracy of few-shot NAS has been greatly improved. MetaNAS [166] is the first method that completely integrates meta-learning and traditional NAS. It replaces the weighted summation of DARTS [167] to reduce different operations. Experiences show that MetaNAS is more adaptable to downstream learning tasks.

5.2 Learning Metric Algorithm

Learning metric algorithm aims to learn a mapping that computes the abstract distance between the support-query pairs. In References [168, 169], metric learning is presented as a separate chapter in meta-learning. Generally speaking, metric learning could also be seen as learning of a similarity measure that integrates the idea of learning to learn. Table 9 summarizes the extensive work on FSL metric learning.

Siamese neural network [170] is the relatively early model. The input consists of a set of positive or negative pairs, and the output is simply a binary classification problem. Based on siamese neural network, more works consider adding an anchor sample [171], or even more samples [172], and selecting a hard sample [173]. Siamese neural network is a general framework. When the backbone model does not share weights, siamese neural network will become the pseudo siamese network.

Compared to the siamese neural network, the prototype network cited in Reference [174] based on feature averaging realizes the true meaning of classification. But simply averaging feature is easily disturbed by noise. Several works [175–177] propose different types of adaptive boundary distances between similar categories and dissimilar categories. In addition to this, selecting specific parts of the image [178] to enforce the interaction of higher-order semantic features [179] can guide the model to learn prototype representations in the new metric space [180]. APLCNE [181] is the most representative work, which replaces the CNN with a capsule network to encode spatial location information. Prototypes are calculated using weighted summation. If the sample is more sparse, then it is fine to use regularization to constrain the length of prototypes in different modalities [182] as well as introduce attention to reconstruct the prototype representation [183–185].

Matching Networks [23] combine the parametric and non-parametric algorithms to model the distance distribution. The most commonly used metric includes Euclidean distance, Manhattan distance, and cosine similarity. Recently, DEEPEMD [186] first proposes a cross-referencing
Table 9. A Summary of Metric Learning Methods Based on Baseline Approaches (Highlighted in Bold)

| Method                        | Venue         | Sample Selection | Metric Function | Purpose                                                                 |
|-------------------------------|---------------|------------------|-----------------|-------------------------------------------------------------------------|
| Siamese Neural Network [170]  | ICML'15       | Pair of Positive and Negative | European Distance | The distance between two similar inputs as small as possible, and the distance between two different categories of inputs as large as possible. |
| Triple loss [171]             | SBMAD'15      | Anchor, Positive, Negative | European Distance | The distance between Anchor and Positive is smaller than that with Negative. |
| E-navigate sample [173]       | CVPR'17       | Hard Sample      | Fully Connected Layers | Not only considers the relative distance between positive and negative samples, but also adds the absolute distance between positive samples. |
| K-tuple [172]                 | Neurocomputing'20 | K-tuple Input    | Fully Connected Layers | Revised the classical triplet network and extended it to a K-tuple network. |
| MSN [199]                     | IEEE 21       | Pair of Positive and Negative | Multiple Distance Metrics | Introduce distance between Anchor and Prototype to assist the optimization. |
| Muller et al. [200]           | ACL 22        | Random Input and Label Texts | Dot Product | The adjusted tag embedding scores each tag pair, and assigns weights an action network and object network. |
| PSN [201]                     | SIGIR'21      | Pairs of Action Sentence and Object Sentence | Fully Connected Layers | PSN consists of two identical subnetworks with the same structure but different weights an action network and object network. |
| Prototype Network [174]       | NIPS 17       | Episodic Training | European Distance | Compare the distance between the prototype and the query sample. |
| BFIS [175]                    | CVPR'20       | Episodic Training | Cosine Similarity | Adaptive boundary distances between similar categories larger than between dissimilar categories. |
| Negative Margin [176]         | CVPR'20       | Episodic Training | Cosine Similarity | Proposing negative margin for alleviating the problem of learning multiplex with few samples. |
| Cao et al. [178]              | ICLR 21       | Episodic Training | Euclidean Distance | Using concepts shared across many images as prototype. |
| Embedding propagation [179]   | ECCV'20       | Episodic Training | GNN | Improve higher-order interaction information between representations. |
| SGAP-Net [180]               | AAAI 20       | Episodic Training | PS-Module | Learns a new metric space through a semantically guided model. |
| APLCNE [181]                 | ECCV'20       | Episodic Training | Triplet Loss | Further considers the spatial correlation of image. |
| SEN [182]                     | ECCV'20       | Episodic Training | Euclidean Distance | MDP feature similarity between the length of the prototype. |
| RestoreNet [183]              | AAAI 20       | Episodic Training | Fully Connected Layers | Prototype as the sum of the original vector and the vector reconstructed via MLP layer. |
| PANet [202]                   | ICCV'19       | Episodic Training | Cosine Similarity | Matching the similarity of each pixel to the prototype. |
| HATT-Proto [184]              | AAAI 19       | Episodic Training | Euclidean Distance | Design hybrid networks of attention for instance and prototype features. |
| CAD [185]                     | CVPR'22       | Episodic Training | Fully Connected Layers | Calculates the attention scores between features and then produces a representation via a mapping header. |
| MetaNODE [205]               | AAAI 22       | Episodic Training | Cosine Similarity | Prototype bias can continue to be addressed by meta-optimization. |
| Matching Network [23]         | NIPS 16       | Episodic Training | Cosine Similarity | Using external memory to improve its learning ability. |
| DIEEPDM [186]                | CVPR'20       | Episodic Training | Earth's Mover's Distance | Using Earth’s Mover’s Distance end-to-end training and proposed a cross-referencing mechanism. |
| Adap-EMD [187]                | IEEE 22       | Episodic Training | Earth’s Mover’s Distance | Dynamically computes the fine-grained relationships between each set of vectors. |
| Deep Brownian Distance Covariance [188] | CVPR'22 | Episodic Training | Brownian Distance | Learn image representations by measuring the difference between the joint distribution of embedded features and the product of marginal distributions. |
| Relation Network [189]        | CVPR'18       | Episodic Training | Fully Connected layers | Calculating similarity by using neural networks. |
| RSNET [190]                  | IEEE 20       | Episodic Training | Bi-Fully Connected layers | Dual similarity module by combining the cosine module with other modules. |
| SAML [191]                   | ICCV'19       | Episodic Training | Fully Connected layers | Association matrix is passed through the MLP layer to obtain a similarity score. |
| GNN-FSL [193]                | ICLR'18       | Episodic Training | GNN | Feeding the vector of samples after the feature extractor directly into a graph neural network for training to predict labels. |
| EGNN [194]                   | CVPR'19       | Episodic Training | GNN | Designing the edge-labeled graph neural network, which not only predicts edge node labels but also predicts different classes. |
| Meta-CCN [191]               | ICLR'20       | Episodic Training | GNN | Updating of weights of graphs could also be optimized according to the gradient descent steps. |
| TIPN [196]                   | ICCV'20       | Episodic Training | GNN | Considers relationships between pairs of support queries for the first time and models them explicitly as graph nodes. |
| HGN [197]                    | AAAI 19       | Episodic Training | GNN | Considers GNN as a label propagation tool that can be co-trained with feature embedding networks. |
| DPNG [198]                   | CVPR 20       | Episodic Training | GNN | Introduces the concept of point and distribution maps. |
Fig. 14. Metric learning can be divided into three parts: sampling strategies, backbone networks, and metric methods, where red line and orange line are based on siamese neural network models, blue line is based on prototype networks, and brown line is based on matching networks, relational networks, and graph neural networks. Among them, $P$ refers to a positive sample, $N$ refers to a negative sample, $A$ refers to anchor sample, $S$ refers to the support set, and $Q$ refers to the query set.

mechanism with Earth’s Mover’s distance. It uses the dot product of the node feature and the average node feature in another structure to generate a relevance score as a weight value. DEEPEMD could apply in remote sensing scenes [187]. Deep Brownian Distance Covariance [188] is another lower computing method that learns image representations by measuring the difference between the joint distribution of embedded features and the product of marginal distributions. Experiments have shown that Brownian Distance Covariance has great potential and wide applications in FSL metric learning, see Figure 14.

Relation network [189] differs from the above-mentioned models in that its similarity is calculated by using a neural network combined with the cosine similarity [190], attention module [191], and graph neural network [192]. Among them, graph neural networks are used to solve a large class of FSL problems. One of the earliest works is GNN-FSL [193], which feeds the vector representation of samples into a graph neural network. On this basis, by designing different embedding nodes [194–196] and label propagation mechanisms [197, 198], graph neural networks can model the relationships between supported query pairs quite competently.

5.3 Discussion and Summary

Task level prior knowledge covers all learning to learn methods, including learning to optimize parameters and learning metric functions. Specifically, the work involves metric learning, transfer learning, meta-learning, model-based memory, embedding learning, graph neural networks, and many more. Learning meta-learned parameters can largely obtain a good initialization for unseen tasks. Certainly, several algorithms achieve better results by fine-grained domain transfer rules. However, this is a considerable challenge in terms of computing resources. Table 10 compares representative meta-learning methods, where the MAML-based approaches [133, 146] further optimize the inner and outer loop to achieve new results on few-shot classification tasks, and the approaches based on new metrics [186, 188] have been greatly improved compared to the approaches based on cosine similarity [204] and Euclidean distance [174].

In the future, more cross-modal tasks are expected to be integrated into the meta-learning framework, where tasks between different modalities can be mutually reinforcing through the interaction of the intelligence with the environment, making it possible to train models without having to train parameters from scratch, especially when it encounters fine-grained FSL tasks.
Table 10. Performance Comparison of Task-level Representative Methods Using the Mini-ImageNet Dataset as an Example

| Method                  | Backbone     | Setting                      | 5-way-1-shot        | 5-way-5-shot        |
|-------------------------|--------------|------------------------------|---------------------|---------------------|
| DKT [146]               | Conv-4-64    | Meta Learning                | 49.73% ± 0.07%      | -                   |
| MAML [133]              | Conv-4-64    | Meta Learning                | 48.70% ± 1.75%      | 63.11% ± 0.92%      |
| DeepBDC [188]           | ResNet-12    | Brownian Distance            | 67.83% ± 0.43%      | 85.45% ± 0.29%      |
| DEEPEMD [186]           | ResNet-12    | Earth Mover’s Distance       | 65.91% ± 0.82%      | 82.41% ± 0.56%      |
| Meta-baseline [204]     | ResNet-12    | Cosine Similarity            | 63.17% ± 0.23%      | 79.26% ± 0.17%      |
| Prototype Network [174] | ResNet-12    | Euclidean Distance           | 60.37% ± 0.83%      | 78.02% ± 0.57%      |

Fig. 15. Multimodal learning models various modal information by fusion, alignment, and translation.

6 MULTIMODAL: LOSSLESS REPRESENTATION OF MULTIMODAL INFORMATION

Although several works [185–187] have provided excellent results for specific tasks with FSL, FSL is still difficult to make large breakthroughs with more generalized prior knowledge, such as BSCD-FSL [22]. Nowadays, due to the effectiveness of prefix tuning and prompt tuning, FSL performs surprisingly well in zero-shot learning. Figure 15 shows several key techniques for multimodal FSL across text, image, and audio.

CLIP [205] gives a basic idea for multimodal training: joint training of text backbone and visual backbone. Based on CLIP, CADA-VAE [206] uses VAE as the backbone to map image features and label text into the same latent space. Wang et al. [207] decompose the image into the original image, foreground image, and background image to obtain fused visual features through CNN backbone. Li et al. [208] apply unsupervised clustering to obtain layer-level semantic information, and Schwartz et al. [209] use multiple MLP layers to extract the semantic prototypes with labels vector through the textual backbone. Peng et al. [210] use a GCN to generate the semantic information of the categories into corresponding classification weights, and the FSL classifier is completed using visual classification weights in combination with semantic generation weights. Xing et al. [211] add text vector to a prototype network together with visual features to train an adaptive classification. Similar to Reference [211], Pahde et al. [212] use semantic generation to aid visual features. CCAM [213] replaces the real labels by encoding contextual prototypes and classifies them by comparing the distance between the individual prototypes. Using backbone network embedding of the respective domains is simple to train, but good language models and visual models co-trained can largely damage the performance of the language model.

Multimodal prompt learning allows visual embeddings to consistently adapt to the language model by prompting or adding prefixes, which preserves to a large extent the powerful feature representation capabilities of the language model. The prompts of MCNLG [214] are very intuitive, which places multimodal sequences as prefix prompts in front of input sequences that decoder in turn the shared multimodal information. The visual backbone is ResNet-152 and the text backbone is the embedding network. ActionCLIP [215] is the application of CLIP [205] in action.
Table 11. Performance Comparison of Task-level Representative Methods Using the Mini-ImageNet as Benchmark Dataset

| Method         | Backbone | Setting  | 5-way-1-shot | 5-way-5-shot     |
|----------------|----------|----------|--------------|------------------|
| Schwartz et al. [209] | ResNet-10 | Discriminant | 67.3%        | 82.1%            |
| Peng et al. [210]   | ResNet-10 | Generation | 54.34% ± 0.77% | 69.02% ± 0.65%  |
| Xing et al. [211]  | ResNet-12 | Discriminant | 65.30% ± 0.49% | 78.10% ± 0.36%  |
| Li et al. [208]    | WRN-28-10 | Discriminant | 64.40% ± 0.43% | 83.05% ± 0.28%  |

In the future, with the emergence of more and more multimodal pre-trained models, traditional FSL will enter the era of large models + few sample fine-tuning. Multimodal pre-training models have powerful generality, which can make up for the lack of language models in multimodal scenario applications end-to-end. Multimodal FSL brings the capabilities of FSL one step closer to humans.

6.1 Discussion and Summary

Compared to unimodal learning, multimodal FSL is still in the development stage. Table 11 compares the representative methods of multimodal FSL. The experimental results show that, under the same condition, the discriminative methods achieve slightly better performance than the generative methods. The discriminative methods mainly focus on the design of semantic information prototypes and the selection of metric algorithms.

Currently, multimodal FSL also exists with many additional challenges: how to integrate data from heterogeneous domains; how to deal with the different levels of noise that arises during the combination of different modalities; and how to align common learning feature representations in the same space. The various experiments show that prompt learning is significantly better than co-training and is more suited to the practical situation where few samples are learned to update a small number of parameters. In multimodal FSL, a good feature representation should be able to assist in the missing modal information based on the observed modal information. Next, more multimodal pre-training models will emerge across text, image, and audio, together driving FSL towards environmental interaction.

7 FSL APPLICATIONS IN COMPUTER VISION

At present, FSL is deeply integrated into a wide range of industries. Researchers expect FSL to handle reasoning tasks in a variety of extreme conditions as easily as humans. The performance of computer vision tasks largely represents the highest level of prior knowledge. In this section, we
provide a detailed graphical summary of four main tasks in computer vision: classification, object detection, instance segmentation, and semantic segmentation. This section will provide readers with a comprehensive overview of the latest achievements in the field of computer vision.

7.1 Few-shot Image Classification

As the number of parameters of the pre-trained backbone grows towards tens and hundreds of billions, the regular few-shot image classification tasks have been well addressed. In some extreme cross-domain conditions, FSL is still not well resolved, such as EuroSAT [39], ISIC2018 [40], Plant Disease, and ChestX-Ray8 [41]. With different levels of prior knowledge, few-shot image classification could be summarized in various dimensions. The best result [100] is achieved based on the pre-training + fine-tuning combined with the meta-learning. It largely surpasses transductive few-shot learning. In this section, we investigate the few-shot image classification work from 2016 to 2022 and count the best performance on the mini-ImageNet benchmark dataset according to 5-way-1-shot and 5-way-5-shot tasks. Table 12 and Figure 16 illustrate our investigation results.

7.2 Few-shot Object Detection

Traditional object detection focuses on extracting features using a powerful pre-trained backbone network. However, apart from the backbone network, other detector components, such as detector heads and feature pyramid networks, are still randomly initialized. In FSL object detection, most of the work is based on improvements to the original models, such as Faster R-CNN [245] and YOLO [246]. In a recent paper [247], using a visual transformer as the backbone network and embedding a decoder into the detector head while removing the pyramidal feature network from the feature extractor, it does not need any additional conditions. Table 13 and Figure 17 show recent advances in object detection in FSL.

7.3 Few-shot Semantic Segmentation

To the best of our knowledge, the few-shot semantic segmentation was first proposed [255] in 2017. And it has been widely used in medical images and driverless cars. In contrast to traditional semantic segmentation, few-shot semantic segmentation has less pixel annotation on the support dataset. Few-shot semantic segmentation can be broadly classified into supervised semantic segmentation, unsupervised semantic segmentation, and video semantic segmentation. In the machine learning area, the classical method is to use probabilistic mappings as prior knowledge for derivation. Recently, Reference [256] has made significant improvements to few-shot semantic segmentation by
proposing a concise paradigm where only the classifier is meta-learned and the feature encoding decoder remains trained using a conventional segmentation model. Table 13. The Overview Table of the State-of-the-art on MS COCO Object Detection with Some Special Tricks

| Method   | Venue   | Type                     | Backbone | Tricks | mini-ImageNet | Available Code |
|----------|---------|--------------------------|----------|--------|---------------|----------------|
| P-M+F [140] | CVPR’22 | Fine-tuning               | ViT      | ✓✓✓✓   | ✓              | ✓              |
| SOT [208] | CVPR’22 | Fine-tuning               | ResNet-12 | ✓✓✓✓   | ✓              | ✓              |
| ESFR [221] | PMLR’21 | Embedding                 | ResNet-18 | ✓✓✓✓   | ✓              | ✓              |
| Multi-task Learning [222] | PMLR’21 | Fine-tuning               | ResNet-12 | ✓✓✓✓   | ✓              | ✓              |
| IS-FSL [223] | BMVC’21 | Multimodality Transformer | ✓✓✓✓     | ✓✓✓✓   | ✓              | ✓              |
| Invariance-equivariance [224] | CVPR’21 | Embedding                 | ResNet-12 | ✓✓✓✓   | ✓              | ✓              |
| DSL [225] | Arxiv’21 | Embedding                 | ResNet-12 | ✓✓✓✓   | ✓              | ✓              |
| MATAN [226] | Arxiv’21 | Metric                   | Conv-64F | ✓✓✓✓   | ✓              | ✓              |
| SSL-FE [227] | ICASSP’21 | Embedding                 | AadimNet | ✓✓✓✓   | ✓              | ✓              |
| MORN [228] | R-PR’21 | Meta                     | ResNet-12 | ✓✓✓✓   | ✓              | ✓              |
| M1Unet [229] | CVPR’21 | Metric                   | ResNet-18 | ✓✓✓✓   | ✓              | ✓              |
| Self-organizing Map [230] | NIPS’20 | Transfer Learning         | WRN      | ✓✓✓✓   | ✓              | ✓              |
| RCN [231] | Arxiv’20 | Metric                   | ResNet-12 | ✓✓✓✓   | 57.4%          | 75.1%          |
| MFS-distil [99] | ECCV’20 | Embedding                 | ResNet-12 | ✓✓✓✓   | 83.27%         | 86.46%         |
| inp-clipinset [232] | P-ResNet-18 | Metric                 | ResNet-18 | ✓✓✓✓   | 75.57%         | 84.73%         |
| Transductive CNAsPs [233] | WACV’20 | Meta                     | ResNet-18 | ✓✓✓✓   | ✓              | 79.9%          | 91.5%          |
| SJK [98] | Arxiv’20 | Embedding                 | ResNet-12 | ✓✓✓✓   | 67.04%         | 85.34%         |
| PT-SAP [234] | IJCNN’20 | Metric                   | WRN      | ✓✓✓✓   | 82.92%         | 88.82%         |
| FKAML [175] | CVPR’20 | Metric                   | ResNet-12 | ✓✓✓✓   | 63.70%         | 79.54%         |
| SIB [235] | KLR’20 | Meta                     | WRN      | ✓✓✓✓   | 70.61%         | 79.2%          |
| IC [64] | CVPR’20 | Embedding                 | ResNet-12 | ✓✓✓✓   | 69.66%         | 81.11%         |
| EPN [179] | ECCV’20 | Embedding                 | WRN      | ✓✓✓✓   | ✓              | -              | 88.05%         |
| SSL [236] | AIL’20 | Meta                     | 4-Block CNN | ✓✓✓✓   | 34.11%         | 83.87%         |
| MetaFun [237] | ICRL’20 | Meta                     | ResNet-18 | ✓✓✓✓   | 84.13%         | 80.82%         |
| taskLevelAug [238] | Arxiv’20 | Meta                     | ResNet-12 | ✓✓✓✓   | 65.38%         | 82.13%         |
| DK [146] | NIPS’20 | Meta                     | Bayesian model | ✓✓✓✓   | 62.96%         | 64%            |
| S2MAR [239] | WACV’20 | Embedding                 | ResNet-18 | ✓✓✓✓   | 64.93%         | 83.18%         |
| LTV [150] | NIPS’19 | Meta                     | ResNet-12 | ✓✓✓✓   | 70.1%          | 78.7%          |
| TapNet [240] | PMLR’19 | Meta                     | ResNet-12 | ✓✓✓✓   | 61.65%         | 76.36%         |
| ECNN [234] | CVPR’19 | Metric                   | CNN      | ✓✓✓✓   | -              | 76.37%         |
| ACC [241] | Arxiv’19 | Transfer Learning         | ResNet50 | ✓✓✓✓   | 62.21%         | 80.75%         |
| Tap [152] | CVPR’20 | Embedding                 | ResNet-18 | ✓✓✓✓   | 63.72%         | 78.38%         |
| DNN [242] | CVPR’19 | Meta                     | Conv-64  | ✓✓✓✓   | 51.24%         | 71.02%         |
| MIC2 [244] | NIPS’19 | Meta                     | WRN      | ✓✓✓✓   | 55.73%         | 70.33%         |
| PT Indicates Pre-train, FT Indicates Fine-tuning, DA means using Data Augmentation during the Train Stage or Test Stage. KD means knowledge distillation, SS means self-supervision and MTL means multitasking Learning. |

Table 13. The Overview of the State-of-the-arts on MS COCO Object Detection with Some Special Tricks

| Method | Venue | Backbone | Type | Tricks | mini-ImageNet | Available Code |
|--------|-------|----------|------|--------|---------------|----------------|
| mTRef- ViT-FB [247] | Arxiv’22 | ViT | Transfer learning | ✓✓✓✓ | ✓ | ✓ | 22.5AP | 30.2AP |
| Meta-DETR [19] | Arxiv’22 | ResNet-101 | Meta | ✓✓✓✓ | ✓ | ✓ | 17.8AP | 29.9AP |
| ESF [248] | CVPR’21 | ResNet-101 | Transfer learning | ✓✓✓✓ | ✓ | ✓ | 11.1AP | 13.5AP |
| SSF-FSL [249] | CVPR’21 | ResNet-101 | Multimodality | ✓✓✓✓ | ✓ | ✓ | 11.3AP | 14.7AP |
| FaDetNet View [250] | ECCV’20 | R-CNN | Meta | ✓✓✓✓ | ✓ | ✓ | 12.5AP | 14.7AP |
| MPSR [251] | ECCV’20 | ResNet-101 | Embedding | ✓✓✓✓ | ✓ | ✓ | 9.8AP | 14.1AP |
| TFA [252] | ICML’20 | ResNet-101 | Transfer learning | ✓✓✓✓ | ✓ | ✓ | 10AP | 13.7AP |
| Meta R-CNN [253] | ICCV’19 | R-CNN | Meta | ✓✓✓✓ | ✓ | ✓ | - | 12.4AP |
| MetaDet [254] | ICCV’19 | VGG16 | Meta | ✓✓✓✓ | ✓ | ✓ | 7.1AP | 11.3AP |

PT indicates pre-training, FT indicates fine-tuning, DA means using data augmentation during the train stage or test stage, AT means attention technology, SS means self-supervision, and MTL means multitasking learning.

7.4 Few-shot Instance Segmentation

Compared to semantic segmentation, FSL instance segmentation requires not only identifying each pixel in the image but also labeling the corresponding pixel. Recently, few works are dealing with the problem of segmenting a few samples of instances. In addition, some work presents how to
Fig. 18. Performance improvement progress of FSL semantic segmentation tasks during 2018–2021.

Fig. 19. Performance improvement progress of FSL instance segmentation tasks during 2017–2021.

Table 14. The Overview of the State-of-the-arts on COCO-20i Semantic Segmentation with Some Special Tricks

| Method       | Venue | Backbone | Type | Tricks | COCO-20i(MPA50) | Available Code |
|--------------|-------|----------|------|--------|-----------------|----------------|
| MSANet       | Arxiv'22 | ResNet-101 | Metric | ✓✓✓ | 69.13 73.99 | ✓ |
| CyCTR        | NIPS'21 | ResNet-50 | Metric | ✓✓✓ | 64.3 66.6 | ✓ |
| HSNNet       | ICCV'21 | ResNet-50 | Metric | ✓✓✓ | 66.2 70.4 | ✓ |
| RPMM         | ECCV'20 | ResNet-50 | Metric | ✓✓ | 56.3 - | ✓ |
| SVF          | Arxiv'22 | ResNet-50 | Transfer learning | ✓✓✓ | 60.8 - | ✓ |
| PPNet        | ECCV'20 | ResNet-50 | Metric | ✓✓✓ | 51.5 62.0 | ✓ |
| FWB          | ICCV'19 | ResNet-101 | Metric | ✓✓✓ | 56.2 59.9 | ✓ |
| PANet        | ICCV'19 | VGG16 | Metric | ✓✓✓ | 48.1 55.7 | ✓ |
| CANet        | CVPR'19 | ResNet | Metric | ✓✓✓✓ | 55.4 57.1 | ✓ |

PT indicates pre-training, FT indicates fine-tuning, DA means using data augmentation during the training stage or test stage, and AT means attention technology.

Table 15. The Overview of the State-of-the-arts on COCO-20i Instance Segmentation with Some Special Tricks

| Method       | Venue | Backbone | Type | Tricks | COCO-20i | Available Code |
|--------------|-------|----------|------|--------|----------|----------------|
| iMTFA        | CVPR'21 | R-CNN | Metric | ✓✓✓ | 20.13 18.22 | ✓ |
| FAPS         | CVPR'21 | ResNet-50 | Metric | ✓✓✓ | 16.3 18.2 | ✓ |
| FGN          | CVPR'20 | ResNet-101 | Meta | ✓✓✓ | 16.2 - | ✓ |
| SG-One       | IEEE'20 | VGG-16 | Metric | ✓✓✓ | 14.8 - | ✓ |
| Siamese Mask R-CNN | Arxiv'18 | ResNet-50 | Metric | ✓✓✓ | 14.5 - | ✓ |

PT indicates pre-training, FT indicates fine-tuning, DA means using data augmentation during the training stage or test stage, AT means attention technology, SS means self-supervision, and MTL means multitask learning.

improve RCNNs using some effective modules. The most representative work is Reference [264], which proposes an incremental few-shot instance segmentation algorithm that greatly improves the performance of the benchmark datasets. Table 15 and Figure 19 show the research progress of few-shot instance segmentation from 2019 to 2021.

8 FUTURE DIRECTION AND OPPORTUNITIES OF FSL

With a significant amount of work making promising progress on various task settings for FSL, the more challenging scenarios appear. For example, training and validation datasets are both
scarce, where there are no available external data and no similar domain training task or validation datasets. In meta-learning, it may not involve enough tasks to initialize the model parameters, and multimodal learning suffers from a distinct modal ordering problem. In line with the taxonomy, we present several possible future research directions corresponding to each level.

8.1 Better Evaluation of Data Distribution

Machine learning is difficult to train a model with excellent generalization from a very small number of samples. If the algorithms are trained on data with biases, then it will destroy the generalization of the model. Yang et al. [12] make the first meaningful attempt in this direction. It assumes that both the base class data and the new class data share a normal distribution. By calculating the mean and variance of the base class, the values can be transferred to the new class. If this assumption is sufficiently accurate, then it can bridge the gap between FSL and traditional machine learning to some extent. However, it is still a relatively strict assumption of the data distribution. If there is a large gap between the base class and the novel class, then sufficiently complex correction rules need to be explored using some assisted modules like a relation network. In the future, this is an exciting direction that considers relaxing the assumptions and exploring more generalization methods.

Another issue is that mainstream FSL benchmark datasets exist more or less some problems. For example, the mini-ImageNet dataset obtains some unsuitable samples that are too difficult for model evaluation, such as entity occlusion, and multiple objects. However, other simple datasets, such as Omniglot, cifar10, cifar100, and so on, have been largely addressed. FSL needs more challenging datasets like BSCD-FSL [22]. Likewise, natural language processing and multimodal field expect more benchmark datasets such as FEWCLUE and FEWGlue, which are closely integrated with hotspots of research and application. But until now, there is no benchmark dataset to evaluate a model’s ability to generalize at a fine-grained and full scene level.

8.2 Improving the Robustness of Data-to-label Mapping

The advent of the BSCD-FSL [22] benchmark brings a new challenge to FSL. It explores and reveals the limitations of current FSL for cross-domain learning. Recent research has produced skillfully designed models, more sophisticated hyperparameter tuning, additional auxiliary datasets, and extraction of domain-irrelevant features that are effective for FSL. Currently, fine-tuning is already performing very robustly at the intersection of transfer learning and meta-learning. Pre-training can be seen as learning many categories of tasks; it is single-task learning. Meta-learning, however, is a multi-task learning approach. It is worth exploring whether there is a better model that can integrate meta-learning and fine-tuning to maximize the performance of the model while reducing the computational complexity during meta-learning worth exploring.

Nowadays, the feature level still has a lot of potential for parameter space optimization. P > M > F [100] explores this simple pipeline including pre-training, meta-learning, and fine-tuning. It achieves the state-of-the-art in FSL classification task on mini-ImageNet. Subsequent work continues to experiment with replacing the pre-trained backbone, adding various tricks to the fine-tuning, or introducing multi-task to fully exploit the performance of fine-tuning and meta-learning.

8.3 Learn Meta-knowledge More Effectively from Historical Tasks

Meta-learning is a very general concept. Using meta-learning in combination with other methods can further improve the performance of FSL tasks. However, meta-learning is limited to specific task spaces under a defined network structure. In the case of classification tasks, only related classification tasks are currently considered. Does there exist a framework that takes into account classification, detection, prediction, and generation at the same time? This would enable meta-learning
separated from the conception of tasks to some extent. Recent work is attempting to optimize each batch as a whole. In this case, how to optimize the inner loop will be an important direction. In the future, the combination of meta-learning and fine-tuning will become the mainstream algorithms to address FSL.

Note that meta-learning is still exploring the correlation between tasks. No relevant theory has yet to emerge to explain the causal relationship behind meta-learning. In the future, meta-learning may tend to become a more general framework as the causal theory framework evolves.

8.4 Full Convergence of Multimodal Information

Multimodal learning is currently an emerging approach to address FSL problem, which automatically learns heterogeneous data from edge scenes without supervised labels and quickly transfers to different downstream tasks. Multimodal learning is widely regarded as an exploration from weak AI in limited domains to general AI. The advent of multimodal FSL has brought FSL into the era of pretrained multimodal models + small sample fine-tuning. Technically, the pre-trained multimodal model with a sufficient number of parameters can address any downstream tasks in terms of promotion. At this stage, researchers are encouraged to try more modal fusion learning, such as speech and video. Another direction is how to quantify the importance of each type of information given the fusion of multiple information so different weights can be obtained in the training stage.

9 CONCLUSION

As an important branch of machine learning, few-shot learning does not require a large amount of data but rather chooses a flexible approach to solve problems. By leveraging prior knowledge at different levels of abstraction, a wide range of work has emerged that attempts to address FSL issues. In this context, we provide a comprehensive survey of FSL in the form of questions and answers that easily distinguish confused conceptions and summarize the rich benchmark datasets under FSL. Besides, we provide unique insights into the challenges in the evolution of FSL following a new taxonomy. The relevant research methods are analyzed in depth according to the degree of integration of prior knowledge at each level. Furthermore, for the sake of completeness of the exposition, we also compare and analyze the recent advances of FSL in the field of computer vision. Finally, we present a list of possible future research directions and opportunities in light of the extensive recent literature. On the whole, this survey provides an overall comprehensive summary of the frontier advances in FSL over the past three years and is expected to contribute to the synergistic development of FSL and its related fields.
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