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ABSTRACT
We show that the quantum wavefunction, interpreted as the probability density of finding a
single non-localized quantum particle, which evolves according to classical laws of motion, is
an intermediate description of a material quantum particle between the quantum and classical
realms. Accordingly, classical and quantum mechanics should not be treated separately, a
unified description in terms of the Wigner distribution function being possible. Although
defined on classical phase space coordinates, the Wigner distribution function accommodates
the nonlocalization property of quantum systems, and leads to both the Schrödinger equation
for the quantum wavefunction and to the definition of position and momentum operators.
INTRODUCTION

Quantum mechanics of material particles, i.e. particles with positive mass, which we refer to simply as particles in the following, differs qualitatively from classical mechanics in that it systematically replaces the fundamental concepts of the latter with completely different notions. For example, the state of a classical localized particle as determined by position and momentum vectors \( \vec{r} \) and \( \vec{p} \), respectively, is described in quantum mechanics by a vector \( | \Psi \rangle \) in the Hilbert space, which in the Schrödinger formalism becomes a non-localized function \( \Psi \) of position or momentum. In turn, the classical \( \vec{r} \) and \( \vec{p} \) vectors, with Cartesian components \( x_i \) and \( p_i \), respectively, become in quantum mechanics the operators \( \hat{r}_i \) and \( \hat{p}_i \), with Cartesian components \( \hat{x}_i \) and \( \hat{p}_i \), respectively. These quantum operators, which act on the quantum state (wavefunction), no longer commute but satisfy the commutation relation

\[
[\hat{x}_i, \hat{p}_j] = \hat{x}_i \hat{p}_j - \hat{p}_j \hat{x}_i = i\hbar \delta_{ij}.
\]

(1)

The meaning of the wavefunction \( \Psi \) is not yet clearly established, but it is generally considered that it is an appropriate tool for calculating the probability of outcomes of a measurement of an arbitrary quantum observable \( A \), represented by an operator \( \hat{A} \) with eigenfunctions \( \psi_n \) and eigenvalues \( A_n \). These eigenvalues are the only possible results of measurements of the observable \( A \), the probability of obtaining them for a quantum system with a wavefunction \( \Psi = \sum_n a_n \psi_n \) being proportional to \( |a_n|^2 \).

The aim of this paper is to show that the wavefunction in quantum mechanics is in fact a description of the quantum system that is intermediate between the quantum and the classical world. More precisely, the quantum wavefunction contains classical parameters in both the equation of motion and the corresponding initial conditions. Having established that the wavefunction is in fact a probability density of finding classically-moving non-localized...
particles, we then argue that the net separation between the classical and quantum mechanical formalism has no sense, and therefore the only appropriate description of quantum mechanics is the phase space formalism. The Wigner distribution function, although defined on classical phase space coordinates, provides a suitable link between the quantum and classical aspects of the wavefunction and allows the derivation of the Schrödinger equation for the wavefunction as well as of the form of the position and momentum operators acting on it.

**QUANTUM ASPECTS THE QUANTUM WAVEFUNCTION**

The wavefunction of a quantum particle in the position representation, $\Psi(r)$, satisfies the Schrödinger equation

$$i\hbar \frac{\partial \Psi}{\partial t} = \hat{H}\Psi = -\frac{\hbar^2}{2m} \nabla^2 \Psi + V(r,t)\Psi$$

(2)

where $t$ is the time coordinate, $m$ is the mass of the quantum particle, and the Hamiltonian operator $\hat{H}$ is obtained by replacing the position and momentum coordinates in the classical non-relativistic Hamiltonian $H(r, p, t) = p^2 / 2m + V(r, t)$ with the operators $r$ and $-i\hbar \nabla$, respectively, which act on $\Psi(r)$. Besides the wavefunction itself, which is commonly considered as quantum in character, there are two definitely non-classical quantities in (2): the parameter $i\hbar$ on the left-hand-side and the form of the momentum operator, $\mathbf{p} = -i\hbar \nabla$. Indeed, in contrast to classical mechanics, where $\mathbf{p} = m \frac{d\mathbf{r}}{dt}$ and, in particular, for a free particle starting from the origin of the system of coordinates $\mathbf{p}$ is parallel to $\mathbf{r}$, in quantum mechanics $\mathbf{p}$ is normal to the surface $\Psi(r) = \text{const.}$, in a similar manner as the wavevector in optics is normal to the wavefront. Moreover, a complete determination of the state of a classical particle at the moment $t$ requires two measurements at different times for the
determination of the temporal derivative of \( r \) that appears in the definition of \( p \), whereas the quantum wavefunction established at a given time moment characterizes completely the quantum state, the momentum operator being defined, however, as the gradient of the spatially dependent wavefunction.

The analogy of the momentum operator definition in quantum mechanics and wave optics (in the latter case an operator \( \hat{p} = -i(\lambda / 2\pi)\hat{V} \) can be introduced [1] that is canonically conjugate in the Hamiltonian sense to \( r \), so that the wavelength \( \lambda \) is the analog of \( h = 2\pi\hbar \) while the time coordinate in quantum mechanics is to be replaced in wave optics with a spatial coordinate) reminds us of the well-known argument that classical mechanics is an approximation to quantum mechanics analogously to the way geometrical optics is an approximation to wave optics. However, nobody has ever claimed that wave optics is of a fundamentally different nature than ray optics, and nobody has ever tried to separate the two mathematical theories of optics, as is the case with the classical and quantum mechanics. The reason is, perhaps, that the wave and ray theories have appeared at rather the same epoch and that the optical wavelength is measurable with classical means, whereas Planck’s constant is not observable in every-day experiences and hence had no place in classical mechanics.

Not only does classical particle acquire a wave-like behavior in quantum mechanics, but its phase space topology changes; for simplicity we restrict ourselves in the following to the one-dimensional case, in which the position is denoted by \( x \) and momentum by \( p \) (\( \hat{p} = -i\hbar\partial / \partial x \) in quantum mechanics). Then, in the two-dimensional \((x, p)\) phase space a classical particle is represented by a point, with an associated outer product

\[
x \wedge p = (xp - px)/2 = 0
\]

since \( x \) and \( p \) are numbers, while in quantum mechanics, according to the commutation relation, \( \hat{x} \wedge \hat{p} = i\hbar/2 \). Since the outer product represents the oriented area of the parallelogram with sides \( \hat{x} \) and \( \hat{p} \) (see, for example [2]), it follows that a quantum particle is always localized in a phase space area \( \hbar/2 \); it is no longer a point, as in classical
mechanics. (A similar change in the phase space topology occurs in wave optics with regard to ray optics.) The existence of a minimum phase space area bestows to the quantum wavefunction its wave-like behavior and, in particular, implies the possibility of interference of material particles, a property that distinguishes a quantum particle from a classical one.

This change in phase space topology, determined by the commutation relation (1), which is independent of the wavefunction, is the essence of quantum behavior. The specific form of the wavefunction intervenes only in the uncertainty relation,

\[ \Delta x \cdot \Delta p \geq \hbar / 2 \]  

where the uncertainty in \( x \) is defined by \( (\Delta x)^2 = \langle (x - \langle x \rangle)^2 \rangle = \langle x^2 \rangle - \langle x \rangle^2 \), a similar relation existing for \( \Delta p \), with the expectation value of any function of \( x \) and \( p \), \( f(x, -i\hbar \partial / \partial x) \), calculated as \( \langle f(x, -i\hbar \partial / \partial x) \rangle = \int \Psi^* (x,t)f(x, -i\hbar \partial / \partial x)\Psi(x,t)dx \); of course, when products of \( x \) and \( p \) are encountered, their order is not arbitrary. The uncertainty in \( x(p) \) can be regarded as the spatial extent of the wavefunction in position (momentum). Note that both the commutation and uncertainty relations are defined in phase space.

**CLASSICAL ASPECTS OF THE QUANTUM WAVEFUNCTION**

In the Schrödinger equation (2), as in any formulation of quantum mechanics, the time coordinate \( t \) and the mass \( m \) of the quantum particle are purely classical parameters, with no associated operators. Moreover, the argument \( r \) of the wavefunction and of the potential energy in (2) is no different from the classical position vector. An insightful demonstration that, for a quantum system interacting with an environment that can be characterized by semiclassical dynamical variables, the time coordinate in (2) originates in the classical evolution of the environment variables and the wavefunction of the quantum system depends
on the environmental position variables (although this dependence is not explicit in the Schrödinger equation), can be found in [3].

If the classicality of time, mass and position in (2) is common knowledge, the identification of classical aspects of the wavefunction itself is not. We have established in the previous section that the form of the wavefunction is irrelevant for the commutation relation (1). But, what determines the form of the wavefunction? It is the preparation process, which involves the particle source and other filtering devices, that is responsible for the form of the initial quantum state $|\Psi_{in}\rangle$. Then, propagating through the set-up the wavefunction interacts continuously with different parts of the set-up, for example filters and slits, and retains information about them, as discussed in [4,5], the filtering devices having often a contribution to the form of $\Psi_{in}$. For example, in interference experiments involving slits the preparation device consists of the particle source and the slits, which are considered as a position-measuring device [6]. After passing through a slit the wavefunction is projected into a (classical) position state, (the position being that of the slit) which is considered as the initial wavefunction $\Psi_{in}$. Analogously, multiple slits generate a superposition of position states, the initial wavefunction (and hence the fringe pattern) depending on the (classical) distance between the slits. Detectors placed after the slit plane, and which make a determined (classical) angle $\theta$ with a certain slit, measure the momentum eigenstates [6], determining the final state of the wavefunction, $|\Psi_{fin}\rangle$. Quantum mechanics provides the probability $P = |\langle \Psi_{fin} | \Psi_{fin}\rangle|^2$ that the initial state is found in the observed final state. Quantum interference is an attribute of this probability function and not of quantum particles.

In general, the effect of the components of the set-up (particle sources, filters, slits, detectors, etc.) on the wavefunction is treated qualitatively, though in many cases in agreement with experiments. Often at least the detecting device is downgraded to a semi-classical or even a classical device. Moreover, in practically all cases, the engineering of the
quantum state of a particle implies interaction with classical fields or, at least, the fact that classical parameters intervene in the form of $\Psi_{in}$. For example, preparation of the motional ground state of a trapped ion and the engineering of its quantum state of motion is performed by applying electromagnetic fields, which drive transitions between ion’s states, the occupation of the metastable excited state depending on classical parameters such as the duration of the excitation pulses and the wavelength detuning of the exciting laser from the ionic transition frequency [7] (see also the references in [8] for other methods of engineering the states of trapped ions). Another, the so-called projection synthesis method, can be used to sculpt an arbitrary motional state of a trapped ion from a previously prepared coherent motional state using appropriately chosen laser pulses, the durations and phases of the laser pulses determining the fidelity of the process [8]. Deterministic entanglement of trapped ions (entanglement of all ions at a specific time) can be engineered by applying laser beams with appropriately detuned frequencies and specific time durations, as well as electric fields on Paul traps [9] (see also the references in [9] for other entanglement experiments). The transition frequencies between quantum states of Rydberg atoms are tuned using electric fields, and superposition of energy states of such atoms are realized applying pulses of classical microwave radiation, atom-cavity and atom-atom entangled states being created and manipulated by combining these classical pulses with cavity fields with precisely determined frequency [10]. Moreover, atoms can be trapped, guided, and focused by the forces exerted by intense and inhomogeneous electromagnetic fields with appropriately chosen wavelengths or by current carrying wires, microfabricated dispersive elements such as Fresnel zone plates are used in atom and electron optics experiments, electrons are manipulated by classical electric and magnetic fields, in temporal interference experiments involving massive particles the wavefunction is determined by the classical delay between particle wavepackets, which also
determines the parameters of temporal lenses and mirrors for atoms, and so on (see the extensive reference list in [11]).

In conclusion, the macroscopic environment influences the wavefunction from its generation up to its detection; the macroscopic world enters the quantum mechanical description through the parameters in the Schrödinger equation (time, position variables, often potential energy expressions) and through boundary conditions (the form of the initial wavefunction), the eigenstates of the observable to be measured (determined by a generally classical measuring apparatus decided upon by the experimenter) determining the outcome probabilities of possible measurement results, which test the validity of quantum mechanics. It is hazardous, therefore, to consider the Schrödinger equation as a purely quantum description of the system. A more appropriate interpretation of the Schrödinger equation as a description of a quantum particle, intermediate between the microscopic (quantum) and macroscopic (classical) realms, should be considered instead.

Another argument for the existence of a classical aspect of the wavefunction is based on the misleading assertion that the addition law of classical probabilities is invalidated by quantum interference phenomena. But is this really the case? In Ref. 12 it is convincingly demonstrated that the well-known fact in a two-slit experiment, namely that the probability of the photon reaching a certain point on the screen when both slits are open is not equal to the sum of probabilities of photons reaching that point when only one of the slits is open does not contradict the classical addition law, because what must be added are the probabilities of the photon passing through each one of the slit when both are open (similar generalizations hold for \(n\)-slit interferometers). And when this addition is performed classically we obtain the so-called quantum result, i.e. interference fringes on the screen.

Moreover, the quantum mechanical postulates are intrinsically related to classical measuring devices. More precisely, the quantum mechanical postulate, which states that a
measurement of an observable $A$ described by an operator $\hat{A}$ always yields one of the eigenvalues of $\hat{A}$, is not fulfilled in general. Its validity (and hence the conceptual foundations of quantum mechanics) depends on the strength of the interaction between the quantum system and the measuring apparatus, and, even worse, in weak measurements the result can even lie outside the range determined by the operators’ eigenvalues [13,14]. The so-called strong measurements, which fulfill the quantum mechanical postulate, are those in which the measuring apparatus behaves classically, i.e. is prepared in a classical limit state for which the position uncertainty of the apparatus and thus the spatial extension of its wavefunction must be much larger than its de Broglie wavelength. Then, the real part of the Schrödinger equation satisfied by the wavefunction of the apparatus reduces to the Hamilton-Jacobi equation and vice-versa.

MEANING OF THE QUANTUM WAVEFUNCTION

The commutation relation together with (3) establish that the product of the uncertainties in $x$ and $p$, and hence the extent of the wavefunction in phase space, must be equal to or larger than the minimum phase space area $\hbar/2$. Actually, the state representing a quantum particle cannot be localized in a phase space region smaller than a quantum blob, which is canonical invariant [4,15]. In our opinion the wavefunction (in the position representation) is the spatial probability density of finding a single quantum particle, which evolves according to classical laws but differs from a classical particle because it cannot be localized in a phase space area smaller than $\hbar/2$ (smaller than $(\hbar/2)^n$ for an $n$-dimensional wavefunction). In this sense, contrary to the position defended by Schrödinger [16] and by de Broglie, who postulated the coexistence of phase-matched particles and guided-waves [17], the wavefunction has no ontological meaning; it does not exist as a real entity independent of our knowledge about it, as do, in our opinion, quantum particles. The wavefunction has, however, an epistemological
character (as argued by Born [18]) since it can be used to predict the results of future experiments from the knowledge of the present state of the system and the configuration of the measuring set-up through which it will pass.

The dissociation in meaning of the wavefunction from the quantum particle is imposed by experiments, which show that the wavefunction has a spatial extension that is not compatible with the localized character of the detected quantum particle. For example, in quantum interference experiments, the wavefunction must extend over the slits in order to observe interference fringes, but quantum particles pass through the slits. The wavefunction cannot represent the quantum particle, whose character does not change even if the wavefunction is modified by canonical transformations, for example. The existence of the minimum phase space area $\frac{\hbar}{2}$ does not necessarily mean that the quantum particle has this extent; it simply implies that a quantum particle cannot exist unless this phase space area is available. The minimum phase space area should be seen as a sort of self-sustained correlation area, necessary for the stability of the quantum particle. The extent of the quantum particle itself is not a question that present-day quantum mechanics can answer.

The wavefunction interpretation as a probability amplitude for a single quantum system as opposed to a parameter that acquires physical meaning only as ensemble average over a large number of identical systems at a given moment in time was already defended in [19]. In this reference the wavefunction $\Psi$ of a single particle acquires realistic interpretation through a so-called protective (or weak) measurement, i.e. a long-time measurement during which the wavefunction does not collapse because it interacts in a suitable manner with the environment, and during which the expectation values of several, even non-commuting observables can hence be determined. The wavefunction of the quantum system can eventually be recovered (up to a phase factor) from measurements of a sufficient number of observables, although all measurements are performed on a single system, and not on an
ensemble of identical copies of the quantum system existing in various allowed states. The interaction term $H_{\text{int}}$ in the total Hamiltonian $H = H_0 + H_a + H_{\text{int}}$, where $H_0$ is the unperturbed Hamiltonian of the quantum system and $H_a$ is the Hamiltonian of the apparatus, depends generally on the coordinate of the apparatus, the possible states of which after interaction are entangled with the eigenstates of the measured observable. An actual observation of the state of the apparatus implies a collapse of the wavefunction into one of these eigenstates. No such collapse is possible in a protective measurement since the entanglement is absent. Protective measurements can take place when the state $|\Psi(t)\rangle$ of the quantum system remains almost unchanged during measurement. If $|\Psi(t)\rangle$ is at $t = 0$ and remains after the interaction time $T$ in a nondegenerate eigenstate of the total Hamiltonian $H$, the interaction is sufficiently weak such that $|\Psi(t)\rangle$ changes adiabatically and remains almost identical after $T \gg h/\Delta E$, where $\Delta E$ is the smallest energy difference between $|\Psi\rangle$ and the other eigenstates of $H$. If $|\Psi(0)\rangle$ is not an eigenstate of $H$ it can be protected through repeated and dense measurements in the $[0,T]$ interval of an observable for which the evolution of $|\Psi(0)\rangle$ under the unperturbed Hamiltonian $H_0$ is a nondegenerate eigenstate. Protective measurements allow the distinction between protected nonorthogonal states of the quantum system, and can be generalized to determine the density matrix of a single quantum system [20].

A further insight into the meaning of wavefunction, as corresponding to classically moving particles, is provided in [21]. In this reference it is shown that the wavefunction is the probability density of classically propagating particles starting from the observation that if geometrical optics exactly accounts for the propagation of field discontinuities, then classical mechanics should describe exactly the propagation of discontinuities in the quantum wave function. And, indeed, the eikonal equation in optics is found to correspond to the classical Hamilton-Jacobi equation, the discontinuities propagating along the rays in geometrical optics.
and along classical trajectories in relativistic quantum mechanics (the nonrelativistic case can also be accommodated) at least in the non-dispersive, time-harmonic wave case [21].

A further support for the classical propagation law of quantum particles is provided in [22], where the evolution laws of quantum observables are derived from the classical Hamilton equations with the only additional assumption of phase space non-commutativity, which implies that (1) is satisfied by $x$ and $p$ and that the quantum particle occupies a phase space area of $\hbar/2$. This result is obtained without the introduction of Hilbert spaces and quantum operators and is independent of the quantum mechanical formalism. It states that the quantum particle differs from the classical one only with regard to phase space localizability.

Because the quantum particle, understood throughout this paper as a concentration of energy, is not classical (in the sense that it is not point-like), although satisfying classical laws of motion, our interpretation of the wavefunction differs from that in the hidden-variable Bohmian quantum mechanics, which implies classical particles that follow trajectories perfectly determined by the classical equation of motion complemented with an additional wavefunction-dependent quantum potential [23].

Another argument toward our interpretation of the wavefunction is that the classical limit of a quantum state is an ensemble of orbits and not just a single orbit [24], as is usually assumed by a superficial interpretation of the Ehrenfest’s theorem. The classical limit of quantum states implies then that quantum averages agree with classical averages and probability distributions in quantum mechanics concur with classical probabilities. In its standard formulation Ehrenfest’s theorem states that the expectation values of the position and momentum operators follow a classical trajectory, i.e. $d\langle \hat{q} \rangle / dt = \langle \hat{p} \rangle / m$, $d\langle \hat{p} \rangle / dt = \langle F(\hat{q}) \rangle$ $\cong F(\langle \hat{q} \rangle)$, where $F = -\nabla V$ is the force associated to the scalar potential $V$ in the Hamiltonian operator $\hat{H} = \hat{p}^2 / 2m + V(\hat{q})$. 
RECONCILIATION OF THE CLASSICAL AND QUANTUM ASPECTS OF THE
QUANTUM WAVEFUNCTION

The mainstream quantum mechanics states that the quantum and classical descriptions of the
world are completely different, and at best correspondences must be searched between them.
We have seen in the previous sections, however, that the quantum wavefunction carries
information about the classical environment, and therefore the classical world is in
(permanent) contact with the quantum world. How can we reconcile these two points of view?

A straightforward answer is provided by the Wigner distribution function (WDF)
formalism of quantum mechanics, which employs classical phase space coordinates. More
precisely, for pure quantum states the WDF is defined as [25]

\[
W(x, p; t) = h^{-1} \int \Psi^*(x - \frac{x'}{2}; t) \Psi(x + \frac{x'}{2}; t) \exp(-ipx'/\hbar) dx',
\]

(a similar definition exists for mixed states, but we do not refer to it here since we are
interested only in the wavefunction) and provides the same information about the quantum
state as the wavefunction, the phase space formalism being analogous to that of Heisenberg
and Schrödinger. Among the many useful properties of the WDF, reviewed in [26-30], we
mention the fact that the wavefunction can be recovered (up to a constant factor) from the
WDF through an inverse Fourier transform: \( \Psi(x) \Psi^*(0) = \int W(x/2, p) \exp(ipx/\hbar) dp \) and that
the spatial probability density in quantum mechanics is given by: \( |\Psi(x)|^2 = \int W(x, p) dp \). The
fact that the WDF, although real, is not positive defined, as a distribution function in classical
mechanics, should not be a problem in quantum mechanics (as well as wave theory), since
negative regions of WDF, corresponding in wave optics to tamasic or “dark” rays, are
necessary to accommodate phenomena such as interference and diffraction [31]. An
alternative set of postulates to that of standard quantum mechanics has been recently defined.
in terms of the WDF [4], including an interpretation of the measurement problem that allows
the inclusion of classical measuring devices in the phase space formalism of quantum
mechanics. So, the classical and quantum aspects of the physical world are best reconciled in
phase space, which use the same classical coordinates for both descriptions. The phase space
representation of quantum mechanics provides even a refined quantum-classical
 correspondence rule than the Bohr-Heisenberg correspondence principle, as shown in [32].
More precisely, using the WDF it is not only possible to demonstrate that the frequency and
probability of a quantum mechanical transition between stationary states correspond,
respectively, to a multiple of the classical dynamic frequency and to a classical Fourier
coefficient, but (even neglecting higher-order terms in the evolution equation for WDF) the
WDF associated to the transition is limited to a phase-space trajectory with an average energy
between the energies of the stationary states.

As stated in the previous sections, the essence of quantum mechanics is captured by
the commutation relation (1). In the phase space, however, \(x\) and \(p\) commute, since they are
numbers. Nevertheless, the commutation relation is incorporated in the very definition of the
WDF, as we show below by deriving both the Schrödinger equation and the uncertainty
relations from the evolution law of the WDF. To our knowledge, this derivation is performed
here for the first time.

The evolution law of the WDF

\[
\frac{\partial W}{\partial t} + \frac{p}{m} \frac{\partial W}{\partial x} - \frac{\partial V}{\partial x} \frac{\partial W}{\partial p} = \sum_{n=1}^{\infty} \frac{(\hbar/2i)^{2n}}{(2n+1)!} \frac{\partial^{2n+1}V}{\partial x^{2n+1}} \frac{\partial^{2n+1}W}{\partial p^{2n+1}}
\]

(5)
is usually derived from the Schrödinger equation (2). However, the process can be reversed,
and (2) can be derived from (5), since it can be demonstrated that the Fourier transform of the
real-valued WDF over the momentum variable can always be written as [33]
\[ Z(x, x'/2; t) = \int W(x, p; t) \exp(ipx'/\hbar) dp = \Psi^*(x - x'/2; t)\Psi(x + x'/2; t). \] \tag{6} 

(The demonstration in [33] refer to a classical, positive-definite WDF that satisfies the Liouville equation, i.e. the left-hand-side of (5), but only the real-valuedness of the WDF is necessary to show (6).) In order to derive from (5) the Schrödinger equation, we follow the treatment in [34], but starting from completely different premises: in our case the system is completely described by the quantum WDF (4) instead of a positive-defined phase space probability density for point-like classical particles, which follows the evolution law (5) (the classical WDF follows the Liouville equation). First, we derive the evolution law for the Wigner-Moyal transformation \( Z(x, x'/2; t) \) in (6), which can be considered as a characteristic function over the momentum space. This equation is

\[ \frac{\partial Z}{\partial t} - i\hbar \frac{\partial^2 Z}{\partial x \partial x'} + i\frac{x'}{\hbar} \frac{\partial V}{\partial x} Z = -\sum_{n=1}^{\infty} i\frac{x'}{\hbar} (x'/2)^{2n} \frac{\partial^{2n+1} V}{\partial x^{2n+1}} Z, \] \tag{7} 

which can be expressed in the new variables \( y = x + x'/2, \ y' = x - x'/2 \) as

\[ \left[ \frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial y^2} - \frac{\partial^2}{\partial y'^2} \right) - [V(y) - V(y')] \right] Z(y, y'; t) = -i\hbar \frac{\partial}{\partial t} Z(y, y'; t), \] \tag{8} 

which is the analog of the Schrödinger equation for the quantum wavefunction. The latter is then finally obtained from (8) and (6).

A few remarks are in order: the derivation of the Schrödinger equation from the characteristic function \( Z \) was performed in [34] for the particular case in which \( x' \) is an infinitesimal parameter. This condition and the fact that the starting equation was the Liouville equation for the phase space probability density instead of (5) lead to the neglect of
the right-hand-side of (7) in [34]. If \( x' \) would have been negligible, we could in turn have neglected the right-hand-side of (7), the resulting equation appearing as derived from the Liouville equation.

As mentioned above, for the classical phase space coordinates \( x \) and \( p \) the commutator vanishes, i.e. \([x, p] = 0\), as applied on the WDF, which means that the WDF is well defined on any phase space point. However, the uncertainties in \( x \) and \( p \) still satisfy (3) if the expectation value (ensemble average) is understood as phase space average. More exactly, defining the phase space expectation value of a function of \( x \) and \( p \) as

\[
\langle f(x, p) \rangle = \int f(x, p) W(x, p) dx dp
\]

(the WDF is considered normalized) the average phase space values for the position and momentum operators become identical to the expectation values for the operators \( \hat{x} = x \) and \( \hat{p} = -ih \frac{\partial}{\partial x} \) in standard quantum mechanics, respectively, acting on the quantum wavefunction:

\[
\bar{x} = \langle x \rangle = \int \Psi^* x \Psi x dx dt = \int \Psi^* x \Psi x dx = \langle \hat{x} \rangle
\]

\[
\bar{p} = \langle p \rangle = \int \Psi^* p \Psi p dx dt = \int \Psi^* p \Psi p dx = \langle \hat{p} \rangle
\]

In general, the expectation value of any function of \( \hat{x} \) and \( \hat{p} \) can be calculated as a phase space average with the WDF as a weighting function, i.e. as \( \langle f(\hat{x}, \hat{p}) \rangle = \langle f(x, p) \rangle \)

\[
= \int f(x, p) W(x, p) dx dp
\]

Equations (9a) and (9b) can serve to define the non-commutative position and momentum operators that act on the quantum wavefunction, \( \hat{x} \) and \( \hat{p} \), respectively, for which \([\hat{x}, \hat{p}] = ih\). The commutation relation (1) is replaced in the phase space treatment of quantum mechanics by commuting operators that act on an extended two-dimensional
distribution function, which cannot be localized in a phase space area smaller than $\hbar/2$; the quantum parameter $\hbar$ is incorporated in the very definition of the WDF through the exponential term in (4), which relates the classical $x$ and $p$ variables through a Fourier transform describing a wave-like object extended in the $(x,p)$ plane. In summary, the accommodation of the quantum parameter $\hbar$ does not necessarily require the change of classical vectors into quantum mechanical operators; the replacement of classical point-like particles with extended quantum mechanical concentrations of energy suffice for this purpose.

The WDF thus reconciles the quantum and classical treatments of phenomena, and is perfectly compatible to both the Schrödinger equation and the commutation relation, although defined on the classical phase space. The WDF, as advocated in [4], can be used to treat in a unified manner both quantum and classical systems. The use of the WDF to describe quantum systems is also supported by experimental reasons. Marginal distributions of the WDF for homodyne observables are easily determined experimentally, and offer an equivalent description of the quantum state to that of the quantum wavefunction or density matrix. The (positive) marginal distribution of a measurable position observable $X$, which is a combination of quadratures $\hat{X} = \hat{X} + \hat{p}$, where the $\mu$ and $\nu$ parameters refer to different scaled and rotated reference frames in phase space in which $X$ is determined, is related to the WDF (for $\hbar = 1$) by

$$w(X, \mu, \nu) = (2\pi)^{-2} \int \exp[-ik(X - \mu x - \nu p)] W(x, p) dkdxdp,$$

or

$$W(x, p) = (2\pi)^{-1} \int \exp[i(X - \mu x - \nu p)] w(X, \mu, \nu) d\mu d\nu dX.$$ The WDF and the marginal distributions, which represent probability distributions for the position $X$ in the scaled and rotated phase space reference frames, determine each other completely; in consequence the marginal distributions offer equivalent information to the Schrödinger equation on the
evolution of the quantum system and on the characteristics of its stationary states. Their evolution under a Hamiltonian \( H = \hat{p}^2 / 2 + V(\hat{x}) \) is described by

\[
\frac{d\nu}{dt} - \mu \frac{\partial \nu}{\partial \nu} - 2 \text{Im} \left[ i \frac{\nu}{2} \frac{\partial}{\partial x} \left( \frac{\partial}{\partial X} \right)^{-1} \frac{\partial}{\partial \mu} \right] w = 0
\] (11)

(see [35] for details). Marginal distributions with \( \mu^2 + \nu^2 = 1 \) are actually measured in tomography experiments.

CONCLUSIONS

We have argued that the quantum wavefunction is an intermediate description of a material quantum particle between the quantum and classical realms. The quantum wavefunction is in our view a probability density of finding a single quantum particle, which evolves according to classical mechanical laws but is not classical since it cannot be localized in a phase space area smaller than \( \hbar / 2 \) (for a one-dimensional system). According to these considerations we feel that classical and quantum mechanics should be treated separately, a unified description being possible in terms of the WDF. This distribution function, although defined on classical phase space coordinates, includes in its definition the nonlocalization property of quantum systems, and leads to both the Schrödinger equation for the quantum wavefunction and to the definition of position and momentum operators acting on it.
REFERENCES

[1] D. Gloge and D. Marcuse, “Formal quantum theory of light rays”, J. Opt. Soc. Am. **59**, 1629-1631, 1969

[2] D. Hestenes, *Space-Time Algebra*, Gordon and Breach Science Publishers, New York, 1966

[3] J.S. Briggs and J.M. Rost, “Time dependence in quantum mechanics”, Eur. Phys. J. D **10**, 311-318, 2000

[4] D. Dragoman, “Phase space formulation of quantum mechanics. Insight into the measurement problem”, Physica Scripta **72**, 290-295, 2005

[5] D. Dragoman, “Phase space formulation of filtering. Insight into the wave-particle duality”, J. Opt. Soc. Am. B **22**, 633-642, 2005

[6] T.V. Marcella, “Quantum interference with slits”, Eur. J. Phys. **23**, 615-621, 2002

[7] Ch. Roos, Th. Zeiger, H. Rohde, H.C. Nägerl, J. Eschner, D. Leibfried, F. Schmidt-Kaler, and R. Blatt, “Quantum state engineering on an optical transition and decoherence in a Paul trap”, Phys. Rev. Lett. **83**, 4713-4716, 1999

[8] R.M. Serra, P.B. Ramos, N.G. de Almeida, W.D. José, and M.H.Y. Moussa, “Engineering arbitrary motional ionic states through realistic intensity-fluctuating laser pulses”, Phys. Rev. A **63**, 053813, 2001

[9] Q.A. Turchette, C.S. Wood, B.E. King, C.J. Myatt, D. Leibfried, W.M. Itano, C. Monroe, and D.J. Wineland, “Deterministic entanglement of two trapped ions”, Phys. Rev. Lett. **81**, 3631-3634, 1998

[10] J.M. Raimond, M. Brune, and S. Haroche, “Manipulating quantum entanglement with atoms and photons in a cavity”, Rev. Mod. Phys. **73**, 565-582, 2001
[11] D. Dragoman and M. Dragoman, *Quantum-Classical Analogies*, Springer, Berlin, Heidelberg, 2004, chap. 6

[12] D. Arsenović, M. Božić, and L. Vušković, “Is the classical law of the addition of probabilities violated in quantum interference?”, J. Opt. B 4, S358-S365, 2002

[13] Y. Aharonov, D.Z. Albert, and L. Vaidman, “How the result of a measurement of a component of the spin of a spin-1/2 particle can turn out to be 100”, Phys. Rev. Lett. 60, 1351-1354, 1988

[14] M.S. Wang, “Classical limit of von Neumann measurement”, Phys. Rev. A 69, 034101, 2004

[15] M.A. de Gosson, “Phase space quantization and the uncertainty principle”, Phys. Lett. A 317, 365-369, 2003

[16] E. Schrödinger, *Collected Papers on Wave Mechanics*, Chelsea, New York, 1978

[17] G. Lochak, “De Broglie’s initial conception of de Broglie’s waves”, in *The Wave-Particle Dualism*, S. Diner, D. Fargue, G. Lochak, F. Selleri (eds.), Reidel, Dordrecht, 1984, pp. 1-25

[18] M. Born, Z. Phys. 37, 863, 1926

[19] Y. Aharonov, J. Anandan, and L. Vaidman, “Meaning of the wave function”, Phys. Rev. A 47, 4616-4626, 1993

[20] J. Anandan and Y. Aharonov, “Meaning of the density matrix”, Found. Phys. Lett. 12, 571-578, 1999

[21] A. Luis, “Classical mechanics and the propagation of the discontinuities of the quantum wave function”, Phys. Rev. A 67, 024102, 2003

[22] D. Dragoman, “Evolution law of quantum observables from classical Hamiltonian in non-commutative phase space”, e-print: quant-ph/0604076

[23] D. Bohm and B.J. Hiley, *The Undivided Universe*, Routledge, New York, 1993
[24] L.E. Ballentine, Y. Yang, and J.P. Zibin, “Inadequacy of Ehrenfest’s theorem to characterize the classical regime”, Phys. Rev. A 50, 2854-2859, 1994

[25] E. Wigner, “On the quantum correction for thermodynamic equilibrium”, Phys. Rev. 40, 749-759, 1932

[26] M. Hillery, R.F. O’Connell, M.O. Scully, and E.P. Wigner, “Distribution functions in physics: Fundamentals”, Phys. Rep. 106, 121-164, 1984

[27] Y.S. Kim and M.E. Noz, Phase-Space Picture of Quantum Mechanics, World Scientific, Singapore, 1991

[28] H.-W. Lee, “Theory and application of the quantum phase-space distribution functions”, Phys. Rep. 259, 147-211, 1995

[29] W.P. Schleich, Quantum Optics in Phase Space, Wiley-VCH, Berlin, 2001

[30] D. Dragoman, “Phase space correspondence between classical optics and quantum mechanics”, Prog. Opt. 43, 433-496, 2002

[31] E.C.G. Sudarshan, “Pencils of rays in wave optics”, Phys. Lett. 73A, 269-272, 1979

[32] J.P. Dahl, “The Bohr-Heisenberg correspondence principle viewed from phase space”, Fortschr. Phys. 50, 630-635, 2002

[33] E. Carnovali, Jr. and H.M. França, “On the connection between the Liouville equation and the Schrödinger equation”, e-print: quant-ph/0512049

[34] L.S.F. Olavo, “Foundations of quantum mechanics: non-relativistic theory”, Physica A 262, 197-214, 1999

[35] V.I. Man’ko, “Dynamical symmetries and tomography”, Found. Phys. 28, 429-438, 1998