Reading-Network in Developmental Dyslexia before and after Visual Training
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Abstract: Electroencephalographic studies using graph-theoretic analysis have found aberrations in functional connectivity in dyslexics. How visual nonverbal training (VT) can change the functional connectivity of the reading network in developmental dyslexia is still unclear. We studied differences in the local and global topological properties of functional reading networks between controls and dyslexic children before and after VT. The minimum spanning tree method was used to construct the reading networks in multiple electroencephalogram (EEG) frequency bands. Compared to controls, pre-training dyslexics had a higher leaf fraction, tree hierarchy, kappa, and smaller diameter ($\theta$—$\gamma$-frequency bands), and therefore, they had a less segregated neural network than controls. After training, the reading-network metrics of dyslexics became similar to controls. In $\beta_1$ and $\gamma$-frequency bands, pre-training dyslexics exhibited a reduced degree and betweenness centrality of hubs in superior, middle, and inferior frontal areas in both brain hemispheres compared to the controls. Dyslexics relied on the left anterior temporal ($\beta_1$, $\gamma_1$) and dorsolateral prefrontal cortex ($\gamma_1$), while in the right hemisphere, they relied on the occipitotemporal, parietal, ($\beta_1$), motor ($\beta_2$, $\gamma_1$), and somatosensory cortices ($\gamma_1$). After training, hubs appeared in both hemispheres at the middle occipital ($\beta$), parietal ($\beta_1$), somatosensory ($\gamma_1$), and dorsolateral prefrontal cortices ($\gamma_2$), while in the left hemisphere, they appeared at the middle temporal, motor ($\beta_1$), intermediate ($\gamma_2$), and inferior frontal cortices ($\gamma_1$, $\beta_2$). Language-related brain regions were more active after visual training. They contribute to an understanding of lexical and sublexical representation. The same role has areas important for articulatory processes of reading.
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1. Introduction

Reading is a multifaceted process that is supported by sublexical and lexical routes [1]. The sublexical route performs the transformation between graphemes and phonemes, which is used when reading unfamiliar words [2]. The lexical path is indispensable when reading incorrect words, favors the reading of regular words, and does not contribute to the reading of pseudo-words [2]. Skillful reading relies on the lexical route, which supports rapid recognition of the orthographic word form of familiar words [3]. The brain applies these two reading strategies along two different neuronal pathways: dorsal (occipitoparietal sublexical) and ventral (occipitotemporal lexical) routes [1]. When reading aloud, in contrast to silent comprehension tasks, children can rely on orthographic and phonological information and less on semantic information. Extracting words from memory is a major component in the production of language and articulation. The initial stages of learning to read are related to children with problems with orthographic code violations [2]. The children need to learn how letters or groups of letters (grapheme) are mapped to their respective phonemes. Training instructions begin with the explicit teaching of letter–sound or grapheme–phoneme rules.
Then, children use these rules or associations to decode words they have heard but not seen before. This process of phonological decoding is the basis of reading comprehension [3]. After basic decoding skills acquisition, explicit teaching is being replaced by self-learning and begins to decode the words automatically [3]. Many children with dyslexia have poor phoneme awareness skills and problems with the process from the associative decoding network [4].

The phonological deficit, which implies a deficit in phonological awareness, followed by a visual deficit related to poor spelling due to poor coding of the position of letters (e.g., inversion of letters), and global noise, which suggests the overall inefficiency of processing due to noisy calculations [5], underlie developmental dyslexia. In them, it must be anticipated how correcting one component would change the reading efficiency of different types of words. The learning of reading has great interpersonal differences in vocabulary, phonology, and orthographic skills. Knowing the effectiveness of the reading network is useful for understanding reading difficulties.

Considering the human brain as a complex network of neurons and neuronal populations and the connections between them can lead to the emergence of complex patterns of connectivity between functionally diverse components. The “functional” relationships can be studied through statistical relationships between different functional components [6]. Brain networks are often studied in terms of functional segregation and integration. Functional segregation reflects the ability of the brain to specify locally information about the process, i.e., within a brain region or interconnected group of adjacent areas, while functional integration is the ability to combine information from different brain areas [7]. Functional analysis is a useful mathematical tool, which describes the brain networks as a set of nodes and their connections. Brain network integration and segregation can be characterized by graphical measures. The brain has been shown to exhibit properties of the small world [6]. Small world networks combine high local connectivity with high global integration. The small-world model was used in the study of the topological reorganization of functional brain networks during normal brain development [8] when the brain networks shift from a random topology to a more segregated small-world topology. Recent studies show that brain networks contain areas with tightly interconnected hubs, which process information in segregated modules, while the most important nodes, hubs, play a role in integrating information into the network [9].

The topology of functional brain networks plays an important role in understanding the human brain, normal functioning, pathology, and development. The brain networks of developmental dyslexia (DD) at rest have been well studied using an electroencephalogram [10]. Electroencephalogram (EEG) graph studies of the functional neural network of developmental dyslexia during the performance of tasks are missing.

Although developmental dyslexia has been thoroughly studied at the behavioral level, there is no consensus on its causes. Different behavioral studies of dyslexics have found various deficits in the sensitivity to a coherence motion perception [11], velocity discrimination [12,13], motion direction encoding [14,15], and contrast sensitivity to stimuli with low-/high-spatial frequency in external noise [16]. These deficits are selectively associated with low accuracy or with slow performance on reading sub-skills [17], problems with clearly seeing letters and their order, and the orienting and focusing of visual–spatial attention [16]. The deficits in the magnocellular pathway, established by the coherent motion perception, were associated with letter decoding disability. The magnocellular system is the visual input to the dorsal pathway that mediates motion perception and object localization [18], due to the projections to the visual motion-sensitive area and the posterior parietal cortex. For reading, the dorsal pathway has a major role in directing the visual attention and control of eye movements [15]. The effectiveness of intervention efforts has also been studied [19–22]. After visual magnocellular training, children with reading difficulties improved coherent motion detection, the saccadic eye movements, as well as reading accuracy and visual errors [23]. By detecting progressively faster movements in the coherent motion discrimination, the lexical decision and reading accuracy improved at the higher visual levels in the magnocellular system [20]. The phonological errors for dyslexic readers decreased after magnocellular intervention by figure–ground movement discrimination [23,24].
The reduction in phonological errors and visual timing deficits, the improvements in reading fluency, attention, phonological processing, and working memory are the result of improvement in the functioning levels of the dorsal stream. However, more research is needed to determine the neurophysiological causes of dyslexia. Some studies have focused on examining changes in the activity of specific brain regions [25], but recent research has shown that the causes of deficits may lie in a disrupted relationship between specific brain regions [9].

The question is whether the theory of functional analysis of developmental dyslexia can shed light on the neurophysiological reasons for the observed effectiveness of training with visual nonverbal tasks [17,19,23]. The hypothesis is that training with visual tasks in children with developmental dyslexia may lead to changes in their brain networks so that they are more similar to those in controls. The main questions were to determine (1) whether these changes would be mainly related to the dorsal (sublexical orthographic) pathway, which in turn may affect the functioning of the reading network and describe a deficit in language-related areas; and (2) whether the neural networks in children with DD can be reorganized after corrective visual nonverbal training.

The first goal of the study is to prove that network-level statistics is a useful tool to screen developmental dyslexia comparing controls and dyslexics. The second goal is to demonstrate that the visual nonverbal training can help reduce abnormality of the brain networks related to developmental dyslexia by network-level statistics between the pre- and post-training groups with dyslexia.

2. Materials and Methods

2.1. Research Design

A longitudinal study was conducted in the schools that involved repeated observations of the same children with developmental dyslexia over one school year. In this observational study with the exposure of visual intervention, the dyslexics are followed out over time to observe the outcome from the visual training and to evaluate the extent to which the visual tasks contribute to the alteration of this childhood disorder.

2.2. Children

Reliable electrophysiological data were obtained from forty-three children: 22 children with dyslexia (12 boys and 10 girls) and 21 normal children (11 boys and 10 girls). The age range for both groups was 8–9 years old. All children and their parents gave informed consent for an EEG following the Helsinki Declaration. The study was approved by the Ethics Committee of the Institute of Neurobiology, Bulgarian Academy of Sciences. The participants spoke Bulgarian as their first language. All children were right-handed and normal or corrected-to-normal vision. The handedness was assessed by a classification of hand preference. The participants had nonverbal intelligence scores of 98 or higher [26].

The children underwent a series of tests, including neuropsychological tests, a DDE-2 Battery (Battery for the Evaluation of Developmental dyslexia and Dysorthography) for the Evaluation of Developmental dyslexia and Dysorthography [27], reading and writing skills, psychometric tests for phonological awareness, Girolami-Boulinier’s “Different Oriented Marks” nonverbal perception test, and Raven’s Progressive Matrices test for nonverbal intelligence. In the group with dyslexia, children with reading difficulties were included, combined with below-norm performance in either speed or accuracy below one standard deviation from age-matched standardized control data in reading subtests of the DDE-2 battery (word list reading, pseudo-word list reading, choosing the correct meaning of a word, search for misspellings of words; writing of word/pseudo-word in dictation), as well as in the test battery “Reading abilities” (identifying the first sound in a heard word and omitting it in the word, fragmentation of the word in syllables and missed the last syllable, text reading, dictation of sentences filling in a missing compound word; Table S1). In the controls, age-matched children with the same socio-demographical background as the dyslexics were included, for whom there were no reported
2.3. Experimental Paradigm

Participants were exposed to visual stimuli (single words) presented on a laptop with a screen resolution of 1920 × 1080 pixels and a refresh rate of 60 Hz at a distance of 57 cm from the observer. The words remained on the computer screen for 800 ms and alternated in a pseudo-random sequence with the interstimulus interval (ISI: 1.5–2.5 s). The font was Microsoft Sans Serif (black letters on a white background). Each letter has an angular size of about 1 degree. The words were chosen according to their frequency of use, which was balanced according to their frequency characteristics—low and high frequency. The selected words were age-appropriate and covered parts of speech: nouns, adjectives, verbs, numbers, prepositions, adverbs, pronouns, and conjunctions.

The stimuli were presented in at least two blocks in daily EEG experimental sessions, each block containing 40 words. Participants were asked not to blink during stimulus presentation, only during the ISI to prevent artifacts in the EEG recordings during word reading. A behavioral parameter was assessed for each child: a voice reaction time (the time from the appearance of the word and the beginning of its reading). In addition, to examine whether visual perception training could affect the neural reading network of children with dyslexia, we recorded an EEG session during the reading of words one month after the three-month training with five visual nonverbal programs. Hence, irrespective of the word-reading task, the experimental group received an intensive procedure with training visual tasks, which were presented in an arbitrary order and divided twice a week in individual sessions lasting 45 min over a period of three months. This long-term period does not enable the children with developmental dyslexia to memorize information about the reading words in the task, which was performed before the training period.

Visual training consists of five visual programs that do not include any direct phonological input for children with developmental dyslexia. [11,13,15,17]. The training program, based on the direction discrimination of vertical coherent motion [11,28], stimulated the magnocellular function. Coherent vertical motion of white dots in randomly moving elements with a size of 0.1 deg was presented within a circle (diameter 20 deg) on a black screen at a viewing distance of 57 cm for 200 ms. The velocity of the moving dots was 4.4 deg/s. The coherent motion threshold was 50% of the randomly moving dots. The interstimulus interval was 1.5–2.5 s (ISI). The child was instructed to press a button with the left hand for the upward dot movements and to press a different button with a right hand when the dots in the stimulus move downwards.

The training program based on velocity discrimination [29] induced changes in the MT/V5 brain area. Two pair circular stimuli with radial moving white dots’ elements from the center to the periphery of optical flow (a diameter of 10 deg) appeared sequentially one after another on a screen. The first item in each pair of stimuli was always with a constant slow speed (4.5 deg/s). The second item in the pair of stimuli had a speed of the flow (5.0 deg/s) close to that of the first stimulus (4.5 deg/s) or with a higher (5.5 deg/s). The first item appeared for 300 ms, and after 500 ms, the second item in the stimulus pair appeared for 300 ms at a viewing distance of 57 cm. The ISI was 1.5–3.5 s. The instruction was to press a key with the right hand when the speed in the pairs was slow or another key with a left hand when the second stimulus in the pair had a higher speed than the constant speed of the first stimulus.

A low-contrast discrimination of low-spatial frequency sinusoidal gratings (2 cycles per degree of visual angle; cpd) and high-temporal frequencies (counter-phase flicker at 15 reversals/s), vertically flicking in external noise region (11 × 11 cm), maximally activated magnocellular cells [16,30]. The stimuli were presented in a center on a gray screen with a fixation cross. The contrast levels were 6% and 12% of the contrast threshold, which was defined in previously psychophysical experiments [31]. Gratings with different contrasts were presented in a pseudo-randomized sequence with an ISI of 1.5–3.5 s. The stimulus was subtended with a 2.7 × 2.7 deg visual angle at a viewing distance of 210 cm on a screen for 200 ms. Pressing the corresponding button with the left hand, the child discriminated
low-contrast stimulus, while with the right hand, the child demonstrated sinusoidal grating with high contrast. High-contrast discrimination of high spatial frequency sinusoidal gratings (10 cpd), vertically flicking in the external noise region with contrast levels of 3% and 6% of a defined contrast threshold [31], were used to increase the parvocellular type activity. The other parameters of the task and the requirements for the child were the same as the previous task.

The visual–spatial attentional task with high peripheral processing demands was to search and track either the color change or color preservation of a square in a cue [32]. The cue was a black frame that appeared for 300 ms in either the left or right visual field on a white screen before the color square array (each with size 3 × 3 deg). A color square has appeared in the cue for 200 ms horizontally or vertically in an arranged color array of four squares. The cue remained on the screen during the presentation of the color array. The child had to compare the color of the square in the cue with the previous one that was presented in it on the screen at a viewing distance of 57 cm from the child. The adjacent squares in the array changed their colors in every presentation. The ISI was 1.5–2.5 s. The child pressed a key on a computer keyboard with a left hand when two consecutive colors in the cue were the same, and they pressed a key with the right hand when they were different. The number of correct answers and the reaction time were reported in the training programs with 40 trials in each condition and task. The thresholds of parameters and program designs were described in previous works [13,31].

2.4. EEG Recording and Signal Pre-Processing

The EEG is recorded with an internally developed 40-channel wireless EEG system using dry EEG sensors (each sensor is a matrix with 16 gold pins in the shape of a star; Brain Rhythm Inc., Taiwan). The reference sensors were placed on both the processi mastoidei and the ground sensor was placed on the forehead. The sensors were positioned on the head according to the international system 10-20: F3-4, C3-4, T7-8, P3-4, O1-2; Fz, Cz, Pz, and Oz; and additional positions according to system 10-10: AF3-4, F7-8, FT9-10, FC3-4, FC5-6, C1-2, C5-6, CP1-2, CP3-4, TP7-8, P7-8, PO3-04, and PO7-08. The skin impedance is controlled to be less than 5 kΩ. The EEG sampling rate is 250 Hz. Continuous EEG data are filtered by passing the band in the following frequency bands: δ = 1.5–4; θ = 4–8; α = 8–13; β1 = 13–20; β2 = 20–30; γ1 = 30–48; and γ2 = 52–70 Hz. The data were segmented into trials locked at the time of stimulus onset, each with a duration of 800 ms. Artifact-free EEG trials (≤±200 μV) with correct answers are included. We verified the signal-to-noise ratio (SNR) of the grand average stimuli evoked-related potentials (ERPs) [33]. The SNR criterion takes into account the noise around the ERP. SNRs were calculated using the formula SNR = A/(2 × SDnoise), where the amplitude A is the peak-to-peak voltage of the mean ERP, and SDnoise is the standard deviation of the noise (ε), which is obtained by subtracting the mean from each individual visual ERP. For a given single electrode, ε is just the collection of residuals, when the mean visual ERP is subtracted from each individual ERP, and SDnoise is the standard deviation over this collection. Cleaned EEGs were filtered (bandpass: 1–70 Hz; notch filter: 50 Hz). Only trials with correct responses and a high SNR were included in the analysis.

2.5. Functional Connectivity Analysis

The functional connectivity for all possible pairs of electrodes was determined using the phase lag index (PLI) [34]. This was done separately for each frequency band and trial. The PLI gives information about the phase synchronization of two signals, i.e., if one signal lags behind the other by measuring the asymmetry of the distribution of their instantaneous phase differences. The instantaneous phases can be calculated from the analytical signal based on the Hilbert transform. PLI = 0 indicates that two signals are not phase-locked (or that their phase difference is centered on 0 mod π). They are perfectly phase-locked with a phase difference different from 0 mod π and PLI = 1. The stronger this nonzero phase locking is, the larger the PLI will be. PLI does not depend on the amplitude of the signal and is less sensitive to volume conduction in the brain as well as spurious correlations because of common sources [34].
2.6. Minimum Spanning Tree

The calculated connectivities, using the PLI, between each pair of channels can construct an adjacency matrix, in which each row and each column represents a sensor, i.e., a graph that connects all its nodes (channels). Due to the methodological limitations such as sensitivity to alterations in connection strength (for weighted networks) or link density (for unweighted networks), which may occur concomitantly with alterations in network topology, the comparison of different brain networks can be problematic [7]. To avoid this problem, some authors have proposed the use of the minimum spanning tree (MST) to define an unbiased sub-graph of the original network [10]. It avoids methodological biases due to the mixing of information about topology with information about functional connectivity. The strengths of using the MST for brain network analysis are that it is a mathematically defined, unbiased sub-network that reflects the most fundamental network properties, while its characteristics are strongly related to conventional network metrics. This allows for unbiased comparison between networks of equal size in empirical studies. Changes in MST topology reflect changes in the underlying network topology. Even though the MST does not utilize all the connections in the network, it still provides a mathematically defined and unbiased sub-network with characteristics that can provide similar information about network topology as conventional graph measures.

A separate MST sub-graph was constructed from each of the PLI matrices, i.e., one for each non-rejected trial. The MST is a unique sub-graph that connects all the nodes of the graph without forming loops, such that the wiring cost (the weights) is minimized. The MST was constructed using Kruskal’s algorithm [35]. Since we were interested in the strongest connections, before using the algorithm, all the original weights (PLI) were converted to distances (1/PLI). The first step of the procedure is to order all the links in ascending order. After that, the link with the shortest distance (highest PLI) is added to the sub-network. Next, the link with the second shortest distance, which does not form any loops, is added, and this procedure is repeated until all the nodes are connected in an acyclic graph. All the links present in the MST are set to 1, while all the other connections are set to 0; i.e., the MST is a binary graph. The MST has a fixed density—\( M = N-1 \), where \( N \) is the number of nodes. There are two extreme MST topologies: (1) line-like topology, in which each node is connected to only two other nodes, with the exception of the two leaf nodes at either end of the line; and (2) star-like topology, in which, there is a single central node to which all the other nodes are directly connected. The MST captures most of the properties of a complex network in an unbiased sub-network, but due to the acyclicity, the resultant networks have lower density, which may lead to a loss of information about the original network [36]. The tree’s topology can be characterized by various measures. The global MST measures, similar to conventional graph measures, can provide information about network integration and segregation [7]. Four global MST measures were used in this study: diameter, leaf fraction, tree hierarchy, and kappa. The diameter in the MST is the shortest path along the minimum spanning tree. The shortest path between two nodes in the network is the path that involves the fewest number of links between them. It is a measure of the efficiency of a global network organization. Leaf fraction is the number of leaves (nodes with degree = 1) in the MST divided by the total number of nodes. The tree hierarchy is a metric that characterizes the balance of having high network integration without overloading information flow through the most important nodes in the network. There is an optimal topology with efficient organization when information overload of the central nodes is prevented. The tree hierarchy is defined as \( TH = L/2mBC_{\text{max}} \), where \( m = N-1 \) links in the MST, \( N \) is the number of nodes, \( L \) is the number of leaves, \( BC \) is the fraction of all shortest paths that pass through a particular node, and \( BC_{\text{max}} \) is the maximal BC in the MST. \( TH \) has values between 0 and 1. On one extreme, if the tree has a line-like topology, i.e., \( L = 2 \), then if \( m \) approaches infinity, \( TH \) will approach 0. On the other end, if the tree is star-like, \( L = m \) and \( TH \) approaches 0.5. For topologies between these two extreme cases, \( TH \) will have higher values. The degree is the number of links for a given node. Kappa measures the broadness of the degree distribution in the network and has higher values for scale-free graphs and lower values for more random graphs. Kappa reflects the
resilience of the network against attacks related to targeted hub removal, specifically a change in the
degrees of the connected nodes. High kappa means the network is less vulnerable to random attacks,
but it has higher vulnerability for targeted attacks. All these global MST measures were calculated
separately for each non-rejected trial.

The nodal measures give information about the importance of individual nodes in the network.
Two measures of nodal centrality were used in the subsequent analyses: degree and betweenness
centrality (BC). The degree of a node is equal to the number of nodes to which it is connected.
The betweenness centrality of a node is the fraction of all the shortest paths in the network that pass
through that node. Nodes with a high degree or a high betweenness centrality play an important part
in information processing in the network [37]. The networks are more integrated when they have a
higher maximum degree or maximum betweenness centrality [37,38]. Hubs were defined as nodes
with a degree or BC of at least 1 standard deviation above the mean. Links are the most important
edges with at least 1 standard deviation above the mean.

2.7. Statistical Analysis

In EEG recording sessions, the voice response time of the dyslexic group before (pre-D) and after
training (post-D) were compared for word reading as well as those of dyslexics and normal readers
using the Kruskal–Wallis nonparametric test.

For each frequency band, between-group comparisons of the global MST measures were performed
by a nonparametric permutation procedure with 1000 random shuffles [39]. Four graph indices (D, LF,
TH, K) were compared between the groups in 28 (four indices x seven frequencies) independent
permutation tests with correction for multiple comparisons. A Bonferroni correction to the significance
level was applied separately for the tests of global indices (p = α/4 = 0.0125). The local measures
(degree, BC) of the nodes were investigated to evaluate the local corporation of the brain regions, using
separate nonparametric permutation cluster-based statistics (two indices x seven frequencies; [39]).
The cluster-based nonparametric tests depend on a threshold, which is used to select the nodes that will
subsequently be clustered. This analysis was performed for that maximum BC/or maximal degree that
crosses the threshold selective criteria to define a hub (one standard deviation over the average group
nodal BC/or degree). The localization procedure involved identifying clusters based on their cluster
statistics. The critical value for the (max cluster) statistics was used to identify significant clusters
while controlling the false alarm rate with correction for multiple comparisons, where multiple clusters
exhibited a significant difference and quantified the effect by their ordered sequence. Their indices in
the histograms are chosen so that their medians are sensitive to hemispheric differences. The selected
threshold based on the data required Bonferroni correction of the significance level to control for
multiple thresholds (p = α/2 = 0.025). Nonparametric statistical tests were performed in MATLAB.
All the p-values that showed significant results are presented in bold text. The same selection criteria
were performed separately for the edge BC, and the links crossing the threshold were presented in
the figures.

3. Results

3.1. Behavior Results

Both dyslexic groups (pre-D: 1497.96 ± 30.5; post-D: 1266.16 ± 27.9 ms) showed 1.58 times slower
vocal reaction time compared to the controls (873.5 ± 12.7 ms, p < 0.0001, χ² > 238.7). Post-D improved
the voice response time 1.2 times compared to pre-D (p < 0.0001, χ² = 30.4).

3.2. Global Measures of MST

Statistically significant differences were found between global MST control measures and those
of the pre-trained group with dyslexia. The smaller diameter and larger leaf fraction that dyslexic
reading networks have in most bands are characteristic of a more integrated star-like topology (Table 1).
On the other hand, the larger diameter and the smaller leaf fraction in the controls are indicative of a more segregated topology (Table 1). MST networks with smaller diameters tend to have a higher tree hierarchy and a higher kappa [8].

Table 1. Nonparametric statistical comparison of global metrics (diameter, D; leaf fraction, LF; tree hierarchy, TH; kappa, K) of brain networks of control, pre-training and post-training dyslexic groups during word reading, for frequency bands: δ = 1.5–4; θ = 4–8; α = 8–13; β1 = 13–20; β2 = 20–30; γ1 = 30–48; γ2 = 52–70 Hz.

| Metrics | Controls | Pre-Training Dys | Post-Training Dys | Con/Pre-Training Dys | Con/Post-Training Dys | Pre-/Post-Training Dys |
|---------|----------|-----------------|-----------------|----------------------|----------------------|-----------------------|
|         | Mean ± s.e. | Mean ± s.e. | Mean ± s.e. | p | \(\chi^2\) | p | \(\chi^2\) | p | \(\chi^2\) |
| δ       | 0.263 ± 0.006 | 0.271 ± 0.003 | 0.276 ± 0.007 | 0.174 | 0.184 | 0.105 | 2.62 | 0.53 | 0.37 |
| θ       | 0.618 ± 0.009 | 0.623 ± 0.005 | 0.608 ± 0.011 | 0.945 | 0.004 | 0.451 | 0.56 | 0.38 | 0.36 |
| TH      | 0.413 ± 0.006 | 0.427 ± 0.003 | 0.419 ± 0.008 | 0.034 | 4.476 | 0.204 | 1.63 | 0.50 | 0.45 |
| K       | 3.934 ± 0.133 | 4.004 ± 0.099 | 3.798 ± 0.145 | 0.968 | 0.001 | 0.379 | 0.72 | 0.23 | 1.32 |
| α       | 0.332 ± 0.003 | 0.316 ± 0.003 | 0.324 ± 0.004 | 0.001 | 10.35 | 0.088 | 2.89 | 0.27 | 1.16 |
| β1      | 0.523 ± 0.004 | 0.552 ± 0.003 | 0.538 ± 0.004 | <0.0001 | 26.34 | 0.035 | 4.42 | 0.011 | 6.44 |
| β2      | 0.394 ± 0.004 | 0.409 ± 0.003 | 0.404 ± 0.004 | 0.004 | 8.13 | 0.036 | 4.36 | 0.60 | 0.27 |
| K       | 3.019 ± 0.042 | 3.321 ± 0.041 | 3.195 ± 0.044 | <0.0001 | 32.43 | 0.002 | 9.48 | 0.058 | 3.58 |
| γ1      | 0.333 ± 0.003 | 0.318 ± 0.002 | 0.333 ± 0.004 | 0.0002 | 14.13 | 0.762 | 0.09 | 0.0012 | 10.4 |
| γ2      | 0.507 ± 0.003 | 0.539 ± 0.003 | 0.519 ± 0.004 | <0.0001 | 41.57 | 0.447 | 4.03 | <0.0001 | 16.11 |
| TH      | 0.374 ± 0.003 | 0.393 ± 0.003 | 0.387 ± 0.003 | <0.0001 | 19.97 | 0.011 | 6.41 | 0.11 | 2.15 |
| K       | 2.854 ± 0.021 | 3.056 ± 0.021 | 2.925 ± 0.023 | <0.0001 | 46.11 | 0.024 | 5.08 | <0.0001 | 15.84 |

The significant level for global metrics after Bonferroni correction is \(p = 0.0125\). Bold font shows statistically significant effects.

Significant differences in all global MST measures were found between the controls and the pre-trained group with dyslexia in the frequency bands θ, β, and γ for word reading. Compared to controls, pre-training dyslexics had a higher leaf fraction, tree hierarchy, kappa, and smaller diameter \((p < 0.001, \text{Table 1})\). The lower diameter (θ: \(\chi^2 = 21.22, p < 0.0001\) and the higher leaf fraction (θ: \(\chi^2 = 32.26, p < 0.0001\) of the pre-training group with dyslexia suggest a more integrated network compared to the controls. The pre-trained group with dyslexia also had a higher tree hierarchy compared to the controls (θ: \(p = 0.004; \beta_1, \beta_2, \gamma_1, \gamma_2: p < 0.0001; \chi^2 > 19.97\)). The tree hierarchy reflects how optimal the MST configuration is, i.e., effective communication without overloading information flow through the hubs. The higher tree hierarchy and higher leaf fraction found in pre-training dyslexics point to a more loaded neural network than controls regarding information flow. After visual training, global MST measures revealed that in most frequency bands, the network topology of
children with dyslexia has become more segregated and similar to the topology of controls. Exceptions were higher values of the leaf fraction in $\theta$ ($p = 0.0014$) and in $\gamma_2$ ($p = 0.0001$), higher kappa in $\theta$ and $\gamma_2$ ($p < 0.002$), and smaller diameter in $\theta$, $\gamma_1$, and $\gamma_2$ ($p = 0.0025$; Table 1).

In $\alpha$-frequency range, the leaf fraction and kappa decreased after training ($p = 0.011$; Table 1), indicating that the topology became more segregated than before training. In $\beta_1$, $\beta_2$, and $\gamma_1$, the leaf fractions and kappa decreased after training ($p < 0.0015$; Table 1) compared to those before training. The tendency of the leaf fraction, kappa, and tree hierarchy to decrease after training ($p < 0.0006$; Table 1) is also present in the $\gamma_1$ band. At $\gamma_2$, their values for the post-training group with dyslexia remained significantly higher than those of the controls. In $\beta_1$, $\beta_2$, and $\gamma_1$, the post-training group also showed a significant increase in diameter compared to pre-training group ($p < 0.006$; Table 1). The network of pre-training dyslexics could be more efficient due to the shorter diameter. However, pre-training the dyslexic network may result in an overload of information flow through the central hub nodes, where the communication largely depends on hub nodes (higher leaf fraction (LF)). They have a less optimal star-like topology of an effective organization (higher TH) and higher vulnerability for targeted attacks (higher kappa (K)).

3.3. Distribution of Connectivity Hubs

When reading the words, the comparisons between the control group and the group with dyslexia in the $\beta_1$-frequency range did not show significant differences in the hub distributions, based on the betweenness centrality (BC): between the controls and dyslexics before training ($\chi^2 = 0.91, p = 0.338$) and between controls and post-training dyslexics ($\chi^2 = 1.57, p = 0.208$; Figure 1A; Table S2). However, there was a statistically significant difference between hub distributions in the pre- and post-training group with dyslexia ($\chi^2 = 5.57; p = 0.018$). The hubs for children with normal reading are located in the left superior frontal cortex (SFG; sensor AF3: BA9—dorsolateral prefrontal cortex [40]), right middle frontal gyrus (MFG; F4: BA8—intermediate frontal cortex), left inferior frontal gyrus (IFG; F7: BA45/47—Broca area, orbital frontal cortex), bilateral postcentral gyrus (PsCG; C3–4: BA12—primary somatosensory cortex), posterior part of right inferior temporal gyrus (ITG; P8: BA37—occipital temporal gyrus), and right superior occipital gyrus (SOG; PO4: BA19—associative visual cortex). Hubs in children with DD before training are in the anterior part of the left ITG (ATL; FT9: BA20—inferior temporal gyrus [40], BA38—temporal pole [41]), right ITG (P8: BA37 occipitotemporal gyrus), right superior parietal lobe (SPL; CP2: BA5—somatosensory association cortex [41]) and cuneus (Oz). After training in addition to hubs in the SPL (CP2), there were also hubs that were not in the pre-training reading network: in the right PsCG (C6: BA123—primary somatosensory cortex, BA40—supramarginal gyrus), left precentral gyrus (PreCG; C1: BA4, BA6—primary motor, premotor, and supplementary motor cortices), bilateral SPL (Pz: BA7), left middle temporal gyrus (MTG; T7: BA21) and bilateral middle occipital gyrus (MOG; PO8, O1: BA18—secondary visual cortex and inferior occipital gyrus [41]). Statistics also reveal a difference between the pre- and post-training groups that after training dyslexics had more hubs in the right hemisphere.

In contrast to the results for the $\beta_1$-frequency range, in $\beta_2$, there was a significant difference in the hub distribution determined by the betweenness centrality (BC) between the controls and the group with dyslexia after training ($\chi^2 = 4.71, p = 0.025$; Figure 1B, 1st, 3rd graphs; Table S2). For the control group, the hubs were located in the bilateral superior frontal cortex (SFC; Fz: BA6—premotor cortex), left MFG (FC3: BA6—premotor and supplementary motor cortices), bilateral PreCG (Cz: BA4), right PsCG (C4) and left SPL (CP1). For the post-training group, the hubs were not only in the right PsCG (C4), right SPL (CP2), but additionally in the left IFG (F7), right PreCG (C2), right inferior parietal lobe IPL (P4: BA39—angular gyrus), and left MOG (PO7, O1; Figure 1B, 2nd). The differences in the networks of the two groups are due to there being more hubs in the anterior part of the left hemisphere of the controls, while dyslexics after training had more in the posterior part of the right hemisphere. For the pre-training group with dyslexia, the hubs were located in the SFC (Fz), PsCG (C5), bilateral PreCG (Cz: BA4), right PsCG (C4), right SPL (CP2), and right MTG (TP8: BA21; Figure 1B, 2nd).
The comparison of the hub distributions between the controls and the dyslexics before training did not show a statistical difference ($\beta^2: \chi^2 = 0.49, p = 0.485$). There was no statistical difference in the hub distributions between the pre- and post-training group with dyslexia ($\chi^2 = 3.15, p = 0.075$).

**Figure 1.** Group-level hubs for selected frequency bands. Each node corresponds to an electroencephalogram (EEG) sensor. The hubs, presented in red color, obtained from the group averaged strength/betweenness centrality (BC) values. The links represent the most important links with edge BC: (A, 1st graph) hubs (BC) in $\beta_1$ for controls: AF3, F4, F7, C3–4, P8, PO4; (A, 2nd graph) pre-training dyslexics: FT9, CP2, P8, Oz; (A, 3rd graph) post-training dyslexics: C1, C6, CP2, Pz, T8, P08, O1; (B, 1st) Hubs (BC) in $\beta_2$ for controls: Fz, FC3, Cz, C4, CP1; (B, 2nd) pre-training dyslexics: Fz, C5, Cz, C4, CP2, TP8; (B, 3rd) post-training dyslexics: F7, C2, C4, CP2, P4, PO7, O1. (C, 1st) hubs (BC) in $\gamma_1$ for controls: Fz, C4, C6, CP4, P4; (C, 2nd) pre-training dyslexics: AF3, FC6, FT9-10, C4, C6, T8; (C, 3rd) post-training dyslexics: AF4, F7, C3–4, CP2. (D, 1st) Hubs (BC) in $\gamma_2$ for controls: AF3, FC3, F7, C1-2, Oz; (D, 2nd) pre-training dyslexics: Fz, AF3, F7, FT9, C1-2, Cz; (D, 3rd) post-training dyslexics: AF3, F3, FT9, C1-2, Cz. (E, 1st) hubs (degree) in $\gamma_2$ for controls: AF3, F7, FC3, FC5, C1–2, Oz; (E, 2nd) pre-training dyslexics: AF3, F7, FT9, C1–2; (E, 3rd) post-training dyslexics: AF3–4, F3, FT9, C2.
Between-group hubs comparisons (BC) also revealed a statistically significant difference between controls and the pre-trained group with dyslexia in the γ1-frequency range (χ² = 7.37, p = 0.006; Table S2), where the children with dyslexia were showing more hubs in the left hemisphere compared to the controls. The main hubs in the controls were located in the bilateral SFG (Fz), right PstCG (C4, C6), right IPL (CP4: BA40—supramarginal gyrus; P4: BA39—angular gyrus), MTG (TP8; Figure 1C, 1st). For the untrained group with dyslexia, the hubs were distributed in the left SFG (AF3), left IFG (F7), bilateral PstCG (C3-4), and right IPL (CP2, Figure 1C, 2nd graph). After training, the hubs were located in the right SFG (AF4), left IFG (F7), bilateral PstCG (C3-4), and right SPL (CP2, Figure 1C, 3rd). The statistics did not show significant differences between controls and the post-training group with dyslexia (χ² = 1.29, p = 0.25).

At γ2 frequencies, comparisons of hub distributions between groups (based on BC) revealed significant differences between controls and the pre-training dyslexic group (χ² = 13.62, p = 0.0002; Table S2), as the controls had more hubs in the left hemisphere. Their main hubs were the left SFG (AF3), left MFG (FC3), left IFG (F7), bilateral PreCG (C1–2), and cuneus (Oz). The main hubs of the pre-training group were at the bilateral SFG (Fz, AF3), left IFG (F7), left ATL (FT9), and bilateral PreCG (Cz, C1-2), while after training, they were at the SFG (AF3), MFG (F3), ATL (FT9), and PreCG (Cz, C1-2). There were no significant differences in their distributions (pre-D vs. Post-D; χ² = 1.84, p = 0.173), as well as between controls and dyslexics after training (χ² = 3.79, p = 0.051). The hub distributions differed between controls and the pre-training group with dyslexia in the γ2 reading network (χ² = 7.37, p = 0.006; Figure 1E), as pre-training dyslexic hub distributions were displaced more anteriorly than the control group. In controls, hubs were located in the left SFG (AF3), MFG (FC3), IFG (F7, FC5), bilateral PreCG (C1-2), and cuneus (Oz; Figure 1E, 1st), while before training in the group with dyslexia, the hubs were in the left hemisphere in SFG (AF3), IFG (F7), ATL (FT9), and bilateral PreCG (Cz, C1-2). For the post-training group, the hubs were the bilateral SFG (AF3-4), left MFG (F3), left ATL (FT9), and right PreCG (C2). The difference between the group with dyslexia before and after training was significant (χ² = 8.54, p = 0.003), due to more hubs in the right hemisphere after training. The difference between the controls and the post-training group with dyslexia was not significant (χ² = 1.40, p = 0.236).

4. Discussion

4.1. Altered Global Topology in Developmental Dyslexia

This MST-based graphical analytical approach examines the topology of functional networks in the brain, which were derived from EEG data for both controls and children with developmental dyslexia when reading aloud single words. Before training, the global topological organization of the children with dyslexia is different from that of the controls. After their training, their global topological measures become more similar to that of controls. The diameter of the MST is the largest for regular networks and decreases in random networks. The diameter and leaf fraction have extreme values for scale-free networks, i.e., the diameter is the lowest, and the leaf fraction is the highest in a scale-free network [7]. The smaller diameter and higher leaf fraction for most frequency bands, in pre-training children with dyslexia, is indicative of a more integrated star-like topology than controls that showed a more decentralized network. Compared to typically developing children, the dyslexics exhibited a different global brain topology when reading words.

An efficient network would be one that optimally balances between local processing and global integration. The more integrated network of pre-training dyslexics could reflect a less optimal global organization with an overloading information flow through the central connectivity hubs (brain areas). A recent MRI study of the structure of the brain networks of Chinese children with dyslexia found that they, compared to controls, had altered topological organization in rest with increased local and
reduced global efficiency [42]. The higher diameter and the lower leaf fraction, tree hierarchy, and kappa found in the controls, compared to the pre-training dyslexics, could reflect a more mature brain.

After training, the changes in the MST measures of children with dyslexia were similar to the changes observed in the process of brain maturation [8]. The increase of topological segregation after training decreases the load on the important brain regions, leading to a more balanced brain network, analogous to the processes, observed in the brain development of children [43]. The change in network topology after training could be the result of a compensatory mechanism.

The between-group differences in MST measures were mostly frequency-independent. They had a similar profile in most of the bands, suggesting that similar network constraints occur in different neural circuits. Significant correlations have been found between network indices and phonological decoding ability in α and β2 EEG bands [44]. The idea that dyslexics may exhibit differences in brain connectivity would be consistent with the evidence and theoretical models suggesting deficits in general sensory functions and attention that are associated with higher frequency EEG activity (beta and gamma).

Our results revealed that, compared to typically developing children, the dyslexics exhibit a different topological organization of their brain networks and that with training, these networks reorganize and become more segregated. These changes after training are similar to the changes observed in brain maturation, in which the smaller diameter and the higher leaf fraction that children have, compared to adults, indicate that the topology of the functional brain networks becomes less centralized with development [8]. The lower tree hierarchy and kappa after training also indicate a better-balanced network with a lower risk of an overload of its most important regions. Changes in the segregation of brain functional systems during brain development are related to improving the brain network organization, which is characterized by increasing segregation between the functional systems of the brain regions and increasing the specialization of their functions. The reduced segregation of task-related brain systems of dyslexics before training that accompanies new performance tasks subside with continued practice, leading to the automation of some tasks.

Increasing segregation in the brain systems of typical children is associated with a high cognitive ability as good long-term episodic memory [45]. The relationship between systemic segregation and cognitive ability sustains independently of age throughout life. Brain networks, which have segregated systems, are flexible to certain types of interference. A brain disorder, especially caused in crucial hub locations, is associated with increased functional connectivity between the systems or reduced segregation [46]. Dyslexics who have undergone cognitive remedy training provide additional support necessary for systematic segregation to promote cognition [47,48]. Post-trained dyslexics with a higher level of segregation than before training may beneficially change cognition with training.

4.2. Distribution of the Connectivity Hubs

The basic reading neural network in normally reading children at β1 frequencies includes frontotemporoparietal chains primarily in the left hemisphere of the brain [49]. During word reading, early visual processing occurs in the right inferior occipitotemporal cortex and the superior occipital gyrus [50], which is the starting point for the two main hubs transmitting information forward in the reading network [51]. After the right occipitotemporal area, the reading network includes the bilateral postcentral gyri (motor cortex, primary somatosensory cortex), left inferior frontal cortex (pars triangularis), and dorsolateral prefrontal cortex [49]. These brain regions allow for the understanding of lexical and sublexical phonological representation and play a role in articulatory processes important for reading [52–57]. Functional abnormalities in the β1 frequencies, observed in pre-training children with developmental dyslexia, demonstrate the absence of hubs in the superior, middle, and inferior frontal areas in both hemispheres. Hubs predominate in the anterior temporal lobe in the left hemisphere and in the right hemisphere at the superior parietal and inferior occipitotemporal areas (including fusiform area). After training, hubs in the group with dyslexia appear in the left hemisphere at the middle temporal gyrus, bilateral superior parietal and bilateral middle occipital gyri, right
somatosensory and supramarginal cortices, left primary motor, premotor, and supplementary motor cortices. The \( \beta \)-reading network of normal children consists of the left superior parietal gyrus, right postcentral, bilateral motor and premotor areas, and right primary somatosensory cortex. These brain regions play a role in articulatory processes important for reading [52]. The functional abnormalities observed in developmental dyslexia demonstrate deactivation of the left frontal areas in the inferior frontal gyrus, which is accompanied by overactivation in the right hemisphere at the primary motor cortex and middle temporal gyrus [55,56]. For the post-training group with dyslexia, hubs with BCmax are present not only in the right somatosensory association cortex but also in the left inferior frontal gyrus, the right angular, and the left middle occipital gyri.

In normal children, the \( \gamma \)-reading network consists of the bilateral premotor cortices and, in the right hemisphere, the primary somatosensory cortex, supramarginal, angular, and middle temporal gyri. Meanwhile, in the post-training children with dyslexia, the \( \gamma \)-reading network includes the left inferior frontal, right dorsolateral prefrontal, bilateral primary somatosensory cortices, and right somatosensory association cortex. The pre-training group with DD is characterized by deactivation of the left inferior frontal cortex in the \( \gamma \)-reading network, and by the appearance of hubs in the right inferior frontal cortex, primary somatosensory cortex, supramarginal, middle temporal, and bilateral anterior temporal gyri, and left dorsolateral prefrontal cortex.

During word reading, early visual processing in the \( \gamma \)-neural network occurs in the bilateral occipital cortex, which is the starting point for major hubs transmitting information forward in the left hemispheric reading network to the premotor and supplementary motor cortices, bihemispheric primary motor, inferior frontal (pars triangularis), and dorsolateral prefrontal cortices [49]. In the group after training, hubs appeared also in the left intermediate frontal cortex as well as in both hemispheres in the dorsolateral prefrontal cortices. Functional abnormalities in the \( \gamma \)-frequency band, observed in pre-training dyslexics, demonstrated the absence of hubs in the left hemisphere of the middle frontal areas, premotor and supplementary motor cortices, as well as in both hemispheres of the visual brain areas, but a hub was observed in the left inferior frontal cortex.

The neuronal reading system includes frontal, temporoparietal, temporal cortical areas, and other brain areas, and it also includes functions outside the reading system [1], particularly in areas related to visual and semantic processes. This learning process has profound functional effects on brain development [58]. Children, who spend more time reading, have a stronger functional connection between the fusiform gyrus, the area related to word processing in reading, and the visual and cognitive areas [59]. Reading as a complex task involves a number of different areas and functions of the brain in which visual, phonological, orthographic, and semantic systems play an important role in this process. These systems are represented by the occipital cortex, supramarginal, fusiform gyri, and anterior temporal cortex. Areas related to reading such as the frontal opercular and temporal cortices are key regions for the reading process. Beyond the reading-related brain systems, the auditory cortex is also associated with reading achievement [60], as well as the role attributed to phonological awareness in the acquisition of reading. The presentation of aloud reading is closely related to the activity of the left motor and somatosensory cortices [61]. Visual areas also contribute to reading [1], as reading words requires visual word processing. There are also language-related areas in reading-related networks, especially semantic areas such as inferior frontal, inferior temporal, and superior temporal cortices [62].

Reading networks include both hemispheres. Many previous studies have found that reading is left lateralized, and it is composed of phonological and orthographic systems, including the frontal area of Broca and the left fusiform area, respectively [63]. The left fusiform gyrus plays an important role in reading whole words [64]. However, the strict left lateralization of reading has been altered later by many studies on the additional involvement of the right hemisphere [65]. The two hemispheres work together to carry out the reading process in different frequency ranges of the acoustic speech envelope [66]. In addition, the contribution of the right hemisphere to lexical processes shapes individual differences in reading ability [67]. The contribution of the right hemisphere, including the prefrontal and posterior temporal areas to language comprehension, has also been linked to
reading [68]. Reading involves many cognitive processes with more or less specific neural substrates. The two hemispheres contribute to reading but in very specific ways.

Most functional connections associated with reading occur in the parietal and frontal cortices in both hemispheres of the brain, and they are responsible for higher-order cognitive functions. The least reading-related functional connections dominate in the right hemisphere, especially at the γ1 network, and they are more expressed in the pre-D group (BC). The density of connections inside reading networks is higher than that outside reading networks [1]. In general, connections between brain areas could carry more information about behavioral characteristics. Interconnection between the language areas in the left hemisphere and those for attention in the right hemisphere is underlying both the lexical and the sublexical reading.

The left lateralization of the frontal areas in post-training dyslexics compared to those before training (β2) suggests functional impairment of a major language center such as the left frontal cortex. Some brain areas such as the frontal, occipital, middle, and superior temporal cortices, as well as the parietal/occipital cortex near the angular gyrus, specialize mainly in the left hemisphere during the acquisition of reading skills [69].

The simultaneous appearance of hubs in the left inferior frontal lobe and the visual word-form area, which is present in the controls (β1, γ2) and the post-training dyslexics (β2), are not observed in pre-training children with dyslexia (β1, β2). It might be associated with reading development [70]. The absence of hubs adjacent to the Heschl’s sulcus in pre-training children with DD (β1) has been found to be an early sign of dyslexia in other studies [42].

The presence of hubs in children with developmental dyslexia after training in the dorsal visual network, including the inferior parietal, middle temporal, visual associative cortex, and the dorsal superior frontal cortex, suggests that the training in the visual modality affects the distribution of nodes in children with developmental dyslexia. Therefore, the research confirms the hypothesis that the disturbed phonological decoding in dyslexia, occurring in the processing of visual and auditory stimuli, is influenced positively after training in the visual modality [71,72]. The heteromodal, as well as some modality-specific areas, are involved in the reading processing.

5. Conclusions

In general, these observations highlight the heterogeneity of hub processing within functionally specialized brain systems and reveal how key roles of individual hubs may be disrupted by changes in brain system segregation. Effective task execution requires greater interactivity between distribution hubs in multiple brain systems, which is achieved by segregation of the task-related components of the network organization. In the brains of typical children, the diverse connectivity of interconnecting hubs engaged in a wide variety of tasks probably mediates a wide repertoire of functions and allows them to flexibly integrate and transfer information between individual functional systems. Reading-related and modality-related hub distinctions in dyslexic networks are reduced in brain networks that show less systematic segregation.

Some methodological limitations of the MST study are related to some measures sensitive to the network size, which may affect the relative importance of the nodes in the operation of the network. The main limitation of the segregation analysis is related to the choice of a threshold for the distribution of hubs, which emphasizes the regions with BC at least one standard deviation above the mean and avoids the choice of these nodes with lower intensity links.
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