Global Gevrey regularity and analyticity of a two-component shallow water system with Higher-order inertia operators
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Abstract

In this paper, we mainly consider the Gevrey regularity and analyticity of the solution to a generalized two-component shallow water wave system with higher-order inertia operators, namely, $m = (1 - \partial_x^2)^s u$ with $s > 1$. Firstly, we obtain the Gevrey regularity and analyticity for a short time. Secondly, we show the continuity of the data-to-solution map. Finally, we prove the global Gevrey regularity and analyticity in time.
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1 Introduction

In this paper we mainly consider the analyticity and Gevrey regularity of the solution to the following generalized two-component shallow water wave system with higher-order inertia operators [35]:

\[
\begin{aligned}
  &m_t + um_x + amu_x = \alpha u_x - \kappa \rho \rho_x, \quad t > 0, \ x \in \mathbb{R}, \\
  &\rho_t + \rho u_x + (a - 1)u_x \rho = 0, \quad t > 0, \ x \in \mathbb{R}, \\
  &m(t, x) = (1 - \partial_x^2 s) u(t, x), \quad t \geq 0, \ x \in \mathbb{R}, \\
  &u(0, x) = u_0(x), \quad x \in \mathbb{R}, \\
  &\rho(0, x) = \rho_0(x), \quad x \in \mathbb{R},
\end{aligned}
\]  

(1.1)

where \( s > 1, a \neq 1 \) is a real parameter, \( \alpha \) is a constant which represents the vorticity of underlying flow, and \( \kappa > 0 \) is an arbitrary real parameter. The system (1.1) is the generalization of the two component water wave system with \( s = 1 \), namely, \( m = (1 - \partial_x^2 s) u = u - u_{xx} \) (see [29], [40] and [52]).

For \( a = 0, \rho \equiv 0 \), the system (1.1) becomes a family of one-component equations

\[
\begin{aligned}
  &m_t + um_x + au_x m = 0, \quad t > 0, \ x \in \mathbb{R}, \\
  &m(t, x) = (1 - \partial_x^2 s) u(t, x), \quad t \geq 0, \ x \in \mathbb{R}, \\
  &u(t, x)|_{t=0} = u_0(x). \quad x \in \mathbb{R}.
\end{aligned}
\]  

(1.2)

When \( s = 1 \), the equation (1.2) is called the b-equation. The b-equation possess a number of structural phenomena which are shared by solutions of the family of equations [34], [38], [49]. Recently, some authors were devoted to the study of the Cauchy problem for the b-equation. The local well-posedness of the b-equation was obtained by Escher and Yin in [36] and Gui, Liu and Tian in [47], respectively, on the line and Zhang and Yin in [77] on the circle. It also has global solutions [36], [47], [77] and solutions which blow up in finite time [36], [47], [77]. The uniqueness and existence of global weak solution to the b-equation provided the initial data satisfies certain sign conditions were obtained in [36], [77]. However, there are just two members of this family which are integrable [53]: the Camassa-Holm [6], [5] equation, when \( a = 2 \), and the Degasperis-Procesi [27] equation, when \( a = 3 \). The Cauchy problem and initial-boundary value problem for the Camassa-Holm equation have been studied extensively [15], [16], [26], [38], [57], [67], [72]. It has been shown that this equation is locally well-posed [15], [16], [26], [57], [67] for initial data \( u_0 \in H^q(\mathbb{R}) \), \( q > \frac{3}{4} \). More interestingly, it has global strong solutions [11], [15], [16] and also finite time blow-up solutions [11], [14], [15], [16], [18], [26], [57], [67]. On the other hand, it has global weak solutions in \( H^1(\mathbb{R}) \) [11], [2], [17], [25], [70]. Finite propagation speed and persistence properties for the Camassa-Holm equation have been studied in [13], [51]. After the Degasperis-Procesi equation was derived, many papers were devoted to its study, cf. [8], [30], [33], [34], [55], [58], [59], [61], [73], [74], [75], [76]. When \( s = k \geq 2 \), the equation (1.2) becomes higher-order b-equation. In [62], Mu et. al studied the local well-posedness and global solutions for (1.2) (under a scaling transformation) with \( k = 2 \) in Sobolev spaces. In [30], Coclite et.al considered the cases \( a = 2, k \geq 2, m = (1 - \partial_x^2 s + \partial_x^4 s - \ldots + (-1)^k \partial_x^{2k}) u \) — the higher-order Camassa-Holm equations, which describe the exponential curves of the manifold of smooth orientation-preserving diffeomorphisms of the unit circle in the plane. They established the existence of the unique global weak solutions.

For \( a = 2 \) and \( \alpha = 0 \), the system (1.1) becomes the two-component Camassa-Holm equation. Several types of 2-component Camassa-Holm equations have been studied in [7], [20], [28], [31], [32], [41], [42], [43], [44], [45], [46]. These works established the local well-posedness [20], [32], [41], [42], derived precise blow-up scenarios [32], [41], and proved that there exist strong solutions which blow up in finite time [20], [32], [42]. It also has global strong solutions [20], [42]. Moreover, it has global weak solutions [43], [44], [45], [46], [68], [69].

The system (1.1) with \( s > 1 \) was recently introduced by Escher and Lyons in [35]. It is the generalization of the same model (1.1) with \( s = 1 \) in [29]. In [29], the authors proved the local well-posedness of (1.1) with \( s = 1 \) by using a geometrical framework and they studied the blow-up scenarios.
and global strong solutions of (1.1) in the periodic case. In [40], Guan et al. studied the local well-posedness of (1.1) with $s = 1$ on the line in supercritical Besov spaces, and several blow-up results and the persistence properties. In [52], He and Yin studied the local well-posedness of (1.1) with $s = 1$ on the line in critical Besov spaces and the existence of analytic solutions of the system. In [53], for $s > 1$, by a geometric approach, the authors gave a blow-up criteria to ensure the geodesic completeness on the circle with $s > \frac{3}{2}$, $a = 2$, $\kappa \geq 0$ for the $C^\infty$ initial data. In [53], the authors proved the local well-posedness results in Besov spaces with certain regularity condition, and gave some global existence results.

In this paper, we focus on the analyticity and Gevrey regularity of the system (1.1). Many researchers studied the analyticity for solutions to Camassa-Holm type systems, cf. [4, 50] and [71]. Recently, Luo and Yin [60] studied the Gevrey regularity of solutions to the Camassa-Holm type system by a generalized Ovsyannikov theorem (see Lemma 2.2 below). Applying this lemma, and following the ideas of [60], we obtain the local analyticity and Gevrey regularity of the solutions to system (1.1). Also, we prove the continuity of the data-to-solution map. Considering the existence of the global strong solution of system (1.1), with the idea from Levermore and Oliver [56] or Foias and Temam [39], we also study the global analyticity and Gevrey regularity of this system. First, we will show that, its solution is of analyticity and Gevrey regularity at least for a short time. Then, we will also show that, under certain conditions, the solution will keep in analyticity or Gevrey regularity for all $t \geq 0$.

Our paper is organized as follows. In Section 2, we give some preliminaries which will be used in Section 3. In Section 3, we establish the local analyticity and Gevrey regularity of the Cauchy problem associated with (1.1) and with (1.2). In Section 4, we discuss global analyticity and Gevrey regularity.

2 Preliminaries

We consider the Cauchy problem for the above system which can be rewritten in the following abstract form:

$$\begin{aligned}
\frac{du}{dt} &= F(t, u(t)), \\
u|_{t=0} &= u_0.
\end{aligned}$$

(2.1)

Lemma 2.1. [3, 64] Let $\{X_\delta\}_{0<\delta<1}$ be a scale of decreasing Banach spaces, namely, for any $\delta' < \delta$ we have $X_\delta \subset X_{\delta'}$ and $\| \cdot \|_{\delta'} \leq \| \cdot \|_{\delta}$, and let $T, R > 0$. For given $u_0 \in X_1$, assume that:

1. If for $0 < \delta' < \delta < 1$ the function $t \mapsto u(t)$ is holomorphic in $|t| < T$ and continuous on $|t| \leq T$ with values in $X_\delta$ and

$$\sup_{|t|<T} \|u(t)\|_{\delta} < R,$$

then $t \mapsto F(t, u(t))$ is a holomorphic function on $|t| < T$ with values in $X_{\delta'}$.

2. For any $0 < \delta' < \delta < 1$ and any $u, v \in B(u_0, R) \subset X_\delta$, there exists a positive constant $L$ depending on $u_0$ and $R$ such that

$$\sup_{|t|<T} \|F(t, u) - F(t, v)\|_{\delta'} \leq \frac{L}{\delta - \delta'} \|u - v\|_{\delta}.$$

3. For any $0 < \delta < 1$, there exists a positive constant $M$ depending on $u_0$ such that

$$\sup_{|t|<T} \|F(t, u_0)\|_{\delta} \leq \frac{M}{1 - \delta}.$$

Then there exist a $T_0 \in (0, T)$ and a unique solution to the Cauchy problem (2.1), which for every $\delta \in (0, 1)$ is holomorphic in $|t| < T_0(1 - \delta)$ with values in $X_\delta$. 

3
This theorem was first proposed by Ovsyannikov in [64, 65, 66]. However, the original Ovsyannikov theorem becomes invalid for the Gevrey class. Because this kind of spaces do not satisfy the condition (2) of the Ovsyannikov theorem. More precisely, for the Gevrey class, we see that

\[
\sup_{|t|<T} \|F(t,u) - F(t,v)\|_{\sigma'} \leq \frac{L}{(\delta - \delta')^{\sigma}} \|u - v\|_{\delta},
\]

(2.2)

with \(\sigma \geq 1\). If \(\sigma > 1\), the above inequality is weaker than the condition (2) because it is of nonlinear decay. In [60], Luo and Yin established a new auxiliary function to obtain a generalized Ovsyannikov theorem by modifying the proof of [4].

**Lemma 2.2.** [60] Let \(\{X_\delta\}_{0<\delta<1}\) be a scale of decreasing Banach spaces, namely, for any \(\delta' < \delta\) we have \(X_\delta \subset X_{\delta'}\) and \(\| \cdot \|_{\delta} \leq \| \cdot \|_{\delta'}\). Consider the Cauchy problem

\[
\begin{align*}
\frac{du}{dt} &= F(t,u(t)), \\
u(t) &= u_0.
\end{align*}
\]

(2.3)

Let \(T, R > 0, \sigma \geq 1\). For given \(u_0 \in X_1\), assume that \(F\) satisfies the following three conditions:

1. If for \(0 < \delta' < \delta < 1\) the function \(t \mapsto u(t)\) is holomorphic in \(|t| < T\) and continuous on \(|t| < T\) with values in \(X_\delta\) and

\[
\sup_{|t|<T} \|u(t)\|_{\delta} < R,
\]

then \(t \mapsto F(t,u(t))\) is a holomorphic function on \(|t| < T\) with values in \(X_{\delta'}\).

2. For any \(0 < \delta' < \delta < 1\) and any \(u, v \in B(u_0, R) \subset X_\delta\), there exists a positive constant \(L\) depending on \(u_0\) and \(R\) such that

\[
\sup_{|t|<T} \|F(t,u) - F(t,v)\|_{\delta'} \leq \frac{L}{(\delta - \delta')^{\sigma}} \|u - v\|_{\delta}.
\]

3. For any \(0 < \delta < 1\), there exists a positive constant \(M\) depending \(u_0\) such that

\[
\sup_{|t|<T} \|F(t,u_0)\|_{\delta} \leq \frac{M}{(1 - \delta)^{\sigma}}.
\]

Then there exists a \(T_0 \in (0,T)\) and a unique solution \(u(t)\) to the Cauchy problem (2.3), which for every \(\delta \in (0,1)\) is holomorphic in \(|t| < T_0\) with values in \(X_\delta\).

**Remark 2.3.** In fact, \(T_0 = \min\left\{ \frac{1}{2^{g+L}}, \frac{(2^g-1)R}{2^{g}+3\|\hat{F}\|_{1/2}} \right\}\), which gives a lower bound of the lifespan.

**Remark 2.4.** The upper-bound condition \(\delta < 1\) is not essential. Indeed, we can replace \(1\) by any other positive \(\delta_0\) and obtain the similar result.

**Remark 2.5.** If \(\sigma = 1\), Lemma 2.2 reduces to the so called abstract Cauchy-Kovalevsky theorem.

To apply Lemma 2.2, we first introduce the Sobolev-Gevrey spaces and recall some basic properties.

**Definition 2.6.** [62] Let \(s\) be a real number and \(\sigma, \delta > 0\). A function \(f \in G_{\sigma,s}^\delta(\mathbb{R}^d)\) if and only if \(f \in C^\infty(\mathbb{R}^d)\) and satisfies

\[
\|f\|_{G_{\sigma,s}^\delta(\mathbb{R}^d)} = \left( \int_{\mathbb{R}^d} (1 + |\xi|^2)^s e^{2\delta(1+|\xi|^2)} |\hat{f}(\xi)|^2 \, d\xi \right)^{\frac{1}{2}} < \infty.
\]

A function \(f \in \tilde{G}_{\sigma,s}^\delta(\mathbb{R}^d)\) if and only if \(f \in C^\infty(\mathbb{R}^d)\) and satisfies

\[
\|f\|_{\tilde{G}_{\sigma,s}^\delta(\mathbb{R}^d)} = \left( \int_{\mathbb{R}^d} (1 + |\xi|^2)^s e^{2\delta|\xi|^2} |\hat{f}(\xi)|^2 \, d\xi \right)^{\frac{1}{2}} < \infty.
\]
Definition 2.7. [57] A function is of Gevrey class $\sigma \geq 1$, if there exist $\delta > 0, r \geq 0$ such that $f \in G_{\sigma,r}^\delta(\mathbb{R}^d)$. Denote the the functions of Gevrey class $\sigma$

$$f \in G_\sigma(\mathbb{R}^d) := \bigcup_{\delta > 0, r \in \mathbb{R}} G_{\sigma,r}^\delta(\mathbb{R}^d).$$

Remark 2.8. Denoting the Fourier multiplier $e^{\delta A\sigma}$ and $e^{\delta(-\delta) A\sigma}$ by

$$e^{\delta A\sigma} f = \mathcal{F}^{-1}(e^{\delta(1+|\xi|^2)^{1/2}} \hat{f})$$

and

$$e^{\delta(-\delta) A\sigma} f = \mathcal{F}^{-1}(e^{\delta(|\xi|^2)^{1/2}} \hat{f})$$

respectively, we deduce that $\|f\|_{C_{\sigma,s}^\delta(\mathbb{R}^d)} = \|e^{\delta A\sigma} f\|_{H^s(\mathbb{R}^d)}$ and $\|f\|_{\bar{G}_{\sigma,s}^\delta(\mathbb{R}^d)} = \|e^{\delta(-\delta) A\sigma} f\|_{H^s(\mathbb{R}^d)}$. Note that for $\sigma \geq 1$,

$$|\xi|^{1/2} \leq (1 + |\xi|^2)^{1/2} \leq 1 + |\xi|^{1/2}.$$ 

It follows that

$$\|f\|_{C_{\sigma,s}^\delta} \leq \|f\|_{G_{\sigma,s}^\delta} \leq e^\delta \|f\|_{\bar{G}_{\sigma,s}^\delta}.$$ 

For $0 < \sigma < 1$, it is called ultra-analytic function. If $\sigma = 1$, it is usual analytic function and $\delta$ is called the radius of analyticity. If $\sigma > 1$, it is the Gevrey class function.

Proposition 2.9. Let $0 < \sigma' < \sigma < 0 < \sigma'' < \sigma$ and $s' < s$. From Definition 2.6, one can check that $C_{\sigma,s}^\delta(\mathbb{R}^d) \to G_{\sigma,s}^\delta(\mathbb{R}^d), G_{\sigma',s}^\delta(\mathbb{R}^d) \to G_{\sigma,s}^\delta(\mathbb{R}^d)$ and $G_{\sigma,s}^\delta(\mathbb{R}^d) \subseteq G_{\sigma,s}^{\delta'}(\mathbb{R}^d)$, with the embedding constants $C = 1$.

Along the similar computations of the proof of Proposition 2.4–2.5 in [60], we can obtain the following two propositions.

Proposition 2.10. Let $s$ be a real number and $\sigma > 0$. Assume that $0 < \sigma' < \sigma$. Then we have

$$\|\partial_x f\|_{G_{\sigma,s}^\delta(\mathbb{R})} \leq \frac{e^{-\sigma\sigma'}}{(\delta-\delta')\sigma} \|f\|_{G_{\sigma',s}^\delta(\mathbb{R})}.$$ 

Proposition 2.11. Let $s > \frac{1}{2}, \sigma \geq 1$ and $\delta > 0$. Then $G_{\sigma,s}^\delta(\mathbb{R})$ is an algebra. Moreover, there exists a constant $C_s$ such that

$$\|fg\|_{G_{\sigma,s}^\delta(\mathbb{R})} \leq C_s \|f\|_{G_{\sigma,s}^\delta(\mathbb{R})} \|g\|_{G_{\sigma,s}^\delta(\mathbb{R})}.$$ 

Now we can state some known results of the system (1.1), which will be used in sequel.

Lemma 2.12. [53] Let $a = 2, s = [s] \geq 2, q > s + \frac{1}{2}$, then the solution to (1.2) with the initial data $u_0 \in H^q$ exists globally in time.

Lemma 2.13. [53] Suppose $s > \frac{2}{2}$. If $a = 2$ and $q \geq 2s$, then the solution to (1.2) with the initial data $u_0 \in H^q$ exists globally in time.

Lemma 2.14. [53] Suppose $s = [s] = k \geq 2, a = 2, \kappa \geq 0, q > s + \frac{1}{2}$ and $q_1$ satisfies the following condition

$$\frac{1}{2} < q_1 \leq q - 1 \leq q_1 + 2s - 2.$$ 

Given the initial data $(u_0, \rho_0) \in H^q \times H^{q_1}$, then the solution $(u, \rho)$ to (1.1) exists globally in time, namely, $(u, \rho) \in C([0, \infty); H^q \times H^{q_1})$.

Lemma 2.15. [53] Suppose $a = 2, \kappa \geq 0, s > \frac{3}{2}, q \geq 2s$ and $q_1$ satisfies the condition (2.4). Given the initial data $(u_0, \rho_0) \in H^q \times H^{q_1}$, then the solution $(u, \rho)$ to (1.1) exists globally in time, namely, $(u, \rho) \in C([0, \infty); H^q \times H^{q_1})$.

For simplicity, we will only consider the integer case that $s = [s] \geq 2$ in the following part of our paper.
3 Local Gevrey regularity and analyticity

Now we can present a main theorem of our paper.

**Theorem 3.1.** Let $\sigma \geq 1$ and $q > s + \frac{1}{\sigma}$. Assume that $u_0 \in G^1_{\sigma,q}(\mathbb{R})$. Then for every $0 < \delta < 1$, there exists a $T_0$ such that (1.2) has a unique solution $u$ which is holomorphic in $|t| < \frac{T_0(1-\delta)^\sigma}{2^{\sigma-1}}$ with values in $G^2_{\sigma,q}(\mathbb{R})$. Moreover, $T_0 \approx \|u_0\|_{C^1_{\sigma,q}(\mathbb{R})}$.

The one-component equation (1.2) can be rewritten as (see [53])

$$u_t + u_x = K(u, u) \sim (1 - \partial_x^2)^s \left( \partial_x^{2s-1}(u_x^2) + \partial_x^{2s-3}(u_x^2) + \ldots \right. \left. + \partial_x[(\partial_x^s u)^2] + \partial_x^{2s-3}(u_x^2) + \ldots + \partial_x[(\partial_x^{s-1} u)^2] + \ldots + \partial_x(u^2) \right).$$

(3.1)

In order to use Lemma 2.2, we rewrite it as

$$\begin{cases}
  u_t = F(u) := -u\partial_x u + K(u, u), \\
  u|_{t=0} = u_0.
\end{cases}$$

For a fixed $\sigma \geq 1$ and $q > s + \frac{1}{\sigma}$, Proposition 2.4 ensures that $\{C^s_{\sigma,q}\}_{0 < \delta < 1}$ is a scale of decreasing Banach spaces. For any $0 < \delta' < \delta$, we need to estimate

$$\|F(u)\|_{C^{s'}_{\sigma,q}} \leq \frac{1}{2} \|\partial_x(u^2)\|_{C^{s'}_{\sigma,q}} + \|K(u, u)\|_{C^{s'}_{\sigma,q}}.$$

Note that $\frac{1}{2} \|\partial_x(u^2)\|_{C^{s'}_{\sigma,q}} \leq \frac{e^{-\sigma}e^{\sigma}}{2(\delta - \delta')^\sigma} \|u^2\|_{C^{s'}_{\sigma,q}} \leq C_{q,s} \frac{e^{-\sigma}e^{\sigma}}{2(\delta - \delta')^\sigma} \|u\|_{C^{s'}_{\sigma,q}}^2$. For any integers $1 \leq i \leq s, 0 \leq j \leq s$ such that $(2i - 1) + 2j \leq 2s + 1$, we have

$$\|(1 - \partial_x^2)^s(\partial_x^{2s-1}u^2)\|_{C^{s'}_{\sigma,q}} \leq C_q \|(\partial_x^j u)^2\|_{C^{s'}_{\sigma,q} - 2s + 2i - 1} \leq C_q \|(\partial_x^j u)^2\|_{C^{s'}_{\sigma,q} - 1} \leq C_q \|u\|_{C^{s'}_{\sigma,q}}^2.$$

Hence

$$\|K(u, u)\|_{C^{s'}_{\sigma,q}} \leq C_{q,s} \|u\|_{C^{s'}_{\sigma,q}}^2.$$

Thus, in view of $(\delta - \delta')^\sigma < 1$, we have

$$\|F(u)\|_{C^{s'}_{\sigma,q}} \leq C_{q,s} \frac{e^{-\sigma}e^{\sigma} + 2}{2(\delta - \delta')^\sigma} \|u\|_{C^{s'}_{\sigma,q}}^2,$$

which implies that $F$ satisfies the condition (1) of Lemma 2.2. The similar computations yields

$$\|F(u_0)\|_{C^1_{\sigma,q}} \leq C_{q,s} \frac{e^{-\sigma}e^{\sigma} + 2}{2(1 - \delta)^\sigma} \|u_0\|_{C^1_{\sigma,q}}^2,$$

which implies that $F$ satisfies the condition (3) of Lemma 2.2 with $M = C_{q,s} \frac{e^{-\sigma}e^{\sigma} + 1}{2} \|u_0\|_{C^1_{\sigma,q}}^2$. It remains to verify that $F$ satisfies the condition (2) of Theorem 2.2 Assume that $\|u - u_0\|_{C^1_{\sigma,q}} \leq R$ and $\|v - v_0\|_{C^1_{\sigma,q}} \leq R$. Applying Propositions 2.10, we get

$$\|F(u) - F(v)\|_{C^{s'}_{\sigma,q}} \leq \frac{1}{2} \|\partial_x(u^2 - v^2) + (K(u, u) - K(v, v))\|_{C^{s'}_{\sigma,q}} \leq \frac{e^{-\sigma}e^{\sigma}}{2(\delta - \delta')^\sigma} \|(u + v)(u - v)\|_{C^{s'}_{\sigma,q}} + \|K(u, u) - K(v, v)\|_{C^{s'}_{\sigma,q}},$$

which completes the proof.
where
\[ K(u, u) - K(v, v) \sim (1 - \partial_x^2)^{-s} \left( \partial_x^{2s-1}(u_x^2 - v_x^2) + \partial_x^{2s-3}(u_{xx}^2 - v_{xx}^2) + \ldots + \partial_x[(\partial_x^s u^2) - (\partial_x^s v^2)] + \ldots \right). \]

Note that
\[ \| (u + v)(u - v) \|_{G_\sigma^s,q} \leq C_q \| u + v \|_{G_\sigma^s,q} \| u - v \|_{G_\sigma^s,q} \leq C_q(2\| u_0 \|_{G_\sigma^s,q} + 2R) \| u - v \|_{G_\sigma^s,q}. \]

On the other hand, for any integers \( 1 \leq i \leq s, 0 \leq j \leq s \) such that \((2i - 1) + 2j \leq 2s + 1\), we obtain
\[ \| (1 - \partial_x^2)^{-s} \partial_x^{2i-1}[(\partial_x^j u^2) - (\partial_x^j v^2)] \|_{G_\sigma^s,q} \leq C_q \| (\partial_x^j u^2) - (\partial_x^j v^2) \|_{G_\sigma^s,q} \leq C_q \| \partial_x^j(u + v)\partial_x^j(u - v) \|_{G_\sigma^s,q-j} \leq C_q \| u + v \|_{G_\sigma^s,q} \| u - v \|_{G_\sigma^s,q} \leq C_q(2\| u_0 \|_{G_\sigma^s,q} + 2R) \| u - v \|_{G_\sigma^s,q}. \]

Therefore, we have \( \| K(u, u) - K(v, v) \|_{G_\sigma^s,q} \leq C_q(2\| u_0 \|_{G_\sigma^s,q} + 2R) \| u - v \|_{G_\sigma^s,q} \), and
\[ \| F(u) - F(v) \|_{G_\sigma^s,q} \leq C_q(e^{-\sigma} - 2\| u_0 \|_{G_\sigma^s,q} + R) \| u - v \|_{G_\sigma^s,q}. \]

Thus \( F \) satisfies the condition (2) of Lemma 2.2 with \( L = C_q(e^{-\sigma} + 2\| u_0 \|_{G_\sigma^s,q} + R) \). Hence we obtain the local existence result of (1.1) with the Gevrey regularity or analyticity, and \( T_0 = \min\left\{ \frac{1}{2^{2s+1}L}, \frac{1}{(2^{2s+1})R} \right\} \). By setting \( R = \| u_0 \|_{G_\sigma^s,q} \), we see that \( L = 2C_q(e^{-\sigma} + 2\| u_0 \|_{G_\sigma^s,q} + M \) and \( M \leq 2^{2s+3}L \), and hence
\[ T_0 = \min\left\{ \frac{1}{2^{2s+1}L}, \frac{(2^{2s+1})R}{(2^{2s+1})R + M} \right\} = \frac{1}{2^{2s+5}C_q(e^{-\sigma} + 2\| u_0 \|_{G_\sigma^s,q}}. \]

We state another theorem to present the local Gevrey regularity and analyticity for the two-component system (1.1).

**Theorem 3.2.** Let \( \sigma \geq 1 \) and \( q > s + \frac{1}{2} \). Assume that \( u_0 \in G_{\sigma,q}^1(\mathbb{R}) \) and \( \rho_0 \in G_{\sigma,q_1}^1(\mathbb{R}) \). Then for every \( 0 < \delta < 1 \), there exists a \( T_0 > 0 \) such that the two-component system (1.1) has a unique solution \((u, \rho)\) which is holomorphic in \(|t| < \frac{T_0(1-\delta)^{\sigma}}{2^{2s+1}}\) with values in \( G_{\sigma,q}^s(\mathbb{R}) \times G_{\sigma,q_1}^s(\mathbb{R}) \). Moreover, we can have
\[ T_0 \approx \| u_0 \|_{G_{\sigma,q}^1} + \| \rho_0 \|_{G_{\sigma,q_1}^1} + 1. \]

**Proof.** We rewrite the two-component system (1.1) into the following form
\[ \left\{ \begin{array}{l} z_t = F(z), \\
\left. z \right|_{t=0} = z_0, \end{array} \right. \]

with \( z = (u, \rho)^T, \) \( z_0 = (u_0, \rho_0)^T \) and
\[ F(z) = \begin{pmatrix} F_1(z) \\ F_2(z) \end{pmatrix} := \begin{pmatrix} -\frac{1}{2}\partial_x(u^2) + K(u, u) + (1 - \partial_x^2)^{-s}(\alpha u_x - \frac{\pi}{2}\rho_x(\rho^2)) \\ -\partial_x(u\rho) + (2 - a)u_x\rho \end{pmatrix}. \]
For fixed $\sigma \geq 1$ and $s > \frac{\sigma}{2}$, we set $X_\delta = G_{\sigma,q}^\delta(\mathbb{R}) \times C_{\sigma,q_1}^\delta(\mathbb{R})$ and

$$\|z\|_\delta = \|u\|_{G_{\sigma,q}^\delta} + \|\rho\|_{C_{\sigma,q_1}^\delta}.$$  

Proposition $2.9$ then ensures that $\{X_\delta\}_{0 < \delta < 1}$ is a scale of decreasing Banach spaces. From the proof of Theorem $3.1$, we have shown that for any $0 < \delta' < \delta$,

$$\|-\frac{1}{2}\partial_x(u^2) + K(u,u)\|_{G_{\sigma,q}^{\delta'}} \leq \frac{C_{q,s}(e^{-\sigma} + 2)}{2(\delta - \delta')^\sigma}\|u\|^2_{G_{\sigma,q}^\delta}.$$  

Note that $\|1 - \frac{1}{2}\partial_x^2\|^s u_x\|_{G_{\sigma,q}^{\delta'}} \leq \|u\|_{G_{\sigma,q}^\delta} + \|u\|_{G_{\sigma,q}^\delta}$ and

$$\|1 - \frac{1}{2}\partial_x^2\|^s \partial_x(\rho^2)\|_{G_{\sigma,q}^{\delta'}} \leq \|\rho^2\|_{G_{\sigma,q}^{\delta}} \leq \|\rho\|^2_{G_{\sigma,q}^\delta} \leq \|\rho\|^2_{G_{\sigma,q}^\delta}.$$  

Hence, we obtain

$$\|F_1(z)\|_{G_{\sigma,q}^{\delta'}} \leq \frac{C_{q,s}(e^{-\sigma} + 2)}{2(\delta - \delta')^\sigma}\|u\|^2_{G_{\sigma,q}^\delta} + |\alpha| \cdot \|u\|_{G_{\sigma,q}^\delta} + \frac{|\kappa|}{2}C_{q_1}\|\rho\|^2_{G_{\sigma,q}^\delta}.$$  

On the other hand, considering the second component, we see

$$\|F_2(z)\|_{G_{\sigma,q_1}^{\delta'}} = \|-\partial_x(up) + (2 - a)u_x\rho\|_{G_{\sigma,q_1}^{\delta'}}$$

$$\leq \frac{e^{-\sigma}\|u\|_{G_{\sigma,q}^\delta}}{(\delta - \delta')^\sigma} + |2 - a| \cdot \|u\|_{G_{\sigma,q}^\delta} + C_{q_1} \cdot \|u\|_{G_{\sigma,q}^\delta} + C_{q_1} \cdot \|\rho\|_{G_{\sigma,q}^\delta} \leq \frac{(2 - a + 1)C_{q_1}e^{-\sigma}\|u\|_{G_{\sigma,q}^\delta} + |2 - a| \cdot \|u\|_{G_{\sigma,q}^\delta} + C_{q_1} \cdot \|u\|_{G_{\sigma,q}^\delta} + \|\rho\|_{G_{\sigma,q}^\delta}}{(\delta - \delta')^\sigma}.$$  

Then we can obtain

$$\|F(z)\|_{\delta'} = \|F_1(z)\|_{G_{\sigma,q}^{\delta'}} + \|F_2(z)\|_{G_{\sigma,q_1}^{\delta'}} \leq \frac{C_{q,s}(e^{-\sigma} + 2)}{(\delta - \delta')^\sigma}(\|u\|_{G_{\sigma,q}^\delta} + \|\rho\|_{G_{\sigma,q_1}^\delta} + 1)^2,$$

and $F$ satisfies the condition (1) of Lemma $2.2$. By the similar computations, we obtain that

$$\|F(z_0)\|_{\delta} \leq C_{q,s}(e^{-\sigma} + 2)(\|u_0\|_{G_{\sigma,q}^\delta} + \|\rho_0\|_{G_{\sigma,q_1}^\delta} + 1)^2 \frac{1}{(1 - \delta')^\sigma},$$

which means that $F$ satisfies the condition (3) of the Lemma $2.2$ with

$$M = C_{q,s}(e^{-\sigma} + 2)(\|z_0\|_1 + 1)^2.$$  

It remains to show that $F$ satisfies the condition (2) of Lemma $2.2$. Assume that

$$\|z_1 - z_0\|_\delta \leq R, \quad \|z_2 - z_0\|_\delta \leq R,$$

one can obtain

$$\|F_1(z_1) - F_1(z_2)\|_{G_{\sigma,q}^{\delta'}} \leq \|-\frac{1}{2}\partial_x(u_1^2 - u_2^2) + (K(u_1, u_1) - K(u_2, u_2))\|_{G_{\sigma,q}^{\delta'}} + \|1 - \frac{1}{2}\partial_x^2\|^s(\|u_1 - u_2\|_{G_{\sigma,q}^\delta} + R)\|u_1 - u_2\|_{G_{\sigma,q}^\delta}$$

$$+ |\alpha|\|u_1 - u_2\|_{G_{\sigma,q_1}^{\delta - 2\delta - 1}} + \frac{|\kappa|}{2}(\|\rho_1\|_{G_{\sigma,q_1}^\delta} + \|\rho_2\|_{G_{\sigma,q_1}^\delta})),$$

then
with

\[
\| (\rho_1 + \rho_2)(\rho_1 - \rho_2) \|_{C^{q+2}_{r,q-2+1}} \leq \| (\rho_1 + \rho_2)(\rho_1 - \rho_2) \|_{C^{q}_{r,q-1}} \\
\leq C_{q_1}(\| \rho_1 \|_{C^{q}_{r,q-1}} \| \rho_2 \|_{C^{q}_{r,q-1}}) \| \rho_1 - \rho_2 \|_{C^{q}_{r,q-1}} \\
\leq C_{q_1}(2\| \rho_0 \|_{C^{q}_{r,q-1}} + 2R) \| \rho_1 - \rho_2 \|_{C^{q}_{r,q-1}}.
\]

It then follows that

\[
\| F_1(z_1) - F_1(z_2) \|_{G^{q}_{r,q-1}} \leq C_{q_1,a,s,a,k}(e^{-\sigma \sigma} + 2)(\| z_0 \|_1 + 1 + R) \| z_1 - z_2 \|_\delta.
\]

On the other hand, we see

\[
\| F_2(z_1) - F_2(z_1) \|_{G^{q}_{r,q-1}} \\
= \| - \partial_x(u_1 \rho_1 - u_2 \rho_2) + (2 - a)(u_1 x \rho_1 - u_2 x \rho_2) \|_{G^{q}_{r,q-1}} \\
\leq \frac{e^{-\sigma \sigma}}{(\delta - \delta')^\sigma} \| u_1 (\rho_1 - \rho_2) + (u_1 - u_2) \rho_2 \|_{G^{q}_{r,q-1}} + |2 - a| \| (u_1 - u_2) \rho_1 + u_2 x (\rho_1 - \rho_2) \|_{G^{q}_{r,q-1}}.
\]

Since \( q, q_1 \) satisfies the condition (2.4.1), according to Lemma 2.11, we have

\[
\| u_1 (\rho_1 - \rho_2) + (u_1 - u_2) \rho_2 \|_{G^{q}_{r,q-1}} \leq C_{q_1} \| u_1 \|_{G^{q}_{r,q-1}} \| \rho_1 - \rho_2 \|_{G^{q}_{r,q-1}} + C_{q_1} \| u_1 - u_2 \|_{G^{q}_{r,q-1}} \| \rho_2 \|_{G^{q}_{r,q-1}} \\
\leq C_{q_1}(\| z_0 \|_\delta + R) \| z_1 - z_2 \|_\delta,
\]

and

\[
\| (u_1 - u_2) x \rho_1 + u_2 x (\rho_1 - \rho_2) \|_{G^{q}_{r,q-1}} \\
\leq C_{q_1}(\| (u_1 - u_2) x \|_{G^{q}_{r,q-1}} \| \rho_1 \|_{G^{q}_{r,q-1}} + \| u_2 x \|_{G^{q}_{r,q-1}} \| \rho_1 - \rho_2 \|_{G^{q}_{r,q-1}}) \\
\leq C_{q_1} e^{-\sigma \sigma}(\| z_0 \|_\delta + R) \| z_1 - z_2 \|_\delta.
\]

and hence

\[
\| F_2(z_1) - F_2(z_1) \|_{G^{q}_{r,q-1}} \leq C_{q_1}(1 + |a - 2|) \frac{e^{-\sigma \sigma}}{(\delta - \delta')^\sigma} (\| z_0 \|_1 + R) \| z_1 - z_2 \|_\delta.
\]

Therefore, we deduce that

\[
\| F(z_1) - F(z_2) \|_{G^{q}_{r,q-1}} \leq \| F_1(z_1) - F_1(z_2) \|_{G^{q}_{r,q-1}} + \| F_2(z_1) - F_2(z_2) \|_{G^{q}_{r,q-1}} \\
\leq C_{q_1,a,s,a,k}(e^{-\sigma \sigma} + 2)(\| z_0 \|_1 + 1 + R) \| z_1 - z_2 \|_\delta,
\]

and \( F \) satisfies the condition (2) of Lemma 2.2 with \( L = C_{q_1,a,s,a,k}(e^{-\sigma \sigma} + 2)(\| z_0 \|_1 + 1 + R) \). Hence we obtain the local existence result of (1.2) with the Gevrey regularity or analyticity, and

\[
T_0 = \min\{\frac{1}{2^{2\sigma+4} L}, \frac{(2^\sigma - 1) R}{(2^\sigma - 1) 2^{2\sigma+3} L R + M}\}.
\]

Moreover, by setting \( R = \| z_0 \|_1 + 1 \), we can see \( L = 2C_{q_1,a,s,a,k}(e^{-\sigma \sigma} + 2)(\| z_0 \|_1 + 1) \) and \( M \leq 2^{2\sigma+3} L R \). It then follows that

\[
T_0 = \frac{1}{2^{2\sigma+5} C_{q_1,a,s,a,k}(e^{-\sigma \sigma} + 2)(\| z_0 \|_1 + 1)}.
\]

This completes the proof of Theorem 3.2. \( \square \)
4 Continuity of the data-to-solution map

In this section, we study the continuity of the data-to-solution map for initial data and solutions in Theorems 3.1, 3.2. We only prove this for the two-component system (1.1).

At first we introduce a definition to explain what means the data-to-solution map is continuous from $G_{\sigma,q}(\mathbb{R}) \times G_{\sigma,q_1}(\mathbb{R})$ into the solution space.

**Definition 4.1.** Let $\sigma \geq 1, q > s + \frac{1}{2}$ and let $q_1$ satisfy the condition (2.4). We say that the data-to-solution map $(u_0, \rho_0) \mapsto (u, \rho)$ of the system (1.1) is continuous if for a given initial datum $(u_0^\infty, \rho_0^\infty) \in G_{\sigma,q}^1 \times G_{\sigma,q_1}^1$, there exists a $T = T(\|u_0^\infty\|_{G_{\sigma,q}}, \|\rho_0^\infty\|_{G_{\sigma,q_1}})$ such that for any sequence $(u_0^n, \rho_0^n) \in G_{\sigma,q}^1 \times G_{\sigma,q_1}^1$ and $\|u_0^0 - u_0^\infty\|_{G_{\sigma,q}} + \|\rho_0^0 - \rho_0^\infty\|_{G_{\sigma,q_1}} \xrightarrow{n \to \infty} 0$, the corresponding solutions $(u^n, \rho^n)$ of system (1.1) satisfy $\|z^n - z^\infty\|_{E_T} := \|u^n - u^\infty\|_{E_{q,T}} + \|\rho^n - \rho^\infty\|_{E_{q_1,T}} \xrightarrow{n \to \infty} 0$, where

$$\|f\|_{E_{q,T}} := \sup_{|t| < T(1-\delta)\sigma} \left( \frac{\|f(t)\|_{G_{\sigma,q}^0}}{(1-\delta)^\sigma} \right).$$

Also, we need to introduce the following lemma.

**Lemma 4.2.** (60) Let $\sigma \geq 1$. For every $a > 0, u \in E_{\alpha}, 0 < \delta < 1$ and $0 < t < \frac{a(1-\delta)^\sigma}{2^\sigma - 1}$ we have

$$\int_0^t \frac{\|u(\tau)\|_{\delta(\tau)}}{(\delta(\tau) - \delta)^{\sigma}} d\tau \leq \frac{a2^{2\sigma+3}\|u\|_{E_{\alpha}}}{(1-\delta)^{\sigma}} \frac{a(1-\delta)^{\sigma}}{a(1-\delta)^{\sigma} - \delta} t,$$

where $\delta(\tau) = \frac{1}{2}(1 + \delta) + \left(\frac{1}{2}\right)^{2^{\sigma+\frac{1}{2}}} \left\{ [(1-\delta)^{\sigma} - \frac{1}{2^\sigma}] - [1 - (1-\delta)^{\sigma} + (2^{\sigma+1} - 1)\frac{1}{2^\sigma}] \right\} \in (\delta, 1)$.

Now we can state the main theorem of this section.

**Theorem 4.3.** Let $\sigma \geq 1, q > s + \frac{1}{2}$ and let $q_1$ satisfy the condition (2.4). Assume $(u_0, \rho_0) \in G_{\sigma,q}(\mathbb{R}) \times G_{\sigma,q_1}(\mathbb{R})$. Then the data-to-solution map $(u_0, \rho_0) \mapsto (u, \rho)$ of the system (1.1) is continuous from $G_{\sigma,q}^1 \times G_{\sigma,q_1}^1$ into the solution space.

**Proof.** Without loss of generality, we may assume that $t \geq 0$. As in the proof of Theorem 3.2 we use the notations $z^n = (u^n, \rho^n)^T, z_0^n = (u_0^n, \rho_0^n)^T, \|z^n\|_{\delta} = \|u^n\|_{G_{\sigma,q}^0} + \|\rho^n\|_{G_{\sigma,q_1}^0}$ and $\|z\|_{E_T} = \|u^n\|_{E_{q,T}} + \|\rho^n\|_{E_{q_1,T}}$. Define that

$$T^n = \frac{1}{2^{2\sigma+5}C_{q,q_1,s,a,\kappa}(e^{-\sigma}\sigma^\alpha + 2)(\|z_0^n\|_1 + 1)^4}, \quad T^\infty = \frac{1}{2^{2\sigma+5}C_{q,q_1,s,a,\kappa}(e^{-\sigma}\sigma^\alpha + 2)(\|z_0^n\|_1 + 1)},$$

where $C_{q,q_1,s,a,\kappa}$ is given in (3.3). Since $\|z_0^n - z_0^\infty\| \xrightarrow{n \to \infty} 0$, it follows that there exists a constant $N$ such that if $n \geq N$, we can have

$$\|z_0^n\|_1 \leq \|z_0^\infty\|_1 + 1. \quad (4.1)$$

By setting

$$T = \frac{1}{2^{2\sigma+5}C_{q,q_1,s,a,\kappa}(e^{-\sigma}\sigma^\alpha + 2)(\|z_0^n\|_1 + 2)}, \quad (4.2)$$

we deduce from (4.1) that $T < \min\{T^n, T^\infty\}$ for any $n \geq N$. As in the proof of Theorem 3.2 we see that $T^n$ and $T^\infty$ are the existence time of the solutions $z^n$ and $z^\infty$ corresponding to $z_0^n$ and $z_0^\infty$ respectively. Thus, we can see, for any $n \geq N$,

$$z^\infty(t, x) = z_0^\infty(x) + \int_0^t F(z^\infty(t, x)) d\tau, \quad 0 \leq t < \frac{T(1-\delta)^{\sigma}}{2^\sigma - 1},$$

where

$$\|F\|_{E_{q_1,T}} := \sup_{|t| < T(1-\delta)^{\sigma}} \left( \frac{\|F(t)\|_{G_{\sigma,q_1}^0}}{(1-\delta)^{\sigma}} \right).$$
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\[ z^n(t, x) = z^n_0(x) + \int_0^t F(z^n(t, x)) \, d\tau, \ 0 \leq t < \frac{T(1 - \delta)^\sigma}{2^\sigma - 1}, \]

where \( F \) is given in (3.2). Therefore, for any \( 0 \leq t < \frac{T(1 - \delta)^\sigma}{2^\sigma - 1} \) and \( 0 < \delta < 1 \), we have

\[
\|z^n(t) - z_\infty(t)\|_\delta \leq \|z^n_0 - z_\infty\|_\delta + \int_0^t \|F(z^n(\tau)) - F(z_\infty(\tau))\|_\delta \, d\tau. \tag{4.3}
\]

Define that \( \delta(t) = \frac{1}{2}(1 + \delta) + \left(\frac{1}{2}\right)^{2+\frac{1}{\sigma}} \{(1 - \delta)^\sigma - \frac{1}{2}\} \). By virtue of Lemma 4.2 with \( a = T \), we see that \( \delta < \delta(\tau) < 1 \). Taking advantage of (4.3), we obtain

\[
\|F(z^n(\tau)) - F(z_\infty(\tau))\|_\delta \leq \frac{L}{(\delta(\tau) - \delta)^\sigma} \tag{4.4}
\]

with \( L = 2C_{\eta, L, s, a, \alpha, \kappa}(e^{-\sigma} + 2)(\|z_0\|_1 + 1) \). Plugging it into (4.3) yields that

\[
\|z^n(t) - z_\infty(t)\|_\delta \leq \|z^n_0 - z_\infty\|_\delta + L \int_0^t \frac{\|z^n(\tau) - z_\infty(\tau)\|_\delta(\tau)}{(\delta(\tau) - \delta)^\sigma} \, d\tau.
\]

Applying Lemma 4.2, we deduce that

\[
\|z^n(t) - z_\infty(t)\|_\delta \leq \|z^n_0 - z_\infty\|_\delta + \frac{L}{2(1 - \delta)^\sigma} \|z^n - z_\infty\|_{ET} \sqrt{\frac{T(1 - \delta)^\sigma}{T(1 - \delta)^\sigma - t}},
\]

which leads to

\[
\|z^n(t) - z_\infty(t)\|_\delta(1 - \delta)^\sigma \sqrt{1 - \frac{t}{T(1 - \delta)^\sigma}} \leq \|z^n_0 - z_\infty\|_\delta(1 - \delta)^\sigma \sqrt{1 - \frac{t}{T(1 - \delta)^\sigma}} + \frac{1}{2} \|z^n - z_\infty\|_{ET} \leq \|z^n_0 - z_\infty\|_1 + \frac{1}{2} \|z^n - z_\infty\|_{ET}.
\]

Note that the right-hand side of the above inequality is independent of \( t \) and \( \delta \). By taking the supremum over \( 0 < \delta < 1, 0 < t < \frac{T(1 - \delta)^\sigma}{2^\sigma - 1} \), we obtain

\[
\|z^n - z_\infty\|_{ET} \leq \|z^n_0 - z_\infty\|_1 + \frac{1}{2} \|z^n - z_\infty\|_{ET},
\]

or

\[
\|z^n - z_\infty\|_{ET} \leq 2\|z^n_0 - z_\infty\|_1.
\]

This inequality holds true for any \( n \geq N \) and completes the proof of Theorem 4.3. \( \square \)
5 Global Gevrey regularity and analyticity

We firstly introduce a lemma which is crucial to deal with the convection term of the system (1.1). The idea comes from [56], but we release the restriction on $r$.

**Lemma 5.1.** Let $\delta \geq 0$, $\sigma \geq 1$ and $r > 1 + \frac{d}{2}$. Let $u \in G^\delta_{\sigma,r+\frac{1}{\sigma}}(\mathbb{R}^d)$ and $w \in G^\delta_{\sigma,r+\frac{1}{\sigma}}(\mathbb{R}^d)$. Then one has the estimate

\[
|\langle A^r e^{\delta A^\frac{1}{r}} (u \cdot \nabla w), A^r e^{\delta A^\frac{1}{r}} w \rangle| \leq C \|A^r u\|_r \|A^r w\|_r + C \delta \|A^r e^{\delta A^\frac{1}{r}} u\| \|A^r e^{\delta A^\frac{1}{r}} w\|_r^2 + \\
+ \|A^r e^{\delta A^\frac{1}{r}} u\| \|A^r e^{\delta A^\frac{1}{r}} w\|_r \|A^r e^{\delta A^\frac{1}{r}} w\|,
\]

where $\langle \cdot, \cdot \rangle$ denotes the scalar product of $L^2(\mathbb{R}^d)$, and $\| \cdot \| := \| \cdot \|_{L^2(\mathbb{R}^d)}$.

It is helpful to introduce two lemmas.

**Lemma 5.2.** Let $r \geq 1, \sigma \geq 1$ and $\delta \geq 0$. Then for any real $\xi, \eta$, there holds

\[
|\langle (1 + \xi^2)^\frac{1}{2} e^{\xi(1+\xi^2)^\frac{1}{2r}} - (1 + \eta^2)^\frac{1}{2} e^{\eta(1+\eta^2)^\frac{1}{2r}} \rangle| \\
\leq C_r |\xi - \eta| \left\{ (1 + |\xi - \eta|^2)^\frac{1}{2} + (1 + |\eta|^2)^\frac{1}{2} \\
+ \delta \left[ (1 + |\xi - \eta|^2)^\frac{1}{2} + 1 \right] (1 + |\eta|^2)^\frac{1}{2} \right\}.
\]

**Proof.** Without loss of generality, take $\xi > \eta \geq 0$. Set $f(\theta) := (1 + \theta^2)^\frac{1}{2} e^{\theta(1+\theta^2)^\frac{1}{2r}}$. By the mean value theorem, we see

\[
(1 + \xi^2)^\frac{1}{2} e^{\xi(1+\xi^2)^\frac{1}{2r}} - (1 + \eta^2)^\frac{1}{2} e^{\eta(1+\eta^2)^\frac{1}{2r}} \leq (\xi - \eta) \sup_{\theta \in [\eta, \xi]} |f'(\theta)|.
\]

Computing $f'$ and using the fact that $e^y \leq 1 + ye^y$ for $y \geq 0$ yield

\[
f'(\theta) = r \theta (1 + \theta^2)^\frac{1}{2r} e^{\theta(1+\theta^2)^\frac{1}{2r}} + \frac{\delta}{\sigma} (1 + \theta^2)^\frac{1}{2r} + \frac{1}{\sigma^r} e^{\theta(1+\theta^2)^\frac{1}{2r}}
\]

\[
\leq r (1 + \theta^2)^\frac{1}{2r} \left[ 1 + \delta (1 + \theta^2)^\frac{1}{2r} e^{\theta(1+\theta^2)^\frac{1}{2r}} \right] + \frac{\delta}{\sigma} (1 + \theta^2)^\frac{1}{2r} + \frac{1}{\sigma^r} e^{\theta(1+\theta^2)^\frac{1}{2r}}
\]

\[
= r (1 + \theta^2)^\frac{1}{2r} + \delta r + \frac{1}{\sigma} (1 + \theta^2)^\frac{1}{2r} + \frac{1}{\sigma^r} e^{\theta(1+\theta^2)^\frac{1}{2r}}.
\]

It is easy to verify that $f'$ is a monotonically increasing function for $r \geq 1$, and hence the supremum in (5.2) is attained when $\theta = \xi$. For arbitrary non-negative $\xi$ and $\eta$, we have

\[
|\langle (1 + \xi^2)^\frac{1}{2} e^{\xi(1+\xi^2)^\frac{1}{2r}} - (1 + \eta^2)^\frac{1}{2} e^{\eta(1+\eta^2)^\frac{1}{2r}} \rangle| \\
\leq |\xi - \eta| \left\{ r \left[ (1 + \xi^2)^\frac{1}{2r} + (1 + \eta^2)^\frac{1}{2r} \right] \\
+ \delta (r + \frac{1}{\sigma}) \left[ (1 + \xi^2)^\frac{1}{2r} + (1 + \eta^2)^\frac{1}{2r} \right] \right\}.
\]

Note that for any $\xi, \eta, a, b \in \mathbb{R}$,

\[
|\xi|^p \leq \left\{ \begin{array}{ll}
|\xi - \eta|^p + |\eta|^p, & \text{when } \rho \in (0,1], \\
2^{p-1}(|\xi - \eta|^p + |\eta|^p), & \text{when } \rho > 1,
\end{array} \right.
\]
and
\[
(1 + (a + b)^2)^{\frac{1}{2}} \leq (1 + a^2)^{\frac{1}{2}} + (1 + b^2)^{\frac{1}{2}}.
\] (5.5)

Since \( \sigma \geq 1 \), it follows that
\[
(1 + |\xi|^2)^{\frac{1}{2\sigma}} \leq ((1 + |\xi - \eta|^2)^{\frac{1}{2}} + (1 + |\eta|^2)^{\frac{1}{2}})^{\frac{1}{2\sigma}} \leq (1 + |\xi - \eta|^2)^{\frac{1}{2\sigma}} + (1 + |\eta|^2)^{\frac{1}{2\sigma}}.
\]
which leads to
\[
e^{\delta(1+|\xi|^2)^{\frac{1}{2\sigma}}} \leq e^{\delta(1+|\xi-\eta|^2)^{\frac{1}{2\sigma}}} e^{\delta(1+|\eta|^2)^{\frac{1}{2\sigma}}}
\] (5.6)
Combining the estimates (5.3), (5.4) and (5.6), we obtain (5.1) and complete the proof of Lemma 5.2.

Now we introduce a lemma to deal with the interpolation of the Sobolev spaces and the Gevrey spaces. The proof of this lemma is similar to that of Lemma 8 in [63].

**Lemma 5.3.** For any \( \delta \geq 0, \sigma \geq 1, l > 0 \) and \( r \in \mathbb{R} \), the following estimate holds true:
\[
\|u\|_{G^{\delta}_{\sigma,r}} \leq \sqrt{e}\|u\|_{H^r} + (2\delta)^{\frac{l}{2}}\|u\|_{G^{\delta}_{\sigma,r+l/\sigma}}.
\] (5.7)

**Proof.** Noting that \( e^u \leq e + ye^y \) for any \( l > 0, y \geq 0 \), we have
\[
\|u\|_{G^{\delta}_{\sigma,r}}^2 = \int (1 + |\xi|^2)^{r} e^{2\delta(1+|\xi|^2)^{\frac{1}{2\sigma}}} |\hat{u}(\xi)|^2 d\xi \\
\leq \int (1 + |\xi|^2)^{r} (e + (2\delta)^l (1 + |\xi|^2)^{\frac{1}{2\sigma}} e^{2\delta(1+|\xi|^2)^{\frac{1}{2\sigma}}}) |\hat{u}(\xi)|^2 d\xi \\
e^{l} \int (1 + |\xi|^2)^{r} |u(\xi)|^2 d\xi + (2\delta)^l \int (1 + |\xi|^2)^{r + \frac{l}{\sigma}} e^{2\delta(1+|\xi|^2)^{\frac{1}{2\sigma}}} |\hat{u}(\xi)|^2 d\xi \\
e\|u\|_{H^r}^2 + (2\delta)^l \|u\|_{G^{\delta}_{\sigma,\sigma+l/\sigma}}^2,
\]
which leads to (5.7). \( \square \)

**Proof of Lemma 5.1.** The idea comes from [36]. For simplicity, we only consider the case \( d = 1 \). Also, we omit the subscript \( \mathbb{R} \) and \( d\xi d\eta \) of the integrands if there is no ambiguity. Write
\[
\langle A^r e^{\delta A^+} (u \partial_x w), A^r e^{\delta A^+} w \rangle = \langle A^r e^{\delta A^+} (u \partial_x w), A^r e^{\delta A^+} w \rangle - \langle u \partial_x A^r e^{\delta A^+} w, A^r e^{\delta A^+} w \rangle \\
+ \langle u \partial_x A^r e^{\delta A^+} w, A^r e^{\delta A^+} w \rangle.
\]

Note that
\[
|\langle u \partial_x A^r e^{\delta A^+} w, A^r e^{\delta A^+} w \rangle| = |\int u(\partial_x A^r e^{\delta A^+} w) A^r e^{\delta A^+} w|
\]
\[
= | - \frac{1}{2} \int u_x (A^r e^{\delta A^+} w)^2 |
\]
\[
\leq \frac{1}{2} \|u_x\|_{L^\infty} \|A^r e^{\delta A^+} w\|^2
\]
\[
\leq C_r \|u\|_{H^r} (\|w\|_{H^r}^2 + \delta \|w\|_{G^{\delta}_{\sigma,\sigma+l/\sigma}}^2).
\] (5.8)
The inequality on the last line is due to Lemma 5.3 with \( l = 1 \) and the embedding \( H^{r-1} \hookrightarrow L^\infty \).

Denote \( \phi = A^r e^{\delta A^\frac{1}{r^2}} w \). Next, we need to find the bound of

\[
I := \langle A^r e^{\delta A^\frac{1}{r^2}} (u \partial_x w), A^r e^{\delta A^\frac{1}{r^2}} w \rangle - \langle u \partial_x A^r e^{\delta A^\frac{1}{r^2}} w, A^r e^{\delta A^\frac{1}{r^2}} \phi \rangle
= \langle u \partial_x w, A^r e^{\delta A^\frac{1}{r^2}} \phi \rangle - \langle u \partial_x A^r e^{\delta A^\frac{1}{r^2}} w, \phi \rangle.
\]

By Plancherel’s identity, we have

\[
\langle u \partial_x w, A^r e^{\delta A^\frac{1}{r^2}} \phi \rangle = \int_\mathbb{R} (u \partial_x w)(A^r e^{\delta A^\frac{1}{r^2}} \phi) dx
= i \int_\mathbb{R} \tilde{\phi}(\xi)(1 + |\xi|^2)^\frac{1}{2} e^{\delta (1 + |\xi|^2)^\frac{1}{2r}} \int_\mathbb{R} \tilde{u}(\xi - \eta) \cdot \eta \tilde{w}(\eta) d\eta d\xi
= i \int \int \tilde{\phi}(\xi) \tilde{u}(\xi - \eta) \tilde{w}(\eta) \eta (1 + |\xi|^2)^\frac{1}{2} e^{\delta (1 + |\xi|^2)^\frac{1}{2r}},
\]

\[
\langle u \partial_x A^r e^{\delta A^\frac{1}{r^2}} w, \phi \rangle = i \int \tilde{\phi}(\xi) \tilde{u}(\xi - \eta) \tilde{w}(\eta) \eta (1 + |\eta|^2)^\frac{1}{2} e^{\delta (1 + |\eta|^2)^\frac{1}{2r}},
\]

where \( \tilde{\phi} \) denotes the complex conjugate of the Fourier transformation of \( \phi \). Applying Lemma 5.2 to yield

\[
|I| \leq \int \int |\tilde{\phi}(\xi)| |\tilde{u}(\xi - \eta)| |\tilde{w}(\eta)| |\eta| \left(1 + |\xi|^2\right)^\frac{1}{2} e^{\delta (1 + |\xi|^2)^\frac{1}{2r}} - (1 + |\eta|^2)^\frac{1}{2} e^{\delta (1 + |\eta|^2)^\frac{1}{2r}}
\leq C_r \int \int |\tilde{\phi}(\xi)| |\tilde{u}(\xi - \eta)| |\tilde{w}(\eta)| |\eta| \left(1 + |\xi|^2\right)^\frac{1}{2} e^{\delta (1 + |\xi|^2)^\frac{1}{2r}} + (1 + |\eta|^2)^\frac{1}{2} e^{\delta (1 + |\eta|^2)^\frac{1}{2r}}
+ \delta \left(1 + |\xi|^2\right)^\frac{1}{2} e^{\delta (1 + |\xi|^2)^\frac{1}{2r}} + (1 + |\eta|^2)^\frac{1}{2} e^{\delta (1 + |\eta|^2)^\frac{1}{2r}} \left(1 + |\xi|^2\right)^\frac{1}{2} e^{\delta (1 + |\eta|^2)^\frac{1}{2r}}.
\]

By the definition of \( \phi \), and the fact that \( e^y \leq 1 + ye^y \) for \( y \geq 0 \), we obtain

\[
|\tilde{\phi}(\xi)| = (1 + |\xi|^2)^\frac{1}{2} e^{\delta (1 + |\xi|^2)^\frac{1}{2r}} |\tilde{w}(\xi)|
\leq (1 + |\xi|^2)^\frac{1}{2} \left(1 + \delta (1 + |\xi|^2)^\frac{1}{2} e^{\delta (1 + |\xi|^2)^\frac{1}{2r}}\right) |\tilde{w}(\xi)|
= (1 + |\xi|^2)^\frac{1}{2} \left(1 + \delta (1 + |\xi|^2)^\frac{1}{2} \tilde{\phi}(\xi)\right).
\]

Combining the estimate (5.9) and (5.10), we can divide (5.9) into four parts

\[
|I| \leq C_r \int \int \left(1 + |\xi|^2\right)^\frac{1}{2} |\tilde{w}(\xi)| |\tilde{u}(\xi - \eta)| |\tilde{w}(\eta)| \eta |\xi - \eta| \left(1 + |\xi|^2\right)^\frac{1}{2} e^{\delta (1 + |\xi|^2)^\frac{1}{2r}} + (1 + |\eta|^2)^\frac{1}{2} e^{\delta (1 + |\eta|^2)^\frac{1}{2r}}
d\eta d\xi
+ C_r \delta \int \int |\tilde{\phi}(\xi)| |\tilde{u}(\xi - \eta)| |\tilde{w}(\eta)| |\eta| |\xi - \eta|
\times \left(1 + |\xi|^2\right)^\frac{1}{2} e^{\delta (1 + |\xi|^2)^\frac{1}{2r}} + (1 + |\eta|^2)^\frac{1}{2} e^{\delta (1 + |\eta|^2)^\frac{1}{2r}}
d\eta d\xi
= C_r (I_1 + I_2 + C_r \delta) \cdot (I_3 + I_4).
\]

Firstly we consider the term

\[
I_1 = \int \int \left(1 + |\xi|^2\right)^\frac{1}{2} |\tilde{w}(\xi)| |\tilde{u}(\xi - \eta)| |\tilde{w}(\eta)| |\eta| |\xi - \eta| \left(1 + |\xi|^2\right)^\frac{1}{2} e^{\delta (1 + |\xi|^2)^\frac{1}{2r}} + (1 + |\eta|^2)^\frac{1}{2} e^{\delta (1 + |\eta|^2)^\frac{1}{2r}}
d\eta d\xi
\leq \int |\tilde{w}(\eta)| \left(1 + |\eta|^2\right)^\frac{1}{2} \left(\left(1 + |\xi|^2\right)^\frac{1}{2} |\tilde{w}(\xi)| \left(1 + |\xi|^2\right)^\frac{1}{2} |\tilde{u}(\xi - \eta)| d\xi\right) d\eta
\]
\[
\leq \int |\hat{w}(\eta)| (1 + |\eta|^2)^{\frac{3}{2}} (1 + |\eta|^2)^{\frac{1}{2} - \frac{1}{2}^2} d\eta \|A^r u\| \|A^r w\|
\]
\[
\leq C_r \|A^r u\| \|A^r w\|^2. \tag{5.12}
\]
Similarly, after the transformation \( \xi' = \xi, \eta' = \xi - \eta \), we have
\[
I_2 = \int\int (1 + |\xi|^2)^{\frac{1}{2}} |\hat{w}(\xi, \eta)| |\hat{w}(\eta)| |\hat{w}(\xi, \eta)| (1 + |\eta|^2)^{-\frac{1}{2}} \leq C_r \|A^r u\| \|A^r w\|^2. \tag{5.13}
\]
Next, we consider the term \( I_3 \) in (5.11). Taking advantage of (5.1) and (5.5), we obtain
\[
(1 + |\xi - \eta|^2)^{\frac{1}{2}} \leq \left( (1 + |\xi|^2)^{\frac{1}{2}} + (1 + |\eta|^2)^{\frac{1}{2}} \right)^{\frac{1}{2}} \leq (1 + |\xi|^2)^{\frac{1}{2}} + (1 + |\eta|^2)^{\frac{1}{2}},
\]
and hence
\[
I_3 = \int\int |\phi(\xi)| |\hat{u}(\xi - \eta)| |\hat{w}(\eta)| |\hat{w}(\eta)| (1 + |\eta|^2)^{\frac{1}{2}} (1 + |\xi - \eta|^2)^{\frac{1}{2}} \leq 
\leq \int |\hat{w}(\eta)| (1 + |\eta|^2)^{\frac{1}{2}} (1 + |\xi - \eta|^2)^{\frac{1}{2}} \leq 
= C_r \|A^r e^{A^r u}\| \|A^r e^{A^r w}\|
\]
and
\[
I_{32} = \int\int |\phi(\xi)| |\hat{u}(\xi - \eta)| |\hat{w}(\xi)| |\hat{w}(\eta)| (1 + |\eta|^2)^{\frac{1}{2}} (1 + |\xi - \eta|^2)^{\frac{1}{2}} \leq 
\leq \int |\hat{w}(\eta)| (1 + |\eta|^2)^{\frac{1}{2}} \leq 
= C_r \|A^r e^{A^r u}\| \|A^r e^{A^r w}\|
\]
Plugging (5.15) and (5.16) into (5.14) yields
\[
I_3 \leq C_r \|A^r e^{A^r u}\| \|A^r e^{A^r w}\|. \tag{5.17}
\]
Similarly, by the transformation \( \xi' = \xi, \eta' = \xi - \eta \), we obtain
\[
I_4 = \int\int |\phi(\xi)| |\hat{u}(\xi - \eta)| |\hat{w}(\eta)| |\hat{w}(\eta)| (1 + |\eta|^2)^{\frac{1}{2}} (1 + |\xi - \eta|^2)^{\frac{1}{2}} \leq 
\leq C_r \|A^r e^{A^r u}\| \|A^r e^{A^r w}\|^2. \tag{5.18}
\]
According to (5.3), (5.12), (5.13), (5.17) and (5.18), we complete the proof of Lemma 5.1.

Now we can state a main theorem of this section, which implies is the global Gevrey regularity and analyticity result of the equation (1.2).
Theorem 5.4. Assume \( s = [s] \geq 2, a = 2 \) and \( \sigma \geq 1 \). Let \( u_0 \) be in \( G_{\sigma}(\mathbb{R}) \). Then there exists a unique global solution \( u \) of (1.2) in Gevrey class \( \sigma \), namely, for any \( t \geq 0 \), \( u(t, \cdot) \) is of Gevrey class \( \sigma \).

Proof. Here we only derive the global a priori bounds on \( u \) in the time-dependent space \( G_{s,\sigma}^{\delta(t)} \). One can use Fourier-Galerkin approximating method to construct local solutions in \( G_{s,\sigma}^{\delta(t)} \), and globalize the result by the later estimate (5.25). In the following, we will find a \( \delta(t) \) to keep the solution of Gevrey class \( \sigma \). Note that if \( u_0 \in G_{s,\sigma}^{\delta(t)} \) then \( u_0 \in G_{s,\sigma}^{\delta(t) + \varepsilon} \) for any \( \varepsilon > 0 \). Without loss of generality, we may assume that \( q > s + \frac{1}{2} \) and \( u_0 \in G_{s,\sigma}^{1}(\mathbb{R}) \). Since for every \( t \in [0, T) \)

\[
 u_t = -uu_x + K(u, u),
\]

we then have

\[
 \frac{d}{dt} \|u\|^2_{G_{s,\sigma}^{\delta(t)}} = \frac{d}{dt} \int (1 + |\xi|^2)^{q} e^{2\delta(t)(1+|\xi|^2)} \tilde{u}^{\dagger}(\xi) \tilde{u}(\xi) d\xi = 2\delta(t) \int (1 + |\xi|^2)^{q} e^{2\delta(t)(1+|\xi|^2)} \tilde{u}^{\dagger}(\xi) \tilde{u}(\xi) d\xi + 2\mathfrak{R} \int (1 + |\xi|^2)^{q} e^{2\delta(t)(1+|\xi|^2)} \tilde{u}^{\dagger}(\xi) (-\tilde{u}u_x(\xi) + K(u, u)(\xi)) \tilde{u}(\xi) d\xi,
\]

where \( \mathfrak{R} \) denotes the real part of a complex number. Applying Lemma 5.1 to obtain

\[
 | \int (1 + |\xi|^2)^{q} e^{2\delta(t)(1+|\xi|^2)} \tilde{u}^{\dagger}(\xi) \tilde{u}(\xi) d\xi | = | \langle A^{q} e^{\delta A^{\dagger}}(u \partial_x u), A^{q} e^{\delta A^{\dagger}} u \rangle | \leq C_q \left( \|u\|^3_{H_q} + \delta \|u\|_{G_{s,\sigma}^{\delta}} \|u\|^2_{G_{s,\sigma}^{\delta} + \delta} \right).
\]

To control the term involved \( K(u, u) \), for simplicity, we only control the first and the last term of the highest order in (5.19), namely,

\[
 | \int (1 + |\xi|^2)^{q} e^{2\delta(t)(1+|\xi|^2)} \tilde{F}((1 - \partial_x^2)^{-s} \partial_x^{2s-1}(u_x^2))(\xi) \tilde{u}(\xi) d\xi | = | \langle A^{q} e^{\delta A^{\dagger}}((1 - \partial_x^2)^{-s} \partial_x^{2s-1}(u_x^2)), A^{q} e^{\delta A^{\dagger}} u \rangle | \leq \|A^{q-2s} e^{\delta A^{\dagger}} \partial_x^{2s-1}(u_x^2)\|_{L^2} \|A^{q} e^{\delta A^{\dagger}} u\|_{L^2} \leq \|u_x^2\|_{G_{s,\sigma}^{\delta}} \|u\|_{G_{s,\sigma}^{\delta}} \leq C_q \|u\|^3_{G_{s,\sigma}^{\delta}},
\]

and

\[
 | \int (1 + |\xi|^2)^{q} e^{2\delta(t)(1+|\xi|^2)} \tilde{F}((1 - \partial_x^2)^{-s} \partial_x (\partial_x^s u^2))(\xi) \tilde{u}(\xi) d\xi | = | \langle A^{q} e^{\delta A^{\dagger}}((1 - \partial_x^2)^{-s} \partial_x (\partial_x^s u^2)), A^{q} e^{\delta A^{\dagger}} u \rangle | \leq \|A^{q-2s} e^{\delta A^{\dagger}} \partial_x (\partial_x^s u^2)\|_{L^2} \|A^{q} e^{\delta A^{\dagger}} u\|_{L^2} \leq \|\partial_x^s u^2\|_{G_{s,\sigma}^{\delta}} \|u\|_{G_{s,\sigma}^{\delta}} \leq C_q \|u\|^3_{G_{s,\sigma}^{\delta}}.
\]
Therefore, using Lemma 5.3 with \( l = \frac{2}{3} \), we have
\[
\left| \int (1 + |\xi|^2)^q e^{2\delta(t)(1+|\xi|^2)} \hat{K}(u,u)\hat{u}(\xi) d\xi \right| \leq C_{q,s} \| u \|_{G^{s,q}_{2,\frac{3}{2}}}^3 \\
\leq C_{q,s} \left( \| u \|_{H^q}^3 + \delta \| e^{\delta A^\frac{1}{2} u} \|_{H^q}^3 \right) \\
\leq C_{q,s} \left( \| u \|_{H^q}^3 + \delta \| u \|_{G^{s,q}_{2,\frac{3}{2}}} \| u \|_{G^{s,q}_{2,\frac{3}{2}}}^2 \right). \quad (5.21)
\]

The inequality on the last line is due to the Sobolev interpolation inequality
\[
\| f \|_{H^{q+\frac{1}{2}}} \leq \| f \|_{H^q}^{\frac{1}{2}} \| f \|_{H^{q+rac{1}{2}}}^{\frac{1}{2}}.
\]
Plugging estimates (5.20) and (5.21) into (5.19) yields
\[
\frac{1}{2} \frac{d}{dt} \| u(t) \|_{G^{s,q}_{2,\frac{3}{2}}}^2 \leq (\dot{\delta}(t) + C\delta(t) \| u(t) \|_{G^{s,q}_{2,\frac{3}{2}}}) \| u(t) \|_{G^{s,q}_{2,\frac{3}{2}}} + C \| u(t) \|_{H^q}^2. \quad (5.22)
\]

Theorem 2.12 guarantees the existence of global classical solution \( u \in \mathcal{C}([0,\infty); H^q) \), whence \( \theta(t) := \| u(t) \|_{H^q} \in \mathcal{C}(\mathbb{R}^+) \). To ensure that the first term on the right-hand side of (5.22) is negligible, we can set
\[
\dot{\delta}(t) = -Ch(t)\delta(t), \quad (5.23)
\]
or
\[
\delta(t) = \delta_0 \exp \left( -C \int_0^t h(t') dt' \right), \quad (5.24)
\]
where \( 0 < \delta_0 < 1 \), and
\[
h^2(t) := 2 \| u_0 \|_{G^{s,q}_{2,\frac{3}{2}}}^2 + 2C \int_0^t \theta^3(t') dt'.
\]
Thus, we can use the bootstrap argument to ensure that, for any \( t \in [0, \infty) \),
\[
\| u(t) \|_{G^{s,q}_{2,\frac{3}{2}}}^2 \leq h^2(t) = 2 \| u_0 \|_{G^{s,q}_{2,\frac{3}{2}}}^2 + 2C \int_0^t \theta^3(t') dt'. \quad (5.25)
\]
This completes the proof of Theorem 5.4.

Remark 5.5. Let \( \sigma = 1, a = 2 \). According to the Theorem 3.1, we can obtain the global analyticity in time as well as space. Namely, for real analytic \( u_0 \in G_1 \), there exists a unique analytic solution to (1.2), i.e.,
\[
u \in \mathcal{C}^\omega([0,\infty) \times \mathbb{R}).
\]
Moreover, for every \( t \geq 0 \), the solution \( u(t) \) lies in Gevrey class \( G_1 \).

Remark 5.6. When \( s > \frac{3}{2}, a = 2 \), according to Lemma 2.13 we can also have the global analyticity (or Gevrey regularity) solution if the initial data \( u_0 \) is in \( G_1 \) (or \( G_\sigma \) with \( \sigma > 1 \)). However, we will not prospect the global analyticity or Gevrey regularity when \( s = 1, a = 2 \) unless we restrict the sign condition on \( u_0 \) such that \( m_0 := u_0 - u_{0,xx} \) does not change sign.

\[\square\]

Similarly, we can obtain the following global Gevrey regularity and analyticity result of the two-component system (1.1), which relies on the global strong solution results—Lemma 2.14, 2.15.
Theorem 5.7. Let $a = 2$, $\kappa \geq 0$, $s > \frac{3}{2}$, $\sigma \geq 1$. Assume that $(u_0, \rho_0) \in G_\sigma(\mathbb{R}) \times G_\sigma(\mathbb{R})$. There exists a unique global solution $(u, \rho)$ of (1.1) in Gevrey class $G_\sigma \times G_\sigma$, namely, for any $t \geq 0$, $(u(t, \cdot)$ and $\rho(t, \cdot))$ are both in Gevrey class $G_\sigma$.
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