REMOTE SENSING IMAGE CLASSIFICATION USING ARTIFICIAL BEE COLONY ALGORITHM
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Abstract: Remote Sensing has been globally used for knowledge elicitation of earth’s surface and atmosphere. Land cover mapping, one of the widely used applications of remote sensing is a method for acquiring geo-spatial information from satellite data. We have attempted here to solve the land cover problem by image classification using one of the newest and most promising Swarm techniques of Artificial Bee Colony optimization (ABC). In this paper we propose an implementation of ABC for satellite image classification. ABC is used for optimal classification of images for mapping the land-usage efficiently. The results produced by ABC algorithm are compared with the results obtained by other techniques like BBO, MLC, MDC, Membrane computing and Fuzzy classifier to show the effectiveness of our proposed implementation.
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1. INTRODUCTION

Remote sensing is the most important provider of the various data sources that are used in GIS. The satellite image is one of the main sources for capturing the geo-spatial information [1]. It has been globally used for knowledge elicitation of earth’s surface and atmosphere. Image classification using artificial bee colony algorithm is proposed in this work. Classification is undoubtedly the most significant digital image processing step in remote sensing. Land cover mapping is an important application area of remote sensing discipline and Classification is the preferential step for producing thematic spatial information from satellite image data. For over the last two decades, Artificial Intelligence (AI) optimization algorithms (heuristic algorithms) such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Differential Evolution (DE) and Ant Colony Optimization (ACO) have been used widely for different optimization problems in many disciplines successfully. Swarm Intelligence is an innovative Artificial Intelligence technique that was born out of biological insights of the incredible abilities of social insects to solve their simple food/shelter related problems and is it now widely accepted as one of the most efficient optimization technique. As an AI optimization algorithm, Artificial Bee Colony (ABC) was recently proposed [3]. PSO is inspired from the social behaviours of bird and fish shoals, GA from natural evolutionary process, DE is a GA-based intuitional algorithm, ACO is motivated by the organized behaviour of ants[16], and ABC which is inspired from honey bees. These AI optimization algorithms are especially preferred when the classical deterministic methods are inadequate because of too many parameters and data sets are not homogenous. These AI tools are effectively used in remote sensing, as well. [2]

ABC tries to model the intelligent social behaviour of honey bees in food foraging. Bees use several mechanisms like waggle dance to optimally locate nectar sources and to search new ones. This makes them a good candidate for developing new intelligent search algorithms.

As we have huge database, as provided by experts we need a technique which efficiently searches all possible cases. Thus we used the strength of ABC to most optimally classify the images into respective land-usage. In this paper we propose an implementation of ABC for satellite image classification. Classification plays a very important role in image processing and with the increase in images being acquired and archived, optimal classification tool for different application domains is needed. The objective here is to utilize the bee communication and food search method of information exchange and hence achieve maximum classification accuracy. Experimental results support our approach and we have compared our results with some more techniques like Minimum Distance Classifier (MDC), Maximum Likelihood Classifier (MLC), Biogeography Based Optimization (BBO), and Membrane Computing (MC) and Fuzzy classifier to show the performance of our proposed technique. Rest of the paper is organised as, section II describes the Artificial Bee Colony algorithm, in section III, our proposed ABC algorithm for classification explained, in section IV we have shown our experimental results and finally section V gives the conclusion.
2. ARTIFICIAL BEE COLONY

ABC was originally presented by Dervis Karaboga [3] under the inspiration of collective behaviour of honey bees with better performance in function optimization problem compared with GA, differential evolution (DE), and particle swarm optimization (PSO)[4].

2.1 Biological Inspiration

In the nature honey bees explore the locality of their hive in search of better nectar sources [5]. There are 3 types of bees depending on their work, employed bees, onlooker bees and the scout bees. The employed bees first leave the hive and search in particular direction for sources of pollen and nectar. After finding a suitable nectar source they bees go back to the hive and share their information to onlooker bees about the locations, quantity and quality of existing sources of pollen, nectar in the areas they have explored. Information exchange in the bees swarm is the most important occurrence in developing the collective knowledge. The area in the hive for this process is the dancing area. Bees exchange information about the food sources by a dancing ritual called a ‘waggle dance’ to promote their food locations and persuade the members of the colony to trail their lead. The onlooker bee after watching the dances chooses the most profitable source and follows one of the employed bees to the discovered source of food. Upon arrival to the food source, the foraging bee takes a load of nectar and returns to the hive relinquishing the nectar to a food storer bee. The options available for the bee now are [6]:

1. Discard the nectar source location and become again an uncommitted follower;
2. continue the foraging at the discovered nectar source, without recruiting any other bee;
3. recruit other bees with the dance ritual prior to return to the food location.

The bee decides for one of the possibilities using the mechanism based on the characteristics of the food source (quality, quantity, and distance from the hive).[6] The described process continues constantly, while the bees from a hive collect nectar and investigate new areas with possible food sources.

2.2 ABC Description

Social insect colonies can be considered as dynamical system gathering information from environment and adjusting its behaviour in accordance to it. [7]. There are three essential components of ABC optimization model of food source selection that leads to the emergence of collective intelligence of honey bee swarms: food sources, employed foragers and unemployed foragers.[8] There are two basic behaviours: recruitment to a food source and the abandonment of a food source[9].

1. Food sources: these are simulated by the a position of solution of optimization problem, the profitability of food source are expressed as fitness of the solution.
2. Unemployed foragers: these are of two types, scouts and onlookers. Their responsibility is exploring and exploiting food source.
3. Employed foragers: these search for and are equal to the number of food sources. The employed bees store the food source information and share with others according to a certain probability. The employed bee will become a scout when food source has been exhausted.

All the information about the currently rich food sources are available on the dance area and the onlooker watches numerous dances performed by the employed bees and chooses the profitable source. The onlooker bee decides the profit using the probability values of the food sources. The recruitment is thus proportional to the profitability of a food source. Basically, there are two important function supports the algorithm [8]:

\[ P_i = \frac{\text{fit}_i}{\sum_{i=1}^{SN} \text{fit}_i} \]  
\[ V_{ij} = X_{ij} + \Phi_j (X_{ij} - X_{ij}) \]

Where \( P_i \) is the probability value associated with \( i \)th food source that calculated by the Eq. a. An onlooker bee selects a food source relying on \( P_i \). In this equation, \( \text{fit}_i \), represents \( i \)th food source’s nectar amounts, which is measured by employed bees and \( SN \) is the number of food source which is equal to the number of employed bees. Fitness is calculated using following equation:

\[ \text{fitness}(i) = \begin{cases} 
1/(1 + fnc_i), & fnc_i \geq 0 \\
(1 + abs(fnc_i)), & fnc_i < 0 
\end{cases} \]

\( fnc_i \) is the function of the quality of source. Greedy selection is applied to select the best source. In the real-world problems, \( X_{ij} \) and \( X_{ij} \) represent the different old food source positions. The difference between these two positions is the distance from one food source to the other one. \( D \) is the number of optimization parameters. \( \Phi_j \) is a random number between [-1, 1] and controls the distance of a neighbour food source position around \( X_{ij} \). [8]

2.3 Algorithm

1. Initialise food source positions

Repeat
2. Sending employed bees to food source positions
3. Calculating probability values used in probabilistic selection
4. Selection of food source positions by onlooker bees considering probability values
5. Onlooker bee following to that food source.
6. Abandoning sources with less probability and producing new food source in neighbourhood of old source.

Until Maximum cycle or desired error
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3. CLASSIFICATION BASED ON ABC

3.1 Dataset used

Our objective is to use the proposed ABC algorithm as an efficient Land cover classifier for satellite image. We have taken a multi-spectral, multi-resolution and multi-sensor image of size 472 * 546 of Alwar area in Rajasthan. The satellite image for 7 different bands is taken. These bands are Red, Green, Near Infra Red(NIR), Middle Infra Red (MIR), Radarsat-1 (RS1), Radarsat-2(RS2), and Digital Elevation Model) DEM. The ground resolution of these images is 23.5m and is taken from LISS-III, sensor and is provided to us courtesy of DTRL (Remote sensing) Lab, DRDO, Delhi. The 7-Band Satellite Image of Alwar Area in Rajasthan is given in figure 1.

![7-Band Satellite Image of Alwar region, Rajasthan](image)

Fig 1. 7-Band Satellite Image of Alwar region, Rajasthan

3.2 Proposed Algorithm for Classification

Assumptions:
- Bees are represented by pixels of the image;
- Food sources are the land cover features- water, vegetation, urban, rocky and barren;
- Neighbourhood solutions are the neighbouring pixels of the already classified dataset provided by experts.
- Employed bees are simulated by pixels belonging to classified dataset which contain the pure values of the solution.
- Here the function values (nectar quality) are calculated using Euclidean distance, other distances like Bhattacharya and Manhattan can also be used.

*Input*: Multi-spectral satellite image  
*Output*: Classified Image

Step 1: Initialization
- Initialize the population of solutions (food sources).
- Place the employed bees in the food sources.

Step 2: Quality assessment of food source:
- Evaluate the nectar quality of the source, here represented by the Euclidean distance between food source and particular bee.

Step 3: Greedy selection by Onlooker bees:
- Repeat till all pixels classified
  - Repeat till all neighbourhood food sources exhaust

- Find function value (fnc) using Euclidean distance formula.
- Calculate the Fitness values using:
  - Calculate the probability values P_i for each solution (food source)

- Find new food source in the neighbourhood of old source
  - Selection of food source by the onlooker for maximum Pi value.
  - Onlooker following the employed bee to that source.
  - Another bee is now made recruiter to food source.
  - End loop when all pixels classified
  Display the output classified image.

3.3 Flowchart

![Flowchart of proposed algorithm](image)

Fig. 2- Flowchart of proposed algorithm
4. EXPERIMENTS AND RESULTS

4.1 Classification

We have taken a multi-spectral, multi resolution and multi-sensor image of Alwar area in Rajasthan. The dimensions of image are 472 * 546 pixels. Alwar region is a multi-terrain type image with mainly the following features: Water, Urban, Vegetation, Rocky, Barren. Our geosciences experts recognized all these features in Alwar region. Our objective is to use the proposed ABC based algorithm as an efficient Land cover classifier for satellite image and extract these features optimally. After applying the proposed algorithm to the Image, the classified image is obtained. We have different features with colors for distinguish ability. The blue, green, pink, red and black color represents water, vegetation, urban, rocky and barren region respectively. Figure 3 shows the satellite false color image and Figure 4 classified image of Alwar region after applying ABC.

![Fig. 3 Original image](image1)

![Fig. 4 Classified Image after applying ABC](image2)

4.2 Accuracy Assessment

A classification is not complete until its accuracy is assessed [11]. Practically it is not feasible to test every pixel of a classified image. A set of reference pixels is used. Reference pixels are points on the classified image for which actual features are known. The reference pixels are randomly selected. Accuracy assessment is an important step in the classification process. The goal is to quantitatively determine how effectively pixels were grouped into the correct feature classes in the area under investigation. Classification accuracy of our proposed algorithm is expressed using classification error matrix. Error matrices compare, on a category by category basis, the relationship between known reference data (ground truth) and the corresponding results of an automated classification.

For the validation process we have taken into consideration following number of pixels:
- 68 water pixels.
- 109 vegetation pixels.
- 139 urban pixels.
- 96 rocky pixels.
- 63 barren pixels.

| Feature   | Water | Vegetation | Urban | Rocky | Barren | Total |
|-----------|-------|------------|-------|-------|--------|-------|
| Water     | 68    | 0          | 0     | 0     | 0      | 68    |
| Veg       | 0     | 10         | 1     | 0     | 0      | 110   |
| Urban     | 0     | 0          | 112   | 0     | 4      | 116   |
| Rock      | 0     | 0          | 0     | 96    | 0      | 96    |
| Barren    | 0     | 0          | 26    | 0     | 59     | 85    |
| Total     | 68    | 10         | 139   | 96    | 63     | 475   |

The Kappa coefficient of the Alwar image can be calculated by applying following formula to the Error Matrix:

$$\text{K} = \frac{\sum_{i=1}^{r} x_{ii} - \sum_{i=1}^{r} (x_{i+} \cdot x_{+i})}{N^2 - \sum_{i=1}^{r} (x_{i+} \cdot x_{+i})}$$

where:
- \( r \) = number of rows in the error matrix (\( r = 5 \) in our case) \( x_{ii} \) = the number of observations in row \( i \) and column \( i \) (on the major diagonal)
- \( x_{i+} \) = total of observations in row \( i \) (shown as marginal total to right of the matrix)
- \( x_{+i} \) = total of observations in column \( i \) (shown as marginal total at bottom of the matrix)
- \( N \) = total number of observations included in matrix. (\( N = 475 \) in our case)

The Kappa (K) coefficient of the Alwar image is 0.917, which indicates that an observed classification is 91.7 percent better than one resulting from chance.
The producer’s accuracy (PA) is obtained by dividing the number of correctly classified pixels in each category (on the major diagonal) by the number of training set pixels used for that category (the column total). It indicates how well the training pixels of a given cover type are classified.

Table 2. Producer’s Accuracy of each feature

| Feature | Water | Veg | Urban | Rocky | Barren |
|---------|-------|-----|-------|-------|--------|
| PA      | 100%  | 100%| 80.57%| 100%  | 93.65% |

4.3 Comparison With other Techniques

To compare the results of our proposed artificial bee colony with some other implemented classification techniques, we have considered kappa coefficient as the parameter against which performance analysis is done.

The techniques considered here are Minimum Distance Classifier (MDC), Maximum Likelihood Classifier (MLC), Biogeography Based Optimization (BBO), Membrane Computing (MC) and Fuzzy classifier with Kappa of 0.7364, 0.7525, 0.6715, 0.68812 and 0.9134 respectively [13,14]. However, ABC with k=0.917 shows our classifier has good classification accuracy compared to other soft computing techniques. Figure 5 shows the graphical representation of this comparison.

5. CONCLUSION AND FUTURE SCOPE

A lot of research is being influenced by various biological entities and phenomena. It has lead to the development of the swarm intelligent techniques which are population based meta-heuristics and they model social behaviour of some organisms. Artificial Bee Colony is a recent approach which tries to model natural behaviour of real honey bees in food foraging. In this paper we have presented a ABC based algorithm as an efficient Land cover classifier for high resolution multi-spectral satellite image. Figure 4 shows the output classified image and it very well corresponds to the original image in fig. 3. The kappa coefficient of 0.917 also supports our algorithm’s efficiency. From table 2 we can say that for the given dataset we have been able to classify water, vegetation, rocky areas perfectly. It can however be improved for urban region. Our computation technique overcomes the disadvantage of cluster classification techniques like BBO [15]. Here ABC works on the whole image taking each pixel and hence can identify the heterogeneous portions in image and can classify each portion perfectly. Heterogeneous regions are areas in image where a mixture of features is present and it becomes difficult to separate each of them. The results presented are preliminary and there is scope for improvement to develop this algorithm as efficient classifier. To improve the performance we can refine the neighbourhood concept and introduce some randomization. We also recommend for certain modification to the algorithm so that the Kappa coefficient can be improved further.
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