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ABSTRACT. We consider a coupled Patlak–Keller–Segel–Navier–Stokes system in $\mathbb{R}^2$ that describes the collective motion of cells and fluid flow, where the cells are attracted by a chemical substance and transported by ambient fluid velocity, and the fluid flow is forced by the friction induced by the cells. The main result of the paper is to show the global existence of free-energy solutions to the 2D Patlak–Keller–Segel–Navier–Stokes system with critical and subcritical mass.

1. Introduction

In this paper, we consider the Cauchy problem of the following 2D Patlak–Keller–Segel–Navier–Stokes system (PKS–NS system) [42]

$$
\begin{align*}
\partial_t n + u \cdot \nabla n &= \Delta n - \nabla \cdot (n \nabla c) & \text{in } \mathbb{R}^2 \times (0, \infty), \\
-\Delta c &= n & \text{in } \mathbb{R}^2 \times (0, \infty), \\
\partial_t u + u \cdot \nabla u + \nabla P &= \Delta u + n \nabla c, \quad \nabla \cdot u = 0 & \text{in } \mathbb{R}^2 \times (0, \infty), \\
(n, u)(\cdot, 0) &= (n_0, u_0) & \text{in } \mathbb{R}^2,
\end{align*}
$$

(1.1)

where $n$, $c$, $u$ and $P$ represent the cell density, the concentration of chemoattractant, fluid velocity field and pressure, respectively, and $(n_0, u_0)$ is a given initial data such that $\nabla \cdot u_0 = 0$. The system (1.1)$_1$–(1.1)$_2$ is the parabolic-elliptic Patlak–Keller–Segel equations with additional effect of advection by a shear flow [4,5,43], which models the chemotaxis phenomena in a moving fluid. The equations (1.1)$_3$ is known as the forced Navier–Stokes equations describing the fluid motion subject to forcing generated by the cells. The forcing $n \nabla c$, which also appears in the Nernst–Planck–Navier–Stokes system [27] with an opposite sign, is to make the cells move without acceleration and to match the aggregation nonlinearity in the cell density evolution system.

The system (1.1) can be viewed as a coupling between the Patlak–Keller–Segel system (PKS system) and the incompressible Navier–Stokes equations (NS equations). Many significant contributions have been made on the studies to the Patlak–Keller–Segel system and the incompressible Navier–Stokes equations. The Patlak–Keller–Segel system is first introduced by Patlak [71] and Keller and Segel [53] and simplified by Nanjundiah [69]. We refer to [48, 49] for a review of the mathematical problems in chemotaxis models. It is well known that the PKS system is $L^1$ critical [50] and the $L^1$ norm of the solution is conserved. When the initial measure has a small atomic part, a unique mild solution is constructed in [8]. There is a competition between the tendency of cells to spread all over $\mathbb{R}^2$ by diffusion and the tendency to aggregate due to the drift caused by the chemoattractivity. The balance between these two mechanisms happens exactly at the critical mass $M = 8\pi$. In fact, in the subcritical case $M < 8\pi$, the
global well-posedness of the free energy solution of PKS system is established in [19,31] under the assumptions of finite initial second moment and finite initial entropy. The proof relies on the free energy functional introduced in [10,33,68] and the logarithmic Hardy–Littlewood–Sobolev inequality. We refer the reader to [24] for an alternative proof using Delort’s theory on the 2D incompressible Euler equation [29]. For the asymptotic behavior of the solutions in the subcritical case, we refer the interested reader to [18,22]. On the other hand, for the case of supercritical mass \( M > 8\pi \), under suitable assumption, the solution blow up in finite time due to the evolution equation of second moment, see [9–11,13,19,26,32,44–46,63,64,73,80] for example. Let us mention that the continuation of measure-valued solutions of the PKS system in the sense of Poupaud’s weak solutions [72], which make sense even if there are mass concentrations, have also been studied (see [6,14,32,60,81,82]). As for the critical case \( M = 8\pi \), solutions are shown to be global in time (see [12] for the radial case and [81] for the general case). An infinite time blow-up free energy solution having a finite second moment was found in [17]. The solution converges to a Dirac measure as time goes to infinity. If \( M \leq 8\pi \) and the entropy of the initial data is finite, the global-in-time existence of classical solutions of finite entropy without the assumption of finite second moment is proved in [67] (also see [30] in the radial case). A classical survey can be found in [15]. The precise description of the infinite-time dynamic and the limiting profile is given in [25,38,59]. As shown in [42, Lemma 1.1], the free energy is dissipative along the dynamics (1.1).

**Lemma 1.1 (Free Energy Functional).** Let \( (n,u) \) be a smooth solution of (1.1) and \( \mathcal{F}[n,u] \) be given in (1.2), then

\[
\frac{d}{dt} \mathcal{F}[n,u] = -\int_{\mathbb{R}^2} \left[ n |\nabla (\log n - c)|^2 + |\nabla u|^2 \right] dx.
\]
Proof. A direct computation shows
\[
\frac{d}{dt} \mathcal{F}[n, u] = - \int_{\mathbb{R}^2} n |\nabla (\log n - c)|^2 \, dx + \int_{\mathbb{R}^2} nu \cdot \nabla c \, dx - \int_{\mathbb{R}^2} |\nabla u|^2 \, dx + \int_{\mathbb{R}^2} n \nabla c \cdot u \, dx.
\]
The lemma follows by integrating the last term by parts and using \( \nabla \cdot u = 0 \). \( \square \)

In [42], the local and global existence of solutions to the Patlak–Keller–Segel–Navier–Stokes system (1.1) are established in the Sobolev space \( H^s \), \( s \geq 2 \), when the initial mass is strictly less than 8\( \pi \). The \( H^s \) bound of their solutions grows exponentially in time. They also consider (1.1) on a torus \( \mathbb{T}^2 \), and prove a similar existence result as for \( \mathbb{R}^2 \) while the solution can be bounded in \( H^s \) uniformly in time. There are many open problems regarding the PKS–NS system (1.1). For example, it is unclear that solutions exists globally in time or there exists a finite-time singularity when \( M \geq 8\pi \). The ambient fluid flow might suppress the potential blow-up in (1.1) for (1.1) (see [4, 5, 43, 54]). Despite of the known results of suppression of explosion on torus, finite-time blow-ups of (1.1) are possible in \( \mathbb{R}^2 \) when \( u \) is divergence-free. In a forthcoming work [55], we construct infinite time blow-up solutions to the PKS–NS system in the critical case \( M = 8\pi \) by a new inner-outer gluing method. It is worth mentioning that in the radially symmetric class, the PKS–NS system is decoupled which can be seen from the dynamics of the second moment (1.7) and PKS system itself can develop finite time singularities in the critical case \( M > 8\pi \) (see [26, 62, 80] for example). We will get back to the construction of finite time blow-up in the supercritical case \( M > 8\pi \) for the PKS–NS system without any symmetry in a future work. In another aspect, the PKS–NS system in a bounded domain with Neumann boundary condition is also an intriguing problem.

The main aim of this paper is to show the existence of global-in-time solutions for the Patlak–Keller–Segel–Navier–Stokes system (1.1) with mass \( M \leq 8\pi \). Throughout the paper, the initial data are assumed to satisfy
\[
0 \leq n_0 \in L^1(\mathbb{R}^2), \quad n_0 \log n_0 \in L^1(\mathbb{R}^2), \quad n_0 \log(1 + |x|) \in L^1(\mathbb{R}^2), \quad (1.3)
\]
and
\[
u_0 \in W^{1,2}_0(\mathbb{R}^2) := C^\infty_{0,\sigma}(\mathbb{R}^2) \cap W^{1,2}(\mathbb{R}^2), \quad \{ u \in W^{1,2}(\mathbb{R}^2) : \text{div} \, u = 0 \}, \quad (1.4)
\]
where \( C^\infty_{0,\sigma}(\mathbb{R}^2) := \{ u \in C^\infty(\mathbb{R}^2) : \text{div} \, u = 0 \} \).

We now define the free-energy solution of the PKS–NS system (1.1) of which the concept is introduced in [17] for PKS system.

**Definition 1.2 (Free-Energy Solution).** Given \( T > 0 \), \((n, u)\) is a free-energy solution to the Patlak–Keller–Segel–Navier–Stokes system (1.1) with initial data \((n_0, u_0)\) on \([0, T]\) if \((1 + |\log n|)n \in L^\infty(0, T; L^1(\mathbb{R}^2))\), \( u \in L^\infty(0, T; L^2(\mathbb{R}^2)) \cap L^2(0, T; H^1(\mathbb{R}^2)) \), \((n, u)\) satisfies (1.1) in distributional sense, and
\[
\mathcal{F}[n, u](t) + \int_0^t \int_{\mathbb{R}^2} \left[ n(x, s) |\nabla (\log n(x, s) - c(x, s))| + \frac{1}{2} |\nabla u(x, s)|^2 \right] \, dxds \leq \mathcal{F}[n_0, u_0] \quad (1.5)
\]
for almost every \( t \in (0, T) \).

It will be shown in Section 3 that every mild solution \((n, u)\) is a free-energy solution.

The following is our main result on global-in-time existence of solutions to (1.1).
Theorem 1.3 (Global existence). Suppose that \((n_0, u_0)\) satisfies the assumptions (1.3) and (1.4), and
\[
M := \int_{\mathbb{R}^2} n_0 \, dx \leq 8\pi,
\]
then the free-energy solution \((n, u)\) to the Patlak–Keller–Segel–Navier–Stokes system (1.1) exists globally in time. Moreover, the \(L^\infty\)-norm of the solution does not blow up in finite time, i.e., for any \(0 < t_0 < T < \infty\)
\[
\sup_{t \in (t_0, T)} (\|n(t)\|_\infty + \|u(t)\|_\infty) < \infty.
\]
(1.6)

In order to prove Theorem 1.3, we need to use the following proposition.

Proposition 1.4. Let \((n_0, u_0)\) satisfy (1.3) and (1.4). Assume also \(\|n_0\|_1 = 8\pi\). For a local-in-time mild solution \((n, u)\) on \([0, T)\) with initial data \((n_0, u_0)\) given in Theorem 3.2, it holds that for \(0 < t_0 < T\),
\[
\sup_{t_0 \leq t < T} \int_{\mathbb{R}^2} (1 + n(t)) \log(1 + n(t)) \, dx < \infty.
\]

Although the PKS–NS system shares many features with the PKS system because of \(u\) being divergence-free, there are still some significant properties holds for PKS but fails for PKS–NS. It is well-known that solutions of the PKS system with suitable spatial decay also satisfy the conservation of the first moment (the center of mass)
\[
\int_{\mathbb{R}^2} n(x, t) x \, dx,
\]
and the equation of the second moment (the variance)
\[
\frac{d}{dt} \int_{\mathbb{R}^2} |x|^2 n(x, t) \, dx = 4M \left( 1 - \frac{M}{8\pi} \right).
\]
From the evolution equation of the second moment, we can easily see that solutions with finite initial second moment do not exist globally if \(M > 8\pi\). Moreover, the second moment is conserved for the critical case \(M = 8\pi\), which is one of the keys to prove the global existence in [17]. However, for the PKS–NS system (1.1), unlike the PKS system, the dynamics of the first moment and the second moment are more delicate due to the coupling from the velocity field. In fact, they satisfy
\[
\frac{d}{dt} \int_{\mathbb{R}^2} n(x, t) x_i \, dx = \int_{\mathbb{R}^2} n(x, t) u_i(x, t) \, dx
\]
and
\[
\frac{d}{dt} \int_{\mathbb{R}^2} |x|^2 n(x, t) \, dx = 4M - \frac{M^2}{2\pi} + 2 \int_{\mathbb{R}^2} n(x, t) u(x, t) \cdot x \, dx. \tag{1.7}
\]
The sign of the last term in (1.7) is unknown. It is unclear how to control the integral unless the solution is radially symmetric [42, Corollary 1], in which case the integral vanishes (the system gets decoupled). The lack of control over the second moment is the main obstacle to bound solutions uniform in time. Instead of using the second moment, we employ the following modified free energy functional
\[
H[n, u](t) := \int_{\mathbb{R}^2} (1 + n(t)) \log(1 + n(t)) \, dx - \frac{1}{2} \int_{\mathbb{R}^2} n(t)c(t) \, dx + \frac{1}{2} \int_{\mathbb{R}^2} |u(t)|^2 \, dx \tag{1.8}
\]
and the Brezis–Merle inequality as in [67] to estimate the modified free energy in the interior region in the proof of Proposition 1.4. Details of the proof of Proposition 1.4 are given in Section 5. It is worth mentioning that the modified entropy \(\int_{\mathbb{R}^2} (1 + n(t)) \log(1 + n(t)) \, dx\) in (1.8) is non-negative and has been used to get nonnegative global solutions for parabolic-parabolic Keller–Segel system in [66] and [61].
Remark 1.1. Unlike the free energy functional $\mathcal{F}[n, u]$, the modified energy $H[n, u]$ defined in (1.8) does not decrease in time. In fact, it formally satisfies
\[
\frac{d}{dt} H[n, u] = - \int_{\mathbb{R}^2} \left| \nabla \log(1 + n) - \nabla c \right|^2 dx - \int_{\mathbb{R}^2} n \left| \nabla \log(1 + n) - \nabla c \right|^2 dx - \int_{\mathbb{R}^2} |\nabla u|^2 dx + \int_{\mathbb{R}^2} |\nabla c|^2 dx.
\]

Let us explain the idea for the proof of our main result, Theorem 1.3. First of all, we employ the free energy functional $\mathcal{F}[n, u]$ defined in (1.2) and the logarithmic Hardy–Littlewood–Sobolev inequality to obtain the a priori estimate of the fluid velocity. For the critical case $M = 8\pi$, the energy of fluid velocity is uniformly bounded in time (see Lemma 4.1), and thus the velocity of mild solution verify the Prodi–Serrin conditions for regularity (see Remark 4.1 and Remark 4.2). The regularity of $u$ allows us to control all additional terms arising from the coupling when deriving the a priori entropy estimate of the advection-Patlak–Keller–Segel system (1.1) in Section 5. For the subcritical regime $M < 8\pi$, we improve the result of [42] by reducing the regularity assumption on the initial data $(n_0, u_0)$. In fact, we show that solutions with the initial conditions (1.3) and (1.4) become $H^s$ in short time, thus the global-in-time existence follows directly from [42].

The rest of this paper is organized as follows. In Section 2, we prepare some analysis tools that used in this paper. In Section 3, we introduce the notion of mild solutions of (1.1) and discuss local existence and regularity of the mild solutions. In Section 4, we obtain a priori estimates of the forced Navier–Stokes equation. In Section 5, we derive a priori estimates of the modified entropy and prove Proposition 1.4. Section 6 is devoted to prove Theorem 1.3, the global existence of solutions to (1.1).

2. Preliminary

Before proving our main theorem, we recall some well-known and useful lemmas.

In the light of the critical Sobolev embedding in $\mathbb{R}^2$, we define the class of functions of the bounded mean oscillations $BMO(\mathbb{R}^2)$ by
\[
\|f\|_{BMO} := \sup_B \frac{1}{|B|} \int_B |f - f_B| dx \quad \text{with} \quad f_B := \frac{1}{B} \int_B f dx,
\]
where the supremum being taken over the set of Euclidean balls $B$ and $|B|$ is the Lebesgue measure of $B$. It is well-known that $H^1(\mathbb{R}^2)$ is embedded in $BMO(\mathbb{R}^2) \cap L^2(\mathbb{R}^2)$ as a corollary of the Poicaré inequality.

In view of the modified entropy $\int_{\mathbb{R}^2} (1 + n) \log(1 + n) dx$ appears in the modified free energy, we recall the notion of the Orlicz space.

Definition 2.1 (Orlicz space [2,78]). Let $\phi : \mathbb{R} \to \mathbb{R}^+$ be a convex function such that
\[
\lim_{s \to 0^+} \frac{\phi(s)}{s} = 0, \quad \lim_{s \to \infty} \frac{\phi(s)}{s} = \infty.
\]
Then the Orlicz class $L_\phi(\mathbb{R}^2)$ consists of all measurable functions $f : \mathbb{R}^2 \to \mathbb{C}$ satisfying
\[
\int_{\mathbb{R}^2} \phi(|f(x)|) dx < \infty.
\]
Since \( \phi(s) = (1 + s) \log(1 + s) - s \) is a non-negative, convex function satisfying (2.1), non-negative functions with finite total mass and finite modified entropies forms the Orlicz class \( L_{(1+\cdot) \log(1+\cdot)} =: L \log L \). If \( f \in L \log L \), then the solution \( \psi \) to the Poisson equation

\[
-\Delta \psi = f \quad \text{in } \mathbb{R}^2
\]

is a locally bounded function. If \( f \log(1 + |x|) \in L^1 \), then \( \psi \) becomes a locally integrable function.

The following proposition of \( BMO \) estimate for the solution of two dimensional Poisson equation is well known.

**Proposition 2.2** (\( BMO \) estimate). Let \( f \log(2 + |x|) \in L^1(\mathbb{R}^2) \) and \( \psi \) be the solution of the Poisson equation (2.2). Then we have

\[
\| \psi \|_{BMO} \leq C \| f \|_1,
\]

where \( C \) is a constant independent of \( f \).

**Proof.** It is well known that \( \log |\cdot| \in BMO \). Since

\[
\psi(x) - \frac{1}{|B|} \int_B \psi(y) \, dy = \int_{\mathbb{R}^2} \left[ \log |x - y| - \frac{1}{|B|} \int_B \log |z - y| \, dz \right] f(y) \, dy,
\]

we have

\[
\frac{1}{|B|} \int_B \left| \psi(x) - \frac{1}{|B|} \int_B \psi(y) \, dy \right| \, dx \\
\leq \frac{1}{|B|} \int_{\mathbb{R}^2} \int_B \log |x - y| - \frac{1}{|B|} \int_B \log |z - y| \, dz \, dx |f(y)| \, dy \\
= \frac{1}{|B|} \int_{\mathbb{R}^2} \int_{B_y} \log |x| - \frac{1}{|B_y|} \int_{B_y} \log |z| \, dz \, dx |f(y)| \, dy, \quad B_y = B + y,
\]

\[
\leq \frac{1}{|B|} \| \log |\cdot| \|_{BMO} \| f \|_1,
\]

completing the proof. \( \square \)

\( BMO \) functions are locally \( L^p \). In fact, using the John–Nirenberg inequality, one can prove the following lemma.

**Lemma 2.3** ([76, (7), pp. 144]). Suppose \( f \in BMO(\mathbb{R}^2) \). Then for any \( 1 < p < \infty \), \( f \) is locally in \( L^p \), and

\[
\frac{1}{|B|} \int_B |f - f_B|^p \, dx \leq C_p \| f \|_{BMO}^p
\]

for any balls \( B \).

We also make use of the logarithmic Hardy–Littlewood–Sobolev inequality to derive the energy estimate of the velocity field \( u \).

**Proposition 2.4** (Logarithmic Hardy–Littlewood–Sobolev Inequality [3, 23]). Let \( f \) be a nonnegative function in \( L^1(\mathbb{R}^2) \) such that \( f \log f \) and \( f \log(1 + |x|^2) \) belong to \( L^1(\mathbb{R}^2) \). If \( \int_{\mathbb{R}^2} f \, dx = M \), then

\[
\int_{\mathbb{R}^2} f \log f \, dx + \frac{2}{M} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} f(x) f(y) \log |x - y| \, dxdy \geq -C(M)
\]

with \( C(M) := M(1 + \log \pi - \log M) \).
The logarithmic Hardy–Littlewood–Sobolev inequality has been broadly applied to the PKS system. It is the key ingredient to show the global-in-time existence in [19] and to characterize the blowup profile in [17]. To be more precise, it is used to derive an upper bound of the entropy from the dissipative free energy functional for the PKS system.

As mentioned in the introduction, we employ the modified free energy functional $H[n, u]$ given in (1.8). The following lemma implies the equivalence of the free energy function $F[n, u]$ and the modified one $H[n, u]$ under the weaker condition that $n_0 \log(2 + |x|) \in L^1$.

Lemma 2.5 ([67, Lemma 2.3]). Let $f$ be a nonnegative measurable function on a measurable set $\Omega$ in $\mathbb{R}^n$ satisfying $f \log(2 + |x|) \in L^1(\Omega)$. Then
\[
\int_{\Omega} f \log f \, dx \leq 2 \int_{\Omega} f |\log f| \, dx + (2 \log 2) \int_{\Omega} f \, dx
\]
and
\[
\int_{\Omega} |f| \log f \, dx \leq \int_{\Omega} (1 + f) \log(1 + f) \, dx + 2 \int_{\Omega} f \log(2 + |x|) \, dx + \frac{1}{e} \int_{\Omega} \frac{1}{(2 + |x|)^\alpha} \, dx,
\]
where $n < \alpha < \infty$.

In fact,
\[
\int_{\Omega} (1 + f) \log(1 + f) \, dx \leq \int_{\Omega} f \log f \, dx + (2 \log 2) \int_{\Omega} f \, dx
\]
and
\[
\int_{\Omega} f \log f \, dx \leq \int_{\Omega} (1 + f) \log(1 + f) \, dx + 2 \int_{\Omega} f \log(2 + |x|) \, dx + \frac{1}{e} \int_{\Omega} \frac{1}{(2 + |x|)^\alpha} \, dx,
\]
where $n < \alpha < \infty$.

The following lemma is the key to reach the global existence Theorem 1.3 from Proposition 1.4. It gives us a control of the $L^3_{t,x}$ norm of $n$ in the energy equality of the density $n$.

Lemma 2.6 ([66, Lemma 2.1 (2)]). For any $\varepsilon > 0$, there exists $C_\varepsilon > 0$ such that for $f \geq 0$
\[
\|f\|_2 \leq \varepsilon \|(1 + f) \log(1 + f)\|^{\frac{1}{2}} \|\nabla f\|^{\frac{3}{2}} + C(\varepsilon) \|f\|^{\frac{3}{2}} \quad (2.3)
\]
\[
\|f\|_3 \leq \varepsilon \|(1 + f) \log(1 + f)\|^{\frac{1}{3}} \|\nabla f\|^{\frac{2}{3}} + C(\varepsilon) \|f\|^{\frac{2}{3}} \quad (2.4)
\]
where $C(\varepsilon) = O((e^{\varepsilon^{-3}} - 1)^{\frac{3}{2}})$ as $\varepsilon \to 0$.

In order to control the free energy in the interior region, we need the following lemma concerning the Poisson equation in $\mathbb{R}^2$, which is a consequence of the Brezis–Merle inequality under the zero Dirichlet boundary condition.

Lemma 2.7 ([67, Lemma 2.7]). Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ with smooth boundary. For $g \in L^2(\Omega)$, let $v \in W^{2,2}(\Omega)$ be a solution of $-\Delta v = g$ in $\Omega$. If $\|g\|_{L^1(\Omega)} < 4\pi$, then
\[
\int_{\Omega} \exp(|v(x)|) \, dx \leq \frac{4\pi^2}{4\pi - \|g\|_{L^1(\Omega)}} \text{d}(\Omega)^2 \exp\left(\sup_{\partial\Omega} |v(x)|\right)
\]
where $\text{d}(\Omega)$ is the diameter of $\Omega$.

It follows from the following lemma that the $L^\infty$-norm of $\nabla c$ is controlled by the $L^q$-norm of $n$, $q \in (2, \infty)$. 

Lemma 2.8 ([65, Lemma 2.5]). Let $2 < q \leq 8$. For $f \in L^1 \cap L^q$, 
\[ \left\| \nabla \frac{1}{2\pi} \log \frac{1}{|x|} * f \right\|_\infty \leq C_q \|f\|_r^{\frac{q-2}{q(q-1)}} \|f\|_{L^q}^{\frac{q}{q(q-1)}}, \]
where
\[ C_q = (2\pi)^{1/2} \left( \frac{q-1}{q-2} \right)^{1/2} \left\{ \left( \frac{q}{q-1} \right)^{\frac{q-2}{2(q-1)}} + \left( \frac{q}{q-1} \right)^{-\frac{q}{2(q-1)}} \right\}. \]

We denote for any real-valued function $f = f(x)$ that $f^+(x) = \max\{f(x), 0\}$ and $f^-(x) = (-f)^+(x)$, so that $f = f^+ - f^-$. In the same spirit as [17, Lemma 2.2] where the negative part of the entropy is controlled by the second moment, we can control the negative part of the entropy by the weighted $L^1$ norm with the weight $(1 + \log(1 + |x|^2))$.

Lemma 2.9 (Control of the negative part of the entropy). For any $g$ such that $(1 + \log(1 + |x|^2))g \in L^1(R^2)$, we have $g \log g^- \in L^1(R^2)$ and
\[ \int_{R^2} g(x) \log^- g(x) dx \leq 2 \int_{R^2} g(x) \log (1 + |x|^2) dx + \log \pi \int_{R^2} g(x) dx + \frac{1}{e}. \]

Proof. Let $u := g\mathbb{1}_{\{g \leq 1\}}$ and $m := \int_{R^2} u dx \leq M := \int_{R^2} g dx$. Then
\[ \int_{R^2} u \left[ \log u + 2 \log(1 + |x|^2) \right] dx = \int_{R^2} U \log U \mu dx - m \log \pi, \]
where $U := u/\mu$ and $\mu(x) = \frac{1}{1 + |x|^2}$, so that $\int_{R^2} \mu dx = 1$. By Jensen’s inequality,
\[ \int_{R^2} U \log U \mu dx \geq \left( \int_{R^2} U \mu dx \right) \log \left( \int_{R^2} U \mu dx \right) = m \log m \geq -\frac{1}{e}. \]
So
\[ \int_{R^2} u \left[ \log u + 2 \log(1 + |x|^2) \right] dx \geq -\frac{1}{e} - m \log \pi. \]

Therefore,
\[ \int_{R^2} g \log^- g dx = -\int_{R^2} u \log u dx \leq 2 \int_{R^2} u \log (1 + |x|^2) dx + m \log m + \frac{1}{e}, \]
completing the proof since $u \leq g$ and $m \leq M$. \qed

3. Local-in-time existence of mild solutions

We begin with the definition of the mild solution of the PKS–NS system (1.1).

Definition 3.1 (Mild Solution). Given $(n_0, u_0) \in L^1 \times L^2$, we define $(n(t), u(t))$ to be a mild solution of the Patlak–Keller–Segel–Navier–Stokes system (1.1) on $[0, T)$ with initial data $(n_0, u_0)$ if
\begin{enumerate}
\item[(i)] $n \in C([0, T); L^1) \cap \mathcal{C}([0, T); L^{4/3})$ and $u \in C([0, T); L^2) \cap \mathcal{C}([0, T); L^4)$,
\item[(ii)] $\sup_{0 \leq t < T} t^{1/4} \left( \|n(t)\|_{4/3} + \|u(t)\|_4 \right) < \infty$,
\end{enumerate}
(iii) \((n, u)\) satisfies the integral equations
\begin{align}
  n(t) &= e^{t\Delta}n_0 - \int_0^t e^{(t-s)\Delta} \cdot (n(s) \nabla c(s) + n(s)u(s)) \, ds, \\
  u(t) &= e^{t\Delta}u_0 - \int_0^t e^{(t-s)\Delta} \mathbf{P} \nabla \cdot (\nabla c(s) \otimes \nabla c(s) + u(s) \otimes u(s)) \, ds,
\end{align}
where \(-\Delta c(s) = n(s)\).

In this section, we discuss the local existence and regularity of mild solutions to (1.1). Let us write (3.1)-(3.2) as
\((n(t), u(t)) = (e^{t\Delta}n_0, e^{t\Delta}u_0) - B((n, u), (n, u)),\)
where \(B = (B_1, B_2)\) is a bilinear form in which \(B_1\) and \(B_2\) are bilinear forms defined by
\begin{align}
  B_1((m, v), (n, u)) &= \int_0^t e^{(t-s)\Delta} \nabla \cdot (m(s) \nabla c(s) + m(s)u(s)) \, ds, \\
  B_2((m, v), (n, u)) &= \int_0^t e^{(t-s)\Delta} \mathbf{P} \nabla \cdot (\nabla b(s) \otimes \nabla c(s) + v(s) \otimes u(s)) \, ds
\end{align}
in which \(-\Delta c(s) = n(s)\) and \(-\Delta b(s) = m(s)\).

By the Hardy–Littlewood–Sobolev inequality, for any \(q \in (2, \infty)\)
\[ \|\nabla c\|_q \lesssim \|n\|_{\frac{2}{p}}. \]  
We recall the classical \(L^p\)-\(L^q\) estimates of heat and Stokes semigroups. For any \(1 \leq q \leq p \leq \infty\) \((p \neq 1, q \neq \infty)\), there holds
\[ \|e^{t\Delta}f\|_p + \|e^{t\Delta}\mathbf{P}f\|_p \lesssim t^{\frac{1}{p} - \frac{1}{q}} \|f\|_q, \]
\[ \|e^{t\Delta}\nabla \cdot F\|_p + \|e^{t\Delta}\mathbf{P}\nabla \cdot F\|_p \lesssim t^{-\frac{1}{2} + \frac{1}{p} - \frac{1}{q}} \|F\|_q. \]

Let \(E_T\) be a Banach space defined as
\[ E_T = \{ (n, u) \in L^\infty(0, T; L^1) \times L^\infty(0, T; L^2) : t^{1/4}(n(\cdot, t), u(\cdot, t)) \in L^\infty(0, T; L^{4/3}) \times L^\infty(0, T; L^4) \} \]
with the norm
\[ \|(n, u)\|_{E_T} := \sup_{t \in (0, T)} t^{1/4} \left( \|n(\cdot, t)\|_{4/3} + \|u(\cdot, t)\|_4 \right) + \sup_{t \in (0, T)} \left( \|n(\cdot, t)\|_1 + \|u(\cdot, t)\|_2 \right) \]
\[ := \|(n, u)\|_{X_T} + \|(n, u)\|_{Y_T}. \]

We first establish the local-in-time existence of mild solutions to (1.1) and some important properties of the solutions in the following theorem.

**Theorem 3.2.** Given \(n_0 \in L^1\) and \(u_0 \in L^2\), there exists \(T \in (0, \infty)\) such that the Cauchy problem (1.1) has a unique mild solution \((n, u)\) on \([0, T]\). Moreover, \((n, u)\) satisfies the following properties:

(i) \(n(t) \to n_0\) in \(L^1\) and \(u(t) \to u_0\) in \(L^2\);
(ii) for every \(1 \leq p \leq \infty\), there holds \(n \in C((0, T]; L^p)\) and \(\sup_{0 < t < T} (t^{1-1/p} \|n(t)\|_p) < \infty\);
(iii) for every \(1 \leq p \leq 2\), there holds \(u \in C((0, T]; L^{2p})\) and \(\sup_{0 < t < T} (t^{1-1/p} \|u(t)\|_{2p}) < \infty\);
(iv) for every \(m \in \mathbb{Z}_+, l \in \mathbb{Z}_+\) and \(1 < p < \infty\), there holds \(\partial_t^m \partial_x^l n, \partial_t^m \partial_x^l u \in C((0, T]; L^p)\).
We claim that if $n \in L^1$ and $u_0 \in L^2$, then $n(x,t) > 0$ for all $(x,t) \in \mathbb{R}^2 \times (0,T)$; 
(iii) If $n_0 \log(1 + |x|) \in L^1$, then $n(t) \log(1 + |x|) \in L^2$ for all $0 < t < T$.

Proof. By (3.4) and (3.3), we have

$$
\|B_1((m,v),(n,u))\|_{4/3} \lesssim \int_0^t (t-s)^{-\frac{1}{2} + \frac{3}{4} - 1} \|m(s)\nabla c(s) + m(s)u(s)\|_1 \, ds \lesssim \int_0^t (t-s)^{-\frac{1}{2}} \|m(s)\|_{4/3} \|\nabla c(s) + u(s)\|_4 \, ds \\
\lesssim \left( \int_0^t (t-s)^{-\frac{1}{2}} s^{-\frac{1}{4}} s^{-\frac{1}{4}} ds \right) \|m(v)\|_{X_T} \|(n,u)\|_{X_T} \lesssim t^{-1/4} \|m(v)\|_{X_T} \|(n,u)\|_{X_T}
$$

and

$$
\|B_2((m,v),(n,u))\|_4 \lesssim \int_0^t (t-s)^{-\frac{1}{2} + \frac{3}{4} - 2} \|\nabla b(s) \otimes \nabla c(s) + v(s) \otimes u(s)\|_2 \, ds \\
\lesssim \int_0^t (t-s)^{-\frac{1}{2}} (\|\nabla b(s)\|_4 \|\nabla c(s)\|_4 + \|v(s)\|_4 \|u(s)\|_4) ds \\
\lesssim \int_0^t (t-s)^{-\frac{1}{2}} (\|m(s)\|_{4/3} \|n(s)\|_{4/3} + \|v(s)\|_4 \|u(s)\|_4) ds \\
\lesssim \left( \int_0^t (t-s)^{-\frac{1}{2}} s^{-\frac{1}{4}} s^{-\frac{1}{4}} ds \right) \|m(v)\|_{X_T} \|(n,u)\|_{X_T} \lesssim t^{-1/4} \|m(v)\|_{X_T} \|(n,u)\|_{X_T}.
$$

Thus, we have proved that

$$
\|B((m,v),(n,u))\|_{X_T} \lesssim \|m(v)\|_{X_T} \|(n,u)\|_{X_T}.
$$

We claim that if $n_0 \in L^1$ and $u_0 \in L^2$, then

$$
\lim_{t \to 0} t^{1/4} \left( \|e^{t\Delta} n_0\|_{4/3} + \|e^{t\Delta} u_0\|_4 \right) = 0.
$$

The limit holds if $n_0$ and $u_0$ are smooth and have a compact support. Therefore, the claim holds by a density argument. With this claim and the bilinear estimate (3.5), the local existence of a solution $(n,u) \in X_T$ of (1.1) follows from the Picard iteration. The solution $(n,u)$ is in $Y_T$, and hence a mild solution of (1.1), since

$$
\|n(t)\|_1 = \int_{\mathbb{R}^2} n(x,t) \, dx = \int_{\mathbb{R}^2} e^{t\Delta} n_0(x) \, dx = \int_{\mathbb{R}^2} n_0(x) \, dx
$$

and

$$
\|u(t)\|_2 \leq \|e^{t\Delta} u_0\|_2 + \|B_2((n,u),(n,u))\|_2 \lesssim \|u_0\|_2 + \|(n,u)\|_{X_T}^2.
$$

It is easy to see

$$
\|n(t) - n_0\|_1 \leq \|e^{t\Delta} n_0 - n_0\|_1 + \left\| \int_0^t e^{(t-s)\Delta} \nabla \cdot (n(s)\nabla c(s) + n(s)u(s)) \, ds \right\|_1 \to 0
$$

and

$$
\|u(t) - u_0\|_2 \leq \|e^{t\Delta} u_0 - u_0\|_2 + \left\| \int_0^t e^{(t-s)\Delta} \mathbf{P} \nabla \cdot (\nabla c(s) \otimes \nabla c(s) + u(s) \otimes u(s)) \, ds \right\|_1 \to 0,
$$
as $t \to 0_+$, which proves (i).
From (3.1) and (3.2), using (3.3), we have for $1 \leq q \leq p \leq \infty$ ($p \neq 1, q \neq \infty$) that
\[
\|n(t)\|_p \lesssim \|e^{\Delta} n_0\|_p + \int_0^t (t-s)^{-\frac{1}{2} + \frac{a}{2p} - \frac{1}{q}} \|n(s)\|_q \|\nabla c(s) + n(s)u(s)\|_q ds
\] (3.6)
and for $1 \leq r \leq \frac{2p}{2+p} \leq \infty$ ($\frac{2p}{2+p} \neq 1, r \neq \infty$) that
\[
\|u(t)\|_{\frac{2p}{2+p}} \lesssim \|e^{\Delta} u_0\|_{\frac{2p}{2+p}} + \int_0^t (t-s)^{-\frac{1}{2} + \frac{2-p}{2p} - \frac{1}{r}} \|\nabla c(s) \otimes \nabla c(s) + u(s) \otimes u(s)\|_r ds
\] (3.7)
where $a = \frac{4a}{2+p} = \frac{2p}{1+r} < 2$ and $\frac{1}{p} - \frac{2}{a} > -1$.

For $1 \leq p < 2$, we have $1 \leq \frac{2p}{2+p} < \infty$. Taking $a = \frac{4}{3}$ so that $q = 1, r = 2$, and $\frac{1}{p} - \frac{2}{a} > -1$, (3.6) and (3.7) become
\[
\|n(t)\|_p + \|u(t)\|_{\frac{2p}{2+p}} \lesssim t^{\frac{1}{p}-1} + \int_0^t (t-s)^{-\frac{1}{2} + \frac{1}{q} - \frac{2}{2q} - \frac{2}{q}} s^{-\frac{2}{q}} ds \lesssim t^{\frac{1}{p}-1} \quad \forall 1 \leq p < 2. \tag{3.8}
\]
For $p = 2$, we choose $a \in (\frac{4}{3}, 2)$ in (3.6) and (3.7), say $a = \frac{5}{3}$ so that $q = \frac{10}{7}, r = 5$, and $\frac{1}{p} - \frac{2}{a} = \frac{1}{10} > -1$, and get
\[
\|n(t)\|_2 + \|u(t)\|_{\frac{10}{7}} \lesssim t^{-\frac{1}{7}} + \int_0^t (t-s)^{-\frac{1}{2} + \frac{1}{7} - \frac{2}{7} - \frac{2}{7}} s^{-\frac{2}{7}} ds \lesssim t^{-\frac{1}{7}}.
\]
where we used (3.8) with $p = \frac{5}{7}$. This completes the proof of (iii).

For $2 < p < \infty$, we choose $a = \frac{4p}{2+p} \in (\frac{8}{7}, 2)$ in (3.6) so that $q = \frac{2p}{1+r} \leq p$, and $\frac{1}{p} - \frac{2}{a} = \frac{1-2p}{2p} > -1$, and get
\[
\|n(t)\|_p \lesssim t^{\frac{1}{p}-1} + \int_0^t (t-s)^{-\frac{1}{2} + \frac{1}{p} s^{-\frac{2}{p}}} \frac{1}{s^{-\frac{2}{p}}} ds \lesssim t^{\frac{1}{p}-1} \quad \forall 2 < p < \infty,
\]
where we used (3.8) with $p \in (\frac{8}{7}, 2)$.

For $p = \infty$, from Lemma 2.8, $\|\nabla c\|_{\infty} \lesssim \|n\|_1^\frac{1}{2} \|n\|_3^\frac{3}{2}$. Therefore,
\[
\|n(t)\|_{\infty} \lesssim t^{-1} \|n(t/2)\|_1 + \int_{t/2}^t (t-s)^{-\frac{1}{2} - \frac{2}{7} - \frac{1}{7} - \frac{2}{7}} (\|\nabla c(s)\|_{\infty} + \|u(s)\|_{\infty}) \|n(s)\|_3 ds
\] \[
\lesssim t^{-1} \|n_0\|_1 + \int_{t/2}^t (t-s)^{-\frac{1}{2} - \frac{2}{7} - \frac{2}{7}} s^{-\frac{2}{7}} ds
\] \[
\lesssim t^{-1},
\]
proving (ii).

We omit the proof of (iv) and (v) as they follow from the technique used in the proof of [65, Proposition 2.3]. The positivity of mild solutions (vi) is a direct consequence of the strong maximum principle. In fact, the proof is identical to that of [65, Proposition 2.7] for PKS system in which the $n$-equation is tested against $n^-$, the negative part of the density $n$. In our case, when we test (1.1) against $n^-$, the additional term vanishes because $\int_{\mathbb{R}^2} u \cdot \nabla n_- dx = \int_{\mathbb{R}^2} u \cdot \nabla n - n_- dx = 0$. We skip the full details and refer the interested reader to the proof of [65, Proposition 2.7].
To show (vii), note that
\[ |\nabla \log(1 + |x|^2)| \leq \frac{2|x|}{1 + |x|^2} \leq 1 \quad \text{and} \quad |\Delta \log(1 + |x|^2)| = \frac{4}{(1 + |x|^2)^2} \leq 4. \]
So
\[
\frac{d}{dt} \int_{\mathbb{R}^2} n \log(1 + |x|^2) \, dx
\]
\[
= - \int_{\mathbb{R}^2} u \cdot \nabla n \log(1 + |x|^2) \, dx + \int_{\mathbb{R}^2} \Delta n \log(1 + |x|^2) \, dx - \int_{\mathbb{R}^2} \nabla \cdot (n \nabla c) \log(1 + |x|^2) \, dx
\]
\[
= \int_{\mathbb{R}^2} n u \cdot \nabla \log(1 + |x|^2) \, dx + \int_{\mathbb{R}^2} n \Delta \log(1 + |x|^2) \, dx + \int_{\mathbb{R}^2} n \nabla c \cdot \nabla \log(1 + |x|^2) \, dx
\]
\[
\leq \int_{\mathbb{R}^2} n |u| \, dx + 4M + \int_{\mathbb{R}^2} n |\nabla c| \, dx
\]
\[
\leq \|n\|_{4/3} \|u\|_4 + 4M + \|n\|_{4/3} \|\nabla c\|_4
\]
\[
\leq 4M + C(\|n_0\|_1, \|u_0\|_2) t^{-\frac{1}{2}}.
\]
Therefore
\[
\int_{\mathbb{R}^2} n(t) \log(1 + |x|^2) \, dx \leq \int_{\mathbb{R}^2} n_0 \log(1 + |x|^2) \, dx + 4Mt + C(\|n_0\|_1, \|u_0\|_2) t^{\frac{1}{2}}. \quad (3.9)
\]
\[\square\]

**Remark 3.1.** It follows the same argument as in [65, Remark 2.1] with the estimate of bilinear forms $B_1$ and $B_2$ that if $n_0 \in L^1 \cap L^p$ and $u_0 \in L^2 \cap L^{\frac{2p}{p+2}}$ for $4/3 \leq p < 2$, then $n \in BC([0, T); L^1 \cap L^p)$ and $u \in BC([0, T); L^2 \cap L^{\frac{2p}{p+2}})$.

**Remark 3.2.** By Lemma 1.1, the mild solution constructed in Theorem 3.2 is a free-energy solution because it is a classical solution.

4. A priori estimates for the forced Navier–Stokes equation

In order to have a better control of the modified free energy $H[n, u]$ in Section 5, we derive the following energy estimate of $u$ using the free energy $\mathcal{F}[n, u]$ and the logarithmic Hardy–Littlewood–Sobolev inequality.

**Lemma 4.1** (A priori bound of $u$). Suppose that $(n_0, u_0)$ with $n_0$ satisfying (1.3) and $u_0 \in L^2$, and $\|n_0\|_1 \leq 8\pi$. Let $(n, u)$ be a mild solution on $[0, T)$ given in Theorem 3.2. Then
\[
\frac{1}{2} \|u(t)\|_2^2 + \int_0^t \|\nabla u(\tau)\|_2^2 \, d\tau \leq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T).
\]
The constant $C$ is independent of $T$ if $\|n_0\|_1 = 8\pi$.

**Proof.** By Lemma 1.1,
\[
\mathcal{F}[n, u](t) = \mathcal{F}[n_0, u_0] - \int_0^t \int_{\mathbb{R}^2} [n] \nabla (\log n - c)^2 + |\nabla u|^2 \, dx.
\]
By Proposition 2.4,
\[
\mathcal{F}[n_0, u_0] \geq \left( 1 - \frac{M}{8\pi} \right) \int_{\mathbb{R}^2} n(t) \log n(t) \, dx - \frac{M}{8\pi} C(M) + \frac{1}{2} \|u(t)\|_2^2 + \int_0^t \|\nabla u(\tau)\|_2^2 \, d\tau,
\]
or
\[
\frac{1}{2} \|u(t)\|_2^2 + \int_0^t \|\nabla u(\tau)\|_2^2 \, d\tau \leq \mathcal{F}[n_0, u_0] - \left(1 - \frac{M}{8\pi}\right) \int_{\mathbb{R}^2} n(x) \log n(x) \, dx + \frac{M}{8\pi} C(M).
\]

Our goal is to bound \(\int_{\mathbb{R}^2} n \log n\) from below. In fact, using Lemma 2.9
\[
\int_{\mathbb{R}^2} n \log n \, dx \geq - \int_{\mathbb{R}^2} n \log n^- \, dx \\
\geq -2 \int_{\mathbb{R}^2} n \log(1 + |x|^2) \, dx - M \log \pi - \frac{1}{e} \\
\geq -2 \int_{\mathbb{R}^2} n_0 \log(1 + |x|^2) \, dx - 8Mt - 2C(\|n_0\|_1, \|u_0\|_2) \, T^\frac{1}{2} - M \log \pi - \frac{1}{e}
\]
where we used (3.9) in the last inequality. We conclude that
\[
\frac{1}{2} \|u(t)\|_2^2 + \int_0^t \|\nabla u(\tau)\|_2^2 \, d\tau \\
\leq \mathcal{F}[n_0, u_0] - \left(1 - \frac{M}{8\pi}\right) \int_{\mathbb{R}^2} n(x) \log n(x) \, dx + \frac{M}{8\pi} C(M) \\
\leq \mathcal{F}[n_0, u_0] + \left(1 - \frac{M}{8\pi}\right) \left[2 \|n_0 \log(1 + |x|^2)\|_1 + 8MT + 2C(\|n_0\|_1, \|u_0\|_2) T^\frac{1}{2} + M \log \pi - \frac{1}{e}\right],
\]
completing the proof.

\[\Box\]

**Remark 4.1.** By [75, Lemma V.1.2.1 b)]
\[
\left(\int_0^T \|u(\tau)\|_q^q \, d\tau\right)^{1/s} \leq \frac{1}{2} \left(\text{ess sup}_{\tau \in [0,T]} \|u(t)\|_2\right)^2 + \int_0^T \|\nabla u(\tau)\|_2^2 \, d\tau
\]
for \(2 \leq q < \infty, 1 \leq s \leq \infty\) satisfying \(\frac{2}{q} + \frac{2}{s} = 1\). Therefore, Lemma 4.1 gives
\[
u \in L^s(0,T; L^q(\mathbb{R}^2)), \quad 2 \leq q < \infty, \quad 1 \leq s \leq \infty, \quad \frac{2}{q} + \frac{2}{s} = 1
\]
with
\[
\|u\|_{L^s(0,T; L^q(\mathbb{R}^2))} \leq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T)
\]
in which the constant \(C\) is independent of \(T\) if \(\|n_0\|_1 = 8\pi\).

**Remark 4.2.** If, additionally, \(u_0 \in W^{1,2}_{0,\sigma}(\mathbb{R}^2)\) then \(\partial_t u, u \cdot \nabla u\) and \(\nabla P\) are in \(L^2(\mathbb{R}^2 \times (0,T))\) by [75, Theorem V.1.8.1]. Note that [75, Theorem V.1.8.1] holds for the case \(f = \nabla \cdot F, F \in L^4(\mathbb{R}^2 \times (0,T))\).
5. A priori entropy estimates for the advection-Patlak-Keller-Segel system

This section is devoted to prove Proposition 1.4, following a similar approach as in [67] for PKS system. The key to derive the global-in-time a priori entropy estimate of (1.1) is to split $\mathbb{R}^2$ into a ball (interior region), the complement of a larger ball (exterior region), and the annulus that connects the two regions. The main difficulties here for the PKS-NS system come from the coupling of velocity $u$ which is not present in [67], and extra efforts are needed to control the terms generated from $u$. We will use the regularity estimates of Navier-Stokes equation with forcing.

5.1. Entropy estimates for exterior regions. In this subsection, we obtain the a priori estimate for large $|x|$. To this end, we set

$$H_{\text{ext}}(t; R) := \int_{|x| \geq R} [(1 + n(t)) \log(1 + n(t)) - n(t)] \, dx,$$

and introduce the Littlewood–Paley partition of unity.

**Definition 5.1.** Let $\phi(r)$ be a function in $C_c^\infty(0, \infty)$ such that $\phi(r) \in [0, 1]$ and $\text{supp} \phi \subset (1/2, 2)$. Then a family of the cut off functions $\{\Phi_k\}_{k=0}^\infty$ is called as the Littlewood–Paley partition of the unity in $\mathbb{R}^2$ if they satisfy

$$\Phi_k(x) = \phi(2^{-k}|x|), \quad x \in \mathbb{R}^2, k = 0, 1, 2, \ldots$$

and $\sum_{k=0}^\infty \Phi_k \in C^\infty(0, \infty)$ with $\sum_{k=0}^\infty \Phi_k(x) = 1$ for $|x| > 1$ and $\text{supp} (\sum_{k=0}^\infty \Phi_k) \subset (1/2, \infty)$.

The Littlewood–Paley partition of unity $\{\Phi_k\}_{k=0}^\infty$ satisfies $\Phi_k \in C_c^\infty(\mathbb{R}^2)$, $\Phi_k(x) \in [0, 1]$, $\text{supp} \Phi_k \subset A_k := \{x \in \mathbb{R}^2 : 2^{-k-1} \leq |x| \leq 2^{k+1}\}$, and

$$|\nabla \Phi_k| \leq C 2^{-k} \Phi_k^{5/6}, \quad |\nabla \Phi_k^{1/2}| \leq C 2^{-k} \Phi_k^{1/3}, \quad |\nabla^2 \Phi_k| \leq C 2^{-2k} \Phi_k^{2/3},$$

where $C > 0$ is a constant independent of $k$.

**Proposition 5.2.** There exists a sufficiently large $R_0$ depending only on $T, \|n_0\|_1$, and $\|u_0\|_2$ such that

$$\sup_{0 \leq t < T} H_{\text{ext}}(t; R_0) + \int_0^T \int_{|x| \geq R_0} \frac{|\nabla n(t)|^2}{1 + n(t)} \, dx \, dt \leq 2H_{\text{ext}}(t; R_0/2) + C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2)T, \quad (5.1)$$

$$\int_0^T \int_{|x| \geq R_0} n^2(t) \, dx \, dt \leq C(\|n_0\|_1 H_{\text{ext}}(t; R_0/2) + C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2)T. \quad (5.2)$$

**Proof.** For fixed $k$, we let $c_m(t) = c(t) - [c(t)]_B$, where $[c(t)]_B = (1/|B|) \int_B c(t) \, dx$, $B = B_{2^{k+2}}(0)$. The equation exchanging $c(t)$ into $c_m(t)$ also holds, that is, $-\Delta c_m = n$. Note that by the equation of $n$,

$$\partial_t \{[(1 + n) \log(1 + n) - n] \Phi_k\} = -u \cdot \nabla n \log(1 + n) \Phi_k + (\Delta n) \log(1 + n) \Phi_k - \nabla \cdot (n \nabla c) \log(1 + n) \Phi_k.$$

Since

$$(\Delta n) \log(1 + n) \Phi_k = \nabla \cdot [\nabla n \log(1 + n) \Phi_k - ((1 + n) \log(1 + n) - n) \nabla \Phi_k]$$

$$+ ((1 + n) \log(1 + n) - n) \Delta \Phi_k - \frac{|\nabla n|^2}{1 + n} \Phi_k$$

$$\geq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2)T.$$
and
\[-\nabla \cdot (n \nabla c_m) \log(1 + n) \Phi_k = -\nabla \cdot \left[ n \log(1 + n) (\nabla c_m) \Phi_k \right] + n \log(1 + n)(\nabla c_m) \cdot \nabla \Phi_k\]
+ n \nabla \log(1 + n) \cdot (\nabla c_m) \Phi_k,

we have
\[
\partial_t \{ [(1 + n) \log(1 + n) - n] \Phi_k \} + \frac{\|\nabla n\|^2}{1 + n} \Phi_k = -u \cdot \nabla n \log(1 + n) \Phi_k
\]
+ \nabla \cdot \{ \nabla n \log(1 + n) \Phi_k - [(1 + n) \log(1 + n) - n] \nabla \Phi_k - n \log(1 + n)(\nabla c_m) \Phi_k \}
+ [(1 + n) \log(1 + n) - n] \Delta \Phi_k + n \log(1 + n) \nabla c_m \cdot \nabla \Phi_k
+ n \nabla \log(1 + n) \cdot (\nabla c_m) \Phi_k.
\]

We then have
\[
\frac{d}{dt} \int_{\mathbb{R}^2} \{ [(1 + n) \log(1 + n) - n] \Phi_k \} \, dx + \int_{\mathbb{R}^2} \frac{\|\nabla n\|^2}{1 + n} \Phi_k \, dx
\]
= \int_{\mathbb{R}^2} u \cdot \nabla n \log(1 + n) \Phi_k \, dx + I + II + III + IV,

where
\[
|I| + |II| + |III| + |IV|
\]
\[
\leq \left( 9 \varepsilon + C \int_{A_k} n(t) \, dx \right) \int_{\mathbb{R}^2} \frac{\|\nabla n(t)\|^2}{1 + n(t)} \Phi_k \, dx
\]
+ \( C2^{-2n} (\|n_0\|_1 + \|n_0\|_1^2) + C(1 + \varepsilon)^2 \int_{\mathbb{R}^2} n(t) \Phi_k \, dx \)
+ \( C\varepsilon^{-5} 2^{-4n} \|c(t)\|_{BMO}^6 + C2^{-4n} \|c(t)\|_{BMO}^3 + C2^{-4n} \),

where \( \varepsilon \) is an arbitrary number with \( 0 < \varepsilon < 1 \) (see [67, (3.20)]). Now, using the fact that
\( \nabla \cdot u = 0 \) and the similar computation for \( IV \) on page 87 of [67], we get
\[
- \int_{\mathbb{R}^2} u \cdot \nabla n \log(1 + n) \Phi_k \, dx
\]
= \int_{\mathbb{R}^2} u \cdot \nabla [(1 + n) \log(1 + n) - n] \Phi_k \, dx
\]
= \( C2^{-k} \int_{A_k} |u| [(1 + n) \log(1 + n) - n] \Phi_k^{5/6} \, dx \)
\[
\leq C2^{-k} \left( \int_{A_k} [(1 + n) \log(1 + n) - n]^{3/2} \Phi_k^{5/4} \, dx \right)^{2/3} \left( \int_{A_k} |u|^3 \, dx \right)^{1/3}
\]
\[
\leq \int_{A_k} [(1 + n) \log(1 + n) - n]^{3/2} \Phi_k \, dx + C2^{-3k} \|u\|_3^3
\]
\[
\leq \left( \int_{A_k} n(t) \, dx \right) \left( \int_{\mathbb{R}^2} \frac{\|\nabla n(t)\|^2}{1 + n(t)} \Phi_k \, dx \right)
\]
+ \( C\varepsilon2^{-2k} \left( \int_{\mathbb{R}^2} n_0 \, dx \right)^2 + C\varepsilon(1 + \varepsilon) \int_{\mathbb{R}^2} n(t) \Phi_k \, dx + C2^{-3k} \|u\|_3^3 \).
By the same argument as in the proof of [67, Proposition 3.2] and taking \( \varepsilon = 1/36 \), we can choose \( N \) sufficiently large such that for all \( k \geq N \),

\[
9\varepsilon + (C + 1) \sup_{0 \leq t < T} \int_{A_k} n(t) \, dx \leq \frac{1}{2},
\]

and thus

\[
\frac{d}{dt} \int_{\mathbb{R}^2} \{ [(1 + n) \log(1 + n) - n] \Phi_k \} \, dx + \frac{1}{2} \int_{\mathbb{R}^2} \frac{\nabla n^2}{1 + n} \Phi_k \, dx
\]

\[
\leq C(1 + \varepsilon)^2 \int_{\mathbb{R}^2} n(t) \Phi_k \, dx + C2^{-2k} \left( \|c(t)\|_{BMO}^6 + \|c(t)\|_{BMO}^3 + \|c(t)\|_{BMO}^2 + \|c(t)\|_{BMO} + 1 \right)
\]

\[
+ C2^{-3k} \|u\|_3^3
\]

\[
\leq C(1 + \varepsilon)^2 \int_{\mathbb{R}^2} n(t) \Phi_k \, dx + C2^{-2k} \left( \|n_0\|_1^6 + \|n_0\|_1^3 + \|n_0\|_1^2 + \|n_0\|_1 + 1 \right) + C2^{-3k} \|u\|_3^3
\]

since \( \|c(t)\|_{BMO} \lesssim \|n(t)\|_1 = \|n_0\|_1 \) by Proposition 2.2. Thus, we have

\[
\int_{\mathbb{R}^2} \frac{[(1 + n(t)) \log(1 + n(t)) - n(t)] \Phi_k \, dx + \frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^2} \frac{\nabla n^2}{1 + n} \Phi_k \, dx \, ds
\]

\[
\leq \int_{\mathbb{R}^2} [(1 + n_0) \log(1 + n_0) - n_0] \Phi_k \, dx + C \int_{0}^{T} \int_{\mathbb{R}^2} n(t) \Phi_k \, dx
\]

\[
+ C2^{-2k} \left( \|n_0\|_1^6 + \|n_0\|_1^3 + \|n_0\|_1^2 + \|n_0\|_1 + 1 \right) T + C2^{-3k} \int_{0}^{T} \|u(t)\|_3^3 \, dt.
\]  

(5.3)

Note that we have \( \|u\|_{L^6(0,T;L^3(\mathbb{R}^2))} \leq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2) \) by Remark 4.1. Then

\[
\int_{0}^{T} \|u(t)\|_3^3 \, dt \leq \int_{0}^{T} \left( \frac{\|u(t)\|_3^6}{2} + \frac{1}{2} \right) \, dt \leq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2) T.
\]  

(5.4)

Adding (5.3) for \( k \geq N \) and using \( \sum_{k=N}^{\infty} \Phi_k(x) = 1 \) for \( |x| \geq 2^N \), we have

\[
\int_{|x| \geq 2^N} \frac{[(1 + n(t)) \log(1 + n(t)) - n(t)] \, dx + \frac{1}{2} \int_{|x| \geq 2^N} \frac{\nabla n^2}{1 + n} \Phi_k \, dx \, ds
\]

\[
\leq \int_{|x| \geq 2^{N-1}} [(1 + n_0) \log(1 + n_0) - n_0] \, dx + C \left( \|n_0\|_1^6 + \|n_0\|_1^3 + \|n_0\|_1^2 + \|n_0\|_1 + 1 \right) T
\]

\[
+ C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2) T,
\]

proving (5.1) with \( R_0 = 2^N \). Next, we have (see [67, (3.24)])

\[
\int_{\mathbb{R}^2} n^2(t) \Phi_k \, dx \leq 2 \|n_0\|_1 \left( \int_{\mathbb{R}^2} \frac{\nabla n^2}{1 + n} \Phi_k \, dx \right) + C2^{-2k} \|n_0\|_1^2 + 4 \int_{\mathbb{R}^2} n(t) \Phi_k \, dx.
\]  

(5.5)

Using (5.3) to the first term on the right hand side of (5.5) and adding these for all \( k \geq N \), we conclude that

\[
\int_{0}^{T} \int_{|x| \geq 2^N} n^2 \, dx \, dt \leq 2 \|n_0\|_1 \int_{0}^{T} \int_{|x| \geq 2^N} \frac{\nabla n^2}{1 + n} \, dx \, dt + C(\|n_0\|_1^2 + \|n_0\|_1) T
\]

\[
\leq 4 \|n_0\|_1 \int_{|x| \geq 2^{N-1}} [(1 + n_0) \log(1 + n_0) - n_0] \, dx
\]

\[
+ C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2) \|n_0\|_1 \, T + C(\|n_0\|_1^2 + \|n_0\|_1) T.
\]
This proves (5.2). \( \square \)

5.2. A priori estimates for exterior regions. Let \( R_0 > 0 \) be given in Proposition 5.2, and choose it larger so that \( n_0(x) \leq 1 \) for \( |x| > R_0 \).

Then
\[
\sup_{0 < t < T} \int_{|x| \geq R_0} (1 + n(t)) \log(1 + n(t)) \, dx \leq C(n_0, u_0, T),
\]
\[
\int_0^T \int_{|x| \geq R_0} \frac{|
abla n|^2}{1 + n} \, dx \, dt \leq C(n_0, u_0, T),
\]
\[
\int_0^T \int_{|x| \geq R_0} n^2 \, dx \, dt \leq C(n_0, u_0, T),
\]
and for \( R \geq R_0 \) and \( p \in [1, \infty) \)
\[
\int_{|x| \geq R} n^p_0(x) \, dx \leq \int_{|x| \geq R} n_0(x) \, dx.
\]

For \( R > 1 \), let \( \Phi_R \in C^\infty(\mathbb{R}^2) \) be such that \( \Phi_R(x) \in [0, 1], \Phi_R(x) = 1 \) for \( |x| \geq R \), \( \text{supp} \Phi_R \subset \mathbb{R}^2 \setminus B_{R/3}(0) \), and
\[
|
abla \Phi_R| \leq CR^{-1}\Phi_R^{5/6}, \quad |(\Phi_R^{1/2})'| \leq CR^{-1}\Phi_R^{1/3}, \quad |\nabla^2 \Phi_R| \leq CR^{-2}\Phi_R^{2/3},
\]
where \( C > 0 \) is a constant independent of \( R \). Then
\[
\text{supp}(\nabla \Phi_R) \subset A^*_R := \{ x \in \mathbb{R}^2 : R/2 \leq |x| \leq R \}.
\]

Lemma 5.3. For any \( R \geq 2R_0 \),
\[
\sup_{0 < t < T} \int_{|x| \geq R} n^2(t) \, dx + \frac{1}{2} \int_0^T \int_{|x| \geq R} |\nabla n|^2 \, dx \, dt \leq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T, R). \tag{5.6}
\]

Proof. For fixed \( R \geq 2R_0 \), we let \( c_m(t) = c(t) - |c(t)|_B \), where \( |c(t)|_B = (1/|B|) \int_B c(t) \, dx \), \( B = B_{2R}(0) \). Then \( \|c_m\|_p \lesssim \|c\|_{BMO} \) for \( 1 < p < \infty \) by Lemma 2.3. Multiplying the equation of \( n \) by \( n\Phi_R \), integrating on \( \mathbb{R}^2 \), and performing integration by parts, we have
\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} n^2(t) \Phi_R \, dx + \int_{\mathbb{R}^2} |\nabla n(t)|^2 \Phi_R \, dx
\]
\[
= - \int_{\mathbb{R}^2} n \cdot \nabla n \Phi_R \, dx + \int_{\mathbb{R}^2} n(\Delta n) \Phi_R \, dx - \int_{\mathbb{R}^2} n \cdot (n \nabla c) \Phi_R \, dx + \int_{\mathbb{R}^2} |\nabla n|^2 \Phi_R \, dx
\]
\[
= - \int_{\mathbb{R}^2} n \cdot \nabla n \Phi_R \, dx + \frac{1}{2} \int_{\mathbb{R}^2} n^3 \Phi_R \, dx + \frac{1}{2} \int_{\mathbb{R}^2} n^2(1 - c_m) \Delta \Phi_R \, dx - \int_{\mathbb{R}^2} n \nabla n \cdot \nabla \Phi_R c_m \, dx,
\]
where
\[
\frac{1}{2} \int_{\mathbb{R}^2} n^2(1 - c_m) \Delta \Phi_R \, dx \leq \frac{1}{4} \int_{\mathbb{R}^2} n^3 \Phi_R \, dx + CR^{-4}(\|c\|^3_{BMO} + 1)
\]
and
\[
- \int_{\mathbb{R}^2} n \nabla n \cdot \nabla \Phi_R c_m \, dx \leq \frac{1}{3} \int_{\mathbb{R}^2} n^3 \Phi_R \, dx + \frac{1}{2} \int_{\mathbb{R}^2} |\nabla n|^2 \Phi_R \, dx + CR^{-4} \|c\|^6_{BMO}.
\]
Hence
\[
\frac{d}{dt} \int_{\mathbb{R}^2} n^2 \Phi_R \, dx + \int_{\mathbb{R}^2} |\nabla n|^2 \Phi_R \, dx
\]
\[
\leq - \int_{\mathbb{R}^2} n \cdot \nabla n \Phi_R \, dx + \frac{13}{6} \int_{\mathbb{R}^2} n^3 \Phi_R \, dx + CR^{-4} \left( \|c\|^6_{BMO} + \|c\|^3_{BMO} + 1 \right),
\]
where
\[-\int_{\mathbb{R}^2} nu \cdot \nabla n \Phi_R \, dx = \frac{1}{2} \int_{\mathbb{R}^2} u \cdot \nabla (n^2) \Phi_R \, dx = \frac{1}{2} \int_{\mathbb{R}^2} n^2 u \cdot \nabla \Phi_R \, dx \]
\[
\leq \frac{1}{2} CR^{-1} \int_{A_R^\varepsilon} n^2 |u| \Phi_R \, dx \leq CR^{-1} \int_{A_R^\varepsilon} n^2 \Phi_R \, dx + \frac{5}{6} \int_{\mathbb{R}^2} n^3 \Phi_R \, dx
\]
since \(u\) is divergence-free. Thus,
\[
\frac{d}{dt} \int_{\mathbb{R}^2} n^2 \Phi_R \, dx + \int_{\mathbb{R}^2} |\nabla n|^2 \Phi_R \, dx \leq 3 \int_{\mathbb{R}^2} n^3 \Phi_R \, dx + CR^{-4} \left( \|c\|_{BMO}^6 + \|\nabla c\|_{BMO}^3 + 1 \right) + CR^{-3} \|u\|_3^3,
\]
and from a similar argument as that of [67, (3.31)] we have
\[
\frac{d}{dt} \int_{\mathbb{R}^2} n^2 \Phi_R \, dx + \left( 1 - \varepsilon \int_{A_R^\varepsilon} (1 + n) \log(1 + n) \, dx \right) \int_{A_R^\varepsilon} |\nabla n|^2 \Phi_R \, dx \leq C \left( \int_{\mathbb{R}^2} n^{3/2} |\nabla \Phi_R|^{1/2} \, dx \right)^2 + C(\varepsilon) \int_{\mathbb{R}^2} n \Phi_R \, dx + CR^{-4} \left( \|c\|_{BMO}^6 + \|\nabla c\|_{BMO}^3 + 1 \right) + CR^{-3} \|u\|_3^3.
\]
Choosing \(\varepsilon > 0\) such that
\[
1 - \varepsilon \int_{A_R^\varepsilon} (1 + n) \log(1 + n) \, dx = \frac{1}{2},
\]
we have
\[
\frac{d}{dt} \int_{\mathbb{R}^2} n^2 \Phi_R \, dx + \frac{1}{2} \int_{\mathbb{R}^2} |\nabla n|^2 \Phi_R \, dx \leq CR^{-2} \|n_0\|_1 \int_{|x| \geq R/2} n^2 \, dx + C(\varepsilon) \|n_0\|_1 + C(\|n_0\|_1)R^{-4} + CR^{-3} \|u\|_3^3.
\]
Recall from (5.4) that \(\int_T^T \|u(t)\|_3^3 \, dt \leq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T)\). Integrating the above inequality from 0 to \(t\) with respect to the time variable, we have
\[
\int_{\mathbb{R}^2} n^2(t) \Phi_R \, dx + \frac{1}{2} \int_0^t \int_{\mathbb{R}^2} |\nabla n|^2 \Phi_R \, dx \, ds \leq \int_{\mathbb{R}^2} n_0^2 \Phi_R \, dx + C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T, R) \leq \int_{\mathbb{R}^2} n_0 \Phi_R \, dx + C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T, R).
\]
This proves (5.6). \(\square\)

**Lemma 5.4.** For any \(R \geq 2^2 R_0\),
\[
\int_T^T \int_{|x| \geq R} n^4 \, dx \, dt \leq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T, R).
\]

**Proof.** The lemma is a consequence of Lemma 5.3 following the same proof of [67, Lemma 3.5]. \(\square\)
Lemma 5.5. For any $R \geq 2^3 R_0$,

$$\sup_{0 < t < T} \int_{|x| \geq R} n^3(t) \, dx + \int_0^T \int_{|x| \geq R} |\nabla n|^{3/2} \Phi_R \, dx dt \leq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T, R).$$

Proof. Multiplying the equation of $n$ by $n^2 \Phi_R$, integrating over $\mathbb{R}^2$, and using integration by parts and the fact that $u$ is divergence-free, we have

$$\frac{1}{3} \frac{d}{dt} \int_{\mathbb{R}^2} n^3 \Phi_R \, dx + \frac{8}{9} \int_{\mathbb{R}^2} |\nabla n|^{3/2} \Phi_R \, dx$$

$$= - \int_{\mathbb{R}^2} (u \cdot \nabla n) n^2 \Phi_R \, dx + \frac{1}{3} \int_{\mathbb{R}^2} n^3 \Delta \Phi_R \, dx - \int_{\mathbb{R}^2} n^2 \nabla \cdot (n \nabla c_m) \Phi_R \, dx$$

$$= \frac{1}{3} \int_{\mathbb{R}^2} n^3 u \cdot \nabla \Phi_R \, dx + \frac{1}{3} \int_{\mathbb{R}^2} n^3 \Delta \Phi_R \, dx + \frac{1}{3} \int_{\mathbb{R}^2} n^3 \nabla c_m \cdot \nabla \Phi_R \, dx + \frac{2}{3} \int_{\mathbb{R}^2} n^4 \Phi_R \, dx,$$

where $c_m(t) = c(t) - [c(t)]_B$, $[c(t)]_B = (1/|B|) \int_B c(t) \, dx$, $B = B_{2R}(0)$ satisfies $\|c_m\|_p \lesssim \|c\|_{BMO}$ by Lemma 2.3. So

$$\frac{d}{dt} \int_{\mathbb{R}^2} n^3 \Phi_R \, dx + \frac{8}{3} \int_{\mathbb{R}^2} |\nabla n|^{3/2} \Phi_R \, dx$$

$$\leq C R^{-1} \int_{A_R} n^3 |u|^{5/6} \Phi_R \, dx + C R^{-2} \int_{|x| \geq R/2} n^3 \, dx + \int_{\mathbb{R}^2} n^3 \nabla c_m \cdot \nabla \Phi_R + 2 \int_{\mathbb{R}^2} n^4 \Phi_R \, dx$$

$$\leq C R^{-1} \|u(t)\|^4 + C R^{-1} \int_{|x| \geq R/2} n^4 \, dx + F(t),$$

where

$$F(t) = C R^{-2} \int_{|x| \geq R/2} n^3 \, dx + C \int_{|x| \geq R/2} n^3 \, dx$$

$$+ C R^{-6} \left( \|c(t)\|_{BMO}^8 + \|c(t)\|_{BMO}^4 \right),$$

and $\|u\|_{L^1(\mathbb{R}^2 \times (0, T))} \leq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2)$ by Remark 4.1. By Lemma 5.3 and Lemma 5.4 we have

$$\int_0^T F(t) \, dx \leq C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T, R).$$

Therefore,

$$\int_{\mathbb{R}^2} n^3(t) \Phi_R \, dx + \int_0^t \int_{\mathbb{R}^2} |\nabla n|^{3/2} \Phi_R \, dx ds$$

$$\leq \int_{\mathbb{R}^2} n_0^3 \Phi_R \, dx + C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T, R)$$

$$\leq \int_{\mathbb{R}^2} n_0^3 \Phi_R \, dx + C(\|n_0\|_1, \|n_0 \log n_0\|_1, \|u_0\|_2, T, R).$$

This completes the proof of the lemma. \qed
5.3. A priori estimates for annuli. Let $R_0 > 0$ be given in Proposition 5.2. Throughout the rest of this paper, we denote

$$\mathcal{A}_R = \{x \in \mathbb{R}^2 : R/2 \leq |x| \leq 2R\}.$$  \hfill (5.7)

For $R \geq 1$ we let $\bar{\Phi}_R \in C_0^\infty(\mathbb{R}^2)$ be such that $\bar{\Phi}_R(x) \in [0,1]$, $\bar{\Phi}_R(x) = 1$ for $R/2 \leq |x| \leq 2R$, and

$$\operatorname{supp} \bar{\Phi}_R \subset \bar{\mathcal{A}}_R := \{x \in \mathbb{R}^2 : R/3 \leq |x| \leq 3R\},$$

and

$$|\nabla \bar{\Phi}_R| \leq CR^{-1}\bar{\Phi}_R^{5/6}, \quad |\nabla \bar{\Phi}_R^{1/2}| \leq CR^{-1}\bar{\Phi}_R^{1/3}, \quad |\nabla^2 \bar{\Phi}_R| \leq CR^{-2}\bar{\Phi}_R^{2/3},$$

where $C > 0$ is independent of $R$. We put $m(x,t) = n(x,t)\bar{\Phi}_R(x)$, which satisfies $m \in C((0,T); L^2(\mathbb{R}^2)) \cap L^\infty(0,T; L^2(\mathbb{R}^2))$ and

$$\partial_t m - \Delta m = f, \quad 0 < t < T, \quad x \in \mathbb{R}^2,$$  \hfill (5.8)

where

$$f = -u \cdot \nabla n \bar{\Phi}_R - (2\nabla \bar{\Phi}_R + \bar{\Phi}_R \nabla c) \cdot \nabla n - (\Delta \bar{\Phi}_R)n + \bar{\Phi}_R n^2.$$  \hfill (5.9)

Denote $w(x,t) = u(x,t)\bar{\Phi}_R(x)$, then

$$\partial_t w - \Delta w = g, \quad 0 < t < T, \quad x \in \mathbb{R}^2,$$  \hfill (5.10)

where

$$g = -(u \cdot \nabla)u \bar{\Phi}_R - \nabla P \bar{\Phi}_R + n \nabla c \bar{\Phi}_R - 2\nabla u \cdot \nabla \bar{\Phi}_R - u(\Delta \bar{\Phi}_R).$$  \hfill (5.11)

**Lemma 5.6.** There exists $R_1 \geq 2^5R_0$ such that for any $R \geq R_1$, $\nabla v$ and $c_m$ are bounded on $\mathcal{A}_R \times (0,T)$, where $c_m(t) = c(t) - [c(t)]_B$ in which $[c(t)]_B = (1/|B|) \int_B c(t) \, dx$, $B = B_{2R}(0)$.

*Proof.* The lemma is a consequence of Lemma 5.5 following the same proof of [67, Lemma 3.7]. \hfill \square

**Lemma 5.7.** There exists $R_2 \geq 3R_1$ such that for any $R \geq R_2$, $u$ is bounded on $\mathcal{A}_R \times (0,T)$.

*Proof.* By Remark 4.2 and Lemma 5.3, $g$ defined by (5.11) is in $L^2(0,T; L^2(\mathbb{R}^2))$. The rest of the proof is identical to that of [67, Lemma 3.8]. \hfill \square

**Lemma 5.8.** There exists $R_3 \geq 3R_2$ such that for any $R \geq R_3$, $n$ is bounded on $\mathcal{A}_R \times (0,T)$.

*Proof.* By Lemmas in Subsection 5.2, Lemma 5.6 and Lemma 5.7, $f$ defined by (5.9) is in $L^2(0,T; L^2(\mathbb{R}^2))$. The rest of the proof is identical to that of [67, Lemma 3.8]. \hfill \square

**Lemma 5.9.** There exists $R_4 \geq 3^3R_3$ such that for any $R \geq R_4$, $\nabla n$ is bounded on $\mathcal{A}_R \times (0,T)$.

*Proof.* \hfill \\

**Step 1.** We claim that

$$\sup_{0 < t < T} \|\nabla n(t)\|_{L^2(\mathcal{A}_R)} < \infty.$$  \hfill (5.12)
Indeed, denoting $c_m(t) = c(t) - |c(t)|_B$, $B = B_{2R}(0)$, we have
\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^2} |\nabla u|^2 \Phi_R \, dx
\]
\[
= \int_{\mathbb{R}^2} u \cdot \nabla (\Delta n) \Phi_R \, dx - \int_{\mathbb{R}^2} |\Delta n|^2 \Phi_R \, dx - \int_{\mathbb{R}^2} \nabla n \cdot \nabla c_m(\Delta n) \Phi_R \, dx - \int_{\mathbb{R}^2} n^2 \Delta n \Phi_R \, dx
\]
\[
+ \int_{\mathbb{R}^2} (u \cdot \nabla n)(\nabla n \cdot \nabla \Phi_R) \, dx - \int_{\mathbb{R}^2} \Delta n \nabla n \cdot \nabla \Phi_R \, dx + \int_{\mathbb{R}^2} (\nabla n \cdot \nabla \Phi_R)(\nabla n \cdot \nabla \Phi_R) \, dx
\]
\[
- \int_{\mathbb{R}^2} n^2 \nabla n \cdot \Phi_R \, dx
\]
\[
\leq \int_{\mathbb{R}^2} u \cdot \nabla (\Delta n) \Phi_R \, dx - \frac{3}{4} \int_{\mathbb{R}^2} |\Delta n|^2 \Phi_R \, dx + C \|\nabla c_m\|_{L^\infty(\mathbb{R})} \int_{\mathbb{R}^2} |\nabla n|^2 \, dx + C \int_{\mathbb{R}^2} n^4 \, dx
\]
\[
+ \int_{\mathbb{R}^2} (u \cdot \nabla n)(\nabla n \cdot \nabla \Phi_R) \, dx + \frac{1}{4} \int_{\mathbb{R}^2} |\Delta n|^2 \Phi_R \, dx + C(\|\nabla c_m\|_{L^\infty(\mathbb{R})} + 1) \int_{\mathbb{R}^2} |\nabla n|^2 \, dx
\]
\[
+ C \int_{\mathbb{R}^2} n^4 \, dx.
\]
Since
\[
\int_{\mathbb{R}^2} u \cdot \nabla (\Delta n) \Phi_R \, dx
\]
\[
\leq \int_{\mathbb{R}^2} |u||\nabla n||\Delta n| \Phi_R \, dx
\]
\[
\leq C(\varepsilon) \|u(t)\|_{L^\infty(\mathbb{R})} \int_{\mathbb{R}^2} |\nabla n|^2 \, dx + \varepsilon \|u(t)\|_{L^\infty(\mathbb{R})} \int_{\mathbb{R}^2} |\Delta n|^2 \Phi_R \, dx
\]
\[
\leq C(\varepsilon) \|u\|_{L^\infty(\mathbb{R} \times (0,T))} \int_{\mathbb{R}^2} |\nabla n|^2 \, dx + \varepsilon \|u\|_{L^\infty(\mathbb{R} \times (0,T))} \int_{\mathbb{R}^2} |\Delta n|^2 \Phi_R \, dx
\]
\[
\leq C(\varepsilon) \|u\|_{L^\infty(\mathbb{R} \times (0,T))} \int_{\mathbb{R}^2} |\nabla n|^2 \, dx + \frac{1}{4} \int_{\mathbb{R}^2} |\Delta n|^2 \Phi_R \, dx
\]
by choosing $\varepsilon > 0$ sufficiently small, and
\[
\int_{\mathbb{R}^2} (u \cdot \nabla n)(\nabla n \cdot \nabla \Phi_R) \, dx \leq CR^{-1} \int_{\mathbb{R}^2} |u||\nabla n|^5 \Phi_R^{5/6}
\]
\[
\leq CR^{-1} \|u(t)\|_{L^\infty(\mathbb{R})} \int_{\mathbb{R}^2} |\nabla n|^2
\]
\[
\leq CR^{-1} \|u\|_{L^\infty(\mathbb{R} \times (0,T))} \int_{\mathbb{R}^2} |\nabla n|^2,
\]
we obtain
\[
\frac{d}{dt} \int_{\mathbb{R}^2} |\nabla n|^2 \Phi_R \, dx + \int_{\mathbb{R}^2} |\Delta n|^2 \Phi_R \, dx
\]
\[
\leq C \left[ \|\nabla c_m\|_{L^\infty(\mathbb{R})}^2 + \|\nabla c_m\|_{L^\infty(\mathbb{R})} + (C(\varepsilon) + CR^{-1}) \|u\|_{L^\infty(\mathbb{R} \times (0,T))} + 1 \right] \int_{\mathbb{R}^2} |\nabla n|^2 \, dx
\]
\[
+ C \int_{\mathbb{R}^2} n^4 \, dx.
\]
The claim of Step 1, (5.12) is a direct consequence of the boundedness of $\nabla c$, $n$ and $u$ in the annulus (Lemma 5.6, Lemma 5.7, Lemma 5.8) and a use of Grönwall's inequality.
Step 2. Let \( f \) be as in (5.9). By (5.12) and
\[
\left\| (u \cdot \nabla n) \hat{\Phi}_1 \right\|_2 \leq \|u\|_{L^\infty(\hat{A}_R)} \left( \int_{\mathbb{R}^2} |\nabla n|^2 \hat{\Phi}_1 \, dx \right)^{1/2}
\leq \|u\|_{L^\infty(\hat{A}_R \times (0,T))} \left( \int_{\mathbb{R}^2} |\nabla n|^2 \hat{\Phi}_1 \, dx \right)^{1/2},
\]
we have
\[
\sup_{0 < t < T} \|f\|_2 < \infty
\]
in view of Lemma 5.7. The rest of the proof is identical to that of [67, Lemma 3.9].

Lemma 5.10. There exists \( R_5 \geq 3R_4 \) such that for any \( R \geq R_5 \), \( \nabla^2 c \) is bounded on \( A_R \times (0,T) \).

Proof. The lemma is a consequence of Lemma 5.8 and Lemma 5.9 following the same proof of [67, Lemma 3.10].

Lemma 5.11. There exists \( R_6 \geq 3^2R_5 \) such that for any \( R \geq R_6 \), \( \nabla^2 n \) is bounded on \( A_R \times (0,T) \).

Proof. Let \( f \) be as in (5.9). Since \( \sup_{0 < t < T} \left\| (u(t) \cdot \nabla n(t)) \hat{\Phi}_1 \right\|_2 < \infty \), we have
\[
\sup_{0 < t < T} \|f(t)\|_\infty < \infty.
\]
The rest of the proof is identical to that of [67, Lemma 3.11].

Proposition 5.12. There exists \( \hat{R}_0 > R_0 \) such that for any \( R \geq \hat{R}_0 \), the followings hold:

(i) \( \partial_t \nabla^n_l n \) (0 \leq 2k + l \leq 2) are bounded on \( \hat{A}_R \times (0,T) \).

(ii) \( c_m, \nabla^l c \) (1 \leq l \leq 2), and \( u \) are bounded on \( A_R \times (0,T) \).

(iii) there exist \( x_0 \) satisfying \( R < |x_0| < 2R \), and \( \varepsilon_0 > 0, \delta > 0 \) such that
\[
n(x,t) \geq \delta \quad \text{for} \quad |x - x_0| \leq \varepsilon_0, 0 \leq t < T.
\]

Proof. The assertions (i) and (ii) follow from the preceding lemmas.

To prove (iii), we claim that \( \nabla^n_l n \) (0 \leq l \leq 2) are uniformly Hölder continuous on \( \hat{A}_R \times [T/2, T) \), where \( \hat{A}_R := \{x \in \mathbb{R}^2 : 2R/3 \leq |x| \leq 8R/3\} \).

(a) Since \( n \) satisfies \( \partial_t n - \Delta n = -\nabla \cdot (n(u + \nabla c)) \) and \( n(u + \nabla c) \) is bounded on \( \{x \in \mathbb{R}^2 : R/3 < |x| < 3R\} \times (0,T) \), applying local Schauder estimates for parabolic equations, we see that \( n \) is uniformly Hölder continuous on \( \hat{A}_R \times [T/2, T) \).

(b) Similarly, by \( \partial_t (\nabla n) - \Delta (\nabla n) = -\nabla \cdot (\nabla (n(u + \nabla c))) \) and the boundedness of \( \nabla (n(u + \nabla c)) \) in \( \{R/3 < |x| < 3R\} \times (0,T) \), the uniformly Hölder continuity of \( \nabla n \) in \( \hat{A}_R \times [T/2, T) \) is deduced.

(c) For \( \nabla^2 n \), observe that
\[
\partial_i (\partial_k \partial_j n) - \Delta (\partial_k \partial_j n) + \nabla c \cdot \nabla (\partial_k \partial_j n) - 2n(\partial_k \partial_j n) = \partial_k g_1 + g_2
\]
where \( g_1 = -\partial_j (u \cdot \nabla n) - \nabla n \cdot \nabla (\partial_k c) \) and \( g_2 = -\nabla \partial_j n \cdot \nabla \partial_k c + 2\partial_k n \partial_j n \). Hence, by the boundedness of \( g_1 \) and \( g_2 \) on \( \{R/3 < |x| < 3R\} \times (0,T) \), \( \partial_k \partial_j n \) is uniformly Hölder continuous on \( \hat{A}_R \times [T/2, T) \).

The rest of the proof is identical to that of [67, Proposition 3.12] given that \( u + \nabla c \) is bounded on \( \{x \in \mathbb{R}^2 : R < |x| < 2R\} \times [T/2, T) \).
5.4. Entropy estimates for interior regions. We now derive the a priori estimate for small $|x|$. Define $\Psi_R(x) = \Psi(R^{-1}x)$ where $\Psi \in C^\infty(\mathbb{R}^2)$, $\Psi(x) \in [0, 1]$, $\Psi(x) = 1$ for $|x| \leq 1$, supp$\Psi \subset B_2(0)$. It follows from the definition of $\Psi_R$ that

$$\text{supp } |\nabla \Psi_R| \subset A_R, \quad \text{supp } |\Delta \Psi_R| \subset A_R,$$

where $A_R$ is an annulus defined in (5.7).

We define

$$H_{\text{int}}(t; R) := \int_{\mathbb{R}^2} \left[(1 + n(t)) \log(1 + n(t)) - n(t)\right] \Psi_R \, dx - \frac{1}{2} \int_{\mathbb{R}^2} n(t) c_m(t) \Psi_R \, dx$$

$$+ \frac{1}{2} \int_{\mathbb{R}^2} |u|^2 \Psi_R \, dx,$$

where $c_m(t) = c(t) - [c(t)]_B$, $[c(t)]_B = (1/|B|) \int_B c(t) \, dx$, $B = B_{2R}(0)$.

**Lemma 5.13.**

$$\frac{d}{dt} H_{\text{int}}(t; R) + \int_{\mathbb{R}^2} n|\nabla \log(1 + n(t)) - \nabla c_m(t)|^2 \Psi_R \, dx + \int_{\mathbb{R}^2} |\nabla \log(1 + n(t))|^2 \Psi_R \, dx$$

$$+ \int_{\mathbb{R}^2} |\nabla u|^2 \Psi_R \, dx = \int_{\mathbb{R}^2} n(t) \log(1 + n(t)) \Psi_R \, dx + F_1(t) + F_2(t) + F_3(t),$$

where

$$F_1(t) = \int_{\mathbb{R}^2} \left[(1 + n(t)) \log(1 + n(t)) - n(t)\right] \Delta \Psi_R \, dx$$

$$- \int_{\mathbb{R}^2} n(t) c_m(t) \nabla c_m(t) \cdot \nabla \Psi_R \, dx + \int_{\mathbb{R}^2} c_m(t) \nabla n(t) \cdot \nabla \Psi_R \, dx$$

$$+ \int_{\mathbb{R}^2} \left[n(t) \log(1 + n(t)) - \log(1 + n(t))\right] \nabla c_m(t) \cdot \nabla \Psi_R \, dx,$$

$$F_2(t) = - \int_{\mathbb{R}^2} \partial_t c_m(t) \nabla c_m(t) \cdot \nabla \Psi_R \, dx - \frac{1}{4} \frac{d}{dt} \int_{\mathbb{R}^2} |c_m(t)|^2 \Delta \Psi_R \, dx,$$

and

$$F_3(t) = \int_{\mathbb{R}^2} \left[(1 + n) \log(1 + n) - n\right] u \cdot \nabla \Psi_R \, dx + \frac{1}{2} \int_{\mathbb{R}^2} |u|^2 u \cdot \nabla \Psi_R \, dx - \int_{\mathbb{R}^2} u \cdot \nabla P \Psi_R \, dx$$

$$- \int_{\mathbb{R}^2} (u \cdot \nabla) u \cdot \nabla \Psi_R \, dx - \int_{\mathbb{R}^2} n c_m u \cdot \nabla \Psi_R \, dx. \quad \text{(5.13)}$$

**Proof.** The proof is identical to that of [67, Lemma 3.13] with an addition term $F_3(t)$ generated by the coupling of the velocity field $u$. \hfill \Box

**Lemma 5.14.** For $F_1(t)$ in Lemma 5.13, it holds that

$$\sup_{0 < t < T} |F_1(t)| < \infty.$$

**Proof.** The proof is identical to that of [67, Lemma 3.14]. \hfill \Box

**Lemma 5.15.** For $F_2(t)$ in Lemma 5.13, it holds that

$$\sup_{0 < t < T} \left|\int_0^t F_2(s) \, ds\right| < \infty.$$
Proof. We define $\tilde{\Psi}_R$ as in the proof of [67, Lemma 3.15]. Indeed, $\tilde{\Psi}_R(x) := \Psi_R(x)J_R(x)$, where $J_R \in C_0^\infty(\mathbb{R}^2)$, $J_R(x) \in [0,1]$, $J_R(x) = 1$ for $R \leq |x| \leq 2R$, 
and $\text{supp} \ J_R \subset B_{3R}(0) \setminus \overline{B_{R/2}(0)}$, 
and $|\nabla J_R(x)| \leq CR^{-1}$, $|\Delta J_R(x)| \leq CR^{-2}$.
The support of $\tilde{\Psi}_R$ is contained in $A_R$, where $A_R$ is an annulus defined in (5.7). In terms of $\tilde{\Psi}_R$, $F_2$ can be rewritten as

$$F_2(t) = \frac{1}{4} \frac{d}{dt} \left\{ \int_{\mathbb{R}^2} c_m^2 \Delta \tilde{\Psi}_R \, dx - 2|\nabla c_m|^2 \tilde{\Psi}_R \, dx \right\}$$
$$+ \int_{\mathbb{R}^2} [\Delta n - \nabla n \cdot (\nabla c_m + u) + n^2] c_m \tilde{\Psi}_R \, dx$$
$$=: F_{21}(t) + F_{22}(t),$$
where $F_{21}(t)$ is bounded as shown in the proof of [67, Lemma 3.15]. For $F_{22}(t)$, we rewrite it as

$$F_{22}(t) = -2 \int_{\mathbb{R}^2} \nabla n \cdot (\nabla c_m + u) \tilde{\Psi}_R \, dx - \int_{\mathbb{R}^2} \nabla n \cdot \nabla \tilde{\Psi}_R c_m \, dx + \int_{\mathbb{R}^2} n^2 c_m \tilde{\Psi}_R \, dx.$$ 

Since the integrands in $F_{22}(t)$ are bounded on $(0,T) \times \tilde{A}_R$ by (i) and (ii) of Proposition 5.12, we also have

$$\sup_{0 < t < T} |F_{22}(t)| < \infty.$$ 

This completes the proof of Lemma 5.15. \hfill \Box

Lemma 5.16. For $F_3(t)$ in Lemma 5.13, it holds that

$$\sup_{0 < t < T} \left| \int_0^t F_3(s) \, ds \right| < \infty.$$ 

Proof. Note that

$$- \int_{\mathbb{R}^2} u \cdot \nabla P \Psi_R \, dx \leq \frac{1}{2} \|u(t)\|_2^2 + \frac{1}{2} \|\nabla P(t)\|_2^2 \in L^1(0,T)$$
by Remark 4.2, and all the other terms in (5.13) containing $\nabla \Psi_R$ are bounded by (i) and (ii) of Proposition 5.12. Therefore Lemma 5.16 is established. \hfill \Box

The following proposition of interior estimate and the exterior estimate in Proposition 5.2 give the boundedness of the full modified entropy, which completes the proof of Proposition 1.4.

Proposition 5.17. Assume $\int_{\mathbb{R}^2} n_0 \, dx \leq 8\pi$. Then

$$\sup_{0 < t < T} \int_{|x| \leq 4\hat{R}_0} (1 + n(t)) \log(1 + n(t)) \, dx < \infty,$$
where $\hat{R}_0$ is the one determined in Proposition 5.12.

Proof. Denote $R = 4\hat{R}_0$. It follows from Lemma 5.13 that

$$\frac{d}{dt} H_{\text{int}}(t; R) \leq \int_{\mathbb{R}^2} (1 + n(t)) \log(1 + n(t)) \Psi_R \, dx + F_1(t) + F_2(t) + F_3(t).$$
For $0 < a < 1$, 
\[ \frac{1}{2} n c_m \leq (1-a) n \frac{|c_m|}{2(1-a)} \leq (1-a)(1+n) \log(1+n) + (1-a) \exp \left\{ \frac{|c_m|}{2(1-a)} \right\}, \]
where the Fenchel–Young inequality is used in the last inequality. Then it follows that 
\[ (1+n) \log(1+n) \leq \frac{1}{a} \left( (1+n) \log(1+n) - \frac{1}{2} n c_m \right) + \frac{1-a}{a} \exp \left\{ \frac{|c_m|}{2(1-a)} \right\}. \]
Then 
\[ \int_{\mathbb{R}^2} (1+n(t)) \log(1+n(t)) \Psi_R \, dx \]
\[ \leq \frac{1}{a} H_{\text{int}}(t; R) + \frac{1}{a} \int_{\mathbb{R}^2} n(t) \Psi_R \, dx + \frac{1-a}{a} \int_{\mathbb{R}^2} \exp \left\{ \frac{|c_m|}{2(1-a)} \right\} \Psi_R \, dx \]  
(5.14)
where 
\[ F_4(t) = \frac{1-a}{a} \int_{\mathbb{R}^2} \exp \left\{ \frac{|c_m|}{2(1-a)} \right\} \Psi_R \, dx. \]
Therefore, 
\[ \frac{d}{dt} H_{\text{int}}(t; R) \leq \frac{1}{a} H_{\text{int}}(t; R) + F(t), \]  
(5.15)
where 
\[ F(t) = F_1(t) + F_2(t) + F_3(t) + F_4(t) + \frac{1}{a} \|n_0\|_1. \]
We claim 
\[ \sup_{0 < t < T} F_4(t) < \infty. \]  
(5.16)
To prove this claim, by (iii) of Proposition 5.12 there exist $x_0 \in \mathbb{R}^2$, $\varepsilon_0 > 0$, $\delta > 0$ with $R + \varepsilon_0 < |x_0| < 2R$ such that 
\[ n(x,t) \geq \delta \quad \text{for} \quad 0 \leq t < T, \quad |x-x_0| \leq \varepsilon_0. \]  
(5.17)
By (ii) of Proposition 5.12, 
\[ C := \sup_{0 < t < T} \|c_m(T)\|_{L^\infty(R \leq |x| \leq 2R)} < \infty. \]
The function $c_m(t)$ satisfies 
\[ -\Delta \left( \frac{c_m(t)}{2(1-a)} \right) = \frac{n(t)}{2(1-a)}, \quad |x| < R \]
and $\sup_{|x|=R} |c_m(t)| \leq C$ $(0 < t < T)$. By (5.17), we have 
\[ \int_{|x| \leq R} n(t) \, dx \leq \int_{\mathbb{R}^2} n(t) \, dx - \int_{|x-x_0| \leq \varepsilon_0} n(t) \, dx \]
\[ \leq 8 \pi - \delta \pi \varepsilon_0^2 = \pi (8 - \delta \varepsilon_0^2) \]
and hence 
\[ \int_{|x| \leq R} \frac{n(t)}{2(1-a)} \, dx \leq \frac{\pi}{2(1-a)} (8 - \delta \varepsilon_0^2). \]
We choose $0 < a < 1$ such that 
\[ \frac{\pi}{2(1-a)} (8 - \delta \varepsilon_0^2) < 4\pi. \]
and apply Lemma 2.7 to get that for $0 < t < T$,
\[
\int_{|x|<R} \exp \left\{ \frac{|c_m(t)|}{2(1-a)} \right\} \, dx \leq \frac{32\pi(1-a)R^2}{\delta \varepsilon_0 - 8a} \exp \left\{ \frac{\sup_{|x|=R} |c_m(t)|}{2(1-a)} \right\} \\
\leq \frac{32\pi(1-a)R^2}{\delta \varepsilon_0 - 8a} \exp \left\{ \frac{C}{2(1-a)} \right\}.
\]
Hence,
\[
\int_{\mathbb{R}^2} \exp \left\{ \frac{|c_m(t)|}{2(1-a)} \right\} \Psi_R \, dx \leq \left( \frac{32\pi(1-a)R^2}{\delta \varepsilon_0 - 8a} + 3\pi R^2 \right) \exp \left\{ \frac{C}{2(1-a)} \right\},
\]
which implies (5.16).

By (5.15), we have
\[
H_{\text{int}}(t; R) \leq H_{\text{int}}(0; R) + \frac{1}{a} \int_0^t H_{\text{int}}(s; R) \, ds + \sup_{0 < t < T} \left| \int_0^t F(s) \, ds \right|, \quad 0 < t < T
\]
and by Lemma 5.14, Lemma 5.15, Lemma 5.16, and (5.16),
\[
\sup_{0 < t < T} \left| \int_0^t F(s) \, ds \right| < \infty.
\]
Applying the Gronwall inequality, we deduce that
\[
\sup_{0 < t < T} H_{\text{int}}(t; R) < \infty.
\]
Therefore, by this estimate, (5.14) and (5.16), we obtain
\[
\sup_{0 < t < T} \int_{\mathbb{R}^2} (1 + n(t)) \log(1 + n(t)) \Psi_R \, dx < \infty,
\]
which completes the proof of Proposition 5.17.

\[\square\]

6. Global existence of the Patlak–Keller–Segel–Navier–Stokes system (1.1)

In this section, we prove our main result on global-in-time existence, Theorem 1.3.

**Proposition 6.1.** Let $(n_0, u_0)$ satisfy (1.3) and (1.4) with $M := \|n_0\|_1 = 8\pi$. For a local-in-time mild solution $(n, u)$ on $[0, T)$ with initial data $(n_0, u_0)$ given in Theorem 3.2. If $T < \infty$, it holds that for any $t_0 \in (0, T)$
\[
\sup_{t \in [t_0, T]} (\|n(t)\|_\infty + \|u(t)\|_\infty) < \infty.
\]

**Proof.** The proof is divided into five steps.

**Step 1.** By testing (1.1) with $n$ and using the inequality (2.4), we get for $t \in (t_0, T)$, where $t_0 \in (0, T)$ is fixed, that
\[
\frac{1}{2} \|n(t)\|_2^2 + \int_{t_0}^t \|\nabla n(\tau)\|_2^2 \, d\tau \\
= \frac{1}{2} \|n(t_0)\|_2^2 + \frac{1}{2} \int_{t_0}^t \|n(\tau)\|_2^3 \, d\tau \\
\leq \frac{1}{2} \|n(t_0)\|_2^2 + \frac{\varepsilon}{2} \left( \sup_{t \in (t_0, T)} (\|1 + n(t)\| \log(1 + n(t))] \right) \int_{t_0}^t \|\nabla n(\tau)\|_2^2 \, d\tau + \frac{C(\varepsilon)}{2} Mt
\]
since $\nabla \cdot u = 0$. It follows from Proposition 1.4 that $\sup_{t \in (t_0, T)} \| (1 + n(t)) \log (1 + n(t)) \|_1 < \infty$. Thus we can choose $\varepsilon > 0$ sufficiently small so that for any $t_0 \in (0, T)$

$$\sup_{t \in (t_0, T)} \| n(t) \|_2 < \infty$$

(6.1)

if $T < \infty$.

**Step 2.** Multiplying (1.1) with $n^{p-1}$, we have

$$\frac{d}{dt} \left( \frac{n^p}{p} \right) + u \cdot \nabla \left( \frac{n^p}{p} \right) = \nabla \cdot (n^{p-1} \nabla n) - \frac{4(p-1)}{p^2} |\nabla (n^{p/2})|^2 - \nabla \cdot (n \nabla c) n^{p-1}.$$

Integrating over $\mathbb{R}^2$, we obtain

$$\frac{1}{p} \frac{d}{dt} \| n(t) \|_p^p = -\frac{4(p-1)}{p^2} \int_{\mathbb{R}^2} |\nabla (n^{p/2})|^2 dx + \frac{p-1}{p} \int_{\mathbb{R}^2} n^{p+1} dx.$$

Taking $p = 4$,

$$\frac{1}{4} \frac{d}{dt} \| n(t) \|_4^4 = -\frac{3}{4} \int_{\mathbb{R}^2} |\nabla (n^2)|^2 dx + \frac{3}{4} \int_{\mathbb{R}^2} n^5 dx.$$

By Gagliardo-Nirenberg-Sobolev inequality and Young’s inequality, we have

$$\| n \|_2^2 = \| n^2 \|_{5/2}^{5/2} \leq C \| n^2 \|_1 \| \nabla (n^2) \|_{3/2}^{3/2} = C \| n \|_2^2 \| \nabla (n^2) \|_2^{3/2} \leq \varepsilon \| \nabla (n^2) \|_2^2 + C \| n \|_2^8.$$

Choosing $\varepsilon > 0$ sufficiently small, we have $\frac{d}{dt} \| n(t) \|_4^4 \leq C \| n \|_2^8$, and thus for $t \in (t_0, T)$, where $t_0 \in (0, T)$ is fixed, that

$$\| n(t) \|_4^4 \leq \| n(t_0) \|_4^4 + C \left( \sup_{s \in (t_0, T)} \| n(s) \|_2^8 \right) t.$$

Therefore, by (6.1), we get for any $t_0 \in (0, T)$

$$\sup_{t \in (t_0, T)} \| n(t) \|_2 < \infty$$

(6.2)

if $T < \infty$.

**Step 3.** Since $\nabla \cdot u = 0$, $\| \nabla u \|_2 = \| \nabla \times u \|_2 = \| \omega \|_2$, where $\omega = \nabla \times u$. The vorticity equation of (1.1) reads

$$\partial_t \omega + (u \cdot \nabla) \omega = \Delta \omega + \nabla \times (n \nabla c),$$

which has the following energy equality:

$$\frac{1}{2} \frac{d}{dt} \| \omega(t) \|_2^2 + \| \nabla \omega(t) \|_2^2 = \int_{\mathbb{R}^2} \nabla \times (n \nabla c) \omega \, dx$$

$$= - \int_{\mathbb{R}^2} (n \nabla c) \cdot (\nabla^\perp \omega) \, dx,$$

where we integrate by parts in the last equality. Thus, for $t \in (t_0, T)$, where $t_0 \in (0, T)$ is fixed,

$$\frac{1}{2} \| \omega(t) \|_2^2 + \int_{t_0}^t \| \nabla \omega(t') \|_2^2 \, dt = \frac{1}{2} \| \omega(t_0) \|_2^2 - \int_{t_0}^t \int_{\mathbb{R}^2} (n \nabla c) \cdot (\nabla^\perp \omega)(t) \, dx \, dt$$

$$\leq \frac{1}{2} \| \omega(t_0) \|_2^2 + \int_{t_0}^t \| (n \nabla c)(t) \|_2 \| \nabla^\perp \omega(t) \|_2 \, dt$$

$$\leq \frac{1}{2} \| \omega(t_0) \|_2^2 + \int_{t_0}^t \left( \frac{\| (n \nabla c)(t) \|_2^2}{2} + \| \nabla^\perp \omega(t) \|_2^2 \right) \, dt.$$
By (6.1) and (6.2),
\[
\sup_{t \in (t_0, T)} \| u_t \|_2 \leq \sup_{t \in (t_0, T)} \| u \|_4 \| u_t \|_4 \lesssim \sup_{t \in (t_0, T)} \| u \|_4 \| n \| q/3 \\
\leq \sup_{t \in (t_0, T)} \| u \|_4 \| n \|^{1/2} \| n \|^{1/2} \leq C
\]
and \( \| \nabla^\perp \omega \|_2 \leq \| \nabla \omega \|_2 \). We have
\[
\| \omega(t) \|_2^2 + \frac{1}{2} \int_{t_0}^t \| \nabla \omega(\tau) \|^2 \, d\tau \leq \| \omega(t_0) \|_2^2 + \frac{C^2}{2} T.
\]
Therefore, we conclude that for any \( t_0 \in (0, T) \)
\[
\sup_{t \in (t_0, T)} \| \nabla u(t) \|_2 < \infty \tag{6.3}
\]
if \( T < \infty \).

**Step 4.** By (6.3) and the boundedness \( \| u \|_2 \) in Lemma 4.1 where the bound is independent of time since \( M = 8\pi \), we have for \( 1 \leq q < \infty \) and \( t_0 \in (0, T) \)
\[
\sup_{t \in (t_0, T)} \| u(t) \|_q \lesssim \sup_{t \in (t_0, T)} \| u(t) \|^{8/q} \| \nabla u(t) \|^{\frac{q}{2}} \lesssim C \tag{6.4}
\]
by the Sobolev’s embedding theorem.

For \( t_0 \in (0, T - t_0) \), where \( t_0 \in (0, T) \) is fixed,
\[
u(t_0 + \tau) = e^{t_0 \Delta} u(t) - \int_0^{t_0} e^{(t_0 - s)\Delta} P \nabla \cdot [\nabla c(s + \tau) \otimes \nabla c(s + \tau) + u(s + \tau) \otimes u(s + \tau)] \, ds.
\]
Then
\[
\| u(t_0 + \tau) \|_\infty \leq \| e^{t_0 \Delta} u(t) \|_\infty + C \int_0^{t_0} (t_0 - s)^{-\frac{3}{2}} \left( \| \nabla c(s + \tau) \|_6^2 + \| u(s + \tau) \|_6^2 \right) \, ds
\]
\[
\lesssim t_0^{-\frac{3}{2}} \| u_0 \|_2 + t_0^\frac{1}{2} \sup_{s \in (0, t_0)} \left( \| n(s + \tau) \|_{\frac{3}{2}} + \| u(s + \tau) \|_6 \right)^2
\]
\[
\lesssim t_0^{-\frac{3}{2}} \| u_0 \|_2 + t_0^\frac{1}{2} \sup_{\sigma \in (\tau, T)} \left( \| n(\sigma) \|_{\frac{3}{4}} + \| u(\sigma) \|_6 \right)^2
\]
\[
\leq C
\]
by (6.1) and (6.4). Note that the bound is independent of \( \tau \) since \( \| u(t_0 + \tau) \|_\infty \) is bounded as \( \tau \to 0_+ \). Thus, we conclude for any \( t_0 \in (0, T) \)
\[
\sup_{t \in (t_0, T)} \| u(t) \|_\infty < \infty \tag{6.5}
\]
if \( T < \infty \).

**Step 5.** From Lemma 2.8, we have for any \( t_0 \in (0, T) \)
\[
\sup_{t \in (t_0, T)} \| \nabla c(t) \|_\infty \lesssim \sup_{t \in (t_0, T)} \| n(t) \| \| n(t) \|^\frac{1}{4} \| n(t) \|^\frac{3}{4} \leq C \tag{6.6}
\]
by (6.2). For \( \tau \in (0, T - t_0) \), where \( t_0 \in (0, T) \) is fixed,
\[
n(t_0 + \tau) = e^{t_0 \Delta} n(\tau) - \int_{t_0}^{t_0} e^{(t_0 - s)\Delta} \nabla \cdot [n(s + \tau) \nabla c(s + \tau) + n(s + \tau) u(s + \tau)] \, ds.
\]
Then
\[ \|n(t_0 + \tau)\|_\infty \leq \|e^{t_0 \Delta} n(\tau)\|_\infty + C \int_0^{t_0} (t_0 - s)^{-\frac{3}{2}} \|n(s + \tau) \nabla c(s + \tau)\|_4 + \|n(s + \tau) u(s + \tau)\|_4 \, ds \]
\[ \lesssim t_0^{-\frac{1}{2}} \|n(\tau)\|_1 + t_0^{-\frac{1}{2}} \left[ \sup_{\sigma \in (\tau, T)} (\|\nabla c(\sigma)\|_\infty + \|u(\sigma)\|_\infty) \right] \sup_{\sigma \in (\tau, T)} \|n(\sigma)\|_4 \]
\[ \leq C \] by (6.6), (6.5) and (6.2). Note that the bound is independent of \( \tau \) since \( \|n(t_0 + \tau)\|_\infty \) is bounded as \( \tau \to 0_+ \). Thus, we conclude for any \( t_0 \in (0, T) \)
\[ \sup_{t \in (t_0, T)} \|n(t)\|_\infty < \infty \] (6.7)
if \( T < \infty \). The proposition follows from (6.5) and (6.7).

**Proof of Theorem 1.3.** Let \( T_m \) be the maximal existence time of \((n, u)\), and suppose \( T_m < \infty \) by contradiction.

For the subcritical case \( M < 8\pi \). Let \( T < T_m \) be fixed. From (iv) of Theorem 3.2, \( n(T) \) and \( u(T) \) belong to \( H^2(\mathbb{R}^2) \). According to [42, Theorem 1], solutions exist globally in time, which contradicts the definition of \( T_m \). Moreover, (1.6) is a consequence of [42, (1.3)] and a use of Sobolev’s embedding.

For the critical case \( M = 8\pi \), we first claim that \( n(t) \to \tilde{n}_0 \) in \( L^{4/3} \) and \( u(t) \to \tilde{u}_0 \) in \( L^2 \) as \( t \to T_m^- \) for some \((\tilde{n}_0, \tilde{u}_0) \in L^{4/3} \times L^2 \). Indeed, for fixed \( t_0 \in (0, T_m) \), since
\[ \nabla^n n(t) = \nabla^n e^{(t-t_0/2)\Delta} n(t_0/2) - \int_{t_0}^{t} \nabla^n \nabla e^{(t-s)\Delta} (n(s) \nabla c(s) + n(s) u(s)) \, ds \]
\[ = \nabla^n e^{(t-t_0/2)\Delta} n(t_0/2) + I, \]
where, by [65, (3.1)],
\[ \left\| \nabla^n e^{(t-t_0/2)\Delta} n(t_0/2) \right\|_{4/3} \leq C t_0^{-k/2} \|n(t_0/2)\|_{4/3} \]
and
\[ \|I\|_{4/3} \lesssim C \int_{t_0}^{t} (t-s)^{-\frac{3}{2}} \|n(s) (\nabla c(s) + u(s))\|_1 ds \]
\[ \lesssim C \int_{t_0}^{t} (t-s)^{-\frac{3}{4} - \frac{3}{2}} \|n(s)\|_{4/3} \left( \|n(s)\|_{4/3} + \|u(s)\|_4 \right) ds \]
in which \( \|n\|_{4/3} \) and \( \|u\|_4 \) are uniformly bounded in time by Proposition 6.1, we obtain for \( 0 < k < 1/2 \) that
\[ \sup_{t_0 \leq t \leq T_m} \left\| \nabla^n n(t) \right\|_{4/3} < \infty, \]
and thus, using [65, (3.2)],
\[ \left\| e^{(t-t)\Delta} n(\tau) - n(\tau) \right\|_{4/3} \leq C (t-\tau)^{k/2} \left\| \nabla^n n(\tau) \right\|_{4/3} \to 0 \]
as \( \tau, t \to T_m^- \). Therefore, \( n_0(t) \to \tilde{n}_0 \) in \( L^{4/3} \) as \( t \to T_m^- \). Similarly, since
\[ \left\| e^{(t-t)\Delta} u(\tau) - u(\tau) \right\|_4 \leq C (t-\tau)^{3/4} \left\| \nabla u(\tau) \right\|_2 \]
in which $\sup_{t \in (0, T)} \| \nabla u(t) \|_2 < \infty$ by (6.3), we also have $u_0 \rightarrow \tilde{u}_0$ in $L^4$ as $t \rightarrow T_m^\ast$. It is obvious that $\tilde{u}_0 \in L^1 \cap L^{4/3}$ and $\hat{u}_0 \in L^2 \cap L^4$. By Theorem 3.2 and Remark 3.1, there exists a unique mild solution $(\hat{n}, \hat{u})$ on $[0, T_0)$, $T_0 > 0$, with initial data $(\tilde{n}_0, \tilde{u}_0)$, satisfying $\hat{n} \in BC([0, T_0); L^1 \cap L^{4/3})$ and $\hat{u} \in BC([0, T_0); L^2 \cap L^4)$. Define $(\hat{n}, \hat{u})$ by

$$
\hat{n}(t) = \begin{cases} 
\bar{n}(t), & 0 \leq t < T_m, \\
\bar{n}(t - T_m), & T_m \leq t < T_m + T_0,
\end{cases}
\quad
\hat{u}(t) = \begin{cases} 
\bar{u}(t), & 0 \leq t < T_m, \\
\bar{u}(t - T_m), & T_m \leq t < T_m + T_0.
\end{cases}
$$

Then $(\hat{n}, \hat{u})$ is a mild solution on $[0, T_m + T_0)$, contradicting the choice of $T_m$. This proves the global-in-time existence. Finally, the $L^\infty$-boundedness (1.6) follows from Proposition 6.1. 
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