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ABSTRACT. By strengthening one of the hypotheses of a well-known sufficient condition for the hypercyclicity of linear operators in Banach spaces, we arrive at a sufficient condition for linear chaos and reveal consequences of the latter for inverses, powers, multiples, and spectral properties. Extending the results, familiar for bounded linear operators, we also show that the hypercyclicity of unbounded linear operators subject to the sufficient condition for hypercyclicity is inherited by their bounded inverses, powers, and unimodular multiples and that necessary conditions for linear hypercyclicity stretch to the unbounded case.

1. Introduction

Prior to [4,5], the notions of linear hypercyclicity and chaos had been studied exclusively for continuous linear operators on Fréchet spaces, in particular for bounded linear operators on Banach spaces (for a comprehensive survey, see [2,12]).

While entering the realm of unbounded linear hypercyclicity and chaos, paper [4] provides a sufficient condition for hypercyclicity [4, Theorem 2.1], which has become a very useful shortcut for establishing hypercyclicity for (bounded or unbounded) linear operators without explicitly constructing hypercyclic vectors for them, employed in various works on the subject (see, e.g., [4,8,13,14,17,20]).

By strengthening one of the hypotheses of [4, Theorem 2.1], we arrive at a sufficient condition for linear chaos and reveal consequences of the latter for inverses, powers, multiples, and spectral properties.

Extending the results, familiar for bounded linear operators, we also show that the hypercyclicity of unbounded linear operators subject to [4, Theorem 2.1] is inherited by their bounded inverses, powers, and unimodular multiples and that necessary conditions for linear hypercyclicity stretch to the unbounded case.

While tackled in various works over the past twenty years (see, e.g., [3–5,8,13,14,17,18,20,21]), the study of unbounded linear hypercyclicity and chaos does not appear to have attained the maturity level warranting emergence of a survey in the manner of the aforementioned monographs [2,12]. This paper takes a step towards summarizing certain general facts on the subject.
2. Preliminaries

The following preliminaries are essential for our discourse.

2.1. Linear Hypercyclicity and Chaos.

For a (bounded or unbounded) linear operator $A$ in a (real or complex) Banach space $X$, a nonzero vector $f \in C^\infty(A) := \bigcap_{n=0}^{\infty} D(A^n)$ ($D(\cdot)$ is the domain of an operator, $A^0 := I$, $I$ is the identity operator on $X$) is called hypercyclic if its orbit under $A$

$$\text{orb}(f, A) := \{A^n f\}_{n \in \mathbb{Z}_+}$$

($\mathbb{Z}_+ := \{0, 1, 2, \ldots\}$ is the set of nonnegative integers) is dense in $X$.

Linear operators possessing hypercyclic vectors are said to be hypercyclic.

If there exist an $N \in \mathbb{N}$ ($\mathbb{N} := \{1, 2, \ldots\}$ is the set of natural numbers) and a vector

$$f \in D(A^N) \quad \text{with} \quad A^N f = f,$$

such a vector is called a periodic point for the operator $A$ of period $N$. If $f \neq 0$, we say that $N$ is a period for $A$.

Hypercyclic linear operators with a dense in $X$ set $\text{Per}(A)$ of periodic points are said to be chaotic.

See [4, 6, 10].

Remarks 2.1.

- In the prior definition of hypercyclic, the underlying space is necessarily infinite-dimensional and separable (see, e.g., [12]).

- For a hypercyclic linear operator $A$, the set $HC(A)$ of its hypercyclic vectors is necessarily dense in $X$, and hence, the more so, is the subspace $C^\infty(A) \supseteq HC(A)$.

- Observe that

$$\text{Per}(A) = \bigcup_{N=1}^{\infty} \text{Per}_N(A),$$

where

$$\text{Per}_N(A) = \ker(A^N - I), \quad N \in \mathbb{N}$$

is the subspace of $N$-periodic points of $A$.

- As immediately follows from the inclusions

$$HC(A^n) \subseteq HC(A), \quad \text{Per}(A^n) \subseteq \text{Per}(A), \quad n \in \mathbb{N},$$

if, for a linear operator $A$ in an infinite-dimensional separable Banach space $X$ and some $n \geq 2$, the operator $A^n$ is hypercyclic or chaotic, then $A$ is also hypercyclic or chaotic, respectively.
2.2. Resolvent Set and Spectrum.

For a closed linear operator $A$ in a complex Banach space $X$, the set

$$
\rho(A) := \left\{ \lambda \in \mathbb{C} \mid \exists (A - \lambda I)^{-1} \in L(X) \right\}
$$

($L(X)$ is the space of bounded linear operators on $X$) and its complement $\sigma(A) := \mathbb{C} \setminus \rho(A)$ are called the operator’s resolvent set and spectrum, respectively (see, e.g., [7, 19]).

The spectrum is a closed set in $\mathbb{C}$, which is partitioned into three pairwise disjoint subsets, $\sigma_p(A)$, $\sigma_c(A)$, and $\sigma_r(A)$, called the point, continuous, and residual spectrum of $A$, respectively, as follows:

$$
\sigma_p(A) := \left\{ \lambda \in \mathbb{C} \mid A - \lambda I \text{ is not injective, i.e., } \lambda \text{ is an eigenvalue of } A \right\},
$$

$$
\sigma_c(A) := \left\{ \lambda \in \mathbb{C} \mid A - \lambda I \text{ is injective, not surjective, and } R(A - \lambda I) = X \right\},
$$

$$
\sigma_r(A) := \left\{ \lambda \in \mathbb{C} \mid A - \lambda I \text{ is injective and } R(A - \lambda I) \neq X \right\}
$$

($R(\cdot)$ is the range of an operator and $\overline{\cdot}$ is the closure of a set) (see, e.g., [7, 19]).

Remark 2.1. For an $N \in \mathbb{N}$,

$$
\operatorname{Per}_N(A) = \ker(A^N - I) \neq \{0\}, \; N \in \mathbb{N} \iff 1 \in \sigma_p\left(A^N\right).
$$

3. Sufficient Conditions

3.1. A Sufficient Condition for Linear Hypercyclicity.

The succeeding statement is an extension of Kitai’s criterion for bounded linear operators [9, 15] allows to establish hypercyclicity for (bounded or unbounded) linear operators without explicit construction of hypercyclic vectors for them.

**Theorem 3.1** (Sufficient Condition for Linear Hypercyclicity [4, Theorem 2.1]). Let $X$ be a (real or complex) infinite-dimensional separable Banach space and $A$ be a densely defined linear operator in $X$ such that each power $A^n$ ($n \in \mathbb{N}$) is a closed operator. If there exists a set

$$
Y \subseteq C^\infty(A) := \bigcap_{n=1}^\infty D(A^n)
$$

dense in $X$ and a mapping $B : Y \to Y$ such that

1. $\forall f \in Y : ABf = f$ and
2. $\forall f \in Y : A^n f, B^nf \to 0, \; n \to \infty,$

then the operator $A$ is hypercyclic.

Remark 3.1. Following in the footsteps of [22], the proof of [4, Theorem 2.1] provides a method for construction of hypercyclic vectors, which defines a hypercyclic vector for $A$ via the series

$$
f := \sum_{k=1}^\infty B^{n(k)} f_k,
$$
where \( \{ f_k \}_{k \in \mathbb{N}} \) is a countable dense subset of \( Y \) and \( (n(k))_{k \in \mathbb{N}} \) is a subsequence of natural numbers. Condition (2) secures convergence for the series in (3.1) and condition (1) along with the closedness of the powers of \( A \) assures the fact that
\[
f \in D(A^{n(k)}) \text{ and } A^{n(k)}f = \sum_{j=1}^{k-1} A^{n(k)-n(j)}f_j + f_k + \sum_{j=k+1}^{k-1} B^{n(j)-n(k)}f_j, \quad k \in \mathbb{N}.
\]

Furthermore, condition (2) implies
\[
\|A^{n(k)}f - f_k\| \to 0, \quad k \to \infty,
\]
and hence, the denseness of the hypercyclic vectors in \( X \).

3.2. A Sufficient Condition for Linear Chaos.

From observations that hypothesis (2) of the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1) is frequently satisfied excessively, which results in the chaoticity of the operator in question (see, e.g., [4, 14, 17, 20]), we arrive at

**Theorem 3.2** (Sufficient Condition for Linear Chaos).

Let \( (X, \|\cdot\|) \) be a (real or complex) infinite-dimensional separable Banach space and \( A \) be a densely defined linear operator in \( X \) such that each power \( A^n \) \((n \in \mathbb{N})\) is a closed operator. If there exists a set
\[
Y \subseteq C^\infty(A) := \bigcap_{n=1}^{\infty} D(A^n)
\]
dense in \( X \) and a mapping \( B : Y \to Y \) such that
\[
(1) \quad \forall f \in Y : \ ABf = f \quad \text{and}
\]
\[
(2) \quad \forall f \in Y \exists \alpha = \alpha(f) \in (0, 1), \exists c = c(f, \alpha) > 0 \forall n \in \mathbb{N} : \max (\|A^n f\|, \|B^n f\|) \leq c \alpha^n,
\]
or equivalently,
\[
(3.2) \quad \forall f \in Y : \max (r(A, f), r(B, f)) < 1,
\]
where
\[
r(A, f) := \limsup_{n \to \infty} \|A^n f\|^{1/n} \quad \text{and} \quad r(B, f) := \limsup_{n \to \infty} \|B^n f\|^{1/n},
\]
then the operator \( A \) is chaotic.

**Proof.** Hypothesis (1) of the Sufficient Condition for Linear Chaos (Theorem 3.2) replicating and its hypothesis (2) strengthening their respective counterparts in the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1). We infer by the latter that the operator \( A \) is hypercyclic.

Let \( N \in \mathbb{N} \) and \( f \in Y \) be arbitrary.

By hypothesis (2), the Laurent series
\[
(3.3) \quad \sum_{m=-\infty}^{\infty} \lambda^m B^{mN} f = \sum_{m=1}^{\infty} \lambda^{-m} A^{mN} f + f + \sum_{m=1}^{\infty} \lambda^m B^{mN} f
\]
(B^0 := I and B^{-mN} := A^{mN}, m \in \mathbb{N}) converges for all \( \lambda \in \mathbb{F} \) (\( \mathbb{F} := \mathbb{R} \) or \( \mathbb{F} := \mathbb{C} \)) with

\[
(3.4) \quad r(A^N, f) < |\lambda| < 1 / r(B^N, f) \quad (1/0 := \infty),
\]

where

\[
(3.5) \quad r(A^N, f) = \limsup_{m \to \infty} \|A^{mN} f\|^{1/m} = \limsup_{m \to \infty} \left(\left\|A^{mN} f\right\|^{1/(mN)}\right)^N \leq \limsup_{m \to \infty} \left(\left\|A^m f\right\|^{1/m}\right)^N = r(A, f)^N < 1
\]

and

\[
(3.5) \quad r(B^N, f) = \limsup_{m \to \infty} \|B^{mN} f\|^{1/m} = \limsup_{m \to \infty} \left(\left\|B^{mN} f\right\|^{1/(mN)}\right)^N \leq \limsup_{m \to \infty} \left(\left\|B^m f\right\|^{1/m}\right)^N = r(B, f)^N < 1,
\]

in particular for \( \lambda = 1 \).

Thus, the vector

\[
(3.6) \quad f_N := \sum_{m = -\infty}^{\infty} B^{mN} f = \sum_{m=1}^{\infty} A^{mN} f + f + \sum_{m=1}^{\infty} B^{mN} f \in X
\]

is well defined.

Since, by hypothesis (1),

\[
\sum_{m = -\infty}^{\infty} A^N B^{mN} f = \sum_{m=-\infty}^{\infty} B^{(m-1)N} f = f_N,
\]

by the closedness of the operator \( A^N \), we infer that

\[
f_N \in D(A^N) \quad \text{and} \quad A^N f_N = f_N,
\]

(see, e.g., [19]), and hence, \( f_N \) is an \( N \)-periodic point for \( A \).

Further, by hypothesis (2)

\[
\exists \alpha = \alpha(f) \in (0, 1), \exists \ c = c(f, \alpha) > 0 \ \forall m \in \mathbb{N} : \max \left(\|A^{mN} f\|, \|B^{mN} f\|\right) \leq c \alpha^{mN} = c(\alpha^N)^m,
\]

where \( 0 < \alpha^N \leq \alpha < 1 \), and hence,

\[
\|f_N - f\| = \left\| \sum_{m=1}^{\infty} A^{mN} f + \sum_{m=1}^{\infty} B^{mN} f \right\| \leq \sum_{m=1}^{\infty} \|A^{mN} f\| + \sum_{m=1}^{\infty} \|B^{mN} f\| \leq 2c \left(\sum_{m=1}^{\infty} (\alpha^N)^m\right) = 2c \frac{\alpha^N}{1 - \alpha^N} \to 0, \ N \to \infty.
\]

In view of the denseness of \( Y \) in \( X \), we infer that the set \( \text{Per}(A) \) of periodic points of \( A \) is also dense in \( X \), which implies that the operator \( A \) is chaotic and completes the proof. \( \square \)
Remarks 3.1.

- The proof of the Sufficient Condition for Linear Chaos (Theorem 3.2) offers an approach to construction of periodic points, which defines an $N$-periodic point for $A$ via Laurent series (3.6), where $y \in Y$ and $N \in \mathbb{N}$ arbitrary.

Condition (2) secures convergence for the series in (3.6) and condition (1) along with the closedness of the powers of $A$ assure the fact that

$$f_N \in D(A^N) \quad \text{and} \quad A^N f_N = f_N.$$  

Furthermore, condition (2) implies

$$\|f_N - f\| \to 0, \quad N \to \infty,$$

and hence, the denseness of the periodic points in $X$.

- If, in the Sufficient Condition for Linear Chaos (Theorem 3.2),

$$\exists M \in \mathbb{N} : \ker A^M \cap Y \neq \{0\},$$

for any $N \geq M$, an $N$-periodic point for $A$, defined via Laurent series (3.6) based on a vector

$$f \in (\ker A^M \cap Y) \setminus \{0\},$$

in view of

$$A^{mN} f = 0, \quad m \in \mathbb{N},$$

is actually given by the power series

$$f_N := \sum_{m=0}^{\infty} B^{mN} f.$$  

(3.8)

- The operator $A$ in the Sufficient Condition for Linear Chaos (Theorem 3.2) meets hypothesis (2) when

$$Y \subseteq \bigcup_{n=1}^{\infty} \ker A^n,$$

in which case,

$$\forall f \in Y \ \exists M = M(f) \in \mathbb{N} \ \forall n \geq M : \ A^n f = 0.$$  

- The mapping $B : Y \to Y$ in the Sufficient Condition for Linear Chaos (Theorem 3.2) meets hypothesis (2) when it is the restriction to $Y$ of a bounded linear operator $B : X \to X$ with

$$r(B) = \lim_{n \to \infty} \|B^n\|^{1/n} < 1$$

($r(\cdot)$ is the spectral radius of an operator, here and henceforth, $\| \cdot \|$ also stands for the operator norm) (see, e.g., [7, 19]).
In this case,
\[ \forall f \in X : \limsup_{n \to \infty} \|B^n f\|^{1/n} \leq \limsup_{n \to \infty} (\|B^n\| \|f\|)^{1/n} = \lim_{n \to \infty} \|B^n\|^{1/n} \lim_{n \to \infty} \|f\|^{1/n} \leq r(B) < 1 \]

In particular, if \( \|B\| < 1 \), by Gelfand’s spectral radius theorem (see, e.g., [19]),
\[ r(B) \leq \|B\| < 1, \]
and hence,
\[ \exists \alpha := \|B\| \in (0, 1) \forall f \in X : \exists c = c(f) := \|f\| + 1 > 0 \forall n \in \mathbb{N} : \|B^n f\| \leq \|B^n\| \|f\| \leq \|B\|^n \|f\| \leq \alpha^n. \]

When the bounded linear operator \( B : X \to X \) is quasinilpotent, i.e.,
\[ r(B) = \lim_{n \to \infty} \|B^n\|^{1/n} = 0, \]
(see, e.g., [19]), we have:
\[ \forall f \in X : 0 \leq \limsup_{n \to \infty} \|B^n f\|^{1/n} \leq \limsup_{n \to \infty} (\|B^n\| \|f\|)^{1/n} = \lim_{n \to \infty} \|B^n\|^{1/n} \lim_{n \to \infty} \|f\|^{1/n} = 0 < 1. \]

- For an unbounded linear operator \( A \), verifying the closedness of all powers \( A^n (n \in \mathbb{N}) \) in the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1) or the Sufficient Condition for Linear Chaos (Theorem 3.2) may present more of a challenge than checking other hypotheses (cf. [17]).

- The Sufficient Condition for Linear Chaos (Theorem 3.2) allows to establish chaoticity for (bounded or unbounded) linear operators without explicit construction of both hypercyclic vectors and a dense set of periodic points for them (see [17]).

Examples 3.1.

1. Consistently with [10, 22], the Sufficient Condition for Linear Chaos (Theorem 3.2) applies to the bounded weighted backward shifts
\[ A(x_k)_{k \in \mathbb{N}} := w(x_{k+1})_{k \in \mathbb{N}} \quad (|w| > 1) \]
in the (real or complex) sequence space \( X := l_p (1 \leq p < \infty) \) of \( p \)-summable sequences or \( X := c_0 \) of vanishing sequences, the latter equipped with the supremum norm
\[ c_0 \ni x := (x_k)_{k \in \mathbb{N}} \mapsto \|x\|_\infty := \sup_{k \in \mathbb{N}} |x_k|, \]
as well as, consistently with [20], to their unbounded counterparts
\[ A(x_k)_{k \in \mathbb{N}} := (w^k x_{k+1})_{k \in \mathbb{N}} \quad (|w| > 1) \]
with maximal domain.
In both cases,

$$Y := c_{00} = \bigcup_{n=1}^{\infty} \ker A^n,$$

where $c_{00}$ is the dense in $X$ subspace of eventually zero sequences and

$$\ker A^n = \text{span} \left\{ e_k \mid 1 \leq k \leq n \right\}, \quad n \in \mathbb{N},$$

with $e_n := (\delta_{nk})_{k \in \mathbb{N}}$ ($\delta_{nk}$ is the Kronecker delta).

In the former case, the mapping $B : Y \to Y$ is the restriction to $Y$ of the bounded linear operator

$$X \ni (x_k)_{k \in \mathbb{N}} \mapsto B(x_k)_{k \in \mathbb{N}} := w^{-1} (x_{k-1})_{k \in \mathbb{N}} \in X \quad (x_0 := 0),$$

for which

$$ABx = x, \quad x \in X,$$

and

$$\|B\| = |w|^{-1} < 1$$

(see, e.g., [19]).

In the latter case, the mapping $B : Y \to Y$ is the restriction to $Y$ of the quasinilpotent operator

$$X \ni (x_k)_{k \in \mathbb{N}} \mapsto B(x_k)_{k \in \mathbb{N}} := \left( w^{-(k-1)} x_{k-1} \right)_{k \in \mathbb{N}} \in X \quad (x_0 := 0),$$

for which

$$ABx = x, \quad x \in X,$$

and

$$\|B^n\| \leq \prod_{j=1}^{n} |w|^{-j} = |w|^{-\frac{n(n+1)}{2}}, \quad n \in \mathbb{N},$$

[20], which implies that

$$\lim_{n \to \infty} \|B^n\|^{1/n} = 0.$$  \hspace{1cm} (3.12)$$

2. Consistently with [17], the Sufficient Condition for Linear Chaos (Theorem 3.2) also applies to the differentiation operator

$$Df := f'$$

with maximal domain $D(D) := C^1[a,b]$ in the space $C[a,b]$ ($-\infty < a < b < \infty$) equipped with the maximum norm

$$C[a,b] \ni f \mapsto \|f\|_{\infty} := \max_{a \leq x \leq b} |f(x)|.$$  

In this case,

$$Y := P = \bigcup_{n=1}^{\infty} \ker D^n,$$

where $P$ is the dense in $C[a,b]$ subspace of polynomials and

$$\ker D^n = \left\{ f \in P \mid \deg f \leq n - 1 \right\}, \quad n \in \mathbb{N},$$

with

$$e_n := (\delta_{nk})_{k \in \mathbb{N}}$$

(\delta_{nk} is the Kronecker delta).
and the mapping $B : Y \to Y$ is the restriction to $Y$ of the quasinilpotent Volterra integration operator
\[ (Bf)(x) := \int_a^x f(t) \, dt, \quad f \in C[a, b], \quad x \in [a, b], \]
(see, e.g., [19]) for which
\[ ABf = f, \quad f \in C[a, b], \] (3.13)
and
\[ \lim_{n \to \infty} \|B^n\|^{1/n} = 0. \] (3.14)

3. The subspace
\[ \text{Per}_N(D) = \ker(D^N - I), \quad N \in \mathbb{N}, \]
of $N$-periodic points for the differentiation operator $D$ of the prior example (see Remarks 2.1) is found from the differential equation
\[ f^{(n)} = f, \]
and hence, provided the space $C[a, b]$ is complex, is the $N$-dimensional subspace
\[ \text{span} \left\{ e^{\lambda_1 x}, \ldots, e^{\lambda_N x} \right\} \]
of $C[a, b]$, where $\lambda_k$, $k = 1, \ldots, N$, are the distinct values of $\sqrt[1]{1}$. For the real space $C[a, b]$, the subspace $\text{Per}_N(A)$ is also $N$-dimensional, its basis obtained by separating the real and imaginary parts of the foregoing exponentials, in view of the fact that essentially complex $N$th roots of 1 occur in conjugate pairs $\lambda$, $\overline{\lambda}$, each pair contributing two exponential-trigonometric functions
\[ e^{\text{Re} \lambda x} \cos(\text{Im} \lambda x) \quad \text{and} \quad e^{\text{Re} \lambda x} \sin(\text{Im} \lambda x). \]

The following demonstrates the construction of 2-periodic points for $D$.

For an arbitrary
\[ f \in \ker D^2 \subset P =: Y, \]
we have:
\[ f(x) = f(a) + f'(a)(x - a), \quad x \in [a, b], \]
and
\[ (B^m f)(x) = f(a)\frac{(x - a)^{2m}}{(2m)!} + f'(a)\frac{(x - a)^{2m+1}}{(2m + 1)!}, \quad m \in \mathbb{Z}_+, \quad x \in [a, b], \]
Hence, the corresponding 2-periodic point for $D$ is
\[ f_2(x) = \left[ \sum_{m=0}^{\infty} B^{2m} f \right](x) = f(a) \sum_{m=0}^{\infty} \frac{(x - a)^{2m}}{(2m)!} + f'(a) \sum_{m=0}^{\infty} \frac{(x - a)^{2m+1}}{(2m + 1)!} \]
\[ = f(a) \cosh x + f'(a) \sinh x \]
\[ = f(a) \frac{e^x - e^{-x}}{2} + f'(a) \frac{e^x - e^{-x}}{2}, \quad x \in [a, b], \]
which is consistent with the fact that
\[ \text{Per}_2(D) = \ker(D^2 - I) = \text{span} \left\{ e^x, e^{-x} \right\} \]
4. Necessary Conditions

4.1. Inverses, Powers, and Multiples.

As is known [12, Proposition 2.23], a bounded linear operator $A$ on a Banach space $X$, whose inverse $A^{-1}$ is a bounded linear operator on $X$, is hypercyclic iff $A^{-1}$ is. The following generalization of the “only if” part is a direct corollary of the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1).

**Corollary 4.1** (Hypercyclicity of Inverse).

If, for a hypercyclic linear operator $A$ in a (real or complex) infinite-dimensional separable Banach space $X$ subject to the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1), there exist an inverse $A^{-1}$, which is a bounded linear operator on $X$, then $A^{-1}$ is hypercyclic.

**Proof.** Suppose that a hypercyclic linear operator $A$ in a (real or complex) infinite-dimensional separable Banach space $X$ is subject to the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1) and there exist an inverse $A^{-1}$, which is a bounded linear operator on $X$.

By hypothesis (1) of the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1),

$$(4.1) \quad \forall f \in Y : A^{-1}f = A^{-1}(ABf) = (A^{-1}A)Bf = Bf,$$

which implies that $B$ is the restriction of $A^{-1}$ to $Y$.

Further, for the dense set $Y$, since $Y \subseteq C^\infty(A)$,

$$A : Y \to Y$$

and, by hypotheses (1) and (2) of the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1), we have:

1. $\forall f \in Y : A^{-1}Af = f$ and
2. $\forall f \in Y : (A^{-1})^n f = B^n f \to 0$, $m \to \infty$,

and

$$A^n f \to 0$$, $m \to \infty$.

Thus, with $A^{-1}$ and $A$ assuming the roles of $A$ and $B$, respectively, by the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1), the inverse operator $A^{-1}$ is hypercyclic.

**Corollary 4.2** (Chaoticity of Inverse).

If, for a chaotic linear operator $A$ in a (real or complex) infinite-dimensional separable Banach space $(X, \| \cdot \|)$ subject to the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1), there exist an inverse $A^{-1}$, which is a bounded linear operator on $X$, then $A^{-1}$ is chaotic.
Proof. Suppose that a chaotic linear operator \( A \) in a (real or complex) infinite-dimensional separable Banach space \((X, \| \cdot \|)\) is subject to the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1) and there exist an inverse \( A^{-1} \), which is a bounded linear operator on \( X \).

As is shown in the proof of the prior statement (see (4.1)), \( B \) is the restriction of \( A^{-1} \) to \( Y \).

Further, for the dense set \( Y \), since \( Y \subseteq C^\infty(A) \),

\[
A : Y \to Y
\]

and, by hypotheses (1) and (2) of the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1), we have:

1. \( \forall f \in Y : A^{-1}Af = f \) and
2. \( \forall f \in Y \exists \alpha = \alpha(f) \in (0, 1), \exists c = c(f, \alpha) > 0 \forall n \in \mathbb{N} : \max \left( \| (A^{-1})^n f \|, \| A^n f \| \right) = \max (\| B^n f \|, \| A^n f \|) \leq c\alpha^n. \)

Thus, with \( A^{-1} \) and \( A \) assuming the roles of \( A \) and \( B \), respectively, by the Sufficient Condition for Linear Chaos (Theorem 3.2), the inverse operator \( A^{-1} \) is chaotic. \( \Box \)

Remark 4.1. Provided the underlying space is complex, the existence of an inverse \( A^{-1} \), which is a bounded linear operator on \( X \), is equivalent to \( 0 \in \rho(A) \) (see Preliminaries).

As follows from [1, Theorem 1] and [16, Corollary 3], respectively, for a bounded linear hypercyclic operator \( A \) on a Banach space, its every power \( A^n \) (\( n \in \mathbb{N} \)) and unimodular multiple \( \lambda A \) (\( |\lambda| = 1 \)) are hypercyclic as well. These conclusions can be easily extended to the unbounded linear hypercyclic operators subject to the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1). The following two statements are direct corollaries of the latter.

Corollary 4.3 (Hypercyclicity of Powers).
For a hypercyclic linear operator \( A \) in a (real or complex) infinite-dimensional separable Banach space \( X \) subject to the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1), each power \( A^n \) (\( n \in \mathbb{N} \)) is hypercyclic.

Proof. If a hypercyclic linear operator \( A \) in a (real or complex) infinite-dimensional separable Banach space \( X \) is subject to the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1), then so is its power \( A^n \) for each \( n \in \mathbb{N} \).

Indeed, let \( n \in \mathbb{N} \) be arbitrary. Then, for the dense set \( Y \),

\[
Y \subseteq C^\infty(A) = C^\infty(A^n)
\]

and the mapping \( B^n : Y \to Y \).

Further, by conditions (1) and (2) of the Sufficient Condition for Linear Hypercyclicity (Theorem 3.1), we have:
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\[ (1) \ \forall f \in Y : \ A^n B^n f = A^{n-1}(AB^n f) = A^{n-1}((AB)B^{n-1} f) = A^{n-1}B^{n-1} f = \cdots = AB f = f \]

and

\[ (2) \ \forall f \in Y : \ (A^n)^m f = A^{mn} f \to 0, \ m \to \infty, \]

and

\[ (B^n)^m f = B^{mn} f \to 0, \ m \to \infty. \]

Hence, by the \textit{Sufficient Condition for Linear Hypercyclicity} (Theorem 3.1), each power \( A^n \ (n \in \mathbb{N}) \) is hypercyclic. \[ \square \]

\textbf{Corollary 4.4 (Hypercyclicity of Multiples).}

For a hypercyclic linear operator \( A \) in a (real or complex) infinite-dimensional separable Banach space \((X, \| \cdot \|)\) subject to the \textit{Sufficient Condition for Linear Hypercyclicity} (Theorem 3.1), each unimodular multiple \( \lambda A \ (|\lambda| = 1) \) is hypercyclic.

\textbf{Proof.} If a hypercyclic linear operator \( A \) in a (real or complex) infinite-dimensional separable Banach space \((X, \| \cdot \|)\) is subject to the \textit{Sufficient Condition for Linear Hypercyclicity} (Theorem 3.1), then so is its multiple \( \lambda A \) for each \( \lambda \in \mathbb{F} \) with \( |\lambda| = 1 \).

Indeed, let \( \lambda \in \mathbb{F} \) with \( |\lambda| = 1 \) be arbitrary. Then, for the dense set \( Y \),

\[ Y \subseteq C^\infty(A) = C^\infty(A^n) \]

and the mapping \( \lambda^{-1} B : Y \to Y \).

Further, by conditions (1) and (2) of the \textit{Sufficient Condition for Linear Hypercyclicity} (Theorem 3.1), we have:

\[ (1) \ \forall f \in Y : \ (\lambda A)(\lambda^{-1} B)f = (\lambda \lambda^{-1}) AB f = AB f = f \]

and

\[ (2) \ \forall f \in Y : \quad \|(\lambda A)^n f\| = |\lambda|^n \| A^n f\| = \| A^n f\| \to 0, \ n \to \infty, \]

and

\[ \|(\lambda^{-1} B)^n f\| = |\lambda^{-1}|^n \| B^n f\| = \| B^n f\| \to 0, \ n \to \infty. \]

Thus, by the \textit{Sufficient Condition for Linear Hypercyclicity} (Theorem 3.1), each unimodular multiple \( \lambda A \ (|\lambda| = 1) \) is hypercyclic. \[ \square \]

The subsequent counterparts of the two prior statements are immediate implications of the \textit{Sufficient Condition for Linear Chaos} (Theorem 3.2).

\textbf{Corollary 4.5 (Chaoticity of Powers).}

For a chaotic linear operator \( A \) in a (real or complex) infinite-dimensional separable Banach space \((X, \| \cdot \|)\) subject to the \textit{Sufficient Condition for Linear Chaos} (Theorem 3.2), each power \( A^n \ (n \in \mathbb{N}) \) is chaotic.
Proof. If a chaotic linear operator $A$ in a (real or complex) infinite-dimensional separable Banach space $(X, \| \cdot \|)$ is subject to the Sufficient Condition for Linear Chaos (Theorem 3.2), then so is each power $A^n$ then so is its power $A^n$ for each $n \in \mathbb{N}$.

Indeed, let $n \in \mathbb{N}$ be arbitrary. Then, for the dense set $Y$,

$$Y \subseteq C^\infty(A) = C^\infty(A^n)$$

and the mapping $B^n : Y \to Y$.

Further, by conditions (1) and (2) of the Sufficient Condition for Linear Chaos (Theorem 3.2), we have:

1. \( \forall f \in Y : A^n B^n f = f \) (see the proof of Corollary 4.3) and
2. \( \forall f \in Y \exists \alpha = \alpha(f) \in (0, 1), \exists c = c(\alpha) > 0 \forall m \in \mathbb{N} : \max (\| (A^n)^m f \|, \| (B^n)^m f \|) = \max (\| A^{mn} f \|, \| B^{mn} f \|) \leq c \alpha^n = c(\alpha^n)^m, \)

where \( 0 < \alpha^n \leq \alpha < 1 \).

Thus, by the Sufficient Condition for Linear Chaos (Theorem 3.2), each power $A^n$ ($n \in \mathbb{N}$) is chaotic.

Corollary 4.6 (Chaoticity of Multiples).

For a chaotic linear operator $A$ in a (real or complex) infinite-dimensional separable Banach space $(X, \| \cdot \|)$ subject to the Sufficient Condition for Linear Chaos (Theorem 3.2), each multiple $\lambda A$ ($|\lambda| \geq 1$) is chaotic.

Proof. If a chaotic linear operator $A$ in a (real or complex) infinite-dimensional separable Banach space $(X, \| \cdot \|)$ is subject to the Sufficient Condition for Linear Chaos (Theorem 3.2), then so is its multiple $\lambda A$ for each $\lambda \in \mathbb{F}$ with $|\lambda| \geq 1$.

Indeed, let $\lambda \in \mathbb{F}$ with $|\lambda| = 1$ be arbitrary. Then, for the dense set $Y$,

$$Y \subseteq C^\infty(A) = C^\infty(A^n)$$

and the mapping $\lambda^{-1} B : Y \to Y$.

Further, by conditions (1) and (2), we have:

1. \( \forall f \in Y : (\lambda A)(\lambda^{-1} B)f = (\lambda \lambda^{-1})ABf = ABf = f \) and
2. \( \forall f \in Y \exists \alpha = \alpha(f) \in (0, 1), \exists c = c(\alpha) > 0 \forall n \in \mathbb{N} : \max (\| (\lambda^{-1} A)^n f \|, \| (\lambda^{-1} B)^n f \|) = |\lambda^{-1}|^n \max (\| A^n f \|, \| B^n f \|) \leq |\lambda^{-1}|^n c \alpha^n = c(|\lambda^{-1}| \alpha^n) \)

where \( 0 < |\lambda^{-1}| \alpha \leq \alpha < 1 \).

Thus, by the Sufficient Condition for Linear Chaos (Theorem 3.2), each multiple $\lambda A$ ($|\lambda| \geq 1$) is chaotic.
4.2. Spectral Properties.

The following statement transfers certain conditions necessary for the hypercyclicity of bounded linear operators on Banach spaces, summarized in [2, 12], to their unbounded counterparts.

Proposition 4.1 (Necessary Conditions for Linear Hypercyclicity).

If a densely defined closed linear operator \( A \) in an infinite-dimensional separable Banach space \((X, \| \cdot \|)\) is hypercyclic, then each of the following statements holds.

1. For each \( g^* \in C^\infty(A^*) := \bigcap_{n=1}^\infty D((A^*)^n) \setminus \{0\} \), its orbit \( \text{orb}(g^*, A^*) \) under \( A^* \) is unbounded.

2. The adjoint operator \( A^* \) has no eigenvalues, i.e., \( \sigma_p(A^*) = \emptyset \) provided the underlying space is complex.

3. \( \forall \lambda \in \mathbb{F} : \mathbb{R}(A - \lambda I) = X \).

4. \( \sigma_r(A) = \emptyset \) provided the underlying space is complex.

Proof. Suppose that a densely defined closed linear operator in an infinite-dimensional separable Banach space \((X, \| \cdot \|)\) is hypercyclic.

The adjoint operator \( A^* \), acting in the dual space \( X^* \), is well defined since \( A \) is densely defined (see Remarks 2.1). Our proof of part (1) by contradiction extends that of [12, Proposition 5.1 (ii)] to the unbounded case.

Assume that there exists a \( g^* \in C^\infty(A^*) \setminus \{0\} \), for which

\[
\text{orb}(g^*, A^*) := \{(A^*)^ng^*\}_{n \in \mathbb{Z}_+}
\]

is bounded, i.e.,

\[
\sup_{n \in \mathbb{Z}_+} \|(A^*)^ng^*\| < \infty.
\]

Let \( f \in C^\infty(A) \setminus \{0\} \) be a hypercyclic vector for \( A \). Then

\[
\forall n \in \mathbb{Z}_+ : \langle A^nf, g^* \rangle = \langle A^{n-1}f, A^*g^* \rangle = \cdots = \langle f, (A^*)^ng^* \rangle
\]

(\( \langle \cdot, \cdot \rangle \) is the pairing between \( X \) and \( X^* \), \( A^0 := I \) and \( (A^*)^0 := I \), here and henceforth, the same symbol \( I \) is used to designate the identity operator in both \( X \) and \( X^* \)), and hence,

\[
\sup_{n \in \mathbb{Z}_+} \|(A^nf, g^*)\| = \sup_{n \in \mathbb{Z}_+} |\langle f, (A^*)^ng^* \rangle| \leq \sup_{n \in \mathbb{Z}_+} (A^*)^ng^* \|f\| < \infty.
\]

The latter contradicts the fact that, in view of the hypercyclicity of \( f \) and \( g^* \neq 0 \), the set

\[
\{(A^nf, g^*)\}_{n \in \mathbb{Z}}
\]

is dense in \( \mathbb{F} \), proving part (1).

Our proof of part (2) by contradiction extends those of [2, Proposition 1.17] and [12, Lemma 2.53 (a)] to the unbounded case and that of [21, Lemma 1] to a Banach space setting.
Assume that the adjoint operator \( A^* \) has an eigenvalue \( \lambda \in \mathbb{F} \), i.e.,
\[
\exists g \in X^* \setminus \{0\} : A^* g = \lambda g,
\]
and hence,
\[
g^* \in C^\infty(A^*) \setminus \{0\} \quad \text{and} \quad \forall n \in \mathbb{N} : (A^*)^n g^* = \lambda^n g^*.
\]
Let \( f \in C^\infty(A) \setminus \{0\} \) be a hypercyclic vector for \( A \). Then
\[
\forall n \in \mathbb{Z}_+: \langle A^n f, g^* \rangle = \langle A^{n-1} f, A^* g^* \rangle = \cdots = \langle f, (A^*)^n g^* \rangle = \langle f, \lambda^n g^* \rangle = \lambda^n \langle f, g^* \rangle \quad (0^0 := 1).
\]
The latter contradicts the fact that, in view of the hypercyclicity of \( f \) and \( g^* \neq 0 \), the set
\[
\{\langle A^n f, g^* \rangle\}_{n \in \mathbb{Z}}
\]
is dense in \( \mathbb{F} \), proving part (2).

The equivalence
\[
(2) \iff (3)
\]
follows the facts that, for an arbitrary \( \lambda \in \mathbb{F} \),
\[
(A - \lambda I)^* = A^* - \lambda I
\]
and, by the [11, Theorem II.3.7],
\[
\ker(A^* - \lambda I) = \ker((A - \lambda I)^*) = \{0\} \iff \overline{R(A - \lambda I)} = X.
\]
The implication
\[
(3) \Rightarrow (4)
\]
instantly follows from the definition of residual spectrum (see Preliminaries).

Converting the **Necessary Conditions for Linear Hypercyclicity** (Proposition 4.1) into equivalent contrapositive, we obtain the subsequent

**Corollary 4.7** (Non-Hypercyclicity Test).

A densely defined closed linear operator \( A \) in an infinite-dimensional separable Banach space \((X, \| \cdot \|)\) is non-hypercyclic if any of the following statements holds.

- (1) There exists a \( g^* \in C^\infty(A^*) := \bigcap_{n=0}^\infty D((A^*)^n) \setminus \{0\} \) such that its orbit \( \text{orb}(g^*, A^*) \) under \( A^* \) is bounded.
- (2) The adjoint operator \( A^* \) has eigenvalues, i.e., \( \sigma_p(A^*) \neq \emptyset \) provided the underlying space is complex.
- (3) \( \exists \lambda \in \mathbb{F} : \overline{R(A - \lambda I)} \neq X \).
- (4) \( \sigma_r(A) \neq \emptyset \) provided the underlying space is complex.

**Remark 4.2.** Parts (2)–(4) of the **Necessary Conditions for Linear Hypercyclicity** (Proposition 4.1) and the **Non-Hypercyclicity Test** (Corollary 4.7) extend [21, Lemma 1] and [21, Proposition 1] to a Banach space setting.

The **Sufficient Condition for Linear Chaos** (Theorem 3.2) has essential spectral outcomes, summarized in the next statement.
Theorem 4.1 (Spectral Properties).
Let $A$ be a chaotic linear operator in a complex infinite-dimensional separable Banach space $(X, \| \cdot \|)$.

(1) If $A$ is subject to the Sufficient Condition for Linear Chaos (Theorem 3.2), then

\[(4.2) \quad \forall f \in Y \setminus \{0\}, \forall r \in (r(A, f), 1), R \in (1, 1/r(B, f)) \exists M \in \mathbb{N} \forall n \geq M : \{\lambda \in \mathbb{C} | \| \lambda \| = 1\} \subseteq \{\lambda \in \mathbb{C} | r^n \leq |\lambda| \leq R^n\} \subseteq \sigma_p(A^n),\]

and hence,

\[(4.3) \quad \forall f \in Y \setminus \{0\}, \forall \lambda \in \mathbb{C} with r(A, f) < |\lambda| < 1/r(B, f) \exists M \in \mathbb{N} \forall n \geq M : \lambda \in \sigma_p(A^n).\]

(2) If $A$ is subject to the Sufficient Condition for Linear Chaos (Theorem 3.2) with the following stronger version of hypothesis (2):

\[(2^*) \quad \exists \alpha \in (0, 1) \forall f \in Y \exists c = c(f, \alpha) > 0 \forall n \in \mathbb{N} : \max (\| A^n f \|, \| B^n f \|) \leq c \alpha^n,\]

or equivalently,

\[\exists \beta \in (0, 1) \forall f \in Y : \max (r(A, f), r(B, f)) \leq \beta,\]

then

\[(4.4) \quad \forall \gamma \in (0, 1) \exists M \in \mathbb{N} \forall n \geq M : \{\lambda \in \mathbb{C} | \| \lambda \| \leq 1/\gamma^n\} \subseteq \sigma_p(A^n),\]

and hence,

\[(4.5) \quad \forall \lambda \in \mathbb{C} with \alpha < |\lambda| < 1/\alpha \exists M \in \mathbb{N} \forall n \geq M : \lambda \in \sigma_p(A^n).\]

(3) If $A$ is subject to the Sufficient Condition for Linear Chaos (Theorem 3.2) with the following stronger version of hypothesis (2*):

\[(2^{**}) \quad \forall f \in Y, \forall \alpha \in (0, 1) \exists c = c(f, \alpha) > 0 \forall n \in \mathbb{N} : \max (\| A^n f \|, \| B^n f \|) \leq c \alpha^n,\]

or equivalently,

\[\forall f \in Y : r(A, f) = r(B, f) = 0,\]

then

\[(4.6) \quad \forall \gamma \in (0, 1) \exists M \in \mathbb{N} \forall n \geq M : \{\lambda \in \mathbb{C} | \| \lambda \| \leq 1/\gamma^n\} \subseteq \sigma_p(A^n),\]

and hence,

\[(4.7) \quad \forall \lambda \in \mathbb{C} \setminus \{0\} \exists M \in \mathbb{N} \forall n \geq M : \lambda \in \sigma_p(A^n).\]

(4) If $A$ is subject to the Sufficient Condition for Linear Chaos (Theorem 3.2) with the following stronger version of hypothesis (2):
(2') (a) \( \forall f \in Y \ \exists N = N(f) \in \mathbb{N} \ \forall n \geq N : A^n f = 0, \)

or equivalently,

\[
Y \subseteq \bigcup_{n=1}^{\infty} \ker A^n,
\]

and

(b) \( \forall f \in Y \ \exists \alpha = \alpha(f) \in (0, 1), \ \exists c = c(f, \alpha) > 0 \ \forall n \in \mathbb{N} : \|B^n f\| \leq c \alpha^n, \)

then

\[
\forall f \in Y \setminus \{0\}, \ \forall R \in (1, 1/r(B, f)) \ \exists M \in \mathbb{N} \ \forall n \geq M : \{\lambda \in \mathbb{C} | |\lambda| \leq 1\} \subset \{\lambda \in \mathbb{C} | |\lambda| \leq R^n\} \subseteq \sigma_p(A^n),
\]

and hence,

\[
\forall f \in Y \setminus \{0\}, \ \forall \lambda \in \mathbb{C} \text{ with } |\lambda| < 1/r(B, f) \ \exists M \in \mathbb{N} \ \forall n \geq M : \lambda \in \sigma_p(A^n).
\]

(5) If \( A \) is subject to the Sufficient Condition for Linear Chaos (Theorem 3.2) with the following stronger version of hypothesis (2):

\( (2^{*}) \)  \( \forall f \in Y \ \exists N = N(f) \in \mathbb{N} \ \forall n \geq N : A^n f = 0 \) and

(b) \( \exists \alpha \in (0, 1) \ \forall f \in Y \ \exists c = c(f, \alpha) > 0 \ \forall n \in \mathbb{N} : \|B^n f\| \leq c \alpha^n, \)

then

\[
\forall f \in Y \setminus \{0\}, \forall \lambda \in \mathbb{C} \text{ with } |\lambda| < 1/\alpha \ \exists M \in \mathbb{N} \ \forall n \geq M : \lambda \in \sigma_p(A^n).
\]

(6) If \( A \) is subject to the Sufficient Condition for Linear Chaos (Theorem 3.2) with the following stronger version of hypothesis (2):

\( (2^{**}) \)  \( \forall f \in Y \ \exists N = N(f) \in \mathbb{N} \ \forall n \geq N : A^n f = 0 \) and

(b) \( \forall f \in Y, \forall \alpha \in (0, 1) \ \exists c = c(f, \alpha) > 0 \ \forall n \in \mathbb{N} : \|B^n f\| \leq c \alpha^n, \)

then

\[
\forall f \in Y \setminus \{0\}, \forall \lambda \in \mathbb{C} \text{ with } |\lambda| < 1/\alpha \ \exists M \in \mathbb{N} \ \forall n \geq M : \lambda \in \sigma_p(A^n).
\]

(7) If \( A \) is subject to the Sufficient Condition for Linear Chaos (Theorem 3.2), with

(a) the mapping \( B : Y \to Y \) being the restriction to \( Y \) of a bounded linear operator \( B : X \to X \), for which hypothesis (1) stands for all \( f \in X \), i.e.,

\[
\forall f \in X : ABf = f,
\]
and

\[
\forall n \in \mathbb{N} : \ker A^n \cap R(B^n) = \{0\};
\]

(b) hypotheses \((2'(a))\) (same as \((2''(a))\) and \((2'''(a))\)) and \((2'(b))\), or \((2''(b))\), or \((2'''(b))\), respectively, standing for all \(f \in X\),

then

(i) \(\ker A \neq \{0\}\);

(ii) inclusions

\[
\forall f \in \ker A \setminus \{0\}, \forall n \in \mathbb{N} : \quad C(f, n) := \{ \lambda \in \mathbb{C} \mid |\lambda| < 1/r(B^n, f) \} \subseteq \sigma_p(A^n),
\]

or inclusions

\[
\forall n \in \mathbb{N} : \quad C(\alpha, n) := \{ \lambda \in \mathbb{C} \mid |\lambda| < 1/\alpha^n \} \subseteq \sigma_p(A^n),
\]

or equalities

\[
\forall n \in \mathbb{N} : \quad \sigma(A^n) = \sigma_p(A^n) = \mathbb{C},
\]

respectively, hold; and

(iii)

\[
\dim \ker (A^n - \lambda I) = \dim \ker A^n,
\]

the mapping

\[
\ker A^n \ni f_{n,0} \mapsto f_{n,\lambda} := \sum_{m=-\infty}^{\infty} \lambda^m B^{mn} f_{n,0} \in \ker (A^n - \lambda I) \quad (0^0 := 1)
\]

being an isomorphism between \(\ker A^n\) and \(\ker (A^n - \lambda I)\), for all \(n \in \mathbb{N}\) and \(\lambda \in C(f, n)\), or \(\lambda \in C(\alpha, n)\), or \(\lambda \in \mathbb{C}\), respectively.

Proof.

(1) Suppose that \(A\) is subject to the Sufficient Condition for Linear Chaos (Theorem 3.2).

Let \(f \in Y \setminus \{0\}\) be arbitrary.

By hypothesis \((2)\) of the Sufficient Condition for Linear Chaos (Theorem 3.2), the vector

\[
f_{n,\lambda} := \sum_{m=-\infty}^{\infty} \lambda^m B^{mn} f
\]

\[
= \sum_{m=1}^{\infty} \lambda^{-m} A^{mn} f + f + \sum_{m=1}^{\infty} \lambda^m B^{mn} f \in X,
\]

\((B^{-mn} := A^{mn}, \ m \in \mathbb{N})\) is well defined for all \(n \in \mathbb{N}\) and \(\lambda \in C_n\), where

\[
A(f, n) := \{ \lambda \in \mathbb{C} \mid r(A^n, f) < |\lambda| < 1/r(B^n, f) \},
\]

where

\[
r(A^n, f) \leq r(A, f)^n < 1 \quad \text{and} \quad r(B^n, f) \leq r(B, f)^n < 1 \quad (\text{cf. (3.3)--(3.5)})
\]
Since, by hypothesis (1) of the Sufficient Condition for Linear Chaos (Theorem 3.2), for all \( n \in \mathbb{N} \) and \( \lambda \in C_n \),

\[
\sum_{m=-\infty}^{\infty} A^n(\lambda^m B^{mn} f) = \sum_{m=-\infty}^{\infty} \lambda^m B^{(m-1)n} f = \lambda \sum_{m=-\infty}^{\infty} \lambda^{m-1} B^{(m-1)n} = \lambda f_{n,\lambda},
\]

by the closedness of the operator \( A^n \), we infer that

\[
f_{n,\lambda} \in D(A^n) \quad \text{and} \quad A^n f_{n,\lambda} = \lambda f_{n,\lambda},
\]

(see, e.g., [19]), i.e.,

\[
f_{n,\lambda} \in \ker(A^n - \lambda I).
\]

Let

\[
r \in (r(A, f), 1) \quad \text{and} \quad R \in (1, 1/r(B, f))
\]

be arbitrary and \( \varepsilon, \varepsilon' \in (0, 1) \) be such that

\[
r(A, f) < \varepsilon r < r \quad \text{and} \quad R < R/\varepsilon' < 1/r(B, f).
\]

Then, for all \( n \in \mathbb{N} \) and \( \lambda \in C_n(r, R) \), where, in view (4.24),

\[
(4.25)
\]

\[
A(f, n, r, R) := \{ \lambda \in \mathbb{C} \mid r^n \leq |\lambda| \leq R^n \} \subset A(f, n),
\]

since

\[
(4.26)
\]

\[
\exists c = c(f, r, R) \forall m \in \mathbb{N} : \|A^m f\| \leq c(\varepsilon r)^m \quad \text{and} \quad \|B^m f\| \leq c(\varepsilon' R^{-1})^m,
\]

we have:

\[
\|A^{mn} f\| |\lambda|^{-m} \leq c(\varepsilon r)^{mn} |\lambda|^{-m} = c(\varepsilon^n)^m r^n |\lambda|^{-1} \leq c(\varepsilon^n)^m, \quad m \in \mathbb{N},
\]

and

\[
\|B^{mn} f\| |\lambda|^m \leq c(\varepsilon' R^{-1})^{mn} |\lambda|^m = c(\varepsilon' R^{-1})^m |\lambda|^m \leq c(\varepsilon')^m, \quad m \in \mathbb{N},
\]

and hence,

\[
\|f_{n,\lambda} - f\| = \left\| \sum_{m=1}^{\infty} \lambda^{-m} A^{mn} f + \sum_{m=1}^{\infty} \lambda^m B^{mn} f \right\|
\leq \sum_{m=1}^{\infty} \|A^{mn} f\| |\lambda|^{-m} + \sum_{m=1}^{\infty} \|B^{mn} f\| |\lambda|^m
\leq c \sum_{m=1}^{\infty} (\varepsilon^n)^m + c \sum_{m=1}^{\infty} [(\varepsilon')^n]^m
\leq c \varepsilon^n 1 - \varepsilon^n + c (\varepsilon')^n 1 - (\varepsilon')^n \rightarrow 0, \quad n \rightarrow \infty,
\]

which, since \( f \neq 0 \), implies that

\[
(4.28)
\]

\[
\exists M = M(f, r, R) \in \mathbb{N} \forall n \geq M : f_{n,\lambda} \neq 0.
\]

Thus, inclusions (4.2) hold, with \( f_{n,\lambda} \), defined by (4.22), being an eigenvector of \( A^n \) associated with \( \lambda \in A_n(f, r, R) \) for all sufficiently large \( n \in \mathbb{N} \).
Since
\[\forall f \in Y \setminus \{0\}, \ \forall \lambda \in \mathbb{C} \text{ with } r(A, f) < |\lambda| < 1/r(B, f)\]
\[\exists r \in (r(A, f), 1), R \in (1, 1/r(B, f)) \ \forall n \in \mathbb{N} : \ \lambda \in A(f, 1, r, R) \subset A(f, n, r, R),\]
(4.3) follows immediately.

(2) Suppose that \( A \) is subject to the \textit{Sufficient Condition for Linear Chaos} (Theorem 3.2) with hypothesis (2*).

Then
\[\forall f \in Y : \ r(A, f) \leq \alpha \text{ and } \alpha^{-1} \leq \frac{1}{r(B, f)},\]
and hence, by part (1), inclusions (4.4) hold.

Since
\[\forall \lambda \in \mathbb{C} \text{ with } \alpha < |\lambda| < 1/\alpha \ \exists \gamma \in (0, 1) \ \forall n \in \mathbb{N} : \lambda \in \{ \lambda \in \mathbb{C} | \gamma \leq |\lambda| \leq 1/\gamma \} \subset \{ \lambda \in \mathbb{C} | \gamma^n \leq |\lambda| \leq 1/\gamma^n \},\]
(4.5) follows immediately.

(3) Part (3) follows from part (1) Suppose that \( A \) is subject to the \textit{Sufficient Condition for Linear Chaos} (Theorem 3.2) with hypothesis (2*).

Since, under hypothesis (2**), by part (2), inclusions (4.4) hold for all \( \alpha \in (0, 1) \), we infer that inclusion (4.6) holds.

Since
\[\forall \lambda \in \mathbb{C} \setminus \{0\} \ \exists \gamma \in (0, 1) \ \forall n \in \mathbb{N} : \lambda \in \{ \lambda \in \mathbb{C} | \gamma \leq |\lambda| \leq 1/\gamma \} \subset \{ \lambda \in \mathbb{C} | \gamma^n \leq |\lambda| \leq 1/\gamma^n \},\]
(4.7) follows immediately.

(4) Under hypothesis (2’(a)) (same as (2*’(a)) and (2**’(a))), for arbitrary \( f \in Y \setminus \{0\}, \)

\[\exists N = N(f) \ \forall n \geq N : \ f \in \ker A^n,\]
and hence, for all \( n \geq N \), and
\[\lambda \in A(f, n) := \{ \lambda \in \mathbb{C} | r(A^n, f) < |\lambda| < 1/r(B^n, f) \}\]
with
\[r(A^n, f) = r(A, f)^n = 0\]
(cf. (4.23)), the vector \( f_{n, \lambda} \in \ker(A^n - \lambda I) \), defined via Laurent series (4.22) based on \( f \), is actually given by the power series
\[f_{n, \lambda} := \sum_{m=0}^{\infty} \lambda^m B^{mn} f\]
(cf. Remarks 3.1), which also converges for \( \lambda = 0 \).

Thus, proof for parts (4)–(6) are readily obtained by modifying those for parts (1)–(3), respectively, in which power series replace the Laurent series and circles centered at 0 replace the corresponding annuli (\( r = 0 \)).
(5) Suppose that $A$ is subject to the **Sufficient Condition for Linear Chaos** (Theorem 3.2), with the mapping $B : Y \to Y$ being the restriction to $Y$ of a **bounded linear operator** $B : X \to X$, for which (4.15) and (4.16) are valid and hypotheses (2'(a)) (same as (2'*(a)) and (2'**(a))) and (2'(b)), or (2'(b)), or (2'**(b)), respectively, stand for all $f \in X$.

Then

$$\ker A \neq \{0\}.$$ 

Indeed, otherwise there exists $A^{-1} : R(A) \to D(A)$ (see, e.g., [19]) and since, by (4.15), $R(A) = X$ and

$$\forall f \in X : A^{-1}f = A^{-1}(ABf) = (A^{-1}A)Bf = Bf,$$

we infer that $A^{-1} = B$, and hence, $0 \in \rho(A)$. This, since

$$\forall n \in \mathbb{N} : (A^n)^{-1} = (A^{-1})^n,$$

further implies that $0 \in \rho(A^n)$ for all $n \in \mathbb{N}$, which, by part (4), is a contradiction.

Due to the inclusions

$$\ker A^n \subseteq \ker A^{n+1}, \ n \in \mathbb{N},$$

we further infer that

$$\ker A^n \neq \{0\}, \ n \in \mathbb{N}.$$ 

Let $n \in \mathbb{N}$ and $\lambda \in C(f, n)$ (see (4.17)), or $\lambda \in C(\alpha, n)$ (see (4.18)), or $\lambda \in \mathbb{C}$, respectively, be arbitrary.

Since $B : X \to X$, to generate a vector $f_{n, \lambda} \in \ker(A^n - \lambda I)$ via power series (4.30), we can take an arbitrary

$$f \in \ker A \setminus \{0\} = \left(\bigcap_{n=1}^{\infty} \ker A^n\right) \setminus \{0\}.$$

By the **continuity** of the linear operator $B : X \to X$ (see, e.g., [19]) and in view of (4.16),

$$f_{n, \lambda} = \sum_{m=0}^{\infty} \lambda^m B^{mn} f = f + \sum_{m=1}^{\infty} \lambda^m B^{mn} f$$

(4.31)

$$= f + \lambda B^n \left[\sum_{m=1}^{\infty} \lambda^{m-1} B^{(m-1)n} f\right] \neq 0.$$

Hence, $\lambda \in \sigma_p(A^n)$ and $f_{n, \lambda}$ is an eigenvector of $A^n$ associated with $\lambda$.

Thus, inclusions (4.17), or inclusions (4.18), or equalities (4.19), respectively, hold.

For any $f \in \ker A^n$ (4.30) defines a vector

$$f_{n, \lambda} \in \ker(A^n - \lambda I)$$

such that, by (4.31), $f_{n, \lambda} \neq 0$ whenever $f \neq 0$. 
Conversely, for an arbitrary $f_{n,\lambda} \in \ker(A^n - \lambda I)$, 
\[ f := f_{n,\lambda} - \lambda B^n f_{n,\lambda} \in \ker A^n. \]

Indeed, by (4.15), 
\[ A^n f = A^n f_{n,\lambda} - \lambda A^n B^n f_{n,\lambda} = \lambda f_{n,\lambda} - \lambda f_{n,\lambda} = 0. \]

Furthermore, 
\[ \sum_{m=0}^{\infty} \lambda^m B^{mn} f = \sum_{m=0}^{\infty} \lambda^m B^{mn} f_{n,\lambda} - \lambda \sum_{m=0}^{\infty} \lambda^{m+1} B^{(m+1)n} f_{n,\lambda} = f_{n,\lambda}. \]

Thus, by the linearity of $B : X \rightarrow X$, the mapping defined by (4.21) is an isomorphism between $\ker A^n$ and $\ker(A^n - \lambda I)$, and hence (4.20) holds (see, e.g., [19]).

□

Remarks 4.1.

- The method for construction of eigenvectors for the powers of $A$, furnished in the proof of the prior statement, generalizes that for construction of periodic points from the proof of the Sufficient Condition for Linear Chaos (Theorem 3.2) (see Remarks 3.1), the latter being the particular case of the former for $\lambda = 1$.

- Condition $(2'\ast(b))$ in parts (5) and (7) is met when the mapping $B : Y \rightarrow Y$ is the restriction to $Y$ of a bounded linear operator $B : X \rightarrow X$ with $\|B\| < 1$, in which case (4.11) and (4.12) or (4.18), respectively, hold for $\alpha := \|B\|$ (see Remarks 3.1).

- Condition $(2'\ast\ast(b))$ in parts (6) and (7) is met when the mapping $B : Y \rightarrow Y$ is the restriction to $Y$ of a quasinilpotent operator $B : X \rightarrow X$ (see Remarks 3.1).

- Since the spectrum of a bounded linear operator is a nonempty compact subset of $\mathbb{C}$ (see, e.g., [7, 19]), conditions of parts (3), (6), and (7) are met by an unbounded chaotic operator $A$ only.

Examples 4.1.

1. Part (7) of the Spectral Properties (Theorem 4.1) applies to the bounded weighted backward shifts 
\[ A_x (x_k)_{k \in \mathbb{N}} := w (x_{k+1})_{k \in \mathbb{N}} \quad (|w| > 1) \]

in the complex sequence space $l_p (1 \leq p < \infty)$ or $c_0$ (see Examples 3.1) due to (3.9), (3.10), and the fact that, since 

\[ \ker A^n = \text{span} \left( \{e_k\}_{1 \leq k \leq n} \right) \quad \text{and} \quad R(B^n) = \text{span} \left( \{e_k\}_{k \geq n+1} \right), \quad n \in \mathbb{N}, \]

(4.32)
we have:

\[(4.33) \quad \ker A^n \cap R(B^n) = \{0\}, \; n \in \mathbb{N},\]

which is consistent with

\[\sigma_p(A) = \{\lambda \in \mathbb{C} | |\lambda| < |w|\}\]

and

\[\dim \ker(A - \lambda I) = 1, \; |\lambda| < |w|,\]

(see, e.g., [19]).

2. Consistently with [20], part (7) of the \textit{Spectral Properties} (Theorem 4.1) applies to the unbounded weighted backward shifts

\[A(x_k)_{k \in \mathbb{N}} := (w^k x_{k+1})_{k \in \mathbb{N}} \quad (|w| > 1)\]

with maximal domain in the complex sequence space \(l_p\) \((1 \leq p < \infty)\) or \(c_0\) (see Examples 3.1) due to (3.11), (3.12), and the fact that (4.32) and (4.33) hold in this case as well.

3. Consistently with [17], part (7) of the \textit{Spectral Properties} (Theorem 4.1) applies to the differentiation operator

\[Df := f',\]

with maximal domain \(D(D) := C^1[a, b]\) in the complex space \(C[a, b] (-\infty < a < b < \infty)\) (see Examples 3.1) due to (3.13), (3.14), and the fact that, since

\[\ker D^n = \{f \in P | \deg f \leq n - 1\}, \; n \in \mathbb{N},\]

and

\[R(B^n) = \left\{f \in C^n[a, b] \bigg| f^{(k)}(a) = 0, \; k = 1, \ldots, n - 1\right\}, \; n \in \mathbb{N},\]

we have:

\[\ker A^n \cap R(B^n) = \{0\}, \; n \in \mathbb{N}.\]

The ensuing corollary of the \textit{Spectral Properties} (Theorem 4.1) is consistent with [12, Proposition 5.7] stipulating that the point spectrum of a bounded linear operator on a complex infinite-dimensional separable Banach space contains infinitely many roots of 1.

\textbf{Corollary 4.8 (Unit Circle/Disk).}

\textit{For a chaotic linear operator in a complex infinite-dimensional separable Banach space \(X\) subject to the Sufficient Condition for Linear Chaos (Theorem 3.2),}

\[\exists M \in \mathbb{N} \; \forall n \geq M : \{\lambda \in \mathbb{C} | |\lambda| = 1\} \subset \sigma_p(A^n).\]

\textit{Furthermore, under the conditions of part (7) of the Spectral Properties (Theorem 4.1),}

\[\forall n \in \mathbb{N} : \{\lambda \in \mathbb{C} | |\lambda| \leq 1\} \subset \sigma_p(A^n).\]
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