A Continuation Procedure for the Quasi-Static Analysis of Materially and Geometrically Nonlinear Structural Problems
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Abstract: Discussed is the implementation of a continuation technique for the analysis of nonlinear structural problems, which is capable of accounting for geometric and dissipative requirements. The strategy can be applied for solving quasi-static problems, where nonlinearities can be due to geometric or material response. The main advantage of the proposed approach relies in its robustness, which can be exploited for tracing the equilibrium paths for problems characterized by complex responses involving the onset and propagation of cracks. A set of examples is presented and discussed. For problems involving combined material and geometric nonlinearities, the results illustrate the advantages of the proposed hybrid continuation technique in terms of efficiency and robustness. Specifically, less iterations are usually required with respect to similar procedures based on purely geometric constraints. Furthermore, bifurcation plots can be easily traced, furnishing the analyst a powerful tool for investigating the nonlinear response of the structure at hand.
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1. Introduction

Nonlinear analyses are commonly performed during the design phases of advanced, modern constructions. An example can be found in the design process of lightweight aerospace structures, where the capability of accurately predicting the behaviour in the post-buckling range is a task of paramount importance. The problem can often be studied by considering just nonlinearities of geometrical nature, where analytical and semi-analytical approaches can be successfully employed [1–5]. However, a proper assessment of damage tolerance demands for numerical simulations capable of predicting also the propagation of cracks, thus including nonlinear effects related to the material response. Meaningful examples illustrating the relevance of nonlinear phenomena in structural problems can be found, e.g., in the works of Refs. [6,7], while qualitative aspects on branching of cracks are reported in Ref. [8]. Due to the inherent complexity of responses involving both geometrical and material nonlinearities, the finite element approach is often the most straightforward one for performing the analysis. In this context, many numerical techniques were developed in the years for handling the peculiar aspects that characterize the response of structures in the nonlinear field. Arc-length strategies have been widely used for solving problems characterized by the presence of limit points. The presence of the load parameter as additional unknown of the problem allows the load to be increased or decreased throughout the iterative process. Pioneering work in this field is due to Riks [9] and Wemper [10]. Noteworthy are the successive efforts to develop the updated normal path method by Ramm and the spherical arc-length by Crisfield [11]. Despite the efficiency in capturing the elastic response of the structure, classical arc-length approaches can be inadequate in the presence of delamination phenomena, as the constraint equation is based on global quantities,
while the failure process tends to involve few degrees of freedom. To overcome these limitations, different strategies were proposed based on the modification of the constraint equation to consider the local nodes involved in the delamination process \cite{12-14} or by enriching the constraint equation with information regarding the energy dissipated during the process \cite{15-17}. An example is found in Ref. \cite{18}, where path following techniques were discussed in the framework of Embedded Finite Element Method (E-FEM).

Another class of numerical solution techniques refers to the so-called continuation approach. These path-following techniques were originally introduced by Davidenko \cite{19,20} in the early fifties. They rely on the idea of transforming a nonlinear system of equations into a differential one. The system is parametrized with respect to a solution parameter, and is solved as an initial value problem \cite{21-23}. The application of continuation methods to nonlinear structural analyses offers several interesting features. It allows to trace the primary equilibrium path of the structure, also in presence of snaps \cite{24}, to detect and compute the critical points \cite{24-26} and to trace the bifurcation branches \cite{27,28}. As a result, continuation methods enable to trace the complete bifurcation diagram of the structure, which is of particular interest for gathering deeper insight into the behavior of the structure.

While a consistent number of examples concerning the use of continuation methods for the nonlinear analysis of elastic structures are available in the literature, relatively few applications can be found for handling problems characterized by the presence of crack propagation phenomena. To the best of the authors’ knowledge, no continuation methods were specifically developed for problems involving strain-softening responses.

In this article a novel continuation approach is proposed, offering the capability of handling structural responses characterized by geometrically and materially nonlinear problems. The continuation is performed referring to a modified version of the the Riks’ method \cite{24} in conjunction with a constraint regarding the dissipated energy \cite{15,16}. The approach tries to combine the efficiency of geometric-based procedures in the elastic field, with that of the dissipative ones in the presence of damage. The resulting approach can accurately trace the equilibrium paths and shows excellent robustness on bifurcation branches dominated by dissipative phenomena.

The performance of the approach is demonstrated by means of five numerical examples. The first two ones illustrate the ability of the methods to compute the bifurcation diagram of simple elastic problems. Then, test cases characterized by mixed geometric-material nonlinearities are assessed. Finally, the application of the methods as quasi-static solution strategies is demonstrated in a challenging example dominated by material nonlinearities.

The paper is organized as follows. Introductory aspects on continuation methods are presented in Section 2, where the formulation of the nonlinear finite element approximation is briefly presented. The detection of critical points is discussed in Section 3 by introducing algorithmic aspects for classifying bifurcations and limit points, while the technique for implementing branch-switching is the subject of Section 4. Geometric and dissipative constraint equations are introduced in Section 5, and an overview of the method is provided in Section 6. The application of the method to a set of nonlinear problems is illustrated in Section 7, where test cases involving geometrically and materially nonlinear responses are presented.

2. Preliminaries

Continuation methods are a class of numerical techniques for computing the approximate solution of a system of parametrized nonlinear equations \cite{19,20}. Denoting with \( \lambda \) the quantity adopted for the parametrization, the procedure consists in constructing an approximation \( x_i \) of \( x(\lambda_i) \) for a sequence of parameter values \( \lambda_1, \ldots, \lambda_N \) in the interval of definition of the parameter itself.

Within the context of the finite element approach, the nonlinear equilibrium equations of a structure can be represented, in their general form, as:

\[
f_{\text{int}}(\mathbf{a}) - \lambda \tilde{f} = 0
\]
where \( f_{\text{int}} \) defines the vector of the internal forces, and \( \hat{f} \) provides the shape of the external forces. Nodal displacements are denoted as \( a \), while \( \lambda \) is the load parameter.

The system of Equation (1) can be seen in terms of continuation techniques after noticing that the set of equations defines implicitly a curve \( c \) of solution points that can be continuously parametrized by means of the parameter \( \tilde{\lambda} \). Starting from an initial equilibrium solution condition defined by \([a_0, \lambda_0]\)—which, in turn, corresponds to an initial value \( \tilde{\lambda}_0 \) of the parameter \( \tilde{\lambda} \)—the continuation problem consists in calculating the locus of solutions given by the branch \( c(\tilde{\lambda}) \). The process is terminated when a target point is reached.

The choice of the parametrization is a focal aspect in the development of a continuation technique. This choice is, in general, not unique and, according to its definition, different methods can be obtained. One possibility is given by the adoption of the load factor \( \lambda \), leading to a force-control approach. Another choice consists in considering the displacements of a subset of nodes, which leads to a displacement-based control. These two kinds of parametrization are inadequate for handling turning points, where the surfaces \( \lambda = \text{const} \) and \( a_i = \text{const} \) are tangent to the equilibrium path, and no intersections can be found. On the contrary, a more suitable approach consists in adopting a parametrization that is always nearly orthogonal to the equilibrium path, so that an intersection between the surface and the path is always ensured. This is the case of a parametrization based on the arc-length of the curve \( s \) [24]. By introducing a parametrization based on \( s \), the load factor \( \lambda \) becomes an additional unknown and a scalar constraint equation must be added to Equation (1). The augmented system is then obtained as:

\[
H = \begin{cases} 
    f_{\text{int}}(a) - \lambda \hat{f} = 0 \\
    g(a, \lambda, s) = 0 
\end{cases}
\tag{2}
\]

where \( g(a, \lambda, s) \) is the general expression of the additional constraint equation.

Starting from the initial solution \([a_0, \lambda_0]\), the equilibrium path \( c(s) \) can be regarded as the solution of the initial value problem obtained by differentiating the augmented system in Equation (2) with respect to \( s \):

\[
\frac{dH(c)}{dc} c' = 0, \quad \|c'\| = 1, \quad c(0) = [a_0, \lambda_0]
\tag{3}
\]

where \((\cdot)'\) denotes the derivative with respect to the path parameter \( s \).

The solution of Equation (3) can be achieved by using predictor-corrector techniques: the differential problem is initially integrated coarsely, then an iterative method is used as a stabilizer for solving locally \( H(c(s)) = 0 \).

It is worth observing that predictor-corrector continuation methods are considerably different if compared to the predictor-corrector techniques for the numerical integration of initial value problems. In fact, despite the similarity between the two strategies, the corrector process in the continuation methods thrives on the powerful contractive properties of the solution set \( \tilde{H}^{-1}(0) \) for iterative methods such as Newton’s method [21]. This property is not valid for the solution curves of general initial value problems, where the corrector process converges, in the limit, to an approximating point, whose quality depends on the size of the step.

One can observe that the system of Equation (3) involves the presence of derivatives with respect to the parameter \( s \), which is one of the main differences between arc-length and continuation methods. This is an essential feature of continuation methods and allows to easily detect critical points along the equilibrium path and to trace bifurcation branches. The main drawback is given by the need for solving a linear system for computing the derivatives, and to perform an eigenvalue decomposition for detecting critical points.

With this regard, the development of a continuation algorithm capable of tracing the complete bifurcation diagram relies on the definition of:
• a method for detecting and computing critical points, and capable of distinguishing between limit and bifurcation points
• a method for moving from the primary path to a bifurcational branch
• a strategy to follow the equilibrium path along the solution branches

Different continuation methods can be realized by referring to different parametrizations and constraint equations. The performance of the method can be modified by adopting different strategies to perform the prediction or the correction. In addition, a consistent number of procedures can be adopted to perform branch-switching or detect critical points. As a result, it is possible to create a wide range of methods characterized by different performance.

In the implementation proposed here, critical points are detected looking at the positive eigenvalues of the stiffness matrix, while their classification is based on the analysis of the stiffness parameter; the eigenvector injection method is adopted for switching from the primary to the bifurcational path, while a novel energy-based path-following technique is proposed for performing the continuation.

3. Critical Points

In this section, the procedure for detecting and approximating the critical points is described. Critical points are equilibrium points corresponding to the singularity of the tangent stiffness matrix $K$.

According to the theory of stability of conservative systems, the stability of an equilibrium configuration is ensured by the positive definiteness of the quadratic form $Q$, defined as:

$$Q(a) = \frac{1}{2} a^T K a$$

where $K$ is the tangent stiffness matrix. The transition state between a stable and an unstable equilibrium configuration is characterized by the appearance of a singularity in the matrix $K$. It follows that critical points define the limits of stability of the equilibrium path. The $k$-th critical point can be defined by means of the following generalized eigenvalue problem:

$$(K - \omega_k I)v_k = 0$$

where $\omega_k$ and $v_k$ are the $k$-th eigenvalue and eigenvector of the stiffness matrix, respectively, whereas $I$ is the identity matrix.

The eigenvalues $\omega_k$ are supposed to be arranged according to the sequence

$$\omega_1 \leq \omega_2 \leq \cdots \leq \omega_N$$

where $N$ is the dimension of the stiffness matrix. When the critical state is reached, one or more eigenvalues $\omega_k$ in the sequence of Equation (6) are zero.

Critical points can be divided into limit and bifurcation points. In particular the following two conditions are considered:

$$\begin{cases} 
\lambda' = 0, & \text{Limit Point} \\
\hat{f}^T v_k = 0, & \text{Bifurcation Point}
\end{cases}$$

The first condition of Equation (7) states that the load does not vary with respect to the path parameter in the neighborhood of a limit point. This also means that limit points are equilibrium configurations associated with a local maximum or minimum of the applied load. In most cases, limit points separate stable and unstable equilibrium paths, although this is not a rule. The presence of a limit point is commonly associated with snap-through phenomena, causing sudden snaps to a stable configuration and not adjacent to the original one. In the neighborhood of limit points there exists one unique branch, thus no further equilibrium branches need to be traced.
On the contrary, multiple equilibrium configurations exist in the neighbourhood of a bifurcation point, each of these solutions belonging to a different equilibrium branch and characterized by a different tangent. During the solution process, it is then necessary to distinguish between limit and bifurcation points to establish whether the continuation should be carried out along the emanating branches or not. For this purpose, a procedure based on the evaluation of the stiffness parameter $S_p$ is adopted.

3.1. Stiffness Parameter

The stiffness parameter is a scalar quantity defined as [26]:

$$S_p = \frac{\frac{da}{dt}}{\frac{da}{dt}} = \frac{\Delta a_j^T \hat{f}}{\Delta a_0^T \hat{f}}$$

where the subscript 0 defines the initial state.

The value of $S_p$ provides a relative measure of the incremental stiffness along the direction in which the solution is moving. During the incremental solution process, this parameter is computed through substitution of the increments into the derivatives, leading to the incremental expression:

$$S_p = \frac{1}{\Delta \lambda_0} \Delta a_j^T \hat{f} = \Delta \lambda_j \frac{\Delta a_j^T \hat{f}}{\Delta a_0^T \hat{f}}$$

where $\Delta a_0$ and $\Delta \lambda_0$ are the increments computed in the first load step, and $\Delta a_j$ and $\Delta \lambda_j$ are the total increments computed at the current load step. As seen from Equation (9), the initial value of $S_p$ is equal to one. Whenever the structure loses stiffness with respect to the initial value, viz. $\Delta a_j^T \hat{f} > \Delta a_0^T \hat{f}$ and $\Delta \lambda_j < \Delta \lambda_0$, the parameter $S_p$ becomes smaller than one. On the other hand, if the structure undergoes a stiffening response, i.e., $\Delta a_j^T \hat{f} < \Delta a_0^T \hat{f}$ and $\Delta \lambda_j > \Delta \lambda_0$, $S_p$ is greater than the unity. Furthermore, the stiffness parameter is positive on stable equilibrium branches and negative on unstable branches. As a matter of fact, $S_p$ turns out to be negative for unstable branches because, in such cases, the increment of the load parameter is negative.

An important feature of the stiffness parameter is that, in correspondence of the limit points, it satisfies the condition:

$$S_p = 0$$

as implicit in the definition of limit point itself. On the other hand, the relative stiffness is different from zero in the presence of a bifurcation point and, after crossing the point, the sign of $S_p$ does not change.

It is worth observing that the condition of Equation (10) is hardly met during the numerical solution of the problem, as the solution is computed for a discrete set of points only. For this reason, the detection of the limit point is performed referring to a numerical approach, described in the next section, for checking the condition given by Equation (10).

3.2. Detection and Classification

Among the various strategies for the computation of critical points [23,25], the approach proposed here is based on the analysis of the sign of the eigenvalues of the tangent stiffness matrix. This approach is simple and robust, and is associated with a relatively small computational effort. It is preliminarily assumed that the eigenvalues of $K$ are well separated, which implies that multiple or clustered bifurcations cannot be handled.

The tangent stiffness matrix $K$ of a structure, evaluated in its initial, undeformed state, is a positive definite quantity. When a critical point is reached, one eigenvalue, at least, becomes null and, just after crossing the point, the eigenvalue becomes negative. Based on this consideration, it is straightforward to implement the condition:

$$\text{sign}(\omega_k(s_i)) \neq \text{sign}(\omega_k(s_{i-1}))$$

(11)
The critical points subsequent to the first one are captured by monitoring the sign of the lowest positive eigenvalue. In particular, the following condition is employed:

$$N_{\text{pos}}(s_i) < N_{\text{pos}}(s_{i-1})$$  \hspace{1cm} (12)

where $N_{\text{pos}}$ is the number of positive eigenvalues of the tangent stiffness matrix $K$.

This strategy is particularly simple as the counting of the positive eigenvalues of $K$ is just needed.

Once a critical point is detected, the classification between limit and bifurcation points relies upon the valuation of the stiffness parameter (see Equation (10) as outlined in the pseudo-code reported in Algorithm 1.

Algorithm 1 Classification of critical points.

```pseudocode
if sign($S_p(s_i)$) ≠ sign($S_p(s_{i-1})$) then
    Critical point = Limit
else if sign($S_p(s_i)$) = sign($S_p(s_{i-1})$) then
    Critical point = Bifurcation
end if
```

Note, $s_{i-1}$ and $s_i$ are the values of the path parameter $s$ just before and just after the critical point, respectively. The criterion summarized in Algorithm 1 is based on the fact that the stiffness parameter undergoes a change of sign whenever a limit point is crossed. Hence, the critical point is a limit point if a change of sign is detected in $S_p$, otherwise it is a bifurcation point.

3.3. Approximation

Once critical points are identified and classified, an approximation of the critical state is needed. In continuation methods, bifurcation points are used as initial solutions for tracing bifurcation branches. It follows that the quality of the prediction affects the convergence of the solution along the bifurcation branches. An accurate prediction is then sought. On the other hand, the requirements on the accuracy of the limit point predictions are less strict, as no equilibrium branches emanate from them.

Based on these observations, limit points are determined by means of a linear approximation seeking for the zero of $S_p(s)$. Given the quantities $S_p(s_{i-1}), S_p(s_i)$, the linear approximation reads:

$$S_p(s) = S_p(s_{i-1}) + \frac{S_p(s_i) - S_p(s_{i-1})}{\Delta \lambda} [\lambda(s) - \lambda(s_{i-1})]$$

$$a(s) = a(s_{i-1}) + \frac{\Delta a}{\Delta \lambda} [\lambda(s) - \lambda(s_{i-1})]$$

where $s_{i-1}$ and $s_i$ are the values of the path parameter in the converged equilibrium points before and after the critical point, respectively, and:

$$\Delta \lambda = \lambda(s_i) - \lambda(s_{i-1})$$
$$\Delta a = a(s_i) - a(s_{i-1})$$  \hspace{1cm} (14)

Setting $S_p(s) = 0$ in Equation (13), and denoting with an asterisk the critical state, the critical load $\lambda(s^*) = \lambda^*$ is obtained as:

$$\lambda^* = \lambda(s_{i-1}) - \frac{\Delta \lambda}{S_p(s_i) - S_p(s_{i-1})} S_p(s_{i-1})$$  \hspace{1cm} (15)
while the deformed configuration \( a(s^*) = a^* \) is obtained after substituting Equation (15) into the second of Equation (13), and is obtained as:

\[
a^* = a(s_{i-1}) + \frac{\Delta a}{\Delta \lambda}(\lambda^* - \lambda(s_{i-1}))
\]  

(16)

This strategy is fast and tends to guarantee satisfactory precision for obtaining an estimate of the limit points.

Regarding the approximation of the bifurcation points, an iterative procedure is implemented to achieve improved accuracy. It is based on the polynomial approximation of the critical point \( \tilde{x}(s^*) \), and seeks the zero of \( \omega_k(s) \). In turn, the polynomial approximation is obtained through a Taylor expansion of \( \omega_k(s) \) as:

\[
\omega_k(s) = \omega_k(s_i) + \omega'_k(s_i)(s - s_i)
\]  

(17)

where \( s_i \) corresponds to the value of the path parameter at the converged equilibrium solution before the critical point.

A first estimate of the critical state \( \tilde{x}^* = \tilde{x}(s^*) \), relative to the point \( \tilde{x}(s_i) \), is given by:

\[
\tilde{x}^* = \tilde{x}(s_i) + \tilde{x}'(s_i)\Delta s^*
\]  

(18)

where the vector of the unknowns \( \tilde{x} \) and its derivative \( \tilde{x}' \) are defined as:

\[
\tilde{x} = \begin{bmatrix} a^T \\ \lambda \end{bmatrix}^T 
\]

\[
\tilde{x}' = \begin{bmatrix} a'^T \\ \lambda' \end{bmatrix}^T
\]  

(19)

and:

\[
\Delta s^* = s^* - s_i = -\frac{\omega_k(s_i)}{\omega'_k(s_i)}
\]  

(20)

and:

\[
\omega'(s_i) \equiv \frac{\omega(s_i) - \omega(s_{i-1})}{s_i - s_{i-1}}
\]  

(21)

Improved robustness can be achieved by modifying Equation (18) as:

\[
\tilde{x}(s_{i+1}) = \tilde{x}(s_i) + \eta\Delta s^*\tilde{x}'(s_i)
\]  

(22)

where \( \eta \) is a scale factor, chosen while keeping in mind that small values are associated with high accuracy, but high costs, while the opposite holds for high values of \( \eta \). In the present study, a proper tradeoff between quality and computational costs was found by taking \( \eta \) equal to 0.1.

A new value of \( \omega_k \), corresponding to the point \( \tilde{x}(s_{i+1}) \), can be computed and, according to Equations (18) and (20), a new estimate of \( \tilde{x}^* \) and \( \Delta s^* \) is also available. The procedure is repeated until convergence is met according to the criterion:

\[
\frac{|\Delta s^*|}{\Delta s_0} \leq \text{tol}_{\Delta s}
\]  

(23)

where \( \Delta s_0 \) is the step length adopted to start the analysis, where \( \text{tol}_{\Delta s} \) is the tolerance defined by the user. Based on an extensive set of preliminary investigations, a value of \( \text{tol}_{\Delta s} = 5 \times 10^{-3} \) is set by default in the algorithms proposed in this work. To prevent excessively long loops, the criterion of Equation (23) is accompanied by a check on the maximum number of iterations.

4. Branch-Switching Method

After detecting the critical points, a numerical strategy is needed to compute the initial solution, which is then used to start the continuation procedure along the bifurcation branches. An extensive review of branch-switching methods is available in [25]. In the present method, the eigenvector
injection method is adopted. It relies on the idea of perturbing the configuration at the critical state by using the eigenvector $v_k$ associated with the eigenvalue $\omega_k(s^*) = 0$ [27].

The perturbation is introduced according to:

$$a_0 = a^* + \xi \frac{v_k}{\|v_k\|}$$  \hspace{1cm} (24)

where $\xi$ is a scale factor defined as:

$$\xi = \pm \frac{\|a^*\|}{\tilde{\tau}}$$ \hspace{1cm} (25)

and $\tilde{\tau}$ is a scalar variable prescribed by the user and referred to as buckling mode scale factor, while the sign of $\xi$ determines the side of the bifurcation branch to be traced.

The initial solution is completed by:

$$\lambda_0 = \lambda^*$$ \hspace{1cm} (26)

The tangent vector in $[a_0, \lambda_0]$ is approximated as:

$$a'_0 = \text{sign}(\xi) \frac{v_k}{\|v_k\|}$$ \hspace{1cm} (27)

$$\lambda'_0 = 0$$ \hspace{1cm} (28)

After computing the initial solution, it is possible to start the continuation process, and the equilibrium points along the branch are so identified.

It is highlighted that a proper choice of $\tilde{\tau}$ is needed for guaranteeing convergence on the desired branch. If this value is too small, the eigenvector injection method is likely to diverge, whereas a too large value may determine a perturbation size incapable of deviating the solution on the bifurcation branch, and the continuation process is likely to converge on the primary path again [27].

Usually, suitable values of $\tilde{\tau}$ are in the range between 10 and 100. However, no general rules exist for properly selecting the value of $\tilde{\tau}$, and a trial and error strategy is, generally, the only viable solution.

To deal with this problem, it is necessary that the branch-switching algorithm allows the restart of the analysis of the bifurcation branch with a different value of $\tilde{\tau}$.

5. Path-Following Continuation Technique

In most cases, continuation techniques are developed by adopting a geometric constraint in Equation (2), an example of which is given by the Riks continuation technique [24]. This kind of constraint is well-suited for those problems dominated by nonlinearities of geometric type. On the contrary, the adoption of a geometric constraint can be source of convergence difficulties whenever the nonlinearities are mainly due to the material response that would lead to localized failure [16]. For instance, this is the case of delamination phenomena, where the strain field is localized in the surroundings of the crack tip. It follows that geometric constraints based on global quantities can be inadequate to capture the deformation process.

Starting from a recent arc-length technique proposed by the authors [17], the continuation technique proposed here tries to overcome the above mentioned difficulties by adopting a modified version of the Riks technique in conjunction with an approach based on the evaluation of the dissipated energy, as outlined in the next sections.

5.1. Modified Riks Method

The modified Riks continuation method is a modified version of the technique described in [24] and relies on a constraint equation involving the displacement vector $a$ and its derivative $a'$. As opposed to original implementation proposed by Riks, the equation is adopted here in a modified form, where the contribution due to the load parameter is prevented from entering the equation. In particular, the constraint equation is formulated as:
where $a_1$ denotes an equilibrium point on the path, while $s_1$ is the value of the arc-length at this point; the terms $a$ defines an arbitrary point on the surface defined by the constraint equation.

An extensive set of preliminary analyses revealed that Equation (29) offers the main advantage of preventing the doubling back of the solution, a problem often encountered when adopting the classical Riks formulation.

The continuation procedure is performed referring to a predictor-corrector technique, where the increments $\Delta a$ and $\Delta \lambda$ are decomposed as:

$$ \Delta a = \Delta a_j + d\Delta a, \quad \Delta \lambda = \Delta \lambda_j + d\lambda $$

where $\Delta a$ and $\Delta \lambda$ are the total increments at the current step, $\Delta a_j$ and $\Delta \lambda_j$ are the iterative increments at the last iteration $j$, and $d\Delta a$ and $d\lambda$ are the iterative increments referred to the current $(j + 1)$ iteration.

The predictor solution is computed according to:

$$ \Delta a_0 = a_1 + a_1' \Delta s \quad \Delta \lambda_0 = \lambda_1 + \lambda_1' \Delta s $$

The corrector phase is performed referring to the Newton’s method, which is applied to solve the augmented system of Equation (2) using Equation (29) as constraint, so:

$$ \begin{align*}
K d\Delta a - \hat{f} d\lambda &= r \\
a_1'^T \Delta a &= \Delta s
\end{align*} $$

where $r$ is the residual at the end of the $j$-th iteration, defined as:

$$ r = \Delta \lambda_j \hat{f} - f_{int}(\Delta a_j, \Delta \lambda_j) $$

Substituting Equation (30) in Equation (32), the iterative increments $d\Delta a$ and $d\lambda$ are obtained as:

$$ \begin{align*}
d\Delta a &= a_j d\lambda + a_{ij} \\
d\lambda &= -\frac{a_1'^T a_{ij}}{a_1'^T a_i} \quad (34b)
\end{align*} $$

having assumed that $\Delta s \approx a_1'^T \Delta a_j$, and

$$ a_{ij} = K^{-1} \hat{f} \quad a_{ii} = K^{-1} r $$

It is worth noting that Equation (34)b resembles the expression of $d\lambda$ of the Riks arc-length method [24]. However, the two equations differ in the term $a_1'$ of Equation (34)b, viz., the derivative of the displacement vector in the last converged equilibrium point, which is replaced by the displacement increment of the predictor step $\Delta a_j$ in the Riks formulation.

To gather insight into the constraint equation developed here, it is possible to compare Equations (34)b and (29), and re-write the constraint as:

$$ a_1'^T d\Delta a = 0 $$

The expression of Equation (36) defines a hyperplane in the subspace of displacements, which is normal to the vector $a_1'$. In addition, Equation (36) can be thought as the projection of the Riks constraint equation onto the subspace of displacements.
After reaching convergence, the tangent vector \( \tilde{x}' = [a', \lambda'] \) is computed by solving the linear system obtained from the differentiation of Equation (32) with respect to \( s \). The linear system is derived as:

\[
\begin{align*}
Ka' - \hat{f}\lambda' &= 0 \\
a'_T a' - 1 &= 0
\end{align*}
\]  

(37)

The vector \([a', \lambda']\) defines the direction of the tangent vector, but not its orientation [22]. To this aim the scalar \( \beta \) is introduced as:

\[
\beta = \frac{\Delta a^T a'}{\|\Delta a^T a'\|}
\]

(38)

On the basis of the sign assumed by \( \beta \), the orientation is defined by reversing \( \tilde{x}' \) when \( \beta < 0 \). This criterion imposes that the tangent vector points towards the direction that forms an angle smaller than 90° with respect to the last computed displacement increment \( \Delta a \).

5.2. Dissipated Energy Method

The adoption of a purely geometric constraint equation can be inadequate for analyzing those problems characterized by material nonlinearities, especially in the presence of strain-softening responses. To overcome these difficulties, a second constraint, to be used in conjunction with the previous geometric one, is introduced.

The method makes use of the energy release rate \( G \). In the context of the finite element approximation, it is obtained as [16]:

\[
G = \frac{1}{2} (\hat{\lambda}a^T - \hat{\lambda}a^T) \hat{f}
\]

(39)

where the symbol \( (\cdot) \) denotes differentiation with respect to time.

Applying a forward Euler approximation of Equation (39), the expression of the energy dissipated in the current step, \( \Delta \tau \), is obtained as:

\[
\Delta \tau = (\tau - \tau_1) = \frac{1}{2} (\lambda_1 \Delta a^T - \Delta \lambda a_1^T) \hat{f}
\]

(40)

where \( \tau \) is the total dissipated energy and \( \tau_1 \) the amount of energy dissipated up to the last converged equilibrium condition. From inspection of Equation (40), a constraint equation for the continuation method can be derived as:

\[
\hat{\mathbf{g}}(\Delta a, \Delta \lambda) = \frac{1}{2} (\lambda_1 \Delta a^T - \Delta \lambda a_1^T) \hat{f} - (\tau - \tau_1) = 0
\]

(41)

where the parametrization is now performed with respect to the parameter \( \tau \), i.e., the dissipated energy, instead of the arc-length \( s \). More specifically, the constraint specified by Equation (41) imposes that the energy dissipated in the current load step is equal to the amount \( (\tau - \tau_1) \).

As done for the modified Riks continuation, a predictor-corrector method is employed for solving the governing equations. However, derivatives are now taken with respect to the parameter \( \tau \). The predictor step is then:

\[
\Delta a_0 = a_1 + a'_1 \Delta \tau \quad \Delta \lambda_0 = \lambda_1 + \tau \lambda'_1 \Delta \tau
\]

(42)

while the corrector phase is based upon the Newton solution of Equation (2) together with Equation (41), leading to the linearized system:

\[
\begin{align*}
Kd a - \hat{f} d \lambda &= r \\
\frac{1}{2} \lambda_1 \Delta a - \frac{1}{2} a_1^T \Delta \lambda &= \Delta \tau
\end{align*}
\]

(43)
By substituting Equation (30) into Equation (43), the system can be represented in matrix form as:

\[
\begin{bmatrix}
K & -\hat{f} \\
\hat{h}^T & w
\end{bmatrix}
\begin{bmatrix}
da \\
d\lambda
\end{bmatrix} = \begin{bmatrix}
r \\
-g_1
\end{bmatrix}
\]  

(44)

where:

\[
\hat{h}^T = \frac{\partial g}{\partial a} \quad w = \frac{\partial g}{\partial \lambda}
\]  

(45)

and:

\[
g_1 = g(\Delta a_1, \Delta \lambda_1)
\]  

(46)

The iterative increments \(da\) and \(d\lambda\) are computed from Equation (44) applying the Sherman–Morrison formula [16]:

\[
\begin{bmatrix}
da \\
d\lambda
\end{bmatrix} = \begin{bmatrix}
d_I \\
-g_1
\end{bmatrix} - \frac{1}{\hat{h}^T d_{II} - w} \begin{bmatrix}
(h^T d_I + g_1)d_{II} \\
-h^T d_I - g_1(1 + h^T d_{II} - w)
\end{bmatrix}
\]  

(47)

where the terms \(d_I\) and \(d_{II}\) are the solutions of the following linear systems:

\[
Kd_I = r, \quad Kd_{II} = -\hat{f}
\]  

(48)

After reaching convergence, the tangent vector \([a', \lambda']\) is computed through the solution of the linear system obtained by taking the derivative with respect to \(\tau\) of Equation (43):

\[
\begin{bmatrix}
Ka' - \hat{f}\lambda' = 0 \\
\frac{1}{2}\lambda_1 a'^T \hat{f} - \frac{1}{2}\lambda_1 a^T \hat{f} - 1 = 0
\end{bmatrix}
\]  

(49)

As observed in the previous section, the orientation of the tangent vector is not available from the solution of Equation (49), and the evaluation of the parameter \(\beta\) of Equation (38) is thus performed.

5.3. Switching from Geometric to Dissipation-Based Constraints

Aiming at combining the advantages (and ranges of employment) of the techniques previously outlined, a single continuation approach is developed based on the geometric and dissipation strategies. As a matter of fact, the strategy based on the dissipated energy cannot be adopted in the context of purely elastic conditions, as it would fail to converge to the equilibrium solution. Similarly, convergence issues could arise when the modified Riks approach is adopted in the presence of damage phenomena. For this reason, the two approaches are combined referring to amount of energy dissipated. In particular, two threshold values are defined, namely \(\Delta T_{switch}\) and \(\Delta T_{sback}\).

The analysis is started by adopting the modified Riks continuation method to trace the first load steps, which are always elastic, provided their size is chosen to be sufficiently small. When the energy dissipated in the current step exceeds \(\Delta T_{switch}\), the dissipative continuation technique is activated. Then, as soon as the energy dissipated during the current step falls below \(\Delta T_{sback}\), the solution strategy is switched back to the modified Riks continuation. In absence of specific motivations, the two thresholds can be generally be taken equal each other. The approach is summarized in Algorithm 2.

**Algorithm 2** Switch between two continuation techniques.

```plaintext
if \(\Delta T \geq \Delta T_{switch}\) then
  Dissipative Method
else if \(\Delta T < \Delta T_{sback}\) then
  Modified Riks Continuation Method
end if
```
It is remarked that the adoption of the two mentioned strategies determines the presence of a double parametrization, as the modified Riks continuation method is parametrized with respect to the arc-length $s$, and the dissipated energy constraint equation relies on the parameter $\tau$. This peculiarity may be source of difficulties whenever a critical point is detected between two equilibrium points computed by means of different strategies (e.g., one adopting the modified Riks continuation method and the other adopting the dissipative procedure). This aspect has to be carefully monitored during the solution process, and possible critical points so obtained should be recomputed.

6. Implementation

To clarify the various steps involved in the solution process, an overview of the method is provided in the flowchart of Figure 1. The relevant equations adopted at each steps are reported by observing that they vary according to the continuation strategy currently active – this can be either the modified Riks or the dissipation-based method.

![Flowchart of the continuation procedure.](image)

At the beginning of the procedure, the modified Riks method is set by default, so all the equations reported henceforth are those relative to the Riks approach during the first loop. The initial predictor...
step is performed on the basis of Equation (31) or (31), while Newton-Raphson iterations are repeated during the corrector phase referring to Equation (37) or (43). The procedure is arrested when the error is below the threshold defined by the tolerance. The successive step consists in the evaluation of the dissipated energy, which is used subsequently to define the continuation algorithm. The evaluation of the tangent vector requires the solution of the linear systems according to Equation (37) or (49), while the parameter $\beta$ of Equation (38) is adopted for defining the orientation.

The successive phase consists in detecting the critical points, which is performed by evaluating the eigenvalues of the stiffness matrix $K$. Depending on the number of positive eigenvectors and the value of the stiffness parameter, it can be established whether a critical point is obtained, and its nature, i.e., bifurcation or limit. After detecting a critical point, the approximation procedure is activated following the procedure outlined in Section 3.3.

The method to be used in the subsequent step is defined by comparing the dissipated energy $\Delta \tau$ with the threshold values defined by the user. In the presence of dissipation phenomena, the method is set as DE, otherwise the Riks continuation is maintained. Note that the switch between the two strategies is controlled by the algorithm outlined in Algorithm 2.

The step length is finally updated following the approach presented in Ref. [17], and convergence is finally checked. Whenever one or more bifurcation points are detected throughout the iteration process, the continuation along the secondary equilibrium path is performed.

7. Results

In this section, the continuation strategy is applied to the analysis of problems involving both geometric or material nonlinearities. These kind of nonlinearities can be present independently or in combination. All the simulations are performed using the open source finite element code PyFem [29], that was used as underlying framework for implementing the numerical procedure. The elements used for the analyses are nonlinear four-node, plane-strain continuum elements. To model delamination phenomena, the cohesive element proposed by Camanho et al. [30] was implemented in PyFem. Mesh sizes were defined on the basis of preliminary convergence studies. In those analyses involving the use of cohesive elements, the mesh size was chosen to guarantee a proper description of the process zone, referring to the length $l_p$, defined by [31,32]:

$$l_p = \frac{\gamma E G_c}{N^2}$$

where $\gamma$ is a scalar nondimensional parameter, here taken as 0.884, $E$ denotes the Young’s modulus, $G_c$ is the fracture toughness in mode I, and $N$ is the interfacial strength.

It is noted that the ability of the method to converge to the correct solution and to successfully trace the bifurcation diagrams is strongly affected by the choice of the parameter $\tau$. To this aim, preliminary tests were carried out to properly choose the value of the parameter.

The section of results is organized as follows. Two preliminary test cases, an axially compressed column and a simple one-degree-of-freedom (one-DOF) problem, are discussed in Sections 7.1 and 7.2 to illustrate the application of the method to geometrically nonlinear problems. The application of the continuation approach is then presented for two problems, a beam and an arch embedding initial cracks, in Sections 7.3 and 7.4, where materially nonlinear responses are of concern. Bifurcation plots are presented for these two cases, and the robustness of the approach is illustrated against an alternative formulation based on a purely geometric constraint equation. Finally, the procedure is presented as a mean for solving quasi-static problems for a relatively complex nonlinear example, a perforated beam loaded in mode I, which is discussed in Section 7.5.

7.1. Subcritical Bifurcation (One-DOF Problem)

This first example deals with the nonlinear response of a simple 1-DOF problem characterized by the presence of a sub-critical bifurcation point. It follows that equilibrium branches emanating
from the bifurcation are, in this case, unstable. The structure is composed by a rigid truss and a linear spring, as illustrated in Figure 2. The length $l$ is equal to 10 mm, while the stiffness of the spring is $k_g = 100$ N/mm. An horizontal load of intensity $P$ is applied at the free end of the rigid bar.

![Figure 2. Sketch of the truss-spring system.](image)

The numerical model is obtained by using a linear spring element and truss with a very high stiffness value to simulate the ideal infinite value.

The numerical predictions obtained with the proposed continuation method are compared with the analytical solution of the problem, which is given by:

$$ P(\theta) = k_g l \cos(\theta) $$

where $\theta$ is the rotation angle and $P$ the applied load. The results are summarized in Figure 3.

![Figure 3. Bifurcation plot for the spring-truss example.](image)

As observed, perfect matching is achieved when comparing the analytical and the numerical solution. The continuation procedure correctly identifies the overall bifurcation plot, and provides an accurate description of the three equilibrium paths emanating from the bifurcation point. Note that the solution process is carried out without activation of the dissipative continuation technique as the response is purely elastic.

7.2. Supercritical Bifurcation (Axially Compressed Column)

The second assessment regards the analysis of a column subjected to a compressive end load. The bifurcation is defined as supercritical as both sides of the bifurcation branch are locally stable equilibrium paths characterized by increasing values of the load factor [23]. A sketch of the structure is provided in Figure 4. The column is fixed at one end and free at the second one, while a concentrated force is applied at the free end. The overall length $l$ is equal to 10 mm and the thickness $h$ is 1 mm. An isotropic homogeneous material of modulus $E = 230$ GPa and $\nu = 0.25$ is assumed. Ten finite elements are used for discretization.
The problem does not involve any kind of dissipative phenomena, so the modified Riks continuation approach is maintained throughout the solution process. The results are compared against those obtained by using the Crisfield arc-length approach, whose implementation in the PyFem code was already assessed in Ref. [17]. It is worth noting that the Crisfield method is not developed for tracing bifurcation diagrams in one single run. For this reason, two distinct nonlinear analyses were performed by assuming initial imperfections with opposite sign and shape equal to the first buckling mode. On the contrary, the continuation method allows to plot the bifurcation diagram in one single run, with no need for introducing initial imperfections.

The results are summarized in Figure 5, where the axial displacement of the bottom-most corner of the column is reported against the axial load.

The close matching with the results obtained using the Crisfield method demonstrates the ability of the continuation method to deal with the solution of equilibrium branches arising from supercritical bifurcation points.

In addition, the quality of the prediction can be noted by inspection of the region in the neighborhood of the bifurcation. As seen from the zoom of the plot, the continuation approach provides a precise description of the equilibrium branches departing from the critical point. In contrast, the Crisfield approach undergoes small oscillations, and convergence to spurious equilibrium configurations is observed in proximity of the bifurcation. Again, it is remarked that no initial imperfections are needed within the context of the continuation approach, so the bifurcation is precisely detected.

7.3. Beam Containing an Initial Crack

Previous test cases are restricted to geometrically nonlinear phenomena, and material nonlinearities are not accounted for. In the example presented here, a beam containing an initial delamination is considered and the propagation of the crack is accounted for by making use of cohesive elements characterized by a bilinear cohesive law. Further details regarding the implementation of these elements in the PyFem code are available in [33]. A sketch of the structure is reported in Figure 6.
The beam’s length and thickness are denoted with \( l \) and \( h \), respectively. The central portion of the beam is characterized by the presence of an initial crack, whose length is equal to \( a \). The material is isotropic with modulus \( E = 230 \) GPa and Poisson’s ratio 0.25, and a plane strain constitutive law is assumed.

The structure is hinged at the bottom left vertex, while the translation along the direction normal to the beam axis is constrained at the bottom right end. The load is introduced in the form of a compressive force per unit length of magnitude \( p \).

As seen from Figure 6, the structure is divided into two equal parts with respect to the midline running parallel to the beam axis. The two outer portions are connected by means of two layers of cohesive elements. The fracture toughnesses in mode I and II are taken as 0.5 N/mm, while the interfacial strengths are fixed at 1.0 N/mm\(^2\). The penalty stiffness of the cohesive elements is 5000 N/mm\(^3\).

The centrally located pre-damaged area is simulated by means of cohesive elements with reduced properties, whose aim is to avoid interpenetration between the upper and lower parts of the structure during the deformation process [32].

The finite element model is composed of 200 nonlinear shell elements and 20 cohesive elements. Note, the mesh size is chosen in order to guarantee the presence of 4/5 elements in the process zone, whose size is estimated referring to Equation (50).

In the first part of the procedure, the primary equilibrium path is computed. Starting from the undeformed configuration, the load is progressively increased, and the corresponding equilibrium points are found. During this first phase, the eigenvalues of the stiffness matrix are determined at each step of the iterative process, and the presence of critical points is verified. Whenever a critical point is detected, it is approximated referring to the procedure outlined in Section 3, depending on whether it is a limit or a bifurcation point. As an example, the initial part of the primary path is reported in Figure 7a, just after the detection of the first bifurcation point. The procedure is then switched to the continuation procedure, and the tracing of the equilibrium path restarts from the last equilibrium point available. The complete primary path up to a load of 300 N is presented in Figure 7b together with the four bifurcation points detected.
As reported in Figure 7b, the primary path is characterized by an almost linear behaviour, consisting of a progressive shortening of the beam with no bending deflections. After the first bifurcation point, the primary equilibrium path becomes unstable. However, the absence of initial imperfections and the symmetry of the problem make its computation possible. It is also noted that no damage phenomena are associated with this primary equilibrium configurations.

In the second phase of the solution process, the equilibrium branches departing from the bifurcation points are computed. The branch associated with a positive sign of the first buckling mode is plotted in Figure 8a, while the branch obtained by assuming a negative sign is reported in Figure 8c. The two corresponding deformed shapes are presented in in Figure 8b,d, respectively.

![Figure 8. Computation of the first bifurcation branch: (a) positive side of the branch, (b) corresponding deformed shape, (c) negative side of the branch, (d) corresponding deformed shape.](image)

In a similar fashion, the procedure is repeated for all the bifurcations points. The results of Figure 9 illustrate the force-displacement curves and the corresponding deformed shapes during the evaluation of the fourth equilibrium branch.

The curve of Figure 9c corresponds also with the complete bifurcation diagram, comprehensive of all the equilibrium paths departing from the bifurcation points detected.
A summary of the deformed configurations obtained at the end of the loading process along the four equilibrium branches is reported in Figure 10.

From Figure 10 it can be noted that all the deformed shapes but the third one exhibit the typical buckled pattern of pristine beams. In this case, the deformed configurations are characterized by one to three half-waves, and a partial damaging of the cohesive elements is observed due to the shear transfer mechanism between the upper and lower portion of the beam. As result, the fracture is dominated by a mode II mechanism. As observed from Figure 9c, the corresponding load-deflection curves are associated with a slight drop of load just after the bifurcation point, motivated by the contemporary onset of the buckling half-waves and damage mechanism in mode II. Afterwards, no additional load is carried by the structure, and the shortening happens at a constant load level.

A different response is observed for the third equilibrium branch, whose post-buckled pattern is reported in Figure 10c. In this case, the damage mechanism is governed by mode I component, with a clear opening between the upper and lower portions of the structure. The propagation is unstable and sudden, and is responsible for a drastic drop of load, not clearly visible from the complete bifurcation diagram. For clarity purposes, the force-displacement curve is reported in Figure 11 by restricting the plot to the third equilibrium branch, where the collapse induced by the onset of the buckling phenomenon can be fully appreciated.
Figure 10. Post-critical deformed shapes along the equilibrium paths 1 to 4: (a) path 1, (b) path 2, (c) path 3, (d) path 4.

Figure 11. Detail of the force-displacement curve for the equilibrium branch 3.

The unloading phase happens in a steep manner, along a path which is close, but distinct, from loading one. After the drop of load, all the cohesive elements are completely damaged, thus the solution is arrested.

It is interesting to investigate the performance of the method in terms of number of iterations along the equilibrium branches previously considered. The results are summarized in Table 1 with regard to two different solution procedures. In one case, denoted with hybrid, the procedure refers to the combined geometric-dissipative approach summarized in Figure 1; in the other case, denoted with geometric, the dissipative constraint is removed, and the procedure is forced to adopt the purely geometric Riks constraint. As far as the number of iterations is a function of the parameter $\tilde{\tau}$ of Equation (25), a preliminary assessment was performed to obtain the values of $\tilde{\tau}$—reported in the brackets—guaranteeing the smallest number of iterations.
As summarized in Table 1, the adoption of the dissipative constraint determines an increase of the total number of iterations with respect to the modified Riks case. The increase is motivated by the mainly geometric nature of the post-critical configurations associated with the equilibrium branches 1, 2 and 4. In these cases, the sources of nonlinearity can be mostly attributed to the deflected patterns, as seen from Figure 10, thus the advantages offered by a dissipation based-criterion cannot be fully appreciated. On the contrary, the number of iterations is slightly smaller when the combined dissipative-geometric constraint is adopted for tracing the third equilibrium branch, i.e., the one characterized by the opening of the initial crack. While the comparison in terms of iterations seems to suggest the adoption of a purely geometric constraint, it is important to notice that the quality of the predictions in the two cases is not equal. In particular, the adoption of a geometric constraint tends to determine relatively large increments, and the step size can be hardly controlled. It follows that the equilibrium path is not accurately described. On the other hand, the adoption of a dissipative constraint provides an excellent control of the step size, so enabling to trace the equilibrium branches with improved degree of refinement.

### Table 1. Number of increments using different constraint equations. (\(\tilde{\tau}\) in the parenthesis).

| Constraint | Primary | Branch 1 | Branch 2 | Branch 3 | Branch 4 | Tot | Tot |
|------------|---------|----------|----------|----------|----------|-----|-----|
| Hybrid     | 10      | 18 (10)  | 90 (10)  | 35 (50)  | 40 (20)  | 193 | 332 |
| Geometric  | 15      | 40 (10)  | 22 (10)  | 38 (20)  | 31 (30)  | 146 | 150 |

7.4. Fixed-Fixed Arch

An additional example is discussed regarding the configuration illustrated in Figure 12.

![Figure 12. Arch subjected to distributed pressure.](image)

The structure is an arch characterized by a radius \(R\) equal to 10 mm, an arc-length angle \(\theta\) of \(\pi/4\) radians, and a radius-to-thickness ratio of 100. The material elastic properties are those considered in the previous example. The two ends of the beam are fixed, while a uniformly distributed force per unit length \(p\) is applied along the radial direction at the upper and lower surface of the arch, as illustrated in Figure 6. In order to account for material nonlinear responses, a layer of cohesive elements is introduced along the midline of the arch. In this case the fracture toughnesses in mode I and II are 0.5 N/mm, while the interfacial strengths are equal to 15 N/mm\(^2\). The mesh is made of 100 nonlinear shell elements and 50 cohesive elements.

The bifurcation plot is presented in Figure 13 by reporting the nodal displacement of the central upper node versus the nodal force applied at the same node.
In this case, two critical points are detected along the primary path. The first one is a bifurcation point, as seen from the equilibrium path emanating from it. The second one is a limit point, and corresponds to a local maximum of the load carried by the structure. The primary path is now characterized by a nonlinear behaviour, where a progressive reduction of the linear stiffness is observed. No damage phenomena are observed along the major part of this path, as cohesive elements display the initiation of damage mechanisms just in the surroundings of the limit point.

The secondary equilibrium branch is characterized by an unloading phase, associated with a progressive failure of all the cohesive elements in mode II. From the curve of Figure 13, it can be observed the step-wise shape of the secondary equilibrium path, which is related to the failure of the interface elements. In any case, the layer of cohesive elements is distributed along all the overall structure, thus the role played by dissipative phenomena is significant.

To further address the relevance of dissipative phenomena, a comparison is presented between the performances achieved by considering the geometric-dissipative constraint, and those obtained with a run based on the adoption of a purely geometric constraint. The number of increments and iterations to complete the analysis are summarized in Table 2, where the optimal value of the parameter $\tilde{\tau}$ is reported in the brackets.

Table 2. Number of increments using different constraint equations. ($\tilde{\tau}$ in the parenthesis).

| Constraint       | N. of Incr. | N. of Iter. |
|------------------|-------------|-------------|
| Primary Branch   | 47          | 160 (20)    | 207         |
| Total            | 47          | 160 (30)    | 207         |
| Hybrid           | 47          | 160 (20)    | 276         |
| Geometric        | 47          | 160 (30)    | 445         |

In this test, the advantages offered by the use of the hybrid constraint are clearer. While the number of increments along the two paths is, by chance, identical, the total number of iterations is much smaller when the energy control is active. The reduction of iterations determines a gain of approximately 15% in terms of computational time. In fact, the post-bifurcational response is dominated by the material nonlinearities, so the control over the dissipated energy is the more efficient approach.

7.5. Perforated Beam

This final example illustrates the use of the continuation approach as a mean for solving a nonlinear problem characterized by a complex response, where nonlinearities are due to geometric and material behaviour. The numerical solution strategy is not used here for tracing the bifurcation plot, but for obtaining the primary equilibrium path, as commonly done when solving a nonlinear
quasi-static problem. The problem was analyzed using arc-length hybrid strategies in a previous work form the authors [17].

The analysis regards the mode I opening of a cantilever beam characterized by the presence of five equally spaced, square holes. The beam is loaded at the tip by means of two concentrated forces, as indicated in Figure 14, where all the relevant geometric dimensions are reported. An isotropic material is considered, with modulus equal to 1000 MPa and Poisson’s ratio 0.3.

![Figure 14. Cantilever perforated beam: geometry and dimensions.](image)

To capture the onset and the propagation of the crack, a layer of cohesive elements is introduced along the horizontal line of symmetry of the structure. The fracture toughnesses in mode I and II are equal to 0.01 N/mm, while the interfacial tensile and shear strength are taken as 1 N/mm². A penalty stiffness of 100 N/mm³ is assumed. The resulting finite element model is composed of 288 two-dimensional, plane-strain continuum elements, and 24 cohesive elements.

The curves reporting to the vertical displacement of the loaded nodes are plotted against the applied load in Figure 15. The comparison is presented for two different strategies. In one case the continuation method is applied as implemented, thus allowing the automatic switch between geometric and dissipative constraint. In the second case the constraint is forced to be of purely geometric, with the scope of illustrating the advantages due to the hybrid continuation approach presented here.

![Figure 15. Force-displacement curve using different constraints.](image)
The deformed shapes at the end of the analysis are reported in Figure 16.

![Displacement Magnitude](attachment:image1.png)

**Figure 16.** Deformed configuration at the end of the analysis by using: (a) geometric constraint, (b) hybrid constraint.

While the initiation of the opening of the first crack coincides with the failure of the purely geometric approach (Figure 16a), the improved robustness properties of the hybrid method are clearly visible from Figure 16b.

It is useful to illustrate the comparison between the two strategies in terms of numerical performance of the solution procedure, as done in Table 3.

| Constraint  | N. of Incr. | N. of Iter. | Step Cuts | N. of Fully Damaged Coh. Els |
|-------------|-------------|-------------|-----------|-----------------------------|
| Geometric   | 17          | 59          | 3         | 2                           |
| Hybrid      | 35          | 85          | 1         | 12                          |

The results provide a clear picture of what highlighted by inspection of the force-displacement response. In particular, the geometric continuation is capable of obtaining the solution in the initial part of the curve, where 17 increments are performed. At the onset of the first crack, the step length is reduced 3 times, demonstrating the difficulties experienced by the method to obtain the solution. Then, after reaching the complete damaging of two cohesive elements, the analysis is terminated.

On the other hand, the hybrid strategy is capable of reaching the condition characterized by a number of 12 completely damaged cohesive elements. No step length reductions are observed. Clearly, the total time for the analysis and the number of increments are higher.

8. Conclusions

This work discussed the development and implementation of a numerical continuation technique for analyzing structural problems characterized by geometric and material nonlinearities. The continuation strategy can be successfully applied for detecting bifurcation and limit points as well as tracing the equilibrium paths, which is a useful mean for gathering insight into the response of the structure. For instance, the complete post-buckling behaviour can be assessed by performing one single quasi-static analysis, with no needs to introduce initial imperfections in the finite element model.

The effectiveness of the current implementation was checked by means of illustrative examples, where cohesive elements were employed for capturing the onset and propagation of cracks. Main advantage of the approach is the robustness of the numerical solution strategy, which is based upon a hybrid constraint equation that includes both geometric and dissipative considerations. Thus crack propagation phenomena can be accurately predicted, whilst standard geometric-based approaches tend to undergo converge issues. In addition, the method can be used as a technique for solving quasi-static nonlinear problems, when the analysis of secondary equilibrium paths is not of concern. The effectiveness of the approach was illustrated with a test case characterized by the presence of sharp snap-backs, and secondary snap-backs. The analyst can benefit for the adoption of
a unique, integrated solution scheme, which can be used for solving the structural boundary value problem, as well as exploring multiple equilibrium paths with improved robustness.
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