An efficient numerical algorithm for solution of nonlinear delay differential equations
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Abstract. Aim of the paper is to obtain numerical solution of some nonlinear delay differential equations (NDDEs) using iterative scheme. Banach contraction method (BCM) is investigated on some nonlinear delay differential equations to find their solutions. Numerical results and convergence theorem are presented, and error analysis is discussed for some delay differential equations to show that proposed method is suitable for solving NDDEs. The BCM reduces complex calculations, avoids discretization, linearization, perturbation and save calculation time.
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1. Introduction
In mathematical formulation of some physical or dynamical processes performance depends not only on the present behavior but on past behavior as well, such systems are categorized as time delay systems. The physical phenomena are represented by delay differential equations (DDEs) with initial and boundary conditions. DDEs find applications in physiological diseases, in control system, in forest harvesting and regeneration, in feedback system control, in tumor growth and cancer therapies, in biochemical reactions etc. The delay terms can be natural, or manmade and not to study time delays involved in physical problems is just to avoid reality.

Many researchers developed and investigated different analytical and numerical methods to obtain solutions of DDEs. Recently various numerical methods have been used for finding solutions of delay differential equations [1, 2, 3, 4]. Authors [5, 6, 7, 8, 9] applied Variational iteration method (VIM) and modified VIM for different types of DDEs.

Biazer and Ghanbargi [10] examined Homotopy perturbation method (HPM) to obtain numerical solution of DDEs with proportional delays. Authors [11, 12, 13, 14] used HPM for different types of differential equations and integro-differential equation. Alomari et al. [15] investigated Homotopy analysis method (HAM) for solution of DDEs. Hu et al. [16] developed strong Milstein approximation scheme for solving numerical solutions for DDEs. The papers cited in [17, 18, 19, 20] used numerical techniques for solving DDEs. Differential transform method (DTM) is used for solving ODEs, PDEs and DDEs [21, 22, 23, 24, 25]. Rebenda et al. [26, 27] combined methods of steps and differential transform method to solve DDEs. Authors [28, 29, 30, 31] examined Adomian decomposition method (ADM) to solve DDEs. Authors [32, 33] discussed existence and uniqueness of the solutions of delay differential equations.
In the present paper, Banach contraction method is investigated on some delay differential equations. The present method is combined with Mathematica software to generate series solutions. The convergence theorems and error analysis are discussed. As per authors knowledge no researcher has used the present method for delay problems. This paper is presented as follows: in Section 2, idea of iterative method is discussed, in Section 3, convergence results are discussed, in Section 4, applications of present method on DDE’s and error analysis are presented. Finally, Conclusion is given in Section 5.

2. Idea of iterative method
To present the idea of iterative method, consider the following general functional equation

\[ A(u(t)) - g(t) = 0, \quad t \in \Omega \tag{1} \]

with boundary conditions

\[ B\left(u, \frac{du}{dt}\right) = 0, \quad t \in T \tag{2} \]

where \( A \) is a general functional operator, \( B \) is the boundary operator, \( g(t) \) is some known function and \( T \) is the boundary of the domain \( \Omega \). Here general operator \( A \) can be divided into linear operator \( L \) and nonlinear operator \( N \).

Applying, inverse operator \( L^{-1} \) on 1 and 2, we obtain the following form

\[ u(t) = f(t) + \int_0^t (t - x) N(u(x)) \, dx \tag{3} \]

where \( f \) represents sum of the finite initial conditions and integration of function \( g \). Now, we define successive approximations

\[ \begin{align*}
\text{initial guess} & \quad u_0 = f \\
\text{first iteration} & \quad u_1 = u_0 + N(u_0) \\
\text{second iteration} & \quad u_2 = u_0 + N(u_1) \\
\vdots & \\
\text{and so on. In general,} & \quad u_n = u_0 + N(u_{n-1}) \, , \, n \in N \tag{4}
\end{align*} \]

Hence, the solution of (4) and (5) is given by

\[ u = \lim_{n \to \infty} u_n \tag{6} \]

3. Convergence analysis
Some convergence steps and theorems are discussed and applied on delay differential equations.

Let the initial guess

\[ v_0 = u_0(t) \]

and first iteration

\[ v_1 = F[v_0] \]
and second iteration

\[ v_2 = F [v_0 + v_1] \]

\[ \ldots \]

and so on. In general,

\[ v_{n+1} = F [v_0 + v_1 + \cdots + v_n] \quad (7) \]

where \( F \) is an operator given by

\[ F [v_k] = S_k - \sum_{i=0}^{k-1} v_i (t) , \quad k \geq 1 \quad (8) \]

where \( S_k \) denotes partial sums up to \( k^{th} \) order. Hence

\[ v_k = v_0 + N \left( \sum_{i=0}^{k-1} v_i (t) \right) , \quad k \geq 1 \quad (9) \]

Therefore, we have series solution given by

\[ u (t) = \sum_{i=0}^{\infty} v_i (t) \quad (10) \]

Following results are used without proof to prove convergence of the problem. The convergence theorem proofs are cited in [34].

**Theorem: 1** Let \( F \) defined in 8, be an operator from a Hilbert space \( H \) to \( H \). The series solution \( u_n (x) = \sum_{i=0}^{n} v_i (x) \) converges if \( \exists 0 < \gamma < 1 \) such that

\[ F [v_0 + v_1 + v_2 + \cdots + v_i + 1] \leq F [v_0 + v_1 + v_2 + \cdots + v_i] \] such that \( v_{i+1} \leq v_i \ \forall \ i = 0, 1, 2, \ldots \)

**Theorem: 2** If the series solution \( u (t) = \sum_{i=0}^{\infty} v_i (t) \) is convergent then series will give the solution of problem.

From above theorems, we draw following, for each \( i \) if we define parameters

\[ \beta_i = \begin{cases} \frac{\|v_{i+1}\|}{\|v_i\|}, & \|v_i\| \neq 0 \\ 0, & \|v_i\| = 0 \end{cases} \]

then, the series solution \( \sum_{i=0}^{\infty} v_i (t) \) for problem presented in 1 is convergent when \( 0 \leq \beta_i < 1, \ \forall \ i=0,1,2, \ldots \)

4. Applications

Two examples are discussed to show effectiveness and robustness of the present method. The error analysis is also discussed. Numerical computations are performed using Mathematica software version 11.1.1.
4.1. Example 1
Consider the second order proportional delay differential equation [5]

\[ y''(t) = -y(t) + 5y^2 \left( \frac{t}{2} \right) \]  

(11)

initial condition

\[ y(0) = 1, \quad y'(0) = -2 \]  

(12)

The exact solution is given by

\[ y(t) = e^{-2t} \]  

(13)

Integrating equation 11 from 0 to \( t \) and using 12, we obtain recurrence relation given by

\[ y_{n+1}(t) = 1 - 2t + \int_0^t (t-x) \left( -y_n(x) + 5y^2_n \left( \frac{x}{2} \right) \right) dx \]  

(14)

The various series terms are given by

\[ y_0(t) = 1 - 2t \]

\[ N(y_{n-1}) = \int_0^t (t-x) \left( -y_{n-1}(x) + 5y^2_{n-1} \left( \frac{x}{2} \right) \right) dx \]

\[ y_1(t) = 1 - 2t + 2t^2 - \frac{4t^3}{3} + \frac{5t^4}{12} \]

\[ y_2(t) = 1 - 2t + 2t^2 - \frac{4t^3}{3} + \frac{2t^4}{3} - \frac{4t^5}{15} + \frac{53t^6}{576} - \frac{5t^7}{192} + \frac{155t^8}{32256} - \frac{25t^9}{41472} + \frac{25t^{10}}{663552} \]  

(15)

We continue the process and compute more terms but due to space constraints other terms are not listed here. However, seven terms are determined using Mathematica software version 11.1.1.

The following terms are generated to examine convergence condition

\[ v_0 = y_0 = 1 - 2t \]

\[ v_1 = 2t^2 - \frac{4t^3}{3} + \frac{5t^4}{12} \]

\[ v_2 = \frac{t^4}{4} - \frac{4t^5}{15} + \frac{53t^6}{576} - \frac{5t^7}{192} + \frac{155t^8}{32256} - \frac{25t^9}{41472} + \frac{25t^{10}}{663552} \]  

(16)

and so on.

Further, \( \beta_i \) values for example 1 are given by

\[ \beta_0 = \frac{v_1}{v_0} = 0.023385, \]

\[ \beta_1 = \frac{v_2}{v_1} = 0.001198, \]

\[ \beta_2 = \frac{v_3}{v_2} = 0.000135 \]

(17)

and so on. Clearly, \( \beta_i \) values satisfy the convergence criterion, for \( 0 < t \leq 1 \).

The error between two consecutive solutions is presented in table 1 and figure 1 shows difference of consecutive terms versus number of iterations for example 1, where \( D_i \) denotes the difference between two consecutive solutions.
Table 1. Error between two consecutive solutions

| i | $D_i$   | $\log \frac{D_{i+1}}{D_i}$ |
|---|---------|-----------------|
| 1 | 7.81290e-1 | -3.73318        |
| 2 | 1.86859e-2 | -6.72531        |
| 3 | 2.24258e-5 | -7.38861        |
| 4 | 1.38648e-8 | -45.8235        |
| 5 | 1.74193e-12| -66.5493        |
| 6 | 2.18294e-17|                |

Figure 1. Difference of consecutive terms versus number of iterations for example 1.

4.2. Example 2
Consider the nonlinear proportional delay differential equation

$$y''(t) = y(t) - \frac{8}{t^2} y^2 \left(\frac{t}{2}\right)$$

(18)

initial condition

$$y(0) = 0, y'(0) = 1$$

(19)

The exact solution is given by

$$y(t) = te^{-t}$$

(20)

Integrating equation 18 from 0 to $t$ and using 19, we obtain recurrence relation given by

$$y_{n+1}(t) = t + \int_0^t (t - x) \left( y_n(x) - \frac{8}{x^2} y^2_n \left(\frac{x}{2}\right) \right) dx$$

(21)

The various series terms are given by

$$y_0(t) = t$$

$$N\left(y_{n-1}\right) = \int_0^t (t - x) \left( y_{n-1}(x) - \frac{8}{x^2} u^2_{n-1} \left(\frac{x}{2}\right) \right) dx$$
\[ y_1(t) = t - t^2 + \frac{t^3}{6} \]
\[ y_2(t) = t - t^2 + \frac{t^3}{2} - \frac{5t^4}{36} + \frac{t^5}{80} - \frac{t^6}{8640} \]  

We continue the process and compute more terms but due to space constraints other terms are not listed here. However, seven terms are determined using Mathematica software version 11.1.1. The following terms are generated to examine convergence condition

\[ v_0 = y_0 = t \]
\[ v_1 = -t^2 + \frac{t^3}{6} \]
\[ v_2 = \frac{t^3}{3} - \frac{5t^4}{36} + \frac{t^5}{80} - \frac{t^6}{8640} \]  

and so on. Further, \( \beta_i \) values for example 2 are given by

\[ \beta_0 = \frac{v_1}{v_0} = 0.101667, \]
\[ \beta_1 = \frac{v_2}{v_1} = 0.031433, \]
\[ \beta_2 = \frac{v_3}{v_2} = 0.007822 \]  

and so on. Clearly, \( \beta_i \) values satisfy the convergence criterion, for \( 0 < t \leq 1 \).

The error between two consecutive solutions is presented in table 1 and figure 2 shows difference of consecutive terms versus number of iterations for example 2.

| \( i \) | \( D_i \) | \( \log \frac{D_{i+1}}{D_i} \) |
|------|------|-----------------|
| 1    | 8.98333e-2 | -2.21078 |
| 2    | 9.8471e-3  | -3.42017 |
| 3    | 3.22069e-4 | -4.8563  |
| 4    | 2.50545e-6 | -35.0889 |
| 5    | 1.44532e-9 | -49.3495 |
| 6    | 5.34253e-13| -5.01667 |

5. Conclusion
In the present paper, Banach contraction method is applied on some delay differential equations. Numerical solutions of DDE’s are determined. Error analysis are presented resulting in efficiency of BCM. On increasing number of iterations error becomes very small. Also, BCM can be applied to constant and time dependent delay differential equations.
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