Quantum simulation of quantum mechanical system with spatial noncommutativity
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Quantum simulation has become a promising avenue of research that allows one to simulate and gain insight into the models of High Energy Physics whose experimental realizations are either complicated or inaccessible with current technology. We demonstrate the quantum simulation of such a model, a quantum mechanical system with spatial noncommutativity, which is inspired by the works in Noncommutative Geometry and Noncommutative Field Theory for a universal quantum computer. We use the novel group theoretical formalism to map the Hamiltonian of such a noncommutative quantum system into the ordinary quantum mechanical Hamiltonian and then carry out the quantum simulation using the Trotter-Suzuki product formula. Furthermore, we distinguish the impact of the noncommutativity parameter on the quantum simulation, especially on the Trotter error, and point out how its sizable value affects the simulation.

I. INTRODUCTION

Quantum simulation, the idea put forward in the pioneering works [1–3], describes the simulation of a seemingly complicated quantum system with another well-controlled quantum system. It has become an active field of research [4–6] and drawing much attention from the high energy physics community [7–11]. The quantum simulator can be classified broadly into two classes: analog and digital simulators. The analog simulator involves a relatively isolated and controlled quantum system in the laboratory setup whose constituent degrees of freedom resemble the degrees of freedom of the underlying quantum system one simulates. On the other hand, the digital simulator is a digital quantum computer that operates on an array of two-level quantum systems known as qubits, following a set of universal and elementary operations. Besides, the attributes of both analog and digital simulators can be integrated for a more efficient and adaptable quantum simulation of a complex quantum system. Although the quantum simulation was first prescribed for the many-body Hamiltonian in [12] and subsequently improved in [13–22], its importance was quickly realized for areas related to the High Energy Physics (HEP). For example, the possibility of simulating physics of many degrees of freedom, especially the lattice gauge theories using cold atoms and trapped ions, has been shown in [23–38]. In addition, the quantum algorithm to simulate the quantum field theory with a universal quantum computer has been presented in [39–55]. Moreover, the implementation of the lattice gauge theories in the quantum computer has been carried out in [56–65]. Apart from that, the application of quantum simulation and quantum computing have been found in the determination of the Parton distribution functions [66–72], and the simulation of the Parton shower that captures the quantum effects [73–75]. Also, the quantum simulation has been used to improve the jet clustering algorithm [76–80], to simulate full medium induced Parton shower and to probe jet quenching [81–83], and the dynamics of the heavy quark or jet in strongly coupled quark-gluon plasma in heavy ion collision [84, 85]. Furthermore, the usage of the quantum algorithm can facilitate more robust data analysis in HEP [86], reconstruct the particle tracks more efficiently [87], extract physical observables from scattering processes [88, 89], and it can be relevant for future colliders [90]. A Quantum algorithm has also been developed to evaluate the Feynman loop integral [91], which is essential for precision HEP calculations. The quantum simulation of the phase transition in gauge theories has been demonstrated in [85, 92, 93] as well. As we have entered the era of noisy intermediate-scale Quantum (NISQ) devices [94, 95], by exploring the quantum simulation of the lower-dimensional field theories, for example, the Schwinger model [96–99] in series of works [100–110], and Gross-Neveu model [111] in [112], one can interpolate how to address the simulation of the full 3 + 1 dimensional quantum field theories in the NISQ devices and future quantum computers. Likewise, the quantum simulation of the $O(3)$ Sigma model has been prescribed
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in [113–116]. Additionally, the procedure to simulate the non-perturbative processes like Schwinger pair production in the strong electric field in a quantum computer has been presented in [117]. Therefore, one can see the rapid development of algorithms and devices associated with quantum simulation for HEP-related research areas.

Another interesting feature of quantum simulation is its capability to simulate and provide insight into the novel quantum many-body system and the exotic phases of matter whose experimental realizations are either difficult or inaccessible with current technology. One such example is the time crystal [118–120], which is the phase of the system arising from the spontaneous breaking of time-translation symmetry, and it only exists when the system is in a complete non-equilibrium state that seemingly contradicting our usual notion of the stability of the phase of a many-body system. Such time crystal phase has been observed in quantum simulator [121–126]. Besides, many-body dynamics, especially localization phenomena and the phase transitions, are simulated in [127–130]. In addition, the demonstration of the quantum phase transition has been presented in [131–136], and the exotic topological phases are probed in [137–140] by using quantum simulators. Hence, quantum simulation can offer ways to enhance our physical understanding of quantum systems which are beyond the reach of the contemporary experimental setup.

In this work, we consider one other example of such a system, the quantum mechanical system with spatial noncommutativity, generally known as noncommatic quantum mechanics (NCQM) [141, 142], the prototype model that is inspired by the works on the noncommutative geometry [143] and noncommutative field theory (for reviews, see Refs. [144, 145] and references therein). In the NCQM, the canonical commutation relations between the respective position and momenta operators accommodate spatial as well as momentum noncommutativity. The position noncommutativity leads to the fuzziness of points in the spatial context, while the momentum noncommutativity signals the presence of a background magnetic field (see [146] for a detailed account). Although probing the signatures of spatial noncommutativity requires access to a very high energy scale [147, 148], which is currently not possible for any terrestrial experiments, there are suggestions to test such noncommutativity in an artificial analogue system using cold Rydberg atoms [149]. Besides, the indirect effects of quantized spacetime, such as nonlocal interactions, can be simulated in an array of atomic ensembles within an optical cavity [150], and the low-energy imprints of some models of quantum gravity can be probed in well-controlled matter-wave interferometry, and optomechanical systems [151]. On the contrary, the noncommutative geometrical description can be realized in condensed matter system, for example, in the case of Landau levels [152, 153], integer quantum hall effect [154], fractional quantum hall effect [155] and topological insulators [156–158]. Therefore, we are interested in simulating the dynamics of a two-dimensional noncommutative quantum mechanical system in a quantum computer. While implementing the NCQM in the quantum simulator, we have used the group theoretical formalism developed in [159–162], which is based on constructing the families of unitary irreducible representations of the kinematical symmetry group associated with the NCQM system. We also want to emphasize that, although, in the usual picture of NCQM where the noncommutativity between the fundamental positions and momenta are considered, one can go beyond and address an effective description of a quantum system whose dynamics can be captured by a suitably constructed set of noncommutative dynamical variables. Hence, as a starter, we have carried out the quantum simulation of a two-dimensional noncommutative quantum system so that we can identify how it can be used to probe the additional noncommutativity parameter(s) of a quantum mechanical system.

This article is organized as follows. In section II, we present the group theoretical construction of the two-dimensional noncommutative quantum mechanical system. The details of the quantum algorithm for the quantum simulation are given in section III. We discuss the results of the quantum simulation and its limitations in section IV and conclude in section V.

II. NONCOMMUTATIVE QUANTUM MECHANICAL SYSTEM

A. Group theoretical formalism for the NCQM

The quantum phase space associated with the commutative two-dimensional quantum mechanical system is described by the position and momenta operators, which are unbounded Hermitian operators acting on the associated Hilbert space. For a two-dimensional system, the classical phase space consists of the position coordinates $x$ and $y$ and the respective momentum coordinates $p_x$ and $p_y$. Now the corresponding quantum phase space coordinates comprise of the Hermitian operators $\hat{x}$, $\hat{y}$, $\hat{p}_x$, $\hat{p}_y$ defined on $L^2(\mathbb{R}^2, dx\,dy)$ and satisfying the following commutation relations that correspond to the Weyl-Heisenberg group,

\[
[\hat{x}, \hat{p}_x] = [\hat{y}, \hat{p}_y] = i\hbar, \\
[\hat{x}, \hat{y}] = [\hat{p}_x, \hat{p}_y] = 0,
\]

where $\mathbb{I}$ is the identity operator on $L^2(\mathbb{R}^2, dx\,dy)$. 

Now consider the two-dimensional noncommutative plane immersed in a constant magnetic field $B$ where the spatial noncommutativity is parameterized by the constant $\theta$. In group theoretical formulation, one first starts with a two-dimensional configuration space with coordinates $(q_1, q_2)$. One subsequently forms the associated 4-dimensional phase space, the coordinates of which can be read off from the ordered 4-tuple $(q_1, q_2, p_1, p_2)$ where $p_i$ are the conjugate momenta associated with $q_i$. The underlying physical system's time evolution is described by a curve parameterized by time $t$ in the underlying phase space. The evolving physical system follows a trajectory in phase space subjected to some initial condition. Now the underlying system is expected to possess translational symmetry. The translational symmetry group $T_{(q_1, q_2, p_1, p_2)}$ acts on the phase space point $(q_1, q_2, p_1, p_2)$ describing the system at a particular instant in the following way:

$$T_{(q_1, q_2, p_1, p_2)}(q_1, q_2, p_1, p_2) = (q_1 + Q_1, q_2 + Q_2, p_1 + P_1, p_2 + P_2).$$

(2)

This set of transformations form a 4-dimensional abelian Lie group, with the group multiplication given as follows:

$$T_{(q_1, q_2, p_1, p_2)}T_{(q'_1, q'_2, p'_1, p'_2)} = T_{(q_1 + Q_1 + q'_1, q_2 + Q_2 + q'_2, p_1 + P_1 + p'_1, p_2 + P_2 + p'_2)}.$$

(3)

All of its irreducible unitary representations are one-dimensional representations ($\mathbb{C}$ is the representation space), and the group generators are represented by constant multiples of identity operator on $\mathbb{C}$.

At this stage, using the formalism of [163], we centrally extend the above-mentioned 4-dimensional translational symmetry group by $\mathbb{R}^3$ so that the center of the resulting centrally extended nonabelian group is $\mathbb{R}^3$. We denote this 7-dimensional real nilpotent Lie group by $G_{NC}$ and its Lie algebra by $\mathfrak{g}_{NC}$. It has been established as the kinematical symmetry group of 2-dimensional noncommutative quantum mechanics in [160, 161]. If one denotes a generic element of $G_{NC}$ by $(\Theta, \Phi, \Psi, Q_1, Q_2, P_1, P_2)$, then the corresponding group multiplication in $G_{NC}$ reads ([160])

$$(\Theta, \Phi, \Psi, Q_1, Q_2, P_1, P_2)(\Theta', \Phi', \Psi', Q'_1, Q'_2, P'_1, P'_2)$$

$$\quad = (\Theta + \Theta' + \frac{\alpha}{2}(Q_1 P'_1 + Q_2 P'_2 - P_1 Q'_1 - P_2 Q'_2), \Phi + \Phi' + \frac{\beta}{2}(P_1 P'_2 - P_2 P'_1),$$

$$\quad \Psi + \Psi' + \frac{\gamma}{2}(Q_1 Q'_2 - Q_2 Q'_1), Q_1 + Q'_1, Q_2 + Q'_2, P_1 + P'_1, P_2 + P'_2).$$

(4)

Here $(\Theta, \Phi, \Psi) \in \mathbb{R}^3$ which is the centre of $G_{NC}$, and $\alpha$, $\beta$ and $\gamma$ are some fixed constants carrying dimensions of (momentum $\times$ position)$^{-1}$, (momentum)$^{-2}$ and (position)$^{-2}$, respectively.

The dual Lie algebra $\mathfrak{g}_{NC}$ is also 7-dimensional. There is a natural action of $G_{NC}$ on $\mathfrak{g}_{NC}$ known as coadjoint action. The orbits of the coadjoint action are called coadjoint orbits. The 7-dimensional vector space $\mathfrak{g}_{NC}$ is found to be foliated by coadjoint orbits of 3 different dimensions as found in [160]: 4 dimensional, 2 dimensional, and 0 dimensional. By a theorem due to Kirillov [164], the coadjoint orbits of $G_{NC}$ are in one-to-one correspondence with the unitary dual $\hat{G}_{NC}$, i.e., the set of equivalence classes of unitary irreducible representations of $G_{NC}$. A generic element of $\hat{G}_{NC}$ is given by an ordered triple $(h, \theta, B)$ where $\theta$ and $B$ are the spatial noncommutativity parameter and the constant magnetic field, respectively. The noncentral generators corresponding to the group parameters $Q_1$, $Q_2$, $P_1$ and $P_2$ are represented by the 2-parameter $(r, s)$ family of self-adjoint operators $\hat{Q}_1$, $\hat{Q}_2$, $\hat{\Pi}_1^{r,s}$, $\hat{\Pi}_2^{r,s}$, respectively acting on $L^2(\mathbb{R}^2, dx dy)$ subjected to the following set of commutation relations:

$$[\hat{Q}_1^{r,s}, \hat{\Pi}_1^{r,s}] = i\hbar \delta_{ij} \hat{I}, [\hat{Q}_1^{r,s}, \hat{Q}_2^{r,s}] = i\theta \hat{I}, [\hat{\Pi}_1^{r,s}, \hat{\Pi}_2^{r,s}] = i\hbar \hat{B}\hat{I}.$$

(5)

Here $\hat{I}$ is the identity operator on $L^2(\mathbb{R}^2, dx dy)$. The quantum phase space comprising the 2-parameter family of self-adjoint operators $\{\hat{Q}_1^{r,s}, \hat{Q}_2^{r,s}, \hat{\Pi}_1^{r,s}, \hat{\Pi}_2^{r,s}\}$ subject to the commutation relations Eq. (5) physically represents the noncommutative quantum mechanical plane immersed in a constant magnetic field. Therefore, we can see that the parameters characterizing the spatial and momentum noncommutativity, $\theta$ and $B$, respectively, along with the usual quantum mechanical position-momentum noncommutativity given by $\hbar$, arise from the central extension of the associated kinematical symmetry group of the system.

The map that expresses the noncommutative operators $\hat{Q}_1^{r,s}$, $\hat{Q}_2^{r,s}$, $\hat{\Pi}_1^{r,s}$, $\hat{\Pi}_2^{r,s}$ in terms of the quantum mechanical operators $\hat{x}$, $\hat{y}$, $\hat{p}_x$, $\hat{p}_y$ is given by:

$$\hat{Q}_1^{r,s} = \hat{x} - s \frac{\theta}{\hbar} \hat{p}_y, \quad \hat{Q}_2^{r,s} = \hat{y} + (1 - s) \frac{\theta}{\hbar} \hat{p}_x,$$

$$\hat{\Pi}_1^{r,s} = \frac{B(h(1 - r) - \theta)}{\hbar - B\theta r} \hat{y} + \frac{|B\theta r - \hbar|}{B\theta r - \hbar} \hat{p}_x,$$

$$\hat{\Pi}_2^{r,s} = -B\hat{x} + \left[ 1 + r(s - 1) \frac{B\theta}{\hbar} \right] \hat{p}_y.$$

(6)
where the 2-parameters \((r, s)\) represent the family of unitary equivalent irreducible representations of \(G_{NC}\) associated with the fixed ordered triple \((h, \theta, B)\). Now two representations labeled by \((r, s)\) and \((r', s')\) are intertwined by a unitary operator \(U\) on the given Hilbert space \(L^2(\mathbb{R}^2, dx\, dy)\) where the group generators also transform, using the same unitary operator \(U\), as follows

\[
\hat{Q}'_1 = U\hat{Q}_1 U^{-1}, \quad \hat{Q}'_2 = U\hat{Q}_2 U^{-1},
\]

\[
\hat{\Pi}'_1 = U\hat{\Pi}_1 U^{-1}, \quad \hat{\Pi}'_2 = U\hat{\Pi}_2 U^{-1},
\]

leading to the following unitary transformation of the underlying Hamiltonian:

\[
\hat{H}'_{r,s} = U\hat{H}_{r,s} U^{-1}.
\]

One can consider the parameters \((r, s)\) as the gauge parameters as they do not affect the measurable quantities, for example, the energy spectra of the noncommutative Hamiltonian as shown in \([165]\).

**A possible generalization:** One can encounter a quantum system that is described not by the usual position and momentum Hermitian operators but by a set of \(2n\) Hermitian operators \(\hat{A}_i\) and \(\hat{B}_i\) associated with dynamical variables \(a_i\) and \(b_i\) with \(i = 1, 2, \ldots, n\), respectively which effectively characterize the system. The set of Hermitian operators \((\hat{A}_i, \hat{B}_i)\) follow the following set of commutation relations: \([\hat{A}_i, \hat{A}_j] = i\theta_{ij}, [\hat{B}_i, \hat{B}_j] = i\gamma_{ij}\) and \([\hat{A}_i, \hat{B}_j] = i\alpha_{ij}\) where \(\theta_{ij}\) and \(\gamma_{ij}\) are the matrix entries of some real skew-symmetric \(n \times n\) matrices \(\theta\) and \(\gamma\), respectively. Also, \(\alpha_{ij}\) are the entries of the real diagonal matrix \(\alpha\). The constant real parameters \(\alpha_{ij}\), \(\theta_{ij}\), and \(\gamma_{ij}\) are associated with the noncommutativity of the operators \(\hat{A}_i\) and \(\hat{B}_i\) for all \(i, j = 1, 2, \ldots, n\). Following the group theoretical formalism, first, we identify the configuration space \(\mathcal{M}\) as a smooth manifold that is locally described by the dynamical variables \(a_i\). One then enumerates the respective conjugate variables \(b_i\) so that the \(2n\) local coordinates \((a_i, b_i)\) describe the underlying cotangent bundle \(T^*\mathcal{M} =: \mathcal{N}\). Here, \(\mathcal{N}\) is a real \(2n\)-dimensional Poisson manifold and is naturally endowed with a symplectic structure. Besides, one can go on to define a Hamiltonian function \(H : \mathcal{N} \to \mathbb{R}\) that can be considered the generator of one-parameter transformation on points of \(\mathcal{N}\). At this point, one tries to identify the kinematical symmetry group \(G_N\) associated with the manifold \(\mathcal{N}\) and centrally extend it to \(G_N^{ext}\) whose center is \(R^N\) where \(N\) is the number of noncommutativity parameters associated with the initial quantum system. In this way, one constructs the kinematical symmetry group \(G_{NC}^{ext}\) of the underlying quantum system. Eventually, one can construct the equivalence classes of unitary irreducible representations of \(G_{NC}^{ext}\) that are associated with the \((2n \times 2n)\) real matrix \(\Omega\) of noncommutativity written in the block form as \(\Omega = \begin{bmatrix} \theta & \alpha \\ -\alpha & \gamma \end{bmatrix}\). Moreover, the generators associated with the noncentral group parameters \(a_i\) and \(b_i\) are nothing but the Hermitian operators \(\hat{A}_i\) and \(\hat{B}_i\) acting on some suitable Hilbert Space that follow the above-mentioned commutation relations. Therefore, the noncommutative two-dimensional quantum mechanical system can be an example of the generalized group theoretical construction.

**B. Noncommutative two-dimensional oscillator**

We consider simulating the noncommutative two-dimensional harmonic oscillator [166–168], one of the representatives of the noncommutative two-dimensional quantum mechanical system. The Hamiltonian that describing a particle of mass \(m\) subjected to a constant magnetic field \(B\) along the perpendicular direction of the plane and an anisotropic harmonic potential, \(V(\hat{Q}_1, \hat{Q}_2) = \frac{1}{2}m[\omega_1^2\hat{Q}_1^2 + \omega_2^2\hat{Q}_2^2]\), is given as

\[
\hat{H}^{NC} = \frac{1}{2m} [\hat{\Pi}^2_1 + \hat{\Pi}^2_2] + \frac{1}{2}m[\omega_1^2\hat{Q}_1^2 + \omega_2^2\hat{Q}_2^2].
\]

Using Eq. (6), we can obtain the following form of the noncommutative Hamiltonian expressed in terms of the quantum mechanical operators;

\[
\hat{H} = \frac{1}{2M_1}\hat{p}^2_x + \frac{1}{2M_2}\hat{p}^2_y + \frac{1}{2}M_1\Omega_1^2\hat{x}^2 + \frac{1}{2}M_2\Omega_2^2\hat{y}^2 - l_1\hat{x}\hat{p}_y + l_2\hat{y}\hat{p}_x.
\]
where,

\[
M_1 = \left[ \frac{(h - (r + s - rs)\theta B)^2}{m(h - r\theta B)^2} \right] + \frac{(1 - s)^2\theta^2\omega_1^2}{h^2}, \quad M_2 = \left[ \frac{1}{m} \left( 1 - \frac{(1 - s)r\theta B}{h} \right) \right] + \frac{ms^2\theta^2\omega_1^2}{h^2}
\]

\[
\Omega_1^2 = \frac{m}{M_1} \left( \omega_1^2 + \frac{B^2r^2}{m^2} \right), \quad \Omega_2^2 = \frac{m}{M_2} \left( \omega_2^2 + \frac{B^2(1 - r)^2h^2}{m^2(h - r\theta B)^2} \right),
\]

\[
l_1 = \frac{ms\theta\omega_1^2}{h} + Br, \quad l_2 = \frac{m(1 - s)r\theta B}{h} + \frac{hB(1 - r)(h + B(r^2 - s))}{m(h - r\theta B)^2}.
\]

Here, we can see that the initial parameters of the NC Hamiltonian Eq. (9), \(\{m, \omega_1, h, \theta, B, r, s\}\) enter into the parameters, \((M_1, \Omega_1, l_1)\) given in Eq. (11) of Eq. (10). Besides, in the case of zero magnetic field, \(B = 0\), the family of unitary equivalent irreducible representations of \(G_{NC}\) is only parameterized by \(s\), and are associated with the fixed ordered doublet \((h, \theta)\). Moreover, in this case, the noncommutative momentum operators, \(\hat{P}_{x,y}\) and \(r\) parameter drops out in the relations Eq. (11). In the following sections, we address the quantum simulation of the noncommutative isotropic two-dimensional harmonic oscillator in the zero magnetic field for its simplicity and leave the case of the anisotropic harmonic oscillator in a non-zero magnetic field for separate work.

III. QUANTUM ALGORITHM

To study the evolution of a quantum system first, we choose a basis of the Hilbert Space, which is generally associated with a complete set of mutually commuting observables. Afterward, we find a suitable expression of the time evolution operator in that basis and evolve an initial quantum state by applying the time evolution operator to obtain the final state. When we measure one of the observables, the final state will collapse onto an eigenstate of that observable with a specific probability. If the time evolution is simulated multiple times, we obtain the probability distribution of the final state. The qubit is the fundamental computing element of the quantum computer, which is a two-state quantum system. So a system of \(n\) qubits will represent the Hilbert Space of \(2^n\) dimensions and constitute the computational basis on which the quantum computer operates. For performing the quantum simulation of a quantum system, first, we must establish a mapping between the eigenbasis for a relevant observable and the computational basis on which the quantum computer operates. The next step is to find the representation of the time evolution operator on a computational basis. The time evolution operator will be decomposed into unitary operators known as the quantum gates, which are applied to the qubits. At this point, we are ready to execute the simulation in a quantum computer. First, we prepare an initial quantum state, and then by applying appropriate quantum gates to it, we evolve that state in time to obtain the final state. Subsequently, we implement the measurement of the final state and note the resultant computational basis state. In this way, by repeating the simulation many times and making measurements of the final states, we obtain the probability distributions of the computational basis states. Thereupon, we retrieve their probability distributions and interpret the results by using the inverse mapping from the computational basis to the relevant eigenbasis of the chosen observable. For the quantum simulation of the noncommutative two-dimensional isotropic harmonic oscillator, we extend the algorithm of [169] in the case of two-dimensional quantum mechanical systems. In the following sections, we describe the steps in detail.

A. Mapping to computational basis states

In our simulation, we discretize the two-dimensional plane into a mesh by dividing each dimension of the plane into \(N\) divisions being labeled from \(-N/2\) to \(N/2 - 1\) with a unit interval, and each discrete point of this \(N \times N\) mesh is considered to represent a position eigenstate. Besides, we choose \(N\) to be equal to \(2^p\) so that \(p = \log_2 N\) number of qubits are needed to obtain the same number of computational states along one direction, for example, \(x\) axis, and therefore the total number of qubits to represent \(|x, y\rangle\) position eigenstate will be \(2p\). The computational basis state corresponding to the position eigenstate \(|x, y\rangle\) is obtained by associating \(x = i + N/2\) and \(y = j + N/2\) to \(\text{bin}(i + N/2)\) and \(\text{bin}(j + N/2)\), respectively, for \(i, j = -N/2, -N/2 + 1, ..., N/2 - 2, N/2 - 1\) where \(\text{bin}(a)\) denotes binary of the decimal number \(a\) in \(p\) bits. Therefore, the position eigenstate \(|x, y\rangle\) is expressed as \(|\text{bin}(i + N/2)\rangle \otimes |\text{bin}(j + N/2)\rangle \equiv |\text{bin}(i + N/2)\text{bin}(j + N/2)\rangle\). For example, if we divide \(x - y\) plane into \(8 \times 8\) mesh with \(N = 8\) so that \(p = \log_2 8 = 3\) and accordingly the \(|-4, -4\rangle\) position state is mapped to computational basis \(|\text{bin}(0)\text{bin}(0)\rangle \equiv |000000\rangle\) and so on.
B. Operator representations in the computational basis

In the discrete setup, the position operators are diagonal matrices, and corresponding momentum operators, which will also be finite-dimensional matrices, can be obtained using the centered quantum Fourier transform \[170\]. The quantum mechanical position operators \(\hat{x}\) and \(\hat{y}\), now represented by \(N \times N\) diagonal matrices and denoted as \(X\) and \(Y\), respectively, are given as,

\[
X = Y = \sqrt{\frac{2\pi}{N}} \begin{pmatrix}
-N/2 & 0 & \ldots & 0 \\
0 & -N/2 + 1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & N/2 - 1
\end{pmatrix},
\]

whereas the quantum mechanical momentum operators \(\hat{p}_x\) and \(\hat{p}_y\) are denoted as \(P_x\) and \(P_y\), respectively, are also represented by \(N \times N\) Hermitian matrices which are obtained from the centered Fourier transform of the position matrices \(X\) and \(Y\) as follows,

\[
P_x = F^{-1}X F, \quad P_y = F^{-1}Y F,
\]

and the centered quantum Fourier transform is given by the \(N \times N\) unitary matrix \(F\) with matrix elements,

\[
F_{jk} = \frac{1}{\sqrt{N}} \exp \left[ \frac{2\pi i}{N} jk \right], \quad j, k \in [-N/2, N/2 - 1].
\]

Moreover, the \(X\) and \(P_x\) matrices act on the more significant set of \(p\) qubits of the computational basis, which is dedicated to the \(x\)-axis, and leave the less significant set of \(p\) qubits for the \(y\)-axis intact. On the other hand, the action of the \(Y\) and \(P_y\) matrices on the computational basis is just reversed. As an example, 6 qubits are needed for \(N = 8\), and the most general computational state can be denoted as \(|q_5q_4q_3q_2q_1q_0\rangle\). The first 3 qubits \(q_2\), \(q_1\), and \(q_0\) are dedicated to the \(y\)-axis, and the rest are dedicated to the \(x\)-axis. The matrices \(X\) and \(P_x\) act on the states \(|q_5q_4q_3\rangle\) whereas \(Y\) and \(P_y\) act on the states \(|q_2q_1q_0\rangle\). In addition, \(XP_y\) and \(Y P_x\) are basically \(X \otimes P_y\) and \(P_x \otimes Y\), respectively, and can be simplified as follows,

\[
X \otimes P_y = X \otimes (F^{-1}Y F) = (I \otimes F^{-1})(X \otimes Y)(I \otimes F) = (I \otimes F^{-1}).D.(I \otimes F),
\]

\[
P_x \otimes Y = (F^{-1}X F) \otimes Y = (F^{-1} \otimes I)(X \otimes Y)(F \otimes I) = (F^{-1} \otimes I).D.(F \otimes I),
\]

where we denote, \(D = X \otimes Y\).

C. Time evolution operator representation

In terms of the finite-dimensional position operators \(X\), \(Y\) and momentum operators \(P_x\) and \(P_y\), the quantum mechanical Hamiltonian in Eq. (10) associated with the noncommutative Hamiltonian of Eq. (9) is expressed as

\[
H = \frac{1}{2M_1}P_x^2 + \frac{1}{2M_2}P_y^2 + \frac{1}{2}M_1\Omega_1^2 X^2 + \frac{1}{2}M_2\Omega_2^2 Y^2 - l_1 X P_y + l_2 Y P_x = H_X + H_Y + H_{XY},
\]

where for notational convenience, we denote

\[
H_X = \frac{1}{2M_1}P_x^2 + \frac{1}{2}M_1\Omega_1^2 X^2, \quad H_Y = \frac{1}{2M_2}P_y^2 + \frac{1}{2}M_2\Omega_2^2 Y^2, \quad H_{XY} = -l_1 X P_y + l_2 Y P_x.
\]

The time evolution operator \(U(t)\) corresponding to the Hamiltonian in Eq. (15) is given by

\[
U(t) = e^{-iHt/\hbar} = e^{-i(H_X + H_Y + H_{XY})t/\hbar}.
\]

Now focusing only on the isotropic case \(\omega_1 = \omega_2\), for which \(M_1 = M_2 = M\), \(\Omega_1 = \Omega_2 = \Omega\) and \(l_1 = l_2 = l\), we use the Trotter-Suzuki formula \([171–176]\) to approximate the time evolution operator,

\[
e^{-iHt/\hbar} \approx e^{-i\frac{P_x^2}{\pi \hbar}t/\hbar} e^{-i\frac{P_y^2}{\pi \hbar}t/\hbar} e^{-i\frac{\Omega^2 X^2}{\hbar}t/\hbar} e^{-i\frac{\Omega^2 Y^2}{\hbar}t/\hbar} e^{iXP_xt/\hbar} e^{-iYP_xt/\hbar}.
\]
We take time steps of $\delta t = t/n$ so that
\[
U(t) = e^{-iHt/\hbar} = (e^{-iH\delta t/\hbar})^n \approx (e^{-i\frac{P_x^2}{2\hbar}\delta t/\hbar}e^{-i\frac{M\Omega^2X^2\delta t/\hbar}2}e^{-i\frac{P_y^2}{2\hbar}\delta t/\hbar}e^{-i\frac{M\Omega^2Y^2\delta t/\hbar}2}e^{iXP_\gamma \delta t/\hbar}e^{-iYP_\delta \delta t/\hbar})^n. \tag{18}
\]
For convenience we denote, $U_X = e^{-i\frac{1}{2}M\Omega^2X^2\delta t/\hbar}$ and $U_Y = e^{-i\frac{1}{2}M\Omega^2Y^2\delta t/\hbar}$. Besides, the unitary operators containing $P_X$ and $P_Y$, denoted as $U_{P_X}$, $U_{P_Y}$, $U_{XP_V}$, and $U_{YP_X}$, are further simplified in the following,
\[
U_{P_X} = e^{-i\frac{P_x^2}{2\hbar}\delta t/\hbar} = F^{-1}e^{-i\frac{P_x^2}{2\hbar}\delta t/\hbar}F = F^{-1}\tilde{U}_X F, \quad U_{P_Y} = e^{-i\frac{P_y^2}{2\hbar}\delta t/\hbar} = F^{-1}e^{-i\frac{P_y^2}{2\hbar}\delta t/\hbar}F = F^{-1}\tilde{U}_Y F, \tag{19}
\]
\[
U_{XP} = e^{-iXP_\gamma \delta t/\hbar} = (I \otimes F^1).e^{-iI\gamma\delta t/\hbar}.(I \otimes F) = (I \otimes F^1).U_{XP}^+(I \otimes F), \tag{20}
\]
\[
U_{YP} = e^{-iYP_\delta \delta t/\hbar} = (F^{-1} \otimes I).e^{-iI\gamma\delta t/\hbar}.(F \otimes I) = (F^{-1} \otimes I).U_{YP}^+(F \otimes I), \tag{21}
\]
where we also denote, $\tilde{U}_X = e^{-i\frac{P_x^2}{2\hbar}\delta t/\hbar}$, $\tilde{U}_Y = e^{-i\frac{P_y^2}{2\hbar}\delta t/\hbar}$ and $U_{XP}^{\pm} = e^{-i\pm i\hbar\delta t/2\hbar}$. Therefore, the time evolution operator is decomposed into discrete Fourier transform operators and diagonal matrices.

## D. Execution and Interpretation

To carry out the quantum simulation, we write and execute a quantum program via the Qasm Simulator of Qiskit (version 0.34.0) [177]. Initially, all the qubits are in $|0\rangle$ state, and we have to prepare the initial state of our simulation. As a starting point, our initial states are the position eigenstate, $|x, y\rangle$, which can be easily prepared by applying NOT gates to the appropriate qubits according to the mapping given in section III A. After preparing the initial state, we need to implement time evolution according to Eq. (18). Before executing, the unitary operators of the single trotter step in the time evolution are transpiled into quantum gates via the built-in transpilers of Qiskit, and we use a loop to implement single trotter steps $n$ times for describing the evolution over the chosen time interval. We obtain the final state after implementing the time evolution. The qubits in the final state are measured to obtain counts corresponding to each computational state. Again, by using the inverse map from computational basis to position eigenbasis given in section III A, we assign the number of counts to the corresponding position eigenstate. In this way, we can find a probability distribution on the mesh after the time evolution of the position eigenstate $|x, y\rangle$. Also, one can easily determine the overlapping of the final state with another position eigenstate by noting the number of counts to the corresponding position eigenstate. Alternatively, the overlapping between the final state and any position eigenstate can be calculated using the CircuitStateFn class of Qiskit Terra, which is essentially an inner product calculation between the two state vectors. In the following sections, we discuss the quantum circuits that can be used to implement the quantum algorithm. Moreover, all circuit diagrams in the subsequent sections are drawn with Qiskit.

### 1. Filter Circuit to Implement Diagonal Unitary Matrices

The diagonal unitary matrices can be implemented using filter circuits. We can implement the filter circuit using a multi-controlled NOT gate and only one ancilla qubit instead of multiple Toffoli gates as done in [178]. Filter circuits select a certain state and apply a phase to that state. Using a filter circuit for each state, we can implement an operator corresponding to a diagonal unitary matrix. In our simulation, the exponential of $X^2$, $Y^2$, and $D$ matrices being diagonal unitary matrices are implemented in this manner.

![Figure 1: Filter Circuit for the State $|1010\rangle$](image)
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[177] Qiskit library.

[178] Multi-controlled NOT gate and ancilla qubit.
Let us demonstrate the action of a filter circuit on a state $|1010\rangle$ as shown in Fig. 1. The multi-controlled NOT gate acting on the ancilla qubit $q_A$ is activated only when all of its control qubits are in $|1\rangle$ state. Therefore, in the case of $|1010\rangle$, first, the NOT gates invert $q_2$ and $q_0$ to $|1\rangle$ and activate the adjacent multi-controlled NOT gate. Now the ancilla qubit $q_A$, initially in state $|0\rangle$, switches to $|1\rangle$ due to the activation of the multi-controlled NOT gate. At this point, since $q_A$ is in state $|1\rangle$, the controlled $U_1(\theta)$ gate will be activated. It will act on $q_0$ and add the phase $e^{i\theta}$ to the circuit. After that, the rightmost multi-controlled NOT gate will switch the ancilla qubit $q_A$ from $|1\rangle$ to $|0\rangle$, and finally, the two NOT gates at the right act on $q_2$ and $q_0$ to invert them from $|1\rangle$ to $|0\rangle$. Hence, the state $|1010\rangle$ is transformed to $e^{i\theta}|1010\rangle$ by the action of the filter circuit. Note that this filter circuit does not alter any state other than $|1010\rangle$. After the operation of the filter circuit, the ancilla qubit $q_A$ is in $|0\rangle$ state. We can append another filter circuit with a new combination of NOT gates to select another state. We can also choose another value of the applied phase $\theta$ by changing the controlled $U_1$ gate parameter. Consequently, to implement a diagonal unitary matrix, we apply filter circuits for each of the states with the phase $e^{i\theta}$, corresponding to its $i$-th diagonal entry.

2. Implementation of Centered Quantum Fourier Transform

As the momentum operators are defined using centered discrete Fourier transformation as in Eq. (13), we implement it using the quantum circuit for the quantum Fourier transform (QFT) discussed in Qiskit textbook [179] and a permutation circuit, explained below, to make it centered. In Fig. 2, we only present the circuit diagram for QFT acting on four qubits. Moreover, the inverse QFT can be implemented by applying the gates in reverse order since it is a unitary operation. In our implementation, the centered discrete Fourier transform, defined as $F = P^{N/2}F^dP^{-N/2}$,

is obtained by the permutation of the elements of the standard discrete Fourier transform $F^d$ which is defined as $F^d_{jk} = \frac{1}{\sqrt{N}}\exp\left[\frac{-2\pi i}{N}jk\right]$ where $j, k = 0, 1, \ldots, N - 1$ [169]. Therefore, we need to define a quantum circuit that permutes the computational basis states. The matrix representations of the permutation denoted as $P$ and its inverse $P^{-1}$ are given by

$$P = \begin{pmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 1 & 0 & 0 & \ldots & 0 \end{pmatrix}, \quad P^{-1} = \begin{pmatrix} 0 & 0 & 0 & \ldots & 1 \\ 1 & 0 & 0 & \ldots & 0 \\ \vdots & 1 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & 1 & 0 \end{pmatrix}. \tag{22}$$

Let us note how the operator $P$ maps the computational basis states appropriately for a case of three qubits from Table I. First of all, the $q_0$ is inverted under the operation of $P$, i.e., if it is initially in the state $|0\rangle$, it gets mapped to $|1\rangle$ and vice versa. Now, $q_1$ is inverted only when $q_0$ is in $|0\rangle$ initially. Moreover, $q_2$ is inverted only when both $q_1$ and $q_0$ are initially in $|0\rangle$. Both of these cases are highlighted in Table I. Furthermore, this operation can be extended for an arbitrary number of qubit states. In Fig. 3, we present a representative quantum circuit that can carry out the permutation operation by applying a NOT gate to the first qubit and successive controlled-NOT gates on the respective qubits. Here, the NOT gate acting on the first qubit $q_0$ inverts the first qubit. After that, the $q_1$ will be inverted due to the activation of the CNOT gate. Finally, when $q_0$ and $q_1$ are initially in $|0\rangle$ state, the $q_2$ is inverted by the CCNOT gate. Accordingly, when one has more qubits, the addition of consecutive multi-controlled
| \(|\psi\rangle\) | \(P|\psi\rangle\) |
|---|---|
| 0 | 0 | 0 | 0 | 1 | 1 | 1 |
| 0 | 0 | 1 | 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| 0 | 1 | 1 | 1 | 0 | 1 | 0 |
| 1 | 0 | 0 | 0 | 0 | 1 | 0 |
| 1 | 0 | 1 | 1 | 1 | 0 | 0 |
| 1 | 1 | 0 | 1 | 0 | 0 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 | 0 |

Table I: Permutation Operation on 3 qubit states

NOT gates will carry out the permutation operation \(P\) on the corresponding states. We can apply the gates in reverse to implement \(P^{-1}\) since they implement unitary operations. The centered discrete Fourier transform can be implemented by sandwiching the QFT circuit between \(N/2\) repetitions of the permutation circuit and its inverse.

3. Implementation of a single Trotter step

In Fig. 4, we illustrate the implementation of a single trotter step given in Eq. (18) on four qubits which consists of unitary diagonal matrices as defined in section III C and \(F\) being the centered discrete Fourier transform matrix. Also, an ancilla qubit is required to implement those diagonal unitary matrices via filter circuits which is made implicit in Fig. 4. Therefore, the time evolution of an initial multi-qubit state, say \(|i\rangle\) over time \(t\), denoted by \(|f\rangle\) can be
determined by applying the above-mentioned single Trotter step \( n \) successive times, each for \( \delta t = t/n \), so that one obtains \( |f\rangle = [U(\delta t)]^n |i\rangle \).

IV. DISCUSSION

We carry out the quantum simulation of the two-dimensional isotropic harmonic oscillator in zero magnetic field with spatial commutativity following the algorithm stated in section III and discern the effect of the noncommutativity parameter \( \theta \) on the simulation itself. The associated Hamiltonian is,

\[
H = \frac{1}{2M} (P_x^2 + P_y^2) + \frac{1}{2} M \Omega^2 (X^2 + Y^2) - l (X P_Y - Y P_X),
\]

where, the parameters \( M, \Omega \) and \( l \) in terms of parameters of Eq. (9) in the isotropic limit, \( \omega_1 = \omega_2 = \omega \) and setting\(^1 \) \( \hbar = 1, B = 0, r = 0 \) and \( s = 1/2 \) in Eq. (11), are given as

\[
M = \frac{m}{1 + \left(\frac{m \theta \omega}{2}\right)^2}, \quad \Omega = \omega \sqrt{1 + \left(\frac{m \theta \omega}{2}\right)^2}, \quad l = \frac{m \theta \omega^2}{2}.
\]

We take the discrete values of \( x, y \in [-16, ..., 15] \) (each multiplied with \( \sqrt{2\pi/N} \) with \( N = 32 \)) for which we require 10 qubits to express a position state \( |x, y\rangle \) in terms of computational basis. Now using this Hamiltonian, we implement the time evolution of the quantum state of the two-dimensional harmonic oscillator, initially taken at the origin, \( |0, 0\rangle \) at \( t = 0 \), and determine its probability distribution over the two-dimensional \( 32 \times 32 \) mesh at \( t = 0.2 \) for two values of \( \theta = 0, 1 \) as shown in Fig. 5.

\[ \theta = 0 \]

\[ \theta = 1 \]

\[ t = 0 \]
\[ t = 0.1 \]
\[ t = 0.2 \]

Figure 5: Probability distribution at \( t = 0, 0.1 \) and 0.2 for \( \theta = 0 \) and \( \theta = 1 \) generated with 8192 shots. The parameter values are \( N = 32, m = 0.5, \hbar = 1, \omega = 1, \delta t = 0.02 \)

\(^1 \) In this work we adopt \( \hbar = 1, c = 1 \) and the mass is expressed in an arbitrary unit. Also, the length \( x \) and time \( t \) are both considered in the inverse of the mass unit. Besides, \( m \omega \theta \) is dimensionless in this unit system.
As it is challenging to disentangle the effect of $\theta$ on the simulated time evolution just from Fig. 5, first, by fixing the initial and final states, we calculate the overlapping between them directly and compare it with the result obtained from the measurement in the simulation which we present in Fig. 6 and 7.

![Graphs showing variation of overlapping between two position states](image)

**Figure 6:** Variation of the overlapping between two position states, $|\langle x', y'|U(t)|x, y\rangle|^2$ as a function of time $t$ for noncommutativity parameter, $\theta = 0$ and 1. Here, we consider $N = 32$, $m = 0.5$, $\omega = 1$ and the single Trotter time-step, $\delta t = 0.02$. We see that the theoretical values of the overlapping between different position states given by the normalized truncated propagator $|K_{tn}|^2$ and those given by the direct computation $|K_{sim}|^2$ and the measurement (taking 8192 shots) $|K_{sim}|^2$ after carrying out the simulation over time $t = 0.5$ are in good agreement. Additionally, the maximum total energy eigenvalues $n_{tot}^{max}$ considered in the normalized truncated propagators in figs. (a), (b), (c) and (d) are 72, 78, 50 and 52, respectively. Besides, all of the insets present the zoomed variations of the overlapping for the larger value of time, $t \geq 0.1$.

Also, regarding the theoretical values of the time variation of the overlapping between different position states of the two-dimensional isotropic oscillator, which are included in Fig. 6 and 7, we would like to point out a few subtle issues. First of all, the position and momentum operators of the Hamiltonian in Eq. (10) for the isotropic case are unbounded Hermitian operators acting on the infinite-dimensional Hilbert space of square-integrable functions, $L^2(\mathbb{R}^2, dx\, dy)$ whereas the implementation of the position and momenta operators in the quantum simulations are finite dimensional matrices. As a consequence, the commutations relations between these operators are not equal to some c-numbers. Furthermore, as shown in [180–182], the finite-dimensional quantum mechanical systems are intrinsically different from the ordinary quantum mechanical systems with truncated Hilbert space. For example, the uniformly spaced eigenspectrum of the ordinary quantum harmonic oscillator does not hold for the finite-dimensional case. However, by considering the Hamiltonian as a difference operator (rather than differential operators), one can construct energy eigenfunctions of this discrete harmonic oscillator which are only defined on discrete equidistant points of space and admit the uniformly spaced eigenspectrum (see for example, [183–189]). But such modification of
the Hamiltonian is structurally different than the usual Hamiltonian of the harmonic oscillator, and the eigenfunctions also depend on additional parameters and the lattice configuration, and therefore it is not straightforward to adopt the eigenspectrum for different lattice structures. Because of such technicalities, we avoid such construction for finite-dimensional quantum systems. Furthermore, the exact propagator for the usual two-dimensional noncommutative isotropic oscillator (see appendix) significantly deviates from the simulation results that encompass the finite-dimensional system. Therefore, when comparing the results of the simulation with theory, we first calculate the overlapping between different position states by truncating the energy eigenvalues to a maximum value in the corresponding propagator for each case. Then we normalize it in such a way that at $t = 0$, the overlapping between two same position states for the truncated case matches with the finite-dimensional case, which is given by $\langle f | i \rangle = \delta_{if}$. In Fig. 6 and 7, we denote the theoretical values of the overlapping from normalized truncated propagator as $|K_{tn}|^2$. Also, after carrying out the simulation over a certain time, the overlapping between two different position states calculated directly and via measurements are denoted as $|K_{sim}|^2$ and $|K_{sim}^m|^2$, respectively. Here, the quantity $|K_{sim}|^2$ is obtained by calculating directly the inner product between the position eigenstates in Qiskit, whereas $|K_{sim}^m|^2$ is obtained by the counts of the considered position eigenstate appeared in the measurement of the final state with 8192 shots. From Fig. 6, we can see that the presence of non-zero $\theta$ results in a slightly faster variation of the overlapping between different position states with time compared to the case of $\theta = 0$ in the simulation, which is corroborated by the theoretical predictions, because the larger the $\theta$, the larger the frequency $\Omega$ becomes as stated in Eq. (24).

Figure 7: Variation of $|\langle x', y' | U(t) | x, y \rangle|^2$ as a function of $\theta$ at time $t = 0.1$. 
In addition, in Fig. 6 and 7, we see fluctuations in the overlapping between position states determined by the measurement in the simulation. In this case, the number of counts or how many times the quantum state (in general, the superposition of multiple states) after the simulation collapses onto the considered final position state determined by the overlapping between these position states. As the measurement process is inherently random, to mitigate the associated statistical fluctuation, we can increase the sample size by taking more shots, which is nothing but the number of times the quantum circuit is executed before obtaining the counts. It is evident from Fig. 8 that the deviation of the values obtained by measurement from the calculated values decreases as a higher number of shots is taken.

Furthermore, let us elucidate on the Trotter error associated with the non-zero $\theta$. For the Hamiltonian $H = \sum_{i=1}^{\Gamma} H_i$ which can be decomposed into $\Gamma$ terms, the upper bound on the error coming from the approximation of the time evolution operator $U(t) = e^{-iHt}$ with first-order Trotter-Suzuki product formula $U^{(n)}(t) = (e^{-iH_1t/n} \cdots e^{-iH_{\Gamma}t/n})^n$, is given by

$$\| U(t) - U^{(n)}(t) \| \leq \frac{t^2}{n} \sum_{i<j=1}^{\Gamma} \| [H_i, H_j] \|,$$

where the rightmost terms are the approximations in the large $\theta$ limit. Thus we can see that the angular momentum term $H_{XY} = H_5 + H_6$ in the Hamiltonian induced by the non-zero $\theta$ contributes to the Trotter error at most at the order $O(\theta^4)$. Consequently, for larger time $t$, the increasing value of noncommutativity parameter $\theta$ will increase the Trotter error and degrade the quality of the quantum simulation itself. This behavior is demonstrated in Fig. 9. As a consequence, for a reliable quantum simulation of a quantum mechanical system with spatial noncommutativity, one

$$\| A \| = \sqrt{\text{Tr}(A^T \cdot A)}.$$
has to maintain the value of $\theta$ small so that roughly $c \theta / t^2 \lesssim 1$ where $c$ can be a dimensionless combination of other parameters of the quantum system itself.

Figure 9: Evaluation of the overlapping, $|\langle 0, 0 | U(t) | 0, 0 \rangle|^2$ as a function of time for three values of $\theta$, where we can see that at larger time $t \gtrsim 0.5$, the value of the overlapping for $\theta = 3$ has started deviating from the cases for $\theta = 0$ and 1, and it signals the degradation of the quality of the quantum simulation itself. Here, the values of the overlapping were directly obtained by calculating inner products between position eigenstates in Qiskit.

Furthermore, the noncommutativity parameter $\theta$ introduces the term $H_{XY}$ in the Hamiltonian of the two-dimensional simple harmonic oscillator that results in the non-separability of the wavefunction in $x$ and $y$ dimensions. Therefore, the subspaces spanned by the qubits dedicated to the $x$ and $y$ dimensions experience a bipartite entanglement between them under the time evolution which is presented in Fig. 10. Here, the bipartite entanglement entropy is calculated as $S = \text{Tr}[\rho_X \log \rho_X] = \text{Tr}[\rho_Y \log \rho_Y]$ where $\rho_{X,Y} = \text{Tr}_{Y,X}(|\psi\rangle\langle\psi|)$ (where, $|\psi\rangle$ is a general position state) are the reduced density matrices associated with the subspaces of qubits dedicated for $x$ and $y$ dimensions, respectively. We started from $|0, 0\rangle$ position state and as expected, for $\theta = 0$ we see no entanglement entropy and for $\theta \neq 0$ its gradual increase with time. Moreover, for larger values of $\theta$, larger entanglement entropy is generated with time.

Figure 10: Bipartite entanglement entropy $S$ as a function of time $t$ for noncommutativity parameter, $\theta = 0, 0.5$ and 1. We start with the initial state $|x = 0, y = 0\rangle$ and calculate the bipartite entanglement entropy between the qubits dedicated to x-axis and y-axis at each trotter step using the built-in functions of Qiskit [177].
A. Noisy Simulation

In this section, we analyze the effects of various types of noise, for example, the readout error, the depolarizing error, and the thermal relaxation error on the simulation following [187]. We take $N = 8$ to work with fewer qubits so that the circuit depth is small enough to discern the effects of different types of noise, as a higher number of qubits degrade the simulation quality quickly. We compare the overlapping $|\langle 0, 0 | U(t) | 0, 0 \rangle|^2$ as a function of time for the ideal case and noisy simulation.

Figure 11: Effect of various types of error on the simulation. Here, the overlapping $|\langle 0, 0 | U(t) | 0, 0 \rangle|^2$ is plotted for the ideal case and the noisy simulation for $N = 8$ qubits. Besides, $m = 0.5$, $\omega = 1$, $\theta = 1$ and $\delta t = 0.02$. (a) Readout error where $p$ is the probability of correct output. (b) Depolarizing error introduced only on the single-qubit gates for the depolarization parameter $\lambda = 0.001$ and 0.01. (c) Comparison of the depolarizing error of single-qubit and multi-qubit gates for $\lambda = 0.001$. (d) Comparison of the thermal relaxation error of single-qubit gates and CNOT gates for $T_1 = 50 \mu s$, $T_2 = 100 \mu s$, $T_{eq} = 30 ns$, $T_{CNOT} = 300 ns$.

Firstly, we add a readout error to each qubit with the probability of correct output being $p$. The effect of this error is to reduce the value of the overlapping without altering the shape of the overlapping vs. time curve since measuring each qubit returns the incorrect value with a probability $1 - p$, thus reducing the amplitude of the correct state without affecting the dynamics, as seen in Fig. 11 (a).

Next, we study the effect of the depolarizing error. Depolarization occurs due to bit-flip and phase-flip errors, leading to a completely mixed state. We compare the effect of depolarization on the single-qubit gates for the values $\lambda = 0.001$ and 0.01 where even with a slight deviation from the ideal case, $\lambda = 0$, the simulation deteriorates drastically, as shown in Fig. 11 (b). Besides, for $\lambda = 0.001$, we compare the depolarization error of single-qubit and multi-qubit gates, and we find that the error is more significant for the multi-qubit gates compared to the single-qubit gates, as
Lastly, we analyze the effect of thermal relaxation error on our simulation. Thermal relaxation error is characterized by two constants, $T_1$ and $T_2$, where $T_1$ refers to the time a qubit decays from an excited state to the ground state, and $T_2$ is dephasing time characterizing the loss of coherence of a quantum state. These constants limit the number of operations performed on a qubit. We take $T_1$ and $T_2$ from a Gaussian distribution with mean $50 \mu s$ and $100 \mu s$, respectively, with a standard deviation of $10 \mu s$. We take the single-qubit execution time to be $T_{sq} = 30 ns$ and CNOT gate execution time $T_{CNOT}$ to be $300 ns$. These values are approximated from the values obtained from current backends offered by IBM. Here, we only compare the thermal relaxation error of the single-qubit gates and the CNOT gates. Besides, the multi-qubit gates can be transpiled into single-qubit and CNOT gates. As seen in Fig. 11(d), the thermal relaxation error on the CNOT gates is much more prominent than the single-qubit case due to many CNOT gates and a ten times larger execution time. Therefore, we conclude that the circuit depth corresponding to our case of $N = 32$ qubits is too large to execute a noisy simulation in a NISQ device.

V. CONCLUSION AND OUTLOOK

In this work, we carry out a noiseless quantum simulation of the two-dimensional isotropic quantum harmonic oscillator with spatial noncommutativity, which is a representative quantum system of NCQM in a quantum computer setup provided by Qiskit. First, we use the group theoretical method to map the Hamiltonian of the two-dimensional NCQM into the ordinary quantum mechanical Hamiltonian. Afterward, we discretize the two-dimensional space into $32 \times 32$ mesh where $x, y \in [-16, ..., 15]$ and set up the corresponding computational basis with $n = 2 \log_2 32 = 10$ qubits for the $2D$ discrete points. Next, we construct the position operator as a diagonal matrix for each dimension and the momentum operator as the centered discrete Fourier transform of the position matrix, respectively, both acting on the computational basis. Now equipped with the Hamiltonian, we assemble the quantum gate that implements the time evolution using the Trotter-Suzuki formula. One can easily extend this framework for higher $d$-dimensional quantum systems that have translational symmetry with a set of $p = d \log_2 N$ qubits since the position and momentum operators are identical for each dimension.

As the noncommutativity parameter $\theta$ increases the overall frequency of the harmonic oscillator, we see the discerning shift in the time variation of the overlapping between different position eigenstates in our simulation, presented in Fig. 6 for a smaller value of time compared to the case of $\theta = 0$. In addition, for a fixed time, the variation of the overlapping between different position eigenstates with respect to $\theta$ is also observed in our simulation, as shown in Fig. 7. However, the discretization of space required to implement our quantum simulation leads to the incompatibility of position and momentum operators acting on the finite-dimensional Hilbert space with the usual unbounded self-adjoint position and momentum operators of the ordinary quantum mechanical system working on the infinite-dimensional Hilbert space or even its truncated version. As the group theoretical formalism to map the NCQM to ordinary quantum mechanics is not available yet for a finite-dimensional quantum mechanical system, we use the truncated propagator to calculate the overlapping between different position states and, as a result, acquire some error which is seen in both Fig. 6 and 7 as the small deviation between theoretical prediction and the values obtained from the simulation. The effects of discretization can be minimized by smaller lattice spacing, but for the computational basis, this translates into taking a large number of qubits.

Moreover, the main obstacle to executing the circuit in real devices is its higher circuit depth due to a large number of trotter steps. Even noisy simulations using the noise models produce highly erroneous results, from which we conclude that the simulation is not suitable for the current NISQ devices. Hence, we opted for the noiseless simulation in the qasm simulator of Qiskit. Likewise, we consider 8192 shots to produce the probability distribution of position states from the simulation. The effects of discretization can be minimized by smaller lattice spacing, but for the computational basis, this translates into taking a large number of qubits.

Besides, the simulation is implemented using the first-order Trotter-Suzuki product formula for which the presence of spatial noncommutativity parameter induces additional large errors when its value is taken larger as seen from the estimates given in Eq. (26) and Fig. 9. Hence, the Hamiltonian simulation via this method is limited to a range of optimal values of time and parameters. Nevertheless, there are algorithms for Hamiltonian simulation based on continuous and fractional queries [188], Taylor series [189], and quantum walk [190]. Quantum walk-based algorithms have query complexities that are better scaled than product formulas with the Hamiltonian’s time of evolution and sparsity, whereas the fractional query model simulation has better scaling with the allowed error in the Hamiltonian. Hamiltonian simulation combining these two approaches to obtain optimal dependence on sparsity,
energy eigenfunctions can be readily found which are given by,

\[ \psi_{n_r, m_l}(r, \phi) = \sqrt{\frac{M \Omega}{\pi \hbar}} \sqrt{\frac{n_r!}{(n_r + |m_l|)!}} \left( \frac{M \Omega}{\hbar} \right)^{|m_l|/2} e^{-\frac{M \Omega}{2\hbar} r^2} L_{n_r}^{m_l} \left( \frac{M \Omega}{\hbar} r^2 \right) e^{im_l\phi}, \]  

(A1)

with the energy eigenvalues

\[ E_{n_r, m_l} = \hbar \Omega (2n_r + |m_l| + 1) + m_l \hbar, \]  

(A2)

where \( n_r = 0, 1, 2, \ldots \) and \( m_l = 0, \pm 1, \pm 2, \ldots \) and the total energy eigenvalue is \( E_{\text{tot}} = 2n_r + |m_l| \).

Now we identify the position eigenstate \( |x, y\rangle = |r \cos \phi, r \sin \phi\rangle \equiv |r, \phi\rangle \). The exact propagator \( \langle r', \phi'| e^{-iHt/\hbar}|r, \phi\rangle \) denoted by \( K(r', \phi', r, \phi, t) \equiv K(x', y', x, y, t) \) is also easily found to be,

\[ K(r', \phi', r, \phi, t) = \frac{M \Omega}{2\pi i \hbar \sin(\Omega t)} \exp \left( -\frac{M \Omega \cos(\Omega t)}{2i \hbar \sin(\Omega t)} (r'^2 + r^2) \right) \exp \left( -i \frac{M \Omega}{\hbar} \frac{1}{\sin(\Omega t)} r' \cos(\phi' - \phi + lt) \right). \]  

(A3)

As the exact propagator is inadequate to compare with the values obtained in the quantum simulation, we consider the truncated propagator up to a maximum value of total energy eigenvalue, \( E_{\text{tot}}^{\text{max}} \).

\[ K_t(x', y', x, y, t) = K_t(r', \phi', r, \phi, t) = \sum_{n_r=0}^{n_r^{\text{max}}} \sum_{m_l=-m_l^{\text{max}}}^{m_l^{\text{max}}} e^{-iE_{n_r, m_l}t/\hbar} \psi_{n_r, m_l}(r', \phi') \psi_{n_r, m_l}(r, \phi). \]  

(A4)

**Appendix A: The isotropic two-dimensional harmonic oscillator with spatial noncommutativity**
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