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Abstract—A microgrid is an innovative system that integrates distributed energy resources to supply electricity demand within electrical boundaries. This study proposes an approach for deriving a desirable microgrid operation policy that enables sophisticated controls in the microgrid system using the proposed novel credit assignment technique, delayed-Q update. The technique employs novel features such as the ability to tackle and resolve the delayed effective property of the microgrid, which prevents learning agents from deriving a well-fitted policy under sophisticated controls. The proposed technique tracks the history of the charging period and retroactively assigns an adjusted value to the ESS charging control. The operation policy derived using the proposed approach is well-fitted for the real effects of ESS operation because of the process of the technique. Therefore, it supports the search for a near-optimal operation policy under a sophisticatedly controlled microgrid environment. To validate our technique, we simulate the operation policy under a real-world grid-connected microgrid system and demonstrate the convergence to a near-optimal policy by comparing performance measures of our policy with benchmark policy and optimal policy.
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I. INTRODUCTION

A microgrid is a system that integrates distributed energy resources (DERs) to supply the local electricity demand. The DERs include several different types of resources such as renewable energy sources (RES), energy storage systems (ESS), and small dispatchable generators (e.g., diesel engines, gas turbines; DGs). In addition, in the grid-connected mode, the electricity is tradable with external power networks (e.g., utility grid). The benefits of a microgrid are as follows: (1) the utilization of RES that efficiently reduces carbon emissions, (2) an improvement local energy delivery with low investment in capacity both for generation and transmission, (3) an improvement to the reliability and resilience of the local energy supply, and (4) a reduction in the costs associated with long-term infrastructure investment [1], [2]. In response to these benefits, the installed capacity of microgrids is growing fast and expected to reach 8.8 GW by 2024 [3].

One general goal of the microgrid operation is minimizing the operation costs by generating an optimal operation of DERs’ output while satisfying the constraints of the system. The optimal operation problem involves a sequential optimization process under uncertainty variables such as time-varying demand and price of electricity. Therefore, many previous studies have attempted to use methods for sequential decision problems, such as dynamic programming (DP) and stochastic programming (SP), to derive the optimal operation policy [4]–[6]. However, most proposed methods require too much computational burden for practical application. Therefore, some studies proposed meta-heuristic algorithms to derive the optimal operation policy within a reasonable time [7], [8]. However, these studies cannot fully capture the stochastic characteristics of real system dynamics.

Responding to the limitations of previous studies, some studies have attempted to derive the optimal operation policy of microgrids based on reinforcement learning (RL) methods. RL-based methods are a useful machine learning approach wherein the learning agent optimizes policies through sequential interactions with the environment without requiring the learning agent to know any information about the system dynamics. [9] suggested an effective method for deriving a microgrid operation policy using a multi-agent RL and relaxing the curse of dimensionality issues. Using multi-step Q-learning, [10] developed an RL framework for autonomous multi-state and multi-criteria decision-making for medium-term scenarios of energy storage management. Similarly, [11] proposed a forecasting based multi-step ahead Q-learning algorithm to manage microgrid systems. [12] introduced action-dependent heuristic dynamic programming with decision tree rules and applied an evolutionary algorithm to enhance the convergence speed for finding a near-optimal control policy. [13] proposed an algorithm to derive a policy for smart energy buildings management using the tabular Q-learning method. [14] proposed a simple rule-based microgrid control policy by applying a decision tree algorithm from a Q-table derived using Q-learning. [15] derived a continuous policy for dispatching ESS using a novel RL algorithm that is combined with Monte Carlo tree search methods, reducing the size of the searching space needed to conduct multi-step bootstrapping.

More recently, following the development of deep RL (DRL) methods that combine RL and deep neural networks (DNNs), studies have suggested DRL-based methods for the
optimal operation of microgrids. In [16], a dual iterative Q-learning algorithm was proposed to derive optimal ESS management policy in smart residential energy systems of a periodic nature. [17] applied a deep Q-learning (DQL) algorithm with a novel Q-network structure to derive a microgrid management strategy. [18] derived prosumers electricity trading strategy using DQL in the local energy market. [19] formulated a Markov Decision Process (MDP) model for the system of the microgrid interacting with the electricity market and derived an operation policy for the system using a deep Q-network (DQN) algorithm to conduct the real-time energy management. [20] suggested a method that derives the operation strategy of a community ESS using double DQL in both grid-connected and islanded modes with different objectives.

In previous studies proposing Q-learning based algorithms [13, 17, 18, 20], the defined problems contain only one action, either charging/discharging of the ESS or buying/selling electricity from the external grid. However, these approaches are insufficient and cannot be used for real microgrid applications as they are unable to work problems with sophisticated action spaces. That is, in addition to determining the direction of each DER, the algorithm needs to be able to determine the levels of the direction. For example, the algorithm should determine the amount of charging/discharging electricity at the ESS. Although [19] considered integrating the sophisticated action space in the microgrid system, they assumed that the microgrid system had only one controllable DER, the ESS. However, to the best of our knowledge, only limited research has proposed DRL based methods for several controllable DERs with sophisticated controls in a microgrid system.

Of course, adopting the sophisticated action space for controlling several DERs simultaneously can cause an issue, in that the size of the state-action pairs increases exponentially. Particularly, when Q-learning based methods are utilized, the formation of a large discrete action space is inevitable. By constructing the large discrete action space, numerous Q-values of state-action pairs must be explored sufficiently to approximate the true value, but a learning agent cannot achieve it in a reasonable time. This issue leads to the learning agents inability to approximate the future value in the learning phase. Particularly in the context of the microgrid operation problem, the agent fails to embody a delayed effective property. That is, the current ESS charging control initially incurs costs but its benefit will be effective in the future when the discharging control is conducted. Consequently, the agent only follows the myopic goal instead of planning for the long-term objective.

Although there are several typical approximation techniques in the Q-learning based approach to support the agent in adapting well to the complex system, these approaches have not been applied well in the microgrid operation problem. Some studies strived to remedy the agent’s myopic perspective by adopting the multi-step ahead approximation techniques of the action-value with the Q-learning algorithm [10, 11]. However, these techniques require prediction-based scenarios for future steps. Therefore, these techniques can only be used for simple environmental settings with a short-term planning horizon. When the size of the action space for sophisticated control of the system increases, there will still be limits that keep the techniques from being a complete solution to the issue of the agent’s myopic perspective. To overcome the issue of the large action space, this study proposes a novel credit assignment technique, delayed Q-update, to derive a well-fitted operation policy under the sophisticated action space for controlling the microgrid system.

In this context, the purpose of this study is to create a technique that allows a Q-learning based algorithm to derive an optimal microgrid operation policy of a grid-connected microgrid system under the sophisticated action space. To apply the proposed technique, we formulate an MDP, emulating the real microgrid control system, that conducts the sophisticated controls of several DERs. To demonstrate the optimality of an operation policy derived using our proposed algorithm, we conduct a simulation of our operation policy with real-world microgrid data and compare the result with an optimal operation policy derived using DP. The main contributions of this study can be summarized as follows:

- This is the first study investigating an algorithm for the optimal operation of a microgrid system based on a Q-learning method with sophisticated controls of several controllable DERs, which is much more applicable in the real-world microgrid system.
- We devise the delayed Q-update technique and corresponding Q-learning algorithm that supports the learning agent in deriving a well-fitted operation policy by overcoming the delayed effective property in the microgrid operation problem.

The remainder of this paper is organized as follows. Section 2 describes the definition of our problem and formulates the MDP model, and Section 3 explains the delayed Q-update technique with the Q-learning algorithm we used. In Section 4, we provide experimental results to validate the advantages of our approach. Finally, we conclude in Section 5 by providing relevant implications and identifying directions for future research.

**II. PROBLEM DEFINITION**

In this section, we introduce the mathematical models of the microgrid operation problem. The considered microgrid system involves several DERs, such as solar photovoltaic (PV), dispatchable generator, ESS, and demand response, and it is connected to the utility grid. In the grid-connected mode, the electricity that is tradable with the external large utility grid is available to fulfill surplus or shortage demand of electricity in the system. We assume that the price of electricity traded with the utility grid is determined a day before in the day-ahead market. We would like to derive an optimal operation policy of the microgrid, which can minimize the long-run operation costs under system constraints. The mathematical formulation in Subsection A describes our microgrid operation problem, similar to our previous study [21]. Then, we explain how to build an MDP model for our RL based algorithm.
The mathematical model for our microgrid operation problem is described by Equations (1)-(8), and all notations for the model are summarized in Table I below:

\[
\min_\mathbf{a} \sum_{t=1}^{T} C_t(s_t, a_t), \quad \text{subject to} \quad \begin{align*}
C_t(s_t, a_t) & = c^{DG} P_t^{DG} + c^B P_t^{B} + c^{DR} P_t^{DR} + c^P P_t^P + c^{RB} P_t^{RB}, \\
0 \leq P_t^{DR} & \leq \phi P_t^F, \\
0 \leq P_t^{RB} & \leq \phi P_t^P, \\
0 \leq P_t^{BR} & \leq \phi P_t^R, \\
0 \leq P_t^{BG} & \leq \phi P_t^F, \\
0 \leq P_t^{DB} & \leq \phi P_t^P, \\
0 \leq P_t^{DR} & \leq \phi P_t^F, \\
0 \leq P_t^{RB} & \leq \phi P_t^P, \\
0 \leq P_t^{BR} & \leq \phi P_t^R, \\
0 \leq P_t^{BG} & \leq \phi P_t^F, \\
0 \leq P_t^{DB} & \leq \phi P_t^P.
\end{align*}
\]

These resources and Equation (4) represent the difference with previous outputs of the resources is limited in a unit time (i.e., ramp-up/down constraint of dispatchable generators). In Equation (5), upper bound means that the amount of electricity to be discharged from the ESS is limited by a certain capacity and also by the remaining capacity of the ESS storage with considering on efficiency rate. Meanwhile, the lower bound of the equation means that the amount of electricity to be charged from the ESS is limited by a certain capacity and also by the current state of charge (SOC) level with considering on efficiency rate. Equation (6) implies that the amount of demand response must positive and lower than the maximum controllable demand. Although the maximum transmission capacity from/to the utility grid is constrained, we can ignore the constraint in that the capacity is large enough to transmit the required amount in the problem.

B. MDP modeling

In our microgrid operation problem, the RL agent can consider five key features in the microgrid system. The first feature is the output of the dispatchable generators in the previous hour (i.e., \( P_{t-1}^{DG} \)), which is used for the ramp-up/down constraints (i.e., Equation (4)). Second and third are the output of renewable energy generators and the amount of demand currently occurring (i.e., \( P_t^R, P_t^P \)). Finally, the current SOC level and electricity price of the utility grid are needed for configuring the current situation of the microgrid (i.e., \( x_t, p_t \)). In summary, the state space of the RL agent can be represented as follows (Equation (8)).

\[
s_t = (P_{t-1}^{DG}, P_t^R, P_t^P, x_t, p_t).
\]

The RL agent needs to determine the outputs of controllable DERs and the amount of electricity from/to the utility grid. As a result, the action space of the RL agent has four actions, as shown by Equation (9). The first action is the amount of electricity from/to the utility grid. If the action has a negative value, it means that the microgrid sells the electricity to the external grid. The amount of small DGs and the demand response are also considered as actions. The last one is the charging/discharging amount of ESS. If the action has a negative value, it means that the microgrid charges electricity into the ESS. Here, the action space determines the last three elements of the action space only as the first element (i.e., \( P_t^{DG} \)) is automatically determined by the balancing constraint between supply and demand (i.e., \( P_t^{DG} = P_t^R - P_t^P - P_t^{DG} - P_t^B - P_t^{DR} \)). By doing this, any action selected by that agent can satisfy the first constraint (Equation (2)) and also the dimension of the control variable decreases to tractable sizes.

\[
a_t = (P_t^G, P_t^{DG}, P_t^B, P_t^{DR}),
\]
version, then non-stationary reward criteria may be applied depending on the demand phases (e.g., the phase is categorized as the peak demand and base demand). For example, during the base demand phase (i.e., the periods with relatively low demand), no matter how undesirable the conducted action is, a relatively positive reward is obtained by the agent. In contrast, in the peak demand phase (i.e., the periods with the relatively high demand), regardless of how desirable the conducted action is, a relatively negative reward is obtained by the agent. Therefore, the reward formula should be robust under non-stationary conditions and constitute consistent criteria. In addition, to conduct stable learning, the scale of reward must be adjusted to belong to a reasonable range. The rescaled approach of the reward for Q-learning is formulated in a related study [19]. Similarly, for the reward’s reasonable scale, we define how desirable the current action is relative to the cost of the worst operation that the agent can do in each hour. This reward formula is similar to the reward formula of the reference [22] in that it is also the change rate relative to the baseline. The worst-case operation that the agent can do in this problem is to satisfy the residual demand remaining after the production amount of the RES is fulfilled using dispatchable generators (i.e., the unit cost of dispatchable generator higher than those of other resources in the experiment). Therefore, we define the reward as the negation of change rate in the hourly operation costs relative to the costs that result from the worst action case (Equation (10)).

\[
p_t = -\frac{C_t(s_t, a_t) - \epsilon_{DG}(P_t^D - P_t^R)}{\epsilon_{DG}(P_t^D - P_t^R)}, \quad (10)
\]

The system dynamics of the MDP model only consider the SOC level of the ESS because the other elements of state do not depend on the actions in the previous time step. Equation (11) represents the dynamics of SOC level dependent on the action \(P_t^B\). In the equation, SOC level decreases by \(P_t^B\) multiplied with the efficiency rate when the ESS is discharged, otherwise SOC level increases by \(P_t^B\) divided by the efficiency rate when the ESS is charged.

\[
x_{t+1} = \begin{cases} 
  x_t - \frac{P_t^B}{\epsilon} & \text{if } P_t^B \geq 0, \\
  x_t - \delta P_t^B & \text{if } P_t^B < 0
\end{cases} \quad \forall t, \quad (11)
\]

III. Methodology

In this section, we introduce our proposed approach for deriving the optimal operation policy of a microgrid using Q-learning with a novel technique, delayed Q-update. We leverage the advantage of the Q-learning algorithm to keep the agent from being trapped in local minima unlike other policy-based RL algorithms [20].

A. Description of Q-Learning Agent Model

Q-learning is a value-based RL method that approximates an action value (i.e., a Q-value) in each state-action pair. The Q-value represents an expected value of a discounted cumulative reward, initiated with the current state and selected action under a policy (Equation (12)). The optimal Q-value is induced by an optimal policy, which maximizes the Q-value of every state (Equation (13)), and this value is expressed using the Bellman equation (Equation (14)). In Q-learning, the optimal Q-value can be approximated by bootstrapping, meaning that the target value of Q-value is utilized from the previous approximated value, the so-called temporal difference learning (Equation (15)). Here \(\alpha\) denotes the learning rate and \(\gamma\) denotes the discount factor for discounting time value. As revealed in Equation (12), this algorithm is a model-free method such that even if the agent does not have knowledge of the environmental factors such as transition probability, the agent can develop a policy using repeated experience by following an behavior policy (i.e., epsilon-greedy). In addition, Q-learning is an off-policy algorithm, that is, the behavior policy for selecting the agent’s action is not the same as the target policy for selecting an action on the target value.

\[
Q_\pi(s_t, a_t) = E_\pi\left[\sum_{k=0}^{\infty} \gamma^k r_{t+k} | s_t, a_t \right], \quad (12)
\]

\[
Q^*(s_t, a_t) = \max_{\pi} Q_\pi(s_t, a_t), \quad (13)
\]

\[
Q^*(s_t, a'_t) = \max_{a'} [r_t + \gamma Q^*(s_{t+1}, a')], \quad (14)
\]

\[
Q(s_t, a_t) \rightarrow (1 - \alpha) Q(s_t, a_t) + \alpha \left( r_t + \gamma \max_{a'} Q(s_{t+1}, a') \right). \quad (15)
\]

When adopting a Q-learning algorithm, we should define the discrete range of the agent’s state and action spaces. For the discretization of the agent’s action space, we define each control variable divided by 10 units. By following this discretization rule, the amount of dispatchable generators contains \((P_{DG}^{max} - P_{DG}^{min})/10 + 1\) discrete cases which are achieved by dividing the possible range \(P_{DG}^{max} \sim P_{DG}^{min}\) by 10. Likewise, the charging/discharging amount of the ESS is discretized to \((S^B + C^B)/10+1\) cases by dividing the possible range \((-S^B \sim C^B)\) by 10 units, and the amount of the demand response is discretized to \(\max(\phi P_t^D)/10 + 1\) cases by dividing the possible range \((0 \sim \max(\phi P_t^D))\) by 10 units. The amount of electricity from/to the utility grid is determined when all other control variables are fixed, so it does not need any consideration. Unlike the action space, the discretization for the state space cannot be directly applied because the observed features of the system cannot be exactly divided into a discrete unit. The issue of the state space discretization can be resolved by introducing function approximation-based Q-learning, and our proposed method can be extended to the research line of function-approximated Q-value. Since tabular-based Q-learning is utilized in this study, we had to conduct a process of relaxation for the system environment, which makes the system tractable using tabular Q-learning and we describe the details in Section IV-A.

As we defined in Section II-A, our handled system has several constraints. Therefore, our agent model has a constrained action space. Although RL with a constrained action space is a tricky issue and has recently been the focus of much research, this topic is not the focus of this study. Therefore, we tackle the constraint action space of our agent by adopting the simple
B. Delayed Q-update technique for ESS Controls

In previous research on applying Q-learning to operation cost minimization in microgrid systems, hourly operation costs were provided as part of an immediate reward. However, the effect of the ESS charging control in the current period is not reflected in the current immediate reward but in the value of the future period with discharging control. Although in the updated formula of temporal-difference (TD), the expected future reward may reflect the value of charging control, the approximation for the value of charging control is incorrect for the true value because TD has an issue with the biased value-approximation for the value of charging control. To achieve the true value of charging control, the delayed Q-update technique is proposed to relax this issue by conducting a delayed credit assignment to the iterations, the delayed Q-update technique is described in the algorithm 1. The detailed flow of the delayed Q-update technique with the Q-learning is described in the algorithm 1.

Algorithm 1 Q-learning algorithm with Delayed Q-update

1: Initialize Q-function: \( Q(s, a) \)
2: Initialize FIFO Queue: \( D \)
3: for episode \( k = 1, M \) do
4: receive initial observation state \( s_1 \)
5: for \( t=1,T \) do
6: if with probability \( \epsilon_k \) then
7: select random \( a_t \in A_s \)
8: else
9: \( a_t \leftarrow \text{argmax}_a Q(s_t, a) \)
10: execute \( a_t \) and observe \( r_t \) and \( s_{t+1} \)
11: if \( P_t^B < 0 \) then
12: insert \( (s_t, a_t, P_t^B) \) to \( D \)
13: else if \( P_t^B > 0 \) then
14: \( \text{amt} \leftarrow P_t^B \)
15: while \( \text{amt} > 0 \) do
16: \( (s_t, a_t, P_t^B) \leftarrow D[0] \)
17: \( \text{amt} \leftarrow \text{amt} - P_t^B \)
18: if \( \text{amt} + P_t^B \geq 0 \) then
19: \( P_t^B \leftarrow -P_t^B \)
20: \( D.pop() \)
21: else
22: \( P_t^B \leftarrow \text{amt} - P_t^B \)
23: \( D[0] \leftarrow (s_t, a_t, \text{amt}) \)
24: \( Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \beta \gamma^{t-\tau} (p_t - p_\tau) P_t^B \)
25: \( G_t \leftarrow r_t + \gamma \max_{a' \in A_s} Q(s_{t+1}, a') \)
26: \( Q(s_t, a_t) \leftarrow Q(s_t, a_t) + \alpha (G_t - Q(s_t, a_t)) \)
27: \( \text{amt} \leftarrow 0 \)
28: \( D.pop() \)

IV. EXPERIMENTAL RESULTS

In this section, we demonstrate that the policy derived using our proposed technique with the Q-learning algorithm outperforms the benchmark operation policy derived using the original method of the Q-learning algorithm. In addition, to validate the optimality of the policy, we compare the performance of our policy with that of an optimal operation policy derived using dynamic programming. We conduct a simulation for real-world grid-connected microgrid systems using both our proposed approach and original Q-learning approach as a benchmark, and we verify that the derived operation policy is relatively superior to the benchmark policy based on the proposed performance measures.

A. Experimental setting

As discussed in [23], we experiment with real-world data for a campus microgrid installed in a university in South Korea. The microgrid has solar PV and ESS, and it covers some parts of electricity demand in the university library. We use the actual data on the hourly electricity demand and solar
PV generation of the microgrid. In addition, we assume that the microgrid can trade electricity from/to the utility grid at the system marginal price (SMP), and we obtain the data for the hourly SMP from the website of Korea Power Exchange. The average electricity retail price in South Korea is reported at approximately 100 KRW/kWh [25]. To consider when the microgrid utilizes the ESS actively, we make the SMP price fluctuate more by multiplying a scale-up (discount) factor to SMP price value. Lastly, we refer to several previous studies to set up the appropriate values for other parameters of our models described in Section II, as summarized in Table II (the unit generation cost from the dispatchable generator in South Korea is approximately 500KRW/kWh [26] and the unit cost of the demand response is set at 200KRW/kWh [21]).

As previously mentioned, the relaxation process is conducted to convert observed features of the system to discretized state space. In the process, we round off the hourly generation amount of PV, electricity demand, and SMP price to the one-teenth place. As a result, the generation amount of PV contains 4 discrete values (0,10,20,30), electricity demand contains 8 discrete values (40,50,60,70,80,90,100,110), and SMP price contains 3 discrete values (70,130,140). Furthermore, we apply the discretization rule to the microgrid system element of the state space. The output of dispatchable generators at the previous hour, is divided similar to the discrete controls of the microgrid.

By following this discretization rule for the action space of the agent, the dispatchable generators are discretized into 7 controls. Likewise, the operation of the ESS is discretized into 11 controls and the demand response is discretized into 3 controls. Thus, the size of the action space is 231, achieved by multiplying the sizes of discrete controls within every control variable.

By conducting several rounds of tuning, we fix the hyper-parameters for the learning agent including the number of episodes (M), learning rate (α), adaptation rate for delayed Q-update (β), and discount factor (γ). These hyper-parameter values are 3000, 0.3, 0.00001, and 0.9, respectively.

We derived an operation policy using Q-learning with delayed Q-update technique trained in March of 2018, a month period. After the policy training step, we validate the derived operation policy during validation period of approximately 24 hours (2018/3/29 6:00 ~ 2018/3/30 5:00).

### B. Performance measure

For the validation, we define one of the performance measures as the average cost of microgrid operation, which is the daily average cost in the valid horizon. The formula for this measure is defined in Equation (17). Here, \( T_e \) denotes the last index of the valid period.

\[
AC = \frac{1}{T_e - T} \sum_{t=T+1}^{T_e} C_1(s_t, a_t), \tag{17}
\]

Furthermore, to focus solely on the performance of the ESS operation, we define a benefit measure of ESS operation, which is the summation of the cost of ESS charging when ESS is charged and the opportunity cost of ESS discharging when ESS is discharged. The formula for the benefit measure of the ESS operation is defined in Equation (18).

\[
EB = \frac{1}{T_e - T} \sum_{t=T+1}^{T_e} p_t P^B_t, \tag{18}
\]

To identify the degree of the convergence of the updated policy, we define a convergence measure, Q-value difference, which is the root mean square error between the Q-values of the current and previous epochs. The formula for this performance measure is defined in Equation (19). Here, \( Q_k(s,a) \) denotes the Q-values of state-action pairs after \( k \) iterations (epoch) are finished. The measure expresses the degree of variation between the Q-values of all state-action pairs, so it can assess the degree of convergence.

\[
Q_{difk} = \frac{1}{|S||A|} \sum_{s \in S} \sum_{a \in A} \left( Q_k(s,a) - Q_{k-1}(s,a) \right)^2, \tag{19}
\]

We adopt a regret value for the average cost which is a relative measure for evaluating a policy that compares it with an optimal policy based on average cost measure (Equation (20)). Applying the same concept for the ESS benefit measure, regret for the benefit measure of ESS operation is formulated in Equation (21). These regret values evaluate how much each measure of the given policy deviates from the optimal measure, meaning that a policy which has a large regret then the policy is undesirable.

\[
R^{AC}_\pi = E_\pi[AC] - \min_{\pi} E_\pi[AC], \tag{20}
\]

\[
R^{EB}_\pi = \max_{\pi} E_\pi[EB] - E_\pi[EB], \tag{21}
\]

### C. Result

We simulate our derived operation policy using Q-learning with delayed Q-update technique in a grid-connected microgrid system. To validate the effect of the delayed Q-update technique, we conduct a comparative analysis for the operation policies derived using Q-learning with and without the delayed Q-update. Figure I shows the trends of the average cost plotted against operation policy updates using the proposed approach.
and the original Q-learning. The result of the average cost shows a declining trend in figure [1(a)], it has a stable trend as policy updating is continued before converging to a certain point. In figure [1(b)], we can identify that it has a more unstable trend than the result of our proposed method and it may not converge.
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**Fig. 1:** Trend of average cost measure as the learning goes on using (a) Q-learning with delayed Q-update technique and (b) original Q-learning

Figure 2 shows the trends of the ESS benefit measure versus operation policy updates using the proposed approach and the original Q-learning. To clarify the direction of each trend, we put a smoothing trend denoted by the red line in each result. As shown in figure [2(a)], the ESS benefit measure improves as learning goes on using the proposed approach. Figure [2(b)] shows that the ESS benefit measure does not improve and even decreases over a certain phase.
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**Fig. 2:** Trend of the ESS benefit measure as the learning goes on using (a) Q-learning with delayed Q-update technique and (b) original Q-learning

Figure 3 shows the trends of the Q-value difference measure plotted against operation policy updates using the proposed approach and the original Q-learning. The result of the Q-value difference shows a declining trend after a warm-up phase in figure [3(a)], it has an efficient decreasing trend as policy updating goes on before converging to a certain level. However, in figure [3(b)], we can identify that the convergence is slower and has a less efficient trend than the result of our proposed method.
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**Fig. 3:** Trend of the Q-value difference measure as the learning goes on using (a) Q-learning with delayed Q-update technique and (b) original Q-learning

In the verification process of the valid data, figure [4](a) shows the operation result of the proposed approach based on the operation policy and figure [4](b) shows the operation result using a policy derived by the original Q-learning algorithm. As seen in the results, the operation from the policy derived by the original Q-learning conducts undesirable ESS control, which frequently performs ESS charging in the period with high SMP price and ESS discharging in the period with low SMP price. Therefore, our delayed Q-update technique is necessary to derive a reasonable operation policy under our problem setting.

To verify the optimality of our proposed approach, we conduct a simulation using a DP-driven operation policy (i.e., optimal policy) under the predefined system. Figure 5 shows the operation result, which is based on an optimal operation policy. Using an optimal operation policy, an optimal average cost is 8183.33 and an optimal ESS benefit is 375 in the valid data. Even if our operation policy somewhat differs from the optimal policy, we confirm that our policy is similar to the optimal policy in terms of charging ESS at the periods with low SMP price and discharging ESS at the periods with high SMP price. Thus, we identify that the operation policy derived using Q-learning with delayed Q-update technique converges to the near-optimal operation policy.

To analyze the above performance measures, we summarize the final performance of the average cost of each operation policy in table [III]. As the comparative analysis shows, applying the delayed Q-update technique allows us to derive an
Fig. 3: The trend of difference measure as learning goes on using (a) Q-learning with delayed Q-update technique and (b) original Q-learning

operation policy that outperforms the policy generated by the original Q-learning algorithm. Thus, we verify that the delayed Q-update technique has a beneficial effect on the situation where sophisticated control is required under the microgrid system.

Table III: Comparative analysis based on average cost, ESS benefit, and regret measures for the final derived policy under valid data between the Q-learning with the delayed Q-update technique and the original Q-learning methods

V. CONCLUSION

The main contribution of our study is the creation of the delayed Q-update technique to derive operation policies more efficiently in the real-world grid-connected microgrid. Sophisticated controls are required under the real-world microgrid system, so the action space of the Q-learning agent is constructed as a large discrete action space that determines the level of every DER. There is a limitation in deriving operation policy in the large action space setting under microgrid using the typical Q-learning, especially if the ESS has a property of delayed effects, that prevents the algorithm from deriving a desirable policy efficiently. To respond with this limitation, we introduce a novel delayed credit assignment technique, delayed Q-update, which supports that the Q-learning algorithm in deriving desirable operation policies under the detailed control setting. As experimental results demonstrate, our operation policy derived using the proposed approach outperforms the benchmark policy derived using original Q-learning under adopted performance measures. In addition, these results ver-
ify that our operation policy converges to the near-optimal operation policy in the real-world grid-connected microgrid system.

One of the limitations of this study is that the agent and environment are formulated based on the simple setting involving discrete types of electricity demand, SMP price, and generation amount of PV, adjusted by the relaxation process. However, this simple version of the environment can be extended to the real-world version which has continuous variables by adopting a recent paradigm of the RL that utilizes function approximation in Q-learning using DNN, the so-called DQN [27], [28]. Along with combining DNN, to relax our derived operational policy’s swift switching of the ESS controls, we plan to formulate a model that accounts for battery maintenance costs and propose a response solving approach in future research.
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