Magnetic breakdown and charge density wave formation: A quantum oscillation study of the rare-earth tritellurides
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The rare-earth tritellurides (RTe₃, where R = La, Ce, Pr, Nd, Sm, Gd, Tb, Dy, Ho, Er, Tm, or Y) form a charge density wave state consisting of a single unidirectional charge density wave for lighter R, with a second unidirectional charge density wave, perpendicular and in addition to the first, also present at low temperatures for heavier R. We present a quantum oscillation study in magnetic fields up to 65 T that compares the single charge density wave state with the double charge density wave state both above and below the magnetic breakdown field of the second charge density wave. In the double charge density wave state it is observed that there remain several small, light pockets, with the largest occupying around 0.5% of the Brillouin zone. By applying magnetic fields above the independently determined magnetic breakdown field, the quantum oscillation frequencies of the single charge density wave state are recovered, as expected in a magnetic breakdown scenario. Measurements of the electronic effective mass do not show any divergence or significant increase on the pockets of Fermi surface observed here as the putative quantum phase transition between the single and the double charge density wave states is approached.
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I. INTRODUCTION

The fermiology of compounds that harbor charge density wave (CDW) order has attracted renewed interest due to the discovery of CDW order in several cuprate high-temperature superconductors [6–13]. The results of quantum oscillation studies in the cuprates appear to be consistent with a divergence of the electronic effective mass, \( m^* \), on approach to optimal doping and possibly also on the very underdoped region approaching the Mott transition [14–16]. In both cases this effect is coincident with a dome of CDW order [17]. Close to optimal doping it remains unclear whether this divergence occurs as a result of a CDW quantum critical point, a quantum critical point associated with the pseudogap, or indeed some other mechanism, whereas on the underdoped side of the cuprate phase diagram, there are quantum phase transitions between the CDW, the spin density wave, and a Mott insulating phase that could lead to a diverging \( m^* \). In addition, as a point of principle, the effect of disorder (implicit due to chemical substitution) on a unidirectional incommensurate CDW in tetragonal materials leaves only a nematic phase transition, raising the possibility that the putative CDW quantum critical point mentioned above would have a nematic character [18]. As there is no clear precedent for an enhancement of \( m^* \) around a CDW quantum critical point, it is clear that there is a need for a model system in which to study such a scenario. In this work we examine a promising candidate material.

The rare-earth tritellurides (RTe₃, where R can be La, Ce, Pr, Nd, Sm, Gd, Tb, Dy, Ho, Er, Tm, or Y) form a family of materials in which the CDW transition temperature can be smoothly tuned by the lanthanide contraction without doping the system or introducing disorder [1]. As shown in the phase diagram in Fig. 1, the transition temperature of the primary, unidirectional CDW order is tuned from greater than 450 K in LaTe₃ down to 244 K in TmTe₃, but of particular interest here is the emergence of a second, perpendicular, unidirectional CDW that first appears in a stoichiometric compound in TbTe₃ at 41 K and strengthens with the lanthanide contraction up to 186 K in TmTe₃ [1,2]. As the local rare-earth moments do not seem to affect the formation of the CDW states, the choice of R acts principally as chemical pressure, and as such the phase diagram can be reframed in terms of the lattice parameter as in Fig. 1. This framing implies that continuous compression (expansion) of the lattice from GdTe₃ (TbTe₃) could drive the system through a quantum phase transition, potentially yielding a quantum critical point across which to search for an enhanced \( m^* \).
The known to have a unidirectional CDW ordering with Sm, Nd, Ce, La). The compounds where the in-plane lattice parameter \(a\) temperature magnetic phases (see Appendix) [1,2] as a function of rare-earth (R) ions that yield these lattice parameter values. There are two unidirectional, incommensurate CDWs with \(q_1 \approx 2/7c^*\) and \(q_2 \approx 1/3a^*\). Both are present at low temperatures in the heaviest R (shortest a: Tm-Tb), just but \(q_1\) for lighter R (longer a: Gd, Sm, Nd, Ce, La). The compounds where \(R = La, Ce,\) and Nd are known to have a unidirectional CDW ordering with \(q_1\) that onsets at temperatures above those measured. (b, c) A 2D tight-binding model that captures the essential structure of the Fermi surface of \(R\)Te3 is shown in gray, with the first Brillouin zone shown as the light-green box. Note that this model ignores a subtle \(b\)-axis warping and bilayer splitting. The full Fermi surface would be reflected across the \(k_y = 0\) line. In (b)(ii) a portion of the Fermi surface observed by ARPES measurements [3] in the single-CDW state is sketched in green (shown in the unfolded zone), (c) Illustration of the remaining portions of the unfolded Fermi surface resolved by ARPES once gaps \(\Delta_1\) and \(\Delta_2\) have opened [3–5]: (i) for the double-CDW state (orange) and (ii) for the single-CDW state (green), with the CDW vectors \(q_1\) and \(q_2\) represented by the green and orange arrows, respectively. (b, c) Adapted from Brouet et al. [3] and Moore et al. [5].

In this study we use quantum oscillation measurements to study the folding and gapping of the Fermi surface across the implied single- to double-CDW quantum phase transition. Key to understanding the data are magnetic breakdown phenomena. We observe that above the independently calculated breakdown field for the second CDW gap the quantum oscillation frequencies match those of the singly folded zone, whereas below the breakdown field only some very low frequencies remain, consistent with a Fermi surface composed of just very small pockets. The quantum oscillation spectrum changes very little upon lanthanide contraction in the single-CDW state, indicating that the choice of R has a negligible effect on the area of the Fermi surface despite the size of the gap changing significantly. The temperature dependence of the quantum oscillation amplitudes shows that there is no observed enhancement of \(m^*\) on approach to the putative quantum phase transition.

II. METHODS

Single crystals of \(R\)Te3 were grown via a self-flux technique described elsewhere [23]. Quantum oscillation measurements up to 14 and 16 T were performed in commercially available magnets from Quantum Design and Cryogenic Ltd., respectively. Measurements to 35 T DC fields were performed at the National High Magnetic Field Laboratory in Tallahassee, Florida, and measurements to 65 T at the pulsed-field facility at Los Alamos National Laboratory, New Mexico. In DC fields, quantum oscillations were measured in the electrical resistivity (Shubnikov–de Haas oscillations) along the crystallographic \(b\) axis measured by a quasi-Montgomery technique. The resistivity was measured via a Stanford Research SR830 lock-in amplifier and a Princeton Applied Research Model 1900 Low Noise Transformer that added gains of 100 or 1000 owing to the very low resistance of the samples. The excitation was typically 1 mA at 10–200 Hz. Measurements in pulsed magnetic fields utilized a mutual inductance technique [24], whereby the sample is mounted on top of a flat-wound inductive coil that forms a tank circuit in combination with the coaxial line capacitance. In this configuration, changes in the resonant frequency \(f\) of the tank circuit reflect changes in the average in-plane conductivity of that the \(b\) axis is out-of-plane in \(R\)Te3), forming almost-perpendicular, quasi-1D sheets with weak hybridization at their crossing points and bilayer splitting [3]. The primary CDW, with \(q_1 \approx 2/7c\), leaves the material metallic due to an imperfect nesting condition. ARPES and quantum oscillation studies have shown that the diamond-shaped pocket at the X point is unaffected by the folding, that there is likely an elongated pocket along an imperfectly nested sheet and then another small pocket elsewhere in the zone. Figure 1(b)(ii) illustrates a portion of the Fermi surface resolved by ARPES in the single-CDW state that confirmed the survival of the X pocket, as well as a larger irregular pocket as a product of the zone folding. Figure 1(c)(ii) shows where the primary CDW gap \(\Delta_1\) opens on the unfolded Fermi surface [3]. Further ARPES data show that as the second CDW, \(q_2 \approx 1/3c\), folds the Brillouin zone again, a secondary gap \(\Delta_2\) also opens on the largest remaining pockets as illustrated in orange in Fig. 1(c)(i) [5].
FIG. 2. (a) The $b$-axis resistance as a function of the magnetic field, $R(B)$, normalized by the zero-field value $R_0$ for three representative measurements (TbTe$_3$, GdTe$_3$, and HoTe$_3$; as red, black, and dark-blue lines, respectively), one from each DC magnet (see Sec. II). Smooth, nonoscillating background estimates, $R_{\text{bgd}}/R_0$ for each measurement are shown as dashed lines. (b) The oscillating component of the data extracted from (a) by subtraction of the smooth background from the data plotted as a function of the inverse field to reveal periodic oscillations indicative of quantum oscillations. (c) Representative mutual inductance data shown as the mixed-down frequency of the tank circuit for TmTe$_3$, with the smooth background estimate shown as the dashed line. (d) The oscillating component of the signal shown by subtraction of the nonoscillating background, $f_{\text{bgd}}$ as a function of the inverse magnetic field, again revealing periodic oscillations that are consistent with quantum oscillations.

The magnetic field was oriented parallel to the crystallographic $b$ axis (out-of-plane) in all measurements. The presence of rare-earth magnetism in most members of the $RTe_3$ series meant that the samples had to be encased in epoxy (Devcon 5-min epoxy) to prevent delamination and to secure the crystals against the large magnetic torques that can arise due to the large crystal field anisotropy. Encasing the samples in epoxy does not appear to significantly change their resistivity or CDW transition temperatures (constant to within 0.5 K, around 0.1%), indicating that any pressure applied by the epoxy must be small.

III. RESULTS

A. Magnetic breakdown

Representative magnetoresistance data are shown in Fig. 2(a) for each of the DC magnets used in this study, with representative mutual inductance data taken in pulsed fields also shown in Fig. 2(c). In order to isolate the periodic oscillations associated with quantum oscillations, a smooth background [dashed lines in Figs. 2(a) and 2(c)] is removed and the data are plotted versus the inverse field. The low-temperature magnetic phases do not appear to significantly affect the data, as shown in the Appendix, and are therefore not considered in the following analysis and discussion.

It can be seen even in the raw data in Fig. 2 that the dominant quantum oscillation frequencies in HoTe$_3$ and TmTe$_3$ are much lower than those in GdTe$_3$, as expected from the additional folding of the Fermi surface by the second CDW for heavier $R$ (Fig. 1). TbTe$_3$, on the other hand, with two CDWs, seems to yield quantum oscillation frequencies that are more similar to GdTe$_3$, despite having a second CDW. This can be understood by considering the approximate field scale associated with magnetic breakdown of the second CDW gap. By invoking the Blount criterion for magnetic breakdown [25], $\hbar\omega_c > E_g^2/E_F$, where $\hbar\omega_c$ is the cyclotron frequency, $E_g$ the gap energy, and $E_F$ the Fermi energy, the magnetic breakdown field of the second CDW gap, $B_0$, can be estimated independently of the present data [26]. $E_g$ is obtained from the single-particle excitation gap of the second CDW as measured by optical spectroscopy by Hu et al. [27,28]. Note that there has been no direct measurement of the single-particle excitation gap for the second CDW of TbTe$_3$ [27] and so the gap magnitude has been assumed to scale proportionately with the transition temperature relative to its neighbor, DyTe$_3$. The Fermi momentum and effective mass are obtained from previous quantum oscillation measurements by Ru et al. [20] to calculate $E_F$, and we use the $\beta$ frequency for this analysis because it is easily resolvable and reliably ascribed to the X pocket, which is known to be gapped by the second CDW from ARPES measurements [as illustrated in Fig. 1(c)(ii)] [5,20].

Figure 3(a) shows the resulting values of $B_0$ as stars. While $B_0$ is not a sharp transition line, but rather the point at which the probability of tunneling via magnetic breakdown has reached $1/e$, the data can nonetheless be placed into three groups: data at fields below $B_0$ in the double-CDW state (orange lines in Fig. 3), data at fields above $B_0$ in the double-
FIG. 3. (a) A guide showing the field ranges across which the FFTs shown in (b)–(d) were obtained for each member of the $R$Te$_3$ series studied here. Each $R$ (top axis) is placed according to its $a$ lattice parameter at 300 K (bottom axis) [22], noting that overlapping ranges have been symmetrically offset in $x$ for clarity. For compounds with two CDWs, the calculated characteristic breakdown field for the lower-temperature (smaller-gap) CDW is shown as a star. The FFTs are thus grouped into three categories; measurements in the double-CDW state with FFTs obtained from a magnetic field range below $B_0$ [orange lines; (b)], measurements in the double-CDW state with FFTs derived from a magnetic field range above $B_0$ [blue lines; (c)], and measurements in the single-CDW state [green lines; (d)]. Note that (b)–(d) are all plotted at the same $x$ scale for comparison. Peaks in the FFTs shown in (c) and (d) are labeled to distinguish primary frequencies from mixing frequencies and harmonics as discussed further in the text. The primary $\alpha$, $\beta$, and $\delta$ frequencies are highlighted in yellow to more clearly show the consistency in their values as $R$ changes. In (d), NdTe$_3$, SmTe$_3$, and GdTe$_3$ No. 2 have an additional FFT of the same data restricted to a higher range of fields to highlight high-frequency components (frequencies below 700 T are omitted from these curves for clarity). Data in these plots were taken at fixed temperatures between 1.5 and 2 K.
CDW state (blue lines in Fig. 3), and data taken in the single-CDW state (green lines in Fig. 3). The quantum oscillation frequency spectrum is then determined in each regime by taking the fast Fourier transform (FFT) of the oscillating component of the data as a function of the inverse field confined to the relevant magnetic field range. Figure 3(a) shows the ranges used to calculate the FFTs shown in Figs. 3(b)–3(d).

Before discussing the frequency spectra in greater detail, it is worth highlighting the key trends. Compared to the data taken in the single-CDW state, only a few low-frequency quantum oscillations are observed ($F \leq 100$ T) in the double-CDW state when the applied field is below $B_0$, which is consistent with an additional folding of the Brillouin zone and gapping of the Fermi surface. Upon applying a field greater than $B_0$ the frequency spectrum in the double-CDW state appears very similar to that in the single-CDW state. This is consistent with the magnetic breakdown scenario whereby quantum oscillation frequencies associated with an unfolded Brillouin zone are recovered when the field scale exceeds the breakdown field of the hybridization gap [25,29]. The quantitative success of the independently determined $B_0$ in delineating these field scales is quite striking.

A detailed quantum oscillation study of LaTe$_3$ has been performed previously by Ru et al. using torque and magnetic susceptibility measurements [20]. It is to be expected that different techniques might be more or less sensitive to different regions of the Fermi surface, as well as observing different rules for the mixing of frequencies and appearance of harmonics. However, the primary frequencies that correspond to the real area of the Fermi surface should be reproducible, and so a comparison between techniques is an instructive place to start. In Fig. 3(d) the frequencies observed by Ru et al. in LaTe$_3$—$\alpha$, $\beta_1$, $\beta_2$, $2\beta$, and $\gamma$—are indicated along with an additional frequency observed but not labeled by Ru et al. at around 1.45 kT, labeled in Fig. 3(d) as $\#_1$. In addition, two more peaks are observed at low frequency that coincide approximately with where the second and third harmonics of $\alpha$ should be, labeled $2\alpha$ and $3\alpha$. Highlighted in yellow but not marked is a very subtle peak at around 864 T. Based on the LaTe$_3$ data alone this small peak might be ignored, and it was not observed by Ru et al. However, this subtle feature does coincide with a frequency that becomes quite clear in the other data sets in this group. As this peak is not obviously related to any harmonics, or addition and subtraction frequencies, we refer to it as $\delta$.

Looking at all of the traces in Fig. 3(d) the $\beta$ frequencies can be clearly seen throughout the group and are highlighted in yellow. Owing to the slight warping of the Fermi surface and bilayer splitting there are expected to be several frequencies very close to one another (Ru et al. observe up to six for the $\beta$ frequencies), and so for comparative purposes we do not distinguish between different $\beta$ frequencies but can assume that they all originate from the same pocket of the Fermi surface. Any systematic change in these frequencies with $R$ is within the width of the group (around 440 to 550 T).

There is also consistently a group of low frequencies, in the 40- to 150-T range, that are highlighted in yellow and labeled $\alpha$. In GdTe$_3$ the $\alpha$ frequencies look very similar to those in LaTe$_3$, but NdTe$_3$ and SmTe$_3$ seem to have some additional frequencies in this range. It is not obvious whether the Fermi surface has additional small pockets in these compounds or whether there are simply some addition, subtraction, or harmonic frequencies that happen to be prominent in these materials. It is worth remembering that low frequencies are particularly sensitive to effects of background subtraction and windowing effects and so the relative amplitudes and precise frequencies should be interpreted with a degree of caution.

There are two significant differences between the LaTe$_3$ spectrum and the others in this group ($R = \text{Nd, Sm, Gd}$). The first is the significant reduction, or even disappearance, of the $\gamma$ frequency, which is only clearly observable in LaTe$_3$. The second is the appearance in the other members of the group of another strong frequency, $\delta$, that is not clearly observable in LaTe$_3$ and does not appear to be a product of other fundamental frequencies. Therefore $\delta$ seems to be another fundamental frequency. It may not be a coincidence that the $\gamma$ frequency is very close to where $2\delta$ may appear, and so while the possible (weak) $\gamma$ peaks are marked in the plot in Fig. 3(d), the expected location of any $2\delta$ peaks is also indicated by a gray bracket where there is ambiguity (some $3\beta$ frequencies may also appear in this frequency range). Only LaTe$_3$ unambiguously shows a $\gamma$ peak.

The other frequencies in the spectra can be described by the addition and subtraction of the primary frequencies and their harmonics as marked in the plot. It is notable that LaTe$_3$ does not show addition and subtraction frequencies, with the obvious difference being that LaTe$_3$ lacks a large local moment. This is consistent with frequency mixing due to oscillations of the magnetization. Although the other available rare earths that could be placed in this group, Ce and Pr, are not studied here, there is no reason to expect any variation from the broad trends described here.

The next group of FFTs, shown in Fig. 3(b), are taken below $B_0$ in the double-CDW state. The data clearly show that the $\beta$, $\gamma$, and $\delta$ peaks are all absent, even in data up to 65 T in TmTe$_3$. A cluster of low frequencies remains and these are shown in more detail in Fig. 4. It is difficult to identify trends between the spectra, other than that the highest fundamental frequency is probably no higher than around 100 T (assuming that the higher peaks unique to the TmTe$_3$ data are likely to be harmonics, given that this data set extends to considerably higher magnetic fields), which corresponds to approximately 0.5% of the unfolded Brillouin zone. It is not obvious based on these data whether the $\alpha$ frequency is still present because of the density of peaks in the data being greater than our resolution. But the qualitative statement is clear; these data are consistent with a Fermi surface composed of multiple small pockets following a second folding of the Brillouin zone by the second CDW.

The final group of FFTs, representing data obtained at magnetic fields greater than $B_0$ in the double-CDW state, is shown in Fig. 3(c). Despite having a second CDW, these data sets look much more similar to those for the single-CDW case [Fig. 3(d)] than the double-CDW case [Fig. 3(b)], with $\alpha$, $\beta$, and $\delta$ frequencies clearly observed. This is precisely what is expected to occur, as the magnetic field scale exceeds the breakdown field of the second CDW gap. The addition and subtraction frequencies are also clearly observed in the data taken at the highest fields in TbTe$_3$ and HoTe$_3$ and marked in the plot. Taken at face value, HoTe$_3$ appears to show a $\gamma$
FIG. 4. An expanded view of the quantum oscillation frequency spectrum for $B < B_0$ in compounds with two CDWs.

peak that is quite well separated from the expected position of its $2\delta$ peak, which would suggest that this frequency is also recovered upon magnetic breakdown. However, the broad single $\delta$ peak is almost certainly representative of split peaks that are unresolved due to the limited bandwidth in $1/B$. The potential $\gamma$ peak is within the range of $2\delta$ peaks that may be anticipated given the breadth of the $\delta$ peak, and so its origin remains ambiguous. Identifying the $\alpha$ peaks clearly is problematic in these data because lower frequencies tend to be more prominent at lower fields, which by necessity are not analyzed in this data set. At intermediate fields, the frequencies of both the high- and the low-field regimes can be expected to be present in the FFT, and so in these data we cannot differentiate between the recovery of the $\alpha$ frequency by magnetic breakdown and low frequencies observed in the low-field regime. Indeed, the highest-field data may be beyond the quantum limit for the lowest frequencies present.

B. Effective masses

Figure 5 shows the temperature dependence of the FFT amplitudes for (a) ErTe$_3$, (b) DyTe$_3$, (c) TbTe$_3$, (d) GdTe$_3$, and (e) NdTe$_3$, with fits to the temperature-dependent term of the Lifshitz-Kosevitch formula (that yields $m^*$) shown as lines. Dashed lines and open symbols correspond to breakdown frequencies. The data are typically more spread for the lower frequencies, in part due to a greater sensitivity to the background subtraction, but also due to the crowded spectrum at low frequencies. It should also be noted that many split frequencies are not individually resolvable at all temperatures, and so it is likely that many of these values are in fact an averaged value across bilayer-split Fermi surfaces or between necks and bellies of slightly warped pockets. In principle there could be some deviation from the Lifshitz-Kosevitch formula for the breakdown frequencies owing to the temperature dependence of the second CDW gap, particularly in TbTe$_3$ and DyTe$_3$, but this is not resolved in the data. The error values shown in the legend are the standard errors derived from the fitting routine.

The variation of $m^*$ with $R$ is shown in Fig. 6(a), with dashed lines serving as guides for the eye. There is no evidence of mass enhancement associated with the $\alpha$, $\beta$, and $\delta$ on approach to the second CDW phase, with the clearest trends actually an apparent reduction of $m^*$ at the $\alpha$ and $\delta$ frequencies. Note that no trend line is shown in the double-CDW state because it is not clear whether the same pocket is

FIG. 5. Temperature dependence of the quantum oscillation amplitudes for primary orbits in (a) ErTe$_3$, (b) DyTe$_3$, (c) TbTe$_3$, (d) GdTe$_3$, and (e) NdTe$_3$. Fits to the Lifshitz-Kosevitch formula are represented by solid lines and yield the effective mass $m^*$. Open symbols and dashed lines correspond to breakdown frequencies. The field range used for the FFT and the frequency of the orbit are shown in the legend.
being tracked for each \( R \) because of the crowded frequency spectrum and low resolution at low frequencies. Taking all of the data together, Fig. 6(b) shows that there is an overall trend that \( m^* \) tracks with the size of the orbit such that smaller pockets of the Fermi surface are lighter than larger ones.

### IV. DISCUSSION

The data presented here show strong evidence that magnetic breakdown of the second CDW gap occurs with a characteristic breakdown field consistent with that calculated from independent measurements. If one data set were viewed in isolation, it would be reasonable to question whether there were simply different Dingle terms on the higher-frequency pockets compared to those at low frequency. This could give a similar staggered onset of frequencies with increasing magnetic field, but the systematic trends effectively eliminate this theory. Besides, it would be highly unexpected for the Fermi surface to be unchanged following the additional folding by the second CDW, as would be implied by the data at fields \( B > B_0 \) if magnetic breakdown were not invoked.

Having accounted for magnetic breakdown, it is clear from \( B < B_0 \) data that the Fermi surface is significantly altered by the presence of the second CDW, with the largest pockets all disappearing. There remains just a series of small pockets, with the largest at most 100 T in area, or 0.5% of the unfolded Brillouin zone. This is consistent with previous ARPES results on CeTe\(_3\) and ErTe\(_3\) [3,5] that show a moderately large pocket at the X point (thought to be the origin of the \( \beta \) frequencies [20]) that is ungapped by the first CDW becoming gapped by the second CDW [as illustrated in Fig. 1(c)]. While the exact origin of the \( \gamma \) and \( \delta \) pockets is not known, they also seem to be gapped by the second CDW owing to their absence from the \( B < B_0 \) data even up to 65 T in TmTe\(_3\). The fate of the \( \alpha \) pocket is unclear, as other similar frequencies appear and it is not clear whether any of them are the original \( \alpha \) frequency.

The quantum oscillation frequencies in the single-CDW state and the breakdown frequencies in the double-CDW state do not resolvably change with \( R \), implying that there is no doping effect and that any changes in \( q_1 \) must be small so as not to significantly affect the folding of the Brillouin zone. However, the magnitude of the primary CDW gap, \( \Delta_1 \), does change significantly with \( R \) and warrants discussion. First, any portions of the Fermi surface that are not gapped by the primary CDW will be unaffected, which includes the \( \beta \) frequencies that are thought to originate from the ungapped diamond at the X point. The origin of the \( \delta \) frequencies is not known, but the fact that they are not strongly affected by \( \Delta_1 \) suggests that they are either ungapped by the primary CDW or poorly nested by \( q_1 \) such that their area is only weakly dependent on \( \Delta_1 \). This may be instructive when considering the exception, which is that the \( \gamma \) frequency that is quite prominent in LaTe\(_3\) is far less obvious for other \( R \)s, while an additional primary frequency \( \delta \) that is not obviously present in LaTe\(_3\) becomes strong. The \( \gamma \) frequency is very close to where \( 2\delta \) is expected to occur, as indicated in Fig. 3(d), which makes it possible that \( \gamma \) may occur only in LaTe\(_3\).

Ru et al. argue that the \( \gamma \) frequency may originate from a thin, elongated portion of the folded Fermi surface, consistent with the poor-nesting scenario put forward for the \( \delta \) pockets above, whereby changes in \( \Delta_1 \) would only tweak the tips of a long, thin pocket. Given that only one of \( \gamma \) or \( \delta \) seems to be prominent for a given \( R \) in the single-CDW state, it would be consistent with the data to suggest that these two frequencies may originate from the same elongated piece of Fermi surface, with a change in \( q_1 \) or \( \Delta_1 \) as a function of \( R \) ‘pinching’ the long pocket in the middle and approximately halving its size as \( R \) changes. Further work is required to test this hypothesis.

As discussed in Sec. I, a large part of the motivation for this work was to explore \( RTe_3 \) as a model system to look for mass enhancement close to a CDW quantum critical point. In that respect these data present a null result. The cyclotron mass associated with the \( \beta \) frequency may rise moderately on approach to the putative QCP, but the \( m^* \) values derived from the \( \alpha \) and \( \delta \) frequencies actually seem to get lighter. It is, however, interesting to consider why this might be the case and what the implications may be in a wider context. The first point to make is that while there is an implied quantum phase transition to the double-CDW state at a value of the lattice parameter between those of \( R = Tb \) and \( R = Gd \), it is not known whether this phase transition would remain continuous or whether it might become first order. In the latter case, there is no reason to expect quantum critical fluctuations that would lead to mass enhancement, although some remain in the...
case of a weakly first-order transition. Also, without having located the quantum phase transition’s location in phase space exactly, it is possible that these measurements simply were not performed in close enough proximity to the quantum phase transition to be strongly influenced by it: a factor that would depend on the critical exponents.

A second point of note is that quantum oscillations yield a cyclotron effective mass, i.e., the effective mass averaged around the cyclotron orbit. As only the parts of the Fermi surface nested by $q_2$ may be expected to be renormalized, then if the Fermi surface is only poorly nested, the majority of the orbit may not be renormalized, thus leaving the cyclotron effective mass mostly unchanged. In support of this idea, the peaks in the Lindhard function are quite localized in $k$ space [30], implying that the renormalized portion of the Fermi surface would form a small portion of an orbit-averaged value, however, ARPES shows that a significant portion of the X pocket ($\beta$ frequency) is gapped, implying that the same portion of the Fermi surface is well nested. In quantum oscillation measurements, it is also always possible that there is another peak that is unobserved on which the mass enhancement is to be found, and it would be consistent with the present data if, for example, the $\gamma$ peak becomes less prominent due to an increase in its effective mass on approach to the quantum phase transition damping its amplitude. It would still remain somewhat surprising, however, that no mass enhancement at all would be observed on the $\beta$ pocket, as it is clearly gapped and therefore must be somewhat nested by the critical boson.

An interesting trend that emerges from the data is that the effective mass scales with the frequency of the peak and hence the size of the Fermi surface pocket. In general, small Fermi surface pockets tend to be close to band edges, and in effect folding of the Brillouin zone by a CDW introduces new band edges where the $q$ vector connects states that are slightly above or below the Fermi level. Therefore one explanation is that the states closest to the hybridization points are lighter than those that are farther from them due to the dispersion relation in the vicinity of the hybridization point. Alternatively, the areas of Fermi surface that are well nested by $q$ may be expected to have the largest electron-phonon coupling, and therefore also the largest $m^*$, but these are the same states that are gapped out when the system orders, hence leaving lighter carriers at the Fermi level as the folding of the Brillouin zone successively reduces the size of the pockets.

V. CONCLUSION

To conclude, this study presents a characterization of quantum oscillations in the $\text{RTE}_3$ system that identifies magnetic breakdown of the second CDW as the origin of the observed magnetic field dependences of the quantum oscillation frequencies. The Fermi surface in the double-CDW state is observed to consist of just small pockets with a maximum area of around 0.5% of the Brillouin zone, consistent with previous ARPES measurements. The effective mass is not observed to be renormalized close to the quantum phase transition between the single- and the double-CDW states for the observed orbits, and while the reason for this is not clear, several possible avenues through which to explain the absence of this effect are discussed. Although further work is required to fully understand the observed lack of mass enhancement, this work nonetheless narrows the parameters in which the search should take place in the $\text{RTE}_3$ family and provides a greater understanding of their Fermi surfaces.
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APPENDIX: INFLUENCE OF MAGNETIC ORDER ON QUANTUM OSCILLATION FREQUENCIES

The rare-earth moments in $R$Te$_3$ order at low temperatures but do not appear to significantly influence our results. To explicitly check this, we have mapped out the magnetic phase diagram as a function of the magnetic field for the relevant field orientation $B \parallel b$ for GdTe$_3$, which can be considered a ‘worst-case’ scenario, as it has the highest ordering temperature and the largest de Gennes factor. Figures 7(a) and 7(b), respectively, show resistivity curves at fixed magnetic fields and their second derivatives in temperature as a means to identify features that may be associated with phase boundaries. Figure 7(c) shows the results of this analysis, with peaks in the second derivative of the resistivity plotted as filled symbols, and thermal hysteresis loops, which may be indicative of first-order transitions, shown as open symbols. The symbols are colored based on tracking similar-looking features. The magnetic phase appears to be fully suppressed just slightly above 14 T.

In order to test whether the magnetic phase is affecting the quantum oscillation data, FFTs [presented in Fig. 7(d)] were taken in the magnetic phase (2 K, 4.5–12 T) and outside of the magnetic phase both in higher fields (2 K, 15–24 T) and at higher temperatures (17 K, 10–14 T). The resultant frequency spectra are qualitatively very similar, with the variation principally due to the reduced bandwidth and increased noise in the high-field trace and temperature damping of the quantum oscillation at 17 K. There may be a small shift in the frequency of the $\delta$ peak, but not to the extent that it affects any of the discussion of our results. Figure 7(e) shows data from Ru et al. [31] showing the scaling of the magnetic phase at zero field as a function of the de Gennes factor, highlighting that Gd has the strongest magnetic ordering. It is in general difficult to determine the magnetic polarization fields in $R$Te$_3$ from magnetoresistance data because the signal is often dominated by quantum oscillations, but estimates are shown for GdTe$_3$, TbTe$_3$, and HoTe$_3$. The polarization field in GdTe$_3$ is estimated from Fig. 7(c), with the two points being two different extrapolations to 2 K (vertical and linear); the two points shown for TbTe$_3$ are the two kinks observable in the raw data [Fig. 2(a)]; and in HoTe$_3$ the peaks in the first and second derivatives of the contactless conductivity measurement are both shown. While this is a crude analysis, it shows that the polarization field scales with the zero-field transition temperature, thus justifying the assertion that GdTe$_3$ represents a worst-case scenario and that the majority of the data analyzed here are outside of the magnetically ordered phase. We can thus expect the magnetic phase to have a limited effect on other R$_5$, as the data are either above the ordering field or just unaffected due to the breakdown of the comparatively small gap induced by the magnetic order.
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