Abstract

In this paper, we revisit the Image-to-Image (I2I) translation problem with transition consistency, namely the consistency defined on the conditional data mapping between each data pairs. Explicitly parameterizing each data mappings with a transition variable $t$, i.e., $x \xrightarrow[]{t} y$, we discover that existing I2I translation models mainly focus on maintaining consistency on results, e.g., image reconstruction or attribute prediction, named result consistency in our paper. This restricts their generalization ability to generate satisfactory results with unseen transitions in the test phase.

Consequently, we propose to enforce both result consistency and transition consistency for I2I translation, to benefit the problem with a closer consistency between the input and output. To benefit the generalization ability of the translation model, we propose transition encoding to facilitate explicit regularization of these two kinds of consistencies on unseen transitions. We further generalize such explicitly regularized consistencies to distribution-level, thus facilitating a generalized overall consistency constraints for I2I translation problems. With the above design, our proposed model, named Transition Encoding GAN (TEGAN), can possess superb generalization ability to generate realistic and semantically consistent translation results with unseen transitions in the test phase. It also provides a unified understanding on the existing GAN-based I2I transition models with our explicitly modeling of the data mapping, i.e., transition. Experiments on four different I2I translation tasks demonstrate the efficacy and generality of TEGAN.

1. Introduction

Image-to-Image (I2I) translation \cite{15} targets to map an image from a source domain $X$ to a target domain $Y$, with these two domains differentiated by different sets of attributes. Under this definition, various computer vision problems can be formulated as I2I translation problems, such as face editing \cite{17}, style transfer \cite{7}, image inpainting \cite{21, 22}. Recently, following the development of generative adversarial networks (GANs) \cite{9, 20}, I2I translation problems have received significant attention.

In previous I2I translation works, conditional GANs \cite{9} are widely utilized to make translated images with specific attributes as expected. For example, in face editing tasks, RelGAN \cite{19} utilizes a conditional GAN-based framework to translate an image with an original expression (attributes) to a new image with a different expression. In other words, a successful trained I2I network must make the attributes of translated results consistent with attributes expected. To achieve this goal, previous works either adopt corresponding attribute classifiers to control the attributes of translated results \cite{10, 3, 28, 1, 19, 8, 27}, or design specific loss function, e.g., cycle-GAN \cite{21} to control the consistency between translated results and target domain $Y$. Those previous works focus on keeping consistency on translated results, which we shortly call result consistency.

When looking closer at the I2I translation works focusing on maintaining result consistencies \cite{10, 3, 28, 1, 19, 8, 27}, we argue that other than the result consistency in I2I translation, there is another consistency existing while ignored in previous works, which is named as transition consistency. The definition of transition consistency is as follows: if a translated output $\hat{y}$ and $y$ sharing the same attributes (i.e. result consistency) are close, they should also share a common conditional transformation. To formulate the transition consistency existing in I2I translation, we explicitly parameterize data transformation between a source data $x$ and a target data $y$ by introducing a transition variable $t$, namely $t \triangleq t(x, y)$. In this way, an I2I translation problem is reformulated to maintain two consistencies in learning processes, i.e., result consistency and transition consistency.
consistency. Considering both result consistency and transition consistency to solve I2I translation problems can benefit us from at least two aspects:

First, comparing to previous works only modeling the result consistency [10, 3, 28, 1, 19, 8, 27], our method models two consistencies simultaneously, i.e., result consistency and transition consistency. Explicitly modeling the transition between $x$ and $y$ and conducting learning under the transition consistency make the trained network model the inherent structure among closely related I2I translation tasks, which is proved in comparison to previous representative works in Fig. 1(a). Since our method explicitly parameterizes the transition process and controls the consistency on both transition and results, our method outperforms previous I2I translation works focusing only on result consistency, which has been proved in our experiments.

Second, to generalize our targeted result consistency and transition consistency to unseen transitions, we propose to explicitly model the unseen transitions $\hat{t}$. In this way, the transition consistency defined on the observed transitions can be naturally extended to unseen transitions and its generated results. An example is presented in Fig. 1(b). To overcome the limitation of simply regularizing results consistency on observed transitions in existing methods, we explicitly model unseen transitions $\hat{t}$ with an transition encoding module [16], which can flexibly manipulate $\hat{t}$ to create reasonable new transitions for generation. We define loss terms to enforce consistency between these explicitly mimicked triplet data. We then further generalized the overall consistency defined on the triplet data to the distribution-level via joint distribution matching [6]. We name our method Transition Encoding GAN (TEGAN).

Our contributions are summarized as follows:

- We propose TEGAN to model the result consistency and transition consistency simultaneously. To the best of our knowledge, this is the first time to explicitly model transition consistency in I2I translation problems. Comparing to previous works focusing on result consistency only, TEGAN can work in higher granularity, model dynamic relation between attributes, and generate more reasonable results with better qualities.

- TEGAN presents a general framework for I2I translation. As discussed in Sec. 4, existing GAN-based I2I translation works can be connected and interpreted as special cases of our TEGAN.

- We conduct extensive experiments on various I2I translation problems, including face editing, image inpainting, style transfer. The experimental results demonstrate the efficacy and generality of TEGAN.

2. Related Works

GANs based I2I translation. I2I translation aims to transform an input image from one domain X to another domain Y with different attribute(s) [11]. Conditional Generative Adversarial Networks (cGANs) have been widely adopted to tackle I2I translation tasks and have achieved impressive results. Specifically, some methods simply leverage example images for training, and formulate the problem as $G(x) = \hat{y} \approx y$ where $\hat{y}$ is the generated output and $\hat{y} \sim p(y|x)$. For example, Pix2Pix [15] utilized paired data, i.e., $\{x, y\}$ for training; CycleGAN [27] taking advantages of cycle-consistency to train with unpaired data, i.e., $x \in X$ and $y \in Y$. Other works adopt attribute annotations of the target domain, denoted as $z_y$, to make the generated results present desired property, with the problem formulated as $G(x, z_y) = \hat{y} \approx y$, where $\hat{y} \sim p(y|x, z_y)$ [10, 8, 28, 1, 19, 8].

These previous methods focus on maintaining consistency defined on results, namely result consistency, for I2I translation. Such a design would restrict their translation capacity in two aspects. First, these models count on labeled data for training, either labeled with pair-wise images [18] or extra attribute annotations of each images [4]. In this way, they can be largely restricted by the data collection difficulty [5]. Second, since the result consistency can be simply defined on the training examples, such consistency can not be generalized to unseen transformation, e.g., $\hat{x} \to \hat{y}$, to achieve reasonable results in the test phase. We present further discussions on these previous methods in Sec. 4.

3. Method

In this section, we firstly reformulate I2I translation problems with transition consistency, then we illustrate how to generalize TEGAN to unseen transitions; finally, we explain how to train TEGAN by designed loss terms.
3.1. Looking back at I2I formulation with transition consistency

Let $x \in X$ and $y \in Y$ be the images of source domain $X$ and target domain $Y$, with the mapping between each data pair characterized with a transition variable $t \triangleq t(x, y) \in T$, i.e., $x \mapsto y$. After introducing the transition variable $t$, I2I translation problems aim to learn a mapping $G(x, y) = G(x)\mapsto y$, which is depicted in Fig. 3.

After reformulating I2I translation problems, the two consistencies in I2I translation should be formulated as: 1) result consistency: consistency defined on the output images, i.e., $G(x, t) = \hat{y} \approx y$; 2) transition consistency: the necessary condition that $y$ shares a common transition $t$ as the target image $\hat{y} = G(x)$, i.e.,:

$$
(x, y) \mapsto \hat{t}_y, \quad (x, \hat{y}) \mapsto \hat{t}_\hat{y}, \quad \hat{t}_y \approx \hat{t}_\hat{y} = t, \quad (1)
$$

where $\hat{t}_y$ and $\hat{t}_\hat{y}$ denote the transition of $\{x, y\}$ and $\{x, \hat{y}\}$, respectively. Eq. (1) explicitly formulates the transition consistency: given a source data $x$, if its translated result $\hat{y}$ is close to $y$, then the transition from $x$ to $\hat{y}$, denoted as $\hat{t}_y$, should be close to the transition from $x$ to $y$, denoted as $t_y$.

3.2. Generalize transition consistency to unseen data

Eq. (1) regularizes transition consistency for the observed transitions, i.e., $x \mapsto y$ in the training data. The generality for unseen transitions, denoted as $t$, depends on the quantity and diversity of training data.

To generalize the transition consistency to unseen transitions, we propose to explicitly model unseen transitions $\hat{t}$ with transition encoding $\{10\}$, i.e., $x \times y \mapsto t$. Specifically, we learn a distribution of $t$ with a $q$ function. The learned distribution characterizes a latent manifold $T$, where the observed transitions lied on. Random samples on this manifold are reasonable transitions $\hat{t}$, that lead to new generation outputs, i.e., $\hat{y}_i = G(x, \hat{t}_i)$.

4. TEGAN: translate with transition encoding

To generalize the transition consistency to unseen transitions, denoted as $\hat{t}$, we further generalize the transition consistency defined in observed transitions to unseen transitions with the designed operations in Sec. 3.2. Our TEGAN is a general generative I2I translation framework that can cover the existing models and also pose better generalization ability by regularize transition consistency for unseen transitions. Right: Our TEGAN is general to be applied to various I2I translation tasks with either paired or unpaired data, e.g. (a) supervised outdoor scene editing, (b) unsupervised style transfer.
3.3. Consistency between unseen transition and its corresponding translation result

Although the consistency between sampled \( i \) and its translation result can be explicitly regularized through Eq. (3), such consistency can not be generalized to the transitions not sampled in the training phase. It is also infeasible to sample all transitions for explicit regularization. Consequently, we further enforce a joint distribution matching on the triplet data, to generalize the consistency between \( x, \tilde{t} \) and \( \tilde{y} \) to distribution-level [26].

\[
p_\phi(x, \tilde{t}, \tilde{y}) \approx p_\phi(x, t', y') \approx p_\phi(x, \tilde{t}, \tilde{y}) \approx p_\phi(x, t, y) \tag{4}
\]

With Eq. (4), the transition consistency constraints defined in Eq. (3) are further generalized to transitions that have not been explicitly generated (still unseen transitions) during training. This thus further benefits the model’s generalization ability, facilitating it with even better translation performance in the test phase. We present Fig. [3] to illustrates our overall idea to simultaneously tackle these issues.

3.4. Our Model: Transition Encoding GAN

Based on the above design, we present Transition Encoding GAN (TEGAN), which instantiate our idea with a stochastic encoder, i.e., \( q(t|x, y) \equiv E(x, y) \). Note that, the general idea of our TEGAN can be applied to both the supervised setting and the unsupervised setting. Here, we discuss TEGAN in the unsupervised setting. Details of the supervised case of TEGAN are given in the supplementary.

As shown in Fig. [2] jointly modeling the result consistency and the transition consistency, our TEGAN is designed with two interactive generative processes. One is the vanilla translation process; the other is our proposed transition encoding process. The two generative process interact with each other through our design of generalized transition consistency on unseen transitions, i.e., Eq. (3) and Eq. (4).

3.4.1 Generation and reconstruction of image

Our loss terms for result consistency in the vanilla translation process, i.e., \( \hat{y} = G(x, t) \), includes:

The adversarial loss for image generation.

\[
\min_G \max_{D_{\text{Real}}} \mathcal{L}_{\text{Real, img}} = \mathbb{E}_{y \sim p(y)} [\log D_{\text{Real}}(y)] - \mathbb{E}_{(x, t)} [\log(1 - D_{\text{Real}}(G(x, t)))]
\tag{5}
\]

where the generator \( G \) aims to generate images that looks real, and the discriminator \( D_{\text{Real}} \) aims to distinguish between the real images and the generated images.

The losses for image reconstruction. Based on the essence of our transition variable, we adopt the following loss terms for image reconstruction.

The cycle-reconstruction loss is

\[
\min_G \mathcal{L}_{\text{Recons,newimg}} = \mathbb{E}_{(x, t)}[\| G(G(x, t), -t) - x \|_1]
\tag{6}
\]

The self-reconstruction loss is

\[
\min_G \mathcal{L}_{\text{Recons, img, self}} = \mathbb{E}_{x \sim p(x)}[\| G(x, 0) - x \|_1].
\tag{7}
\]

3.4.2 Generation and reconstruction of transition

Our losses for the transition encoding process include

The adversarial loss for transition generation. We adopt another discriminator on \( t \), namely \( D_t \), to learn a distribution for \( t \) with our encoder, and consequently facilitate the generation of new transitions, i.e., \( \tilde{t} \sim q(t|x, y) \equiv E(x, y) \).

\[
\min_E \max_{D_t} \mathcal{L}_{\text{Real, newtrans}} = \mathbb{E}_{x \sim p(x), y \sim p(y)}[\log D_{\text{Real}}(t)]
\tag{8}
\]

The loss for transition reconstruction. The loss for transition consistency on observed transitions, i.e., Eq. (1), is

\[
\begin{align*}
\min_E \mathcal{L}_{\text{Recons,trans}} & = \mathbb{E}_{(x, t, y) \sim p(x, t, y)}[\| E(x, t) - E(x, y) \|_1] \\
& + \mathbb{E}_{x \sim p(x), t \sim q(t|x, y)}[\| E(x, G(x, t)) - E(x, \tilde{t}) \|_1] \\
& + \mathbb{E}_{x \sim p(x)}[\| E(x, x) - 0 \|_1]
\end{align*}
\tag{9}
\]

3.4.3 Consistency losses for unseen translations

The above two generation process cooperatively interact through our design of Eq. (3) and Eq. (4), i.e., enforce transition consistency on the generative facilitated with the unseen transitions. The corresponding losses are

The adversarial loss for new generation:

\[
\begin{align*}
\min_G \max_{D_{\text{Real}}} \mathcal{L}_{\text{Real, newimg}} & = \mathbb{E}_{y \sim p(y)} [\log D_{\text{Real}}(y)] \\
& + \mathbb{E}_{x \sim p(x), \tilde{t} \sim q(t|x, y)} [\log(1 - D_{\text{Real}}(G(x, \tilde{t})))]
\end{align*}
\tag{10}
\]

The reconstruction of sampled transitions: The reconstruction loss defined for transition consistency on the randomly sampled transitions, i.e., Eq. (3) is

\[
\begin{align*}
\min_E \mathcal{L}_{\text{Recons,newtrans}} & = \mathbb{E}_{x \sim p(x), t' \sim q(t|x, y)}[\| E(x, G(x, t')) - E(x, \tilde{t}) \|_1] \\
& + \mathbb{E}_{x \sim p(x), \tilde{t} \sim q(t|x, y)}[\| E(x, G(x, \tilde{t})) - E(x, \tilde{t}) \|_1]
\end{align*}
\tag{11}
\]

The adversarial loss for triplet matching: We adopt a discriminator \( D_{\text{Match}} \) that takes triplet inputs, i.e., \( (x, t, y) \) to achieve our joint distribution matching design in Eq. (4).

\[
\begin{align*}
\min_G \max_{D_{\text{Match}}} \mathcal{L}_{\text{Match}} & = \mathbb{E}_{(x, t, y) \sim p(x, t, y)}[\log D_{\text{Match}}(x, t, y)] \\
& + \mathbb{E}_{(x, t) \sim p(x, t)}[\log (1 - D_{\text{Match}}(x, t, G(x, t)))] \\
& + \mathbb{E}_{x \sim p(x), t' \sim q(t|x, y)} [\log (1 - D_{\text{Match}}(x, \tilde{t}, G(x, \tilde{t})))]
\end{align*}
\tag{12}
\]
We further benefit triplet matching by incorporating wrong triplets \((x, t, y)\) and \((x, t, y_x)\), as in [19]. Our adversarial loss for triplet matching is then obtained as \(\mathcal{L}_{\text{Match}}^D\) and \(\mathcal{L}_{\text{Match}}^G\). (Pseudo-code given in the supplementary)

**Full objective.** Finally, the full objective of our TEGAN is

\[
G', E' = \arg \min_{G,E} \max_{D} \mathcal{L}_{\text{Real, img}} + \mathcal{L}_{\text{Real, newimg}} + \mathcal{L}_{\text{Real, newtrans}} + \lambda (\mathcal{L}_{\text{Match}}^D + \mathcal{L}_{\text{Match}}^G) + \lambda_1 (\mathcal{L}_{\text{Recons, img, cyc}} + \mathcal{L}_{\text{Recons, img, celt}}) + \lambda_2 (\mathcal{L}_{\text{Recons, trans}} + \mathcal{L}_{\text{Recons, newtrans}})
\]

(13)

where \(\lambda, \lambda_1, \lambda_2\) are hyper-parameters that control the relative importance of each term respectively.

### 3.5. Model training

Fig. 4 presents the network design of our TEGAN. Specifically, modeling bi-directional triplet matching, our TEGAN is trained with two phases. In the (a) phase, we do encoding and generation, within which the generation and reconstruction on results and transitions are both constrained, i.e., the losses presented in Sec. 3.4.1 and Sec. 3.4.2, respectively. In the (b), generation and encoding phase, we do reconstruction on the sampled transitions, i.e. Eq. (3). These two training phase are connected through the common discriminator \(D_{\text{Match}}\) for the joint distribution matching of the triplet data, i.e., Eq. (4).

### 4. Discussion

Our proposed TEGAN provides a general generative framework for I2I translation. The aforementioned models can all be covered or explained with our TEGAN. We summarize their connections and comparisons in Tab. 1.

Table 1. Comparison and connections of different I2I translation methods with our proposed TEGAN.

| Methods | Transition | Transition manipulation | Consistency |
|---------|------------|-------------------------|-------------|
| DPE [5] | ✓          | ✓                       | #           |
| CycleGAN [9] | ✓         | ✓                       | #           |
| TEGAN [10] | ✓         | ✓                       | #           |
| StarGAN [3] | ✓         | ✓                       | #           |
| RelGAN [19] | ✓         | ✓                       | #           |
| DLOW [8] | ✓         | ✓                       | #           |
| BicycleGAN [28] | ✓     | ✓                       | #           |
| AugCGAN [11] | ✓     | ✓                       | #           |
| TEGAN (ours) | ✓     | ✓                       | #           |

reconstruction constraint in [19] can be explained with transition as \(G(x, t = 0) \approx x\). Without explicitly model \(t(x, y)\), these methods can only regularize consistency on the observed transitions, limiting their generation capacity when translating with unseen transitions.

RelGAN [19]. DLOW [8], BicycleGAN [28] and AugCGAN [11] seeks to study consistency on unseen transitions. However, the generalization ability of their model could be inferior to our TEGAN in mainly two aspects. RelGAN and DLOW introduce unseen transitions via synchronized interpolation on the observed \(y_0\) and its corresponding image pair, i.e., \(G(x, \alpha \cdot t) \approx (1 - \alpha) \cdot x + \alpha \cdot y\). They can simply obtain \(\tilde{t}\) via interpolation, i.e., the simple linear case of \(\tilde{t} = \alpha \cdot t\) in the transition encoding of TEGAN (Fig 3), making their manipulation inflexible. In addition, the interpolated images may not be realistic itself, thus leading to unreasonable transitions \(\tilde{t} = \tilde{t}(x, \tilde{y})\) that fails to capture the intrinsic relations among the data, e.g. relations between attribute annotations in face editing tasks [19]. This can disorder the transition consistency defined on unseen transitions. BicycleGAN [28] and AugCGAN [11] flexibly manipulate \(t\) by encoding \(z_y\), and enforce result consistency via attribute prediction. However, such regularization can only work on the explicitly sampled transitions.

Our TEGAN possesses better generalization ability through jointly considering the result consistency and transition consistency for unseen transitions, and further generalizing both of them to distribution-level via joint distribution matching, i.e. our Eq. (5) and Eq. (4), respectively.
CelebA-HQ is a High-Quality images version of the CelebFaces Attributes (CelebA) dataset. The dataset consists of 30,000 high-quality face images in 1024 × 1024 resolution, each annotated with 40 binary attributes concerning hair colors, gender, age, etc.

Setting: We resize and center-crop these images to 256 × 256, and adopt 10 easily identifiable attributes, including hair color (black, blond, brown), dress-up (eyeglasses, bangs, mustache, pale skin, smiling), gender(male/female) and age(young/old), for experiment. Among all these images, we adopt a 90/10 split for training and testing [19]. We compare with three state-of-the-art face editing methods: AttGAN [10], StarGAN [3] and RelGAN [19].

Single attribute/seen transition: Fig. 5 presents example comparison results of TEGAN and other baseline methods regarding single facial attribute editing. Our results are more semantically meaningful than AttGAN and RelGAN, while the results of StarGAN are the worst with notable artifacts in most images. In the first set(the first four columns) of comparison, all the results of baseline methods trigger the smiling attribute (Mouth changes to be open), when smiling is not the desired changed attribute. This is not semantically consistent with our desired changes. In the second set of results, our results present more evident visual effect of attributes compared with RelGAN and AttGAN. This phenomenon is most evident in the comparison between the editing results of young and old (marked with red rectangle in Fig. 5), where our TEGAN presents obviously meaningful semantics, especially the color of hairs. Overall, the results of our TEGAN is more realistic and semantically meaningful. We present more results in the supplementary, as well as the comparisons on binary attribute interpolations.

Multiple attributes/unseen transition: We further conduct experiments on multiple attributes editing task, where modeling unseen transitions are more important.

Qualitative results: As shown in Fig. 6, our TEGAN generates more realistic and semantically meaningful results among the four methods. To be specific, the results of StarGAN present clear deficiencies, especially the one marked with red rectangle in the first row. It is due to the mismatch between StarGAN’s domain classifier and attribute annotations. RelGAN obtains more blurry results in this setting since it simply models the unseen transitions with linear operations, i.e., \( \tilde{t} = \alpha \cdot t \), which can not cover other flexible combinations of attributes that do not present in the training set. Although AttGAN achieves reasonable results, because these attributes are independently modeled, its generated results can not present meaningful fusion of changes according to the inherent relation between the attributes, e.g., mustache still exists when we change the gender from male to female.(See the second image in the third row) In contrast, results of TEGAN are more realistic and highly semantically meaningful, because of the ability of modeling unseen transitions in non-linear space. For example, TEGAN changes a male’s bangs when editing him to female in the

5. Experiments

We test the performance of TEGAN on four I2I translation tasks, including face editing, outdoor scene editing, multi-domain style transfer, and image inpainting. In these tasks, our transition possesses different semantic definition, according to the desired attribute change in each of them. Our translation results are expected to be both realistic and transition consistent, i.e., presenting the property defined by \( t \).

5.1. Face editing

We first test TEGAN on face editing, where the transition \( t \) specifies the change of facial attributes, i.e., \( x^t \leftarrow a_x \rightarrow y \), where \( a_x \) and \( a_y \) denote the attribute annotation of face images \( y \) and \( x \), respectively.

CelebA-HQ dataset: The CelebA-HQ is a High-Quality version of the CelebFaces Attributes (CelebA) dataset. The dataset consists of 30,000 high-quality face images in

[1] https://github.com/switchablenorms/CelebAMask-HQ

Figure 5. Comparisons of TEGAN with AttGAN, StarGAN and RelGAN on binary facial attribute editing on CelebA-HQ dataset. More semantically meaningful results are marked with red rectangles. Zoom in for better resolution.

Figure 6. Comparisons results on multiple facial attribute editing on CelebA-HQ dataset. More obvious comparisons are marked with red rectangles. Zoom in for better resolution.
Table 2. Fréchet Inception Distance (FID ↓) between input images and transformed images by three representative previous methods and TEGAN. Lower value means better.

| Metrics   | StarGAN | RelGAN | AttGAN | TEGAN |
|-----------|---------|--------|--------|-------|
| FID       | 125.94  | 71.78  | 72.22  | 66.93 |

We adopt Pix2Pix and BicycleGAN\(^2\) on supervised I2I translation on the Transient Attribute Dataset. More obvious results are marked with red rectangles. Zoom in for better resolution.

last image of the last row.

Quantitative results: We qualitatively evaluate and compare the generation results. Table 2 presents the comparison regarding Fréchet Inception Distance (FID)\(^1\) (lower is better) between the input image \(x\) and the translated image \(G(x, t)\). We can see TEGAN achieves the best results among all the methods, which indicates the translated images with high quality. Please refer to the supplementary for more results on multiple attributes editing and translated images by sampling unseen transitions.

5.2. Outdoor scenes editing

We test the performance of TEGAN on supervised attribute transfer on the Transient Attribute Dataset\(^1\).

Transient Attribute Dataset: It is a dataset containing scene images from 101 outdoor webcams. The images are captured over long time spans which exhibit drastic changes in appearance. The dataset contains 8571 images in total, each annotated with 40 transient attributes, such as sunny, bright and ice.

Setting: We select 20 visually evident attributes to define the transition and randomly select one image taken from the same camera for each single image to construct \(8571 \times 1\) paired images for experiment. 8076 of these images are randomly selected for training, and the rest data are for testing. We adopt Pix2Pix and BicycleGAN\(^2\), two state-of-the-art supervised I2I translation methods, for comparison.

Qualitative evaluation: We present the qualitative comparison results in Fig. 7. Specifically, the results of baseline methods are less realistic than our TEGAN. For example, in the image marked with red rectangle in the last row, Pix2Pix fails to preserve the semantic properties declared in the ground truth images, i.e. the river and houses are missing. In terms of the results of BicycleGAN in the first row, BicycleGAN is influenced by deformation in the target image \((y)\), with the details around the border of the image missing. In terms of semantic meanings presenting in the translated images, our results are more reasonable and semantically consistent with the declared transitions. In the second row of the figure, we expect the translated images would be a scene in winter with ice and snow. However, the translated images by Pix2Pix and RelGAN present more green color, which is not semantically consistent with the winter attribute. Overall, the results of our TEGAN present more realism and consistently semantic meanings. More results are given in the supplementary.

Quantitative evaluation: We further compute the SSIM\(^2\) and PSNR\(^2\) scores of the generated images by each method for quantitative evaluation. The evaluated image pairs are (1) input \(x\) and \(\hat{x} = G(x, 0)\) (the reconstruction of \(x\) with the 0 transition); (2) input \(x\) and \(\hat{y} = G(x, t)\) (the translated image of \(x\) in domain \(Y\)). From Table. 3, it is clear that our TEGAN achieves the highest score in all settings w.r.t. the two metrics.

Table 3. Comparison of the SSIM(↑) and PSNR(↑) of the translated images for the Transient Attribute Dataset. The best results are highlighted in bold. The larger the better.

| Metrics   | Image Pairs | Pix2Pix | BicycleGAN | TEGAN (ours) |
|-----------|-------------|---------|-------------|--------------|
| SSIM      | \(x\) and \(\hat{x} = G(x, 0)\) | -       | 0.52        | 0.82         |
|           | \(x\) and \(\hat{y} = G(x, t)\) | 0.25    | 0.41        | 0.52         |
| PSNR      | \(x\) and \(\hat{y} = G(x, t)\) | 8.5     | 10.41       | 12.36        |

\(^1\)https://github.com/junyanz/BicycleGAN

Figure 7. Comparisons of TEGAN with Pix2Pix\(^1\) and BicycleGAN\(^2\) on supervised I2I translation on the Transient Attribute Dataset. More obvious results are marked with red rectangles. Zoom in for better resolution.

Figure 8. Comparisons of TEGAN with DLOW\(^3\) on multi-domain style transfer. Images marked with red rectangles from DLOW present flaws as a fusion of different styles(purple color from monet). Zoom in for better resolution.
5.3. Multi-domain style transfer

Due to the flexibility of the semantics conveyed by transition, our TEGAN is handy to be generalized to conduct image-to-image translation with multiple target domains \( Y^{(1,2,...,n)} \), namely Multi-Domain I2I translation, with \( t \) specifies the target domain index of each transformation, \( i.e., x \rightarrow y^t \). Here, we adopt multi-domain style transfer as an example to testify TEGAN’s ability in multi-domain I2I translation tasks. The translation results are expected to be realistic and present obviously distinguishable visual characteristics for each target domain.

**Photo2Art dataset:** There are 4 commonly adopted photo→artistic painting datasets for style transfer task, \( i.e., photo\rightarrow caza\,mne, photo\rightarrow monet, photo\rightarrow ukiyoe \) and photo→vangogh. For each photo example \( x \), we randomly sample one art painting as \( y \) and consequently constitute one triplet data sample, where \( t \) specifies the style index of the target output. With all the photo images in these datasets, we finally construct a Photo2Art dataset containing a total number of 25148 photo→art image pairs.

**Setting:** We randomly select 500 samples among the whole dataset for testing, and use the rest of the data for training. We adopt DLOW \(^3\) as the baseline method.

**Qualitative evaluation:** Fig. 8 presents example comparisons regarding style transfer to each single domain. The results of our TEGAN present distinguishable stylization for each input, with each generated image presents recognizable style of the target domain. The results of DLOW fail to present clear distinction between the stylization of different domains. For example, the images in the second row present similar colors, and the same effect is shown in the fourth row. Besides, compared with the example images in the first row, some of results from DLOW also present evident flaw as a fusion of different styles. As shown in the figure, the images marked with red rectangles present some purple color pixels which is the representative color of monet style. The reason is that DLOW facilitates model generalization by providing interpolated intermediate transitions for simple mix-up \(^2\) of the existing training data, and constrain the transition consistency by preserving distance proportion, \( i.e., \) the domainness variable \( z \). In this way, the mix-up design may disorder the model from generating images with clear target property, \( i.e., z = 1 \). This shows the priority of our transition encoding.

5.4. Image inpainting

We additionally apply our TEGAN to image inpainting task, where \( t \) conveys the change of relative position between the realistic image region and the missing region, \( i.e., \) clues of the masking regions, in each masked input. The translation results should be realistic and plausible to filling the missing regions. More importantly, less evident boundaries are expected in our TEGAN, due to the enforced consistency between the region of mask and region of the inpainted pixels in the generated output.

**Celeba-HQ dataset:** We adopt images in the aforementioned CelebA-HQ dataset to conduct image inpainting task. We resize the original 1024×1024 images to 256×256 and erase an 128 × 128 squared region with an randomly sampled spatial location. Thus we get the inpainting dataset for TEGAN, where \( x \) is the marked incomplete image, \( y \) is the originally complete image, and \( t \) specifies the masked region in this data sample. We randomly select 1,000 samples among the whole dataset for testing; the rest of the data for training.

**Setting:** Following the state-of-the-art generative inpainting methods, we equip our TEGAN with an additional local critic, \( i.e., \) discriminator, to pay more concern on the quality of the inpainted regions. To clarify the semantics of transition in inpainting task, we expand \( t \) with one extra dimension to specify the translation direction in TEGAN, \( i.e., +1 \) indicates the positive direction to inpaint the marked images to complete ones, while \(-1 \) means the inverse direction, \( i.e., \) masking the complete image to the corresponding incomplete ones. We adopt the model of generative image Inpainting with Contextual Attention \(^3\) \( [23] \) (named as CA-Inpainting for simplicity), for a comparison.

**Qualitative evaluation:** Example results of the inpainting task is presented in Fig. 9. All these results are direct outputs of each model without any post-processing step. Considering the overall image quality, our TEGAN achieves comparable results with the CA-inpainting, the state-of-the-art method specialised in inpainting. However, the generated images of CA-inpainting suffers from sharp changes along the boundary regions of the mask. This is shown in the marked regions with blue rectangles in Fig. 9. For example, in the first row of figure, CA-Inpainting just generate parts of the eyebrows. The similar phenomenons are also shown in the other example images. Considering these

\(^3\) https://github.com/JiahuiYu/generative_inpainting
boundary cases, the generated results of our TEGAN is much better, since its inpainted regions present a harmonious integration with the given context images. The reason behind our advantage is that our TEGAN poses better generalization ability to inpainting with unseen masking regions through our generative transition encoding design.

6. Conclusion

This paper lodges a generative transition mechanism, TEGAN, to model the transition consistency among generated I2I translations. Our TEGAN not only covers existing GAN-based I2I translation models, but also shows superior generalization ability benefited from our consistent generative transition design on unseen transitions.
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