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Abstract. In this paper, we study a shadow system of a two species Lotka-Volterra competition-diffusion-advection system, where the ratio of diffusion and advection rates are supposed to be a positive constant. We show that for any given migration, if the product of interspecific competition coefficients of competitors is small, then the shadow system has coexistence state; otherwise we can always find some migration such that it has no coexistence state. Moreover, these findings can be applied to steady state of the two-species Lotka-Volterra competition-diffusion-advection model. Particularly, we show that if the interspecific competition coefficient of the invader is sufficiently small, then rapid diffusion of the invader can drive to coexistence state.

1. Introduction and statement of the main results. The semilinear parabolic Lotka-Volterra competition model

\[
\begin{aligned}
  u_t &= \mu \Delta u + u(r(x) - u - bv), \quad \text{in } \Omega \times (0, +\infty), \\
  v_t &= \nu \Delta v + v(r(x) - cu - v), \quad \text{in } \Omega \times (0, +\infty), \\
  \frac{\partial u}{\partial n} &= \frac{\partial u}{\partial n} = 0, \quad \text{on } \partial \Omega \times (0, +\infty), \\
  u(x, 0) &= u_0(x) \geq 0, \quad \text{in } \Omega, \\
  v(x, 0) &= v_0(x) \geq 0, \quad \text{in } \Omega,
\end{aligned}
\]  

models two competing species. Here \(u(x, t)\) and \(v(x, t)\) denote respectively the population densities of two competing species at location \(x \in \Omega\) and time \(t > 0\), and \(\mu, \nu > 0\) are random diffusion rates of species \(u\) and \(v\) respectively. The habitat \(\Omega\) is a bounded region in \(\mathbb{R}^N\), with smooth boundary \(\partial \Omega\), \(n\) denotes the unit outer normal vector on \(\partial \Omega\), and the no flux boundary condition means that no individuals cross the boundary. The function \(r(x)\) represents their common intrinsic growth rate or local carrying capacity, \(b > 0\) and \(c > 0\) are interspecific competition coefficients. Then the maximum principle [34] yields that \(u(x, t) > 0, v(x, t) > 0\) for every \(x \in \bar{\Omega}\) and every \(t > 0\). Moreover \(u(x, t)\) and \(v(x, t)\) are classical solutions of (1) and exist for all \(t > 0\). By both mathematicians and ecologists, particular interests in two-species Lotka-Volterra competition models with spatially homogeneous or heterogeneous interactions are the dynamics and coexistence states of (1). See
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Assumption 1.1.

\( r(x) \) is non-constant, Hölder continuous, and \( r(x) > 0 \) in \( \overline{\Omega} \).

Assumption 1.2.

\[
0 < b, c \leq 1, bc < 1.
\]  

(2)

Under Assumption 1.1, the equation

\[
\begin{align*}
\mu \Delta \Theta + \Theta(r(x) - \Theta) &= 0, \quad \text{in } \Omega, \\
\frac{\partial \Theta}{\partial n} &= 0, \quad \text{on } \partial \Omega,
\end{align*}
\]

(3)

has a unique positive solution, denoted by \( \Theta(x, \mu) \), which indicates that (1) has two semi-trivial states, denoted by \((\Theta(x, \mu); 0)\) and \((0, \Theta(x, \nu))\), for every \( \mu > 0 \) and \( \nu > 0 \). Clearly, Assumption 1.2 contains the weak competition case

\[
\{ (b, c) : 0 < b, c < 1 \},
\]

(4)

which was considered in \([5, 11, 17, 18, 19, 20, 21, 32]\), etc.

For the special case of identical competition ability \( b = c = 1 \), it is shown in \([11]\) that if \( \mu < \nu \), then \((\Theta(x, \mu), 0)\) is globally asymptotically stable among all non-negative nontrivial initial data. In other words, the slower diffuser wins. By symmetry, a similar conclusion holds for \( \mu > \nu \). In particular, (1) has no coexistence states if \( \mu \neq \nu \). For the case when \( \mu = \nu = 0 \), (1) has a family of coexistence states, which is the global attractor for all non-negative non-trivial initial data.

For the weak competition case \( 0 < b, c < 1 \), it is shown in \([25]\) that if \( \mu \) and \( \nu \) are sufficiently small, then (1) has a unique, globally asymptotically stable positive steady state \((u^*, v^*)\). Moreover, \((u^*, v^*)\) converges to \((\frac{1-b}{1-bc}r(x), \frac{1-c}{1-bc}r(x))\) in \( L^\infty(\Omega) \) as \( \mu \to 0 \) and \( \nu \to 0 \). When both \( \mu \) and \( \nu \) are sufficiently large, it is not difficult to see that (1) again has a unique, globally asymptotically stable positive steady state \((u^{**}, v^{**})\), which converges to \((\frac{1-b}{(1-bc)(\Omega)} \int_{\Omega} r(x)dx, \frac{1-c}{(1-bc)(\Omega)} \int_{\Omega} r(x)dx)\) as \( \mu \to +\infty \) and \( \nu \to +\infty \).

Under above conditions and assumptions, Lou \([32]\) verified that there exists some constant \( c_\ast \in (0, 1) \) such that (i) for any \( c \in (0, c_\ast) \), the steady state \((\Theta, 0)\) is unstable when \( \mu > 0 \) and \( \nu > 0 \); (ii) for any \( c \in (c_\ast, 1) \), there exist \( \bar{\mu} > 0 \) and \( \bar{\nu} > 0 \) such that \((\Theta, 0)\) is unstable. Meanwhile, when \( c \in (c_\ast, 1) \), there exists \( b_\ast \in (0, 1) \) such that for some \((\mu, \nu) \in (0, +\infty) \times (0, +\infty) \), \((\Theta, 0)\) is globally asymptotically stable provided \( b \in (0, b_\ast] \). Furthermore He and Ni \([19]\) provided a complete classification on the global dynamics of system (1), which says that either one of the two semi-trivial steady states is globally asymptotically stable, or there is a unique co-existence steady state which is globally asymptotically stable, or the system is degenerate in the sense that there is a compact global attractor consisting of a continuum of steady states which connect the two semi-trivial steady states (see \([19]\), Theorems 1.3 and 3.4). We refer the interested readers to \([17, 18]\) for some investigations on system (1) and \([20, 21]\) for some developments.

It seems reasonable to argue that besides random dispersal, it is also plausible that species could move upward along the resource gradient (see \([2, 6, 10]\) for
Example and the references therein). In this paper we deal with a general problem

\[
\begin{aligned}
    &u_t = \mu \Delta u - \alpha \nabla \cdot (u \nabla P(x)) + u(r(x) - u - bv), \quad \text{in } \Omega \times (0, +\infty), \\
    &v_t = \nu \Delta v - \beta \nabla \cdot (v \nabla P(x)) + v(r(x) - cu - v), \quad \text{in } \Omega \times (0, +\infty), \\
    &\frac{\partial u}{\partial n} - \alpha u \frac{\partial P}{\partial n} = \nu \frac{\partial v}{\partial n} - \beta v \frac{\partial P}{\partial n} = 0, \quad \text{on } \partial \Omega \times (0, +\infty), \\
    &u(x, 0) = u_0(x) \geq 0, \quad \text{in } \Omega, \\
    &v(x, 0) = v_0(x) \geq 0, \quad \text{in } \Omega,
\end{aligned}
\]

where the non-constant function \( P(x) \in C^2(\Omega) \) is used to specify the advective direction, and the advection rates of two species are denoted by \( \alpha, \beta > 0 \), respectively. Here the movement strategies, growth rates and competition abilities of two species are taken into account and allowed to be different. Throughout this paper, besides Assumption 1.1 and Assumption 1.2 we also make the following basic hypothesis.

**Assumption 1.3.**

\[
\frac{\alpha}{\mu} = \frac{\beta}{\nu} =: \eta > 0.
\]

This paper is devoted to the existence and qualitative properties of coexistence steady states of (5) (i.e. positive solutions of the following problem).

\[
\begin{aligned}
    &\mu \Delta u - \alpha \nabla \cdot (u \nabla P(x)) + u(r(x) - u - bv) = 0, \quad \text{in } \Omega, \\
    &\nu \Delta v - \beta \nabla \cdot (v \nabla P(x)) + v(r(x) - cu - v) = 0, \quad \text{in } \Omega, \\
    &\frac{\partial u}{\partial n} - \alpha u \frac{\partial P}{\partial n} = \nu \frac{\partial v}{\partial n} - \beta v \frac{\partial P}{\partial n} = 0, \quad \text{on } \partial \Omega.
\end{aligned}
\]

1.1. **Motivation and related work.** Under Assumption 1.1 and Assumption 1.2, Li, Wang and Wang [30] studied the following non-advective version of the two-species Lotka-Volterra type competition-diffusion system (7).

\[
\begin{aligned}
    &\mu \Delta u + u(r(x) - u - v) = 0, \quad \text{in } \Omega, \\
    &\nu \Delta v + v(r(x) - cu - v) = 0, \quad \text{in } \Omega, \\
    &\frac{\partial u}{\partial n} = \frac{\partial v}{\partial n} = 0, \quad \text{on } \partial \Omega.
\end{aligned}
\]

They partially considered which cases ensure the coexistence of the two species, which cases cause one species to extinct, and whether coexistence state is stable or not.

The main results established in [30] are to explore the connection between the system (8) and the following shadow system, namely the case where \( \nu \to +\infty \), and then partially verified Lou’s conjecture.

\[
\begin{aligned}
    &\mu \Delta u + u(r(x) - u - \xi) = 0, \quad \text{in } \Omega, \\
    &\bar{r} - cu - \xi = 0, \quad \text{in } \Omega, \\
    &\frac{\partial u}{\partial n} = 0, \quad \text{on } \partial \Omega.
\end{aligned}
\]

That is for each positive function \( r(x) \), there exists \( c^* = c^*(r, \Omega) \in (0, 1) \) such that (9) has a solution \( (u, \xi) \), if \( c \in (0, c^*) \). Meanwhile, for \( c \in (c^*, 1) \), there exist \( \bar{\mu} < \mu \) such that \( \xi \) is positive outside the interval \( [\bar{\mu}, \mu] \), and non-positive for some \( \bar{\mu} \in (\mu, \mu] \). Moreover for any fixed \( \mu > 0 \), if \( c \) is small enough, then there exists \( v^* = v^*(\mu, c) \) such that (8) has a positive solution \( (u_\nu, v_\nu) \) for \( \nu > v^* \), with \( u_\nu(x) \to u_0(x), \ v_\nu(x) \to \xi \) in \( C^2(\Omega) \) as \( \nu \to +\infty \), where \( (u_0(x), \xi) \) is a positive solution of (9).
Throughout this paper, we say that a system has a positive solution if two components are both positive in \( \Omega \). Motivated by the above work, we consider whether there are parallel versions to (7).

1.2. Main results. We first introduce the following linear eigenvalue problem.

\[
\begin{aligned}
\mu \nabla \cdot (e^{\eta P(x)} \nabla \psi) + e^{2nP(x)} h(x) \psi &= \sigma \psi, & \text{in } \Omega, \\
\frac{\partial \psi}{\partial n} &= 0, & \text{on } \partial \Omega, \\
\psi > 0, & \text{in } \Omega,
\end{aligned}
\]  

(10)

where \( \eta \) is as in (6) and \( h(x) \in C(\Omega) \). By employing the Krein-Rutman Theorem \cite{m29}, it is standard to prove that problem (10) admits a principal eigenvalue \( \sigma_{1,h} \), and its corresponding eigenfunction \( \psi \) can be chosen to satisfy \( \psi > 0 \) in \( \Omega \). Here \( \sigma_{1,h} \) is defined as

\[
\sigma_{1,h} = \max_{\psi \in W^{1,2}(\Omega), \psi \neq 0} \frac{-\mu \int_{\Omega} e^{\eta P} |\nabla \psi|^2 \, dx + \int_{\Omega} e^{2nP} h(x) \psi^2 \, dx}{\int_{\Omega} \psi^2 \, dx}.
\]  

(11)

We also recall the following single-species growth model corresponding to system (5).

\[
\begin{aligned}
w_t &= \mu \Delta w - \alpha \nabla \cdot (e^{\eta P} \nabla w) + \omega(r(x) - w), & \text{in } \Omega \times (0, +\infty), \\
\frac{\partial w}{\partial n} &= 0, & \text{on } \partial \Omega \times (0, +\infty), \\
w(0,0) &= 0, & \text{in } \Omega,
\end{aligned}
\]  

(12)

where \( \mu, \alpha > 0 \) and \( r(x) \) satisfies Assumption 1.1. We take \( m(x) = r(x)e^{-\eta P(x)} \) and \( \omega = we^{-\eta P(x)} \), then we have \( m(x) > 0 \) and

\[
\begin{aligned}
e^{\eta P} \omega_t &= \mu \nabla \cdot (e^{\eta P} \nabla \omega) + e^{2nP} \omega (m(x) - \omega), & \text{in } \Omega \times (0, +\infty), \\
\frac{\partial \omega}{\partial n} &= 0, & \text{on } \partial \Omega \times (0, +\infty), \\
\omega(0,0) &= w_0 e^{-\eta P(x)} \geq 0, & \text{in } \Omega.
\end{aligned}
\]  

(13)

Due to the positivity of \( m(x) \), one can see \( \sigma_{1,m} > 0 \) and (13) admits a unique positive steady state, denoted by \( \theta \) (see \cite{m6} for example). That is

\[
\begin{aligned}
\mu \Delta \theta + \alpha \nabla P(x) \nabla \theta + e^{\eta P} \theta (m(x) - \theta) &= 0, & \text{in } \Omega, \\
\frac{\partial \theta}{\partial n} &= 0, & \text{on } \partial \Omega,
\end{aligned}
\]  

(14)

\[
\begin{aligned}
\mu \nabla \cdot (e^{\eta P} \nabla \theta) + e^{2nP} \theta (m(x) - \theta) &= 0, & \text{in } \Omega, \\
\frac{\partial \theta}{\partial n} &= 0, & \text{on } \partial \Omega.
\end{aligned}
\]  

(15)

From [1] it is not difficult to see that \( \theta \to \int_{\Omega} me^{2nP} \) in \( C^2(\overline{\Omega}) \) as \( \mu \to +\infty \), and then

\[
\lim_{\mu \to +\infty} \int_{\Omega} \theta e^{2nP} = \int_{\Omega} me^{2nP}.
\]  

(16)

The standard super-subsolution method also yields that

\[
\lim_{\mu \to 0} \int_{\Omega} \theta e^{2nP} = \int_{\Omega} me^{2nP}.
\]  

(17)

Using the similar transformation \( u = e^{-\eta P(x)} \), \( v = ve^{-\eta P(x)} \), and still denote \( u, v \) by \( u, v \), (7) can be rewritten as
Assume that Theorem 1.5. \( \theta (19) \) such that no positive solutions exist for the problem \( \Omega \). We first introduce the following lemma.

\[ \nu > \nu \]

\( \nu \) enough, then there exists \( \mu \) has a positive solution for \( \nu \), then there exists \( d \) \( \nu \) \( \mu \) \( \nu \) \( \mu \) \( \nu \)

Namely, we take \( v \) \( \Delta v + \beta \nabla P \nabla v + \epsilon \nabla P v(x) - cu - v = 0 \), \( \Omega \)

\[ \frac{\partial u}{\partial n} = \frac{\partial v}{\partial n} = 0, \quad \text{on } \partial \Omega. \] (18)

Based on the above preparations, we are now ready to consider (18) and its shadow system,

\[ \frac{\partial u}{\partial n} = \frac{\partial v}{\partial n} = 0, \quad \text{on } \partial \Omega. \] (19)

\[ \mu \Delta u + a \nabla P \nabla u + \epsilon \nabla P u(m(x) - u - bv) = 0, \quad \text{in } \Omega, \]

\[ \nu \Delta v + \beta \nabla P \nabla v + \epsilon \nabla P v(m(x) - cu - v) = 0, \quad \text{in } \Omega, \]

\[ \int_{\Omega} e^{2\eta P} dx - c \int_{\Omega} e^{2\eta P} dx - \xi = 0, \quad \text{in } \Omega, \]

\[ \frac{\partial u}{\partial n} = 0, \quad \text{on } \partial \Omega. \]

Namely, we take \( \nu \to +\infty \) in (7), then \( \Delta v + \eta \nabla P \nabla v \to 0 \) since \( \epsilon \nabla P v(m(x) - cu - v) \)

remains bounded, which implies \( v \) tends to a constant \( \xi \).

Our main results are as follows.

**Theorem 1.4.** Assume that \( r(x) \in C(\overline{\Omega}) \) is a non-constant positive function on \( \overline{\Omega} \), then there exists \( d^*(r, \Omega) \in (0, 1) \) such that the following results hold

(a) If \( b \in (0, d^*) \), then (19) has a positive solution for every \( \mu > 0 \).

(b) If \( b \in (d^*, 1) \), then there exists two positive numbers \( \mu < \Pi \) such that (19) has a positive solution for \( \mu \in (0, \mu] \cup [\Pi, +\infty) \). Meanwhile there exists \( \mu \in [\mu, \Pi] \) such that no positive solutions exist for the problem (19). Moreover

\[ d^* \geq \frac{b \int_{\Omega} me^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} \]

\[ \sup_{\mu > 0} \int_{\Omega} e^{2\eta P} dx \]

where \( \theta \) is the unique positive solution to (14).

**Theorem 1.5.** Assume that \( r(x) \in C(\overline{\Omega}) \) is a non-constant positive function on \( \overline{\Omega} \). For any fixed \( \mu > 0 \), let \( \tilde{u}(x, \xi) \) be a positive solution of (19). If \( c \) is small enough, then there exists \( \nu^* > 0 \) such that (18) has a positive solution \( (u_\nu, v_\nu) \) for \( \nu > \nu^* \). Furthermore, \( u_\nu(x) \to \tilde{u}(x) \), \( v_\nu(x) \to \xi \) in \( C^2(\Omega) \) as \( \nu \to +\infty \).

The rest of this paper is organized as follows. In Section 2 we establish the existence of shadow system. This section is devoted to the existence of the solution of (19), where \( \mu > 0, 0 < b < 1, 0 < c < 1 \). From Assumption 1.1, it is easy to see that \( m(x) \) is a non-constant Hölder continuous positive function. Obviously, the problem (19) is equivalent to

\[ \left\{ \begin{array}{l}
\mu \Delta u + a \nabla P \nabla u + \epsilon \nabla P u(m(x) - u - bv) = 0, \\
\int_{\Omega} me^{2\eta P} dx - b \int_{\Omega} e^{2\eta P} dx + \epsilon \int_{\Omega} \nabla P u(m(x) - u - bv) dx - u = 0, \\
\frac{\partial u}{\partial n} = 0, \\
\frac{\partial v}{\partial n} = 0, \\
\xi = \int_{\Omega} me^{2\eta P} dx - c \int_{\Omega} e^{2\eta P} dx - \int_{\Omega} e^{2\eta P} dx.
\end{array} \right. \] (21)

We first introduce the following lemma.
Lemma 2.1. If \( u \) is a positive solution to (21), then it satisfies
\[
\sup_{\Omega} u(x) \leq \frac{1}{1 - bc} \left( \sup_{\Omega} m(x) - \frac{b \int_{\Omega} me^{2\eta_P} dx}{\int_{\Omega} e^{2\eta_P} dx} \right) \tag{22}
\]

Proof. Let \( x_0 \in \Omega \) such that \( u(x_0) = \sup_{\Omega} u(x) \). Note that
\[
m(x_0) - \frac{b \int_{\Omega} me^{2\eta_P} dx}{\int_{\Omega} e^{2\eta_P} dx} + bc \int_{\Omega} e^{2\eta_P} dx \int_{\Omega} e^{2\eta_P} dx - u(x_0) \leq \sup_{\Omega} m(x) - \frac{b \int_{\Omega} me^{2\eta_P} dx}{\int_{\Omega} e^{2\eta_P} dx} + u(x_0)(bc - 1). \tag{23}
\]
If \( u(x_0) > \frac{1}{1 - bc} \left( \sup_{\Omega} m(x) - \frac{b \int_{\Omega} me^{2\eta_P} dx}{\int_{\Omega} e^{2\eta_P} dx} \right) \), then (23) satisfies
\[
m(x_0) - \frac{b \int_{\Omega} me^{2\eta_P} dx}{\int_{\Omega} e^{2\eta_P} dx} + bc \int_{\Omega} e^{2\eta_P} dx \int_{\Omega} e^{2\eta_P} dx - u(x_0) < 0, \tag{24}
\]
which implies from the first equation of (21) that
\[
\mu \Delta u(x_0) + \alpha \nabla P \nabla u(x_0) > 0. \tag{25}
\]
The maximum principle yields \( x_0 \in \partial \Omega \) and Hopf boundary lemma gives \( \frac{\partial u}{\partial n} \bigg|_{x_0} > 0 \).

A contradiction to the boundary condition of (21) follows. \( \square \)

Denote \( m(x) - \frac{b \int_{\Omega} me^{2\eta_P} dx}{\int_{\Omega} e^{2\eta_P} dx} \) by \( g(x) \), then it follows that
\[
\int_{\Omega} g(x)e^{2\eta_P} dx \geq 0, \tag{26}
\]
and the first equation of problem (21) can be changed to
\[
\begin{cases}
\mu \Delta u + \alpha \nabla P \nabla u + e^{\eta_P} u(g(x) + \int_{\Omega} \frac{ue^{2\eta_P} dx}{\int_{\Omega} e^{2\eta_P} dx} - u) = 0, & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = 0, & \text{on } \partial \Omega. 
\end{cases} \tag{27}
\]

We study now the existence of (27).

Lemma 2.2. There is at least one solution \((u(x), \xi)\) to (21) such that \( u(x) > 0 \) for any \( \mu > 0 \).

Proof. Consider the following problem
\[
\begin{cases}
\mu \Delta w_{k,0} + \alpha \nabla P \nabla w_{k,0} + e^{\eta_P} w_{k,0}(g(x) + k - w_{k,0}) = 0, & \text{in } \Omega, \\
\frac{\partial w_{k,0}}{\partial n} = 0, & \text{on } \partial \Omega, 
\end{cases} \tag{28}
\]
where \( k \geq 0 \). The existence and uniqueness of \( w_{k,0} \) can be deduced by [6]. Denote \( w_{1,0} \) by \( \phi_0 \).

Case \( bc = \frac{\int_{\Omega} e^{2\eta_P} dx}{\int_{\Omega} \phi_0 e^{2\eta_P} dx} \): Clearly, \( \phi_0 \) is a solution of (27).
Case $bc < \frac{\int_{\Omega} e^{2np} dx}{\int_{\Omega} \phi_0 e^{2np} dx}$: Since $bc > 0 = \frac{0 \int_{\Omega} e^{2np} dx}{\int_{\Omega} \phi_0 e^{2np} dx}$, and since $\frac{k \int_{\Omega} e^{2np} dx}{\int_{\Omega} \phi_0 e^{2np} dx}$ is continuous with respect to $k$, there exists $k_0 \in (0, 1)$ such that $bc = \frac{k_0 \int_{\Omega} e^{2np} dx}{\int_{\Omega} \phi_0 e^{2np} dx}$ and then $w_{k_0,0}$ solves (27).

Case $bc > \frac{\int_{\Omega} e^{2np} dx}{\int_{\Omega} \phi_0 e^{2np} dx}$: For $k \geq 0$, we look at the following problem

$$
\begin{cases}
\mu \Delta w_{k,1} + \alpha \nabla P \nabla w_{k,1} + e^{np} w_{k,1} (g(x) + k \frac{bc \int_{\Omega} \phi_0 e^{2np} dx}{\int_{\Omega} e^{2np} dx} - w_{k,1}) = 0, & \text{in } \Omega, \\
\frac{\partial w_{k,1}}{\partial n} = 0, & \text{on } \partial \Omega.
\end{cases}
$$

Similarly, [6] leads to the existence of $w_{k,1}$. Next we handle the following three cases successively. Denote $w_{1,1}$ by $\phi_1$.

Case $\int_{\Omega} \phi_1 e^{2np} dx = \int_{\Omega} \phi_0 e^{2np} dx$: Clearly, $\phi_1$ solves (27).

Case $\int_{\Omega} \phi_1 e^{2np} dx < \int_{\Omega} \phi_0 e^{2np} dx$: Again since

$$
0 \frac{\int_{\Omega} \phi_0 e^{2np} dx}{\int_{\Omega} \phi_{0,1} e^{2np} dx} bc < bc < \frac{1 \int_{\Omega} \phi_0 e^{2np} dx}{\int_{\Omega} \phi_1 e^{2np} dx} bc,
$$

it follows that there exists $k_1 \in (0, 1)$ such that $bc = k_1 \frac{1 \int_{\Omega} \phi_0 e^{2np} dx}{\int_{\Omega} \phi_{k,1} e^{2np} dx} bc$, and then $w_{k,1}$ solves (27).

Case $\int_{\Omega} \phi_1 e^{2np} dx > \int_{\Omega} \phi_0 e^{2np} dx$: Look at again the following problem

$$
\begin{cases}
\mu \Delta w_{k,2} + \alpha \nabla P \nabla w_{k,2} + e^{np} w_{k,2} (g(x) + k \frac{bc \int_{\Omega} \phi_0 e^{2np} dx}{\int_{\Omega} e^{2np} dx} - w_{k,2}) = 0, & \text{in } \Omega, \\
\frac{\partial w_{k,2}}{\partial n} = 0, & \text{on } \partial \Omega.
\end{cases}
$$

Denote $w_{1,2}$ by $\phi_2$. Same as the above statements, we reach the following three cases.

Case $\int_{\Omega} \phi_2 e^{2np} dx = \int_{\Omega} \phi_1 e^{2np} dx$: Clearly, $\phi_2$ solves (27).

Case $\int_{\Omega} \phi_2 e^{2np} dx < \int_{\Omega} \phi_1 e^{2np} dx$: Owing to

$$
0 \frac{\int_{\Omega} \phi_1 e^{2np} dx}{\int_{\Omega} \phi_{0,2} e^{2np} dx} bc < bc < \frac{1 \int_{\Omega} \phi_1 e^{2np} dx}{\int_{\Omega} \phi_2 e^{2np} dx} bc,
$$

we have that there exists $k_2 \in (0, 1)$ such that $bc = k_2 \frac{1 \int_{\Omega} \phi_1 e^{2np} dx}{\int_{\Omega} \phi_{k,2} e^{2np} dx} bc$, and then $w_{k,2}$ solves (27).

Case $\int_{\Omega} \phi_2 e^{2np} dx > \int_{\Omega} \phi_1 e^{2np} dx$: Look at again the following problem

$$
\begin{cases}
\mu \Delta w_{k,3} + \alpha \nabla P \nabla w_{k,3} + e^{np} w_{k,3} (g(x) + k \frac{bc \int_{\Omega} \phi_2 e^{2np} dx}{\int_{\Omega} e^{2np} dx} - w_{k,3}) = 0, & \text{in } \Omega, \\
\frac{\partial w_{k,3}}{\partial n} = 0, & \text{on } \partial \Omega.
\end{cases}
$$
Denote \( w_{1,3} \) by \( \phi_3 \).

Following the similar procedure as above, one can obtain that either we get a positive solution to (27) and we finish the proof of Lemma 2.2, or \( \int_{\Omega} \phi_3 e^{2\eta P} dx > \int_{\Omega} \phi_2 e^{2\eta P} dx \). Therefore, if we do not obtain a solution in any step, we will derive a series of functions \( \phi_l \) satisfying

\[
\begin{align*}
\mu \Delta \phi_l + \alpha \nabla P \nabla \phi_l + e^{\eta P} \phi_l (g(x) + \frac{bc \int_{\Omega} \phi_{l-1} e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} - \phi_l) &= 0, \quad \text{in } \Omega, \\
\frac{\partial \phi_l}{\partial n} &= 0, \quad \text{on } \partial \Omega,
\end{align*}
\]

for any fixed \( \eta > 0 \), \( \phi_l \in C^1 \) on \( \Omega \), with \( \phi_1 = 1 \) and \( \phi_2 = 0 \). It is routine to show that \( \phi_l \) is bounded in \( \Omega \), and \( \phi_l \) is uniformly bounded up to \( \eta \). Hence by elliptic regularity, \( \phi_l \) is uniformly bounded in \( \Omega \) for any \( \eta > 0 \). By means of the proof of Lemma 2.1, we arrive at

\[
\sup_{\Omega} \phi_l(x) \leq \frac{1}{1 - bc} \left( \sup_{\Omega} m(x) - \frac{bc \int_{\Omega} m e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} \right).
\]

Thus the elliptic regularity indicates that there exist a non-negative function \( \phi \in C^{1,\gamma}(\overline{\Omega}) \) and a subsequence \( \phi_{l_j} \) such that \( \phi_{l_j} \to \phi \) in \( C^{1,\gamma} \) as \( l_j \to +\infty \), for any \( 0 < \gamma < 1 \). This yields that \( \phi \) satisfies

\[
\begin{align*}
\mu \Delta \phi + \alpha \nabla P \nabla \phi + e^{\eta P} \phi (g(x) + \frac{bc \int_{\Omega} \phi e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} - \phi) &= 0, \quad \text{in } \Omega, \\
\frac{\partial \phi}{\partial n} &= 0, \quad \text{on } \partial \Omega,
\end{align*}
\]

Moreover, \( \phi \) is not trivial and it is positive according to maximum principle and Hopf boundary lemma. We complete the proof now.

Next we verify that (21) has a positive solution for large \( \mu \).

**Lemma 2.3.** Fix \( b \in (0,1] \), \( c \in (0,1) \). Then (21) has at least a positive solution \( (u, \xi) \) for sufficiently large \( \mu \).

**Proof.** We claim that for any positive solution \( u(x) \) of (27), we have

\[
u(x) \to 0 \text{ or } u(x) \to \frac{(1 - b) \int_{\Omega} e^{2\eta P} m dx}{(1 - bc) \int_{\Omega} e^{2\eta P}}
\]

in \( C^{1,\gamma}(\overline{\Omega}) \) with \( 0 < \gamma < 1 \), as \( \mu \to +\infty \). Applying Lemma 2.1 and elliptic regularity, it is routine to show that \( u(x) \) is convergent to some constant \( C > 0 \) in \( C^{1,\gamma}(\overline{\Omega}) \), with \( 0 < \gamma < 1 \). Multiplying the first equation in (27) by \( e^{\eta P} \) and making an integration over \( \Omega \), we can derive \( \int_{\Omega} (bc - 1) C^2 e^{2\eta P} dx = (b - 1) C \int_{\Omega} m(x) e^{2\eta P} dx \). Hence our claim is correct. Therefore it follows from the third equation of (21) that

\[
\xi \to \frac{(1 - c) \int_{\Omega} m e^{2\eta P} dx}{(1 - bc) \int_{\Omega} e^{2\eta P} dx} > 0
\]

as \( \mu \to +\infty \). Hence we complete the proof of this lemma combined with Lemma 2.2.

The rest of this section is to check the asymptotic behavior of solutions of (27).

**Lemma 2.4.** For any fixed \( \mu > 0 \), let \( u(x) \) be any positive solution of (27), then

\[
\frac{\int_{\Omega} w e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} \to +\infty, \text{ as } bc \to 1.
\]
Proof. Suppose to the contrary that for each \( n \geq 1 \), there exist \( b_n \in (0,1], c_n \in (0,1) \) and function \( u_n > 0 \) such that

\[
\begin{align*}
\mu \Delta u_n + \alpha \nabla P \nabla u_n + e^{\eta P} u_n \left( g(x) + \frac{bc \int_{\Omega} u_n e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} - u_n \right) &= 0, \quad \text{in } \Omega, \\
\frac{\partial u_n}{\partial n} &= 0, \quad \text{on } \partial \Omega,
\end{align*}
\]

and \( \frac{\int_{\Omega} u_n e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} \to K \in [0, +\infty) \) as \( b_n c_n \to 1 \). Similarly, one can deduce from Lemma 2.1 that

\[
\sup_{\Omega} u_n \leq K + 1.
\]

Elliptic regularity implies that there exist \( u \in C^{1,\gamma}(\overline{\Omega}) \), with \( 0 < \gamma < 1 \), and a subsequence \( u_{n_j} \), such that \( u_{n_j} \to u \geq 0 \) in \( C^{1,\gamma}(\overline{\Omega}) \). Therefore \( u \) solves

\[
\begin{align*}
\mu \Delta u + \alpha \nabla P \nabla u + e^{\eta P} u (g(x) + \frac{\int_{\Omega} u e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} - u) &= 0, \quad \text{in } \Omega, \\
\frac{\partial u}{\partial n} &= 0, \quad \text{on } \partial \Omega.
\end{align*}
\]

If \( u \geq 0 \), then it is easy to verify that

\[
\int_{\Omega} g(x) e^{2\eta P} dx = \int_{\Omega} e^{2\eta P} (g(x) + \frac{\int_{\Omega} u e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} - u) dx < 0,
\]

which contradicts to (26). Hence \( u \equiv 0 \).

On the other hand, from [6], the unique positive solution \( \theta \) to (14) is globally asymptotically stable and satisfies \( u_{n_j} \geq \theta \), since

\[
\mu \Delta u_{n_j} + \alpha \nabla P \nabla u_{n_j} + e^{\eta P} u_{n_j} (g(x) - u_{n_j}) \leq 0.
\]

Letting \( n_j \to +\infty \), we have \( u_{n_j} \to u \geq \theta > 0 \), which is a contradiction. \( \square \)

Lemma 2.5. For any \( \mu > 0 \), let \( u(x) \) be a positive solution to the problem (27). Then we have \( u(x) \to z(x) \) in \( C^{1,\gamma}(\overline{\Omega}) \), with \( 0 < \gamma < 1 \), as \( bc \to 0 \), where \( z(x) \) is the unique positive solution to the following problem

\[
\begin{align*}
\mu \Delta z + \alpha \nabla P \nabla z + e^{\eta P} z (g(x) - z) &= 0, \quad \text{in } \Omega, \\
\frac{\partial z}{\partial n} &= 0, \quad \text{on } \partial \Omega.
\end{align*}
\]

Proof. For any sequence \( b_n, c_n \to 0 \) as \( n \to +\infty \), take \( u_n \) be the corresponding positive solution of (27) with \( b = b_n, c = c_n \). Applying Lemma 2.1, one can see \( \|u_n\|_{\infty} \) is uniformly bounded. Due to the elliptic regularity, \( \{u_n\} \) has a subsequence which is convergent in \( C^{1,\gamma}(\overline{\Omega}) \), with \( 0 < \gamma < 1 \), say \( u_{n_j} \to w \) in \( C^{1,\gamma}(\overline{\Omega}) \). Obviously, \( w \) solves

\[
\begin{align*}
\mu \Delta w + \alpha \nabla P \nabla w + e^{\eta P} w (g(x) - w) &= 0, \quad \text{in } \Omega, \\
\frac{\partial w}{\partial n} &= 0, \quad \text{on } \partial \Omega,
\end{align*}
\]

which implies either \( w \equiv 0 \) or \( w = z \). On the other hand, since by [6] \( z \) is globally asymptotically stable and \( \mu \Delta u_{n_j} + \alpha \nabla P \nabla u_{n_j} + e^{\eta P} u_{n_j} (g(x) - u_{n_j}) \leq 0 \), we get \( u_{n_j} \geq z \). This implies that \( w = z \), that is, \( u_{n_j} \to z \). This lemma follows immediately because the sequence \( \{b_n c_n\} \) with \( b_n c_n \to 0 \) is arbitrary. \( \square \)
3. Solutions of the shadow system. In this section, we demonstrate the existence of the solutions to the shadow system (19). Let $\theta$ be the unique positive solution to (14) and $\psi_\delta$ denotes the unique positive solution to
\[
\begin{align*}
&\mu \Delta \psi + \alpha \nabla P \nabla \psi + e^{\eta P} \psi (g(x) + \delta - \psi) = 0, \quad \text{in } \Omega, \\
&\frac{\partial \psi}{\partial n} = 0, \quad \text{on } \partial \Omega.
\end{align*}
\]
(46)
Now we can begin to prove Theorem 1.4.

**Proof of Theorem 1.4:** Define
\[
d^* = \inf_{\mu > 0} \sup_{0 < \delta < \frac{b}{\int_{\Omega} e^{2\eta P} \psi_\delta dx}} \delta \int_{\Omega} e^{2\eta P} d\sigma.
\]
(47)
We first illustrate that
\[
0 < d^* < 1.
\]
(48)
On the one hand, let $\delta_0 := \frac{b\int_{\Omega} me^{2\eta P}}{2 \int_{\Omega} e^{2\eta P}}$, and then
\[
\int_{\Omega} e^{2\eta P} (g(x) + \delta_0) dx = (1 - \frac{b}{2}) \int_{\Omega} me^{2\eta P} dx > 0.
\]
(49)
Since $\int_{\Omega} \psi_\delta e^{2\eta P} dx$ is continuous with respect to $\mu$, and since
\[
\lim_{\mu \to +\infty} \int_{\Omega} \psi_\delta e^{2\eta P} dx = \lim_{\mu \to 0} \int_{\Omega} \psi_\delta e^{2\eta P} dx = \int_{\Omega} (g(x) + \delta_0) e^{2\eta P} dx > 0,
\]
(50)
similar to (16) and (17), $\sup_{\mu > 0} \int_{\Omega} \psi_\delta e^{2\eta P} dx < +\infty$ follows. Therefore for all $\mu > 0$,
\[
d^* \geq \inf_{\mu > 0} \frac{\delta_0 \int_{\Omega} e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} \psi_\delta dx} > 0.
\]
(51)
On the other hand, since $\psi_\delta$ is the positive solution of (46), direct calculation gives
\[
\int_{\Omega} e^{2\eta P} g(x) dx + \delta \int_{\Omega} e^{2\eta P} dx - \int_{\Omega} e^{2\eta P} \psi_\delta(x) dx + \mu \int_{\Omega} \frac{e^{\eta P} |\nabla \psi_\delta|^2}{\psi_\delta^2} dx = 0,
\]
(52)
which implies that $\delta \int_{\Omega} e^{2\eta P} dx < \int_{\Omega} \psi_\delta e^{2\eta P} dx$. Therefore (48) follows.

Now if $bc \in (0, d^*)$, then for any $\mu > 0$, we have that
\[
bc < \sup_{0 < \delta < \frac{b}{\int_{\Omega} me^{2\eta P} dx}} \frac{\delta \int_{\Omega} e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} \psi_\delta dx},
\]
(53)
which means $bc < \delta \int_{\Omega} e^{2\eta P} dx$ for some $0 < \delta < \frac{b}{\int_{\Omega} me^{2\eta P} dx}$. Consider next
\[
\begin{align*}
&\mu \Delta \phi_k + \alpha \nabla P \nabla \phi_k + e^{\eta P} \phi_k (g(x) + k\delta - \phi_k) = 0, \quad \text{in } \Omega, \\
&\frac{\partial \phi_k}{\partial n} = 0, \quad \text{on } \partial \Omega,
\end{align*}
\]
(54)
where \( k \geq 0 \). It follows from
\[
\frac{0}{\Omega} \int_{\Omega} e^{2n^2P} dx < bc < \frac{\delta}{\Omega} \int_{\Omega} e^{2n^2P} \phi_1 dx
\]
that there exist \( 0 < k_0 < 1 \) and a positive function \( \phi_{k_0} \) such that
\( bc = \frac{\delta}{\Omega} \int_{\Omega} e^{2n^2P} \phi_{k_0} dx \) and \( \phi_{k_0} \) solves (27). Moreover,
\[
\xi = \frac{\int_{\Omega} me^{2n^2P} dx}{\int_{\Omega} e^{2n^2P} dx} - c \int_{\Omega} \phi_{k_0} e^{2n^2P} dx = \frac{\int_{\Omega} me^{2n^2P} dx}{\int_{\Omega} e^{2n^2P} dx} - \frac{k_0 \delta}{b} > 0.
\]
Therefore, \((\phi_{k_0}, \xi)\) is a positive solution of (19).

If \( bc \in (d^*, 1) \), then by the definition of \( d^* \), there exists \( \mu_0 \) such that
\[
bc > \sup_{0 < \delta < \frac{k_0 \delta}{b} < d^*} \int_{\Omega} e^{2n^2P} \psi \delta dx
\]
for \( \mu = \mu_0 \), which implies that for \( \mu = \mu_0 \), (19) has no positive solution. Hence
\[
\Lambda := \{ \mu \in (0, +\infty) | (19) \text{ has no positive solution} \} \neq \emptyset.
\]

By Lemma 2.3, we may define
\[
\bar{\mu} := \sup_{\mu \in \Lambda} \mu < +\infty.
\]
Suppose that for all \( \mu \in (0, \bar{\mu}) \), (19) has no positive solution, then by Lemma 2.2,
there exist \( \mu_n \in (0, \bar{\mu}) \) with \( \lim_{n \to \infty} \mu_n = 0 \) and the positive function \( u_n(x) \in C^2(\Omega) \)
such that \( u_n \) solves
\[
\begin{cases}
\mu_n \Delta u + \alpha \nabla P \nabla u + e^{n^2P} u (g(x) + bc \int_{\Omega} u e^{2n^2P} dx - u) = 0, & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = 0, & \text{on } \partial \Omega,
\end{cases}
\]
and \( \xi_n = \frac{\int_{\Omega} me^{2n^2P} dx}{\int_{\Omega} e^{2n^2P} dx} - c \int_{\Omega} u_n e^{2n^2P} dx \leq 0 \). Due to Lemma 2.1, without loss of
generality, we assume that \( \lim_{n \to \infty} \int_{\Omega} u_n e^{2n^2P} dx = \lambda \), and then \( c \lambda \geq \frac{\int_{\Omega} me^{2n^2P} dx}{\int_{\Omega} e^{2n^2P} dx} > 0 \).

Note that \( \int_{\Omega} (g(x) + bc \lambda - \varepsilon) e^{2n^2P} dx \geq (bc \lambda - \varepsilon) \int_{\Omega} e^{2n^2P} dx > 0 \) for \( \varepsilon \) small enough.
Therefore the following problem has the unique positive solution \( \phi_n, \psi_n \).
\[
\begin{cases}
\mu_n \Delta \phi + \alpha_n \nabla P \nabla \phi + e^{n^2P} \phi (g(x) + bc \lambda + \alpha - \phi) = 0, & \text{in } \Omega, \\
\frac{\partial \phi}{\partial n} = \frac{\partial \psi}{\partial n} = 0, & \text{on } \partial \Omega,
\end{cases}
\]

The fact that \( \lim_{n \to \infty} \int_{\Omega} u_n e^{2n^2P} dx = \lambda \) implies that there exists \( N_1 > 0 \) such that
\( bc \lambda - \varepsilon < \frac{bc \int_{\Omega} u_n e^{2n^2P} dx}{\int_{\Omega} e^{2n^2P} dx} < bc \lambda + \varepsilon \) for \( n \geq N_1 \), which implies
Moreover it is known that
\[
\begin{cases}
\psi_n \to g(x) + bc\lambda - \varepsilon \geq g(x) + \frac{b \int_{\Omega} \mu e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} - \varepsilon = m(x) - \varepsilon > 0,
\end{cases}
\]
\[\phi_n \to g(x) + bc\lambda + \varepsilon > 0.\]

Thus there exists \(N_2 > 0\) such that \(\psi_n \leq \phi_n\) for \(n > N_2\). Consequently, we can immediately deduce that \(\psi_n \leq u_n \leq \phi_n\) for \(n > \max\{N_1, N_2\}\) and that
\[
\frac{\int_{\Omega} \mu e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} \leq \frac{\int_{\Omega} u_n e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} \leq \frac{\int_{\Omega} \phi_n e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx}. \tag{63}
\]

Then by letting \(n \to \infty\), we in view of \(\frac{\int_{\Omega} g(x) e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} = (1 - b) \frac{\int_{\Omega} \mu e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx}\) obtain that
\[
\frac{(1 - b) \int_{\Omega} \mu e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} + bc\lambda - \varepsilon \leq \lambda \leq \frac{(1 - b) \int_{\Omega} \mu e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} + bc\lambda + \varepsilon. \tag{64}
\]

Recall that \(\varepsilon\) could be arbitrarily small as long as \(g(x) + bc\lambda - \varepsilon > 0\) in \(\Omega\). Hence \(\frac{(1 - b) \int_{\Omega} \mu e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} + bc\lambda = \lambda\), which implies \(\lambda = \frac{(1 - b) \int_{\Omega} \mu e^{2\eta P} dx}{(1 - bc) \int_{\Omega} e^{2\eta P} dx}\). This is impossible since \(c\lambda > \frac{\int_{\Omega} \mu e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} > 0\) and \(0 < c < 1\). Therefore we can define
\[
\mu := \inf_{\mu \in \lambda} \mu > 0. \tag{65}
\]

Finally let us estimate \(d^*\). Obviously \((16)\) and \((17)\) read that
\[
\sup_{\mu > 0} \int_{\Omega} \theta e^{2\eta P} dx < +\infty. \tag{66}
\]

Now fix any \(b, c\) satisfying
\[
0 \leq bc < \frac{\int_{\Omega} \mu e^{2\eta P} dx}{\sup_{\mu} \int_{\Omega} \theta e^{2\eta P} dx}, \tag{67}
\]
which implies that \(c < \frac{\int_{\Omega} \mu e^{2\eta P} dx}{\int_{\Omega} \theta e^{2\eta P} dx}\) for any \(\mu > 0\). Notice that \((14)\) can be rewritten as
\[
\begin{cases}
\mu \Delta \theta + \alpha \nabla P \nabla \theta + e^{\eta P} \theta (g(x) + \frac{b \int_{\Omega} \mu e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} - \theta) = 0, \quad \text{in } \Omega, \\
\frac{\partial \theta}{\partial n} = 0, \quad \text{on } \partial \Omega.
\end{cases} \tag{68}
\]
Again consider the problem

\[
\begin{align*}
\mu \Delta u + \alpha \nabla P \nabla \theta_k + e^{\eta \theta_k} (g(x) + k \theta_k / \int_{\Omega} e^{2\eta \theta_k} dx) &= 0, & \text{in } \Omega, \\
\frac{\partial \theta_k}{\partial n} &= 0, & \text{on } \partial \Omega.
\end{align*}
\]

(69)

Since \( \frac{\int_{\Omega} me^{2\eta P} dx}{c \int_{\Omega} \theta_k e^{2\eta P} dx} > 1 \), there exists \( \theta_k \in (0, 1) \) such that \( k \theta_k \int_{\Omega} me^{2\eta P} dx / c \int_{\Omega} e^{2\eta P} dx = 1 \). This indicates that \( \theta_k \) solves (27). Together with

\[
\xi_k = \frac{\int_{\Omega} me^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} - \frac{\int_{\Omega} \theta_k e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} = (1 - k \theta_k) \frac{\int_{\Omega} me^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx} > 0,
\]

(70)

we have the existence of positive solutions \((\theta_k, \xi_k)\) to (21). Consequently,

\[
d^* \geq \sup_{\mu} \frac{b \int_{\Omega} me^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx}.
\]

(71)

The proof is now completed. \( \square \)

4. Solutions of steady state of the Lotka-Volterra competition advection system. This section is devoted to the study of solutions to the following steady state of the Lotka-Volterra competition advection system.

\[
\begin{align*}
\mu \Delta u + \alpha \nabla P \nabla u + e^{\eta u} (g(x) + b \int_{\Omega} me^{2\eta P} dx / \int_{\Omega} e^{2\eta P} dx - u) &= 0, & \text{in } \Omega, \\
\nu \Delta v + \beta \nabla P \nabla v + e^{\eta v} (m(x) - cu - v) &= 0, & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = \frac{\partial v}{\partial n} &= 0, & \text{on } \partial \Omega.
\end{align*}
\]

(72)

That is, we will complete the proof of Theorem 1.5. By Lemma 2.2, the following problem

\[
\begin{align*}
\mu \Delta u + \alpha \nabla P \nabla u + e^{\eta u} (g(x) + b \int_{\Omega} me^{2\eta P} dx / \int_{\Omega} e^{2\eta P} dx - u) &= 0, & \text{in } \Omega, \\
g(x) = m(x) - \frac{b \int_{\Omega} \theta e^{2\eta P} dx}{\int_{\Omega} e^{2\eta P} dx}, & \text{in } \Omega, \\
\frac{\partial u}{\partial n} &= 0, & \text{on } \partial \Omega,
\end{align*}
\]

(73)

has a positive solution \( u(x) \).

**Proof of Theorem 1.5:** Denote

\[
f(p, q) = p(m - p - bq), \ g(p, q) = q(m - cp - q),
\]

\[
X = \{ u \in C^2(\Omega) | \frac{\partial u}{\partial n} = 0 \text{ on } \partial \Omega \}, Y = C(\Omega),
\]

\[
Y_1 = \{ u \in Y | \int_{\Omega} \theta e^{2\eta P} dx = 0 \}, Z = X \cap Y_1.
\]

Next we put
It is known that there exist a sequence of eigenvalues \( \{ \lambda_n \} \) for \( \phi \) where \( \psi \in Z \) and \( \mathcal{P} \) denotes the projection operator of \( Y \) onto \( Y_1 \). Then \( T = (T_1, T_2, T_3) \) is an analytic mapping from the open set \( \{ (\mu, \tau, u, \xi, \psi) | u > 0, \xi + \psi(x) > 0 \} \) of \( \mathbb{R}_+ \times \mathbb{R}_+ \times X \times \mathbb{R} \times Z \) into \( Y \times \mathbb{R} \times Y_1 \). Let \( (\mu_0, u_0, \xi_0) \) be a positive solution of (19), then \( T(\mu_0, 0, u_0, \xi_0, 0) = (0, 0, 0) \) and

\[
D_{(u, \xi, \psi)} T(\mu_0, 0, u_0, \xi_0, 0) = \begin{pmatrix}
T_{1,u} & T_{1,\xi} \\
T_{2,u} & T_{2,\xi}
\end{pmatrix}
\begin{pmatrix}
\phi \\
\varphi
\end{pmatrix} = \begin{pmatrix}
0 \\
0
\end{pmatrix},
\]

where

\[
\begin{pmatrix}
T_{1,u} & T_{1,\xi} \\
T_{2,u} & T_{2,\xi}
\end{pmatrix}
\begin{pmatrix}
\phi \\
\varphi
\end{pmatrix} = \begin{pmatrix}
\int_{\Omega} g_\mu(\mu_0, 0, u_0, \xi_0) e^{2\eta P} dx \\
\int_{\Omega} e^{2\eta P} dx
\end{pmatrix},
\]

\[
\begin{pmatrix}
\mu_0 \Delta \phi + \alpha \nabla P \nabla \phi + f_\phi(u_0, \xi_0) e^{\eta P} + f_\varphi(u_0, \xi_0) e^{\eta P} + \int_{\Omega} g_\mu(\mu_0, 0, u_0, \xi_0) e^{2\eta P} dx \\
\int_{\Omega} e^{2\eta P} dx
\end{pmatrix},
\]

for \( \phi \in X, \varphi \in \mathbb{R} \). In particular, consider

\[
\begin{pmatrix}
T_{1,u} & T_{1,\xi} \\
T_{2,u} & T_{2,\xi}
\end{pmatrix}
\begin{pmatrix}
\phi \\
\varphi
\end{pmatrix} = \begin{pmatrix}
0 \\
0
\end{pmatrix},
\]

which is equivalent to

\[
\begin{cases}
\mu_0 \Delta \phi + \alpha \nabla P \nabla \phi + \phi e^{\eta P} (m(x) - b \xi_0 - 2 u_0) + \varphi e^{\eta P} (-b u_0) = 0, & \text{in } \Omega, \\
-\int_{\Omega} \phi e^{2\eta P} dx - \varphi = 0, \\
\partial \phi / \partial n = 0, & \text{on } \partial \Omega.
\end{cases}
\]

(78)

Since \( \mu_0 \Delta + \alpha \nabla P \nabla \) is an isomorphism from \( Z \) onto \( Y_1 \), \( D_{(u, \xi, \psi)} T(\mu_0, 0, u_0, \xi_0, 0) \) is nonsingular if and only if (78) only has the trivial solution \( (\phi, \varphi) = (0, 0) \).

We now claim that (78) only has the trivial solution when \( \beta \) is sufficiently small. Define

\[
\mathcal{L}_0 = \mu_0 \Delta + \alpha \nabla P \nabla + (m - 2 u_0 - b \xi_0) e^{\eta P}.
\]

Consider

\[
\begin{cases}
e^{\eta P} \mathcal{L}_0 \Phi = \mu_0 \nabla \cdot (e^{\eta P} \nabla \Phi) + (m - 2 u_0 - b \xi_0) \Phi e^{2\eta P} = \lambda \Phi, & \text{in } \Omega, \\
\partial \Phi / \partial n = 0, & \text{on } \partial \Omega.
\end{cases}
\]

(80)

It is known that there exist a sequence of eigenvalues \( \{ \lambda_n \} \) and the corresponding eigenfunctions \( \Phi_n \) such that

\[
\lambda_1 > \lambda_2 > \lambda_3 > \cdots, \quad (\Phi_1, \Phi_2) = \frac{\int_{\Omega} \Phi_1 \Phi_2 dx}{|\Omega|}.
\]
there exist sequences \( \{ c \} \), \( \{ \lambda \} \). Suppose that for any \( n \), \( \lambda_n > 0 \), which yields that \( \mathcal{L}_0 \) is invertible. Clearly, if \( \varphi = 0 \) in (87), then \( \varphi \equiv 0 \), and our claim is verified. Otherwise without loss of generality, assume that \( \varphi = 1 \), then (87) becomes

\[
\begin{align*}
\mu_0 \Delta \phi + \alpha \nabla P \cdot \nabla \phi + \phi e^{np}(m(x) - b_0 \xi_0 - 2u_0) - bu_0 e^{np} &= 0, & \text{in } \Omega, \\
-c \int_\Omega e^{2np} dx &= 1, \\
\frac{\partial \phi}{\partial n} &= 0, & \text{on } \partial \Omega.
\end{align*}
\]

(83)

Suppose that for any \( c > 0 \), (83) has a nontrivial solution, then by Lemma 2.5, there exist sequences \( \{ u_n \}, \{ \xi_n \}, \{ b_n \}, \{ c_n \}, \{ \phi_n \} \) with \( b_n, c_n \to 0 \) and \( u_n(x) > 0 \), such that

\[
\begin{align*}
\mu_0 \Delta u_n + \alpha \nabla P \cdot \nabla u_n + u_n e^{np}(m(x) - b_n \xi_n - u_n) &= 0, & \text{in } \Omega, \\
\xi_n e^{2np} dx &= \int_\Omega m e^{2np} dx - c_n \int_\Omega u_n e^{2np} dx, \\
\frac{\partial u_n}{\partial n} &= 0, & \text{on } \partial \Omega, \\
\mathcal{L}_0 \phi_n - b_0 u_n e^{np} &= 0, & \text{in } \Omega, \\
-c_n \int_\Omega e^{2np} dx &= 1, \\
\frac{\partial \phi_n}{\partial n} &= 0, & \text{on } \partial \Omega,
\end{align*}
\]

(84)

where \( \mathcal{L}_0 \phi_n = \mu_0 \Delta \phi_n + \alpha \nabla P \cdot \nabla \phi_n + \phi_n e^{np}(m(x) - b_n \xi_n - 2u_n) \).

Let \( \lambda_k^{(n)}, \Phi_k^{(n)} \) denote the eigenvalues and normalized eigenfunctions of

\[
\begin{align*}
e^{np} \mathcal{L}_0 \Phi_k^{(n)} &= \lambda_k^{(n)} \Phi_k^{(n)}, & \text{in } \Omega, \\
\frac{\partial \Phi_k^{(n)}}{\partial n} &= 0, & \text{on } \partial \Omega.
\end{align*}
\]

(85)

Similar to (82), we have

\[
0 = \int_\Omega u_n \Phi_1^{(n)}(\lambda_1^{(n)} + u_n e^{2np}) dx,
\]

(86)

which yields that

\[
\lambda_1^{(n)} \leq - \inf_{\Omega} (u_n e^{2np}) \to - \inf_{\Omega} (ze^{2np}), \quad \text{as } n \to \infty,
\]

(87)

by Lemma 2.5. Therefore for \( n \) large enough,

\[
\lambda_1^{(n)} \leq - \frac{1}{2} \inf_{\Omega} (ze^{2np}) < 0,
\]

(88)

and \( \mathcal{L}_0^{(n)} \) is invertible. Set \( S = \frac{1}{2} \inf_{\Omega} (ze^{2np}) \). From the fourth equation of (84), we obtain that
\[ \phi_n = (e^{\eta P} \mathcal{L}_0^{(n)})^{-1} (b_n e^{2\eta P}) \]
\[ = \sum_{k=1}^{\infty} \left( e^{\eta P} \mathcal{L}_0^{(n)} \right)^{-1} (b_n u_n e^{2\eta P}, \Phi_k^{(n)}) \Phi_k^{(n)} \]
\[ = \sum_{k=1}^{\infty} \frac{(b_n u_n e^{2\eta P}, \Phi_k^{(n)}) \Phi_k^{(n)}}{\lambda_k^{(n)}}. \]  

(89)

Thus
\[ \langle \phi_n, \phi_n \rangle = \sum_{k=1}^{\infty} \left( \frac{(b_n u_n e^{2\eta P}, \Phi_k^{(n)})}{\lambda_k^{(n)}} \right)^2 \]
\[ \leq \sum_{k=1}^{\infty} \frac{(b_n u_n e^{2\eta P}, \Phi_k^{(n)})^2}{S^2} \]
\[ = \frac{(b_n u_n e^{2\eta P}, b_n u_n e^{2\eta P})}{S^2}. \]  

(90)

This leads to
\[ \limsup_{n \to \infty} \langle \phi_n, \phi_n \rangle \leq \frac{S^2}{S^2} \langle e^{2\eta P}, e^{2\eta P} \rangle < +\infty. \]  

(91)

Combined with (84) one can see that there exists some constant \( c > 0 \), such that
\[ -\int_{\Omega} e^{2\eta P} d\Omega \leq \int_{\Omega} \phi_n e^{2\eta P} d\Omega \leq c \| \phi_n \|^2 < \infty. \]  

(92)

This is a contradiction to \( c_n \to 0 \). Hence our claim is correct, and then
\[ D_{(u, \xi, \psi)} T(\mu_0, u_0, \xi_0, 0) \]

is nonsingular. Notice that if \( T(\mu, \tau, u, \xi, \psi) = (0, 0, 0) \) with \( \tau > 0 \), then \( (\mu, (u, \xi + \psi)) \) is a solution to problem (72) with \( \nu = \frac{1}{\tau} \). Therefore, by the application of the implicit function theorem, we finish the proof of Theorem 1.5. \( \square \)
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