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Abstract—This paper addresses the problem of single image de-raining, that is, the task of recovering clean and rain-free background scenes from a single image obscured by a rainy artifact. Although recent advances adopt real-world time-lapse data to overcome the need for paired rain-clean images, they are limited to fully exploit the time-lapse data. The main cause is that, in terms of network architectures, they could not capture long-term rain streak information in the time-lapse data during training owing to the lack of memory components. To address this problem, we propose a novel network architecture based on a memory network that explicitly helps to capture long-term rain streak information in the time-lapse data. Our network comprises the encoder-decoder networks and a memory network. The features extracted from the encoder are read and updated in the memory network that contains several memory items to store rain streak-aware feature representations. With the read/update operation, the memory network retrieves relevant memory items in terms of the queries, enabling the memory items to represent the various rain streaks included in the time-lapse data. To boost the discriminative power of memory features, we also present a novel background selective whitening (BSW) loss for capturing only rain streak information in the memory network by erasing the background information. Experimental results on standard benchmarks demonstrate the effectiveness and superiority of our approach.
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I. INTRODUCTION

FOR images captured in rainy environments, the performance of numerous computer vision and image processing algorithms, such as object detection [1]–[3], visual tracking [4], or semantic segmentation [5], [6], is often significantly degraded. Image de-raining, aiming to restore a clean (or de-rained) image from the rain image, has thus attracted much attention from researchers in computer vision and image processing community as an essential pre-processing step.

With the significant success of deep convolutional neural networks (CNNs), many attempts have been made to solve the image de-raining problem using deep CNNs [6]–[19]. Owing to the powerful feature representation of CNNs, these studies showed a significant performance improvement compared to conventional handcrafted methods [20]–[24]. Most existing methods using CNNs relied on synthetic rain images to train their networks because it is challenging to obtain paired real rain images and corresponding clean images. As easily expected, they exhibit limited performance when handling real rain images because the synthetic data cannot fully reflect various realistic rain streaks such as rain shape, direction, and intensity [6], [10], [12], [26].

To address this problem, several studies [25]–[27] have been developed to learn the rain streak priors with both synthesized paired data and unpaired real data. However, because they still rely on many synthetic rain images, they tend to fail when dealing with real rain images that have never been encountered during training [10]. The alternative direction is to utilize real-world time-lapse data with constant background, except for time-varying rain streaks, because the consistent background information can be relatively easily modeled with the data. SPANET [12] constructed a large-scale dataset of real rain/clean image pairs using time-lapse data. Cho et al. [6] proposed a background consistency loss to estimate the consistent backgrounds of input images sampled from time-lapse data. They achieved improved performance for real-world rain images using real-world data. Although they proved...
that using the time-lapse data for training enables overcoming the limitations of using synthetic data, their architectures are limited to fully utilizing the time-lapse data, because they rarely consider the long-term rain streak information across the time-lapse data.

In this paper, we propose a novel network architecture and framework for single image de-raining based on a memory network that fully exploits the long-term rain streak information in time-lapse data. The key insight of our work is to store rain streak-relevant features in the memory network by removing consistent background information of time-lapse data. Specifically, our framework consists of the encoder–decoder networks and a memory network. The extracted features from the encoder, namely queries, are input into the memory network. Memory network, containing several memory items, stores and updates rain streak feature representations. This network explicitly retrieves relevant memory items with respect to queries, and thus memory items can represent various rain streaks included in the time-lapse data.

In addition, to capture only rain streaks-relevant features in the memory network, we propose a novel background selective whitening (BSW) to whiten the background information included in the queries so that the rain streak information is only stored in the memory network. These whitened queries allow the storage of diverse rain streaks such as direction, shape, density, and scale for different rain streaks into memory items without ground-truth paired data during training (update) and accessing them at test time (read). By incorporating our memory network with the BSW loss, the proposed method can effectively remove rain streaks and generate clearer background information.

Experimental results on several standard benchmarks, including synthetic datasets [8]–[10] and real datasets [12], show the improvement of the proposed memory network and demonstrate the improved generalization ability on real data.

Our main contributions are highlighted as follows.

- We propose a novel network architecture based on a memory network that stores and exploits long-term rain streak information in time-lapse data.
- To encourage the memory network to capture only rain streak-relevant features, we introduce a novel BSW loss that removes the consistent background information in the time-lapse data.
- We conducted extensive experiments on various datasets to demonstrate that the proposed approach outperforms recent state-of-the-art methods both quantitatively and qualitatively.

The remainder of this paper is organized as follows. Section II describes the related works. The proposed method is presented in Section III. Extensive performance validation is provided in Section IV, including an ablation study and comparison with the state of the art. Finally, Section V concludes this paper.

II. RELATED WORK

A. Single Image De-raining

In general, traditional single-image de-raining methods have been designed to explicitly model the physical characteristics of rain streaks. For instance, they adopted sparse coding [1], dictionary learning [20], Gaussian mixture model [21], and low-rank constraints [22]. Such methods often fail under complex rain conditions, and show over-smoothed images.

By leveraging convolutional neural networks (CNNs), recent learning-based methods have been proposed in numerous studies. Fu et al. [8] first proposed de-raining network that decomposed the image into high- and low-frequency components and processed the high-frequency components using CNN. Yang et al. [11] estimated binary rain masks and rain, using a contextualized dilated network and they extended a prior work through a recurrent structure [10]. Zhang and Patel [9] presented a density-aware multi-stream de-raining network that uses a density cue from a rain density classifier. A recurrent framework leveraging a squeeze-and-excitation network [45], a progressive network [16], and a wavelet transform [17] were introduced to gradually remove rain streaks. Wang et al. [13] proposed a rain convolutional dictionary network in which the rain shapes were encoded. Yang et al. [13] designed fractal band learning network based on frequency band recovery. Hu et al. [46], [47] proposed a depth-guided attention mechanism to remove rain and fog. Yasarla et al. [60] proposed an image quality-based method that learns the quality or distortion level of each patch in the rain image. MPRNet [19] proposed a multi-stage architecture that progressively learns restoration functions for the degraded inputs. Several studies have used synthetic datasets and unlabeled real-world images to adopt real diverse rain streaks by designing an expectation maximization algorithm [25] and the Gaussian process [26]. More reviews of image de-raining methods are summarized well in [30].

Aforementioned approaches rely on large amounts of synthetic rain images for training, limiting their ability to handle real rain images. Unlike the previous studies, we propose a novel architecture based on memory networks designed to fully exploit the long-term rain streak information in real-world time-lapse data.

B. Video De-raining

Early methods, such as those proposed by Garg and Nayar [31]–[33], studied the visual effects of rain drops and developed a rain detection method using a physics-based motion–blur model. In addition, various video de-raining methods have been proposed to incorporate the spatial and temporal properties of rain streaks using k-means clustering [54], statistical frequencies [35], low-rank hypothesis [36], [38], tensor-based [37], GMM [59], and sparse coding [40]. Recently, the CNN based methods have been investigated. Chen et al. [41] proposed a framework using superpixel segmentation to handle torrential rain with opaque rain occlusion. Liu et al. [42] designed a joint recurrent rain removal and reconstruction network that incorporates spatial texture appearances and temporal coherence. Liu et al. [43] developed a DRR network to handle dynamic video contexts. Yang et al. [44] presented a two-stage recurrent network with dual-level flow regularization. Although they can leverage the temporal information by analyzing the difference between
adjacent frames, these methods cannot be directly applied to single-image de-raining because of the lack of temporal knowledge.

C. Using Time-lapse Data

Various CNN-based methods adopt the time-lapse data to exploit the structure preservation properties in which background information is constant while temporal context changes over time, such as time-lapse video generation [61]–[63] and intrinsic decomposition [64]–[66]. Similar to our proposed method, several efforts have been dedicated to improving single-image de-raining [6, 12]. SPANET [12] constructed a large-scale real-world rain/clean paired dataset using time-lapse data and proposed a spatial attentive network (SPANet) that removed rain streaks in a local-to-global spatial attentive manner. Cho et al. [6] introduced a large-scale time-lapse dataset and exploited the dataset for estimating the consistent background without ground truth. They [6, 12] showed the benefits of exploiting the time-lapse data. However, their architectures were limited in their ability fully to exploit time-lapse data because they rarely consider the long-term rain streak information across time-lapse data. In contrast, our proposed method involves a novel network architecture based on memory networks, enabling the exploitation of the long-term rain streak information.

D. Memory Networks

The memory network [48], [49] is a trainable module that stores information in external memory and reads the relevant content from the memory. Weston et al. [48] first introduced a memory network. Graves et al. [50] introduced the application of external memory to extend the capability of neural networks. To record information more stably, Santoro et al. [51] proposed a memory-augmented neural network to rapidly update new data for a one-shot learning problem. Owing to its flexibility, it has been widely adopted for solving various vision problems including movie understanding [52], video object segmentation [53]–[55], image generation [56], VQA [57], and anomaly detection [58], [59].

Very recently, MOSS [27] was proposed as a de-raining method using memory networks. MOSS [27] is conceptually similar to the proposed approach in that it also adopts the memory network. However, our method differs from MOSS [27] for the following reasons. (i) MOSS [27] often fails to estimate rain streaks because memory features are mixed with the background. In contrast, our method is more effective than previous works because of the newly proposed background whitening selective loss that removes the background information in the memory features. (ii) In terms of the network architecture, while MOSS [27] that requires ground-truth data, our method is designed with a Siamese structure that can utilize the consistency between input images without ground-truth.

III. PROPOSED METHOD

A. Motivation and Overview

The single image de-raining task aims to remove the rainy effect and recover a rain-free background in a rainy image. An image degraded by a rainy artifact is generally formulated as

\[ I = B + R, \]

where \( B \) and \( R \) are the background or de-rained image and rain streak image, respectively. Decomposing the image \( I \) into \( B \) and \( R \) is notoriously challenging, because it is a highly ill-posed problem [10], [16], [30].

To solve this problem, existing CNN-based methods [7]–[10], [12], [14]–[16], [18], [25], [26] attempted to estimate a mapping function from \( I \) to \( B \) (or \( R \)). Most of the methods are formulated to only use synthetic rain/clean pairs as supervised signals, and they thus often fail to deal with real rain images that have never been encountered during training [30]. To address this issue, several studies [6], [25]–[27] used both synthesized paired data and unpaired real data. Furthermore, SPANET [12] and Cho et al. [6] exploited real-world time-lapse data for training. Although they apparently showed improved generalization ability on real data, their network architecture was limited to fully exploiting rain streak information shown in the time-lapse data during training because of the lack of long-term memory components.

To overcome this issue, we propose a novel network architecture based on a memory network that, during training, fully makes use of long-term rain streak information in the time-lapse data, as shown in Fig. 2. Specifically, our framework consists of the encoder–decoder networks and memory network. Our memory network contains several memory items, each of which stores rain streak-aware feature representations. The features from the encoders, namely queries, are used to read and update the rain streak-aware features in the memory. The decoders then take them as inputs to estimate the final rain streaks. This memory network helps to explicitly consider the long-term rain streak information across the time-lapse data, thereby improving time-lapse data utilization for training. For the memory network to only contain rain-streak-relevant features while erasing the background information in queries, which improves the discriminative power of memory item features, we further present a novel background selective whitening (BSW) loss function, inspired by [67]. The proposed loss disentangles the covariance extracted from the queries into the encoded background and rain streaks information, and then selectively suppresses only the background covariance.

Specifically, as training data, we use a set of time-lapse data \( D = \{ D_n \}_{n=1, \ldots, N} \) and \( D_n = \{ I_{t,n} \}_{t=1, \ldots, T} \), where \( N \) is the number of all time-lapse data, \( T \) is the total time of a time-lapse data, \( n \) denotes the index of scenes, and \( t \) denotes the time. We denote by \( I_{t,n} \) and \( q_{t,n} \) an input rain image and a corresponding feature, respectively, at time \( t \) in the \( n \)th scene. Our objective is to infer a de-rained image \( B_{t,n} \) for each \( I_{t,n} \) through the proposed method.
Overall network architecture. The encoder extracts the feature as a query \( q \). The memory network performs read and update operations for reading and storing prototypical rain streak features and covers long-term information. The retrieved memory items from the memory network and query are concatenated and then fed into a decoder to estimate the rain streaks. The de-rained (clean) image \( \hat{B} \) is obtained by subtracting the decoder output \( \hat{R} \) from the input rain image \( I \).

B. Network Architecture

In this section, we begin with a description of the proposed network architecture. We largely follow the encoder–decoder network, which has been widely adopted for existing single image de-raining \([6],[9],[14],[60]\). We describe a detailed description of our network architecture in Table I. Specifically, for all convolutional layers, the kernel size was set to \( 3 \times 3 \). In the encoder, all max-pooling layers have a kernel size and stride set to \( 2 \times 2 \), resulting in the output features being down–scale by a factor of 2. The encoder inputs a rain image \( I \) and then extracts the feature \( q_{t,n} \in \mathbb{R}^{H \times W \times C} \), which can be used as a query for the memory network, where \( H \), \( W \), and \( C \) are the height, width, and number of channels, respectively. We denote by \( q_{t,n}^k \in \mathbb{R}^C \) for \( k = 1,...,K \), where \( K = H \times W \), each query of size \( 1 \times 1 \times C \) in the query map. The query is then inputted to the memory network to read or update the memory items, such that it records prototypical rain streak information. Note that, for simplicity, the subscripts \( t \) and \( n \) are omitted because the proposed network repeats the same process for each input image in the memory network. Detailed descriptions of the memory network are presented in the following sections. In the decoder, each layer is composed of \( 3 \times 3 \) deconvolution and convolution layers followed by ReLU, which is connected to the encoder using skip connections. The deconvolution layer, implemented with transposed convolutional layers, has an upsampling factor of 2. The decoder inputs the retrieved memory items from the memory network and encoded features \( q \) to produce rain \( \hat{R} \). Finally, the de-rained image \( \hat{B} \) is obtained by subtracting \( \hat{R} \) from input rain image \( I \). Next, we describe how the memory network captures the rain streak information through the read and update process.

C. Rain Streak-Aware Memory Network

In our encoder-decoder networks, we design a memory network containing \( M \) memory items to record various prototypical rain streak information and contain long-term rain streak information in time-lapse data. The memory network allows the storage and reading of diverse shapes such as scales, densities, and directions for different rain streaks into memory items during training, while accessing them at inference time. We denote by \( p_m \in \mathbb{R}^C \) for \( m = 1,...,M \) the item in a memory network.

1) Read: To read the appropriate rain streak information in an input rain image, we first compute the similarity between query \( q_{t,n}^k \) and all memory items \( p_m \), resulting in a read weight matrix \( \alpha_{k,m} \in \mathbb{R}^{M \times K} \) as follows:

\[
\alpha_{k,m} = \frac{\exp(d(p_m, q_{t,n}^k))}{\sum_{m'=1}^{M} \exp(d(p_{m'}, q_{t,n}^k))},
\]

where \( d(\cdot, \cdot) \) is defined as a cosine similarity:

\[
d(p_m, q_k) = \frac{P_{m}^T q_{k}}{\|P_{m}\| \|q_{k}\|},
\]

where \( T \) represents the transpose operator. For each query \( q_k \), we read the memory items by taking a weighted average of
TABLE I

THE DETAILS OF ENCODER–DECODER NETWORK: C_IN AND C_OUT DENOTE THE NUMBER OF CHANNELS OF THE INPUT AND OUTPUT FEATURES, RESPECTIVELY. NOTE THAT $p$ IS THE RETRIEVED MEMORY ITEMS. {} denotes the concatenation operator.

| Encoder | Layer (Output) | C_in | C_out | Input |
|---------|----------------|------|-------|-------|
| com_E1a | 3              | 64   |       | com_E1a |
| com_E1b | 64             | 64   |       | com_E1a |
| pool_E1 | 64             | 64   |       | com_E1b |
| com_E2a | 64             | 64   |       | pool_E1 |
| com_E2b | 64             | 64   |       | pool_E2 |
| pool_E2 | 64             | 64   |       | pool_E2 |
| com_E3a | 64             | 64   |       | com_E3a |
| com_E3b | 64             | 64   |       | com_E3b |
| pool_E3 | 64             | 64   |       | com_E3b |
| com_E4a | 64             | 64   |       | com_E4a |
| com_E4b | 64             | 64   |       | com_E4b |

| Decoder | Layer (Output) | C_in | C_out | Input |
|---------|----------------|------|-------|-------|
| conv_D4a | 128            | 64   |       | [conv_D4b, p] |
| conv_D4b | 64             | 64   |       | conv_D4a |
| upconv_D3 | 64             | 64   |       | conv_D4b |
| conv_D3a | 128            | 64   |       | [upconv_D3, com_E3b] |
| conv_D3b | 64             | 64   |       | conv_D3a |
| upconv_D2 | 64             | 64   |       | conv_D3b |
| conv_D2a | 128            | 64   |       | [upconv_D2, com_E2b] |
| conv_D2b | 64             | 64   |       | conv_D2a |
| upconv_D1 | 64             | 64   |       | conv_D2b |
| conv_D1a | 128            | 64   |       | [upconv_D1, com_E1b] |
| conv_D1b | 64             | 64   |       | conv_D1a |
| Output  | 64             | 3    |       | conv_D1b |

where $\beta^{k,m} = \frac{\exp(d(p_m, q^k))}{\sum_{k'=1}^{K} \exp(d(p_m, q^{k'}))}$, (5)

where we apply the softmax function along the q-direction, as opposed to $\mathbb{D}$. The updated weight matrix $\beta$ is used to assign the extracted rain streak-relevant features $q$ to the relevant memory item. The memory items $p_m$ are updated using $q$ weighted by $\beta$ as follows:

$$\hat{p}_m = \text{Norm}_{L_2}(p_m + \sum_{k'=1}^{K} \beta^{k,m} q^{k'})$$

where $\text{Norm}_{L_2}$ denotes the $L_2$ norm. We utilize $q^{k'}$ to update $p_m$. We train the memory items with a large number of real-world time-lapse data, enabling the most representative and discriminative rain streak-relevant features to be stored.

During training, we access only a set of real-world time-lapse data without any ground truth to update the memory items assigned to store diverse rain streaks. At inference time, we compute $p_m$ for all memory items without considering prior information such as rain density levels [9] and a binary map indicating rain streak regions [10], [30], and retrieve the rain streaks using Eq. [2] and Eq. [4]. Because our memory network is trained using diverse real-world time-lapse data, this strategy works well on rain images.

D. Loss Functions

Following Cho et al. [6], we adopt several loss functions to learn our network architecture, including the memory network. In addition, the proposed method introduces a novel background selective whitening loss to remove the background information between the each queries to improve the discriminative power of the memory items.

1) Background Prediction Loss: Background prediction loss encourages the generation of consistent background images across time-lapse data. It is formulated as the $L_1$ distance
between the estimated background images from time-lapse data, but at different times such that

\[
L_b = \sum_{n \in N} \sum_{(w,v) \in T} \sum_i \left\| \hat{B}_{w,n}(i) - \hat{B}_{v,n}(i) \right\|_1, \quad (7)
\]

where \(\hat{B}_{w,n}\) is a background image that is decomposed from \(I_{w,n}\), \(w, v\) represents the different times in \(T\), and \(n\) denotes the indexes of the scene. Here, \(\hat{B}_{w,n}(i)\) and \(\hat{B}_{v,n}(i)\) are the values at pixel \(i\) from the image \(\hat{B}_{w,n}\) and \(\hat{B}_{v,n}\), respectively.

2) Cross Information Loss: This loss function is designed to encourage the estimated backgrounds to be close to the input images based on the assumption that the overall structure of the estimated backgrounds should be approximated well by input images [65], [66]. This loss helps to understand the structure of the overall layout information. It measures the \(L_1\) distance between the estimated background image and the input image such that

\[
L_c = \sum_{n \in N} \sum_{(w,v) \in T} \sum_i \left\| I_{w,n}(i) - \hat{B}_{v,n}(i) \right\|_1. \quad (8)
\]

Moreover, this loss function allows the network to produce good initial results during the early training phase.

3) Self Consistency Loss: This loss makes the summation of the estimated \(\hat{B}\) and \(\hat{R}\) to be the input image \(I\) such that

\[
L_s = \sum_{n \in N} \sum_{w \in T} \sum_i \left\| I_{w,n}(i) - (\hat{B}_{w,n}(i) + \hat{R}_{w,n}(i)) \right\|_1. \quad (9)
\]

which acts as a regularizer.

4) Background Selective Whitening Loss: In this section, we introduce a novel additional loss function, called background selective whitening (BSW) loss, to utilize only rain streak information in the memory networks, by erasing the background information in time-lapse data. We use the covariance extracted from the queries to separate them into the encoded background and rain streak. We then propose to handle only the background information, which can be selectively removed, thus improving the de-raining performance. As shown in Fig. 4 each queries is separated into two groups, including rain streaks and background information, which can be used to selectively whiten (remove) the background information for storing only rain in memory networks. Note that MOSS [27], which uses a memory network for deraining, often fails to remove rain streaks because the memory features are mixed with background and rain streaks, but the BSW loss efficiently removes the background to improve the discriminative power of the rain streak-relevant features.

Specifically, we extract two covariance matrices by inferring from the queries, extracted from different input rain images \((I_{w,n}, I_{v,n})\), and compute the variance matrix from the differences between two different covariance matrices. We hypothesize that the variance matrix \(V\) implies the sensitivity of the corresponding covariance to the rain streaks. In other words, the covariance elements with high variance values encode different rain streaks, such as density, orientation, and intensity. We define the variance matrix \(V \in \mathbb{R}^{C \times C}\) as \(V = \sigma^2\) from the mean \(\mu\) and variance \(\sigma^2\) for each element from two different covariance matrices as follows:

\[
\mu = \frac{1}{2} (\Sigma_u(q_{v,n}) + \Sigma_u(q_{w,n})), \quad (10)
\]

\[
\sigma^2 = \frac{1}{2} ((\Sigma_u(q_{v,n}) - \mu)^2 + (\Sigma_u(q_{w,n}) - \mu)^2), \quad (11)
\]

where \(\Sigma_u(\cdot)\) extracts the covariance matrix of the intermediate feature map from each query. As a result, \(V\) consists of elements of the variance of each covariance element across different queries extracted from the input rain images.

We split \(s\) into two groups: \(G_{low} = \{c_1, \ldots, c_l\}\) with a low variance value and \(G_{high} = \{c_{l+1}, \ldots, c_h\}\) with a high variance value. We assume that the rain streaks are encoded in the covariance belonging to \(G_{high}\), and consistent background information is encoded in the covariance belonging to \(G_{low}\). Therefore, the background selective whitening loss selectively suppresses only the background information-encoded covariance. Let the mask matrix \(M \in \mathbb{R}^{C \times C}\) for the BSW loss be such that

\[
M = \begin{cases} 
1, & \text{if } V \in G_{low} \\
0, & \text{otherwise} 
\end{cases}, \quad (12)
\]

The BSW loss is defined as

\[
L_w = \sum_i \left\| \Sigma_u(i) \otimes M(i) \right\|_1, \quad (13)
\]

where \(\otimes\) means an element-wise multiplication.

It may be observed that the memory network captured the rain streak in Fig. 3 (b)–(d). This shows that the vanilla memory network could not effectively discriminate the region
between the background and rain streaks, which often limits the de-raining models to remove rain streaks. However, with our background selective loss, as shown in Fig. 3 (f)–(h), the network clearly captures the rain streaks in the memory image when comparing the highlighted boxes, as shown in Fig. 3 (a) and (e). Note that because the proposed BSW loss depends on the paired rain images containing the same background but time-varying rain streaks, this loss is well-tailored to time-lapse data.

5) Total Loss: For training our network, the total loss function consists of the aforementioned loss functions. These terms are balanced by the weights $\lambda_b$, $\lambda_s$, $\lambda_c$, and $\lambda_w$ as

$$\mathcal{L} = \lambda_b \mathcal{L}_b + \lambda_s \mathcal{L}_s + \lambda_c \mathcal{L}_c + \lambda_w \mathcal{L}_w.$$  

(14)

E. Implementation Details

The proposed networks were trained using the PyTorch [68] library, with an Nvidia RTX TITAN GPU, which requires approximately 24 hours for training. We resized each input image to $256 \times 256$ and normalized it to the range [-1, 1]. Because our training data contained various real-world scenes, we do not use data augmentation such as flipping and rotating, as in [6]. We set the height $H$ and width $W$ of the query feature map, number of feature channels $C$, and memory items $M$ to 32, 32, 32, and 20, respectively. The memory items $p$ are randomly initialized. For the BSW loss, $l$ and $h$ are hyper-parameters, which are empirically set to 0 and 1, respectively. For the loss weighting parameters in Eq. (14), we empirically set $\lambda_b$ to be 1, $\lambda_s$ to be 0.1, $\lambda_c$ to be 0.001, and $\lambda_w$. The model is trained using the Adam optimizer [29] with $\beta_1 = 0.9$ and $\beta_2 = 0.999$, with a batch size of 16. We set the initial learning rate to 2e-4 and decayed them using a cosine annealing method [72].

IV. EXPERIMENTS

A. Experimental Setup

In this section, we demonstrate the results of comprehensive experiments conducted to evaluate the performance of the proposed method, including comparisons with several state-of-the-art single-image de-raining methods that include JCAS [24], DDN [8], DID [9], NLEDN [12], RESCAN [45], PReNet [16], JORDER-E [10], SIRR [25], SPANET [12], Cho et al. [6], Hu et al. [27], Syn2Real [26], RCDNet [18], MPRNet [19], and MOSS [27]. We used public code or pre-trained models provided by the authors to produce the de-raining results.

In addition, we compared the performance of several video de-raining methods, including Garg et al. [33], Kim et al. [36], Jiang et al. [37], Ren et al. [38], Wei et al. [39], Li et al. [40], and Liu et al. [42]. Kim et al. [36] and Li et al. [40] provided the rain video dataset containing various forms of moving objects and background scenes, and different types of rain, varying from very light drizzle to heavy rain–storms and vertical rain to nearly horizontal rain.

Using a single trained model, we evaluated both real and synthetic datasets. For quantitative evaluation, we measured the peak signal-to-noise ratio (PSNR) and the structure similarity index measure (SSIM). For evaluating on video dataset, we employed two additional metrics, namely VIF [70] and FSIM [71]. We compared competing methods both qualitatively and quantitatively.

B. Datasets

1) Training Dataset: To train our network, we used time-lapse benchmark provided by Cho et al. [6]. TimeLap provided by Cho et al. [6] consists of time-lapse sequences, where rain image pairs comprised 2 images sampled from 30 images from the 186 total scenes. For training and fair comparison, we mainly adopt the same experimental setups as Cho et al. [6]. RealDataset provided by SPANET [12] consists of 170 real rain videos captured by cell phone or collected from YouTube. RealDataset consists of 29,500 rain/clean image pairs using time-lapse data, which are split into 28,500 for training. Because our method requires time-lapse data without ground truth, we use only time-lapse data for training.

2) Test Dataset: We conducted experiments on real and synthetic datasets, respectively. For the real dataset, we used the RealDataset to provide real rain images with realistic ground-truth background images generated by a semi-automatic algorithm [12], thus enabling the quantitative evaluations. This dataset consists of 1,000 pairs for testing at a resolution of $512 \times 512$, collected from 170 video sequences. Additionally, we obtained real-world rain images scraped from the Internet and previous studies [9], [10], [12] and used them for qualitative evaluation only. Furthermore, because real rain images often contain fog, we also collected real rain images with fog from the Internet.

For the synthetic dataset, we used three datasets provided by DDN [8], DID [9], and JORDER-E [10]. Rain14000 constructed by DDN [8] provides 14,000 rain/clean image pairs synthesized from 1000 clean images with 14 kinds of different rain directions and scales. Rain12000 constructed by DDN [9] provides 12,000 rain/clean image pairs containing rain with different orientations and scales, where the number of images with light, medium, and heavy rain is all 4,000, respectively. As pointed out in [6], [14], because the synthesized examples in Rain100H are inconsistent with real images, we used Rain100, which consists of 100 light rain images/clean image pairs for training and testing, respectively.

C. Single Image De-raining Results

1) Results on Real-World Data: To evaluate the generalization ability of all competing methods and our method, we first conducted a qualitative evaluation using real rain images collected from the Internet provided by [11], [12], [25]. Fig. 5 shows the de-rained results that our method removes rain streaks well while preserving more detailed information such as background and texture information. In particular, [9], [18] often fail to capture long and thin rain in Fig. 5 (c) and (f). However, our method effectively handles various types of rain
Furthermore, we conducted experiments on publically available real-world dataset provided by SPANET [12]. As shown in Fig. 5, traditional hand-crafted method, that is, JCAS [24], encountered difficulty in removing rain artifacts. Although CNN–based methods [12], [18] remove rain streaks better than hand-crafted method, they still suffer from the dot-patterned rain streaks. In contrast, our method preserves background details better and effectively removes various rain streaks including dot-patterned and long-shaped rain streaks. In addition, we conducted a quantitative evaluation using the RealDataset [12] in the fourth column of Table I. Interestingly, the hand-crafted methods [20], [21], [24] outperformed the CNN–based method [9]. This shows the limitation of the fully supervised learning paradigm because such method tends to fail when dealing with conditions of real rain streaks that have never been encountered during training. Our model achieved the best results by leveraging the real-world time-lapse data without ground truth.

2) Results on Synthetic Data: From the first to third row in Table II we show the quantitative results of recent de-raining methods when trained on synthetic data including Rain14000, Rain100, and Rain12000. We point out that, excluding DID [9] in Rain14000, CNN–based methods [6], [8], [10], [12], [13], [16], [18], [25], [26] outperform the hand-crafted methods methods on a synthetic dataset. In addition, the results show that the existing CNN–based methods exhibited significant performance differences depending on the test set. For example, RCDNet [18] has the best performance in the Rain100 dataset, but the fifth–best performance in Rain14000. These results show that supervised learning–based methods vary greatly in performance depending on the characteristics of the synthetic datasets. In contrast, because our method does not rely on supervised learning, it achieved a comparatively consistent performance in various synthetic datasets, showing better generalization ability. The proposed approach achieved the best performance on Rain14000 and Rain12000 in terms of PSNR and showed a high generalization capability on other
synthetic datasets, including Rain100. We believe that models trained with a memory network and BSW loss can alleviate the domain shift of the existing methods.

We further compare the visualization results of our method with those of the state-of-the-art methods in Fig. 7. Our method, designed to focus on real-world rain streaks, can also effectively handle synthetic rain streaks and achieve better results. Our method preserves details while effectively removing rain, demonstrating that our method could discriminate the rain streaks and background scene better than the existing methods.

3) Analysis on Rain Image with Fog: For further analysis, we analyzed whether the proposed method could estimate rain streaks even with fog. We also compared with state of the art methods including Hu et al. [47], which proposed a depth-guided attention mechanism to remove rain and fog simultaneously. Fig. 8 illustrated the comparison results. While existing methods are difficult to remove rain streaks even with fog, our method is successful in removing the rain streaks even with fog. Hu et al. [47] tended to leave rain streaks. In addition, they often show the artifacts observed in the object boundaries in the first row in Fig. 8. Although Hu et al. [47] can handle fog, it is still challenging to remove rain streaks. In contrast, our method can handle rain streaks affected by fog in the real rain images because the proposed memory-based method with BSW loss captured real-world rain streaks well.

D. Video De-raining Results

Although our method requires a single image at the testing time, it can perform well even for video data. We conducted experiments on videos containing various types of synthetic rain streaks, as shown in Fig. 9. Kim et al. [36] and Li et

---

**Table II**

**Quantitative comparison of single image de-raining using synthetic and real-world datasets.** GT and T-L denote using paired ground truth data and time-lapse data, respectively. †, ‡, and † indicate that the methods require additional supervised cues such as, binary mask map, rain density level, and attention maps, respectively. The best result is shown in bold, and the second–best is underlined. The higher the PSNR and SSIM is, the better.

| Benchmark | GT | T-L | Synthetic Dataset | Real-world Dataset |
|-----------|----|-----|-------------------|--------------------|
|           |    |     | Rain14000         | Rain12000          | Rain100            | RealDataset |
|           |    |     | PSNR    SSIM     | PSNR    SSIM     | PSNR    SSIM     | PSNR    SSIM |
| DSC [20]  | No | No  | 27.88  0.839  | 24.24  0.828  | 27.16  0.866  | 34.15  0.927  |
| GMM [21]  | No | No  | 27.78  0.859  | 25.81  0.834  | 28.66  0.865  | 34.30  0.943  |
| JCAS [24] | No | No  | 26.20  0.847  | 25.16  0.851  | 31.42  0.917  | 34.95  0.945  |
| DDN [35]  | Yes| No  | 28.45  0.889  | 30.97  0.912  | 34.68  0.967  | 36.16  0.946  |
| NLEDN [14]| Yes| No  | 26.17  0.887  | 31.30  0.921  | 35.40  0.962  | 28.96  0.941  |
| SPANet [12]| Yes| No  | 29.79  0.897  | 33.16  0.919  | 36.57  0.975  | 40.12  0.984  |
| Syn2Real [26] | Yes| Yes| 32.55  **0.946** | 33.17  0.942  | 37.80  0.981  | 40.16  0.982  |
| RCDNet [18] | Yes| Yes| 32.00  **0.950** | 33.98  0.942  | 38.59  0.983  | 40.78  0.981  |
| Ours      | No | Yes | 30.66  0.921  | 31.99  0.921  | **40.17 0.988** | 41.47  0.983  |

**Table III**

**Quantitative comparison of video de-raining methods on a video dataset [40].**

| Metrics | PSNR (↑) | VIF (↑) | FSIM (↑) | SSIM (↑) |
|---------|----------|---------|----------|----------|
| Garg et al. [33] | 23.15    | 0.611   | 0.970    | 0.911    |
| Kim et al. [36]  | 22.39    | 0.526   | 0.960    | 0.886    |
| Jiang et al. [37] | 24.32    | 0.713   | 0.932    | 0.938    |
| Ren et al. [38]  | 23.52    | 0.681   | 0.966    | 0.927    |
| Wei et al. [39]  | 24.47    | 0.779   | 0.966    | 0.951    |
| Li et al. [40]   | 25.37    | 0.790   | 0.980    | 0.957    |
| Liu et al. [42]  | 22.19    | 0.555   | 0.980    | 0.895    |
| Ours             | 24.21    | 0.722   | 0.967    | 0.913    |
Fig. 7. Qualitative results on different synthetic datasets including Rain14000, Rain12000, and Rain100.

Fig. 8. Results of the proposed method and the state of the art methods on real rain images accompanied by fog.

Fig. 9. Visual comparison on a rain video dataset.

al. [40] did not effectively remove rain. Although the methods, proposed by Jiang et al. [37] and Chen et al. [41], exhibited a better removing rain streaks, the results showed a blurry artifact in the moving objects. While our method requires only a single image at inference time, our result removes rain effectively and preserves the details of the background and moving object. Table [11] shows the quantitative comparisons with these competing methods and recent works, on the highway dataset. It should be noted that although all the abovementioned methods require multiple images at training and testing time, our method achieved fairly plausible results using single image at the testing time compared to existing video de-raining methods.

E. Ablation Study
In this section, we conducted an extensive ablation study to verify the importance of each component of the proposed method on the RealDataset and real-world rain images.
TABLE V  
**ABLATION STUDY OF LOSS FUNCTIONS.**
| $\mathcal{L}_a$ | $\mathcal{L}_b$ | $\mathcal{L}_c$ | $\mathcal{L}_w$ | PSNR  | SSIM  |
|---------------|---------------|---------------|---------------|-------|-------|
| ✓             | ✓             | ✓             |               | 39.92 | 0.981 |
| ✓             | ✓             | ✓             | ✓             | 40.35 | 0.982 |
| ✓             | ✓             | ✓             | ✓             | 40.01 | 0.982 |
| ✓             | ✓             | ✓             | ✓             | 40.57 | 0.984 |
| ✓             | ✓             | ✓             | ✓             | 41.08 | 0.985 |
| ✓             | ✓             | ✓             | ✓             | 41.56 | 0.989 |

(a) without BSW loss (b) with BSW loss

Fig. 10. **Visualization of query features and memory items trained with/without BSW loss with t-SNE.** For this visualization, we randomly sampled query features from real rain image. The features and memory items are shown in points and stars, respectively. The points with the same color are mapped to the same item. The BSW loss enabled the separation of the items, recording the diverse prototypes of rain streaks. Owing to the BSW loss, the features were highly discriminative and similar rain streaks were clustered well (best viewed in color).

1) **Analysis of Memory Network:** To verify the effectiveness of the memory network, we evaluated the different combinations in Table [V]. First, $B_a$ is used as a baseline encoder-decoder without a memory module. $B_b$ adds a memory network on $B_c$. These were trained using rain and time-averaged clean images $\mathbb{P}$ pairs using TimeLap. To train the $B_a$ and $B_b$, we used the standard $L_1$ loss to measure the per-pixel reconstruction accuracy [12]. $B_c$ is a Siamese network based on an encoder–decoder without a memory network. $B_d$ adds a memory network to $B_c$. To train $B_a$ and $B_b$, we used the loss functions including $L_b$, $L_c$, and $L_s$. The analysis of the proposed BSW loss will be described in the following section. Table [V] shows that the proposed Siamese networks exhibited improved the performance compared to a simple encoder–decoder. The model trained with the memory network achieved a substantial accuracy gain over the model without a memory network. Because the memory network enables the learning of various rain streaks, the model with the memory network achieves the best performance, which proves that the memory network is helpful in improving de-raining performance.

2) **Analysis of Background Selective Whitening Loss:** To verify the effectiveness of the proposed BSW loss, we visualized the distribution of the query features, which were learned with and without the background selective whitening loss, as shown in Fig. [10]. Specifically, we project the embedded content features from the test images into 2D space using t-SNE [23]. The color indicates the memory items, which means that points with the same color are mapped to the same item. The BSW loss was effective in separating and clustering the feature semantically. Therefore, it enhances the diversity and discriminative power of our memory items. With the BSW loss, our method can represent various types of rain streaks.

We further observed the effect of the background selective whitening loss shown in Fig. [11]. When our model was trained without $L_w$, it was difficult to discriminate rain and background, as shown in Fig. [11] (c), whereas our model trained with $L_w$ shows that the background information was removed, thus the rain streaks are captured in the memory only in Fig. [11] (d). This demonstrates that $L_w$ helps to estimate rain effectively, and yields improved de-raining performance.

Table [V] shows the evaluation of our model trained with memory networks in terms of various loss functions. The model trained with a BSW loss achieves better results than the model trained without the BSW loss, demonstrating the BSW loss helps de-raining.

3) **Analysis of Using Time-lapse Data:** We conducted an experiment to compare the performance of the datasets according to the provided time-lapse benchmark [6], [12]. Because RealDataset provides up to 170 scenes, for a fair experimental setup, we also selected 170 scenes of TimeLab randomly. Both data utilized two input pairs sampled from 30 images as training data in 170 scenes (i.e., $170 \times 30$) for training. Table [VI] shows that the results trained with each dataset showed similar performance improvements because both datasets were constructed in real-world environments. Furthermore, we used the TimeLab to compare an experiment by varying the variety of scenes such that 170 scenes and 186 scenes (the total amount of data provided by TimeLab). Moreover, we used both datasets for training. From the results, we expect that the proposed method can achieve performance improvements when the time-lapse data contain various scenes.

![Visualization of de-raining result and memory features trained with/without background selective loss.](image)

(a) Input rain image. (b) de-raining result, visualized feature maps from the decoder (c) trained without BSW loss and (d) trained with BSW loss.

**TABLE VI**  
**QUANTITATIVE EVALUATION OF THE PROPOSED METHOD TRAINED ON REALDATASET AND TIMELAP, RESPECTIVELY.** Note that ( ) denotes the number of the scene.
| RealDataset | TimeLap | PSNR  | SSIM  |
|-------------|---------|-------|-------|
| ✓(170)      |         | 41.43 | 0.987 |
| ✓(170)      |         | 41.49 | 0.987 |
| ✓(186)      |         | 41.56 | 0.989 |
| ✓(170)      |         | 42.12 | 0.990 |

Given the characteristics of time-lapse sequences taken from static scenes, simply averaging all frames over time can be used for pseudo ground truth data. We averaged 30 frames to produce pseudo ground truth.
We have presented a novel architecture for single image de-raining based on a memory network that can handle the various rain streak feature representations, thereby fully exploiting long-term rain streak information in the time-lapse data. We have also proposed a new background selective whitening (BSW) loss function designed to train a memory network to capture only rain streaks effectively by removing the consistent background information from the time-lapse data. The ablation studies clearly demonstrate the effectiveness of each component and the loss function in our framework. Extensive experiments also show that the proposed method achieved an improved generalization ability on both real-world and synthetic data. In future work, we will explore video de-raining by leveraging a memory network.

\[ \text{TABLE VII} \]

**Comparison of Run Time (s) and the Number of Parameters.** Note that SPANet [12] uses the CuPy library and thus can only be run on a GPU.

| Method   | DSC [20] | GMM [20] | JCAS [24] | DDN [8] | DSD [9] | JORDER-E [10] | PReNet [16] | SR [25] | SPANet [12] | RCDNet [13] | Ours |
|----------|----------|----------|-----------|---------|---------|--------------|-------------|---------|-------------|-------------|------|
| CPU      | 198.32   | 681.81   | 587.46    | 3.21    | 77.24   | 207.03       | 95.66       | 0.35    | 34.55       | 2.86        |      |
| GPU      | –        | –        | –         | 0.34    | 0.77    | 1.74         | 0.69        | 0.47    | 0.43        | 0.57        | 0.82 |
| Params.  | –        | –        | –         | 58.2K   | 0.37M   | 4.17M        | 0.17M       | 0.18M   | 0.28M       | 3.17M       | 0.81M |

\[ \text{Fig. 12. Visualization of de-raining and decoder features.} \] (a) Input rain image, (b) de-raining result, four intermediate feature maps (c) in the encoder of the first convolution layers, and (d) from the decoder of the last convolution layers.

\[ \text{G. Analysis of Run Time and Parameters} \]

We provide data from the running time comparisons of our method with different existing methods in Table VII. The running times were averaged over 100 images with a size of $1000 \times 1000$ for evaluation. The hand-crafted methods [20], [24] were run on the CPU according to the provided code, whereas other CNN-based methods were tested on both CPU and GPU. Our method shows GPU runtime similar to that of other other CNNs-based methods, and is much faster than most deep models on the CPU. Although the proposed method leverages the memory network, our model achieved improved de-raining results with comparable computational time.

\[ \text{V. Conclusion} \]

We have presented a novel architecture for single image de-raining based on a memory network that can handle the various rain streak feature representations, thereby fully exploiting long-term rain streak information in the time-lapse data. We have also proposed a new background selective whitening (BSW) loss function designed to train a memory network to capture only rain streaks effectively by removing the consistent background information from the time-lapse data. The ablation studies clearly demonstrate the effectiveness of each component and the loss function in our framework. Extensive experiments also show that the proposed method achieved an improved generalization ability on both real-world and synthetic data. In future work, we will explore video de-raining by leveraging a memory network.
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