Abstract—The inter/intra-subject variability of electroencephalography (EEG) makes the practical use of the brain-computer interface (BCI) difficult. In general, the BCI system requires a calibration procedure to acquire subject/session-specific data to tune the model every time the system is used. This problem is recognized as a major obstacle to BCI, and to overcome it, an approach based on domain generalization (DG) has recently emerged. The main purpose of this paper is to reconsider how the zero-calibration problem of BCI for a realistic situation can be overcome from the perspective of DG tasks. In terms of the realistic situation, we have focused on creating an EEG classification framework that can be applied directly in unseen sessions, using only multi-subject/session data acquired previously. Therefore, in this paper, we tested four deep learning models and four DG algorithms through leave-one-session-out validation. Our experiment showed that deeper and larger models were effective in cross-session generalization performance. Furthermore, we found that none of the explicit DG algorithms outperformed empirical risk minimization. Finally, by comparing the results of fine-tuning using subject-specific data, we found that subject-specific data may deteriorate unseen session classification performance due to inter-session variability.
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I. INTRODUCTION

Brain-computer interface (BCI) is a technology that interprets the user’s intention by analyzing human brain signals and allows the user to communicate with external devices or systems [1]-[3]. There are various brain imaging technologies available for the BCIs [4], [5], of which electroencephalography (EEG) is a well-established and widely used brain signal [6], [7]. For EEG-based BCI, three types of paradigms are generally used: event-related potential (ERP) [8]-[11] and steady-state visual potential (SSVEP) [12], [13] based on stimulus presentation, and motor imagery (MI) [14]-[16] based on more intuitive imagination. Recently, studies on paradigms such as speech and visual imagery that emphasize more intuitiveness are proposed [17].

One major challenge in EEG analysis is that EEG changes over time and changes from subject to subject or from session to session because of changes in the user’s physiological or psychological state, or due to physical factors such as electrode placement. This inter/intra-subject variability of EEG signals makes the model difficult to perform well on unseen data. Therefore, general BCI systems require a calibration procedure to acquire subject/session-specific data to tune the model every time the system is used. [18]-[20] However, this calibration procedure consumes approximately 20-30 minutes of data acquisition and model training time, which is very inconvenient and not user-friendly. For the practical use of BCI, this calibration procedure needs to be reduced or eliminated.

Recently, a transfer learning-based approaches have emerged to solve the aforementioned inter/intra-subject variability, regarded as a domain shift problem. As a type of transfer learning, there are works based on domain adaptation (DA) to improve the classification performance on target data using a large amount of multi-domain source data and a small amount of calibration data (i.e., subject/session-specific data). Generally, most existing works focus only on the target data (i.e., specific subject or session) [21]. They aim to learn a model that performs well in the target domain. Therefore, DA does not realize complete zero-calibration since it is necessary to acquire a few labeled or unlabelled subject/session-specific data samples required for calibration.

Methods that do not require subject-specific samples have also been proposed. In general, there are examples of works that performed leave-one-subject-out (LOSO) validation [22]. Especially in recent years, deep learning methods that have shown many possibilities have measured subject-independent BCI performance through LOSO. These previous works have similar goals to domain generalization (DG) to create a model that generalizes well in unseen data when only a lot of previously labeled data is accessible. In fact, in terms of solving the domain shift problem described above, and putting each subject/session as an independent domain, zero calibration or subject-independent BCI can be considered a DG task.

In computer vision literature, many DG-related works sug-
Fig. 1. EEG classification model architectures used for comparison. (a) DeepConvNet, (b) EEGNet, (c) ResNet1D-8, and (d) ResNet1D-18.


gested algorithms that solve the domain shift problem implicitly/explicitly which is more suitable for DG tasks than empirical risk minimization (ERM) [23]. Meanwhile, attempts were made to systematically compare numerous DG algorithms using standardized computer vision benchmarks [24]. In contrast, DG received relatively less attention in BCI literature, and there were only a few works [25], [26]. It is time to reconsider the effectiveness of the DG algorithms in the field of BCI through systematic and fair comparisons.

In this paper, we proposed an EEG classification framework that is robust against inter/intra-subject variability. Specifically, we focused on a more realistic scenario where at least one session of subject-specific training data has already been recorded, which can be considered some kind of session-independent BCI. Here we conducted extensive comparison experiments using various models and DG algorithms, from the perspective of the DG task in which each subject and each session data are regarded as independent domains.

II. METHODS

We compared the ERM performance using four deep learning models as feature extractors. The model with the best performance was selected as the model to be used for the comparison experiment between DG algorithms.

A. Dataset

We used the 2020 international BCI competition track 4 (http://brain.korea.ac.kr/bci2021/competition.php). The dataset consisted of 3-class grasp motor imagery tasks, recorded for 3 sessions from 15 subjects, and labels from 2 sessions (Day 1 and Day 2) were released for competition. Each subject performed 50 trials per each grasping in one session (150 trials: 3 classes × 50 trials). We used data from the first and second sessions of 15 subjects where the label was released (4,500 trials).

B. Deep Learning Models

In this section, we will briefly introduce four models compared in this paper. First, we selected DeepConvNet [16] and EEGNet [27], which are widely used and show excellent performance in EEG classification, especially in MI-BCI. In addition, the One-dimensional ResNet (ResNet1D) [28], which recently achieved excellent performance in a large MI dataset, was added. Finally, referring to the previous works, where the generalization performance of deeper networks has consistently increased [29], we implemented a deeper neural network. The ResNet1D structure was extended from 7 layers to 18 layers (with some modifications). To distinguish between the two models based on the ResNet architecture, following the naming convention of RenNet, we named them ResNet1D-8 and ResNet1D-18 according to the number of layers.

• DeepConvNet [16] consists of four convolution-max-pooling blocks. The first block performs a temporal
convolution then performs a spatial convolution for all electrode separately. The other three blocks are standard convolution-max-pooling blocks. All layers use exponential linear units (ELUs) as an activation function. The overall architecture is illustrated in Fig. 1(a). The two-dimensional convolutional layer is denoted as $Conv2D(C_{in}, C_{out}, K_h \times K_w)$ where $C_{in}$ and $C_{out}$ are the number of input and output channels, respectively. The height and width of the kernel are denoted as $K_h$ and $K_w$ respectively. Max pooling layer is denoted as $MaxPool(K)$ where $K$ corresponds to the kernel size and stride.

- **EEGNet** [27] consists of a temporal convolution, then a spatial convolution layer using a depthwise convolution, and finally, a depthwise separable convolution. EEGNet is characterized by its compactness with extremely reduced number of parameters by using depthwise and separable convolutions. Overall architecture is illustrated in Fig. 1(b). Average pooling layer is denoted with $AvgPool(K)$ where $K$ corresponds to the kernel size and stride.

- **ResNet1D-8** was proposed in [28] inspired by ResNet [cite]. ResNet1D-8 consists of a convolutional layer, followed by ResNet building blocks (ResBlocks), max pooling layers, and ELU activation. ResBlock consists of ELU activations and one-dimensional convolutional layers. The overall architecture of ResNet1D-8 and ResNet building block are illustrated in Fig. 1(c) and Fig. 2 respectively. The one-dimensional convolutional layer is denoted with $Conv1D(C_{in}, C_{out}, K)$ where $C_{in}$ and $C_{out}$ are the number of input and output channels, respectively. The kernel size is denoted as $K$. The entire ResBlock is denoted as $ResBlock(C_{in}, C_{out}, K)$. If the number of input and output channels is different, an additional convolutional layer with a kernel size of 1 ($K = 1$) is introduced in skip connection Fig. 2 right.

- **ResNet1D-18 architecture** is illustrated in Fig. 1(d). It has a much deeper structure than ResNet1D-8. To reduce the number of parameters, a kernel of size 3 was used for all ResBlocks.

Each model was implemented according to the implementation of the original papers as much as possible, but since the size of the input is unified to $(60 \times 1000)$, the size of the final feature vector is different from that of the original papers. Besides, we made some modifications to the models so that the size of the feature vectors is similar between models. All feature extractors were trained with a linear classifier.

### C. DG Algorithms

In this paper, three DG algorithms are compared with ERM. ERM simply minimizes empirical risk, which is the sum of errors across domains and examples. In previous DG works, ERM using a pool of source domains (i.e., merging all source domains) is sometimes referred to as aggregation (AGG) or DeepALL. According to [24], the three DG algorithms can be classified into three strategies: learning invariant features, sharing parameters, and data augmentation. We chose these three algorithms as representatives of each strategy. Here we will briefly introduce three DG algorithms.

- **Domain Adversarial Neural Networks (DANN)** [30], a domain adaptation technique uses generative adversarial networks [31], to learn a feature representation invariant across the training domains. DANN trains domain discriminator to predict which domain each sample belongs to, while at the same time training feature extractor to deceive domain discriminator by removing domain information.

- **Group Distributionally Robust Optimization (GroupDRO)** [32] aims to optimize the feature extractor to be robust to shifts in the data distribution. GroupDRO minimizes the worst training loss for a predefined set of groups (i.e. source domains), which leads to increasing the importance of domains with large error values.

- **Inter-domain Mixup (Mixup)** [33], [34] performs ERM on linear interpolations of examples from random pairs of domains and their labels. Denoting a pair of feature-target vectors as $(x_i, y_i), (x_j, y_j)$, Mixup generates augmented virtual feature-target vectors as [33]:

  $$
  x' = \lambda x_i + (1 - \lambda) x_j \\
  y' = \lambda y_i + (1 - \lambda) y_j
  $$

  (1)

where $\lambda \sim Beta(\alpha, \alpha)$. Here $Beta$ refers to beta distribution with the hyperparameter $\alpha$. The strength of interpolation is controlled by $\alpha$.

### III. Experiments

#### A. Data Split

All experiments except fine-tuning using first session data were basically conducted by LOSO validation. Of the 30 sessions of 15 people, 29 sessions excluding the second session of one target subject were used as source domain data to be used for model training, and the excluded data were used as test data. For comparison with fine-tuning results using first
session data, only second session data was held out as test data. Therefore, we perform experiments on 15 target domains for each model/algorithm. We split the source domain data set at a ratio of 9:1 and used them as train data and validation data, respectively. Fig. 5 illustrates the data configuration, where the test domain is the first subject’s second session data. For the fine-tuning experiment, a generalized model was first trained using the data of 14 subjects, and then fine-tuning was performed using the first session data of each subject.

B. Model Selection

As described above, the validation set is sampled within the source domain, because it follows the DG literature convention, and recent studies have shown the superiority of this model selection method [24]. We haven’t selected the model based on data from other fully held out domains that belong to neither the source domain nor the target domain. Because unlike other fields that use only a clean dataset, BCI data is very noisy as it is collected at the actual application level, and it also has inefficiency/illiteracy problems [35], [36], so it is inappropriate to use a specific subject/session as a validation domain.

C. Model Training

For each model/algorithm we conduct a random search of 3 trials over 3 types of hyperparameter space. The default learning rate was set to 0.0005 and the batch size was set to 8 for each domain, and the adaptation parameter \( \lambda \) was set to 1.0 for DANN, step size \( \eta \) for GroupDRO was 0.01, and \( \alpha \) for Mixup was 0.2. In the remaining two random searches, hyperparameters were selected randomly, the learning rate was in the range \( 10^{-5}, 10^{-3.5} \), \( \lambda \) in DANN was in the range \( 10^{-2}, 10^{2} \), and \( \eta \) in GroupDRO was \( 10^{-3}, 10^{-1} \). \( \alpha \) in Mixup was \( 10^{-1}, 10^{-1.5} \). We repeated the whole training three times, changing the random seed. All the numbers we report are averages over these iterations. This experimental protocol amounts to training a total of 945 neural networks, except fine-tuning. For fine-tuning, we freeze the feature extractor and train the linear layer 100 epochs, where we set the learning rate to \( 10^{-6} \).

D. Results

We conducted extensive evaluations of deep learning models and DG algorithms for EEG classification. Interestingly, in the performance comparison between deep learning models, the performance increased as the number of convolutional layers of the models increased. Our proposed ResNet1D-18 (with the largest number of convolutional layers) achieved the highest performance (62.58%) with a difference of up to 5% compared to other models in terms of average accuracy of all subjects. The performance of the other models was 58.61%, 57.51%, and 59.11% for EEGNet, DeepConvNet, and ResNet1D-8, respectively. We used ResNet1D-18, which was the best among deep learning models, as a feature extractor, and used it for performance comparison between DG algorithms. In our DG algorithm comparison experiment, ERM still achieved the best performance, and when DANN, GroupDRO, and mixup were used, performance dropped by 0.89%, 2.43%, and 1.76%, respectively. Finally, when fine-tuning was performed with the subject’s specific data (first session), there were subjects whose performance increased greatly, but the performance of many subjects deteriorated. Eventually, the average accuracy decreased. Table I shows the results of comparison models, and Table II shows the results of comparison DG algorithms.

IV. DISCUSSION AND CONCLUSION

Our experiment on transfer learning between sessions from the perspective of the DG task has drawn three observations. First, we found that deeper and larger parameterized models were effective in terms of generalization performance when the training data consisted of subject/session pools. Since the previously proposed models have been implemented to enable training in a small amount of subject/session-specific datasets, they may be less effective in settings where relatively large amounts of data are available. Second, when comparing the three DG algorithms, we found that none of the competitors outperformed ERM. Finally, in the results of...
fine-tuning using subject-specific data, we found that subject-specific data may deteriorate unseen session classification performance due to inter-session variability. However, our experiment has limitations in that we only used a single dataset, and only three DG algorithms were used to evaluate the above claims. Therefore, benchmarks using more datasets and DG algorithms are needed in the future. In conclusion, our proposed ResNet1D-18 achieved the highest performance compared to the comparative models. And we showed that ERM using a model of appropriate size and depth is a very strong baseline for DG tasks in BCI.
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