The total momentum of quantum fluids

András Sütő
Institute for Solid State Physics and Optics, Wigner Research Centre for Physics,
Hungarian Academy of Sciences, P. O. Box 49, H-1525 Budapest, Hungary

The probability distribution of the total momentum $\mathbf{P}$ is studied in $N$-particle interacting homogeneous quantum systems at positive temperatures. Using Galilean invariance we prove that in one dimension the asymptotic distribution of $\mathbf{P}/\sqrt{N}$ is normal at all temperatures and densities, and in two dimensions the tail distribution of $\mathbf{P}/\sqrt{N}$ is normal. We introduce the notion of the density matrix reduced to the center of mass, and show that its eigenvalues are $N$ times the probabilities of the different eigenvalues of $\mathbf{P}$. A series of results is presented for the limit of sequences of positive definite atomic probability measures, relevant for the probability distribution of both the single-particle and the total momentum. The $\mathbf{P} = \mathbf{0}$ ensemble is shown to be equivalent to the canonical ensemble, and an argument is given why superfluidity and its breakdown cannot be explained by Landau’s criterion. Through some conjectures we associate the properties of the asymptotic distribution of the total momentum with the characteristics of fluid, solid, and superfluid phases. Our main suggestion is that above one dimension in infinite space the total momentum is finite with a nonzero probability at all temperatures and densities. In solids this probability is 1, and in a crystal it is distributed on a lattice. Since it is less than 1 in two dimensions, we conclude that a 2D system is always in a fluid phase; so if the hexatic phase existed classically, it would be destroyed by quantum fluctuations. For a superfluid we conjecture that the total momentum is zero with a nonzero probability and otherwise its distribution is continuous. We define a macroscopic wave function based on the density matrix reduced to the center of mass. Finally, we discuss how dissipation can give rise to a critical velocity, predict the temperature dependence of the latter and comment on the relation between superfluidity and Bose-Einstein condensation.
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I. INTRODUCTION

Proving phase transitions in continuous space is notoriously difficult. To the author’s knowledge there are only three rigorous results for classical systems, by Ruelle [1] about segregation in the Widom-Rowlinson model, by Lebowitz, Mazel and Presutti [2] about the vapor-liquid transition, and by Bowen et al. [3] about fluid-solid transition, and none for interacting homogeneous quantum systems. Here we suggest the use of the total momentum for the characterization of the different thermodynamic phases of quantum systems in continuous space, at positive temperatures. A short account of this work is given elsewhere [4].

At a first sight the total momentum is not a very exciting quantity. In finite volumes it is conserved only if the boundary condition is periodic. Moreover, because it is the sum of $N$ single-particle momenta, one would guess it to be typically of order $\sqrt{N}$. Yet a second thought may modify this picture. Thermodynamic phases can unambiguously be characterized only in the thermodynamic limit, so if we are interested in homogeneous systems, the use of periodic boundary conditions is not really restrictive. More important, the ‘typical’ $\sqrt{N}$ behavior does not mean exclusivity. Indeed, in interacting quantum systems there are excitations in which a macroscopic number of particles is involved. If these ‘collective modes’ carry a momentum, as in the case of density waves and lattice vibrations, this is, or is proportional to, the total momentum; so manifestly the total momentum can remain finite in the thermodynamic limit. The center of our interest is the probability distribution of the total momentum in thermal equilibrium.

In Section II we write down a general $N$-particle Hamiltonian, the corresponding density matrix and partition function in $d$-dimensional cubes with periodic boundary conditions. We then use Galilean invariance to sum separately over eigenstates belonging to the irreducible wave vectors, introduced in Ref. [5], and over their Galilean boosts. This leads to some interesting results. The set of irreducible wave vectors is markedly different in one, two, and higher dimensions. In one dimension we can derive a central limit theorem showing that the limit of $Q/\sqrt{N}$, where $hQ$ are the eigenvalues of the total momentum operator, is normally distributed at all temperatures and densities (Theorem II.1). In two dimensions only the tail distribution is normal (Theorem II.2), and for higher dimensions we can prove only that $|Q|/N = O(1/L)$ almost surely (Proposition II.3).

In two theorems of Section III we investigate the relation between the total momentum and the center of mass. In Theorem III.1 we show that in any eigenstate of the total momentum operator the center of mass can be separated and it propagates as a free particle carrying the total momentum. This result, applied already in our earlier paper [5], is intuitively obvious but its derivation needs some care. We then use this separability to define $\rho_{c.m.}$, the density matrix reduced to the center of mass, and prove that the eigenvalues of $\rho_{c.m.}$ are $N$ times the probabilities of the different eigenvalues of the total momentum. The integral kernel $\langle x|\rho_{c.m.}|y \rangle$ is shown to be real nonnegative; we interpret it as the autocorrelation
function of the center of mass. Theorem III.2 extends the definition of \( \rho_{c.m.} \) to cases when a restricted density matrix is reduced to the center of mass; e.g. this can be the projection of the density matrix to the \( Q = 0 \) subspace.

Section IV is a brief summary of some known results for the single-particle momentum distribution. We include it to stress the structural analogy between \( \rho_{c.m.} \) and \( \rho_1 \), the one-particle reduced density matrix. The expected fraction of particles in the one-particle state of momentum \( \hbar k \) is the analog of the probability that the total momentum is \( \hbar k \), and the integral kernel \( \langle x | \rho_1 | y \rangle \) is also real nonnegative; moreover, \( \langle x | \rho_{c.m.} | x \rangle = \langle x | \rho_1 | x \rangle = \rho \), the global density. The fundamental difference between \( \rho_{c.m.} \) and \( \rho_1 \) is due to the fact that the single-particle motion is not separable [except for the noninteracting Boltzmann gas].

Section V is about the infinite volume limit of the probability distributions introduced for the total momentum in Section II and for the single-particle momentum in Section IV. In both cases we are given a sequence \( \varphi_L \) of positive definite atomic probability measures concentrated on a lattice whose spacing tends to zero as \( 1/L \). The distribution limit of \( \varphi_L \) is a not necessarily normalized positive measure in the continuous dual space. We can compactify the latter by adding a point at infinity, and attribute the missing weight to that point. The section contains a series of propositions and theorems relating the weight at infinity to the properties of the limit of \( \varphi_L \) and of its Fourier transform. We also give examples that we think to be characteristic to crystals, fluids, Bose-condensates, and superfluids.

In Section VI we show that from the point of view of thermodynamic quantities the subspace of zero total momentum is representative to the whole system: the asymptotic free energy density can be computed in the \( Q = 0 \) restricted ensemble. With this restriction we lose information about the probability distribution of \( Q \), with a notable exception: Theorem III.2 implies that the probability of \( Q = 0 \) in the canonical ensemble can directly be obtained from the reduction of the density matrix to the center of mass within the \( Q = 0 \) subspace. It is in this section that we comment on why Landau’s criterion [6] fails to explain superfluidity and its breakdown at positive temperatures. A discussion of the problem at zero temperature can be found in Ref. [5], and we briefly recall its most important elements. The argument valid for positive temperatures is based on the results of Section II. The question was also treated by Baym and Pethick [7].

In Section VII we make some conjectures about the relation between the probability distribution of the total momentum and the type of the thermodynamic phase, partly anticipated in the examples of Section V. The total momentum is the property of a state of the whole system. So when we say that in an infinite fluid (gas or liquid) the total momentum can be both finite and infinite, we mean that the thermal equilibrium state is a convex combination of states with different total momenta, both finite and infinite. We conjecture that in an infinite solid the random few-particle motion freezes out, the total momentum is finite with probability one and has a purely atomic probability distribution; in crystals the probability distribution is concentrated on a lattice. [In a supersolid one would have the convex combination of an atomic and a continuous probability distribution.] This corresponds to what we found in one dimension at zero temperature [5]. Because we proved earlier that in two dimensions at all temperatures and densities the total momentum diverges as \( \sqrt{N} \) with a nonvanishing probability, cf. Theorem II.2, we conclude that no solid phase can exist in 2D; so quantum fluctuations would destroy the hexatic phase in case it existed classically.

The most audacious among the conjectures is the one about the superfluid. Superfluidity is well understood experimentally, and there exists a fully developed hydrodynamic theory initiated by London [8], Tisza [9] and Landau [6] which, assisted by the weaponry of many-body physics, provides a satisfactory explanation to practically all experimental findings. Moreover, this theory is accessible in monographs written by top experts of the subject [8, 10–13]. However, the first-principle characterization of superfluids is a slippery problem [14]. A pioneering work about the \( \lambda \)-transition in liquid helium, based on first principles, is due to Feynman [15]. Through his path integral representation of the partition function, by making a series of approximations he obtained a third order phase transition with a continuously varying specific heat, instead of a discontinuous one. His method has remained the most promising route to a proof, but until today nobody was able to accomplish the task.

Our conjecture says that below the superfluid transition temperature the total momentum of the infinite system is zero with a nonzero probability, and the state of zero momentum can be identified with the superfluid component. The normal component is the state in which the total momentum is nonzero, and the thermal equilibrium state of the infinite system is the convex combination of the two components taken with the respective probabilities. A measurement can project the system into one or the other component. This definition makes the superfluid transition reminiscent to Bose-Einstein condensation (BEC), only the ‘condensation’ takes place into the state of zero total [and not single-particle] momentum. The discussion of the consequences of this conjecture occupies the major part of Section VII. Our definition is motivated partly by aesthetic reasons. First, there is the appealing analogy between \( \rho_{c.m.} \) and \( \rho_1 \). Second, as the temperature goes to zero, the Gibbs state tends to the ground state which is both 100% superfluid and of zero total momentum. Third, it follows that in the superfluid state thus defined the system really moves ‘as a whole’, as Landau phrased it [6]. At rest or in a hypothetical frictionless flow obtained by Galilean boost the superfluid is in thermal equilibrium; in a realistic dissipative flow the superfluid is a non-equilibrium state. The effect of dissipation can be understood as the breakdown of thermal equilibrium in such a way that in finite
volumes the density matrix becomes the convex combination of two states of equal temperatures but generated by different Hamiltonians. The existence of a critical velocity together with its temperature dependence ensues from this picture. A careful mathematical treatment of the non-equilibrium nature of the superfluid flow at zero temperature, supported with examples, can be found in Ref. [16].

At the end of Section VII we comment on the relation between superfluidity and Bose-Einstein condensation. In two dimensions there is no BEC at positive temperatures [17–19], but a superfluid transition takes place in trapped 2D Bose gases [20] and in helium monolayers [21]. Bulk liquid helium undergoes both BEC and superfluid phase transition, and there is today a consensus that Fritz London’s original idea [8] was correct, and the superfluid phase transition and BEC occur simultaneously. Yet even in 3D one cannot equate the superfluid with the Bose condensate: as the temperature goes to zero, the whole system becomes superfluid while the Bose condensate contains less than 10% of the particles [22–26]. The condensate wave function, obtained from \( \rho_c \), is generally accepted to be the macroscopic wave function associated with the superfluid. However, a macroscopic wave function derived from \( \rho_{c.m.} \) can play the same role even better: because the superfluid fraction, as we define it, tends correctly to 1 with the temperature going to zero, one can avoid the embarrassing question, how less than 10% can represent 100%. Meanwhile, we do not challenge the consensus. In three dimensions BEC and the superfluid transition may well be simultaneous. Also, there is nothing contradictory in supposing that the total momentum and a macroscopic number of single-particle momenta vanish simultaneously. The advantage of our proposal is that it points to a common cause of superfluidity in two and three dimensions. The paper ends with a Summary.

II. DISTRIBUTION OF THE TOTAL MOMENTUM

The setting is the same as in Ref. [5].

\[
H = \frac{1}{2m} \sum_{j=1}^{N} p_j^2 + U_\Lambda(x_1, \ldots, x_N)
\]  

is the energy operator of \( N \) interacting particles in a \( d \)-dimensional cube \( \Lambda \) of side length \( L \), defined with periodic boundary conditions; \( U_\Lambda \) is the periodized potential energy. Stability is supposed, and hard-core interactions are allowed, with the suitable modification of the domain of \( H \). \( H \) is either unrestricted [Boltzmann statistics] or restricted to the symmetric or antisymmetric subspace. The common eigenstates of \( H \) and the total momentum operator

\[
P = \sum_j p_j = -i\hbar \sum_j \partial/\partial x_j
\]

are denoted by \( \psi_{Q,n} \); the respective eigenvalues are \( E_{Q,n} \), and \( \hbar Q \), where

\[
Q \in \Lambda^* = (2\pi/L)^d.
\]

The energies are ordered, \( E_{Q,n} \leq E_{Q,n+1} \ (n \geq 0) \). The ground state and its energy are \( \psi_{0,0} \) and \( E_{0,0} \), respectively. With the notation

\[
\Pi_{Q,n} = |\psi_{Q,n}\rangle\langle\psi_{Q,n}|
\]

the unnormalized density matrix is

\[
e^{-\beta H} = \sum_{Q \in \Lambda^*} \sum_{n=0}^{\infty} e^{-\beta E_{Q,n}} \Pi_{Q,n}. \tag{5}
\]

Introducing the set of irreducible wave vectors

\[
\Lambda_{\text{irred}}^* = \{ q \in \Lambda^*: -\pi N/L < q_i \leq \pi N/L \ \text{all} \ i \}, \tag{6}
\]

any \( Q \in \Lambda^* \) can uniquely be written as \( q + Nk \), where \( q \in \Lambda_{\text{irred}}^* \) and \( k \in \Lambda^* \). Then,

\[
e^{-\beta H} = \sum_{q \in \Lambda_{\text{irred}}^*} \sum_{k \in \Lambda^*} \sum_{n=0}^{\infty} e^{-\beta E_{q+Nk,n}} \Pi_{q+Nk,n}. \tag{7}
\]

By Galilean invariance [5],

\[
E_{q+Nk,n} = E_{q,n} + (\hbar^2/2m)[N k^2 + 2k \cdot q]. \tag{8}
\]

Substituting this into Eq. (7),

\[
e^{-\beta H} = \sum_{q \in \Lambda_{\text{irred}}^*} \sum_{n=0}^{\infty} e^{-\beta E_{q,n}} \times \sum_{k \in \Lambda^*} e^{-(\beta k^2/2m)[N k^2 + 2k \cdot q]} \Pi_{q+Nk,n}. \tag{9}
\]

In what follows, we fix the number density \( \rho \); then \( N = \rho L^d \). With \( \lambda_\beta = \sqrt{2\pi\hbar^2/m} \), the partition function reads

\[
Z = \text{Tr} e^{-\beta H} = \sum_{q \in \Lambda_{\text{irred}}^*} \sum_{n=0}^{\infty} e^{-\beta E_{q,n}} \sum_{k \in \Lambda^*} e^{-\lambda_\beta^2 [N k^2 + 2k \cdot q]}. \tag{10}
\]

Let

\[
Z_{\text{irred}} = \sum_{q \in \Lambda_{\text{irred}}^*} \sum_{n=0}^{\infty} e^{-\beta E_{q,n}}, \tag{11}
\]

the \( k = 0 \) term of \( Z \). Then \( Z/\lambda_\beta^d \) of the sum over \( k \),

\[
\frac{Z}{Z_{\text{irred}}} = \left\langle \sum_{k \in \Lambda^*} e^{-\lambda_\beta^2 [N k^2 + 2k \cdot q]} \right\rangle_{\text{irred}}. \tag{12}
\]

First we bound this quantity.
Proposition II.1.

$$\max\left\{1, \left[\frac{L^{1-d/2}}{\lambda \sqrt[3]{\rho}} - 1\right]^d\right\} \leq \frac{Z}{Z_{\text{irred}}} \leq \left[\frac{L^{1-d/2}}{\lambda \sqrt[3]{\rho}} + 3\right]^d.$$  (13)

Proof. The sum over k in Eq. (10) can be factorized. Replacing the ith component of $k$ by $2\pi j/L$,

$$\sum_{k \in \Lambda^*} e^{-\frac{\lambda^2}{L}k^2} e^{2\pi j k q} = \prod_{i=1}^d \left[1 + 2 \sum_{j=1}^{\infty} e^{-\frac{\lambda^2 N j^2}{L^2}} \cosh \frac{\lambda^2 q_i j}{L}\right].$$  (14)

For $q \in \Lambda^*_{\text{irred}}$ and $j > 0$,

$$1 \leq \cosh \frac{\lambda^2 q_i j}{L} \leq \exp \frac{\pi \lambda^2 N j}{L^2}.$$  (15)

Equation (13) follows from the upper and lower bounds

$$\sum_{j=1}^{\infty} e^{-\frac{\lambda^2 N}{L^2} j(j-1)} < 1 \leq \int_{0}^{\infty} e^{-\frac{\lambda^2 N}{L^2} x^2} dx$$  (16)

and

$$\sum_{j=1}^{\infty} e^{-\frac{\lambda^2 N}{L^2} j^2} > \max\left\{0, \int_{0}^{\infty} e^{-\frac{\lambda^2 N}{L^2} x^2} dx - 1\right\}$$  (17)

with

$$\int_{0}^{\infty} e^{-\frac{\lambda^2 N}{L^2} x^2} dx = \frac{L^{1-d/2}}{2\lambda \sqrt[3]{\rho}}.$$  \[
\Box\]

Let

$$\nu_Q = Z^{-1} \sum_{n=0}^{\infty} e^{-\beta E_{q,n}} = Z^{-1} \sum_{n=0}^{\infty} e^{-\beta E_{q,n}} e^{-\frac{\lambda^2}{L^2} [Nk^2 + 2kq]},$$  (18)

the probability that in thermal equilibrium the system is in the state $\sum_{n=0}^{\infty} e^{-\beta E_{q,n}} \Pi Q_{q,n} = \sum_{n=0}^{\infty} e^{-\beta E_{q,n}}$ with $\hbar Q = \hbar(q + Nk)$. By definition, $\sum_{Q \in \Lambda_q} \nu_Q = 1$, meaning that in infinite volumes the total momentum is finite with probability 1. As we shall see, this is not the case in infinite volume. Let us introduce also the probability distribution function

$$\Gamma^N_L(\kappa) = \sum_{||Q|| \leq \kappa} \nu_Q$$  (19)

where $||Q|| = \max_{1 \leq i \leq d} |Q_i|$. In words, $\Gamma^N_L(\kappa)$ is the probability that the modulus of each component of the total momentum is less than or equal to $\hbar \kappa$. Then

$$\frac{Z_{\text{irred}}}{Z} = \sum_{Q \in \Lambda^*_{\text{irred}}} \nu_Q \approx \Gamma^N_L(\pi N/L).$$  (20)

cf. Eq. (6), and Eq. (13) can be put in the form

$$\frac{1}{\left[\frac{L^{1-d/2}}{\lambda \sqrt[3]{\rho}} + 3\right]^d} \leq \sum_{Q \in \Lambda^*_{\text{irred}}} \nu_Q \leq \min\left\{1, \frac{1}{\left[\frac{L^{1-d/2}}{\lambda \sqrt[3]{\rho}} - 1\right]^d}\right\}.$$  (21)

By taking the limit $L \to \infty$, a first estimate about the asymptotic behavior of $\Gamma^N_L$ can be obtained.

Proposition II.2. For any $\beta$ and $\rho$,

- if $d = 1$,
  $$\lim_{L \to \infty} \Gamma^N_L(\pi \rho) = 0;$$  (22)

- if $d = 2$,
  $$\lim_{L \to \infty} \Gamma^N_L(\pi \rho L) \geq \frac{\lambda^2 \rho}{(1 + \lambda \sqrt[3]{\rho})^2};$$  (23)

- if $d \geq 3$,
  $$\lim_{L \to \infty} \Gamma^N_L(\pi \rho L^{d-1}) \geq 1/3^d.$$  (24)

Proof. For $d = 1$ the upper bound, for $d \geq 2$ the lower bound in Eq. (21) provides the result. \[
\Box\]

Because $Q$ is the sum of $N$ single-particle wave vectors, normal fluctuations of the total momentum about the zero expectation value would mean that the absolute value of each component of $Q$ is typically of order $\sqrt{N}$. Let $J$ be any positive integer and consider the probability

$$F_{2J-1} = \text{Prob}\left\{|Q| > \frac{(2J-1)\pi N}{L}\right\} = \sum_{|Q| > \frac{(2J-1)\pi N}{L}} \nu_Q.$$  (25)

From Eqs. (14) and (18),

$$F_{2J-1} = \frac{2}{Z} \sum_{n=0}^{\infty} \sum_{q \in \Lambda^*_{\text{irred}}} e^{-\beta E_{q,n}} \left[\sum_{j=1}^{\infty} e^{-\frac{\pi \lambda^2 N j^2}{L^2}} \cosh \frac{\lambda^2 q_i j}{L}\right]$$

$$\times \prod_{i=2}^{d-1} \left[\sum_{j=-\infty}^{\infty} e^{-\frac{\pi \lambda^2 N j^2}{L^2}} \cosh \frac{\lambda^2 q_i j}{L}\right].$$  (26)

Theorem II.1. In one dimension the asymptotic distribution of $Q/\sqrt{N}$ is normal at all temperatures and densities. Namely,

$$\lim_{N \to \infty} \text{Prob}\left\{\frac{|Q|}{\rho \sqrt{N}} \leq x\right\} = \frac{\lambda \rho}{\pi} \int_{0}^{x} e^{-\frac{\lambda^2 \rho y^2}{2}} dy.$$  (27)

Proof. From Eq. (26) we subtract the same equation written for $J + 1$:

$$F_{2J-1} - F_{2J+1} = \frac{2}{Z} \sum_{n=0}^{\infty} \sum_{q \in \Lambda^*_{\text{irred}}} e^{-\beta E_{q,n}} e^{-\frac{\pi \lambda^2 N j^2}{L^2}} \cosh \frac{\lambda^2 q_i j}{L}.$$  (28)
Because \(|q| \leq \pi \rho\) if \(q \in \Lambda^*_\text{irred}\), summing over \(J\) from 1 to \(M\) and using the bounds
\[
1 \leq \cosh \left( \lambda_0^2 q J/L \right) \leq \cosh \left( \pi \lambda_0^2 \rho M/L \right)
\]
we find
\[
\frac{2 Z_{\text{irred}}}{Z} \sum_{j=1}^{M} e^{-\pi \lambda_0^2 \rho J^2/L} \leq F_1 - F_{2M+1}
\]
\[
\leq \cosh \left( \pi \lambda_0^2 \rho M/L \right) \frac{2 Z_{\text{irred}}}{Z} \sum_{j=1}^{M} e^{-\pi \lambda_0^2 \rho J^2/L}.
\]
(30)

Now
\[
F_1 - F_{2M+1} = \Gamma^N_L \left( (2M+1) \pi \rho \right) - \Gamma^N_L (\pi \rho),
\]
where \(\Gamma^N_L (\pi \rho) \to 0\), c.f. Eq. (22). Setting \(M = x \sqrt{N}\),
\[
\cosh \left( \pi \lambda_0^2 \rho M/L \right) \to 1.
\]
Furthermore,
\[
\frac{1}{\sqrt{N}} \sum_{j=1}^{x \sqrt{N}} e^{-\pi \lambda_0^2 \rho J^2/L} = \int_0^\infty e^{-\pi \lambda_0^2 \rho y^2} \, dy.
\]
(32)

With the bounds (21),
\[
\lim_{N \to \infty} \Gamma^N_L \left[ (2x \sqrt{N} + 1) \pi \rho \right] = 2 \lambda_0 \rho \int_0^\infty e^{-\pi \lambda_0^2 \rho y^2} \, dy
\]
(33)
which is equivalent to Eq. (27). \(\square\)

The above result obviously implies that for any sequence \(a_L \to \infty\),
\[
\lim_{L \to \infty} \Gamma^N_L \left( \rho \sqrt{N} a_L \right) = 1, \quad \lim_{L \to \infty} \Gamma^N_L \left( \rho \sqrt{N}/a_L \right) = 0.
\]
(34)

**Theorem II.2.** In two dimensions the asymptotic tail distribution of \(|Q_1|/\sqrt{N}\) is normal at all temperatures and densities. More precisely, for any \(J \geq 1\),
\[
2 f (\lambda_0 \sqrt{\rho}) \sum_{j=J}^{\infty} e^{-\pi \lambda_0^2 \rho J^2} \leq \lim_{N \to \infty} \text{Prob} \left\{ \left| Q_1 \right| / \sqrt{\rho N} > (2J-1)\pi \right\}
\]
\[
\leq 2 f (\lambda_0 \sqrt{\rho}) \sum_{j=J}^{\infty} e^{-\pi \lambda_0^2 \rho (J-1)^2}
\]
(35)
where
\[
f (\lambda_0 \sqrt{\rho}) = \lim_{N \to \infty} \frac{Z_{\text{irred}}}{Z} \left\langle \sum_{j=-\infty}^{\infty} e^{-\pi \lambda_0^2 \rho J^2} \cosh \left( \frac{\lambda_0^2 q J}{L} \right) \right\rangle_{\text{irred}}.
\]
(36)

**Proof.** We apply Eq. (26) with the lower and upper bounds obtained from Eq. (15). \(f (\lambda_0 \sqrt{\rho}) > 0\) follows from Eq. (23). \(\lambda_0 \sqrt{\rho}\) is the only relevant dimensionless quantity, whence the dependence of \(f\) on it. For \(J\) large enough the upper bound in Eq. (35) is less than 1. Thus, the limit of the probability is between 0 and 1 and tends to zero as \(e^{-\text{const.} \cdot J^2}\) with \(J\) going to infinity. \(\square\)

Equations (21) and (26) have only a much weaker implication for \(d \geq 3\).

**Proposition II.3.** If \(d \geq 3\) then for any \(\beta\) and \(\rho\),
\[
\lim_{L \to \infty} \Gamma^N_L (3\pi N/L) = 1.
\]
(37)

**Proof.** With \(J = 2\) the first sum over \(j\) in Eq. (26) goes to zero while the remaining sums go to 1. So \(F_3 \to 0\) which gives the result. \(\square\)

Above two dimensions we do not obtain the expected \(\sqrt{N}\) instead of \(N^{1-1/d}\) because for \(d \geq 3\) any \(Q\) of order \(\sqrt{N}\) is deeply inside \(\Lambda^*_{\text{irred}}\), and one should conceive a proof which takes the interaction into account. An idea for such a proof is as follows. The result for one and two dimensions implies that the thermal average \((P^2) = O(1)\). Because \((P_j^2)\) is finite, \((Q_i \cdot P_j) = O(1)\). The argument can work in the other direction. If one could prove that \((Q_i \cdot P_j) = O(1)\), one could conclude that \((P^2) = O(1)\). If the scattering length of the interaction is finite, the momentum of each particle is correlated only with that of other particles within scattering distance. But for fixed \(x_j\) \(x_j\) can be anywhere in \(\Lambda\), therefore \((Q_i \cdot P_j) = O(L^{-d}) = O(1)\). Note that irrespective of an eventual improvement of the result for \(d \geq 3\), in all dimensions the velocity \(P/Nm\) of the center of mass tends to zero with probability 1 as \(L\) goes to infinity.

### III. TOTAL MOMENTUM AND CENTER OF MASS

Let \(\overline{x}\) denote the arithmetic mean (center of mass) of the vectors \(x_1, \ldots, x_N\). It is easy to check that for any differentiable function \(f(x_1, \ldots, x_N)\),
\[
(\overline{x} \cdot P - P \cdot \overline{x}) f = idhf,
\]
(38)
that is, the total momentum is canonically conjugate to the center of mass. A more interesting relation between the two is as follows.

**Theorem III.1.** \(\{N \nu Q, L^{-\frac{d}{2}} e^{iQ \cdot x} \} \subset A^*\) are the eigenvalues and corresponding eigenfunctions of a reduced density matrix, where the reduction is onto the center of mass. In Boltzmann and Bose statistics, \(\nu_Q\) is a positive definite function of \(Q\) on \(A^*\), i.e., the \(n \times n\) matrix \([\nu_Q \cdot Q^{\dagger})_{ij}\) is positive semidefinite for any \(n\) and any \(Q_1, \ldots, Q_n \in A^*\). In particular,
\[
\nu_Q \geq \nu_{Q^*}, \quad \text{any } Q \in A^*.
\]
(39)

**Proof.** (i) Separability of the center of mass. Any eigenstate of the total momentum, hence, also \(\psi_{Q_n}\), can be written as
\[
\psi_{Q_n}(x_1, \ldots, x_N) = e^{iQ \cdot \overline{x}} \phi(X'),
\]
(40)
where
\[
\overline{x} = \frac{1}{N} \sum_{j=1}^{N} x_j, \quad X' = (x'_2, \ldots, x'_N), \quad x'_j = x_j - x_1
\]
(41)
Comparing the two, we find
\[ \psi_{Q,n}(x_1, \ldots, x_N) = e^{iQ \cdot x} \psi_{Q,n}(x_1, \ldots, x_N) \]
and also
\[ e^{-i \sum \frac{Q}{2n} \psi_{Q,n}(x_1, \ldots, x_N) = \psi_{Q,n}(x_1 - a, \ldots, x_N - a). \]
Comparing the two,
\[ \psi_{Q,n}(x_1, \ldots, x_N) = e^{iQ \cdot a} \psi_{Q,n}(x_1 - a, \ldots, x_N - a). \]
From Eq. (44) with \( a = x_1 \) and
\[ x_1 = x - N^{-1} \sum_{j=2}^{N} x'_j \]
we find
\[ \psi_{Q,n}(x_1, \ldots, x_N) = e^{iQ \cdot x} \psi_{Q,n}(0, x'). \]
Introduce
\[ X = (x_1, \ldots, x_N), \quad Y = (y_1, \ldots, y_N) \]
with
\[ x_j = x + x'_j - \frac{1}{N} \sum_{i=2}^{N} x'_i, \quad y_j = y + x'_j - \frac{1}{N} \sum_{i=2}^{N} x'_i, \]
where \( x, y, x'_2, \ldots, x'_N \) are arbitrary and \( x'_0 = 0 \). Then Eq. (41) holds true, so \( \bar{X} \) is the center of mass of \( \{x_j\} \), and one can check that \( \bar{Y} \) is the center of mass of \( \{y_j\} \).
Equation (46) is valid and, because \( y_j - x_j = \bar{Y} - \bar{X} \) independently of \( j \), one can apply Eq. (44) with \( a = \bar{X} - \bar{Y} \), yielding
\[ \psi_{Q,n}(Y) = e^{iQ \cdot \bar{Y} - \bar{X}} \psi_{Q,n}(X) = e^{iQ \cdot \bar{X} - iQ \cdot \bar{Y}} \psi_{Q,n}(0, X'). \]
As a result,
\[ \psi_{Q,n}(X) \psi_{Q,n}^*(Y) = e^{iQ \cdot (\bar{X} - \bar{Y})} | \psi_{Q,n}(0, X') |^2. \]

Because of the periodic boundary condition, integration over \( X' \) in \( \Lambda^{N-1} \) gives the same result as integration over \( x_2, \ldots, x_N \). Therefore, using again Eq. (44),
\[ \int |\psi_{Q,n}(0, X')|^2 \, dX' = \int |\psi_{Q,n}(X)|^2 \, dx_2 \cdots dx_N = L^{-d} \]
\[ \int_{\Lambda^{N-1}} \psi_{Q,n}(X) \, dx_2 \cdots dx_N = \rho \sum_{Q \in \Lambda^*} \nu_Q e^{iQ \cdot (\bar{X} - \bar{Y})}. \]
It is seen that
\[ (\bar{X} | \rho_{c.m.} | \bar{Y}) \leq (\bar{X} | \rho_{c.m.} | \bar{X}) = \rho \sum_{Q \in \Lambda^*} \nu_Q = \rho. \]

Fourier transformation of Eq. (52) in \( \bar{X} \) and \( \bar{Y} \) shows that \( \rho_{c.m.} \) is diagonal in momentum representation,
\[ (Q | \rho_{c.m.} | Q') = N \delta_Q Q' \nu_Q, \]
so its eigenvalues are \( N \nu_Q \), its spectral resolution reads
\[ \rho_{c.m.} = N \sum_{Q \in \Lambda^*} \nu_Q (Q | Q) \]
with \( (\bar{X} | Q) = L^{-d} \int e^{iQ \cdot \bar{X}} \). (ii) Positive definiteness of \( \nu_Q \). We prove that
\[ (\bar{X} | \rho_{c.m.} | \bar{Y}) \geq 0. \]
\[ \rho_{c.m.} \]
can also be obtained from the integral kernel of \( e^{-\beta H} \), without passing through the spectral resolution of the latter. With the same \( X \) and \( Y \) as above, in the Boltzmann case we obtain
\[ (\bar{X} | \rho_{c.m.} | \bar{Y}) = \frac{N}{Z} \int_{\Lambda^{N-1}} dX' \langle X | e^{-\beta H} | Y \rangle; \]
for Bose statistics
\[ (\bar{X} | \rho_{c.m.} | \bar{Y}) = \frac{1}{Z^{\frac{N}{2}-1}} \sum_{\sigma \in S_N} \int_{\Lambda^{N-1}} dX' \langle G X | e^{-\beta H} | Y \rangle \]
where \( S_N \) is the symmetric group of \( N \) elements, and
\[ G X = (x_{G(1)}, \ldots, x_{G(N)}) \]
where \( H \) is unrestricted; restriction to the symmetric subspace is explicitly taken into account. Equation (56) follows from
\[ (X | e^{-\beta H} | Y) \geq 0 \]
which can be traced back through the Trotter formula to
\[ (X | e^{-\alpha i p_j^2} | Y) = L^{-d} \sum_{k \in \Lambda^*} e^{-\alpha |k|^2} e^{i k \cdot (X - Y)} \]
\[ \left[ \frac{1}{4 \pi \alpha} \right]^d \sum_{n \in \mathbb{Z}^d} e^{-\alpha |x|^2 / 2m - \alpha |x| \cdot (X - Y)} > 0, \]
obtained via the Poisson summation formula \([\alpha = \alpha' \hbar^2 / 2m]\). Therefore,
\[ N \nu_Q = \langle Q | \rho_{c.m.} | Q \rangle = \frac{1}{L^d} \int_{\Lambda^2} (\bar{X} | \rho_{c.m.} | \bar{Y}) e^{iQ \cdot (\bar{Y} - \bar{X})} \, dX \, dY \]
\[ = \int_{\Lambda} \langle 0 | \rho_{c.m.} | z \rangle e^{iQ \cdot z} \, dz \leq N \nu_0. \]
Moreover, if we define 
\[ \rho_{\phi} = \{ \phi_Q \} \]
Proof. \[ \langle \Phi | \Pi_Q e^{-\beta H} | Y \rangle \geq 0. \] (64)
Furthermore, if we define \( \rho_{\phi} \) by its integral kernel as
\[ \langle \Phi | \rho_{\phi} e^{-\beta H} | Y \rangle = \rho \sum_{Q \in L^*} \phi_Q e^{\beta H} \langle \Phi | \rho_{\phi} e^{-\beta H} | Y \rangle \geq 0. \] (65)
In particular, with \( \phi_Q = \delta_Q,0 \) we obtain
\[ \langle X | \Pi_Q e^{-\beta H} | Y \rangle \geq 0 \] (66)
and \( \Pi_Q \rho_{\phi} = N \rho_Q |0 \rangle \langle 0 | \) or
\[ \langle X | \Pi_Q e^{-\beta H} | Y \rangle = \rho |0 \rangle \langle 0 |. \] (67)
Proof. Let \( X - a = (x_1 - a, \ldots, x_N - a) \). Then
\[ \langle X | \Pi_Q e^{-\beta H} | Y \rangle = \sum_{n} e^{-\beta E_{Q,n}} \psi_{Q,n}^* (X) \psi_{Q,n}^* (Y) \]
\[ = \sum_{Q \in L^*} \delta_{Q',Q} \sum_{n} e^{-\beta E_{Q',n}} \psi_{Q',n}^* (X) \psi_{Q',n}^* (Y) \]
\[ = L^{-d} \int_{\Lambda} d\alpha e^{iQ\alpha} \sum_{Q',n} e^{-\beta E_{Q',n}} \psi_{Q',n}^* (X - a) \psi_{Q',n}^* (Y) \]
\[ = L^{-d} \int_{\Lambda} d\alpha e^{iQ\alpha} \langle X - a | e^{-\beta H} | Y \rangle. \] (69)
Multiplying by \( \phi_Q \) and summing over \( Q \) in \( L^* \) we find
\[ \sum_{Q \in L^*} \phi_Q e^{iQ\alpha} \geq 0 \]
(in distribution sense) which together with Eq. (60) gives Eq. (64). Above we used Eq. (44). It is seen that \( \langle X | \Pi_Q e^{-\beta H} | Y \rangle \) is also a positive definite function of \( Q \). Reduction of \( \Pi_Q e^{-\beta H} \) to the center of mass provides directly \( \rho_{\phi} \) \( |Q| \) \( |Q| \), from which Eq. (66) follows. □

IV. DISTRIBUTION OF THE SINGLE-PARTICLE MOMENTUM

For comparison, here we collect some known results. The occupation-number operator \( N_k \) for the one-particle state \( |k \rangle \) is a sum of projectors,
\[ N_k = \sum_{j=1}^{N} N_{k,j}, \quad N_{k,j} = I_{j-1} \otimes |k \rangle \otimes I_{N-j}. \] (70)
\( N_k \) is not conserved; we have access to its thermal expectation value \( \langle N_k \rangle \) through the one-particle reduced density matrix, of which it is the eigenvalue [22]. Indeed, for bosons
\[ \langle N_k \rangle = \frac{1}{N} \sum_{j=1}^{N} \langle k \rangle \otimes |k \rangle \otimes I_{N-j}. \]
where
\[ \rho_1 = N \rho_0 e^{-\beta H} \] (72)
is the one-particle reduced density matrix. However, \( \rho_1 \) is diagonal in momentum representation: because \( H \) conserves the total momentum,
\[ \langle k | \rho_1 | k' \rangle = \frac{1}{N} \sum_{j=1}^{N} \langle k | \rho_1 | k' \rangle \]
\[ = \delta_{k,k'} \langle k | \rho_1 | k \rangle. \] (73)
Therefore,
\[ \rho_1 = \sum_{k \in L^*} \langle N_k \rangle |k \rangle \otimes |k \rangle, \] (74)
and its integral kernel is
\[ 0 \leq \langle x | \rho_1 | x \rangle \leq L^{-d} \sum_{k \in L^*} \langle N_k \rangle e^{i(k \cdot x - \beta H)} \leq |x | \rho_1 | x \rangle = \rho. \] (75)
The kernel is nonnegative because it can also be obtained by integration from the integral kernel of \( e^{-\beta H} \). Now
\[ 0 \leq n_k \equiv \langle N_k \rangle / N \leq 1, \quad \sum_{k \in L^*} n_k = 1, \] (76)
therefore \( n_k \) can be interpreted as the probability of the occurrence of a particle in the one-particle state \( |k \rangle \). We can also define
\[ \Gamma_L^1(k) = \sum_{k \in L^* : |k| \leq \kappa} n_k. \] (77)
the probability distribution function for the single-particle momentum. Altogether, the conclusion is the same as for \( \rho_{\text{c.m.}} \).

**Proposition IV.1.** \( \{N_{nk}, L^{-\frac{d}{2}} e^{ik \cdot x}\}_{k \in \Lambda^*} \) are the eigenvalues and corresponding eigenfunctions of the one-particle reduced density matrix \( \rho_1 \). The integral kernel \( \langle 0 | \rho_1 | z \rangle \) is a nonnegative positive definite function of \( z \) on \( \mathbb{R}^d \). Moreover, \( n_k \) is a positive definite function of \( k \) on \( \Lambda^* \); in particular, \( n_0 \geq n_k \).

Thus, \( \rho_1 \) has the same structural properties as \( \rho_{\text{c.m.}} \), and \( n_k \) is the analogue of \( n_k, k \) going over the same set \( \Lambda^* \). However, their \( k \)-dependence or the \( \kappa \)-dependence of \( \Gamma \) and \( \Gamma^* \) is expected to be quite different, owing to the fact that the dependence of \( \psi_{Q_n}(x_1, \ldots, x_N) \) on \( x \) is separable while its dependence on \( x_j \) is not. In what follows, we investigate the possible alternatives, with special attention to the limit of infinite space.

**V. LIMIT OF SEQUENCES OF POSITIVE DEFINITE ATOMIC PROBABILITY MEASURES**

In both cases, that of the total and of the single-particle momentum, we are given a sequence of cubes \( \Lambda = [-L/2, L/2]^d \) whose side length \( L \) tends to infinity, the associated dual lattices \( \Lambda^* = (2\pi/L)\mathbb{Z}^d \), and for each \( L \) an even probability measure \( \varphi_L \) on \( \Lambda^* \):

\[
\varphi_L(k) = \varphi_L(-k) \geq 0, \quad \sum_{k \in \Lambda^*} \varphi_L(k) = 1. \tag{78}
\]

Thus, the Fourier transform

\[
f_L(x) = \sum_{k \in \Lambda^*} \varphi_L(k) e^{-ik \cdot x} \tag{79}
\]

is a real even continuous positive definite \( \Lambda \)-periodic function on \( \mathbb{R}^d \), \( f_L(0) = 1 \). Moreover, we know that \( f_L(x) \geq 0 \). This implies that

\[
\varphi_L(k) = L^{-d} \int_{\Lambda} f_L(x) e^{ik \cdot x} \, dx \tag{80}
\]

is positive definite on \( \Lambda^* \). In the present applications \( \varphi_L(k) \) is either \( n_k \) or \( \rho_k \) and, accordingly, \( f_L(x) \) is either \( \rho^{-1}(0|_{\text{c.m.}} | x) \) or \( \rho^{-1}(0|_{\text{c.m.}} | x) \).

For \( \kappa \geq 0 \) let

\[
\Gamma_L(k) = \sum_{k \in \Lambda^*, \|k\| \leq \kappa} \varphi_L(k) \tag{81}
\]

and

\[
\Gamma(k) = \limsup_{L \to \infty} \Gamma_L(k). \tag{82}
\]

The corresponding quantity for the total and single-particle momenta are \( \Gamma_{\text{c.m.}} \) and \( \Gamma^1 \), respectively.

**Proposition V.1.** \( \Gamma(k) \) is monotone increasing.

*Proof.** Let \( \kappa < \kappa' \), and let \( L_i \) be a subsequence such that

\[
\lim_{i \to \infty} \Gamma_{L_i}(k) = \Gamma(k).
\]

Because \( \Gamma_L \) is monotone increasing for any \( L \),

\[
\Gamma_L(k) \leq \Gamma_{L_i}(k')
\]

for each \( i \). By the Bolzano-Weierstrass theorem, there is a subsequence \( L_{ij} \) of \( L_i \), on which convergence takes place at \( \kappa' \), and necessarily

\[
\Gamma(k') = \limsup_{L \to \infty} \Gamma_L(k') \geq \lim_{j \to \infty} \Gamma_{L_{ij}}(k') \geq \Gamma(k). \quad \Box
\]

To discuss limits when \( L \) goes to infinity, it is useful to extend \( \varphi_L \) from \( \Lambda^* \) to \( (\mathbb{R}^d)^* \) by using Dirac deltas:

\[
\tilde{\varphi}_L = \sum_{q \in \Lambda^*} \varphi_L(q) \delta_q, \quad \tilde{\varphi}_L(k) = \sum_{q \in \Lambda^*} \varphi_L(q) \delta(k - q). \tag{83}
\]

Then

\[
f_L(x) = \int \tilde{\varphi}_L(k) e^{-ik \cdot x} \, dk \tag{84}
\]

and, if \( \kappa \) is not an integer multiple of \( 2\pi/L \) then

\[
\Gamma_L(k) = \int_{\|k\| \leq \kappa} \tilde{\varphi}_L(k) \, dk. \tag{85}
\]

If \( \tilde{\varphi}_L \) converges to \( \tilde{\varphi} \) in distribution sense then \( \Gamma_L \) is convergent and

\[
\Gamma(k) = \int_{\|k\| \leq \kappa} \tilde{\varphi}(k) \, dk. \tag{86}
\]

This holds because the characteristic function of the cube \( \{\|k\| \leq \kappa\} \) can be approximated by functions of rapid decrease. However, \( \tilde{\varphi} \) may not be a probability measure, because

\[
\Gamma_{\infty} \equiv \lim_{\kappa \to \infty} \Gamma(k) = \int \tilde{\varphi}(k) \, dk \tag{87}
\]

may be less than 1. We can remedy this by a one-point compactification of \( (\mathbb{R}^d)^* \),

\[
(\mathbb{R}^d)^* = (\mathbb{R}^d)^* \cup \{\infty\}, \tag{88}
\]

and defining

\[
\Gamma_{\infty} = 1 - \Gamma_{\infty}. \tag{89}
\]

Let

\[
G_\lambda(x) = (\pi \lambda^2)^{-d/2} e^{-x^2/\lambda^2}. \tag{90}
\]

When \( \lambda \) goes to zero, \( G_\lambda \) tends to \( \delta_0 \) in distribution sense.

**Proposition V.2.** If \( \tilde{\varphi}_L \) tends to \( \tilde{\varphi} \) in distribution sense then

\[
\hat{f}(x) := \lim_{\lambda \to 0} \lim_{L \to \infty} (f_L * G_\lambda)(x) = \int dk \tilde{\varphi}(k) e^{-ik \cdot x}, \tag{91}
\]

implying the existence of the limit, and

\[
\Gamma_{\infty} = \hat{f}(0). \tag{92}
\]
Proof.

\[
(f_L * G_\lambda)(x) = \int dk \tilde{\varphi}_L(k) e^{-ikx} \int dy e^{iky} G_\lambda(y) = \int dk \tilde{\varphi}_L(k) e^{-ikx} e^{-\lambda^2 k^2/4}. \tag{93}
\]

Because in the integrand \(\tilde{\varphi}_L(k)\) is multiplied with a function of rapid decrease, one has

\[
\lim_{L \to \infty} (f_L * G_\lambda)(x) = \int dk \tilde{\varphi}(k) e^{-ikx} e^{-\lambda^2 k^2/4}. \tag{94}
\]

Setting \(\lambda = 0\) and \(x = 0\), comparison with Eq. (87) yields the result. \(\Box\)

We define

\[
f(x) = \lim_{L \to \infty} f_L(x) \tag{95}
\]

provided that the limit exists. If this is the case, the question naturally arises whether \(f = \tilde{f}\). If \(\Gamma_\infty > 0\), the answer is not, because

\[
f(0) - \tilde{f}(0) = 1 - \Gamma_{\infty} = \Gamma_\infty. \tag{96}
\]

However,

\[
f(x) = \tilde{f}(x) \quad \text{if} \quad x \neq 0 \tag{97}
\]

may hold true. Actually, this can easily be seen in one dimension, because for \(x \neq 0\), \(\cos kx\) can be piecewise approximated by functions of rapid decrease. In the examples given below we shall assume Eq. (97) also for \(d > 1\). This implies that

\[
\Gamma_{\infty} = \lim_{x \to 0} f(x), \tag{98}
\]

so that if \(\Gamma_{\infty} < 1\) then \(f(x)\) is discontinuous at zero with a jump \(\Gamma_\infty\).

\(\Gamma_{\infty}\) and \(\Gamma_\infty\) can be interpreted as the probabilities that in the limit of infinite space \(k\) is finite or infinite, respectively. Here is a quick result about the positivity of \(\Gamma_\infty\).

Proposition V.3. Suppose that there is a sequence \(\kappa_L\) such that \(\lim_{L \to \infty} \kappa_L = \infty\) and

\[
\limsup_{L \to \infty} \Gamma_{L}(\kappa_L) < 1.
\]

Then \(\Gamma_\infty > 0\).

Proof. For any \(\kappa < \infty\), \(\Gamma_L(\kappa) \leq \Gamma_{L}(\kappa_L)\) if \(L\) is large enough, and thus

\[
\Gamma(\kappa) \leq \limsup_{L \to \infty} \Gamma_{L}(\kappa_L).
\]

Because the right member is independent of \(\kappa\), we can take the limit \(\kappa \to \infty\) and obtain \(\Gamma_{\infty} < 1\). \(\Box\)

Corollary. In one dimension, applying the proposition to \(\limsup_{L \to \infty} \Gamma_{L}(\kappa_L)\) with \(\kappa_L = \rho \sqrt{pL}/a_L\) where \(a_L \to \infty\), \(a_L = o(\sqrt{L})\), from Eq. (34) we obtain that for all \(\beta\) and \(\rho\), \(\Gamma_{\infty}^m = 1\); in two dimensions, from Eq. (35) with large enough \(J\) it follows that \(\Gamma^m_{\infty} > 0\). Later we shall associate these findings with the absence of phase transitions in 1D and the absence of fluid-solid phase transition in 2D.

Examples. (i) Let \(\mathbf{b}_1, \ldots, \mathbf{b}_d\) be linearly independent vectors and

\[
L^* = \{2\pi n_1 \mathbf{b}_1 + \cdots + 2\pi n_d \mathbf{b}_d | n_1, \ldots, n_d \in \mathbb{Z}\}. \tag{99}
\]

Suppose that the extension of \(\nu_k\) to \((\mathbb{R}^d)^*\) tends in distribution sense to an atomic probability measure concentrated on \(L^*\):

\[
\tilde{\nu}_L = \sum_{k \in \Lambda^*} \nu_k \delta_k \to \tilde{\nu} = \sum_{q \in L^*} \tilde{\nu}_q \delta_q. \tag{100}
\]

Then the infinite space limit of the autocorrelation function of the center of mass,

\[
f^c_{-m}(x) = \lim_{L \to \infty} \rho^{-1}_m(0|\rho_{c.m.}|x) = \sum_{q \in L^*} \tilde{\nu}_q e^{-iqx} \tag{101}
\]

is a continuous nonnegative \(L\)-periodic function where

\[
L = \{n_1 \mathbf{a}_1 + \cdots + n_d \mathbf{a}_d | n_1, \ldots, n_d \in \mathbb{Z}\}, \quad \mathbf{a}_i \cdot \mathbf{b}_j = \delta_{ij},
\]

and

\[
\Gamma_{\infty}^m = \sum_{q \in L^*} \tilde{\nu}_q = \lim_{x \to 0} f^c_{-m}(x) = 1. \tag{102}
\]

We think this to be typical for crystals; see also the result of the paper [5] for the ground state in 1D and the forthcoming discussion in Section VII.

(ii) Suppose that the extension of \(\nu_k\) to \((\mathbb{R}^d)^*\),

\[
\tilde{\nu}_L = \sum_{k \in \Lambda^*} \nu_k \delta_k \tag{103}
\]

tends to a normalized regular distribution \(\tilde{\nu}\); thus, \(\int \tilde{\nu}(k) \, dk = 1\). Then

\[
f^1(x) = \lim_{L \to \infty} \rho^{-1}(0|x) = \int \tilde{n}(k) e^{-ikx} \, dk, \tag{104}
\]

a continuous nonnegative function decaying at infinity, and

\[
\Gamma_{\infty}^1 = \int \tilde{n}(k) \, dk = \lim_{x \to 0} f^1(x) = 1. \tag{105}
\]

This is typical for the single-particle momentum distribution of bosons in the absence of Bose-Einstein condensation. If there is BEC, in the limit we have \(\tilde{n} = \tilde{n}_0 \delta_0 + \tilde{n}_c\) with \(\tilde{n}_0 > 0\) and \(\tilde{n}_c\) continuous, so that

\[
f^1(x) \to \tilde{n}_0 \quad \text{as} \quad x \to \infty.
\]

The non-decay of \(f^1\) is the sign of the off-diagonal long-range order [22]. Periodic order can be seen also on the
limit of $\tilde{\nu}_L$: if this contains a point measure at some $k \neq 0$, in infinite space there is periodic order parallel to $k$ [29, 30]. In all dimensions $\Gamma_{1,\infty} = 1$ always holds, otherwise the kinetic energy density would diverge in the thermodynamic limit [30].

(iii) Suppose that $\tilde{\nu}_L$ tends to an unnormalized regular distribution $\tilde{\nu}$; thus,

$$0 < \int \tilde{\nu}(k) \, dk < 1.$$  

Then for any $x \neq 0$,

$$f_{c.m.}(x) \leq \lim_{y \to 0} f_{c.m.}(y) = \Gamma_{c.m.} < 1,$$  

(cf. Eqs. (87) and (98), while $f_{c.m.}(0) = 1$. Thus, $f_{c.m.}$ is discontinuous at zero, and the value of its jump is $\Gamma_{c.m.}$. In Section VII we shall argue that the situation described in this point is characteristic to fluid phases. Outside the origin $f_{c.m.}$ is a continuous function which in ordinary fluids decays at infinity. A special case is

$$\tilde{\nu} = \tilde{\nu}_0 \delta_0 + \tilde{\nu}_c$$  

with $\tilde{\nu}_0 > 0$ and $\tilde{\nu}_c$ continuous, when

$$f_{c.m.}(x) = \int \tilde{\nu}(k) e^{-ixk} \, dk \to \tilde{\nu}_0 \quad \text{as} \quad x \to \infty. \quad (108)$$

We shall associate this case with superfluids.

We now prepare some further results about $\Gamma_{<\infty} = 1$ and $\Gamma_{1,\infty} = 1$. Combining Eqs. (80) and (81),

$$\Gamma_L \left( \frac{2\pi n}{L} \right) = L^{-d} \int_A f_L(x) \prod_{i=1}^d D_n \left( \frac{2\pi x_i}{L} \right) \, dx,$$  

where

$$D_n(x) = \sum_{i=-n}^n e^{ix} = \frac{\sin[(2n+1)x/2]}{\sin(x/2)} \quad (110)$$

is the Dirichlet kernel. A well-known fact is that

$$\int_{-\pi}^{\pi} |D_n(x)| \, dx = O(\log n). \quad (111)$$

We will also need the Fejér kernel,

$$F_n(x) = \frac{1}{n} \sum_{l=0}^{n-1} D_l(x) = \frac{\sin^2(nx/2)}{n \sin^2(x/2)} = \frac{1 - \cos(nx)}{n(1 - \cos x)}. \quad (112)$$

$F_n(x)$ is nonnegative and

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} F_n(x) \, dx = 1. \quad (113)$$

The graph of $F_n$ consists of a sequence of peaks separated by zeros at $2\pi l/n$, $l = \pm 1, \pm 2, \ldots$. The following inequality estimates the distribution of the weight under the central peak.

**Lemma V.1.** For any $n \geq 2$,

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} F_n(x) \, dx \geq \begin{cases} \frac{4}{\sqrt{12}} \quad & \text{if} \quad \sqrt{12} \leq \alpha \leq 2\pi \\
\frac{\alpha}{\pi} \left( 1 - \frac{\alpha^2}{36} \right) \quad & \text{if} \quad 0 < \alpha \leq \sqrt{12} \end{cases}.$$

(114)

**Proof.** The result is obtained by integrating the lower bound

$$F_n(x) \geq \max \left\{ n \left( 1 - \frac{n^2 x^2}{12} \right), 0 \right\}. \quad \square \quad (115)$$

Next, we estimate the number of peaks that carry a prescribed weight.

**Lemma V.2.** For any $\varepsilon > 0$ there exists an integer $l_0$ such that for any $n \geq 2l_0$,

$$\frac{1}{2\pi} \int_{-2\pi l_0/n}^{2\pi l_0/n} F_n(x) \, dx \geq 1 - \varepsilon. \quad (116)$$

**Proof.** Let $l$ be any integer in the interval $[1, n/2]$. Then

$$\frac{1}{2\pi} \int_{-2\pi l/n}^{2\pi (l+1)/n} F_n(x) \, dx \leq \frac{1}{n^2} \left[ 1 - \cos \frac{2\pi l}{n} \right] \leq \frac{1}{\pi} \frac{1}{[1 - \frac{n^2}{12}]^2}. \quad (117)$$

Here we used $1 - \cos x \geq x^2/2 - x^4/24$ and $l/n \leq 1/2$. Because $\sum_{l=1}^\infty l^{-2}$ is convergent, we can choose $l_0$ such that

$$\frac{1}{\pi} \sum_{l=l_0}^\infty l^{-2} \leq \varepsilon/2. \quad (118)$$

Thus, for any $n \geq 2l_0$,

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} F_n(x) \, dx \leq \varepsilon/2, \quad (119)$$

implying the result. \square

**Lemma V.3.** Let $\mathcal{F}$ be a sequence of real equicontinuous and uniformly bounded functions in a domain $D$ of $\mathbb{R}^d$. Define $f^+(x) = \lim sup_{f \in \mathcal{F}} f(x)$ and $f^-(x) = \lim inf_{f \in \mathcal{F}} f(x)$. Then $f^+$ and $f^-$ are continuous in $D$.

**Proof.** We give the proof for $f^+$. Fix an $\varepsilon > 0$ and an $x \in D$. Because of equicontinuity, there exists a $\delta > 0$ such that for any $f \in \mathcal{F}$, $|f(x) - f(y)| < \varepsilon$ if $|x - y| < \delta$. Let $y$ be such a point of $D$. Let $\{g_n\}$ and $\{h_n\}$ be two subsequences from $\mathcal{F}$ such that $g_n(x) \to f^+(x)$, $h_n(y) \to f^+(y)$ as $n \to \infty$. There exists some $N_0$ such that for any $n > N_0$,

$$|g_n(x) - f^+(x)| < \varepsilon, \quad |h_n(y) - f^+(y)| < \varepsilon,$$

$$g_n(y) < f^+(y) + \varepsilon, \quad h_n(x) < f^+(x) + \varepsilon,$$
the last two inequalities following from the definition of the limsup. On the other hand,
\[ |g_n(x) - g_n(y)| < \varepsilon, \quad |h_n(x) - h_n(y)| < \varepsilon. \]
Thus,
\[ |g_n(y) - f^+(x)| < 2\varepsilon, \quad |h_n(x) - f^+(y)| < 2\varepsilon. \]
We may suppose that \( f^+(x) \leq f^+(y) \). Then
\[ f^+(y) - 2\varepsilon < h_n(x) < f^+(x) + \varepsilon, \]
that is,
\[ 0 \leq f^+(y) - f^+(x) < 3\varepsilon. \]

We shall apply this lemma with \( \mathcal{F} = \{ f_L \} \). Now
\[ f^-(x) = \liminf_{L \to \infty} f_L(x), \quad f^+(x) = \limsup_{L \to \infty} f_L(x). \]
(120)
Because \( 0 \leq f_L(x) \leq f_L(0) = 1 \), we have
\[ 0 \leq f^-(x) \leq f^+(x) \leq f^+(0) = 1. \]
(121)

**Theorem V.1.** Suppose that the family of functions \( \{ f_L \} \) is equicontinuous in a neighborhood \( \mathcal{D} \) of the origin. Then \( f^\pm(x) \) is continuous in \( \mathcal{D} \), so \( \lim_{x \to 0} f^\pm(x) = 1 \). Moreover, \( \Gamma_{\infty} = 1 \), and for any sequence \( \kappa_L \) going to infinity, \( \Gamma_L(\kappa_L) \to 1 \).

**Remarks.** 1. Instead of the equicontinuity of the whole sequence \( f_L \), equicontinuity of some subsequence \( f_{L_i} \) would suffice. 2. By the Arzela-Ascoli theorem, the sequence \( \{ f_L \} \) has a [not necessarily unique] continuous limit function in \( \mathcal{D} \).

**Proof.** The continuity of \( f^\pm \) follows from Lemma 3. Equicontinuity implies that
\[ f^-(x) \leq \tilde{f}(x) \leq f^+(x) \]
where we can use limsup or liminf in the definition of \( \tilde{f} \). This, together with Eq. (92) yields \( \Gamma_{\infty} = 1 \). Below we give another proof for the saturation of \( \Gamma \), that we shall use for the proof of \( \Gamma_L(\kappa_L) \to 1 \).

Define
\[ \sigma_L \left( \frac{2\pi n}{L} \right) = n^{-d} \sum_{l_i=0}^{n-1} \sum_{|k_j| \leq \frac{2\pi l_j}{L}} \varphi_L(k), \]
then
\[ \Gamma_L \left( \frac{2\pi n}{L} \right) \geq \sigma_L \left( \frac{2\pi n}{L} \right). \]
(123)
Indeed, \( \Gamma_L(2\pi n/L) \) is obtained by summing \( \varphi_L(k) \) in the central cube of \( \Lambda^* \) of side length \( 2\pi n/L \), while for \( \sigma_L(2\pi n/L) \) we sum in centered rectangles inside this cube, and then average over the rectangles. Since all the terms are nonnegative and each rectangle contains only a part of those in the cube, the sums over the rectangles and, hence, also their average is smaller than the sum over the cube. Substituting \( \varphi_L(k) \) from Eq. (80) and summing inside the integral, after a change of variables we obtain
\[ \sigma_L \left( \frac{2\pi n}{L} \right) = (2\pi)^{-d} \int_{\|y\|<\pi} f_L \left( \frac{L}{2\pi} y \right) \prod_{i=1}^{d} F_n(y_i) \, dy \]
(124)
where \( \|y\| = \max_i |y_i| \). Due to equicontinuity and \( f_L(0) = 1 \), if \( \varepsilon > 0 \) is given then for any small enough \( \lambda \) and any \( x \) such that \( \|x\| \leq \lambda \), \( f_L(x) \geq 1 - \varepsilon \). Consider only \( L \) so large (or \( \lambda \) so small) that \( L/\lambda \geq 2 \). Let \( \eta = 2\pi \lambda/L \), then
\[ \sigma_L \left( \frac{2\pi n}{L} \right) \geq (1 - \varepsilon)^d. \]
(125)
Choose an integer \( l_0 \) such that the inequality (118) holds true, and let \( n = n(L, \varepsilon) = \lfloor l_0 L/\lambda \rfloor \geq 2 l_0 \). Then
\[ \sigma_L \left( \frac{2\pi n(L, \varepsilon)}{L} \right) \geq (1 - \varepsilon)^{d+1}. \]
Now
\[ \frac{2\pi n(L, \varepsilon)}{L} \leq \frac{2\pi l_0}{\lambda}, \]
therefore
\[ \Gamma \left( \frac{2\pi l_0}{\lambda} \right) \geq \lim_{L \to \infty} \sigma_L \left( \frac{2\pi l_0}{\lambda} \right) \geq (1 - \varepsilon)^{d+1}, \]
so that
\[ \lim_{\varepsilon \to 0} \Gamma \left( \frac{2\pi l_0}{\lambda} \right) = 1. \]
(126)
Because \( \Gamma \) is monotone increasing and bounded by 1 (or because \( l_0/\lambda \) tends to infinity as \( \varepsilon \) goes to zero), Eq. (126) is equivalent to \( \lim_{\varepsilon \to 0} \Gamma(\kappa) = 1 \). Finally, consider any sequence \( \kappa_L \) going to infinity and choose \( n = \lfloor L \kappa_L/2\pi \rfloor \). Then \( n > 2 l_0 \) for \( L \) large enough, and
\[ \lim_{L \to \infty} \Gamma_L(\kappa_L) \geq (1 - \varepsilon)^{d+1} \]
for any \( \varepsilon > 0 \); thus, the left member must be 1. \( \Box \)

In what follows, we discuss the relation between \( \Gamma_{\infty} = 1 \) and the properties of the sequence \( f_L \).

**Proposition V.4.** If \( \varphi_L(0) = o \left( L^{-d} \right) \), then \( \lim_{L \to \infty} f_L(x) = 0 \) almost everywhere, and \( \Gamma_{\infty} = 1 \).

**Proof.** (i)
\[ \varphi_L(0) = L^{-d} \int_{\Lambda} f_L(x) \, dx = o(L^{-d}) \]
implies that \( \int_{\Lambda} f_L(x) \, dx = o(1) \). Then \( \lim_{L \to \infty} f_L(x) \) must vanish apart from a set of zero Lebesgue measure [which is nonempty since \( f_L(0) = 1 \) for each \( L \)].
(ii) The number of lattice points in $\Lambda^*$ such that $\|k\| \leq \kappa$ is not larger than $(\kappa L/\pi)^d$. Because $\varphi_L(k) \leq \varphi_L(0)$, for any $\kappa < \infty$

$$
\Gamma_L(\kappa) \leq \varphi_L(0)(\kappa L/\pi)^d \to 0 \quad (L \to \infty)
$$

and, thus, $\Gamma_{<\infty} = 0$. □

**Theorem V.2.** Suppose that there exists some $\kappa_0 > 0$ such that $\Gamma(\kappa_0) = 0$. Then $\lim_{L \to \infty} f_L(x) = 0$ almost everywhere in $\mathbb{R}^d$.

**Proof.** By the monotonic increase of $\Gamma$, $\Gamma(\kappa) = 0$ for every $\kappa \leq \kappa_0$. Due to $\Gamma_L(\kappa) \geq \sigma_L(\kappa)$, c.f. Eq. (123),

$$
\limsup_{L \to \infty} \sigma_L(\kappa) = 0 \quad \text{if} \quad \kappa \leq \kappa_0.
$$

For notational simplicity assume that $\kappa L/2\pi$ is an integer. Because the integrand in Eq. (124) is nonnegative,

$$
\sigma_L(\kappa) \geq (2\pi)^{-d} \int_{\|y\| < 2\pi^2/\kappa L} f_L \left( \frac{L}{2\pi} y \right) \prod_{i=1}^d F_{\kappa L/2\pi}(y_i) \, dy.
$$

The boundary value $2\pi^2/\kappa L$ of the domain of integration corresponds to $\alpha = \pi$ in Eq. (114). It is easily seen that

$$
F_n(\pi/n) \geq 4n/\pi^2,
$$

and $F_n(x)$ increases monotonically when $|x|$ decreases from $\pi/n$ to zero, where its value is $n$. Thus, in the domain of integration $F_{\kappa L/2\pi}(y_i)$ varies within a factor 3. Applying Eq. (114) with $\alpha = \pi$, we obtain that

$$
(2\pi)^{-d} \int_{\|y\| < 2\pi^2/\kappa L} \prod_{i=1}^d F_{\kappa L/2\pi}(y_i) \, dy \geq \left( 1 - \frac{\pi^2}{36} \right)^d.
$$

(128)

In Eqs. (127) and (128) we substitute $y_i = (2\pi/L)x_i$ and arrive at

$$
\sigma_L(\kappa) \geq \left( 1 - \frac{\pi^2}{36} \right)^d \frac{\int_{\|x\| < \pi/\kappa} f_L(x) \prod_{i=1}^d \frac{2\pi x_i}{\kappa L} \, dx}{\int_{\|x\| < \pi/\kappa} \prod_{i=1}^d \frac{2\pi x_i}{\kappa L} \, dx}.
$$

(129)

Fixing $\kappa \leq \kappa_0$ and letting $L$ go to infinity, $\sigma_L(\kappa)$ goes to zero, so $f_L(x)$ must go to zero for almost every $x$ in the cube $\{\|x\| < \pi/\kappa\}$. Since this holds true for arbitrarily small $\kappa$, the result follows. □

Note that the condition of the above theorem is fulfilled if $\Gamma_{\infty} = 1$. Therefore, we have the following.

**Corollary.** In one dimension $f^{c.m.}(0) = 1$ and $f^{c.m.}(x) = 0$ for almost all (probably for all) $x \neq 0$.

Next, we prove a partial converse of Theorem V.2.

**Theorem V.3.** Suppose that $\lim_{L \to \infty} (\log L)^d f_L(x) = 0$ for almost every $x \in \mathbb{R}^d$. Then $\Gamma_{\infty} = 1$.

**Proof.** From Eq. (109), for $n = \kappa L/2\pi$,

$$
\Gamma_L(\kappa) \leq L^{-d} \int \left| f_L(x) \prod_{i=1}^d D_{\kappa L/2\pi} \left( \frac{2\pi x_i}{L} \right) \right| \, dx.
$$

(130)

By a variable transformation, Eq. (111) is equivalent to

$$
L^{-1} \int_{-L/2}^{L/2} \left| D_{\kappa L/2\pi} \left( \frac{2\pi x}{L} \right) \right| \, dx = O(\log \kappa L),
$$

(131)

so there is some constant $C$ such that

$$
\Gamma_L(\kappa) \leq C(\log \kappa L)^d \frac{\int_L f_L(x) \prod_{i=1}^d \left| D_{\frac{2\pi x_i}{L}} \left( \frac{2\pi x_i}{L} \right) \right| \, dx}{\int_L \prod_{i=1}^d \left| D_{\frac{2\pi x_i}{L}} \left( \frac{2\pi x_i}{L} \right) \right| \, dx}.
$$

(132)

If $L$ goes to infinity, the right member goes to zero, so $\lim_{L \to \infty} \Gamma_L(\kappa) = 0$ for every $\kappa$, which was the claim. □

**VI. FREE ENERGY DENSITY**

Because the upper bound in Eq. (13) is subexponential in $N$, the free energy density can be obtained from $Z_{irred}$, c.f. Eq. (11). This we can rewrite as

$$
Z_{irred} = e^{-\beta E_{0,0}} \sum_{q \in \Lambda_{irred}^*} e^{-\beta \epsilon_q} \Omega_N^\beta(q),
$$

(133)

where

$$
\epsilon_q = E_{q,0} - E_{0,0}
$$

(134)

and

$$
\Omega_N^\beta(q) = \sum_{n=0}^\infty e^{-\beta (E_{q,n} - E_{0,n})}.
$$

(135)

Actually, it suffices to keep the $q = 0$ term of $Z_{irred}$. Let $q_{max}$ be the maximizer of $X_N^\beta(q) = -\beta \epsilon_q + \ln \Omega_N^\beta(q)$. Because $\Lambda_{irred}^*$ contains $N^d$ terms,

$$
e^{-\beta X_N^\beta(q_{max})} < e^{-\beta E_{0,0}} Z_{irred} < N^d e^{-\beta X_N^\beta(q_{max})}.
$$

(136)

The free energy density $f = -\beta^{-1} \lim_{L \to \infty} L^{-d} \ln Z$ will be given by

$$
f = e_0 - \beta^{-1} \lim_{L \to \infty} L^{-d} X_N^\beta(q_{max})
$$

(137)

where $e_0 = \lim L^{-d} E_{0,0}$. From

$$
\nu_q = Z^{-1} e^{-\beta E_{0,0} + X_N^\beta(q)}
$$

(138)

and Eq. (39) it follows that $q_{max} = 0$ in the case of Boltzmann or Bose statistics [27]. We conclude that

$$
f = e_0 - \beta^{-1} \lim_{L \to \infty} L^{-d} \ln \Omega_N^\beta(0).
$$

(139)

The free energy density is the Legendre transform of the microcanonical entropy density or, equivalently,

$$
f = e_0 + \rho \min_{s \geq 0} \left\{ e(s) - \beta^{-1} s \right\},
$$

(140)

where $e(s)$ is the excitation energy (energy measured from $E_{0,0}$) per particle at a (dimensionless) entropy per particle $s$ in the thermodynamic limit.
Proposition VI.1.

\[ e(s) = e(0, s), \]  

(141)

where \( e(0, s) \) is the limit of the excitation energy per particle in the ensemble restricted to zero total momentum.

Proof. We write

\[ \Omega_N^S(q) = \int_0^\infty e^{-\beta E} d\left[ e^{S_L^N(E)} \right] = \int_0^\infty e^{-\beta E} e^{S_L^N(S)+S} dS. \]  

(142)

Here \( e^{S_L^N(E)} = 1 + \max \{ n : E \geq E_{q,0} - E_{q,n} \} \), the microcanonical partition function in an ensemble where \( q \) is also fixed. The entropy \( S_L^N(E) \) increases with \( E \), and its inverse \( E_L^N(S) \) increases with \( S \). Because the sum (135) converges for all \( q > 0 \), \( E_L^N(S) \) must increase faster than linearly. Actually, if for a fixed \( q \), \( S/N \to s \) as \( N \to \infty \), then \( E_L^N(S)/N \to \epsilon(q, s) \) which is a convex increasing function of \( s \) [31]. Therefore, the maximum of \( -\beta \epsilon(q, s) + s \) is attained and

\[ \Omega_N^S(q) = e_N^{\max_s \geq 0 (-\beta \epsilon(q, s) + s) + o(N)}. \]  

(143)

Combining Eqs. (137)-(140) with Eq. (143) yields Eq. (141). \( \Box \)

The above result implies that the canonical ensemble is equivalent to the microcanonical ensemble restricted to \( Q = 0 \). Equation (140) indicates the well-known fact that at positive temperatures the relevant excited states are among those with \( E_{Q,0} - E_{Q,0} \) of order \( N \). From this one can conclude that superfluidity and its breakdown cannot be explained by Landau’s criterion. Let

\[ \epsilon_Q = E_{Q,0} - E_{0,0}, \]  

(144)

the lower edge of the excitation spectrum considered on the whole \( \Lambda^* \). Landau formulated his criterion in terms of the spectrum of elementary excitations that one can identify with \( \epsilon_Q \) [32, 33]. Then, the criterion says that if

\[ \inf \epsilon_Q/|Q| = h\nu_0 > 0, \]  

(145)

the superfluid flow is persistent at flow velocities \( v < \nu_0 \). At \( T = 0 \) the criterion can be stated directly for the infinite space limit of \( \epsilon_Q \); at \( T > 0 \) the subsequent argument is more clear with a postponed limit. Our knowledge about \( \epsilon_Q \) is fragmentary. In bulk liquid helium it was measured at 1.1 K by inelastic neutron scattering up to about 4\( \text{Å}^{-1} \); this segment starts linearly, passes over a maximum and exhibits the famous roton minimum [34, 35]. To this we can add the theoretical information [5] that \( \epsilon_Q - \epsilon_Q^{\text{free}} \) is a periodic function of \( Q \) with period \( \Lambda^{\text{irred}} \), and

\[ \epsilon_N^k = \epsilon_N^{\text{free}} = \frac{\hbar^2 N|k|^2}{2m} \quad \text{for any } k \in \Lambda^*; \]  

(146)

‘free’ refers to the non-interacting system. Based on the experimental curve and also on the result for the Lieb-Liniger model [32] it seems most probable that between two neighboring zeros \( \epsilon_Q - \epsilon_Q^{\text{free}} \) is bounded by a concave function. Since the period length is \( 2\pi N/L \), the linear start and concavity imply that \( \epsilon_Q - \epsilon_Q^{\text{free}} = O(N/L) \). Thus, \( \epsilon_Q \) could be of order \( N \) and play any role at \( T > 0 \) only if \( \epsilon_Q^{\text{free}} \) is of order \( N \). From Eq. (146) and the monotonic increase of \( \epsilon_Q^{\text{free}} \) it is seen that this holds only for \( |Q| \) of order \( N \). However, in Section II we have found that for all \( T > 0 \) and in all dimensions \( Q/N \) tends to zero with full probability as \( N \) goes to infinity. Hence, for the relevant \( Q \) values \( \epsilon_Q = o(N) \), showing that Eq. (145) cannot explain the phenomenon at positive temperatures.

The finite-volume form (145) of the criterion fails in any case: from Eq. (146), for any nonzero \( k \in \Lambda^* \)

\[ \frac{\epsilon_N^k}{N|k|^2} = \frac{h^2|k|^2}{2m}. \]  

(147)

Choosing e.g. one of the \( d \) vectors \( k \) such that \( |k| = 2\pi/L \), one can see that for any velocity \( v > 0 \), \( \epsilon_Q/|Q| < hv \) for \( Q \) in some neighborhood of \( Nk \) provided that \( L \) is large enough. This tells us that in finite volumes the ground state could be stable only in a hypothetical frictionless flow, and would be changed in a however slow dissipative flow, unless for some reason the dissipation goes to zero at small wave lengths, cf. the discussion in Ref. [5].

For the stability of the infinite volume limit of the ground state against excitations that can be created by a flow, another form of the criterion is relevant: if \( \epsilon(Q) = \lim_{L \to \infty} \epsilon_Q \), then

\[ \inf \epsilon(Q)/|Q| = h\nu_0 > 0. \]  

(148)

From what we know and supposed about \( \epsilon_Q \), it follows that for \( d \geq 2 \), \( \epsilon(Q) \) is asymptotically increasing and concave along the coordinate axes. Its slope may tend to zero or to a positive value. In the second case Eq. (148) holds true. In the following section we shall derive a critical velocity \( v_{\text{cr}}(T) \) for superfluids in infinite volume, at positive temperatures. Then \( v_{\text{cr}}(0) \) will provide another definition for the critical velocity in the ground state.

VII. TOTAL MOMENTUM AND THERMODYNAMIC PHASES

The examples given in Section V were meant to represent the distribution of the total momentum in different types of thermodynamic phases. Our point was that \( \bar{v} \) and

\[ f^{c-m}(x) = \lim_{L \to \infty} \rho_{c-m}(0)|\rho_{c-m}| \]  

are qualitatively different in fluid, solid, and superfluid phases. Below we formulate some detailed conjectures in this regard. The first two conjectures complete the theorems of Section II. Those results are valid both for bosons and fermions, with or without interaction. In noninteracting systems something stronger can be expected.

Conjecture VII.1. In two dimensional noninteracting systems for any \( \beta \) and \( \rho \) the asymptotic distribution of \( P/\sqrt{N} \) is normal.
In 3D systems of bosons we have to count with BEC. In the noninteracting case the fluctuations of $N_0$ in the regime of condensation are of order $N^{2/3}$ [36]. Therefore, the following conjecture is slightly more challenging.

**Conjecture VII.2.** In 3D, for noninteracting bosons, at all temperatures and densities the asymptotic distribution of $P/\sqrt{N} - \langle N_0 \rangle$ is normal.

The verification or falsification of these two conjectures is within the reach of the existing mathematical methods. The intuition behind them is that in the absence of interactions only an uncorrelated random motion of particles is possible and this must lead to a central limit theorem.

In what follows we focus on the interacting case. All the conjectures below refer to quantum systems with strongly tempered interactions. Strong tempered is a condition on the decay rate of the interaction, necessary in order that the potential energy can be made periodic and that we can use periodic boundary conditions [31, 37].

**Conjecture VII.3.** In interacting systems above one dimension, at any temperature and density $\Gamma_{c,m} < \infty > 0$. That is, in the infinite system the total momentum is finite with a nonvanishing probability in all the thermodynamic phases.

The existence of collective excitations that carry a finite momentum provides a strong experimental evidence supporting this conjecture. Such collective modes exist in all the thermodynamic phases; think about the density waves in gases and liquids, the lattice vibrations in crystals. Strictly speaking, these excitations do not manifest themselves in thermal equilibrium. To see them, the equilibrium – specifically, the evenness [$\pm$ symmetry] of the momentum distribution – must be broken, which is done by the experiment. 'Collective' means that a macroscopic number of particles contributes to the formation of each of these modes; thus, their wave vector is proportional to the total momentum which, therefore, must be finite with a positive probability. One dimension is an exception. Because in 1D the probability that the total momentum is finite tends to zero as the size of the system increases [$\Gamma_{c,m} = 0$], we arrive at the following conclusion.

**Proposition VII.1.** In one dimensional quantum systems with strongly tempered interactions, at any positive temperature the density waves disappear in the thermodynamic limit.

The restriction to $T > 0$ is crucial. The ground state can be periodically ordered [5], and there certainly exist low-lying excited states which correspond to its periodic modulations, i.e., to density waves. The absence of density waves at $T > 0$ is the synonym of the absence of structural phase transitions.

In the subsequent discussion of thermodynamic phases the use of states in infinite volume will be helpful. These are positive normalized linear functionals over the algebra of quasi-local observables. Here we introduce them through a strict minimum of complication. We suppose that all the limits below exist. Let

\[
Z_{\leq \kappa}^L = \sum_{|Q| \leq \kappa} \sum_{n=0}^{\infty} e^{-\beta E_{Q,n}}, \quad Z_{> \kappa}^L = \sum_{|Q| > \kappa} \sum_{n=0}^{\infty} e^{-\beta E_{Q,n}},
\]

\[
S^L = Z^{-1} e^{-\beta H},
\]

\[
S_{\leq \kappa}^L = \left[Z_{\leq \kappa}^L\right]^{-1} \sum_{|Q| \leq \kappa} \sum_{n=0}^{\infty} e^{-\beta E_{Q,n}} \Pi_{Q,n},
\]

\[
S_{> \kappa}^L = \left[Z_{> \kappa}^L\right]^{-1} \sum_{|Q| > \kappa} \sum_{n=0}^{\infty} e^{-\beta E_{Q,n}} \Pi_{Q,n}.
\]

Then $Z = Z_{\leq \kappa}^L + Z_{> \kappa}^L$ and

\[
S^L = \frac{Z_{\leq \kappa}^L}{Z_{\leq \kappa}^L + Z_{> \kappa}^L} S_{\leq \kappa}^L + \frac{Z_{> \kappa}^L}{Z_{\leq \kappa}^L + Z_{> \kappa}^L} S_{> \kappa}^L,
\]

which tends to

\[
S = \Gamma^{c.m.} + \left[1 - \Gamma^{c.m.}\right] S_{> \kappa},
\]

where

\[
S_{\leq \kappa} = \lim_{L \to \infty} S_{\leq \kappa}^L, \quad S_{> \kappa} = \lim_{L \to \infty} S_{> \kappa}^L.
\]

These limits are taken on local observables. The decomposition can be done for any $\kappa$. Sending $\kappa$ to infinity, with

\[
S_{\leq \kappa} = \lim_{\kappa \to \infty} S_{\leq \kappa}, \quad S_{\infty} = \lim_{\kappa \to \infty} S_{> \kappa}
\]

we have

\[
S = \Gamma^{c.m.} S_{\leq \kappa} + \Gamma^{c.m.} S_{\infty}.
\]

The first term can further be decomposed. It reads

\[
\Gamma^{c.m.} S_{\leq \kappa} = \int \tilde{\nu}(k) \sigma(k) \, dk,
\]

where

\[
\sigma(k) = \lim_{q \to 0} \lim_{L \to \infty} \frac{\sum_{|Q-k| \leq q} \sum_{n=0}^{\infty} e^{-\beta E_{Q,n}} \Pi_{Q,n}}{\sum_{|Q-k| \leq q} \sum_{n=0}^{\infty} e^{-\beta E_{Q,n}}}.
\]

The final form of $S$ is

\[
S = \int \tilde{\nu}(k) \sigma(k) \, dk + \Gamma^{c.m.} S_{\infty}.
\]

In Eq. (157) the first term is composed of finite momentum states and represents the collective modes; the second term is composed of infinite momentum states and represents the few-particle excitations. Few-particle motion is a coordinated motion of a small group of particles which evolves independently from the rest of the system. Rotons are thought to belong to this category [38]. In 3D at high energies, in 2D at all energies such nearly separated small groups occur with a positive
density in a non-vanishing fraction of eigenstates. The sum of the group momenta will typically be of the order of $\sqrt{N}$. There exist also excited states whose total momentum is finite and is the sum of a finite number of single- or few-particle momenta. However, at $T > 0$ the statistical weight of these states becomes negligible with the increasing system size.

**Conjecture VII.4.: Gases and liquids.** Above one dimension, in the fluid phases both probabilities, that of having a finite or an infinite total momentum in infinite space, are nonzero, i.e., $0 < \Gamma_{\infty} > 0$. Density waves have a finite total momentum whose probability distribution is continuous. The infinite total momentum is the resultant of random single or few-particle motions which in finite volumes create a total momentum of the order of $\sqrt{N}$. Thus, in Eq. (157), $\nu$ is continuous and $\Gamma_{\infty} > 0$.

The difference between gas and liquid is only quantitative. When cooling the system, it is possible to go around the critical point by continuously varying the density. When cooling at a constant [global] density, there will be a phase transition with phase separation: the liquid phase has a higher density and a higher probability of a finite total momentum than the coexisting gas phase.

**Conjecture VII.5.: Solids.** In an infinite solid phase the random few-particle motion vanishes almost surely, implying that the total momentum is finite with probability 1. In a crystal the probability distribution of the total momentum in infinite space is concentrated on a lattice, cf. Eq. (100). So $\Gamma_{\infty} = 0$, $\nu = \sum_{k \in L^*} \nu_k \delta_k$, $\int \nu(k) \, dk = 1$, and

$$S = \sum_{k \in L^*} \nu_k \sigma(k).$$

In view of what we found in 2D, this conjecture excludes the solid phases in 2D at any positive temperature. Indeed, by Theorem II.2 and Proposition V.3 we know that $\Gamma_{\infty} > 0$. This, together with Conjectures VII.3 and 4 predicts that 2D systems exist only in fluid [gas, liquid or superfluid] phases. This conclusion is in accordance with the preservation of translation invariance in 2D particle systems in continuous space [39–42]. In addition, there is the interesting consequence that if the hexatic phase were to exist classically, quantum fluctuations would destroy it: Orientational long-range or even quasi-long-range order is incompatible with an isotropic random few-particle motion which implies exponentially decaying correlations.

**Conjecture VII.6.: Superfluids.** A superfluid is a fluid in which the asymptotic probability that $Q = 0$ is nonvanishing. That is, $\lim_{L \to \infty} \Gamma_{\infty} = 0 > 0$.

Hence, the superfluid transition is the analog of BEC if $\lim_{L \to \infty} \nu_0 > 0$ or it is analogous to the generalized BEC in Girardeau’s sense [43], if $\lim_{L \to \infty} \nu_0 = 0$ but $\nu_0 > 0$. Accordingly, a positive $\nu_0$ should appear in 2D systems of bosons [heavier films, trapped Bose gases] and in 3D liquid $^4$He when the temperature decreases below the transition temperature $T_s$. Note that $\nu_0 > 0$ also in crystals $[\{\nu_k\}_{k \in L^*}$ is positive definite, therefore $\nu_0 \geq \nu_k$]: the specificity of superfluids compared to crystals is that outside $k = 0$ the asymptotic distribution $\nu$ is continuous and $\Gamma_{\infty} > 0$. This implies that $f^{\infty}(x)$ has a jump at $0$ and tends to the constant $\nu_0 > 0$ as $x \to \infty$, without exhibiting any long-range order. So we have

$$\nu_0 + \int \nu_c(k) \, dk + \Gamma_{\infty} = 1,$$  \hspace{1cm} (159)

all the three terms are positive, and $\nu_c$ is a continuous measure, cf. Eq. (107). The two-fluid state is

$$S = \nu_0 \, S_s + \left[1 - \nu_0\right] \, S_n,$$  \hspace{1cm} (160)

the super and normal fluid states are

$$S_s = \sigma(0)$$

and

$$S_n = \left[1 - \nu_0\right]^{-1} \left[\int \nu_c(k) \sigma(k) \, dk + \Gamma_{\infty} \, S_s\right]$$  \hspace{1cm} (161)

Thus, the super and normal fluid components are not parts of the system but its alternative states that compose the infinite volume Gibbs state by a convex combination. If Conjecture VII.2 is right, $\nu_0 = 0$ in the noninteracting Bose gas which is, therefore, not a superfluid.

This image of a superfluid is radically different in many respect from what the well-established theory offers to us. One point is particularly important: in Eq. (160) the superfluid state has the same temperature and the same energy and entropy density [cf. Proposition VI.1] as the normal fluid state, and not zero temperature and zero entropy density, as Landau suggested it [6]. In the discussion of the dissipative flow below we shall return to this question.

The above equations describe the superfluid at rest. Now we consider the superfluid in motion. The fluid is in a flow of velocity $v$ with respect to its container $\Lambda$ if the average momentum of each particle in the reference frame of $\Lambda$ is $mv$. Because $(p) \equiv Z^{-1} \text{Tr} \, \rho \, e^{-\beta H} = 0$, under such a flow the momentum operator of the jth particle becomes $p_j = p_j + mv$: indeed, $(p) = mv$. Choose $v$ so that $mv/h \in \Lambda^*$. Since $\Lambda^*$ fills densely the whole space when $L \to \infty$, this is not an important restriction. Introduce

$$H^\nu = \frac{1}{2m} \sum_{j=1}^{N} (p_j^\nu)^2 + U_\Lambda,$$

and the average $\langle \cdot \rangle_v = \text{Tr} \, e^{-\beta H^\nu} / \text{Tr} \, e^{-\beta H^\nu}$. Then

$$\langle p_j^\nu \rangle_v = \langle p_j^\nu \rangle_v = 0,$$

showing that $H^\nu$ and $p^\nu$ are, respectively, the energy and the total momentum operators in the comoving frame [the reference frame that moves with velocity $v$ with respect to $\Lambda$] [44]. $H^\nu$ has the same eigenstates as $H$. Because $mv/h \in \Lambda^*$, the eigenvalues of $H^\nu$ are also unchanged [so $\text{Tr} \, e^{-\beta H^\nu} = Z$], only their
and unchanged super and normal fluid fractions. In general, \( \tilde{\nu} \) remains unchanged because it depends only on the energies.

The situation described above corresponds to a hypothetic frictionless flow. In a realistic flow the velocity dependence of the density matrix is not Galilean invariant. Below we show how dissipation leads to a critical velocity; this argument can replace Landau’s criterion. Imagine that a constant flow velocity \( \mathbf{v} \) is maintained e.g. by moving the capillary with velocity \(-\mathbf{v}\), and \( \epsilon = |\mathbf{v}| \) is smaller than the critical velocity \( v_{\text{cr}}(T) \) that we are going to determine. Now \( \mathbf{v} \) will be the velocity only in the superfluid state, \( \mathbf{v}_s = \mathbf{v} \). In the normal fluid state friction on the walls and viscosity reduce the mean drift velocity to \( \mathbf{v}_n \), \(|\mathbf{v}_n| < |\mathbf{v}| \). The accompanying loss of kinetic energy is converted into heat which partly is dissipated into the environment, partly raises the temperature in both the super and the normal fluid states. In effect, the temperature of the superfluid component cannot be lower than that of the normal component, otherwise the superfluid would immediately disappear! This point is important because it contradicts Landau’s intuition [6], therefore we spell it out. Suppose that in the superfluid state the temperature is \( T_s \) in the normal fluid state it is \( T' \), and \( T < T' < T_n \). Then in finite volumes the density matrix (150) becomes

\[
S^L = \frac{Z^L_{\leq n}(T)}{Z^L_{\leq n}(T) + Z^L_{> n}(T')} S^L_{\leq n}(T) + \frac{Z^L_{> n}(T')}{{\overline{Z}}^L_{> n}(T')} S^L_{> n}(T').
\] (173)

The superfluid/normal fluid ratio is the double limit of

\[
\frac{Z^L_{\leq n}(T)}{Z^L_{> n}(T')} = \frac{Z^L_{\leq n}(T)}{Z^L_{> n}(T')} S^L_{\leq n}(T').
\] (174)

Applying \( \lim_{n \to 0} \lim_{L \to \infty} \) to this equation, the first fraction on the right remains positive because \( T < T_s \). However, the second fraction is exponentially small in \( N \) and thus, goes to zero as \( L \) goes to infinity. [In finite volumes the ratio of two partition functions of the same system taken at different temperatures is exponential in \( N \).]

The velocity of the normal fluid is time dependent, \( \mathbf{v}_n = \mathbf{v}_n(t) \). Supposing that \( \mathbf{v}_n(0) = \mathbf{v} \), we can write it in the form

\[
\mathbf{v}_n = \alpha(t)\mathbf{v}, \quad \alpha(0) = 1.
\] (175)

As long as \( \mathbf{v}_n \neq 0 \), friction is in action, therefore \( \mathbf{v}_n \) decreases and the heat production continues. Let \( T_t \) denote the temperature of the system at time \( t \), \( T_0 = T \). Then

\[
\frac{d}{2} k_B T_t - \frac{d}{2} k_B T = \eta \frac{m v^2}{2} [1 - \alpha(t)^2],
\] (176)

where \( \eta \leq 1 \) is the efficiency, i.e., the fraction of the heat that raises the temperature. Now \( \eta \) may also depend on \( t \), but we suppose that it does not tend to zero, and neglect this dependence. In this case \( \alpha(t) \to 0 \) as \( t \to \infty \). At time \( t \) the state of the system is

\[
S^\nu_{\text{noneq}}(T_t) = \tilde{\nu}_0(T_t) S^\nu_s(T_t) + [1 - \tilde{\nu}_0(T_t)] S^\nu_n(T_t),
\] (177)
The temperature $T_v$ increases in time; if $v$ was small enough then $\lim_{t \to \infty} T_v = T_s < T_s$, and $S^\nu_{\text{noneq}}(T_s)$ converges to a non-Gibbsian steady state whose normal component is at rest in $\Lambda$ while the superfluid flows with velocity $v$:

$$S^\nu_{\text{noneq}}(T_s) = \tilde{v}_0(T_s) S_0(T_s) + [1 - \tilde{v}_0(T_s)] S_n(T_s). \quad (178)$$

From Eq. (176)

$$T_v = T + \frac{\eta m v^2}{k_B d}. \quad (179)$$

As $v$ increases, $T_s$ tends to $T_s$, $\tilde{v}_0(T_s)$ goes to zero, and thermal equilibrium is restored: the system will be in the state $S_n(T_s)$, at rest with respect to $\Lambda$. The critical velocity is obtained from the equation $T_{\text{cr}} = T_s$ which yields

$$v_{\text{cr}}(T) = \sqrt{(k_B d/\eta m)(T_s - T)}. \quad (180)$$

A possible definition of the ground state in infinite volume is $\lim_{T \to 0} S(T)$. A critical velocity for this state is provided by $v_{\text{cr}}(0) = \sqrt{(k_B d/\eta m) T_s}$. This is meaningful at $T \ll T_s$, but not exactly at $T = 0$, because at $T = 0$ there is no normal fluid which could produce heat by dissipation.

The mechanism by which friction affects the moving normal fluid but not the superfluid can be understood qualitatively. In the moving system friction acts as a spatially random perturbation. Such a perturbation cannot excite collective modes, it can influence only small separated groups of particles and excite them to a higher energy. These groups then relax and emit incoherent radiation which partly leaves the system, partly is reabsorbed and heats thereby. Now $S^\nu$ must be an infinitely entangled state, with no separable small groups of particles in it. Separated small groups of particles can be found in a macroscopic number only in the eigenstates $\psi_{\mathbf{Q} \sim Nmv/\hbar n} = e^{-iNmv/\hbar} \mathbf{\Phi}_{\mathbf{Q} n}$ with $|\mathbf{Q}| \sim \sqrt{N}$, which give rise to the $S^\nu_{\mathbf{Q} n}$ component of $S^\nu_n$.

As $T$ goes to zero, relaxation to the non-Gibbsian steady state (178) slows down. The reason is that $v_n(t)$ can decrease only when the system is in the state $S^\nu_{\mathbf{Q} n}(T_s)$, and the probability of this event, $\Gamma^\nu_{\mathbf{Q} n}(T_s) \leq 1 - \tilde{v}_0(T_s)$, tends to zero at any fixed $t$ with $T = T_0$ going to zero. A tentative guess for $d\alpha/dt$ is

$$\frac{d\alpha}{dt} = -\frac{f(\Gamma^\nu_{\mathbf{Q} n}(T_s))}{t + \tau} \quad (181)$$

where $\tau \geq 0$ and $f$ is some increasing function such that $f(0) = 0$ and $f(1) < \infty$.

Our definition of the superfluid fraction $\tilde{v}_0$ is in obvious analogy with the condensate fraction $\tilde{n}_0$. The connection between superfluidity and BEC is a subtle question. In two dimensions there is no BEC [17–19] but superfluidity does exist [20, 21]. On the other hand, even though only an increased peak height and not a sharp peak could be measured at $k = 0$ in the single-particle momentum distribution [24], there is today a consensus based on analytic arguments, experiment and numerics [22–26] that in bulk liquid helium the superfluid transition and BEC occur simultaneously. However, the condensate ratio saturates at less than 10% while the whole liquid becomes superfluid as the temperature goes to zero. So one cannot simply identify the superfluid with the Bose-condensate: apart from the numerical mismatch, they are conceptually different, the condensate being a part of the system while the superfluid is, according to us, a state of it. In three dimensions BEC could act as a catalyst that triggers the superfluid transition, but it may well be the other way around. We prefer to consider the emergence of the $\mathbf{Q} = 0$ subspace as the primary event that causes the superfluid transition both in 2D and in 3D and, additionally, BEC in three dimensions. Among many other signs, this also shows that the mechanism of BEC for interacting bosons must be quite different from the saturation effect which is at the origin of the condensation in the three dimensional noninteracting Bose gas.

**VIII. SUMMARY**

In this paper we studied the probability distribution of the total momentum of quantum fluids at positive temperatures. Sections II–VI contain mathematical results about this quantity in finite volumes and in the limit of infinite space. The motivation behind this work is our conviction that the distribution of the total momentum is significantly different in different thermodynamic phases, and therefore can be used to characterize fluids, solids and superfluids. This conviction is expressed in the examples given in Section V and through the conjectures formulated in Section VII. The main assumption is that in interacting quantum systems above one dimension the total momentum remains finite with a nonvanishing probability in the thermodynamic limit; for a justification we referred to the existence of collective excitations. One may then envisage that with some probability the infinite system can be in a state of zero total momentum. This is precisely what we think to happen during crystallization and in the superfluid phase transition. The difference between the two cases is that in crystals the total momentum is finite and is distributed on a lattice while in a superfluid it can be infinite and otherwise its distribution is continuous outside the origin. A measurement can project the system into any component of the thermal equilibrium state which has a nonvanishing probability, such as the superfluid component or a state with a distribution over nonzero finite momenta representing phonons in normal fluids or in crystals. We suggested the use of the density matrix reduced to the center of mass for the definition of a macroscopic wave function, and commented on the effect of dissipation. The relation between BEC and the superfluid transition remains to be clarified. The major unsolved problem is, however, to prove the phase transitions.
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