In this letter, we propose a method of dark count correction in quantum state tomography of entangled photon pairs. The framework is based on a linear model of dark counts, which is imposed on the measurement formalism. The method is tested on empirical data derived from an experiment on polarization-entangled photons. We demonstrate that the numerical approach to dark count correction guarantees more reliable state reconstruction compared with standard estimation. Most importantly, however, the conceptually simple theoretical approach proves to be more efficient at entanglement quantification than experimental techniques.
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I. INTRODUCTION

The recent development of quantum-based technologies has made crucial the ability to characterize and validate quantum components. It can be done on various levels, including quantum state tomography (QST) [1], quantum process tomography [2, 3], and detector tomography [4, 5]. For years, much attention has been paid to QST, which aims at experimentally determining a mathematical representation of a quantum state. Therefore, QST answers fundamental questions about the quantum world by providing all accessible information about a system. Such a procedure can be applied to characterize different physical systems. In the present work, we focus on reconstructing the polarization state of light [6, 7].

Photons can be considered a versatile quantum resource since information can be encoded by exploiting various degrees of freedom such as spectral, spatial, temporal, and polarization. In addition, there are multiple protocols that take advantage of non-classical correlations that a pair of photons may feature [8, 9]. Quantum entanglement [10], which is a prominent form of such correlations, has been applied to cryptography [11], dense coding [12], or teleportation [13]. In recent years, many practical implementations of quantum key distribution (QKD) protocols with polarization-entangled photon pairs have been proposed [14–17].

Before practical applications, a source of entangled photon pairs needs to be thoroughly investigated to evaluate the quality of entanglement. One way to achieve this involves QST, which provides the density matrix that represents the quantum state of a photon pair [18]. Having the density matrix, one can compute an entanglement monotone, such as the concurrence [19, 20], to quantify the entanglement of the system. The approach based on complete state reconstruction can be an alternative to performing a CHSH-type Bell inequality test, cf. [21].

The main advantage of entanglement quantification via QST involves the ability to compute different characteristics of the state and conduct additional analysis.

In practical realizations of QST, noise and errors are inevitable and should be properly addressed. Numerical simulations can be helpful to assess the impact of selected types of errors on QST [22]. In experiments based on photon counting, one encounters, for example, the shot noise, dark counts, or uncertainty associated with detectors. In this work, we consider polarization measurements affected by dark counts.

In Sec. II we introduce a framework for state estimation and entanglement quantification of photon pairs. The standard estimation technique is enhanced by a linear model that enables dark count correction. In Sec. III, we present the results obtained for polarization-entangled photon pairs. The findings confirm empirically that a theoretical method for dark count reduction can be more efficient at entanglement quantification than an experimental-based approach.
\[ \mathcal{P}_1 = |H\rangle \langle H|, \quad \mathcal{P}_2 = |V\rangle \langle V|, \quad \mathcal{P}_3 = |A\rangle \langle A|, \]
\[ \mathcal{P}_4 = |D\rangle \langle D|, \quad \mathcal{P}_5 = |L\rangle \langle L|, \quad \mathcal{P}_6 = |R\rangle \langle R|, \quad (1) \]
where we assume that \{\{H\}, \{V\}\} form a standard basis in the two-dimensional Hilbert space. Qubit tomography with the six projectors Eq. (1) guarantees that the effects of statistical error are minimized [23].

To reconstruct a quantum state of a two-qubit state, we implement product operators: \( M_k := \mathcal{P}_i \otimes \mathcal{P}_j \) where, for simplicity, we use one index \( k \equiv (i, j) \). Consequently, we obtain a set of 36 two-qubit measurement operators \( \{M_k\} \). This measurement scheme can be considered over-complete, but it is often applied in realistic situations. More kinds of measurement allow for a more reliable state estimation.

The set of measured photon counts \( \{m_k\} \) comes from an experiment demonstrating that polarization-entangled photon pairs can be produced via the process of spontaneous parametric down-conversion (SPDC) by a photonic device called a Bragg reflection waveguide (BRW) [24]. Implemented in gallium arsenide, this miniature chip-scale instrument can directly produce polarization-entangled photon pairs without additional path difference compensation, spectral filtering, or post-selection. Different measurements were performed on the photon pairs emerging from the source to demonstrate non-classical correlations in their polarization states. For example, the overcomplete set of 36 polarization measurements was implemented to reconstruct the density matrix and quantify entanglement [24]. In the present paper, we reuse the photon counts collected in that experiment to test numerical frameworks of state estimation.

The expected photon counts \( e_k \) are modeled mathematically based on the knowledge we have about the measurements and other experimental factors. The simplest way to express the expected result of measurement is to follow the Born rule:

\[ e_k = \mathcal{N} \text{Tr} (M_k \rho), \quad (2) \]

where \( \mathcal{N} \) denotes the total number of photon pairs emitted per measurement, and \( \rho \) represents the unknown two-qubit state. Normally, we cannot precisely compute \( \mathcal{N} \). However, we assume that each measurement is conducted with the same total number of photons. For example, in the experiment from Ref. [24], each measurement had a duration of 2 minutes, which, combined with the constant power of the source, implies an equal number of photon pairs per measurement. Therefore, we treat \( \mathcal{N} \) as an additional parameter that needs to be estimated in the framework. As for the density matrix, \( \rho \), we have no \textit{a priori} information about its properties. Thus, we follow the most general representation of a two-qubit density matrix:

\[ \rho = \frac{W^\dagger W}{\text{Tr} (W^\dagger W)}, \quad (3) \]

where \( W \) denotes a left-triangular matrix:

\[ W = \begin{pmatrix} w_1 & 0 & 0 & 0 \\ w_5 + iw_6 & w_2 & 0 & 0 \\ w_{11} + iw_{12} & w_7 + iw_8 & w_3 & 0 \\ w_{15} + iw_{16} & w_{13} + iw_{14} & w_9 + iw_{10} & w_4 \end{pmatrix}. \quad (4) \]

This parametrization, known as the Cholesky decomposition, guarantees that any density matrix computed from a tomographic framework is physical, i.e., it is Hermitian, positive semi-definite, of trace one, cf. [6, 7].

The approach based on Eq. (2) requires the ability to estimate the values of 16 real parameters: \( \mathcal{W} = \{w_1, w_2, \ldots, w_{16}\} \) that completely characterize an unknown state \( \rho \) as well as one additional parameter denoting the number of photon pairs in a beam, i.e., \( \mathcal{N} \). However, Eq. (2), which is a standard formula for quantum measurement, does not involve any clue about possible unintended counts. Therefore, if we attempt to conform the measured counts (affected by dark counts) to the theoretical model that assumes noiseless measurements, we risk obtaining an inadequate density matrix. This implies that we need to reformulate Eq. (2) to make it suitable for realistic state estimation.

We assume that the photonic signal that arrives at the detection systems consists of \( \mathcal{N} \) photon pairs, but some of them are not the intended signal and can be described by the maximally mixed state. Thus the state that undergoes measurement can be given as:

\[ \tilde{\rho} = (1 - a) \rho + a \rho_{\text{mix}}, \quad (5) \]

where \( \rho_{\text{mix}} = 1/4 I_4 \) and \( 0 \leq a \leq 1 \), which can be called the dark count rate. Also, we allow for a background noise, which is constant and independent of the source. Therefore, we include a second parameter that accounts for the average rate of registered counts without any incident light. Then, the expected photon count can be modeled as:

\[ \bar{e}_k = \mathcal{N}(1 - a) \text{Tr} (M_k \rho) + a \mathcal{N} \text{Tr} (M_k \rho_{\text{mix}}) + b = \mathcal{N}(1 - a) \text{Tr} (M_k \rho) + a \frac{\mathcal{N}}{4} + b, \quad (6) \]

where \( b > 0 \) describes the false detection events. The formula for the expected photon counts Eq. (6) comprises a linear model of dark counts. By following Eq. (6), one has to determine two additional parameters, \( a \) and \( b \), as compared to Eq. (2). However, we have at our disposal an overcomplete set of measured photon counts. It means that we can expect to be able to successfully implement the framework with extra parameters.

The set of \( \mathcal{W} \) as well as any other parameters can be determined by minimizing selected estimators. We implement and compare the performance of three estimators: maximum likelihood (MLE) [25], \( \chi^2 \) [26, 27], and least squares (LS) [29], see Tab. 1.

Solving the quantum state estimation problem relies on minimizing the formula for the respected estimator over all possible parameters. Each estimator from Tab. 1 can
be fed with either the standard expected counts Eq. (2) or the formula that involves the linear dark count model Eq. (6). For better differentiation, in the latter case, the corresponding estimators can be denoted by \( \tilde{\rho} \) and \( \tilde{\chi}^2 \).

The tomographic scheme is implemented in Wolfram Mathematica, where we use Numerical Nonlinear Global Optimization algorithms for finding constrained global minima of the estimators. To be more specific, we utilize the NMinimize Function with a stochastic function minimizer, which is called Differential Evolution. In each run, the algorithm performs 1600 iterations to find the global minimum. Additionally, to evaluate the uncertainty related to the numerical fitting, we perform the algorithm in 40 independent trials since each time the method may converge to a different solution. Consequently, we obtain 40 resulting density matrices, for which we can compute different measures. The procedure is repeated for every estimator and for each model of expected photon counts Eq. (2) and (6).

### B. Performance analysis

We implement four figures of merit to evaluate the performance of the framework and compare the findings of the present analysis with the original results published in Ref. [24].

Most of all, we use the concurrence the quantify entanglement of the reconstructed state \( \rho \). To do so, we first compute the spin-flipped state, denoted by \( \varrho \), which is defined as:

\[
\varrho := (\sigma_y \otimes \sigma_y) \rho^* (\sigma_y \otimes \sigma_y),
\]

where \( \rho^* \) represents the complex conjugate of \( \rho \) and \( \sigma_y \), by convention, denotes one of the Pauli matrices. Next, we construct the \( R \)-matrix:

\[
R := \sqrt{\rho \varrho} \sqrt{\rho}.
\]

which leads to the definition of the concurrence, \( C(\rho) \), which can be given by means of the eigenvalues of the \( R \)-matrix:

\[
C(\rho) := \max \{0, \alpha_1 - \alpha_2 - \alpha_3 - \alpha_4\},
\]

where \( \alpha_1, \alpha_2, \alpha_3, \alpha_4 \) are the eigenvalues of the \( R \)-matrix arranged in the decreasing order.

Next, we follow the standard definition of the purity to measure how much a state is mixed [30]. Furthermore, we employ the square root fidelity [31, 32]:

\[
F(\rho) := \text{Tr} \sqrt{\sqrt{\rho} \sigma \sqrt{\rho}},
\]

which allows us to compute the overlap between the estimated density matrix \( \rho \) and any given quantum state \( \sigma \). Particularly, we consider two specific situations. First, we analyze the fidelity with one of the celebrated Bell states:

\[
|\Phi^+\rangle = \frac{1}{\sqrt{2}} (|HV\rangle + |VH\rangle),
\]

which is the expected state produced by the source. Secondly, we compute the fidelity with the result presented in Ref. [24], which was obtained by applying the Kalman filter and is denoted by \( \rho_K \). The two fidelities are denoted by \( F_B(\rho) \) and \( F_K(\rho) \), respectively. In Tab. II, a brief summary of the figures of merit is presented.

| Figure             | Formula                                      |
|--------------------|----------------------------------------------|
| Concurrency        | \( C(\rho) = \max \{0, \alpha_1 - \alpha_2 - \alpha_3 - \alpha_4\} \) |
| Purity             | \( \gamma(\rho) = \text{Tr} \rho^2 \)        |
| Fidelity 1         | \( F_B(\rho) = \langle \Psi^+ | \rho | \Psi^+ \rangle \) |
| Fidelity 2         | \( F_K(\rho) = \text{Tr} \sqrt{\rho \rho_K \sqrt{\rho}} \) |

TABLE II: Figures of merit used to evaluate the performance of the framework.

Each figure of merit is averaged over the set of 40 density matrices obtained in a given setting. Then, the mean value with the sample standard deviation (SD) is considered as an indicator of the performance.

III. RESULTS AND ANALYSIS

The figures of merit are gathered in Tab. III. First, for comparison, we recall the results presented in Ref. [24].
Those outcomes were generated by applying the Kalman filtering, cf. [33]. Additionally, in Ref. [24], background count rates were collected by changing the electronic delay in the idler arm to facilitate the observation of random background events. This experimental approach allowed the authors to subtract the dark counts, which resulted in the concurrence 0.52. In this section, we can compare the efficiency of the experimental treatment of dark counts with the numerical model for noise correction.

\[ n(\theta) = N \text{Tr} (|V\rangle\langle V| \otimes |\theta\rangle\langle \theta| \rho) , \]

where \(|\theta\rangle = (\sin \theta \cos \theta)^T\) and \(0 \leq \theta < 2\pi\). In Fig. 2 we...
present the plots of \( n(\theta) \), where \( \rho \) was substituted with either \( \tilde{\rho} \) or \( |\Psi^+\rangle\langle\Psi^+| \). The plots display non-classical correlations of \( \tilde{\rho} \) but also facilitate the comparison between the estimated state and the target one.

First, we notice that the roots of both plots overlap, which is related to the fact that for \( |\Psi^+\rangle \), there is zero probability of finding both photons in the vertical polarization. This property has been well retrieved by the framework, which can also be seen in Fig. 1. However, the plots diverge as the function \( n(\theta) \) approaches its maximum value. For \( |\Psi^+\rangle \), \( n_{\max} = n(\pi/2) = 500 \), which stems from the probability amplitude in the state vector. However, for the estimated state \( \tilde{\rho} \), the probability of the event that one photon is found in the vertical polarization and the other in the horizontal is equal approx. 0.64. Consequently, we observe a higher number of coincidences in the plot Fig. 2. In spite of the inaccuracies, the analysis proves non-classical behavior of the state obtained via the framework.

IV. CONCLUSIONS AND OUTLOOK

In this paper, we have demonstrated that a numerical method of dark count correction can improve entanglement quantification compared with experimental-based techniques. The method employs a linear model of photon noise. The parameters that characterize the noise function are estimated along with the density matrix of the state in question. The framework was tested empirically with polarization-entangled photon pairs and proved to increase the concurrence of the estimated state by 11.2% in comparison to the experimental reduction of dark counts.

The findings of the paper imply that if we have an overcomplete set of measurements at our disposal, we can determine not only the density matrix of the system but also estimate additional parameters that characterize the physical situation. This demonstrates that an overcomplete scheme can be more advantageous than a minimal set of measurement operators.
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