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Abstract
A major shortcoming of current models of ideological prejudice is that although they can anticipate the direction of the association between participants’ ideology and their prejudice against a range of target groups, they cannot predict the size of this association. I developed and tested models that can make specific size predictions for this association. A quantitative model that used the perceived ideology of the target group as the primary predictor of the ideology-prejudice relationship was developed with a representative sample of Americans (N = 4,940) and tested against models using the perceived status of and choice to belong to the target group as predictors. In four studies (total N = 2,093), ideology-prejudice associations were estimated, and these observed estimates were compared with the models’ predictions. The model that was based only on perceived ideology was the most parsimonious with the smallest errors.

Keywords
prejudice, intergroup dynamics, ideology, stereotyped attitudes, open data, open materials, preregistered

Received 9/26/16; Revision accepted 1/19/17

Former President Clinton (2014) argued, “We only have one remaining bigotry. We don’t want to be around anybody who disagrees with us.” Putting aside whether prejudice based on dissimilar political attitudes is the only remaining bigotry (it certainly is not), it is clear that negative affect (i.e., prejudice) toward political outgroups has deleterious effects on how people treat others who have different attitudes (Brandt, Reyna, Chambers, Crawford, & Wetherell, 2014; Chambers, Schlenker, & Colisson, 2013; Gift & Gift, 2015; Iyengar & Westwood, 2015) and on the ability to reason accurately about political issues (Crawford, Kay, & Duke, 2015; Kahan, 2013). Such negative affect may even contribute to geographic sorting into politically homogeneous neighborhoods (Motyl, Iyer, Oishi, Travalter, & Nosek, 2014). All of these findings are based on directional predictions, for example, that conservatives will do more of X than liberals in Y condition and that liberals will do more of X than conservatives in Z condition. Directional predictions are one step in the development of theories and are often the stopping point in psychology (Meehl, 1978, 1997). This article pushes research on ideology and prejudice to the next step by reporting the development and testing of models that used the perceived characteristics of target groups to precisely predict the size of the association between participants’ political ideology and their prejudice against those groups.

In this research, I considered three perceived characteristics of target groups that are likely to be relevant to predicting both the size and the direction of participants’ ideology-prejudice association. The first was the perceived political ideology of the target group. People spontaneously stereotype groups on the basis of the groups’ political ideologies (Koch, Imhoff, Dotsch, Unkelbach, & Alves, 2016). Prior research has found that people are prejudiced toward groups they see as having political values and identities dissimilar to their own (e.g., Byrne, 1969; Chambers et al., 2013; Wynn, 2016); the greater the dissimilarity, the greater the prejudice. Conservatives tend to express prejudice toward groups perceived as liberal, and liberals tend to express prejudice toward groups perceived as conservative. This is because these groups hold values that are in opposition (Crawford, Brandt, Inbar, Chambers, & Motyl, 2017; Wetherell, Brandt, & Reyna, 2013). I also included a measure of perceived conventionality as an alternative, less direct measure of value dissimilarity on the political dimension.

People also spontaneously stereotype groups on the basis of the groups’ social status (Koch et al., 2016), so...
the second group characteristic I considered was social status. Conservatives tend to support values and policies that maintain inequality more than liberals do (Graham, Haidt, & Nosek, 2009; Sidanius & Pratto, 2001), and so, compared with liberals, conservatives should express greater tolerance and admiration of high-status, privileged groups and more prejudice toward low-status, disadvantaged groups (Duckitt, 2006).

Finally, the third group characteristic I considered was the degree to which membership in the group is perceived to be a choice. Low levels of perceived choice may be related to more expressed prejudice by conservatives compared with liberals because prejudice in such situations helps reinforce and maintain clear group boundaries (Haslam, Bastian, Bain, & Kashima, 2006), something that psychological models of political ideology suggest that conservatives value (Hodson & Dhont, 2015). This prediction is also consistent with recent findings showing that lower levels of cognitive ability (something that is also associated with conservative attitudes) predict prejudice toward groups perceived to have low levels of choice regarding membership (Brandt & Crawford, 2016).

The idea that these three perceived group characteristics might predict the direction of the association between participants’ ideology and their prejudice against target groups is not unique. The novelty of the research presented here is the idea that these group characteristics can be used also to predict the size of this association. In an early and incomplete test of this idea, perceived ideology of a target group was strongly correlated ($r = −.95$) with the size and direction of the association between participants’ ideology and prejudice against the group (Brandt et al., 2014; the data for this study came from Chambers et al., 2013). Liberals expressed more prejudice than conservatives toward groups perceived as strongly conservative, but this difference tapered off as the groups were seen as less clearly conservative and then flipped directions and strengthened as the groups were seen as increasingly liberal. This initial test was incomplete because it did not consider rival explanations, such as social status and perceived membership choice, and it did not test whether the model could accurately anticipate the size and direction of the ideology-prejudice association for specific target groups in new samples.

Although most psychologists do not focus their theoretical and empirical energy on predicting effect sizes, models that make size predictions have substantial practical and theoretical value (Meehl, 1978, 1997). On the practical side,

- Such models can predict, for example, whether the association between participants’ ideology and their prejudice against target groups will be stronger when the targets are Black or atheist, or whether this association will be stronger when the targets are Christian fundamentalists or rich people. Directional hypotheses do not make such distinctions.
- An accurate model that makes size predictions can be extended to new observations, beyond the original sample. Social groups are not static entities; some groups rise to prominence, whereas others fade away, depending on the cultural zeitgeist or the issues at stake. Researchers using a model that makes accurate size predictions can anticipate ideological prejudice against new groups that were not used to develop the model.
- Size predictions are useful for planning and evaluating studies (e.g., conducting power analyses and calculating Bayesian priors). For example, is a manipulation that reduces the association between participants’ ideology and their prejudice against Blacks by .10 a big manipulation? Such questions cannot be answered without a precise idea of what to expect.

On the theoretical side,

- Models that make size predictions facilitate falsifying predictions and learning from the data. This is because size predictions are risky predictions. They highlight when a hypothesis has failed to live up to expectations.
- Comparing rival models is easier when they make size predictions. Multiple models might make similar directional predictions—as do models that use target groups’ perceived ideology, status, and choice in membership to predict the association between participants’ ideology and prejudice against those groups. Similar predictions prevent rival models from “losing” the theoretical competition, but if rival models make size predictions, the model that consistently makes more accurate size predictions can be considered a better tool.

I aimed to test the ability of target groups’ perceived ideology, status, and choice in membership to predict the size and direction of the association (in new samples) between participants’ ideology and their prejudice against those target groups. This exposed the hypotheses about the role of perceived ideology, status, and choice discussed earlier to clear disconfirmation. I developed multiple models that used perceptions of group ideology, status, and choice to predict the size and direction of the ideology-prejudice association for a diverse array of target groups. The predictions were tested in a series of studies, including three preregistered studies that compared the models’ predictions with the observed outcomes. Although
many research programs stop after demonstrating that an effect exists (Meehl, 1978, 1997), the purpose of these studies was to test if I could use these group characteristics to make precise predictions. Figure 1 summarizes the model-building and -testing phases for this research.

Model Building

In the model-building phase, I used data from the 2012 Times Series Study of the American National Election Studies (ANES, 2015) to estimate the association between participants’ political ideology and their prejudice toward 24 different target groups ($N = 4,940$; mean age = 50.2 years, $SD = 16.6$; 2,464 men, 2,476 women). Participants’ ideology was measured on a scale from 1 (extremely liberal) to 7 (extremely conservative). Expressed prejudice was measured with feeling thermometers that ranged from 0 (cold/unfavorable) to 100 (warm/favorable); ratings were reverse-scored so that higher scores indicated more prejudice. Feeling thermometers are among the most widely used measures of prejudice in the psychology literature (Correll, Judd, Park, & Wittenbrink, 2010). They were particularly useful for my purposes because they (a) measure a definitional feature of prejudice (i.e., negative affect toward groups; Crandall, Eshleman, & O’Brien, 2002), (b) are applicable to a wide range of social targets, and (c) are widely used in multiple disciplines.

For a separate study (Brandt & Crawford, 2016), a different sample of American adults rated each target group on ideology, conventionalism, status, and choice in membership. Conventionalism was included as a less direct indicator of ideology. Each characteristic was measured on a scale from 0 to 100; for the current study, ratings for each characteristic were rescaled to range from 0 to 1 and centered on the scale’s midpoint. This eased the interpretation of the final models that were used to make predictions. Higher scores indicated that the target group was perceived as more conservative, more conventional, of higher status, and characterized by greater choice in membership (see Table S1 in the Supplemental Material available online for the means for each group).

I used these data to create multilevel models in which the target groups’ characteristics (perceived ideology, conventionalism, status, or choice in membership) were moderators of the relation between participants’ ideology and their prejudice toward the target groups in the 2012 ANES. The models adjusted for the following demographic covariates: age, gender ($-0.5 = \text{female}, 0.5 = \text{male}$), race-ethnicity (Contrast 1: $-0.75 = \text{White}, 0.25 = \text{Black, Hispanic},$ and other; Contrast 2: $0 = \text{White}, 0.33 = \text{Black and Hispanic}, -0.66 = \text{other};$ Contrast 3: $0 = \text{White and other, 0.5 = Black, -0.5 = Hispanic}$), education ($1 = \text{less than high school}; 5 = \text{graduate degree}$), and income ($1 = \text{under }$5,000, $28 = \text{$250,000 or more}$). All variables were recoded to range from 0 to 1, so that the coefficients represent the percentage change in prejudice as one goes from the lowest value to the highest value on the predictor variable. Age, education, and income were mean-centered. Gender and race-ethnicity contrast codes were also mean-centered to weight these contrasts at their average (Hayes, 2013). Scatterplots with linear and loess estimates of the relationship between ideology and prejudice for each target group are presented in Figure S1 in the Supplemental Material available online.

I built the predictive models using random-intercept, random-slope multilevel models estimated using the lme4 package in R (Bates, Maechler, Bolker, & Walker, 2015). Target groups were nested within participants. Prejudice was regressed on participants’ ideology, all covariates, and the three group characteristics.
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Table S3 in the Supplemental Material lists indicators of model fit (Akaike’s information criterion and Bayesian information criterion) for the seven models. These indicators all pointed to models including perceived ideology or conventionalism as the best and most parsimonious models. In the model-testing phase, I determined if that was the case.

Model Testing
In four studies, I tested the seven models’ predictive accuracy by comparing their predictions. The target groups were the original target groups (Study 1) or a mix of the original and new target groups (Studies 2–4). Separate samples rated the target groups on their perceived ideology, conventionalism, status, or choice. Studies 2 through 4 were preregistered. (Differences between the preregistration plans and the final methods are reported in the Supplemental Material.) In each study, the association between participants’ ideology and prejudice was estimated, and these observed values were compared with the predicted values from the models. The model with the lowest mean square error was considered the most accurate model. Thus, these studies went beyond looking to see if perceived ideology or status was associated with the size and the direction of the ideology-prejudice association in a given sample (something prior research has done): They tested whether it is possible to accurately anticipate both the size and the direction of this association in new samples.

Method
Study 1 used previously published data from the Mechanical Turk sample of U.S. adults in Brandt and Van Tongeren’s (2017) Study 1 (N = 253; mean age = 31.4 years, SD = 10.8; 165 men, 88 women, 2 participants with unreported gender). This study was focused on the association between religious fundamentalism and prejudice, but included a measure of political ideology. This item and the measures of prejudice toward 23 groups (all of the groups from the model-building phase with the exception of Christian fundamentalists) were used for the current study. Note that Mechanical Turk samples are not representative of the U.S. population and tend to skew toward political liberalism (Berinsky, Huber, & Lenz, characteristics were included as random slopes. Target group was also modeled as a random variable (Judd, Westfall, & Kenny, 2012). The specific combination of group characteristics that I included depended on the model. Perceived ideology and conventionalism were not included in the same models because they were highly correlated, r(22) = .85. The models were designed to test the independent and additive contributions of the three group characteristics in explaining the size and direction of the ideology-prejudice association. For example, the first model regressed prejudice on participant’s ideology, perceived group ideology, the interaction of these two predictors, and the covariates. In addition, I created a null model that predicted no ideology-prejudice association for each target group. The results of the full models are presented in Table S2 in the Supplemental Material, but only the estimates of the participant’s ideology slope and of the interactions (see Table 1) are necessary for predicting the size and direction of the ideology-prejudice association.

Table 1.

| Model | Mean square error | Model comparison from the meta-analysis |
|-------|-------------------|----------------------------------------|
| 1. Ideology only: $\hat{y} = 0.022 - 1.420(\text{ideology})$ | 0.015, 0.021, 0.035, 0.022 | More accurate than Models 3, 4, 5, 6, and 7 |
| 2. Ideology, status, and choice: $\hat{y} = 0.016 - 1.50(\text{ideology}) + 0.128(\text{status}) + 0.072(\text{choice})$ | 0.013, 0.021, 0.037, 0.023 | More accurate than Models 3, 4, 5, 6, and 7 |
| 3. Conventionalism only: $\hat{y} = 0.157 - 1.947(\text{conventionalism})$ | 0.040, 0.054, 0.039, 0.055 | More accurate than Models 5, 6, and 7 |
| 4. Conventionalism, status, and choice: $\hat{y} = 0.166 - 1.827(\text{conventionalism}) - 0.076(\text{status}) - 0.185(\text{choice})$ | 0.041, 0.047, 0.035, 0.049 | More accurate than Models 5, 6, and 7 |
| 5. Status only: $\hat{y} = 0.001 - 0.846(\text{status})$ | 0.090, 0.081, 0.095, 0.072 | Not more accurate than any models |
| 6. Choice only: $\hat{y} = 0.041 - 0.398(\text{choice})$ | 0.108, 0.093, 0.111, 0.074 | Not more accurate than any models |
| 7. Null: $\hat{y} = 0$ | 0.111, 0.095, 0.113, 0.076 | Not more accurate than any models |

Note: For each model, the table presents mean square errors in the four studies, with standard deviations in parentheses.
2012). However, studies using these samples often replicate findings from more nationally representative surveys, including surveys on politics (Clifford, Jewell, & Waggoner, 2015) and in the domain of belief systems and prejudice (Brandt & Van Tongeren, 2017).

For Study 2, I collected new data from a Mechanical Turk sample of U.S. adults (N = 319; mean age = 38.7 years, SD = 11.8; 180 men, 139 women). Study 3 used data from the 2016 ANES Pilot Study (ANES, 2016; N = 1,195; mean age = 48.1 years, SD = 17.0; 570 men, 625 women), which surveyed a representative sample of U.S. adults. In Study 4, I collected new data from a Mechanical Turk sample of U.S. adults (N = 348; mean age = 35.4 years, SD = 10.4; 193 men, 153 women). It was important that the estimates of the ideology-prejudice association in these studies were relatively stable, so that the models’ predictions would be comparable with stable observed values. (This goal is related to, but different from, achieving sufficient statistical power.) All the studies included more than 250 participants, a number considered sufficient for estimating reliable correlations in typical psychological scenarios (see the simulations in Schönbrodt & Perugini, 2013). Power ranged from 35% to 93% to detect a small effect (r = .10) and from 99.9% to more than 99.99% to detect a medium effect (r = .30); for all the samples, power to detect a large effect (r = .50) was greater than 99.999%.

In Studies 1, 2, and 4, participants’ ideology was measured on a scale from 1 (extremely conservative) to 7 (extremely liberal), and responses were reverse-coded. In Study 3, participants’ ideology was measured on a scale from 1 (strongly conservative) to 7 (strongly liberal). Prejudice was measured with feeling thermometers that asked participants to rate each group on a scale that ranged from 0 (cold/unfavorable) to 100 (warm/favorable); these ratings were reverse-scored so that higher scores indicated more prejudice. Studies 1 and 3 included all of the available target groups in these existing data sets. For Study 3, this meant there were 9 target groups, 3 of which were new. Study 2 included all the target groups of Study 1 plus additional groups that I felt were relevant and missing from the list, for a total of 35 target groups. Study 4 included the same 42 target groups that Koch et al. (2016, Study 5a) generated with a bottom-up approach. Including all these groups helped ensure that the results were not unintentionally biased by the particular target groups chosen in Studies 1 through 3.

The estimates of the association between ideology and prejudice were adjusted for the following demographic covariates: age, gender (−0.5 = female, 0.5 = male), race-ethnicity (Contrast 1: −0.75 = White, 0.25 = Black, Hispanic, and other; Contrast 2: 0 = White, 0.33 = Black and Hispanic, −0.66 = other; Contrast 3: 0 = White and other, 0.5 = Black, −0.5 = Hispanic), education (Studies 1, 2, and 4: 1 = some high school, no diploma, 8 = doctoral degree; Study 3: 1 = no high school, 6 = postgraduate studies), and income (Studies 1, 2, and 4: 1 = under $25,000, 5 = more than $250,000; Study 3: 1 = less than $10,000, 31 = $150,000). Recoding and mean centering were conducted as in the model-building phase.

Because Studies 2 and 3 included new target groups that were not included in the model-building phase or in Study 1, predictions in these studies were made using data on perceived group characteristics collected from an additional, separate Mechanical Turk sample (N = 432; mean age = 38.4 years, SD = 11.5; 214 men, 217 women, 1 participant with unreported gender). Participants were randomly assigned to complete one of the group-characteristic measures. The items were identical to those used by Brandt and Crawford (2016; see Table S4 in the Supplemental Material for the mean ratings).

Similarly, because Study 4 included new target groups that were not included in the model-building phase or Studies 1 through 3, predictions in this study were made using data on perceived group characteristics collected from an additional, separate Mechanical Turk sample (N = 422; mean age = 36.8 years, SD = 10.8; 235 men, 187 women). Participants were randomly assigned to complete one of the group-characteristic measures (see Table S5 in the Supplemental Material for the mean ratings).

**Results**

The ideology-prejudice association, adjusting for covariates, was estimated for each target group in each study and compared with the predicted estimates derived from the seven models in Table 1. Figure 2 shows how the observed estimates compared with the predicted estimates from the models in Study 4 (see Figs. S2–S4 in the Supplemental Material for results from Studies 1 through 3). The figure shows that there was significant heterogeneity in the association between ideology and prejudice from one target group to another. In general, it appears that the predictions of the ideology-only model were closest to the observations in both studies.

To test which model made fewer errors, I calculated the square error for each target group for each model. Table 1 shows the mean square error for each model for each study, and Figure 3 presents box plots for the square errors from all four studies.

The models including ideology or conventionalism had lower mean square errors than the status-only, choice-only, and null models in three of the four studies—Study 1: F(6, 154) = 3.33, p = .004; Study 2: F(6, 238) = 3.65, p = .002; Study 4: F(6, 287) = 3.11, p = .006. The mean square errors did not differ significantly across the models in Study 3, the study with only nine target groups, F(6, 56) = 1.74, p = .13.
Simple comparisons showed that in Studies 1, 2, and 4, the two ideology-based models made more accurate predictions than the status-only, choice-only, and null models, $p_{s}=.002-.02$. The conventionalism models were not reliably different from the ideology models ($p_{s}=.07-.43$) and also did not always reliably differ from the status-only ($p_{s}=.14-.38$), choice-only ($p_{s}=.04-.32$), and null ($p_{s}=.03-.26$) models. The status-only and choice-only models
Fig. 3. Box plots of the seven models’ squared prediction error in (a) Study 1 (23 target groups), (b) Study 2 (35 target groups), (c) Study 3 (9 target groups), and (d) Study 4 (42 target groups). For Studies 1, 2, and 4, results are shown separately for new and original target groups, but because of the small number of target groups in Study 3, results for new and original target groups are combined. In each plot, the right and left edges of the box indicate the 75th and 25th percentiles, respectively, and the black line near the middle of the box is the 50th percentile. The whiskers represent the lowest and highest data points within 1.5 times the interquartile range of the lowest quartile and the highest quartile, respectively. The circles represent outliers. The ranges of p values indicate the values obtained when the two ideology models and the two conventionalism models were compared individually with the status-only, choice-only, and null models.
did not differ from the null model ($ps = .53–.94$). The comparisons in Study 3, which had only nine target groups, were similarly patterned (Table 1), but the differences were never reliably significant (Fig. 3).3 (See Table S6 in the Supplemental Material for additional measures of fit in the four studies.)

To compare the models overall, I conducted a meta-analysis of their mean square errors across the four studies, using the metfor package in R (Viechtbauer, 2010; see Table S5 in the Supplemental Material).4 Because mean square error is a meaningful metric, the meta-analysis used these unstandardized values instead of standardized effect sizes (e.g., Cohen's $d$). The two ideology models made significantly more accurate predictions than every other model. Because the ideology-only model was the most parsimonious model with the smallest errors, this model appears to have the best fit.

**Discussion**

I tested whether I could use perceived group characteristics to predict the size and direction of the association between participants’ ideology and their prejudice against a variety of target groups. Results showed that the models using perceived ideology (and, to a lesser degree, conventionalism) can be used to make precise predictions about when people will exhibit prejudice. The predictive success of perceived ideology outstripped that of both perceived status and perceived choice in membership. These latter dimensions of group perception are often tied to expressions of prejudice (Fiske, Cuddy, & Glick, 2007; Haslam et al., 2006; Sidanius & Pratto, 2001), especially ideologically based prejudice (Duckitt, 2006; Suhay & Jayaratne, 2013). However, status and choice may make only a small contribution to prejudice when in direct competition with perceived political ideology, as they were in the current studies.

There are limitations to the approach taken in this research. First, the predictive models were developed using one measure of explicit prejudice. Although this measure is a common one (Correll et al., 2010), it is not known if the precise model predictions would extend to other measures and, especially, if they would extend to measures of implicit prejudice. For example, it might be the case that status is more important for predicting the association between ideology and implicit prejudice. Answers to these questions will help further refine the models. Also, although the models were predictive in the sense that they accurately predicted the observations in future studies, the ideology-prejudice association is cross-sectional. The purpose of this study was not to pin down a causal connection, but rather to maximize prediction (Yarkoni & Westfall, in press). Finally, this study focused on ideology, and the results suggest that dissimilarity along the ideological dimension is important for understanding ideological prejudice, but that does not mean that dissimilarity is limited to politics. The effect of dissimilarity on prejudice is pervasive (Byrne, 1969; Wynn, 2016).

One might point to the unrepresentative Mechanical Turk samples to discount the findings. Although these samples have shortcomings, the findings obtained with them closely adhered to the findings obtained using the 2016 ANES Pilot Study and to the predictions of the models developed from the 2012 ANES survey, both of which are based on nationally representative samples. Another possible critique is that if status and choice in membership did not have reliable effects in the model-building phase, it would not be possible for status-only and choice-only models to demonstrate predictive accuracy greater than that of the null model. However, the results of exploratory analyses using group characteristics to predict the ideology-prejudice association in Studies 1 through 4 were similar to the results in the model-building phase (see Tables S8-S11 in the Supplemental Material). That is, status and choice remained unreliable predictors.

This study of the ideology-prejudice association makes several contributions (see also the introduction). I highlight three here: First, consistent deviations from the model’s predictions can highlight cases that warrant more in-depth investigations and suggest target groups for which perceived ideology is not enough to make accurate predictions. In the current set of target groups, prejudice toward Muslims was consistently inaccurately predicted by all seven models. Thus, for this group, it appears that accurate predictions require going beyond value dissimilarity to include additional mechanisms, such as ideological differences in associating Muslims with terrorism threats (Sides & Gross, 2013). Second, the results of this study demonstrate that researchers and practitioners can make reasonable predictions about the size and direction of the ideology-prejudice association using only a simple linear model and a group’s perceived ideology. In contrast, much of the work in social psychology makes only directional predictions—and even so the results can be replicated less often than one might expect (Open Science Collaboration, 2015; see Gilbert, King, Pettigrew, & Wilson, 2016, for a countervailing view). Third, scholars who disagree with such a simple model or believe that other theoretical processes are at play have a clear benchmark to test their own models against. My cards are on the table. Clear predictions that can be falsified will help move research forward and will lead to increasingly refined models of ideologically based prejudice.
showed that the ideology models were significantly better than the null model and the status model ($p = .04$–.05) for new target groups, and the ideology-only model was better than the conventionalism-only model ($p = .05$) for new target groups. All other simple comparisons were nonsignificant, $p > .05$. Another Study 2 hypothesis predicted that estimating the ideology-prejudice association at the mean level of political interest in the 2012 ANES would improve predictions. This adjustment did not help the ideology-only model and made only a small improvement for the conventionalism-only model (see Confirmatory and exploratory analyses in the Supplemental Material).

4. The meta-analysis was not preregistered.
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