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Abstract

Advancing the state of Generative Adversarial Networks (GANs) research requires one to make careful and accurate comparisons with existing works. Yet, this is often difficult to achieve in practice when models are often implemented differently using varying frameworks, and evaluated using different procedures even when the same metric is used. To mitigate these issues, we introduce Mimicry, a lightweight PyTorch library that provides implementations of popular state-of-the-art GANs and evaluation metrics to closely reproduce reported scores in the literature. We provide comprehensive baseline performances of different GANs on seven widely-used datasets by training these GANs under the same conditions, and evaluating them across three popular GAN metrics using the same procedures. The library can be found at https://github.com/kwotsin/mimicry.

1. Introduction

Motivation. Extraordinary progress has been made in the field of generative modelling following the introduction of Generative Adversarial Networks (GANs) [11], a form of generative model known for its sample efficiency in generating high resolution data [31]. In particular, GANs are known for their creative applications in areas such as image synthesis [36, 17, 32, 18] image-to-image translation [42, 43, 23, 24], video-to-video synthesis [39, 38, 7], and even 3D view synthesis [29, 30, 40]. Apart from the unique insights into these problems, the success of such applications often relies on fundamental progress in GAN research, such as finding novel ways to improve GAN training stability. This naturally begs the question of how one measures progress in GAN research, especially when it is difficult to compare across GANs implemented using different frameworks, trained under different conditions, and evaluated using different methods even when the same quantitative metric is used. In this work, we aim to mitigate these issues by providing:

1. A lightweight and extensible library implementing common functions for training and evaluating GANs, so researchers can focus on GAN implementation and avoid re-implementing boilerplate code. We support popular GAN metrics such as Inception Score (IS) [35], Frchet Inception Distance (FID) [16], and Kernel Inception Distance (KID) [6].

2. Standardized implementations of popular GANs using a single code base and framework, with a focus on reproducing scores reported in the literature. This allows researchers to build on top of these GANs easily without running code from different code bases.

3. Baseline performances of popular GANs of the same model size, trained under the exact same conditions, and evaluated using the same method across multiple metrics and seven datasets commonly used in GAN research. We aim to allow for easy comparison of scores as transparently as possible.

2. Overview

2.1. Approach

Models. We provide standardized implementations of different GANs: Deep Convolutional GAN (DCGAN) [33], Wasserstein GAN with Gradient Penalty (WGAN-GP) [14], Spectral Normalization GAN (SNGAN) [27], Conditional GAN with Projection Discriminator (cGAN-PD) [28], Self-supervised GAN (SSGAN) [8], and InfoMax-GAN [25]. The first four GANs are standard GANs often implemented in practice as baselines for experiments, whereas the latter two are recent state-of-the-art unconditional GANs, of which we plan to include more in future. To verify the correctness of our implementations, we first re-implement these GANs to ensure they reproduce reported scores, before producing the baseline results for benchmarking.

Metrics. We provide three different metrics for comparisons: Inception Score (IS), Frchet Inception Distance (FID), and Kernel Inception Distance (KID). IS is known to correlate well with human assessment for the quality of
images [35], since high probabilities produced by an ImageNet [10] pre-trained Inception [37] network - a proxy for image realism - would result in a high value of IS. On the other hand, FID aims to measure the diversity of generated images by measuring the Wasserstein-2 distance between the Inception features, assuming their distributions take the form of a multivariate Gaussian. However, FID estimates are highly biased [6], since using a small sample size can severely underestimate the true FID value. This is problematic when one could obtain spurious improvements from simply using a larger sample size, making it difficult to compare against prior works. A large-scale study done in [21] further highlighted how reported FID scores are often mismatched this way. To mitigate this, we additionally assess GANs using KID, which measures the squared Maximum Mean Discrepancy (MMD) [12] between the Inception features using a polynomial kernel. KID is strongly correlated with FID but produces unbiased estimates [6], which makes it fairer for comparing different models.

Datasets. We experiment on seven different datasets commonly used in GAN research: CIFAR-10 [20], CIFAR-100 [20], STL-10 [9], CelebA [26] at two different resolutions, ImageNet [10], and LSUN-Bedroom [41].

2.2. Library Design

Object-oriented design. We implement all components in the training pipeline in an object-oriented manner. All models are subclasses of BaseModel, which has basic functions like saving and restoring of checkpoints. A BaseGenerator and BaseDiscriminator then inherit from BaseModel and implement a basic train_step function for one update step (which can be overridden). These base GAN classes have an abstract method forward that needs to be overridden by subclasses. For each GAN variant, it has a base class inheriting from BaseGenerator or BaseDiscriminator, implementing specific functions such as gradient-penalty loss computation. To implement a GAN variant for different datasets, one would inherit from this base class to implement only the layers and forwarding method. Doing so, we maximize code-reuse when implementing the same GAN for different datasets. A Trainer object then assembles various parts of the pipeline, such as the models and optimizers, to construct the training pipeline. A tutorial for usage can be found at https://mimicry.readthedocs.io/en/latest/guides/tutorial.html.

Training. We support the training of all seven datasets with variable sizes by loading them with a single function, using common preprocessing methods for training GANs. Furthermore, while it is common to measure training iterations in terms of the number of epochs, most GAN papers report scores according to the number of training steps taken by the generator instead. Thus, the backend of the Trainer object takes in the number of training iterations for the generator rather than specifying the number of epochs for a dataset.

Logging and visualizations. As the training pipeline consists of multiple objects with different outputs, we adopt a simple message passing API by defining a MetricLog object, which is initialized at the start of training and collects information progressively down the pipeline. The resulting object is then passed to a Logger object, which prints out training information to the shell output, as well as writing TensorBoard summaries for visualizing loss and probability curves of the model, which are useful for debugging GAN training. Furthermore, we produce TensorBoard visualizations for two types of images every certain number of steps: (1) random images for checking diversity, and (2) images generated from a fixed set of noise vectors for checking the quality of images generated progressively. In order to sync these logging functionalities, we follow TensorFlow’s [4] approach by adopting a global step variable that is shared amongst multiple objects.

Checkpointing experiments. A common challenge in running a large set of experiments is that it is easy to forget the exact settings for an experiment. While descriptive folder names could be a solution, they can get unnecessarily long when many hyperparameters are used. Thus, we allow the Trainer object to store a JSON file of key hyperparameters used for a given experiment, such as the batch size and learning rate of the optimizers. Moreover, under the common scenario where a researcher wants to resume training from a checkpoint last saved, the Trainer object would check against the previous set of hyperparameters used and raise an error if there are discrepancies found. We support automatic restoration of checkpoint from the latest training step, and check that both discriminator and generator are restored from the same global step. Finally, we support dynamic stopping of experiments when needed by checkpointing models upon a keyboard interrupt.

Evaluation. In order to ensure backward compatibility of the obtained scores, we adopt the original implementations of all metrics [1, 3, 2]. This is crucial since metrics like IS can be very sensitive to differences in model weights [5]. As these metrics involve the use of the same TensorFlow [4] Inception model pre-trained on ImageNet, we build a common interface shared by all metric computation methods. A PyTorch interface is then layered on top of these 3 metric computation methods in order for a user to compute scores without having to interact with the TensorFlow backend, yet
ensuring the produced scores are compatible with those in existing literature.

**Extensibility.** We rigorously test all implemented models and functions by building over 100 tests for this lightweight library, achieving a test coverage of more than 90%. For continuous integration, we adopt CircleCI and CodeCov to ensure the library functionalities are maintained even when it is extended in the future.

## 3. Experiments

### 3.1. Reproducibility

To assess the correctness of our implementations, we evaluate our trained GANs using FID due to its popular usage in different papers, and compute scores using 3 random seeds to produce the mean and standard deviation. For all models, we train them using the same backbone architectures, training conditions, and evaluation method, as was done in the respective papers. In Table 1, we show that all implementations can successfully reproduce the scores of the different papers. For WGAN-GP, our implementation performs better than the reported score, which uses the exact same ResNet backbone and training method as ours, and we find our FID can improve even further to 23.13 ± 0.13 when trained till 100K steps rather than 50K steps as was used in the reported results. Here, we emphasize that as FID produces highly biased estimates, it is important to reproduce the scores using the same number of samples to verify correctness.

### 3.2. Baselines

For all implementations, we adopt a Residual Network [15] backbone following [28, 27, 8, 14, 25] that has been shown to consistently work well in practice. Due to computational constraints, we provide only baseline results for SNGAN, cGAN-PD, SSGAN, and InfoMax-GAN, but with plans to expand our results in the future. For each dataset, we train all GANs using the same training configurations as detailed in Table 3, and evaluate them using the same method as detailed in Table 4. In Table 2 we provide the mean baseline scores of the GANs on different datasets and metrics, as computed across 3 random seeds. In general, we observe that the baseline performances reflect the expected relative performances of different GANs. As cGAN-PD is a conditional GAN with the benefit of having labeled information, it performs generally the best across all datasets. SSGAN and InfoMax-GAN builds upon SNGAN, but with different auxiliary tasks for improving GAN training, resulting in better performance over the SNGAN baseline. Finally, while SSGAN and InfoMax-GAN performs similarly for most datasets, we observe InfoMax-GAN is able to achieve significant improvements in datasets where SSGAN did not, such as in the high resolution CelebA dataset where SSGAN did not perform better than the SNGAN baseline, agreeing with the reported phenomenon in [8].

Through providing these scores and the exact method to obtain them transparently, we aim to reduce the need for researchers to cross-cite many different papers with varying implementations in order to compare scores. Furthermore, these baseline results are useful from a practitioner’s point of view: given a fixed computational budget, it is possible to decide which GAN can perform the best. While we have only included one set of hyperparameters per dataset, we aim to include more settings as future work. To aid reproducibility, we include a model zoo with pre-trained checkpoints to accompany these results.

### 4. Discussion

In this work, we have introduced Mimicry, a PyTorch library targeted at the reproducibility of GAN research through providing comprehensively evaluated baseline performances and standardized tools for researchers to build upon. We hope through producing clear and fair comparisons with past works, GAN research findings can be made more reproducible. As future work, we aim to cover a wider range of GANs and metrics [22, 34, 13], and expand to include other GAN tasks, such as 3D view synthesis. Finally, the library is released as open source software under the MIT License for use by researchers.

| Model      | FID     | Reported FID | n\textsubscript{real} | n\textsubscript{fake} |
|------------|---------|--------------|------------------------|-----------------------|
| DCGAN      | 28.95 ± 0.42 | 28.12\cite{21} | 10K                    | 10K                   |
| WGAN-GP    | 26.08 ± 0.12 | 29.3\cite{16} | 50K                    | 50K                   |
| SNGAN      | 23.90 ± 0.20 | 21.7 ± 0.21\cite{27} | 10K                    | 5K                    |
| cGAN-PD    | 17.84 ± 0.17 | 17.5\cite{28} | 10K                    | 5K                    |
| SSGAN      | 17.61 ± 0.14 | 17.88 ± 0.64\cite{8} | 10K                    | 10K                   |
| InfoMax-GAN| 17.14 ± 0.20 | 17.39 ± 0.08\cite{25} | 50K                    | 10K                   |

Table 1. Mean CIFAR-10 FID scores of all implemented GANs against scores reported in the literature, as computed using the same sample sizes across 3 random seeds. To reproduce these scores we use the exact network architecture, training conditions, and evaluation methods in the respective papers. n\textsubscript{real} and n\textsubscript{fake} refer to the number of real and generated images used for computing FID, following the respective papers. (†): Best reported FID, where 10K real images are from test dataset.
Table 2. Baseline scores for different GANs across 7 datasets and 3 metrics. For cGAN-PD, we report scores only for datasets where labels are available. For FID and KID, lower is better. For IS, higher is better. We note that as LSUN-Bedroom and CelebA have only one class, the inception score is expected to be low.

Table 3. Training configurations for each dataset. Split refers to the dataset split selected for training; \( \alpha \) refers to the learning rate, and \((\beta_1, \beta_2)\) are the hyperparameters of the Adam [19] optimizer; decay policy refers to the learning rate scheduling; \( n_{\text{dis}} \) represents the number of discriminator steps taken per generator step, and \( n_{\text{iter}} \) refers to the number of training iterations.

Table 4. Evaluation method for each metric used to compute the baseline scores. \( n_{\text{real}} \) and \( n_{\text{fake}} \) refer to the number of real and generated images, respectively.
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