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Real-time object detection on Unmanned Aerial Vehicles (UAVs) is a challenging issue due to the limited computing resources of edge GPU devices as Internet of Things (IoT) nodes. To solve this problem, in this paper, we propose a novel lightweight deep learning architectures named FasterX based on YOLOX model for real-time object detection on edge GPU. First, we design an effective and lightweight PixSF head to replace the original head of YOLOX to better detect small objects, which can be further embedded in the depthwise separable convolution (DS Conv) to achieve a lighter head. Then, a slimmer structure in the Neck layer termed as SlimFPN is developed to reduce parameters of the network, which is a trade-off between accuracy and speed. Furthermore, we embed attention module in the Head layer to improve the feature extraction effect of the prediction head. Meanwhile, we also improve the label assignment strategy and loss function to alleviate category imbalance and box optimization problems of the UAV dataset. Finally, auxiliary heads are presented for online distillation to improve the ability of position embedding and feature extraction in PixSF head. The performance of our lightweight models are validated experimentally on the NVIDIA Jetson NX and Jetson Nano GPU embedded platforms. Extensive experiments show that FasterX models achieve better trade-off between accuracy and latency on VisDrone2021 dataset compared to state-of-the-art models.
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I. INTRODUCTION

UNMANNED aerial vehicles (UAVs) have been considered as an efficient Internet of Things (IoT) node for large-scale environment sensing and monitoring [1][2], which is widely used in urban [3], agricultural [4], surveillance [5][6], and other tasks. Visual object detection is a hot topic in UAV application that can locate and classify all objects in UAV photography, such as pedestrians, cars, bicycles, and so on. In recent years, object detection based on deep learning has made significant progress both in accuracy as well as efficiency, and many excellent networks have been proposed. The two-stage model [7][8] usually achieves high accuracy but performs poorly in efficiency, which is difficult to perform on UAV platform with limited computing resources. Recently, one-stage model based on YOLO is widely used in embedded system [9][10]. However, the anchor-based YOLO models, it does not solve the following problems: 1) the anchor needs to be carefully and manually redesigned to adapt to the anchor distribution of different data sets; 2) the imbalance between positive samples and negative samples. Meanwhile, it is still a challenging task to balance detection accuracy and real-time requirements.

To overcome this problem, many researchers have been committed to develop efficient detector architectures, such as FCOS [13] and PFAF [14]. The lightweight model based on anchor-free, Nanodet [15], YOLOX-Nano, YOLOX-Tiny, and YOLOX-S [16] are also typical representatives. These detectors conduct a model evaluation based on COCO, VOC, etc, which promotes the development of the object detection field. However, there are two practical issues for the application of UAV detection on the edge devices: 1) compared with COCO dataset [17] and VOC dataset [18], UAV dataset have specific problems such as large changes in object scale and a large number of small objects, which is intuitively illustrated by some cases in Fig. 2; 2) there is a certain hardware bottleneck in UAV real-time edge monitoring. Hence, this is an irreconcilable contradiction between detection accuracy of small objects and model inference speed. For UAV, current the simple and efficient methods to improve small object accuracy can be summarized as two points: 1) increasing the input image resolution to enlarge the object; 2) without changing the resolution of the input image, an additional small object detection head is supplemented by adding a large-resolution feature map, which is an amplification strategy on the feature
map [19]. No matter how to improve the accuracy, the above two tricks will lead to a sharp rise in the GFLOPS cost of the model, seriously affecting the inference and not conducive to the real-time edge detection. Hence, these methods cannot be simply applied to lightweight model.

Recently, relevant work has been put forward in succession for the embedded deployment of UAV [21, 22]. Among them, the model compression method proposed by Zhang et al. [22] has been widely validated on Visdrone2021 dataset [20] to show its effectiveness, which can be used as one of the optimization schemes. Unlike model compression, this paper focuses on the optimization of small objects and detector architecture, to realize the real-time inference performance on edge GPU devices for UAV. Inspired by PP-PicoDet [23], NanoDet-Plus [15], ESPCN [24] and YOLOX [16], we present an edge GPU friendly anchor-free detector FasterX for UAV detection, which is much more accurate and lighter than lightweight detector YOLOX. With adding more prediction heads, our FasterX still maintain the advantages of accuracy and efficiency on parameters, GFLOPS cost and inference time. In summary, the main contributions of this paper are as follows:

- We employ dynamic label assignment strategy SimOTA [16, 26] to optimize training process to obtain global optimization result. Meanwhile, we adopt the weighted sum of Focal Loss (FL) [27] and complete intersection over union (CIoU) loss [28] to alleviate category imbalance and aspect ratio imbalance of the ground truth (GT) box.
- We present a novel auxiliary heads for online distillation to improve the ability of position encoding and feature extraction in PixSF head.

The rest of this article is organized as follows: Section II covers the related work while Section III discusses the proposed FasterX. In Section IV, experimental results and discussions are provided. Section V summarizes the full text and plans for future work.

II. RELATED WORK

In the development of deep learning, lightweight has always been one of the tasks of neural network optimization. In the field of object detection, great progress has been made in lightweight components. This section will elaborate on the object detection and its lightweight technique.

The detection networks using CNN as the feature extractor can be divided into two types. For example, anchor-based and anchor-free can be categorized according to different label assignment strategies. According to different stages classification, object detection can be divided into one-stage and two-stage detectors.

From the perspective of components, the current mainstream technology generally consists of three parts. One part is based on the CNN backbone, which is used for image feature extraction, the other part is to design Neck layer for feature fusion, and finally, based on the feature assignment of Neck layer, the detection head is used for category and box prediction. Next, we will introduce the three components of object detection and the related lightweight technologies.

**Backbone:** The backbone of object detection mainly comprises of CNN network, such as VGG, ResNet, DenseNet, Swin Transformer etc [29-32]. Lightweight design of the network includes MobileNet, GhostNet, and ShuffleNet [25, 33, 34]. Although these works have accelerated the model by reducing parameters and GFLOPS, recent studies have shown that evaluating only these theoretical indicators may lead to suboptimal results. Some researchers propose that it is a feasible scheme to directly use edge devices for practical validation. Repvgg [35] uses structural re-parameterization to improve the model inference speed, and proves that only using Flops to measure the real speed of different architectures is inappropriate. YOLO-ReT [11] improves convolution module by building a Neck structure more conducive to edge device inference, which measures real speed by inferring directly on the target device.

**Neck:** The Neck layer is designed to better extract features from the backbone. Neck layer can reprocess the feature maps extracted by the backbone network at different stages, and reasonably uses different receptive fields for sample point assignment. Generally the Neck layer consists of several bottom-up and top-down paths.
Improved path aggregation blocks based on FPN include FPN [9], PANet [36], NAS-FPN [37], BiFPN [38], ASFF [39], and SFAM [40]. Path aggregation block is very effective, but its multi-branch structure and the repetition of various upsampling and downsampling and splicing operations will reduce the inference speed. Recently, there have been many studies on the lightweight Neck. YOLOF [41] proposed dilated encoder and uniform matching to replace FPN. NanoDet [15] completely removes all convolutions in PANet, and uses interpolation to complete up sampling and down sampling. PPN- OLOE [42] and YOLOV7 [43] all introduced re-parameterized convolution [35] and applied it to the Neck for improvement of inference.

**Head:** The head layer is designed for extracting feature maps from the Neck layer, handling position regression and classification tasks. In recent years, many improved methods for head layer mainly focus on regression and classification task [44-46]. A common optimization method is to divide the head layer into different streams according to regression and classification, and performed separately feature extraction [16]. This method can alleviate the contradiction between regression features and classification features. However, this method will bring inference latency on edge devices. Recently, Transformer methods have been a hot topic in computer vision [19, 47]. Several studies have explored the effects of using transformer to improve the prediction accuracy in the head layer. Unlike convolution operator, transformer is a non-intensive operation on edge GPU, which resulting in underutilization of computational resources. Meanwhile, a large number of element-wise operations may significantly slow down the inference speed. The requirements of computational and storage make it difficult to deploy on edge GPU devices.

**III. PROPOSED MODELS**

**A. YOLOX**

YOLOX is designed based on the anchor-free framework, abandoning the anchor-based strategy of YOLO series (YOLOv2-v5). Because it has achieved the most advanced results in the current YOLO series on COCO datasets, this paper chooses it as the baseline. A total of six different models with different network width and depth setting are available for YOLOX, including YOLOX-Nano, YOLOX-Tiny, YOLOX-S, YOLOX-M, YOLOX-L and YOLOX-X. Among them, YOLOX-Nano, YOLOX-Tiny, and YOLOX-S belong to the lightweight family of YOLOX and are suitable for deployment in embedded devices.

**B. FasterX**

The framework of FasterX is shown in Fig. 3. The main part of the FasterX is consists of PixSF head, SlimFPN, and auxiliary head. The proposed FasterX achieves efficient and real-time deep learning-based object detection on Jetson NX and Jetson Nano GPU embedded platforms. Next, we will describe this design in detail.

**Lightweight PixSF head:** For UAV object detection application, the objects are relatively small in the overall image scene (small object < 32 x 32 pixels, medium object from 32 x 32 pixels to 96 x 96 pixels, and large object > 96 x 96 pixels, defined by COCO dataset). For example, in VisDrone2021 dataset, more than 60% objects are small object.
such as pedestrian, bicycle, motor and car. Although many deep learning-based object detection methods can achieve high accuracy, these methods perform poorly in UAV dataset due to the small object and complex backgrounds. Recently, many studies and reviews have been undertaken to explore using an additional detection head (P4 head) to improve the detection accuracy on small objects [13, 19]. The 4-head structure for the prediction head can alleviate the impact of the change of object scale and reduce the difficulty of optimization for small object detection network. As shown in Fig. 4, we compare three benchmark models of the lightweight series YOLOX under the 4-head structure. The mean average precision (mAP) and average precision at AP50 of 4-head YOLOX-Tiny are far better than the 3-head structure.

Although the 4-head structure is very effective, the parameters and GFLOPS increase significantly on the GPU embedded device. Especially, the GFLOPS increases seriously because of the further expansion of the multi-branch structure, which is not conducive to GPU parallel computing. Table I shows the latency results on the Jetson NX and Nano platforms. Taking YOLOX-S as an example, the inference delay of YOLOX with a 4-head structure increases 85% and 353% on the Jetson NX and Nano platforms, respectively, compared with the native YOLOX. To address this problem, in this paper, a lightweight PixSF head is designed based on a 4-head structure, which has a trade-off between accuracy and speed.

In the field of super-resolution reconstruction, the loss function is usually constructed for pixel-level supervision to realize the mapping from Low-resolution image (LR) to High-resolution image (HR), in which the pixel-level loss function (L2 loss) and convolution operation implicitly contain the location information [24, 48, 49]. Similarly, position constraints also exist in object detection. When predicting the confidence of position regression, the position prediction needs to be decoded to the input coordinate range to adapt loss constraints also exist in object detection. When predicting the location information [24, 48, 49]. Similarly, position constraints also exist in object detection. When predicting the confidence of position regression, the position prediction needs to be decoded to the input coordinate range to adapt loss constraints also exist in object detection. When predicting the location information [24, 48, 49]. Similarly, position constraints also exist in object detection. When predicting the confidence of position regression, the position prediction needs to be decoded to the input coordinate range to adapt loss

$$\begin{align*}
\begin{bmatrix} t_x, t_y \end{bmatrix} &= (\text{Convs}(\mathbf{F}) + \text{Grid}_\text{coord}) \ast \text{Stride} \\
\begin{bmatrix} t_w, t_h \end{bmatrix} &= e^{\text{Convs}(\mathbf{F})} \ast \text{Stride}
\end{align*}
$$

where $t_x$ and $t_y$ denote the offset of the center point from the upper left corner of the grid cell, and $t_w$ and $t_h$ represent the width and height factors of the object, respectively. These values are within the scale range of original map and need to be linked by $\text{Convs}(\mathbf{F})$ and the stride of the current feature map relative to original map. $\text{Grid}_\text{coord}$ represents the upper-left coordinate of the grid cell. Further, $\mathbf{F}$ represents the input of the head layer, and $\text{Convs}(\cdot)$ represents the convolution operation in the head layer.

In summary, the formula (1) can be considered as a feature position embedding by mapping the encoded feature to the fixed position of original map and combing with grid and downsampling multiples. Inspired by this, in this paper, a position encode-decoder is designed by using the position embedding in the head layer, named PixSF head.

As shown in Fig. 5, the encoder uses Focus to concatenate pixel-patch along channel-wise in the HR feature. In this way, the channel of each pixel point contains patch position information (upper left corner, upper right corner, lower left corner, lower right corner). Furthermore, in order to reduce the encoding cost and build the position relationship between the pixel-patches, we use a simple $1 \times 1$ convolution for feature extraction and dimension reduction. Then, we input it into the decoupled head for regression and classification tasks, respectively. In the decoder part, we restore the extracted features of the encoder to $C \times rH \times rW$ dimensions by using pixelshuffle operation. Specifically, the $1 \times 1$ convolution with a depth of $r^2 \times C$ is used to map the graph of $C \times H \times W$ to $r^2 \times C \times H \times W$, where $r$ is set to be 2. The encode-decoder can be described in the following way:

$$
\begin{align*}
EC(\mathbf{X}) &= \phi(\omega(\text{FCOUS}(\mathbf{X}))[C,H,W]) \\
DC(\mathbf{X}) &= \text{Pixelshufle}(EC(\mathbf{X}[C,H,W])) \\
\text{FCOUS}(\mathbf{X}) &= X[C,H,W] \rightarrow X[r \times C, rH/r, rW/r] \\
\text{Pixelshufle}(\mathbf{X}) &= \phi(\omega(\text{FCOUS}(\mathbf{X}))[C,H,W])
\end{align*}
$$

where $EC(\cdot)$ represents the encoder, and $DC(\cdot)$ represents the decoder. $X[C,H,W]$ is input $X$ with size of $C \times H \times W$ and $r$ is the multiple factor, noting that $r$ needs to be divisible by $H$ or $W$. The activation function $\phi$ is applied element-wise and $\omega$ is the parameter included in the whole decoupling layer.

**SlimFPN:** Anchor-free object detector mainly adopt feature pyramid network (FPN) for multi-scale prediction, which makes it possible to extract multi-level object feature to improve online feature selection capability. In the path aggregation network (PANet) of YOLOX, a bottom-up structure PAFPN based on FPN is designed to complement localization information, which enables FPN has a bottom-up gradient update. In the PAFPN structure, the input and output of the Neck layer are the same as the output of the backbone at different stages. The PAFPN structure can be formulated as

$$
\begin{align*}
P4' &= DS_{2H}(P4) \\
P3' &= f(DS_{2H}(\text{Cat}(P4', P3))) \\
P2' &= f(DS_{2H}(\text{Cat}(P3', P2))) \\
P1' &= f(DS_{2H}(\text{Cat}(P2', P1)))
\end{align*}
$$

where $P4$ is the lowest layer of the FPN, $DS_{2H}$ represents 2 times downsampling, $f$ is the fusion operator, $\text{Cat}$ is the channel cascade.

PAFNet structure can propagate localization features to high semantic feature layer by combining the downsampling the upper level feature map and the present level feature map. However, from the point of view of gradient propagation, the

| Model               | Params (M) | GFLOPs | Latency Nano | Latency NX |
|---------------------|------------|--------|--------------|------------|
| YOLOX-S             | 9.0        | 20.8   | 52.52ms      | 14.70ms    |
| YOLOX-S+P4          | 9.69       | 60.14  | 238.22ms     | 27.26ms    |
| YOLOX-Tiny          | 5.06       | 7.43   | 38.59ms      | 10.68ms    |
| YOLOX-Tiny+P4       | 5.45       | 16.67  | 79.85ms      | 12.89ms    |
| YOLOX-Nano          | 0.91       | 1.21   | 27.37ms      | 8.91ms     |
| YOLOX-Nano+P4       | 0.94       | 1.98   | 55.25ms      | 10.96ms    |
P4 prediction layer, which is benefit for small object detection, has been calculated the loss before the PANet structure. Hence, P4 head cannot share the advantages of PANet structure on the gradient, but P1’ head, which is benefit for big objects, can fully share the advantages of PANet structure.

Consider that the PANet with a large number of channels is structurally multi-branches and result in delayed inference on edge GPU devices, in this paper, we design a lightweight SlimFPN structure without PANet as the Neck layer. SlimFPN forms the multilevel feature map by intercepting the output of each stage in backbone. The extraction parameters of network increases with the depth of the network, which leads the increase of the feature channels. A large number of channels will increase the computational cost of edge GPU devices. Hence, in SlimFPN, channel scaling is performed on large parameters branches of features to reduce inference speed. As shown in the SlimFPN part of Fig. 5 since the backbone channels increase with depth at each stage, the input $C$ of P3 is used as the basis to represent other levels of input. Considering that balancing channels will inevitably result in loss of the information, parameter reduction is achieved through Ghost module [25] to increase the spatial extraction ability to alleviate the loss of the information.

Comparison to PANet, the proposed SlimFPN may result in some loss of accuracy, but the influence is insignificant. This is because most of the UAV objects are considered to be small objects. On the other hand, it benefits from the powerful performance of FPN in feature fusion. The top-down structure can ensure that the deep semantic information is transferred to the shallow feature maps, which can provide semantic support for small objects. On the other hand, the bottom-up structure of PANet is mainly aimed at large objects and does not play a supervisory role in P4 head. Therefore, SlimFPN will lead to the decline of large object accuracy but it can improve the inference speed in three models, which is a trade-off on accuracy and speed.

**Head with attention:** In the traditional head layer in object detection, regression and classification are always in the final stage, where most of the weights are shared between the positioning and regression tasks. Double head RCNN [44] firstly proposes a double head layer, where different convolution are adopted to extract streams for regression and classification tasks to minimize the feature parts shared by regression and classification. Since then, this idea has been used in the recently popular one-stage detectors [16, 23, 41]. In order to further improve the extraction ability in head, PPYOLOE [42] and TOOD [50] try to use the attention mechanism to enhance feature extraction ability, and the effectiveness of the attention module integrated in head is proved in COCO dataset.

In the images of UAV, the large coverage area always contains complex and diverse backgrounds. To enhance feature extraction ability of the head layer, we adopt attention mechanism to focus on the interest area. In this paper, convolutional block attention module (CBAM) is employed to improve the feature representation of Head layer due to the abundant attention feature maps on channel and spatial. Meanwhile, CBAM is a lightweight module that can be easily embedded into head layer to improve detection performance, as shown in Fig. 6.

**Label Assignment Strategy and Loss:** The label assignment of positive and negative samples has a crucial impact for the detector. Label assignment is assigned RetinaNet [27]. Faster RCNN [9] directly divides positive samples and negative samples through the intersection over union (IOU) threshold between the anchor template and ground truth (GT). YOLOV5 [51] uses the aspect ratio between the Anchor template and GT to sample positively. FCOS [13] takes anchors in the central area of GT as positive samples, and ATSS [52]
determines samples according to the statistical characteristics of the nearest anchors around GT. The above label assignment strategy is unchanged in the process of global training. In order to obtain the globally optimal assignment results, we use SimOTA dynamic label assignment strategy to optimize the training process.

SimOTA first determines the candidate region through a central prior, then calculates the IOU value between the GT and the candidate box in the candidate region, and finally obtains the dynamic parameter $K$ by summing the IOU. Furthermore, SimOTA uses the cost matrix to assign $K$ candidate boxes to each GT for network training, where the cost matrix is obtained by directly calculating losses in all candidate boxes and GT. The original SimOTA uses the weighted sum of CE loss and IOU loss to calculate the cost matrix, which is which can be expressed as:

\[
\text{CostMatrix} = \text{ClsLoss}_{BCE} + \alpha \ast \text{RegLoss}_{IOU} \quad (4)
\]

In the UAV scene, the categories of sample and the aspect ratio of the GT box are often unbalanced, respectively. Taking VisDrone2021 dataset as an example, the sample of pedestrian is 79 337, but the sample of tricycle is 4 812. Meanwhile, the aspect ratio of the GT box is also unbalanced. The range of aspect ratio (Max side / Min side) is broad, from 1 to an upper limit of near 5. However, most of the GT box is between 1 and 2.5. In such cases, the original label assignment loss of YOLOX cannot handle handle it well. To solve this problem, for the category imbalance, we use CIoU loss replace IOU loss, which can introduce aspect ratio supervision information to fit the GT BOX. Hence, the Focal loss can be expressed as:

\[
\text{Focal} = \text{ClsLoss}_{Focal} + \alpha \ast \text{RegLoss}_{CIoU} \quad (5)
\]

\[
\text{ClsLoss}_{Focal} = |y - \hat{y}| \ast (\alpha_1 \ast y + (1 - \alpha_1) \ast (1 - y)) \quad (6)
\]

where $\alpha$ is balance factor for CostMatrix and $|y - \hat{y}|$ means distance between predicted value and label. $\gamma$ and $\alpha$ are hyperparameters for adjusting unbalanced class. For regression part, $\text{RegLoss}_{CIoU}$ can be defined as:

\[
\text{RegLoss}_{CIoU} = 1 - \text{IOU} + \frac{\text{distance}(b, b^{gt})^2}{\varepsilon^2} + \alpha_2 v \quad (7)
\]

\[
v = \frac{4}{\pi^2} + (\arctan\frac{w^{gt}}{h^{gt}} - \arctan\frac{w}{h})^2 \quad (8)
\]

where $\alpha_2$ also is balance factor. Then, $v$ is used to measure the similarity of aspect ratio and distance(·) compute distance between the central points of prediction box and GT box.

**Auxiliary Head for Online distillation:** In this paper, we use position constraints to design the encode-decoder PixSF head to improve the detection of small objects. Meanwhile, we use improved SimOTA method to train the network. However, for lightweight network, dynamic matching and position encoding and decoding method may not obtain good results because the model is initialized randomly at the beginning.

To address this issue, in the lightweight PixSF head, we design an auxiliary head for online distillation. As shown in Fig. 7 we design two streams (Stu.Head and Aux.Head) at the head level, where Stu.Head (that is the PixSF head) is the head layer of the original structure and is the distilled layer. Aux.Head is designed to guide SimOTA to assign label assignment results for Stu.head (PixSF heads). As shown in Fig. 7 (c), the label assignment results of SimOTA guided by Aux.head is used to replace the original label assignment results of the Stu.Head, to improve the overall expressive abilility of Stu.Head. In addition, we add an additional pixel-level alignment task to enhance the ability of Stu.Head to learn from Aux.Head. This process can be summarized as the following:

\[
\text{Loss}_{total} = \text{Loss}_{PixSF} + \text{Loss}_{Aux} + \\
\lambda \cdot \| F_{PixSF} - F_{Aux} \|^2_2 \quad (9)
\]

where $\| F_{PixSF} - F_{Aux} \|^2_2$ is used to compute distance between features on PixSF head and Aux.head.

It is worth noting that the auxiliary head is only performed during the training process without inference cost.
Table II. Comparison with the state-of-the-art one-stage detectors on Visdrone2021 dataset.

| Model          | Size   | Params(M) | GFLOPs  | mAP(val) | AP50(val) | AP50(test) | AP50(test) |
|----------------|--------|-----------|---------|----------|-----------|------------|------------|
| YOLOv3-Tiny    | 832 x 838 | 8.7       | 21.82   | 11.00%   | 23.40%    | -          | -          |
| SlimYOLO-3-SPFP-50 | 832 x 838 | 20.8      | 12.2    | 25.80%   | 45.90%    | -          | -          |
| SlimYOLO-3-SPFP-90 | 832 x 838 | 8.0      | 39.89   | 23.90%   | 36.90%    | -          | -          |
| SlimYOLO-3-SPFP-95 | 832 x 838 | 5.1      | 26.29   | 21.20%   | 36.10%    | -          | -          |
|YOLOv5-S       | 640 x 640 | 7.2       | 16.5    | 15.03%   | 30.19%    | 13.22%     | 25.86%     |
|YOLOv5-Nano    | 448 x 448 | 1.9       | 2.1     | 6.75%    | 15.03%    | 5.90%      | 13.67%     |
|YOLOX-S        | 640 x 640 | 9.0       | 26.8    | 19.80%   | 34.00%    | 16.86%     | 29.57%     |
|YOLOX-Tiny     | 448 x 448 | 5.06      | 7.43    | 14.37%   | 25.33%    | 13.23%     | 22.67%     |
|YOLOX-Nano     | 448 x 448 | 0.91      | 1.21    | 9.34%    | 18.06%    | 9.55%      | 17.00%     |
|YOLOX-S+p4     | 640 x 640 | 9.69      | 60.14   | 21.71%   | 38.59%    | 18.26%     | 32.17%     |
|YOLOX-Tiny+p4  | 448 x 448 | 5.45      | 16.67   | 16.46%   | 29.97%    | 13.87%     | 24.97%     |
|YOLOX-Nano+p4  | 448 x 448 | 0.94      | 1.98    | 12.47%   | 22.01%    | 9.57%      | 18.49%     |
| FasterX-S     | 640 x 640 | 5.19      | 19.20   | 22.37%   | 39.71%    | 19.29%     | 32.62%     |
| FasterX-Tiny  | 448 x 448 | 2.93      | 5.39    | 17.26%   | 30.32%    | 14.65%     | 27.62%     |
| FasterX-Nano  | 448 x 448 | 0.70      | 1.43    | 11.95%   | 21.02%    | 10.62%     | 19.39%     |
| FasterX-S     | 832 x 838 | 5.19      | 32.69   | 25.54%   | 46.69%    | 22.45%     | 37.13%     |
| FasterX-Tiny  | 832 x 838 | 2.93      | 18.57   | 22.89%   | 44.75%    | 19.45%     | 33.77%     |
| FasterX-Nano  | 832 x 838 | 0.70      | 4.92    | 16.44%   | 31.32%    | 14.31%     | 27.22%     |

Table III. Detection accuracy comparison of small objects, medium objects and large objects on Visdrone2021 dataset.

| Model        | Size  | Backbone | GFLOPs  | AP5_S(val) | AP5_M(val) | AP5_L(val) | AP5_S(test) | AP5_M(test) | AP5_L(test) |
|--------------|-------|----------|---------|------------|------------|------------|-------------|-------------|------------|
| YOLOX-S      | 640   | 9.0      | 26.8    | 12.4%      | 27.64%     | 11.7%      | 8.8%        | 25.02%      | 11.73%     |
|YOLOX-Tiny    | 448   | 5.06     | 7.43    | 7.38%      | 23.07%     | 11.82%     | 5.77%       | 20.73%      | 10.66%     |
|YOLOX-Nano    | 448   | 0.91     | 1.21    | 5.26%      | 17.00%     | 6.94%      | 3.66%       | 17.27%      | 6.18%      |
|FasterX-S     | 640   | 5.19     | 19.20   | 17.29%     | 29.73%     | 12.23%     | 11.40%      | 27.20%      | 11.13%     |
| FasterX-Tiny | 448   | 2.93     | 5.39    | 10.63%     | 26.36%     | 14.31%     | 6.87%       | 23.81%      | 10.82%     |
| FasterX-Nano | 448   | 0.70     | 1.43    | 7.73%      | 19.43%     | 6.86%      | 5.17%       | 19.26%      | 6.32%      |

IV. EXPERIMENTS

In this section, VisDrone2021 dataset and VOC2012 dataset are used to verify the validity of the proposed FasterX. We use NVIDIA Jetson NX and Jetson Nano as edge GPUs devices to evaluate the speed of FasterX, and report mAP (average of all 10 IOU thresholds, rank is [0.5:0.05:0.95]) and AP50 to evaluate the accuracy. Meanwhile, we adopt FPS and latency (ms) to show the inference efficiency. It should be noted that we conduct 10 rounds inference for each model to obtain averaged stable data, considering that the edge GPU devices may have relative errors on model inference. Specifically, each round inference contains 64 test images.

A. Implementation Details

In this paper, all the experiments were completed in the deep learning framework – pytorch version 1.8.0 and were trained and tested with the NVIDIA RTX TITAN GPU. For the performance evaluation scheme on the Edge computing platform (Jetson NX and Jetson Nano), we select the commonly used ONNX as the intermediate expression, and further use TensorRT for serialization acceleration (coded storage format is FP16). The Jetson NX and Nano platform environments are Jetpack 4.6 and Jetpack 4.5.1, respectively, and TensorRT versions are 8.0.1 and 7.1.3, respectively. It is worth noting that Jetson NX is more powerful than Jetson Nano in terms of computational performance, Jetson Nano has a greater fluctuation in speed than NX under the same lightweight model conditions.

For a fair comparison, during the training, all models are trained from scratch and no pre-training weights are loaded. For the training strategy, like YOLOX, we use the cosine annealing learning rate of warm-up. Considering the lack of extraction ability in the lightweight models, we only use mosa-ic enhancement to weak the data enhancement. Meanwhile, SGD optimizer is used in the training and momentum is set to 0.9. It is worth noting that the input size of YOLOX-Tiny and YOLOX-Nano models is 416 x 416, and an odd number will occur after 32 times down-sampling, resulting in the fuzzy boundary of the scale in the prediction. Therefore, in the comparative experiment, the input size of the YOLOX-Tiny and YOLOX-Nano models is changed to 448 x 448, and the YOLOX-S model is still 640 x 640.

B. Performance Comparison

In order to demonstrate the superior performance of FasterX, we conducted a series of experiments on VisDrone2021 dataset with other state-of-the-art one-stage detectors, such as SlimYOLOv3, YOLOV5, and YOLOX. Experimental results are shown in Table II. It is worth noting that the results of these compared methods are referenced from the corresponding original papers.

From Table II it can be observed that FasterX-Tiny reduces 43.1% parameters and 29.4% GFLOPs, and achieves 1.69%
higher mAP and 8.65% higher AP50 than SlimYOLOv3-SPP3-95. FasterX-S achieves 4.34% higher mAP and 10.59% higher AP50 than SlimYOLOv3-SPP3-95 [22], and only increase 1.8% parameters. Obviously, YOLOX achieves higher accuracy than YOLOv5 in all model and has lower parameters and GFLOPs in S and Nano. In particular, with the addition of P4 head, 4-head YOLOX series have a greater improvement in detection accuracy. However, parameters and GFLOPs increase significantly with the added P4 head of YOLOX series. As shown in Table III and Fig. 1, FasterX series (S, Tiny and Nano) provide not only a much better mAP and AP50 but also a lower parameters and GFLOPs that YOLOv5 series, YOLOX series and 4-head YOLOX series, thanks to the better feature expression of the lightweight PixSF head and online distillation mechanism. Experimental results demonstrate that the proposed FasterX with lightweight PixSF-head might be more powerful and effective than a 4-head YOLOX.

To illustrate the efficiency of FasterX on detecting small objects, we evaluate detection accuracy on the validation set and test set of Visdrone2021 dataset. Experimental results are shown in Table III. Obviously, FasterX series are much better than YOLOX series in detection accuracy.

From Table III it can be observed that FasterX series have a greater accuracy improvement on small objects. In contrast, the accuracy improvement is not obvious on large objects. For example, the detection accuracy of FasterX-S on small objects, medium objects and large objects are increased by 4.89%, 2.09% and 0.53%, respectively. Such results show that the efficiency of the lightweight PixSF head for small objects.

C. Ablation Study

In order to reveal the impact of different tricks (such as Slim-FPN, PixSF-head, attention mechanism, SimOTA and online distillation) in FasterX on accuracy and computation complexity and latency, we conducted ablation study to prove the effectiveness of the proposed method. The results of the ablation experiments are shown in Table IV. From Table IV, it can be observed that the proposed FasterX series can not only increase mAP accuracy and AP50 accuracy, but also improve the inference speed and reduce the size of the network. Next, we will discuss the result of ablation experiment in detail.

PixSF head and SlimFPN: We first explore the effect of 4-head structure for YOLOX. Taking 4-head YOLOX-S as an example, as shown in Table IV (row 2), the mAP and AP50 are increased significantly by 1.89% and 4.59% respectively, which verifies the efficiency of the 4-head structure. However, adding a detection head makes the GFLOPs change from 26.8 to 60.14, and latency from 52.52ms to 238.22ms on Jetson Nano, 14.70ms to 27.26ms on Jetson NX. In order to alleviate this situation, replacing the convolution operator with DS Conv in the head layer is a feasible design for lightweight model [15, 23]. As shown in Table IV (FasterX-S part, row 1 and FasterX-Tiny part, row 1), replacing the general convolution with the DS Conv, although the mAP and AP50 decrease a little bit, the latency has decreased significantly. Experimental results show the efficiency of the DS Conv operator.

To demonstrate the efficient performance of our PixSF head approach, we compare the general convolution operator, DW Conv operator as well as our PixSF operator. To show the flexible embeddedness of PixSF head, we also embed DW...
To enhance the decoupling performance of Head layer of object detection, we adopt CBAM to improve the feature representation of Head layer. As shown in Table [IV] (FasterX-S part, row 5, FasterX-Tiny part, row 5 and FasterX-Nano part, row 4), it can be seen that CBAM present positive impacts on the accuracy. Because it not only monitors the channel, but also extracts the interest area by using the spatial probability map.

**Improved SimOTA:** To verify the effectiveness of the proposed dynamic label assignment strategy, we compare the improved SimOTA with the basic label assignment mechanism. As shown in TABLE [IV] we replace the original SimOTA with the improved SimOTA. The experimental results show that the improved SimOTA can achieve good results in all three models. Taking FasterX-S as an example (FasterX-S part, row 6), the mAP and AP50 are increased by 0.42% and 1.39% respectively, without additional computing resource.

**Auxiliary Head:** In addition, to illustrate the efficiency of the auxiliary head for online distillation, we explore the effect of the auxiliary head for FastX. In order to improve the extraction ability of auxiliary head, we use the YOLOX-X head with a large number of parameters for training supervise. In the process of training, we adopt the network preheating strategy. First, the PixSF head and auxiliary head are trained jointly for 50 epochs. Then, we use label results of the auxiliary head for FasteX. In order to improve the extraction ability of auxiliary head, we use the YOLOX-X head with a large number of parameters for training supervise. In the process of training, we adopt the network preheating strategy. First, the PixSF head and auxiliary head are trained jointly for 50 epochs. Then, we use label results of the auxiliary head for online distillation.

**Backbone:** In this paper, we employ CSPDarknet53 as the backbone of FasterX. Instead of theoretically modeling the relation between backbones and inference speed, we directly report the FPS and latency of the current popular lightweight backbones (such as MobileNetV2, GhostNet and EfficientNet-Lite) under the 4-head structure on Jetson devices. As shown in Table [VI] it is observed that EfficientNet-Lite4 achieves the best detection accuracy. At the same time, the latency Conv into PixSF head to design a more lightweight head layer. As shown in Table [IV] (FasterX-S part, row 2 and 4, FasterX-Tiny part, row 2 and 4, FasterX-Nano part, row 1 and 3), it can be observed that our DW+PixSF method show better performance than general convolution operator and DW operator in latency and detection accuracy. Taking FasterX-S as an example, compared to 4-head structure with DW operator, not only the mAP and AP50 are decreased by 0.62% and 0.57% respectively, but also the latency is decreased by over 12.8% and 9.8% on Jetson Nano and NX, respectively. Such results illustrate that the proposed PixSF head can not only efficiency on detection accuracy but also improve the inference speed.

Next, we illustrate the trade-off between accuracy and speed in the feature aggregation part. As shown in Table [IV] (FasterX-S part, row 2, FasterX-Tiny part, row 2 and FasterX-Nano part, row 1), taking FasterX-S as an example, compared with the PANet (FasterX-S part, row 1), although the mAP and AP50 of SlimFPN method are decreased by 0.66% and 1.23% respectively, the parameters decrease from 7.61 to 4.96, and GFLOPs from 24.88 to 22.87. Such results imply that SlimFPN not only reduce the size of of the network but also can keep the detection accuracy. This is because the top-down structure can ensure that the deep semantic information is transferred to shallow feature maps, which can provide semantic support for small objects.

To further validate the generality of the PixSF head, we performed experiments on VOC2012 dataset with a higher number of larger object than UAV dataset. The experimental results in Table [V] show that the combination of DS Conv and PixSF head can further achieve the trade off between the model capacity and accuracy.

**Attention mechanism:** To enhance the decoupling performance of Head layer of object detection, we adopt CBAM to improve the feature representation of Head layer. As shown in Table [IV] (FasterX-S part, row 5, FasterX-Tiny part, row 5 and FasterX-Nano part, row 4), it can be seen that CBAM present positive impacts on the accuracy. Because it not only monitors the channel, but also extracts the interest area by using the spatial probability map.

**Improved SimOTA:** To verify the effectiveness of the proposed dynamic label assignment strategy, we compare the improved SimOTA with the basic label assignment mechanism. As shown in TABLE [IV] we replace the original SimOTA with the improved SimOTA. The experimental results show that the improved SimOTA can achieve good results in all three models. Taking FasterX-S as an example (FasterX-S part, row 6), the mAP and AP50 are increased by 0.42% and 1.39% respectively, without additional computing resource.

**Auxiliary Head:** In addition, to illustrate the efficiency of the auxiliary head for online distillation, we explore the effect of the auxiliary head for FastX. In order to improve the extraction ability of auxiliary head, we use the YOLOX-X head with a large number of parameters for training supervise. In the process of training, we adopt the network preheating strategy. First, the PixSF head and auxiliary head are trained jointly for 50 epochs. Then, we use label results of the auxiliary head to guide the PixSF head. It can be observed from TABLE [IV] that mAP and AP50 have shown significant improvement after using the auxiliary head for online distillation.

**Backbone:** In this paper, we employ CSPDarknet53 as the backbone of FasterX. Instead of theoretically modeling the relation between backbones and inference speed, we directly report the FPS and latency of the current popular lightweight backbones (such as MobileNetV2, GhostNet and EfficientNet-Lite) under the 4-head structure on Jetson devices. As shown in Table [VI] it is observed that EfficientNet-Lite4 achieves the best detection accuracy. At the same time, the latency

---

### Table V. Comparison of the different Head and Feature Aggregation with edge GPU on VOC2012 dataset.

| Model      | Feature Deco. Mode | Head Deco. Mode | Params (M) | GFLOPs | Val mAP | AP50 |
|------------|---------------------|-----------------|------------|--------|---------|------|
| **YOLOX-S**|                     |                 |            |        |         |      |
| PANet      | Conv                |                 | 8.95       | 26.68  | 42.61%  | 64.52%|
| PANet      | DS Conv             |                 | 7.39       | 17.96  | 39.12%  | 61.82%|
| PANet      | PixSF               |                 | 7.00       | 16.54  | 42.53%  | 63.91%|
| PANet      | DS+PixSF            |                 | 5.44       | 14.37  | 40.20%  | 63.73%|
| SlimFPN   | Conv                |                 | 6.34       | 23.04  | 38.97%  | 63.50%|
| SlimFPN   | DS Conv             |                 | 4.79       | 14.32  | 38.42%  | 63.43%|
| SlimFPN   | PixSF               |                 | 6.52       | 15.59  | 39.42%  | 63.44%|
| SlimFPN   | DS+PixSF            |                 | 4.96       | 13.41  | 39.00%  | 63.13%|
| **YOLOX-Tiny**|                  |                 |            |        |         |      |
| PANet      | Conv                |                 | 5.04       | 7.43   | 34.92%  | 58.28%|
| PANet      | DS Conv             |                 | 4.17       | 5.04   | 34.67%  | 57.13%|
| PANet      | PixSF               |                 | 3.95       | 4.64   | 35.43%  | 57.91%|
| PANet      | DS+PixSF            |                 | 3.07       | 4.04   | 34.88%  | 57.60%|
| SlimFPN   | Conv                |                 | 3.57       | 6.43   | 33.53%  | 56.87%|
| SlimFPN   | DS Conv             |                 | 2.70       | 4.04   | 32.91%  | 56.42%|
| SlimFPN   | PixSF               |                 | 3.66       | 4.36   | 34.19%  | 57.75%|
| SlimFPN   | DS+PixSF            |                 | 2.78       | 3.76   | 33.44%  | 56.83%|
| **YOLOX-Nano**|                |                 |            |        |         |      |
| PANet      | DS Conv             |                 | 0.90       | 1.21   | 25.30%  | 47.31%|
| PANet      | PixSF               |                 | 1.06       | 1.19   | 27.37%  | 48.68%|
| PANet      | DS+PixSF            |                 | 0.68       | 0.92   | 26.78%  | 48.03%|
| SlimFPN   | Conv                |                 | 0.60       | 1.03   | 24.68%  | 47.21%|
| SlimFPN   | DS Conv             |                 | 1.02       | 1.15   | 26.42%  | 48.49%|
| SlimFPN   | PixSF               |                 | 0.64       | 0.89   | 25.97%  | 47.38%|
Table VI. Evaluation results of Backbone accuracy and Latency on VisDrone2021 dataset.

| Model(Size) | Params (M) | GFLOPs | Backbone | AP50(val) | AP50(test) | FPS | Latency |
|-------------|------------|--------|----------|-----------|-----------|-----|---------|
|             |            |        |          |            |            |     |         |
|             | 7.25       | 27.99  | CSPDarknet53 | 37.92%   | 31.63%    | 6.47 | 42.88 |
|             | 4.79       | 21.66  | MblNetV2(width 1) | 35.87%   | 29.55%    | 4.82 | 46.46 |
|             | 4.01       | 20.28  | MblNetV2(width 0.75) | 35.43%   | 28.97%    | 5.02 | 45.87 |
|             | 3.44       | 18.85  | MblNetV2(width 0.5) | 34.61%   | 28.22%    | 5.70 | 49.97 |
|             | 7.19       | 21.03  | GhostNet(width 1.3) | 36.12%   | 30.12%    | 4.68 | 34.28 |
|             | 5.48       | 19.43  | GhostNet(width 1) | 36.38%   | 29.66%    | 5.26 | 38.13 |
|             | 3.59       | 17.54  | GhostNet(width 0.5) | 31.40%   | 25.30%    | 6.61 | 46.77 |
|             | 5.94       | 23.06  | EfficientNet-Lite0 | 38.98%   | 32.52%    | 4.55 | 44.80 |
|             | 6.71       | 25.04  | EfficientNet-Lite1 | 38.56%   | 31.98%    | 3.76 | 39.41 |
|             | 7.35       | 26.25  | EfficientNet-Lite2 | 39.11%   | 33.31%    | 3.65 | 38.18 |
|             | 9.42       | 30.84  | EfficientNet-Lite3 | 39.32%   | 33.82%    | 3.05 | 33.20 |
|             | 14.16      | 39.02  | EfficientNet-Lite4 | **40.16%** | **34.11%** | 2.35 | 25.89 |
| YOLOX-S +P4 (640 × 640) | 4.09 | 7.81 | CSPDarknet53 | 28.90%   | 25.19%    | 17.01 | 82.71 |
|             | 3.51       | 7.03   | MblNetV2(width 1) | 28.10%   | 23.44%    | 11.53 | 81.69 |
|             | 2.73       | 6.36   | MblNetV2(width 0.75) | 28.32%   | 24.13%    | 14.35 | 81.36 |
|             | 2.16       | 5.67   | MblNetV2(width 0.5) | 27.30%   | 22.85%    | 14.52 | 81.30 |
|             | 5.91       | 6.72   | GhostNet(width 1.3) | 28.08%   | 24.44%    | 10.46 | 66.40 |
|             | 4.20       | 5.94   | GhostNet(width 1) | 27.39%   | 23.56%    | 11.89 | 72.72 |
|             | 2.32       | 5.03   | GhostNet(width 0.5) | 24.24%   | 20.66%    | 15.64 | 68.44 |
|             | 4.66       | 7.72   | EfficientNet-Lite0 | 28.32%   | 24.33%    | 10.16 | 78.18 |
|             | 5.42       | 8.69   | EfficientNet-Lite1 | 28.36%   | 24.27%    | 8.37 | 73.74 |
|             | 5.06       | 9.28   | EfficientNet-Lite2 | 29.21%   | 24.90%    | 7.83 | 73.47 |
|             | 8.13       | 11.52  | EfficientNet-Lite3 | 30.60%   | 24.81%    | 6.56 | 64.26 |
|             | 12.87      | 15.53  | EfficientNet-Lite4 | **31.24%** | **26.79%** | 4.92 | 51.38 |
| YOLOX-Tiny +P4 (448 × 448) | 0.69 | 1.43 | CSPDarknet53 | 20.32%   | 18.45%    | 24.26 | 102.98 |
|             | 2.05       | 3.13   | MblNetV2(width 1) | 24.58%   | 21.02%    | 13.31 | 91.40 |
|             | 1.27       | 2.47   | MblNetV2(width 0.75) | 23.78%   | 20.77%    | 14.55 | 93.10 |
|             | 0.70       | 1.78   | MblNetV2(width 0.5) | 22.10%   | 20.13%    | 18.04 | 93.80 |
|             | 4.45       | 2.81   | GhostNet(width 1.3) | 24.74%   | 21.55%    | 12.07 | 67.15 |
|             | 2.74       | 2.04   | GhostNet(width 1) | 23.59%   | 20.00%    | 14.45 | 67.38 |
|             | 4.41       | 2.84   | GhostNet(width 0.5) | 19.29%   | 17.33%    | 19.90 | 84.74 |
|             | 3.19       | 3.82   | EfficientNet-Lite0 | 24.98%   | 22.71%    | 11.74 | 57.75 |
|             | 3.96       | 4.79   | EfficientNet-Lite1 | 24.30%   | 22.85%    | 9.59 | 73.26 |
|             | 4.6        | 5.37   | EfficientNet-Lite2 | 25.10%   | 23.12%    | 8.75 | 69.10 |
|             | 6.66       | 7.62   | EfficientNet-Lite3 | 25.35%   | 23.33%    | 7.08 | 64.59 |
|             | 11.40      | 11.62  | EfficientNet-Lite4 | **25.84%** | **23.93%** | 5.19 | 59.80 |
| YOLOX-Nano +P4 (448 × 448) | 6.27 | 1.43 | CSPDarknet53 | 20.32%   | 18.45%    | 24.26 | 102.98 |

is highest among all backbones. CSPDarknet53 backbone is able to operate with a higher detection accuracy without sacrificing more computing time. Hence, a balance is achieved in the CSPDarknet53 backbone between detection accuracy and inference speed.

V. Conclusion

In this paper, we propose a novel lightweight object detector FasterX for UAV detection on edge GPU devices. The most important part of the proposed FasterX is the lightweight PixSF head, where the position encode-decoder is designed to improve the detection accuracy of small objects by using the position embedding in the head layer. Meanwhile, PixSF head can be further embedded in the depthwise separable convolution to obtain a lighter head. Furthermore, SlimFPN is developed to boost the inference speed. In additional, attention mechanism, label assignment strategy and auxiliary head methods are presented to further improve the object detection accuracy of the model. The efficacy of the FasterX is validated experimentally on VisDrone2021 dataset, which has a trade-off between accuracy and speed. Extensive experiments demonstrate that our method can obtain better performance than state-of-the-art detection methods in terms of accuracy and speed.

Considering the disadvantages of dense detector in UAV, a large number of target candidates lead to redundant calculation, which often requires NMS to remove redundancy. In future work, we will focus the possible paradigm of lightweight design with sparse technology for dense detector.
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