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Abstract
Recent speaker diarization studies showed that integration of end-to-end neural diarization (EEND) and clustering-based diarization is a promising approach for achieving state-of-the-art performance on various tasks. Such an approach first divides an observed signal into fixed-length segments, then performs segment-level local diarization based on an EEND module, and merges the segment-level results via clustering to form a final global diarization result. The segmentation is done to limit the number of speakers in each segment since the current EEND cannot handle a large number of speakers. In this paper, we argue that such an approach involving the segmentation has several issues; for example, it inevitably faces a dilemma that larger segment sizes increase both the context available for enhancing the performance and the number of speakers for the local EEND module to handle. To resolve such a problem, this paper proposes a novel framework that performs diarization without segmentation. However, it can still handle challenging data containing many speakers and a significant amount of overlapping speech. The proposed method can take an entire meeting for inference and perform utterance-by-utterance diarization that clusters utterance activities in terms of speakers. To this end, we leverage a neural network training scheme called Graph-PIT proposed recently for neural source separation. Experiments with simulated active-meeting-like data and CALLHOME data show the superiority of the proposed approach over the conventional methods.

Index Terms: speaker diarization, neural network, Graph-PIT

1. Introduction
Automatic meeting/conversation recognition and analysis (hereafter, meeting analysis) is one of the essential technologies required for realizing futuristic speech applications such as communication agents that can follow, respond to, and facilitate communication between four communication agents that can follow, respond to, and facilitate communication between agents. As an essential task for the meeting analysis, speaker diarization has been extensively studied [1–3].

Current competitive diarization approaches can be categorized into three classes: (1) speaker embedding clustering-based approaches [3–6], (2) neural end-to-end diarization (EEND) approaches [7–9], and (3) integration of the former two approaches [10–14].

The speaker embedding clustering-based approaches first split a recording into short homogeneous segments and compute speaker embeddings such as x-vectors [4] for each segment, assuming that only one speaker is active in each segment. Then, the speaker embeddings are clustered to regroup segments belonging to the same speaker and obtain the diarization results. While these methods can cope with very challenging scenarios [5,6] and work with an arbitrarily large number of speakers, there is a clear disadvantage that they cannot explicitly handle overlapped speech.

The second category of diarization approaches, EEND, was recently developed [7–9] to specifically address the overlapped speech problem. Similarly to the neural source separation [15, 16], a Neural Network (NN) receives frame-level spectral features and directly outputs a frame-level speaker activity for each speaker, no matter whether the input signal contains overlapped speech or not. While the system is simple and has started outperforming the conventional speaker embedding clustering-based approaches [8,9], it still has difficulty in generalizing to recordings containing a large number of speakers [9].

The third category of approaches combines the strength of the previous two and simultaneously addresses their problems. It integrates the previous two approaches and thus will be referred to as EEND-vector clustering (EEND-VC) hereafter. It first splits the input recording into fixed-length segments to limit the number of speakers in each segment. Then, it applies a modified version of EEND to each segment to obtain diarization results for speakers speaking in each segment as well as speaker embeddings for them. Finally, to estimate which of the diarization results obtained in local segments belongs to the same speaker, constrained speaker clustering is performed across the segments based on the speaker embeddings. Note that the original EEND-VC framework [10] works on a strict assumption that the number of speakers in each segment is equal to or less than the number of NN output channels, which is typically 2 or 3. This integrated approach is shown to outperform the first and second approaches, and achieves state-of-the-art results for real conversational data with an arbitrarily large number of speakers, such as CALLHOME data [10, 12, 17].

Although the EEND-VC framework was found to be effective in achieving good diarization performance, we argue that such an approach that involves the segmentation has several issues; (1) The assumption on the number of speakers in each segment is problematic. It immediately faces a dilemma that, if we increase the size of the segment to obtain more context to enhance the diarization performance, the assumption tends to be violated. On the other hand, if we decrease the size of the segment, it deteriorates the overall diarization performance because of the lack of context. (2) It is not suited to achieve optimal meeting analysis, which should be one of the essential goals for any diarization research. Specifically, the segmentation inevitably splits utterances into multiple pieces irrelevant to semantics, during NN training and inference. It may make it hard to train such a diarization system jointly with a back-end system such as ASR, since each segment during NN training may not always contain full utterances. (3) The segmentation is not desirable in performing diarization, either. Segmenting an input recording without considering utterance boundaries can result in segments with very short fragments of utterances, which are difficult for a system to diarize.

To this end, this paper proposes to extend the EEND-VC framework such that it performs batch diarization without segmentation. The proposed method explicitly models each utterance activity in a recording and performs utterance-by-utterance diarization that clusters utterance activities in terms of speakers. To realize such a framework, we utilize an NN training scheme called Graph-PIT [18, 19], which was recently...
proposed for the training of NN-based source separation. Compared to the conventional EEND-VC framework, the proposed method employs a much less restrictive assumption that the number of simultaneously-speaking speakers at any time point in a recording never exceeds the number of NN output channels. Note that the total number of speakers in a batch processing block, which can be an entire meeting, can be arbitrarily large. The relaxed assumption allows us to apply the proposed method to more diverse data, including very active casual conversations. The relaxed assumption also allows us to apply the proposed method to more diverse data, including very active casual conversations.

In the following, we will first introduce the signal model and then detail essential components of the proposed method.

2. Proposed method

2.1. Overall framework

Fig. 1 shows how the proposed method performs utterance-by-utterance overlap-aware diarization. The schematic diagram is shown in the left half of the figure, while its right half shows how the proposed method detects each utterance activity in an input signal.

The example observed data in Fig. 1 is meeting-like data containing 5 utterances spoken by 3 speakers as indicated by 3 different colors. Some utterances are partially overlapped. Importantly, in Fig. 1, the maximum number of simultaneously-speaking speakers is two, and thus can be appropriately handled by NN having 2 output channels, as shown below.

Given the input signal, the proposed method first estimates the activity of each utterance by using an NN performing both Voice Activity Detection (VAD) and Utterance-Beginning Detection (UBD) for each utterance. This process does not involve any explicit source separation. The right half of the figure shows how the NN utilizes 2 output channels to estimate the activity of each utterance in an “overlap-free” manner even though some of them are originally overlapped. Specifically, the NN manages to assign the utterance activities to different output channels such that they do not overlap within each channel. After estimating the VAD and UBD information, we calculate an embedding vector for each utterance. Then, the utterance embedding vectors are clustered based on a given or an estimated number of speakers in the input signal, i.e., 3 in this example. Finally, based on the clustering, VAD, and UBD results, we rearrange the estimated utterance VAD results in terms of the speakers to form the final diarization results. As it can be seen, the proposed method does not involve any explicit segmentation process that can potentially divide an utterance into multiple non-semantic pieces.

In the following, we will first introduce the signal model and then detail essential components of the proposed method.

2.2. Signal model and goal of the proposed method

The observed signal in this paper is a single-channel meeting-like data $X \in \mathbb{R}^{F \times T}$ in the short-time Fourier transform (STFT) domain, containing $U$ utterances $S_u \in \mathbb{R}^{F \times T_u}$ ($u = 1, \ldots, U$) uttered by $K$ speakers. $F$, $T$, and $T_u$ stand for the total number of STFT frequency bins, the total number of time frames of the input signal, and the total number of time frames of each utterance $S_u$, respectively. For convenience, we append and prepend zeros to $S_u$ such that the resultant length matches the length of the input data, $T$, and the resultant vector shows the temporal location of the utterance in the entire recording:

$$\tilde{S}_u = \begin{bmatrix} 0, \ldots, 0, \hat{S}_u, 0, \ldots, 0 \end{bmatrix} \in \mathbb{R}^{F \times T},$$

where $0 \in \mathbb{R}^T$ is a zero vector. The start timing of the $u$-th utterance in $\tilde{X}$ is $T_u^0 + 1$. Based on these notations and a noise signal $N \in \mathbb{R}^{F \times T}$, the observed signal is formulated as:

$$\tilde{X} = \sum_{u=1}^{U} \tilde{S}_u + \tilde{N}.$$

Similarly to $\tilde{S}_u$, let us also define a ground-truth VAD label $y_u$ and a ground-truth utterance-beginning label $z_u$ for the $u$-th utterance as:

$$y_u = \begin{bmatrix} 0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0 \end{bmatrix}^T \in \mathbb{R}^T,$$

$$z_u = \begin{bmatrix} 0, \ldots, 0, 1, \ldots, 0 \end{bmatrix}^T \in \mathbb{R}^T.$$

In addition, we define the feature matrix, which is the input to the NN, as $X = \mathbb{R}^{F \times T}$. $X$ is computed from $\tilde{X}$. In this paper, log-Mel frequency features are used.

The utterance-by-utterance diarization task we tackle here is to estimate the above VAD label associated with a (relative) speaker label for each utterance.
2.3. Graph-PIT based overlap-aware VAD

This section explains the core of the proposed framework. As explained in 2.1, we can estimate the activity of each utterance in an “overlap-free” manner, if the number of the NN output channels, \( C \), is equal to or numbers the maximum number of simultaneously-speaking speakers in the observed signal. Let us explain how we can train an NN to perform such VAD.

With the following NN processing, we can estimate a VAD label for all \( C \) output channels and all \( T \) time frames, that is, \( \hat{Y} = [\hat{y}_1, \ldots, \hat{y}_T] \in \mathbb{R}^{T \times C} \), as:

\[
[\hat{h}_1, \ldots, \hat{h}_T] = \text{Encoder}(X) \in \mathbb{R}^{D \times T},
\]

\[
\hat{y}_{t,c} = \text{sigmoid}(\text{Linear}^{(\text{VAD})}(\hat{h}_t)) \in (0, 1),
\]

\[
c \in \{1, \ldots, C\}.
\] (3)

\( \text{Encoder}(\cdot) \) is an encoder such as a multi-head self-attention NN [8], which utilizes all the input features \( X \) to obtain a frame-level internal representation \( \hat{h}_t \). \( \text{Linear}^{(\text{VAD})}(\cdot) : \mathbb{R}^D \rightarrow \mathbb{R}^1 \) is a fully-connected layer to estimate the VAD label at the output channel \( c \). \( \text{sigmoid}(\cdot) \) is the element-wise sigmoid function.

To ensure that the estimated VAD label \( \hat{Y} \) conforms to the ones in Fig. 1, we leverage a Graph-PIT training scheme [18]. First, let us form a reference VAD label, \( Y \in \mathbb{R}^{T \times C} \) by assigning each utterance in the observation to one of the output channels. Such an assignment can be done by the multiplication of an assignment matrix \( P = [p_1, \ldots, p_T] \in \{0, 1\}^{T \times C} \) and a matrix containing all the ground-truth utterance-wise VAD labels, \( Y^{(\text{all})} = [y_1, \ldots, y_T] \in \mathbb{R}^{T \times C} \), i.e., \( Y = Y^{(\text{all})} \cdot P \). Each row \( p_u \in \mathbb{R}^C \) in \( P \) is a one-hot vector that indicates which output channel the \( u \)-th utterance is assigned to. To make the reference VAD labels “overlap-free”, the assignment matrix cannot be arbitrary, but must fulfill a Graph-PIT condition which we will detail later, i.e., \( P \in \mathcal{B} \). Given these notations, the loss function for Graph-PIT-based overlap-aware VAD is formulated as:

\[
L^{(\text{VAD})} = \min_{P \in \mathcal{B}} \text{BCE}(Y^{(\text{all})} \cdot P, \hat{Y}),
\] (4)

where \( \text{BCE}(\cdot, \cdot) \) is the binary cross-entropy function between the reference and the estimated labels.

Now, let us discuss \( \mathcal{B} \) that forces the assignment matrix \( P \) to produce always valid, i.e., “overlap-free”, VAD labels by \( Y^{(\text{all})} \cdot P \). As it can be guessed from Fig. 1, the assignment matrix \( P \) is only valid if it does not map activities of two temporally overlapping utterances to the same output channel. In other words, the following constraint must be true for each assignment matrix within \( \mathcal{B} \):

\[
p_u \neq p_v \text{ if } u \text{ overlaps with } v, \quad \forall u, v \in \{1, \ldots, U\}.
\] (5)

The above condition is equivalent to a graph coloring problem of the unweighted and undirected overlap graph \( G = (V, E) \), if we assume the graph’s vertices \( V \) correspond to utterances and its edges \( E \) are inserted between two vertices corresponding to two temporally overlapping utterances, as:

\[
V = \{1, \ldots, U\},
\] (6)

\[
E = \{(u, v) \text{ if } u \text{ overlaps with } v, \quad \forall u, v \in V\}.
\] (7)

An example of such a graph is drawn in the right half of Fig. 1. A proper coloring of \( G \), i.e., a coloring that satisfies eq. (5), with \( C \) colors, is then equivalent to an assignment of \( U \) utterances to \( C \) output channels. To calculate \( L^{(\text{VAD})} \), we have to find, in \( \mathcal{B} \), the one optimal coloring \( P^* \) that minimizes the term \( \text{BCE}(Y^{(\text{all})} \cdot P, \hat{Y}) \) in eq. (4), and then use the lowest score for back-propagation. We can efficiently search such \( P^* \) by incorporating a dynamic-programming idea in [19], but this part will be omitted from this paper because of the limited space. The source code to calculate this loss is available at [20].

2.4. Utterance-beginning detection

Given the estimated “overlap-free” VAD result at each output channel, we may be able to determine all utterance locations by examining all onsets and offsets in \( Y \). However, in the worst-case scenario, the ground-truth activities of the \( v \)-th and the \( u \)-th utterances assigned to the same channel can be adjacent in time, e.g., \( T^v_{u+1} + T_v = T^u_{u+1} \). In such a case, we cannot find out an utterance boundary between them just by looking at the output “overlap-free” VAD result \( Y \). To avoid such a situation during inference, we propose to additionally estimate beginnings of all utterances with the same NN.

Reference labels for the utterance beginning detection, \( Z \in \{0, 1\}^{T \times C} \), can be generated in a similar way as \( Y \) by using the optimal assignment matrix \( P^* \) and a matrix containing all the ground-truth utterance-wise beginning labels, \( Z^{(\text{all})} = [z_1, \ldots, z_T] \in \mathbb{R}^{T \times C} \) as \( Z = Z^{(\text{all})} \cdot P^* \). Based on this reference label, a loss function for the utterance-beginning detection is formulated as:

\[
L^{(\text{UBD})} = \text{BCE}(Z^{(\text{all})} \cdot P^*, \hat{Z}),
\] (8)

where \( \hat{Z} \) is a quantity estimated similarly to eq. (3) as:

\[
\hat{z}_{t,c} = \text{sigmoid}(\text{Linear}_{t,c}^{(\text{UBD})}(\hat{h}_t)) \in (0, 1).
\] (9)

2.5. Utterance/speaker embedding estimation

To cluster the obtained utterance activities in terms of speakers, we also estimate an utterance/speaker embedding, \( \hat{e}_u \). Specifically, for an utterance \( u \) assigned to the \( c \)-th channel, an \( L \)-dimensional embedding vector \( \hat{e}_u \) can be obtained as:

\[
\hat{e}^{(\text{EMB})}_{t,c} = \text{Linear}_{t,c}^{(\text{EMB})}(\hat{h}_t) \in \mathbb{R}^L,
\]

\[
\hat{e}_u = \sum_{t=1}^{C} \sum_{c=1}^{T} \hat{y}_{t,c} \hat{e}^{(\text{EMB})}_{t,c} \in \mathbb{R}^L.
\] (10)

For the lower and upper limits for the sum in eq. (10), we use ground-truth during training, and their estimation during inference. The embeddings and parameters of \( \text{Linear}_{t,c}^{(\text{EMB})} \) are optimized through a loss function \( L^{(\text{EMB})} \) proposed in [10] as \( L^{(\text{EMB})} \), which encourages the embeddings to have small intra-speaker and large inter-speaker euclidean distances.

2.6. Overall training loss function

NN parameters are optimized through the following multi-task loss function:

\[
L = \alpha L^{(\text{VAD})} + \gamma L^{(\text{UBD})} + \lambda L^{(\text{EMB})}.
\] (11)

3. Experiments

We evaluate the effectiveness of the proposed Graph-PIT-based utterance-by-utterance diarization (hereafter, Graph-PIT-EEND-VC) in comparison with conventional EEND-VC, based on simulated active meeting-like data and CALLHOME (CH) data. As an evaluation metric, we use diarization error rate (DER) with a collar tolerance of 0.25 s as in [3, 9].

2This is an issue mainly during inference, since during training, we always have access to the ground-truth utterance boundary labels.

3To account for the imbalance between the amount of ones and zeros in \( Z \), we slightly modified \( Z \) as proposed in [21].
3.1 Configurations of baselines and the proposed method

We prepared 2 versions of the conventional EEND-VC; The first one assumes at most 3 speakers appear within each 30-second segment (EEND-VC-30s, hereafter), and the second one assumes at most 3 speakers appear within each 5-second segment (EEND-VC-5s, hereafter). EEND-VC-30s achieved excellent performance on the CH data [11] because the assumption made therein matches the CH data closely, but we argue that the assumption does not hold in many casual conversations, e.g., [22]. EEND-VC-5s employs a little more relaxed assumption, but its performance is slightly worse than the EEND-VC-30s on the CH data. However, it is still very competitive and, for example much better than a most widely used diarization approach, i.e., x-vector clustering as shown in [14].

The proposed Graph-PIT-EEND-VC tested here has 2 output channels (C = 2) and thus assumes that the maximum number of simultaneously-speaking speakers are two, which is a realistic assumption because 3 or more people rarely speak simultaneously in meetings except for laughter segments [23]. For the training of the proposed method, we set the multi-task weights at \( \alpha = 1.0, \gamma = 0.1, \lambda = 0.03 \). For the clustering, we used constrained agglomerative hierarchical clustering [11] for both conventional methods and the proposed method with the same hyper-parameter sets. For the proposed method, we used a cannot-link constraint between embeddings of utterances that are estimated as overlapped utterances by comparing the estimated results of the output channels. For all methods in all experiments, we estimated the number of speakers for the clustering, as in [11].

All the tested methods use the same NN architecture in the encoder, i.e., a multi-head self-attention NN [8], and the same input features, to guarantee a fair comparison.

3.2 Data

We trained the proposed and conventional methods on simulated mixtures using speech from Switchboard-2, Switchboard Cellular, and the NIST Speaker Recognition Evaluations. We added noise from the MUSAN corpus [24], and reverberation based on simulated room impulse responses from [25]. We generated 2 sets of training data. The first set (6.9k hours) consists of 1-to-3-speaker meeting-like data generated based on the algorithm proposed in [7] with \( \beta = 10 \). This training data is used to train EEND-VC-30s, as in [11]. The second training dataset (5.5k hours) contains more realistically active-meeting-like data with 2 to 7 speakers. We trained EEND-VC-5s and Graph-PIT-EEND-VC based on this second dataset by using the trained EEND-VC-30s as a seed model, because the assumption in these two methods allows them to be trained on this active meeting-like data, while EEND-VC-30s cannot handle it appropriately because of its rigid assumption.

To thoroughly evaluate all methods, we used two evaluation datasets. The first one is a simulated active-meeting-like data generated in the same way as the above second training dataset, but with a different set of speakers. The dataset includes 500 artificial test meeting-like data, whose overlap ratio varies from 5% to 45%, and is 26% on average. The number of speakers in each meeting was randomly sampled from 2 to 7 speakers. The average length of the meeting data was 3.3 minutes. For the evaluation with this data, we used models trained with the aforementioned simulated data. The second evaluation dataset is the CH dataset [26] that contains 500 real telephone conversation sessions containing 2 to 6 speakers. Because there is a mismatch between the simulated data and the CH data, we adapt the models trained on the simulated data to the CH data by using a part of the CH data, as proposed in [9]. The overlap ratio of the CH data is 16%, which is much lower than typical casual conversation data such as [22].

3.3 Results with simulated active meeting-like data

Table 1 shows DERs and their breakdowns, including MIssed speech (MI), False Alarm (FA), and speaker Confusion (CF). The proposed Graph-PIT-EEND-VC significantly outperformed both conventional methods. For all methods in all metrics, EEND-VC-30s works much worse compared to the other two, in this active meeting-like data. It indeed reflects its rigid assumption that at most 3 speakers appear within each 30-second segment. Thanks to the relaxed assumption in EEND-VC-5s, it outperforms EEND-VC-30s, but still does not reach the level of Graph-PIT-EEND-VC which employs the most relaxed assumption, and does not involve any segmentation process.

3.4 Results with CALLHOME data

Here, let us compare EEND-VC-5s and Graph-PIT-EEND-VC, which worked nicely on the simulated active meeting-like data. Results are shown in Table 2. EEND-VC-30s, whose assumption closely matches the CH data, can achieve DER of 12.4% on average [11]. However, its results are omitted from the table for comparison, since it was found in 3.3 that its unrealistic assumption does not hold in case of active conversations, and thus its application area seems quite limited. Although Graph-PIT-EEND-VC has achieved slightly better performance on average, it is safe to say that the performances of the two approaches on the table are comparable on the CH data. Considering the superior performance of Graph-PIT-EEND-VC before adaptation, i.e., its performance on the simulated meeting-like data, it seems to have difficulty in adapting its behavior to the CH data with a small amount of adaptation data (8.7 hours).

Overall, the obtained results are very encouraging. Even if the performance of Graph-PIT-EEND-VC is comparable to conventional methods in some cases, it can now perform utterance-by-utterance overlap-aware diarization which can open up many new opportunities such as joint training with ASR. We will investigate such potentials as well as the difficulty of the adaptation in the future work.

4. Conclusions

This paper proposed an utterance-by-utterance overlap-aware diarization approach by leveraging a training scheme called Graph-PIT, for better diarization performance and opening up new opportunities such as its joint training with ASR. Experiments with simulated active meeting-like data and CALLHOME data shows the superiority of the proposed framework.
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