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Abstract

Objectives: Purpose, realistic. Diagnosis of chronic diseases and assistance in medical decisions is based on machine learning algorithms. In this paper, we review the classification algorithms used in the health care system (chronic diseases) and present the neural network-based Ensemble learning method. We briefly describe the commonly used algorithms and describe their critical properties.

Materials and Methods: In this study, modern classification algorithms used in healthcare, examine the principles of these methods and guidelines, and to accurately diagnose and predict chronic diseases, superior machine learning algorithms with the neural network-based ensemble learning Is used. To do this, we use experimental data, real data on chronic patients (diabetes, heart, cancer) available on the UCI site.

Results: We found that group algorithms designed to diagnose chronic diseases can be more effective than baseline algorithms. It also identifies several challenges to further advancing the classification of machine learning in the diagnosis of chronic diseases.

Conclusion: The results show the high performance of the neural network-based Ensemble learning approach for the diagnosis and prediction of chronic diseases, which in this study reached 98.5, 99, and 100% accuracy, respectively.
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1. INTRODUCTION

Their several programs for machine learning (ML), the most important of which is the accurate prediction of chronic diseases. Each instance in each data set used by machine learning algorithms is represented using the same feature set. Attributes may be continuous, batch, or binary. If samples are given with known labels (corresponding correct outputs), it is called supervised learning, as opposed to unsupervised learning where samples are unlabeled [1]. However, for health care epidemiologists to make optimal use of this data, computational techniques are needed that can manage large complex data sets. Machine learning (ML), studying tools and methods for identifying patterns in data, can help. The appropriate application of ML in these data are promising as it broadly alters the patient risk classification in the medical field and especially in infectious diseases [2-3-4-5-6-7].

After a better understanding, the strengths and limitations of each method, the possibility of combining two or more algorithms to solve the problem should be considered. The goal is to use the strengths of one method to complement the
weaknesses of another. If we are only interested in the best possible classification accuracy, it is difficult or impossible to find a single classification as well as a good set of classifications. Based on a study conducted in 2018, researchers have reached this conclusion. The use of an algorithm in the diagnosis and prediction of chronic disease has not been effective and accurate and has not been successful in many scenarios. This is because, in supervised group methods, they build a set of basic learners (specialists) and use their weighted results to predict new data. Numerous empirical studies confirm that group methods often work better than both individual learners [8-9-10-11-12-13-14].

Classification is one of the most important machine learning techniques. This article summarizes and analyzes the main features of each algorithm by analyzing and comparing the types of conventional classifiers to provide a basis for improving old algorithms or developing new effective ones. This summary can also be used to select these data mining techniques for new applications [15]. In the following, we will review machine learning techniques and review them in general.

1.1. Artificial intelligence techniques
Now we will discuss some fundamental AI techniques: Heuristics, Support Vector Machines, Neural Networks, the Markov Decision Process, and Natural Language Processing. Artificial intelligence techniques used in the process of analyzing complex data and data rich in semantics as well as designing intelligent information systems of the new generation are now dedicated to various areas of use.

1.1.1. Machine Learning:
Machine learning is the scientific study of algorithms and statistical models used by computer systems that benefit from patterns and inferences to perform tasks instead of using explicit instructions. The main focus of machine learning is on the development of computer programs that can access data and use it for their learning. Classification is one of the most important aspects of supervised learning. The goal is to find a model that best describes the data (Fig 1). Usually, all machine learning algorithms are divided into 4 groups based on learning style, performance or problems they solve: supervised learning, unsupervised, semi-supervised, and reinforced learning [16-17-18-19-20].

![Fig. 1. General performance of machine learning](image)

2.1.1. Supervised learning
A "teacher" gives the computer the example inputs and the desired outputs each, and the goal is to learn a general rule that takes the inputs to the output. In certain cases, the input signal may be only partially available or limited to specific feedback. Most machine learning methods use supervised learning. In supervised machine learning, the system tries to learn from the a priori examples provided. In other words, in this type of learning, the system tries to learn the patterns based on the given examples [21-22-23-24]. Mathematically speaking, learning is supervised when the input variable (X) and the output variable (Y) are present and an algorithm can be used to derive an input-to-output mapping function based on them. The mapping function is shown as $Y = f(X)$. Example:

![The patient's vital signs](image)

To train the system, you must provide the system with a large number of samples, or data, including tags and predictors.

3.1.1. Semi-Supervised learning
The computer is given only one incomplete training signal: a training set that some (often many) of its target outputs are missing. It uses unlabeled data and labeled data simultaneously to improve learning accuracy [25-26-27-28-29-30].

4.1.1. Reinforcement learning
Educational data (in the form of rewards or punishments) is given as feedback to program activities only in a dynamic environment, such as driving a car or playing against an opponent [31-32-33-34-35]. Figure 3 shows the structure of the reinforcement learning algorithm.

![Fig. 3. General function of reinforcement learning](image)

5.1.1. Unsupervised learning
No label is given to the learning algorithm and the algorithm itself must find a structure in the input. Self-directed learning can be a goal in itself (finding hidden patterns in data), or a means to an end (learning to show) [36-37-38-39-40-41-42-43]. In fact, without any help from the system you want to recognize that each user belongs to a cluster and it finds connections without your help.
6.1.1. Classification
Classification means placing each person, object, and so on in different categories under study. Classification helps to analyze unit measurements to identify the category to which they belong. Analysts use data to build an effective relationship. For example, before a bank decides to distribute a loan, it evaluates the ability of the customer to repay the loan. The bank does this by taking into account factors such as customer income, savings, and financial history. This information is obtained from the analysis and classification of past loan data [44-45-46].

7.1.1. Prediction
Machine learning can be used in forecasting systems. For example, according to what was said above to provide a bank loan, to calculate the probability of system error, it is necessary to classify the data available in different groups. This set is defined by the rules set by analysts. After classification, the probability of error can be calculated again with the help of machine learning. These calculations can be used in all sectors for a variety of purposes. Prediction is one of the best applications of machine learning [47-48-49].

8.1.1. Extraction
One of the great applications of machine learning is information extraction. Here machine learning aids the process of extracting structural information from unstructured data. Machine learning, for example, extracts information from web pages, articles, blogs, business reports, and emails. The database maintains the relationship of the generated output with the information extraction. The machine learning extraction process takes a set of documents as input and extracts structured data from it [50-51].

9.1.1. Regression
Machine learning can also be used for regression. In regression, the principle of machine learning can be used to optimize parameters. Machine learning can also be used to reduce the approximate error and calculate the closest possible result. The general form of each type of regression is:

- **Simple linear regression:**
  \[ Y = a + bX + u \]  
  (1)

- **Multiple linear regression:**
  \[ Y = a + b_1X_1 + b_2X_2 + b_3X_3 + \ldots + b_nX_n + u \]  
  (2)

Where:
- \( Y \) = the variable that you are trying to predict (dependent variable).
- \( X \) = the variable that you are using to predict \( Y \) (independent variable).
- \( a \) = the intercept.
- \( b \) = the slope.
- \( u \) = the regression residual.

Machine learning can also be used to optimize performance, and machine learning can be used to change inputs to the closest possible outcome. Machine learning can be used in the techniques and tools used to diagnose diseases. This technology can be used to analyze clinical parameters and combine them to predict disease progression, extract medical information, research to achieve results, treatment planning, and patient monitoring. These are successful applications of machine learning methods. The use of machine learning algorithms can also help integrate computer devices and healthcare departments [51-52-53].

Basic topics in classification algorithms Classifier is an algorithm that plots input data to a specific Ensemble.

- **Classification model:** A classification model tries to deduce from the input values given for training. Predicts class tags/categories for new data.
- **Attribute:** Attribute is an individual measurable attribute of a phenomenon that is observed.
- **Binary Classification:** The task of classifying with two possible outcomes. For example gender classification (female / male)
- **Multi-class Classification:** Classification with more than two classes. In multi-class classification, each instance is assigned to one and only one target tag. For example, an animal can be a cat or a dog, but not both. Multi-tag classification: A classification task in which each instance is drawn into a set of target tags (more than one class). For example, a news article can be about a person, a place, and a place at the same time. [16-53].

Suppose we knew the density, \( p_i(x) \), for each of the \( N \) classes. Then, we would predict using:

\[ F(x) = \arg \max_{i=1,...,N} p_i(x) \]  
(3)

Of course, we don’t know the densities, but we could estimate them using classical techniques. In this paper, the proposed new methods for diagnosing chronic diseases with the help of artificial intelligence algorithms in several studies (from 2000 to 2020) are reviewed, compared, and implemented. The purpose of reviewing these methods is to help in timely and accurate diagnosis. Clinicians rely on their knowledge and experience, as well as the results of complex and time-consuming clinical trials, to diagnose malignant and dangerous diseases despite the unavoidable human error. The use of machine learning sheds light on the ability of these techniques to help diagnose malignancies.

**The remaining of this article is mainly described as follows.** Section 2 reviews the past work in machine learning for the diagnosis of chronic diseases. The proposed method is introduced in detail in Section 3. Section 4 presents the case study. Finally, the conclusion summaries the paper and proposed future work in Section 5.

2. **Related Works**

Today, the application of artificial intelligence in the field of health systems has greatly expanded. Machine learning, as a sub-branch of artificial intelligence, has many applications in the field of medical diagnosis. Chronic diseases are one of the most common diseases in the world, which
facilitating and accelerating its diagnosis will have very favorable results on its future treatment process.

In the studies of Mr. Lam, K. Y et al., they used an activity tracking system for Alzheimer’s patients using various machine learning algorithms including SVM, RF, NB for position detection, and SmartMind health care tool for motion detection [54]. To accurately analyze medical data to diagnose primary disease and care for patients, Mr. Chen, M et al. [55] used a neural network algorithm to effectively predict chronic disease. Mr. Babic, F et al. [56] used statistical methods such as decision tree, NB, SVM, and Apriori algorithm to process three sets of medical data to produce prediction models by extracting appropriate rules, which yielded acceptable results. Mr. Paul, A. K et al. [57] proposed a fuzzy system based on a genetic algorithm to predict the risk of heart disease, and the simulation results showed the high performance of the proposed method.

In the studies of Mr. Saffdar, S et al. [58] for the diagnosis of heart disease in clinical settings, the machine learning techniques of the ANN algorithm with 97%, Cart algorithm with 87.6% accuracy, logistic regression with 72% accuracy have been achieved. Mr. Hongxu, Yi N et al. [59] A hierarchical health decision support system for the diagnosis of a variety of diseases such as arrhythmia (86%), type 2 diabetes (78%), urinary bladder disorders (99%), and kidney stones accurately (94%) and hypothyroidism reached (95%) accurately. In the studies of Mr. Yip, T. F et al. [60] used the development and validation of a machine learning model based on laboratory parameters to diagnose and predict liver disease for the general population. Then, TINGTINGZHAO et al [61], used correlation analysis to obtain useful features for classifying diseases using a support vector machine and obtained better results.

In a 2017 study, Zhang, J. et al. [62], used neural networks to predict disease based on medical history and used an in-depth learning method to predict the risk of multiple diseases. Mr. Tripoliti, E. E et al. [63] proposed an automated method for early detection of class changes in patients with heart failure using classification techniques with the highest impact factor of 97.87.67%, respectively. Mr. Kim, E. Y et al. [64] used a machine learning method to classify depressive disorder and control groups using proteomic analysis of serum and heart rate changes to identify biomarkers of the new environment. The above performance of the above methods has been to accurately diagnose these disorders.

In a 2017 study, Mr. Lee, S et al. [65] proposed a method for detecting abnormal electronic waveforms based on transplant criteria for effective diagnosis of heart disease. In this experiment, the accuracy of abnormal waveform extraction using real ECG data for a healthy person and a patient with myocardial infarction was evaluated and the results showed that the proposed method can not only sufficiently disrupt the abnormal waveform, Can provide a comprehensive review, Mr. Dominguez-Morales et al. [66] presented a convolutional neural network-based tool for classifying healthy and pathologically ill individuals using the Newomorphic Auditory Sensor for FPGA, which is capable of real-time frequency-band audio decomposition.

From this approach, using different values, the best amount is 97.05% and in the worst case, the accuracy is 80%.

In the studies of Mr. Timothy, V et al. [67], to automatically diagnose various diseases based on heart rate changes, they used machine learning techniques. The process of diagnosing the input data through electrocardiogram recording has reached high accuracy. In the following, Mr. Ekiz, S et al. [68] have used six methods of different learning algorithms to classify heart disease in MATLAB and Veka environments, which are: linear SVM, two-way SVM, percussion SVM, intermediate SVM, intermediate SVM Gauss, and the decision tree use and compare these methods.

Also, in a study by YU-BOYUAN et al. [69], they used a machine learning method (PSSVM) to help diagnose heart disease. Mr. Kumar, M et al. [70] used the electrocardiogram signal for the automatic diagnosis of coronary artery disease (CAD) and obtained a remarkably accurate classification result for the wavelet nucleus of 99.6%, which is 99.56% compared with the RBF nucleus. Mr. McRae, M. P et al. [71] use a multi-criteria measurement system based on logistic regression techniques to diagnose and predict heart failure and heart health. The experimental results in this paper show the model. scorecard has a high improvement over other cases with an accuracy of AUC = 0.8403 and 0.9412.

Mr. Uçar, M. K. et al. [72] studied the study of sleep-wake determination using KNN and SVM classification algorithms for which the heart rate change signal (HRV) signal was obtained from PPG. Based on the classification results, the classification accuracy is 73.36%, respectively. The sensitivity was 81% and the characteristic was 77%. Also, Mr. Acharya, U. R et al. [73] used coronary artery disease as the main cause of heart attacks and used a reliable and efficient automatic diagnosis system for early detection of CAD. Researchers studied the structures of CNNS (NET1). To identify the classes, the proposed system has an accuracy of 94.95%, a sensitivity of 93.72%, a specificity of 95.18% for the NET1 class, an accuracy of 95.11%, a sensitivity of 91.13%, and a specificity of 95.88% for the NET2 class. Also, Mr. Kumar, M et al. [74] have used advanced signal processing techniques to diagnose CAD.

Mr. Gagnon, L. L. [75] then developed a wireless electrocardiographic recording device that detects and records the ECG system of the heart via an electrode and is connected to a prototype by a host computer via a low-power wireless connection. It is controlled that ECG data can be obtained and displayed in real-time for fast analysis. Mr. Narula, S et al. [76] also studied a machine learning framework that uses electrocardiogram data to automatically evaporate the heart of cardiac patients from the physiological hypothalamus, which developed three machine learning models such as SVM, random forest, and artificial neural network. Mr. Degregory, P. R et al. [77] developed the potential to identify early heart rate markers using a device based on an antibody test, followed by Mr. Medved, et al. [78] Deep learning techniques for modeling in the form of a two-layer neural network to predict waiting time as 1-wait 2-link and 3-dead at three different times of 180.365 and 730 days are presented.
Mr. Luo, Y et al. [79] study an approach based on magnetic resonance imaging (MRI) of the heart, which is a passive data mining imaging technique that uses left ventricular MRI to assess stroke volume, myocardial infarction, and parameters. The performance of areas such as wall movement and wall thickness is very important. In this approach, machine learning methods for analyzing medical images with estimates of more complex models using training data have been considered, which is a proposed fast, robust, efficient, and suitable method for LV division. Mr. Nilashi, M; Et al. [80] have proposed an analytical method for disease prediction using machine learning techniques, from Cart tree regression classification to generate fuzzy rules based on the EM algorithm for data clustering, from the Cart algorithm to rule detection, from The Pca algorithm has used fuzzy rule-based methods for prediction to reduce dimensions and deal with the multipolar problem in data.

Mr. Ali, B et al. [81] presented machine learning techniques for classifying diabetes and cardiovascular disease using artificial neural networks and Bayesian networks. The purpose of this reference is to study artificial neural networks and Bayesian networks and their application in classification. Diabetes and cardiovascular disease are designed to compare machine learning techniques to achieve the highest classification output. Also, Mr. Arabasadi, Z [82] used artificial neural networks and genetic algorithms to effectively diagnose heart disease; Which presents a highly hybrid method for the diagnosis of coronary artery disease and has obtained 93.85%, 97%, and 92% accuracy, sensitivity, and specificity in the Z-Alizadeh Sani dataset. Heart disease has been proposed as an Ensemble-based approach that creates new models by combining posterior probabilities or predicted values from multiple previous models to create more effective models that classify 89.01% of tests based on data from the Heart Database database. Cleveland has been extracted and has also reached 95.95% and 91.95% specific sensitivity and specificity in the diagnosis of heart diseases, respectively.

Browse Algorithms: Classification is a science that builds a model for predicting new data labels based on previously labeled data. Classification is one of the basic sub-disciplines of machine learning and data mining. And it is based on data collected from past actions. Actions are labeled based on expert knowledge. To have a good classification model, we need to be aware of the data and its structure, as well as the number of categories (tag-class). Although it is sometimes impractical to become familiar with the structure and type of data, the right classification model can sometimes be chosen if there is a simple familiarity. Now that we are familiar with the classification of data mining algorithms, we will introduce the best data mining algorithms.

In the world of data mining, 10 Top Algorithms are very widely used and have high power. These 10 top algorithms are among the most effective data mining algorithms in the research community. Using each algorithm, we provide an algorithm description, implement, compare, and discuss the algorithm's effectiveness in diagnosing chronic diseases, and review current and more research on algorithms.

1.2. These 10 algorithms are as follows:

1. Linear regression
2. Logistic regression
3. Naive Bayes Classifier
4. Nearest Neighbors K
5. Decision tree (ID3, C4.5, cart, CHAID, MARS)
6. Random forest
7. Support for vector machines
8. CART algorithm
9. Ensemble learning algorithms (bagging, Boosting, AdaBoost)
10. Neural networks

1.12. Linear regression

In machine learning, we have a set of input variables (x) that are used to determine the output variable (y). There is a relationship between input variables and output variables. ML’s goal is to quantify this relationship. In linear regression, the relationship between input variables (x) and output variables (y) is expressed as the equation of the form

\[ y = a + bx \]

Therefore, the purpose of linear regression is to discover the values of coefficients a and b. Here, a is intercepted and b is the linear slope [84-85-86-87].

A linear regression line has an equation of the form

\[ Y = a + bX \]

where X is the explanatory variable and Y is the dependent variable. The slope of the line is b, and a is the intercept (the value of y when x = 0).

2.1. Logistic regression

Logistic regression is a calculation used to predict a binary outcome: either it happens or it does not. This can be displayed as Yes/No, Pass/Fail, Alive/Dead, etc. Independent variables are analyzed to determine the binary result with the results divided into one of two categories. Independent variables can be batch or numeric, but the dependent variable is always the batch. It is written as follows:

\[ P(Y=1|X) = \frac{e^{\beta_0 + \beta_1 x_1 + \beta_2 x_2 + ... + \beta_n x_n}}{1 + e^{\beta_0 + \beta_1 x_1 + \beta_2 x_2 + ... + \beta_n x_n}} \]

3.1.2. Naive Bayes Classifier

Calculate the possibility of whether a data point is in a specific group or not. In-text analysis, it can be used to classify words or phrases as belonging to a predefined "tag" (classification). To decide whether a phrase should be labeled "sport", you should calculate:

\[ P(A | B) + P(AB | A)xP(A)) / P(B) \]
Or ... probability A, if B is true, is equal to probability B, if A is true, multiple of probability A is true, divisor by probability B is true; so we use Bayes' theorem to calculate the probability of an event occurring, given that another event has already occurred. To calculate the probability that Hypothesis (h) is true, based on our previous knowledge (d), we use the Bayes theorem as follows:

$$P(h \mid d) = \frac{(P(d \mid h)P(h))}{(P(d))}$$  \hspace{1cm} (7)

where:

- $P(h \mid d)$ = Posterior probability.
- $P(h)$ = Class prior probability.
- $P(d \mid h)$ = Likelihood.
- $P(d)$ = Predictor prior probability.

Probability of the data (irrespective of the hypothesis)

Naive Bayes is an easy and fast way to predict data class. Using this, multi-level forecasting can be done. When the independence assumption is valid, Naive Bayes is much more powerful than other algorithms such as logistic regression. Also, you will need less training data. However, Naive Bayes suffers from the following drawbacks:

- If a category variable belongs to a category that is not tracked in the training set, the model gives it a probability of 0, which prevents prediction.
- Naive Bayes assumes independence between its features. In real life, it is difficult to collect data that contains completely independent features [92-93-94-95-96-97-98-99-100-101-102].

$$y = \arg \max_{c \in C} \sum_{h \in H} P(c \mid h)P(T \mid h)P(h)$$  \hspace{1cm} (9)

here y is the predicted class, C is the set of all possible classes, H is the hypothesis space, P refers to a probability, and T is the training data. As an ensemble, the Bayes optimal classifier represents a hypothesis that is not necessarily in H. The hypothesis represented by the Bayes optimal classifier, however, is the optimal hypothesis in ensemble space (the space of all possible ensembles consisting only of hypotheses in H).

4.1.2. K Nearest Neighbors

A pattern recognition algorithm that uses the training dataset to find the nearest relatives in the following examples. When k-NN is used in classification, you calculate to place the data in the nearest neighbor group. If K = 1, it is in the nearest 1 class. K is classified by a multi-neighborly survey. The Neighbors K-Nearest algorithm uses the entire data set as a training set instead of dividing the data set into a training set and a test set.

The most intuitive nearest neighbour type classifier is the one nearest neighbour classifier that assigns a point $x$ to the class of its closest neighbour in the feature space, that is:

$$C_{nN}^{\text{tmp}}(x) = Y(1)$$  \hspace{1cm} (10)

When a result is required for a new data sample, the KNN algorithm passes through the entire data set to find the k-samples closest to the new sample or the number of k samples similar to the new record and then subtracts the average (for a regression problem) or Mode (maximum class) for a classification problem. The value of k is specified by the user. The similarity between the samples is calculated using criteria such as Euclidean distance and Hamming distance [103-104-105-106-107-108-109-110].

5.1.2. Decision Tree

The decision tree is a supervised learning algorithm that is suitable for classification problems because it can order classes at an accurate level. It works like a flowchart, dividing data points from "tree trunk" to "branch" to "leaf" at the same time into two similar clusters, where the clusters become quite similar. Creates these classifications into categories and allows organic classification to be performed under limited human supervision [111-112-113-114-115-116].

A decision tree consists of split nodes $N^{\text{Split}}$ and leaf nodes $N^{\text{Leaf}}$. An example is illustrated in Fig. 4. Each split node $s \in N^{\text{Split}}$ performs a split decision and routes a data sample $x$ to the left child node $c(s)$ or to the right child node $cr(s)$. When using axis-aligned split decisions the split rule is based on a single split feature $f(s)$ and a threshold value $\theta(s)$:

![Fig. 4. Structure of the decision tree algorithm](image)

Figure 4. An example of a decision tree that predicts whether or not to go hiking today. Split nodes (green) evaluate the data and route to the next node. Leaf nodes (blue) contain the possible outputs of the decision tree. Starting at the root node, the data is routed through the tree based on the split rules. Finally, a leaf node is reached which contains the decision output. In this example the output is “yes” or “no”.

6.1.2. Random Forest

The random forest algorithm is a decision tree extension, in which you first create decision trees on some axes with instructional data, then place your new data as a “random forest” in one of the trees. Random forests or random forests are a set learning method for classification, regression, and
other tasks. To build a random forest, you need to train a large number of decision trees on random samples of training data. Random forest output has the highest results among individual trees. Random Forests Due to the nature of the algorithm, they were able to successfully equip the equipment. Basically, it connects your data on average to connect it to the nearest tree on the data scale. Stochastic forest models are useful because they solve the problem of deciding to "force" data into an unnecessary group [117-118-119-120-121].

The training algorithm for random forests applies the general technique of bootstrap aggregating, or bagging, to tree learners. Given a training set $X = x_1, ..., x_n$ with responses $Y = y_1, ..., y_n$, bagging repeatedly ($B$ times) selects a random sample with replacement of the training set and fits trees to these samples:

$$Forb = 1, ..., B$$

1. Sample, with replacement, $n$ training examples from $X, Y$; call these $X_b, Y_b$.
2. Train a classification or regression tree $b_0$ on $X_b, Y_b$.

After training, predictions for unseen samples $x'$ can be made by averaging the predictions from all the individual regression trees on $x'$.

$$f = \frac{1}{B} \sum_{b=1}^{B} f_b(x')$$  \hspace{1cm} (11)

7.1.2 Support vector machine

Support vector machine is one of the supervised learning methods that is used for classification and regression. This algorithm uses algorithms to train and classify data in degrees of polarity and bring them to a higher degree of X / Y prediction. For a simple visual explanation, SVM uses a technique called kernel trick to convert your data, and then, based on that conversion, finds the optimal boundary between possible outputs. Simply performs very complex conversions, then specifies how to separate your data based on the tags or outputs you define [122-123-124-125-126-127]. For a nonlinear SVM, the cost function can be computed as:

$$\min C \sum_{i=1}^{m} (y_i \cdot \langle \theta^T x_i \rangle + (1 - y_i) \cdot \langle \theta^T x_i \rangle)$$  \hspace{1cm} (12)

$$\theta^T x \geq \phi, \theta^T x \geq \phi - 1.$$  

The SVM classifier is used when the dataset is less. SVM is not well suited to bigger datasets. For image classifications, CNN is the best approach to be used in place of the SVM (Figure 5).

Define an optimal hyperplane: maximize margin Extend the above definition for non-linearly separable problems: have a penalty term for misclassifications.

Map data to high dimensional space where it is easier to classify with linear decision surfaces: reformulate problem so that data is mapped implicitly to this space. To define an optimal hyperplane we need to maximize the width of the margin ($w$).

8.1.2 CART Algorithm

Classification and Regression Trees (CART) is one of the implementations of decision trees. Non-terminal nodes of classification and regression trees are root node and internal node. The end nodes are the leaf nodes. Each non-terminal node represents a single input variable ($x$) and a divisor point on it. Leaf nodes represent the output variable ($y$). To predict, the model is used as follows: Follow the three divisions to reach the leaf node and generate the value in the leaf node [128-129-130-131]. In data mining, decision trees can be described also as the combination of mathematical and computational techniques to aid the description, categorization and generalization of a given set of data.

Data comes in records of the form:

$$(x, Y) = (X_1, X_2, X_3, ..., X_k, Y)$$  \hspace{1cm} (12)

The dependent variable, $Y$, is the target variable that we are trying to understand, classify or generalize. The vector $X$ is composed of the features, $X_1, X_2, X_3$ etc., that are used for that task.

Gini impurity: Used by the CART (classification and regression tree) algorithm for classification trees, Gini impurity is a measure of how often a randomly chosen element from the set would be incorrectly labeled if it was randomly labeled according to the distribution of labels in the subset.

Information gain: Used by the ID3, C4.5 and C5.0 tree-generation algorithms. Information gain is based on the concept of entropy and information content from information theory.

Entropy is defined as below:

$$H(T) = I_E (p_1, p_2, ..., p_j) = \sum_{i=1}^{j} p_i \log_2 p_i$$  \hspace{1cm} (13)

2.2 Ensemble learning techniques

Ensemble learning is a problem-solving method by building several ML models and combining them. Ensemble learning is primarily used to improve the performance of classification, forecasting, and performance approximation models. Other groups learning programs include model decision review, optimal feature selection for construction models, incremental learning, and unstable learning. [132-133-134-135] Below are some common Ensemble learning algorithms.

1.2.2 Bagging

stands for Bootstrap collection. This is one of the oldest Ensemble learning algorithms that work very well. To ensure diversity of classifications, use bootstrap versions of training data. This means that different subsets of educational data are randomly drawn from the educational data set by substitution. Each subset of training data is used to teach different classifications of the same type. Then,
separate classifiers can be combined. To do this, you must make their decisions by a simple majority of votes. The class determined by most classifiers is the decision of the group \[136-137-138-139-140\]. Mathematically, Bagging is represented by the following formula,

\[
\hat{f}_\text{bag} = \hat{f}_1(x) + \hat{f}_2(x) + ... + \hat{f}_l(x)
\]

(14)

The term on the left hand side is the bagged prediction, and terms on the right hand side are the individual learners.

2.2.2 Boosting

This group of group algorithms is similar to bagging. Boosting also uses different classifications to re-sample the data and then selects the optimal version by a majority vote. In reinforcement, you regularly train weak classifiers to bring them together in a strong classification. When classifications are added, they are usually attributed at some point to describe the accuracy of their prediction. Weights are recalculated after poor classification is added to the group. Wrongly classified inputs gain more weight and incorrectly classified samples lose weight; therefore, the system focuses more on samples that have been misdiagnosed \[140-141-142-143-144-145\]. The following illustration gives a visual insight into the boosting algorithm.

![Fig. 6. Structure of the Boosting](Source: https://www.python-course.eu/Boosting.php)

Here the different base classifiers are each build on a weighted dataset where the weights of the single instances in the dataset depend on the results the previous base classifiers had made for these instances. If they have misclassified an instance, the weight for this instance will be increased in the next model while if the classification was correct, the weight remains unaltered. The final decision making is achieved by a weighted vote of the base classifiers where the weights are determined depending on the classification rates of the models. If a model has had a high classification accuracy, it will get a high weight while it gets a low weight if it has had a poor classification accuracy. Bootstrap ping (Source: https://www.python-course.eu/Boosting.php).

3.2.2 AdaBoost

Adaptive Boosting is a meta-algorithm for machine learning formulated by Yoav Freund and Robert Schapire, who won the 2003 Gödel Prize for their work. It can be used in conjunction with many other types of learning algorithms to improve performance \[161\]. AdaBoost refers to a particular method of training a boosted classifier. A boost classifier is a classifier in the form:

\[
F_T(x) = \sum_{i=1}^{T} \hat{f}_i(X)
\]

(15)

where each \(\hat{f}_i\) is a weak learner that takes an object \(X\) as input and returns a value indicating the class of the object. For example, in the two-class problem, the sign of the weak learner output identifies the predicted object class and the absolute value gives the confidence in that classification. Similarly, the \(T\) classifier is positive if the sample is in a positive class and negative otherwise.

4.2.2 Stacking

A stacking is a collection learning technique that combines several classifications or regression models through a meta-classifier or an organizer. Basic level models are trained based on a complete set of training, then the meta-model is taught as a feature in the output of basic level models \[145-145-147-148-149-150-151\].

![Fig. 7. Structure of the Stacking algorithm](Source: https://www.python-course.eu/Stacking.php)

The algorithm can be summarized as follows (source: \[162-163\]):

**Algorithm Stacking**

**Input:** training data \(D = \{X_i, y_i\}_{i=1}^{m}\)

**Output:** ensemble classifier \(H\)

**Step 1:** learn base-level classifiers

for \(t=1\) to \(T\) do

learn \(h_t\) based on \(D\)

end for

**Step 2:** construct new data set of predictions

for \(i=1\) to \(m\) do

\(D_h = \{X_i, y_i\}, \text{where } X_i \} = \{h_1(X_i), ..., h_T(X_i)\}\)

end for

**Step 3:** learn a meta-classifier

learn \(H\) based on \(D_h\)

return \(H\)

5.2.2 Neural networks

The neural network is a sequence of neurons that are connected by synapses and recall the structure of the human
This data set. The performance of the models is evaluated with other algorithms. This study examines the prognosis of... different from other types of networks. They are CNNs.

Each neuron processes signals in the same way: but how can a different result be obtained? The synapses that connect the neurons are responsible for this. Each neuron can have many synapses that weaken or amplify the signal. Also, neurons can change their properties over time. By selecting the correct synapse parameters, we will be able to obtain the correct results of converting input information to output. There are different types of NN: Feedforward (FFNN) neural networks and receivers are very simple, there are no loops or cycles in the network. In practice, such networks are seldom used, but they are often combined with other types to obtain new networks.

6.2.2 The Hopfield Network (HN)

HN is a neural network perfectly connected to the symmetric matrix of links. Such networks are often called corporate memory networks. Just like a person who can imagine the second half of a table by imagining it, this network returns it to its full state by receiving a noisy table.

7.2.2 Convolution neural networks

CNNs and deep convolution neural networks (DCNNs) are very different from other types of networks. They are commonly used for image processing, audio, or video tasks. A common way to use CNN is to classify images. It is interesting to observe different types of neural networks [152-153-154-155-156-157-158-159-160].

So here are the top 10 data from the list of data mining algorithms. We hope this article is a little clearer based on these algorithms. This study examines the prognosis of chronic diseases using machine learning techniques along with other Ensemble learning methods. In this study, the three data sets mentioned in Section 3 will be used and the algorithms examined in Section 2 will be used to implement this data set. The performance of the models is evaluated using the common confusion matrix and ROC performance analysis. The final model of readmission is based on the positive rate, sensitivity, and actual characteristics based on the best model.

3. Material and Methods

1.3. Dataset

1.1.3. Diabetes Database

Diabetes data set used in this study of diabetic walk patients from the UCI site at (HTTP://archive.ics.uci.edu/ml/datasets/diabetes) that this data set has 9 variables and 768 records that these variables and abbreviations are given in Table 1.

Table 1

| P.NO | Number of times pregant |
|-----------------------|------------------------|
| PG                    | Plasma Glucose Concentration |
| DBP                   | Diastolic Blood Pressure |
| TSFT                  | Triceps Skin Fold Thickness |
| SI                    | Two Hour Serum Insulin |
| BMI                   | Body mass index |
| DPF                   | Diabetes Pedigree Function |
| AGE                   | Age |
| C                     | Class variable |

2.1.3. Cancer dataset

The Breast Cancer Patient Database from the UCI website contains 32 variables and 569 records in the University of California, USA machine learning database (HTTP://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(diagnostic)). This database includes risk factors for bulk thickness, cell size uniformity, cell shape uniformity, edge adhesion, epithelial tissue cell volume, naked nuclei, chromatin long, normal nucleus, and cell division, collected in Wisconsin, USA.

Table 2

| Dataset                        | No. of attribute | No. of instances | No. of class |
|-------------------------------|------------------|------------------|--------------|
| Wisconsin diagnosis of breast cancer (WDBC) | 32               | 569              | 2            |

3.1.3. Heart Database:

The data set of heart patients available in HTTPS://archive.ics.uci.edu/ml/datasets/statlog+(heart) has been used. This data set has 13 useful variables and 270 records, which these variables and abbreviations in Tables 3 are given.

Table 3

| Heart disease data set | ID | Meaning               | Type                     |
|------------------------|----|-----------------------|--------------------------|
| Age (age in the year)  | sex| Patient age Gender    | Integer (Numerical two values) |
| chest pain             |    | The location of chest pain | Integer (Numerical values) |
| blood pressure         |    | Cholesterol content   | Integer (Numerical two values) |
| cholesterol blood sugar|    | Blood sugar           | Integer (Numerical two values) |
| electrocardiographic   |    | ECG result            | Three-digit number (0, 1, and 2) |
| heart rate             |    | Heart rate            | Integer (Numerical two values) |
2.3. How to work hybrid neural network-based stacking

Because the use of an intelligent machine learning algorithm is not effective and accurate in diagnosing and predicting diseases and has not been successful in many scenarios alone, in this study we use Ensemble learning to diagnose chronic diseases (diabetes, heart, and cancer). The purpose of this paper is to improve the accuracy and speed of diagnosis of chronic diseases in the context of intelligent networks and compare basic, meta, and hybrid algorithms on diseases, and build a meta-hybrid algorithm using the NN algorithm for accurate diagnosis of diseases. NN algorithms are new algorithms.

2.4. How to diagnose a patient

To evaluate the methods used and determines how it was possible to consider among the existing models, the model that has the highest accuracy of prediction compared to other methods, which is compared to the batch methods. Configuration and Finding Appropriate and Efficient Method in this article, we have used cost-benefit analysis (disintegration matrix), ROC curve, and other issues related to model selection such as accuracy, etc.

Performance measurement is used to determine the effectiveness of the classification algorithm in such a way that in two-category classification problems, the classification cost can be represented by a cost matrix, thus making a mistake for two types of positive errors. (FP) And false-negative (FN) and two types of classifications true positive (TN) and true negative (TN) that have different costs and benefits, which are shown in Table 4 [9 - 10].

### Table 4

| Confusion Matrix | Classified As: |
|------------------|---------------|
|                  | Negative      | Positive |
| Actual           | TN            | FP       |
| Class            | FN            | TP       |

- **True Positive (TP)** are positive items that are correctly classified as positive.
- **Real negatives (TN)** are negatives that are correctly identified as negatives.
- **False positives (FPs)** are negatives that are classified as positive (mistakenly, someone who is not ill has breast cancer.) are more expensive.
- **False negatives (FNs)** are positives that are negative (for example, misdiagnosing the breast cancer, patient does not mean breast cancer).
- **Classification accuracy** is the simplest measure of performance accuracy, which means the percentage of correctly predicted batches and is calculated from the following formula.

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \tag{16}
\]

- **Sensitivity**: Real positive rate: If the result is positive for the person, in a few percent of cases, the model will be positive, which is calculated from the following formula.

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{17}
\]

- **Specificity**: Real negative rate: If the result is negative for the person, in a few percent of cases, the model will also be a negative result, which is calculated from the following formula.

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{18}
\]

- **Receiver Characteristics (ROC)**: which, for evaluating models, draws a graph, each of which has a higher graph. The model is a better model that uses the following criteria to compare models. Categorization is used graphically.
\[ TPR = \frac{TP}{TP+FN} \quad (19) \]
\[ FPR = \frac{FP}{FP+TN} \quad (20) \]

- **PPV**: If the model is positive, how likely is it that a person will develop breast cancer?
  \[ PPV = \frac{TP}{TP+FP} \quad (21) \]
- **NPV**: If the model is positive, how likely is it that a person will develop breast cancer?
  \[ NPV = \frac{TN}{TN+FN} \quad (22) \]

4. Results

Classification are one of the most important aspects of supervised learning. In this paper, we discuss various classification algorithms such as logistic regression, decision tree, random forests, and many more in diagnosing chronic diseases. We used the classification features of the algorithm and how they worked.

**Table 5**

| Algorithm                | Specificity | Sensitivity | Accuracy |
|--------------------------|-------------|-------------|----------|
| Logistic regression      | 77          | 78          | 78.5     |
| Naïve Bayes              | 75          | 73          | 75       |
| K-Nearest Neighbors      | 78          | 80          | 81       |
| Decision Tree            | 79          | 77          | 81.5     |
| Random Forest            | 84          | 87          | 88       |
| Support Vector Machine   | 64          | 63          | 65       |
| CART                     | 58          | 52          | 58       |

**Table 6**

| Algorithm                | Specificity | Sensitivity | Accuracy |
|--------------------------|-------------|-------------|----------|
| Logistic regression      | 68          | 59          | 68       |
| Naïve Bayes              | 80          | 77          | 81       |
| K-Nearest Neighbors      | 77          | 72          | 77       |
| Decision Tree            | 73          | 70          | 73       |
| Random Forest            | 83          | 84          | 84       |
| Support Vector Machine   | 81          | 80          | 81       |
| CART                     | 76          | 77          | 78       |

**Table 7**

| Algorithm                | Specificity | Sensitivity | Accuracy |
|--------------------------|-------------|-------------|----------|
| Logistic regression      | 84          | 80          | 84       |
| Naïve Bayes              | 88          | 89          | 89       |
| K-Nearest Neighbors      | 77          | 73          | 78       |
| Decision Tree            | 75          | 78          | 79       |
| Random Forest            | 77          | 83          | 88.5     |
| Support Vector Machine   | 83          | 85          | 86       |
| CART                     | 53          | 55          | 56       |

**Fig. 11.** Results of basic algorithms on chronic diseases

**Table 8**

| Algorithm | Specificity | Sensitivity | Accuracy |
|-----------|-------------|-------------|----------|
| Bagging   | 88          | 89          | 89       |
| Boosting  | 90          | 92          | 92       |
| Stacking  | 97          | 95          | 98       |
| Deep NN   | 98          | 100         | 99       |

**Table 9**

| Algorithm | Specificity | Sensitivity | Accuracy |
|-----------|-------------|-------------|----------|
| Bagging   | 92          | 91          | 92       |
| Boosting  | 93          | 92          | 94       |
| Stacking  | 95          | 98          | 97       |
| Deep NN   | 98          | 97          | 99       |

**Fig. 12.** Results of basic algorithms on chronic diseases

5. Discussion

Predicting the diagnosis of chronic diseases has always been an important challenge for researchers and physicians. Today, with the help of artificial intelligence, the possibility of solving these challenges by using previously recorded information from patients has been realized to a large extent. With low-cost hardware and software technologies, data are automatically stored with better quality and in higher volumes, and with better analysis, this huge amount of data is processed more efficiently and effectively. The main
The purpose of this article is to introduce several widely used and well-known data mining algorithms in breast cancer. In this article, we look at the different algorithms used to classify chronic diseases. We also analyzed their advantages and limitations in diagnosing chronic diseases. The purpose of this paper was to provide a clear picture of each of the classification algorithms in the accurate diagnosis of chronic diseases. In this paper, classification algorithms were used to predict chronic diseases. Each algorithm was evaluated for a database obtained from a reputable UCI website. We compared their results with the results of a similar study in the form of tables and proposed the best possible algorithm as the result. During the performed processes, it was concluded that the group algorithm has higher predictive accuracy than the basic algorithms. The results of these algorithms not only help physicians make better decisions but also reveal some hidden and unknown patterns that may not have received much attention.

There is a wide variety of classifications used in this field. Many new algorithms have been developed and tested for the classification of chronic diseases. Now it is time to review the classification algorithms for classifying chronic diseases. Approach. We reviewed health care devices and the machine learning literature from 2007 to 2020 to identify new classification approaches that have been explored for the design of chronic diseases and to use them to provide a new approach to improving the diagnosis of chronic diseases.

6. Conclusion and future work

Chronic diseases are among the most costly and common health issues; therefore, trying to change the natural course of these diseases includes not only screening for early detection of diseases, but also special attention to prevention. The use of classification algorithms in the construction of decision-making devices can help physicians decide on the type of disease, and specialists can take action to treat patients according to the type of disease, during which the potential risks of not diagnosing the disease in a timely or correct manner will be reduced. In this article, the top 10 machine learning algorithms in predicting and diagnosing chronic diseases were introduced, and with the introduction of each algorithm, a background of research done on diseases using the algorithm, its results, and current research in this regard are presented. Ensemble learning algorithms, in various researches, have usually provided better and more accurate results in terms of accuracy, sensitivity and specificity. The success of these algorithms depends on several factors such as the presence of required variables, larger database, small number of missing data and access to accurate data [9-10].

In the future research, we plan to use artificial intelligence to diagnose neurological diseases.

Conflict of interest
The authors declare that no conflict of interest exists.

Acknowledgment
We are thankful to our colleagues who provided expertise that greatly assisted the research.

Source of funding
All the funding of this study was provided by the authors.

Reference
[1] Kotsiantis, S. B., Zaharakis, I. D., & Pintelas, P. E. (2006). Machine learning: a review of classification and combining techniques. Artificial Intelligence Review, 26(3), 159-190.
[2] Wiens, J., & Shenoy, E. S. (2018). Machine learning for healthcare: on the verge of a major shift in healthcare epidemiology. Clinical Infectious Diseases, 66(1), 149-153.
[3] Triantafyllidis, A. K., & Tsnas, A. (2019). Applications of machine learning in real-life digital health interventions: review of the literature. Journal of medical internet research, 21(4), e12286.
[4] Dua, S., Acharya, U. R., & Dua, P. (Eds.). (2014). Machine learning in healthcare informatics (Vol. 56). Berlin: Springer.
[5] Callahan, A., & Shah, N. H. (2017). Machine learning in healthcare. In Key Advances in Clinical Informatics (pp. 279-291). Academic Press.
[6] Ghassemi, M., Naumann, T., Schulam, P., Beam, A. L., & Ranganath, R. (2018). Opportunities in machine learning for healthcare. arXiv preprint arXiv:1806.00388.
[7] Mozaffari-Kermani, M., Sur-Kolay, S., Raghunathan, A., & Jha, N. K. (2014). Systematic poisoning attacks on and defenses for machine learning in healthcare. IEEE journal of biomedical and health informatics, 19(6), 1893-1905.
[8] Qummar, S., Khan, F. G., Shah, S., Khan, A., Shamsihirband, S., Rehman, Z. U., ... & Jadoon, W. (2019). A deep learning ensemble approach for diabetic retinopathy detection. IEEE Access, 7, 150530-150539.
[9] Abdollahi, J., Keshandehghan, A., Gardaneh, M., Panahi, Y., & Gardaneh, M. (2020). Accurate Detection of Breast Cancer Metastasis Using a Hybrid Model of Artificial Intelligence Algorithm. Archives of Breast Cancer, 18-24.
[10] Abdollahi, J., Moghaddam, B. N., & Parvar, M. E. (2019). Improving diabetes diagnosis in smart health using genetic-based Ensemble learning algorithm. Approach to IoT Infrastructure. Future Gen Distrib Systems J, 1, 23-30.
[11] Ju, C., Bibaut, A., & van der Laan, M. (2018). The relative performance of ensemble methods with deep convolutional neural networks for image classification. Journal of Applied Statistics, 45(15), 2800-2818.
[12] Berk, R. A. (2006). An introduction to ensemble methods for data analysis. Sociological methods & research, 34(3), 263-295.
[13] Nai-Arun, N., & Sittidech, P. (2014). Ensemble learning model for diabetes classification. In Advanced Materials Research (Vol. 931, pp. 1427-1431). Trans Tech Publications Ltd.
[14] Zolfaghari, R. (2012). Diagnosis of diabetes in female population of pima indian heritage with ensemble of bp neural network and svm. Int. J. Comput. Eng. Manag. 15, 2230-7893.
[15] Ahmad, M. A., Eckert, C., & Teredesai, A. (2018, August). Interpretable machine learning in healthcare. In Proceedings of the 2018 ACM international conference on bioinformatics, computational biology, and health informatics (pp. 559-560).
[16] Michie, D., Spiegelhalter, D. J., & Taylor, C. C. (1994). Machine learning. Neural and Statistical Classification, 13(1994), 1-298.
[17] Alpaydin, E. (2020). Introduction to machine learning, MIT press.
[18] Kotsiantis, S. B., Zaharakis, I., & Pintelas, P. (2007). Supervised machine learning: A review of classification techniques. Emerging artificial intelligence applications in computer engineering, 160(1), 3-24.
[19] Kotsiantis, S. B., Zaharakis, I. D., & Pintelas, P. E. (2006). Machine learning: a review of classification and combining techniques. Artificial Intelligence Review, 26(3), 159-190.
[20] Khan, A., Baharudin, B., Lee, L. H., & Khan, K. (2010). A review of machine learning algorithms for text-documents classification. Journal of advances in information technology, 1(1), 4-20.
[21] Nnamoko, N., Hussain, A., & England, D. (2018, July). Predicting Diabetes Onset: An Ensemble Supervised Learning Approach. In 2018 IEEE Congress on Evolutionary Computation (CEC) (pp. 1-7). IEEE.
[22] Kaur, H., & Kumari, V. (2020). Predictive modelling and analytics for diabetes using a machine learning approach. Applied computing and informatics.
[23] Preharisi, Y., Miou, S. G., & Woe, H. M. (2013). Supervised learning approaches and feature selection—a case study in diabetes. International Journal of Data Analysis Techniques and Strategies, 5(3), 323-337.
[24] Rathore, A., Chauhan, S., & Gujral, S. (2017). Detecting and Predicting Diabetes Using Supervised Learning: An Approach towards Better Healthcare for Women. International Journal of Advanced Research in Computer Science, 8(5).
accurate sentiment classification using an enhanced Naive Bayes model. In
acharya, U. R., Fujita, H., Lih, O. S., Adam, M., Tan, J. H., & Chua, C. K. (2017). Automated Detection of Coronary Artery Disease Using Different Diameters of ECG Segments with Convolutional Neural Network. Knowledge-Based Systems.

Kumar, M., Pachori, R. B., & Acharya, U. R. (2016). An efficient automated technique for CAD diagnosis using flexible analytic wavelet transform and entropy features extracted from HRV signals. Expert Systems with Applications, 63, 165-172.

Gagnon-Turcotte, G., Poppek, A., Chatelier, A., Chuhine, M., & Gosselin, B. (2017, May). A wireless system for combined heart optogenetics and electrocardiography recording. In Circuits and Systems (ISCAS), 2017 IEEE International Symposium on (pp. 1-4). IEEE.

Tourk, Y., & Van Calster, B. (2007). Logistic regression and a machine learning approach. Environmental research, 97(2), 132-136. IEEE.

Fatima, M., & Pasha, M. (2017). Survey of machine learning algorithms for disease diagnostic. Journal of Intelligent Learning Systems and Applications, 9(01), 1.

Bhatia, K., Arora, S., & Tomar, R. (2016, October). Diagnosis of diabetic retinopathy using machine learning classification algorithm. In 2016 2nd International Conference on Next Generation Computing Technologies (NGCT) (pp. 347-351). IEEE.

Choudhury, A., & Gupta, D. (2019). A survey on medical diagnosis of diabetes using machine learning techniques. In Recent Developments in Machine Learning and Data Analytics (pp. 67-78). Springer, Singapore.

Alghamdi, M., Aljarullah, A., Alghamdi, M., Keteyian, S., Brawner, C., Ehman, J., & Sakr, S. (2017). Predicting diabetes mellitus using SMOTE and ensemble machine learning approach: The Henry Ford Exercise Testing (FIT) project. PloS one, 12(7), e0179805.

Chikh, M. A., Saidi, M., & Settouiti, N. (2012). Diagnosis of diabetes diseases using an Artificial Immune Recognition System2 (AIRS2) with fuzzy K-nearest neighbor. Journal of medical systems, 36(5), 2721-2729.

Vijayan, R., & Ravikumar, A. (2014). Study of data mining algorithms for prediction and diagnosis of diabetes mellitus. International journal of computer applications, 95(17).

Kandhasamy, J. P., & Balamurugan, S. J. P. C. S. (2015). Performance analysis of classifier models to predict diabetes mellitus. Procedia Computer Science, 47, 45-51.

Banwar, M., Acharya, A., Shafik, R. A., & Biswas, D. (2016, December). K-nearest neighbor based methodology for accurate diagnosis of diabetes mellitus. In 2016 Sixth International Symposium on Embedded Computing and System Design (ISED) (pp. 132-136). IEEE.

NirmalaDevi, M., alias Balanurugan, S. A., & Swathi, U. V. (2013, March). An amalgam KNN to predict diabetes mellitus. In 2013 IEEE International Conference ON Emerging Trends in Computing, Communication and Nanotechnology (ICECCN) (pp. 691-695). IEEE.

Roychoudhury, S., & Chakraborty, D. (2013). DREAM: diabetic retinopathy analysis using machine learning. IEEE journal of biomedical and health informatics, 18(5), 1717-1728.

Chikh, M. A., Saidi, M., & Settouiti, N. (2012). Diagnosis of diabetes diseases using an Artificial Immune Recognition System2 (AIRS2) with fuzzy K-nearest neighbor. Journal of medical systems, 36(5), 2721-2729.

Banwar, M., Acharya, A., Shafik, R. A., & Biswas, D. (2016, December). K-nearest neighbor based methodology for accurate diagnosis of diabetes mellitus. In 2016 Sixth International Symposium on Embedded Computing and System Design (ISED) (pp. 132-136). IEEE.

Al Jarullah, A. A. (2011, April). Decision tree discovery for the diagnosis of type II diabetes. In 2011 International conference on innovations in information technology (pp. 303-307). IEEE.

Chen, W., Chen, S., Zhang, H., & Wu, T. (2017, November). A hybrid prediction model for type 2 diabetes using K-means and decision tree. In 2017 8th IEEE International Conference on Software Engineering and Service Science (ICSESS) (pp. 86-90). IEEE.

Zou, Q., Qu, K., Luo, Y., Yin, D., Ju, Y., & Tang, H. (2018). Predicting diabetes mellitus with machine learning techniques. Frontiers in genetics, 9, 515.

Sisodia, D., & Sisodia, D. S. (2018). Prediction of diabetes using classification algorithms. Procedia computer science, 132, 1578-1585.

Choudhury, A., & Gupta, D. (2019). A survey on medical diagnosis of diabetes using machine learning techniques. In Recent Developments in Machine Learning and Data Analytics (pp. 67-78). Springer, Singapore.

Zheng, T., Xie, W., Xu, L., He, X., Zhang, Y., You, M., & Chen, Y. (2017). A machine learning-based framework to identify type 2 diabetes through electronic health records. International journal of medical informatics, 97, 120-127.
Using an ensemble machine learning methodology. Computer methods and programs in biomedicine, 130, 54-64.

Ramalingam, V. V., Dandapath, A., & Raja, M. K. (2018). Heart disease prediction using machine learning techniques: a survey. International Journal of Engineering & Technology, 7(2.6), 684-687.

Subasi, A., Alickovic, E., & Kevric, J. (2017). Diagnosis of chronic kidney disease by using random forest. In CMBCBII 2017 (pp. 589-594). Springer, Singapore.

Khodfouri, Y., & Bahaj, M. (2019). Heart disease prediction and classification using machine learning algorithms optimized by particle swarm optimization and ant colony optimization. Int. J. Intell. Eng. Syst., 12(1), 242-252.

Shameer, K., Johnson, K. W., Yahi, A., Miotto, R., Li, L. I., Ricks, D., & & Moskovitz, A. (2017). Predictive modeling of hospital readmission rates using electronic medical record-wide machine learning: a case-study using Mount Sinai heart failure cohort. In PACIFIC SYMPOSIUM ON BIOCOMPUTING 2017 (pp. 276-287).

Wu, J., Roy, J., & Stewart, W. F. (2010). Prediction modeling using EHR data: challenges, strategies, and a comparison of machine learning approaches. Medical care, S106-S113.

Tomar, D., & Agarwal, S. (2014). Feature selection based least square twin support vector machine for diagnosis of heart disease. International Journal of Bio-Science and Bio-Technology, 6(2), 69-82.

Ramalingam, V. V., Dandapath, A., & Raja, M. K. (2018). Heart disease prediction using machine learning techniques: a survey. International Journal of Engineering & Technology, 7(2.6), 684-687.

Berikol, G. B., Yildiz, O., & Ozcan, İ. T. (2016). Diagnosis of acute coronary syndromes with a support vector machine. Journal of medical systems, 40(4), 84.

Tripoliti, E. E., Papadopoulos, T. G., Karanasios, G. S., Naka, K. K., & Fotiadis, D. I. (2017). Heart failure: diagnosis, severity estimation and prediction of adverse events through machine learning techniques. Computational and structural biotechnology journal, 15, 26-47.

Abdar, M., Książek, W., Acharya, U. R., Tan, R. S., Makarenkov, V., & Pawlak, P. (2019). A new machine learning technique for an accurate diagnosis of coronary artery disease. Computer methods and programs in biomedicine, 179, 104992.

Lee, B. K., Lessler, J., & Stuart, E. A. (2010). Improving propensity score weighting using machine learning. Statistics in medicine, 29(3), 337-346.

Learning, M. (2017). Heart Disease Diagnosis and Prediction Using Machine Learning and Data Mining Techniques: A Review. Advances in Computational Sciences and Technology, 10(7), 2137-2159.

Purushothaman, G., & Krishnakumari, P. (2015). A survey of data mining techniques on risk prediction: Heart disease. Indian Journal of Science and Technology, 8(12), 1.

Khan, Y., Qamar, U., Younas, N., & Khan, A. (2019, February). Machine learning techniques for heart disease datasets: a survey. In Proceedings of the 2019 11th International Conference on Machine Learning and Computing (pp. 27-35).

Das, R., Turkgolu, I., & Sengur, A. (2009). Effective diagnosis of heart disease through neural networks ensembles. Expert systems with applications, 36(4), 7675-7680.

Ozçift, A., & Gultan, A. (2011). Classifier ensemble construction with rotation forest to improve medical diagnosis performance of machine learning algorithms. Computer methods and programs in biomedicine, 104(3), 443-451.

Das, R., Turkgolu, I., & Sengur, A. (2009). Diagnosis of valvular heart disease through neural networks ensembles. Computer methods and programs in biomedicine, 93(2), 185-191.

Wu, J. M. T., Tsai, M. H., Huang, Y. Z., Islam, S. H., Hassan, M. M., Alelawi, A., & Fortino, G. (2019). Applying an ensemble convolutional neural network with Savitzky–Golay filter to construct a phonocardiogram prediction model. Applied Soft Computing, 78, 29-40.

Tu, M. C., Shin, D., & Shin, D. (2015). A comparative study of medical data classification methods based on decision tree and bagging algorithms. In 2009 Eighth IEEE International Conference on Dependable, Autonomic and Secure Computing (pp. 183-187). IEEE.

Kadav, N., Hadi, S., & Yadav, S. (2020). Bagging based ensemble of support vector machines with improved elitist GA-SVM features selection for cardiac arrhythmia classification. International Journal of Hybrid Intelligent Systems, 16(1), 25-33.

Wu, Z., Li, N., Peng, J., Cui, H., Liu, P., Li, H., & Li, X. (2018). Using an ensemble machine learning methodology-Bagging to predict occupants’ thermal comfort in buildings. Energy and Buildings, 173, 117-127.

Dou, J., Yunus, A. P., Bui, D. T., Merghadi, A., Sahana, M., Zhu, Z., & Pham, B. T. (2020). Improved landside assessment using support vector machine with bagging, boosting, and stacking ensemble machine learning framework in a mountainous watershed. Japan. Landslides, 17(3), 641-658.

Kotsiantis, S. B. (2014). Bagging and boosting variants for handling classifications problems: a survey. The Knowledge Engineering Review, 29(2), 187-205.

Sagi, O., & Rokach, L. (2018). Ensemble learning: A survey. Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery, 8(4), e1249.

Lombardi, M., & Milano, M. (2018). Boosting combinatorial problem modeling with machine learning. arXiv preprint arXiv:1807.05517.

Lee, B. K., Lessler, J., & Stuart, E. A. (2010). Improving propensity score weighting using machine learning. Statistics in medicine, 29(3), 337-346.

Wang, F., & Ross, C. L. (2018). Machine learning travel mode choices: Comparing the performance of an extreme gradient boosting model with a multinomial logit model. Transportation Research Record, 2672(47), 35-45.

Dou, J., Yunus, A. P., Bui, D. T., Merghadi, A., Sahana, M., Zhu, Z., & Pham, B. T. (2020). Improved landside assessment using support vector machine with bagging, boosting, and stacking ensemble machine learning framework in a mountainous watershed. Japan. Landslides, 17(3), 641-658.

Li, P., Chen, Z., Yang, L. T., Gao, J., Zhang, Q., & Deen, M. J. (2018). An improved stacked auto-encoder for network traffic flow classification. IEEE Network, 32(6), 22-27.

Rajagopal, S., Kundapur, P. P., & Hareesha, K. S. (2020). A stacking ensemble for network intrusion detection using heterogeneous datasets. Security and Communication Networks, 2020.

Peteco-Barral, D., & Gujjarro-Berditxas, B. (2013). A survey of methods for distributed machine learning. Progress in Artificial Intelligence, 2(1), 1-11.

Anifowose, F., Labadin, J., & Abdulraheem, A. (2015). Improving the prediction of petroleum reservoir characterization with a stacked generalization ensemble model of support vector machines. Applied Soft Computing, 26, 483-496.

Dounou, M., & Zopounidis, C. (2007). Model combination for credit risk assessment: A stacked generalization approach. Annals of Operations Research, 151(1), 289-306.

Sesmero, M. P., Ledezezna, A. I., & Sanchis, A. (2015). Generating ensembles of heterogeneous classifiers using stacked generalization. Wiley interdisciplinary reviews: data mining and knowledge discovery, 5(1), 21-34.

Petropoulos, A., Chatzis, S. P., Siakoulis, V., & Vlachogiannakis, N. (2017). A stacked generalization system for automated FOREX portfolio trading. Expert Systems with Applications, 90, 290-302.

Blatt, S., Cameron, E., Flaxman, S. R., Weiss, D. J., Smith, D. L., & Gething, P. W. (2017). Improved prediction accuracy for disease risk mapping using Gaussian process stacked generalization. Journal of The Royal Society Interface, 14(134), 20170520.

Ting, K. M., & Witten, I. H. (1997). Stacked Generalization: when does it work?.

Dinakar, K., Weinstein, E., Lieberman, H., & Selman, R. L. (2014, May). Stacked generalization learning to analyze teenage distress. In Eighth International AAAI Conference on Weblogs and Social Media.

Vijayan, V. V., & Anjali, C. (2015, December). Computerized information system using stacked generalization for diagnosis of diabetes mellitus. In 2015 IEEE Recent Advances in Intelligent Computational Systems (RAICS) (pp. 173-178). IEEE.

Temurtas, H., Yumusak, N., & Temurtas, F. (2009). A comparative study on diabetes disease diagnosis using neural networks. Expert Systems with applications, 36(4), 8610-8615.

Xie, Z., Nikolayeva, O., Luo, J., & Li, D. (2019). Peer Reviewed: Building Risk Prediction Models for Type 2 Diabetes Using Machine Learning Techniques. Preventing chronic disease, 16.

Zou, Q., Qu, K., Luo, Y., Yin, D., Ju, Y., & Tang, H. (2018). Predicting diabetes mellitus with machine learning techniques. Frontiers in genetics, 9, 515.

Hemann, D. J., Anitha, J., & Mittal, M. (2018). Diabetic retinopathy diagnosis from retinal images using modified hopfield neural network. Journal of medical systems, 42(12), 247.

Kaur, H., & Kumari, V. (2020). Predictive modelling and analytics for diabetes using a machine learning approach. Applied computing and informatics.
[157] Alić, B., Gurbeta, L., & Badnjević, A. (2017, June). Machine learning techniques for classification of diabetes and cardiovascular diseases. In 2017 6th Mediterranean Conference on Embedded Computing (MEdCO) (pp. 1-4). IEEE.

[158] Priya, R., & Aruna, P. (2013). Diagnosis of diabetic retinopathy using machine learning techniques. ICTACT Journal on soft computing, 3(4), 563-575.

[159] Bhardwaj, A., & Tiwari, A. (2015). Breast cancer diagnosis using genetically optimized neural network model. Expert Systems with Applications, 42(10), 4611-4620.

[160] Scarselli, F., Gori, M., Tsoi, A. C., Hagenbuchner, M., & Monfardini, G. (2008). The graph neural network model. IEEE Transactions on Neural Networks, 20(1), 61-80.

[161] Hastie, T., Rosset, S., Zhu, J., & Zou, H. (2009). Multi-class adaboost. Statistics and its Interface, 2(3), 349-360.

[162] Tang, J., S. Alelyani, and H. Liu. "Data Classification: Algorithms and Applications." Data Mining and Knowledge Discovery Series, CRC Press (2015): pp. 498-500.

[163] Wolpert, David H. "Stacked generalization." Neural networks 5.2 (1992): 241-259.