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Abstract

A topology control algorithm based on mutual selection mechanism is proposed, combined with complex network model. It adopts node strength and spacing between nodes as the measuring parameters, selects the cluster head nodes based on mutual selection mechanism in the communication radius of nodes and builds the hierarchical topology. The algorithm can improve the clustering efficiency, shorten the average path length and save the energy of the nodes. The simulation and analysis of network evolving process and algorithm model are completed using MATLAB tools and the results verify the correctness and stability of the proposed algorithm model. The algorithm is suitable for large-scale node deployment in WSNs.
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1. Introduction

In wireless sensor networks (WSNs), network topology is the decisive factor that affects the performances of network operation efficiency and energy consumption [1], because that the sensor nodes are small devices with small batteries and recharging of these batteries is impractical in deployed scenarios. Therefore, saving energy to enhance the network's lifetime is a main design objective in WSN [2-5]. Cluster based routing protocols decreases network complexity and give better routing efficiency [5].

But, how to achieve the clustering structure with low path length and low energy consumption is the one of the technology research hotspot in WSNs. Many research works about network topology control methods of WSNs have been presented, and it also finds that the hierarchical topology structure has good performance. As the WSN is featured by large amounts of sensor nodes, especially in the large scale applications, complicated network structure, in this work WSN topology is analyzed on the perspective of complex network in order to build the hierarchical topology structure, shorten the path length, reduce the energy consumption and provide reference for topology optimization.

Complex network models are mainly composed by the small world network model and scale-free network model. Many researchers apply the small world theory into the study of WSNs [6-9]. In [10], the results verify that the topology of wireless sensor network is neither regular nor random, it is between random network and small-world network which has comparatively smaller average path length and bigger cluster coefficient. So the small world network model cannot be used to analyze the dynamic evolution of WSNs completely. In other words, a scale-free topology is helpful to a WSN's performance, from the aspects of both robustness and energy efficiency. Because of such benefits, the BA model, proposed by A. L. Barabási and R. Albert [11], has been applied in WSNs [12, 13], and a series of improvements and amendments have been made by researchers. An energy-aware evolution model for WSNs is proposed in [14]. Two topology evolution models based on BA scale-free networks are proposed, the simulation results show that the generated network topologies are robust against random and deliberate attacks [15], and in [16], an energy-aware BA model is proposed for balancing connectivity and energy consumption in WSNs.

Therefore, using the BA model, this paper proposes a topology control algorithm of WSNs based on mutual-selection mechanism (MSM). It adopts node strength and node spacing.
as the measuring parameters for building the hierarchical topology structure, which can improve the clustering efficiency, balance the network load and reduce energy consumption for WSNs.

2. BA Network Evolution Model

BA model is an algorithm for generating random scale-free networks using a preferential attachment mechanism. The BA network model has two basic rules: growth and preferential attachment, and preferential attachment is the key factor. Growth means that the number of nodes in the network increases over time, and preferential attachment means that the more connected a node is, the more likely it is to receive new links. Nodes with high degree have stronger ability to grab links added to the network. The evolution process of the BA model is shown in Figure 1. The new nodes are chosen by a linear preferential attachment rule, i.e. as shown in formula (1), the probability of the new nodes to connect with an existing node \( j \) is proportional to the degree of \( j \).

\[
P_{\text{New} \to i} = \frac{k_i}{\sum_{j \in \tau(i)} k_j}
\]

Therefore, the most intimately connected nodes have greater probability to receive new nodes, known as “the rich get richer” paradigm.

![Figure 1. Evolution Model of BA Scale-Free Network](image)

3. The WSNs Topology Control Algorithm Based on Mutual-selection Mechanism

3.1. Related Definitions

1) Node strength (\( S \))

In a weighted network of \( N \times N \), \( w_{ij} \) is the weight of edge \( (i, j) \), \( 1 \leq i, j \leq N \). \( S_i \) can be denoted by formula (2).

\[
S_i = \sum_{j \in \tau(i)} w_{ij} \quad S_i \leq S
\]

Where \( \tau(j) \) is a set of all the nodes connected to the node \( i \), and \( S \) is the strength threshold of all nodes, \( S \leq S \). Additionally, it only considers the undirected network in this paper, so \( w_{ij} = w_{ji} \). In WSNs, \( w_{ij} \) represents the traffic between nodes \( i \) and \( j \), and \( S_i \) represents the traffic through node \( i \).

2) Average shortest path length (\( L \))

The average distance of a network is defined as the average value of all distances over the network, defined as formula (3):

\[
L = \frac{2}{N(N-1)} \sum_{i \neq j} d_{ij}
\]

Where \( d_{ij} \), the distance between node \( i \) and \( j \), indicates the total number of edges between node \( i \) and \( j \) in the shortest path.

3) Average clustering coefficient (\( C \))

The ratio between the real and the possible number of edges in the cluster of the \( k_i \) nodes is defined as the clustering coefficient of node \( i \), denoted as \( C_i \); namely:

\[
C_i = \frac{s_i}{2\binom{k_i}{2}}
\]
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Where $k_i$ is neighbors of node $i$, $e_i$ is the number of the actual edges existing among the $k_i$ nodes. Then, the average clustering coefficient, denoted as $C$, represents the average of all clustering coefficients in the network given by:

$$C = \frac{1}{N} \sum_{i=1}^{N} C_i$$

4) Energy consumption

Energy consumption is proportional to the data transmission distance. The distance threshold $d_0$ is defined as formula (6) [17].

$$d_0 = \frac{\sqrt{E_{fs}}}{E_{amp}}$$

Where $E_{fs}$ and $E_{amp}$ represent the energy required to power amplification in free space channel model and multipath fading channel model respectively. According to formula (7) and (8), we can get the energy consumption when $d < d_0$ and $d > d_0$ respectively in free-space channel model and multipath fading channel model.

$$E_{RX}(k, d) = \begin{cases} k * E_{elec} + k * \varepsilon_{fs} * d^2 & d < d_0 \\ k * E_{elec} + k * \varepsilon_{amp} * d^4 & d > d_0 \end{cases}$$

$$E_{RX} = E_{elec} * k$$

Where $E_{elec}$ and $\varepsilon$ denotes the energy consumption per bit of data for transmitting or receiving and power amplification loss coefficient respectively, and $k$ indicates the number of bits transmitted or received.

3.2. Process of Algorithm Model

On the basis of the BA model in this paper, we adopted mutual-selection mechanism, using node strength as key parameter, to build the hierarchical topology structure for WSNs. In the whole process of the algorithm, we assumed that all sensor nodes are identical and stationary after deployment, each node has a unique coordinate.

1) Initialization: the network begins with an initial connected network of $m_0$ nodes. The initial weight value of each edge between two nodes is $w_0$.

2) Network growth: new nodes are added to the existing network one at a time and introducing links to $m(m \leq m_0)$ existing nodes with preferential attachment so that the probability of linking to a given node is proportional to the number of existing links $S_i$ that existing nodes have, i.e.,

$$P_{New-i} = \frac{S_i}{\sum_k S_k}$$

Remark: the weight each new edge is also set to $w_0$.

3) Mutual selection

(1) Start from base station: selecting the nearest node with the maximum $S_i$ from the base station as the highest level cluster head. And then, the cluster head nodes in level $K$ are determined in turn (the value of $K$ is determined by the size of network), i.e.: the cluster head node $i$ in the higher layer select candidate head node $j$ of next level from its neighbor nodes located in its communication radius $R$.

(2) Mutual selection: according to formula (10), the connection building between nodes $i$ and $j$ is due to $f_{ij}$. If a pair of unlinked node $i$ and $j$ is mutually selected, i.e.: if $f_{ij}$ or $f_{ji}$ is the maximum value and then a connection will be built between nodes $i$ and $j$.

$$f_{ij} = S_i \cdot S_j = f_{ji}$$

Remark: for node $i$, if $f_{ij} = f_{ik}$ to its neighbor node $j$ and $k$, node $i$ select the nearest node to establish a connection based on the formula (12):
4) Clustering: each cluster head nodes broadcast its ID to the other neighbor nodes which include the cluster head nodes and the common nodes, then, the common nodes select the nearest cluster head node in the communication radius for building the connection, and finally, the clusters are formed.

Remark: if the strength of cluster head node \( i \) meet the equation: \( S_i > S \), then the evolution process goes back to step 4).

5) If some nodes are not in any clusters due to the communication radius, these nodes will join the nearest cluster.

### 3.3. Dynamic Evolution

1) Process of weight evolution

More specifically, the newly added link to node \( i \) have a larger impact on the node \( i \) than the far ones. For analyzing easily, the influence region of node \( i \) is set as direct neighborhood of node \( j \).

\[
\Delta w_{ij} = \rho \cdot \frac{w_{ij}}{S_i}
\]

That is: the traffic flow on the new edge \((i, j)\) will be dispatched to neighbor nodes of node \( i \) and accordingly, the weight of existing edges changed by the formula (12) due to the newly added edge.

2) Analysis of node strength

The network starts from an initial connected network of \( m_0 \) nodes and grows with new node added one at a time till the total node number reached \( N \). Hence, the evolution time of the model is equivalent to the number of nodes added to the network, i.e., \( t=N-m_0 \), and the natural time scale of the model is the network size \( N \). Using the continuous approximation, so we can regard the edge weight \( w \), the node strength \( S \) and the time \( t \) as continuous variables. And then, the edge weight \( w_{ij} \) is updated according to evolution equation (14):

\[
\frac{dw_{ij}}{dt} = m \frac{s_j}{\sum_{k} s_k - s_i} \times m \frac{s_i}{\sum_{k} s_k - s_j} \times \rho \]

There are two processes that contribute to the increment of strength \( S_i \): One is the creation of connection with node \( i \), the other is the attachment to node \( i \) by newly added node. So, the rate equation of strength \( S_i \) can be written as below:

\[
\frac{dS_i}{dt} = \left\{ \begin{array}{ll} 0 & S_i > S \\ n \frac{s_j}{\sum_j s_j} (1 + \rho) + \sum_{j \in \Gamma(i)} \frac{d\Delta w_{ij}}{dt} S_i < S \end{array} \right.
\]

Remark: \( \sum_j S_j \approx m^2 \rho t + 2n(1 + \rho)t \). and according to formula (12) and (14). we get the following strength dynamical equation :

\[
\frac{dS_i}{dt} = \frac{m^2 \rho + n(1 + \rho)}{m^2 \rho + 2n(1 + \rho)} \times \frac{S_i(t)}{t}
\]

which can be easily integrated with initial conditions \( S_i(t=i) = n \). this yields :

\[
S_i(t) = \frac{m^2 \rho \cdot n(1 + \rho)}{m^2 \rho + 2n(1 + \rho)}
\]
Thus, the knowledge of the time evolution of the variables permits us to compute their statistical properties. Actually, the time $t_{\text{at}}$ at which the node $i$ enters the network is uniformly distributed in $[0, t]$ and the strength probability distribution can be given as:

$$P(S, t) = \frac{1}{t+N_0} \int_0^t \delta(S - S_i(t)) \, dt_i$$

(18)

Where $\delta(x)$ is the Dirac delta function. Using the equation $S_i \sim (t/i)^\theta$ obtained from formula (17), we obtain the strength distribution $P(s) \sim S^\alpha$ with $\alpha = 1 + 1/\theta$ in the infinite size limit $t \to \infty$.

$$\alpha = 1 + [m^2\rho + 2n(1 + \rho)]/[m^2\rho + n(1 + \rho)]$$

(19)

Obviously, when $m=0$ the model is recovered to the BA network and the value $\alpha=3$.

4. Simulation and Analysis

We use MATLAB to simulate the wireless sensor network and analyze the performance of the algorithm. The relative parameters are shown in Table 1. The network evolution result with the time is shown in Figure 2. And then, the relative simulation analysis is performed in the Figure 3.

Table 1. The Set Value of Parameters

| Parameters | Value        |
|------------|--------------|
| Size       | 100m*100m    |
| $R$        | 50m          |
| $m_0$      | 8            |
| $M$        | 2            |
| $w_0$      | 2            |

Figure 2. Network Evolution Model based on BA Model Algorithm

Figure 3. Distribution of S
Figure 3 shows the distribution of the strength $S$, the simulation consistency of scale-free properties indicates that our model can indeed produce power-law distributions of the strength $S$. In this case, the simulation of the model reproduces the behaviors predicted by the theoretical analysis.

Figure 4 shows the changing trend of average clustering coefficient $C$ with the growth of nodes. In the simulation setting, we change the value of the parameters as $m_0=5, m=2$; $m_0=5, m=3$; $m_0=6, m=2$ and $m_0=8, m=3$ for the proposed model. Numerical simulations indicate that the changing trends of the average clustering coefficient $C$ are gentle, in line with the shifting trend of the strength $S$, and the $C$ values are nearly stable with the increase of the network size, and also from Figure 4, we can get the result that the value of $C$ raises with increasing the number of connected nodes for new added nodes in the process of network growth, which corresponds with the real networks.

Figure 4. Evolution of $C$

Figure 5 gives the comparison of the average shortest path as $R=30$ and $R=50$ with the growth of network. From Figure 5, we find that the value of the average shortest path length is smaller and has the gentle change trend, which verifies the stability and the lower energy consumption of the proposed model.

Figure 5. Evolution of $L$

According to the network evolution model shown in Figure 2, we get the WSNs network topology structure shown in Figure 6 based on MSM. The forming process of the topology structure takes full advantage of the network clustering characteristics. The algorithm realizes the node clustering through the network evolution in WSNs, improves the building efficiency of WSNs topology structure, and also verifies the correctness and feasibility of the proposed model.
As shown in Figure 7, we make the comparison with the classic LEACH algorithm which is one of the preliminary research fields in WSNs application of our group. The energy consumption curve of new model (MSM) is more smooth and curved than classic LEACH algorithm. Because that energy consumption is proportional to the data transmission distance according to formula (7). In the new model based on MSM, the distribution of cluster heads in the network is uniform, the distance between cluster head nodes and normal nodes are almost in the range of the threshold, so the energy consumption of the network is more evenly. But LEACH algorithm does not guarantee a uniform distribution of cluster heads in a network, which may result the most of the transmission distance out of range of the threshold and so increasing the energy consumption of the network.

5 Conclusion

By using BA scale-free model and topology control algorithm proposed based on mutual selection mechanism, this paper realizes the clustering from the time evolution perspective and builds the hierarchical topology for WSNs. In this algorithm, the use of the node strength better reflects the connection strength between the real nodes, and the hierarchical structure balances the network load and energy consumption. The simulation results of the strength distribution and average clustering coefficient verify the complex network features of WSNs in the process of network evolution, which consists with the theoretical analysis. The build of hierarchical topology for WSNs and the simulation of the average shortest path length verify the correctness and stability of the proposed algorithm. Therefore, the proposed algorithm provides reference to build the clustering topology of large scale WSNs, which is main work in this paper, and has certain theoretical and practical value.
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