Stochastic gradient line Bayesian optimization for efficient noise-robust optimization of parameterized quantum circuits
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Optimizing parameterized quantum circuits is a key routine in using near-term quantum devices. However, the existing algorithms for such optimization require an excessive number of quantum-measurement shots for estimating expectation values of observables and repeating many iterations, whose cost has been a critical obstacle for practical use. We develop an efficient alternative optimization algorithm, stochastic gradient line Bayesian optimization (SGLBO), to address this problem. SGLBO reduces the measurement-shot cost by estimating an appropriate direction of updating circuit parameters based on stochastic gradient descent (SGD) and further utilizing Bayesian optimization (BO) to estimate the optimal step size for each iteration in SGD. In addition, we formulate an adaptive measurement-shot strategy and introduce a technique of suffix averaging to reduce the effect of statistical and hardware noise. Our numerical simulation demonstrates that the SGLBO augmented with these techniques can drastically reduce the measurement-shot cost, improve the accuracy, and make the optimization noise-robust.
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INTRODUCTION

Advances in technologies of quantum hardware lead to intensive research on finding practical applications on noisy intermediate-scale quantum (NISQ) devices. Variational quantum algorithms (VQAs) are a class of promising candidates of quantum algorithms that are implementable on the NISQ devices. The VQAs can be used for a variety of computational tasks including quantum chemistry calculations, combinatorial optimization, and training of machine-learning models. These tasks are achieved by minimizing task-specific cost functions usually defined as a sum of expectation values of observables. The optimization of minimizing the cost function is performed through updating parameters of a parameterized quantum circuit using a classical optimizer in a feedback loop. In particular, VQAs employ a quantum device to prepare quantum states that the parameterized quantum-circuit outputs. We perform a shot of quantum measurement on each output state to extract classical information, which is useful for estimating the expectation values of the cost function. The measurement outcomes are fed to the classical optimizer, with which we improve the circuit parameters so as to minimize the cost function iteratively.

But problematically, if we try to estimate the expectation values with high precision in the VQAs, we usually need an excessive number of measurement shots until minimizing the cost function. In practice, a user of a quantum computer often needs to access a distant server of a quantum computer to query measurement shots, while the classical optimizer can be performed locally by the user at a negligible cost compared to the cost of using the quantum computer in terms of time and money. In this setting, the number of measurement shots crucially dominates the cost of VQAs, which we aim to minimize here. In previous research, problems of reducing computational resources in VQAs have often been tackled by estimating an expectation-value efficiently and reducing the number of iterations until convergence. By contrast, to overcome a dominant obstacle in the above setting of VQAs, we here study the problem of reducing the overall cost of measurement shots in the optimization, that is, how we can optimize the circuit parameters at as little cost of the total number of measurement shots as possible. A difficulty of this problem stems from the nature of quantum mechanics: it is costly to extract expectation values as classical information from quantum states, yet the optimization would be hard without the assistance of classical information obtained from measurements on the quantum states. We stress that the problem here is not the estimation of the expectation values themselves; rather, a fundamental question that we ask is how efficiently we can use classical information of the measurement outcomes to optimize the circuit parameters without extracting the expectation values with high precision.

In this work, we address this problem by establishing a framework for the classical optimizer that combines two different optimization approaches, namely, stochastic gradient descent (SGD) and Bayesian optimization (BO). SGD is a standard algorithm in machine learning for training models, using an estimator of gradient at each optimization step rather than the exact value of the gradient. Among a variety of existing optimizers proposed for VQAs, gradient-based optimizers have been studied intensively, motivated by the fact that the use of gradient information improves convergence. Recently, SGD for VQAs has been investigated as a class of gradient-based optimizers. The SGD for VQAs often uses a fixed small number of measurement shots to estimate the gradient, which may successfully avoid measuring expectation values with high precision. However, SGD has major shortcomings that may make the algorithm inefficient. First, instead of the low cost of each iteration, SGD may need a larger number of iteration until convergence than optimization algorithms using the exact gradient; second, SGD requires careful control of the step size of updating the parameters in each iteration, which may crucially affect the efficiency of the algorithm, but an appropriate choice of the step size is often difficult. On the other hand, BO is another common algorithm for optimization of a black-box function without...
obtained from the iterations uses the average over a latter part of the sequence of points. BO has many successful applications such as computer vision, may also be useful for the optimization in VQAs. However, it is against noise in the imprecise evaluation of the functions. BO is a technique for achieving noise reduction. Instead of directly using the number of measurement shots. On the other hand, sufficient reducing techniques: adaptive shot strategy and sufficient averaging. The adaptive shot strategy is a technique for dynamically determining the number of measurement shots to be used for the estimation of the gradient. We here develop an adaptive shot strategy suitable for SGLBO, based on a technique of the norm test. The norm test combined with SGD is known to provide faster convergence, and in the case of SGLBO, the norm test reduces not only the number of iterations but also the overall number of measurement shots. On the other hand, sufficient averaging is a technique for achieving noise reduction. Instead of directly using the point of the final iteration in the optimization as an estimate of the minimizer of the cost function, the sufficient averaging technique uses the average over a latter part of the sequence of points obtained from the iterations. We utilize this technique to reduce the statistical noise in estimating the gradient and the optimal step size in SGLBO, and also reduce the effect of the hardware noise of the quantum device.

To show the significance of the SGLBO, we numerically demonstrate that the SGLBO can find an estimate of the minimizer of the cost function with a significantly small number of overall measurement shots compared to other state-of-art optimizers, in representative tasks for the VQAs, i.e., variational quantum eigensolver and variational quantum compiling. Thus, the reduction of the number of iterations achieved by finding the optimal step size by BO indeed contributes to the overall reduction of the number of measurement shots. We also discover that the SGLBO turns out to outperform the state-of-art optimizers not only in terms of the number of measurement shots but also the accuracy in estimating the minimum of the cost functions used in the simulation. Remarkably, we discover that even under a moderate amount of hardware noise, the SGLBO can estimate the minimum in a task with almost the same accuracy as noiseless cases, whereas the other state-of-the-art optimizers cannot in the same task. These results indicate that the SGLBO is a promising approach to reduce the number of measurement shots in the VQAs, and also to make the VQAs more feasible under unavoidable hardware noise in near-term quantum devices. Note that combination of SGD and BO has been previously studied only in a specific machine-learning setting, but its applicability and advantage for other tasks such as VQAs have been unknown; by contrast, our crucial contribution is to formulate SGLBO as the efficient and noise-robust framework for the task of optimizing parameterized quantum circuits and further develop the techniques of adaptive shot strategy and sufficient averaging to demonstrate its advantage in this optimization task.

Consequently, the SGLBO establishes an alternative approach for efficient quantum-circuit optimizers, progressing beyond the existing state-of-the-art optimizers, in particular, the novelty of SGLBO is to integrate two different optimization approaches, SGD and BO, to eliminate their shortcomings and take their advantages. Augmented with the further techniques of adaptive shot strategy and sufficient averaging, the SGLBO is shown to have a significant advantage in the reduction of the cost of the number of measurement shots and also in the robustness against...
hardware noise, compared to the state-of-the-art optimizers for VQAs. These results open a way to practical algorithm designs for
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where \( 0 \) is a qubit, \( \theta \) is a standard-basis state used for initialization of each qubit, \( U(\theta)|0\rangle \otimes^n \) is the output state of the \( n \)-qubit parameterized circuit, and \( U(\theta) \) is the complex conjugate of \( U(\theta) \). The observable \( O \) is expanded as a sum of \( n \)-qubit tensor products of Pauli operators

\[ O = \sum_k c_k P_k, \]

where \( c_k \) for each \( k \) is a real coefficient of the \( k \)th term, and \( P_k \) is a tensor product of \( n \) single-qubit Pauli operators

\[ P_k = \bigotimes_{i=1}^n P_{k_i}, \]

with \( P_{k_i} \in \{ I, X, Y, Z \} \) being a Pauli (or identity) operator acting on the \( i \)th qubit. Here, the identity operator is denoted by \( I = |0\rangle \langle 0| + |1\rangle \langle 1| \), and Pauli operators acting on a single qubit are \( X = |0\rangle \langle 1| + |1\rangle \langle 0| \), \( Y = -i|0\rangle \langle 1| + i|1\rangle \langle 0| \), and \( Z = |0\rangle \langle 0| - |1\rangle \langle 1| \). In a usual setting of VQAs, \( U(\theta) \) is composed of non-parametric gates such as CNOT gates, and parametric gates in the form of

\[ U(\theta_i) = \exp(-iP_i \theta_i), \]

where \( P_i \) is also a tensor product of \( n \) single-qubit Pauli operators in the same way as \( P_k \) in Eq. (2). For example, Fig. 2 shows a representative choice of parameterized circuits used for VQAs. Note that the parameter space of the circuit in Fig. 2 is a \( D \)-dimensional hypercube \( \theta \in [-\pi, \pi]^D \), i.e., a bounded subspace of \( \mathbb{R}^D \), on which a uniform probability distribution is well defined.

The task in the VQAs is to obtain an estimate of the minimum of the cost function

\[ \min_{\theta \in \mathbb{R}^D} f(\theta), \]

where \( f(\theta) \) is defined as

\[ f(\theta) = \text{Tr}[OU(\theta)|0\rangle \otimes^n U(\theta)]. \]

\[ \text{arg min}_{\theta \in \mathbb{R}^D} f(\theta), \]

The minimizer is denoted by

\[ \theta^* \]

Note that the cost function \( f(\theta) \), in general, can be non-convex, and it can be computationally hard in general to obtain the exact solution of the optimization problem in VQAs. By contrast, this paper aims to provide a heuristic optimizer that approximately solves this optimization problem with a small number of measurement shots. In experiments using a quantum device, we can evaluate the cost function from the sum of the expectation values

\[ \text{Tr}[P_k U(\theta)|0\rangle \otimes^n U(\theta)] \]

for all \( k \), each of which can be estimated by independently repeating the preparation of \( U(\theta)|0\rangle \otimes^n \) by the parameterized circuit and the measurement of this state in the eigenbasis of the Pauli operator \( P_k \). For each \( k \), let \( P_k \in \mathbb{R} \) be a sample mean obtained from these measurements for \( P_k \) and due to Eq. (2), we estimate \( f(\theta) \) by

\[ f(\theta) \approx \sum_k c_k P_k. \]

Each of these measurements is called a measurement shot. In this way, we evaluate \( f \) using a finite number of measurement shots; in this setting, we are only allowed imprecise queries to the cost function due to statistical errors with the finite number of measurement shots. Based on the central limit theorem, we may model each imprecise query to \( f(\theta) \) as

\[ y = f(\theta) + \epsilon, \]

where \( y \) is an observed value, and \( \epsilon \sim \mathcal{N}(0, \sigma^2) \) is independent and identically distributed (i.i.d) Gaussian noise. From Hoeffding’s inequality, to estimate \( f(\theta) \) within an error \( \epsilon \) with high probability, as large as \( O(\epsilon^2) \) measurement shots may be required. In practice, it is prohibitively costly (i.e., an excessive number of measurement shots are needed) to evaluate a well-approximated value of the cost function (as well as its gradient), which leads to significant overhead in performing VQAs.

SGD aims to optimize a function \( f(\theta) \) using an unbiased estimate of the gradient of \( f \) to update the parameters \( \theta \) iteratively toward the optimal point with high probability.

In the optimization of circuit parameters for VQAs, we may need to evaluate the gradient of the cost function \( f(\theta) \). For \( f(\theta) \) defined with parametric gates in the form of (3), we can utilize a parameter-shift rule to calculate partial derivatives of the cost function from cost-function values at shifted circuit parameters, i.e.,

\[ \frac{\partial f(\theta)}{\partial \theta_i} = f(\theta + \epsilon e_i) - f(\theta - \epsilon e_i), \]

where \( \theta_i \) is a circuit parameter allocated to the rotation angle of the \( i \)th Pauli rotation gate \( U(\theta_i) = \exp(-iP_i \theta_i) \), and \( e_i \) represents a unit vector along the coordinate of \( \theta_i \). Note that to obtain all the elements of the gradient of \( f(\theta) \), we may need to evaluate each partial derivative independently.

However, as discussed above, we cannot exactly calculate the cost function and its gradient with a finite number of measurement shots, and the precise estimation of the gradient is costly in VQAs. In this setting, a standard method for solving Eq. (4) is stochastic gradient descent (SGD), which updates the current point \( \theta(t) \) at iteration \( t \) according to

\[ \theta(t+1) = \theta(t) - \eta^t \hat{g}(\theta(t)), \]

where \( \eta^t \) is the step size, and \( \hat{g}(\theta(t)) := \left( \frac{\partial f(\theta(t))}{\partial \theta_1}, \ldots, \frac{\partial f(\theta(t))}{\partial \theta_D} \right)^T \) is an unbiased estimator of the gradient \( \nabla f(\theta(t)) \), i.e.,

\[ \mathbb{E}[\hat{g}(\theta(t))] = \nabla f(\theta(t)). \]

Here \( \hat{g}(\theta(t)) \) is estimated with a finite number of measurement
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shots, i.e., with a shot size
\[ s_{\text{grad}}^{(i)} = (s_1^{(i)}, \ldots, s_{j_{\text{grad}}}^{(i)})^\top. \]  
(10)

The estimate of each partial derivative is individually computed as
\[ \hat{g}_{k}^{(i)}(\theta) = \frac{1}{s_{j_{\text{grad}}}} \sum_{j=1}^{s_{j_{\text{grad}}}} g_{k}^{(i)}(\theta), \]  
(11)

\[ g_{k}^{(i)}(\theta) = (O_{m}^{\theta} - O_{0}^{\theta})/2, \]  
(12)

where \( O_{m}^{\theta} \) is a single-shot estimator of \( f(\theta \pm \frac{\pi}{2} \epsilon) \). Each single-shot estimator of \( f(\theta \pm \frac{\pi}{2} \epsilon) \) is constructed according to Eq. (6) by substituting \( \theta + \epsilon \) or \( \theta - \epsilon \) and the number of measurement shots used for estimating the \( k \)-th term \( c_{D} \theta_{k} \) in Eq. (6) is denoted by \( s_{k_{\text{grad}}}^{(i)} \), which satisfies \( \sum_{k=1}^{K} s_{k_{\text{grad}}}^{(i)} = s_{\text{grad}}^{(i)} \). Given the shot size \( s_{\text{grad}}^{(i)} \), each \( s_{k_{\text{grad}}}^{(i)} \) is probabilistically determined using a multinomial distribution in such a way that the probability \( p_{k} \) of measuring the \( k \)-th term should be proportional to the weight \( \kappa_{k} \) of the \( k \)-th term in estimating \( f \). Since the gradient is estimated from two values \( f(\theta \pm \frac{\pi}{2} \epsilon) \) of the cost function, the number of measurement shots used for obtaining \( \hat{g}_{k}^{(i)} \) is
\[ \sum_{i=1}^{n} 2s_{k_{\text{grad}}}^{(i)} = 2s_{\text{grad}}^{(i)}. \]  
(13)

where we write \( s_{\text{grad}}^{(i)} := |s_{\text{grad}}^{(i)}| \).

The estimator \( \hat{g}^{(i)}(\theta) \) in VQAs is unbiased for all \( \theta \in R^{D} \), which is a preferable property to achieve convergence of SGD\(^{39}\). In addition, to guarantee convergence of SGD, we may require the step size to vanish as the estimated points approach a minimizer. In this case, the SGD achieves the optimization to accuracy \( \epsilon \) within \( O(1/\epsilon^4) \) iterations in general for non-convex functions\(^{42}\), such as typical cost functions in VQAs. However, in practice, a user needs to designate a specific decay rate of step size to achieve good performance, whose optimization can be difficult.

BO is a gradient-free framework for optimization of an unknown function \( f(\theta)^{39,39} \). BO can be employed to optimize an expensive-to-evaluate cost function in settings where only noisy observations of the function are possible, and we try to seek a minimizer of \( f(\theta) \) with as small a number of noisy observations as possible. One of the features of BO is to utilize an easy-to-compute surrogate model that approximates the unknown cost function based on observed data\(^{65,67}\). A popular surrogate model for BO is Gaussian process (GP)\(^{68} \). GP is a collection of random variables such that every finite subset of random variables obeys a multivariate normal distribution. In the BO, we put a GP prior over the true function \( f(\theta) \) as \( f(\theta) \sim GP(\mu(\theta), k(\theta, \theta')) \), where \( \mu(\theta) = E(f(\theta)) \) is a mean function, \( k(\theta, \theta') \) is a covariance kernel function. In practice, if one has no prior knowledge about the mean of the function \( \mu(\theta) \) that one tries to fit, \( \mu(\theta) \) can be set to 0. A major choice of the kernel function is a Gaussian kernel
\[ k(\theta, \theta') = \exp \left(-\frac{||\theta - \theta'||}{l}^2 \right), \]  
(14)

where \( l \) is called the signal variance that determines the average of the differences from the mean of the function, and \( l \) is called the length-scale that determines the length required for the values of the function to be uncorrelated\(^{68} \). For other conventional kernel functions, e.g., a Matérn kernel, see ref. \(^{68} \).

Here we consider a situation where we have a set of \( N \) noisy observations of the cost function \( D_{1:N} = \{ (\theta^{(1)}, y^{(1)}), \ldots, (\theta^{(N)}, y^{(N)}) \} \) at points \( \theta^{(i)}, \ldots, \theta^{(N)} \), where each \( y^{(i)} = f(\theta^{(i)}) + e \) suffers from the IID Gaussian noise \( e \sim N(0, \sigma^2) \). Assuming that these observations are given according to GP, we calculate a GP posterior conditioned on these estimations, which is governed by hyperparameters, namely, the signal variance \( \tau^2 \), the length-scale \( l \), and the variance of Gaussian noise \( \sigma^2 \). These hyperparameters can be estimated by means of maximizing a log marginal likelihood\(^{68} \). Then, if we observe the cost function \( f \) at a new point \( \theta \), the value to be observed will obey a GP posterior expressed as
\[ f(\theta), D_{1:N} \sim N(\mathbf{K}_N^T [\mathbf{K} + \sigma^2 \mathbf{I}]^{-1} \mathbf{y}, \mathbf{K}_N - \mathbf{K}_N^T [\mathbf{K} + \sigma^2 \mathbf{I}]^{-1} \mathbf{K}), \]  
(15)

where \( f(\theta), \mathbf{K}_N = [k(\theta, \theta^{(1)}), \ldots, k(\theta, \theta^{(N)})]^T \), \( \mathbf{K}_N = k(\theta, \theta_N) \), and \( \mathbf{K} \) is the covariance matrix \( [k(\theta^{(i)}, \theta^{(j)})]_N \)\(^{68} \).

In BO, we construct an acquisition function \( \phi(\theta) \) from the posterior in Eq. (15) and determine the next query point according to
\[ \theta_{(N+1)} = \arg \min_{\theta \in D} \phi(\theta). \]  
(16)

Several ways of constructing the acquisition function have been proposed, such as Thompson sampling\(^{69} \), upper confidence bound\(^{70} \), and expected improvement\(^{71} \). In particular, Thompson sampling estimates values of \( f \) at a given set of points by sampling according to the multivariate normal distributions obtained from Eq. (15), and use these sampled values as the values of the acquisition function at these points. Then, we take the minimum among the values of the acquisition function for the set of points and perform the next query to \( f \) at the minimum point in the set as shown in Eq. (16). The minimization of \( \phi(\theta) \) is performed by using efficient optimization heuristics\(^{72,73} \). BO proceeds with querying the cost function at the minimizer of \( \phi(\theta) \) and iteratively update the GP posterior according to Eq. (15) until a fixed number of queries to the cost function are performed\(^{18} \).

This framework of BO has been shown to reduce the required number of queries to the cost function in achieving the minimization compared to other global optimization algorithms\(^{18} \). The performance of BO itself is governed by the ability to find the minimizer of \( \phi(\theta) \), which is also non-convex as well as the cost function. Thus, it is important to design the acquisition function suitably so that the computational cost is relatively low and optimization heuristics are tractable\(^{66,74,76} \). However, if the acquisition function is defined in a high-dimensional parameter space that typically appears in VQAs, it is excessively costly to use the BO.

RESULTS

In the following, we present the description of SGLBO and introduce the adaptive shot strategy and suffix averaging. Moreover, numerical experiments are provided to demonstrate the advantage of SGLBO compared to other state-of-the-art optimizers for VQAs.

Algorithm 1 Stochastic gradient line Bayesian optimization (SGLBO).

Require: Cost function \( f(\theta) \) with \( D \) parameters in Eq. (1), the initial shot size \( s_{\text{grad}}^{(0)} \) for evaluating the gradient in Eq. (10), a kernel \( k(\theta, \theta') \) and an acquisition function \( \phi(\theta) \) used for GP in Eqs. (15) and (16), the initial point \( \theta^{(0)} \) to be updated according to Eq. (17), the bound \( \eta_{\text{max}} \) of the 1D subspace \( l^{(t)} \) to perform the BO in Eq. (19), the initial number \( n_{\text{cost}}^{(0)} \) of measurement shots for evaluating the cost function in BO in Eq. (20), the number \( N = \eta_{\text{max}} + N_{\text{val}} \) of queries used for the BO in Eq. (21), the total number \( n_{\text{stop}} \) of measurement shots for the stopping condition (23), the precision \( \kappa \) in estimating the gradient according to Eq. (30), the description of the lower bound \( G_{\text{cost}}^{(0)} \) of the shot size in Eq. (30), the description of the lower bound \( G_{\text{cost}} \) of the number of measurement shots in estimating the cost function in Eq. (31), a parameter \( \alpha \) for suffix averaging in Eq. (32).
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1: initialize:
2: \( t \leftarrow 0, s_{\text{temp}} \leftarrow 0 \)
3: while \( s_{\text{temp}} < S_{\text{tot}} \) do Iterate until the stopping condition (23) is satisfied.
4: \( \hat{g}^{(t)}, S^{(t)} \leftarrow \) Estimate the gradient \( E[g^{(t)}] = \nabla f(\theta^{(t)}) \) using \( 2 \times s_{\text{grad}} \) measurement shots according to Eq. (11), and calculate its empirical variance \( S^{(t)} \) in Eq. (30).
5: \( L^{(t)} \leftarrow \) Take the 1D subspace \( L^{(t)} \) depending on \( \theta^{(t)}, g^{(t)} \), \( \eta_{\text{max}} \) according to Eq. (19).
6: \( \theta^{(t+1)} \leftarrow \) Determine \( \theta^{(t+1)} \) by the BO on \( L^{(t)} \) with \( k(\theta, \theta^{(t)}), \phi(\theta), N_{\text{init}}, N_{\text{eval}} \) as described in the main text below Eq. (21).
7: \( s^{(t+1)}_{\text{cost}} \leftarrow \) Determine the shot size for estimating the gradient, from \( k, \hat{g}^{(t)}, S^{(t)}, D, G^{(t)} \) according to Eq. (30).
8: \( s^{(t)}_{\text{cal}} \leftarrow \) Determine the number of measurement shots for estimating the cost function in the BO, from \( s^{(t+1)}_{\text{cal}}, c^{(t)}_{\text{cal}} \) according to Eq. (31).
9: \( s_{\text{temp}} \leftarrow s_{\text{temp}} + 2s_{\text{grad}} + N_{\text{eval}} \text{cost} \) due to Eq. (22).
10: \( t \leftarrow t + 1 \)
11: end while
12: \( T \leftarrow t \)
13: \( \text{return } \theta_{T} \leftarrow \) Take the suffix average according to Eq. (32).

Description of algorithm

We present a framework for the optimizer of parameterized quantum circuits in the VQAs, stochastic gradient descent line Bayesian optimization (SGLBO). The idea behind SGLBO is to estimate the direction of the gradient based on SGD and further to utilize BO to estimate the optimal step size within the one-dimensional subspace of parameters in this direction. This allows us to avoid the difficulty of choosing an appropriate step size in SGD, and also to achieve a feasible use of BO by limiting the domain to apply the BO to the one-dimensional space. In addition, we introduce two noise-reduction techniques, adaptive shot strategy and suffix averaging, to improve the speed and the accuracy of minimizing the cost function. Adaptive shot strategy and suffix averaging are crucial and characteristic components for the feasibility of SGLBO and will be explained in “Adaptive shot strategy” section and “Suffix averaging for SGLBO” section. Below, we will present the procedure of SGLBO (see also Algorithm 1).

The SGLBO achieves the minimization of the cost function by iteratively updating the points to estimate the minimizer of the cost function. Let \( T \) denote the total number of iterations in the SGLBO. For each iteration \( t = 0, 1, \ldots, T - 1 \), let \( \theta^{(t)} \) denote the point obtained in the \( (t + 1) \)th iteration of the SGLBO, which is an estimator of the circuit parameters that minimize the cost function, and the initial point \( \theta^{(0)} \) represents an initial guess of the minimizer. Note that we here take \( \theta^{(0)} \) uniformly at random, but in case a better initial guess of the minimizer than the uniformly random point is available, \( \theta^{(0)} \) could be chosen as the better guess \( \theta^{(0)} \). Similarly to the SGD, the SGLBO computes an unbiased estimator \( \hat{g}^{(t)} \) of the gradient of the cost function at the point \( \theta^{(t)} \) using \( 2s_{\text{grad}} \) measurement shots due to Eq. (13).

The shot size \( s^{(t)}_{\text{grad}} \) is determined in each iteration \( t \) based on adaptive shot strategy, which will be explained in the following section. Using \( \hat{g}^{(t)} \), the SGLBO updates the point \( \theta^{(t)} \) to the next point according to an update rule described by

\[
\theta^{(t+1)} = \theta^{(t)} - \eta^{(t)} \hat{g}^{(t)},
\]

where \( \eta^{(t)} \) is an estimator of the optimal step size. The optimal step size \( \eta^{(0)} \) is defined as

\[
\theta^{(t)} := \arg \min_{\theta \in L^{(t)}} f(\theta) = \theta^{(t)} - \eta^{(t)} \hat{g}^{(t)},
\]

and \( L^{(t)} \) is the one-dimensional subspace for applying the BO, i.e.,

\[
L^{(t)} := \{ \theta^{(t)} - \eta^{(t)} \hat{g}^{(t)} | \eta^{(t)} \in [-\eta_{\text{max}}, \eta_{\text{max}}] \},
\]

and \( \eta_{\text{max}} > 0 \) is a constant hyperparameter to bound the one-dimensional subspace that will be specified in “Example of choice of hyperparameters and implementation” section. We remark that we choose \( \eta_{\text{max}} \) as a constant independent of \( D \) so that the BO should be feasible even in the case of large \( D \). A parameter region of \( D \) parameters of a circuit can be a \( D \)-dimensional hypercube, e.g., \( \theta \in \mathbb{R}^D \) for the circuit in Fig. 2, and thus, to cross the whole parameter region by \( L^{(t)} \), one may be tempted to choose \( \eta_{\text{max}} \) as the length of the diagonal of this \( D \)-dimensional hypercube, i.e., \( \eta_{\text{max}} = \sqrt{D} \); however, for the feasibility of the BO, it is indeed essential to keep \( \eta_{\text{max}} \) constant. Our approach can be considered an improvement over the SGD with a constant step size \( \eta_{\text{max}} \) where we use the BO to estimate the optimal step size \( \hat{\eta}^{(t)} \) instead of using the fixed step size \( \eta_{\text{max}} \).

To obtain an estimate of the optimal step size \( \hat{\eta}^{(t)} \) in Eq. (17), we perform the procedure of BO on \( L^{(t)} \) by using a fixed number of measurement shots

\[
s^{(t)}_{\text{cost}}
\]

per query to the cost function, and querying these noisy observations of the cost function \( N \) times in total with

\[
N = N_{\text{init}} + N_{\text{eval}}.
\]

where \( N_{\text{init}} \) is the number of points used for initial evaluation for BO, and \( N_{\text{eval}} \) is the number of points evaluated during the BO in each step in addition to \( N_{\text{init}} \). This procedure determines \( \hat{\eta}^{(t)} \) in such a way that \( \hat{\eta}^{(t+1)} \) in Eq. (17) should be given by \( \theta^{(N_{\text{eval}})} \) in Eq. (16). We will specify \( N_{\text{init}} \) and \( N_{\text{eval}} \) in “Example of choice of hyperparameters and implementation” section. In the BO, we use \( N_{\text{init}} \) points for the initial queries, which we take at equal intervals in the 1D subspace \( L^{(t)} \). Using the observed points, the BO iterates a cycle according to Eqs. (15) and (16) to decide an additional point to evaluate per cycle. Repeating \( N_{\text{eval}} \) cycles, we have \( N_{\text{eval}} \) points in addition to the \( N_{\text{init}} \) initial points, where the \( n \)th cycle for \( n \in \{1, \ldots, N_{\text{eval}}\} \) uses \( (N_{\text{init}} + n - 1) \) points to decide the \( (N_{\text{init}} + n) \)th point. These \( N \) points are used for the update according to Eq. (17), i.e., the calculation of \( \hat{\eta}^{(t)} \).

In this way, the SGLBO updates the point \( \theta^{(t)} \) according to Eq. (17) until we consume a preset total number of measurement shots \( S_{\text{tot}} \) which we initially designate. In particular, in the \( (t+1) \)th iteration for each \( t = 0, 1, \ldots, T - 1 \), we use \( 2s_{\text{grad}}^{(t)} \) measurement shots for estimating the gradient according to Eq. (13), and also use \( s_{\text{cost}}^{(t)} \) measurement shots for each of the \( N \) queries to the cost function in the BO; that is, the number of measurement shots that we use in the \( (t+1) \)th iteration is

\[
2s_{\text{grad}}^{(t)} + N_{\text{eval}}^{(t)}.
\]

In the SGLBO, if the total number of measurement shots used in the iterations exceeds the preset bound \( S_{\text{tot}} \), i.e.,

\[
\sum_{t=0}^{T-1} \left[ 2s_{\text{grad}}^{(t)} + N_{\text{cost}}^{(t)} \right] \geq S_{\text{tot}},
\]

then we stop the iterations. Note that \( T \) is given by the minimum number of iterations satisfying Eq. (23), determined during running the SGBLO depending on \( S_{\text{tot}} \). We could also stop the iterations if we achieve the convergence of the cost function,
while we here use the stopping condition based on $S_{\text{grad}}$ for simplicity of presentation. We remark that it would be too costly in VQAs to check the convergence of the values of the cost function $f(\theta^{(t)})$ itself, which we avoid here; instead, it would be possible, e.g., to use another stopping condition by checking the convergence of the sequence of parameters $(\hat{\theta}^{(t)})_{t=0}^{\ldots}\rightarrow\ldots$. Finally, after the last iteration, the optimizer calculates a suffix average of the points $(\hat{\theta}^{(t)})_{t=0}^{\ldots}\rightarrow\ldots\rightarrow\ldots$ and $\hat{\theta}^{(t)}_{\text{est}}$; i.e., an average of a subset of the points in a latter part of the iterations, which we will explain in “Suffix averaging for SGLBO” section. This suffix average is output as the estimate of the minimizer of the cost function.

The procedure of the SGLBO may require an additional cost of measurement shots for the BO compared to the SGD without using the BO, but this cost is negligible as explained in the following. To estimate the optimal step size by the BO, we may use an extra number of measurement shots to query the cost function, in addition to the gradient estimation based on the SGD. For simplicity, suppose that the shot size (10) and the number of measurement shots to evaluate the cost function in the BO are given by a constant $s$, i.e., $s^2_t = s (i \in \{1, \ldots, D\})$ and $s^2_{\text{est}} = s$. Then, due to Eq. (22), the number of measurement shots to be used in each iteration of the SGLBO is $(2D+M)$. In this case, the cost of estimating the optimal step size is the same as the cost of the gradient estimation for a parameterized quantum circuit with $N/2$ additional parameters. This cost can be negligibly low as the number of circuit parameters $D$ gets large, and hence, we can indeed gain the benefit of estimating the optimal step size by the BO.

The foundation for why SGLBO can efficiently find a candidate of the minimum point, i.e., a stationary point, can be explained as follows. The constant step-size SGD with averaging converges to a stationary point even in a non-convex setting. The SGLBO is designed to converge faster than this constant step-size SGD with averaging since we use the BO to designed to converge faster than this constant step-size SGD with

**Adaptive shot strategy**

The number of measurement shots used for estimating values and gradients of the cost function is one of the crucial parameters in stochastic optimization algorithms. In such algorithms, we may have a trade-off between efficiency and accuracy. In particular, at the beginning of optimization, we can use an imprecise gradient estimated with few measurement shots to roughly move to points around the minimizer. On the other hand, at the end of optimization, the gradients with less noise are needed to further decrease the value of the cost function. This observation motivates us to establish a strategy to gradually increase the shot size (10) used for estimating the gradient in the SGLBO as the optimization proceeds.

Such adaptive shot strategies have been well studied in the field of machine learning and one of them has been applied also in the context of VQAs. However, the formula for estimating the next number of measurement shots given in refs. depends on the step size and becomes invalid when the step size exceeds a certain range. Problematically, the step size in the SGLBO often exceeds the range. Thus, our algorithm utilizes a different approach, the norm test, which determines the number of measurement shots to maintain a constant signal-to-noise ratio of the estimate of the gradient.

In the norm test, we want to decide the shot size based on a condition that the estimated vector $-\delta^{(t)}$ should be appropriately in a descent direction, which ideally would be

$$\delta^{(t)} := \left\| \mathbf{g}^{(t)} - \nabla f(\theta^{(t)}) \right\| \leq \kappa \left\| \mathbf{g}^{(t)} \right\|,$$

with a parameter $\kappa$ satisfying $\kappa \leq 1$. Intuitively, as the optimization proceeds, the norm $\left\| \mathbf{g}^{(t)} \right\|$ of the gradient becomes small, and the condition (24) requires that the estimate $\mathbf{g}^{(t)}$ of the gradient should become precise as $\left\| \mathbf{g}^{(t)} \right\|$ gets small. However, the exact evaluation of $\delta^{(t)}$ would be prohibitively costly in VQAs. Thus, we square both sides of the above inequality and replace the left hand side with its expectation, i.e., $E[(\delta^{(t)})^2] = \text{Var}[\mathbf{g}^{(t)}]$, where $\text{Var}[\mathbf{g}^{(t)}]$ is the variance of $\mathbf{g}^{(t)}$. The exact value of this variance is still difficult to calculate, and hence, we make the approximation using a sample variance, i.e.,

$$\text{Var}[\mathbf{g}^{(t)}] \approx \sum \left( \frac{(\sigma^{(t)})^2}{s_i^{(t)}} \right) \leq \kappa^2 \left\| \mathbf{g}^{(t)} \right\|^2.$$

To adapt the condition (26) to the setting of VQAs, we consider the freedom of choosing the number of measurement shots for estimating each partial derivative of the cost function in Eq. (8). Since each partial derivative is estimated independently, Eq. (26) can be written as

$$\sum \left( \frac{(\sigma^{(t)})^2}{s_i^{(t)}} \right) \leq \kappa^2 \left\| \mathbf{g}^{(t)} \right\|^2,$$

where $\sigma^{(t)} := \left\| \text{Var}[\mathbf{g}^{(t)}] \right\|$. Now we impose a constraint on the number of measurement shots so that each estimate of the partial derivative should have an equal variance, i.e., $\left( \sigma_i^{(t)} \right)^2/s_i^{(t)} = (\sigma_j^{(t)})^2/s_j^{(t)}$ for $i \neq j$. Then, we obtain a lower bound of $s_i^{(t)}$ for each $i$, i.e.,

$$s_i^{(t)} \geq \frac{1}{\kappa^2} \left( \sigma_i^{(t)} \right)^2 D \left\| \mathbf{g}^{(t)} \right\|^2.$$

In practice, the true variance $(\sigma_i^{(t)})^2$ is still too costly to evaluate, and thus, we replace it with the empirical variance $(S_i^{(t)})^2$, which is accessible. Consequently, we forecast the number of measurement shots
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shots so that it should satisfy
\[ s^{(t+1)}_i \geq \frac{1}{k^2} \left( \frac{S^{(t)}_i}{||g^{(t)}||} \right)^2 D, \]  
(29)

which we use to estimate the gradient in the next iteration. Since
the SGLBO is intended to be applied to highly noisy cases, to
avoid the cases where \( s^{(t+1)}_i \) is too small to estimate the gradient
appropriately, we here set a lower bound \( G^{(t)}_{\text{grad}} \) on the shot size and
decide the next shot size according to
\[ s^{(t+1)}_i = \max \left\{ \frac{1}{k^2} \left( \frac{S^{(t)}_i}{||g^{(t)}||^2} \right)^2 D, G^{(t)}_{\text{grad}} \right\}, \]  
(30)

where \( \lceil \cdot \rceil \) is the ceiling function. The choice of \( G^{(t)}_{\text{grad}} \) will be
specified in "Example of choice of hyperparameters and imple-
mentation" section.

Using the shot size specified by Eq. (30), we also decide the
number of measurement shots used for observing values of the
cost function in the BO according to
\[ s^{(t+1)}_{\text{cost}} = \max \left\{ \frac{1}{D} \sum_{i=1}^{D} s^{(t)}_i, G^{(t)}_{\text{cost}} \right\}, \]  
(31)

where \( G^{(t)}_{\text{cost}} > 0 \) is a constant for avoiding the cases where \( s^{(t+1)}_{\text{cost}} \)
becomes too small to estimate the optimal step size appropriately.

The choice of \( G^{(t)}_{\text{cost}} \) will also be specified in "Example of choice of
hyperparameters and implementation" section.

**Suffix averaging for SGLBO**

In VQAs, one could use a point obtained from the final iteration
as the result of the optimization. However, in SGLBO, we use BO
to estimate the optimal step size in Eq. (18), and due to
statistical error in the estimation, we suffer from the influence of the
error between the estimate of the optimal step size obtained from the BO and the true optimal step size. Moreover, hardware noise also prevents steady update of the points, especially when we use near-term noisy quantum devices. Such errors or noises may lead to an oscillation of the points in the final part of the iterations around the minimizer. To suppress such oscillation, we take a suffix average of these points in the final part of the iterations, rather than using the single point of the final iteration itself.

Given the sequence of points obtained from \( T \) iterations \( \theta^{(0)}, \ldots, \theta^{(t-1)} \), the \( \alpha \)-suffix average is defined as the average of the last \( \alpha T \) points\(^58\)
\[ \bar{\theta}_{\alpha,T} = \frac{1}{\alpha T} \sum_{t=(1-\alpha)T+1}^{T-1} \theta^{(t)}, \]  
(32)

where \( \alpha \in (0,1) \) is some constant, and \( \alpha \) and \( T \) are taken here in
such a way that \( \alpha T \) should be an integer. During the optimization,
we store the sequence of the points \( \{ \theta^{(t)} \} \) in memory. At the end of
optimization, we calculate the suffix average of these points according to the above formula and output the suffix average as the result of the SGLBO.

Importantly, to achieve the goal of suppressing the effect of noise at the points in the final part of the iterations, the suffix averaging here uses an equal weight in averaging out the noise in this part. To achieve this suppression with small overhead, the parameter \( \alpha \) should be chosen appropriately, in such a way that the last \( \alpha T \) points should be kept in a reasonably small fraction among all \( T \) points yet still large enough to suppress the noise effectively. We note that, instead of using the equal weight, averaging with a decaying sequence of weights would also work\(^58\), which may have a merit in a case where one does not have enough memory to store all points and wants to average the points on the fly. Detailed comparison of suffix-averaging techniques using different sequences of weights in VQAs is left for future work.

The suffix averaging can accelerate the convergence of SGD in some cases; for example, for optimization of a strongly convex function, i.e., a function that is (roughly speaking) more convex than a quadratic function, the error of the point in the \( T \)th iteration decreases at the speed of \( O(\log(T)/T) \) with high
probability, but the error of the suffix average of the points in the latter half of the \( T \) iterations reduces to \( O(1/T) \), achieving the optimal speed\(^69\). In the case of VQAs, \( T \) may not be strongly convex. However, even in the SGLBO, we can suppress the oscillation around the minimizer in practice by taking the suffix average, which contributes to improving the results of the optimization.

**Example of choice of hyperparameters and implementation**

We show an example of the choice of hyperparameters in Algorithm 1. These hyperparameters will be used in numerical experiments. In the numerical experiments, we also consider the cases with and without hardware noise, referring to them as the noisy case and the noiseless case, respectively.

For estimating the gradient in the SGLBO, we take the initial
shot size as
\[ s^{(0)}_i = 2 \quad \text{for all } i, \]  
(33)

and initialize \( \theta^{(0)} \) by sampling from the uniform probability
distribution. We set the lower bound \( G^{(t)}_{\text{grad}} \) on the shot size by an
average shot size in the last 10 iterations; i.e., for \( t+1 \geq 10 \), according to Eq. (30), we take
\[ G^{(t)}_{\text{grad}} = \frac{1}{100} \sum_{i=1}^{10} \sum_{f=1}^{10} s^{(t-10+f)}_i, \]  
(34)
i.e.,
\[ s^{(t+1)}_i = \max \left\{ \frac{1}{k^2} \left( \frac{S^{(t)}_i}{||g^{(t)}||^2} \right)^2 D, G^{(t)}_{\text{grad}} \right\}, \]
and \( G^{(t)}_{\text{grad}} = 1 \) for \( t \leq 10 \). We set \( \kappa = 0.99 \) in Eq. (30).

In the BO that is used as a subroutine in the SGLBO, we use the
Gaussian kernel in Eq. (14) with \( \tau^2 = 0.2, \lambda = 0.7 \) as initial
values. Before performing the GP regression to estimate values of a cost function, we optimize the hyperparameters, i.e., \( \tau^2, \lambda \), and the variance of Gaussian noise \( \sigma^2 \), by maximizing the marginal likelihood of the hyperparameters. To avoid overfitting, we restrict the parameter region of these hyperparameters; in our numerical experiments, we set the parameter region as \( 10^{-3} \leq \tau^2 \leq 5, 10^{-3} \leq \lambda \leq 1, \) and \( 10^{-3} \leq \sigma^2 \leq 5 \). In addition, we perform this hyperparameter optimization 10 times from uniformly random starting points and take the best parameters to ensure that the hyperparameters are not a poor local optimum. As the acquisition function used in the BO, we choose Thompson sampling\(^68,69\). After performing the BO, we set the estimated optimal step size as the minimum point of the predictive mean of a GP posterior conditioned on \( N \) observed data points.

For the BO, we set \( N_{\text{init}} = 5 \) and \( N_{\text{eval}} = 5 \). The \( N_{\text{init}} \) points of the initial evaluation is randomly chosen according to the uniform probability distribution over the 1D subspace \( L^{(0)} \) in Eq. (19) with
\[ \eta^{(i)} \in [-\eta_{\text{max}}, \eta_{\text{max}}], \eta_{\text{max}} = \min \left\{ \frac{\beta}{||f||}, \eta \right\}, \]  
(35)
where \( ||f|| \) is the operator norm, and \( \beta > 0 \) is a constant that we set depending on the problem later in "Advantage of SGLBO for various system styles" section and "Robustness against hardware noise in SGLBO" section. Note that one of the initial evaluation points must be taken as \( \eta^{(i)} = 0 \), i.e., the current point \( \theta^{(i)} \), for the stability of the BO. The number of measurement shots used for
evaluating each point in the BO is given by Eq. (31) with
\[ G^{(t)}_{\text{cost}} = \frac{|\partial_i \tilde{F}|}{||\partial_i \tilde{F}||^2} \text{ for all } t, \]
i.e.,
\[ s^{(t)}_{\text{cost}} = \max \left\{ \sum_{i=1}^{D} \frac{D}{n} s_i^{(t)} \right\}, \]
where \( c = 0.1 \). Given the outcomes of these measurements, we perform GP regression using GPy\(^{51}\); for the suffix averaging, we set \( a = 0.1 \) in Eq. (32).

### Numerical experiments

In the following, we numerically demonstrate the advantages of the SGLBO in comparison with state-of-the-art optimizers for VQAs. The optimizers to be compared with the SGLBO are summarized in “Optimizers for VQAs and their implementations” section. In particular, we investigate two situations: (1) when the size of a system scales up in “Advantage of SGLBO for various system sizes” section, and (2) when hardware noise and connectivity between qubits on hardware are taken into account in “Robustness against hardware noise in SGLBO” section. To this end, we simulate the performance of the optimizers in terms of the total number of measurement shots in the SGLBO can also improve performance and noise robustness of a general class of optimizers, not only the SGLBO.

### Optimizers for VQAs and their implementations

To compare the SGLBO with other existing optimizers, we consider the following three state-of-the-art optimizers: adaptive moment estimation (Adam)\(^{52}\), individual coupled adaptive number of shots (iCANS)\(^{34}\), and Nakanishi-Fujii-Todo method (NFT)\(^{23}\). Adam is a variant of SGD; although a number of different strategies for choosing step size in SGD have been proposed, Adam chooses the step size adaptively based on the accumulated information of estimates of the gradient used in previous iterations. The choice of step size in Adam is known to work well for many applications in the field of machine learning, but for VQAs, the required number of measurement shots for the optimization with Adam has been still prohibitively large\(^{53}\). We use Adam as a representative choice of a straightforward application of SGD to VQAs. The iCANS is also a variant of stochastic gradient optimizers in which the number of measurement shots at each iteration is chosen frugally based on the first and second moment of the gradient to improve performance in VQAs. While both of these optimizers are gradient-based optimizers, NFT is a sequential optimization method along an axis of the parameters using function fitting rather than the gradient.

For iCANS, we in particular use iCANS\(^{1,23}\), and for Adam, we used the same values of the hyperparameters as ref. \(^{34}\). In terms of the initial number of measurement shots used in iCANS, which is not mentioned in ref. \(^{34}\), we set \( s^{(0)}_i = 2 \) for all \( i \) in our numerical experiments. Here we note that for iCANS1, the step size \( \eta_i \) is changed depending on the tasks of VQAs as specified in “Advantage of SGLBO for various system sizes” section and “Robustness against hardware noise in SGLBO” section, following ref. \(^{34}\). In addition, we used \( s^{(0)}_i = 1000 \) shots for each evaluation of the cost function in Eq. (8) in Adam and \( s^{(0)}_i = 1000 \) shots for each evaluation of the cost function to fit the function in NFT. Note that the values of the hyperparameters for which the optimizer works well are selected manually or by referring to the values of previous studies, and we did not perform an exhaustive hyperparameter search since such a search is computationally too costly to perform. After all, it may be infeasible to run such a hyperparameter search when we apply these optimizers to practical problems.

In these numerical experiments, we simulate quantum circuits by using PennyLane\(^{82}\). In “Advantage of SGLBO for various system sizes” section and “Robustness against hardware noise in SGLBO” section, the values of the cost function appearing in the figures are evaluated at the point of the final iterate in \( \{\tilde{\theta}^{(t)}\} \), and the suffix averaged point in the SGLBO) by a noiseless simulator, where both the statistical noise and the hardware noise are ignored; in “Merits of noise-reducing techniques for general optimizers” section, these values are evaluated at the suffix averaged point by the noiseless simulator. For each optimizer, we repeated the overall optimization procedures fifteen times from uniformly random initial points, where each run from an initial point is repeated twice, and took the average over all the thirty runs. In the figures, we display the logarithm of the average as a thick line and each run as a thin line, using log-linear plots.

### Advantage of SGLBO for various system sizes

In this section, we investigate the performance of SGLBO as we scale up the system size. We evaluate the performance of the optimizers in terms of the total number of measurement shots used during the optimization. In each iteration, we calculate the difference per site between the cost-function value at the current point of each optimizer and the minimum value of the cost function. In particular, we here consider a VQE task\(^{3}\) for a 1D transverse field Ising model under open boundary conditions. The VQE is an algorithm to calculate the ground state energy of a given Hamiltonian, where the cost function is defined as the expectation-value of the Hamiltonian. The Hamiltonian here is given by
\[ H = -J \sum_{i=1}^{n-1} Z_i Z_{i+1} + g \sum_{j=1}^{n} X_j \]
where \( Z_i \) and \( X_j \) are the Pauli \( Z \) and \( X \) matrices, respectively, at the \( j \)th site on a 1D chain of qubits, \( J \) represents the energy scale, and \( g \) is the relative strength of the external field compared to the nearest-neighbor couplings\(^{84-86}\). We choose \( J = 1.0 \) and \( g = 1.5 \). We use the ansatz circuit in Fig. 2 with \( r = 4 \) repetitions for \( n = 4, 8, 12 \) qubits. These sizes of the circuits are chosen based on the feasibility of classical simulation. We remark that we do not change the depth of the ansatz circuits in this setting and change only the system size, so that the gradient does not vanish exponentially for the large system size\(^{34}\); that is, it is not expected that the problem of the barren plateau, which potentially make the optimization infeasible\(^84-86\), is avoided in our setting. In this problem, for the SGLBO, we restrict the region for the line search \( C_i \) by \( \beta = 3 \). For the VQE tasks in Fig. 3, the SGLBO achieves the optimization of
paramaterized quantum circuits at the significantly faster convergence speed in terms of the number of measurement shots, and with better accuracy in minimizing the cost function than the other state-of-the-art optimizers.

Robustness against hardware noise in SGLBO

Next, we investigate the noise robustness of SGLBO. We consider VQC\textsuperscript{58} with a fixed input state. The task of VQC is to find parameters of a parameterized circuit so that the unitary implemented by the circuit should act as equivalently as possible to a given target unitary when acting on a given input state. Following ref.\textsuperscript{58}, we define the cost function as

\[
    f(\theta) = 1 - \frac{1}{n} \sum_{j=1}^{n} G_{0}^{(j)},
\]

where

\[
    G_{0}^{(j)} = \text{Tr}((|0\rangle\langle0| \otimes 1_{j}) U(\theta) U(\theta^{*}) (|0\rangle\langle0| \otimes 1_{j}) U(\theta^{*}) U(\theta)).
\]

Here \(1_{j}\) is an identity operator acting on all qubits except the \(j\)th qubit, \(G_{0}^{(j)}\) is the probability of getting the outcome 0 on the \(j\)th qubit, \(\theta\) is a vector of circuit parameters to be optimized, and \(\theta^{*}\) is a target vector of circuit parameters that are chosen here as \(\theta^{*} = (0, \ldots, 0) \in \mathbb{R}^{D} \). The target unitary is \(U(\theta^{*})\), and the input state is \(|0\rangle\langle0| \otimes 1_{j}\). The ansatz circuit \(U(\theta)\) used here is the one in Fig. 2 with \(n = 4\) and \(r = 6\). In this case, the ansatz circuit can reach the optimal point at \(\theta = \theta^{*}\) to output \(|0\rangle\langle0| \otimes 1_{j}\), where the value of the cost function is exactly zero at the optimal point, and \(y\)-axis shows the difference between the true optimal value (i.e., zero) and the value at the estimated optimal point. We note that this cost function is defined by local observables, so the gradient does not vanish in the shallow ansatz circuit used in this VQC task\textsuperscript{58,85}. In VQC, we demonstrate the performance of the optimizers in both noiseless and noisy cases. To simulate noise in the noisy case, we used information about the gate-operation and readout errors and the connectivity of IBM’s Bogota processor\textsuperscript{87,88}. The detailed explanation on the parameters of the noise model is in Supplementary Information. We set \(\beta = 6\) to limit the region \(L\) for SGLBO and choose the step size \(\eta = 0.1\) for iCANS, following ref.\textsuperscript{34}.

The result of the numerical simulation is presented in Fig. 4. In the noiseless case, the SGLBO works better than the other state-of-the-art optimizers, which is consistent with the result of the VQE in Fig. 3. Even more remarkably, even in the presence of a moderate amount of hardware noise described above, the SGLBO can achieve almost the same accuracy in minimizing the cost function as that in the noiseless case, while the other optimizers converge to worse cost-function values. This result indicates a remarkable noise resilience of the SGLBO, owing to using the BO and also the technique of suffix averaging. In the SGLBO, the estimates of the minimizer of the cost function may be affected by hardware noise, and even if we use the BO that is relatively robust against the noise, these estimates may oscillate around the minimizer. However, the suffix averaging of these estimates makes it possible to obtain a point that is even nearer to the minimizer. In addition, the cost function in VQC has a preferable property that the minimizer is not susceptible to shifting caused by hardware noise\textsuperscript{89}, and this property also contributes to the noise resilience in this case; that is, in other tasks for the VQAs without this property, the same accuracy as noiseless cases would be hard to achieve in noisy cases. This result shows that the SGLBO can be more tolerant to hardware noise than the other state-of-the-art optimizers, which is crucial for the feasibility of performing VQAs on NISQ devices.

Merits of noise-reducing techniques for general optimizers

We here also show that the technique of suffix averaging and adaptive shot strategy that we use in SGLBO turns out to be advantageous even in improving performance and noise robustness of the other state-of-the-art optimizers, not only the SGLBO. In particular, we here consider the same task of VQC as “Robustness against hardware noise in SGLBO” section, and we first apply the suffix averaging technique to all the optimizers, i.e., iCANS, Adam, and NFT as well as SGLBO. The result of the numerical simulation is shown in Fig. 5. In both the noiseless and noisy cases, the technique of suffix averaging can significantly improve the accuracy of the state-of-the-art optimizers, especially NFT and Adam, compared to the cases without suffix averaging in Fig. 4. For iCANS, suffix averaging may not be as effective as NFT and Adam, but can still achieve a comparable accuracy to the cases without suffix averaging. This result shows that the technique of suffix averaging that we apply in the SGLBO can indeed be useful as a general technique for improving a wide class of optimizers, not only for the SGLBO itself. At the same time, our numerical simulation shows that even if we improve the other optimizers by the suffix averaging, the SGLBO still outperforms these optimizers.
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Comparison of optimizers in terms of the performance on the VQE tasks. We optimize the cost function of the VQE for 1D transverse field Ising model with \(n = 4, 8, 12\) qubits in the noiseless case. In all plots, the x-axis represents the total number of measurement shots used during the optimization, and the y-axis represents the difference \(\Delta E\) per site between the true value of the cost function (i.e., not evaluated with finite measurement shots) at each iteration and the minimum value of the cost function under the ansatz described in Fig. 2 with \(r = 4\). For each optimizer, the thin lines represent each run repeated twice from fifteen different initial points, and the thick line represents the average of these thirty runs. Significantly, the SGLBO outperforms the other state-of-the-art optimizers in terms of both the convergence speed and the achievable accuracy for, a broad region \(n = 4, 8, 12\) of the number of qubits.
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Next, we apply the technique of adaptive shot strategy to Adam. Note that our technique of adaptive shot strategy cannot be applied directly to NFT since NFT does not use gradient; also, iCANS uses its own variant of adaptive shot strategies, and hence, our technique based on the norm test cannot be combined with iCANS either without changing its own strategy. Following the setting of SGLBO with (33), we set $s^{(i)} = 2$ for all $i$ when we combine the adaptive shot strategy with Adam in these experiments. The results of the numerical experiments are shown in Fig. 6. In both noiseless and noisy cases, the adaptive shot strategy improves the performance of the original Adam. This indicates that the adaptive shot strategy based on the norm test is effectively applicable to the gradient-based optimizers and can improve the performance of the optimizers. In Fig. 6, we also demonstrate the combination of the suffix averaging and the adaptive shot strategy with Adam. In noiseless case, since Adam with the adaptive shot strategy has not yet hit the floor in the minimization and is still improving its accuracy, taking suffix averaging worsened the accuracy, as opposed to the case of averaging out the noise around the optimal points. On the other hand, in noisy case, the accuracy is improved. This result further confirms the effectiveness of the suffix averaging technique against hardware noise. The SGLBO still outperforms the other optimizers combined with these techniques.

In this way, the techniques that we develop for the SGLBO are also applicable broadly beyond the SGLBO itself, establishing a foundation for designing further efficient optimizers for VQAs.

Fig. 4  Comparison of optimizers in terms of the performance on VQC tasks. We optimize the cost function of the VQC task a without hardware noise and b with hardware noise for the ansatz circuit in Fig. 2 with $n = 4$ qubits and $r = 6$ repetitions. In both plots, $x$-axis represents the total number of measurement shots used during the optimization, and $y$-axis represents the cost-function value. For each optimizer, the thin lines represent each run repeated twice from fifteen different initial points, and the thick line represents the average of these thirty runs. Remarkably, even under the moderate amount of the noise explained in the main text, the SGLBO can achieve almost the same accuracy as the noiseless case, whereas the achievable accuracy of the other state-of-the-art optimizers becomes worse in the noisy case.
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Fig. 5  Comparison of optimizers with the suffix averaging technique (SA), in the performance on the same VQC tasks as Fig. 4. The suffix averaging technique is not applied to iCANS, NFT, and Adam in Fig. 4 but is applied to all the optimizers in this figure. The $x$- and $y$-axes are the same as Fig. 4. For each optimizer, the thin lines represent each run repeated twice from fifteen different initial points, and the thick line represents the average of these thirty runs. Remarkably, even under the moderate amount of the noise explained in the main text, the SGLBO can achieve almost the same accuracy as the noiseless case, whereas the achievable accuracy of the other state-of-the-art optimizers becomes worse in the noisy case.
In this work, we have developed an efficient framework, stochastic gradient line Bayesian optimization (SGLBO), for optimizing parameterized quantum circuits in variational quantum algorithms (VQAs). The core idea of the SGLBO is to estimate the direction of the gradient based on stochastic gradient descent (SGD), and also to use Bayesian optimization (BO) for estimating the optimal step size in this direction. The BO used for estimating the optimal step size in the SGLBO contributes to minimizing the cost function faster and more accurately, owing to the robustness of the BO against noise. To achieve the optimization feasibly within the fewer number of measurement shots, we also formulated an adaptive measurement-shot strategy based on the norm test to estimate the direction of the gradient efficiently. In addition, to suppress the effect of statistical error and hardware noise, we introduce the suffix averaging technique. The SGLBO with these techniques can save the cost of the number of measurement shots in optimizing the parameterized circuits, and also improve the accuracy in minimizing the cost function in the VQAs.

To compare the performance of the SGLBO with other state-of-the-art optimizers, we numerically investigated two situations: (1) when the system size increases and (2) when the hardware noise is present. For various system sizes, we discover that the SGLBO significantly improves the required number of measurement shots for achieving a desired accuracy in minimizing cost functions, and reaches an even better accuracy in minimizing the cost functions than other state-of-the-art optimizers, as shown in Fig. 3. Furthermore, we have shown that, even in the presence of a moderate amount of hardware noise, the SGLBO can achieve almost the same accuracy as that in the noiseless case, whereas the accuracy of the other state-of-the-art optimizers has got worse, in the task shown in Fig. 4. To suppress the noise, the suffix averaging technique as well as the use of the BO is crucial, and it turns out that the suffix averaging and the adaptive shot strategy developed for the SGLBO can also improve the accuracy and the noise robustness of other existing optimizers as demonstrated in Fig. 5.

DISCUSSION

Consequently, integrating two different optimization approaches, SGD and BO, our results on the SGLBO open an alternative way to drastically reduce the cost of measurement shots in the optimization of parameterized quantum circuits, and also to make VQAs more feasible under unavoidable hardware noise in near-term quantum devices. The techniques introduced here are versatile for problems with various system sizes, effective even in presence of noise, and widely applicable to a variety of algorithms for optimizing parameterized quantum circuits in the setting of VQAs, as demonstrated above. At the same time, the approach developed for the SGLBO provides a fundamental insight into how VQAs can use classical information extracted from quantum states, progressing beyond estimating expectation values. Moreover, the idea of the SGLBO indeed provides a general framework for optimizing noisy functions in the field of machine learning (ML), not specifically to VQAs. Thus, our results are expected to be of interest not only to users of noisy intermediate-scale quantum (NISQ) devices but to much broader communities of quantum information, such as those working on ML-assisted calibration of quantum devices in experiments, quantum tomography using an ansatz, and quantum metrology.

These results point toward various directions of future research. One possible direction is to investigate the difference in performance when the 1D subspace for the BO currently taken in the gradient descent direction (Eq. (19)) is chosen in another direction, such as natural gradient descent, negative curvature descent, and conjugate gradient. Also, the development of a more efficient method for determining appropriate hyperparameter values in the SGLBO is also important for improving the accuracy. In our work, we have empirically found that the SGLBO with suffix averaging performs well in practice even if hardware noise is considered, but further research is needed to clarify of what class of hardware noise the suffix averaging can be tolerant, and how many iterations are needed to achieve comparable performance to the noiseless case. It would also be interesting to provide a theoretical guarantee on the performance of the SGLBO under appropriate assumptions, especially in the setting of non-convex optimization; after all, both empirical and theoretical studies are crucial for harnessing the potential for near-term applications of VQAs. Finally, since the SGLBO discovers a way to avoid the cost of precise estimation of expectation values in optimizing parameterized circuits for VQAs, it is even more advantageous to pursue applications of VQAs that do not require estimating the expectation values throughout running the entire
algorithm, i.e., even after the optimization; for example, state-of-the-art quantum algorithms for quantum machine learning avoid the expectation-value estimation by solving sampling problems so that the speedup should not be canceled out\cite{94,96} and further research is needed to clarify how we can similarly avoid the expectation-value estimation in quantum machine learning with VQAs.
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