Fractal nature of high-order time crystal phases
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Discrete Floquet time crystals (DFTC) are characterized by the spontaneous breaking of the discrete time-translation invariance characteristic of Floquet driven systems. In analogy with equilibrium critical points, also time-crystalline phases display critical behaviour of different order, i.e., oscillations whose period is a multiple $p > 2$ of the Floquet driving period. Here, we introduce a new, experimentally-accessible, order parameter which is able to unambiguously detect crystalline phases regardless of the value of $p$ and, at the same time, is a useful tool for chaos diagnostic. This new paradigm allows us to investigate the phase diagram of the long-range (LR) kicked Ising model to an unprecedented depth, unveiling a rich landscape characterized by self-similar fractal boundaries. Our theoretical picture describes the emergence of DFTC phases both as a function of the strength and period of the Floquet drive, capturing the emergent $\mathbb{Z}_p$ symmetry in the Floquet-Bloch waves.

Introduction: The efficacy of technological application of quantum mechanics, such as reliable quantum communication [1], high-precision quantum metrology [2], and fault-tolerant quantum computation [3], depends on the capability of preserving systems out-of-equilibrium, evading the detrimental effects of thermalization, which naturally leads to the loss of locally stored quantum information. Accordingly, much theoretical and experimental effort has been devoted to the study of out-of-equilibrium phenomena [4-7] including, among the others, thermalization of isolated quantum many-body systems [8-11], dynamical phase transitions [12-17] and, finally, the celebrated Discrete Floquet Time Crystals (DFTC) [18-25].

The latter are systems where the discrete time-translation symmetry, encoded in the periodically driven Hamiltonian $H(t) = H(t + T)$, is spontaneously broken. More precisely, in such a driven system a DFTC phase exists if, taken a class of states $|\Psi\rangle$ with short-ranged connected correlations [20], it always exists an observable $\hat{O}$ such that the time-evolved expectation value in the thermodynamic limit $N \to \infty$,

$$O(t) = \lim_{N \to \infty} \langle \Psi(t) | \hat{O} | \Psi(t) \rangle,$$

satisfies the following conditions [26]:

1. Time-translation symmetry breaking: $O(t + T) \neq O(t)$, although $H(t) = H(t + T)$. This is equivalent to have long-range (LR) correlated Floquet eigenstates of the propagator $U_F = U(t + T, t)$ [20].

2. Rigidity: $O(t)$ must display periodic oscillations, with some period $\tau$, in a finite and connected region of the Hamiltonian parameters space.

3. Persistence: in the large system size limit $N \to \infty$, the oscillations of $O(t)$ must persist for infinitely long time.

Conditions 1-3 can not be satisfied by a generic many-body quantum system, in which the presence of an external driving would lead to the relaxation on an infinite-temperature state, ruling out long-lived oscillations. Protecting ordering against relaxation necessitate a mechanism to keep the impact of dynamically generated excitations under control. A natural candidate for the stabilization of pre-thermal phases is strong disorder, which limits the diffusion of excitations and shall lead to many-body localization (MBL) [5, 20] [22, 24, 27-29]. Recently, the stability of the MBL phase in the thermodynamic limit has been questioned by state-of-the-art numerical simulations [30-34], generating renewed interest in its phenomenology [35-38]. These results make the study of the different mechanisms for pre-thermalization even more pressing, since the traditional arguments on MBL may not apply at large sizes. One possible route to achieve pre-thermal stability in absence of disorder stems from topological protection, which is known to produce long relaxation time even in presence of strong interactions [39-41]. Yet, stable pre-thermal phases whose lifetime grows as the system approaches the thermodynamic limit are only found in presence of non-additive long-range interactions [42].

Then, the possibility of generating a DFTC in clean systems has been studied in the context of LR interacting models, i.e. models in which the interaction between different lattice sites $i, j$ decay as a power law $J_{i,j} \sim |i - j|^{-\alpha}$. LR systems have sparked a lot of attention recently, due to the possibility of experimental realizations in atomic, molecular and optical (AMO) systems [43-50] and to the fact that they exhibit plenty of unique features both for the classical [51] and the quantum [52] regime. Indeed, LR interactions are known to alter the universal behaviour of critical systems at equilibrium [53-54], and to generate unprecedented out-of-equilibrium phenomena, with no short-range counterpart, such as novel dynamical phase transitions [55-56], defect formation [57-58],...
In the context of Floquet driven systems, LR interactions are known to enhance the robustness of collective oscillations [65] and the presence of DFTC phases have been actually established in $\alpha < d$ (strong LR) regime [26] [28] [66] [67], while for $\alpha > d$ the oscillations are not persistent in the $N \rightarrow \infty$ limit [24] [25] [68] [69]. For a long time, the presence of a DFTC phase of order $p$ (that is, with period $pT$, for integer values of $p$), was thought to be connected with the underlying $Z_p$ symmetry of the model [20] [23], as the Floquet driving can be engineered in such way that each spin approximately oscillates between the $Z_p$-connected states. Nevertheless, high-order DFTCs were recently observed also in systems with only $Z_2$ symmetry, where the order parameter oscillates display a period $pT$ (with $p > 2$) given a fixed driving period $T$ [67] [70] [71]. Actually, high order DFTC phases remain an elusive feature in the landscape of out-of-equilibrium phenomena, first because they are related to an emergent (rather than fundamental) symmetry [60] and, more importantly, because they lack a generic observable, such as an order parameter, which characterizes their appearance.

In this Letter we solve this latter issue by proposing a new, experimentally-accessible, order parameter which, allows us to achieve a fully fledged characterization of the DFTC phases (regardless of their order) and of the onset of chaos, only relying on geometric features of the dynamics. In the corresponding dynamical phase diagram the different high-order DFTC phases are found to exhibit a rich pattern of self-similar and fractal structures. In spite of this complexity, we are able capture quantitatively its salient features. We prove that our analysis is robust against the short-range resonances, superimposed to a small modulation $\delta \Lambda$, such that the distance $|O_n(\Lambda+\delta \Lambda)-O_n(\Lambda)|$ between trajectories close in parameter space remains finite, saturating to a small value set by the size of resonances. In the opposite chaotic region, $O_n(\Lambda)$ and $O_n(\Lambda+\delta \Lambda)$ spread uniformly outside the resonances and become uncorrelated on a time-scale $\ln |\delta \Lambda|^{-1} \sim \ln n_{\text{max}}$, so that the order parameter saturates $\zeta \sim (O(\Lambda))_{cl}^2$, typically larger than in the DFTC phase, where the brackets $\langle . \rangle_{cl}$ stand for a uniform classical average over the phase space. In between we observe a third possible behaviour: a periodic dynamics $O_n(\Lambda)$ with a non-rational and strongly $\psi$-dependent period. We refer to the latter as quasi-periodic phase and is typically associated with KAM tori [76] [77]: as the dynamics is integrable, $|O_n(\Lambda+\delta \Lambda)-O_n(\Lambda)|$ grows linearly in $n$, and $\zeta$ converges to values whose magnitude is between the values retrieved in the DFTC and chaotic phases, respectively. As the DFTC and the quasi-periodic phase corresponds to classical trajectories which are topologically distinct, in general $\zeta$ will exhibit a finite jump between the DFTC and the quasi-periodic phase, in turn distinguishing the two phases apart precisely.

The main claim of this work is that whenever the stroboscopic dynamics of the observable $O_n$ can be univocally associated to a classical trajectory, $\zeta$ is a period-blind order parameter, which identifies the DFTC phases independently of their order $p$. This is the case, for example, of fully-connected systems, where the dynamics of any permutationally invariant operator $O$ becomes effectively classical and two-dimensional, within the general theory of Ref. [72]. When such system are subject to a periodic force, the corresponding two-dimensional phase space is made-up of a mixture of regular islands, called resonances, and chaotic regions divided by "separatrix" orbits, as foreseen by the Poincaré-Birkhoff theorem [73] [74]. Within this simple framework, a DFTC phase of order $p$ are known correspond to a periodic hopping of the stroboscopic dynamics of $O_n(\Lambda)$ between $p$ resonances, superimposed to a small modulation $\delta \Lambda$, so that the distance $|O_n(\Lambda+\delta \Lambda)-O_n(\Lambda)|$ between trajectories close in parameter space remains finite, saturating to a small value set by the size of resonances. In the opposite chaotic region, $O_n(\Lambda)$ and $O_n(\Lambda+\delta \Lambda)$ spread uniformly outside the resonances.

The order parameter: To set the stage, let us consider a generic family driven Hamiltonian $H(t)$, such that $H(t)+H(t+T)$, defined as a function of a parameter (or a set of parameters) $\Lambda$. Let us denote $O_n(\Lambda) = \langle \Psi(nT)|O|\Psi(nT)\rangle$ the average at stroboscopic times of the operator $O$ that we aim to use to detect the possible time-crystalline behaviour, for a fixed $\Lambda$. Then, we define the following quantity:

$$\zeta^2 = \frac{1}{n_{\text{max}}} \sum_{n=0}^{n_{\text{max}}} |O_n(\Lambda+\delta \Lambda)-O_n(\Lambda)|^2 , \quad (2)$$

in the limit of $\delta \Lambda \rightarrow 0$, $n_{\text{max}} \rightarrow \infty$ and $n_{\text{max}} \delta \Lambda = O(1)$ fixed. Intuitively, $\zeta$ measures the robustness of persistent oscillations of $O_n$, with respect to changes in the driving parameter(s) $\Lambda$.

The model: Let us consider the case of a chain of $N$ spin $1/2$ particles, interacting through the Floquet-driven
LR Ising Hamiltonian:
\[
H = -\frac{J}{2N_\alpha} \sum_{i,j} |i-j|^{-\alpha} + h(t) \sum_i \hat{\sigma}_i^z - \lambda \sum_i \hat{\sigma}_i^x \hat{\sigma}_{i+1}^x (3)
\]
where \(\alpha < 1\), \(\hat{\sigma}_i^x, \hat{\sigma}_i^y, \hat{\sigma}_i^z\) are the Pauli operators relative to the lattice site \(i\), \(h(t)\) is a driving periodic with period \(T\) and \(N_\alpha = \sum_{j\neq 0} |j|^{-\alpha}\) is the Kac scaling factor needed in order to have an extensive energy \([51]\). At \(t = 0\), the system is initialized in the ground state of the \(H(t) = 0\) Hamiltonian, \(|\Omega_0\rangle = |\cdots \rangle\), with \(\hat{\sigma}_x |\cdots\rangle = |\cdots\rangle\). Without loss of generality we fix the energy scale such that \(\lambda + J = 1\).

In this letter, we take into account the kicked dynamics
\[
h(t) = \psi \sum_{n=1}^\infty \delta(t - nT), (4)
\]
(\(\psi\) being the parameter which determine the strength of the driving). Said \(m_a(t) = \frac{1}{N} \sum_i \langle \hat{\sigma}_i^a \rangle\) (where \(a = x, y, z\)), the components of the magnetization of the system we can choose \(m_x\) and \(\psi\) to play the role of the observable \(O\) and the control parameter \(\Lambda\) respectively in Eq. (4).

**Mean-field results:** First, we consider the fully-connected \(\alpha = \lambda = 0\) case in thermodynamic limit. Said \(\mathbf{m} = (m_x, m_y, m_z)\) and \(m_{a,n} = m_a(nT)\) with \(a = x, y, z\), the dynamics of \(\mathbf{m}_n = \mathbf{m}(nT)\) is determined by the mean-field map \([81]\):
\[
\mathbf{m}_{n+1} = f(\mathbf{m}_n) = R_z(2\psi)R_y(-m_x,nT)\mathbf{m}_n, \quad (5)
\]
with \(\mathbf{m}_0 = (1, 0, 0)\) and where \(R_{x,y,z}(\xi)\) is the rotation matrix of an angle \(\xi\) around the corresponding axis (see Supp. Mat. [80] and Ref. [66]). The general picture valid for fully-connected models can be made explicit here, as shown in Supp. Matt. [80]; in particular, due to the constraint \(\mathbf{m}^2 = 1\) in the chaotic phase \(\zeta^2\) is peaked around \(\zeta^2 = 2/3\). The predictions are numerically checked in Fig. 1 (top-right panel).

The value of \(\zeta\) as a function of \(\psi\) and \(T\) is shown in Fig. 1 (left panel). The resulting structure is strikingly complex and convoluted. The phase diagram is symmetric around the \(\psi = \pi/4\) axis as a consequence of the dynamical \(\mathbb{Z}_2\) symmetry, a feature that could not have been observed with a \(p\)-dependent order parameter. For small \(T\) the quasi-periodic phase is prevalent, while small islands of the periodic phase appear around some particular values of \(\psi\) which correspond to rational multiples of \(\pi\). Initially, the size of these islands grows with \(T\) and, as they get closer to each other, chaos start to onset around their boundaries. Finally, all the islands corresponding to a DFTC of order \(p > 2\) are swallowed by the chaotic phase, the last one corresponding to \(p = 4\). In correspondence of particular values of the driving period we have a revival of the higher-order DFTC phases, especially visible in correspondence of \(p = 4\).

The boundary between the chaotic and the DFTC phase is not smooth: rather, it presents plenty of self-similar patterns which are repeated at smaller and smaller scales. Taking as an example the boundary of the \(p = 3\) island, the numerical estimate of its Minkowski-Bouligand dimension \([82]\), \(d_{MB}\), gives the value
\[
d_{MB} \approx 1.4(2) > 1 \quad (6)
\]
(see Supp. Mat. [80]) indicating a fractal nature. This is compatible with the estimate of \(d_{MB}\) in the entire phase diagram. The appearance of fractal scaling for time crystalline phase boundaries draws a direct analogy with similar phenomena in traditional critical systems, especially percolation, self-avoiding random walks and Potts model \([83, 84]\), where a rigorous connection between conformal invariance and stochastic evolution has been verified \([85, 86]\). As already noticed in Ref. [66], the formation DFTC islands can be understood within the formalism of area-preserving maps \([87]\), and in particular can be linked to the existence of Arnold tongues \([88, 89]\), which also appear in the pre-thermal time-crystal phase of driven \(O(N)\)-symmetric models \([90, 91]\).

As shown in Supp. Matt. [80], the particular form of Eq. (4) allows us to probe our general picture, and even to reproduce the main feature of the phase-diagram for small \(T\). Indeed, as for \(T = 0\) the map (5) is nothing but a rotation of angle \(\psi\) around \(z\), any \(\psi = \psi_r \equiv r\pi\), with \(r = q/p\) (and \(q\) coprime with \(p\)) corresponds to a fixed point of the iterated map \(f^p\) with \(\tilde{p} = p\tilde{p} = p/2\) for odd and even \(p\) respectively (due to the \(\mathbb{Z}_2\) symmetry of the model). For \(\psi - \psi_r \equiv \delta\psi \ll \pi/p\) and \(T \ll 1\) the dynamics of \(f^p\) is slowed down and it can be described as an Hamiltonian flow generated by
\[
H(\phi, I) = \frac{2}{\tilde{T}} \frac{\delta\psi}{\tilde{T}} - \frac{1}{4} (1 - I^2) (1 + a_r \cos(2\phi - 2\psi_r)), \quad (7)
\]
where \(\phi\) is the azimuthal angle of \(\mathbf{m}\) and \(I = m_z\) its conjugate momentum. Let us notice that \(r\) enters in Eq. (7) only through the coefficient \(a_r\), (whose exact expression is given in the Supp. Matt. [80]) thus accounting for the presence of self-similar structures. Studying the different topology of the trajectories of Eq. (7) we are able to estimate the boundaries DFTC islands (their expressions are in the Supp. Matt. [80]), which are in agreement with the numerics, see Fig. 1 (bottom-right panel).

According to the Chirikov criterion \([92]\), the value of \(T\) at which two of these curves intersect can be taken as an estimate of the threshold \(T_\ast\) beyond which the chaos takes over: this gives \(T_\ast = (12\pi^2)^{1/4} \approx 3.299\) for onset of chaos in the \(p = 4\) island, which is in excellent agreement with the numerics.

**Beyond the mean-field:** The analysis of the DFTC phases we reported in Fig. 1 can be straightforwardly extended both beyond the fully-connected case and
Nour results for finite to account for finite sizes. To test the robustness on onset of chaos, which disrupts the time-crystal phases at large structure of the higher-order Floquet eigenstates | in the fully-connected case. The results of our analysis Z DFTC phase appear clearly localized around four symmetric points, while this is no longer the case in the quasi-periodic phase. As explained in the Supp. Mat., we verified its robustness for finite size and around | = \sqrt{2}/3, characteristic of the chaotic phase. Bottom-right panel: Detail of the T < 3 region of the phase diagram. The order of the principal DFTC phases is indicated, along with the theoretical prediction for small T of the boundaries between the phases blue, red, green solid lines respectively for the p = 1, 2, p = 4, p = 3, 6 islands (whose exact expression is given in the Supp. Mat. [80]). The prolongation of the boundaries of the p = 3, p = 6 islands (dashed red line) gives a good estimate of the onset of chaos, which disrupts the time-crystal phases at large T.

Conclusions: In this Letter we introduced a new order parameter \( \zeta \) able to unambiguously detect higher-order Discrete Floquet Time-Crystal (DFTC) in clean long-range (LR) systems. The pressing need for this study was generated by the recent depiction of high order DFTC phases [66, 70]. We expect \( \zeta \) to become a universal tool for detecting DFTC, beyond the current model, as it exploits the connection between DFTC and Poincaré-Birkhoff theorem [73, 74] (see [95] for the quantum counterpart) within the mean-field regime (see Refs. [66, 67] for a detailed analysis of the p-spin model case). Choosing as a paradigmatic example the kicked LMG model, we are able to draw a new phase diagram, featuring self-similar structures with non-integer, fractal, dimension and to explain quantitatively this phenomenon in terms of an effective Hamiltonian map with renormalized couplings. While our picture become exact at \( \alpha = 0 \), \( N = \infty \), we verified its robustness for finite size and finite \( \alpha \), and in presence of competing short-range interactions.

We stress the fact that our newly introduced observable \( \zeta \) is easily accessible in the experiments, so that our predictions on the phase diagram may be tested e.g. in NMR experiments on driven, ordered systems [25]. Our characterization of the higher-order, stable DFTC phases could thus pave the way for a series of advancement in...
the field of quantum technologies.
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Derivation of Eq. (4)

Here we revise the derivation of the dynamic map of Eq. (4) of the main text, i.e. the evolution equation of the magnetization \( m_a(t) = \frac{1}{N} \sum_j \langle \hat{\sigma}_a^j \rangle \), at stroboscopic times \( t_n = nT \), in the thermodynamic limit, \( N \to \infty \).

First we notice how, due to the impulsive nature of the magnetic field \( h(t) \), the Floquet propagator can be written as the product of two different operators:

\[
U_F = e^{-2i\psi \hat{S}_z} e^{iJ \hat{S}_x^2 / N},
\]

where we introduced the global spin operators

\[
\hat{S}_a = \frac{1}{2} \sum_j \hat{\sigma}_a^j,
\]

with \( a = x, y, z \). Being \( \hat{S}_x \) the generator of \( O(3) \) rotations around the \( x \) axis, the kick term \( \exp(-2i\psi \hat{S}_z) \) in Eq. (8) acts on the observable \( \mathbf{m} \) simply as a rotation around the \( z \)-axis. On the other hand, the other term describes the evolution over one period \( T \) of \( \mathbf{m} \) induced by the second term on the r.h.s of Eq. (8). The Heisenberg equations of motion corresponding to such evolution for the operators \( \hat{S}_a \) are:

\[
\begin{align*}
\frac{d}{dt} \hat{S}_x &= 0, \\
\frac{d}{dt} \hat{S}_y &= \frac{J}{N} \left( \hat{S}_x \hat{S}_z + \hat{S}_z \hat{S}_x \right), \\
\frac{d}{dt} \hat{S}_z &= -\frac{J}{N} \left( \hat{S}_x \hat{S}_y + \hat{S}_y \hat{S}_x \right).
\end{align*}
\]

(10)

According to the general theory developed in Ref. [81], for \( N \to \infty \) the spin-spin correlation become negligible, that is \( \langle \hat{S}_a \hat{S}_b \rangle \approx \langle \hat{S}_a \rangle \langle \hat{S}_b \rangle \), so that Eqs. (10) become a closed set of equations for \( m_a = 2 \langle \hat{S}_a \rangle / N \), namely:

\[
\begin{align*}
\dot{m}_x &= 0, \\
\dot{m}_y &= Jm_z m_x, \\
\dot{m}_z &= -Jm_x m_y.
\end{align*}
\]

(11)

In turn this results after a time \( T \) in a (clockwise) rotation around the \( x \)-axis, of angle \( JT m_x(t) \). The \( \mathbb{Z}_2 \) symmetry of the model is instead encoded into the dynamical symmetry \( \psi \to \psi + \pi/2 \), \( m_n \to R_z(\pi n)m_n \) of Eq. (11). Posing \( J = 1 \), the overall effect of the Eq. (8) on our observable \( \mathbf{m} \) is the one of Eq. (4) of the main text.

Hamiltonian chaos and the order parameter \( \zeta \)

In this Section we will derive in detail some properties of the order parameter \( \zeta \), in the context of the theory of symplectic maps.

Indeed, let us notice that the map of Eq. (4) inherits a Hamiltonian structure, which is manifest in the fact that the area of any region on the sphere \( \mathbf{m}^2 = 1 \) is preserved by the action of \( f(\mathbf{m}) \). In terms of the usual polar coordinates along the \( z \) axis, \( \mathbf{m} = (\sin \theta \cos \phi, \cos \theta \cos \phi, \cos \theta) \), the area element can be written as \( dS = d\cos \theta d\phi \), so that \( \phi \) and \( I = \cos \theta \) are natural canonical conjugate variables for our system. This is coherent with the picture developed in Ref. [81], and can be intuitively understood by thinking of \( I \) as the \( z \) component of the angular momentum, and \( \phi \) the coordinate corresponding to rotation around the \( z \) axis.

In particular, in the limit \( T = 0 \), the map becomes

\[
\begin{align*}
I_{n+1} &= I_n, \\
\phi_{n+1} &= \phi_n + 2\psi,
\end{align*}
\]

(12)

with \( I_0 = 0, \phi_0 = \pi/2 \). This correspond to the stroboscopic section of an integrable dynamics, \( \phi \) and \( I \) playing the role of an angle-action pair. In terms of the Floquet phases introduced in our paper, this implies a quasi-periodic evolution of \( \mathbf{m}_n \), with period \( \pi/\psi \).
As a small $T$ is switched on, it can be treated as a perturbation to the map \([12]\). In this case, the fate of the system is described by the Kolmogorov-Arnold-Moser theorem \([16, 77]\), according to which the torus $I = \text{const}$ is only deformed as long as the corresponding frequency is not resonant. In this means that the quasi-periodic phase survives as described by the Kolmogorov-Arnold-Moser theorem \([75–77]\), according to which the torus of the phase diagram in which only these phases are present. Here we choose $\psi = \psi_0 + r\pi$, with $r = q/p$ and $p$ and $q$ coprime integers, according to the Poincare-Birkhoff theorem, pairs of elliptic and unstable fixed points are expected to arise. In this case the action of the $p$-iterated map $f^p(m)$ individuates different regions in the phase space $(I, \phi)$, corresponding to different possible behaviors of $m_n$. In particular, if $(I_0, \phi_0)$ is far from the fixed points, we have a rotation dynamics, with $\phi$ growing from $0$ to $2\pi$, and we have a quasi-periodic behavior. If $(I_0, \phi_0)$ is close to one of the centers instead, we have a libration dynamics, with $\phi$ oscillating around a finite value. As a consequence, $m_{n+p}$ remains close to $m_n$, and we have a DFTC phase. At the boundaries between this two regions a chaotic region is expected to arise which, as $T$ increases, grows and possibly swallow the regular ones.

Let us analyze the consequence of this picture on the order parameter $\zeta$: to consider different values of the amplitude, $\psi, \psi + \delta\psi$ it means that we are considering to nearby initial conditions on the phase space. Both in the DFTC phase and in the quasi-periodic one the evolution is not chaotic, so that the two trajectories will diverge polynomially in time. As a consequence

$$\zeta^2 = \frac{1}{n_{\text{max}}} \sum_{n=0}^{n_{\text{max}}} (m_{x,n}(\psi + \delta\psi) - m_{x,n}(\psi))^2 \sim \frac{\ell}{n_{\text{max}}} \sum_{n=0}^{n_{\text{max}}} \delta\psi^2 n^2 \sim \ell (\delta\psi n_{\text{max}})^2,$$

where $\ell$ depends on the on the average distance between two randomly chosen points of the two nearby trajectories. While the r.h.s. of Eq. (13) remains finite and $O(1)$ as $n_{\text{max}} \to \infty$, $\delta\psi \to 0$, $\ell$ jumps discontinuously as we pass from the libration regime (corresponding to a DFTC phase) and the rotation one (corresponding to a quasi-periodic phase). In particular, as we approach the the fixed point of the iterate map, i.e. in the regime in which the micro-motion is becomes negligible, $\zeta \to 0$, so that $\zeta$ is able to quantify how far away is our system from the pure crystalline regime. Let us notice, however, how the other values of $\zeta$ in this two phases are not universal, as they depend on the choice of $\lim_{\delta\psi \to 0} n_{\text{max}} \delta\psi$.

In the chaotic phase, instead, the trajectories diverge exponentially, so that after a time-scale $n_{\text{max}} \sim -\log(\delta\psi)$ the memory of the initial condition is lost. In this case we can assume each $m_{x,n}(\psi)$ and $m_{x,n}(\psi + \delta\psi)$ to be drawn from a set of equally distributed random variables with zero mean. As a consequence, according to the central limit theorem, $\zeta^2$ is distributed as a Gaussian around the value

$$\langle \zeta^2 \rangle = 2 \langle m_x^2 \rangle \quad (14)$$

with a variance $O(n_{\text{max}}^{-1})$. Assuming furthermore the distribution of the three components to be isotropic, and taking into account the constraint $m_x^2 = 1$, we have

$$\langle m_x^2 \rangle = \frac{1}{3} \langle m^2 \rangle = \frac{1}{3}, \quad (15)$$

so that $\langle \zeta^2 \rangle = 2/3$.

**Non-integer dimension of the chaotic phase boundary**

The Minkowski-Bouligand, or box-counting, dimension is defined as follows: let us cover our space with and evenly spaced square grid of side $\epsilon$. Said $N(\epsilon)$ the number of boxes which lies on the boundary, then the dimension is defined as

$$d_{MB} \equiv -\lim_{\epsilon \to 0} \frac{\ln N(\epsilon)}{\ln \epsilon} \quad (16).$$

Since we are interested to the border between the chaotic and the DFTC phases, we restricted ourselves to a region of the phase diagram in which only these phases are present. Here we choose $\psi \in (0.94, 1.01)$, $T \in (2.3, 2.8)$, which corresponds to the edge of the $p = 3$ island. The region is shown in Fig.\[3\] left panel. To precisely define our boundary, we have here to define a threshold $\zeta_*$ such that a point with $\zeta > \zeta_*$ is considered to belong to the chaotic phase.

Since for any finite $n_{\text{max}}$ the distribution of $\zeta$ in the chaotic phase around $\zeta \approx 0.816$ has a finite width, it is convenient, in this case, to choose $\delta\psi$ such that, $n_{\text{max}} \delta\psi << 1$. In this regime, indeed, the distribution of $\zeta$ in the DFTC phase is sharply peaked around 0, and the separation of the two phases more pronounced. If, however, we
Let us now derive the results presented in the paper, which are valid for small $T$ and $\psi$ close to $\psi_r = r\pi$, where $r = q/p$, $q, p$ being coprime integers.

**Small $T$ expansion**

Choose $\delta \psi$ to be too small, the diagnostic of the chaotic region will not be accurate, as $m_n(\psi)$ will not forget its initial condition for $n \sim n_{\text{max}}$. We checked that the choice $n_{\text{max}} = 300$, $\delta \psi = 10^{-4}$ is close to the optimal one. The separation between the different phases, shown in Fig. 3, right panel, is clear.

The behavior of $d_{MB}$ as a function of the cutoff $\zeta^*$ Fig. 4 left panel: as expected, $d_{MB}$ shows a very weak dependence on $\zeta^*$ within a finite interval, signaling that the two phases are well distinct. The corresponding value of the fractal dimension turns out to be $d_{MB} \approx 1.42$. Repeating the procedure with slightly different values of $n_{\text{max}}$ and $\delta \psi$ gives an uncertainty of the order of order $10^{-2}$ on the above result.

In Fig. 4 right panel, we reported the behavior of $d_{MB}$ as a function of the threshold $\zeta_*$ for the whole phase-diagram of Fig. 1 of the main text. To rule out the effect of the quasi-periodic phase, which is now present, we have to restrict ourselves to the region $\zeta_* \gtrsim 0.36$. As a consequence, the resulting estimate is far less accurate, and the dependence of $d_{MB}$ on $\zeta_*$ is more pronounced. We see, however, that the previous, local, estimate is fully compatible with this global results.

**Small $T$ expansion**

FIG. 3. Color plot of the order parameter $\zeta$ saturated at the value $\zeta = \sqrt{2/3}$ with $n_{\text{max}} = 300$, $\delta \psi = 10^{-4}$ (left) and corresponding normalized occurrence frequency $P(\zeta)$ of $\zeta$ for this region of the phase diagram.

FIG. 4. Behavior of the Minkowski-Bouligan dimension $d_{MB}$ of the boundary between the chaotic DFTC phases as a function of the threshold $\zeta_*$ chosen, for the case of the restricted area of Fig. (left) and for the case of the whole phase diagram (right).
First, let us expand the map of Eq. (4) of the main text to the first order in $T$. As in Section B, it is convenient to parametrize the magnetization as $\mathbf{m} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ and introduce the canonical coordinates $I = \cos \theta$, $\phi$. We obtain

$$I_{n+1} = I_n - \frac{T}{2} (1 - I_{n+1}^2) \sin 2\phi_n + O(T^2),$$

$$\phi_{n+1} = \phi_n + 2\psi + \frac{T}{2} I_{n+1} (1 + \cos 2\phi_n) + O(T^2).$$

Let us notice that the $O(T)$ terms on the r.h.s. of the above equations, $I_{n+1}$ can be replaced by $I_n$ up to higher order corrections. This choice guarantees that our approximation preserves the symplectic structure of the original map. The above is invariant under the discrete translation $\phi_n \rightarrow \phi_n + n\pi$; this is a consequence of the dynamical $Z_2$ symmetry of the original model.

Let us now build the equivalent of the map (17) for the generic $\tilde{p}$-iterated map. For $T = 0$ we have that the action of the $\tilde{p}$-iterated map is trivially $\phi_{n+\tilde{p}} = \phi_n + 2\tilde{p}\psi$, $I_{n+\tilde{p}} = I_n$. Then, up to higher order in $T$ we can write:

$$I_{n+\tilde{p}} = I_n - \frac{\tilde{p}T}{2} (1 - I_{n+\tilde{p}}^2) U_\tilde{p}(\psi) \sin(2\phi_n + 2(\tilde{p} - 1)\psi),$$

$$\phi_{n+\tilde{p}} = \phi_n + 2\tilde{p}\psi + \frac{\tilde{p}T}{2} I_{n+\tilde{p}} [1 + U_\tilde{p}(\psi) \cos(2\phi_n + 2(\tilde{p} - 1)\psi)],$$

where

$$U_\tilde{p}(\psi) = \frac{2\tilde{p}\psi}{\tilde{p} \sin 2\psi}.$$ 

Being $T$ small, in general the $2\tilde{p}\psi$ term in the r.h.s. of the second equation of Eq. (18) is going to dominate the evolution so that, we expect to find ourselves in the quasi-periodic phase. However, as $\tilde{p}\psi \sim k\pi$ for some integer $k$ we have that this terms becomes small as well, signaling a the onset of the Poincaré-Birkhoff mechanism (for $\tilde{p}$ small, in general the $\tilde{p}$-iterated map is trivially approximated by a continuous flow. In order to do so, we have to redefine the time scale $\tilde{p}T \rightarrow T$, such that $\phi_{n+\tilde{p}}$, $I_{n+\tilde{p}} \rightarrow \phi_{n+1}$, $I_{n+1}$ now by introducing the time step $\Delta t = \tilde{p}T$, and expanding $I_{n+1} = I_n + \dot{I} T + O(T^2)$, $\phi_{n+1} = \phi_n + \dot{\phi} T + O(T^2)$. We find then

$$\dot{I} = -\frac{a_r}{2} (1 - I^2) \sin(2\phi - 2\psi_r),$$

$$\dot{\phi} = 2\tilde{p} \frac{\delta \psi}{T} + \frac{1}{2} I (1 + a_r \cos(2\phi - 2\psi_r)).$$

In turn, this can has the form of an Hamiltonian flow, generated by

$$H(\phi, I) = 2\frac{\delta \psi}{T} I - \frac{1}{4} (1 - I^2) (1 + a_r \cos(2\phi - 2\psi_r)) .$$

By taking into account our initial condition, namely $\phi(0) = \pi/2$, $I(0) = 0$ we have that our $p$-iterated dynamics takes place along the curve $H(I, \phi) = -\frac{1}{4} (1 - a_r \cos(2\psi_r))$. 

```
FIG. 5. Color plot of the overlap $|\langle \Omega_{\theta,\phi}|\eta_m \rangle|^2$ between the spin coherent state $|\Omega_{\theta,\phi}\rangle$ and different Floquet eigenstates $|\eta_m\rangle$, corresponding to different phases, for $N = 800$, $\psi = \pi/2 + 0.01$, $T = 1$ (left) and $T = 10$ (right). While in the chaotic phase (right panel) the eigenstate has no structure, the eigenstate (b) (left panel), which correspond to the DFTC phase with $p = 4$, clearly exhibits the structure of a Bloch wave-function localized around the $\mathbb{Z}_4$ symmetric wells. The eigenstate (b) (left panel) has maximum overlap with the spin coherent state corresponding to the initial conditions $\cos \theta = 0$, $\phi = \pi/2$. Initial conditions localized around the eigenstates (a) and (c) (left panel) instead correspond to a quasi-periodic phase.

If this curve is bounded between two finite values of the angle $\phi$, the dynamics will circle around a fixed point, signaling that we are within the time crystalline phase. If, instead, the curves cover the all $\phi \in [0, 2\pi]$ interval, we have a quasi-periodic motion. Finally, close to the separatrix between these two cases, chaos is expected to arise, so that the boundary between these two regimes in terms of $T$, $\phi$ can be taken as an estimate of the edge of the DFTC for small $T$.

For $p = 1, 2$, this criterion gives the condition $T = 4|\delta \psi|$. For $p > 2$, instead, at the lowest order in $\delta \psi$ we find, for any $\psi_r < \pi/2$, the condition

$$ T^2 = \begin{cases} 
8\tilde{\rho}^2 \tan \psi_r |\delta \psi| & \text{if } \delta \psi < 0, \\
8\tilde{\rho}^2 \cot \psi_r |\delta \psi| & \text{if } \delta \psi > 0. 
\end{cases} $$

(24)

Let us notice how Eq.(24) captures both the non-analytic behavior of the boundary of the DFTC and its lack of symmetry around the resonant value $\psi_r$ for $r \neq 1/4$. However, in order for the result to be predictable at the quantitative level we have to impose that the term $\delta \psi/T$ in Hamiltonian (23) to be small, this implies that the steepest curve between the two of Eq.(24) is not a good approximation of the boundary in the whole region $|\delta \psi| \sim \pi/p$, and its coefficient is not reliable.

For $r = 1/4$ ($\tilde{\rho} = 2$) Eq. (24) gives

$$ T^2 = 32|\delta \psi|, $$

(25)

while for $r = 1/6$ and $r = 1/3$ ($\tilde{\rho} = 3$) we find that the steepest edge grows respectively as

$$ T^2 = \pm 24\sqrt{3}|\delta \psi|. $$

(26)

**Finite size effects**

We now examine more closely the numerical results for finite $N$ (and $\alpha = 0$) presented in the main text. Let us notice that the fact that the modulus of the total spin $S$ of the system is conserved allows us to restrict ourselves to the subspace with $S^2 = s(s + 1)$, with $s = N/2$, and thus to perform exact diagonalization up to large sizes ($N = 800$) [26, 94]. To visualize the eigenstates in this subspace, we introduce the spin coherent states [93]

$$ |\Omega(\theta, \phi)\rangle = e^{-i\mathbf{m} \cdot \mathbf{S}} |\uparrow\rangle, $$

(27)
where $|\uparrow\rangle$ is the eigenstate corresponding to the maximum projection of the spin along the $z$ direction and $n = (\sin\theta \cos\phi, \sin\theta \sin\phi, \cos\theta)$. As

$$|\langle\Omega(\theta, \phi)|\Omega(\theta + \Delta\theta, \phi + \Delta\phi)\rangle| = \left(\frac{\sin \frac{\Delta\theta}{2} e^{-i\Delta\phi}}{2}\right)^{2\kappa},$$

while the $\{|\Omega(\theta, \phi)\rangle\}$ become orthogonal in the $N \to \infty$, for any finite $N$ they form an overcomplete basis for the Hilbert space. For various Floquet eigenstates $|\eta_m\rangle$, we estimated the projection $|\langle\Omega(\theta, \phi)|\eta_m\rangle|^2$. These eigenstates exhibit a quite different structure between the three different phases of the system: while no recognizable pattern is present in the chaotic phase (Fig. 3 right panel), in the quasi-periodic phase the eigenstate is localized in a connected region of the $(\theta, \phi)$ space (Fig. 3 left panel, curves (a) and (c)), while in the $p = 4$ DFTC phase it appears localized around four, $\mathbb{Z}_4$ symmetric, points (Fig. 3 left panel: curve (b)). Let us notice that, given the initial condition chosen in the paper, in the $N \to \infty$ limit, the only eigenstate which contributes to the dynamics, will be the one with a non-zero overlap with the point $\theta = 0, \phi = 0$, which in turn can correspond to each of the three phases.

We can explain this behavior by noticing that in the classical limit, at stroboscopic times, the dynamics close to the resonance is dominated by the hopping between adjacent wells, each one localized around $k = 1$ non-zero overlap with the point in the paper, in the region of the $\phi$ space defined as $p \in \mathbb{Z}_4$ symmetric, points (Fig. 3 left panel: curve (b)). As a consequence, we expect the modulus of this quantity to be localized around $\phi = k\psi_r$, with $k = 1, \cdots, p - 1$. Thus, for finite $N$, as the quantum effects are present, we expect the corresponding $|\eta_m\rangle$ to have the form of a Bloch superposition

$$\langle\Omega, \phi|\eta_m\rangle = \sum_{k=0}^{p-1} e^{2i\pi k/p} W_m(I, \phi - k\psi_r)$$

of the $p$ wavefunctions $W(I, \phi - k\psi_r)$. Those are connected by the Floquet propagator:

$$U_FW_m(I, \phi - k\psi_r) = e^{-i\beta_m} W_m(I, \phi - (k + 1)\psi_r).$$

As a consequence, we expect the modulus of this quantity to be localized around $\phi = k\psi_r$, i.e. the fixed points of the $p$-iterated evolution in the time-crystalline phase.

**Phase diagram beyond the fully-connected limit**

In this appendix, we discuss the robustness of the Discrete Floquet Time Crystal (DFTC) phases, described in the main text, with respect to the inclusion of a perturbation on top of the fully-connected Hamiltonian

$$\hat{H}_0 = -\frac{J}{2N} \sum_{i>j} \hat{\sigma}^x_i \hat{\sigma}^x_j + h(t) \sum_i \hat{\sigma}^z_i,$$

either obtained by replacing the all-to-all interaction with long-range, power-law decaying couplings, $J_{ij} \sim |i-j|^{-\alpha}$ (for $\alpha \neq 0$), or by the inclusion of an extra short-range interaction term $\hat{U} = -\lambda \sum_i \hat{\sigma}^x_i \hat{\sigma}^x_{i+1} + \lambda(\sum_i \hat{\sigma}^z_i)^2/N$. We treat the perturbation in the framework of non-equilibrium spin-wave theory (NEQSWT), originally developed in Ref. [78] and briefly sketched in the following (the interested reader may consult Refs. [78, 79] for further details). In the following, we will assume for simplicity that the systems is on a one-dimensional lattice. However, our calculation can be straightforwardly generalized to higher dimensions [79].

**Review of non-equilibrium spin-wave theory**

The NEQSWT is useful to describe the unitary dynamics of systems whose Hamiltonian can be split in a fully-connected term and a perturbation, as

$$\hat{H} = -\frac{J}{4N} (\hat{\sigma}_z^0)^2 + h(t) \hat{\sigma}_z^0 - \frac{1}{N} \sum_{k \neq 0} \lambda_k \hat{\sigma}_z^k \hat{\sigma}_z^{-k},$$

where the Fourier modes are defined as $\hat{\sigma}_z^k = \sum_{j=1}^N e^{-ikj\hat{\sigma}_z^j}$ and $k = 2\pi n/N$ for $n = 0, \ldots, N - 1$, $N$ being the system size. The fully-connected term $\hat{H}_0$, including the first two terms of eq. (32) and equivalent to eq. (31), generates
the the dynamics of the magnetization \( \vec{m} = \langle \vec{\sigma}_0 \rangle \) described in the main text. In the limit of small couplings \( \tilde{\lambda}_k \), we assume that the the dynamical excitation of "spin-waves" degrees of freedom, induced by the extra term in eq. (32), is sufficiently small and can be treated perturbatively.

The perturbation theory is essentially implemented in three steps:

1. First, we express the dynamical evolution in a time-dependent, rotating reference frame \( R = (X(t), Y(t), Z(t)) \), implemented via the unitary rotation \( V(t) = \exp(-i\phi(t) \sum \sigma_i^z/2) \), where the spherical angles \( \theta(t) \) and \( \phi(t) \) are fixed in such a way that the magnetization \( \vec{m}(t) \) is aligned with the Z-axis in the new frame, for any \( t > 0 \). The spin operators transform accordingly:

\[
V \sigma_i^j V^\dagger = X \cdot \sigma_j \equiv \sigma_j^X, \quad V \sigma_i^j V^\dagger = Y \cdot \sigma_j \equiv \sigma_j^Y, \quad V \sigma_i^j V^\dagger = Z \cdot \sigma_j \equiv \sigma_j^Z,
\]

and their evolution is described by the Heisenberg equation

\[
\frac{d}{dt} \sigma_i^j = -i[\sigma_i^j, \hat{H}]
\]

where the modified Hamiltonian \( \hat{H} = H + iV \hat{V} V^\dagger \), includes a non-intertial, additional term \( iV \hat{V} V^\dagger = -s\bar{\omega}(t) \sum_j \bar{\sigma}_j \), where \( \bar{\omega}(t) = (-\sin \theta \phi, -\dot{\phi}, \cos \theta \phi) \).

2. Assuming that the fluctuations, induced by the spin-waves and transverse to \( Z(t) \), are small, we expand the spin variables in the new frame through the Holstein–Primakoff (HP) transformation \[93\], which are quadratic in the spin-waves modes \( \hat{q}_k = \sum_r e^{-ikr} \hat{q}_r/\sqrt{N} \) and \( \hat{p}_k = \sum_r e^{-ikr} \hat{p}_r/\sqrt{N} \). [96]

3. The equations of motion for the time-dependent angles, \( \theta(t) \) and \( \phi(t) \), are obtained imposing self-consistently that \( \langle \bar{\sigma}_0^X(t) \rangle = \langle \bar{\sigma}_0^Y(t) \rangle = 0 \), leading to

\[
\begin{cases}
\dot{\phi} = 4J(\cos \phi)^2 \cos \theta \{ 1 - \epsilon(t) \} + h(t) - 4\delta^{pq}(t) \cos \theta \cos^2 \phi + 4\delta^{pp}(t) \sin \phi \cos \phi \\
\dot{\theta} = 4J \sin \theta \cos \phi \sin \phi \{ 1 - \epsilon(t) \} - 4\delta^{pp}(t) \sin \phi \cos \phi + 4\delta^{pp}(t) \sin \theta \cos \theta \cos^2 \phi
\end{cases}
\]

where \( \delta^{\alpha \beta}(t) = \sum_{k \neq 0} \tilde{\lambda}_k \Delta_k^{\alpha \beta}(t)/(N_s) \) with \( \alpha, \beta \in \{p, q\} \), is the "quantum feedback" by which the classical spin gets coupled to the corresponding spin-wave correlation functions, defined by

\[
\Delta_k^{pq}(t) = \langle \tilde{q}_{-k}(t) \tilde{q}_k(t) \rangle, \quad \Delta_k^{pp}(t) = \langle \tilde{p}_{-k}(t) \tilde{p}_k(t) \rangle / 2, \quad \Delta_k^{pp}(t) = \langle \tilde{p}_{-k}(t) \tilde{p}_k(t) \rangle
\]

and \( \epsilon(t) = \sum_{k \neq 0} (\Delta_k^{qq}(t) + \Delta_k^{pp}(t) - 1)/N \) is the spin-wave density of the dynamical excitations. The equations of motion for the spin-wave correlations are straightforwardly derived from the Heisenberg equations for \( \tilde{q}_k \) and \( \tilde{p}_k \) read as

\[
\begin{aligned}
\frac{d}{dt} \Delta_k^{pq} &= 8\tilde{\lambda}_k \cos \theta \sin \phi \cos \phi \Delta_k^{pq} + 8(J \cos^2 \phi - 4\tilde{\lambda}_k \sin^2 \phi) \Delta_k^{pp} \\
\frac{d}{dt} \Delta_k^{pp} &= -4(J \cos^2 \phi - \tilde{\lambda}_k \cos^2 \phi \cos^2 \theta) \Delta_k^{pq} + 4(J \cos^2 \phi - \tilde{\lambda}_k \sin^2 \phi) \Delta_k^{pp} \\
\frac{d}{dt} \Delta_k^{pp} &= -8(J \cos^2 \phi - \tilde{\lambda}_k \cos^2 \phi \cos^2 \theta) \Delta_k^{pp} - 8\tilde{\lambda}_k \cos \theta \sin \phi \cos \phi \Delta_k^{pp}
\end{aligned}
\]

We end up with the evolution equation \[36\], describing the evolution of \( \bar{m}(t) \), coupled to eq. \[38\], describing the fluctuation induced by the spin-waves on top of the magnetization. Our approximation is valid as long the spin wave density is small, \( \epsilon(t) \ll 1 \). In the fully-connected limit \( J \to 0 \) the evolution of the collective spin decouples from the fluctuations, and the equations \[36\] are equivalent to eq. \[11\]. In this case, the spin-wave correlators still have nontrivial dynamics, but the spin-wave density is conserved and always vanishes.
FIG. 6. Phase diagrams resulting from the simultaneous integration of eqs. (36) and (38), for \( \tilde{\lambda}_k = \lambda \cos k \). The momenta are discretized as \( k = \frac{2 \pi n}{N} \), where \( N = 50 \). (Top) Color plot of the order parameter \( \zeta \) as a function of the amplitude \( \psi \) and the period \( T \) of the driving, with \( n_{\text{max}} = 300 \), \( \delta \psi = 1.6 \cdot 10^{-3} \). (Bottom) Color plot of the time-averaged spin-wave density \( \epsilon \), averaged up to a time \( t = n_{\text{max}} T \), where again \( n_{\text{max}} = 300 \), for the same orbits computed in the phase diagrams on top.

Modified phase diagram

Within the NEQSWT described above, we can investigate the dynamical phases detected by the order parameter

\[
\zeta^2 = \frac{1}{n_{\text{max}}} \sum_{n=0}^{n_{\text{max}}} (m_{x,n}(\psi + \delta \psi) - m_{x,n}(\psi))^2 ,
\]  

(39)

beyond the fully-connected Hamiltonian limit. In particular, we study the effect on the phase diagram (Fig.1 of the main text) due to the inclusion of a short-ranged perturbation to eq. (31) or to the substitution of the all-to-all coupling with a power-law decaying term \( J_{ij} \sim |i - j|^{1-\alpha} \). The first case corresponds to \( \tilde{\lambda}_k = \lambda \cos k \); in the case of long-range interaction with \( 0 < \alpha < 1 \) and in the thermodynamic limit, we get a discrete spectrum with couplings

\[
\tilde{\lambda}_n = \lim_{N \to \infty} \tilde{\lambda}_k = 2\pi n/N = (1 - \alpha)2^{1-\alpha} \int_0^{1/2} \frac{\cos(2\pi ns)}{s^{\alpha}} ds .
\]  

(40)

To compute \( \zeta \), integrate simultaneously eqs. (36) and (38), for fixed \( \lambda \) and \( \alpha \) and varying the period \( T \) and the strength \( \psi \) of the kick field \( h(t) \), as done in the main text. Then we compute the longitudinal magnetization \( m_{x,n} = \sin \theta(t_n) \cos \phi(t_n) \), at stroboscopic times \( t_n = nT \), and straightforwardly obtain \( \zeta \) from eq. (39). In passing we notice that, in principle, when \( \epsilon(t) \neq 0 \), the magnetization length is decreased by a factor \( 1 - \epsilon(t) \). Here we are dealing with a "normalized" magnetization, whose length is 1, in order to get a more transparent comparison with the results presented in the main text. This is not expected to qualitatively affect the phase diagram, as the order parameter \( \zeta \) is sensitive only to the growth of the distance between neighboring trajectories in parameter space.

The results, displayed in Figs. 6 and 7 (top) show that the DFTC are substantially stable beyond the fully-connected limit, in the range of parameters we considered: in particular, the we retrieve of DFTC islands at low \( T \), while the isolated DFTC island around \( \psi = \pi/4 \), \( T = 6 \) is shrunk by the perturbation and survives approximately up to \( \lambda \simeq 0.04 \) and \( \alpha \simeq 0.3 \). In particular, the structure of the low-\( T \) DFTC islands are not qualitatively altered by the
FIG. 7. Phase diagrams resulting from the simultaneous integration of eqs. (36) and (38), for a discrete long-range spectrum \( \tilde{\lambda}_n \) (see Sec. B, for \( n \) integer between 1 and 50. \( \text{Top} \) Color plot of the order parameter \( \zeta \) as a function of the amplitude \( \psi \) and the period \( T \) of the driving, with \( n_{\text{max}} = 300, \delta \psi = 1.6 \cdot 10^{-3} \). \( \text{Bottom} \) Color plot of the time-averaged spin-wave density \( \tau \), averaged up to a time \( t = n_{\text{max}}T \), where again \( n_{\text{max}} = 300 \), for the same orbits computed in the phase diagrams on top.

perturbations, so that we can extend the analytic derivation done in Sec. to the dynamics studied in this section. The stability of the phase-diagram with respect to spin-wave fluctuations can be understood also from Figs. 6 and 7 (bottom), where the time-averaged spin-wave density \( \tau = \lim_{t \to \infty} \frac{1}{t} \int_0^t \epsilon(\tau)d\tau/t \) is plotted for each trajectory: while the degree of excitation of the spin-waves stays small in the low-\( T \) part of the phase diagram, where the quasi-periodic phase and the DFTC islands survive, \( \tau > 1 \) close to the chaotic orbits, where the system thus thermalizes in presence of the spin-waves. This analysis generalizes the one in Ref. [70], where the line at fixed \( T = 1 \) was investigated.