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Abstract

The resonance stationary state of structural processes takes place under the condition of equality of degrees of corpuscular and wave interactions. The fractal structures are formed under the condition of equilibrium statistic interaction of entropic and negentropic characteristics of all particles. Such principle is realized not only for snowflakes but also in many other natural phenomena, for example, during the cloud formation and even during dust concentration in premises. This condition is also fulfilled in microworld that is confirmed by the equations of Planck’s constant, fine structure constant and for number. The conclusions obtained can be used in practice to search for optimal technological solutions.
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Introduction

In statistic thermodynamics the entropy (S) of the closed and equilibrious system equals the logarithm of the probability of its definite macrostate [1]

\[ S = k \ln W \]  

where \( W \) - number of available states of the system or degree of the degradation of microstates; \( k \) - Boltzmann’s constant. These correlations are general assertions of macroscopic character, do not contain any references to the structure elements of the systems considered and they are completely independent of microscopic models. Therefore, the application and consideration of these laws can result in a large number of consequences. The thermodynamic probability \( W \) is the main characteristic of the process. In actual processes in the isolated system the entropy growth is inevitable-disorder and chaos increase in the system; the quality of internal energy goes down. Thermodynamic probability equals the number of microstates corresponding to the given macrostate. An analysis was made of the nature of the change in the value of potential energy by its sign for various potential fields [2].

In the systems in which the interactions proceed along the potential gradient (positive performance) the Lagrangian is performed and the resulting potential energy is found based on the principle of adding reciprocals of the corresponding energies of subsystems [2]. Similarly, the reduced mass for the relative motion of two-particle system is calculated.

In the systems in which the interactions proceed against the potential gradient (negative performance) the algebraic addition of their masses as well as the corresponding energies of subsystems is performed (by the analogy with Hamiltonian). In this investigation the attempt is made to apply such concepts to assess the degree of spatial-energy interactions for fractal systems.

Spatial-energy interactions

The maximum degree of structural interaction evaluated via the coefficient \( \alpha \) is determined by the condition of minimum value of \( \alpha \), which represents the relative difference of effective energies of external orbitals of interacting subsystems:

\[ \alpha = \frac{D_n - D_m}{D_n + D_m} \times 200\% \]  

where \( D_n \) and \( D_m \) are the effective energies of the external orbitals of the interacting subsystems.
Where $\mathbf{P}$ is the spatial-energy parameter, applying reliable experimental data, the dependence nomogram of the degree of structural interactions $\rho$ on the coefficient $\alpha$, the same for a wide class of structures, was obtained (Figure 1). This approach allowed assessing the degree and direction of structural interactions of phase-formation, isomorphism and solubility processes in multiple systems, including the molecular ones [3-10].

**Figure 1:** Nomogram of structural interaction degree dependence ($\rho$) on coefficient $\alpha$.

This type of nomogram and its ambidextrous variant (Figure 2) are widely applied to characterize many processes and phenomena in nature, engineering and even in economy [11-14].

**Figure 2:** Nomogram of structural interaction degree dependence ($\rho$) on coefficient $1/\alpha$.

Nomogram No 1 can be also displayed [2] in the form of logarithmic dependence

$$\alpha = \beta \left( \ln \rho \right)^{-1}$$  (3)

where coefficient $\beta$-constant value for this class of structures. $\beta$ can structurally change mainly within ±5% from the average value. Thus, coefficient $\rho$ is reversely proportional to the logarithm of the degree of structural interactions and therefore can be characterized as the entropy of spatial-energy interactions of atomic-molecular structures. The more is $\rho$, the more probable is the formation of stable ordered structures (e.g., the formation of solid solutions), i.e., the less is the process entropy. But also, the less is coefficient $\alpha$.

Conclusion: the relative difference of spatial-energy parameters of the interacting structures can be a quantitative characteristic of the interaction entropy $\alpha \equiv S$.

### Entropy in corpuscular-wave processes

In the second law of thermodynamics only those processes are possible in the isolated system, which flow with entropy increase (ds):

$$ds \geq dQ / T$$  (4)

where $dQ$-change in the heat energy, $T$ - Thermodynamic temperature.

In thermodynamics reversible and irreversible processes are distinguished. Thus, in irreversible expansion the gas transits from less probable to more probable state, i.e. this process flows along the probability gradient. Similarly, the transit of heat from a hotter body to a colder one is irreversible, which also flows along the temperature gradient. As it was already demonstrated, corpuscular interactions also flow along the field gradient. Therefore, it is presumed that the entropy can be a theoretical concept of corpuscular processes.

In the open system there is an interaction with the external environment and general change of the entropy (ds) is expressed by the equation

$$ds = ds_i + ds_e$$

where $ds_i$ changes of the entropy as a result of the processes inside the system on the nomogram number 1, $ds_e$ change of the entropy conditioned by the interaction with the external environment on the nomogram number 2. Then within the time $dt$:

$$\frac{ds}{dt} = \frac{ds_i}{dt} + \frac{ds_e}{dt}$$

Where $\frac{ds}{dt}$ total velocity of the entropy changes in the closed system, $\frac{ds_i}{dt}$ entropy products, $\frac{ds_e}{dt}$ entropy flow (negative entropy).

For the dynamic stationary state, the total velocity of entropy change must equal zero: $\frac{ds_i}{dt} = 0$ And then

$$\frac{ds}{dt} = \frac{ds_e}{dt}$$  (5)

Thus, the entropy products in the stationary state are completely compensated by the negative entropy flow. The processes flowing in an open system are reversible. For example, all mechanical processes without friction belong to them. But there is friction in actual processes, as well as the conversion of mechanical work into heat, and this is already an irreversible process [15]. In the thermal machine there is heat conversion from a colder body to a hotter one. In this case and in all reversible processes the work is performed against the field gradient. And the entropy corresponding to these processes is called negative entropy. As it was demonstrated, the system work against the field gradient corresponds to the wave processes, e.g., in electric field generator.

Such analogy in directed entropic and corpuscular-wave processes allows assuming that the entropy is a theoretical concept of corpuscular interactions, and negative entropy-a concept of wave...
interactions. Besides, this analogy gives the possibility to use the entropic equation of the stationary state of open systems for the corresponding corpuscular-wave processes. At the same time, the following correlation is fulfilled in the heat machine: At the circular process the increase in the system entropy due to the incoming heat is completely compensated by the decrease in entropy due to the heat output, and the total entropy value equals zero [16]:

$$\sum \frac{dQ_i}{T_i} = \sum \frac{dQ_o}{T_o} = 0 \quad (6,7)$$

As applicable to corpuscular-wave processes, the condition of dynamic stationary state is the condition of equilibrium of their degrees of structural interactions:

$$\rho_K = \rho_B \quad (8)$$

This condition is graphically fulfilled when nomogram No 1 (entropy) is overlapping nomogram No 2 (negative entropy), which gives the following value

$$\rho = 50\%$$

Such equality of corpuscular and wave interactions determines the resonance stationary state of the system and it corresponds to the most optimal technological variants. The stationary state is mathematically and graphically fulfilled (Figure 1 & 2) by the equation (9).

$$\ln \left( \frac{\rho}{\alpha} \right) = \ln \varphi \quad (9)$$

Thus, e.g., for the constant fine structure this equation is as follows:

$$\ln \left( \frac{P_p}{P_e} \right) = \ln \varphi \quad (10)$$

Here $P_p = W_p R_p = 938.2756 \text{ MeV} \times 0.856 \text{ fm} = 803.107 \text{ MeV fm}$

$P_p$ - energy parameters of free proton and electron

$P_e$ - their energy masses

$R$ - dimensional characteristic of proton [17]

$r$ - classical radius of electron

$\varphi$ - geodesic angle.

The equation (9) is fulfilled within the accuracy limit of the initial data.

Similarly, for the equation for $\mu$:

$$\ln \left( \frac{4\pi}{3} \right) = \ln \varphi \quad (11,12)$$

The equations (11,12) are fulfilled with the accuracy of up to 1%. But such possible deviations are graphically shown in nomograms No 1 and No 2.

**Entropic fractal systems**

The main definition of fractal is as follows: “Fractal is the structure consisting of parts, which, in some sense, are similar to the whole” [18]. Fractals are widely manifested in nature. For example, clouds, seashores, bark and crowns of trees. They are also available in structural formations: clusters, polypeptide chains, plasma. The fractal geometry of nature is rather complex and diverse. Its study and modeling are widely introduced in different areas of science and engineering. For example, in the processes of diffusion and adsorption, turbulent flow of liquid, combustion. Based on the fractal definition and from the point of physical chemistry, electrostatically heterogeneous systems are not fractals. Either electrically neutral or similarly charged systems can be the fractals.

Therefore, we can assume that the main condition of fractal formation should be the approximate equality of their corresponding energy characteristics. In this approach the degree of structural interaction is evaluated through the relative difference of energy parameters-particle-coefficient of structural interaction ($\alpha$) by equation (6). Apparently, many organic structures are formed following this condition polypeptide chains, which can be considered as fractal formations [2,4].

Based on equations (5) and (8) the stable state of each single particle is determined by the condition of equality of its entropic and negentropic components:

$$\Delta S_i = \Delta S_e \quad (13)$$

With the statistic aggregation of such particles the entropy of the given particle is in the interaction with the negentropy of the neighboring particle (from one side), and its negentropy interacts with the entropy of the neighboring particle (from another side).

Figure 3 by equations

$$\Delta S_i = \Delta S_e' \quad (14)$$

$$\Delta S_e = \Delta S_e'' \quad (15)$$

**Figure 3:** Statistic interaction of entropic and negentropic characteristics; where $n$-particle number.

In Figure 3 the ascending part of the graph corresponds to negentropy, and the descending one-to entropy. Apparently, the cumulative values of these parameters determine the change in the overall contour of the structure being formed, which can be formally repeated in new bigger fractals. There are different types of fractal curves on the plane (Lévy, Minkowski, Hilbert). Koch
curve (Koch snowflake) is especially popular and quoted. Figure 4 demonstrates the step-by-step fractal formation, n-number of stages [19,20]. The triangle (n=1), gradually introduced into the conformation generator, is the initial element of this process. In this approach the lateral sides of the triangle correspond to entropic and negentropic characteristics of the particle itself. In general, Koch curve correlates with the graph of change of entropic characteristics by Figure 3, both by separate small fragments and by bigger formations.

![Figure 4: Plotting of Koch curve.](image)

**Conclusion**

The resonance stationary state of structural processes takes place under the condition of equality of degrees of corpuscular and wave interactions. The fractal structures are formed under the condition of equilibrium statistic interaction of entropic and negentropic characteristics of all particles. Such principle is realized not only for snowflakes but also in many other natural phenomena, for example, during the cloud formation and even during dust concentration in premises.

This condition is also fulfilled in microworld that is confirmed by the equations of Planck’s constant, fine structure constant and for $\mu$ number. The conclusions obtained can be used in practice to search for optimal technological solutions. However, many factors, providing remarkable variety of fractal pictures, still need to be evaluated.
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