IMPROVING CONTEXTUAL COHERENCE IN VARIATIONAL PERSONALIZED AND EMPATHETIC DIALOGUE AGENTS

Jing Yang Lee† Kong Aik Lee‡ Woon Seng Gan†

† School of Electrical and Electronic Engineering, Nanyang Technological University, Singapore
‡ Institute for Infocomm Research, A*STAR, Singapore

ABSTRACT
In recent years, latent variable models, such as the Conditional Variational Auto Encoder (CVAE), have been applied to both personalized and empathetic dialogue generation. Prior work have largely focused on generating diverse dialogue responses that exhibit persona consistency and empathy. However, when it comes to the contextual coherence of the generated responses, there is still room for improvement. Hence, to improve the contextual coherence, we propose a novel Uncertainty Aware CVAE (UA-CVAE) framework. The UA-CVAE framework involves approximating and incorporating the aleatoric uncertainty during response generation. We apply our framework to both personalized and empathetic dialogue generation. Empirical results show that our framework significantly improves the contextual coherence of the generated response. Additionally, we introduce a novel automatic metric for measuring contextual coherence, which was found to correlate positively with human judgement.
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1. INTRODUCTION
The ultimate goal of open-domain dialogue agents is to engage humans in seamless, natural conversation. To achieve this goal, dialogue agents are expected to generate responses which demonstrate empathy and persona consistency. Hence, the tasks of personalized [1,2,3] and empathetic (or emotional) dialogue generation [4,5,6,7] has received significant research attention in recent years. Traditionally, neural personalized or empathetic open-domain dialogue agents demonstrate a tendency to generate generic and repetitive responses. To address the lack of diversity in the generated responses, numerous approaches have explored the application of latent variable models, particularly the Conditional Variational Auto Encoder (CVAE), to personalized and empathetic dialogue generation. Empirical results from prior works [8,9,10,11,12,6] have shown that CVAE-based models have largely succeeded in generating diverse dialogue responses. Despite the gains in response diversity, there is still much room for improvement, in particular, when it comes to contextual coherence.

To improve the contextual coherence of the responses generated by CVAE-based agents, we propose approximating and incorporating uncertainty during the generation process. There are two types of uncertainty: aleatoric and epistemic uncertainty [13]. While aleatoric uncertainty captures the uncertainty in the input data, epistemic uncertainty quantifies the uncertainty due to the model. Typically, aleatoric uncertainty is predicted as a model output, and the epistemic uncertainty is obtained via ensemble methods [14] or monte carlo simulations [15]. Aleatoric uncertainty can be further categorized as either homoscedastic or heteroscedastic. Homoscedastic, or task-dependant, uncertainty refers to input invariant noise which differs from task to task. On the other hand, heteroscedastic, or data-dependant, uncertainty quantifies the uncertainty (or noise) inherent in each input and is thus unique to each input.

Hence, we introduce an Uncertainty-Aware CVAE (UA-CVAE) framework, which involves approximating and incorporating the heteroscedastic aleatoric uncertainty via an uncertainty aware latent variable. We also propose an Utterance Entailment (UE) score that quantifies the contextual coherence of an agent’s responses. Experimental results show that our framework significantly improves overall response coherence. The remainder of this paper is organized as follows: An overview of aleatoric uncertainty approximation in CVAE-based dialogue agents is provided in Section 2. In Section 3, the UA-CVAE framework and UE score are described in detail. Experimental results and the conclusion are provided in sections 4 and 5 respectively.

2. UNCERTAINTY IN DIALOGUE GENERATION
For our discussion, let $X = \{x_0, ..., x_{M-1, N-1}\}$ refers to the dialogue context ($M$ refers to the number of utterances in the context, and $N$ denotes the number tokens in a given utterance), and $Y = \{y_0, ..., y_{L-1}\}$ refers to the generated dialogue response ($L$ represents the number of tokens). Similarly, $\bar{Y}$ will refer to the reference dialogue response. Additionally, we use $z$ and $c$ to denote the sampled latent variable
and any external information (persona description or emotion label) respectively.

2.1. CVAE-based Dialogue Generation

In a CVAE-based dialogue agent, the generated response $Y$ is conditioned on the the dialogue context $X$, the external information $c$ (persona description or emotion label), as well as latent variable $z$, which is randomly sampled from latent Gaussian distribution $p(z|X, c)$. An overview is provided in Fig 1. The stochasticity introduced by $z$ improves the diversity of the generated dialogue.

2.2. Aleatoric Uncertainty Approximation

In this section, we show that for a CVAE-based dialogue agent, the variance $\sigma^2$ of the latent Gaussian distribution is an approximation of the aleatoric uncertainty of the generated dialogue response. For a CVAE-based dialogue agent, the latent variable $z$ is assumed to follow an isotropic multivariate Gaussian distribution:

$$z \sim \mathcal{N}(\mu, \sigma^2 \mathbf{I}) \quad (1)$$

where $\mu$ and $\sigma^2$ refer to the mean and variance vectors of the latent distribution. The CVAE-based dialogue generation process can be represented by the following conditional distribution:

$$p(Y, z|X, c) = p(Y|z, X, c)p(z|X, c) \quad (2)$$

In a CVAE-based dialogue agent, both $p(Y|z, X, c)$ and $p(z|X, c)$ will be defined by neural networks parameterized by $\pi$ and $\theta$ respectively. In particular, as $z$ is a Gaussian random variable and $p(z|X, c) = \mathcal{N}(\mu, \sigma^2 \mathbf{I})$, the network $p_\theta(z|X, c)$ will be tasked with generating a mean $\mu$ and a variance $\sigma^2$. Hence, since the variance $\sigma^2$ predicted by the neural network $p_\theta(z|X, c)$ is dependant on the input data, $\sigma^2$ would capture the uncertainty inherent in the input $X$ and $c$ i.e., the heteroscedastic aleatoric or data-dependant uncertainty. This is similar to the uncertainty estimation approach introduced in [15], where a data dependant function of the uncertainty is learned. From (2), we observe that the response generation process $p(Y, z|X, c)$ and $p(z|X, c)$ are both conditioned only on $X$ and $c$. Hence, we conclude that the aleatoric uncertainty of the generated dialogue $p(Y, z|X, c)$ can be approximated by the variance $\sigma^2$, which captures the aleatoric uncertainty of $p(z|X, c)$.

3. UNCERTAINTY-AWARE CVAE

As mentioned, the conditional distributions $p(Y|z, X, c)$ and $p(z|X, c)$ are defined by neural networks parametrized by $\pi$ and $\theta$ respectively. A GPT-2 pretrained model [16] is used to obtain the sequence embeddings of $X$, $c$ and $Y$, denoted by $X'$, $c'$ and $Y'$ respectively. The prior network $p_\theta(z|X, c)$ is composed of a single-layer MLP tasked with generating the mean $\mu_p$ and the log-variance $\log(\sigma_p^2)$ of the latent Gaussian distribution:

$$\begin{bmatrix} \mu_p \\ \log(\sigma_p^2) \end{bmatrix} = W_p \begin{bmatrix} c' \\ X' \end{bmatrix} + b_p \quad (3)$$

where $W_p$ and $b_p$ refer to the weights and bias of the prior network. Before being fed into the prior network, the sequence embedding of the dialogue context and the external information are obtained via a GPT-2 pretrained model. The variance, is attained by computing the exponential of the log-variance $\log(\sigma_p^2)$. To obtain $z$, the latent Gaussian distribution is randomly sampled via the reparametrization trick to ensure differentiabiability. During training, the true posterior distribution $q(z|X, c, Y)$ is approximated by another MLP parameterized by $\phi$. This network, termed the recognition network $q_\phi(z|X, c, Y)$, also consists of a single layer MLP:

$$\begin{bmatrix} \mu_t \\ \log(\sigma_t^2) \end{bmatrix} = W_t \begin{bmatrix} c' \\ X' \end{bmatrix} + b_t \quad (4)$$

where $W_t$ and $b_t$ refer to the weights and bias of the recognition network. Similarly, Before being fed into the prior network, the sequence embedding of the dialogue context and
the external information are obtained via a GPT-2 pretrained model \cite{raffel2019exploring}. The KL divergence between the Gaussian distributions generated by the prior and recognition network will be incorporated in the final loss function. Then, the latent variable $z$ and the variance vector $\sigma^2$ (inference) or $\sigma^2$ (training), an approximation of the aleatoric uncertainty of the generated dialogue response, is fed to the combination network which outputs the uncertainty aware latent variable $z_u$. By conditioning the decoder on the uncertainty aware latent variable $z_u$, the decoder would possess an awareness of the uncertainty or noise inherent in $X$ and $c$. This allows the decoder to recognize and adapt to uncertain or noisy dialogue contexts and persona description/emotion labels, reducing the number of contextually incoherent responses. We implement 2 variants of the combination network (Fig 2), resulting in 2 variants of the UA-CVAE framework: UA-CVAE(M) and UA-CVAE(C). While the combination network in UA-CVAE(M) constitutes a several linear layers, the combination network in UA-CVAE(C) involves a 1D convolution layer. Then, $z_u$ is added to the positional encoding and token-level embedding at each decoding step, and fed to the response decoder $p_r(Y|z, X, c)$ which constitutes a GPT-2 pretrained language model \cite{raffel2019exploring}.

Since training a CVAE would require an intractable marginalization over $z$, Stochastic Gradient Variational Bayes (SGVB) is used to train the UA-CVAE. Additionally, due to the vanishing latent variable problem, we include the Bag-of-Words (BoW) loss in the loss function \cite{zhao2019jointly}. The final loss function is as follows:

$$L(X, Y, c, z, z_u) = -KL(q_\theta(z|X, c, Y)||p_\theta(z|X, c)) + E_{q_\phi(z|X, c, Y)}[\log p(Y|X, c, z_u)] + E_{q_\phi(z|X, c, Y)}[\log p(Y_{bow}|X, c, z_u)]$$

where $Y_{bow}$ refers to the generated dialogue response BoW. A overview is provided in Fig 3.

### 3.1. Utterance Entailment Score

Prior work have shown that the task of Natural Language Inference, which involves evaluating if a given premise entails or contradicts a predefined hypothesis, correlates with human judgement with regard to contextual coherence. Our metric, termed the Utterance Entailment (UE) score, requires finetuning a BERT model on the SNLI corpus and applying the resultant model to the dialogue context and generated response. Specifically, given a single utterance in the dialogue context $x_i$ and a generated response $Y$, the model judges if the premise $x_i$ and the hypothesis $Y$ are contradictory, entailing or neutral. Then, a rating of 1, -1 or 0 is assigned when the premise and hypothesis are entailing, contradictory or neutral respectively. For each response, the final Utterance Entailment score is computed by summing all assigned ratings. Hence, for each dialogue example, the UE score can be computed as follows:

$$UE(X, Y) = \frac{1}{M} \sum_{i=1}^{M} BERT_{NLI}(x_i, Y)$$

where $X$ and $Y$ refer to the dialogue context and generated response respectively. The final UE-score for a given test set is obtained by averaging the UE-scores of each dialogue example.

### 4. EXPERIMENTS & RESULTS

#### 4.1. Corpora

We benchmark our framework on the ConvAI2 \cite{todorovic2019convai2} and EMPATHETICDIALOGS \cite{gurevitz2018empatheticdialogues} corpora. For EMPATHETICDIALOGS, the human speaker describes a personal situation and the dialogue agent is expected to generate an empathetic response. Each dialogue example is provided an emotion label (e.g., ‘excited’). ConvAI2 consists of dialogues where two interlocutors are trying to get to know each other. Each interlocutor is assigned a persona description consisting of multiple persona statements (e.g., ‘I love dogs’, ‘I like eggs’).

#### 4.2. Implementation & Baselines

In our implementation of UA-CVAE(M) and UA-CVAE(C), the response decoder consists of a GPT-2 pretrained language model \cite{raffel2019exploring} which is finetuned during training. We utilize the GPT-2 base model from HuggingFace consisting of 12 layers,
12 attention heads as well as a hidden dimension of 768. The size of the latent variable $z$ was fixed at 256. The Adam optimizer (learning rate = 0.0001, batch size = 16) was used. The maximum utterance length and maximum number of turns were fixed at 40 and 4 respectively.

In addition to UA-CVAE(C) and UA-CVAE(M), we implement the following baselines: Seq2seq with attention applied to the GRU decoder, Hierarchical Recurrent Encoder-Decoder (HRED) [19], Variational VHRED (VHRED) [20], Variational Hierarchical Conversation RNN (VHCR) [21], GPT-2, and the CVAE with a GPT-2 decoder.

## 5. RESULTS & DISCUSSION

### 5.1. Results

We evaluate the generated dialogue with the following automatic metrics (Table 1): PPL, ROUGE [22], METEOR [23], intra-response Distinct-n (1,2,3) [24], and the UE-Score. The average response length is also provided. For human evaluation (Table 2), we engage 4 graduates to evaluate the contextual coherence of the generated responses. Specifically, each graduate was told to compare a response generated by a UA-CVAE variant with a response generated by the baselines, and select the more contextually coherent response.

### 5.2. Discussion

Based on the human evaluation results and the automatic metrics, we can conclude that there is a positive correlation between the proposed UE-score and human judgement. UA-CVAE(M)/(C) generally achieve a lower percentage of wins and higher percentage of losses against baselines with higher UE-scores such as GPT-2 and CVAE.

It is also apparent that UA-CVAE(M) and UA-CVAE(C) outperformed all implemented baselines in terms of contextual coherence. Furthermore, the Distinct-n, Rouge and METEOR scores achieved by UA-CVAE(M) and UA-CVAE(C) were comparable to that of the CVAE baseline, suggesting comparable response diversity and fluency. In terms of UE-score, compared to the CVAE baseline, UA-CVAE(M) and UA-CVAE(C) achieved a 60% and 121% improvement respectively on ConvAI2. However, on EMPATHETICDIALOGS, UA-CVAE(M) and UA-CVAE(C) achieved a 11% and 17% gain. The difference in gains could be attributed to the informative nature and shorter length of the dialogue utterances in ConvAI2, which would result in more positive NLI predictions (‘entailment’) when computing the UE-score. Also, we notice that UA-CVAE(C) has a slight edge over UA-CVAE(M) in terms of coherence. In addition to attaining higher UE-scores, the UA-CVAE(C) model achieved a larger percentage of wins on both corpora. This shows that a 1D convolution layer allows for a slightly more effective combination of the variance, or uncertainty, vector and latent variable.

## 6. CONCLUSION

We have proposed two UA-CVAE frameworks: UA-CVAE(M) and UA-CVAE(C), which improved coherence on both ConvAI2 (60% and 121%) and EMPATHETICDIALOGS (11% and 17%). Additionally, we introduced the UE-score, which correlated positively with human judgement in terms of contextual coherence. Future work could involve exploring the possibility of enhancing the dialogue quality by leveraging the epistemic or homoscedastic aleatoric uncertainty.
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