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Abstract: The existing monitoring system has the problem of imperfect database, which leads to low data processing efficiency. Therefore, a comprehensive integrated operation and maintenance monitoring system for information and communication networks is designed. Hardware part: effectively optimize the main control board of the system, connect the power interface and other accessories; software part: extract information and communication network characteristics, measure the distance between nodes, build an integrated comprehensive database, calculate data sampling frequency, establish operation and maintenance monitoring mode, and divide administrators. The permission level, combined with the relevance of the warning information, set the system warning function. The simulation experiment results show that the designed information and communication network integrated operation and maintenance monitoring system has higher data processing efficiency under different communication overhead data packet conditions, which proves that the actual application value of the designed operation and maintenance monitoring system is greater high.

1. Introductions

With the continuous maturity of big data technology, all sectors of the society give full play to the information advantages of the Internet to upgrade and transform the internal system. When the flow of data and information is increasing, the maintenance of the corresponding system becomes the focus of work. Foreign research on operation and maintenance monitoring system started relatively early. According to the maintenance needs, the corresponding software and equipment have been developed. The research focus is mainly on the management level, and the perfect management module has been constructed. At the same time, the user experience and business situation can be obtained in real time for comprehensive processing [1]. Domestic research on the monitoring system started relatively late, but has also achieved more fruitful research results. For example, a number of companies have developed products with visualization function, which can complete the monitoring and operation tasks well even in complex environment. Although domestic and foreign products have more perfect functions, in practice, different user groups have different requirements for operation and maintenance monitoring system [2]. Most of the early products focused on keeping the network unblocked and hardware equipment management, and emphasized that the hardware products could maintain operation without obvious failure. This development mode aiming at the underlying architecture is the initial form of operation and maintenance monitoring system [3]. In the period of information technology becoming more and more perfect, the basic goal has been unable to meet the needs of most users. The integrated operation and maintenance monitoring system of information and communication network emerges as the times require. This type of system pays more attention to the integrity and comprehensiveness, and can gradually transform from a single network to the integrated
management of the overall business [4]. At present, the academic literature on the integrated operation and maintenance monitoring system of information and communication network is not very rich, which needs to be further discussed.

2. Hardware design of integrated operation and maintenance monitoring system for information communication network

The integrated operation and maintenance monitoring system of information and communication network mainly includes the configuration of main control board, acquisition card, CPU core power supply, operation memory and circuit interface. The overall hardware function of the system is to realize the integration of network information receiving, transmission, storage, forwarding and fault information analysis, the overall structure of the hardware is shown in Figure 1:

Fig. 1 Hardware structure of integrated monitoring system

As can be seen from Figure 1, the main control board is the core of the whole system hardware, and the setting of this part determines the functional direction of the equipment, so this paper optimizes the main control board effectively. For the integrated monitoring system, it must be able to meet the needs of users' multi-channel acquisition. Therefore, it is necessary to set a large number of interface channels and ports above the PCI X4. At the same time, it is equipped with dual Gigabit Ethernet, and can collect multi-channel high-speed messages in real time. Due to the large number of lines and functional modules in the main control board and the complex functions, it is necessary to stack and impedance processing on the original basis. In addition, in the process of multi-channel high signal transmission, including your high-speed clock and Gigabit Ethernet card, its signal integrity is also the first. In the case of more functions, there are at least four kinds of internal level signals, which requires that the internal power layout of the hardware should comply with the equal length rule. As the core network equipment of integrated operation and maintenance monitoring system, the number of single board layers and stack layout must put the operation performance in the first place. Considering the number of signal layers and the structure of power layer, the top layer or adjacent layer of hardware components must be based on the ground plane to shield the electromagnetic interference in the process of signal transmission. On the basis of ensuring that the return path is the shortest path, we need to avoid too close the signal layer, otherwise crosstalk will occur. In addition, the stacking layout should aim at symmetrical structure and avoid warping. The wiring of memory module in hardware must be the maximum number of signal layers, otherwise it can not meet the needs of fast transmission. Because there is a certain electric field between the level voltage on the high-speed signal line and the ground plane, there is a high requirement for the dielectric constant of the material [5]. Especially in the process of high-frequency signal transmission, once the impedance is inconsistent, the signal reflection phenomenon will be more obvious, leading to the paralysis of the whole system. Therefore, the target of hardware single end impedance is 50 Ω, and the target of single end impedance is 100 Ω. On the basis of the above, three 72 bit DDR3 memory modules are used in this optimization. At the same time, the memory data line is controlled below 64, the address line and control line are combined into a
group, and the clock line fitting data is combined into a group. At the same time, a certain distance is set between adjacent data lines, and different signal layers are kept above three layers. For address line and control line with slow data transmission speed, the same signal layer can be selected. Based on the above description, the hardware design steps of information communication network integrated operation and maintenance monitoring system are completed.

3. Software design of integrated operation and maintenance monitoring system for information communication network

3.1. Feature extraction of information communication network

Information and communication network includes communication technology and network coding, most of which are used in the field of energy monitoring and power communication. Especially in recent years, with the wide application of intelligent devices, the information and communication network is more stable, and the operability is also stronger. The existing communication infrastructure, in most cases, can avoid the establishment of additional communication sites, which saves the corresponding human, material and financial resources. And the original measurement system can be expanded by using communication technology, even some technologies can be extended to wide area environment [6]. Using the communication technology of wire transmission data, we can establish the connection relationship with users in the communication network. Information and communication network has always been the first choice of low-voltage distribution network, which can save the corresponding human, material and financial resources. And the original measurement system can be expanded by using communication technology, even some technologies can be extended to wide area environment [6]. Using the communication technology of wire transmission data, we can establish the connection relationship with users in the communication network. Information and communication network has always been the first choice of low-voltage distribution network, which can meet the needs of both urban and system users. Affected by the nature of the power line itself, the infrastructure of the communication network has basically covered all regions, and its communication security can also be guaranteed in intelligent measurement and communication areas [7]. In the process of information transmission, it is easy to be affected by harsh environment, so the data and types of network transmission equipment need to have good performance to reduce the dependence of power line on signal quality. In some complex areas, such as extreme terrain and natural disaster prone areas, the quality of information and communication will be seriously affected. Therefore, it is necessary to establish corresponding ground base stations in special areas [8]. When the goal of forwarding decision is the flow rather than the destination, the forwarding device will forward the packets according to the same decision. Under the influence of network programming data, there is a higher degree of flexibility in network control and management, which is no longer limited by the specified information [9]. In the signal transmission process of unknown nodes, once the propagation time between two points can be measured, the direct transmission process between reference nodes can be intercepted under the condition of highly synchronous nodes. The time of two nodes is simplified as the time difference between sending and receiving signals, According to the theory of signal propagation speed, the calculation formula of node distance is obtained as follows:

\[ \delta = t \times (q_0 - q_1) \]  

In formula (1), \( t \) represents the signal transmission speed, \( q_0 \) represents the transmission time, and \( q_1 \) represents the receiving time. According to formula (1), in order to accurately estimate the signal arrival time, it is necessary to extract the node transmission time. The reader and the tag must be synchronized accurately when the network signal circularly intersects. Considering the two-way time measured by the transmitter, the measurement time between signal receiving and response is usually twice of the time delay, combined with formula (1), the expression formula of node distance is obtained as follows:

\[ l = \frac{t \times (q_0 - q_1)}{2} - \delta \]  

In formula (2), \( t \) represents the signal transmission speed, \( q_0 \) represents the transmission time, \( q_1 \) represents the receiving time, and \( \delta \) represents the time delay. The application scenario of
information and communication network can reflect its application characteristics to the greatest extent \[10\]. According to the characteristics of wide coverage, the performance requirements of the mobile terminal for the basic equipment are not particularly high, and it can basically break away from the functional limitations of the equipment. In the network architecture, because the data layer and the control layer are separated, only the network transmission needs to focus on the forwarding function, which can moderately reduce the complexity of the forwarding device. Based on the above description, the step of extracting information and communication network features is completed \[11\].

3.2. Construction of integrated database

In the face of large and complex data, data processing efficiency and storage security become particularly important. Whether from the perspective of processing efficiency or security, it is more in line with the needs of users \[12\]. By using the reader in the system, the propagation path of the wireless beacon signal is obtained, and the active tags and passive tags are classified and sent to the receiver in the way of backscattering. At the same time, the data are stored in different nodes in a decentralized way. Data accuracy is affected by many factors, the most important of which is the signal-to-noise ratio. In the process of practical application, the appearance of noise will make the measurement error of data larger, even the non-line-of-sight signal will be affected to varying degrees \[13\]. Generally speaking, the static frequency will not change the signal in the time threshold, but the sudden change of the moving state will make the overall signal reception and propagation quality worse. Starting from the physical storage mode, storing the data on different nodes will not increase the difficulty of the user's operation. The data in the database does not become scattered, and the whole calling process is the same as the traditional mode. Using the corresponding management structure, the stored data will be unified deployment, but this process will hide the system users, and will not increase the difficulty of the system operation. In addition, in the process of data processing, it is not difficult to find that some attributes of data and nodes are the same, and they are independent and related to each other, and the cooperation between data is obvious. The system administrator has the operation authority to the whole data, and the local node on this basis can also realize the self-control ability to the database. When the reader receives the same data twice, once the data interval is shorter than the system user's operation time, the calculation formula of data sampling frequency can be obtained as follows:

\[
W = \sum_0^h G(h) \tag{3}
\]

In formula (3), \(G\) is the normalized parameter and \(h\) is the total amount of data. In the face of data redundancy, it is necessary to filter and propose in time to ensure data security and improve data processing efficiency. Combined with the development trend of information technology, the cloud will divide the data hierarchy in detail, and divide the data deployed by users into top storage and bottom storage. In actual applications, only the underlying platform database is displayed to users. In addition, the database access process needs to be standardized, and there is no need to verify identity information or change access codes when users access. Based on the above description, complete the steps of constructing integrated comprehensive data \[14\].

3.3. Establish operation and maintenance monitoring mode

Establishing corresponding contact between operation and maintenance management and system users, including file type, data nature, folder path, creation date and other information, realize information deletion and basic data operation function. The administrator's authority is divided into three levels: the name of the main module, the name of the sub module, and the function options contained in the sub module \[15\]. Integrate the steps of adding, deleting, modifying, viewing and querying information into the basic information management module of the system \[16\]. The main function of operation and maintenance monitoring in the system software is to visualize the running state of the software and monitor the interface with the maximum number of connections in real time. According to the computing resources of system hardware and software, the operation and maintenance monitoring
mode is reasonably set to help the operation and maintenance management staff to obtain the latest information. According to the operation of the system, the abnormal threshold of the program is set. Once the abnormal situation occurs, it needs to be fed back to the administrator in time and the hidden trouble is removed [17]. In the operation and maintenance monitoring mode, add the function keys of task creation and task end, so that the system maintenance personnel can grasp the relevant information at any time. Targeted operation and maintenance mode can greatly improve work efficiency, so system management must be based on visualization. A large number of studies have shown that once a program in the system fails and causes abnormal shutdown, the CPU of the system will be occupied all the time. At this time, the operation and maintenance personnel can choose to end the program according to the displayed utilization rate. On the contrary, when the user needs to start a program in the system, we can choose to create a new task to achieve the goal. To sum up, the above operation is to view the overall number of programs in the system through the application monitoring program, select specific programs according to the different needs of users, and then choose to end the task or create a new task. The operation and maintenance monitoring mode is divided into five labels, including demand overview, memory, disk, CPU, and network. The computer resources in the system are integrated into the same interface for monitoring, and the separate interface and unified interface are set. From the perspective of resource monitor, the running status and CPU utilization of each program can be obtained. Even the number of active threads under complex conditions can be fully read. Based on this, the establishment of operation and maintenance monitoring mode is completed.

3.4. Setting system early warning function
According to the user configured scheduling index, the data acquisition cycle of the software is set, and the early warning function is designed. Combined with the traversal index object of the system, the time difference of system data acquisition is obtained. According to the judgment result, the data acquisition interval is set on the software. In the integrated operation and maintenance monitoring system of information and communication network, early warning is the most important function. The system with early warning function can grasp the operation information more timely, reduce the frequency of system failure, and improve the system user experience and system stability. The early warning function is divided into three parts: early warning trigger conditions, early warning compression and early warning notice. First, it judges whether the collected data meets the conditions for triggering early warning, then analyzes the information in detail to avoid repeated early warning and missing early warning information, and finally informs the operation and maintenance staff. The early warning function of the system needs to be based on expert experience and professional operation and maintenance business knowledge, add equipment indicators in the system, set corresponding thresholds, and then manage them [18]. Through the way of configuring indicators, the health status of indicators can be obtained regularly and compared with the safety threshold intuitively. If the situation exceeds the safety threshold, it is necessary to notify the operation and maintenance personnel in a user-defined way in time. After the completion of the data collection steps, in order to avoid the repeated early warning information causing interference to the operation and maintenance staff, the system needs to automatically compress the early warning information. Combined with the relevance of the early warning information, it adopts three compression methods: root, threshold and early warning confirmation [19]. In the communication network, there is the problem of phase shift, which will have a certain impact on the accuracy of triggering early warning, Therefore, the phase offset in information communication network is defined:

$$K = \frac{1}{2} (\eta - m)^{-p}$$  (4)

In formula (4), $\eta$ is the phase value, $m$ is the number of tags, and $p$ is the signal parameter. According to formula (4), if the collected indicators are already in the early warning state, there is no need to execute the early warning information. The default is that the indicators are the information after the early warning compression [20]. In order to smoothly enter the next collection cycle in a safe
state, it is necessary to set the early warning mode of the same type of indicators to a non exclusive state. Once the new collection cycle is abnormal, an early warning notice will also be issued immediately. In addition, we need to constantly strengthen the identification rules of system interface and early warning information, strengthen the system’s own troubleshooting ability, and appropriately improve the early warning level according to the user's needs. Integrate the event level, rule name, event category, receiving rule, delay rule and exclusion rule in the system, and set the early warning mode, time interval, early warning times and exclusion rule. Through the USB interface, connect to the server to realize SMS early warning. At the same time, email early warning, desktop early warning and giving early warning are more effective early warning methods. Based on the above description, the steps of setting system early warning function are realized.

4. Experimental analysis

4.1. Setting up experimental environment

In order to verify the effectiveness of the design system, the experimental test is carried out. According to the needs of the experimental test, the experimental environment is built. The development tools are QT creator, SVN and other auxiliary tools. Monitoring data collection uses Linux server. Using the corresponding detector to collect data, data filtering and analysis, application management are unified on the same server. The collected data is stored separately in a new server, and another hot standby machine for monitoring the server is prepared for unified management and maintenance. In addition, it also needs data server and eight probe servers. The main server model is HP DL 360G8, and the disk space is 600G-204T. At the same time, the main program and Agent of the monitoring system are running in Java. After the operation and maintenance staff log in to the system, the first thing they can see is the basic information interface, and the search bar is located in the center of the interface. After entering the search interface, first verify the user's permission information, and then pop up an information option with Modify button to operate according to the task requirements. In the above experimental environment, the experimental test is carried out, and the experimental results are obtained.

4.2. Experimental result

The experiment selects an integrated integrated operation and maintenance monitoring system based on wireless sensors and an integrated integrated operation and maintenance monitoring system based on Web. The experiment is compared with the monitoring system designed this time, and the three types are compared under different communication overhead data packet conditions. The data processing efficiency of the system, the higher the processing efficiency, the better the system performance. The calculation formula of data processing efficiency is:

\[
F = \frac{r}{\sum_{i=1}^{s} S_i} \times 100\% \quad (5)
\]

In formula (5), \( r \) represents the data processing result, \( s \) represents the node, and \( i \) represents the perception data. According to formula (5), the experimental results of the three systems are shown in Table 1-3:
Table 1 Communication overhead 500 packets

| Number of experiments (Group) | Integrated operation and maintenance monitoring system based on wireless sensor | Integrated operation and maintenance monitoring system based on Web | Design of integrated operation and maintenance monitoring system |
|-------------------------------|--------------------------------------------------------------------------------|-----------------------------------------------------------------|---------------------------------------------------------------|
| 1                             | 74.453                                                                          | 68.779                                                          | 86.448                                                        |
| 2                             | 76.554                                                                          | 69.887                                                          | 87.229                                                        |
| 3                             | 69.547                                                                          | 72.009                                                          | 88.334                                                        |
| 4                             | 71.032                                                                          | 71.648                                                          | 85.084                                                        |
| 5                             | 69.558                                                                          | 70.225                                                          | 81.320                                                        |
| 6                             | 73.223                                                                          | 73.115                                                          | 85.615                                                        |

Table 2 Communication overhead 1000 packets

| Number of experiments (Group) | Integrated operation and maintenance monitoring system based on wireless sensor | Integrated operation and maintenance monitoring system based on Web | Design of integrated operation and maintenance monitoring system |
|-------------------------------|--------------------------------------------------------------------------------|-----------------------------------------------------------------|---------------------------------------------------------------|
| 1                             | 59.665                                                                          | 58.461                                                          | 90.184                                                        |
| 2                             | 63.414                                                                          | 55.374                                                          | 92.123                                                        |
| 3                             | 58.335                                                                          | 51.336                                                          | 91.471                                                        |
| 4                             | 55.419                                                                          | 52.097                                                          | 90.997                                                        |
| 5                             | 56.130                                                                          | 62.007                                                          | 92.130                                                        |
| 6                             | 60.004                                                                          | 56.116                                                          | 93.202                                                        |

Table 3 Communication overhead 2000 packets

| Number of experiments (Group) | Integrated operation and maintenance monitoring system based on wireless sensor | Integrated operation and maintenance monitoring system based on Web | Design of integrated operation and maintenance monitoring system |
|-------------------------------|--------------------------------------------------------------------------------|-----------------------------------------------------------------|---------------------------------------------------------------|
| 1                             | 42.165                                                                          | 40.741                                                          | 95.337                                                        |
| 2                             | 44.319                                                                          | 42.008                                                          | 96.106                                                        |
| 3                             | 46.058                                                                          | 43.619                                                          | 98.558                                                        |
| 4                             | 50.225                                                                          | 42.801                                                          | 94.069                                                        |
| 5                             | 47.306                                                                          | 43.665                                                          | 95.442                                                        |
| 6                             | 42.114                                                                          | 42.257                                                          | 96.369                                                        |

According to Table 1, under different communication overhead data packet conditions, the data processing efficiency of the information and communication network integrated operation and maintenance monitoring system designed in this paper is more than 90%, which is higher than that of the integrated integrated operation and maintenance monitoring system based on wireless sensors. The data processing efficiency of the integrated integrated operation and maintenance monitoring system based on Web is high.

5. Conclusions

Through the experimental test, the design of information and communication network integrated operation and maintenance monitoring system has good performance. At the same time, it provides a new feasible idea for the research of operation and maintenance monitoring system. Due to the limited research conditions, the designed system has not been tested for different monitoring objects. In the future, we will continue to work on related research and make great progress.
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