Prognosis and Multiobjective Optimization of the Sampling Plan for Cylindricity Evaluation

1. Introduction

Coordinate measuring machine (CMM) has revolutionized the manufacturing industries, owing to its high accuracy and precision capabilities. It is being widely used in the automotive, aerospace, and medical industries to perform the part inspection. It is a complex machine, where different components and subcomponents with their varied performance influence the measurement outcome. Indeed, the CMM inspection process must be well defined and designed for successful and efficient performance [1]. With growing intricacy of parts and tighter tolerances, intelligible approaches and techniques are needed to effectively plan measurement on the CMM. According to Baldwin et al. [2] and Weckenmann et al. [3], numerous variables as depicted in Figure 1 can influence the output of the CMM measurement. These factors encompass the sampling strategy, evaluation algorithm, workpiece position and orientation, surface conditions, sensor type and configuration, environment conditions, etc.
As reported by Moroni and Petrò [5], the sampling scheme is one of the parameters that significantly influences the measurement outcome. The inspection output from the CMM comprises a set of digitized surface points [6]. Each of these surface inspection points carries valuable information about the geometry of the measurand [7]. Certainly, this information is exploited to derive specifics regarding the variation in different geometries on the part. Verily, the quality and the volume of this information rely upon the density and the allocation of inspection points. The sampling strategy can be associated with the decisions regarding the number and spreading of points on the measuring surface [8]. As reported by Colosimo et al. [9], the inspection strategy is composed of two essential functions: the estimation of the sample size and the distribution of inspection points. The probed data acquired using the CMM are utilized to generate the substitute geometry, and this geometry is assessed against an ideal model. It follows the deviation between the extracted geometry using the sampled points, and the ideal geometry measures the accuracy on the part [1]. It implies that the evaluation of the form error is also an indispensable condition because it resolves the part’s compliance with the design requirements [10]. The data captured by the CMM have to be processed using the appropriate point sampling strategy as well as analyzed through a relevant evaluation algorithm to corroborate the component’s conformance to the customer needs. Henceforth, the sampling strategy and the computation of the geometrical deviation (evaluation algorithm) represent the important phases (as shown in Figure 2) which result in the prospective form error [11, 12].

The sampling strategy and the evaluation algorithm have been identified as the crucial steps in the inspection planning because they contribute substantially to CMM outcomes. Although the inspection error goes down with the increment of measurement points, it also inflates the inspection time, which raises the measurement cost, and thus the production expense. Hence, conducting CMM analysis using the least possible number of sample points (or sample size) is of greatest significance. However, the fewer number of points mandates the appropriate allocation of sampling points and the implementation of a suitable evaluation algorithm [9]. In fact, the evaluation of the form error employing just enough data points has been the emphasis for both researchers and practitioners [13]. More efforts are desired to establish the sampling plan and select the suitable evaluation algorithm for the inspection of geometric features effectively and efficiently.

The recognition of an appropriate sampling strategy for the enhanced CMM performance is a major concern and an appealing task. Multiple approaches have been used to describe the sampling strategy, but there is practically no study undertaken to predict form error and inspection time using machine learning (ML) tools. Furthermore, an inclusive study involving the optimization of the inspection plan using grey relational analysis (GRA) and fuzzy technique for order performance by similarity to ideal solution (FTOPSIS) is inadequate in earlier works. The primary objective of this work is therefore to establish prediction models and to optimize the inspection plan (or sampling strategy) in the evaluation of form error, particularly cylindricity. There are three primary tasks in this study. The first one is the identification of predictive models that can provide superior predictive accuracy with a combination of the sampling strategy and the evaluation algorithm. Various ML regression methods are studied and analyzed on the experimental data in the MATLAB regression learner toolbox [14]. Subsequently, GRA is carried out to acquire a reliable and dependable measurement plan for cylindricity assessment, which defines the second objective. The estimated values using GRA have also been confirmed through the execution of FTOPSIS. Finally, the assessment models for measurement uncertainty are realized to further substantiate the inspection output.

The rest of the paper is set up as follows. In Section 2, the literature review related to the determination of the sampling strategy, evaluation algorithm, and measurement uncertainty has been presented. Section 3 elaborates on the different ML
prediction tools and optimization methods, while in Section 4, materials, methods, and experimental work are discussed. In Section 5, the results are presented as well as discussed, and then the work is concluded in Section 6.

2. Literature Survey

The huge sample size does not guarantee a precise assessment of the form error. Indeed, the uncertainty in the form error evaluation declines with an improvement in the sample size only up to a particular value [15]. Therefore, several approaches have been developed in the last few decades to accomplish the relevant sample size. For instance, the statistical techniques, namely, the standard deviation and hypothesis testing, as reported by Menq et al. [16], can be employed to estimate the suitable sample size. Similarly, the feature-based statistical method was established by Jiang and Chiu [17] to compute the suitable volume of inspection points in two-dimensional (2D) features. This approach needed an agreeable threshold error as the decision criterion as well as regression and least square (LSQ) techniques to validate sample size prerequisite for satisfactory requirements. Furthermore, the adaptive sampling method was introduced by Edgeworth and Wilhem [18] to determine the suitable number of inspection points. They coupled the sample size to the quality of the product, where the sample size was highly dependent on the quality. The fuzzy logic, which effectively addresses the problems with imprecise and incomplete information, has also been implemented by many authors. For example, Lee et al. [19], Cho et al. [20], and Cho et al. [21] elaborated a fuzzy system for identifying the optimum number of inspection points. The low discrepancy algorithm, namely, Hammersley’s algorithm, was also employed to locate the measuring points on the target surfaces. In addition to the numerical and fuzzy notions in the sample size quantification, meta-heuristic applications (including genetic algorithm (GA), particle swarm optimization (PSO), and simulated annealing (SA)) can also be acknowledged. For instance, the GA approach devised by Meo et al. [15] to select the required number of sample points can be pursued. Correspondingly, Moroni and Petrò [22] introduced an inspection cost model to optimize the sampling strategy depending on the abatement of the inspection cost. They addressed the impact of the sampling strategy on inspection and its inconsistency cost. The application of SA was employed to reduce the cost of inspection and acquire an efficient sampling policy. To obtain an acceptable sample size, a search-based sampling technique developed by Badar et al. [23] may also be applied. The region-elimination search process, the tabu search, and the hybrid search (coordinate search, Hooke–Jeeves pattern search, and tabu search) were implemented for form error evaluation in their framework. Moreover, robust tools or practices like the design of experiment (DOE) are often used to measure the sample size acceptable for any specific application. Feng et al. [24] recommended and enacted DOE to obtain the befitting number of inspection points in hole evaluation. A statistical method based on the regression model was proposed by Pedone and Romano [25] to minimize the sample size. This technique was proved better than the well-known sampling techniques, including random sampling and Latin hypercube sampling. There have also been many works related to the allocation of inspection points on the measuring surface. For example, the inspection point strategies, namely, uniform, curvature dependent, and hybrid, developed by Pahk et al. [26] demonstrate one of the several leading efforts in this domain. Besides, Vrba et al. [27] also recognized the three different sampling strategies, involving the circumferential section method, the generatrix method, and the helix path method. Likewise, the spiral sampling method introduced by Guan et al. [28] can be exploited for form error assessment. Significant efforts can be listed out in the literature that were sought to identify the appropriate sampling strategy. However, a wide gap corresponding to the application of ML regression algorithms in form error prediction can be readily noticed. The ML prediction algorithms have been prevalent in numerous fields, but their utilization is somehow deficient in the field metrology, especially in the minimization of the inspection cost.

The ML algorithms can be exploited to control the response of a system for predicting a real value [29]. A myriad of manufacturing processes or methods can be formulated as regression problems and assessed utilizing ML techniques to establish predictive models [30]. For instance, Li et al. [31] utilized the data-driven ML-based predictive modeling approach to evaluate the surface roughness of the parts in the fused filament fabrication process. They employed different algorithms, namely, random forests (RFs), AdaBoost, classification and regression trees (CART), support vector regression (SVR), ridge regression (RR), and random vector functional link (RVFL) network. Likewise, Tapia et al. [32] also constructed a Gaussian process regression model for the estimation of porosity in metallic components, fabricated through the selective laser melting (SLM) process. Besides, Batyrnska et al. [33] provided a theoretical basis to exploit ML methods in the optimization of the powder bed fusion (PBF) manufacturing process. Countless research studies
concerning the prediction of process variables in machining can also be pointed out in the literature. These works unfolded the potential of ML to the manufacturing or machining processes, such as milling and turning. Wu et al. [34] proposed an RFs-based forecasting approach for the prediction of tool wear in the milling operation. The predictive model developed by RFs was the most accurate when compared with artificial neural networks (ANNs) and SVR. Similarly, Gouarir et al. [35] devised a prediction system depending on the convolutional neural network (CNN) to estimate the tool wear in the milling process. Mohammadi et al. [36] utilized the SVR classification algorithm and developed a prognostic model to forecast quality in the abrasion-resistant production method. In analogous work, Wu et al. [37] unified RFs and MapReduce data processing schemes to forecast tool wear in milling experiments. With this new approach, they attained a significant enhancement in processing speed and excellent prediction accuracy. Furthermore, the ML based on the multilayer perceptron (MLP) technique was applied by Saadallah et al. [38] to model the milling process for analyzing and improving its performance. There have been innumerable statistical techniques, with varied performances, introduced by the data mining and ML society [39]. Indeed, the performance of various statistical models was analyzed by Loyer et al. [40]. They obtained the predictive models using gradient boosted trees (GBT) and SVR for determining the production cost of the jet engine. They reported that the performance of GBT and SVR was better than that of multiple linear regression (MLR) and ANNs. Similarly, Jurkovic et al. [41] examined the performances of SVR, polynomial (quadratic) regression, and ANN for predicting the machining parameters in the high-speed turning process. They noticed that polynomial regression surpassed SVR and ANN with relation to cutting force and surface roughness prediction, while ANN exhibited superior performance in the prediction of tool lifetime. Although an abundance of work has been undertaken to study ML applications in manufacturing methods previously, there is rarely any implementation for inspection planning as yet.

It is of considerable relevance to incorporate uncertainty values in the measurement results for accomplishing a reliable inspection plan. Numerous studies related to the evaluation of measurement uncertainty can be pointed out in the literature. Barini et al. [42] conducted an uncertainty analysis on the complex product through studying the impact of point density as well as their distribution, probing system, and alignment. Similarly, the effect of various variables was investigated by Aggogeri et al. [43] through structured experimentation and a simulative method using a bootstrap algorithm. They identified the inspection part as the most significant parameter. The statistical method based on analysis of variance (ANOVA) was implemented by Piratelli-Filho and Di Giacomo [44] to assess the CMM measurement uncertainty as well as the influence of different variables. Various probe setups were reviewed by Caiazzo et al. [45] to quantify the type-A probe qualification uncertainty. Additionally, the kinematic factors, comprising speed, approach distance, and measurement strategy factors, were also examined. The statistical technique based on the Levene test for homogeneity of variances was utilized to analyze the outcome. According to Weckenmann et al. [4], operators and workpiece shapes should also be considered as the critical factors because they contribute significantly to the measurement uncertainty. A simplified mathematical model was developed by Arencibia et al. [46] to compute measurement uncertainty relevant to the inspection of circularity and cylindricity deviations. They recognized the probing error as having the greatest impact on the uncertainty values. Likewise, the random geometric error of the probing system was characterized by Weckenmann et al. [47] through an analytical approach.

While earlier research efforts have demonstrated the potentials of ML in different manufacturing applications, hardly any research can be reported on predicting inspection sampling plans. To address this research void, robust prognostic models have been derived by comparing different ML regression approaches. Consequently, the optimization techniques based on GRA and FTOPSIS are applied to obtain optimal parameters for the evaluation of cylindricity and inspection time. The uncertainty associated with the measurement has also been reported to establish a sense of confidence in the computed results.

3. Overview of Practiced Methods

This section presents the main characteristics and a summary of different ML regression techniques utilized in predictive modeling. It also outlines the multiobjective optimization methods employed to achieve the appropriate sampling plan.

3.1. ML Algorithms. ML can be described as a tract in artificial intelligence (AI) [48]. The architect of AI, Arthur Samuel, who contrived the term ML, explained it as a means of programming, which provides the computer the intelligence to learn [49]. It can be identified as one of the fundamental pillars or key enablers in smart manufacturing or Industry 4.0. It offers intuitiveness and understanding regarding complex processes without needing extensive expert insights [50]. Typically, ML involves a set of inputs or parameters to predict the outcome of a process in advance. Contrary to quintessential simulation procedures, where loads of work is needed to build up a model, ML algorithms acquire information or learn from the training data. ML can be classified depending on two primary learning techniques, particularly supervised and unsupervised learning [51]. The supervised learning sets up and trains a model using a set of established inputs and known output information for predicting future outcomes or responses to new data. The different supervised ML regression algorithms can be recognized as linear or nonlinear regression models, decision trees, neural networks, SVR, etc. On the other hand, the unsupervised learning utilizes only the input data and determines unexplored patterns or interrelations in the input
data. The general unsupervised ML algorithms include hidden Markov models, K-means, and Gaussian mixture models. Consequently, the outline and mathematical model of the ML regression approaches employed in this work are demonstrated.

3.1.1. Linear Regression. Linear regression (LR) can be explained as a mathematical model that demonstrates relationship between a dependent or a continuous response variable and one or more independent or predictor variables [29]. It can be described as a monotonic transformation of the linear combination of variables [39, 52]. The generalized form of an LR model can be represented using the following equation:

\[ y = \beta_0 + \sum_{i=1}^{n} \beta_i x_i + \epsilon, \]

where \( y \) depicts a response or a dependent variable, \( x_i (x_1, x_2, x_3, \ldots, x_n) \) represents predictors or independent variables, \( \beta \) symbolizes linear parameter estimates or weights for each input attribute (\( \beta_0, \beta_1, \beta_2, \ldots, \beta_n \)), and \( \epsilon \) means the error terms. The weights have to be chosen to minimize the sum of squared differences between the actual and the predicted output values as in equation (2). The primary benefit of a linear model is its competence to interpret the significance of variables through coefficients as weights. However, it is susceptible to overfitting the interacting variables. The least-squares regression is carried out to establish linear relations in the training data:

\[ \sum_{j=1}^{k} \left( x_j^i - \sum_{i=0}^{n} \beta_i x_j^i \right)^2. \]

3.1.2. Decision Tree. The decision tree can be described as the predictive modeling approach that is based on an algorithmic approach to determine the means of splitting a set of data depending on various situations [53]. It is logically constructed through bifurcating the defined set of events along with a variable that minimizes the variance following the split [54]. The limitation of a decision tree is that it tends to overfit deep down in the tree since the decisions are dependent on fewer events. A decision tree is built through recursive partitioning—beginning from the seed node (known as the first parent), each node can be divided into subsequent child nodes. These nodes can be split further and become parent nodes themselves for their emanating children nodes. An example of a decision tree in Figure 3 forecasts the requirement for a machine maintenance.

The decision regression trees require the response variable to take continuous values (generally real numbers). The decision tree model is exceptional in managing tabular data with numerical or categorical attributes involving less than hundreds of categories [55]. In contrary to linear models, decision trees can analyze non-linear interaction between the input variables and the response value. The decision regression tree algorithm employs the concept of standard deviation reduction (SDR) to construct the decision tree [56]. Initially, the standard deviation of the dependent variable is estimated. It is followed by the splitting of datasets on various input variables and the computation of SDR of each branch before splitting. The attribute with the highest value of SDR is designated as the decision node. The dataset is further subdivided depending on the selected attributes, and if the standard deviation of a branch is greater than zero, it is split again. The process keeps on repeating until all the data are processed.

3.1.3. Support Vector Regression. Support vector machine (SVM) analysis, pioneered by Vladimir Vapnik, has been a prominent ML tool for classification and regression [57]. It is a nonparametric, kernel-based learning algorithm that translates the input information to a higher-dimensional feature space through nonlinear mapping to resolve an LR issue in this feature space. This transformation can be accomplished through either kernel functions, namely, linear kernel, polynomial kernel, Gaussian kernel, or sigmoid kernel [58]. The functioning of SVM is based on the concept of determining a hyperplane that is located at the highest distance from the two sets of points on either side of the plane [59, 60]. Its objective is to find the weights that maximize the bound. The points on the two sides of the plane are defined as the support vectors (SV), and they are the points that exhibit the greatest effect on the location of the plane. The SVM employed for regression problems is known as SVR [41]. Statistics and Machine Learning Toolbox™ employed in this work is based on linear epsilon-insensitive SVR (\( \epsilon \)-SVM), which is also known as L1 loss [14]. In \( \epsilon \)-SVR, the purpose is to estimate a function \( f(x) \) that possesses just \( \epsilon \) deviation from the acquired target surface, defined by the training dataset, and concurrently, it should be as flat as possible, as reported in [57]. The formulation for a separating plane in the input space can be defined using the following equation:

\[ f(x) = \beta^T x + b, \]

where \( \beta \) represents the weight vector normal to the plane, \( \beta^T x \) is the dot product in the input space \( X \in \mathbb{R}^n \), and \( b \in \mathbb{R} \) serves as bias, i.e., the distance of the hyperplane from the origin. The flatness of function \( f(x) \) can be accomplished through small weights, so the objective turns into the problem of minimizing the weight vector. \( \epsilon \)-SVM can be defined mathematically as an optimization problem using equation (4) [61]. Consider a training set \( \{(x_1, y_1), \ldots, (x_n, y_n)\} \)
and $C > 0$, $\varepsilon > 0$, where $x_i \in \mathbb{R}^m$ is a feature space and $y_i \in \mathbb{R}^1$ is the response output:

$$
\min_{a, a^*} \frac{1}{2} (a_i - a_i^*)^T Q (a - a^*) + \varepsilon \sum_{i=1}^l (a_i - a_i^*)
+ \sum_{i=1}^l y_i (a_i - a_i^*),
$$

subjected to $0 \leq a_i, a_i^* \leq C, i = 1, \ldots, l$, $\sum_{i=1}^l (a_i - a_i^*) = 0$, (4)

where $C$ is the tuning cost upper bound, $\varepsilon$ is a regularization parameter called the insensitive loss function, $Q$ is an $l \times l$ positive semidefinite matrix $Q_{ij} = y_i y_j K \cdot (x_i, x_j)$, and $K (x_i, x_j) = \phi (x_i)^T \phi (x_j)$ represents the radial basis function kernel (RBF) $e^{-\|x_i - x_j\|^2}$.

The SVR is very useful to abstain from the complexities of linear functions in the high-dimensional feature space, by evolving the problem of optimization into dual convex quadratic programs [62]. In SVR, the loss function is employed to correct accuracies that exceed the threshold $\varepsilon$. Such loss functions result in the sparse representation of the decision rule, providing significant algorithmic and symbolic benefits. The SVR, however, does not provide descriptive insights, such as probability estimates into the outcomes of the model; indeed, they are estimated utilizing uneconomical, fivefold cross-validation.

3.1.4. Ensemble Methods. The ensemble methods are powerful ML algorithms, which unified the multiple models [63, 64]. The ensemble learning algorithm strengthens weak learners and enhances the ability to predict. They are very stable, robust to outliers, and can handle nonlinearity efficiently. However, they are very complex, requiring higher computing power and resources. Bagging, also known as bootstrap aggregation, regularly extracts split datasets from the entire training dataset [29, 34, 65]. The conclusive predictions are estimated by averaging the results from all the decision trees generated on bootstrapped training subsets. Its primary objective is the minimization of the variability of a decision tree. It involves the formation of several subsamples of data from the training dataset, drawn at random with substitution. Each of these subsets is utilized to train the decision trees. Finally, the prediction is made by averaging all the predictions from individual trees. In contrast to bagging, the boosting approach creates the trees sequentially, where each subsequent tree is fit on the residuals of the previous model [66]. The objective is to reduce the error from the earlier tree at every step. Since the bagging approach is premised on mean predictions from subset trees, therefore, it may not always provide exact estimates for the regression model. Similarly, the boosting approach is prone to overfitting and needs a judicious tuning of different hyperparameters.

3.2. Multiobjective Optimization. Multiobjective optimization is imperative to control the process parameters without undermining any response parameter [67, 68]. It is indispensable to address the complexity of contemporary processes and accomplish more dependable decisions. However, it can be exhausting and demanding because the improvement or degradation of one performance characteristic may influence the other output attributes. Lately, numerous techniques have been used to work out multiresponse problems depending upon the case and intended accuracy. In this work, GRA and FTOPSIS have been utilized to optimize the multiobjective sampling plan. The grey hypothesis and fuzzy-based multiattribute decision-making (MCDM) methods are capable of capturing the incoherence and uncertainty in judgments and data gathering. Prof. Deng was the first who initiated the concept of grey theory from the grey set in consolidation with theories of space and control [69]. Likewise, the endeavor of Bellman and Zadeh [70] may be viewed as among the first extensions of fuzzy sets within MCDM. The FTOPSIS is one of the renowned fuzzy MCDM approaches that can be effectively employed in multiobjective optimization [71–73]. Amongst the most critical considerations in FTOPSIS is to measure the distance between two fuzzy numbers [74]. A straightforward and reliable vertex method introduced by Chen
[71] can be utilized to compute the distance between two triangular (or trapezoidal) fuzzy numbers. For example, if \( \bar{x} = (a_1, b_1, c_1) \) and \( \bar{y} = (a_2, b_2, c_2) \) symbolize the two triangular fuzzy numbers, the distance between these two fuzzy numbers is equal to

\[
\left( \frac{1}{4} \right) \left[ \left( a_1 - a_2 \right)^2 + \left( b_1 - b_2 \right)^2 + \left( c_1 - c_2 \right)^2 \right].
\] (5)

If \( \bar{p} = (a_1, b_1, c_1, d_1) \) and \( \bar{q} = (a_2, b_2, c_2, d_2) \) represent the two trapezoidal fuzzy numbers, then the distance is as follows:

\[
f(\bar{p}, \bar{q}) = \left( \frac{1}{4} \right) \left[ \left( a_1 - a_2 \right)^2 + \left( b_1 - b_2 \right)^2 + \left( c_1 - c_2 \right)^2 + \left( d_1 - d_2 \right)^2 \right].
\] (6)

The adoption of a satisfactory sampling technique in CMM inspection is a challenging task since there are multiple uncontrollable factors at play. These factors engender doubt, confusion, and uncertainty. They also render the definition of a purposeful sampling strategy a daunting activity. The metrologists usually ascertain the sampling model based on intuition or experience, which is not a feasible solution if a trade-off between inspection correctness and measurement speed is needed. The execution of GRA and FTOPSIS is henceforth particularly interesting in this work to generate decision-making or optimization models capable of handling insufficient or unclear knowledge and information inherent in the inspection process.

4. Proposed Methodology

This section discusses the procedure adopted to acquire the prediction models and realize the suitable sampling plan. It presents the experimental setup, and the workpiece is utilized to collect the data needed for subsequent analysis.

4.1. Specimen and Setup. A cylindrically shaped component is employed in this study to prepare the dataset. It is because cylindrical features are prevalent in design/manufacturing industries, and their correctness in assemblies is of significant relevance [46, 75]. The cylindrical test specimen as displayed in Figure 4(a) is selected for the experimentation. The error in cylindricity is the deviation of the estimated cylindrical surface and its ideal cylindrical counterpart [76]. This is a critical performance metric for the mechanical component’s precision and assembled items. The magnitude of cylindrical error seriously influences the wear rate, alignment, movement of rotating parts, and mechanical assembly effectiveness. The assessment of cylindrical error is much more complicated and nuanced compared with the computation of straightness, flatness, and circularity errors. The cylindricity error can be interpreted as the superposition of three types of deviations: a straightness variance in the cylinder axis, a shape deviation in the cylinder longitudinal plane, and a shape distortion in the cylinder cross section [77]. Precise cylindricity quantification, therefore, necessitates the application of sophisticated measurement equipment, such as the CMM.

The research utilizes the medium-sized CMM equipped with a touch-trigger probe. This CMM facilitates an accuracy of (1.6 + L/333) μm which follows DIN EN ISO 10360-2: 2001. This machine is indeed able to handle workpieces up to the size of 1200 mm/900 mm/700 mm. Also, the effective utilization of the CMM mandates the implementation of an optimal inspection plan, which contains an appropriate combination of the point distribution technique, the spacing of inspection points, the evaluation algorithm, etc.

4.2. Data Acquisition. A series of experiments premised on a full factorial design are undertaken with different combinations of factors defining the inspection plan. The variables, including the point distribution strategy, the distance between points, the number of point levels, and the evaluation algorithm, are considered in the inspection strategy [27]. The measurement accuracy and the time required are assigned as the performance indicators because they are the key determinants in ensuring the optimal inspection plan [78]. The guidelines for measuring the cylindricity are outlined in ISO 12180 standards. Following ISO 12180-2:2011 [79], various point allocation strategies, including roundness (circular-ferential) profiles, generatrix lines, bird cage, helix, and random points, can be employed [80]. This article has considered three approaches, namely, the roundness profiles, the generatrix lines, and the helix, as demonstrated in Figure 5. The roundness profiles and the generatrix lines strategies were adopted in most prior studies. Interestingly, the helix has not been widely used to determine variances in cylindricity although it can yield the most comprehensive data regarding the artifacts being gauged. In the generatrix method, the cylindrical surface is inspected in a sequence of straighter paths that are taken vertically along the cylinder axis, while the cylindricity is measured around the radial cross-sections in the roundness profile allocation technique. The roundness profiles distribution strategy derives surface data in a series of parallel circular planes, and the generatrix lines retrieve surface information in the form of line contours. The third sampling scheme is the helix pattern, which follows a centerline by constructing a helix of a fixed angle. Using these methods, especially roundness profiles and helix, adequate point density and detailed surface coverage can be assured. In the same way, various evaluation algorithms are used to compute the quality of a set of points for assessing the surfaces [77, 79]. In this research, four algorithms, namely, LSQ, minimum zone (MZ), maximum inscribed circle (MIC), and minimum circumscribed circle (MCC), are selected [81]. LSQ, MZ, MCC, and MIC are some of the most frequently utilized data fitting methods.
The implementation of these methods is based on the required applications. For example, MIC and MCC are required for applications involving mating parts. Until recently, the LSQ technique has been the most popular and widely used method. It is because LSQ is computationally simple and provides unique solutions. Although LSQ is very stable and less susceptible to local deviations and surface effects, it sometimes provides an approximate solution and leads to an overestimation of the error. The central principle of the MZ approach is the search for two coaxial cylindrical surfaces comprising all inspection points, and the radius difference between the two coaxial cylindrical surfaces is minimal. Because data interpretation is tedious in the MZ framework, several approximate and comparable precision mechanisms, namely, the MCC and MIC processes, have been found.
The remaining independent variable is the point density. The point density for different runs has been modified by varying the step width (point spacing) and the number of paths. The distribution strategies (roundness profiles, generatrix lines, and helix) describe the inspection points’ spread, while varying paths as well as step width results in variable sample sizes, as presented in Table 1. For example, a combination of 0.5 mm step width and 8 (the number of paths) results in a total of 1156 number of points in the circumferential point distribution. Similarly, the helix point distribution pattern with step width 1 mm and number of paths 8 provides a total number of points equal to 569.

The real cylindricity of the specimen has also been estimated to analyze the cylindricity error at various combinations of inspection parameters. The actual cylindricity is indeed exploited as the reference cylindricity for the successive experimental runs. The goal of the multiobjective optimization in this study is to accurately estimate the cylindricity of the specimen in lesser inspection time. Hence, the reference cylindricity has been derived by incorporating as many measuring points as possible, which can contribute to the largest achievable measuring accuracy. A great number of inspection points improve the likelihood of ascertaining the real cylindricity of the specimen. For this research, the reference cylindricity is measured using 10,000 points distributed over the length of the cylinder in roundness profiles. All the measurements are carried out in the scanning mode with the scanning speed of 2 mm/s, the probe sphere diameter of 3 mm, and the overall length of 50 mm. The CMM travelling speed is constant at 70 mm/s.

### Table 1: Factors and their corresponding levels.

| Distribution strategy | Evaluation algorithm | Step width (mm) | Number of points | Total number of points |
|-----------------------|----------------------|----------------|------------------|-----------------------|
| Roundness profiles    | LSQ                  | 0.5            | 2, 4, 6, 8       | 284, 568, 852, 1136   |
|                       | MZ                   | 1              | 2, 4, 6, 8       | 142, 284, 426, 568    |
|                       | MCC                  | 1.5            | 2, 4, 6, 8       | 96, 192, 288, 384     |
|                       | MIC                  | —              | —                | —                     |
| Generatrix lines      | LSQ                  | 0.5            | 3, 4, 6, 9       | 84, 112, 168, 252     |
|                       | MZ                   | 1              | 3, 4, 6, 9       | 42, 56, 84, 126       |
|                       | MCC                  | 1.5            | 3, 4, 6, 9       | 30, 40, 60, 90        |
|                       | MIC                  | —              | —                | —                     |
| Helix                 | LSQ                  | 0.5            | 2, 4, 6, 8       | 286, 569, 853, 1137   |
|                       | MZ                   | 1              | 2, 4, 6, 8       | 143, 283, 427, 569    |
|                       | MCC                  | 1.5            | 2, 4, 6, 8       | 96, 190, 285, 379     |
|                       | MIC                  | —              | —                | —                     |

4.3. Predictive Modeling. The primary objective of employing ML algorithms is the identification of an unexplored dependency between the input (or independent variables) and the output dependent variables in the dataset. In the current study, the regression techniques have been established as learning algorithms to anticipate form errors and inspection efficiency. The ML regression techniques based on LR, decision tree, SVR, and ensembles of trees are used in this study. These algorithms have been copiously utilized for modeling plentiful real-life regression problems. The motivation of using different ML algorithms is the pursuit of the most successful ML regression technique for the problem presented in this work. The dataset utilized in this investigation consists of output variables, namely, cylindricity and the measurement time, and four predictors that include both continuous (step widths and number of paths) as well as categorical variables (point distribution strategy and evaluation algorithm). The performance criteria used in this study to assess their prediction accuracy are root-mean-square error (RMSE), mean absolute error (MAE), and coefficient of determination ($R^2$). The RMSE, which quantifies the difference between the predicted and the true values, is computed using the average of the error squares [84]. The RMSE can be estimated using equation (7) [85]. The MAE, which measures the variability in the dataset, can be obtained through the average distance between all the estimated and the true values (see equation (8)). The $R^2$-squared measure assesses the spread of the predicted response around the fitted regression line:

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (e_i - t_i)^2 + (e_2 - t_2)^2 + \cdots + (e_n - t_n)^2}{n}},$$

(7)

$$\text{MAE} = \frac{\sum_{i=1}^{n} |e_i - t_i|}{n},$$

(8)

where $e$ is the predicted value and $t$ represents the true value.

The RMSE and MAE are always positive, and their smaller values are needed for superior performance of ML algorithms. Furthermore, the $R^2$-squared measure is always within the band of 0 to 1, and its value near 1 is preferred. The performance indicators for these algorithms have been estimated utilizing the technique of fivefold cross-validation. In this approach, the entire initial dataset with 144 observations is arbitrarily split into five subsets of equal sizes. It means the training is conducted five times on four segregations, while the remaining solitary partition is employed to assess the regression model’s performance.
predictive effectiveness. Thus, the values of performance indices are averaged to estimate the model's predictive accuracy [86, 87].

4.4. Multiobjective Optimization. The multiobjective models have been developed to simultaneously minimize the cylindricity error and measurement time. As decision-making includes ambiguity, strategies such as GRA and FTOPSIS are reasonable options. These techniques are premised on viable mathematical approaches for system analysis characterized by incomplete information. The two approaches have been used to ascertain the results from each other. GRA and FTOPSIS are deployed to rate the various combinations of parameters and to establish the combination that can offer a trade-off between accuracy and time. GRA execution may be carried out as follows [88, 89].

Assume that \( s_j^*(l) \) denotes the string after the data processing, \( s_j^{(O)}(l) \) represents the original sequence of responses, (where \( j = 1, 2, \ldots, m \) and \( l = 1, 2, \ldots, n \)), \( \max s_j^{(O)}(l) \) means the largest value of \( s_j^{(O)}(l) \), and \( \min s_j^{(O)}(l) \) is the smallest value of \( s_j^{(O)}(l) \). The data have been standardized as follows:

\[
s_j^*(l) = \frac{s_j^{(O)}(l) - \min s_j^{(O)}(l)}{\max s_j^{(O)}(l) - \min s_j^{(O)}(l)} \text{ larger \ the \ better,}
\]

\[
s_j^*(l) = \frac{\max s_j^{(O)}(l) - s_j^{(O)}(l)}{\max s_j^{(O)}(l) - \min s_j^{(O)}(l)} \text{ smaller \ the \ better,}
\]

\[
s_j^*(l) = \frac{|s_j^{(O)}(l) - \text{IV}|}{\max \{\max s_j^{(O)}(l) - \text{IV}, \text{IV} - \min s_j^{(O)}(l)\}} \text{ nominal \ the \ better}
\]

\[
\cdot (\text{characterize the response as the ideal value (IV)).}
\]

A reference series is determined using the comparability sequence. The grey relational coefficient (GRC) is figured using the preprocessed sequence following data processing. The GRC can be estimated by applying the following equation:

\[
\text{GRC}(s_{o}^{*}(l), s_{j}^{*}(l)) = \frac{\Delta_{\min} + \xi \Delta_{\max}}{\Delta_{oj}(l) + \xi \Delta_{\max}}
\]

where \( \Delta_{oj}(l) \) characterizes the deviation sequence of the reference sequence \( s_{o}^{*}(l) \) and the comparability sequence \( s_{j}^{*}(l) \), i.e., \( \Delta_{oj}(l) = |s_{o}^{*}(l) - s_{j}^{*}(l)| \) represents the absolute value of the difference between \( s_{o}^{*}(l) \) and \( s_{j}^{*}(l) \):

\[
\Delta_{\min} = \min_{v} \min_{l} \Delta_{oj}(l),
\]

\[
\Delta_{\max} = \max_{v} \max_{l} \Delta_{oj}(l),
\]

where \( \xi \) is the distinguishing coefficient. GRA has just one parameter, called as a distinguishing coefficient (\( \xi \)), and its value lies between 0 and 1. This parameter is often needed to fine tune the range of the comparative setting and to regulate the extent of variations of the relational coefficients [90]. The distinguishing coefficient is intended to broaden or restrict the extent of the GRC [91]. Its assignment is dependent mostly on the judgment of the decision maker [92]. It is very important to estimate the value of the distinguishing coefficient, which is more reflective of the real situation (or true system uncertainties). Of this reason, FTOPSIS is also used in this study, and the distinguishing coefficient value in GRA is selected which provides the most comparable ranking to FTOPSIS. Kendall's concordance coefficient that has been discussed later in the section is applied to assess the ranking agreement between the two methods. Besides, the distinguished coefficient-guided sensitivity analysis is also implemented to strengthen the credibility of the acquired ranking order through the GRA model. Accordingly, if the ranking order is consistent for most of the changes in \( \xi \), this means that the ranking order is stable and effective.

The grey relational grade (GRG) can be described as a weighting sum of the GRC and is calculated utilizing the formulation below:

\[
\text{GRG}(s_{o}^{*}, s_{j}^{*}) = \sum_{l=1}^{n} \beta_{l}(s_{o}^{*}(l), s_{j}^{*}(l)),
\]

where \( \beta_{l} \) represents the weighting value of the \( l \)-th performance characteristic and \( \sum_{l=1}^{n} \beta_{l} = 1 \). Based on the application requirements, the selection of \( \beta \) for specific output characteristics should be chosen. For two performance attributes of equivalent significance, each of them can be given weights of 0.5. Finally, the rating for the various parameter combinations is dependent on the GRG.

The different steps in FTOPSIS using trapezoidal fuzzy numbers can be presented as follows [93, 94].

**Step 1.** Data representation by adopting the linguistic values.

The execution of an efficacious sampling strategy is a critical activity that incorporates many unknown variables and distorted data. The criterion of linguistic terms is therefore very helpful [69], particularly in the problem outlined in this study.

Due to their efficacy, clarity, ease of implementation, and general acceptance, the linguistic variables are characterized using trapezoidal fuzzy numbers in this paper. In other words, it can be stated that by leveraging trapezoidal
fuzzy numbers, the decision matrix (or the response matrix) has been represented. It is possible to specify the membership function of the trapezoidal fuzzy number labeled by $T$ and defined as $(a, b, c, d)$ using the following formulation [95]:

$$
\mu_{\tilde{T}}(x) = \begin{cases} 
0, & x \leq a, \\
\frac{x - a}{b - a}, & a \leq x \leq b, \\
1, & b \leq x \leq c, \\
\frac{d - x}{d - c}, & c \leq x \leq d, \\
0, & x \geq d.
\end{cases}
$$

(15)

The constants $(a, b, c, d)$ indicate the vagueness of the data being evaluated [96]. It implies the smaller the interval $[a, d]$, the lesser the fuzziness in the computing data.

**Step 2.** Estimation of a normalized fuzzy decision matrix.

The normalized fuzzy decision matrix can be visualized as $R = [\tilde{r}_{ij}]$. The responses (or the attributes) can be expressed either as a positive response (or benefit attribute) or a negative response (or cost attribute). The normalized fuzzy decision matrix can therefore be produced by employing the formulae below:

(i) **Positive Response.** Higher the value of the response, superior will be the performance:

$$
\tilde{r}_{ij} = \left\{ \frac{a_{ij}}{d_{ij}}, \frac{b_{ij}}{d_{ij}}, \frac{c_{ij}}{d_{ij}}, \frac{d_{ij}}{d_{ij}} \right\},
$$

(16)

$$
d_{ij}^+ = \max\{d_{ij}^j \}_{j \in \text{positive response}}.
$$

(ii) **Negative Response.** Lower the value of the response, better will be the output:

$$
\tilde{r}_{ij} = \left\{ \frac{a_{ij}}{d_{ij}}, \frac{a_{ij}^-}{c_{ij}^-}, \frac{a_{ij}^-}{b_{ij}^-}, \frac{a_{ij}^-}{a_{ij}} \right\},
$$

(17)

$$
a_{ij}^- = \min\{a_{ij}^j \}_{j \in \text{negative response}}.
$$

**Step 3.** Calculation of the weighted normalized decision matrix.

Depending on specifications, the weighted normalized decision matrix assigns significance to individual responses (or aspects). This matrix is determined by multiplying the normalized decision matrix with weights specified to the responses as follows:

$$
\tilde{M} = (\tilde{m}_{ij}), \quad \text{where} \quad \tilde{m}_{ij} = \tilde{r}_{ij} \ast w_j.
$$

(18)

**Step 4.** Estimation of the fuzzy positive ideal solution (FPIS) and the fuzzy negative ideal solution (FNIS). The FPIS and FNIS are computed as follows:

$$
A^+ = (\tilde{m}_{i1}^+, \tilde{m}_{i2}^+, \tilde{m}_{i3}^+, \ldots, \tilde{m}_{in}^+), \quad \text{where} \quad \tilde{m}_{ij}^+ = \max_i\{m_{ij}\},
$$

$$
A^- = (\tilde{m}_{i1}^-, \tilde{m}_{i2}^-, \tilde{m}_{i3}^-, \ldots, \tilde{m}_{in}^-), \quad \text{where} \quad \tilde{m}_{ij}^- = \min_i\{m_{ij}\}.
$$

(19)

**Step 5.** Determination of the distance from every option to the FPIS and the FNIS:

$$
f_{ij}^+ = \sum_{j=1}^{n} f(\tilde{m}_{ij}, \tilde{m}_{ij}^+),
$$

(20)

$$
f_{ij}^- = \sum_{j=1}^{n} f(\tilde{m}_{ij}, \tilde{m}_{ij}^-),
$$

where $f_{ij}^+$ and $f_{ij}^-$ symbolize the distance from each alternative to the FPIS and the FNIS, respectively.

**Step 6.** Calculation of the closeness coefficient (CC) for every alternative:

$$
CC_i = \frac{f_{ij}^-}{f_{ij}^+ + f_{ij}^-}.
$$

(21)

**Step 7.** Ranking the alternatives: the preferred alternative is that which has the greatest closeness coefficient.

Kendall’s concordance coefficient ($W$) [97, 98] can be estimated to quantify the degree of ranking consensus between different ranking methods. $W$ ranges from 0 to 1, with 1 implying the ideal compliance between the outcomes from various methods:

$$
W = \frac{12R}{m^2(k^2 - k)}.
$$

(22)

where $R = \sum_{i=1}^{m} r_{ij}$; $R = \sum_{i=1}^{k} (R_i - R)^2$, $r_{ij} =$ rating optimization method $i$ gives to combination $j$, $m =$ optimization methods, and $k =$ number of combinations.

4.5. Uncertainty Evaluation. There are precisely many other independent variables that might exist in the experiment besides four parameters used in this investigation. It is not possible to consider all the factors due to the high cost and effort of a large number of experiments. The remaining variables may consist of environmental conditions, workpiece properties, probing method, part fixtureing, etc. This is why the measurement uncertainty has been evaluated in this work. Measurement uncertainty as described in Figure 6 can be defined as the interval or range around the measurement result within which the true value of the measured quantity lies with some probability [46, 99]. It is hard to comprehend that perhaps the true measurement value can never be established, but the level of confidence in a measured value
can be conveyed by measurement uncertainty [100]. The parameters describing the spread of values such as standard deviation and half of the range having a certain probability can be used to estimate measurement uncertainty associated with a given measurand [101]. These parameters, which can be referred to as standard uncertainties, \( u_i \), are usually computed for several individual components. For instance, in CMM measurement, standard uncertainties related to the workpiece, machine errors, probing system, environment, etc., can be considered.

The uncertainty is evaluated through experiments by varying different uncertainty contributors. This approach is based on multiple measurement strategies and a non-calibrated workpiece. This approach has been inspired by the methodology developed within ISO/TS 15530-2:2004 [103]. The experimental approach is adopted because of its simplicity as well as its ability to provide realistic statements of measurement uncertainties. The different factors, including the number of measurement points, point distribution, evaluation algorithm, part orientation, and probe configuration, are considered. These factors, two at a time, are merged together to estimate the true value of the measurand. Indeed, the framework builds on the scientific approach that aims to develop a method for quantifying the measurement uncertainty.

The measurements are divided into three phases. Phase I comprises measurement of the test part using various combinations of the sampling strategy and the evaluation algorithm. This procedure quantifies measurement uncertainty due to point distribution, number of points, and evaluation algorithm. In phase II, CMM geometric errors, probing error, workpiece positioning error, and fixture errors are investigated through the measurement in several positions and orientations of a workpiece as well as the probing system in the work volume. Since, the workpiece shape can be estimated from the production strategy [4], therefore, to predict measurement uncertainty associated with workpiece characteristics, workpieces obtained under different machining conditions are considered in phase III. All the input quantities are assumed independent; that is, there is no correlation between them.

The measurement uncertainty due to the sampling strategy and evaluation algorithms involve statistical analysis (type-A uncertainty), which has been carried out using the following procedure.

Suppose \( n_s \) is the number of different point distributions \( (i = 1 \text{ to } 36) \), and \( n_t \) is the repetitions at each point distribution \( (k = 1 \text{ to } 2) \), and \( n_3 \) is the number of evaluation algorithms \( (j = 1 \text{ to } 4) \). The measurement uncertainty due to point distribution, \( u_{\text{sampling}} \), is computed using equation (23).

Here, \( u_{\text{sampling}} \) determines the standard uncertainty contribution originating from the sampling strategy and repeatability of CMM:

\[
 u_{\text{sampling}} = \frac{1}{\sqrt{n_t}} \sqrt{\frac{1}{n_3} \sum_{j=1}^{n_s} \sigma_p^2},
\]

where \( \sigma_p^2 = \frac{1}{n_t} \sum_{j=1}^{n_s} \left( \mu_p - \mu_o \right)^2 \), \( \mu_p = 1/n_3 \sum_{j=1}^{n_s} y_{ij}^p \), and \( \mu_o = 1/n_3 \sum_{j=1}^{n_s} y_{ij}^o \). In which \( \sigma_p^2 \) represents the standard deviation of the \( j \)th evaluation algorithm; i.e., it can be defined as the dispersion caused by varying sampling strategy at the corresponding evaluation algorithm; \( y_{ij}^p \) represents the measured value at the \( j \)th evaluation algorithm, and \( k \)th repetition.

The uncertainty contribution from computation error, \( u_{\text{evaluation algorithm}_i} \), is calculated as the standard deviation of the averages from each evaluation algorithm using the following equation:

\[
 u_{\text{evaluation algorithm}} = \frac{1}{\sqrt{n_s}} \sqrt{\frac{1}{n_3} \sum_{j=1}^{n_s} \left( \mu_p - \mu_o \right)^2} - \frac{u_{\text{sampling}}}{n_t},
\]

where \( \mu_o = 1/n_3 \sum_{j=1}^{n_s} \frac{n_t}{n_s} \sum_{j=1}^{n_s} \mu_R^j \) or \( 1/n_3 \sum_{j=1}^{n_s} \mu_p^j \) and \( \mu_p \) represents the overall mean, i.e., an average of all measured values. In order to avoid overestimation of the combined uncertainty, \( u_{\text{sampling}}/n_t \) is subtracted as in equation (24).

The probing system is one of the crucial components which affects the overall performance of the whole CMM system [104, 105]. The multiple orientation technique is used to compute the uncertainty caused by geometrical errors of the CMM and the probing system [106]. Therefore, the cylindrical workpiece is measured in various positions and orientations using different probe configurations. As shown in Figure 7, three probes of different configurations are selected to quantify measurement uncertainty. These probes exhibit different overall length, sphere diameter, and material. For instance, Probe 1 (overall length–50 mm, sphere diameter–3 mm, and material–rubby), Probe 2 (overall length–75 mm, sphere diameter–5 mm, and material–silicon nitride), and Probe 3 (overall length–33 mm, sphere diameter–3 mm, and material–rubby).

The probing system is specified in terms of the rotation of the probe tip in vertical and horizontal directions as shown in Figure 8. The rotation of the probe about the z-axis characterizes angles in the horizontal plane, whereas rotation about the y-axis assigns angles in the vertical plane [107], as illustrated in Figure 8. For instance, A90° B180° in Figure 8(c) points at the probe, which is oriented at 90° in the vertical plane and 180° in the horizontal plane.

The measurement uncertainty, in this case, has been computed using equations (23) and (24). This measurement uncertainty is the representative of CMM geometric error.
probing error, workpiece positioning error, and fixture error. The assessment of the influence of workpiece surface characteristics on measurement uncertainty is a cumbersome task. This is because the magnitude and the topology of the true workpiece form cannot be understood perfectly. Nevertheless, workpiece shape or surface characteristics can be estimated from the production strategy [4]. As a result, the measurement uncertainty owing to surface conditions is estimated by measuring several workpieces machined under different conditions (like spindle speed and feed rate).
six cylindrical parts are machined under various conditions to quantify the measurement error caused as a result of the workpiece surface. Hence, the uncertainty associated with workpiece characteristics can be computed using equations (25)–(27) [108]:

\[ u_{\text{workpiece}} = \frac{\sigma_p}{\sqrt{n_1}}, \quad (25) \]

\[ \sigma_p = \sqrt{\frac{1}{(n_1 - 1)} \sum_{i=1}^{n_1} (\mu_k - \mu_p)^2}, \quad (26) \]

\[ u_R^i = \frac{1}{n_2} \sum_{k=1}^{n_2} y_k^i, \]

\[ \mu_p = \frac{1}{n_1} \sum_{i=1}^{n_1} \mu_p^i, \quad (27) \]

where \( \sigma_p \) represents the standard deviation, i.e., it can be defined as the dispersion caused by variable surface characteristics; \( y_k^i \) represents the measured value at the \( i^{th} \) machining condition and \( k^{th} \) repetition; \( u_{\text{workpiece}} \) represents the estimated standard deviation and type-A measurement uncertainty introduced as a result of surface properties (material, finish, dust, and lubricant).

The operator should also be considered as one of the crucial factors because it does have a pronounced impact on the measurement uncertainty [24]. The operator affects the measurement results owing to its involvement in part preparation as well as fixing, feature definition, and construction of the coordinate system. Certainly, the measurement accuracy differs due to varied abilities of operators and inadequate implementation of procedures [47, 100]. In this work, the uncertainty due to the operator has been assumed to be included in type-A uncertainties computed for sampling strategy, evaluation method, probing system, and workpiece.

Probe qualification is carried out to gauge the effective radius of the stylus tip, which in turn used to compute the probe tip’s center location with respect to the machine’s coordinate system. It can be attributed to the fact that the probe comes into contact with the surface of the component by its circumference. Before the probe qualification, the reference sphere (calibration sphere) has to be calibrated for its size and position on the machine table. To compute measurement uncertainty associated with the probe qualification procedure, the reference sphere is measured repeatedly and then its standard deviation is computed. Subsequently, the standard deviation in the measurement of a probe’s effective radius is estimated. The formulation in equation (28) is used to determine the measurement uncertainty associated with the probe qualification procedure:

\[ u_{\text{probe qualification}} = \sqrt{u_{\text{reference sphere}}^2 + u_{\text{effective radius}}^2}, \quad (28) \]

where \( u_{\text{reference sphere}} \) represents the estimated standard deviation and type-A measurement uncertainty associated with size measurement of the reference sphere and \( u_{\text{effective radius}} \) represents the standard deviation associated with the measurement of the effective radius of the probe.

Temperature and dust are critical among all the environmental factors, and their effects are often underestimated. For the superior performance of the CMM, the ambient temperature should lie within a specified temperature range and the maximum temperature must not be exceeded. The standard reference temperature of measurement for the current machine is 20°C. It means the geometric errors can be considered constant, at the temperature of 20°C. However, when the temperature fluctuates from 20°C, the errors may be introduced as a result of thermal deformations of the CMM structure. The uncertainty due to ambient temperature variation from the standard temperature of 20°C affects the coefficient of linear expansion(s) of material CMM scales as well as the workpiece. The uncertainty contribution from dust and other dirt particles is presumed to be insignificant. It is because any dust or dirt particles that could intervene with the measuring outcome are cleaned. During experimentation, the laboratory temperature is controlled within 20±0.5°C. The maximum deviation from the standard temperature does not exceed ±0.5°C at any instant in the laboratory. The uncertainty component \( u_{\text{temperature}} \) from temperature, can be computed by assuming that the underlying random deviations are distributed in a rectangular fashion (see equation (29)). The temperature effect is considered through the difference between the coefficient of thermal expansion (CTE) of the CMM scales and the workpiece [27]:

\[ u_{\text{temperature}} = \frac{a}{\sqrt{3}}, \quad (29) \]

where \( a = \text{CTE} \times D \times \Delta T; D = \text{feature size}; \Delta T = \text{temperature variation}; \text{CTE} = \left| \alpha_{\text{CMM}} - \alpha_{\text{workpiece}} \right| ; \alpha_{\text{CMM}} = \text{coefficient of thermal expansion of CMM scales}; \alpha_{\text{workpiece}} = \text{coefficient of thermal expansion of the workpiece}. \)

The overall uncertainty evaluation must address all uncertainty sources in the measurement process. The combined uncertainty (\( u_c \)) combines the respective uncertainty components using the square root of the sum of squares of the individual evaluated uncertainties, as in the following equation:

\[ u_c = \sqrt{u_{\text{sampling}}^2 + u_{\text{evaluation algorithm}}^2 + u_{\text{probe}}^2 + u_{\text{orientation}}^2 + u_{\text{workpiece}}^2 + u_{\text{probe qualification}}^2 + u_{\text{temperature}}^2}, \quad (30) \]
For practical applications, it is important to specify an interval about the measurement result within which the value of the measurand is expected to fall with some confidence. This gives rise to expanded uncertainty, \( U \), which can be computed by multiplying the value of \( u_c \) with a coverage factor \( k \) as in equation (31). A specific value of the coverage factor offers a level of confidence for the expanded uncertainty. For example, a coverage factor of 3 is used to represent a 99.73% confidence interval for the expanded uncertainty. Most often, the overall uncertainty is scaled up utilizing the coverage factor \( k = 2 \), which gives a confidence level of 95.45% (assuming that the combined standard uncertainty is normally distributed):

\[
\text{expanded uncertainty, } U = k \cdot u_c. \tag{31}
\]

5. Results and Discussion

5.1. Predictive Models. This section covers the illustration of the relative performance of different ML algorithms for estimating cylindricity and measurement time. The resulting performance indices and their corresponding parameter setting are presented in Table 2. The comparison of the performance designators indicates that the Gaussian SVR, with the highest prediction accuracy (RMSE ~ 0.000885, MAE ~ 0.000508, and \( R^2 \sim 0.74 \)), is the best regression method for predicting cylindricity. Also, the decision regression trees produce the most accurate predictive model for measurement time. It attains the values of 0.01425, 0.00764, and 1 for RMSE, MAE, and \( R^2 \), respectively. Despite its agility, simplicity, and easiness, the LR model has failed to apprehend the entire complexity of the dataset, especially the nonlinearities that exist in several of the input variables. Indeed, the highly constrained structure of LR models implies that these models commonly have inferior prediction accuracy. As a consequence, more flexible and sophisticated regression models, such as SVR, decision trees, and the ensemble of decision trees, are encouraged. Furthermore, the performance of ensembles of trees (bootstrap aggregating or bagging) is analogous to the performance of SVR in the prognosis of cylindricity. Similarly, the effectiveness of ensembles of trees (least-squares boosting or LSBoost) is close to the performance of decision trees in projecting the measurement time.

The comparison outcomes suggest that the predictive models trained by the SVR (Gaussian) and decision trees (fine) are capable of predicting cylindricity and measurement time, respectively, in real time with the given measurement results. These methods predict cylindricity and measurement time using input parameters such as point distribution strategy, step width, evaluation algorithm, and the number of paths. The refined, practical, and computational exhaustive regression techniques, such as SVR and ensemble of trees, explain only 74% and 72%, respectively, of the variability experienced in the present dataset for cylindricity. This disparity between actual and predicted values can be interpreted through the following reasons. Besides four predictors being used in the investigation, there are apparently several other predictors related to the evaluation of cylindricity. The other predictors may consist of environmental conditions, workpiece properties, probing method, part fixturing, etc. This is why the incorporation of measurement uncertainty is emphasized, particularly in this work. Furthermore, adding more input parameters to the model would increase the size of the dataset and will presumably be useful for cylindricity assessment. Furthermore, the inadequate measurement of cylindricity, owing to manual intervention or limited operator abilities, can also be accountable to the inconsistency in the predicted and true values. Henceforth, the performance of the regression models can be further improved by including more predictors and observations to the dataset, as well as enhancing the quality of data by minimizing the measurement uncertainty.

Regarding the general characteristics of the different regression models, LR can be considered as unreliable due to its low prediction accuracy but a robust technique, whose primary benefit lies in its interpretability and easiness to get trained. It also has high computational speed, in contrast to other advanced techniques. Likewise, the decision trees are fast, low on memory usage, and straightforward and uncomplicated to explain. Moreover, the presence of hyperparameters (usually only the minimum leaf size is needed) is unsubstantial in the case of decision trees. A fine tree with numerous tiny leaves is mostly very precise on the training data. However, a very leafy tree is likely to overfit, and its validation accuracy is usually very low than its training accuracy [109]. Among the major limitations of the decision trees are their complexity. Although they are simple to interpret, constructing a large tree with many branches is complicated and time consuming. The intricacies and higher computational requirements of large trees restrict their extensive application as a regression tool. However, in this study, the decision tree is small as well as

---

### Table 2: Relative performance of various ML algorithms.

| ML algorithms | Best parameters | Cylindricity (mm) | Measurement time (minute) |
|---------------|-----------------|------------------|--------------------------|
|               | RMSE | MAE | \( R^2 \) | RMSE | MAE | \( R^2 \) |
| Linear regression | 0.000962 | 0.000563 | 0.69 | 0.40907 | 0.34142 | 0.89 |
| Decision trees | Minimum leaf size: 4 0.000914 | 0.000553 | 0.72 | 0.01425 | 0.00764 | 1.00 |
| SVR | Kernel function: Gaussian Box constraint: 0.001253 | 0.000885 | 0.000508 | 0.74 | 0.04716 | 0.03928 | 1.00 |
| Ensemble | Method: bagged Minimum leaf size: 1 0.000900 | 0.00052 | 0.72 | 0.01614 | 0.00986 | 1.00 |
|               | | | | | | |
uncomplicated resulting in an explicable and accurate regression model for prediction of measurement time. The SVR belongs to a distinguished family of advanced regression models that provide a significant enhancement over the conventional statistical techniques. However, this higher accuracy is attained on account of higher computational requirements. The nonlinear SVMs are challenging and hard to interpret, but they provide higher predictive accuracy. Additionally, the finer performance of ensemble algorithms demonstrates that these techniques can be examined further.

According to the comparative analysis of different ML approaches, the predictive performance of SVR and fine decision tree can be reported as best for cylindricity and measurement time, respectively. The scatter plot of the actual and predicted values represents one of the leading forms of data visualization. This plot is significant to realize the robustness of the regression model in shaping predictions for various responses. It helps to visually assess the goodness of fit for the developed regression model. The lower $R^2$-squared value and highly dispersed data points suggest an undependable goodness of fit for the model. Certainly, the accuracy of prediction is satisfactory, if the predicted and true responses in the plot are equivalent to the diagonal line. It means that the closer the observations are to the diagonal line, the better is the model. In Figure 9(a), most of the points are lying at close quarters to the diagonal line although there are also some observations with a slight error. It indicates that the developed SVR (Gaussian) model is accurate, and there is a good correlation between the model’s prediction and its true values. Similarly, the residual plot is also employed to assess model performance. It is a scatter plot of residuals on the $y$-axis and actual values on the $x$-axis. This plot is useful to identify nonlinearity, unequal error variances, and outliers in the data. Generally, a good model includes residuals distributed symmetrically and randomly around zero, likely to clutter towards the center of the plot. Moreover, the nonclear pattern or trend in the residuals demonstrates that the regression model does not need further improvement. The plot in Figure 9(b) illustrates that the variation around the zero lines is symmetric and arbitrary indicating that the model is adequate. The foggy and uncertain pattern further emphasizes that the acquired SVR model is ideal to predict cylindricity.

The plot in Figure 10(a) confirms the appropriateness of the fine decision tree model in the prognosis of the measurement time. It represents a perfect regression model for the measurement time, where the predicted response is roughly equal to the true response, and all the points are lying on the diagonal line. The errors are nearly negligible, and the predictions are scattered closer to the diagonal line. Likewise, in the residual plot (Figure 10(b)), the residuals are scattered uniformly and haphazardly around the zero horizontal lines. Moreover, the indistinct and ill-defined pattern in the residuals establishes that the regression model based on fine decision trees is the finest to assess the measurement time.

The experimental and predictive values are acquired for twenty-five randomly generated sequences as presented in Table S1 (in supplementary file) to validate the predictive performance of the Gaussian SVR and fine decision trees. The validation is done to objectively assess the viability and robustness of the models acquired. From the validation plots in Figure 11, it is noticeable that a strong correlation prevails between the predictions of the models and the experimental results. The results of the validation using SVR for cylindricity produce an average change of 2.9 percent between the expected and experimental values. Likewise, the average percentage change of 3.3 percent is observed in the measuring time. The validation experiments confirm that the predictive models developed are robust and adequate for predicting cylindricity and measuring time.
5.2. Multiobjective Optimization. The inspection planning is a multiobjective optimization problem because it consists of two performance characteristics that need to be minimized. The two performance metrics, i.e., cylindricity error and inspection time, are considered to assess the optimal sampling method. The performance criterion, that is, “cylindricity error,” is calculated as the deviation between the cylindricity obtained using the particular sampling strategy and the true value of cylindricity for the given surface. The lower value of error reflects the higher accuracy of the given combination. The true value of 0.0230 mm is obtained for cylindricity using the set of 10,000 points. The inspection time of 31 min 51 sec is recorded when the surface is measured utilizing the greater number of inspection points.

The raw data for GRA execution is obtained by conducting 144 experiments. As the first step in GRA, the linear normalization is carried out, where the original sequence (each sampling strategy) is translated to a comparability sequence using equation (12). The smaller-the-better approach is used because both responses (error and measurement time) are needed to be minimized. All the experimental runs after normalization are denoted as \( s^*_j(l) \) and \( s^*_o(l) \) for comparability and reference sequences, respectively. The difference sequences \( \Delta o_j(l) = |s^*_o(l) - s^*_j(l)| \) are estimated. Next, the GRC is calculated using equations (12) and (13). At the value of \( \xi = 0.9 \), the GRA reported a more consistent outcome with that of FTOPSIS, and hence its value is set as 0.9 in this investigation. It has been assumed that GRA at \( \xi = 0.9 \) represents the actual inspection situation. Kendall’s coefficient of 0.5809 indicates a reasonable agreement between the two optimization methods. The distinguishing coefficient \( \xi = 0.9 \) is substituted in equation (12). Then, the weighted GRG is determined by using equation (14). In this analysis, the error (\( \beta_1 = 0.5 \)) and the measurement time (\( \beta_2 = 0.5 \)) are
assigned equal weights. Table S2 identifies the weighted GRG for each experiment employing the full factorial design. A higher weighted GRG demonstrates that the corresponding responses are comparable to the ideally normalized responses. Experiment 77 is found to have the highest weighted GRG (see Table S2 in the supplementary file); thus, it can be considered the right experimental sequence for optimum results.

The corresponding sequence is point distribution strategy: helix, step width $0.5\text{mm}$, evaluation algorithm $\text{LSQ}$, and number of paths $6$. The following reasons are accountable for achieving better performance with the specified combination:

(i) Helix measurement strategy is not very regular and therefore does not follow systematic or periodic deformations like roundness profiles and generatrix lines strategies. It implies that there is a certain degree of randomness in helix point distribution which is usually beneficial.

(ii) Moreover, the roundness profiles or generatrix lines point distribution exhibit an equally spaced circular or line pattern, around the cylindrical surface. As a result, there is a likelihood that the lobing effect is not recorded in these strategies.

(iii) The combination of the helix measurement strategy, a step width of $0.5\text{mm}$, and a number of paths equal to six leads to uniform and all-inclusive coverage of measurement points over the surface.

(iv) The LSQ in this sequence provides outlier’s robustness, superior computational performance, and the capacity to handle large datasets.

(v) The distribution of the points is certainly an influential variable, and it is therefore advised to prevent even and intense distribution of the points in order to obtain a reasonable and meaningful measurement outcome. There must indeed be a trade-off between the measurement accuracy and the efficiency of the process.

The robustness of the GRA output at $\xi=0.9$ is also analyzed by altering the values of the distinguished coefficient and estimating Kendall’s coefficient. The ranking order of various experiments has identified to be steady, and there is not much variance with fluctuations in $\xi$. In each case, a higher value of $W$ in the range of $0.9940-0.9997$ is observed with the change in $\xi$ from 0.1 to 0.8, and it suggests the accuracy and consistency of the GRA result.

The FTOPSIS approach has also been used for multiobjective optimization to ascertain the results estimated from the GRA approach. The specific intervals (as shown in Table 3) for different linguistic variables are described depending on the accrued data (error and time taken). These linguistic variables, in effect, demonstrate the performance of the sampling strategies and enable to decide the sample size and the point distribution algorithm.

Table 3: Linguistic variables and corresponding fuzzy numbers.

| Variable       | Linguistic values | Range           | Fuzzy numbers |
|----------------|-------------------|-----------------|---------------|
| Error          |                    |                 |               |
| Very low       |                   | $\leq 0.0008$   | (0.0005, 0.0006, 0.0007, 0.0008) |
| Low            |                   | 0.0008–0.002    | (0.0008, 0.00012, 0.00016, 0.002) |
| Middle         |                   | 0.002–0.008     | (0.002, 0.004, 0.006, 0.008) |
| High           |                   | 0.008–0.011     | (0.008, 0.009, 0.01, 0.011) |
| Very high      |                   | $> 0.011$       | (0.011, 0.051, 0.091, 0.13) |
| Measurement time |                  |                 |               |
| Very low       |                   | $\leq 0.4$      | (0.1, 0.2, 0.3, 0.4) |
| Low            |                   | 0.41–0.70       | (0.41, 0.5, 0.6, 0.70) |
| Middle         |                   | 0.71–1          | (0.71, 0.8, 0.9, 1) |
| High           |                   | 1.1–3.5         | (1.01, 1.85, 2.7, 3.55) |
| Very high      |                   | $> 3.55$        | (3.551, 4.55, 5.55, 6.55) |

Figure 12: Performance at optimized and randomly selected parameters.
The crisp values (data acquired) are transformed into trapezoidal fuzzy numbers in the first step of FTOPSIS using the fuzzy numbers shown in Table 3. Next, using equations (15)–(18), the normalized and weighted standard decision matrices are generated from the matrix of the fuzzy numbers. It is accompanied by the FPIS and FNIS computations using equation (19). Then, the distance of each combination from FPIS and FNIS is computed using equation (20), and finally the CC is estimated using equation (21). Notice that the responses are given equal priority (that is, weights of 0.5 each). Table S3 (in the supplementary file) displays the values of CC and respective ranks for each experiment. A higher CC implies that the responses are nearer to the optimally normalized responses. Experiment 77 is noticed to provide the highest CC (see Table S3 in the supplementary file); thereby, it can be specified as the leading experimental sequence or the ideal sampling strategy. The corresponding sequence is point distribution strategy = helix, step width = 0.5 mm, evaluation algorithm = LSQ, and number of paths = 6, which is the same as GRA has provided.

After obtaining the appropriate sampling strategy, the validation is carried out by repeating the experiments at optimized and randomly chosen parameters. As can be seen in Figure 12, the perfect balance between accuracy and measuring efficiency can only be achieved with optimized scanning parameters. Although it is possible to obtain the lowest time or the highest accuracy at random parameters, they cannot provide consistency between efficiency and precision.

### 5.3. Uncertainty Assessment

The different components of measurement uncertainty sources associated with the assessment of cylindricity can be realized in the uncertainty budget as shown in Table 4. It reports quantified measurement uncertainty values and their various components, as well as combined and expanded uncertainties. The components can be described as the intrinsic elements which constitute the identified measuring uncertainty. For instance, components such as geometric error, workpiece positioning, probe orientation, fixture, and operator glitch constitute the gross measuring uncertainty

#### Table 4: Uncertainty budget in relation to cylindricity evaluation using CMM.

| Factors               | Components                          | Measurement uncertainty |
|-----------------------|-------------------------------------|-------------------------|
|                       |                                     | Type A                  |
|                       |                                     | $u_{sampling}$  | $u_{evaluation}$ algorithm | $u_{probe}$ | $u_{orientation}$ | $u_{workpiece}$ | $u_{probe qualification}$ | $u_{temperature}$ |
| Machine axes/geometric error |                                     |                         |                         |             |                 |                 |                      |                 |
| Scales temperature    |                                     |                         |                         |             |                 |                 |                      |                 |
| Probe—ball diameter   |                                     |                         |                         |             |                 |                 |                      |                 |
| Styli length          |                                     |                         |                         |             |                 |                 |                      |                 |
| Probe type (ball material) |                                 |                         |                         |             |                 |                 |                      |                 |
| Probe orientation     |                                     |                         |                         |             |                 |                 |                      |                 |
| Probe qualification   |                                     |                         |                         |             |                 |                 |                      |                 |
| Number of points      |                                     |                         |                         |             |                 |                 |                      |                 |
| Point distribution    |                                     |                         |                         |             |                 |                 |                      |                 |
| Evaluation algorithm  |                                     |                         |                         |             |                 |                 |                      |                 |
| Surface quality       |                                     |                         |                         |             |                 |                 |                      |                 |
| Orientation           |                                     |                         |                         |             |                 |                 |                      |                 |
| Positioning           |                                     |                         |                         |             |                 |                 |                      |                 |
| Fixture               |                                     |                         |                         |             |                 |                 |                      |                 |
| Form                  |                                     |                         |                         |             |                 |                 |                      |                 |
| Size                  |                                     |                         |                         |             |                 |                 |                      |                 |
| Temperature           |                                     |                         |                         |             |                 |                 |                      |                 |
| Alignment             |                                     |                         |                         |             |                 |                 |                      |                 |
| Clamping              |                                     |                         |                         |             |                 |                 |                      |                 |
| Part preparation      |                                     |                         |                         |             |                 |                 |                      |                 |
| Feature definition    |                                     |                         |                         |             |                 |                 |                      |                 |
| Temperature           |                                     |                         |                         |             |                 |                 |                      |                 |
| Dust                  |                                     |                         |                         |             |                 |                 |                      |                 |
| Evaluated uncertainty |                                     | 0.00028                 | 0.000098                | 0.000497    | 0.000433       | 0.000400        | 0.000790              | 0.000080          |
| Combined uncertainty  |                                     | 0.001147                |                         |             |                 |                 |                      |                 |
| Coverage factor       |                                     |                         |                         |             |                 |                 |                      | 2                 |
| Expanded uncertainty  |                                     |                         |                         |             |                 |                 |                      | 0.02294           |
estimated for part orientation. The measurement uncertainties due to sampling strategy and evaluation algorithm calculated using equations (23) and (24) are 0.000284 and 0.000098 mm, respectively. Similarly, the measurement uncertainties due to probe and its orientation are found to be 0.000497 and 0.000433 mm, respectively. Using equations (25)–(27), the uncertainty associated with workpiece characteristics is computed as 0.00040 mm. The probe qualification procedure and the temperature also contributed to the overall uncertainty, and their values are acquired using equations (28) and (29), respectively. Eventually, the combined and expanded uncertainties computed using equations (30) and (31) are 0.001147 and 0.002294 mm. The complete statement of the true value of the cylindricity can be provided after the uncertainty assessment as 0.0223 ± 0.002294 mm.

6. Conclusion

A dependable sampling plan is necessary if an accurate inspection is to be carried out in minimal time, effort, and resources. The accomplishment of the effective sampling strategy and the usage of relevant evaluation algorithms are fundamental problems in the CMM inspection. Multiple solutions have been developed to define the sampling strategy, but literally, research has been undertaken to reliably predict cylindricity and inspection time using ML techniques. In addition, comprehensive research using GRA and FTOPSIS to optimize the inspection strategy is deficient in previous works. This research, therefore, emphasizes on the deployment of predictive models and identification of an optimal sampling plan which alleviate the cost of the inspection, as well as ensures measuring reliability. The best prediction performance has been observed using Gaussian SVR and free decision trees for cylindricity and measurement time, respectively. The confirmation experiments acknowledge the robustness and adequacy of the predictive models developed to predict cylindricity and measurement time. The validation outcomes using SVR for cylindricity yields an average change of 2.9 percent between the expected and experimental values. Similarly, an average change of 3.3 percent is recorded for the measuring time. The allocation of points is unquestionably a prominent factor, and thus it is prudent to inhibit an even and rigorous distribution of the points in order to establish a rational and substantive measuring result. In this research, the multiobjective optimization approaches successfully provide an inspection plan that has achieved a compromise between measurement accuracy and efficiency. The acquired combination is point distribution strategy = helix, step width = 0.5 mm, evaluation algorithm = LSQ, and number of paths = 6. Both GRA and FTOPSIS provide the same combination, which confirms that the acquired sampling strategy is the most suitable to evaluate the cylindricity. Furthermore, the verification analysis also reports that these scanning parameters can pursue the right balance between precision and time. Certainly, the assessment of measurement uncertainty has been an important issue in coordinate metrology. The measurement results devoid of uncertainty statements carry little or no practical significance to industries. Literally, it is daunting to infer analogous results on CMM given the presence of multiple known and unknown influencing factors. Nevertheless, to ensure consistency among measurement results, the idea of measurement uncertainty has been incorporated. Finally, the true value of cylindricity has been estimated to be 0.0223 ± 0.00229 mm.

It can also be seen that while metrology research has continued to evolve consistently, there is still plenty of potential for improvement. For example, it will be very useful to develop practical, reliable, easy to achieve, and standard practices for estimating measurement uncertainty of CMMs, as well as to propose automated sampling strategies that can improve versatility, speed, accuracy, etc. The authors in this work are striving to execute more ML strategies in future work, such as ANN. The other multiobjective optimization techniques for the computational performance analysis will be considered. The implemented methodology will also be extended for other form tolerances to expand its applicability and universality.
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