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Abstract—In this paper, we propose mushrooms detection, localization and 3D pose estimation algorithm using RGB-D data acquired from a low-cost consumer RGB-D sensor. We use the RGB and depth information for different purposes. From RGB color, we first extract initial contour locations of the mushrooms and then provide both the initial contour locations and the original image to active contours for mushrooms segmentation. These segmented mushrooms are then used as input to a circular Hough transform for each mushroom detection including its center and radius. Once each mushroom’s center position in the RGB image is known, we then use the depth information to locate it in 3D space i.e. in world coordinate system. In case of missing depth information at the detected center of each mushroom, we estimate from the nearest available depth information within the radius of each mushroom. We also estimate the 3D pose of each mushroom using a pre-prepared upright mushroom model. We use a global registration followed by local refine registration approach for this 3D pose estimation. From the estimated 3D pose, we use only the rotation part expressed in quaternion as an orientation of each mushroom. These estimated (X,Y,Z) positions, diameters and orientations of each mushrooms are used for robotic-picking applications. We carry out extensive experiments on both 3D printed and real mushrooms which show that our method has an interesting performance.
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I. INTRODUCTION

Harvesting of fruits and vegetables such as grapes, mangoes, apples, kiwifruit, peaches, citrus, cherries, pears and mushrooms is highly labor intensive and poses human risk, for instance, ladder-related injuries that require a significant amount payment for compensation. It is also becoming less sustainable with increasing cost and decreasing availability of a skilled labor force. For instance, the £120m UK mushroom industry is facing challenges from reduced labour availability due to changes in demographics i.e. fewer younger people are entering the agricultural community whilst global food demand is ever expanding, and changes in national inward migration policies that may impact labour availability. Picking labour currently accounts for about 1/3 of production costs. To meet the increasing labor demand, to lower human risk of injuries, and to decrease the harvesting cost, automated harvesting system is crucial.

Many researchers and private companies have attempted to develop fully automated robotic system for harvesting of fruits and vegetables, however, no commercialized robotic harvester is available yet i.e. the need to develop robotic approaches to pick fresh fruits and vegetables is global. To develop a robotic harvester, the accuracy of detection, localization and 3D pose (rotation and translation) of fruits and vegetables is very important [1] [2]. However, there are many challenges to develop accurate detection, localization and 3D pose estimation algorithms such as changing illuminations, severe occlusions, various sizes and textures of fruits and vegetables, highly unstructured scenes, etc. Furthermore, these challenges cause robotic harvesting to be developed for specific data and designed for the task at hand.

There are some previous works of applying computer vision techniques for agriculture (agrovision) as reviewed in [3] [1]. Some segmentation techniques for fruit detection are discussed in [4], and some works are particularly tuned for a specific type of fruits such as grapes, mangoes, apples, kiwifruit, peaches, etc. Fruit detection, tracking, and 3D reconstruction for crop mapping and yield estimation was developed in [5]. These all previous works have focused mainly on 2D images. The recent introduction of cheap RGB-D sensors have opened a new door for computer vision researchers for many real applications. RGB-D sensors combine RGB color information with per-pixel depth information. Though sensors such as the Swiss Ranger SR4000 and Photonic Mixing Device (PMD) Tech products which can provide such data have existed for years, they are very costly. However, new consumer RGB-D sensors such as Kinect, Intel RealSense and Zed stereo camera are very cheap when compared to the aforementioned sensors. The applications and the challenges of Kinect sensor, particularly Kinect version 1 was explained in [6]. Both Kinect version 1 and 2 send out infrared laser light in order to measure the depth. The Kinect version 1 uses the structured-light-method to measure the depth with Pattern Projection principle. In this case, a known infrared (IR) pattern is projected into the scene and the depth is computed out of its distortion. However, the Kinect version 2 uses the Time-of-Flight (ToF) method and determines the depth by measuring the time the emitted light takes from ToF camera to the object and return. The Kinect version 2 provides more accurate depth information than the older version [7] [8]. For obtaining depth information from the Kinect version 2, measurable distance range is from 0.5m to 4m [8]. More importantly the depth accuracy of Kinect version 2 is almost constant over different distances [8]. However, it
is recommended to pre-heat the device for at least 25 min to obtain reliable results [7]. The ZED Stereo Camera, a depth sensor based on passive stereovision, observes objects from 0.5 to 20m. Intel RealSense cameras, both SR300 and D435, use infrared depth-sensing technology. D435 use active stereo infrared technology, which means the device has two infrared cameras as opposed to a single one on the SR300. SR300 is a short-range sensor (hence the model name) using coded-light method like Kinect version 1 whereas D435 is a longer-range sensor with a larger field of view as it uses depth stereo. The measurable distance range for SR300 is 0.2m - 1.5m whereas for D435 is 0.11m - 10m. The maximum range of D435 varies depending on calibration, scene, lighting condition, etc. The emergence of these low-cost RGB-D sensors motivated many computer vision researchers to use them for many applications such as object recognition [9] [10], object detection [11], pose estimation [12] [13] [14], 3D reconstruction [15], simultaneous localization and mapping (SLAM) [16], etc.

However, to the best of our knowledge, only the work in [17] gave attention to the application of computer vision for mushrooms harvesting. This work focused on a specific mushroom type, brown colour, and developed segmentation algorithm based on K-means. Though a good start, it has many limitations, for instance, the number of clusters needs to be predefined and the colour of the mushrooms to be applied to needs to be known in advance. It also did not include on any work on 3D pose estimation of the mushrooms. Our work takes one step forward by removing any prior knowledge about the mushrooms colour, illumination, etc as well as estimating depth information even if it is missing due to the inherent problems of the RGB-D sensors such as noise and holes. Basically the goal is to discriminate the mushrooms from the rest of the scene, to detect the presence of individual mushrooms, to localise them in space, and to estimate their 3D pose.

In this work, we propose mushrooms detection, localization and 3D pose estimation algorithm for real-time robotic-picking applications. Accordingly, our contributions can be summarized as follows.

1) We segment mushrooms using active contour under varying illumination conditions by providing an automatic initial contour locations.
2) We detect individual mushrooms of varying size by providing the active contour-based segmented results to a circular Hough transform.
3) We localize the mushrooms’ centers by estimating from the nearest available depth information in case of missing.
4) We estimate the 3D pose of mushrooms using global registration followed by local refine registration approach.
5) We make extensive experiments on both 3D printed and real mushrooms.

The paper is organized as follows. The overview of our proposed method is given in section II. In section III, the segmentation method is described in detail. The mushrooms detection and localization approaches are explained in section IV and section V respectively. In section VI, the 3D pose estimation is given. The experimental results are analyzed and compared in section VII. The main conclusions and suggestions for future work are summarized in section VIII.

II. OVERVIEW OF OUR PROPOSED METHOD

A schematic diagram of proposed detection and localization algorithm is given in Fig. 1. It consists of three main components: segmentation using active contour, detection using a circular Hough transform and 3D localization using depth information. The overall diagram of the proposed algorithm including all components is shown in Fig. 2. Each of the components are discussed in detail as follows.

III. MUSHROOMS SEGMENTATION

For mushrooms segmentation, we use an active contour method developed in [18], a type of active contour or snake usually known as Chan-Vase method. Basically active contour evolves the segmentation, splitting the image into foreground (object) and background regions, using an iterative process. This Chan-Vase method can segment objects whose boundaries are not necessarily defined by gradient or with very smooth boundaries. Starting from the initial contour location (from where the evolution starts) which can be anywhere in the image and not necessarily surround the objects of interest, this method can automatically segment the objects, in our case mushrooms. We use automatic thresholding to define the mask which is a binary image that specifies the initial state of the active contour. As shown in Fig. 1 we use both RGB and grayscale images independently as input to the active contour method developed in [18], a type of active contour or snake (object) and background regions, using an iterative process. The Heaviside function $H$ and the one-dimensional Dirac measure $\delta_0$ are used which can be defined, respectively, by

$$H(x) = \begin{cases} 1, & \text{if } z \geq 0 \\ 0, & \text{if } z < 0, \end{cases}$$

The energy functional $F(c_1, c_2, C) = F(c_1, c_2, \phi)$ is given by

$$F(c_1, c_2, \phi) = \mu (\int_{\Omega} \delta (\phi(x,y)) |\nabla \phi(x,y)| dxdy)^p + \nu \int_{\Omega} H(\phi(x,y)) dxdy$$
$$+ \lambda_1 \int_{\Omega} |I_0(x,y) - c_1|^2 H(\phi(x,y)) dxdy$$
$$+ \lambda_2 \int_{\Omega} |I_0(x,y) - c_2|^2 (1 - H(\phi(x,y))) dxdy$$

where the constants $c_1, c_2$, depending on $C$, are the averages of $I_0$ inside $C$ ($\phi \geq 0$) and respectively outside $C$ ($\phi < 0$), and $\mu \geq 0$, $\nu \geq 0$, $\lambda_1, \lambda_2 > 0, p \geq 1$ are fixed parameters. $\nabla \phi(x,y)$ is the gradient of $\phi(x,y)$. In our experiments, we set $\lambda_1, \lambda_2 = 1, \nu = 0$ and $p = 1$. The length parameter $\mu$ has a scaling role i.e. if we need to detect (segment) all or as many objects as possible and of any size, then it should be set to a
small value and given as input together with the initial level set function $\phi_0$.

The solution of this model, $I$, is written using the level set formulation as

$$I(x, y) = c_1 H(\phi(x, y)) + c_2 (1 - H(\phi(x, y))), (x, y) \in \Omega$$  \hspace{1cm} (3)$$

In the equation (3), the first term can be thought as a penalty on the total length of the edge contour for a given segmentation, the second term is a penalty on the total area of the foreground region found by the segmentation, the third term is proportional to the variance of the image gray level in the foreground region, and the fourth term does the same for...
background region. The level set function \( \phi \) is used only to represent the curve and the energy \( F \) is minimized to find its solution. A global minimizer can be obtained, independently of the position of the initial curve, which allows to automatically detect interior contours. This minimization problem could also be solved numerically, using a similar finite differences scheme. The good advantage of this model is that it is not dependent on an edge-function to stop the evolving curve on the desired boundary i.e. we can detect objects whose boundaries are not necessarily defined by gradient or with very smooth boundaries. It is also possible automatically detect interior contours starting with only one initial curve. The position of the initial curve can be anywhere in the image, and it does not necessarily surround the objects to be detected.

A version of the Chan-Vese algorithm that uses morphological operators instead of solving a partial differential equation (PDE) for the evolution of the contour can also be used [19]. The set of morphological operators used in this algorithm are proved to be infinitesimally equivalent to the Chan-Vese PDE.

### IV. Mushrooms Detection

There are many features such as color, geometric, texture or their combination that can be used in machine vision for fruits and vegetables detection. Geometric measures such as shape and size provide a good set of distinct features of fruits and vegetables. In our case, the shape of mushrooms, particularly mushrooms caps which are circles, gives a good discriminative feature to use for their detection. Accordingly, we apply a Circular Hough Transform (CHT) [20], which can detect circles of varying size, to the segmented (binary) image for mushrooms caps detection. We first apply opening morphological operation with elliptical structuring element (kernel) of (10,10) on the segmented images to remove small objects (noise) and then apply CHT for detection of the mushrooms. Given a radius range \([R_{\text{min}}, R_{\text{max}}]\), the CHT algorithm detects the mushrooms centers and radii of varying size in the image.

For the CHT computation, a separate circle filter is used for detecting each radius of circle which basically forms the 3-dimensional parameter space. The two dimensions represent the position of the circle center \((c_x, c_y)\) and the third is radius \(R\).

\[
(x - c_x)^2 + (y - c_y)^2 = R^2
\]

The CHT developed in [20] which has shown a specific combination of modifications to the CHT is equivalent to applying a scale invariant kernel operator. Accordingly, the invariance kernel for scaling in two dimensions is derived from the scaling group

\[
x' = \pi x \\
y' = \pi y
\]

where \((x, y)\) is the original coordinate, \((x', y')\) the transformed coordinate, and \(\pi\) the scaling factor. The Lie derivative, or generator for this group is given as

\[
L_s = x \frac{\partial}{\partial x} + y \frac{\partial}{\partial y}
\]

Then the invariance kernel for scaling and rotation in 2D is

\[
K_{rs}(k, l) = \frac{1}{r^l} \exp[i(k\theta + l \ln r)]
\]

A circularly symmetric member of this family is chosen by setting \(k = 0\) i.e. \(K_{rs}(0, l)\) and then the first radial component is considered. A change in circle size is transformed by this into a shift in log size, i.e. into a translation \(r' = \pi r \rightarrow \log r' = \log r + \log \pi\). The kernel is shift variant so that it can be applied to every point in the image in the form of a convolution. The resulting image has the convolution result \(I(x, y) \ast K_{rs}(0, l)\) at each point. This gives a response that is a peak at the centre of the circle, the magnitude of this peak is invariant to the size of the circle, and phase at the peak gives a measure of the circle size. This approach has a reasonable performance and is used in our approach as it allows to detect circles of varying size.

### V. Localization of Mushrooms’ Centres

Once mushrooms caps are detected, it is necessary to locate them in 3D space i.e. in the world coordinate system \((X, Y, Z)\), and then these 3D coordinates of mushrooms centers with other parameters can be given as inputs to the robot-end effector for robotic-picking applications. To locate the mushrooms centers in 3D space, we use the depth information from the Intel RealSense SR300 due to its short-range sensing capability which fits well for our application (mushrooms needs to be sensed in less than 20cm distance between mushroom beds). In our experiment, SR300 gives much higher point cloud quality than the D435. We use the color and depth resolutions of 640 × 480. As shown in Fig. 3, the depth (Z) is the perpendicular distance from the sensor plane to the object of interest plane. The actual distance \(d\) of the object from the sensor is given by taking into account all X, Y and Z coordinates as

\[
d = \sqrt{X^2 + Y^2 + Z^2}
\]

where \(d\) is the distance between the center of the depth sensor and the center coordinate of each individual mushroom cap (object of interest) with the fact that the origin \((X=0, Y=0, Z=0)\) is located at the center of the depth sensor.

However, missing depth information (holes) and noise are some of the inherent problems in the RGB-D sensors such as the Intel RealSense sensor in general though some post-processing alleviates them. In case of missing depth information at the detected center of each mushroom, we estimate from the nearest available depth information within the radius of each mushroom. To make robust to noise, we estimate \((X,Y,Z)\) positions by taking average of the nearest available coordinates at which depth information is available.

### VI. Mushrooms 3D Pose Estimation

The orientation estimation of each mushroom is also important for successful picking without harming it. Therefore, we propose a 3D pose (rotation and translation) estimation algorithm based on matching or registration of point clouds of a model with a sample (an interested mushroom). We prepare
Fig. 3: Intel RealSense SR300 configuration showing depth and distance to the center position (X,Y,Z) of a mushroom cap. The origin (X=0, Y=0, Z=0) is located at the center of the depth sensor.

one model particularly upright mushroom model. We propose a method based on global registration followed by local registration. We use Open3D for our implementation.

A. Global registration

This registration method is used to estimate a rough alignment of two point clouds (model and sample) using sparse correspondences. Basically the dense point clouds are first downsampled and then 3D geometric descriptors are extracted from these downsampled (subsampled) point clouds. We use Fast Point Feature Histograms (FPFH) as the 3D geometric descriptors. The FPFH feature is a 33-dimensional vector that describes the local geometric property of a point. Sparse correspondences are computed using the 3D geometric descriptors and a rough alignment of these point clouds are estimated using either sampling-based global registration methods such as RANSAC or a single objective function optimization based global registration methods; the latter is used in our case as it is faster.

B. Local registration

Local registration is used as a local refinement by beginning with a rough initial alignment (obtained from the global registration stage). This produces a tight registration based on the original undownsamled point clouds i.e. while global registration methods operate on sparse candidate correspondences using 3D geometric descriptors, local registration methods operate on dense correspondences. We use Iterative Closest Point (ICP) algorithm for the local refinement stage. Even though the two variants, point-to-point and point-to-plane based ICP local registration, work well in our experiment, we use the point-to-point method for our evaluation. Generally, the ICP algorithm iterates over two steps

1) Find correspondence set \( K = \{ (p, q) \} \) from target point cloud \( P \), and source point cloud \( Q \) transformed with current transformation matrix \( T \).

2) Update the transformation \( T \) by minimizing an objective function \( E(T) \) defined over the correspondence set \( K \). Basically, different variants of ICP use different objective functions \( E(T) \). We use the point-to-point ICP algorithm in [27] using objective function

\[
E(T) = \sum_{(p,q) \in K} ||p - Tq||^2
\]

This aligns the source point clouds to the target point clouds. We use our upright mushroom model as the source and the mushroom sample as the target point cloud. This allows us to get the transformation from our upright mushroom model to each mushroom sample so that we can know how much the robot needs to transform itself for picking each mushroom.

The outputs of the last local registration stage are rotation and translation. Since we locate each mushroom using depth information, as discussed in section V only the rotation part of the obtained 3D pose is used. This rotation matrix \( R \) is converted to quaternion \((q_x, q_y, q_z, q_w)\) and then is used as the orientation of each mushroom which can be used by the robot with the other parameters to effectively pick it. Basically, this obtained rotation matrix contains all rotation components i.e. rotation about X-axis (Roll), rotation about Y-axis (Pitch) and rotation about Z-axis (Yaw). The rotation component about the Z-axis is not useful as the robot can freely move in this axis for successful picking of each mushroom. For the evaluation purpose, the rotation component of the Z-axis can normally be cancelled by multiplying the obtained rotation matrix from the 3D pose estimation method with the unit normal vector along the Z-axis i.e. \( \vec{n}_z = [0, 0, 1] \). However, this is only possible, in our case, if the mushroom model we use perfectly aligns with the Z-axis which is not always the case. Therefore, we use the unit normal ground truth vector of the mushroom model which we computed by ourselves to effectively cancel out the rotation around the Z-axis. This gives us the normal orientation vector of each mushroom which can be compared with the ground truth normal orientation vector of each mushroom to know the performance of our approach; please refer to section VII for the quantitative and qualitative results.

VII. EXPERIMENTAL RESULTS

We qualitatively and quantitatively evaluate our method on both 3D printed and real mushrooms. Since mushrooms grow fast and destroy after a few days, we use the 3D printed version to do experiment in our Lab. As shown in Fig. 4 given the initial contour locations of the 3D printed mushrooms, active contour gives a good segmentation result and CHT also detect all of the mushrooms. This algorithm also shows similar performance on real mushrooms obtained from a mushroom farm as shown in Fig. 5, Fig. 6 and Fig. 7. The method detects almost all mushrooms of varying size.

We use recall and precision for quantitative evaluations of the mushroom detection algorithm on the real mushrooms. Recall (also called sensitivity, true positive rate, or probability of detection) measures the proportion of the mushrooms that are correctly detected. On the other hand, precision (also called the positive predictive value) measures the proportion of actual positives (correctly detected mushrooms) in the data. They are formulated as

\[
Recall = \frac{TP}{TP + FN}
\]

where \( TP \) is the number of true positives, and \( FN \) is the number of false negatives (miss-detections).
where \( FP \) is the number of false positives (false alarms). Any detections which have intersection-over-union of greater than or equal to 0.5 with the ground truth are treated as true positives whereas those with less than 0.5 are treated as false positives. Any ground truths which have intersection-over-union of less than 0.5 with detection are treated as false negatives (miss-detections). We use many captured real mushrooms from the mushroom farm (20 randomly selected from different images are used for our evaluations). The evaluations of our proposed detection algorithm on these real mushrooms provide sensitivity of 99.29% and precision of 98.99%. The \( F_1 \)-score (F-score or F-measure) can be used as a single measure of performance. The F-score is the harmonic mean of precision and recall:

\[
F \text{-score} = 2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}
\]

The evaluations of our proposed detection algorithm gives F-score of 99.14%.

For this experiment, the range of radii used for CHT algorithm is [8 38] pixels (range of diameters is [16 76] pixels) i.e. mushrooms smaller than radius of 8 pixels or greater than radius of 38 pixels cannot be detected and are not included into our evaluations. This radius range was set empirically for our dataset; no mushroom with radius greater than 38 pixels was observed in the given images i.e. we set the maximum radius so that the algorithm can detect the biggest mushroom available. The mushrooms smaller than 8 pixels are uninterested ones (in our case) and are treated as true negatives.

We also evaluate quantitatively the performance of the depth measurement of the Intel RealSense SR300. We determine the ground truth depth values by physically measuring the perpendicular distance from the perpendicularly downward facing Intel RealSense SR300 to the planar surface. The depth accuracy is the difference between the true depth value and the average value of the measured depth values corresponding to a planar surface located in front of the SR300. The depth accuracy can be computed using the following equation

\[
\text{Depth Accuracy} = GT_d - \text{mean}(M_d)
\]

where \( GT_d \) is the ground truth depth value between the camera plane and the surface plane whereas \( \text{mean}(M_d) \) is the mean of the measured depth values over central pixels. In this case, we constrain the evaluation to the central pixels of 31 \( \times \) 31 window around the camera center for reliability. The method in [8] also uses central pixels for depth accuracy evaluation but for Kinect version 2. As given in Table I, we also evaluate the standard deviation and range of the measured depth values over these central pixels. The accuracy of the SR300 is almost constant (around -3mm in our case) with a very good accuracy.

The localization of each mushroom center in 3D space is also shown in Fig. 8. The direct depth reading from the Intel RealSense is shown in Fig. 8a. As can be observed from this figure, 'NaN' is displayed for showing missing of depth information. Though depth information is obtained for many mushrooms centers in this experiment, depth information can sometimes be missing for some mushrooms centers. In this experiment, depth information is missing for one mushroom center as shown in Fig. 8a. We then estimate the 3D location of the mushroom center from the nearest available depth information. We take the average of the nearest available \((X,Y,Z)\) positions which are obtained from nearest available depth information with the constraint that this nearest available depth information must be located within the radius of each mushroom. In this experiment, the nearest depth information is obtained within a few pixels distance from the center of the mushroom. We take the average of the nearest available depth information for better accuracy i.e. robust to noise. Accordingly, we only display the depth \((Z)\) in blue and the distance \((d)\) in red; we did not display the other coordinates \((X\ and\ Y)\) for clarity. We show both \((X,Y,Z)\) position and distance \((d)\) from the depth sensor to the center of the mushroom for one sample as a typical example in Fig. 8b.

The depth accuracy of the mushrooms caps is in agreement with the depth accuracy given in Table I. We measure the ground truth depth values of about 20 mushrooms caps and compare with their corresponding measured depth values; the mean accuracy (offset) obtained is about -2.77mm. The Intel RealSense camera can sense nearer objects than the other RGB-D sensors as shown in Fig. 9; this is the reason we choose this sensor for our application. As can be seen from Fig. 4 and Fig. 8, the detection algorithm performs well on 3D printed mushrooms with recall and precision of unity.

We also estimate the diameter of each mushroom in the world coordinate system and then compute its accuracy. Using the mushrooms centers and radii computed in pixels of images, we extract the \((X, Y, Z)\) coordinates of the point clouds obtained from the Intel RealSense. We extract the \((X, Y, Z)\) coordinates from the opposite side of each estimated mushroom circle in image and then compute the Euclidean distance between them. This Euclidean distance is given by

\[
\text{Diameter} = \sqrt{(X_2 - X_1)^2 + (Y_2 - Y_1)^2 + (Z_2 - Z_1)^2}
\]

where \((X_1, Y_1, Z_1)\) and \((X_2, Y_2, Z_2)\) are the extracted coordinates on the opposite sides of each estimated mushroom circle in image, basically along either row or column. We use both row and column of the circles in images and then compute the diameter in the world coordinate system by taking average of them to make robust to outliers. In case of missing depth information on the sides of the mushrooms, we estimate from the nearest available depth information. We then compare the computed diameter of each mushroom with the ground truth mushroom diameters which we measure physically in millimeters. The average offset of the estimated diameters from the true values is about -0.2mm. The computed diameters are shown in Fig. 10 which corresponds to the images in Fig. 8. From this experiment, we observe that our algorithm shows a good performance at both detection and 3D localization of mushrooms.

We also evaluate the performance of the proposed 3D pose estimation method. The qualitative results are shown in Fig. 11.
and Fig. 12 for both before and after registration. We collected samples of mushrooms with their ground normal orientation vectors to evaluate our algorithm. We compute the angle difference ($\theta_{diff}$) between the estimated and ground truth normal orientation vectors using a dot (scalar) product as

$$\theta_{diff} = \cos^{-1} \left( \frac{\vec{v}_{gt} \cdot \vec{v}_{est}}{\|\vec{v}_{gt}\| \|\vec{v}_{est}\|} \right) \quad (15)$$

where $\vec{v}_{gt}$ is the ground truth normal orientation vector, $\vec{v}_{est}$ is the estimated normal orientation vector obtained by multiplying the estimated rotation matrix by the unit normal ground

| Ground Truth | Mean Depth | Std | Range | Offset (accuracy) |
|--------------|------------|-----|-------|-------------------|
| 79.30cm      | 79.58cm    | 1.1mm | 5mm   | -2.8mm            |
| 71.78cm      | 72.08cm    | 1.1mm | 5mm   | -3.0mm            |
| 58.55cm      | 58.84cm    | 1.0mm | 5mm   | -2.9mm            |
| 50.83cm      | 51.10cm    | 1.1mm | 5mm   | -2.7mm            |
truth vector of the mushroom model as discussed in section VI, \( \| \vec{v} \| \) is the magnitude of a vector \( \vec{v} \), \( \cos^{-1} \) is an inverse cosine transform. The average angle difference between the ground truth and estimated normal orientation vectors of mushrooms is about 13.5 degrees with standard deviation of 7.5 evaluated over about 30 samples with varying angles. This is reasonable for successful mushrooms picking given the difficulty of the mushrooms orientation estimation due to their small size and textureless nature. We now have all the required parameters (X, Y, Z, Diameter, Quaternion) which will be given as input to the robot for mushrooms picking applications.

**VIII. Conclusion**

We have developed mushrooms detection, localization and 3D pose estimation algorithm using RGB-D data acquired from a low-cost consumer RGB-D sensor. We use RGB part (converting to grayscale for better performance) for mushrooms segmentation using active contour and detection using a circular Hough transform. Once each mushroom’s center position in the RGB image is known, we then use the depth information to locate it in 3D space. In case of missing depth information at the detected center of each mushroom, we estimate from the nearest available depth information within the radius of each mushroom. We estimate the 3D pose of each mushrooms using a global registration followed by a local refine registration approach. The parameters of the mushrooms are used for robotic-picking applications. We observe that our algorithm has an interesting performance on both 3D printed mushrooms in Lab and real mushrooms from a farm in all detection, localization and orientation estimation (from the estimated 3D pose). Fusing subsequent point clouds may improve the localization and 3D pose estimation of mushrooms which can fill some holes (missing depth values) at the expense of more computational cost. Using more accurate 3D sensor such as a laser may also improve the result.
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Fig. 8: Mushrooms’ center localization. In (b), the numbers in blue show the depth (Z) and the numbers in red show the distance from the sensor to each mushroom center. We ignore the X and Y components to display for clarity except for one sample for which we show both (X,Y,Z) position and distance (d) in centimeter. The ‘+’ sign in (a) and (b) shows the center of each mushroom. The missing depth information in (a) is estimated from the average of the nearest available depth information and is shown in (b).
Fig. 9: Mushrooms’ center localization. The numbers in blue show the depth (Z). Sample result for the 3D printed mushrooms with the measured depth (Z) values in cm which are in 10’s (This is not possible, for instance, using Kinect 2). The dot (.) sign shows the center of each mushroom.

Fig. 10: The estimated diameter of each mushroom in millimeter (mm) shown in blue number at each mushroom center.
Fig. 11: Point clouds for model (red) and sample (green) mushrooms before and after registration.

Fig. 12: Point clouds for model (red) and sample (green) mushrooms before and after registration.