On fitting power laws to ecological data
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Heavy-tailed or power-law distributions are becoming increasingly common in biological literature. A wide range of biological data has been fitted to distributions with heavy tails. Many of these studies use simple fitting methods to find the parameters in the distribution, which can give highly misleading results. The potential pitfalls that can occur when using these methods are pointed out, and a step-by-step guide to fitting power-law distributions and assessing their goodness-of-fit is offered.
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I. INTRODUCTION

In the last fifteen years, power-law distributions, with their heavy-tailed and scale-invariant features, have become ubiquitous in scientific literature in general [17, 22]. Heavy-tailed distributions have been fitted to data from a wide range of sources, including ecological size spectra [23], dispersal functions for spores [23] and birds [18], and animal foraging movements [1]. In the latter case, the fit of a heavy-tailed distribution has been used as evidence that the optimal foraging strategy is a Lévy walk with exponent $\mu \approx 2$ [26, 27]. However, the appropriateness of heavy-tailed distributions for some of these data sets, and the methods used to fit them, have recently been questioned by Edwards et al [11].

In a literature search of studies on foraging movements, ecological size spectra and dispersal functions, the first 24 papers that fitted power-law distributions to data were chosen [1, 2, 3, 4, 6, 7, 8, 9, 10, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28]. In only six of these 24 papers was it clear that the authors correctly fitted a statistical distribution to the data, whereas 15 used a flawed fitting procedure (and in the remaining three it was unclear). Ten of the studies compared the goodness-of-fit of the power-law distribution to other types of distribution, but at least two of these ten used comparison methods that were invalid in this context. Correctly fitting a power-law distribution to data is not difficult but requires a little more statistical knowledge than the standard linear regression and linear correlation techniques used in most cases.

In this report, the most common methods currently used to fit a power law to data are reviewed, and some of the drawbacks of these methods are discussed. A method that avoids these drawbacks, based on maximum likelihood estimation, is then described in a step-by-step guide (the reader is also referred to [11]). Two case studies are presented illustrating the advantages of this method.

II. METHODS

Linear regression methods

The probability density function (PDF) for a power-law distribution has the form

$$p(x) = c x^{-\mu} \quad \text{where } \mu \geq 1.$$ 

This function is not defined on the range 0 to $\infty$, but on the range $x_{\text{min}}$ to $\infty$, otherwise the distribution cannot be normalised to sum to 1. This condition implies that the exponent $\mu$ is related to $x_{\text{min}}$ and $c$ by

$$c = (\mu - 1) x_{\text{min}}^{\mu - 1}.$$ 

A common problem is to determine whether a particular sample of data is drawn from a power-law distribution and, if so, to estimate the value of the exponent $\mu$. A standard approach to this problem (used by 14 of the papers in the literature sample) is to bin the data and plot a frequency histogram on a log–log scale. If the sample is indeed drawn from a power-law distribution and the correct binning strategy is used, there is a linear relationship between $\ln x$ and $\ln p(x)$, so the frequency plot will produce a straight line of slope $-\mu$ [22]. Alternatively, one may use the cumulative distribution function (CDF) $C(x)$, which shows a linear relationship between $\ln x$ and $\ln (1 - C(x))$. So plotting $1 - C(x)$ (i.e. the relative frequency of observations with a value greater than $x$) against $x$ (called a rank–frequency (RF) plot) on a log–log scale will give a straight line of slope $1 - \mu$.

All data sets are subject to statistical noise, particularly in the tail of the distribution. Hence a frequency chart will never produce a perfectly straight line, so some kind of fitting procedure is necessary. The most common method, used by 16 of the 24 studies surveyed, is to estimate the power-law exponent by using linear regression to find the line of best fit on the frequency histogram or RF plot.

Drawbacks of the linear regression method

Linear regression assumes that one is free to vary both the slope and intercept of the line in order to obtain...
the best possible fit. However, this is not true in the case of fitting a probability distribution, because of the constraint that the distribution must sum to 1. Once the range of the data has determined \( x_{\text{min}} \), the power-law distribution has only one degree of freedom \( \mu \), as opposed to the two afforded by the naïve linear regression or line of best fit approach. Unless this constraint is explicitly acknowledged and respected, the fitting procedure will produce an incorrect estimate of the exponent \( \mu \) and the fitted distribution will not be a PDF on the appropriate \( x \) range (see for example Case Study 1).

Furthermore, the linear regression method does not offer a natural way to estimate the size of the error in the fitted value of \( \mu \) (very few of the studies surveyed made any attempt to do this). A point value for \( \mu \) on its own is of questionable merit.

A third criticism of the linear regression method of fitting a power law to some sample is that very rarely is any meaningful attempt made to judge the goodness-of-fit of the proposed model. The most common approach, taken by twelve of the surveyed works, is to provide the correlation coefficient \( r^2 \). This is a measure of the strength of linear correlation between \( \ln x \) and \( \ln p(x) \), but is not a measure of the goodness-of-fit of a proposed model such as a power law. Of course, in the absence of any \textit{a priori} knowledge of the distributions of errors in the data, measuring goodness-of-fit of a single model is extremely difficult. However, it is possible to compare goodness-of-fit of two or more candidate models. In the work surveyed, nine papers explicitly compared the goodness-of-fit of the power-law distribution with other candidate models, but at least two of these nine used a comparison based on the flawed linear regression method and on \( r^2 \), so in reality added little to the analysis.

Finally, although it is not necessary to bin the data to use a linear regression method, 14 of the 24 surveyed papers did so in their analyses, and nine used bins of equal width. It should be noted that, when a sample that does follow a power-law distribution is binned using fixed width bins, the log–log plot of the PDF is not linear. To see a linear relationship one must use logarithmic fixed width bins, the log–log plot of the PDF is not linear. T o see a linear relationship one must use logarithmic fixed width bins, the log–log plot of the PDF is not linear. To see a linear relationship one must use logarithmic

The maximum likelihood method

A simple technique for fitting a power-law distribution is to use maximum likelihood estimation (MLE). This method provides an unbiased estimate of the exponent \( \mu \) \cite{17}. Equally importantly, it provides an estimate of the error in the fitted value of \( \mu \), and allows the goodness-of-fit of different candidate models to be directly compared \cite{21}. Furthermore, the method does not require the data to be binned in any way. In the step-by-step guide below, the method is used to compare the fit of a power-law distribution and an exponential distribution, \( p(x) = \lambda e^{-\lambda (x-x_{\text{min}})} \), on the same range \((x_{\text{min}}, \infty)\), but can be easily adapted to compare with other candidate distributions (e.g. normal distribution, gamma distribution).

The method proceeds in the following steps.

1. **Draw a RF plot.** To gain a picture of the distribution of the data, plot the fraction of observations greater than \( x \) against \( x \) on a log–log plot by:
   - ordering the data from largest to smallest so that \( x_1 \geq x_2 \geq \ldots \geq x_N \);
   - plotting \( \ln (\frac{x}{x_i}) \) against \( \ln x_j \) (for \( j = 1, \ldots, N \)).

2. **Choose \( x_{\text{min}} \).** In some cases, it may be desirable to examine only the ‘tail’ of the distribution by first discarding from the sample all values less than some cut-off \( x_{\text{min}} \). Typically, this is chosen so as to disregard the curved part of the RF plot on its left-hand side. If it is required to fit a distribution to the entire sample, take \( x_{\text{min}} \) to be the smallest observation.

3. **Calculate MLE parameters and likelihoods:**
   - **MLE power-law exponent**
     \[
     \mu_{\text{MLE}} = 1 + M \left( \sum_{i=1}^{M} \ln \frac{x_i}{x_{\text{min}}} \right)^{-1} ,
     \]
   - **log-likelihood for power-law model**
     \[
     \mathcal{L}_{\text{pow}} = M \left( \ln (\mu_{\text{MLE}} - 1) - \ln x_{\text{min}} \right) - \mu_{\text{MLE}} \sum_{i=1}^{M} \ln \frac{x_i}{x_{\text{min}}},
     \]
   - **MLE exponential parameter**
     \[
     \lambda_{\text{MLE}} = M \left( \sum_{i=1}^{M} (x_i - x_{\text{min}}) \right)^{-1} ,
     \]
   - **log-likelihood for exponential model**
     \[
     \mathcal{L}_{\text{exp}} = M \ln \lambda_{\text{MLE}} - \lambda_{\text{MLE}} \sum_{i=1}^{M} (x_i - x_{\text{min}}),
     \]

where \( M \) is the number of data points in the (truncated) sample. See \cite{17} for a derivation of these formulae.
4. Select the best model. For each model, calculate the Akaike information criterion (AIC) and Akaike weight \( w \), which are defined, for model \( i \), by [3]:

\[
AIC_i = -2L_i + 2K_i \quad w_i = \frac{\exp \left( \frac{AIC_i - AIC_{\min}}{2} \right)}{\sum_{j=1}^{p} \exp \left( - \frac{AIC_j - AIC_{\min}}{2} \right)}
\]

where \( K_i \) is the number of parameters in model \( i \) (\( K = 1 \) for the power-law and exponential models), \( p \) is the total number of models being compared (in this case, comparing a power-law model and an exponential model means that \( p = 2 \)) and \( AIC_{\min} \) is the smallest of the AIC across all \( p \) models.

The Akaike weight gives a measure of the likelihood that a particular model provides the best representation of the data. If \( w_{\text{pow}} > w_{\text{exp}} \), then a power-law distribution provides a better fit to the data than an exponential distribution, and the estimated value of the exponent of the power law is \( \mu_{\text{MLE}} \). If \( w_{\text{pow}} < w_{\text{exp}} \), then an exponential distribution is favoured over a power law on that range.

5. Calculate the error in the estimate of \( \mu \). The standard deviation \( \sigma \) of the estimated power-law exponent \( \mu_{\text{MLE}} \) may also be calculated:

\[
\sigma = \sqrt{M \left( \sum_{i=1}^{M} \ln \frac{x_i}{x_{\min}} \right)^{-1}}
\]

This gives the average size of the error in the estimated value of \( \mu \).

Six of the 24 surveyed studies correctly fitted the data and compared different candidate models using a method similar to the one described above. (It is interesting to note that these six were all found in the dispersal literature.)

III. RESULTS

Case study 1

Austin et al [1] fitted power-law distributions to the movement lengths of grey seals; Figure 1 shows an example data set consisting of 96 observations. The original data are already binned, so it was necessary, for the re-analysis, to assume that all observations in the sample were at the midpoint of their respective bin. Using linear regression, the line of best fit has equation \( Y = -1.26X + 0.474 \) (in log coordinates), leading to an estimated value of the exponent of \( \mu = 1.26 \). However, it was omitted from [1] that, in order for the distribution to sum to 1, this line of best fit implies an \( x_{\min} \) value of 31 km. As the data are in the range 2 km to 15 km, it is nonsensical to fit a distribution with range \( 31 \leq x \leq \infty \).

These data were re-analysed in [22]. This work used logarithmic binning but, again, used linear regression to find the line of best fit and estimated the exponent to be \( \mu = 0.8 \). This exponent cannot be correct as any power law with an exponent of less than 1 cannot be normalised to sum to 1 and hence is not a probability distribution. This illustrates the major drawbacks of using linear regression on binned data: the fitted line may be sensitive to the size and number of bins used and to the occurrence of empty bins, and may result in a power law that is not an appropriate probability distribution.

Using the maximum likelihood method outlined above, the estimated exponent is \( \mu_{\text{MLE}} = 2.05 \) (with an expected error of \( \sigma = 0.108 \)). This explicitly presumes a minimum data value of \( x_{\min} = 2 \) km (the smallest observation in the sample). However, comparing to an exponential distribution as described above shows that the exponential distribution (with \( \lambda = 0.246 \)) provides a much better model for this data set than a power law (\( w_{\text{pow}} < 10^{-7} \)). Hence, the power-law hypothesis for this data set can be confidently rejected.

Case study 2

The data set shown in Appendix A contains the land area (in hectares) of 789 farms in the Hurunui district of New Zealand; this data set was chosen for illustrative purposes. The RF plot for this data set is shown in Figure 2(a). We find the maximum likelihood estimate of the power-law exponent for a range of values of the minimum cut-off \( x_{\min} \) (discarding all data less than \( x_{\min} \)) using the method described above. By calculating the Akaike weights, it is possible to determine whether an exponential or a power-law distribution provides the better fit to the data, for any given value of \( x_{\min} \). A power law is favoured over an exponential (\( w_{\text{pow}} > w_{\text{exp}} \)) for all
choices of $x_{\text{min}}$ between 250 and 1810, but an exponential is favoured ($w_{\text{pow}} < w_{\text{exp}}$) for $x_{\text{min}} < 250$. Figure 2(b) shows the estimated power-law exponent $\mu_{\text{MLE}}$ for the different $x_{\text{min}}$ values: it is clear that the estimated exponent has a wide range of values from 2 to 3.3, depending on the range of data used. It should also be noted that, if the aim is to find the best statistical model describing the entire data set (i.e. $x_{\text{min}}$ equal to the smallest observation in the sample), then an exponential distribution (with $\lambda = 2.33 \times 10^{-3}$) is clearly favoured over a power law ($w_{\text{pow}} < 10^{-65}$). The dependence of the outcome of the analysis on the arbitrary selection of $x_{\text{min}}$ further illustrates the potential problems with fitting power-law distributions.

IV. DISCUSSION

Some of the statistical procedures commonly used to fit power-law distributions to ecological data often lead to misleading or incomplete conclusions [11]. In this paper, a simple step-by-step method for fitting a power law to a data set has been described. This method, based on maximum likelihood estimation, provides an unbiased estimate of the power-law exponent, as well as the expected error in this value, and assesses the goodness-of-fit of a power-law model compared to alternative candidate models such as the exponential distribution.
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APPENDIX A: FARM SIZE DATA

The following data set (courtesy of Environment Canterbury) contains the sizes (in hectares) of 789 farms in the Hurunui district of New Zealand.

| Size (hectares) | Frequency |
|----------------|-----------|
| 0.06           | 1         |
| 0.08           | 1         |
| 0.08           | 1         |
| 0.08           | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |
| 0.1            | 1         |

The data set includes 789 farms with sizes ranging from 0.06 to 0.08 hectares. The distribution of farm sizes shows a wide range of values, with the majority falling between 0.1 and 0.15 hectares. The largest farms in the data set are approximately 2000 hectares.
