Simulation Analysis on the Optimal Imaging Detection Wavelength of SO$_2$ Concentration in Ship Exhaust
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Abstract: The SO$_2$ discharged by ships causes serious pollution to the atmosphere. Therefore, the International Maritime Organization has set strict requirements on the sulfur content of marine fuel. For the first time, this study investigates the optimal detection wavelength based on the imaging technology to realize an accurate monitoring of the SO$_2$ concentration in ship exhaust. First, a simulation analysis model of the optimal imaging detection (SAMID) wavelength of the SO$_2$ concentration in ship exhaust is proposed and analyzed in this study. Next, a bench experiment is designed. The values and the range of the gas concentration values required for the simulation are obtained. Finally, based on the principle of minimum error, the optimal detection wavelengths of the single- and the dual-wavelength imaging detection technologies are determined as 287 nm and 297 nm and 298 nm, respectively. During the SO$_2$ concentration retrieval, the minimum values of the root mean squared error, the mean absolute error, and the mean absolute percentage error of the single- and the dual-wavelengths are 563.14 molecules/cm$^3$, 445.11 molecules/cm$^3$, and 347.22% and 0.62 molecules/cm$^3$, 0.49 molecules/cm$^3$, and 0.85%, respectively. The simulation analysis results provide a theoretical basis for the future hardware development of an optical remote sensing system based on the imaging detection technology.
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1. Introduction

Since the beginning of the 20th century, the impact of ship emissions on the atmosphere has continued to increase as coal-fired ships started to replace sailing vessels. Ship emissions mainly include carbon dioxide (CO$_2$), carbon monoxide (CO), nitrogen oxide (NO$_x$), sulfur dioxide (SO$_2$), methane (CH$_4$), black carbon (BC), and organic carbon (OC) [1]. As a poisonous gas, SO$_2$ produces acid rain when it meets with rain in the atmosphere. This not only hugely affects the air and the ecological environment but also damages human health. To effectively control the SO$_2$ concentration discharged by ships, the International Maritime Organization promulgated and implemented the International Convention for the Prevention of Pollution from Ships (MARPOL). MARPOL requires that the sulfur content of marine fuel in emission control areas (ECAs) should not exceed 0.1% (m/m) by 2015, while that of global marine fuel should contain no more than 0.5% (m/m) by 2020 [2]. Initially, law enforcement personnel mainly adopted the supervision method of sampling and inspection on board to detect the sulfur content of berthing ships and effectively monitor and control marine fuel quality. However, this approach is time consuming and laborious and cannot realize supervision of ships in the sea. At present, the methods of measuring the SO$_2$ concentration in ship exhaust and calculating the sulfur content of fuel according to the SO$_2$ concentration are gradually being adopted.
internationally for supervision [3–6]. Therefore, the detection accuracy of the SO\(_2\) concentration directly affects the calculation accuracy of the sulfur content as well as the supervision ability and the law enforcement efficiency of regulatory authorities.

In the aspect of SO\(_2\) concentration monitoring, the sniffer technology is currently widely used in Europe and America to supervise vessels in ECAs [7]. Sniffer instruments can be installed in airborne and shipborne platforms, bridges, and ports using the contact exhaust detection method. However, the detection efficiency of the sniffer technology is low, and the distant target detection accuracy is low, which limits the wide application of the sniffer technology. With the development of the optical detection technology, optical remote sensing detection is being gradually applied in ship exhaust monitoring and mainly includes the laser radar technique (LIDAR), differential optical absorption spectroscopy (DOAS), and imaging detection technology [8]. LIDAR is an active detection method. Single LIDAR detection belongs to point target detection, which requires scanning to determine the SO\(_2\) distribution. Moreover, the LIDAR system is complex, has high maintenance cost, and requires large equipment; hence, it is inconvenient to carry, and its echo is easily affected by the atmosphere to produce meandering, which reduces the detection accuracy [9]. Similarly, single DOAS detection belongs to point target detection; thus, the SO\(_2\) concentration within the entire ship exhaust range must be obtained by scanning. Each detection in the scanning process requires a certain amount of time to obtain the broadband absorption spectrum of SO\(_2\); hence, the temporal resolution of DOAS is limited [10]. Meanwhile, the imaging detection technology uses the two-dimensional imaging information of images to invert the SO\(_2\) concentration. It is cheap, easy to carry, and has high temporal and spatial resolutions. It can also obtain “plume” wind speed and gas flux by analyzing the image features. Merico et al. [11] directly measured the flow-rate-emission (FRE) of NO\(_2\) and SO\(_2\) of ships in the harbor area using UV-Vis remote sensing DOAS system, which included a rotating platform called scanning optical device collecting atmospheric light (SODCAL) and a spectrometer. The emission inventory estimation of NO\(_2\) and SO\(_2\) emissions agreed with those measured by DOAS, which indicated that the remote sensing technique could be employed to monitor gaseous emissions from ships. For the first time, Prata [12] applied the single-wavelength imaging detection technology to detect the SO\(_2\) concentration and the emission rate in the plumes of sailing and berthing ships. The single-wavelength position was set at 310 nm. The detection results showed that the accuracy of the single-wavelength imaging detection technology is limited, while the dual-wavelength detection system for detecting ship exhaust must be further developed. Volten et al. [13–16] applied the dual-wavelength imaging detection technology to study volcanology. They determined the dual-wavelength positions at 310 nm and 330 nm.

Our research team intends to use the imaging detection technology to obtain the SO\(_2\) concentration in ship exhaust. The 310 nm and the 330 nm positions used for the volcano detection are not the best wavelength positions for the ship exhaust detection because of the difference in the composition and the proportion of volcanic gases and ship exhaust. However, up to date, no literature has focused on modeling and studying the optimal detection wavelength position of the SO\(_2\) concentration imaging detection technology in ship exhaust.

The optimal wavelength position of the imaging detection technology was analyzed in this study to accurately measure the SO\(_2\) concentration.

The remainder of this paper is structured as follows: Section 2 introduces the simulation analysis model of the optimal imaging detection wavelength of the SO\(_2\) concentration in ship exhaust; Section 3 presents the designed bench experiment for obtaining the value and the range of the gas concentration required for the simulation; and Section 4 discusses bench experiment results as well as the optimal wavelength position and the sulfur content calculation error analysis results of the single- and the dual-wavelengths. The error sources are also discussed, providing a theoretical basis for future hardware development based on the imaging detection technology and the accurate inversion of the SO\(_2\) concentration.
2. Methodology

2.1. Simulation Scheme

2.1.1. Simulation Analysis Model

The law of light absorption, which is also known as the Lambert–Beer law, is the theory of the quantitative analysis of the absorption effect of all light-absorbing substances, including molecules, atoms, ions, solids, liquids, and gases, on all electromagnetic radiation spectra. The law of light absorption is expressed as follows:

\[ I(\lambda) = I_0(\lambda) \exp \left[ -L(c_{SO_2} \sigma_{SO_2}(\lambda) + \sum_{i=1}^{n} \sigma_i(\lambda)c_i) \right] \] (1)

where \( I_0 \) is the initial light intensity; \( I \) is the light intensity received by the optical system after extinction of the absorbing gas; \( L \) is the optical path length; \( \lambda \) is the light source spectrum wavelength; \( c_{SO_2} \) is the \( SO_2 \) concentration; \( \sigma_{SO_2}(\lambda) \) is the \( SO_2 \) absorption cross-section corresponding to the wavelength; \( c_i \) is the concentration of the other absorbing gases, except \( SO_2 \); \( \sigma_i(\lambda) \) is the absorption cross-section of the other absorbing gases; and \( n \) is the number of the other types of absorbing gases. \( \ln[I_0(\lambda)/I(\lambda)] \) is denoted by \( D(\lambda) \), which defines the optical thickness of the absorbed gas. According to Equation (1), the formula for calculating the \( SO_2 \) concentration with a single wavelength can be expressed as follows after ignoring the scattering and other gas absorption effects:

\[ c_{SO_2} = \frac{D(\lambda)}{L\sigma_{SO_2}(\lambda)} \] (2)

Equation (3) is obtained as follows after adding the modification of the extinction effect of BC in Equation (1):

\[ I(\lambda) = I_0(\lambda) \exp \left[ -L(c_{SO_2} \sigma_{SO_2}(\lambda) + \sum_{i=1}^{n} \sigma_i(\lambda)c_i + D_{BC}(\lambda)) \right] \] (3)

According to Equation (3):

\[ D(\lambda) = L(c_{SO_2} \sigma_{SO_2}(\lambda) + \sum_{i=1}^{n} \sigma_i(\lambda)c_i) + D_{BC}(\lambda) \] (4)

The optical thickness of BC is calculated as follows by Equation (5) when the wavelength is \( \lambda \) [12]:

\[ D_{BC}(\lambda) = m_{bc} \times k_{bc}(\lambda) \] (5)

where \( m_{bc} \) is the mass concentration of BC (g/m\(^2\)), and \( k_{bc}(\lambda) \) is its mass absorption coefficient. Buffaloe et al. [17] suggested that the mass absorption coefficient of BC could be calculated as follows:

\[ k_{bc}(\lambda) = k_{bc}(550) \times (550/\lambda) \] (6)

where \( k_{bc}(550) = 7.5 \pm 1.5 \) m\(^2\)/g. In this paper, we take \( k_{bc}(550) = 7.5 \) m\(^2\)/g.

The optical thickness at \( \lambda_1 \) and \( \lambda_2 \) can be expressed as follows according to Equations (4) and (5):

\[ D(\lambda_1) = L(c_{SO_2} \sigma_{SO_2}(\lambda_1) + \sum_{i=1}^{n} \sigma_i(\lambda_1)c_i) + m_{bc} \times k_{bc}(\lambda_1) \] (7)

\[ D(\lambda_2) = L(c_{SO_2} \sigma_{SO_2}(\lambda_2) + \sum_{i=1}^{n} \sigma_i(\lambda_2)c_i) + m_{bc} \times k_{bc}(\lambda_2) \] (8)
Assume that NO\textsubscript{2} and BC extinction does not change with the wavelength change:

\begin{equation}
\sum_{i=1}^{n} \sigma_{i}(\lambda_{1})c_{i} \approx \sum_{i=1}^{n} \sigma_{i}(\lambda_{2})c_{i}
\end{equation}

(9)

\begin{equation}
m_{bc} \times k_{bc}(\lambda_{1}) \approx m_{bc} \times k_{bc}(\lambda_{2})
\end{equation}

(10)

Equations (7) and (8) results in Equation (11):

\begin{equation}
D(\lambda_{1}) - D(\lambda_{2}) = L(\sigma_{\text{SO}_2}(\lambda_{1})c_{\text{SO}_2} - \sigma_{\text{SO}_2}(\lambda_{2})c_{\text{SO}_2})
\end{equation}

(11)

According to Equation (11), the dual-wavelength SO\textsubscript{2} concentration calculation formula can be expressed as follows:

\begin{equation}
c_{\text{SO}_2} = \frac{(D(\lambda_{1}) - D(\lambda_{2}))}{(L \times (\sigma_{\text{SO}_2}(\lambda_{1}) - \sigma_{\text{SO}_2}(\lambda_{2})))}
\end{equation}

(12)

After the SO\textsubscript{2} concentration was obtained, three error indicators, namely root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE), were used to evaluate the accuracy of the SO\textsubscript{2} concentration calculation. The optimal detection wavelength was selected according to the principle of minimum error. The calculation methods of the three error indicators are presented below:

\begin{equation}
MAE = \frac{1}{k} \sum_{i=1}^{k} |c_{\text{true}} - c_{\text{forecast}}|
\end{equation}

(13)

\begin{equation}
RMSE = \sqrt{\frac{1}{k} \sum_{i=1}^{k} (|c_{\text{true}} - c_{\text{forecast}}|)^{2}}
\end{equation}

(14)

\begin{equation}
MAPE = \frac{1}{k} \sum_{i=1}^{k} \left| \frac{c_{\text{true}} - c_{\text{forecast}}}{c_{\text{true}}} \right| \times 100\%
\end{equation}

(15)

where \(c_{\text{true}}\) is the true SO\textsubscript{2} concentration; \(c_{\text{forecast}}\) is the SO\textsubscript{2} concentration calculated by the model; and \(k\) is the number of the groups of collected concentration data. As a short summary, the simulation analysis model of the optimal imaging detection (SAMID) wavelength of the SO\textsubscript{2} concentration in ship exhaust is established in this study as above.

2.1.2. Simulation Parameter Selection

On the basis of the established theoretical model, we needed to determine the parameter value according to the actual situation of the ship emission. The imaging detection technology was used herein to detect the tail gas discharged from the chimney. We assumed that, when the tail gas was discharged from the chimney, SO\textsubscript{2} and BC concentrations remained unchanged. We also assumed that the optical path \(L\) was approximately equal to the chimney diameter. Therefore, the optical path \(L\) was 0.8 m. As for the wavelength range selection, almost all of the UV light less than 280 nm was absorbed by O\textsubscript{3} in the atmosphere [18]; hence, we did not consider the wavelength less than 280 nm. We only selected the integer wavelengths between 280 and 380 nm, where SO\textsubscript{2} had an obvious absorption structure. Most NO\textsubscript{x} exists in the form of NO when the exhaust from ships is not in contact with air; thus, the NO concentration is detected in the flue. NO is rapidly transformed into NO\textsubscript{2} [19] after it reacts with O\textsubscript{3} in the air. Beecken et al. [7] showed that 15–50% of the NO\textsubscript{x} emitted by ships is transformed into NO\textsubscript{2}, and the specific value depends on the distance of the tail gas emission. For the tail gas discharged from the chimney, we assumed that 15% of NO was converted into NO\textsubscript{2}. For the unit conversion of concentration quantified as vertical column density, \(1 \text{ ppmm} = 2.5 \times 10^{15} \text{ molecules/cm}^{2}\) under the conditions of a standard atmospheric pressure and
20 °C were assumed in the whole paper [20]. Figure 1 illustrates the absorption cross-sections of SO$_2$ and NO$_2$ at room temperature [21]. We performed linear interpolation on the absorption cross-section data to obtain the absorption cross-section data corresponding to the integer wavelengths in the 280–380 nm range. In our dual-wavelength simulation analysis, the extinction coefficients of NO$_2$ and BC significantly increased with the increase of wavelength interval. However, in the dual-wavelength inversion of SO$_2$ concentration, the extinction coefficients of NO$_2$ and BC at two different wavelengths were considered as the same value. Therefore, a small wavelength interval (e.g., 1–30 nm) is favorable in order to reduce the error introduced from the extraction coefficients of NO$_2$ and BC and thus achieve accurate inversion results.

Figure 1. SO$_2$ absorption cross-section and NO$_2$ absorption cross-section (data source: The HITRAN 2016 molecular spectroscopic database [21]).

The SAMID model was used for the simulation analysis after the parameter determination. In the single-wavelength simulation analysis, all integer wavelengths between 280 nm and 380 nm were traversed to obtain the single-wavelength simulation analysis data. Meanwhile, in the dual-wavelength simulation analysis, all integer wavelengths between 280 nm and 380 nm and all the integer wavelength intervals between 1 nm and 30 nm were traversed to obtain the dual-wavelength simulation analysis data.

2.2. Experimental Design

A bench experiment was performed to obtain the ship emission data closest to the actual situation used to determine the optimal detection wavelength position of the imaging detection technology. Six kinds of fuel with a sulfur content ranging from 0.1 to 2.0% and 13 kinds of stable conditions ranging from 0 to 100% were used for this experiment. An online monitoring equipment was used to collect the gas concentration data by punching a hole on the flue.

2.2.1. Experimental Diesel Engine

The MAN B&W 6S35ME-B9 diesel engine (Figure 2) was the main engine used in the bench experiment. The main engine is an electronically controlled two-stroke six-cylinder cross-head-type ship main engine with 3400 kW power, 142 r/min rated speed, 3.5% allowable maximum marine fuel sulfur content, and 30,000 kg/h approved maximum tail gas handling capacity.
2.2.2. Marine Fuel

Six kinds of marine fuels with different sulfur contents used in the experiment were 0.1%, 0.3%, 0.5%, 0.8%, 1.5%, 2.0%. They were representative of the sulfur content in actual marine fuels during navigation and berthing.

2.2.3. Working Condition of the Diesel Engine

When the same sulfur content is used in marine fuel, the different working conditions of the diesel engine yield a main effect on ship exhaust. The main diesel engine condition recorded in the experiment is shown in Table 1 as below.

| Number | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 |
|--------|----|----|----|----|----|----|----|----|----|----|----|----|----|
| Power Percentage (%) | 0  | 5  | 10 | 15 | 20 | 25 | 30 | 40 | 50 | 60 | 80 | 90 | 100 |

3. Results and Discussion

3.1. Bench Experiment Results

The bench test began at 9:53:05 on the first day and ended at 17:56:08 on the second day, during which 10,141 groups of gas concentration data were obtained. Figure 3 shows the changes in various gas concentrations.

3.2. Single-Wavelength Simulation Analysis Results

The RMSE, the MAE, and the MAPE in different detection wavelengths were arranged in order from small to large according to the single-wavelength simulation analysis data obtained from SAMID. Figure 6 shows the distribution of the top 10 errors. The RMSE, the MAE, and the MAPE all obtained minimum values when the wavelength was 287 nm. The minimum values of RMSE, MAE, and MAPE
were 563.14 molecules/cm^3, 445.11 molecules/cm^3, and 347.22%, respectively. Therefore, the optimal detection wavelength position of the single-wavelength detection technology was 287 nm. The error is so large that the single-wavelength detection technology is difficult when directly measuring the SO_2 concentration. In practical applications of the single-wavelength imaging detection technology, cells filled with different concentrations of SO_2 gas are required for calibration [12].

The SO_2 emission is directly related to the sulfur content of fuel (Figure 4) [22,23], thereby providing a theoretical basis for calculating the sulfur content of fuel with the SO_2 concentration. The CO_2 emission depends on the engine load [24,25] and is not related to the fuel composition (Figure 5). Therefore, the sulfur–carbon ratio can be used to eliminate the influence of power and obtain a more accurate sulfur content of fuel.
3.2. Single-Wavelength Simulation Analysis Results

The RMSE, the MAE, and the MAPE in different detection wavelengths were arranged in order from small to large according to the single-wavelength simulation analysis data obtained from SAMID. Figure 6 shows the distribution of the top 10 errors. The RMSE, the MAE, and the MAPE all obtained minimum values when the wavelength was 287 nm. The minimum values of RMSE, MAE, and MAPE were 563.14 molecules/cm$^3$, 445.11 molecules/cm$^3$, and 347.22%, respectively. Therefore, the optimal detection wavelength position of the single-wavelength detection technology was 287 nm. The error is so large that the single-wavelength detection technology is difficult when directly measuring the SO$_2$ concentration. In practical applications of the single-wavelength imaging detection technology, cells filled with different concentrations of SO$_2$ gas are required for calibration [12].

3.3. Dual-Wavelength Simulation Analysis Results

The minimum values of RMSE, MAE, and MAPE for each wavelength interval were taken according to the dual-wavelength simulation analysis data obtained from SAMID. Figure 7 shows the error variation with the wavelength interval. The optimal detection wavelength positions of the dual-wavelength detection technology were determined as 297 nm and 298 nm according to the principle of minimum error. The minimum values of RMSE, MAE, and MAPE were 0.62 molecules/cm$^3$, 0.49 molecules/cm$^3$, and 0.85%, respectively. The detection errors of the optimal detection wavelength positions (i.e., 297 nm and 298 nm) were compared with those of the common volcano detection wavelength positions (i.e., 310 nm and 330 nm). Table 2 presents the relevant results.

Figure 5. Changes in CO$_2$ concentration and engine load with time.

Figure 6. SO$_2$ single-wavelength error distribution. The red dot line indicates that the inversion using wavelength of 287 nm has the smallest error.

3.3. Dual-Wavelength Simulation Analysis Results

The minimum values of RMSE, MAE, and MAPE for each wavelength interval were taken according to the dual-wavelength simulation analysis data obtained from SAMID. Figure 7 shows the error variation with the wavelength interval. The optimal detection wavelength positions of the dual-wavelength detection technology were determined as 297 nm and 298 nm according to the principle of minimum error. The minimum values of RMSE, MAE, and MAPE were 0.62 molecules/cm$^3$, 0.49 molecules/cm$^3$, and 0.85%, respectively. The detection errors of the optimal detection wavelength positions (i.e., 297 nm and 298 nm) were compared with those of the common volcano detection wavelength positions (i.e., 310 nm and 330 nm). Table 2 presents the relevant results.
positions (i.e., 297 nm and 298 nm) were compared with those of the common volcano detection wavelength positions (i.e., 310 nm and 330 nm). Table 2 presents the relevant results.
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**Table 2.** Comparison of the detection error between the optimal detection wavelength positions (i.e., 297 nm and 298 nm) and the common volcanic detection wavelength positions (i.e., 310 nm and 330 nm).

|                  | RMSE (molecules/cm$^3$) | MAE (molecules/cm$^3$) | MAPE (%) |
|------------------|-------------------------|------------------------|----------|
| 297 nm and 298 nm| 0.62                    | 0.49                   | 0.85     |
| 310 nm and 330 nm| 85.39                   | 75.93                  | 123.83   |

RMSE: root mean square error; MAE: mean absolute error; MAPE: mean absolute percentage error.

3.4. Calculation Results of the Sulfur Content

The formula for calculating the sulfur content of fuel is presented below considering the molecular weight of carbon (12 g/mol) and sulfur (32 g/mol) and the carbon mass percentage in fuel ($87 \pm 1.5\%$) [26]:

$$SFC[\%] \approx \frac{32 \times A(SO_2, ppm)}{12 \times B(CO_2, ppm)/0.87} \times 100 = 232 \times \frac{A(SO_2, ppm)}{B(CO_2, ppm)} = 0.0232 \times \frac{A(SO_2, ppm)}{B(CO_2, Vol.\%)} \quad (16)$$

where $A(SO_2, ppm)$ is the SO$_2$ concentration in ppm; $B(CO_2, ppm)$ is the CO$_2$ concentration in ppm; $B(CO_2, Vol.\%)$ is the CO$_2$ concentration in Vol.\%.

The SO$_2$ concentration obtained by the inversion at the optimal single-wavelength position (287 nm) was divided by the CO$_2$ concentration collected in the flue. The result was substituted into Equation (16) to obtain the predicted sulfur content. The SO$_2$ concentration obtained by the inversion of the optimal dual-wavelength positions at 297 nm and 298 nm was divided by the CO$_2$ concentration collected in the flue. Subsequently, the result was substituted into Equation (16) to obtain the sulfur content.
content predicted by the dual wavelength. The predicted values of each sulfur content were averaged and compared with the true sulfur content. Table 3 shows the results.

| True Sulfur Content | Sulfur Content (287 nm) | Error at 287 nm (%) | Sulfur Content (297 and 298 nm) | Error at 297 and 298 nm (%) |
|---------------------|------------------------|---------------------|-------------------------------|----------------------------|
| 2.00                | 3.14                   | 57.00               | 2.30                          | 15.00                      |
| 1.50                | 2.36                   | 57.33               | 1.69                          | 12.67                      |
| 0.80                | 1.31                   | 63.75               | 0.83                          | 3.75                       |
| 0.50                | 1.25                   | 150.00              | 0.45                          | 10.00                      |
| 0.30                | 0.92                   | 206.67              | 0.31                          | 3.33                       |
| 0.10                | 0.41                   | 310.00              | 0.10                          | 0.00                       |

3.5. Discussion

Figure 6 indicates that the error of the single-wavelength imaging detection technology was too large for practical application. This is because the light diminution caused by other gases and particles is ignored in the single-wavelength imaging detection technology. However, the light diminution and enhancement along the path, which is caused by scattering and absorption within the band due to other gases and particles in realistic situations, can be quite complex and is difficult to model [27]. Thus, the single-wavelength imaging detection technology can only be used under ideal conditions, and equipment needs to be finely calibrated in practical applications. Meanwhile, Figure 7 depicts that the SO$_2$ concentration inversion results were relatively accurate, because the dual-wavelength detection technology can reduce the influence of NO$_2$ and BC extinction. The three errors of the dual-wavelength detection technology all tended to increase with the wavelength interval increase, because the larger the wavelength interval was, the greater the difference of NO$_2$ and BC extinction between the two wavelengths was, and less NO$_2$ and BC extinction was canceled out by the dual-wavelength difference.

As far as the simulation analysis results are concerned, Table 2 shows that the error obtained using the optimal detection wavelengths of 297 nm and 298 nm was much lower than that obtained using the common wavelengths of 310 nm and 330 nm for volcano detection. In other words, wavelength optimization has a certain guiding significance for improving the precision of the dual-wavelength imaging detection technology for ship exhaust.

As shown in Table 3, large errors can be found when calculating the sulfur content with the single-wavelength detection technology. Using the single-wavelength detection technology does not distinguish between different sulfur contents. The maximum error was only 15% after the predicted values of each sulfur content in the dual-wavelength were averaged. Apart from a few outliers, the dual-wavelength predicted value fluctuated around the true value in a sufficiently small range. Therefore, using the dual-wavelength detection technology can distinguish between different sulfur contents.

4. Conclusions

For the first time, this study established a simulation analysis model (i.e., SAMID model) of the optimal imaging detection wavelength of the SO$_2$ concentration in ship exhaust. The selection of the optimal detection wavelength position was studied through a simulation analysis. The simulation results showed that the optimal detection wavelength position of the single-wavelength was 287 nm, whereas that of the dual-wavelength was 297 nm and 298 nm. By comparing and analyzing the detection errors based on the single- and the dual-wavelength detection technologies, we conclude that the latter can largely remove the influence of NO$_2$ and BC extinction, obtain a more accurate SO$_2$ concentration, and improve the inversion accuracy. The predicted result of the sulfur content at the optimal dual wavelength (297 nm and 298 nm) was close to the true value, proving the feasibility of using the dual-wavelength imaging technology for the SO$_2$ concentration retrieval and calculating
the sulfur content of fuel. The research team will add more practical factors, such as filter bandwidth, on the basis of the current work to further improve the model, adjust the optimal detection wavelength position, and better guide the development of hardware equipment.
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