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Abstract

Time series data usually contains local and global patterns. Most of the existing feature networks pay more attention to local features rather than the relationships among them. The latter is, however, also important yet more difficult to explore. To obtain sufficient representations by a feature network is still challenging. To this end, we propose a novel robust temporal feature network (RTFN) for feature extraction in time series classification, containing a temporal feature network (TFN) and an LSTM-based attention network (LSTMaN). TFN is a residual structure with multiple convolutional layers. It functions as a local-feature extraction network to mine sufficient local features from data. LSTMaN is composed of two identical layers, where attention and long short-term memory (LSTM) networks are hybridized. This network acts as a relation extraction network to discover the intrinsic relationships among the extracted features at different positions in sequential data. In experiments, we embed RTFN into a supervised structure as a feature extractor and into an unsupervised structure as an encoder, respectively. The results show that the RTFN-based structures achieve excellent supervised and unsupervised performance on a large number of UCR2018 and UEA2018 datasets.
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1. Introduction

Time series data has been used in various domains, such as weather forecasting \[67\], traffic analysis \[34, 58\], human activity recognition \[1, 66\], clinical diagnosis \[1\], human heart record \[7\], electricity demand \[40\], etc. How to make full use of the data in real-world applications is crucial, depending on how well features are extracted. Different from other types of data, such as ImageNet for image classification \[8\], SemEval-2014 for sentiment recognition \[38\], and ICDAR2019 for natural scene text processing \[56\], a time series is a sequence of time-ordered data points recording certain processes \[2\]. In time series data, local patterns are local temporal features while global patterns are relationships among local ones. Recently, effective feature and relation extraction has become a critical challenge, which is also a basis for time series classification \[2, 11, 23, 31\].

So far, there have been two classes of approaches for addressing the challenge above, including traditional algorithms and deep learning ones \[11\]. The traditional algorithms are mainly distance-based. They mine features and regularizations from data, by revealing the significant differences and connections within the data. There are two streams of widely used algorithms, namely nearest neighbor (NN) methods based on a distance function, especially the dynamic time warping (DTW) distance, and linear logistic methods. Thanks to the use of DTW, the NN methods compensate for possible confounding offset by allowing some realignment of the series to show differences in the arrangement of data \[2, 28\]. The hierarchical vote collective of transformation-based ensembles (HIVE-COTE) \[29\] and the local cascade ensemble (LCE) \[9\] are two representative algorithms in the literature. Meanwhile, the linear logistic methods rely on logistic models to build internal logical structures of data and explore basic regularizations from them, e.g. the fisher kernel learning (KFL) \[32\], the hidden unit logistic model (HULM) \[36\] and the hidden state conditional random field
On the other hand, the deep learning algorithms aim at unfolding the internal representation hierarchy of data, which helps to capture the intrinsic connections among representations. These algorithms can be roughly classified into two categories, namely single-network-based and dual-network-based models. To be specific, a single-network-based model simply uses one (usually hybridized) network to handle both feature and relation extraction. These models pay attention to mining the basic representation hierarchy of data and significant connections within the hierarchy, e.g., ConvTimeNet, InceptionTime, and OmniScale 1-dimensional convolutional neural network (OS-CNN). A dual-network-based model is composed of a local-feature extraction network and a relation extraction network in parallel. The first network, usually convolutional structure based, concentrates on local features while the second one focuses on relationships among the features extracted, e.g., Transformer-based model, ALSTM-FCN, etc. Compared with feature extraction, relation extraction aims at capturing those hidden connections among the features extracted before. In other words, a relation extraction network is able to compensate for the loss of the representations ignored by its corresponding feature extraction network. Hence, it is of vital importance to design an effective relation extraction network for different applications. In particular, attention and long short-term memory (LSTM) networks are widely used for relation extraction in the context of time series classification. This is because attention mechanism can relate different positions of a sequence to derive the relationships at certain positions while LSTM is able to explore long- and short-period dependencies in data, both of which help to enhance the relation extraction.

Nowadays, hybridizing attention and LSTM networks for relation extraction has attracted increasingly more research efforts in time series classification. There are mainly two ways to combine them, namely cascading and embedding models. A cascading model simply stacks attention and LSTM networks one after another to realize some specific functions. But, neither attention networks
nor LSTM networks require significant changes in their structures, e.g. the attention LSTM (AttLSTM) models [19, 20]. However, the cascading models usually suffer from two drawbacks. Firstly, almost all attention networks are based on fully connected networks, which are not sensitive to the intricate features hidden in data. Secondly, the useful representations extracted before are easily lost as they go through subsequent networks. An embedding model, on the other hand, integrates attention and LSTM networks in a compact manner. With less layers of neural networks cascaded, less features are lost during data transmission. Thus, more useful features and relationships are made use of by the model. Such a model is sensitive to regular and periodic data and hence able to concentrate on the local and periodical variations of data, e.g. LSTM with trend attention gate (LSTMTAG) [30]. If not designed properly, an embedding model may not be aware of the global variations of those non-periodical data, especially when handling long univariate and multivariate datasets. Theoretically speaking, compared with fully connected networks, embedding LSTM networks into an attention structure helps to provide it with significantly more temporal features for calculation, improving its sensitivity to the global variations of non-periodical data. Unfortunately, such a structure has not been raised in the time series data mining community.

To take the advantages of the dual-network-based model and the hybridization of attention and LSTM networks, this paper proposes a robust temporal feature network (RTFN) for feature extraction in the area of time series classification. RTFN consists of a temporal feature network, as its local-feature extraction network, and an LSTM-based attention network, as its relation extraction network. Our main contributions are summarized below.

- The temporal feature network is a CNN-based residual structure, responsible for extracting sufficient local features. Multi-head CNN layers are used to diversify multi-scale features while self-attention is adopted to relate different positions of the features extracted before. To reduce the loss of features during their transmission, the leaky rectified linear unit is used as the activation function.
- The LSTM-based attention network contains two identical layers. In each layer, instead of fully connected networks, LSTM networks are used to obtain the query, key and value matrices for their corresponding attention structure. Different from the existing structures that combine attention and LSTM networks, the LSTM-based attention network can pay attention to the global variations of non-periodical data, which helps to mine useful relationships among the features already learned.

- We embed RTFN into a supervised structure, and test it on 85 UCR2018 datasets and 30 UEA2018 datasets, where the RTFN-based algorithm outperforms a number of state-of-the-art supervised algorithms on 39 UCR2018 and 14 UEA2018 datasets, respectively. Moreover, we also use RTFN in a simple unsupervised clustering as an encoder and ours wins 9 out of 36 UCR2018 datasets, compared with 13 unsupervised algorithms.

The rest of the paper is organized as follows. Section 2 reviews the state-of-the-art deep learning algorithms for time series classification and various combinations of attention and LSTM networks. Section 3 introduces the overview of RTFN, its key components, the RTFN-based supervised structure and the RTFN-based unsupervised clustering. Experimental results and analysis are given in Section 4. Section 5 concludes the paper.

2. Related Work

This section first reviews the deep learning algorithms for time series classification and then discusses the existing means to hybridize attention and LSTM networks.

2.1. Deep Learning Algorithms

Since the introduction of the fully convolutional network (FCN) [59], increasingly more algorithms have been proposed to address time series classification problems [11]. In general, these algorithms are either single-network-based or dual-network-based. Single-network-based algorithms focus on significant fea-
tures of data. For example, a 34-layer convolutional neural network was constructed to handle the ECG classification problem [43]. Serrà et al. developed a universal encoder based on CNN and convolutional attention to mine the temporal representations from input data [18]. In [22], an off-the-shelf deep CNN (ConvTimeNet) with four convolutional blocks was proposed as a transferable network to adapt quickly for the requirements of datasets. Fawaz et al. used a fast gradient sign method to fool a ResNet model, called an adversarial attacks for time series classification, where a set of synthetic samples was generated [10]. Besides, InceptionTime [12] and OS-CNN [53] are often regarded as two representative single-network-based models, achieving decent performance on many univariate time series datasets. InceptionTime uses an inception structure to explore multi-scale representations from data while OS-CNN adopts 1-dimensional CNN to mine local features and the relationships among them. On the other hand, as an emerging trend for time series classification, the dual-network-based models have not received much research attention yet. A few LSTM-FCN-based models were designed to cope with univariate and multivariate time series classification problems [19, 20], where FCN and LSTM were used for feature and relation extraction, respectively. In [18], Huang et al. proposed a residual attention net (RAN) consisting of a ResNet-based feature network and a transformer-based relation network, obtaining promising performance on UCR datasets. Meanwhile, the dual-network-based algorithms usually achieved better classification performance than those single-network-based ones [18, 19, 20].

2.2. Hybridization of Attention and LSTM

Hybridizing attention and LSTM models is an emerging solution to temporal and spatial relation extraction. The existing works mainly include cascading and embedding models. The former simply stacks attention and LSTM structures together. For instance, an attention-LSTM model was adopted to cope with univariate and multivariate time series classification on UCR and UEA datasets, respectively [19, 20]. An attention-LSTM model was integrated into
the convolution–deconvolution word embedding to merge context-specific and
task-specific information [51]. In [64], an attention-based time-incremental CNN
cascaded attention and LSTM networks for temporal and spatial information
fusion of ECG signals. Besides, the cascading models have been applied to video
segmentation [57], semantic relation extraction [14], visual question answer [68],
urban flow prediction [46], and so on. On the other hand, the embedding models
focus on the compact integration of attention and LSTM networks. For instance,
a TAG-embedded LSTM model was devised to explore the local variations of
quasi-periodic time series data [30]. Wang et al. [70] proposed a novel on-
line attentional recurrent neural network (ARNN) model for video track, where
inter- and intra-attention models was embedded into a bi-directional LSTM to
distinguish different background scenarios. In [6], Chen et al. put forward an
identity-aware single shot multiboxes detector for object detection, where an
attention-embedded LSTM structure was used to locate positions of interesting objects. In [52], an attention-based LSTM was introduced to capture the
representation hierarchy of data in power consumption forecasting.

2.3. Analysis and Motivation

The dual-network-based models realize feature and relation extraction by
two separate networks in parallel. Such a model usually performs better than a
single-network-based model in supervised classification and unsupervised clus-
tering, according to references [18, 19, 20] and our observations in Section 4.4.
Nevertheless, designing a dual-network-based model is quite challenging since
its structure should be constructed properly according to the requirements of
datasets, especially its relation extraction network. The hybridization of atten-
tion and LSTM offers a promising means to discover the relationships among the
representations obtained from data. But, the existing cascading and embedding
models cannot well handle the global variations of non-periodical time series
data. The above is the motivation why we design a dual-network-based algo-
thesis for time series classification and why we embed LSTM into an attention
structure for relation extraction.
3. RTFN

This section first overviews the structure of RTFN, and then describes two important components, namely a convolutional neural block and an LSTM-based attention layer. In the end, the RTFN-based supervised structure and unsupervised clustering are introduced.

![Figure 1: Structure of RTFN.](image)

3.1. Overview

The structure of RTFN is shown in Fig. 1. It primarily consists of a temporal feature network (TFN) and an LSTM-based attention network (LSTMaN). In TFN, a convolutional neural block, namely ‘Conv1D’, is seen as a basic building block, responsible for capturing the local features from the input. Two multi-head convolutional neural layers, each consisting of four Conv1D blocks, are used to discover higher-level multi-scale features from the lower-level features extracted before. Besides, we place a self-attention layer \[55\] between the two multi-head layers to relate the positions of the local features obtained by the first multi-head layer, which helps to enrich the input features of the second
multi-head layer. Detailed observations can be found in Section 4.3. LSTMaN is composed of two LSTM-based attention layers, aiming at digging out the intrinsic relationships among the features learned from the input, which helps to compensate for the loss of the representations ignored by TFN. TFN and LSTMaN are used as the local-feature and relation extraction networks, respectively. Combining them together provides RTFN with sufficient features and relationships. In this paper, RTFN is embedded into a supervised structure in Section 3.4 and an unsupervised clustering in Section 3.5, respectively.

3.2. Convolutional Neural Block (Conv1D)

A Conv1D block consists of a 1-dimensional CNN module, a batch normalization module and a leaky rectified linear unit (LeakReLU) activation function [45]. To be specific, the CNN module is used to explore the local features from the input [26]. The batch normalization module eliminates the internal covariate shift and is thus able to ensure a faster training process. This module also helps to regularize the proposed RTFN and enhance its local-feature extraction ability in supervised classification and unsupervised clustering. Meanwhile, different from the rectified linear unit (ReLU) that only considers positive numbers, LeakReLU takes care of both positive and negative numbers, reducing the loss of features during the data transmission process. Detailed observations are shown in Section 4.3. The LeakReLU activation is defined in Eq. (1).

\[
f_{\text{LeakReLU}}(x) = \begin{cases} 
\alpha x, & x < 0 \\
x, & x \geq 0 
\end{cases}
\]  

(1)

where, \(x\) is the input of the LeakReLU unit and \(\alpha\) is a coefficient for negative numbers. Following the widely recognized YOLOv3 [45], we set \(\alpha = 0.1\) in this paper.

3.3. LSTM-based attention Layer

As aforementioned, LSTMaN is proposed for relation extraction, including two LSTM-based attention layers. The two layers have exactly the same structure, as shown in Fig. 2, where 'MatMul' is a matrix multiplication operation.
The first layer is used to extract the basic relationships from the input while the second one is responsible for mining the intricate connections among them. By extending the details of the relationships obtained before, the second layer helps to extract more complex regularizations hidden in data, compared with the first layer.

![Figure 2: Structure of the LSTM-based attention layer.](image)

Different from the existing models that hybridize attention and LSTM networks (see Section 2.2), an LSTM-based attention layer incorporates LSTM networks into an attention structure. In this network, a temporal query and a set of key-value pairs are mapped to an output, where the query, key, and value are matrices obtained from the feature extraction by the LSTM networks. The output is defined as a weighted sum of the values with sufficient representations. In this paper, each value is obtained by a compatibility function that helps to mine the hidden relationships between a query and its corresponding key that already carry basic features. This helps to strengthen the robustness of each LSTM-embedded attention layer, where detailed observations can be seen in Section 4.3. The query, key and value matrices output by the three LSTM networks, $I_q$, $I_k$, $I_v$, are defined in Eqs. (2), (3) and (4), respectively.

\[
I_q = f_{LSTM-Q}(x) \tag{2}
\]

\[
I_k = f_{LSTM-K}(x) \tag{3}
\]

\[
I_v = f_{LSTM-V}(x) \tag{4}
\]

where, $x$ is the input of the layer and $f_{LSTM-Q}$, $f_{LSTM-K}$ and $f_{LSTM-V}$ are the LSTM functions for obtaining the query, key and value matrices, respectively.
After $x$ goes through the LSTM networks, $I_q$, $I_k$ and $I_v$ carry sufficient long-and short-term features. They are then fed into the attention structure and its output matrix, $O_{Att}$, is defined in Eq. (5).

\[ O_{Att} = f_{\text{SoftMax}}(I_q \cdot I_k^T) \cdot I_v \] (5)

where, $f_{\text{SoftMax}}$ is a commonly used function to compute the possibilities of a certain matrix, and $I_k^T$ is the transpose of $I_k$.

3.4. RTFN-based Supervised Structure

The RTFN-based supervised structure is shown in Fig. 3, where a dropout layer and a fully-connected layer are cascaded to the output of RTFN. To be specific, we introduce the dropout layer to avoid overfitting during the training process. The fully-connected layer functions as the classifier. The reason we simply use the dropout and fully-connected layers is that the features extracted by RTFN are sufficiently good and thus a complicated classifier network is not necessary. Like other commonly used supervised algorithms [2, 11, 18, 20], we use the cross entropy function to compute the average difference between the ground truth labels and their corresponding prediction results, $L_{\text{super}}$, as written in Eq. (6).

\[ L_{\text{super}} = -\frac{1}{n} \sum_{i=1}^{n} (\hat{Y}_i^{\text{train}} \log(p_i)) \] (6)
where, \( n \) is the number of samples, and \( \hat{Y}^{train}_{i} \) and \( p_{i} \), \( i = 1, 2, ..., n \), are the ground truth label of the \( i \)-th sample and its corresponding prediction output, respectively.

3.5. RTFN-based Unsupervised Clustering

The RTFN-based unsupervised clustering is based on a widely adopted auto-encoder unsupervised structure, as shown in Fig. 4. To be specific, it is primarily composed of a RTFN-based encoder, a decoder and a K-means algorithm [17]. RTFN is responsible for obtaining as many useful representations from the input as possible. The decoder is made up of four fully-connected layers, helping to reconstruct the features captured by RTFN. Besides, the K-means algorithm acts as the unsupervised classifier.

Different from taking the k-means loss into account [15, 31, 33], the RTFN-based unsupervised clustering simply depends on the reconstruction loss (i.e. the mean square error), \( \mathcal{L}_{rec} \), as defined in Eq. (7).

\[
\mathcal{L}_{rec} = \frac{1}{n} \sum_{i=1}^{n} (\hat{X}^{train}_{i} - X^{rec}_{i})^2
\]  

where \( \hat{X}^{train}_{i} \) and \( X^{rec}_{i} \), \( i = 1, 2, ..., n \), are the input and the decoder output of the \( i \)-th sample, respectively.
4. Experiments and Analysis

This section first introduces the experimental setup and performance metrics, and then focus on the ablation study. Finally, the RTFN-based supervised structure and unsupervised clustering are evaluated, respectively.

4.1. Experimental Setup

Extensive experiments in supervised classification and unsupervised clustering have been conducted. This section introduces the standard datasets first and the implementation details later.

Supervised Classification Datasets. We evaluate the performance of the RTFN-based supervised structure by a number of univariate and multivariate time series datasets. For the univariate time series, UCR2018 [7] is one of the authoritative data archives, which contains 128 datasets with different lengths in a variety of application areas. We select 85 standard datasets from the UCR2018 archive, consisting of 65 'short-medium' and 20 'long' time series datasets. In this paper, a 'long' dataset is a dataset with a length of over 500. The details of these datasets are shown in Table 1. For the multivariate time series, UEA2018 [1] is a commonly used data archive, including 30 datasets in seven application areas, namely audio spectra, electrocardiogram, electroencephalogram, human activity recognition, motion, eagnetoencephalography and other. Their details are listed in Table 2.

Unsupervised Clustering Datasets. Following the protocol used in [15, 31, 33], we verify the performance of the RTFN-based unsupervised clustering by 36 standard datasets selected from the UCR2018 archive. They are marked with 'YES' in column 'Unsupervised' in Table 1.

Implementation Details. Firstly, we introduce the parameter settings for TFN. As mentioned in Section 3.2, each Conv1D block contains a 1-dimensional CNN module. In the two Conv1D blocks next to the input, each 1-dimensional CNN module has 128 channels, each with a kernel size of 11. In the Conv1D block directly connected to the residual junction, the 1-dimensional CNN module also has 128 channels, each with a kernel size of 1. In each multi-head
| Classes | Features | Duration | Description | Type | Supervised |
|---------|----------|----------|-------------|------|-------------|
| 1194 | 1000 | 896 | YES | YES | YES |
| 2439 | 370 | 23 | YES | YES | YES |
| 6164 | 810 | 17 | YES | YES | YES |
| 1000 | 1320 | 2 | YES | YES | YES |
| 896 | 2524 | 8 | YES | YES | YES |
| 896 | 2524 | 8 | YES | YES | YES |
| 896 | 2524 | 8 | YES | YES | YES |
| 1000 | 1320 | 2 | YES | YES | YES |
| 1000 | 1320 | 2 | YES | YES | YES |
| 1000 | 1320 | 2 | YES | YES | YES |

Table 1: Details of the 85 univariate time series datasets. Those marked with 'YES' are also used for unsupervised clustering experiments.
Table 2: Details of the 30 multivariate time series datasets. Abbreviations: AS - Audio Spectra, ECG - Electrocardiogram, EEG - Electroencephalogram, HAR - Human Activity Recognition, MEG - Magnetoencephalography.

| Index | Dataset                  | TrainSize | TestSize | NumDimensions | SeriesLength | Classes | Type         |
|-------|--------------------------|-----------|----------|---------------|--------------|---------|--------------|
| AWR   | ArticularWordRecognition | 275       | 300      | 9             | 144          | 25      | Motion       |
| AF    | AtrialFibrillation        | 15        | 15       | 2             | 640          | 3       | ECG          |
| BM    | BasicMotions             | 40        | 40       | 6             | 100          | 4       | BAR          |
| CT    | CharacterTrajectories     | 1422      | 1436     | 3             | 182          | 20      | Motion       |
| CR    | Cricket                  | 108       | 72       | 6             | 1197         | 12      | BAR          |
| DDG   | DuckDuckGeeses           | 50        | 50       | 1345          | 270          | 5       | AS           |
| EW    | EigenWorm                | 128       | 131      | 6             | 17894        | 4       | Motion       |
| EP    | Epilepsy                 | 137       | 138      | 3             | 206          | 4       | BAR          |
| EC    | EthanolConcentration     | 284       | 283      | 3             | 1751         | 4       | BAR          |
| ER    | Elling                   | 30        | 270      | 4             | 65           | 6       | Other        |
| FD    | FaceDetection            | 5890      | 3524     | 144           | 62           | 2       | EGG/MEG      |
| FM    | FingerMovements          | 336       | 100      | 28            | 50           | 2       | EGG/MEG      |
| RMD   | HandMovementDirection    | 160       | 74       | 10            | 400          | 4       | EGG/MEG      |
| HW    | Handwriting              | 150       | 850      | 3             | 152          | 26      | BAR          |
| HH    | Heartbeat                | 204       | 205      | 61            | 405          | 2       | AS           |
| EW    | InsectWingbeat           | 30000     | 28000    | 200           | 30           | 10      | AS           |
| JV    | JapaneseVowels           | 270       | 370      | 12            | 20           | 9       | AS           |
| LIB   | Libras                   | 180       | 180      | 2             | 45           | 15      | BAR          |
| LSST  | LSST                     | 2459      | 2466     | 6             | 36           | 14      | Other        |
| MI    | MotorImagery             | 278       | 100      | 64            | 1000         | 2       | EGG/MEG      |
| NATO  | NATOIPS                  | 180       | 180      | 24            | 51           | 6       | BAR          |
| PD    | ProDigits                | 7094      | 3498     | 2             | 8            | 10      | EGG/MEG      |
| PEMS  | PEMS                     | 287       | 173      | 963           | 144          | 7       | EGG/MEG      |
| PS    | Phoneme                  | 3315      | 3353     | 11            | 217          | 39      | AS           |
| RS    | RacketSports             | 154       | 152      | 6             | 30           | 4       | BAR          |
| SRS1  | SelfRegulationSCP1       | 268       | 293      | 6             | 896          | 2       | EGG/MEG      |
| SRS2  | SelfRegulationSCP2       | 200       | 180      | 7             | 1152         | 2       | EGG/MEG      |
| SAD   | SpokenArabicDigits       | 6699      | 6599     | 13            | 93           | 10      | AS           |
| SWJ   | StandWalkJump            | 11        | 15       | 4             | 2500         | 3       | ECG          |
| UW    | UWaveGestureLibrary      | 120       | 320      | 3             | 315          | 8       | BAR          |

Conv1D layers, each of the four 1-dimensional CNN modules has 32 channels. Besides, these modules are with kernel sizes of 5, 8, 11 and 17, respectively.

Secondly, we introduce the parameter settings for LSTMaN. As described in Section 3.3, there are two LSTM-based attention layers. In each layer, the number of hidden units in each LSTM network is set to 128.

Last but not least, we dynamically adjust the learning rate during the training process. Let the total number of training epochs and the size of each decay period denoted by $N_{tot}$ and $N_{dec}$, respectively. Let $l_{rate}(j), j = 1, 2, ..., J$, denote the learning rate of the $j$ - th decay period, where $J = \lceil N_{tot}/N_{dec} \rceil - 1$. Its definition is written in Eq. (8).

$$l_{rate}(j) = (1 - d_{rate}) \times l_{rate}(j - 1)$$ (8)
where \( d_{rate} \) and \( J \) are the decay rate of \( l_{rate} \) and the total number of the decay periods, respectively. In this paper, we set \( l_{rate}(0) = 0.01 \) and \( d_{rate} = 0.1 \). Once \( l_{rate} \) is smaller than 0.0001, we fix it to 0.0001. The RMSPropOptimizer of Tensorflow is used to tune the parameters of our proposed RTFN structures for supervised classification and unsupervised clustering.

All experiments are run on a computer with Ubuntu 18.04 OS, a Nvidia GTX 1070Ti GPU with 8GB, a Nvidia GTX 1080Ti GPU with 11GB and an AMD R5 1400 CPU with 16G RAM.

4.2. Performance Metrics

To evaluate the performance of various algorithms in terms of supervised classification and unsupervised clustering, we adopt a number of well known performance metrics explained below.

**Supervised Classification.** Three metrics are used to rank different supervised algorithms in terms of the top-1 accuracy, including 'win'/'tie'/'lose', mean accuracy (MeanACC), and AVG\_rank. To be specific, for an arbitrary algorithm, its 'win', 'tie' and 'lose' values indicate on how many datasets this algorithm performs better than, equivalent to, and worse than the others, respectively. For each algorithm, the 'best' value is the summation of its corresponding 'win' and 'tie' values while the 'total' value is the total number of datasets tested. In addition, the AVG\_rank score measures the average difference between the accuracy values of a model and the best accuracy values among all models [2, 9, 11, 18].

**Unsupervised Clustering.** Note that the top-1 accuracy is not applicable to unsupervised clustering. Instead, we use a widely adopted performance indicator, the rand index (RI) [44], \( RI \), as defined in Eq. (9).

\[
RI = \frac{PTP + NTP}{s(s-1)/2} \tag{9}
\]

where \( PTP \) and \( NTP \) are the numbers of the positive and negative time series.
pairs in the clustering, respectively, and \( s \) is the dataset size. Besides, we denote the average RI value of a certain algorithm by ‘AVG RI’.

4.3. Ablation Study

As shown in Fig. 1, RTFN mainly consists of a temporal feature network for local-feature extraction, i.e. TFN, and an LSTM-based attention network for relation extraction, i.e. LSTMaN.

Table 3: The top-1 accuracy results of different supervised algorithms on 12 selected datasets.

| Dataset Series | Type | TFN | TFN w ReLU | TFN w/o SelAtt | TFN+1LSTM | TFN+2LSTM | TFN+3LSTM | TFN+AttLSTM | TFN+LSTM+TAG |
|----------------|------|-----|------------|----------------|-----------|-----------|-----------|-------------|---------------|
| Univariate Time Series | Beef | 0.6267 | 0.5945 | 0.5402 | 0.7034 | 0.7655 | 0.7655 | 0.7057 | 0.7034 |
| | Car | 0.6418 | 0.6354 | 0.626 | 0.6708 | 0.7169 | 0.7028 | 0.6898 | 0.6418 |
| | ECG200 | 0.6533 | 0.6315 | 0.6018 | 0.7018 | 0.7285 | 0.7285 | 0.7018 | 0.7018 |
| | Lighting7 | 0.5373 | 0.5119 | 0.4966 | 0.5729 | 0.6230 | 0.6230 | 0.5770 | 0.5770 |
| | AVG RI | 0.598 | 0.573 | 0.5502 | 0.6222 | 0.7085 | 0.7085 | 0.6931 | 0.6931 |

Table 4: The RI results of different unsupervised algorithms on 4 selected datasets.

| Dataset Series | Type | TFN | TFN w ReLU | TFN w/o SelAtt | AVG RI |
|----------------|------|-----|------------|----------------|-------|
| Beef | 0.6267 | 0.5941 | 0.5402 | 0.7034 |
| Car | 0.6418 | 0.6354 | 0.626 | 0.6708 |
| ECG200 | 0.6533 | 0.6315 | 0.6018 | 0.7018 |
| Lighting7 | 0.5373 | 0.5119 | 0.4966 | 0.5770 |
| AVG RI | 0.598 | 0.573 | 0.5502 | 0.6222 |

4.3.1. Temporal Feature Network

TFN is featured with LeakReLU-based activation and self-attention. To study the effectiveness of the two components, we compare the performance of a number of TFN variants listed below.

- TFN: the proposed TFN, where LeakReLU and self-attention are used.
- TFN w ReLU: TFN with ReLU instead of LeakReLU.
- TFN w/o SelAtt: TFN without the self-attention layer.

For the performance comparison of supervised classification, 12 datasets are selected from the UCR 2018 and UEA 2018 archives, including 8 univariate
and 4 multivariate datasets. Besides, these univariate datasets contain 4 'short-
medium' and 4 'long' time series datasets. As for the performance comparison
of unsupervised clustering, we select 4 univariate datasets from the UCR 2018 archive.

The top-1 accuracy and RI results obtained by different supervised and un-
supervised algorithms are shown in Table 3 and Table 4, respectively. It is easily
observed that TFN outperforms TFN w ReLU on each dataset for supervised
classification or unsupervised clustering. For example, the top-1 accuracy values
of TFN and TFN w ReLU are 0.833333 and 0.611111, respectively. Different
from ReLU that focuses on positive numbers only, LeakReLU makes use of
both positive and negative numbers, helping to avoid the loss of the extracted
features during their transformation. Thus, LeakReLU can mine more local
features from the input. This is why LeakReLU improves both the supervised
and unsupervised performance of TFN, compared with ReLU. Then, we com-
pare TFN and TFN w/o SelAtt in term of the supervised classification and
unsupervised clustering. Apparently, TFN overweighs TFN w/o SelAtt on all
the datasets. The reason behind this, is the SelAtt layer can relate different
positions of time series data, enriching the extracted features. So, embedding
the SelAtt layer in TFN helps to enhance its supervised and unsupervised per-
formance. Therefore, LeakReLU and self-attention are necessary for TFN.

4.3.2. The LSTM-based Attention Network

In RTFN, LSTMaN consists of two LSTM-based attention layers. To inves-
tigate the effectiveness of LSTMaN, we compare a number of RTFN structures
with the following relation-extraction components.
- 1LSTMaL: one LSTM-based attention layer.
- 2LSTMaL: two LSTM-based attention layers, i.e. the proposed LSTMaN.
- 3LSTMaL: three LSTM-based attention layers.
- AttLSTM: a cascading attention-LSTM model, where attention and LSTM
  layers simply pile up [20].
- LSTMTAG: an embedding attention-LSTM model, where a trend atten-
tion gate is embedded into an LSTM structure [30].

To make a fair comparison, TFN is used in each RTFN structure as the local-feature extraction network. In other words, no matter for supervised classification or unsupervised clustering, the corresponding RTFN structures are exactly the same, except for their relation-extraction components.

Firstly, we study the impact of the number of LSTM-based attention layers on the performance of RTFN. Between TFN+2LSTMaL and TFN+1LSTMaL, one can observe from Tables 3 and 4 that the former always performs better than the latter. In the 2LSTMaL structure, the second layer unfolds the details of the relationships among the features captured by the first layer and hence can discover those complicated representations ignored before. This is why 2LSTMaL mines more intricate relationships hidden in the data than 1LSTMaL. If comparing TFN+2LSTMaL and TFN+3LSTMaL, one can see that the two achieve equivalent performance in almost all cases except dataset ‘Car’, as illustrated in Tables 3 and 4. The following explains why. In the 3LSTMaL structure, the third layer is supposed to further extend the details of the relationships among those features extracted by the first and second layers. However, all intrinsic details have been explicitly unveiled in the second layer. In this case, the third layer only acts as an information transmission layer. This layer not only may lead to loss of features during their transmission, but also consumes additional computing resources, especially to complicated datasets. Actually, 2LSTMaL aims at striking a balance between accuracy and model complexity.

To further support this, we show the model complexity comparison of different supervised algorithms on 4 long time series datasets in Table 5. It is easily seen that TFN+2LSTMaL has a lower model complexity than TFN+3LSTMaL, e.g. their CPU time on dataset ‘SemgHandGendeCh2’ is 32.421894s and 35.440211s, respectively.

Secondly, we investigate the effectiveness of the proposed LSTMaN by comparing it with two well recognized models based on attention and LSTM. It can been seen from Tables 3 and 4 that TFN+AttLSTM and TFN+LSTMTAG are beaten by TFN+2LSTMaL on each dataset for supervised classification or
Table 5: Computational complexity comparison of TFN+1LSTMaL, TFN+2LSTMaL and TFN+3LSTMaL in terms of supervised classification. Abbreviations: M – Measured in Millions, s – Measured in Seconds.

| Algorithm          | Dataset                  | Parameters (M) | CPU only (s) | With GPU 1080Ti (s) | With GPU 1070Ti (s) |
|--------------------|--------------------------|----------------|-------------|---------------------|---------------------|
| TFN+1LSTMaL        | SemgHandGenderCh2        | 2.56755        | 30.277891   | 1.506916            | 1.603434            |
| TFN+2LSTMaL        | SemgHandGenderCh2        | 2.995131       | 32.421894   | 2.127678            | 2.429863            |
| TFN+3LSTMaL        | SemgHandGenderCh2        | 3.262915       | 35.440211   | 2.893432            | 3.129045            |
| TFN+1LSTMaL        | SemgHandMovementCh2      | 3.105615       | 21.771511   | 1.305190            | 1.537634            |
| TFN+2LSTMaL        | SemgHandMovementCh2      | 3.626167       | 24.561916   | 1.903635            | 2.028537            |
| TFN+3LSTMaL        | SemgHandMovementCh2      | 4.034311       | 26.680317   | 2.465214            | 2.634242            |
| TFN+1LSTMaL        | SemgHandSubjectCh2       | 3.123979       | 20.747758   | 1.393914            | 1.529973            |
| TFN+2LSTMaL        | SemgHandSubjectCh2       | 3.426036       | 24.651912   | 1.964818            | 2.098713            |
| TFN+3LSTMaL        | SemgHandSubjectCh2       | 3.839362       | 26.720378   | 1.514096            | 2.795453            |
| TFN+1LSTMaL        | Rock                     | 4.737211       | 6.989938    | 1.237770            | 1.328797            |
| TFN+2LSTMaL        | Rock                     | 5.042245       | 8.687216    | 1.369962            | 1.576917            |
| TFN+3LSTMaL        | Rock                     | 5.453398       | 10.772195   | 1.606344            | 2.103435            |

unsupervised clustering. The following explains the reasons. On the one hand, AttLSTM lacks of in-depth attention to the internal connections among the already extracted representations during their transmission, and thus insufficient features are mined from data. Meanwhile, LSTMTAG is able to concentrate on the local variations of periodical data, due to the LSTM structure with TAG embedded. It is, however, not sensitive to the global variations of nonperiodical data, which is not beneficial to discover complex connections hidden in the data, especially when facing long univariate datasets and multivariate ones. For instance, for TFN+LSTMTAG, its top-1 accuracy values on datasets 'Rock' and 'AF' are only 0.68 and 0.2, respectively. On the other hand, compared with TFN, TFN+2LSTMaL always obtains a higher accuracy value on each dataset, no matter in the aspect of supervised classification or unsupervised clustering. This clearly unveils that LSTMaN plays a non-trivial role in the performance improvement. This is because the two LSTMaL are capable of extracting those intricate representations that may be ignored by TFN. In other words, LSTMaN and TFN well complement each other in RTFN.

4.4. Evaluation of the RTFN-based Supervised Structure

To evaluate the performance of the RTFN-based supervised structure, we compare it with a number of state-of-the-art supervised algorithms against 'win' / 'lose' / 'tie', MeanACC and AVG_rank on 85 univariate and 30 multivariate
| Datasets | DistalPhalanxOutlineAgeGroup | GunPointMaleVersusFemale | SonyAIBORobotSurface1 | UWaveGestureLibraryAll | SemgHandMovementCh2 | UWaveGestureLibraryX | SemgHandGenderCh2 | DiatomSizeReduction | ProximalPhalanxTW | ItalyPowerDemand | GunPointAgeSpan | WordSynonyms | HandOutlines | TwoPatterns | Earthquakes | ECG5000 | CricketZ | OliveOil | ACSF1 | Wafer | Adiac | Table 6: Results of different supervised algorithms on 85 selected datasets. |
|----------|-----------------------------|--------------------------|-----------------------|-------------------------|---------------------|-------------------|-----------------|-------------------|----------------|----------------|----------------|-------------|--------------|------------|-------------|----------|--------|--------------|--------|----------|-------------|-----------------|
| **FNN**  | 0.9482                      | 0.944                      | 0.9402                | 0.925                    | 0.9402              | 0.9448            | 0.9418          | 0.8978            | 0.9487          | 0.919          | 0.9541        | 0.832        | 0.835        | 0.723       | 0.833       | 0.86          | 0.75   | 0.75     | 0.75        | 0.75             |
| **CNN**  | 0.9949                      | 0.9737                    | 0.899                 | 0.9649                   | 0.9649              | 0.9956            | 0.9956          | 0.9768            | 0.9936          | 0.9873         | 0.9988        | 0.9936      | 0.9936      | 0.9768      | 0.9988      | 0.9988       | 0.9768 | 0.9988  | 0.9988       | 0.9988            |
| **RNN**  | 0.9949                      | 0.8409                    | 0.807                 | 0.9802                   | 0.8367              | 0.9956            | 0.9956          | 0.9768            | 0.9936          | 0.9873         | 0.9988        | 0.9936      | 0.9936      | 0.9768      | 0.9988      | 0.9988       | 0.9768 | 0.9988  | 0.9988       | 0.9988            |
| **CRF**  | 1                           | 1                         | 1                     | 1                        | 1                    | 1                 | 1               | 1                 | 1                | 1              | 1              | 1            | 1            | 1           | 1           | 1            | 1      | 1       | 1            | 1                 |
| **SVM**  | 0.9882                      | 0.843                      | 0.836                 | 0.9802                   | 0.8367              | 0.9956            | 0.9956          | 0.9768            | 0.9936          | 0.9873         | 0.9988        | 0.9936      | 0.9936      | 0.9768      | 0.9988      | 0.9988       | 0.9768 | 0.9988  | 0.9988       | 0.9988            |
| **C4.5** | 0.9949                      | 0.9737                    | 0.899                 | 0.9649                   | 0.9649              | 0.9956            | 0.9956          | 0.9768            | 0.9936          | 0.9873         | 0.9988        | 0.9936      | 0.9936      | 0.9768      | 0.9988      | 0.9988       | 0.9768 | 0.9988  | 0.9988       | 0.9988            |
| **DAF**  | 0.9949                      | 0.8409                    | 0.807                 | 0.9802                   | 0.8367              | 0.9956            | 0.9956          | 0.9768            | 0.9936          | 0.9873         | 0.9988        | 0.9936      | 0.9936      | 0.9768      | 0.9988      | 0.9988       | 0.9768 | 0.9988  | 0.9988       | 0.9988            |
| **LR**   | 0.9949                      | 0.8409                    | 0.807                 | 0.9802                   | 0.8367              | 0.9956            | 0.9956          | 0.9768            | 0.9936          | 0.9873         | 0.9988        | 0.9936      | 0.9936      | 0.9768      | 0.9988      | 0.9988       | 0.9768 | 0.9988  | 0.9988       | 0.9988            |
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time series cases, we show the top-1 accuracy results of different algorithms in Table 7, where all the 20 'long' time series datasets in Table 1 are tested. It is easily observed that the RTFN-based supervised structure, i.e. ours, is the best algorithm as it obtains the highest 'Best' and MeanACC values. This is because RTFN is able to mine sufficient local features and the relationships among them, thanks to the efficient cooperation of TFN and LSTMaN. Especially, LSTMaN relates different locations of the obtained representations and can thus capture their intrinsic regularizations during the data transmission process.

On the other hand, Best:lstm-fcn also achieves decent performance with respect to the 'best' value and mean accuracy, because its LSTM helps to extract additional features from the input data to enrich the features obtained by the fcn networks. Vanilla:ResNet-Transformer is no doubt the one with the best performance among all the transformer-based networks for comparison. The reason behind this, is the embedded attention mechanism can further link different positions of time series data and thus enhance the accuracy.

4.4.2. Performance Comparison on Multivariate Time Series

Table 8 shows the top-1 accuracy results obtained by different supervised algorithms on the 30 datasets in the UEA 2018 archive. For each dataset, the existing SOTA represents the best algorithm on that dataset, including STC [39], HC [25], gRSF [21], and so on; similarly, Best:DTW, Best:DTWN, and Best:EDN are the best performance DTW-based (e.g. involving DTW_I and DTW_A in [9]), DTWN-based (e.g. involving DTW-1NN_I(n) and DTW-1NN_D(n) [9]) and ED-NN-based (e.g. involving ED-1NN and ED-1NN(Normalized) [39]) approaches on that dataset, respectively.

It is observed that the RTFN-based supervised structure, i.e. ours, performs the best among all algorithms for comparison since ours obtains the highest MeanACC and 'best' values, namely, 0.763 and 14, and the smallest AVG_rank score, namely 3.833. Meanwhile, MF and LCEM are the second and third best algorithms while Best:EDN is the worst one. The following explains why. On the one hand, ours takes advantages of TFN and LSTMaN to mine sufficient local features and the relationships among them, thanks to the efficient cooperation of TFN and LSTMaN. Especially, LSTMaN relates different locations of the obtained representations and can thus capture their intrinsic regularizations during the data transmission process.
achieve decent performance in supervised classification. On the other hand, among dimensions at different timestamps. This is why MF and LCEM also.

This allows LCEM to capture enough complex relationships associated with multiple variates as many as possible. In the meantime, LCEM and MF (i.e. MLSTM-FCN) can learn significant connections among the features.

Table 8: Results of different supervised algorithms on all UEA2018 datasets. Abbreviations: MF – MLSTM-FCN [20], WM – WEASET + MUSE [17].

| Dataset | Existing | Best: | Best: | LSTM | MOB | RNN | BC | BM | CR | CT | DDG | EW | F | JV | N | Ours |
|---------|----------|------|------|------|-----|-----|----|----|----|----|-----|----|---|----|---|-----|
| NATO    | 0.900    | 0.900 | 0.900 | 0.900 | 0.883 | 0.880 | 0.867 | 0.883 | 0.867 | 0.867 | 0.883 | 0.880 | 0.900 | 0.880 | 0.880 |
| LSST    | 0.867    | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 |
| SAD     | 0.900    | 0.900 | 0.900 | 0.900 | 0.891 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 |
| SWJ     | 0.900    | 0.900 | 0.900 | 0.900 | 0.891 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 |
| SRS1    | 0.900    | 0.900 | 0.900 | 0.900 | 0.891 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 |
| SRS2    | 0.900    | 0.900 | 0.900 | 0.900 | 0.891 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 |
| SAD     | 0.900    | 0.900 | 0.900 | 0.900 | 0.891 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 |
| CR      | 0.867    | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 |
| CT      | 0.867    | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 | 0.867 |
| DDG     | 0.883    | 0.883 | 0.883 | 0.883 | 0.883 | 0.883 | 0.883 | 0.883 | 0.883 | 0.883 | 0.883 | 0.883 | 0.883 | 0.883 | 0.883 |
| EW      | 0.900    | 0.900 | 0.900 | 0.900 | 0.891 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 |
| F       | 0.900    | 0.900 | 0.900 | 0.900 | 0.891 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 |
| JV      | 0.900    | 0.900 | 0.900 | 0.900 | 0.891 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 |
| N       | 0.900    | 0.900 | 0.900 | 0.900 | 0.891 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 |
| Ours    | 0.900    | 0.900 | 0.900 | 0.900 | 0.891 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 | 0.888 |

features from the input data. In particular, LSTMaN can discover the relationships among not only the representations associated with each variate, but also those associated with different variates. This is why ours achieves the best performance. Due to the efficient coordination of LSTM and FCN networks, MF (i.e. MLSTM-FCN) can learn significant connections among the features associated with multiple variates as many as possible. In the meantime, LCEM uses an explicit boosting-bagging approach to explore the interactions among the dimensions. This allows LCEM to capture enough complex relationships among dimensions at different timestamps. This is why MF and LCEM also achieve decent performance in supervised classification. On the other hand, Best:EDN is based on the traditional DTW-NN approach. This makes it quite challenging to simultaneously focus on the useful representations in univariate
data and the relationships among them in multivariate data. This is why deep learning approaches have attracted increasingly more research attention. The AVG_rank results obtained by different supervised algorithms on 30 multivariate datasets are shown in Fig. 5.

![Figure 5: Results of the AVG_ranks of different algorithms on 30 multivariate datasets.](image)

4.5. Evaluation of the RTFN-based Unsupervised Clustering

To evaluate performance of the RTFN-based unsupervised clustering, we compare it with a number of state-of-the-art unsupervised algorithms against three performance metrics, namely 'best' based on the results of 'win’/’tie’/’lose’, AVG RI and AVG rank in Section 4.2.

Following some well recognized research works [15, 31, 33, 35, 62], we select 36 representative datasets from the UCR 2018 archive for performance evaluation and they are marked with 'YES’ in Table 1. The RI results obtained by different unsupervised algorithms on the 36 datasets are shown in Table 9.

Obviously, DTCR and our RTFN-based unsupervised clustering rank the best and second best among all algorithms for comparison. DTCR takes advantage of an seq2seq structure to explore sufficient temporal features for a K-means classifier. This algorithm uses the loss of the classifier to update its model parameters, encouraging the representations extracted from data to form a cluster structure. This is why DTCR is good at mining cluster-specific representations from input data. Its complicated structure is, however, for addressing cluster-specific problems only. On the contrary, ours simply adopts an auto-encoding
structure to update the parameters of our model and utilizes a K-means algorithm to classify the features obtained by RTFN. Although it is quite simple in structure, our achieves decent performance on the 36 selected datasets, which depends on the strong feature extraction ability of RTFN.

In order to further evaluate the effectiveness of RTFN in unsupervised clustering, we compare the RTFN-based K-means algorithm with a separate K-means algorithm on the 36 datasets above and show the RI results in Fig. 6. One can see that ours outperforms the separate K-means algorithm on all but two datasets. This is because our unsupervised clustering is provided with sufficient features obtained by the proposed RTFN, especially those hiding deeply in the input data which are beyond the exploration abilities of ordinary feature extraction methods.
extraction networks. The AVG_rank results of all unsupervised algorithms for comparison are shown in Fig. 7.

![Figure 6: The RI values obtained by the K-means algorithm and ours.](image)

![Figure 7: AVG_ranks of different unsupervised algorithms.](image)

5. Conclusion

In the proposed RTFN, the temporal feature network is responsible for extracting local features while the LSTM-based attention network aims at discovering intrinsic relationships among the representations learned from data. Experimental results demonstrate that our RTFN achieves decent performance in both supervised classification and unsupervised clustering. Specifically, our RTFN-based supervised algorithm performs the best on 39 out of 85 univariate datasets in the UCR2018 archive and 14 out of 30 multivariate datasets in the UEA2018 archive, respectively, compared with the latest results from the
supervised classification community. In particular, ours wins 11 out of 20 long univariate dataset cases. Our RTFN-based unsupervised algorithm is the second best when considering all 36 datasets. Last but not least, the experimental results also indicate that RTFN has good potential to be embedded into other learning frameworks to handle time series problems of various domains in the real world.
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