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Abstract. We will prove a reverse Rogers-Shephard inequality for log-concave functions. In some particular cases, the method used for general log-concave functions can be slightly improved, allowing us to prove volume estimates for polars of $\ell_p$-differences of convex bodies whose polar bodies under some condition on the barycenter of their polar bodies.

1. Introduction and notation

A convex body is a subset $K \subseteq \mathbb{R}^n$ which is convex, compact, and has non-empty interior. The Minkowski sum of two convex bodies $K, L \subseteq \mathbb{R}^n$ is the convex body defined by

$$K + L := \{x + y : x \in K, y \in L\}.$$ 

Brunn-Minkowski inequality states that for any two convex bodies $K, L \subseteq \mathbb{R}^n$, if $|\cdot|$ denotes the volume (Lebesgue measure) of a measurable set in $\mathbb{R}^n$,

$$|K + L|^\frac{1}{n} \geq |K|^\frac{1}{n} + |L|^\frac{1}{n},$$

with equality if and only if $K$ and $L$ are homothetic. As a consequence, for any convex body $K \subseteq \mathbb{R}^n$, the difference body $K - K := K + (-K)$ verifies that

$$|K - K| \geq 2^n|K|,$$

with equality if and only if $K$ is centrally symmetric. A reverse inequality was proved by Rogers and Shephard (see [RS]). Rogers-Shephard inequality states that for any convex body $K \subseteq \mathbb{R}^n$,

$$|K - K| \leq \left(\frac{2n}{n}\right)|K|,$$

with equality if and only if $K$ is a simplex. This inequality was extended to any pair of convex bodies in [RS2], where it was proved that for any pair of convex bodies $K, L \subseteq \mathbb{R}^n$ and any $x_0 \in \mathbb{R}^n$

$$|K \cap (x_0 + L)||K - L| \leq \left(\frac{2n}{n}\right)|K||L|,$$

with equality if and only if $K = L$ is a simplex (see [AJV] for the characterization of equality). A reverse inequality was proved by Milman and Pajor [MP]. For any pair of convex bodies $K, L \subseteq \mathbb{R}^n$ with the same,

$$|K||L| \leq |K - L||K \cap L|.$$
For any convex body $K \subseteq \mathbb{R}^n$ such that $0 \in \text{int} K$, its polar body is the convex body defined by
\[ K^\circ := \{ x \in \mathbb{R}^n : \langle x, y \rangle \leq 1, \forall y \in K \}, \]
where $\langle \cdot , \cdot \rangle$ denotes the usual scalar product in $\mathbb{R}^n$.

It was proved in [AGJV] (see also [AEFO]) that for any two convex bodies $K, L \subseteq \mathbb{R}^n$ with $0 \in \text{int} K \cap \text{int} L$
\[ |(K \cap L)^\circ|(K - L)^\circ| \leq |K^\circ||L^\circ|. \]
This inequality strengthens another inequality proved by Rogers and Shephard, which states that for any two convex bodies $K, L \subseteq \mathbb{R}^n$, containing the origin
\[ |K \cap L|\text{conv}\{K, -L\} \leq 2^n|K||L| \]
and allowed to prove that there is equality in (4) if and only if $K = L$ is a simplex with the origin in one of its vertices.

In [F], Firey proved a dual Brunn-Minkowski theorem. As a particular case, one obtains the following volume inequality for the volume of the polar of the difference body of a convex body, which improves (3) when $L = K$. For any convex body $K$ with $0 \in \text{int} K$,
\[ |(K - K)^\circ| \leq \frac{1}{2^n}|K^\circ|. \]
The aforementioned dual Brunn-Minkowski theorem was extended to other quermassintegrals in [P2]. The dual Brunn-Minkowski inequality for quermassintegrals was extended in [HY] for $\ell_p$-sums of convex bodies (see definition of the $\ell_p$-sum $K +_p L$ of $K$ and $L$ below). As a particular case, the authors proved the following volume inequality for the volume of the polar of the $p$-difference body of a convex body. For any convex body $K$ with $0 \in \text{int} K$,
\[ |(K +_p (-K))^\circ| \leq \frac{1}{2^n}|K^\circ|. \]
Rogers-Shephard inequality [1] was extended to the setting of log-concave function in [AGJV]. A function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ is said to be log-concave if $f(x) = e^{-\nu(x)}$ with $\nu : \mathbb{R}^n \rightarrow (-\infty, \infty)$ a convex function. Given two log-concave functions $f, g : \mathbb{R}^n \rightarrow \mathbb{R}$, their Asplund product is defined by
\[ f * g(x) = \sup_{x_1 + x_2 = x} f(x_1)g(x_2) = \sup_{y \in \mathbb{R}^n} f(y)g(x - y). \]
and their convolution is defined by
\[ f * g(x) = \int_{\mathbb{R}^n} f(y)g(x - y)dy. \]
Notice that if $f = \chi_K$ and $g = \chi_L$ are the characteristic functions of two convex bodies then $f * g(x) = \chi_K +_p L(x)$ and $f * g(x) = |K \cap (x - L)|$. The functional version of inequality [1] states that for any two integrable log-concave functions $f, g : \mathbb{R}^n \rightarrow \mathbb{R}$
\[ \|f * g\|_{\infty} \int_{\mathbb{R}^n} f * g(x)dx \leq \left( \frac{2n}{n} \right) \|f\|_{\infty}\|g\|_{\infty} \int_{\mathbb{R}^n} f(x)dx \int_{\mathbb{R}^n} g(x)dx, \]
with equality if and only if $\frac{f(x)}{\|f\|_{\infty}} = \frac{g(-x)}{\|g\|_{\infty}}$ is the characteristic function of an $n$-dimensional simplex.
The purpose of this paper is to give a reverse inequality to \cite{1} in the same spirit as \cite{2} reverses Rogers-Shephard inequality. Given an integrable log-concave function the entropy of $f$ is defined by

$$
\text{Ent}(f) = -\int_{\mathbb{R}^n} f(x) \log f(x) \, dx / \int_{\mathbb{R}^n} f(x) \, dx.
$$

We will prove

**Theorem 1.1.** Let $f, g : \mathbb{R}^n \to \mathbb{R}$ be two integrable log-concave functions with opposite barycenter and such that $\|f\|_\infty = f(0)$ and $\|g\|_\infty = g(0)$. Then

$$
\|f\|_\infty \|g\|_\infty \int_{\mathbb{R}^n} f(x) \, dx \int_{\mathbb{R}^n} g(y) \, dy \leq e^{(1 + \text{Ent}(\frac{f}{\|f\|_\infty}) + \text{Ent}(\frac{g}{\|g\|_\infty}))} \int_{\mathbb{R}^n} f \ast g(z) \, dz.
$$

**Remark.** Notice that if $f = \chi_K$ and $g = \chi_{-L}$, where $K$ and $L$ have the same barycenter we obtain

$$
|K| \|L| \leq e|K \cap L| |K - L|,
$$

which is an inequality like \cite{2} with a slightly worse constant. If $f(x) = g(x) = e^{-h_K(x)}$ with $K$ a centered convex body we obtain

$$
|K^o| \leq e^{1+2n}|(K - K)^o|,
$$

with a constant of the order $c^n$, which is the right order as \cite{15} shows. Nevertheless, for these particular cases we will obtain sharper constants.

Let us introduce some more notation. For any convex body $K$ with $0 \in \text{int} K$ $h_K$ and $\| \cdot \|_K$ denote the support function and the Minkowski gauge associated to $K$, which are defined as

$$
h_K(x) = \max_{y \in K} \{x, y\}, \quad \|x\|_K = \inf \{\lambda > 0 : x \in \lambda K\}.
$$

If $K$ is centrally symmetric $\| \cdot \|_K$ is a norm. Besides, for every $x \in \mathbb{R}^n$, $h_K(x) = \|x\|_K$, and $h_{K+L}(x) = h_K(x) + h_L(x)$ for any pair of convex bodies $K, L \subseteq \mathbb{R}^n$. The $\ell_p$-sum of the convex bodies $K$ and $L$, $K +_p L$, is the convex body defined by its support function

$$
\begin{align*}
&h_{K +_p L}(x) := (h_K^p(x) + h_L^p(x))^{\frac{1}{p}}, \\
&h_{K +_\infty L}(x) := \max \{h_K(x), h_L(x)\}.
\end{align*}
$$

Notice that $K +_1 L = K + L$ and $K +_\infty L = \text{conv}\{K, L\}$. Besides, if $L = K$ we have that $K +_p K = 2^{\frac{1}{p}} K$

The $\ell_p$-intersection of $K$ and $L$ is the convex body defined by

$$
\begin{align*}
&h_{K \cap_p L}(x) := \inf_{x_1+x_2=x} (h_K^p(x_1) + h_L^p(x_2))^{\frac{1}{p}}, \\
&h_{K \cap_{\infty} L}(x) := \inf_{x_1+x_2=x} \max \{h_K(x_1), h_L(x_2)\}.
\end{align*}
$$

Notice that $K \cap_1 L = K \cap L$ and $K \cap_{\infty} L = (K^o + L^o)^o$. Besides, if $L = K$ we have that $K \cap_p K = 2^{\frac{1}{p} - 1} K$.

Following the idea of the proof of \cite{2} we will prove the following

**Theorem 1.2.** Let $K, L \subseteq \mathbb{R}^n$ be convex bodies such that $K^o$ and $L^o$ have opposite barycenters. Then for any $p \geq 1$

$$
|\langle (K \cap_p L)^o \rangle | (K +_p (-L))^o | \geq \frac{\Gamma \left(1 + \frac{2}{p}\right)^2}{\Gamma \left(1 + \frac{2n}{p}\right)} |K^o||L^o|.
$$
In particular, taking $p = 1$ we obtain the following reverse inequality to (3).

**Corollary 1.3.** Let $K, L \subseteq \mathbb{R}^n$ be convex bodies such that $K^o$ and $L^o$ have opposite barycenters. Then

$$|(K \cap L)^o||L^o| \leq \left(\frac{2n}{n}\right)^{-1} |K^o||L^o|.$$ 

In particular, taking $L = K$,

$$|(K - K)^o| \geq \left(\frac{2n}{n}\right)^{-1} |K^o|.$$ 

Taking $p = \infty$ in Theorem 1.2 and taking into account that $(K + \infty (-L))^o = (\text{conv}\{K, -L\})^o = K^o \cap (-L^o)$ and $(K \cap \infty L)^o = K^o + L^o$, changing $K$ by $K^o$ and $L$ by $-L^o$ we recover inequality (2).

**Remark.** In [HY], it was shown that an inequality like the one in Corollary 1.3 cannot be obtained. The reason is that no restriction on the barycenter of $K$ or $K^o$ was imposed and then the volume of $K^o$ can be arbitrarily large.

The following reverse inequality will also be proved

**Theorem 1.4.** Let $K, L \subseteq \mathbb{R}^n$ be convex bodies with $0 \in \text{int}K \cap \text{int}L$. Then for any $p \geq 1$

$$|(K \cap_p L)^o||K +_p (-L)^o| \leq \left(\frac{2n}{n}\right) \frac{\Gamma \left(\frac{1}{2} \frac{n}{p} \right)}{\Gamma \left(\frac{1}{2} \frac{n+2}{p} \right)} |K^o||L^o|.$$ 

In particular, taking $p = 1$ we recover inequality (3) and taking $p = \infty$ we recover Rogers-Shephard inequality (1). In order to prove Theorem 1.2 we will work in the context of log-concave functions for some particular functions, for which we can use a slightly different approach than in the proof of Theorem 1.1 working with level sets of log-concave functions instead of epigraph of their logarithms.

For any log-concave function $f$, its polar function is defined by

$$f^o(x) := \inf_{y \in \mathbb{R}^n} \left(\frac{e^{-\langle x, y \rangle}}{f(y)}\right) = e^{-\mathcal{L}(\log f)(x)},$$

where $\mathcal{L}$ denotes the Legendre transform

$$\mathcal{L}(u)(x) = \sup_{y \in \mathbb{R}^n} \langle x, y \rangle - u(y).$$

Since the Legendre transform of a convex function is convex, $f^o$ is convex. Besides, for any log-concave upper semi-continuous function $f^o = f$. Notice that for any $1 < p < \infty$ if $f(x) = e^{-\frac{1}{p} \|x\|^p_p}$ then $f^o(x) = e^{-\frac{1}{p} \|x\|^p_{K^o}}$, where $\frac{1}{p} + \frac{1}{q} = 1$ and $\chi^o_K(x) = e^{-\|x\|_{K^o}}$. Besides, if $f$ and $g$ are two log-concave functions then

$$(f \ast g)^o = f^o g^o.$$

**Remark.** Considering $f(x) = e^{-\frac{1}{p} h^p_K(x)}$ and $g(y) = e^{-\frac{1}{q} h^q_K(y)}$ we see that, on the one hand,

$$f \ast g(x) = \sup_{x_1 + x_2 = x} f(x_1)g(x_2) = \sup_{x_1 + x_2 = x} e^{-\frac{1}{p} (h^p_K(x_1) + h^p_K(x_2))} = e^{-\frac{1}{p} (\text{inf}_{x_1 + x_2 = x} h^p_K(x_1) + h^p_K(x_2))} = e^{-\frac{1}{p} h^p_{K \cap_p L}(x)}.$$
and, on the other hand
\[ f \ast g(x) = (f \circ g)^\circ(x) = \left( e^{-\frac{1}{n}h_{K^{(n,q L)}}^\circ(x)} \right)^\circ = e^{-\frac{1}{n}h_{K^{(n,q L)}}^\circ(x)}. \]
and then \( K \cap_p L = (K^{(n,q L)})^\circ. \)

The paper is organized as follows. In Section 2 we will give the proof of some technical lemmas that will be needed in order to prove the results. In Section 3 we will prove Theorem 1.1 and in Section 4 we will prove Theorems 1.2 and 1.4.

2. Technical lemmas

In this section we will collect the technical lemmas that we will use to prove our results. The following lemma can be found in [MP] (see also [AGM, Lemma 4.1.21]) and is crucial in the proof of (2). Since the proof of our results heavily rely on it, we reproduce the proof here for the sake of completeness.

**Lemma 2.1.** Let \( \mu \) be a probability measure on \( \mathbb{R}^n \) and let \( \psi : \mathbb{R}^n \to \mathbb{R} \) be a non-negative log-concave function with finite, positive integral. Then

\[ \int_{\mathbb{R}^n} \psi(x) d\mu(x) \leq \psi \left( \int_{\mathbb{R}^n} x \frac{\psi(x)}{\int_{\mathbb{R}^n} \psi(y) d\mu(y)} d\mu(x) \right). \]

**Proof.** The function \( f(t) : (0, \infty) \to \mathbb{R} \) given by \( f(t) = t \log t \) is convex. Thus, by Jensen’s inequality,

\[ \int_{\mathbb{R}^n} \psi(x) \log \psi(x) d\mu(x) \geq \left( \int_{\mathbb{R}^n} \psi(x) d\mu(x) \right) \log \left( \int_{\mathbb{R}^n} \psi(x) d\mu(x) \right). \]

Equivalenty,

\[ \int_{\mathbb{R}^n} \log \psi(x) \frac{\psi(x)}{\int_{\mathbb{R}^n} \psi(y) d\mu(y)} d\mu(x) \geq \log \left( \int_{\mathbb{R}^n} \psi(x) d\mu(x) \right). \]

Since \( \log \psi \) is concave on \{ \( x \in \mathbb{R}^n : \psi(x) > 0 \} \) we have, using Jensen’s inequality with respect to the probability measure \( \frac{\psi}{\int_{\mathbb{R}^n} \psi(y) d\mu(y)} d\mu, \) that

\[ \log \left( \int_{\mathbb{R}^n} x \frac{\psi(x)}{\int_{\mathbb{R}^n} \psi(y) d\mu(y)} d\mu(x) \right) \geq \int_{\mathbb{R}^n} \log \psi(x) \frac{\psi(x)}{\int_{\mathbb{R}^n} \psi(y) d\mu(y)} d\mu(x) \]

\[ \geq \log \left( \int_{\mathbb{R}^n} \psi(x) d\mu(x) \right), \]

which is the assertion of the lemma. \( \square \)

Given an integrable log-concave function \( f \) with \( f(0) > 0 \) and \( p > 0 \), the set \( K_p(f) \) is defined as

\[ K_p(f) = \left\{ x \in \mathbb{R}^n : \int_0^\infty f(rx)r^{p-1} dr \geq \frac{f(0)}{p} \right\}. \]

These bodies were first considered by K. Ball in [3], who also established their convexity. Notice that when \( f = \chi_K \) is the characteristic function of a convex body, \( \|x\|_f = \|x\|_K. \) We will consider the particular case of \( p = n. \) Let \( K_f \) be the unit ball of the norm given by

\[ \|x\|_K = \left( \frac{n}{f(0)} \int_0^\infty r^{n-1} f(rx) dr \right)^{-\frac{1}{n}}. \]
The following well-known lemma relates the volume of $K_f$ and the integral of $f$.

**Lemma 2.2.** Let $f$ be an integrable log-concave function with $f(0) > 0$. Then

$$|K_f| = \frac{1}{f(0)} \int_{\mathbb{R}^n} f(x) dx.$$

**Proof.** Integrating in polar coordinates we have that

$$|K_f| = \int_{K_f} dx = n |B_2^n| \int_{S^{n-1}} \rho_{K_f}(u)^n r^{n-1} dr d\sigma(u)$$

$$= |B_2^n| \int_{S^{n-1}} \rho_{K_f}(u)^n d\sigma(u)$$

$$= |B_2^n| \int_{S^{n-1}} n f(0) \int_0^\infty r^{n-1} f(rx) dr d\sigma(u)$$

$$= \frac{1}{f(0)} \int_{\mathbb{R}^n} f(x) dx.$$

□

The following proposition gives an inclusion between the level sets of a log-concave function and its associated convex body $K_f$. We will denote, for any $t \in (0, 1]$,

$$K_t = \{x \in \mathbb{R}^n : f(x) \geq t \|f\|_\infty\}.$$

**Proposition 2.3.** Let $f : \mathbb{R}^n \to \mathbb{R}$ be an integrable log-concave function with $\|f\|_\infty = f(0)$. Then, for any $t \in (0, 1]$ we have that

$$t^{\frac{n}{n}} K_t \subseteq K_f.$$

**Proof.** Let $t \in (0, 1]$. Then for any $u \in S^{n-1}$

$$\rho_{K_t}(u)^n = \frac{n}{\|f\|_\infty} \int_0^\infty r^{n-1} f(ru) dr$$

$$\geq \frac{n}{\|f\|_\infty} \int_0^{\rho_{K_t}(u)} r^{n-1} f(ru) dr$$

$$\geq nt \int_0^{\rho_{K_t}(u)} r^{n-1} dr$$

$$= t \rho_{K_t}(u)^n.$$

Consequently

$$\rho_{K_f}(u) \geq t^{\frac{n}{n}} \rho_{K_t}(u)$$

and so

$$K_f \supseteq t^{\frac{n}{n}} K_t.$$

□

Given an integrable log-concave function $f$ we compute the barycenter of the epigraph of the convex function $-\log \frac{1}{\|f\|_\infty}$ with respect to the measure with density $e^{-t}$.

**Lemma 2.4.** Let $f : \mathbb{R}^n \to \mathbb{R}$ be an integrable log-concave function and let

$$L := \{(x, t) \in \mathbb{R}^n \times [0, \infty) : f(x) \geq e^{-t}\|f\|_\infty\}.$$
Then
\[
\frac{\int_L xe^{-t} dt dx}{\int_L e^{-t} dt dx} = \frac{\int_{\mathbb{R}^n} x \frac{f(x)}{\|f\|_{\infty}} dx}{\int_{\mathbb{R}^n} f(x) dx},
\]
\[
\frac{\int_L te^{-t} dt dx}{\int_L e^{-t} dt dx} = 1 + \text{Ent}\left(\frac{f}{\|f\|_{\infty}}\right).
\]

**Proof.** Notice that
\[
\int_L e^{-t} dt dx = \int_0^{\infty} e^{-t} \{x \in \mathbb{R}^n : f(x) \geq e^{-t} \|f\|_{\infty}\} dt
\]
\[
= \int_0^1 \{x \in \mathbb{R}^n : f(x) \geq s \|f\|_{\infty}\} ds
\]
\[
= \int_{\mathbb{R}^n} \int_0^{\|f\|_{\infty}} ds dx = \int_{\mathbb{R}^n} \frac{f(x)}{\|f\|_{\infty}} dx.
\]

Similarly
\[
\int_L xe^{-t} dt dx = \int_0^{\infty} e^{-t} \int_{\{x \in \mathbb{R}^n : f(x) \geq e^{-t} \|f\|_{\infty}\}} x dx dt
\]
\[
= \int_0^1 \int_{\{x \in \mathbb{R}^n : f(x) \geq s \|f\|_{\infty}\}} x dx ds
\]
\[
= \int_{\mathbb{R}^n} \int_0^{\|f\|_{\infty}} ds dx = \int_{\mathbb{R}^n} x \frac{f(x)}{\|f\|_{\infty}} dx,
\]
and
\[
\int_L te^{-t} dt dx = \int_0^{\infty} te^{-t} \{x \in \mathbb{R}^n : f(x) \geq e^{-t} \|f\|_{\infty}\} dt
\]
\[
= \int_0^{\|f\|_{\infty}} (-\log s) \{x \in \mathbb{R}^n : f(x) \geq s \|f\|_{\infty}\} ds
\]
\[
= \int_{\mathbb{R}^n} \int_0^{\|f\|_{\infty}} (-\log s) ds x dx
\]
\[
= \int_{\mathbb{R}^n} \frac{f(x)}{\|f\|_{\infty}} dx - \int_{\mathbb{R}^n} \frac{f(x)}{\|f\|_{\infty}} \log \frac{f(x)}{\|f\|_{\infty}} dx.
\]

\[\square\]

**Lemma 2.5.** Let \( K \subseteq \mathbb{R}^n \) be a convex body such that \( 0 \in \text{int}K \) and \( p \geq 1 \). Then
\[
\int_{\mathbb{R}^n} e^{-h_k^p(x)} dx = \Gamma\left(1 + \frac{n}{p}\right) |K^o|.
\]

**Proof.**
\[
\int_{\mathbb{R}^n} e^{-h_k^p(x)} dx = \int_{\mathbb{R}^n} \int_0^{\infty} e^{-t} dt dx = \int_0^{\infty} |t^p K^o| e^{-t} |dt
\]
\[
= |K^o| \int_0^{\infty} t^p e^{-t} dt = \Gamma\left(1 + \frac{n}{p}\right) |K^o|.
\]
\[\square\]
Lemma 2.6. Let $p \geq 1$ and let $K, L \subseteq \mathbb{R}^n$ be convex bodies with $0 \in \text{int}(K \cap L)$ such that $K^o$ and $L^o$ have opposite barycenter. Define $f(x) = e^{-h_K(x)}$, $g(y) = e^{-h_L(y)}$. Then for every $t \in (0, 1]$ the level sets

$$K_t := \{ x \in \mathbb{R}^n : f(x) \geq t \} = (-\log t)^\frac{p}{p-1} K^o,$$

$$\bar{K}_t := \{ y \in \mathbb{R}^n : g(y) \geq t \} = (-\log t)^\frac{p}{p-1} L^o,$$

and

$$\frac{1}{|L_t|} \int_{K_t} x \left| \bar{K}_{\frac{t}{|t|}} \right| dx + \frac{1}{|L_t|} \int_{\bar{K}_t} y \left| \bar{K}_{\frac{t}{|t|}} \right| dy = 0,$$

where $\bar{L}_t = \{(x, y) \in \mathbb{R}^{2n} : f(x)g(-y) \geq t\}$. 

Proof. Notice that by the definition of $K_t$ we have that for every $t \in (0, 1]$

$$K_t : = \{ x \in \mathbb{R}^n : f(x) \geq t \} = \{ x \in \mathbb{R}^n : e^{-h_K(x)} \geq t \}$$

$$= \{ x \in \mathbb{R}^n : h_K(x) \leq (-\log t)^\frac{p}{p-1} \} = \{ x \in \mathbb{R}^n : \|x\|_{K^o} \leq (-\log t)^\frac{p}{p-1} \}$$

$$= (-\log t)^\frac{p}{p-1} K^o.$$

This also gives the identity for $\bar{K}_t$. Then for every $x \in K_t$

$$\left| \bar{K}_{\frac{t}{|t|}} \right| = \left| \bar{K}_{\frac{t}{|t|}}^{\frac{t}{|t|}} \right| = \left( (-\log t - \|x\|_{K^o})^\frac{p}{p-1} L^o \right)$$

$$= (-\log t - \|x\|_{K^o})^\frac{p}{p-1} |L^o|.$$

Thus

$$|\bar{L}_t| = \int_{K_t} \left| \bar{K}_{\frac{t}{|t|}}^{\frac{t}{|t|}} \right| dx$$

$$= \int_{K_t} (\log t - \|x\|_{K^o})^\frac{p}{p-1} dx$$

$$= (-\log t)^\frac{p}{p-1} |L^o| \int_{K^o} (1 - \|y\|_{K^o})^\frac{p}{p-1} dy$$

$$= (-\log t)^\frac{p}{p-1} |L^o| \int_{K^o} \int_0^1 \left( \frac{n}{p} (1 - s)^\frac{p}{p-1} ds dy \right)$$

$$= \frac{n}{p} (-\log t)^\frac{2p}{p-1} |L^o| \int_0^1 (1 - s)^\frac{p}{p-1} dy ds$$

and

$$\int_{K_t} x \left| \bar{K}_{\frac{t}{|t|}}^{\frac{t}{|t|}} \right| dx = \int_{K_t} \left( x(-\log t - \|x\|_{K^o})^\frac{p}{p-1} \right) dx$$

$$= (-\log t)^\frac{2p+1}{p-1} |L^o| \int_{K^o} y \left( 1 - \|y\|_{K^o} \right)^\frac{p}{p-1} dy$$

$$= (-\log t)^\frac{2p+1}{p-1} |L^o| \int_{K^o} \int_0^1 \left( \frac{n}{p} (1 - s)^\frac{p}{p-1} ds dy \right)$$

$$= \frac{n}{p} (-\log t)^\frac{2p+1}{p-1} |L^o| \int_0^1 (1 - s)^\frac{p}{p-1} dy ds$$

$$= \frac{n}{p} (-\log t)^\frac{2p+1}{p-1} |L^o| \int_0^1 s \left( 1 - s \right)^\frac{p}{p-1} ds \int_{K^o} dy ds.$$
Consequently,
\[
\frac{1}{|L_t|} \int_{K_t} x \left| \mathcal{K}_{\mathbb{R}^n} \right| \, dx = (- \log t)^\frac{n}{p} \frac{\beta \left( 1 + \frac{n+1}{p}, \frac{p}{p} \right)}{\beta \left( 1 + \frac{n}{p}, \frac{p}{p} \right)} \frac{1}{|K^o|} \int_{K^o} y dy,
\]
and similarly
\[
\frac{1}{|L_t|} \int_{K_t} y \left| \mathcal{K}_{\mathbb{R}^n} \right| \, dy = (- \log t)^\frac{n}{p} \frac{\beta \left( 1 + \frac{n+1}{p}, \frac{p}{p} \right)}{\beta \left( 1 + \frac{n}{p}, \frac{p}{p} \right)} \frac{1}{|L^o|} \int_{L^o} y dy.
\]
Since \( K^o \) and \( L^o \) have opposite barycenter we obtain the result. \( \square \)

**Lemma 2.7.** Let \( p \geq 1 \) and let \( K, L \subseteq \mathbb{R}^n \) be convex bodies such that \( 0 \in \text{int}K \cap \text{int}L \). Let \( f(x) = e^{-h_K^p(x)} \), \( g(y) = e^{-h_L^p(y)} \). Then for every \( x \in \mathbb{R}^n \)

- \( f \ast g(x) = e^{-h_{(K\cap_p L)}^p(x)} \),
- \( f(x)g(-x) = e^{-h_{K+p(-L)}^p(x)} \).

**Proof.** Both identities follow from the definitions. On the one hand, from the definition of the Asplund product
\[
\sup_{x_1 + x_2 = x} f(x_1)g(x_2) = \sup_{x_1 + x_2 = x} e^{-h_K^p(x_1) - h_L^p(x_2)} = e^{-\inf_{x_1 + x_2 = x} h_K^p(x_1) + h_L^p(x_2)} = e^{-h_{(K\cap_p L)}^p(x)}.
\]

On the other hand,
\[
h_{K+p(-L)}^p(x) = h_K^p(x) + h_{-L}^p(x) = h_K^p(x) + h_L^p(-x).
\]

\( \square \)

### 3. Reverse Functional Rogers-Shephard Inequality

In this section we will prove Theorem 1.1.

**Proof of Theorem 1.1.** Let \( F : \mathbb{R}^{2n} \to \mathbb{R} \) be the log-concave function \( F(u, v) = f \left( \frac{u + v}{\sqrt{2}} \right) g \left( \frac{u - v}{\sqrt{2}} \right) \) and let \( L \subseteq \mathbb{R}^{2n+1} \) be the convex set
\[
L = \{(u, v, t) \in \mathbb{R}^{2n+1} : F(u, v) \geq e^{-t\|f\|_\infty\|g\|_\infty} \}.
\]
We will call \( H = \text{span}\{e_{n+1}, \ldots, e_{2n}, e_{2n+1}\} \) and let \( M = P_H(L) \). Taking into account that for any \( u, v \in \mathbb{R}^n \frac{u + v}{\sqrt{2}} + \frac{u - v}{\sqrt{2}} = \sqrt{2}v \) we have that
\[
M = \{(v, t) \in \mathbb{R}^{n+1} : \sup_{u \in \mathbb{R}^n} F(u, v) \geq e^{-t\|f\|_\infty\|g\|_\infty} \}
\]
\[
= \{(v, t) \in \mathbb{R}^{n+1} : f \ast g(\sqrt{2}v) \geq e^{-t\|f\|_\infty\|g\|_\infty} \}.
\]
Notice that, by Brunn-Minkowski inequality, the function \( \psi(v, t) \) supported on \( M \) and defined by
\[
\psi(v, t) = |L \cap ((0, v, t) + H^\perp)|
\]
\[
= |\{u \in \mathbb{R}^n : F(u, v) \geq e^{-t\|f\|_\infty\|g\|_\infty} \}|
\]
is log-concave. Besides, calling $\mu$ the probability measure on $M$ defined by
\[
d\mu(v, t) = \frac{\chi_M(v, t)e^{-t}dt du}{\int_M e^{-t}dt du}
\]
we have, changing variables $x = \frac{u + v}{\sqrt{2}}$ and $y = \frac{u - v}{\sqrt{2}}$, that
\[
\int_M \psi(v, t)d\mu(v, t) = \int_M e^{-t}\psi(v, t)dt du = \int_M e^{-t}\psi(v, t)dt du
\]
\[
= \int_0^{\infty} e^{-t} \left\{ (u, v) \in \mathbb{R}^{2n} : f \left( \frac{u + v}{\sqrt{2}} \right) g \left( \frac{u - v}{\sqrt{2}} \right) \geq e^{-t} \left\| f \right\|_\infty \left\| g \right\|_\infty \right\}
\]
\[
= \frac{\int_{\mathbb{R}^n} f \left( \frac{u + v}{\sqrt{2}} \right) g \left( \frac{u - v}{\sqrt{2}} \right) dudv}{\int_{\mathbb{R}^n} f \ast g(\sqrt{2}z)dz}
\]
\[
= \frac{(\sqrt{2})^n \int_{\mathbb{R}^n} f(x)dx \int_{\mathbb{R}^n} g(y)dy}{\int_{\mathbb{R}^n} f \ast g(z)dz}.
\]
Taking into account that $f$ and $g$ have opposite barycenter, changing again variables
\[
x = \frac{u + v}{\sqrt{2}} \quad \text{and} \quad y = \frac{u - v}{\sqrt{2}},
\]
we have
\[
\int_M \psi(v, t)d\mu(v, t) = \int_M e^{-t}\psi(v, t)dt du
\]
\[
= \int_L e^{-t}dtdudv
\]
\[
= \int_0^{\infty} \int_\left\{ (u, v) \in \mathbb{R}^{2n} : f \left[ \left( \frac{u + v}{\sqrt{2}} \right) g \left( \frac{u - v}{\sqrt{2}} \right) \geq e^{-t} \left\| f \right\|_\infty \left\| g \right\|_\infty \right\} \right\}
\]
\[
= \left( 0, 1 + \text{Ent} \left( \frac{f}{\left\| f \right\|_\infty} \right) + \text{Ent} \left( \frac{g}{\left\| g \right\|_\infty} \right) \right).
\]
Consequently, by Lemma [2.1] we have that
\[
(\sqrt{2})^n \int_{\mathbb{R}^n} f(x)dx \int_{\mathbb{R}^n} g(y)dy
\]
is bounded above by the volume of
\[
\left\{ u \in \mathbb{R}^n : f \left( \frac{u}{\sqrt{2}} \right) g \left( \frac{-u}{\sqrt{2}} \right) \geq e^{-\left( 1 + \text{Ent} \left( \frac{f}{\left\| f \right\|_\infty} \right) + \text{Ent} \left( \frac{g}{\left\| g \right\|_\infty} \right) \right) \left\| f \right\|_\infty \left\| g \right\|_\infty \right\} \right\}.
\]
Since $\left\| f \right\|_\infty = f(0)$ and $\left\| g \right\|_\infty = g(0)$, we have, by Lemma [2.3] that the latter set is contained in
\[
es ^{\left[ 1 + \text{Ent} \left( \frac{f}{\left\| f \right\|_\infty} \right) + \text{Ent} \left( \frac{g}{\left\| g \right\|_\infty} \right) \right]} K_{fg,(\frac{u}{\sqrt{2}})}^n,
\]
where $g_-(x) = g(-x)$. Taking volumes and using Lemma [2.2] we obtain
\[
(\sqrt{2})^n \int_{\mathbb{R}^n} f(x)dx \int_{\mathbb{R}^n} g(y)dy
\]
\[
\leq e^{\left[ 1 + \text{Ent} \left( \frac{f}{\left\| f \right\|_\infty} \right) + \text{Ent} \left( \frac{g}{\left\| g \right\|_\infty} \right) \right]} \int_{\mathbb{R}^n} f \left( \frac{u}{\sqrt{2}} \right) g \left( \frac{-u}{\sqrt{2}} \right) du.
\]
Thus,
\[
\left\| f \right\|_\infty \left\| g \right\|_\infty \int_{\mathbb{R}^n} f(x)dx \int_{\mathbb{R}^n} g(y)dy \leq e^{\left[ 1 + \text{Ent} \left( \frac{f}{\left\| f \right\|_\infty} \right) + \text{Ent} \left( \frac{g}{\left\| g \right\|_\infty} \right) \right]}
\]
\[
\times \int_{\mathbb{R}^n} f \ast g(z)dz \int_{\mathbb{R}^n} f(u)g(-u)du,
\]
which completes the proof. \qed
4. Volume estimates for polars of $\ell_p$-differences of convex bodies

In this section we will prove Theorems 1.2 and 1.4. The proof of Theorem 1.2 follows the same lines as the one in the previous section for general log-concave functions. The main difference lies in the fact that we will consider functions with homothetic level sets and then we will have that not only our functions will be centered but every level set will be centered. This will allow us to work with every level set separately instead of with the whole epigraph.

Proof of Theorem 1.2 Let us consider the log-concave functions $f : \mathbb{R}^n \to [0, \infty)$ given by $f(x) = e^{-h_\mu(x)}$, $g(y) = e^{-h_\mu(y)}$. Notice that $\|f\|_\infty = f(0) = 1$, $\|g\|_\infty = g(0) = 1$ and that, by Lemma 2.3, $\|f\|_1 = \Gamma \left(1 + \frac{n}{p}\right) |K^o|$ and $\|g\|_1 = \Gamma \left(1 + \frac{n}{p}\right) |L^o|$. Let $F : \mathbb{R}^{2n} \to \mathbb{R}$ be the function given by

$$F(u, v) = f \left(\frac{u + v}{\sqrt{2}}\right) g \left(\frac{v - u}{\sqrt{2}}\right).$$

Observe that $\|F\|_\infty = F(0, 0) = 1$ and that, changing variables $x = \frac{u + v}{\sqrt{2}}$, $y = \frac{u - v}{\sqrt{2}}$

$$\int_{\mathbb{R}^{2n}} F(u, v) dv du = \int_{\mathbb{R}^{2n}} f \left(\frac{u + v}{\sqrt{2}}\right) g \left(\frac{v - u}{\sqrt{2}}\right) dv du = \int_{\mathbb{R}^{2n}} f(x) g(-y) dy dx = \Gamma \left(1 + \frac{n}{p}\right) |K^o||L^o|.$$  

Let us call, for every $t \in (0, 1)$,

$$L_t := \{(u, v) \in \mathbb{R}^{2n} : F(u, v) \geq t\}$$

and let $M_t$ be the projection of $L_t$ onto the subspace $H = \text{span}\{e_{n+1}, \ldots, e_{2n}\}$, which we identify with $\mathbb{R}^n$. Thus,

$$M_t = \{v \in \mathbb{R}^n : \max_{u \in \mathbb{R}^n} F(u, v) \geq t\}.$$  

Then, the function $\psi_t(v) := |L_t \cap (0, v) + H^\perp|$ is log-concave and has support $M_t$. Calling $\mu_t$ the uniform probability measure on $M_t$ we have that

$$\int_{M_t} \psi_t(v) d\mu_t(v) = \frac{1}{|M_t|} \int_{M_t} \psi_t(v) dv = \frac{|L_t|}{|M_t|},$$

and, changing variables $x = \frac{u + v}{\sqrt{2}}$, $y = \frac{u - v}{\sqrt{2}}$

$$\int_{M_t} v \psi_t(w) d\mu_t(w) = \frac{1}{|L_t|} \int_{M_t} v \psi_t(v) dv = \frac{1}{|L_t|} \int_{L_t} v dv = \frac{1}{|L_t|} \int_{L_t} x - y \sqrt{2} dy dx,$$

where $\tilde{L}_t$ is the level set $\tilde{L}_t := \{(x, y) \in \mathbb{R}^{2n} : f(x)g(-y) \geq t\}$. Since, by Lemma 2.6

$$\int_{L_t} (x - y) dy dx = \int_{\tilde{L}_t} x dy dx - \int_{\tilde{L}_t} y dy dx$$

$$= \int_{K_t} x |K_{\pi_{xy}}| dx - \int_{\tilde{K}_t} y |K_{\pi_{xy}}|$$

$$= \int_{K_t} x |K_{\pi_{xy}}| dx + \int_{\tilde{K}_t} y |K_{\pi_{xy}}|$$
we have that for every \( t \in (0,1) \)
\[
\int_{M_t} v \frac{\psi_t(v)}{\int_{M_t} \psi(w)d\mu_t(w)} d\mu_t(v) = 0.
\]
Consequently, by Lemma 2.1 for every \( t \in (0,1) \)
\[
\frac{|L_t|}{|M_t|} \leq \psi_t(0) = |L_t \cap H^\perp| = \left\{ u \in \mathbb{R}^n : f \left( \frac{u}{\sqrt{2}} \right) g \left( -\frac{u}{\sqrt{2}} \right) \geq t \right\}.
\]
Equivalently, the volume of \( L_t \) is bounded above by
\[
\left| \left\{ v \in \mathbb{R}^n : \max_{u \in \mathbb{R}^n} f \left( \frac{u + v}{\sqrt{2}} \right) g \left( \frac{v - u}{\sqrt{2}} \right) \geq t \right\} \right| \left| \left\{ u \in \mathbb{R}^n : f \left( \frac{u}{\sqrt{2}} \right) g \left( -\frac{u}{\sqrt{2}} \right) \geq t \right\} \right|.
\]
Integrating in \( t \in (0,1) \) and using Fubini's theorem we obtain that
\[
\Gamma \left( 1 + \frac{n}{p} \right)^2 |K^\circ||L^\circ| \leq \int_{\mathbb{R}^{2n}} F(u,v) dvdu
\leq \int_{\mathbb{R}^{2n}} \min \left\{ \max_{u \in \mathbb{R}^n} f \left( \frac{u + v}{\sqrt{2}} \right) g \left( \frac{v - u}{\sqrt{2}} \right), f \left( \frac{u}{\sqrt{2}} \right) g \left( -\frac{u}{\sqrt{2}} \right) \right\} dvdu.
\]
Notice that for every \( \bar{u}, v \in \mathbb{R}^n \)
\[
\max_{u \in \mathbb{R}^n} f \left( \frac{u + v}{\sqrt{2}} \right) g \left( \frac{v - u}{\sqrt{2}} \right) = \max_{x_1 + x_2 = \sqrt{2}v} f(x_1)g(x_2) = f * g(\sqrt{2}v).
\]
Thus, by Lemma 2.1 and Lemma 2.3
\[
\Gamma \left( 1 + \frac{n}{p} \right)^2 |K^\circ||L^\circ| \leq \int_{\mathbb{R}^{2n}} \min \{ f * g(v), f(u)g(-u) \} dvdu
\leq \int_{\mathbb{R}^{2n}} e^{-\max \{ \|u\|_{(K^p + L)^\circ}, \|v\|_{(K^p \cap L)^\circ} \}} dvdu
\leq \int_{\mathbb{R}^{2n}} e^{\|u(v)\|_{(K^p \cap L)^\circ \times (K^p + L)^\circ}} dvdu
\leq \Gamma \left( 1 + \frac{2n}{p} \right) |(K \cap L)^\circ|(K^p + L)^\circ |
\]
which finishes the proof.

The proof of Theorem 4.4 follows the same idea, but now we use the inequality, due to Rogers and Shephard,
\[
|L_t| \geq \left( \frac{2n}{n} \right)^{-1} |P_H L_t||L_t \cap H^\perp| = |M_t||L_t \cap H^\perp|.
\]
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