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Abstract: Owing to the latest advancements in networking devices and functionalities, there is a need to build future intelligent networks that provide intellectualization, activation, and customization. Software-defined networks (SDN) are one of the latest and most trusted technologies that provide a method of network management that provides network virtualization. Although traditional networks still have a strong presence in the industry, software-defined networks have begun to replace them at faster rates. When network technologies emerge at a steady rate, SDN will be implemented at higher rates in the upcoming years in all fields. Although SDN technology removes the complexity of tying control and data plane together over traditional networks, certain aspects such as security, controllability, and economy of network resources are vulnerable. Among these aspects, security is one of the main concerns that are to be viewed seriously as far as the applications of SDN are concerned. This paper presents the most recent security issues SDN environment followed by preventive mechanisms. This study focuses on Internet control message protocol (ICMP) attacks in SDN networks. This study proposes a security policy protocol (SPP) to detect attacks that target devices such as switches and the SDN controller in the SDN networks. The mechanism is based on ICMP attacks, which are the main source of flooding attacks in the SDN networks. The proposed model focuses on two aspects: security policy process verification and client authentication verification. Experimental results shows that the proposed model can effectively defend against flooding attacks in SDN network environments.
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1. Introduction

The latest advancements in software-defined networks (SDN) have provided new mechanisms for simplified network operations [1]. This approach provides a simple abstraction mechanism for network operators by removing the complexity of the network topology. The separation of hardware and software components provides a flexible way to design and program a network [2]. The complexity of switches in the network is further reduced using the concept of dynamic and adaptive network management. The control
system and monitoring are part of the controller, and the components of the data plane are organized according to the instructions of the controller.

The SDN controller collects all information on the network topology from components such as host location, link status, and switch information. The collected information is used by the controller for further processing [3]. The developers can modify the SDN controller task by including their inventions, strategies, and applications at the top of the controller. The open-flow protocol acts as an interface between the switch and controller for data transmission [4]. The main responsibility of the controller is to define the traffic flow between components in the network. The following Figure 1 shows the architecture of SDN.

**Figure 1.** SDN architecture.

The application layer of a software-defined network comprises several network tools, devices, and a variety of commercial applications that interact with the control layer through an SDN controller [5]. The infrastructure layer is the foundation layer of the SDN architecture. The main responsibility of this layer is to forward network traffic and collect network statistics, usage, and network topology. This layer is responsible for handling packets constructed in the direction of the SDN controller [6]. It contains virtual and physical network equipment such as routers, switches, and other network devices that are used to forward network traffic. The control layer acts as the interface between the application and infrastructure layers. The northbound interface enables the communication between the applications and the SDN controller. The southbound interface is responsible for communication between the SDN controller and the infrastructure layer. The application layer instructions are processed through the southbound interface and network components through a southbound interface [7].

Traditional networks consist of static protocols for network equipment, such as routers and switches, where it is not possible to implement network protocols. Therefore network administrators find it difficult to define custom routing protocols [8]. The SDN controller eliminates routing issues in the SDN network with the use of logical connections. This technology opens a gateway for clients to track environmental changes. Once clients in
the network have complete controller information, they can execute a malicious attack on
the controller [9]. This is a huge challenge for administrators in preserving the network
information in SDN networks. The first goal of this research was to distinguish malicious
attacks in SDN networks. The second goal is to provide a security policy protocol to avoid
unauthorized attacks on the network. The final goal was to evaluate the proposed model
in a different scenario with several parameters to identify the suitability of the model for
deployment in an SDN environment.

The remainder of this paper is organized as follows. Section 2 presents recent works
done in the software-defined networks followed by SDN security in Section 3. Section 4
details the Internet control message protocol, followed by ICMP attacks in Section 5.
Section 6 presents the proposed methodology, followed by experimental setup in Section 7.
Section 8 presents experiments and results. Finally Section 9 concludes the paper.

The contribution of the paper includes but not limited to:

- The study highlights ICMP protocol-based attacks and their impact on SDN
  environments.
- It presents a new security policy protocol (SPP) and client authentication model to
  avoid unauthorized attacks on SDN networks.
- The proposed solution proved to be accurate in tackling potential attacks in SDN
  and the performance metrics were evaluated using parameters such as CPU util-
  ization, channel bandwidth, packet delivery ratio, response time, and a number of
  flow requests.
- The proposed model has the capability to detect different attacks including ping flood
  and Smurf attacks that often originate from undefended legacy equipment.
- It adds to the knowledge relating to the security of Internet control message protocol
  and indeed cybersecurity in general.

2. Literature Review

Security has been identified as an unnerving task in communication networks because
of the nature of underlying network complexities and parameter-based security solutions
that are difficult to manage [10]. The authors of ref. [11] proposed an approach to divert
traffic from an attacked device and remove unwanted instructions from the attacked switch.
However, there is no consideration of attacks on controller resources, which is an important
security aspect of SDN.

Wang et al. [12] stated that sniffing a network is possible without any significant impact
on the SDN controller. This work is not suitable for detecting or preventing slow attacks
on the controllers. The authors of ref. [13] presented an approach in which the controller
checks the authentication for every incoming packet and installs certain instructions to
prevent the intruder from using the underlying network resources. These methods require
more instructions to be stored in the affected device, which is more vulnerable for the
controller and affects the performance.

The authors of [14] addressed several security treads in the control plane of an SDN.
This study also proposed an enhanced security framework based on attribute-based en-
cryption. Tree-structure-based encryption was used to achieve a fine-grained access control
mechanism for SDN. Liang et al. [15] presented a security architecture for the SDN-based
5G networks. They focus mainly on mobile networks by implementing network and secu-
rit y domains with a low degree of coupling, which makes it easy to deploy the services or
equipment without disturbing normal functionality.

The authors of [16] presented a pictorial model for attack detection using a graph
theory approach. An attack path prediction model was developed to identify critical
components and devices in an SDN network. They have mainly focused on reconnaissance,
topology poisoning, and forensic attacks. Vijay et al. [17] proposed a hybrid architecture
with a security management application on the SDN controller to detect the attacking
device before a request is sent from the attacker host to the controller. They also addressed
the dynamic management of security policies for data planes for flooding and injection
attacks. This study focused only on a single SDN domain where there will be a limited number of attack types.

The authors of ref. [18] presented an approach based on the extension of the controller to deal with only topology poisoning attacks using fingerprint methods of the device for authentication. The main issue with this approach is that all fingerprints should be maintained only by the controller, which will create more burdens for the controller in complex environments. The authors of [19] presented a policy-based security architecture for distributed SDN network platforms. They implemented an access policy rule to validate the MAC address and the original IP address of the end devices such as switches to drop the packet when the address is spoofed. They primarily focused on man-in-middle and spoofing attacks.

Hau et al. [20] addressed the integrity issues of the link layer discovery protocol, which is primarily used in network topology discovery. They proposed a detection algorithm for worm-hole attacks based on path latencies in SDN environments using three topologies: Nsfcn, Shentel, and Neol. They also introduced a gravity model to generate network traffic by using real data. The authors of [21] addressed DDoS and IP spoofing attacks in SDN environments and proposed a variable security management solution. They developed an abstract grammar to implement security policies with compilers and employed an optimal algorithm to place the rules across the switches to avoid unwanted traffic.

Most recent studies focused on either diverting network traffic to remove unwanted instructions from attacked devices or using encryption methods to fine-grain the access control of DCN environments. From the literature, it was identified that using security policy mechanisms is an ideal solution for the detection of spoofing attacks in SDN networks and to prevent them from taking full control over network environments. This study focuses on ICMP attacks, namely man-in-the-middle attacks and flooding attacks, which are critical security attacks in SDN environments.

3. Software Defined Network Security

Software-defined networks provide capable solutions for handling the complications of traditional networks in the modern era. Although these models offer more advantages for concerned organizations, attackers can execute different forms of attacks in SDN environments [22]. The controller is a vital component used by the attacker to execute security attacks. Mischievous traffic can be generated to attack the controller and control plane communication. Once this is completed, the clients that are connected to the switches can execute the attacks. Flooding attacks are critical attack that fails in an entire network.

These attacks target flooding the control plane first and then the data plane and SDN controller bandwidth. Because the controller acts as the intelligence agent of the entire network that controls a large number of devices and applications, attacks block the entire traffic and fill up the total memory of the SDN switch [23]. Once the total memory is full, it is not possible to accept any new upcoming requests or configure the rules from the SDN controller, which leads packet dropping. The main reason behind this is that the degree of inward flows is very high because of malicious requests, which make the buffer memory full, leading to higher bandwidth consumption.

Attackers use different approaches to execute attacks, including network-based approaches such as ICMP, UDP, or TCP packets, to exploit the memory structure, algorithms, or authentication protocols [24]. Figure 2 presents the attack scenario in which the ICMP protocol is used to flood the controller bandwidth from host D. Switch S2 and the controller are the victims where, after a certain time interval, the entire traffic will be congested, and the new request will be discarded. These types of attacks not only affect specific hosts but also all the devices in SDN environments, as shown in Figure 3. Figure 4 clearly shows the utilization of available resources by ICMP attacks at specific time intervals, and Figure 5 shows the effects of ICMP on total traffic. This clearly shows that, in a short period, ICMP attacks use 90% of the available bandwidth in the entire network.
Attackers use different approaches to execute attacks, including network-based approaches such as ICMP, UDP, or TCP packets, to exploit the memory structure, algorithms, or authentication protocols [24]. Figure 2 presents the attack scenario in which the ICMP protocol is used to flood the controller bandwidth from host D. Switch S2 and the controller are the victims where, after a certain time interval, the entire traffic will be congested, and the new request will be discarded. These types of attacks not only affect specific hosts but also all the devices in SDN environments, as shown in Figure 3. Figure 4 clearly shows the utilization of available resources by ICMP attacks at specific time intervals, and Figure 5 shows the effects of ICMP on total traffic. This clearly shows that, in a short period, ICMP attacks use 90% of the available bandwidth in the entire network.

Figure 2. ICMP attack scenario.

Figure 3. ICMP attack scenario (entire network).

The attacker continuously sends ICMP request messages to the destination machine over the network. This makes the host busy replying the ICMP request messages. This leads to unwanted flooding in the network and degrades the network performance. The host machine with an IP of 172.16.23.142 is attacked by the victim, as shown in Figure 3. The host is used to send unwanted traffic in the form of a request to switch (S2) in the SDN network. Within a couple of minutes, the host sends n requests to the switch and creates unwanted traffic over the entire network. The following Figure 6 shows the situation of the attack. In this scenario, the other protocols are affected by the attack. HTTP protocol was used unnecessarily in this attack scenario to send and receive the resources. Figure 7 shows the protocol distribution for the attack scenario.

Figure 4. Bandwidth utilization in a host.
Figure 5. Traffic during ICMP attacks.

The attacker continuously sends ICMP request messages to the destination machine over the network. This makes the host busy replying the ICMP request messages. This leads to unwanted flooding in the network and degrades the network performance. The host machine with an IP of 172.16.23.142 is attacked by the victim, as shown in Figure 3. The host is used to send unwanted traffic in the form of a request to switch (S2) in the SDN network. Within a couple of minutes, the host sends n requests to the switch and creates unwanted traffic over the entire network. The following Figure 6 shows the situation of the attack. In this scenario, the other protocols are affected by the attack. HTTP protocol was used unnecessarily in this attack scenario to send and receive the resources. Figure 7 shows the protocol distribution for the attack scenario.

Figure 6. ICMP packet request.
4. Internet Control Message Protocol

All IP-enabled end systems and intermediate devices such as routers frequently use the ICMP protocol for troubleshooting the network [25]. The ICMP protocol is used to report issues in the network or intermediate devices such as routers, hubs, and switches. Some of the important features of ICMP protocols are reporting when end systems (ES) do not respond to the request, congestion in the network, IP header issues, and other network-related issues. The protocol is frequently used by network administrators to track the working functionality of end systems (ES). It is also used to check whether the router correctly direct packets to their intended destination. Its communications are not transferred directly to the data link layer; although it belongs to the network layer, messages will be encoded into IP datagrams before being sent to the lowest layer. The protocol field has a value of one, indicating that the IP data are an ICMP message category. Consequently, ICMP is primarily concerned with a mechanism for any IP-enabled device to deliver error messages to another IP machine in the network. ICMP has several message formats that allow the transfer of different types of data. In response to the message delivered by Host0 to Host1 and transmitted by router0, router R1 generates ICMP packets. When the MTU value of the link between routers 0 and router1 is less than the size of the IP packet, and when the packet has a do not fragment (DS) bit in the IP packet header, the ICMP message delivered to the Host0.

A. ICMP MESSAGES

One of the most significant protocols of the TCP/IP protocol suite is the Internet control message protocol (ICMP). It is mostly used by the underlying platform to transmit error messages to devices in the network. ICMP [26] is a critical element of the IP that must function. It differs from TCP and UDP in that it is rarely utilized for data transmission between the end systems. User network programs or devices rarely use this protocol, except for ping and traceroute commands. Unannounced network flaws, such as the inaccessibility of a host or a network portion owing to a malfunction, are among these issues. ICMP sends a TCP packet or UDP packet to the specified port number in the network without any destination information. The router in the network buffers the packet when there are more packets to be transmitted within a specific time interval to assist in the troubleshooting process. The echo function in ICMP simply sends a message back and forth between the two hosts [27]. A ping command is a popular network administration tool for determining the availability of the device in the network. The ping sends out a series of packets to calculate the loss percentages and average round-trip times. Timeouts should be announced. When the TTL field of an IP packet is zero, the router or any intermediate
device discards the packet from the network and sends an ICMP message to the source to denote the packet delivery issue to the destination. Trace-route is a command that uses tiny TTL packets to map network pathways while monitoring ICMP timeout discoveries.

**B. ICMP MESSAGE TYPES**

Network errors are reported to the host using ICMP messages. Faults may be in the network, router, or any other intermediate device. The source can quickly determine the cause of the errors by observing these types of messages. Query and error reporting are two types of ICMP messages that can be used to troubleshoot network issues. When intermediate devices such as the host or router process an IP packet, these error reporting schemes can report the errors encountered. Destination inaccessibility, source-quench, time exceed, parameter problem, and redirection are some of the error reporting messages provided by the ICMP protocol to the host devices or routers [28].

A pair of query messages will assist intermediate devices, such as hosts, routers, or network managers in obtaining error-related information from a host or router in the network [29–34]. Devices in the network can locate any router and collect router information for further processing. Even routers can assist devices (hosts) with redirection messages using updated information about the router and routing table. Echo messages, timestamps, router advertisements, and solicitation are the message types provided by the query message of the ICMP protocol [35–38]. The following are some key points to remember regarding the ICMP error messages:

1. ICMP Messages will not be generated for the messages that contain error messages of ICMP type.
2. There is no provision for using the ICMP error messages for fragmented datagram.
3. ICMP messages will not be generated for messages that contain a multicast address.
4. ICMP error reporting messages are not generated for a datagram that contains special address ranges such as 127.0.0.0 or 0.0.0.0.

**C. ICMP MESSAGE FORMAT**

An ICMP message’s structure can be conceived as having a common component and a unique part [29]. The common part of all ICMP messages consists of three fields of the same size and meaning (but the values in the fields vary depending on the ICMP message type). Each message form has its own set of fields in unique portion. Figure 8 shows the ICMP packet format.

![ICMP Packet Format](image)

**Figure 8.** ICMP packet format.

Network troubleshooting involves identifying and resolving networking issues to maintain the best performance of a network. The primary role of a network administrator is to maintain network connectivity for all devices. To assist administrators, ICMP plays...
a vital role in tracking the status of connections and improving their performance. ICMP can be used to accomplish this goal. First, ICMP traffic should be captured on the network to troubleshoot it. A network analyzer can be used to record all TCP/IP traffic while filtering the ICMP traffic. After configuring the network analyzer to filter the ICMP traffic, we examined the ICMP traffic that passes through the network. Although some redirect messages are common (especially during morning start-up hours), if one device is frequently routed before talking to other network devices, then it is necessary to designate a different default gateway.

5. Security Attacks in SDN

A. FLOODING ATTACKS

The services are affected by flooding attacks. Generally, denial of service (DoS) and distributed denial of service (DDoS) are common flooding attacks on SDN networks [30]. Server resources are exposed to the entire device in the network with this type of attack. It also slows down services that degrade the performance of servers and controllers, including memory, forwarding rates, and flow control in the SDN environment.

B. MAN-IN-MIDDLE ATTACKS

Most SDN networks permit third-party applications to be installed in a network. Thus, there is a possibility of active and passive attacks that directly route applications between the client and gateway. These applications provide false network information to the other devices in the network and initiate various attacks.

C. REPLICATION ATTACKS

This is considered to be one of the most dangerous attacks in an SDN network. The node was replicated in the network to manipulate a particular segment. As it is replicated, the node gains complete control over the network, including devices such as servers, switches, and controllers. It is very difficult to detect replicated nodes because of the complexity of the network.

D. NETWORK MANIPULATION ATTACK

Manipulation attacks provide false information in a network and execute the attack. Such attacks occur in the control plane and gain access to all the devices in network. Detecting manipulation attacks in SDN environments is very difficult owing to their complex nature.

E. TRAFFIC DIVERSION ATTACKS

These attacks are executed in the components of SDN networks, which redirect the traffic flow from a trusted path to a malicious path. Once this is done, the attacker can gain complete access to all components in the SDN network. After a certain period, the total services will be blocked.

Flooding attacks can be rectified in the SDN network using security middle boxes, such as IDS, anti-malware, and firewalls. These approaches should be integrated into virtualized environments to prevent security attacks. Several malware shields are available in the market to cope with the security challenges of SDN networks; however, the performance of such shields is very poor for massive attacks [30]. The use of machine learning classifiers also requires more computing resources, resulting in overhead for all network devices.

6. Proposed Methodology

The control plane waits until a stable topology is present in the network. Then, the control panel creates the forwarding table to send data from the source to the destination port via the forwarding plane. The client sends a request from the controller to the switch for certain services. Once the switch receives the request, it performs the following: (a) The SDN switch sends the request in message to the SDN controller, (b) drops packet in case of invalid authentication, and (c) provides a service based on the previous records. The main
aim of this research was to prevent malicious attacks from end hosts connected to SDN. It was also identified that if the nearest source of the attack was detected in the initial stage, then it would be possible to reduce the traffic to the controller and minimize the wastage of network bandwidth and complex computations. The proposed architecture consists of a security policy protocol (SPP) component that checks all incoming packets before they reach the controller. This component was placed close to the controller between the application and data planes. Thus, it is possible to implement security policies in the data plane. The proposed security component comprises a database that stores all authenticated host details. The database consists of complete details of authorized clients that are previously accessed resources in the SDN network. If the host requests a service for the first time, the SPP checks for a real IP address from the request and verifies it. Subsequently, it either adds an entry to the database or discards the packet. The data-path ID uniquely identifies devices in an SDN environment. SPP operates at two levels: (a) the security policy process and (b) client filtering process.

A. SECURITY POLICY PROCESS

The security policy process plays a vital role in providing security to all devices connected to an SDN network. In this study, 1 SDN controller, 16 intermediate switches, and 60 host machines were used in the initial stage. Once the security policies are formulated, it is possible to add multiple controllers and devices to the network. When a host requests a service from the SDN controller for the first time, the intermediate switch sends a packet-in message to the SPP, which in turn checks the packet header field information with the database, as shown in Algorithm 1. The host request is processed by the controller after the authentication process. Only authorized hosts are permitted to use the network resources. The SDN edge-switch drops the unauthorized packets from the network. Second, the SPP will check client filtering process to initiate a connection with the SDN controller. For instance, when the client initiates a connection to the SDN controller through switch S1, S1 queries SPP to identify the client. If the client passes the authentication by the SPP, it is allowed for the connection and other operations in the network; otherwise, the request is dropped by the end switch (S1). Table 1 shows the structure of the database using only the sample devices used in this experiment.

| Algorithm 1 Security policy process |
|-------------------------------------|
| 1. In Each Time Slot t               |
| 2. For Each Switch (S1, S2, . . . , Sn), I do |
| 3. For each request r from Host (IP) arriving at Switch, do |
| 4. IF the Host (IP) is in the SPSS Database SPSS Db, then |
| 5. IF Host (IP) Equals (C_ID, S, DP_ID, PN, MAC) |
| 6. Switch approves Request Grant (R_G) issues to Host (IP) |
| 7. Else |
| 8. IF Host (IP) = Real IP Address, then |
| 9. Insert an entry in SPSS Db (C_ID, S, DP_ID, PN, MAC) |
| 10. Switch approves Request Grant (R_G) issues to Host (IP) |
| 11. Update SPSS |
| 12. Else |
| 13. Drop the Request r from the Host (IP) |
| 14. End if |
| 15. End if |
| 16. End for |
| 17. End for |
Table 1. SPP Database.

| Controller ID | Connection Status | State    | Datapath–ID     | Port | IP Address     | MAC Address            |
|---------------|-------------------|----------|-----------------|------|----------------|------------------------|
| C_ID_001      | Connected         | Active   | 000a09c02d81800 | Port I | 172.16.23.142 | FC-4D-D4-49-87-4E     |
| C_ID_001      | Connected         | Active   | 000a09c02d81800 | Port I | 172.16.3.201  | fc-4d-d4-3c-ac-79     |
| C_ID_001      | Connected         | Active   | 000a09c02d81800 | Port I | 172.16.5.109  | 78-e3-b5-b0-38-91     |
| C_ID_001      | Connected         | Active   | 000a09c02d81800 | Port I | 172.16.7.41   | fc-4d-d4-3b-34-ba     |
| C_ID_001      | Disconnected      | No       | 0x000a44319261869e | Port II | 172.16.8.144 | 68-14-01-25-d5-17     |
| C_ID_001      | Connected         | Active   | 0x000a44319261869e | Port II | 172.16.8.153 | 04-d4-c4-7d-fe-1e     |
| C_ID_001      | Connected         | Active   | 0x000a44319261869e | Port II | 172.16.9.38  | 48-e7-da-96-ac-e5     |

B. CLIENT FILTERING MECHANISM

Another important issue related to SDN is flooding attacks, as discussed in the previous section. ICMP attacks are considered dangerous malicious attacks that block machines or other network resources to end users. Most of the hosts/devices affected by ICMP attacks use high memory, CPU, and bandwidth, which will slow down the entire network and its components. To overcome these types of attacks, SPP uses a filtering algorithm to filter unwanted traffic in SDN. First, SPP monitors the total traffic in an SDN network. If unwanted traffic is found, for example, continuous ICMP flooding messages, filtering is executed to control the flow of ICMP requests in the network. Two different criteria were used to filter the ICMP packets: (i) If the number of ICMP packets exceeds 60, the filtering process applied for the check; (ii) if the size of the packet exceeds 78, the filtering process is applied as shown in the Algorithm 2. Two-way filtering is an ideal methodology for SDN. The following Figure 9 shows how the filtering process works in simulated SDN networks. In this experiment, both ICMP and IGMP packets were filtered by the SPP. There is no special condition check for the IGMP packets.

![Figure 9. Filtering process of ICMP with a threshold value.](image-url)
The filtering algorithm is executed only if the switch receives the maximum threshold value \( n \), where \( n = 60 \). If the value is less than 60, the ICMP packets are allowed in the network. An ICMP attack continuously generates a large number of flows with a small number of packets over a short period. Therefore, based on flow analysis, it is possible to determine the severity of ICMP attacks. The following formula was used to compute the percentages:

Of the ICMP packet is much smaller than that of the Ethernet frame size in the network. When the ICMP packets are affected, their size increases. It is possible to determine the degree of attack in the end switch based on the percentage of small bytes in ICMP packets.

\[
FSB = \frac{\sum_{i}^{FlowSum} Flow_i \left( PacketsBytes_i < T_{PB} \right)}{FlowSum}
\]  

(1)

Most of the ICMP flooding packets are invalid; thus, the corresponding flow rules issued by the SDN controller will not last for a long period before the timeout. The percentage of flow increased sharply over a short period. This can be determined using the following equation:

\[
PFSD = \frac{\sum_{i}^{FlowSum} Flow_i \left( Duration_i < t \right)}{FlowSum}
\]  

(2)

Algorithm 2 Filtering process

1. In Each Time Slot \( t \)
2. For Each Switch \( (S1, S2, \ldots, Sn) \), I do
3. For each ICMP request \( (IC_R) \) from host \( (IP) \) arriving at switch, do
4. IF the Host \( (IP) \) is in the SPSS Database SPSS Db, then
5. IF Host(IP) Equals \( (C_{ID}, S, DP_{ID}, PN, MAC) \)
6. Switch approves Request Grant \( (R_G) \) issues to Host(IP)
7. Else
8. IF \( (Host(IP) = \text{Real IP Address}) \) and IF \( (Threshold_{val} \leq 60) \), then
9. IF \( (Packet\_{Size} \leq 78) \), then
10. Switch Execute ICMP\_Request Grant \( (R_G) \) issues to Host(IP)
11. Update SPSS
12. Else
13. Drop the ICMP Request \( r \) from the Host(IP)
14. End if
15. End if
16. End for
17. End for

7. Experimental Setup

The implementation was tested using Mininet simulator running on a virtual machine with Windows operating system. Hyper-V virtualization technology, which enables virtualized computer systems on the Windows platform, was used. Analytical modelling, measurement, and evaluation were identified as the three main approaches commonly used to evaluate communication network systems. The results of the evaluation were used to set the network performance indices given the traffic workload and network configuration. Sixty Core i7 CPU with 3.40 GHz, 1 IBM Intel server, 8 GB RAM, and Windows 64 bit operating systems were used for evaluation. The experimental topology is presented in the figure. To evaluate the proposed work, two existing models were used: RYU SDN Framework and the detection and mitigating DoS (DDS) [30–33,38–44]. Figure 10 shows the simulation topology.
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Figure 10. Simulation topology.

Before analyzing the impact of attacks in an SDN environment, threshold values were set for network components with different parameters. After the attacks were evaluated, these values were compared to obtaining accurate results. The threshold parameters were the CPU utilization, memory utilization, storage space, and throughput [44–47]. The following Table 2 presents the parameter values recorded before the attack scenario.

Table 2. Threshold Value before Analysis.
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The proposed model was evaluated using five parameters: CPU utilization, channel bandwidth, packet delivery ratio, response time, and number of flow requests. CPU utilization is important parameter for evaluating system performance in SDN networks. CPU utilization may vary depending on the deployment of additional security protocols particularly in SDN. This section presents some of the other parameters used to evaluate the proposed scheme.
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The total CPU processing power was used by ICMP attacks during the attack period. There will be a continuous installation of unwanted requests from the host machine in SDN networks during the attack period. Therefore, in this case, the normal traffic is affected and is only less provisional for trusted requests. The following Figure 11 shows a comparison of CPU utilization for the proposed model with RYU and DDS. The Table 3 presents the CPU utilization based on two sets of evaluation.
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Figure 11. CPU Utilization.

Table 3. CPU Utilization.

| Time in Seconds | Utilization (%) |
|-----------------|-----------------|
|                 | Model (Test Run 1) | Model (Test Run 2) |
|                 | RYU | DDS | SPP | RYU | DDS | SPP |
| 100             | 7.2 | 3.2 | 0.5 | 7.1 | 3.2 | 0.5 |
| 200             | 5.0 | 3.2 | 0.5 | 5.0 | 3.4 | 0.5 |
| 300             | 6.1 | 2.3 | 0.6 | 6.0 | 2.6 | 0.6 |
| 400             | 7.2 | 2.5 | 0.5 | 7.2 | 2.5 | 0.5 |
| 500             | 5.7 | 2.5 | 0.7 | 5.5 | 2.4 | 0.6 |
| 600             | 7.2 | 3.8 | 0.7 | 7.2 | 3.5 | 0.7 |
| 700             | 7.3 | 2.5 | 0.6 | 7.1 | 2.4 | 0.6 |

B. PACKET DELIVERY RATIO

The packet delivery ratio is the ratio of the total packets sent by the source machine to the number of packets received by the destination machine. The packet loss ratio also plays a vital role in evaluating the packet delivery ratio. In our experiment, the TCP packets were sent from the source host to the destination host. The counter is used then to store the number of successful and unsuccessful packets. Table 4 presents the packet ratio units based on two sets of evaluation. The proposed scheme achieved a 98% delivery ratio compared with (87.25%) and DDS (73.25%) as shown in Figure 12. The formula used to calculate the delivery ratio is as follows:

\[
\text{FSB} = \frac{\text{Data Received}}{\text{Data Received} + \text{Data Loss}} \tag{3}
\]

Table 4. Packet Delivery.

| Model | Packet Delivery (%) |
|-------|---------------------|
|       | Sent    | Delivered | Dropped | Percentage | Sent    | Delivered | Dropped | Percentage |
| RYU   | 54,325  | 53,719    | 4557    | 92        | 60,234  | 55,876    | 4358    | 93         |
| DDS   | 45,378  | 44,765    | 6161    | 86.4      | 56,236  | 47,235    | 9001    | 84         |
| SPP   | 51,123  | 51,109    | 873     | 98.2      | 65,000  | 64,129    | 871     | 98.6       |
C. CONTROL CHANNEL BANDWIDTH

When host requests pass through a control channel during ICMP attacks, the channel becomes unavailable owing to the lack of bandwidth. The proposed SPP protocol reduces the load by blocking malicious traffic when the threshold value reaches $\geq 60$, as shown in the previous section (Figure 9). During the attack period, the bandwidth increased in both cases, whereas in the SPP model the bandwidth was constant. The reason for this is the blocking of malicious traffic in SDN. Table 5 presents the units for channel bandwidth. The proposed scheme achieved constant bandwidth as shown in Figure 13.

Table 5. Units for Channel Bandwidth.

| Time in Seconds | Channel Bandwidth (Kbps) |
|-----------------|-------------------------|
|                 | RYU | DDS | SPP |
| 100             | 141.7 | 102.3 | 40.2 |
| 200             | 163.2 | 104.6 | 32.3 |
| 300             | 153.6 | 101.2 | 41.1 |
| 400             | 138.1 | 111.1 | 40.7 |
| 500             | 156.7 | 104.8 | 31.3 |
| 600             | 162.3 | 108.3 | 41.3 |
| 700             | 138.2 | 102.5 | 44.4 |

Figure 12. Packet delivery ratio.

Figure 13. Control channel bandwidth.
D. FLOW CONTROL

Flow requests are vital component of SDN traffic. Because of DoS attacks, more flow rules will be installed by the end switch. Most attacks are executed only with flow request features to overload the SDN controller. The proposed scheme blocks all malicious attacks before they reach the controller. This is the reason why the SPP protocol is installed very close to the SDN controller. The figure indicates that SPP packet-in messages are much fewer when compared to the other two models during the attack. It also clearly shows that there are more unwanted packet-in requests in RYU during the attack. The average number of packets in the message is below 1000 messages per minute in the SPP model as shown in Figure 14, proving its better suitability to SDN environments than other approaches [48–51].

E. RESPONSE TIME

The response time increases during DOS attacks owing to fake requests on the controller. Therefore, there was a delay in the response time. Therefore, the proposed SPP overcomes this issue by blocking the unwanted traffic. The figure shows that the average response time of SPP is 5.23 milliseconds when compared to other models with 6.03 and 7.24 milliseconds, respectively, as shown in Figure 15.

Figure 14. Flow control.

Figure 15. Response time.
9. Conclusions

When network technologies emerge at a steady rate, SDN will be implemented at higher rates in the upcoming years in all fields. Although SDN technology removes the complexity of tying control and data planes together over a traditional networks, it makes certain aspects, such as security, controllability, and the economy of network resources, vulnerable. Among these aspects, security is one of the main concerns to be viewed seriously as far as the applications of SDN are concerned. This study addressed recent ICMP protocol-based attacks and their impact on SDN environments. This work proposes a security policy protocol (SPP) and client authentication model to avoid unauthorized attacks on SDN networks. The proposed model was evaluated using parameters such as CPU utilization, channel bandwidth, packet delivery ratio, response time, and the number of flow requests. The final experimental results proved that the proposed model performed with higher performance and minimum overhead in terms of efficiency. This model can effectively defend against flooding attacks in SDN network environments. The proposed SPP protocol achieved 92% accuracy in ICMP detection Compared with traditional approaches.
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