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Abstract: The paper considers the question of the possibility of recovering symmetric stable states of a bistable medium in the inverse problem for a nonlinear singularly perturbed autowave equation by data given on the position of an autowave front propagating through it. It is shown that under certain conditions, this statement of the problem is ill-posed in the sense of the non-uniqueness of the solution. A regularizing approach to its solution was proposed.
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1. Introduction

Problems for nonlinear singularly perturbed autowave equations arise when simulating propagating fronts of various natures. Such problems include for example flame propagation modeling in combustion theory [1] or the problem of population habitat movement in biophysics [2]. The unknown function in the direct problem is the density of a combustible substance or the size of a population. Usually, mathematical models describing these processes include differential equations with cubic nonlinearities. With the help of such nonlinearities, it is possible to describe physical systems that have two equilibrium states and the autowave front that matches state switching. The equilibrium states are related to the maximal and minimal roots of the cubic nonlinearity [2]. The front is a region where the function of matter density (in the case of chemical kinetics) or population size (in the case of biophysical problems) changes quite sharply from values close to one root of the cubic nonlinearity to values close to another root. In this case, space is divided into two media: the disturbed part, through which the front has already passed, and the unperturbed part. If a small parameter is placed at the highest derivative, the width of the switching autowave front will be rather small compared to the entire region size [3]. As a consequence, the front can be distinguished experimentally.

If the medium root of the cubic nonlinearity at each point of the area is equal to the half-sum of the other two roots (which are called symmetric stable states of a bistable medium), then such nonlinearity is called balanced nonlinearity [4,5]. Problem statements with balanced nonlinearities describe physical quantities taking values corresponding to one of two stationary states, symmetric with respect to an unstable neutral equilibrium position. Such values can be, for example, the number of fixed and disappearing mutations in the model describing the autowave front of mutations passing through the population [6,7].
Some applied problem statements in these models require solving inverse problems for recovering some coefficient in the equation. To formulate the inverse problem, additional information is required, which is usually measured experimentally. Often in the statements of inverse problems for partial differential equations, additional information about the solution on a part of the boundary is used (see, for example, [8–17]). In particular, in [18,19], the authors considered the features of the numerical solution of the inverse problems for nonlinear singularly perturbed partial differential equations with data at the final moment of time. However, one of the possible inverse problem statements for equations of this type is a statement with additional information on front motion dynamics (see, for example, [20,21]). Additional data of this type is demanded in practice since they are the easiest to observe in the experiment (the front is an easily distinguishable contrast structure). In this paper, we considered the possibility of recovering the unknown function describing the stable state of a bistable medium from the data on the moving autowave front position.

The main idea that can be applied to effectively solve the inverse problem under consideration is the use of asymptotic analysis methods [22,23]. The application of the asymptotic analysis methods to nonlinear differential equations with a small parameter at the highest derivative has an important feature. This feature is that the asymptotic analysis under certain conditions makes it possible to reduce the original problem for a nonlinear singularly perturbed partial differential equation to a much simpler problem. Such a problem does not contain small parameters and has a lower dimension (and sometimes does not even contain differential, but algebraic equations). As a result of applying this approach, it is possible to obtain a reduced formulation of the inverse problem. In this formulation, the coefficient in the equation (stable state of a bistable medium) is explicitly related to the position of the moving autowave front that is observed experimentally.

Similar ideas allowing obtaining a simpler relationship between the coefficients of the equation and the position of the front have been proposed earlier. For example, in [1,3], the question of determining the approximate value of the front velocity for singularly perturbed partial differential equations of the type under consideration was studied. However, in the case of balanced nonlinearity, the methods from [1,3] give an approximate value of the front speed identically equal to zero, which does not correspond to reality. The use of asymptotic analysis methods [22,23] makes it possible to refine the expression for the velocity, which in the next approximation will be nonzero.

The structure of this work is as follows. Section 2 contains the inverse problem statement for recovering the coefficient that determines the symmetric states of a bistable medium from data on the autowave front position. In Section 3, as a result of the direct problem’s asymptotic analysis, a reduced formulation of the problem is derived that explicitly relates the unknown coefficient with the data of the inverse problem. In Section 4, using this reduced formulation of the inverse problem, we demonstrate the fact that the original inverse problem under certain conditions has a non-unique solution. One of the possible regularizing approaches to solve this problem was proposed.

2. Statement of the Inverse Problem

Consider the following direct problem for a nonlinear singularly perturbed equation with a balanced cubic nonlinearity:

\[
\begin{cases}
\varepsilon^2 \left( \frac{\partial^2 u}{\partial x^2} - \frac{\partial u}{\partial t} \right) = u(u^2 - q^2(x)), & x \in (0, 1), \quad t \in (0, T], \\
u(0,t) = u_{left}(t), & u(1,t) = u_{right}(t), \quad t \in (0, T], \\
u(x,0) = u_{init}(x), & x \in [0, 1],
\end{cases}
\]

(1)

where \(0 < \varepsilon \ll 1\) is a small parameter and the functions \(u_{left}(t), u_{right}(t), u_{init}(x)\), and \(q(x)\) are sufficiently smooth.
It is known \[4\] that under certain conditions, the problem (1) has a solution in the form of a moving front, i.e., the solution of the problem is close to the functions \(-q(x)\) and \(+q(x)\) to the left and to the right of some point \(x_{t,p}(t)\), and in a small neighborhood of this point, a narrow internal transition layer is observed (see Figure 1). We call the point \(x_{t,p}(t)\) a “transition point” (“t.p”).

\[\text{Figure 1. Typical form of the moving front-type solution in Problem (1) for a fixed } t. \text{ The boundary layers that can occur when the boundary conditions are not matched with the functions } \pm q(x) \text{ at the points } x = 0 \text{ and } x = 1 \text{ are also marked.}\]

The function \(x = x_{t,p}(t)\), describing the position of the front, according to \[23\], can be found as a solution to the following functional equation (see Figure 1):

\[
u(x,t) = 0, \quad t \in [0, T].
\]

Thus, we can match the coefficient \(q(x)\) determining the stable state of a bistable medium in the problem (1), which has a solution of the moving front type, with the position of this front \(x_{t,p}(t) \equiv f(t)\) at any time \(t \in [0, T]\) (see Figure 1).

The inverse problem is to determine the coefficient \(q(x) > 0\) in (1) from the known additional information about the position of the front:

\[
x_{t,p}(t) = f(t), \quad t \in [0, T].
\]  \hspace{1cm} (2)

Note that in practice, instead of the exact data \(f(t)\), the experimentally measured approximate value \(f_\delta(t)\) is known, such that:

\[
\|f - f_\delta\|_{L_2} \leq \delta.
\]

3. Construction of the Reduced Statement of the Inverse Problem Using the Asymptotic Analysis Methods

Asymptotic analysis (see, for example, \[22–24\]) allows determining approximately the theoretical law of motion of the front localization point \(x_{t,p}\). According to asymptotic analysis methods, it is assumed that for the solution \(u(x,t)\) of the problem (1), the position of point \(x_{t,p}(t)\) at each moment of time is determined by the equality \(u(x_{t,p}(t),t) = 0, \quad t \in [0, T]\). In order to obtain the function \(x_{t,p}(t)\), we constructed the function \(U(x,t)\), which is an asymptotic approximation of \(u(x,t)\) with respect to the small parameter \(\varepsilon\). We constructed \(U(x,t)\) separately on each of the segments \(x \in [0, x_{t,p}(t)]\) and \(x \in [x_{t,p}(t), 1]\) at each moment of time \(t \in [0, T]\). Further, the functions defined on the segment \([0, x_{t,p}(t)]\) are denoted by the superscript “(−)”, and on the segment \([x_{t,p}(t), 1]\) by the superscript “(+)”. 
Let us write the asymptotic approximation \( U(x, t) \) of the problem (1) solution on each of the indicated intervals as a sum of three terms:

\[
U^{(\pm)}(x, t) = \hat{u}^{(\pm)}(x) + Q^{(\pm)}(\xi, t) + \Pi^{(\pm)}(\rho_{\mp}).
\]

Here:

- \( \hat{u}^{(\pm)}(x) \) are the regular part functions describing the behavior of the solution far from the points \( x \in \{0, x_{t,p}(t), 1\} \);
- \( Q^{(\pm)}(\xi, t) \) are the transition layer functions describing the solution near the localization point \( x_{t,p}(t) \) of the transition layer at each time and depending on the stretched variable \( \xi = (x - x_{t,p}(t))/\varepsilon \);
- \( \Pi^{(\pm)}(\rho_{\mp}) \) is a boundary function describing the solution near the point \( x = 0 \) and depending on the stretched variable \( \rho_{\mp} = x/\varepsilon \);
- \( \Pi^{(\mp)}(\rho_{\pm}) \) is a boundary function describing the behavior of the solution near the point \( x = 1 \) and depending on the stretched variable \( \rho_{\pm} = (x - 1)/\varepsilon \); note that the boundary functions exponentially decrease with distance from the points \( x = 0 \) and \( x = 1 \) [24].

Let us represent the functions included in sums (3) as small parameter exponents:

\[
\hat{u}^{(\pm)}(x) = \hat{u}^{(\pm)}_0(x) + \varepsilon \hat{u}^{(\pm)}_1(x) + \varepsilon^2 \hat{u}^{(\pm)}_2(x) + \ldots ,
\]

\[
Q^{(\pm)}(\xi, t) = Q^{(\pm)}_0(\xi, t) + \varepsilon Q^{(\pm)}_1(\xi, t) + \varepsilon^2 Q^{(\pm)}_2(\xi, t) + \ldots ,
\]

\[
\Pi^{(\pm)}(\rho_{\mp}) = \Pi^{(\pm)}_0(\rho_{\mp}) + \varepsilon \Pi^{(\pm)}_1(\rho_{\mp}) + \varepsilon^2 \Pi^{(\pm)}_2(\rho_{\mp}) + \ldots .
\]

If sums (4) contain terms up to the order \( \varepsilon^n \), then the corresponding approximations for \( U(x, t) \) are denoted with the subscript \( n \) and called the asymptotic approximations of the \( n \)-th order.

According to [22-24], the functions \( U^{(n)}_n(x, t) \) and \( U^{(n)}_n(x, t) \) are subject to the condition of equality at the point \( x_{t,p}(t) \) at each moment of time \( t \in [0, T] \):

\[
U^{(n)}_n(x_{t,p}(t), t) = \sum_{i=0}^{n} \varepsilon^i \left( \hat{u}^{(\pm)}_i(x_{t,p}(t)) + Q^{(\pm)}_i(0, t) \right) + O(\varepsilon^{n+1}) = \]

\[
= U^{(n)}_n(x_{t,p}(t), t) = \sum_{i=0}^{n} \varepsilon^i \left( \hat{u}^{(\pm)}_i(x_{t,p}(t)) + Q^{(\pm)}_i(0, t) \right) + O(\varepsilon^{n+1}).
\]

Taking into account the equality \( u(x_{t,p}(t), t) = 0 \), we have \( U^{(n)}_n(x_{t,p}(t), t) = 0 \) and \( U^{(n)}_n(x_{t,p}(t), t) = 0 \).

Note that due to the exponential decay of the boundary functions \( \Pi^{(\pm)}(\rho) \) with distance from the endpoints of the segment \([0, 1]\) their contribution to the matching conditions of the functions \( U^{(n)}_n(x, t) \) and \( U^{(n)}_n(x, t) \) is of order less than \( O(\varepsilon^{n+1}) \) in case the transition layer is far enough from the points \( x = 0 \) and \( x = 1 \).

We assumed that the function \( x_{t,p}(t) \) can also be represented with exponents of the small parameter \( \varepsilon \):

\[
x_{t,p}(t) = x_0(t) + \varepsilon x_1(t) + \ldots + \varepsilon^n x_n(t) + \ldots
\]

According to the standard methods of asymptotic analysis [23] the coefficients \( x_i(t) \), \( i = 0, n \), in sums (6) are determined sequentially from the conditions for matching the derivatives of the asymptotic approximations of the \( i \)-th order \( U^{(i)}_n(x, t) \) and \( U^{(i)}_n(x, t) \), \( i = 0, n \), at the point \( x_{t,p}(t) \) for each \( t \in (0, T] \).

We remind that in the current work, Equation (1) with balanced nonlinearity [4,5] is considered. In this case, the coefficient \( x_0(t) \) of the expansion (6) is determined from
the condition of matching the derivatives with respect to the variable $x$ of the first-order asymptotic approximations $U_i^{(-)}(x, t)$ and $U_i^{(+)}(x, t)$ at the point $x_{i,p}(t)$ for all $t \in [0, T]$.

According to Vasilyeva’s algorithm [23], the equations for the functions of the regular part $a_i^{(\mp)}(x)$, $i = 0, 1$, are obtained from the equalities:

$$O(\epsilon^2) = (a_0^{(\mp)} + \epsilon a_1^{(\mp)})(u_0^{(\mp)} + \epsilon u_1^{(\mp)})^2 - q^2(x),$$

if we equate the coefficients for $\epsilon^0$ and $\epsilon^1$, respectively, in the Taylor series expansion over the small parameter $\epsilon$ of the left and right parts of these equalities.

Thus, we obtain the equations to define the functions $a_0^{(\mp)}(x)$:

$$a_0^{(\mp)}((a_0^{(\mp)})^2 - q^2(x)) = 0.$$

Each of these equations has three roots: $\{0, \pm q(x)\}$. As is known from [23], to construct an asymptotic approximation of an increasing solution of the front form, one should set:

$$a_0^{(-)} = q(x), \ a_0^{(+)} = q(x).$$

For the functions of the regular part of the first order in the mentioned way, we obtained the equations, from which it follows that:

$$a_1^{(\mp)} \equiv 0.$$

The equations for the transition layer functions were obtained in the same way as for the regular part, from the equalities:

$$\epsilon^2 \frac{\partial^2}{\partial x^2} \left( a_0^{(\mp)}(x_{i,p} + \epsilon \xi) + \epsilon a_1^{(\mp)}(x_{i,p} + \epsilon \xi) \right) + \frac{\partial^2}{\partial \xi^2} \left( Q_0^{(\mp)} + \epsilon Q_1^{(\mp)} \right) +$$

$$+ \epsilon \frac{d}{dt} \frac{\partial}{\partial \xi} \left( Q_0^{(\mp)} + \epsilon Q_1^{(\mp)} \right) =$$

$$= \left( a_0^{(\mp)}(x_{i,p} + \epsilon \xi) + \epsilon a_1^{(\mp)}(x_{i,p} + \epsilon \xi) + Q_0^{(\mp)} + \epsilon Q_1^{(\mp)} \right) \times$$

$$\times \left( a_0^{(\mp)}(x_{i,p} + \epsilon \xi) + \epsilon a_1^{(\mp)}(x_{i,p} + \epsilon \xi) + Q_0^{(\mp)} + \epsilon Q_1^{(\mp)} \right)^2 - q^2(x_{i,p} + \epsilon \xi) -$$

$$- \left( a_0^{(\mp)}(x_{i,p} + \epsilon \xi) + \epsilon a_1^{(\mp)}(x_{i,p} + \epsilon \xi) \right) \times$$

$$\times \left( a_0^{(\mp)}(x_{i,p} + \epsilon \xi) + \epsilon a_1^{(\mp)}(x_{i,p} + \epsilon \xi) \right)^2 - q^2(x_{i,p} + \epsilon \xi) \big) + O(\epsilon^2).$$

In the last equality, the argument $t$ of function $x_{i,p}(T)$ is omitted for brevity.

The functions $Q_i^{(\mp)}(\xi, t), i = \{0, 1\}$, are defined on the half-line $\xi \leq 0$ and the functions $Q_i^{(+)}(\xi, t)$ on the half-line $\xi \geq 0$. The boundary conditions for $\xi = 0$ for these functions are obtained from the equalities (5).

We also require the standard condition for decreasing at infinity [23]:

$$Q_i^{(+)}(\mp \infty, t) = 0.$$  \hspace{1cm} (8)

We denote:

$$\hat{a}(\xi, t) = \begin{cases} a_0^{(-)}(x_{i,p}(t)) + Q_0^{(-)}(\xi, t), & \xi < (-\infty, 0), \ t \in [0, T], \\ a_0^{(+)}(x_{i,p}(t)) + Q_0^{(+)}(\xi, t), & \xi \in [0, +\infty), \ t \in [0, T]. \end{cases}$$

\hspace{1cm}
Note that this function is defined for \( \xi \in (-\infty, +\infty) \) and is continuous due to the condition (5) in order \( \varepsilon^0 \).

Combining the terms for \( \varepsilon^0 \) in the equalities (7) and (5), taking into account the conditions at infinity (8), for the function \( \bar{u}(\xi, t) \), we obtain a problem where \( t \) is a parameter:

\[
\begin{align*}
\begin{cases}
\partial^2 \bar{u} \over \partial \xi^2 = \bar{u} \left( \bar{u}^2 - q(x_{t,p}(t))^2 \right), & \xi \in (-\infty, +\infty), \\
\bar{u}(-\infty, t) = -q(x_{t,p}(t)), & \bar{u}(+\infty, t) = q(x_{t,p}(t)).
\end{cases}
\end{align*}
\]

(9)

It is known [25] that this problem has a smooth solution. Let us pass from the second-order differential equation in (9) to the equivalent system:

\[
\begin{align*}
\Phi &= \frac{\partial \bar{u}}{\partial \xi}, \\
\frac{\partial \Phi}{\partial \xi} &= \bar{u} \left( \bar{u}^2 - q(x_{t,p}(t))^2 \right), & -\infty < \xi < +\infty,
\end{align*}
\]

(10)

and from it to the equation for phase trajectories on the plane \( (\bar{u}, \Phi) \):

\[
\Phi \frac{\partial \Phi}{\partial \bar{u}} = \bar{u} \left( \bar{u}^2 - q(x_{t,p}(t))^2 \right).
\]

The points \( (\mp q(x_{t,p}(t), 0) \) of the phase plane are saddle-type rest points of system (10). According to [1], the phase trajectory connecting these saddles can be found in the form of a parabola defined by the equation:

\[
\Phi(\bar{u}) = -\frac{1}{\sqrt{2}} \left( \bar{u}^2 - q(x_{t,p}(t))^2 \right).
\]

(11)

Substituting this expression into the first equation in (10), we obtain a first-order differential equation for the function \( \bar{u}(\xi, t) \), whose solution with additional condition \( \bar{u}(0, t) = 0 \) has the form:

\[
\bar{u}(\xi, t) = q(x_{t,p}(t)) \frac{1 - \exp \left( -\sqrt{2}q(x_{t,p}(t))\xi \right)}{1 + \exp \left( -\sqrt{2}q(x_{t,p}(t))\xi \right)}.
\]

(12)

The problems for the functions \( Q_1^{(-)}(\xi, t) \) are obtained by equating the coefficients for \( \varepsilon^1 \) in the equalities (5), (7), and (8):

\[
\begin{align*}
\begin{cases}
\frac{\partial^2 Q_1^{(-)}}{\partial \xi^2} & + \frac{dx_{t,p}}{dt} \Phi(\xi, t) = \left( 3\bar{u}^2(\xi, t) - q^2(x_{t,p}(t)) \right) Q_1^{(-)} + \\
& + q_x(x_{t,p}(t))\xi \left( -3\bar{u}^2(\xi, t) + q^2(x_{t,p}(t)) - 2q(x_{t,p}(t))\bar{u}(\xi, t) \right), & -\infty < \xi < 0, \\
Q_1^{(-)}(0, t) &= 0, & Q_1^{(-)}(-\infty, t) = 0;
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
\frac{\partial^2 Q_1^{(+)}}{\partial \xi^2} & + \frac{dx_{t,p}}{dt} \Phi(\xi, t) = \left( 3\bar{u}^2(\xi, t) - q^2(x_{t,p}(t)) \right) Q_1^{(+)}, \\
& + q_x(x_{t,p}(t))\xi \left( 3\bar{u}^2(\xi, t) - q^2(x_{t,p}(t)) - 2q(x_{t,p}(t))\bar{u}(\xi, t) \right), & 0 < \xi < +\infty, \\
Q_1^{(+)}(0, t) &= 0, & Q_1^{(+)}(+\infty, t) = 0.
\end{cases}
\end{align*}
\]

Here, \( \Phi(\xi, t) = \partial \bar{u}^2 \partial \xi \) (see (10)), and the variable \( t \) is a parameter.
The solutions to these problems can be written out explicitly [23]:

\[
\begin{align*}
Q_1^{(\pm)}(\xi, t) &= \Phi(\xi, t) \int_0^s ds_1 \int_{\pm\infty}^s \Phi(\sigma, t) q_1(x_{t,p}(t)) \sigma \times \\
&\times \left( \mp 3\Phi^2(\sigma, t) \pm q^2(x_{t,p}(t)) - 2q(x_{t,p}(t)) \tilde{u}(\xi, t) \right) d\sigma - \\
&- \frac{d}{dt} \Phi(\xi, t) \int_0^\xi ds \int_{\pm\infty}^s \Phi^2(\sigma, t) d\sigma.
\end{align*}
\]  

Therefore, the constructed first-order asymptotic approximation of the problem (1) solution has the form:

\[
U_1(x, t) = \begin{cases} 
U_1^{(-)}(x, t), & x \in [0, x_{t,p}(t)], \ t \in [0, T], \\
U_1^{(+)}(x, t), & x \in [x_{t,p}(t), 1], \ t \in [0, T], 
\end{cases}
\]

or:

\[
U_1(x, t) = \begin{cases} 
-q(x) + q(x_{t,p}(t)) + \tilde{u}(\xi, t) + \varepsilon Q_1^{(-)}(\xi, t), & x \in [0, x_{t,p}(t)], \ t \in [0, T], \\
q(x) - q(x_{t,p}(t)) + \tilde{u}(\xi, t) + \varepsilon Q_1^{(+)}(\xi, t), & x \in [x_{t,p}(t), 1], \ t \in [0, T].
\end{cases}
\]

The existence of a classical solution to the problem (1) for which the function \(U_1(x, t)\) is a uniform asymptotic approximation of the solution (1) with an accuracy of \(O(\varepsilon^2)\) can be proven using the asymptotic method of differential inequalities in analogy to [4].

Let us write down the condition for matching the derivatives of functions \(U_1^{(-)}(x, t)\) and \(U_1^{(+)}(x, t)\):

\[
\frac{dU_1^{(-)}}{dx}(x, t) = \frac{dU_1^{(+)}}{dx}(x, t)
\]

and substitute here the obtained functions of zeroth and first order:

\[
\begin{align*}
\frac{1}{\varepsilon} \frac{\partial \tilde{u}}{\partial \xi}(0, t) - q_1(x_{t,p}(t)) + \frac{\partial Q_1^{(-)}}{\partial \xi}(0, t) &- \\
&- \frac{1}{\varepsilon} \frac{\partial \tilde{u}}{\partial \xi}(0, t) - q_1(x_{t,p}(t)) + \frac{\partial Q_1^{(+)}}{\partial \xi}(0, t) + O(\varepsilon^2) = 0.
\end{align*}
\]

In the last equality, we take into account the smoothness of the function \(\tilde{u}(\xi, t)\) and the expression \(x_{t,p}(t) = x_0(t) + O(\varepsilon)\) and equate the terms of the order \(\varepsilon^0\) in the left and right parts of the equality (14). As a result, we obtain:

\[
-2q_1(x_0(t)) + \frac{\partial Q_1^{(-)}}{\partial \xi}(0, t) - \frac{\partial Q_1^{(+)}}{\partial \xi}(0, t) = 0.
\]

Using the explicit form (13) of the functions \(Q_1^{(\pm)}(\xi, t)\), we obtain the following expressions for their derivatives at \(\xi = 0\):

\[
\begin{align*}
\frac{\partial Q_1^{(\pm)}}{\partial \xi}(0, t) &= q_1(x_0(t)) \frac{1}{\Phi(0, t)} \int_0^{2t} \Phi(\xi, t) \xi \\
&\times \left( \mp 3\Phi^2(\sigma, t) \pm q^2(x_0(t)) - 2q(x_0(t)) \tilde{u}(\xi, t) \right) d\sigma + \\
&+ \frac{1}{\sqrt{2}} \int_0^{\infty} \Phi(0, t) \int_{\mp\infty}^{x_0(t)} \left( \tilde{u}^2 - q^2(x_0(t)) \right) d\tilde{u}.
\end{align*}
\]

Here, we take into account the first equality in (10) and the representation (11).
In the integrals over the variable \( q \), we substituted the explicit form (12) of the function \( \bar{u}(\xi, t) \), in which \( x_{t,p}(t) \) is replaced by \( x_0(t) \), and made the change of variables \( s = \exp \left( -\sqrt{2q(x_0(t))} \xi \right) \). Integrals with respect to the variable \( \bar{u} \) were calculated explicitly. We substituted the obtained expressions for integrals in the equality (15) and then obtained the equation for the function \( x_0(t) \).

As a result, we obtained the Cauchy problem, which determines the major term \( x_0(t) \) of the asymptotic approximation of the moving autowave front position \( x_{t,p}(t) \):

\[
\begin{cases}
\frac{dx_0}{dt} = C \frac{q_x(x_0)}{q(x_0)}, & t \in (0, T], \\
x_0(0) = x_{t,p}(0),
\end{cases}
\]

(16)

where:

\[
C = -12 \int_0^1 \frac{(s^2 - 2s) \ln s}{(1 + s)^4} ds - \frac{3}{2},
\]

(17)

and \( x_{t,p}(0) \) is the given autowave front initial position.

It can be argued that for sufficiently small values of parameter \( \varepsilon \), we can replace the asymptotic approximation \( x_0(t) \) in the problem (16) with the value \( x_{t,p}(t) = f(t) \), known from the inverse problem statement:

\[
\frac{df}{dt} = C \frac{q_x(f(t))}{q(f(t))}, \quad t \in (0, T].
\]

(18)

Here, \( C \) is defined by (17).

Thus, we obtained a reduced statement (18) of the original inverse problem (1) and (2). This statement relates the function \( q(x) \), which must be recovered when solving the inverse problem, with the data of the inverse problem (function \( f(t) \) determining the moving autowave front position \( x_{t,p}(t) \equiv f(t) \) measured experimentally).

Note that the equation in the reduced statement does not contain a small parameter and, moreover, is an ordinary differential equation for the unknown function \( q(x) \).

Based on the assumption that the autowave front has passed through each point \( x \) of the observation region \([f(0), f(T)]\) only once, we concluded the existence of the inverse function \( f(t) \). By replacing \( t = f^{-1}(x) \) in (18), we obtain:

\[
\frac{dq}{dx} = \frac{\nu(x)}{C} q, \quad x \in [f(0), f(T)].
\]

Here, \( C \) is defined by (17), and \( \nu(x) \) is the dependence of the observed autowave front velocity on the point \( x \in [f(0), f(T)] \) of its localization, known from experimental data:

\[
\nu(x) = \frac{df}{dt} \bigg|_{t = f^{-1}(x)}.
\]

Remark 1. In practice, we usually know the data \( f_\delta(t) \) measured in the experiment with the error \( \delta \). Thus, before calculating \( \nu(x) \), one should first perform the smoothing procedure for the function \( f_\delta(t) \). The smoothing parameter used in the chosen method must be consistent with the error \( \delta \) of the input data [26].

Remark 2. The case \( f(t) \equiv \text{const} \) is special and should be examined separately. For example, there is no reason for the autowave front motion in a homogeneous medium \( (q(x) \equiv \text{const}) \) with balanced nonlinearity.
4. The Problem of the Non-Uniqueness of the Solution to the Inverse Problem and a Proposal to Resolve this Issue

In the previous section, we obtained a reduced formulation of the inverse problem (1) and (2):

\[ \frac{dq}{dx} = \frac{v(x)}{C} q, \quad x \in [f(0), f(T)], \]  

(19)

where:

\[ v(x) = \left. \frac{df(t)}{dt} \right|_{t = f^{-1}(x)}, \quad C = -12 \int_0^1 \frac{(s^2 - 2s) \ln s}{(1 + s)^4} ds - \frac{3}{2}. \]

Two important conclusions can be drawn from Equation (19).

1. The unknown coefficient \( q(x) \) can be recovered only in the region \( x \in [f(0), f(T)] \), where the autowave front passed through during its experimental observation.
2. The solution to Equation (19) is non-unique. Functions \( q(x) \) that satisfy Equation (19) form a one-parameter set of solutions, since Equation (19) is an ordinary differential equation of first order.

It should be noted that the reduced statement (19) is an asymptotically accurate result, i.e., the solution (19) tends to the solution (1) and (2) at \( \varepsilon \to 0 \). Thus, if \( \varepsilon \to 0 \), we can conclude that the original inverse problem (1) and (2) has a non-unique solution for the input data defined only by the function \( f(t) \). In the case that \( \varepsilon \) is fixed, the question of the non-uniqueness of the original inverse problem (1) and (2) solution remains open. We investigate this issue numerically in Section 4.1.

However, even if the inverse problem (1) and (2) has a unique solution for a fixed \( \varepsilon \), the question of how to find this solution remains open. At the moment, only one approach to solving inverse problems for nonlinear singularly perturbed partial differential equations with data on the front position is constructive, that is finding an approximate solution to the inverse problem from the reduced statement obtained by the methods of asymptotic analysis (see, for example, [27]). The use of such an approach in the case of the problem under consideration is impossible since the reduced formulation (19) has a non-unique solution.

To formulate the problem (19) correctly, additional information is required. As such, one can use additional information, for example information on the value of the function \( q(x) \) at any point of the segment \( [f(0), f(T)] \):

\[ q(x^*) = q^*, \quad x^* \in [f(0), f(T)]. \]  

(20)

An additional condition of this type allows formulating the Cauchy problem for Equation (19). Such a problem had a unique solution. In Section 4.2, we numerically investigate the possibility of finding a solution to the inverse problem (1) and (2) with additional information (20) as a solution to the Cauchy problem (19) and (20).

4.1. Numerical Study of the Non-Uniqueness of the Solution to the Inverse Problem with a Fixed Value of the Small Parameter

Let us simulate the function \( x_{t,p.}(t) \equiv f(t) \) for various functions \( q^{(i)}(x) \), \( i = 1, 3 \), differing by a constant factor:

\[ q^{(1)}(x) \equiv q^{model}(x), \quad q^{(2)}(x) \equiv 0.25 q^{model}(x), \quad q^{(3)}(x) \equiv 4 q^{model}(x). \]

Note that it follows from (16) that all these functions relate to the same function \( x_0(t) \). Recall that \( x_0(t) \) defines the main term of the asymptotic approximation with respect to the small parameter \( \varepsilon \) of the exact position \( x_{t,p.}(t) \): \( x_{t,p.}(t) = x_0(t) + O(\varepsilon) \).
The simulation was carried out for the following set of problem parameters (1):

\[ \epsilon = 10^{-2.5}, \quad T = 0.3, \]
\[ u_{left}(t) = -q^{(i)}(0), \quad u_{right}(t) = q^{(i)}(1), \]
\[ q(x) = q^{model}(x) = 1 - \frac{1}{6}e^{-80|x-0.1|^2} - \frac{1}{3}e^{-80|x-0.3|^2} - \frac{5}{6}e^{-25|x-0.55|^2}, \]

\( u_{init}(x) \) was selected as a function that has an already formed internal transition layer in the vicinity of the point \( x = 0.1 \) (see Figure 1).

The functions \( x_{t,p}(t) \equiv f(t) \) for different \( q^{(i)}(x) \) are denoted as \( f^{(i)}(t) \). The simulation results are shown in Figure 2. It can be seen that the functions \( f^{(i)}(t) \) depend on the specification model functions \( q^{(i)}(x) \) and are dissimilar. For smaller \( \epsilon \), this difference is smaller, and for larger values of \( \epsilon \), this difference is larger. Thus, we can conclude that for a fixed \( \epsilon \), the solution of the inverse problem (1) and (2) is unique, since different functions \( q^{(i)}(x) \) correspond to different functions \( f^{(i)}(t) \). However, this statement is true only for the “ideal” inverse problem, which uses the data \( f(t) \) without any error. In the case of solving real-world applications, the input information is given as a function \( f(t) \) defined with the error \( \delta \) (see Figure 2). In this case, at some error levels \( \delta \), the functions \( f^{(i)}(t) \) corresponding to different values of \( q^{(i)}(x) \) are experimentally indistinguishable from each other. An example of this situation (for \( \delta / \| f(t) \| \cdot 100\% = 8\% \)) is shown in Figure 2.

![Figure 2. Functions (a) \( f^{(i)}(t) \) and (b) \( f^{(i)}(t) \) for various functions \( q^{(i)}(x) \).](image)

Thus, even with a fixed value of \( \epsilon \), in the case of a sufficiently large error in the input data \( f(t) \), the inverse problem (1) and (2) has a non-unique solution.

4.2. Numerical Study of the Small Parameter Value Influence on the Quality of the Function \( q(x) \) Recovered from the Reduced Statement of the Problem with Additional Information

We investigated the stability of the inverse problem solution depending on the input data error level \( \delta \) for different values of parameter \( \epsilon \). For this purpose, we found the inverse problem approximate solution \( q^{\text{inv}}(x) \) from the reduced statement of the problem (19) with the additional condition (20) with different values of \( \epsilon \) and different values of \( \delta \). The simulation of the inverse problem input data and the calculations of \( q^{\text{inv}}(x) \) were performed for the parameters specified in the previous subsection, \( q(x) = q^{\text{model}}(x) \) and \( x^* = 0.1, q^* = q^{\text{model}}(x^*) \). Figure 3 shows the dependence \( \|q^{\text{inv}}(x) - q^{\text{model}}(x)\|_{L_2([T_0,T])} \) from the error level of the input data “\( \delta' = \delta / \| f(t) \|_{L_2([T_0,T])} > 100\% \) in percent, where \( \langle \cdot \rangle \) means averaging over the performed set of experiments for the same \( \delta \). It can be seen that as \( \delta \) decreases, the accuracy of the recovery of function \( q^{\text{inv}}(x) \) increases. Moreover, smaller values of \( \epsilon \) lead to a more accurate reconstruction of the unknown function \( q(x) \).
1. The problem of the non-uniqueness of the solution to the inverse problem was revealed in the case of the presence of symmetric stable states of a bistable medium. In the case of asymmetric stable states, the result would be different.

2. In previous works (see, for example, [20,21,27]), the authors dealt with the problems in which the recovery of the unknown coefficient \( q(x) \) was successful using only the information about the front position \( f(t) \). This was due to the fact that the reduced statements were algebraic [21,27] or integral [20] equations with respect to \( q \).

3. Information about the value \( u(x_{t,p}(t), t), t \in [0, T] \), can be used as additional data for the inverse problem statement. In this case, it is possible (1) to construct an algorithm for solving the problem (1) and (2) in the full statement using the gradient method of minimizing the cost functional (see, for example, [20,28]) and (2) to use some recent results concerning features of solving nonlinear inverse problems (see, for example, [29–39]), including error estimation (see, for example, [40–45]). However, as already noted, applying this approach will require additional information about the function \( u(x_{t,p}(t), t) \), which can be difficult to measure experimentally.

4. The proposed way of using the additional information allows recovering the function \( q(x) \) only at the points \( x \in \{f(0), f(T)\} \subset [0, 1] \) the autowave front passed through during experimental observation.

5. In some cases, autowave equations have exact solutions [1,46,47]. For example, in [46], for an equation of the form (1) with \( q(x) \equiv \text{const} \): (1) families of the traveling wave solutions and two-shock wave solutions and (2) the explicit formulae determining their velocities were obtained. Let us set the problem (1) with \( q(x) \equiv 1 \), the initial condition \( u_{\text{init}}(x) = \left( 1 - \exp \left( - \sqrt{2} (x - x_{t,p}(0))/\varepsilon \right) \right) \left( 1 + \exp \left( - \sqrt{2} (x - x_{t,p}(0))/\varepsilon \right) \right)^{-1} \), and the boundary conditions \( u_{\text{left}}(t) = u_{\text{init}}(0), u_{\text{right}}(t) = u_{\text{init}}(1) \). The boundary and initial conditions specify the unique autowave solution with zero velocity of the family. It is easy to check (see [46]) that the function \( u(x, t) \equiv u_{\text{init}}(x) \) is an exact solution to the problem (1). Thus, \( x_{t,p}(t) = f(t) \equiv x_{t,p}(0) = \text{const} \). This result has a clear physical meaning, as there is no reason for the autowave front motion in a homogeneous medium with balanced nonlinearity.

It would seem that when solving the inverse problem (1) and (2), it is possible to use the reduced formulation (18) for the obtained function \( f(t) \). Equation (18) gives \( q(x) \equiv \text{const} \). Using \( q(x^*) = 1 \) for any \( x^* \in [f(0), f(T)] \), we obtained that \( q(x) \equiv 1 \). However, the obtained function \( q(x) \) is defined only at one point because \( f(0) = f(T) \) (see the previous Discussion point). Thus, it is difficult to construct an example with an exact known solution for this type of problem. This is the reason why we constructed the model function \( f(t) \) for the known exact solution \( q(x) \) numerically (see Section 4.2 and Figure 4).
6. The boundary conditions $u_{left}$ and $u_{right}$ cannot be used as the initial condition for solving the reduced problem (19) and (20) even if it does not depend on $t$. This is due to the fact that unknown function $q(x)$ is defined by (19) only on the segment $x \in [f(0), f(T)] \subset [0, 1]$ the autowave front passed through the experimental observation (see Figure 4). Thus, $x^* \in (0, 1)$ (in other words, $x^* \neq 0$ or $x^* \neq 1$) when we observe the moving autowave front in the experiment.

7. There is no need to state and check the conditions for the existence of a front-type solution in the direct problem (1). We solved the inverse problem. Therefore, if we observe a moving autowave front, this means that the conditions for the existence of a solution of the front type are satisfied (whatever they may be).

8. The non-uniqueness of the solution to the inverse problem (1) and (2) is theoretically justified only if $\epsilon \rightarrow 0$. Having a fixed value of $\epsilon$ when solving a practical inverse problem, the non-uniqueness of the solution can only occur if the error $\delta$ of the input data $f_\delta(t)$ is sufficiently large. The question raised in Section 4.1 about the dependence $\delta(\epsilon)$, when the inverse problem (1) and (2) has a unique solution, remains open. This issue is of significant interest and may be the topic of separate work.

9. The recovered functions $\pm q(x)$ coincide with $u(x, t)$ at any fixed time moment $t \in [0, T]$ outside a small neighborhood of the autowave front localization point (see Figure 1). However, the values of the function $u(x, t)$ at a fixed-time instant can be much more difficult to observe experimentally than a clearly distinguishable contrast structure that determines the position of the interior layer (autowave front).

10. As was mentioned in the Introduction, the work was motivated by the example of flame propagation modeling in combustion theory [1] and the problem of modeling of habitat area movement in biophysics [2]. However, equations similar to the one considered in the work can occur in gas dynamics [48], chemical kinetics [49–54], nonlinear wave theory [3], biophysics [55–58], medicine [59–62], finance [63], and other fields of science [64].

Figure 4. (a) Exact model function $f(t)$ and noisy function $f_\delta(t)$; (b) result of restoring the function $q^{inv}(x)$ for $\delta = 0.05$ (that gives $\delta/\|f_\delta(t)\|_{L_2([0, T])} > \cdot 100\% \approx 8\%$). The simulation of $f_\delta(t)$ and the calculations of $q^{inv}(x)$ were performed for the parameters specified at the beginning of Section 4.1, $q(x) = q^{model}(x)$ and $x^* = q^{model}(x^*)$. 
6. Conclusions

We considered the features of the inverse problem formulation to recover the symmetric stable states of a bistable medium with data on the position of the autowave front propagating through it. Despite the ability demonstrated earlier in [20,21,28] for the successful solving of coefficient inverse problems for singularly perturbed equations with known data on the position of the reaction front, we managed to give an example of an applied problem in which additional information only on the front dynamics cannot be enough. It was shown that this formulation of the problem under certain conditions is ill-posed in the sense of the non-uniqueness of the solution. For a successful solution to the problem, additional information is required.
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