Abstract

By solving the Ward identities in a superconformal field theory we find the unique three-point Green’s functions composed of chiral superfields for $N = 1, 2, 3, 4$ supersymmetry. We show that the $N = 1$ four-point function with $R$-charge equal to one is uniquely determined by the Ward identities up to the specification of four constants. We discuss why chiral Green’s functions above three-points, with total $R$-charge greater than $N$, are not uniquely determined.
1 Introduction

The symmetries of Maxwell’s classical equations have played a defining role in modern physics. Their importance for relating observers which moved at constant velocity with respect to each other was realised by Lorentz, prior to the development of special relativity by Einstein in 1905. Their gauge symmetry was discovered by Weyl in the 1920’s and was extended to construct the standard model in 1967. However, it is only more recently that the true importance of electromagnetic duality and conformal invariance has become apparent. In fact, the conformal invariance of the classical Maxwell equations was realised as long ago as 1909 [1]. Unfortunately, quantum effects in Maxwell’s theory coupled to electrons and in all other four-dimensional theories which were subsequently studied for many years, lead to violations of their conformal symmetries. The corresponding anomaly is directly related to the appearance of infinities in quantum field theory. Despite this, in the 1960’s and 1970’s there was a revival of interest in four dimensional conformal symmetry [2] and it was found that the two and three point Green’s functions could be determined up to constants by conformal symmetry [3]. With the discovery of supersymmetry, examples of conformally invariant four dimensional quantum field theories were found. The first such example [4] being the $N = 4$ Yang-Mills theory. Subsequently, it was realised that there were an infinite number of $N = 2$ theories [5] and even some $N = 1$ theories [6]. More recently other examples of conformally invariant supersymmetric theories have been found [7].

Supersymmetric theories are most naturally formulated in terms of superfields, since only then is their supersymmetry manifest and, as a result, can their quantum properties be most systematically studied. However, the superfields which describe physical quantities are always subject to constraints. For example, the Wess-Zumino model and the field strengths of $N = 1$ and $N = 2$ Yang-Mills theory are described by chiral superfields. In fact, these constraints, which imply that these superfields in effect live on only a subspace of the usual Minkowski superspace, are directly responsible for the well known non-renormalisation theorems in supersymmetric theories [8]. As a result of the pattern found when calculating the chiral Green’s functions in two dimensional $N = 2$ superconformal minimal models [9] it was proposed that the constraints on the superfields when combined with superconformal invariance could also lead to results in four dimensions which were stronger than those that were generically found in conformally invariant, but non-supersymmetric theories. The first such result was the realisation that the relation between the $R$-weight and the dilation weight of any chiral superfield could be used to determine its dilation weight in a superconformal theory [10].
In reference [12] the chiral Ward identities for any $N$ were given and it was shown that there were no superconformal chiral invariants. In a subsequent series of papers [13] it was also realised that theories that involved harmonic superfields, such as $N = 4$ Yang-Mills theory would have very strong constraints placed on them as a result of their superconformal invariance.

An early discussion of three-point functions in $N = 1$ superconformal theories appears in reference [10]. In reference [11] an expression for the three-point Green’s function for $N = 1$ chiral superfields was given. Unfortunately, this expression was not correct and was subsequently corrected by the authors of this paper in the thesis of reference [14]. Although the work in this thesis was made available to some workers, and some of its results were reviewed in reference [13], this thesis is not available to most workers in the field. A discussion of the superconformal group was given in references [16], [17] and [18]. In this paper we give some of the results of reference [14] and extend them by calculating the most general expression for the three-point chiral Green’s function for any $N$. The result can be succinctly summarised as

$$G_3^{(N)} = \left( \frac{s_{12}^2 s_{23}^2}{s_{13}^2} \right)^{(N-2)} \left( \frac{s_{12}^2}{s_{13}^2} \right)^{\frac{(4-N)q_1}{N}} \left( \frac{s_{23}^2}{s_{13}^2} \right)^{\frac{(4-N)q_2}{N}} \prod_{i=1}^{N} \Lambda_{123}^{(i)2},$$

where $\sum_i q_i = N$.

Additionally, we show that [14], contrary to naïve expectations, this does not in general imply that the chiral Green’s functions higher than three-points are determined up to constants. In fact, as a direct consequence of the nilpotent properties of these Green’s functions, we find that we can not uniquely determine any solution above three-points when the total $R$-charge of the Green’s function, denoted by $q_0$, is greater than one. However, in the particular case when $q_0 = 1$, we find that the $N = 1$ four-point solution is uniquely specified up to four constants by the superconformal Ward identities and we show how to construct the appropriate solution once these constants have been specified.

## 2 General Properties of Solutions

As discussed in reference [12], the superconformal Ward identities for translations, dilations and special conformal transformations acting on chiral Green’s functions, $G$, are

$$P_{\alpha\dot{\alpha}} G = \sum_{p=1}^{n} \{\partial_{\alpha\dot{\alpha}} \} G = 0,$$  

(2)
\[ D G = \sum_{p=1}^{n} \left\{ s_{\alpha \dot{\alpha}} \partial_{\alpha \dot{\alpha}} + \frac{1}{2} \theta^{\alpha j} \partial_{\alpha j} + q \frac{(4 - N)}{N} \right\} G = 0, \quad (3) \]

\[ K^{\beta \dot{\beta}} G = \sum_{p=1}^{n} \left\{ s^{\alpha \dot{\beta}} s^{\beta \dot{\alpha}} \partial_{\alpha \dot{\alpha}} + s^{\alpha \dot{\beta}} \theta^{\beta j} \partial_{\alpha j} + q \frac{(4 - N)}{N} s^{\beta \dot{\beta}} \right\} G = 0, \quad (4) \]

For supersymmetry, they are

\[ Q_{\alpha (i)} G = \sum_{p=1}^{n} \{ \partial_{\alpha i} \} G = 0, \quad (5) \]

\[ \bar{Q}^{(i)}_{\dot{\alpha}} G = \sum_{p=1}^{n} \{ \theta^{\alpha i} \partial_{\alpha \dot{\alpha}} \} G = 0. \quad (6) \]

For the internal symmetry, with traceless parameter \( E_{j}^{i} \), we have the corresponding Ward identity

\[ T G = \sum_{p=1}^{n} \left\{ \theta^{\alpha j} E_{j}^{i} \partial_{\alpha i} \right\} G = 0, \quad (7) \]

and finally those for \( S \)-supersymmetry are given by

\[ \bar{S}_{(i)}^{\dot{\alpha}} G = \sum_{p=1}^{n} \left\{ s_{\beta \dot{\beta}} \partial_{\beta i} \right\} G = 0, \quad (8) \]

\[ S^{\beta (i)} G = \sum_{p=1}^{n} \left\{ s_{\beta \dot{\beta}} \theta^{\alpha i} \partial_{\alpha \dot{\alpha}} - \theta^{\beta i} \theta^{\alpha j} \partial_{\alpha j} + q \frac{(4 - N)}{N} \theta^{\beta i} \right\} G = 0. \quad (9) \]

In the above equations the sum is over \( p \), however, this index is suppressed on the coordinates and on \( q \). We have used the shorthand notation \( \partial_{\alpha \dot{\alpha}} = \frac{\partial}{\partial s_{\alpha \dot{\alpha}}} \) and \( \partial_{\alpha i} = \frac{\partial}{\partial \theta^{\alpha i}} \). For \( N \neq 4 \) we also have \( R \) symmetry, with the corresponding Ward identity

\[ R G = \sum_{p=1}^{n} \left\{ \theta^{\alpha j} \partial_{\alpha j} - 2q \right\} G = 0. \quad (10) \]

The operators

\[ \{ P_{\alpha \dot{\alpha}}, K^{\alpha \dot{\alpha}}, D, Q_{\alpha}, \bar{Q}_{\dot{\alpha}}, S^{\alpha}, \bar{S}_{\dot{\alpha}}, R \}. \]
in the above, obey the superconformal algebra. The variable $s^\alpha_\dot{\alpha}$ is a chiral variable and takes the form

$$s^\alpha_\dot{\alpha} = x^\alpha_\dot{\alpha} - \frac{i}{2} \theta^\alpha_\dot{j} \bar{\theta}^\dot{\alpha}_j.$$  \hspace{1cm} (11)

To begin with, we consider the case $N = 1$, where Eq. (7) is trivially realised since $E$ is zero. It is well known that the solution of the constraint in Eq. (2) implies that the Green’s functions are functions of the differences $s^{\alpha\beta}_{pq}$ only, where $q = p + 1$. This is easy to see if we consider our independent variables to be the differences $s^{\alpha\beta}_{pq}$, where $q = p + 1$, along with the sum

$$s^{\alpha\beta}_0 \equiv \sum_p s^{\alpha\beta}_{pq}. \hspace{1cm} (12)$$

Clearly, any function of $s^{\alpha\dot{\alpha}}_p$ can be written in terms of these variables instead. It follows from the chain rule that, for any Green’s function $G$ obeying Eq. (2), we may write

$$\frac{\partial G}{\partial s^{\alpha\dot{\alpha}}_0} = \sum_p \frac{\partial G}{\partial s^{\alpha\dot{\alpha}}_p} = 0,$$

and the result follows.

A similar argument shows that the same is true for the $\theta^\alpha_p$ variables. Defining

$$\Theta^\alpha = \sum_p \theta^\alpha_p, \hspace{1cm} (14)$$

we see that

$$\frac{\partial G}{\partial \Theta^\alpha} = \sum_p \frac{\partial G}{\partial \theta^\alpha_p} = 0,$$

and thus $G$ is independent of $\Theta^\alpha$ from Eq. (3).

Given these simplifications, one might wonder whether any of the other operators in the algebra may be expressed as the derivative of a single variable by a suitable choice of independent variables. In particular, we consider Eq. (3), as it has a very simple form. We use the fact that $G$ is a function of $s^{\alpha\dot{\alpha}}_{p,p+1}$ and $\theta^\alpha_{p,p+1}$ only, and as a result, we may use the chain rule to write $\bar{S}^{\dot{\alpha}}$ as

$$\bar{S}^{\dot{\alpha}} = \sum_{p=q-1}^{n-1} s^{\dot{\beta}\dot{\alpha}}_{pq} \frac{\partial G}{\partial \theta^\beta_{pq}}. \hspace{1cm} (16)$$
However, we wish to go further and write it as

$$S^{\dot{\alpha}} = \frac{\partial G}{\partial \bar{\chi}^{0\dot{\alpha}}} = \sum_{p=q-1}^{n-1} \frac{\partial \theta_{pq}^{\beta}}{\partial \bar{\chi}_{pq\dot{\alpha}}} \frac{\partial G}{\partial \theta_{pq}^{\beta}},$$

(17)

for some variable $\bar{\chi}_{0\dot{\alpha}}$, which must be a function of $s_{p,p+1}^{\alpha\dot{\alpha}}$ and $\theta_{p,p+1}^{\alpha}$, where we also have

$$\bar{\chi}_{0\dot{\alpha}} = \sum_{p=1}^{n-1} \bar{\chi}_{p,p+1\dot{\alpha}},$$

(18)

for some variables $\bar{\chi}_{pq\dot{\alpha}}$. Comparing this with Eq. (14) we find

$$\frac{\partial \theta_{pq}^{\beta}}{\partial \bar{\chi}_{pq\dot{\alpha}}} = s_{pq}^{\beta\dot{\alpha}}, \quad p = q - 1,$$

(19)

which implies

$$\bar{\chi}_{pq\dot{\alpha}} = \theta_{pq}^{\beta}s_{pq}^{\beta\dot{\alpha}},$$

(20)

and therefore

$$\bar{\chi}_{0\dot{\alpha}} = \sum_{p=q-1}^{n-1} \theta_{pq}^{\beta}s_{pq}^{\beta\dot{\alpha}}.$$  

(21)

Clearly, one can write any function of $s_{p,p+1}^{\alpha\dot{\alpha}}$ and $\theta_{p,p+1}^{\alpha}$ in terms $s_{p,p+1}^{\alpha\dot{\alpha}}$, $\bar{\chi}_{0\dot{\alpha}}$ and $\bar{\Lambda}_{pqr\dot{\alpha}}$, defined by

$$\bar{\Lambda}_{pqr}^{\dot{\alpha}} = \bar{\chi}_{pq\dot{\alpha}} - \bar{\chi}_{qr\dot{\alpha}}.$$  

(22)

From Eq. (22), $G$ is independent of $\bar{\chi}_{0\dot{\alpha}}$ and must therefore be a function of the remaining independent variables, namely the $\bar{\Lambda}_{pqr\dot{\alpha}}$ and the $s_{p,p+1}^{\alpha\dot{\alpha}}$. In summary, any arbitrary function, $G(\bar{\Lambda}_{pqr}^{\dot{\alpha}}, s_{pq}^{\alpha\dot{\alpha}})$, obeys Equations (2), (5) and (8), which leaves the Ward identities (3), (4), (6), (9) and (10) to be solved.

### 3 A Particular Three-Point Solution

In the case of the three-point function, we see immediately from the above that there is only one independent spinor, namely $\bar{\Lambda}_{123}^{\dot{\alpha}}$. We can see that a solution proportional to $\bar{\Lambda}_{123}^{\dot{\alpha}}$ alone is not possible even if we consider non-scalar solutions. The general form of such a solution would have to be

$$G'_{3} = \bar{\Lambda}_{123}^{\dot{\alpha}} h_{\dot{\alpha}\beta}(s_{pq}).$$  

(23)
The action of $\bar{Q}\dot{\gamma}$ on this function yields two linearly independent terms, which can each be set to zero using the Ward identity in (3). These are:

\[
\begin{align*}
\theta^2_{12} &\Rightarrow \partial_{12\gamma\dot{\gamma}} (s^{-1}_{12} \gamma \dot{h}_{\dot{\alpha}\beta}) = 0, \\
\theta^2_{23} &\Rightarrow \partial_{23\gamma\dot{\gamma}} (s^{-1}_{23} \gamma \dot{h}_{\dot{\alpha}\beta}) = 0,
\end{align*}
\]

from which it is clear that $h_{\dot{\alpha}\beta} = 0$, and thus there is no solution of this form.

For now, we restrict our attention to scalar solutions and deduce that the scalar three-point Green’s function must be of the form

\[
G_3 = \frac{1}{2} f(s^\alpha_{12}, s^\alpha_{23}) \bar{\Lambda}_{123}^2,
\]

and the dependence on $\theta^\alpha_p$ is completely fixed. We must now determine the scalar function $f(s^\alpha_{12}, s^\alpha_{23})$ such that the remaining Ward identities are obeyed.

First note that the Ward identity of Eq. (3) involves the operator $s^\alpha_\dot{\alpha} \partial_\dot{\alpha}$ which merely counts the overall power of $s^\alpha_\dot{\alpha}$ in $G$. The Ward identity of Eq. (10) involves the operator $\theta^\alpha_j \partial_{\alpha j}$ which does the same for $\theta^\alpha_j$ and thus $R$-symmetry fixes the value of

\[
q_0 \equiv \sum_{p=1}^{n} q_p.
\]

In this case, Eq. (26) shows that $q_0 = 1$ is the only possibility. One can then see by inspection that the dilation operator $D$ constrains $f$ to be of degree $-2$ in $s^\alpha_\dot{\alpha}$.

Consider next the Ward identity of Eq. (3). This includes the action of the operator $\bar{Q}_\dot{\alpha}$ on $G_3$, which gives

\[
\bar{Q}_\dot{\alpha} \left[ \frac{1}{2} f \bar{\Lambda}_{123}^2 \right] = - f \bar{\Lambda}_{123} \left[ \frac{\theta^2_{12}}{s^2_{12}} - \frac{\theta^2_{23}}{s^2_{23}} \right] + \frac{1}{2} \bar{\Lambda}_{123}^2 \bar{Q}_\dot{\alpha} f = \frac{2 f}{s^2_{12} s^2_{23}} \left[ \theta^2_{12} \theta^\alpha_{23} s_{23}^\alpha - \theta^2_{23} \theta^\alpha_{12} s_{12}^\alpha \right] + \frac{1}{2} \bar{\Lambda}_{123}^2 \bar{Q}_\dot{\alpha} f.
\]

We note that any scalar function of $s^\alpha_{12}$ and $s^\alpha_{23}$ can be written in terms of the three independent variables

\[
a = s^2_{12}, \quad b = (s_{12}, s_{23}), \quad c = s^2_{23},
\]

where we have used the shorthand notation

\[
(s_{12}, s_{23}) = s^\alpha_{12} s_{23}^\alpha.
\]
This follows from the equations (133) and (134) given in Appendix B, which can be used to reduce any scalar expression at 3 points to a function of \(a, b\) and \(c\). Using this we can rewrite Eq. (28) as

\[
\bar{Q}_\alpha \left[ \frac{1}{2} \bar{\Lambda}^2_{123} \right] = \frac{(\theta^2_{12} \theta^2_{23} s^{12a\bar{a}} + \theta^2_{23} \theta^6_{12} s^{23a\bar{a}})}{s^2_{12} s^2_{23}} \left[ 1 + a \frac{\partial}{\partial a} + b \frac{\partial}{\partial b} + c \frac{\partial}{\partial c} \right] f \quad (31)
\]

This implies that \(f\) is a function of degree \(-1\) in \(a, b, c\) (i.e. degree \(-2\) in \(s_{12}\) and \(s_{23}\)), which we know already from the dilation operator \(D\). So, in this case \(\bar{Q}_\alpha\) does not give any new constraints on \(f\).

Without loss of generality, the function \(f(a, b, c)\) may be considered as an arbitrary function of degree 0 multiplied by any particular function of degree \(-1\) in its arguments, with numerator 1. Let us choose this function to be \(1/s^2_{13}\). Any degree zero function is in general a function of two independent ratios of \(a, b\) and \(c\), such as \((a + 2b + c)/a\) and \(c/a\). Thus, we may write \(G_3\) as

\[
G_3 = \frac{1}{2} f' \left( s^2_{13}/s^2_{23}, s^2_{12}/s^2_{23} \right) \frac{\bar{\Lambda}_{123}^2}{s^2_{13}}, \quad (32)
\]

which is the most general solution to Equations (2), (3), (5), (6), (8) and (10), for a scalar three point function.

We will find the most general chiral Green’s function in Section 4, however, as a step in this direction we will now show that we can choose \(f' = 1\), and show by explicit calculation that \(G_3\) is also a solution to Eq. (11), and so all the superconformal Ward identities. The full calculation is too long to reproduce here, however, we note that whilst \(G\) has to be a function of the differences in the coordinates, i.e. \(s^{\alpha\bar{\alpha}}_{p,p+1}\) and \(\theta^\alpha_{p,p+1}\), the Ward identity of Eq. (11) involves \(S^\alpha G\), which is not.

\(S^\alpha G_3\) can therefore be expressed in terms of coefficients of \(\theta^\beta_{p}\) which are either of the form \(\theta^2_{p} \theta^\alpha_{q}\) or \(\theta^\alpha_{p} \theta^2_{q} \theta^\gamma_{3}\). It is the latter case which gives most difficulty, so we shall only discuss the coefficient of \(\theta^2_{2} \theta^\alpha_{3}\) here. Explicit calculation reveals that

\[
S^\beta_\gamma \left[ \frac{\bar{\Lambda}_{123}^2}{2s^2_{13}} \right] = \frac{2\theta^2_{12} \theta^2_{3} s^3_{13\bar{a}\bar{\alpha}}}{s^2_{12} s^4_{13}} + \frac{4\theta^2_{12} \theta^2_{3} \theta^\gamma_{13} \alpha}{s^2_{12} s^2_{23} s^2_{13}} + \frac{4\theta^2_{12} \theta^2_{3} s^{12a\bar{a}} s^5_{23\gamma\delta}}{s^2_{12} s^2_{23} s^4_{13}} + \frac{4\theta^2_{12} \theta^2_{3} s^{13\bar{a}\alpha} s^6_{12\gamma\delta}}{s^2_{12} s^2_{23} s^4_{13}} + \frac{4\theta^2_{12} \theta^2_{3} s^{12\bar{a}\alpha} s^5_{12\gamma\delta}}{s^2_{12} s^2_{23} s^4_{13}} + \frac{4\theta^2_{12} \theta^2_{3} s^{13\bar{a}\alpha} s^6_{12\gamma\delta}}{s^2_{12} s^2_{23} s^4_{13}} + \frac{4\theta^2_{12} \theta^2_{3} s^{12\bar{a}\alpha} s^5_{12\gamma\delta}}{s^2_{12} s^2_{23} s^4_{13}} + \frac{4\theta^2_{12} \theta^2_{3} s^{13\bar{a}\alpha} s^6_{12\gamma\delta}}{s^2_{12} s^2_{23} s^4_{13}} + \ldots, \quad (33)
\]
where the dots denote other linearly independent terms. After some rearrangement, using in particular Equations (133) and (134), we obtain

\[
S_\beta \left[ \frac{\bar{\Lambda}^2_{123}}{2s_{13}^2} \right] = (3q_3 - 1) \frac{\theta^2 \theta^3}{s_{12}^2 s_{13}^2} - (3q_1 - 1) \frac{2\theta^2 \theta^3 s_{12}^2 s_{23}^2 s_{13}^2}{s_{12}^2 s_{23}^2 s_{13}^2} + \ldots \quad (34)
\]

We know that \( q_0 = 1 \), so it follows that Eq. (9) is only valid when

\[
q_1 = q_2 = q_3 = \frac{1}{3}.
\]

Since one can show that \( \bar{\Lambda}^2_{123} \) is invariant under cyclic permutation of 1, 2, and 3, this result can be extended to all coefficients of the form \( \theta^2 \theta^3 \). We note that the operators in the algebra are trivially cyclic invariants, given Eq. (35). Thus, the coefficient of \( \theta^2 \theta^3 \) in \( S^\alpha G_3 \) is the same as the coefficient of \( \theta^2 \theta^1 \) and \( \theta^2 \theta^2 \), and the result follows. It remains to prove the corresponding result for the coefficient of \( \theta^1 \theta^1 \theta^3 \), which has been done, but is very laborious and yields nothing new. Once again, Eq. (35) must apply for the result to vanish.

From the superconformal algebra, we know that \( K^\alpha \dot{\alpha} \) is related to the anticommutator of the special supersymmetry generators, \( S^\alpha \) and \( \bar{S}^\dot{\alpha} \), so that Equations (8) and (9) together imply Eq. (4). Thus,

\[
G^0_3 \equiv \frac{\bar{\Lambda}^2_{123}}{2s_{13}^2}
\]

is a solution to all of the \( N = 1 \) Ward identities, given Eq. (33). Recall that we arbitrarily chose the function \( f' \) to be 1 when proving that the superconformal Ward identities are satisfied. Of course for a specific set of \( R \) charges, and so dilation weights, the three-point function must be unique as a consequence of the standard results of ordinary conformal field theory. As such, for the charges of Eq. (35) this result is the unique result. In Section 4 and using the results of Section 3, we will give a superspace proof of this fact and then find the unique three-point chiral Green’s function for all possible \( R \) charges.

4 Conditions for Uniqueness of Green’s Functions

A standard argument to establish the uniqueness of Greens functions goes as follows. Consider two Green’s functions, \( g_1 \) and \( g_2 \). Their ratio, \( r \), will
satisfy all the Ward identities with no isotropy transformations and so will be an invariant. If however, one can prove that there are no invariants then one can establish the uniqueness. If we were to apply this argument for the case of chiral Green’s functions considered in this paper, then we would find that Eq. (10) implies $r$ is independent of $\theta^\alpha_{pq}$. From this, it follows that Eq. (5) implies $r$ must be independent of $s^\alpha_{pq}$ as well, and hence simply a constant. This might, at first sight, appear to suggest that all the chiral Green’s functions were unique. Such an argument was suggested in the first version of reference [12].

In fact, Eq. (10) implies that $r$ is of degree zero in $\theta^\alpha_{pq}$, but the Green’s functions are proportional to some power of $\theta^\alpha_{pq}$ and so are nilpotent. It is of course not correct to divide by nilpotent quantities. Nonetheless, one might hope that one could in effect still arrive at the correct result. However, we note that the above argument does not require $S$-supersymmetry and we have already shown by explicit construction, that the solution to the Ward identities in the absence of (9) is not unique (even at three points). Therefore the above uniqueness argument must be incorrect.

To see why, we should ask the related question: “If $g_1$ is a Green’s function, does there exist another of the form $g_2 = r(s^\alpha_{pq})g_1$?” This is equivalent to studying the ratio $r$, except that no division has occurred. $r$ has to be independent of $\theta^\alpha_{pq}$ or otherwise $g_2$ will not satisfy Ward Identities with the same value $q_0$ as $g_1$, which it must do by hypothesis.

As usual, we deduce from Eq. (2) that $r$ is a function of the differences, $s^\alpha_{pp+1}$, and from Eq. (3), that $r$ must be of degree zero. Equations (5), (8) and (10) are trivially realised on $g_2$. From Eq. (3), we deduce

$$\bar{Q}_\dot{\alpha} g_2 = g_1 \bar{Q}_\dot{\alpha} r = 0. \quad (37)$$

This does not imply that $\bar{Q}_\dot{\alpha} r = 0$, because $g_1$ is a function of Grassmann odd variables. Considering our explicit form of $G_3$, we see that it is the square of the spinor $\bar{\Lambda}_{123}^\dot{\alpha}$. If $\bar{Q}_\dot{\alpha} r$ was proportional to $\bar{\Lambda}_{123}^\dot{\alpha}$ then $g_2$ could obey Eq. (3). However, $\bar{Q}_\dot{\alpha} r$ would be non-zero and thus $r$ would be dependent on $s^\alpha_{pq}$, violating the uniqueness argument.

By definition, we take $r$ to be independent of $\theta$ and to be a scalar, and the dilation Ward identity implies that it is of of degree 0 in $s^\alpha_{pq}$. We now show that, when acted on by $\bar{Q}_\dot{\alpha}$, any scalar function of degree zero in $s_{pq}$ becomes a function of $\bar{\Lambda}_{pq\dot{\alpha}}$.

To see this, note that any scalar function of $s^\alpha_{pp+1}$ can be written in terms of $(s^\alpha_{pp+1}

s^\alpha_{pp+1})_{\alpha\beta}$. This is because a scalar is a trace of a product of $s^\alpha_{pq}$ and, in order to take the trace of such a term, one must have an even number
of \( s_{p,p+1}^{\alpha\dot{\alpha}} \). For example, one can write

\[
\begin{align*}
\delta^2_{pq} &= \epsilon^{\alpha\beta} (s_{pq} s_{pq})_{\alpha\beta} \\
(s_{pq} s_{rs}) &= \epsilon^{\alpha\beta} (s_{pq} s_{rs})_{\alpha\beta} \\
(s_{p} s_{q} s_{r} s_{t}) &= \epsilon^{\alpha\beta} \epsilon^{\gamma\delta} (s_{p} s_{q} s_{r} s_{t})_{\alpha\beta} \\
\end{align*}
\]

Hence every scalar can be written as the trace of a product of terms of the form \((s_{p+1,p}^{\alpha\dot{\alpha}} s_{q+1,q}^{\alpha\dot{\alpha}})_{\alpha\beta}\). Furthermore, a scalar expression of degree 0 can always be written in terms of expressions of the form:

\[
\frac{(s_{p+1,p}^{\alpha\dot{\alpha}} s_{q+1,q}^{\alpha\dot{\alpha}})_{\alpha\beta}}{\delta^2_{p,p+1}}.
\]

Therefore, all we need to do is establish the required result for all expressions of the form

\[
\frac{(s_{p+1,p}^{\alpha\dot{\alpha}} s_{q+1,q}^{\alpha\dot{\alpha}})_{\alpha\beta}}{\delta^2_{p,p+1}}
\]

and it automatically follows for all scalars by using Leibniz rule for first order linear differential operators.

Direct calculation shows that

\[
\bar{Q}_{\dot{\alpha}} \left[ \frac{(s_{pq} s_{rs})_{\alpha\beta}}{\delta^2_{pq}} \right] = - \left( \bar{\Lambda}_{pqr}^{\dot{\beta}} + \bar{\Lambda}_{qrs}^{\dot{\beta}} \right) \left( \frac{s_{pq} s_{rs} s_{\beta\delta}}{\delta^2_{pq}} \right),
\]

and thus any function of degree zero is a function of terms of the form \( \bar{\Lambda}_{pqr}^{\dot{\alpha}} \) when acted on by \( \bar{Q}_{\dot{\alpha}} \). Using the relations given in Appendix B, we can see that \( \bar{\Lambda}_{pqr}^{\dot{\alpha}} \) can always be written in terms of the basis set of functions \( \bar{\Lambda}_{a(a+1),a+2}^{\dot{\alpha}} \). This means that \( \bar{Q}_{\dot{\alpha}} k \) can in principle be non-zero and the solution to the Ward identities, excluding Eq. (9) and Eq. (4), is not necessarily unique. In particular, at three points \( \bar{Q}_{\dot{\alpha}} r \) is simply proportional to \( \bar{\Lambda}_{123}^{\dot{\alpha}} \), and therefore \( G_3 \bar{Q}_{\dot{\alpha}} r \) vanishes for any \( r \) of degree zero, not just constant values.

In order to pursue the question of uniqueness, we must therefore consider the effect of either \( K^{\alpha\dot{\alpha}} \) or \( S^\alpha \) on a given Green’s function, \( g_1 \). These operators are not independent, as seen from the algebra, and thus we need to consider only one of them. We choose \( K^{\alpha\dot{\alpha}} \) for reasons which will become clear below. \( K^{\alpha\dot{\alpha}} \) is the sum of a part, \( K_0^{\alpha\dot{\alpha}} \), which is first order in differential operators and so obeys the Leibniz rule and a multiplicative operator, \( K_q^{\alpha\dot{\alpha}} \), which contains the isotropy group action. These two parts are given by

\[
\begin{align*}
K_0^{\alpha\dot{\alpha}} G &= \sum_p \left\{ s^{\alpha\beta} s^{\beta\dot{\alpha}} \partial_{\alpha\dot{\alpha}} + s^{\alpha\dot{\beta}} s^{\beta\dot{\alpha}} \partial_{\alpha\dot{\alpha}} \right\} G \\
K_q^{\alpha\dot{\alpha}} G &= \sum_p \left\{ q \frac{4-N}{N} s^{\beta\dot{\beta}} \right\} G
\end{align*}
\]
Recall that the $p$ index is suppressed on the coordinates and $q$ in the above, and they should properly be written $q_p$, etc. We define

$$q = (q_1, q_2, q_3, \ldots, q_n)$$  \hfill (42)\]

and once again we consider

$$g_2 = r(s^\alpha_{pq}) g_1,$$  \hfill (43)\]

where $r$ is degree 0 in $s^\alpha_{pq}$, as explained above. It follows that

$$K^\alpha q_2 \bigg|_{q=q_2} = r K^\alpha g_1 + g_1 K^\alpha r + K^\alpha q_2 (rg_1),$$  \hfill (44)\]

for some $q_2$, which is by definition the $R$ weight of the Green’s function $g_2$. Defining $q_1$ to be the $R$ weight of the Green’s function $g_1$, we have the equation

$$K^\alpha g_1 = K^\alpha g_1 + K^\alpha q_1 g_1 = 0,$$  \hfill (45)\]

and thus, writing

$$q_2 = q_1 + \delta q$$  \hfill (46)\]

we deduce that, for $g_2$ to be a Green’s function, we must have

$$K^\alpha g_2 = g_1 \left(K^\alpha r + K^\alpha_{\delta q} r\right) = 0.$$  \hfill (47)\]

We note that unlike $\bar{Q}_{\alpha} r$, $K^\alpha r$ is independent of $\theta^\alpha_{pq}$ since $r$ is independent of $\theta^\alpha_{pq}$ and so the $\theta$ dependent terms in $K^\alpha$ do not act. It is for this reason that we chose to investigate the action of $K^\alpha$ in contrast to $S^\alpha$. As a result, we may demand

$$K^\alpha r + K^\alpha_{\delta q} r = 0,$$  \hfill (48)\]

from Eq. (47), irrespective of the nilpotence of $g_1$. If $\delta q = 0$, this is equivalent to demanding that $r$ be an ordinary conformal invariant in $s^\alpha_{pq}$. If $\delta q \neq 0$, then strictly, the two Green’s functions are solutions to different Ward identities, since $q_1$ and $q_2$ are distinct. Considering the action of $K^\alpha_{\delta q}$ on $s^2_{pq}$, we find

$$K^\alpha_{\delta q} \left(s^2_{pq}\right) = s^2_{pq} \left(s_p + s_q\right)^{\alpha \dot{\alpha}},$$  \hfill (49)\]
which is of the form of $K_{\alpha}^\alpha (s_{pq})$, for a choice of $\mathbf{q}$ whose values are associated with the legs $p$ and $q$. In contrast, when acting on a sum of such terms, we find that

$$K_{\alpha}^\alpha (s_{pq} + s_{rs}) = s_{pq} (s_p + s_q)^\alpha + s_{rs} (s_r + s_s)^\alpha,$$  \hspace{1cm} (50)

which can never be generated by $K_{\alpha}^\alpha$ acting on a scalar function. The same is true of any function involving the sum of two or more distinct $s_{pq}^2$. In particular,

$$(s_{pq} s_{rt}) = s_{pt}^2 + s_{qr}^2 - s_{pr}^2 - s_{qt}^2$$ \hspace{1cm} (51)

implies that

$$K_{\alpha}^\alpha (s_{pq} s_{rt}) \neq 0,$$ \hspace{1cm} (52)

from which it follows that (see Appendix B for notation)

$$K_{\alpha}^\alpha (s_{1s_{2s_{3}s_{4}}}) \neq 0$$ \hspace{1cm} (53)

since otherwise, choosing $s_3 = s_4$, would give a contradiction with Eq. (52). This accounts for all scalar expressions and we must therefore construct the function, $r$, from products of $s_{pq}^2$, and ensure that it is of degree zero. For such functions, $K_{\alpha}^\alpha r$ is of the form $K_{\alpha}^\alpha r$, and thus we may find a non-vanishing $r$ such that

$$K_{\alpha}^\alpha r = K_{\alpha}^\alpha r + K_{\delta}^\alpha r$$ \hspace{1cm} (54)

for a suitable choice of $\delta \mathbf{q}$.

If we restrict our attention to the explicitly known three-point solution, given in Equations (36) and (38), then we see that since no three-point purely conformal invariant exists, it must be unique once the $R$ charges $\mathbf{q}$ of the chiral Greens function are specified. However, there are an infinite number of solutions which have distinct $\mathbf{q}$. We can generate a new Green’s function from an existing one simply by multiplying by a degree zero function of $s_{pq}^2$, where there is no restriction on $p$ or $q$. At three-points, the new Green’s function is a solution to a set of Ward Identities with the appropriate $R$ charges. Thus, uniqueness survives at the three-point level, but only by virtue of the standard uniqueness of any conformal three-point function. It is is not due to the chirality of the Green’s function.
In contrast, one can generate a four-point solution by multiplying together two three-point solutions, with different $\bar{\Lambda}^\alpha_{pqr}$. We have

$$G_4 = r(s^2_{pq}) \frac{\bar{\Lambda}^2_{123} \bar{\Lambda}^2_{234}}{2s^2_{13} s^2_{24}},$$

(55)

for some choice of $q$. This follows from the three point results for the Leibniz parts of the differential operators, and the remaining terms coming from the isotropy group action can be made to vanish by choosing $q$ suitably. In this case, $q_0 = 2$. For the particular case of $r = 1$, we deduce from our knowledge of the three-point solution that

$$2q_1 = q_2 = q_3 = 2q_4 = \frac{2}{3},$$

(56)

However, as seen from the above discussion, uniqueness depends on the existence of an ordinary conformal $n$-point function, i.e. one which obeys $K^*_0 r = 0$. It is well known from ordinary conformal theory that such invariants exist, e.g. the independent cross ratios

$$u = \frac{s^2_{12} s^2_{34}}{s^2_{13} s^2_{24}}, \quad v = \frac{s^2_{23} s^2_{14}}{s^2_{13} s^2_{24}}.$$  

(57)

The fact that these are conformal invariants is easily seen from Eq. (49).

If $r$ is a function of $u, v$, then Eq. (17) is valid when $\delta q = 0$. Thus, for four-points and above, there exist distinct Green’s functions, $g_1$ and $g_2$, which are solutions to precisely the same Ward identities, and thus they are not unique. Given Eq. (56), we may write the corresponding four point solution as

$$G_4 = r(u, v) \frac{\bar{\Lambda}^2_{123} \bar{\Lambda}^2_{234}}{2s^2_{13} s^2_{24}},$$

(58)

where $r(u, v)$ is completely arbitrary.

This result can be traced directly to the nilpotence of $\bar{\Lambda}^\alpha_{123}$ and $\bar{\Lambda}^\alpha_{234}$. In particular, when either of these spinors is raised to the third power they vanish. Thus, one might attempt to find unique solutions, for a given $q_0$, by restricting the value of $q_0$ to 1, and thus ruling out the possibility of this effect. Whilst such solutions may well exist, uniqueness is still not guaranteed. In the case where $q_0 = 1$, the solution may be of the form $\bar{\Pi}^2$, where $\bar{\Pi}_\alpha$ is some linear combination of the $\bar{\Lambda}_{pqr}$. If $\bar{\Pi}_\alpha$ were found to be equal to $\bar{Q}_\alpha h$, where $h$ was some function of the cross ratios, then we could generate new Green’s functions from existing ones by multiplying them by arbitrary functions of $h$.

We shall explore this idea later on in this paper. For the moment, we return to the three point function to find its explicit form for any given $q$.  
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5 The Full $N = 1$ Three-Point Solution

We know already that Eq. (36) defines a solution to the Ward Identities in the special case where:

$$ q = q_1 = \left( \frac{1}{3}, \frac{1}{3}, \frac{1}{3} \right) $$

(59)

We also know from our discussion above that we can generate a new solution to different Ward Identities, which have $q = q_1 + \delta q$, by multiplying $G^0_{3}$ by any degree zero function of $s_{pq}$ which obeys

$$ K^\alpha \dot{\alpha} \bigg|_{q=\delta q} = 0. $$

(60)

We have also seen that the only solutions to such an equation must be in the form of a sum of products of $s^2_{pq}$, so that in general

$$ r = \sum_{a,b} c_{ab} \left( s^2_{12} \right)^a \left( s^2_{23} \right)^b \left( s^2_{13} \right)^{(-a-b)}, $$

(61)

for some constants $c_{ab}$. Acting on this with $K^\alpha \dot{\alpha}$ and setting the coefficients of the linearly independent terms to zero, we see that for each term individually, we obtain

$$ -a + 3\delta q_3 = 0, $$

$$ a + b + 3\delta q_2 = 0, $$

$$ -b + 3\delta q_1 = 0. $$

(62)

We can solve this for $a$ and $b$, given $\delta q$, and thus we obtain the general form of the scalar three-point function, as

$$ G^0_{3} = \left( \frac{s^2_{12}}{s^2_{13}} \right)^{3q_3} \left( \frac{s^2_{23}}{s^2_{13}} \right)^{3q_1} \left( \frac{s^2_{13}}{s^2_{12}s^2_{23}} \right) \bar{\Lambda}^2_{123} $$

(63)

up to a multiplicative constant. From the above arguments concerning the allowed form of $r$, it also follows that the only way to generalise this to include non-scalar three-point functions is to multiply $G_3$ by a constant tensor, such as $\epsilon_{\alpha\beta}$, otherwise $K^\alpha \dot{\alpha}$ will not vanish.

6 The Complete Three-Point Solution in Extended Supersymmetry
6.1 $N = 2$

We can generalise the discussion of three-point solutions to situations where $N > 1$. For example, when $N = 2$ we have twice as many spinors, i.e. $\bar{\Lambda}_{123}^{(1)}$ and $\bar{\Lambda}_{123}^{(2)}$.

One might suppose that we could construct a new type of solution with $q_0 = 1$, but such a solution would have to take the form

$$G^{(2)}_3 \bigg|_{q_0=1} = \bar{\Lambda}_{123}^{(1)\dot{\alpha}} f_{\dot{\alpha}\dot{\beta}} \bar{\Lambda}_{123}^{(2)\dot{\beta}}, \quad (64)$$

for some function, $f_{\dot{\alpha}\dot{\beta}}$ of $s_{pq}$. However, acting on this with $\tilde{Q}_{\dot{\gamma}}^{(1)}$, implies that both the coefficient of $\theta_{12}^{(2)}$ and of $\theta_{23}^{(2)}$ in the resulting expression, vanish independently. In particular, $\theta_{12}^{(2)\gamma}$ implies that

$$\tilde{Q}_{\dot{\alpha}}^{(1)} \left( \bar{\Lambda}_{123}^{(1)\dot{\alpha}} f_{\dot{\alpha}\dot{\beta}} s_{12\dot{\gamma}}^{(2)\gamma} \right) = 0. \quad (65)$$

In Section 3 we showed that this can only be satisfied when $f_{\dot{\alpha}\dot{\beta}} = 0$. One can extend this argument to prove that there are no solutions for $q_0 < N$ and hence a non-zero $n$-point solution only exists for

$$N \leq q_0 \leq (n - 2)N. \quad (66)$$

The upper bound simply follows from the fact that the solution must be composed from $(n - 2)$ $\bar{\Lambda}_{pq}^{(i)}$’s, for a given internal symmetry index $i$, of which there are $N$ types.

As a result, the general $N = 2$ three-point function has to be of the form

$$G^{(2)}_3 \bigg|_{q_0=2} = f(s_{pq}) \bar{\Lambda}_{123}^{(1)2} \bar{\Lambda}_{123}^{(2)2}, \quad (67)$$

which is manifestly zero under the action of $P_{\dot{\alpha}\dot{\beta}}$, $Q_{\dot{\alpha}^{(i)}}$ and $\tilde{S}_{\dot{\alpha}^{(i)}}$. However, using our $N = 1$ results, the action of $\tilde{Q}_{\dot{\alpha}}^{(1)}$ gives

$$\tilde{Q}_{\dot{\alpha}}^{(1)} G^{(2)}_3 \bigg|_{q_0=2} = \frac{\bar{\Lambda}_{123}^{(1)2}}{s_{13}^{(2)}} \tilde{Q}_{\dot{\alpha}}^{(1)} \left( s_{13}^{2} f(s_{pq}) \bar{\Lambda}_{123}^{(2)2} \right) \quad (68)$$

and since $\tilde{Q}_{\dot{\alpha}}^{(1)}$ can never be zero on a function of $\bar{\Lambda}_{123 \dot{\alpha}}^{(2)}$, at first sight there appears to be no solution.

At this point it helps to consider the action of $D$, which depends on $N$, and hence the $N = 2$ solution cannot simply be a product of two $N = 1$ solutions, as one might initially expect. Closer inspection reveals that for $D$ to vanish we require $f$ to be of degree zero in $s_{pq}$ and as a result $s_{13}^{2} f(s_{pq}) \bar{\Lambda}_{123}^{(2)2}$
has to be degree zero in \( s_{pq} \) aswell. Expansion of this term in \( \theta^{(2)} \) gives a series of linearly independent terms whose coefficients can all be expressed as combinations of expressions of the form
\[
\frac{(s_{p,p+1}q_{q,q+1})_{\alpha\beta}}{s_{p,p+1}^2}.
\]
We know from Section [4] that such functions must vanish under the action of \( \bar{\Lambda}^{(1)2}_{123} \bar{Q}^{(1)}_\alpha \) at three-points, and thus it is precisely the same nilpotence which prevented us from obtaining unique solutions, that is responsible for the existence of any three-point solutions at all beyond \( N = 1 \). Thus, from the \( \bar{Q}_\alpha \) superconformal Ward identity we find no further condition.

As before, we can find the unique form of \( f \) by demanding that \( K^{\alpha\dot{\alpha}} G_3^{(2)} \) must vanish. It follows from Eq. [4], that
\[
\bar{K}^{\alpha\dot{\alpha}} \bar{\Lambda}^{(1)2}_{123} \bar{\Lambda}^{(2)2}_{123} \bigg|_{q_1+q_2} = \bar{\Lambda}^{(1)2}_{123} \left( K^{(2)\dot{\alpha}\dot{\alpha}} \bar{\Lambda}^{(2)2}_{123} \right) \bigg|_{q_2} + \left( K^{(1)\alpha\alpha} \bar{\Lambda}^{(1)2}_{123} \right) \bigg|_{q_1} \bar{\Lambda}^{(2)2}_{123}, \tag{69}
\]
where,
\[
K^{(1)\beta\dot{\beta}} = \sum_{p=1}^{n} \left\{ s^{\alpha\dot{\alpha}} s^{\beta\dot{\beta}} \partial_{\alpha\dot{\alpha}} + s^{\alpha\dot{\alpha}} \theta^{(1)} \partial_{\alpha(1)} + \frac{(4 - N)}{N} s^{\beta\dot{\beta}} \right\}, \text{ etc.} \tag{70}
\]
The \( N = 1 \) results show that
\[
\left( K^{(1)\alpha\alpha} \bar{\Lambda}^{(1)2}_{123} \right) \bigg|_{q=q_1(N)} = 0, \quad q_1(N) = (0, \frac{N}{4 - N}, 0), \tag{71}
\]
and thus at \( N = 2 \) we find that \( q_1(2) = (0, 1, 0) \), so that \( \bar{\Lambda}^{(1)2}_{123} \bar{\Lambda}^{(2)2}_{123} \) is a solution for
\[
q = (0, 2, 0). \tag{72}
\]
Once again,
\[
f = \sum_{a,b} c_{ab} \left( s_{12}^2 \right)^a \left( s_{23}^2 \right)^b \left( s_{13}^2 \right)^{(-a-b)}, \tag{73}
\]
\[
q = (0, 2, 0) + \delta q, \tag{74}
\]
from which we deduce that \( c_{ab} \neq 0 \) only when
\[
a = \delta q_3 = q_3
\]
\[
b = \delta q_1 = q_1. \tag{75}
\]
Therefore, the most general \( N = 2 \) three-point solution is
\[
G^{(2)}_3 = \left( \frac{s_{12}^2}{s_{13}^2} \right)^{q_3} \left( \frac{s_{23}^2}{s_{13}^2} \right)^{q_1} \bar{\Lambda}^{(1)2}_{123} \bar{\Lambda}^{(2)2}_{123}. \tag{76}
\]
6.2 $N = 4$

In $N = 4$ supersymmetry, the $q$ dependence drops out of the Ward Identities because of the factor $(4 - N)/N$ and $R$-symmetry no longer holds. Instead, we can define $q_0$ to be half the degree of $\theta_{pq}^{(i)}$ and the condition given in Eq. (66) still holds. In the usual way, we write

$$G_3^{(4)}\big|_{q_0 = 4} = f(s_{pq}) \bar{\Lambda}_{123}^{(1)} \bar{\Lambda}_{123}^{(2)} \bar{\Lambda}_{123}^{(3)} \bar{\Lambda}_{123}^{(4)},$$

(77)

and $D$-symmetry implies that

$$f = (s_{13}^2)^2 r(s_{pq}),$$

(78)

for any $r$ of degree zero in $s_{pq}$. Written in a different way, the $N = 1$ results show that

$$K_0^{-1} \bar{\Lambda}_{123}^{(1)} = s_2^{\alpha\dot{\alpha}} \bar{\Lambda}_{123}^{(1)},$$

(79)

and because $K^{\alpha\dot{\alpha}} = K_0^{\alpha\dot{\alpha}}$, when $N = 4$, we deduce that

$$\left(K^{\alpha\dot{\alpha}} - 4s_2^{\alpha\dot{\alpha}}\right) \prod_{i=1}^{N} \bar{\Lambda}_{123}^{(i)} = 0.$$

(80)

It follows that the general form of the $N = 4$ three-point function is

$$G_3^{(4)} = \left(\frac{s_{12}^2 s_{23}^2}{s_{13}^2}\right)^2 \prod_{i=1}^{N} \bar{\Lambda}_{123}^{(i)}.$$

(81)

6.3 General Formula

A concise summary of all our results at three-points is given by the general formula

$$G_3^{(N)} = \left(\frac{s_{12}^2 s_{23}^2}{s_{13}^2}\right)^{(N-2)} \left(\frac{s_{12}^2}{s_{13}^2}\right)^{(4-N)q_0} \prod_{i=1}^{N} \bar{\Lambda}_{123}^{(i)},$$

(82)

with $q_0 = N$. This formula is also valid for $N = 3$.

7 The Four-Point Green’s Function at $q_0 = 1$

The most general four-point function\footnote{In reference [13], there was some discussion of four-point functions from a different perspective, but the relevant results appear to disagree with those presented here.}, at $q_0 = 1$, satisfying Eqs. (2), (5) and (8) is,
\[ G_4 = \frac{f}{s^2_{12}} \bar{\Lambda}_{123}^2 + \frac{g}{s^2_{34}} \bar{\Lambda}_{234}^2 + \frac{2h}{s^2_{23}} \left( \bar{\Lambda}_{123} \bar{\Lambda}_{234} \right) + \frac{4k}{s^2_{12} s^2_{23}} \left( \bar{\Lambda}_{123} s_{12} s_{23} \bar{\Lambda}_{234} \right) + \frac{4l}{s^2_{12} s^2_{23}} \left( \bar{\Lambda}_{123} s_{23} s_{34} \bar{\Lambda}_{234} \right) \]

\[ \text{where,} \]

\[ \left( \bar{\Lambda}_{p} s_{q} s_{r} \bar{\Lambda}_{t} \right) \equiv \bar{\Lambda}_{p} s_{q} \gamma s_{r} \gamma \bar{\Lambda}_{t} \gamma \]  

and \( f, g, h, k, l, m \) are all arbitrary functions of the six independent 4-point scalars, \( s^2_{12}, s^2_{23}, s^2_{34}, (s_{12}, s_{23}), (s_{23}, s_{34}), (s_{12}, s_{34}) \), from which all other 4-point scalars can be constructed using the relations given in Appendix B.

We must now impose the rest of the Ward Identities on \( G_4 \), beginning with \( D \). This implies that all the arbitrary functions \( f, g, h, k, l, m \) are in fact of degree zero, or in other words are functions of five independent ratios of the scalars given above.

To impose \( K^{a \dot{a}} \) is an enormous calculation to perform by hand, and thus we use a computer algebra package, written in Mathematica, especially for the purposes of this calculation. First of all we operate with \( K^{a \dot{a}} \) on \( G_4 \), which is relatively straightforward. We shall not go into the details of how that was done in this paper, but we do discuss some of the details of the simplification of the resulting expression in Appendix A. In particular, this appendix describes how one can define a set of canonical forms in terms of which all other expressions can be written. In this way, the computer can collect like terms and we can then separate out our results into a sum of linearly independent terms. The coefficients of these terms can then be set to zero individually, allowing us to restrict the form of the six arbitrary functions using the resulting equations.

After expanding the expression for \( K^{a \dot{a}} G_4 \) in terms of the basis described in Appendix A, we can use some of the resulting equations to show that,

\[ m = 0 \]
\[ h = k + l. \]  

After some algebra, it follows that we can rewrite the ansatz for \( G_4 \) in a more symmetric way, as

\[ G_4 = \frac{f'}{s^2_{12}} \bar{\Lambda}_{123}^2 + \frac{g'}{s^2_{34}} \bar{\Lambda}_{234}^2 + \frac{k'}{s^2_{12}} \bar{\Lambda}_{124}^2 + \frac{l'}{s^2_{34}} \bar{\Lambda}_{134}^2, \]  

where \( f', g', k', l' \) are all arbitrary functions of the six independent 4-point scalars.
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where $f'$, $g'$, $k'$, $l'$ are degree zero functions of $s_{12}^2, s_{23}^2, s_{34}^2, s_{13}^2, s_{24}^2, s_{14}^2$ (see Eq. (51)). In addition, the rest of the equations imply that we can further restrict the form of these functions so that their arbitrariness comes only from their dependence on the four-point cross ratios $u$ and $v$, defined in Eq. (57).

We find

$$
\frac{f'(s_{12}^2, s_{23}^2, s_{34}^2, s_{13}^2, s_{24}^2, s_{14}^2)}{Q_0} = \left(\frac{s_{13}^2}{s_{34}^2}\right)^3 \left(\frac{s_{24}^2}{s_{14}^2}\right)^2 \frac{f''(u, v)}{f},
$$

$$
\frac{g'(s_{12}^2, s_{23}^2, s_{34}^2, s_{13}^2, s_{24}^2, s_{14}^2)}{Q_0} = \left(\frac{s_{13}^2}{s_{34}^2}\right)^3 \left(\frac{s_{24}^2}{s_{14}^2}\right)^2 \frac{g''(u, v)}{g},
$$

$$
\frac{k'(s_{12}^2, s_{23}^2, s_{34}^2, s_{13}^2, s_{24}^2, s_{14}^2)}{Q_0} = \left(\frac{s_{13}^2}{s_{34}^2}\right)^3 \left(\frac{s_{24}^2}{s_{14}^2}\right)^2 \frac{k''(u, v)}{k},
$$

$$
\frac{l'(s_{12}^2, s_{23}^2, s_{34}^2, s_{13}^2, s_{24}^2, s_{14}^2)}{Q_0} = \left(\frac{s_{13}^2}{s_{34}^2}\right)^3 \left(\frac{s_{24}^2}{s_{14}^2}\right)^2 \frac{l''(u, v)}{l},
$$

where

$$
Q_0 = \frac{(s_{34}^2)^3 (q_{1+q_2})^3 (s_{14}^2)^3 (q_{2+q_1})}{(s_{13}^2)^3 (q_{1+q_2+q_3}) (s_{24}^2)^3 (q_2)}. \tag{88}
$$

Further restrictions can then be found by imposing $\tilde{Q}_4$ on $G_4$, in addition to the above restrictions from $K$. The result is the following set of equations for the undetermined functions of $u, v$,

$$
\partial_v f = \frac{f (-1 + 3 q_1 + 3 q_2)}{u} + \frac{-6 u^2 g q_1 + 3 u^2 z q_2 - 3 y k q_3 + 3 (1 + u - v) f q_4}{w} \tag{89}
$$

$$
\partial_u f = \frac{3 f (1 - q_1 - q_2)}{u} - \frac{3 (u y g q_1 - u v x l q_2 + 2 v k q_3 - z f q_4)}{w}
$$

$$
\partial_v g = \frac{g (2 - 3 q_2 - 3 q_3)}{u} + \frac{3 u x g q_1 - 3 u y l q_2 + 3 z k q_3 - 6 f q_4}{w} \tag{90}
$$

$$
\partial_u g = \frac{3 u^2 z g q_1 - 6 u^2 v l q_2 + 3 v x k q_3 - 3 y f q_4}{w}
$$

$$
\partial_v k = \frac{3 u^2 z g q_1 - 6 u^2 v l q_2 + 3 v x k q_3 - 3 y f q_4}{u} \tag{91}
$$

$$
\partial_u k = \frac{3 k (1 - q_1 - q_2)}{u} + \frac{3 w v g q_1 - 3 u y l q_2 + 3 z k q_3 - 6 f q_4}{w}
$$
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\[ \partial_v l = \frac{-3 u y g q_1 + 3 u v x l q_2 - 6 u k q_3 + 3 z f q_4}{u^2 w} \]
\[ \partial_u l = \frac{-6 u^2 g q_1 + 3 u^2 z l q_2 - 3 y k q_3 + 3 x f q_4}{u^2 w} \]

where, for clarity, we have dropped the double primes for the rest of the discussion and

\[ x = 1 + u - v \]
\[ y = 1 - u - v \]
\[ z = 1 - u + v \]
\[ w = 1 - 2 u + u^2 - 2 v - 2 u v + v^2. \]  

It is immediately apparent that by specifying four constants, which are the values of \( f, g, k \) and \( l \) at some point \( u_0, v_0 \), we can determine all first derivatives using Equations (89) - (92). By differentiation we can determine all second derivatives in terms of known lower derivatives at \( u_0, v_0 \) and thus we can determine all higher derivatives at this point by repeating this process indefinitely. Consequently we can construct the solution around \( u_0, v_0 \) as an infinite Taylor expansion in \( u, v \), and thus the solution is uniquely specified by these four constants.

Of course one could instead try to solve the above equations by imposing integrability relations, such as

\[ \frac{\partial^2}{\partial u \partial v} f = \frac{\partial^2}{\partial v \partial u} f. \]

By calculating \( \frac{\partial^2}{\partial u \partial v} f \) in two different ways from (89) and equating these expressions, we ought to find a relationship between \( f, g, k, l \) and their first derivatives. Substituting for the first derivatives using Equations (89) - (92), we should get a relationship between \( f, k, g \) and \( l \) alone. However, we find in all cases that this is simply the trivial statement that \( 0 = 0 \). This implies that the equations are integrable in the given form and thus in order to solve them one must specify the values of \( f, g, k \) and \( l \) at some initial point, as above. In other words, the integrability relations do not yield further relationships which could be used to reduce the number of constants which have to be specified to obtain a solution.

An alternative approach is to consider Equations (92), and rewrite them
to make $k$ and $g$ the subjects, as in

$$g q_1 = \frac{u v (-1 + u + v) \partial_u l_2 + 2 u^2 v \partial_u l_2 + 3 u v l_2 q_2 + 3 f_2 q_4}{3}$$

$$k q_3 = \frac{2 u^2 v \partial_u l_2 + u^2 (-1 + u + v) \partial_u l_2 + 3 u^2 l_2 q_2 + 3 f_2 q_4}{3}$$

(95)

We then substitute these expressions into Eqs. (89) to eliminate $k$ and $g$ completely, giving

$$\partial_u f = \frac{u^2 v \partial_u l + (3 - 3 q_1 - 3 q_2) f}{u}$$

$$\partial_v f = \frac{u^2 v \partial_v l + (-1 + 3 q_1 + 3 q_4) f}{v}$$

(96)

Note that at no time do we divide by any function of $q_i$ as without knowing $q$, we cannot be sure that such a function is non-zero. Differentiating the first of Eqs. (96) with respect to $v$ and the second with respect to $u$, we use the integrability condition

$$\frac{\partial^2}{\partial u \partial v} f = \frac{\partial^2}{\partial v \partial u} f$$

(97)

to combine the two equations. We then use Eqs. (96) to remove the derivatives of $f$ from the resulting expression, giving an equation in $l$ alone,

$$v \partial_v l - u \partial_u l + (1 - 3 q_1 - 3 q_2) \partial_u l + (2 - 3 q_1 - 3 q_4) \partial_v l = 0$$

(98)

where

$$\partial_v^{a+m} l \equiv \frac{\partial^{a+m}}{\partial u^a \partial v^m}.$$ 

(99)

To do this, we only used Equations (92) and (89), and thus we could repeat the process using Equations (92) and (90) or Equations (92) and (91) to obtain other equations in $l(u, v)$ alone. Of the three second order linear partial differential equations which result, only two are linearly independent. The other can be written as

$$(-1 + v) v \partial_v l + 2 u v \partial_{uv} l + u^2 \partial_{uw} l + 3 u (q_1 + 2 q_2 + q_3) \partial_u l + 3 q_2 (2 - 3 q_4) l + (1 - 3 q_2 - 3 q_3 + 3 v (1 + q_2 - q_4)) \partial_v l = 0$$

(100)

To investigate these simultaneous equations we proceed as follows. Once again, we continue to try to impose higher order integrability relations, such as

$$\frac{\partial^3 l}{\partial u^2 \partial v} = \frac{\partial^3 l}{\partial v \partial u^2} etc.$$ 

(101)

---

2 We wish to thank Thomas Wolf and Allan Wittkopf for their help with the following argument.
by differentiating the above pde’s for \( l \). We make \( \partial_{u^2} l \) the subject of Eq. (98) and \( \partial_{uv} l \) the subject of Eq. (100). Differentiating Eq. (98) with respect to \( v \) and Eq. (100) with respect to \( u \) and eliminating \( \partial_{u^2} v \), we obtain three differential equations for

\[
\partial_{uv}, \quad \partial_{u^2} l, \quad \partial_{v^3} l
\]

(in terms of only \( l, \partial_u l, \partial_v l, \partial_{v^2} l \)), from which all other higher derivatives can be obtained. That is to say, we have a system of pde’s whose integrability conditions are simply identities which follow as a consequence of these three equations alone and thus impose no further restrictions on \( l(u, v) \). This corresponds to the statement above where the complete solution is determined by four independent arbitrary constants.

In this approach one can construct complete solutions given a function \( l \) which satisfies the given differential equations. These solutions are not in the form of Taylor expansions and, as an illustration, we have explicitly constructed two distinct solutions for a given \( q \). For example, if we take

\[
q = (-1/3, 0, q_3, 4/3 - q_3)
\]

we find that

\[
\begin{align*}
k &= \frac{4 - 3q_3}{3q_3} u^4 v^{(2 - 3q_3)} \\
g &= (3q_3 - 4) u^4 v^{(2 - 3q_3)} \\
f &= u^4 v^{(2 - 3q_3)} \\
l &= \text{constant},
\end{align*}
\]

is a solution, and so is

\[
\begin{align*}
k &= (2 + 2u - 3q_3u - 2v)(2 - 3q_3)v^{(2 - 3q_3)} \\
f &= -\frac{1}{2}(2 - 3q_3)u^2 v^{(2 - 3q_3)} \\
g &= \frac{1}{2}(2 - 3q_3)u^2 v^{(2 - 3q_3)} \\
l &= v^{(2 - 3q_3)}.
\end{align*}
\]

Clearly these two solutions have the same \( q \), but they differ in the values of the four constants which determine the particular form of the solution. One can construct similar examples for different choices of \( q \).

8 Conclusions

In this paper we have found the most general three-point Green’s function for \( N = 1, 2, 3, 4 \) supersymmetry which is composed of chiral superfields of a given chirality. We have also shown that although there exist no chiral
superconformal invariants, \cite{12} the Green’s functions of chiral superfields are not uniquely specified above three-points when the the $R$-charge, $q_0$, is greater than $N$. This result relies crucially on the nilpotent character of such Green’s functions. However, for the particular case $q_0 = 1, N = 1$ we have shown that the solutions are unique up to the specification of four constants of integration. We have given two equivalent formulations of the solution which should enable one to explicitly construct the solution in any particular case.

The results of our investigations seem to suggest that our findings should generalise to extended supersymmetry, where we expect to find a unique solution at four-points in the case where $q_0 = N$. Furthermore, it is tempting to suggest that all higher-point functions may also be uniquely determined in the case where $q_0 = N$. At the moment, however, these two statements remain conjectures based upon our explicit results for the $N = 1$ four-point solution at $q_0 = N$ and for the three-point solutions for $N \geq 1$.
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10 Note Added

After this work had been completed a preprint \cite{19} appeared on the hep-th archive which also discusses Green’s functions in superconformal field theories.

Appendix A A Linearly Independent Basis

In this paper, we need to define a set of linearly independent terms in terms which any relevant expression up to four points can be expanded. This basis of terms can be used to define an explicit expression for a Green’s function which is written as a sum of such terms with arbitrary scalar functions as coefficients. Each Ward Identity then gives us a single constraint on each
Green’s function, but by expansion in an appropriate basis of terms one can deduce several differential equations which must be independently satisfied by the unknown functions in the expansion of the Green’s function. Therefore it is critical that we are able to define a suitable collection of bases to justify all of the calculations performed in the paper. In this Appendix we discuss the main details of how this was done.

The definition of linear independence is that if a linear combination of a set of linearly independent terms vanishes, then all coefficients must vanish independently. Hence, to prove that a set of terms are linearly independent we need to consider general expressions at up to four points which are known to vanish. The Ward Identities also provide us with a set of expressions which are known to vanish, and thus problem of the determination of a basis for expansion of a generalised Green’s function and the problem of separation of a Ward Identity into several independent identities for the unknown coefficients in the Green’s function can be solved in the same way. This is done as follows.

Imagine that we have an expression in $\theta^\alpha_p$ and $s^\alpha\bar{\alpha}_p$ which vanishes, such as a Ward Identity. We need to simplify this expression so that it is written in terms of a linearly independent set of terms with some known coefficients. To begin with we observe that one can always consider terms containing different $\theta$ variables to be linearly independent. For example, the equation

$$a\theta_1^2 + b\theta_2^2 + c\theta_1\theta_2 = 0,$$

where $a, b, c$ are independent of $\theta_i$, implies that $a = b = c = 0$. This is easily shown by multiplying by $\theta_2^2$, to show that $b = 0$, and then continuing in the obvious way with $\theta_1\theta_2$ and $\theta_1^2$.

It follows that we can immediately separate out a given vanishing expression into coefficients of distinct combinations of $\theta^\alpha_p$ and equate these coefficients to zero. (In all our expressions we ensure, for simplicity, that there are no free indices by contracting them with the arbitrary vector $k^{grksp1grksp1}$ or sometimes an inert $\theta$ variable.) We write each term in the form

$$\theta^2_{q_1} \ldots \theta^2_{q_m} \theta^\alpha_{p_1} \theta^\beta_{p_2} \ldots \theta^\gamma_{p_n} h_{\alpha\beta\ldots\gamma} = 0 \quad (106)$$

and define $\alpha < \beta < \ldots < \gamma$, given that $p_1 < p_2 < \ldots < p_n$. The coefficients, $h_{\alpha\beta\ldots\gamma}$, are in general functions of $s^\alpha\bar{\alpha}_p$ and may be written in many different but equivalent forms.

To give a simple example, consider the relation,

$$\epsilon_{\alpha\beta}\epsilon_{\gamma\delta} - \epsilon_{\alpha\gamma}\epsilon_{\beta\delta} + \epsilon_{\beta\gamma}\epsilon_{\alpha\delta} = 0. \quad (107)$$

Clearly, we must not allow one of these terms on the left to be present in the expansion of $h_{a_1a_2\ldots a_n}$, as it is linearly dependent on the other two. We
therefore impose the rule that, in the canonical (i.e. simplified) form of an expression,

\[ \epsilon_{\alpha\beta} \epsilon_{\gamma\delta} \rightarrow \epsilon_{\alpha\gamma} \epsilon_{\beta\delta} - \epsilon_{\beta\gamma} \epsilon_{\alpha\delta}, \]  

(108)

if \( \alpha < \gamma \) and \( \beta > \delta > \gamma \).

Note that we are also assuming that the antisymmetry of \( \epsilon_{\alpha\beta} \) has already been used to order the indices uniquely in each \( \epsilon \) tensor on the left, so that \( \alpha < \beta \) and \( \gamma < \delta \). Similarly, we can use the relations in Appendix B to show that any product of \( s_{\alpha\beta} \) can be reduced to a sum of bilinear products of the form \( (s_p.s_q)_{\alpha\beta} \) and scalars. Such terms can be written such that \( p < q \) and \( \alpha < \beta \), up to terms involving only scalars and \( \epsilon_{\alpha\beta} \) (see Appendix B). These latter terms are lower order in \( (s_p.s_q)_{\alpha\beta} \) and can subsequently be further ordered without producing any further higher order terms. (In this respect, since the number of free indices in each term is always the same, we define lower order terms as those containing more \( \epsilon_{\alpha\beta} \) terms and fewer \( (s_p.s_q)_{\alpha\beta} \) and vice versa for higher order terms.) Given this, we impose the rule,

\[ \epsilon_{\gamma\delta}(s_p.s_q)_{\alpha\beta} \rightarrow \epsilon_{\gamma\alpha}(s_p.s_q)_{\delta\beta} + \epsilon_{\alpha\delta}(s_p.s_q)_{\gamma\beta}, \]  

(109)

whenever \( \alpha < \gamma < \delta \) (assuming \( \gamma < \delta \) and \( \alpha < \beta \)), to define a canonical form for products of \( (s_p.s_q)_{\alpha\beta} \) and \( \epsilon_{\alpha\beta} \). Then, we use the relations

\[ (s_p.s_q)_{\alpha\beta}(s_r.s_t)_{\gamma\delta} \rightarrow (s_p.s_q)_{\alpha\gamma}(s_r.s_t)_{\delta\beta} - (s_p.s_q.s_r.s_t)_{\alpha\delta} \epsilon_{\beta\gamma}, \]  

(110)

where \( p < q, r < t, c < b \) and \( (s_p.s_q)_{\alpha\beta} \neq (s_r.s_t)_{\alpha\beta} \), and

\[ (s_p.s_q)_{\alpha\beta}(s_p.s_q)_{\gamma\delta} \rightarrow (s_p.s_q)_{\alpha\gamma}(s_p.s_q)_{\beta\delta} - (s_p.s_q.s_p.s_q)_{\alpha\delta} \epsilon_{\beta\gamma}, \]  

(111)

where \( \alpha < \gamma < \beta \), to show that any product of \( (s_p.s_q)_{\alpha\beta} \) tensors can have its indices totally ordered. Once again, the extra terms on the right hand side are of lower order in \( (s_p.s_q)_{\alpha\beta} \) and can therefore be further ordered but without generating terms of higher order than themselves (see Eq. (137)).

Next we must deal with the internal dotted indices in the \( (s_p.s_q)_{\alpha\beta} \) terms. One can use the relation

\[ \epsilon_{\hat{\alpha}\hat{\beta}} \epsilon_{\delta\hat{\delta}} = \epsilon_{\hat{\alpha}\hat{\gamma}} \epsilon_{\hat{\beta}\delta} - \epsilon_{\hat{\beta}\gamma} \epsilon_{\hat{\alpha}\hat{\delta}}, \]  

(112)

to define the rule

\[ (s_p.s_q)_{\alpha\beta}(s_r.s_t)_{\gamma\delta} \rightarrow (s_p.s_r)_{\alpha\gamma}(s_q.s_t)_{\delta\beta} - (s_p.s_t)_{\alpha\delta}(s_q.s_r)_{\beta\gamma}, \]  

(113)

whenever \( t < q \) and \( r < p \), assuming \( p < q \) and \( r < t \). This is compatible with Eq. (109).
The above rules apply to all terms, even those with more than four free indices, but they do not necessarily define a basis as we have not shown that the set of allowed terms which remain are linearly independent. Clearly the remaining terms span the space, as we can write down all possible terms which could arise and then use the above rules to reduce them to a much smaller set of terms, which therefore manifestly span the space. It remains to find a linearly independent subset of the resulting set of terms. However, it is not always immediately obvious whether a given set of terms is linearly independent or not. Some of the linear dependencies which exist amongst the canonical terms above are rather complicated. For example, there are two ways to simplify the following trace

\[(s_1.s_2.s_3.s_4.s_4.s_3.s_2.s_1).\]  

An obvious method of simplification is to use Eq. \((133)\) repeatedly to show that

\[(s_1.s_2.s_3.s_4.s_4.s_3.s_2.s_1) = -\frac{1}{8}s_1^2s_2^2s_3^2s_4^2.\]  

Alternatively, one might first use Eq. \((137)\) on the first four terms and then separately on the last four terms before multiplying out the result. It is clear by inspection that this has to give an expression in \([s_1.s_2.s_3.s_4]^2\), which is not manifestly the same as the right-hand side of Eq. \((115)\), but is equal to it by construction. Consequently, there is a non-trivial relationship between a set of scalar quantities, and we can use this in our calculations to eliminate \([s_1.s_2.s_3.s_4]^2\), for example.

In a similar way, one can construct relationships between the canonical terms defined above which allow us to eliminate all terms of the form

\([s_1.s_2.s_3.s_4](s_1.s_2)_{\alpha\beta}\)  

from our basis. (We note that this can be done in all the cases we consider in this paper as we can ensure that we have only four independent four vectors, namely \(k\), \(s_{12}\), \(s_{23}\) and \(s_{34}\). In calculations involving \(K\) we must also include \(s_0\), but one can easily show that \(KG\) is independent of \(s_0\) as long as \(DG = 0\), which we can always choose to be true where necessary.)

Even given the above results, finding all of the linear dependencies which can arise between the terms which remain is a difficult task and since the proof of linear independence is vital to our approach we set out to prove the validity of any suggested basis as follows. Beginning with a set of terms, \(v_{iabc\ldots}\), with some fixed number of free indices, \(abc\ldots\), which span the space and which have all known linear dependencies removed, in the way described
above, we can write down the most general expression $T_{abc...}$ with this number of free indices as an expansion in $v_{abc...}^i$ with arbitrary scalar coefficients, $a_i$, as follows

$$T_{abc...} = \sum_i v_{abc...}^i a_i.$$  \hspace{1cm} (117)

Note that the $a_i$ are scalar functions of $s_{12}$, $s_{23}$ and $s_{34}$ only and any dependence of $T$ on $k$, which always occurs at most linearly in $T$ for our calculations, must be carried explicitly by the basis terms, $v^i$. Therefore we need a $k$-dependent basis for Ward Identity expansions and a $k$-independent basis for Green’s function expansions. A $k$-independent basis can be easily deduced from the corresponding $k$-dependent basis, i.e. the one with the same number of free indices on $T$.

We are concerned with the conditions satisfied by the functions $a_i$, given that $T = 0$. By contracting each of the $v^i$ with $T$ we can build up a set of equations $v_{abc...}^i T_{abc...} = 0$. Furthermore, by eliminating $(k.s_{12}.s_{23}.s_{34})^2$ as described above, following Eq. (115), we can equate the coefficients of $(ks_{12})$, $(ks_{23})$, $(ks_{34})$ and $(k.s_{12}.s_{23}.s_{34})$ to zero independently and hence generate several equations in each case. This step can be rigorously justified by choosing several independent values for the arbitrary vector $k$ and solving the resulting equations in each case, but note that it is clearly invalid unless we eliminate $(k.s_{12}.s_{23}.s_{34})^2$ first.

The resulting set of equations can be written as

$$M_{ij} a_j = 0,$$  \hspace{1cm} (118)

for some matrix $M$ dependent only on $s_{12}$, $s_{23}$ and $s_{34}$. We can then attempt to put $M$ into upper triangular form using row and column operations and in the process simply removing any rows which are all zero as these correspond to trivial conditions on the $a_i$. However, we must take great care that we do not divide by zero inadvertently during this process as it may be that we divide by a scalar expression which is not manifestly zero, but which vanishes upon expansion into the components of the four-vectors of which it is constructed. (The discussion following Eq. (115) illustrates such a null scalar expression composed of four four-vectors. It is unlikely that such an expression can be constructed from only three four-vectors, but we were in any case careful to explicitly avoid this error. Such considerations will clearly be relevant for studies of five-point functions and above.)

If the matrix, $M$, can be reduced to upper triangular form, its determinant can be easily calculated as the product of the diagonal elements and by expansion in components can be shown not to vanish. In this case, the $v_{abc...}^i$ form a basis as we have demonstrated that when $T = 0$, $a_i = 0.$
If the matrix, $M$, cannot be reduced to upper triangular form we can use Eq. (118) to eliminate a maximal subset of the $a_i$ from $T$. Since $T$ vanishes and the remaining $a_i$ are arbitrary, it follows that the coefficient of each of the remaining $a_i$ is a linear dependency amongst the original $v^i$ and can be used to eliminate some of the $v^i$ to define an improved set of terms $v^{i'}$ which are, by construction, manifestly linearly independent and span the space, i.e. a basis.

In summary, this process allows us to both define a basis in terms of which to write a general Green’s function before imposing the Ward Identities or alternatively to define a basis in terms of which we can expand a particular Ward Identity, and also it generates any extra simplification rules necessary to reduce a particular expression to the required canonical form, so that we are justified in equating the coefficients of the resulting terms to zero. It is these sort of calculations which validate the various arguments given in the rest of the paper.

Appendix B Notation and Useful Identities

We present below an explanation of our notation and some relations which we found particularly useful.

B.1 Notation

\[
(s_p, s_q)_{\alpha\beta} \equiv s_{\alpha\beta}^p s_{\alpha\beta}^q
\]
\[
(s_p, s_q)^{\alpha\beta} \equiv s_{\alpha}^{\beta\beta} s_{\beta\beta}^q
\]
\[
(s_p, s_q, s_r, s_t)_{\alpha\beta} \equiv s_{\alpha\beta}^q s_{\beta\beta}^q s_{\beta\beta}^q s_{\beta\beta}^q
\]
\[
(s_p, s_q, s_r, s_t) \equiv s_{\alpha\beta}^q s_{\beta\beta}^q s_{\beta\beta}^q s_{\beta\beta}^q
\]
\[
s_{p\alpha\beta} \equiv s_{\mu\beta}^\alpha s_{\alpha\beta}
\]
\[
s_{p\alpha\beta} \equiv s_{\mu\beta}^\alpha s_{\alpha\beta}
\]

\[
(\bar{\Lambda}_{pqr, nlm}) \equiv \bar{\Lambda}_{pqr, nlm}\tilde{\Lambda}_{nml\hat{\alpha}}
\]
\[
\bar{\Lambda}_{pqr}^{(i)\hat{\alpha}} \equiv \bar{\Lambda}_{pqr}^{(i)\hat{\alpha}} s_{pqr}^{-1} - \bar{\Lambda}_{pqr}^{(i)\hat{\alpha}} s_{pqr}^{-1}
\]
\[
(\bar{\Lambda}_{p, s_r, s_t}) \equiv \bar{\Lambda}_{p, s_r, s_t}^{\alpha\beta} s_{\alpha\beta}^r
\]
B.2 Useful Relations

\[
\Lambda^{\dot{\alpha}}_{pqr} = -\Lambda^{\dot{\alpha}}_{rqp}
\]
\[
\Lambda^{\dot{\alpha}}_{pqr} = \bar{\Lambda}^{\dot{\alpha}}_{prq}s_{p\gamma}^{}s_{pq\gamma}^{-1}
\]
\[
\Lambda^{\dot{\alpha}}_{pqr} \propto \bar{\Lambda}^{\dot{\alpha}}_{(pqr)}
\]

where \(\langle pqr \rangle\) is the ordered form of \(pqr\) (e.g. \(\langle 312 \rangle = 123\)).

\[
(s_{p}.s_{q})_{\alpha\beta} = \left(\eta_{\mu\nu}^{\alpha\beta} + \sigma_{\mu\nu}^{\alpha\beta}\right) s_{p\mu}s_{q\nu}
\]
\[
s_{p}^{\dot{\alpha}} = s_{p}^{\dot{\alpha}}
\]

\[
s_{12\dot{\alpha}}s_{12\dot{\beta}} = -\frac{1}{2}s_{12}^{2}\epsilon_{\alpha\beta}
\]
\[
s_{12\dot{\alpha}}s_{12\dot{\beta}} = -\frac{1}{2}s_{12}^{2}\epsilon_{\dot{\alpha}\dot{\beta}}
\]

\[
s_{12\dot{\alpha}}s_{12\dot{\beta}}s_{12\gamma}s_{12\dot{\gamma}} = (s_{12}.s_{23})s_{12\dot{\alpha}} - \frac{1}{2}s_{12}^{2}s_{23\dot{\alpha}}
\]

\[
(s_{2}.s_{1})_{\alpha_{1}\alpha_{2}} = -(s_{1}.s_{2})_{\alpha_{1}\alpha_{2}}
\]
\[
(s_{1}.s_{2})_{\alpha_{1}\alpha_{2}} = (s_{1}.s_{2})_{\alpha_{1}\alpha_{2}} + (s_{1}s_{2})\epsilon_{\alpha_{1}\alpha_{2}}
\]

\[
2\left(s_{1}.s_{2}.s_{3}.s_{4}\right)_{\alpha_{1}\alpha_{2}} = -(s_{3}.s_{4})_{\alpha_{1}\alpha_{2}}(s_{1}s_{2}) + (s_{2}.s_{4})_{\alpha_{1}\alpha_{2}}(s_{1}s_{3}) - (s_{2}.s_{3})_{\alpha_{1}\alpha_{2}}(s_{1}s_{4}) -
\]
\[\left((s_{1}.s_{4})_{\alpha_{1}\alpha_{2}} + \epsilon_{\alpha_{1}\alpha_{2}}(s_{1}s_{4})\right)(s_{2}s_{3}) +
\]
\[\left((s_{1}.s_{3})_{\alpha_{1}\alpha_{2}} + \epsilon_{\alpha_{1}\alpha_{2}}(s_{1}s_{3})\right)(s_{2}s_{4}) -
\]
\[\left((s_{1}.s_{2})_{\alpha_{1}\alpha_{2}} + \epsilon_{\alpha_{1}\alpha_{2}}(s_{1}s_{2})\right)(s_{3}s_{4}) -
\]
\[\epsilon_{\alpha_{1}\alpha_{2}}(s_{1}s_{2}s_{3}s_{4})
\]

\[
(s_{p}.s_{q}.s_{r}.s_{t})_{\alpha\beta} = \frac{1}{2}(s_{p}.s_{r})(s_{q}.s_{t})_{\alpha\beta} - \frac{1}{2}(s_{p}.s_{q})(s_{r}.s_{t})_{\alpha\beta}
\]
\[-\frac{1}{2}(s_{q}.s_{r})(s_{p}.s_{t})_{\alpha\beta} + i\epsilon_{\mu\nu\rho\sigma\kappa}\sigma_{\mu\nu}s_{q\rho}s_{r\sigma}\epsilon_{\kappa\alpha}
\]

\[
\]

\[
(138)
\]
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