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Abstract We study the derived Hall algebra of the partially wrapped Fukaya category of a surface. We give an explicit description of the Hall algebra for the disk with \(m\) marked intervals and we give a conjectural description of the Hall algebras of all surfaces with enough marked intervals. Then we use a functoriality result to show that a graded version of the HOMFLY-PT skein relation holds among certain arcs in the Hall algebras of general surfaces.
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1. Introduction

The Hall algebra construction of quantum groups has led to many insights in representation theory. Fukaya categories are central to the study of symplectic geometry and topological field theory. In this section we introduce and motivate our study of the Hall algebras of Fukaya categories of surfaces and their relationship to the HOMFLY-PT skein algebras.

1.1. Hall algebras

The Hall algebra $\text{Ha}(\mathcal{A})$ is an invariant of abelian categories that captures information about the extensions between objects. As a vector space, $\text{Ha}(\mathcal{A})$ has a basis given by isomorphism classes of objects in $\mathcal{A}$. If $A, C \in \text{Ob}(\mathcal{A})/\text{iso}$ then their product in $\text{Ha}(\mathcal{A})$ is given by

$$A \cdot C = \sum_B \frac{|\text{Ext}^1(A, C)_B|}{|\text{Hom}(A, C)|} B$$

(1.1)

where $\text{Ext}^1(A, C)_B \subset \text{Ext}^1(A, C)$ is the subset corresponding to short exact sequences of the form $0 \to C \to B \to A \to 0$, see [7, §2.3]. This equation requires the sets $\text{Hom}(A, C)$ and $\text{Ext}^1(A, C)$ to be finite, see Definition 2.2.

Ringel proved that the positive half of the quantum group $U^+_q(\mathfrak{g})$ associated to a simply laced Dynkin quiver $Q$ is isomorphic to the Hall algebra of the corresponding abelian category of quiver representations

$$U^+_q(\mathfrak{g}) \cong \text{Ha}(\text{Rep}_{\mathfrak{g}_q}(Q));$$

see [30]. Lusztig found a geometric interpretation for this construction which led to many important results in representation theory [24, 25]. The higher categorical structure present in Lusztig’s work inspired Crane and Frenkel to conjecture the existence of corresponding 4-dimensional topological field theories [12]. These conjectures represent one of the driving forces behind present interest in categorified quantum groups [22, 32, 41].

Abelian categories of coherent sheaves on curves are similar to categories of quiver representations because both have homological dimension one. By virtue of Ringel’s theorem, the Hall algebras of coherent sheaves on curves are analogues of quantum groups. Although the Hall algebra of the category $\text{Coh}(\mathbb{P}^1)$ can be understood in terms of the affine algebra $U_q(\widehat{\mathfrak{sl}_2})$, the elliptic Hall algebra, obtained from coherent sheaves on curves of genus one, has new features and has been the subject of much recent study. Burban and Schiffmann gave an explicit description of this algebra [9] and showed the relations could be written as Laurent polynomials in parameters $q$ and $t$, which are the eigenvalues of the Frobenius operator acting on the first cohomology of the curve. Subsequent work has related this algebra to the equivariant $K$-theory of Hilbert schemes of points in $\mathbb{C}^2$ [14, 28, 35], triply graded knot homology [10, 16], positivity conjectures in algebraic combinatorics [3] and the AGT conjecture in mathematical physics [34]. Recently, Schiffmann used the Hall algebras associated to curves of higher genus to compute the Betti numbers of moduli spaces of Higgs bundles [33].
1.2. Fukaya categories

Homological mirror symmetry postulates a relationship between the algebraic geometry and the symplectic geometry of a space $X$ and a potential function $W : X^\vee \to \mathbb{C}$ on a mirror space. Each object determines two triangulated categories: a B-model, associated to a category of coherent sheaves, and an A-model, associated to a Fukaya category [36]. The algebraic geometry underlying the B-model can be understood in terms of vector bundles because a coherent sheaf is the cokernel of a map $f : E_1 \to E_2$ between algebraic vector bundles. On the other hand, Fukaya categories are defined in terms of symplectic geometry. The objects are Lagrangian submanifolds and a map $p : L_1 \to L_2$ is a point $p$ in the intersection $L_1 \cap L_2$. The composition of maps is associative up to a collection of coherent homotopies, called an $A_\infty$-structure, which is defined in terms of moduli spaces of pseudo-holomorphic curves. For some surfaces, a collection of Lagrangians, which decompose the surface into disks, determine a presentation called the topological Fukaya category. Many authors have studied Fukaya categories of surfaces [1, 5, 13, 27, 37], in this paper we follow the exposition in [17].

When homological mirror symmetry holds, there are isomorphisms between pairs of categories:

$$D^b(X) \sim D^\pi \mathcal{FS}(X^\vee, W) \quad \text{and} \quad D^\pi \mathcal{F}(X) \sim D^b_{\text{sing}}(X^\vee, W) \quad (1.2)$$

where the categories on the right-hand side are constructions which account for singularities [21]. Since these categories are defined in terms of different geometries on different spaces, the isomorphisms above determine a dictionary between the subjects which underly their constructions.

From the perspective of homological mirror symmetry, the Hall algebras of coherent sheaves on curves are invariants of the B-model in dimension 1. In this paper, we study invariants of the A-model in dimension 1: the Hall algebras of Fukaya categories of surfaces. We relate these algebras to the HOMFLY-PT skein algebras.

1.3. Skein algebras

The HOMFLY-PT skein algebras $H_q(S)$ are constructed topologically and have deep connections to moduli spaces of flat connections on surfaces and quantum invariants of 3-manifolds. The Goldman Lie algebra of a surface $S$ is the universal Lie algebra which maps to the Poisson Lie algebras of functions on the $GL_n(\mathbb{C})$-representation varieties of $S$ [15]. Turaev showed that the algebra $H_q(S)$ is a deformation of the universal enveloping algebra of the Goldman Lie algebra [39]. On the other hand, after setting the variables in the ground ring to roots of unity, the skein algebras are known to be intimately related to the $SU(k)$ Witten–Reshetikhin–Turaev invariants of 3-manifolds [4, 40, 42]. Although skein algebras and skein modules contain a wealth of structure, their definition is relatively short.

**Definition.** If $M$ is an oriented 3-manifold then the **HOMFLY-PT skein module** $H_q(M)$ consists of $\mathbb{R}$-linear combinations of isotopy classes of framed oriented links in $M$ subject to the HOMFLY-PT skein relation:
and the framing relations
\[
\begin{array}{cc}
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\]
where \( R = k[v^{\pm 1}, q^{\pm 1}, (q - q^{-1})^{-1}] \) is the coefficient ring. If \( S \) is an orientable surface then the skein module \( H_q(S) = H_q(S \times [0, 1]) \) is an algebra with a product \( H_q(S) \otimes_R H_q(S) \to H_q(S) \) determined by the stacking map \( S \times [0, 1] \sqcup S \times [1, 2] \to S \times [0, 1] \).

One goal of this paper is to establish a relationship between these skein algebras and the Hall algebras of the Fukaya categories of surfaces. The remainder of this section contains motivation and context for the main construction.

Morton and the second author constructed an isomorphism between the \textsc{HOMFLY-PT} skein algebra of the torus \( T^2 \) and the \( t = 1/q \) specialization of the elliptic Hall algebra [26]. The proof of this isomorphism was by brute force; however, it seems that it is a rough analogue of an instance of Kontsevich’s homological mirror symmetry conjecture. In this particular case, mirror symmetry states that the derived category of coherent sheaves on a complex elliptic curve \( X \) is equivalent to the Fukaya category of a symplectic torus [29]. This gives a hint that the Hall algebra of the Fukaya category may be related to the skein algebra, at least for the torus.

There is a second way to guess that the Hall algebras of Fukaya categories should be related to skein algebras. If all of the extensions between two Lagrangians \( L_1 \) and \( L_2 \) in the Fukaya category can be realized by Lagrangian surgeries then the commutator \( L_1 \cdot L_2 - L_2 \cdot L_1 \) in the Hall algebra is given by a sum over all possible Lagrangians that can be obtained by surgery at the points of intersection \( L_1 \cap L_2 \). For surfaces, the terms in this sum are the same as those in the formula defining the bracket \([L_1, L_2]\) in the Goldman Lie algebra. This suggests that the Hall algebra of a surface is a deformation of the universal enveloping algebra of the Goldman Lie algebra. By Turaev [39], a candidate for such an algebra is the skein algebra.

There are many technical obstacles to making the intuitions expressed in the last two paragraphs mathematically meaningful. The next section contains precise statements of results.

### 1.4. Statements of results

Two issues complicate defining the Hall algebra of the Fukaya category. The Fukaya categories are situated within the context of homotopy associative categories and the standard Hall algebra construction (1.1) is not homotopy invariant. Moreover, the Hall algebra is only defined for categories which satisfy several finiteness properties. For these reasons, we apply Toën’s derived Hall algebra construction to the derived categories of topological Fukaya categories, see [17, 38]. Sections 2.1 and 4 contain detailed discussions of these definitions.
In Proposition 4.11, the topological Fukaya category $\mathcal{F}(S, A)$ of a marked surface $(S, M)$ is shown to satisfy the finiteness conditions required by Toën’s construction when $S$ is a finitary surface: a compact surface with boundary where each boundary component contains at least one marked interval.

Although the categories $\mathcal{F}(S, A)$ are defined in terms of a system of arcs $A$ which cut $S$ into a union of disks, the derived categories $D^\pi \mathcal{F}(S, A)$ are all equivalent. We define algebras $f(S, A)$, naturally associated to each arc system, which are related by the isomorphisms induced by the equivalences between derived categories, see Corollary 5.4. To eliminate the dependence on arcs, we define the algebra $F(S, M)$ as the colimit of the functor determined by the assignment $A \mapsto f(S, A)$.

$F(S, M) := \text{colim}_{(S, A) \in \mathcal{M}(S, M)} f(S, A)$.

For brevity, we call this the Fukaya–Hall algebra.

Within this context the Fukaya–Hall algebra of the disk $D^2$ with $m$ marked intervals is studied in detail. The relationship between the Fukaya category $\mathcal{F}(D^2, \Lambda_m)$ of the disk equipped with minimal arc system $\Lambda_m$ and the category of $\Lambda_{m-1}$-quiver representations determines a presentation for the Hall algebra.

**Theorem (5.16).** Suppose that the disk with $m$ marked intervals is equipped with a minimal arc system $\Lambda_m$ and foliation data $h : \Lambda_m \to \mathbb{Z}$. Then the algebra $f(D^2, \Lambda_m)$ is generated by the shifts of the arcs

$\mathbb{Z}\Lambda_m = \{E_{i,n} : n \in \mathbb{Z}, E_i \in \Lambda_m\}$ where $E_{i,n} = \sigma^n E_i$

subject to the relations listed below.

(R1) **Self-extension:**

$[E_{i,0}, E_{i,k}]_{q^{2(-1)^k}} = \delta_{k,1} \frac{q^{-1}}{q^2 - 1}$ for $k \geq 1$,

(R2) **Adjacent commutativity and convolution:**

$[E_{i+1,k}, E_{i,h(i)}]_{q^{(-1)^k+1}} = 0$ for $k > 1$,

$[E_{i+1,k}, E_{i,h(i)}]_{q^{(-1)^k}} = 0$ for $k < 1$,

$E_{i,h(i)} = [E_{i+m-1, \tau^i(m-1)}, \ldots, E_{i+2, \tau^i(2)}, E_{i+1, \tau^i(1)}]_q$.

(R3) **Far-commutativity:**

$[E_{i,0}, E_{j,k}]_1 = 0$ for $k \in \mathbb{Z}$ and $|i - j| \geq 2$.

(See Notation 4.12 for the necessary definitions.)

The proof of this theorem uses the work of Hernandez and Leclerc, who gave a description of the derived Hall algebras of categories of quiver representations [19, §8]. Theorem 5.23 constructs presentations for the Hall algebras $f(D^2, A)$ associated to Fukaya categories of arbitrary arc systems by gluing the algebras associated to minimal arc systems.
In order to study the behavior of the Fukaya–Hall algebras of surfaces using the Hall algebra of the disk, we establish conditions under which an embedding of marked surfaces induces a monomorphism of algebras.

**Theorem** (§ 5.1). Suppose that \( f : (S, M) \to (S', M') \) is an embedding of marked surfaces which induces an injection \( \pi_0(M) \to \pi_0(M') \) between the sets of components of marked intervals. Then \( f \) induces a monomorphism \( f_* : F(S, M) \to F(S', M') \) of Fukaya–Hall algebras.

Given a marked surface \((S, M)\) with a full arc system \(A\) that cuts the surface into disks \((D_k, \Lambda_{m_k})\), the gluing procedure for disks allows us to define a naive algebra \(n(S, A)\), see Definition 5.31. This algebra is the free product of the disk algebras \(f(D_k, \Lambda_{m_k})\) subject to the gluing relations in Definition 5.22. If \((S, M)\) has enough marked intervals then Theorem 5.33 uses the functoriality statement above to construct the map below.

**Theorem** (5.33). If \((S, M)\) has enough marked intervals (see Definition 5.32), then there is a surjective homomorphism \(\gamma\) from the naive algebra to the composition subalgebra.

\[
\gamma : n(S, A) \to f(S, A) \tag{1.4}
\]

This map is shown to be an isomorphism for disks in Proposition 5.30. We conjecture that this holds whenever \((S, M)\) has enough marked intervals; a property which holds for many surfaces.

**Conjecture** (5.34). The map \(\gamma\) is an algebra isomorphism.

The remainder of the paper shows that a graded analogue of the HOMFLY-PT skein relation appears as a commutator relation between certain curves in the Fukaya–Hall algebras \(F(S, M)\) of all surfaces. If \(X\) and \(Y\) are two arcs that intersect then they represent generators in distinct Hall algebras. However, \(X\) and \(Y\) play an equal role within the Fukaya–Hall algebra \(F(S, M)\). It is within this context that a graded version of the HOMFLY-PT skein relation appears.

**Theorem** (6.11). Suppose that \(X\) and \(Y\) are graded arcs whose endpoints intersect four distinct marked intervals in a finitary marked surface \((S, M)\). If \(X\) and \(Y\) intersect uniquely at a point \(p\) then the relation

\[
[X, Y]_1 = \begin{cases} (q - q^{-1})X \#_p Y & \text{if } i_p(X, Y) = 1 \\ 0 & \text{if } i_p(X, Y) > 1 \end{cases}
\]

holds in the Fukaya–Hall algebra \(F(S, M)\).

The idea of the proof is to enclose the two arcs within a disk \((D^2, 4)\) with four marked intervals. By the functoriality theorem, relations between \(X\) and \(Y\) are implied by relations in the Hall algebra \(F(D^2, 4)\) of the disk. This local computation in the disk is given in Lemma 6.1.

The commutator relation above is called the graded HOMFLY-PT skein relation because the curves in \(F(S, A)\) are graded, not oriented. If the foliation used to define
the grading comes from a 1-form then each graded curve inherits an orientation and equation (1.5) can be pictured in the same manner as the oriented HOMFLY-PT relation in equation (1.3).

Materials in this paper suggest many extensions and variations of the literature. For example, we expect that one can extend the Goldman Lie algebras and the HOMFLY-PT skein algebras to surfaces with boundary and marked intervals using Theorem 5.16, see Remark 6.10. String topology was introduced by Chas and Sullivan to provide a context for the Goldman Lie algebra. A relationship between string topology and the Hall algebras of surfaces would be enlightening. Very recently, a preprint by Lekili and Polishchuk studies homological mirror symmetry between partially wrapped Fukaya categories and certain nodal stacky curves [23]. Our construction suggests that a skein relation holds within the Hall algebras of derived categories of coherent sheaves on these curves. It would be interesting to study these algebras from the B-model perspective.

1.5. Organization

This paper is organized in the following way.

Section 2 begins with a review of basic facts about Hall algebras and the twisted derived Hall algebra $DHa(T)$. Section 2.2 recalls the computation of the derived Hall algebras of simply laced quivers performed by Hernandez and Leclerc [19].

Section 3 contains a detailed study of the quiver algebra $DHa(A_{m-1})$ introduced in §2.2. Families of special elements $z_{(a,b),n} \in DHa(A_{m-1})$ are introduced and many relations between them are proven. Summaries appear in Remark 6.2 and Appendix B.

Section 4 discusses the topology of graded surfaces §4.1.1, marked surfaces §4.1.2, and the concept of a finitary surface §4.1.2. Section 4.2 contains the Fukaya category $\mathcal{F}(S, A)$ and derived Fukaya category $D^\mathbb{Z}\mathcal{F}(S, A)$. The section concludes with Proposition 4.11 which shows that $D^\mathbb{Z}\mathcal{F}(S, A)$ is a finitary triangulated category when $S$ is a finitary surface. Section 4.3 features several key results about the Fukaya categories of disks.

Section 5 introduces the composition subalgebras $f(S, A)$ in Definition 5.1. These algebras are combined to form the Fukaya–Hall algebras $F(S, M)$ by Definition 5.6. Section 5.1 contains functoriality results, see Corollary 5.12. The remainder of §5 studies the disk. Theorem 5.16 produces a presentation for $f(D^2, A_m)$ the disk with minimal arc system and Theorem 5.23 extends this result to produce a presentation for $f(D^2, A)$.

Section 6 contains Theorem 6.11 which shows that certain arcs in the algebras $F(S, M)$ satisfy the graded HOMFLY-PT skein relation.

Appendix A relates the elements $z_{(a,b),n} \in DHa(A_{m-1})$ to Lusztig’s PBW basis. Appendix B contains a useful index of notation, a summary of relations which hold among the elements $z_{(a,b),n}$ and some remarks about $q$-algebra.

2. Hall algebras

2.1. Hall algebras of triangulated categories

If $T$ is a triangulated category satisfying some modest finiteness conditions then the derived Hall algebra $D\mathcal{H}(T)$ is an invariant of $T$. The multiplication in this algebra encodes the structure of extensions between various objects in the category $T$ [38, 43].
There is a version $D\text{Ha}(\mathcal{T})$ of this construction which is obtained by twisting the multiplication. Our main interest is in the invariant $D\text{Ha}(\mathcal{T})$ when $\mathcal{T}$ is a triangulated category obtained from the Fukaya category of a surface.

**Notation 2.1.** In this section, the ring $k$ is required to be a finite field.

**Definition 2.2.** An additive $k$-linear category $\mathcal{T}$ is *finitary* when the two properties below hold.

1. For any two objects $X, Y \in \text{Ob}(\mathcal{T})$, the cardinality of the set $\text{Hom}(X, Y)$ is finite:
   \[ |\text{Hom}(X, Y)| < \infty. \]
2. If $X \in \text{Ob}(\mathcal{T})$ is an indecomposable object then the ring of endomorphisms $\text{End}(X)$ is a finite dimensional local $k$-algebra.

A triangulated category $\mathcal{T}$ is *homologically finite* when for any two objects $X, Y \in \text{Ob}(\mathcal{T})$, the sum below is finite.
\[
\sum_{n \in \mathbb{Z}} \dim_k \text{Ext}^n(X, Y) < \infty.
\]

A finitary triangulated category $\mathcal{T}$ is finitary as an additive $k$-linear category and homologically finite.

**Remark 2.3.** When a triangulated category $\mathcal{T}$ is finitary, each set $\text{Ext}^n(X, Y)$ has finite cardinality for all $n \in \mathbb{Z}$, and the cardinality of $\text{Ext}^n(X, Y)$ is finite.

**Notation 2.4.** The following notation simplifies the formula for the product below.

\[
\{X, Y\} := \prod_{n \geq 0} |\text{Ext}^{-n}(X, Y)|^{(-1)^n} \cdot \text{Hom}(X, L)_Y := \{f \in \text{Hom}(X, L) : C(f) \cong Y\}
\]

**Definition 2.5.** In the notation above, *Toën’s algebra structure constants* are defined to be:

\[
F^L_{X,Y} := \frac{|\text{Hom}(X, L)_Y|}{|\text{Aut}(X)|} \cdot \frac{|X, L|}{|X, X|} \quad \text{for} \quad X, Y, L \in \text{Ob}(\mathcal{T})/\text{iso}.
\]

The analogous formula for the Hall algebra of an abelian category does not contain the terms in the curly braces above. Roughly speaking, these terms compensate for the difference between the short exact sequences which are used to define the Hall product for abelian categories and the distinguished triangles, which represent long exact sequences, used to define the derived Hall product. Using the constants $F^L_{X,Y}$ above, the derived Hall algebra is introduced by the theorem below.

**Theorem 2.6** [38, 43]. Suppose that $\mathcal{T}$ is a finitary triangulated category. Then the derived Hall algebra of $\mathcal{T}$ is the associative algebra determined by the abelian group $D\text{H}(\mathcal{T}) = \mathbb{Q}(\text{Ob}(\mathcal{T})/\text{iso})$ spanned by isomorphism classes of objects in $\mathcal{T}$ together with
the multiplication below.

\[ [X] \cdot [Y] := \sum_{[L]} F^L_{X,Y} [L]. \]

Moreover, an exact equivalence \( f : \mathcal{T} \to \mathcal{T}' \) of triangulated categories induces an isomorphism of derived Hall algebras: \( f_* : \mathcal{DH}(\mathcal{T}) \cong \mathcal{DH}(\mathcal{T}'). \)

**Proof.** The statement that \( \mathcal{DH}(\mathcal{T}) \) is an associative algebra is the main theorem of [43]. Invariance under exact equivalences of triangulated categories follows from the observation that such equivalences induce natural bijections among the sets which determine the structural constants above.

We introduce a twisted analogue, \( \mathcal{DHa}(\mathcal{T}) \), of the derived Hall algebra. This twisting of the Hall product by the Euler form goes back to Ringel [30]; without it the Serre relations appear somewhat mangled.

**Definition 2.7.** Suppose that \( \mathcal{T} \) is a \( k \)-linear triangulated category. Then the Grothendieck group \( K_0(\mathcal{T}) \) of \( \mathcal{T} \) is given by

\[ K_0(\mathcal{T}) := \mathbb{Z}\langle \text{Ob}(\mathcal{T}) \rangle / \sim \]

where the relation \([B] \sim [A] + [C]\) is imposed whenever there is a distinguished triangle of the form \( A \to B \to C \to A[1] \). The Euler pairing:

\[ \langle X, Y \rangle : K_0(\mathcal{T}) \otimes K_0(\mathcal{T}) \to \mathbb{Z} \quad \text{is} \quad \langle X, Y \rangle := \sum_{n \in \mathbb{Z}} (-1)^n \dim_k \text{Ext}^n(X, Y). \]

Since isomorphic objects in \( \mathcal{T} \) are identified by the relation \( \sim \), the quotient map \( \text{Ob}(\mathcal{T}) \to K_0(\mathcal{T}) \) factors through a map \( \text{Ob}(\mathcal{T})/\text{iso} \to K_0(\mathcal{T}) \). By extending this map additively to a map \( \mathbb{Z}\langle \text{Ob}(\mathcal{T})/\text{iso} \rangle \to K_0(\mathcal{T}) \), the Euler pairing can be applied to elements of the derived Hall algebra \( \mathcal{DH}(\mathcal{T}) \).

**Definition 2.8.** The twisted derived Hall algebra \( \mathcal{DHa}(\mathcal{T}) \) is determined by an extension of the abelian group

\[ \mathcal{DHa}(\mathcal{T}) := \mathcal{DH}(\mathcal{T}) \otimes_{\mathbb{Q}} \mathbb{Q}(\sqrt{q}) \]

where \( q \) is the characteristic of the field \( k \). However, multiplication is scaled by the Euler pairing \( \langle -, - \rangle \) introduced by the previous definition:

\[ [X] \ast [Y] := q^{\langle Y, X \rangle / 2} [X] \cdot [Y]. \]

**Terminology 2.9.** Throughout the remainder of the paper we refer to the twisted derived Hall algebra of a triangulated category \( \mathcal{T} \) as the Hall algebra or the derived Hall algebra of \( \mathcal{T} \).

**Remark 2.10.** The Hall algebra can be understood as a functor from the groupoid category of finitary triangulated categories and exact equivalences. This is a restatement of invariance. The construction remains functorial under inclusions between categories which are full, faithful and exact, but functoriality in any broader sense is not expected.
2.2. Hall algebras of quivers

Suppose that $Q$ is a simply laced Dynkin quiver. Denote by $I$ the vertices of $Q$ and $\cdot : I \times I \to \mathbb{Z}$ the Cartan pairing. Within the category of finite dimensional representations $\text{Rep}_k(Q)$ there is a unique 1-dimensional simple module $z_i$ associated to each vertex $i \in I$. Since $\text{Rep}_k(Q)$ is hereditary, the derived category of bounded cochain complexes $D^b(\text{Rep}_k(Q))$ is a finitary triangulated category when $k$ is a finite field. In the proposition below, we recall a presentation for the derived Hall algebra

$$D\text{Ha}(Q) := D\text{Ha}(D^b\text{Rep}_k(Q))$$

which was computed by Hernandez and Leclerc, see [19, Proposition 8.1].

There are objects $z_{i,n} = z_i[n]$ in the derived category $D^b(\text{Rep}_k(Q))$ of cochain complexes of $Q$-representations associated to the $n$-fold suspension of the simple module at the $i$th vertex. Their presentation uses elements $z_{i,n} \in D\text{Ha}(Q)$ associated to these objects.

**Proposition 2.11** [19]. The derived Hall algebra $D\text{Ha}(Q)$ is generated by the elements $z_{i,n}$, for $i \in I$, $n \in \mathbb{Z}$, which are subject to the relations:

**(H1)** for $n \in \mathbb{Z}$,

$$z_{i,n}z_{j,n} - z_{j,n}z_{i,n} = 0 \quad \text{if } i \neq j = 0,$$

$$z_{i,n}^2 - (q + q^{-1})z_{i,n}z_{j,n} + z_{j,n}z_{i,n}^2 = 0 \quad \text{if } i \neq j = -1,$$

**(H2)** for $m \in \mathbb{Z}$ and $i, j \in I$,

$$z_{i,n}z_{j,n+1} = q^{-i-j}z_{j,n+1}z_{i,n} + \delta_{ij}q^{-1},$$

**(H3)** for $k > 1$ and $i, j \in I$,

$$z_{i,n}z_{j,n+k} = q^{(-1)^{i_j}}z_{j,n+k}z_{i,n}.$$ 

**Remark 2.12.** When the quiver $Q$ is $A_{m-1}$, the generators $z_{i,n}$ of $D\text{Ha}(A_{m-1})$ are indexed by vertices $I = \{i \in \mathbb{Z} : 1 \leq i < m\}$ and the Cartan matrix is determined by the assignments:

$$i \cdot j = \begin{cases} 2 & |i - j| = 0, \\ -1 & |i - j| = 1, \\ 0 & |i - j| \geq 2. \end{cases}$$

In this case, the relations above can be organized as follows:

$$[z_{i,n}, z_{j,n}] = 0 \quad \text{when } i \cdot j = 0 \quad \text{(Z1)}$$

$$[z_{i,n}, [z_{i,n}, z_{j,n}]_{q+1}]_{q^{\pm 1}} = 0 \quad \text{when } i \cdot j = -1$$

$$[z_{i,n}, z_{j,n+k}]_{q^{(-1)^{i_j}} \delta_{k,1} q^{-1}} = \delta_{i,j} \delta_{k,1} \frac{q^{-1}}{q^2 - 1} \quad \text{when } k \geq 1. \quad \text{(Z2)}$$

The relations (Z1) are equivalent to (H1). The second equation (Z2) combines (H2) and (H3) from the definition above.

**Remark 2.13.** B. Toën remarked on the similarities between his (untwisted) derived Hall algebra and the lattice algebra $L(\text{Rep}_k(Q))$ introduced by Kapranov, see [20] and [38, §7].
3. Relations in the quiver algebra

In this section we study relations among certain elements \( z_{(a,b),n} \in \text{DH}_n(A_{m-1}) \) where \( 1 \leq a < b \leq m \) and \( n \in \mathbb{Z} \). Each such element is an iterated commutator of adjacent generators \( z_{i,n} \):

\[
z_{(a,b),n} = [z_{b-1,n}, [z_{b-2,n}, \ldots, [z_{a+1,n}, z_{a,n}]_q]_q]_q.
\]

When interpreted as an element in the Hall algebra of the Fukaya category of the disk using the parameterization \( \phi_t \) from Proposition 4.15, the element \( z_{(a,b),n} \) is a graded arc which bisects the disk \((D^2, m)\). The relations shown to hold in this section are those of arcs in the Hall algebra of the Fukaya category which are needed to establish the isomorphism in Theorem 5.16.

**Definition 3.1.** If \( A \) is a \( \mathbb{Z}[q] \)-algebra and \( \{a_i\}_{i=1}^n \subset A \) is a collection of elements then the right \( q \)-bracketing of the word \( a_n a_{n-1} \cdots a_2 a_1 \) will be denoted by

\[
[a_n, a_{n-1}, \ldots, a_2, a_1]_q := [a_n, [a_{n-1}, \ldots, [a_2, a_1]_q]_q]_q
\]

and, when \( n = 1 \), \([a_n]_q = a_n\).

The proposition below implies that most of the iterated \( q \)-bracketings considered in this paper will not depend on the order in which the \( q \)-Lie brackets are applied. The notation introduced above was chosen to emphasize this observation.

**Proposition 3.2** (Rebracketing). Suppose that \( A \) is a \( \mathbb{Z}[q] \)-algebra with elements \( \{a_i\}_{i=1}^n \subset A \) which satisfy the property:

\[
[a_i, a_j]_1 = 0 \quad \text{when} \quad |i - j| \geq 2.
\]

Then any two \( q \)-Lie bracketings of the word \( a_1 \cdots a_n \) are equal.

**Proof.** Equation (B 3) with \( f = g = q \) shows that if \([x, z]_1 = 0\) then

\[
[x, [y, z]]_q = [[x, y]_q, z]_q \quad \text{when} \quad [x, z]_1 = 0.
\] (3.1)

Now the assumption \([a_i, a_j]_1 = 0\) when \( |i - j| \geq 2\) implies that if \( x \) is any Lie bracketing of the word \( a_i \cdots a_k \) and \( z \) is any Lie bracketing of the word \( a_{k+2} \cdots a_\ell \) then \([x, z]_1 = 0\) since each monomial in \( x \) commutes with each monomial in \( z \).

Any Lie bracketing of the word \( a_1 \cdots a_n \) can be related to any other by a sequence of reassociations:

\[
[x, [y, z]]_q \leftrightarrow [[x, y]_q, z]_q
\]

which change the order in which the \( q \)-bracket is applied. The previous paragraph implies that the assumption of equation (3.1) holds for any such reassociation and equation (3.1) shows that performing this operation does not change the resulting element in \( A \).

The corollary below follows from the proposition above and the relation (H1).

**Corollary 3.3.** Any two \( q \)-Lie bracketings of the word \( z_{b-1,n} z_{b-2,n} \cdots z_{a+1,n} z_{a,n} \) are equal in \( \text{DH}_n(A_{m-1}) \), where \( 1 \leq a < b \leq m \).
Definition 3.4. In the algebra $DHa(A_{m-1})$, there are elements $z_{(a,b),n}$ defined by

$$z_{(a,b),n} := [z_{b-1,n}z_{b-2,n}, \ldots, z_{a+1,n}, z_{a,n}]_q$$ when $1 \leq a < b \leq m$.

The corollary also implies the proposition below.

Proposition 3.5. The identity below holds in the algebra $DHa(A_{m-1})$.

(S0) Finger relation:

$$[z_{(b,c),n}, z_{(a,b),n}]_q = z_{(a,c),n} \quad \text{for } 1 \leq a < b < c \leq m.$$ 

Proof. The two sides of the equation differ by reassociation, see Corollary 3.3. \qed

This is called the finger relation because it states that if you push the interior of a Lagrangian arc into a boundary point then it can be written as a commutator of the two arcs into which it splits.

The theorem below establishes the most important relations satisfied by the elements $z_{(a,b),n}$. In the image of the functor $\phi_i$ from Proposition 4.15, $z_{(a,b),n}$ becomes a Lagrangian arc between two marked intervals of the disk. From this perspective, the relations (S2) and (S3) state that the arcs must commute when they are disjoint. Relation (S1) states that two arcs which intersect admit a surgery and the relation in Proposition 3.5 above corresponds to the observation that this surgery is associative.

Theorem 3.6. Assume that $1 \leq a < b < c < d \leq m$. Then the relations listed below hold among the elements $z_{(a,b),n}$ in the algebra $DHa(A_{m-1})$.

(S1) Skein relation:

$$[z_{(a,c),n}, z_{(b,c),n-1}]_q = z_{(a,b),n},$$

(S2) Interwoven commutativity:

$$[z_{(a,d),n}, z_{(b,c),n-1}]_1 = 0,$$

(S3) Distant commutativity:

$$[z_{(a,b),n}, z_{(c,d),k}]_1 = 0.$$

Before proving the theorem, two lemmas are introduced. The first will serve as a base case for the inductive proofs of (S1) and (S1'). The second lemma concerns some useful special cases of the omni-Jacobi identity (OJ).

Notation 3.7. In many of the proofs notation is simplified by taking one of the gradings to be zero. Any other form of the relation can be obtained from suspension.

Lemma 3.8. When $1 \leq a < m$, the two relations below hold in $DHa(A_{m-1})$.

$$[[z_{a+1,n}, z_{a,n}]_q, z_{a+1,n-1}]_q = z_{a,n} \quad (3.2)$$

$$[z_{a,n+1}, [z_{a+1,n}, z_{a,n}]_q]_q = z_{a+1,n} \quad (3.3)$$
Proof. To prove the first equation, we use the omni-Jacobi relation (OJ)\(q, q^2, q^{-2}\):

\[
[x, [y, z]_{q^{-1}}]_{q^3} + q[z, [x, y]_q]_{q^{-1}} + q^3[y, [z, x]_{q^{-2}}]_{q^{-2}} = 0.
\] (3.4)

Using anti-symmetry (AS) to change the order of brackets in the second summand and setting \(x = z_{a+1,0}, y = z_{a,0}\) and \(z = z_{a+1,-1}\) shows that the left-hand side of equation (3.2) is equal to:

\[
\begin{align*}
&= [z_{a+1,0}, [z_{a+1,0}, z_{a+1,-1}]_{q^{-1}}]_{q^3} + q^3[z_{a,0}, [z_{a+1,-1}, z_{a+1,0}]_{q^{-2}}]_{q^{-2}} \\
&= 0 + q^3 \left[ z_{a,0}, \frac{q^{-1}}{q^2 - 1} \right]_{q^{-2}} \\
&= z_{a,0}.
\end{align*}
\] (H2)

The second equation is argued similarly. Setting \(q\) to \(q^{-1}\) in equation (3.4) and applying (AS) gives: \([z, [y, x]_q]_q = q^2[x, [y, z]_q]_{q^{-3}} + q^{-1}[y, [z, x]_{q^2}]_{q^2}\). After setting \(z = z_{a,1}, y = z_{a+1,0}\) and \(x = z_{a,0}\) and applying (H2), we find that \(0 + q^{-1}[z_{a+1,0}, -q^2 \frac{q^{-1}}{q^2 - 1}]_{q^2} = z_{a+1,0}\).

Proof of Theorem 3.6. The proof of the theorem requires four steps. The first step is to note that relation (S3) follows from (H3), see Lemma B.4. The second step is to prove (S1) while assuming that \(c - b = 1\). In Step 3, (S2) is established. In the last step, (S1) is established in complete generality.

Step 2: Assuming \(c - b = 1\), we prove (S1) by induction on the quantity \(c - a\). Note that \(c - b = 1\) implies \(z_{(b, c), 0} = z_{b, 0}\). The base case is \(c - a = 2\) which is (3.2). For the inductive step:

\[
[z(a-1, c), 1, z_{b, 0}]_q = [[z(a, c), 1, z_{a-1, 1}]_q, z_{b, 0}]_q
\]

(RB)

\[
= [[z(a, c), 1, z_{b, 0}]_q, z_{a-1, 1}]_q
\]

(B1) & (S3)

\[
= [z(a, b), 1, z_{a-1, 1}]_q
\]

(induction)

\[
= z(a-1, b), 1
\]

(RB)

Step 3: We prove (S2). First assume \(c - b = 1\) so that \(z_{(b, c), 0} = z_{b, 0}\). It follows that

\[
[z(a, d), 1, z_{b, 0}]_1 = -[z_{b, 0}, z(a, d), 1]_1
\]

(A5)

\[
= -[z_{b, 0}, [z(b+1, d), 1, z(a, b+1), 1]_q]_1
\]

(S0)

\[
= [z(a, b+1), 1, [z_{b, 0}, z(b+1, d), 1]_q]_1
\]

(OJ)[1, 1, q]

\[
+ [z(b+1, d), 1, [z(a, b+1), 1, z_{b, 0}]_q]_1
\]

(Step 1)

\[
= [z(a, b+1), 1, [z_{b, 0}, z(b+1, d), 1]_q]_1 + [z(b+1, d), 1, z(a, b), 1]_1
\]

(S3)

\[
= [z(a, b+1), 1, [z_{b, 0}, z(b+1, d), 1]_q]_1 + 0
\]

(RB)

\[
= [z(a, b+1), 1, [z_{b, 0}, z(b+2, d), 1, z(b+1, 1)]_q]_1
\]

(B2)

\[
= [z(a, b+1), 1, [z_{b, 0}, z(b+1, 1)]_q]_1
\]

(S3)

\[
= 0.
\]
The general case for (S2) is implied by writing \( z_{(b,c),0} = [z_{(b+1,c),0}, z_{b,0}]_q \) and observing that both terms in the commutator commute with \( z_{(a,d),1} \) by induction.

**Step 4:** The general case of (S1) follows by the induction on the number \( c - b \) below.

\[
[z_{(a,c),1}, z_{(b-1,c),0}]_q = [z_{(a,c),1}, [z_{(b,c),0}, z_{b-1,0}]_q]_q \quad \text{(RB)}
\]

\[
= -q[z_{(a,c),1}, [z_{b-1,0}, z_{(b,c),0}]_{q^{-1}}]_q \quad \text{(AS)}
\]

\[
= -q[z_{b-1,0}, z_{(a,c),1}, z_{(b,c),0}]_{q^{-1}} \quad \text{(B2) & (S2)}
\]

\[
= q[\ell_{b-1,0}, z_{(a,b),1}]_{q^{-1}} \quad \text{(induction)}
\]

\[
= [z_{(a,b),1}, z_{b-1,0}]_q \quad \text{(AS)}
\]

\[
= z_{(a,b-1),1} \quad \text{(induction)}. \]

The relation (S1) generalizes equation (3.2) in Lemma 3.8. The proposition below generalizes the second relation in this lemma.

**Proposition 3.9.** In the algebra \( D^H(A_{m-1}) \) the following relation holds.

\[(S1') \quad \text{Opposite skein relation:}\]

\[
[z_{(a,b),n+1}, z_{(a,c),n}]_q = z_{(b,c),n} \quad \text{for } 1 \leq a < b < c \leq m.
\]

**Proof.** The proof below will use two specializations of the omni-Jacobi identity (OJ):

\[
[x, [y, z]]_q^{-1} + [z, [x, y]]_1 + q^{-1}[y, [z, x]]_q = 0
\]

\[
[x, [y, z]]_q^{-1} + q[y, [z, x]]_q^{-2} + q^{-1}[z, [x, y]]_q = 0.
\]

The first relation follows from the choices \( a = 1, b = q^{-1} \) and \( c = q \), while the second is obtained by setting \( a = q^{-1}, b = q^2z \) and \( c = 1 \).

We proceed by induction on the length \( \ell = a - b \) of the element \( z_{(a,b),1} \). If \( \ell = 1 \) then \( z_{(a,b),1} = z_{a,1} \) and we calculate

\[
[z_{a,1}, z_{(a,c),0}]_q = [z_{a,1}, [z_{c-1,0}, z_{(a,c-1),0}]_q]_q \quad \text{(RB)}
\]

\[
= -q[z_{c-1,0}, [z_{a,c-1,0}, z_{a,1}]_{q^{-1}}]_q
\]

\[
+ q^2[z_{a,c-1,0}, [z_{a,1}, z_{c-1,0}]_{q^{-2}}]_q \quad \text{(OJ)[q^{-1}, q^2, 1]}
\]

\[
= -q[z_{c-1,0}, [z_{a,c-1,0}, z_{a,1}]_{q^{-1}}]_q + q^2[z_{a,c-1,0}, 0]_{q^{-2}} \quad \text{(H3) & (AS)}
\]

\[
= [z_{c-1,0}, z_{(a+1,c-1),0}]_q \quad \text{(AS) & (RB)}
\]

\[
= z_{(a+1,c),n}.
\]

When the length, \( \ell = a - b > 1 \), we proceed again by induction.

\[
[z_{(a,b),1}, z_{(a,c),0}]_q = [[z_{b,1}, z_{(a,b-1),1}]_q, z_{(a,c),0}]_q \quad \text{(RB)}
\]

\[
= q[z_{(a,b-1),1}, [z_{a,c}, z_{b,1}]_1]_1
\]

\[
+ [z_{b,1}, [z_{(a,b-1),1}, z_{(a,c),0}]_q]_q \quad \text{(OJ)[1, q^{-1}, q]}
\]

\[
= [z_{b,1}, z_{(b-1,c),0}]_q + [z_{b,1}, 0]_q \quad \text{(S2)}
\]

\[
= z_{(b,c),0} \quad \text{(RB)}. \]

\( \square \)
The proposition below shows that the elements \( z_{(a,b),n} \) satisfy (Z2). This will be used in Lemma 5.19.

**Proposition 3.10.** The elements \( z_{(a,b),n} \in D\text{Ha}(A_{m-1}) \) satisfy the relation below.

(S4) **Self-skein relation:**

\[
[z_{(a,b),n}, z_{(a,b),n+k}] q^{z(−1)k} = \delta_{k,1} \frac{q^{-1}}{q^2 - 1} \text{ for } k \geq 1 \text{ and } 1 \leq a < b \leq m.
\]

**Proof.** When \( k = 1 \) and \( b - a = 1 \) the statement is equivalent to equation (Z2). If \( b - a > 1 \) then the expression \([z_{(a,b),0}, z_{(a,b),1}] q^{-z}\) is equal to

\[
= -q^{-2}[z_{(a,b),1}, z_{(a,b),0}] q^2 \quad \text{(AS)}
\]

\[
= -q^{-2}[z_{(a,b),1}, [z_{(a+1,b),0}, z_{a,0}] q^2 \quad \text{(RB)}
\]

\[
= -q^{-2}(-q^2[z_{a,0}, [z_{(a,b),1}, z_{(a+1,b),0}] q^{-2}
\]

\[
- q^2[z_{(a+1,b),0}, [z_{a,0}, z_{(a,b),1}] q^{-1}] q^{-1}]
\]

\[
= [z_{a,0}, z_{a,1}] q^{-2} + [z_{(a+1,b),1}, [z_{a,0}, z_{(a,b),1}] q^{-1}] q^{-1}
\]

\[
= \frac{q^{-1}}{q^2 - 1} - q^{-1}[z_{(a+1,b),1}, z_{(a+b+1),1}]
\]

\[
= \frac{q^{-1}}{q^2 - 1}.
\]

When \( k \geq 2 \), each monomial in \( z_{(a,b),0} q\)-commutes with each monomial in \( z_{(a,b),k} \). In particular, \([z_{i,0}, z_{j,k}] q^{z(−1)k_{aj}} = 0\) where the \( A_{m−1} = (a_{ij}) \) is the Cartan matrix, see Remark 2.12. Then Lemma B.4 implies \([z_{(a,b),0}, z_{(a,b),k}] q^{z(−1)k} = 0\) since \( \sum_{i,j} a_{ij} = 2 \). ☐

4. Fukaya categories

This section reviews the definition of the topological Fukaya categories; we follow [17]. The first part of §4.1 introduces gradings on surfaces and curves. The second part of the section recalls marked surfaces and arc systems. These two ideas are combined in §4.2 in order to define the Fukaya category \( \mathcal{F}(S, A) \) of a surface and its associated derived category \( D^\pi \mathcal{F}(S, A) \). The last section discusses the special case of the disk. The interested reader may consult the references [5, 13, 27].

For convenience, all of the surfaces are assumed to be compact and oriented in what follows.

4.1. Graded topology and marked surfaces

The section begins with graded surfaces and graded curves. The key point is that an intersection point of any two graded curves comes with an integer, \( i_p(c_1, c_2) \), called the intersection index. A shift operator \( \sigma \), which acts on graded curves is introduced, marked surfaces are introduced as graded surfaces with corners, and arc systems on marked surfaces are discussed.
If $X$ is a space then denote by $\Pi_1(X, x, y)$ the set of homotopy classes of paths from $x$ to $y$ in $X$. There is a composition $(\alpha, \beta) \mapsto \alpha \cdot \beta$ given by concatenation of paths.

4.1.1. Graded surfaces and graded curves. A grading $\eta \in \Gamma(\mathbb{P}(T S))$ of an oriented surface $S$ is a section of the projectivized tangent bundle $\mathbb{P}(T S)$. As $\eta_p \in \mathbb{P}(T_p S)$ is a line in the tangent space $T_p S$ at each point $p \in S$, a grading of $S$ is a foliation of $S$ by lines.

A graded surface is a pair $(S, \eta)$ consisting of an oriented surface and a grading on $S$.

A map $(S, \eta_S) \to (T, \eta_T)$ of graded surfaces is a pair $(f, \tilde{f})$ where $f : S \to T$ is an orientation preserving local diffeomorphism and $\tilde{f}$ is a homotopy from $f^* \eta_T$ to $\eta_S$; i.e. $\tilde{f} \in \Pi_1(\Gamma(\mathbb{P}(T S)))$, $f^* \eta_T \to \eta_S$. If $(f, \tilde{f}) : S \to T$ and $(g, \tilde{g}) : R \to S$ are maps of graded surfaces then there is a composite map $(f \circ g, (g^* \tilde{f}) \cdot \tilde{g}) : R \to T$. There is a shift automorphism $\sigma = (1_S, \sigma) : S \to S$ where $\sigma$ is the generator of $\pi_1(\mathbb{P}(T_p S))$ determined by the orientation at each point $p \in S$, see [17, §2.1].

A graded curve $c$ in a graded surface $(S, \eta)$ is a triple $(I, c, \tilde{c})$ in which $I$ is a 1-manifold, $c : I \to S$ is an immersion and $\tilde{c}$ is a path from $n_{c(t)}$ to the tangent line $\tilde{c}(t)$ for each $t \in I$; i.e. $\tilde{c} \in \Pi_1(\Gamma(e^*\mathbb{P}(T S)))$. If $(I, c, \tilde{c})$ is a graded curve in a graded surface $(S, \eta)$ and $(f, \tilde{f}) : (S, \eta) \to (T, \rho)$ is a map of graded surfaces then the pushforward $f_* c$ of $c$ by $f$ is the graded curve $(I, f \circ c, (e^* \tilde{f}) \cdot \tilde{c})$ in $T$. If $c$ is a graded curve in a graded surface then the $n$-fold suspension of $c$ is $\sigma^n(c) = c[n] = (\sigma^n)_* c$ for $n \in \mathbb{Z}$.

If two graded curves $(I_1, c_1, \tilde{c}_2)$ and $(I_2, c_2, \tilde{c}_2)$ intersect at a point, $c_1(t_0) = p = c_2(t_1)$, then there is an intersection index:

$$i_p(c_1, c_2) := \tilde{c}_1(t_1) \cdot \kappa \cdot \tilde{c}_2(t_2)^{-1} \in \pi_1(\mathbb{P}(T_p S))$$

(4.1)

where $\kappa$ is the shortest counterclockwise path from $\tilde{c}_1(t_1)$ to $\tilde{c}_2(t_2)$. The intersection index satisfies the equations:

$$i_p(c_1, c_2) + i_p(c_2, c_1) = 1 \quad \text{and} \quad i_p(c_1[n], c_2[m]) = i_p(c_1, c_2) + n - m. \quad (4.2)$$

4.1.2. Marked surfaces. When a surface $S$ has corners, the smooth part of its boundary $\partial S = \partial_0 S \sqcup \partial_1 S$ is a disjoint union of closed 1-manifolds, $\partial_0 S$, and open intervals, $\partial_1 S$. A marked surface is a surface $S$ with corners together with a subset $M \subset \partial S$ of the boundary which contains each closed component, $\partial_0 S \subset M$, and every other component of $\partial_1 S$.

A marked surface is finitary when it is compact, has boundary and there is at least one marked interval on each boundary component. Proposition 4.11 shows that finitary surfaces have finitary Fukaya categories in the sense of Definition 2.2.

An arc in a marked surface $S$ is a closed embedded interval which intersects $M$ transversely at its endpoints and is not isotopic to an interval in $M$. Arcs are considered up to isotopies in which endpoints may move within respective components of $M$. A boundary arc is an arc which is isotopic to the closure of a component of $\partial S \setminus M$. An internal arc is an arc which is not a boundary arc.

An arc system $A$ in $S$ is a collection of pairwise disjoint non-isotopic arcs. A full arc system is an arc system $A$ containing all boundary arcs that cuts $S$ into a collection of disks. A map $f : (S, M) \to (T, N)$ of marked surfaces is an orientation preserving
immersion which satisfies \( f(M) \subset N \) and maps the boundary arcs of \( S \) to disjoint non-isotopic arcs in \( T \). Note that such maps are not necessarily closed under composition. If \( f \) also takes arcs in an arc system for \( S \) to arcs in an arc system for \( T \) then \( f \) induces a strict \( A_\infty \)-functor between associated Fukaya categories. For further discussion see [17, §3].

The illustration above features a marked disk \( D^2 \). Thin lines are used to denote the arc system \( A \). This arc system consists of eight boundary arcs and two internal arcs. The thick lines can be thought of as marked intervals or boundary paths, see Definition 4.2.

4.2. \( A_\infty \)-categories and the Fukaya category

The purpose of this section is to introduce an \( A_\infty \)-category \( \mathcal{F}(S, A) \) associated to a graded marked surface \( S \) with an arc system \( A \). This \( A_\infty \)-category determines a triangulated category \( D^\pi \mathcal{F}(S, A) \). The convention is to refer to both \( \mathcal{F}(S, A) \) and \( D^\pi \mathcal{F}(S, A) \) as Fukaya categories. The central concern of this paper is to study the Hall algebra of the triangulated category \( D^\pi \mathcal{F}(S, A) \).

4.2.1. The Fukaya category.

**Definition 4.1.** An \( A_\infty \)-category \( \mathcal{C} \) consists of a collection of objects \( Ob(\mathcal{C}) \) and \( \mathbb{Z} \)-graded \( k \)-module of morphisms \( \text{Hom}(X, Y) \) for each pair of objects \( X, Y \in Ob(\mathcal{C}) \) together with maps

\[
\mu_d : \text{Hom}(X_{d-1}, X_d) \otimes \cdots \otimes \text{Hom}(X_0, X_1) \to \text{Hom}(X_0, X_d)[2-d], \quad d \geq 1
\]

which satisfy the relations

\[
\sum_{m=0}^{d} \sum_{n=0}^{d-m} (-1)^{\frac{3n}{2}} \mu_{d-m+1}(f_d, \ldots, f_{n+m+1}, \mu_m(f_{n+m}, \ldots, f_{n+1}), f_n, \ldots, f_1) = 0
\]

where \( \frac{3n}{2} = |f_n| + \cdots + |f_1| - n \) and \( d \geq 1 \).
An $A_\infty$-category $C$ is said to be strictly unital when there is a unique degree zero morphism $1_X \in \text{Hom}^0(X, X)$ for each $X \in \text{Ob}(C)$ which satisfies:

$$\mu_2(f, 1_X) = f, \quad (-1)^{|f|}\mu_2(1_X, g) = g$$

and $\mu_d(\ldots, 1_X, \ldots) = 0$ when $d \neq 2$.

for any maps $f : A \to X$ or $g : X \to B$ and any object $X \in \text{Ob}(C)$.

**Definition 4.2** $(\mathcal{F}(S, A))$. If $S$ is an oriented graded marked surface and $A$ is an arc system then there is an $A_\infty$-category $\mathcal{F}(S, A)$ with objects $\text{Ob}(\mathcal{F}(S, A)) = A$ given by the set of graded arcs in $A$. The morphisms in $\mathcal{F}(S, A)$ are $k$-linear combinations of boundary paths.

Given two distinct arcs $X$ and $Y$ in $A$, a boundary path from $X$ to $Y$ is a non-constant path in $A$ which starts on an endpoint of $X$, follows the reverse orientation of the boundary and ends on an endpoint $Y$. When $X$ and $Y$ coincide, the trivial path $1_X$ is considered a boundary path. The degree of a boundary path $\gamma : [0, 1] \to S$ from $X$ to $Y$ is given by

$|\gamma| := i_{\gamma(0)}(X, \gamma) - i_{\gamma(1)}(Y, \gamma)$

for any grading of $\gamma$.

The $A_\infty$-structure on $\mathcal{F}(S, A)$ is defined below.

$(\mu_1)$ The map $\mu_1$ is always zero.

$(\mu_2)$ The map $\mu_2$ is given by concatenation of boundary paths: if $a$ and $b$ can be concatenated then

$$\mu_2(b, a) := (-1)^{|a|}a \cdot b,$$

otherwise, $\mu_2(b, a) := 0$.

$(\mu_m)$ Suppose that $(D^2, \Lambda)$ is a disk with $m$ marked intervals and $m \geq 3$. Let $\Lambda$ be the boundary arcs and $\{c_1, \ldots, c_m\}$ the boundary paths between them ordered cyclically according to the reverse disk orientation. Then a disk sequence is a collection of boundary paths $\{f \circ c_1, \ldots, f \circ c_m\}$ in $(S, A)$ for some map $f : (D^2, \Lambda) \to (S, A)$ of marked surfaces.

If $a_1, \ldots, a_m$ is a disk sequence and $b$ is a boundary path then

$$\mu_m(a_m, \ldots, a_1 \cdot b) := (-1)^{|b|}b \quad \text{or} \quad \mu_m(b \cdot a_m, \ldots, a_1) := b$$

when $a_1 \cdot b \neq 0$ or $b \cdot a_m \neq 0$, respectively; otherwise the map $\mu_m$ is defined to be zero.

The definition above determines an $A_\infty$-category, see [17, Proposition 3.1].

**4.2.2. The split-closed derived Fukaya category.** The remainder of this section is concerned with the construction of a triangulated category $\mathcal{D}^\pi(C)$ associated to an $A_\infty$-category $C$. This category $\mathcal{D}^\pi(C)$ is the homotopy category of the $A_\infty$-category $\Pi T_w(\Sigma C)$ of split-closed twisted complexes in the additivization of $C$. 
Definition 4.3 concerns the additivization $\Sigma C$, Definition 4.4 involves twisted complexes and Proposition 4.6 discusses split-closure.

The additivization of $C$ is determined by adding formal direct sums and grading shifts.

**Definition 4.3 ($\Sigma C$).** The additivization $\Sigma C$ of an $A_\infty$-category $C$ has objects $Ob(\Sigma C)$ given by formal direct sums: $\bigoplus_{i=1}^n V_i \otimes X_i$ where $V_i$ is a $\mathbb{Z}$-graded $k$-module and $X_i \in Ob(C)$. Maps between formal direct sums are given by matrices of maps between various summands:

$$\text{Hom}_{\Sigma C}(V \otimes X, W \otimes Y) := \text{Hom}(V, W) \otimes \text{Hom}(X, Y).$$

The $A_\infty$-structure is extended by:

$$\mu_k(f_k \otimes a_k, \ldots, f_1 \otimes a_1) = (-1)^{\sum_{i<j} |f_i|(|a_j|-1)} f_k \cdots f_1 \otimes \mu_k(a_k, \ldots, a_1).$$

The category of twisted complexes $Tw(C)$ is determined by adding representatives for all mapping cones to the category $C$.

**Definition 4.4.** ($Tw(C)$) A twisted complex $(X, \delta_X)$ is a finite sum $X = \bigoplus_{i=1}^n X_i$ of formally graded objects in $C$ along with a strictly lower triangular matrix $\delta_X = (\delta_{ij})_{1 \leq i, j \leq n}$, $\delta_{ij} \in \text{Hom}^1(X_j, X_i)$ that satisfies the Maurer–Cartan equation:

$$\sum_{n \geq 0} \mu_n(\delta_X, \ldots, \delta_X) = 0.$$

Maps between twisted complexes are given by matrices of maps between various summands:

$$\text{Hom}_{Tw(C)}((X, \delta_X), (Y, \delta_Y)) := \bigoplus_{i,j} \text{Hom}(X_i, Y_j).$$

If $(X_0, \delta_{X_0}), \ldots, (X_d, \delta_{X_d})$ is a sequence of twisted complexes and $f_i = (f_i^{jk})$ where $(f_i^{jk}) \in \text{Hom}_{Tw(C)}((X_{i-1}, \delta_{X_{i-1}}), (X_i, \delta_{X_i}))$ then the map $\mu_d^{Tw(C)}$ is defined by

$$\mu_d^{Tw(C)}(f_d, \ldots, f_1) = \sum_{j_d, \ldots, j_0 \geq 0} \mu_{d+j_d+\cdots+j_0}(\delta_{X_d}, \ldots, \delta_{X_d}, f_d, \delta_{X_{d-1}}, \delta_{X_{d-1}}, \ldots, \delta_{X_0}, f_1, \delta_{X_0}, f_1, \ldots, f_1),$$

where each group of $\delta_{X_i}$ factors appear $j_i$ times. This determines the $A_\infty$-category $Tw(C)$ of twisted complexes.

The objects of $Tw(C)$ are, not necessarily uniquely, built out of successive applications of the mapping cone construction.

In an $A_\infty$-category $C$, there is a degree 1 map, $\mu_1 : \text{Hom}(X_0, X_1) \to \text{Hom}(X_0, X_1)$, for each pair of objects $X_0, X_1 \in Ob(C)$, which satisfies $\mu_1 \circ \mu_1 = 0$; the simplest $A_\infty$-relation above. Taking homology everywhere with respect to these maps produces the homotopy category defined below.
Definition 4.5. \((H^0(C))\) The homotopy category \(H^0(C)\) of an \(A_\infty\)-category \(C\) is the \(k\)-linear category with the same objects as \(C\) and morphisms given by homology classes of maps \([f] \in H^*(\text{Hom}(X, Y), \mu_1)\) for each \(X, Y \in \text{Ob}(C)\). The composition is defined by

\[ [f_2] \circ [f_1] := (-1)^{|f_1||f_2|} [\mu_2(f_2, f_1)]. \]

Although the homotopy category of the category of twisted complexes is a triangulated category, in order to satisfy the technical assumptions made by the derived Hall construction, it is necessary to take the split-closure \(\Pi Tw(C)\) of the category of twisted complexes, see Proposition 4.11. This adds to an \(A_\infty\)-category objects representing the images of homotopy idempotents.

Proposition 4.6. If \(C\) is an \(A_\infty\)-category then a split-closure \(\iota : C \to \Pi C\) is an \(A_\infty\)-category such that

1. \(H^0(\Pi C)\) is split-closed;
2. \(\iota\) induces a full and faithful functor on homotopy categories;
3. every object in the category \(H^0(\Pi C)\) is isomorphic to the image of an idempotent endomorphism in \(C\);

see [36, I.(4c)]. The split-closure is unique up to homotopy and preserves triangularity. In more detail, every \(A_\infty\)-category \(C\) has a split-closure \(C \to \Pi C\). Any two split-closures \(\iota_1 : C \to \Pi_1 C\) and \(\iota_2 : C \to \Pi_2 C\) for a given \(A_\infty\)-category \(C\) are quasi-equivalent via a functor \(f : \Pi_1 C \to \Pi_2 C\) which satisfies \(f \circ \iota_1 \simeq \iota_2\), see [36, Lemma 4.7]. The split-closure of a triangulated \(A_\infty\)-category is triangulated, see [36, Lemma 4.8].

In particular, the last lemma cited above ensures that the homotopy category \(H^0(\Pi Tw(C))\) is a split-closed triangulated category in the usual sense. The remark below summarizes two properties of the split-closure from Seidel.

Remark 4.7. There is a homologically fully faithful embedding of the split-closure \(Z : \Pi C \to C\)-mod inside of the category of \(A_\infty\)-functors from \(C\) to chain complexes \(Ch_k\). If \(Y \in \text{Ob}(C)\) and \(\varphi_Y\) is a homotopy idempotent then one can associate a \(C\)-module \(Z_Y : C \to Ch_k\), defined on objects by \(Z_Y(X) = \text{Hom}_C(X, Y)[q]\) [36, p. 56]. By [36, Lemma 4.4], the homology of this module is given by \(H(Z_Y)(X) = p_Y \text{Hom}_{H(C)}(X, Y)\) where \(p_Y = [\varphi_Y^1]\). By [36, Lemma 4.5], if \(M\) is any \(C\)-module then \(\text{Hom}_{H(C}\text{-mod})\) (\(Z_Y, M\)) = \(H(M)(Y)p_Y\).

After setting \(M = Z_X\), where \(Z_X\) is the Yoneda module associated to the homotopy idempotent \(\varphi_X\), the two lemmas combine to show:

\[
\text{Hom}_{H^0(\Pi C)}(Y, X) = \text{Hom}_{H^0(C}\text{-mod})}(Z_Y, Z_X) = H(Z_X)(Y)p_Y = p_X \text{Hom}_{H^0(C)}(Y, X)p_Y
\]

where \(p_X = [\varphi_X^1]\).

Sometimes this construction is called the idempotent completion or Karoubi envelope.
Definition 4.8. \((D^\pi(C))\) If \(C\) is an \(A_\infty\)-category then the split-closed derived category \(D^\pi(C)\) of \(C\) is the homotopy category of the split-closed twisted complexes on the additivization of \(C\).

\[D^\pi(C) := H^0(\Pi Tw(\Sigma C))\]

Remark 4.9. For any \(A_\infty\)-category \(C\), there is a category of modules \(C\)-mod into which \(\Pi Tw(\Sigma C)\) embeds homologically fully faithfully. The split-closed derived category \(D^\pi(C)\) is the smallest split-closed triangulated subcategory of \(H^0(C\text{-mod})\) containing the image of the Yoneda embedding.

Remark 4.10. This section follows the development [36, Ch. 1]. Idempotent completeness is imposed in order to ensure that rings of endomorphisms in Definition 2.2(2) are local \(k\)-algebras. However, our referee points out that [17] shows that these categories admit stability conditions, any such stability condition determines a bounded \(t\)-structure [6, Proposition 5.3] and this suffices to show that the categories \(Tw(F(S, A))\) are already idempotent complete [2, Corollary 2.14].

Definition 4.8 above allows us to construct a triangulated category \(D^\pi F(S, A)\) from the \(A_\infty\)-category introduced in Definition 4.2 above. The majority of this paper concerns the computation of the derived Hall algebras of these categories. The proposition below verifies that Fukaya categories associated to finitary surfaces are finitary triangulated categories. For a discussion of finitary surfaces see §4.1.2. See Definition 2.2 for a discussion of finitary triangulated categories.

Proposition 4.11. The derived category \(D^\pi F(S, A)\) of the Fukaya category of a finitary surface \(S\) is a finitary triangulated category.

Proof. Since \(S\) is finitary, there is a marked interval on each boundary component so that \(\text{Hom}(X, Y)\) in the Fukaya category \(F(S, A)\) is always finite dimensional. Maps between objects in \(\Sigma C\) are finite matrices of maps between objects in \(C\).

If the mapping spaces \(\text{Hom}_{\pi_0(C)}(X, Y)\) are finite dimensional then the mapping spaces \(\text{Hom}_{\pi_0(TwC)}(X, Y)\) must be finite dimensional. This is because any twisted complex \(X\) is the total complex of a Postnikov system:

\[\tau_1 X \xrightarrow{f_1 X} \tau_2 X \xrightarrow{f_2 X} \tau_3 X \rightarrow \cdots \rightarrow \tau_{\ell X} X = X\]

where the cone \(C(f_n X) \simeq C_n X \in \text{Ob}(C)\). So that if \(Y \in \text{Ob}(C)\) then, for each \(n\), the long exact sequence:

\[\cdots \rightarrow \text{Ext}^t(\tau_{n-1} X, Y) \rightarrow \text{Ext}^t(\tau_n X, Y) \rightarrow \text{Ext}^t(C_{n-1}^X, Y) \rightarrow \cdots\]

together with finite dimensionality of \(\text{Ext}^t(\tau_{n-1} X, Y)\) and \(\text{Ext}^t(C_{n-1}^X, Y)\) implies finite dimensionality of \(\text{Ext}^t(\tau_n X, Y)\). If both \(X, Y \in Tw(C)\) then using the long exact sequence:

\[\cdots \leftarrow \text{Ext}^t(X, \tau_m Y) \leftarrow \text{Ext}^t(X, \tau_{m-1} Y) \leftarrow \text{Ext}^t(X, C_{m-1}^Y) \leftarrow \cdots\]

together with finite dimensionality of \(\text{Ext}^t(X, \tau_{m-1} Y)\) and \(\text{Ext}^t(C_{m-1}^Y, Y)\) implies finite dimensionality of \(\text{Ext}^t(X, \tau_m Y)\). Therefore, \(H^*(\text{Hom}_{TwC}(X, Y))\) is finite dimensional for all \(X, Y \in \text{Ob}(TwC)\).
If \( \mathcal{C} \) is an \( A_\infty \)-category and \( H^0(\mathcal{C}) \) has finite dimensional \( \text{Hom} \)-spaces then \( H^0(\Pi \mathcal{C}) \) has finite dimensional \( \text{Hom} \)-spaces since:

\[
\dim p_X \text{Hom}_{H^0(\mathcal{C})}(Y, X)p_Y \leq \dim \text{Hom}_{H^0(\mathcal{C})}(Y, X)
\]

see Remark 4.7.

By the above argument \( \text{End}(X) \) is finite dimensional for each \( X \in \text{Ob}(D^\pi \mathcal{F}(S, A)) \). Finite dimensional \( k \)-algebras are examples of semiperfect rings. Since \( D^\pi \mathcal{F}(S, A) \) is split-closed, the category \( D^\pi \mathcal{F}(S, A) \) is Krull–Schmidt. In particular, when \( X \) is indecomposable the algebra \( \text{End}(X) \) is local, see [18, Corollary 4.4, Proposition 4.9].

Lastly, when \( S \) is finitary, the Fukaya category is homologically proper by [17, Corollary 3.1]. This stronger condition implies that \( D^\pi \mathcal{F}(S, A) \) is homologically finite. \( \square \)

4.3. The Fukaya category of the disk

The special case of the disk \((D^2, m)\) with \( m \) marked intervals is discussed. When equipped with a foliation, there is a natural choice of a minimal arc system \( \Lambda_m \) for \((D^2, m)\). Two propositions are stated after the introduction of some notation. The first proposition states that any one arc in \( \Lambda_m \) is isomorphic to a twisted complex consisting of the other arcs in \( D^\pi \mathcal{F}(D^2, \Lambda_m) \). The second proposition identifies the category \( D^\pi \mathcal{F}(D^2, \Lambda_m) \) with the derived category of \( \Lambda_{m-1} \)-quiver representations.

Notation 4.12. Denote by \((D^2, m)\) the oriented disk \( D^2 \) with \( m \) marked intervals equipped with minimal full arc system \( \Lambda_m \) consisting only of boundary arcs. Following the reverse orientation induces a cyclic ordering of the boundary arcs so that \( \Lambda_m = \{E_i\}_{i \in \mathbb{Z}/m} \); the labeling \( i \in \mathbb{Z}/m \) of the arc \( E_i \) from the \( i \)th to the \( i+1 \)st marked interval is unique up to cyclic shift. The group \( \mathbb{Z} = \langle \sigma \rangle \) acts on \( \Lambda_m \) by suspension and so we set \( E_{i,n} = \sigma^n E_i \) and \( \mathbb{Z} \Lambda_m = \{E_{i,n} : i \in \mathbb{Z}/m, n \in \mathbb{Z} \} \). The subscript \( m \) will be dropped from \( \Lambda_m \) when it can be inferred by other means.

The Fukaya category uses the foliation \( \eta \) to determine the degree \( |a_i| \) of the unique map \( a_i : E_i \to E_{i+1} \) for each \( i \in \mathbb{Z}/m \). This information can be recorded more simply as a map \( h : \Lambda_m \to \mathbb{Z} \), \( h(E_i) = |a_i| = i_p(E_i, E_{i+1}) \), which satisfies the equation

\[
\sum_{E_i \in \Lambda_m} h(E_i) = m - 2.
\]

Any such map will be called foliation data. We consistently abbreviate notation by writing \( h(E_i) = h(i) \).

Remark 4.13. For this equation to hold, it is essential for the disk to be a manifold with corners, see § 4.1.2. If a disk is realized as a subset of the plane so that each edge is a straight line then it must be a convex polygon.

There is also a function \( \langle - \rangle : \Lambda_m \to \mathbb{Z} \) which will be used to express the shift of \( j \)th arc, \( E_j \), which occurs when expressing the \( i \)th arc, \( E_i \), in terms of the other arcs:
E_{i+1}, E_{i+2}, \ldots, E_{i+m-1}, see Proposition 4.14.

\begin{equation}
\langle k \rangle := \sum_{j=1}^{k-1} (1 - h(j)).
\end{equation}

In this notation, \( (1) = 0 \). When we wish to emphasize the dependence of the function \( \langle - \rangle \) on the function \( h \), we write \( \langle - \rangle_h \).

The permutation \( \tau = (1, 2, \ldots, m) \) acts on the arc system \( \Lambda_m \) by \( \tau^i(j) = i + j \). This induces an action of \( \tau \) on the set of \( \mathbb{Z} \)-linear combinations of functions \( \text{Hom}(\Lambda_m, \mathbb{Z}) \). Notice that there is an inclusion \( \mathbb{Z} \hookrightarrow \text{Hom}(\Lambda_m, \mathbb{Z}) \) determined by taking an integer \( n \) to the constant function on \( \Lambda_m \) with value \( n \). For example, \( \tau^i(h(j)) = h(i + j) \) and \( \tau^i(k) = \sum (1 - h(i + j)) \). The action of \( \tau \) is further extended to elements \( E_{i,f(m)} \), where \( f \) is a \( \mathbb{Z} \)-linear combination of functions on \( \Lambda_m \). For example,

\[ \tau^i(E_{j,3+(j)}) = E_{i+j,\tau^i(j)}. \]

The two propositions below concern basic properties of the Fukaya categories \( \mathcal{F}(D^2, \Lambda) \).

**Proposition 4.14.** Suppose that \( E_i \in \Lambda = \{E_i\}_{i \in \mathbb{Z}/m} \) is an arc in a minimal arc system for the disk \( (D^2, m) \) equipped with foliation data \( h : \Lambda \to \mathbb{Z} \). Then the arc \( E_i \) is isomorphic to the following twisted complex of the remaining arcs \( \Lambda \setminus \{E_i\} \) in the Fukaya category \( D^\pi \mathcal{F}(D^2, \Lambda) \):

\[ E_{i+1,\tau^i(1)} \xrightarrow{a_{i+1}} E_{i+2,\tau^i(2)} \xrightarrow{a_{i+2}} E_{i+3,\tau^i(3)} \to \cdots \xrightarrow{a_{i+m-2}} E_{i+m-1,\tau^i(m-1)}. \]

The maps \( a_i : E_i \to E_{i+1,\tau^i(1)} \) and \( a_{i+n-1} : E_{i+m-1,\tau^i(m-1)} \to E_i \) establish this isomorphism, see [17, §3.3].

The proposition above states that the arc \( E_i \) can be expressed as iterated cones on the arcs \( \Lambda \setminus \{E_i\} \). The objects \( E_j \) in the subcategory of \( \mathcal{F}(D^2, \Lambda) \) formed by the remaining arcs \( \Lambda \setminus \{E_i\} \) can be identified with the simple modules \( z_j \) associated to vertices of the \( A_{m-1} \)-quiver. The next proposition states that this identification induces an exact equivalence of categories.

**Proposition 4.15.** Suppose that \( k \) is a field and \( D^\pi \mathcal{F}(D^2, \Lambda) \) is the \( k \)-linear Fukaya category of the disk with \( m \) marked intervals equipped with minimal arc system \( \Lambda = \{E_i\}_{i \in \mathbb{Z}/m} \) and foliation data \( h : \Lambda \to \mathbb{Z} \). If \( E_i \in \Lambda \) is a fixed arc then there is an exact equivalence:

\[ \phi_i : D^b(\text{Rep}_k(A_{m-1})) \to D^\pi \mathcal{F}(D^2, \Lambda) \]

determined by taking the simple module associated to the \( j \)th vertex \( z_j \) to the arc \( E_{i+j,\tau^i(j)} \).

For more detailed discussion, see [27, Proposition 6.7] or [17, §6.2].

**Example 4.16.** In the special case of the disk with three points, there is an exact triangle in the Fukaya category \( D^\pi \mathcal{F}(D^2, \Lambda) \) of the form:

\[ \cdots \to E_{1,1} \to E_{2,1-h(1)} \to E_{3,h(3)} \to E_{1,0} \xrightarrow{a_1} E_{2,-h(1)} \to \cdots \]
shifting by $h(1) − 1$ and using the relation $h(1) + h(2) + h(3) = 1$ makes the $E_2$ arc a term in degree zero, and shifting again gives the sequence corresponding to $E_3$. The three fundamental distinguished triangles are

$$E_{2,1-h(1)} \to E_{3,h(3)} \to E_{1,0}, \quad E_{3,1-h(2)} \to E_{1,h(1)} \to E_{2,0}$$

and

$$E_{1,1-h(3)} \to E_{2,h(2)} \to E_{3,0}.$$  

They are related by iterated applications of the axioms (TR1) and (TR2).

Corresponding to each triangle, there are exact equivalences $\phi_{i,n} : D^b(\text{Rep}_k(A_2)) \to D^F(\text{Rep}_k(D^2, \Lambda), i \in \mathbb{Z}/3$ and $n \in \mathbb{Z}$ determined by the assignments $z_1 \mapsto E_{i,n}$ and $z_2 \mapsto E_{i+1,1-h(i)+n}$.

When $n = 0$, we recover $\phi_i$ in Proposition 4.15 above.

5. Hall algebras of surfaces

In this section we construct the Fukaya–Hall algebra $F(S, M)$ of a finitary graded surface $S$ with marked intervals $M$. This algebra is determined by the property that there is a natural isomorphism

$$f(S, A) \cong F(S, M)$$

for any full arc system $A$ of $(S, M)$ where $f(S, A)$ is the composition subalgebra of the Hall algebra $DHa(D^F(S, A))$ introduced in Definition 5.1.

The remainder of this section studies the Hall algebras of disks $f(D^2, A)$. In this case the distinction between composition subalgebra and Hall algebra disappears. The main result is a presentation for $f(D^2, A)$. This is accomplished by finding an explicit presentation for the minimal arc system $f(D^2, \Lambda_m)$ and recovering $f(D^2, A)$ from gluing copies of the algebras $f(D^2, \Lambda_m)$ together.

5.1. The Hall algebra of a surface

The section begins by introducing the composition subalgebra $f(S, A)$ associated to a graded oriented finitary surface $S$ with full arc system $A$. Then functoriality statements are proven from which it follows that $f(S, A)$ is functorial in $A$. The Fukaya–Hall algebra $F(S, M)$ is defined as the colimit of these algebras over all possible full arc systems. The section concludes by establishing functoriality results. In particular, criteria in which the disk algebra $F(D^2, m)$ embeds in the surface algebra $F(S, M)$ are introduced.

The composition subalgebra $f(S, A)$ is the subalgebra of the derived Hall algebra generated by all of the arcs in $A$ and their suspensions.

Definition 5.1. ($f(S, A)$) Suppose that $(S, A)$ is a finitary oriented graded surface equipped with a full arc system $A$. By Proposition 4.11 and Theorem 2.6 there is a derived Hall algebra of the Fukaya category. Let $k$ be the field with $q$ elements. Then there is a canonical homomorphism:

$$\kappa : F(ZA) \to DHa(D^F(S, A))$$
from the free \( \mathbb{Q}(\sqrt{q}) \)-algebra on the set \( \mathbb{Z}A = \{ \sigma^n a : n \in \mathbb{Z}, a \in A \} \) of suspensions of the arcs in \( A \) to the derived Hall algebra of the Fukaya category \( D^\sigma \mathcal{F}(S, A) \). The composition subalgebra \( f(S, A) \) is the image of \( \kappa \):

\[
f(S, A) := \frac{F(\mathbb{Z}A)}{\ker(\kappa)}
\]

**Remark 5.2.** The terminology ‘composition subalgebra’ is not necessarily standard in the derived setting.

The next proposition shows that maps between marked surfaces which induce full and faithful functors between Fukaya categories induce embeddings between composition subalgebras.

**Proposition 5.3.** Suppose that \( f : (S, M) \to (S', M') \) is a map of marked surfaces equipped with full arc systems \( A \) and \( A' \), respectively, and that \( f \) takes arcs in \( A \) to arcs in \( A' \). If the induced functor \( \mathcal{F}(S, A) \to \mathcal{F}(S', A') \) is full and faithful then there is an algebra monomorphism \( f_* : f(S, A) \to f(S', A') \) which is uniquely determined by the requirement that \( f_*(a) = f(a) \in A' \) for all \( a \in A \).

Moreover, this assignment is functorial in the sense that if \( f : S \to S' \), \( g : S' \to S'' \) and \( g \circ f : S \to S'' \) is a map of marked surfaces then \( (g \circ f)_* = g_* \circ f_* \).

**Proof.** Since \( \mu_1 = 0 \) in Definition 4.2, a functor which is full and faithful must be homologically full and faithful. Any such functor extends to a full and faithful functor between additivizations of categories. By Seidel [36, Lemma 3.23 p. 46], such a functor induces a homologically full and faithful functor between associated \( A_\infty \)-categories of twisted complexes. Moreover, a functor \( C \to D \) which is homologically full and faithful induces a homologically full and faithful map \( \Pi C \to \Pi D \) between split-closures. Using Remark 4.7, the maps

\[
(\Pi f)_{X,Y} : \text{Hom}_{H^0(\Pi C)}(X, Y) \to \text{Hom}_{H^0(\Pi D)}(f(X), f(Y))
\]

can be written as

\[
f_{X,Y} : p_Y \text{Hom}_{H^0(C)}(X, Y)p_X \to f_{Y,X}(p_Y)\text{Hom}_{H^0(C)}(X, Y)f_{X,Y}(p_X).
\]

The injectivity and surjectivity of \( (\Pi f)_{X,Y} \) follow from that of \( f_{X,Y} \) for each \( X, Y \in \text{Ob}(\Pi C) \). It follows that the induced map \( D^\sigma \mathcal{F}(S, A) \to D^\sigma \mathcal{F}(S', A') \) between homotopy categories is full and faithful.

Now the functoriality of the derived Hall algebra construction (see Remark 2.10) shows that there is a monomorphism \( f_\sharp : D \text{Ha}(D^\sigma \mathcal{F}(S, A)) \to D \text{Ha}(D^\sigma \mathcal{F}(S', A')) \). By definition \( f_\sharp(a) = f(a) \in A' \) and \( f_\sharp \) commutes with the suspension \( \sigma \), so \( f_\sharp \) restricts to a monomorphism \( f_* : f(S, A) \to f(S', A') \) between composition subalgebras.

If \( f \) and \( g \) are two composable maps which induce homologically full and faithful functors then the composite \( g \circ f \) is necessarily full and faithful and the induced monomorphism \( (g \circ f)_* \) is equal to the composition \( g_* \circ f_* \) because they agree on arcs \( a \in A \) and commute with suspension.
Corollary 5.4 (Sheaf property). Suppose that $A$ and $A'$ are two full arc systems of a finitary surface $S$ such that $A' = A \setminus \{a\}$ for some arc $a \in A$. Then there are isomorphisms

$$\alpha_{A', A} : f(S, A) \cong f(S, A') : \beta_{A, A'}.$$

which are functorial, in the sense that

$$\beta_{A, A'} = \beta_{A, A'} \circ \beta_{A', A''} \quad \text{and} \quad \alpha_{A'', A} = \alpha_{A'', A'} \circ \alpha_{A', A}$$

where $A' = A \setminus \{a\}$ and $A'' = A' \setminus \{a'\}$ as above.

Proof. The tautological map $\iota_{A, A'} : (S, A') \to (S, A)$ of marked surfaces which is the identity everywhere and identifies the full arc system $A'$ within $A$. The inclusion $A' \subset A$ induces a Morita equivalence by [17, Lemma 3.2], so the induced maps $\beta_{A, A'} = (\iota_{A, A'})_*$ are isomorphisms. The functoriality statement for $\beta$-maps follows from the associativity of inclusions: $(A'' \subset A') \subset A$ is $A'' \subset (A' \subset A)$, and the functoriality statement in Proposition 5.3. The maps $\alpha_{A', A}$ are uniquely determined by the requirement that they be inverse isomorphisms: $\alpha_{A', A} = \beta_{A, A'}^{-1}$. \qed

Definition 5.5. There is a category $\mathcal{M}(S, M)$ associated to a graded marked surface $S$ with objects consisting of pairs $(S, A)$ of full arc systems $A$ parameterizing $S$ and maps $(S, A') \to (S, A)$ when $A$ is obtained by adding arcs to $A'$.

When $S$ is a finitary graded marked surface, Definition 5.1 associates a $\mathbb{Q}(\sqrt{q})$-algebra $f(S, A)$ to each object $(S, A)$ in $\mathcal{M}(S, M)$. By Corollary 5.4, there is a unique isomorphism of algebras $\beta_{A, A'} : f(D^2, A') \to f(D^2, A)$ associated to each map $(S, A') \to (S, A)$ in $\mathcal{M}(S, M)$. When $A' = A$, the map $\beta_{A, A} = 1_A$ is defined to be the identity homomorphism. The $\beta$-maps must satisfy $\beta_{A, A''} = \beta_{A, A'} \circ \beta_{A', A''}$ by the corollary above. So these assignments determine a functor $\mathcal{M}(S, M) \to \mathbb{Q}(\sqrt{q}) - \text{Alg}$. The Fukaya–Hall algebra is defined to be the colimit of this functor.

Definition 5.6. If $(S, M)$ is a finitary graded surface with marked intervals $M$ then the Fukaya–Hall algebra $F(S, M)$ is the colimit of the composition subalgebras of the Hall algebras of the Fukaya categories associated to each full arc system:

$$F(S, M) := \colim_{(S, A) \in \mathcal{M}(S, M)} f(S, A).$$

In words, the Hall algebra is generated by suspensions of graded arcs which occur in any possible subdivision of the surface $S$. Any two such arcs are identified by a $\beta$-map when they are contained in a common refinement.

One expects the Fukaya–Hall algebra $F(S, M)$ to capture the most important parts of the structure of the Hall algebra $D\text{Ha}(D^\pi F(S, M))$ of the Fukaya category in two important ways. First, by using the limit we have removed the dependence of our algebra on the arc system. Secondly, restricting to composition subalgebras ensures that the generators of the algebra remain independent of the ground field. Since the set of objects associated to a closed curve with different local systems depends on $q$, these do not make good generators. The theorem below captures the first reason for this construction.
Theorem 5.7. For any full arc system $A$ of a finitary graded surface $S$ with marked intervals $M$, the natural map
\[ f(S, A) \sim \to F(S, M) \]
from the composition subalgebra $f(S, A)$ of the Hall algebra to the Fukaya–Hall algebra $F(S, M)$ of the surface is an isomorphism.

Proof. By construction there is a natural map from the composition subalgebra to the Fukaya–Hall algebra. This map is an isomorphism since the colimit in Definition 5.6 is taken over a family of isomorphisms.

The functoriality statements above extend to the Fukaya–Hall algebras.

Corollary 5.8 (of Proposition 5.3). Suppose $f : (S, M) \to (S', M')$ is a map of connected marked surfaces endowed with full arc systems $A$ and $A'$, respectively. If $f$ induces a full and faithful functor $\mathcal{F}(S, A) \to \mathcal{F}(S', A')$ between Fukaya categories then $f$ induces a monomorphism $f_* : F(S, M) \to F(S', M')$ between Fukaya–Hall algebras.

Proof. By Proposition 5.3, the map $f$ induces a monomorphism $f(S, A) \to f(S', A')$. Since any two arc decompositions of a connected surface can be connected by a sequence of subdivisions and refinements, this monomorphism can extended uniquely to a monomorphism $f_* : f(S, B) \to f(S', B')$ for any two arc systems $(S, B) \in \mathcal{M}(S, M)$ and $(S', B') \in \mathcal{M}(S', M')$ by precomposing or postcomposing with $\alpha$ or $\beta$-maps. The universal property of colimits implies the existence of an induced homomorphism $f_* : F(S, M) \to F(S', M')$ between Fukaya–Hall algebras. For any full arc system $A$ of $S$, there is a commutative diagram:

\[
\begin{array}{ccc}
  f(S, A) & \xrightarrow{f_*} & f(S', A') \\
  \downarrow & & \downarrow \\
  F(S, A) & \xrightarrow{f_*} & F(S', A')
\end{array}
\]

in which the vertical arrows are isomorphisms and the map between composition subalgebras is a monomorphism. Therefore, the induced map $f_*$ between algebras must be a monomorphism.

This section is concluded with a proposition that gives a condition which guarantees an embedding $f : (S, A) \to (S', A')$ induces a full and faithful functor $\mathcal{F}(S, A) \to \mathcal{F}(S', A')$ between associated Fukaya categories. Corollary 5.12 shows that any such functor induces a monomorphism between Fukaya–Hall algebras.

Proposition 5.9. Let $S$ and $S'$ be finitary graded marked surfaces with markings $M \subset \partial S$ and $M' \subset S'$, and arc systems $A$ and $A'$, respectively. Suppose that $\iota : S \to S'$ is an embedding of marked surfaces such that the induced map $\iota : \pi_0(M) \to \pi_0(M')$ between the sets of path components of marked intervals is injective. Then the functor $\iota_* : \mathcal{F}(S, A) \to \mathcal{F}(S', A')$ is full and faithful.
Proof. Since $\iota$ is an embedding, the following map of sets is injective:

$$\iota_* : \{\text{boundary paths in } S\} \hookrightarrow \{\text{boundary paths in } S'\}.$$  

Since maps in $\mathcal{F}(S, A)$ are linear combinations of boundary paths in $M$ between arcs in $A$ and maps in $\mathcal{F}(S', A')$ are linear combinations of boundary paths in $M'$ between arcs in $A'$, the injectivity of the set map $\iota_*$ above implies that the functor $\iota_*$ is faithful.

The remainder of the proof will establish that $\iota_*$ is full. First, fix two arcs $X$ and $Y$ in $A$ and let $X' := \iota(X)$ and $Y' := \iota(Y)$ be their images in $A'$. Since maps between marked surfaces are assumed to be orientation preserving, $\iota$ preserves the orientation of boundary paths. Therefore, in order to prove that $\iota_*$ is full, it suffices to prove the following implication: if $z'$ is a boundary path between $X'$ and $Y'$, then there is a boundary path $z$ between $X$ and $Y$ in $S$ such that $\iota(z) = z'$.

Suppose that $z'$ is a boundary path between the endpoint $X'(0)$ of $X'$ and the endpoint $Y'(0)$ of $Y'$, and that $z'$ is contained in the marked interval $m' \subset M'$. Since $\iota : \pi_0(M) \to \pi_0(M')$ is injective, the preimage $\iota^{-1}(X'(0) \cup Y'(0))$ must be contained in a single marked interval $m \subset M$. Since $S$ is finitary, there is a unique boundary path $z \subset m$ between $X(0)$ and $Y(0)$. Since $S'$ is finitary, there is a unique boundary path between $X'(0)$ and $Y'(0)$. Since $\iota$ takes boundary paths to boundary paths, this shows $\iota(z) = z'$. This establishes the claim in the previous paragraph and shows that $\iota_*$ is full. \qed

Note that in the previous proposition there were no assumptions about the number of arcs in $A$ or $A'$. The converse of this proposition is also true, at least if $A$ has enough arcs. A full arc system always has enough arcs in this sense. The lemma below is included for completeness.

Lemma 5.10. Suppose that $\iota_*$ is full and every marked interval in $M$ intersects an arc in $A$. Then the induced map $\iota : \pi_0(M) \to \pi_0(M')$ is injective.

Proof. Suppose that $m_1, m_2 \subset M$ are two marked intervals such that $\iota_*(m_1 \cup m_2) \subset M'$, for some marked interval $m' \subset M'$. By assumption there are arcs $X_1, X_2 \in A$ such that $X_i(0) \in m_i$. If $X_1 = X_2$ then there is a boundary path between the two endpoints of $\iota(X_1)$ that is not in the image of $\iota$, contradicting the assumption that $\iota$ is full. Assume that $X_1 \neq X_2$. Then there is no boundary path in $M$ between $X_1(0)$ and $X_2(0)$, since they lie in different marked intervals. However, there is a boundary path between $\iota(X_1(0))$ and $\iota(X_2(0))$ in $M'$ since they lie in the same marked interval $m'$. So $\iota_*$ is not full which is a contradiction. \qed

Corollary 5.11. Suppose that $\iota : (S, M) \to (S', M')$ is a map of marked surfaces, $S$ and $S'$ equipped with full arc systems $A$ and $A'$ and $\iota$ satisfies the criterion of Proposition 5.9 above. Then there is an induced monomorphism $\iota_* : f(S, A) \to f(S', A')$ between associated Hall algebras.

Proof. Proposition 5.9 ensures that the associated functor $\mathcal{F}(S, M) \to \mathcal{F}(S', M')$ is full and faithful. So Proposition 5.3 shows that there is a monomorphism $f(S, A) \to f(S', A')$. \qed
Corollary 5.12. If \( \iota : (S, M) \rightarrow (S', M') \) is a map of marked surfaces which satisfies the criterion of Proposition 5.9 above then there is an induced monomorphism \( \iota_* : \mathbf{F}(S, M) \rightarrow \mathbf{F}(S', M') \) between associated Fukaya–Hall algebras.

Proof. By the previous corollary, there is a monomorphism \( f(S, A) \rightarrow f(S', A') \) and Corollary 5.8 shows that this monomorphism induces the required monomorphism \( \iota_* : \mathbf{F}(S, M) \rightarrow \mathbf{F}(S', M) \) between algebras.

This concludes the present study of Hall algebras associated to general surfaces. The next step in what follows is to determine a full presentation for the algebras \( f(D^2, A) \) associated to disks. This together with the Corollary 5.12 above and the local computation in Lemma 6.1 will show that the HOMFLY-PT skein relation holds in the Fukaya–Hall algebra \( \mathbf{F}(S, M) \) of an arbitrary surface.

5.2. The Hall algebra of disks with minimal arc systems

Here in Definition 5.13 we introduce an algebra \( f(D^2, \Lambda) \) associated to a graded disk with \( m \) marked intervals parameterized by a minimal arc system \( \Lambda \). Theorem 5.16 establishes an isomorphism between this algebra and the derived Hall algebra of the associated Fukaya category.

Recall from Notation 4.12 that the foliation data of the disk \( (D^2, m) \) equipped with minimal arc system \( \Lambda \) is recorded by a function \( h : \Lambda \rightarrow \mathbb{Z} \) which satisfies

\[
\sum_{E_i \in \Lambda} h(E_i) = m - 2.
\]

We consistently identify the cyclically ordered sets \( \Lambda \) and \( \mathbb{Z}/m \), setting \( h(E_i) = h(i) \).

There is a function \( \langle - \rangle : \Lambda \rightarrow \mathbb{Z} \) given by the sum

\[
\langle k \rangle = \sum_{j=1}^{k-1} (1 - h(j)).
\]

There are a number of elementary identities satisfied by these functions which will be used in arguments surrounding the proof of Theorem 5.16. For example,

\[
\tau^i \langle k + 1 \rangle - \tau^i \langle k \rangle = 1 - \tau^i h(k) \tag{5.1}
\]

\[
\tau^i \langle m - 1 \rangle - h(i) = h(i - 1) \tag{5.2}
\]

\[
\tau^k \langle m - k + 1 \rangle + \langle k \rangle = 1 + h(k). \tag{5.3}
\]

5.2.1. Definition of a minimal arc algebra. The algebra \( f(D^2, \Lambda) \) associated to a minimal arc system \( \Lambda \) is introduced below. Theorem 5.16 will establish an isomorphism with the Hall algebra of the Fukaya category associated to this arc system.

Definition 5.13. Suppose that the disk with \( m \) marked intervals is equipped with a minimal arc system \( \Lambda \) and foliation data \( h : \Lambda \rightarrow \mathbb{Z} \). Then the minimal arc algebra \( f(D^2, \Lambda) \) is the \( \mathbb{Q}(\sqrt{q}) \)-algebra generated by the suspensions of the graded boundary arcs:

\[
\mathbb{Z} \Lambda = \{ E_{i,n} : n \in \mathbb{Z}, E_i \in \Lambda \} \quad \text{where} \quad E_{i,n} = \sigma^n E_i
\]

subject to the relations listed below:
Proof. The proof is by induction. The first item in the list above is equation (5.5). Before proceeding to the inductive step, let us simplify notation by introducing the variables

\[ [E_{i,0}, E_{i,k}] q^{-k} = \delta_{k,1} \frac{q^{-1}}{q^2 - 1} \quad \text{for } k \geq 1. \]

(R2) Adjacent commutativity and convolution:

\[
[E_{i+1,k}, E_{i,h(i)}]_{q^{-k+1}} = 0 \quad \text{for } k > 1,
\]

\[
[E_{i+1,k}, E_{i,h(i)}]_{q^{-k}} = 0 \quad \text{for } k < 1,
\]

\[
E_{i,h(i)} = [E_{i+m-1, \tau^i(m-1)}, \ldots, E_{i+2, \tau^i(2)}, E_{i+1, \tau^i(1)}]_q. \tag{5.5}
\]

(R3) Far-commutativity:

\[
[E_{i,0}, E_{j,k}]_1 = 0 \quad \text{for } k \in \mathbb{Z} \text{ and } |i - j| \geq 2.
\]

Remark 5.14. Note that all the relations above are invariant under the shift automorphism \( \sigma \). The relations are closed under the action of \( \tau = (1, 2, \ldots, m) \). For instance, equation (5.5) can be written as:

\[
\tau^i E_{0,h(0)} = \tau^i [E_{m-1,(m-1)}, \ldots, E_{2,(2)}, E_{1,(1)}]_q.
\]

The relations of the minimal arc algebra in Definition 5.13 imply a family of relations analogous to relation (5.5). Each relation in this family is obtained by truncating the twisted complex from Proposition 4.14 in different places. Since each relation implies the next, and since the final equation is equivalent to the first one, equation (5.5) can be replaced by any of the relations in Lemma 5.15. Deriving these relations from the presentation above is the purpose of the lemma below.

Lemma 5.15. The cyclic convolution relations below, obtained by cyclically shuffling arcs to \( E_j \) to the left-hand side of equation (5.5) at the expense of a degree shift, are each equivalent to equation (5.5) assuming other the relations in Definition 5.13 above.

\[
E_{i,h(i)} = [E_{i+m-1, \tau^i(m-1)}, \ldots, E_{i+1, \tau^i(1)}]_q
\]

\[
[E_{i+1, \tau^i(1)} + 1, E_{i,h(i)}]_q = [E_{i+m-1, \tau^i(m-1)}, \ldots, E_{i+2, \tau^i(2)}]_q
\]

\[
[E_{i+2, \tau^i(2)} + 1, E_{i+1, \tau^i(1)} + 1, E_{i,h(i)}]_q = [E_{i+m-1, \tau^i(m-1)}, \ldots, E_{i+3, \tau^i(3)}]_q
\]

\[ \vdots \]

\[
[E_{i+m-3, \tau^i(m-3)} + 1, \ldots, E_{i+1, \tau^i(1)} + 1, E_{i,h(i)}]_q = [E_{i+m-1, \tau^i(m-1)}, \ldots, E_{i+m-2, \tau^i(m-2)}]_q
\]

\[
[E_{i+m-2, \tau^i(m-2)} + 1, \ldots, E_{i+1, \tau^i(1)} + 1, E_{i,h(i)}]_q = [E_{i+m-1, \tau^i(m-1)}].
\]

Proof. The proof is by induction. The first item in the list above is equation (5.5). Before proceeding to the inductive step, let us simplify notation by introducing the variables

\[ X_k := E_{i+k, \tau^i(k) + 1} \quad \text{and} \quad Y_k := [E_{i+m-1, \tau^i(m-1)}, \ldots, E_{i+k, \tau^i(k)}]_q. \]
Now the expression\footnote{\textit{Hall algebras of surfaces}}
\begin{align}
\{X_k, \ldots, X_1, E_{i,b}\}_{q} = Y_{k+1}.
\end{align}

The induction step has two parts. First we show that \([X_{k+1}, Y_{k+2}]_{q^{-1}} = 0\). The second part uses this assumption together with the omni-Jacobi relation (OJ) to show that \([X_{k+1}, Y_{k+1}]_{q} = Y_{k+2}\). The latter relation suffices to complete the proof since applying the operator \([-I]_{q}\) to both sides of the \(k\)th cyclic convolution equation (5.6) produces the \((k+1)\)st cyclic convolution equation by rebracketing (RB).

\textbf{Part 1:} Note that \(Y_k = [Y_{k+1}, E_{i+k, \tau^i(k)}]_q\) by rebracketing, so \([Y_{k+2}, X_{k+1}]_q\) becomes
\begin{align}
&= [Y_{k+3}, E_{i+k+2, \tau^i(k+2)}]_q, E_{i+k+1, \tau^i(k+1)+1} q \\
&= [Y_{k+3}, E_{i+k+2, \tau^i(k+2)}, E_{i+k+1, \tau^i(k+1)+1}]_q q \\
&= 0.
\end{align}

The last equality uses (5.4) and the identity (5.1). The relation \([X_{k+1}, Y_{k+2}]_{q^{-1}} = 0\) follows from \([Y_{k+2}, X_{k+1}]_q = 0\) and anti-symmetry (AS).

\textbf{Part 2:} The omni-Jacobi relation (OJ)[\(q^3, q^{-2}, q^{-2}\)] is
\begin{align}
[x, [y, z]]_q = -q^3 [z, [x, y]]_{q^{-1}} - q [y, [z, x]]_{q^{-2}} q^2.
\end{align}

Now the expression \([X_{k+1}, Y_{k+1}]_q\) can be written as
\begin{align}
&= [X_{k+1}, Y_{k+2}, E_{i+k+1, \tau^i(k+1)}]_q q \\
&= -q^3 [E_{i+k+1, \tau^i(k+1)}, [X_{k+1}, Y_{k+2}]]_{q^{-3}} q^{-3} \\
&- q [Y_{k+2}, [E_{i+k+1, \tau^i(k+1)}, X_{k+1}]]_{q^{-2}} q^2 \\
&= 0 - q [Y_{k+2}, q^{-1} (q^2 - 1)] q^2 \\
&= Y_{k+2}.
\end{align}

\textbf{5.2.2. The isomorphism theorem.} In the theorem below, the Hall algebra of a disk with \(m\) marked intervals is computed. The gist of the argument is to show that a set of relations (R1), (R2) and (R3) generate the kernel of the natural map \(\kappa\) from the free \(\mathbb{Q}(\sqrt{q})\)-algebra on arcs to the Hall algebra of the Fukaya category. This is accomplished by comparing the presentation in Definition 5.13 to the Hall algebra \(DHa(A_m-1)\) in Definition 2.11 using the equivalence \(\phi = \phi_0\) from Proposition 4.15.

\textbf{Theorem 5.16.} The natural map \(\kappa : F(\mathbb{Z}A) \rightarrow DHa(D^\pi F(D^2, \Lambda))\) from the free \(\mathbb{Q}(\sqrt{q})\)-algebra on suspensions of a minimal arc system to the derived Hall algebra of the Fukaya category associated to \((D^2, \Lambda)\) with disk with \(m\) marked intervals induces an isomorphism
\begin{align}
\tilde{\kappa} : f(D^2, \Lambda) &\xrightarrow{\sim} DHa(D^\pi F(D^2, \Lambda))
\end{align}

from the minimal arc algebra to the derived Hall algebra.

The proof is established by a series of lemmas which constitute the majority of this section. Recall that Proposition 4.15 introduces an equivalence
\begin{align}
\phi := \phi_0 : D^\phi (Rep_k(A_{m-1})) \xrightarrow{\sim} D^\pi F(D^2, \Lambda)
\end{align}
of triangulated categories. The proof of the theorem is structured to leverage the induced isomorphism

\[ \phi_* : \text{DHa}(A_{m-1}) \sim \text{DHa}(D^\pi F(D^2, \Lambda)). \]

In order to show that the kernel of the map \( \kappa \) is generated by the relations (R1), (R2) and (R3), it suffices to define mutually inverse isomorphisms \( \phi : \text{DHa}(A_{m-1}) \to \mathfrak{f}(D^2, \Lambda) \) and \( \psi : \mathfrak{f}(D^2, \Lambda) \to \text{DHa}(A_{m-1}) \) in such a way as to make the diagram below commute.

\[
\begin{array}{ccc}
\mathfrak{f}(D^2, \Lambda) & \xrightarrow{\kappa} & \text{DHa}(D^\pi F(D^2, \Lambda)) \\
\psi & & \phi_* \\
\text{DHa}(A_{m-1}) & \xrightarrow{\phi} & \end{array}
\]

(5.7)

Since the choice \( \phi_* \) is fixed, commutativity of the diagram forces us to define the map \( \phi \) as

\[ \phi(z_i,0) := E_{i,(i)} \quad \text{for } 1 \leq i < m \]  
(5.8)

and to define the map \( \psi \) as

\[ \psi(E_{i,0}) := \begin{cases} 
  z_{i-1,(i)}, & \text{when } 1 \leq i < m, \\
  [z_{m-1,-h(m)}, \ldots, z_{1,-h(m)}]_q & \text{when } i = m,
\end{cases} \]  
(5.9)

where the iterated bracket notation in Definition 3.1 is used for \( \psi \) when \( i = m \).

5.2.3. Proof of the isomorphism theorem. The proof consists of three steps. First we argue that \( \phi \) is a homomorphism. The second step is to show that \( \psi \) is a homomorphism. Lastly, we check that \( \phi \) and \( \psi \) are mutually inverse isomorphisms. Each step constitutes a lemma in what follows.

Remark 5.17. In what follows, since both \( \phi \) and \( \psi \) commute with shifts in homological degree in either algebra, we simplify notation by proving the relations above when the homological degree \( n \) is zero.

Lemma 5.18 (Step 1). The assignment equation (5.8) determines a homomorphism

\[ \phi : \text{DHa}(A_{m-1}) \to \mathfrak{f}(D^2, \Lambda). \]

Proof. First observe that \( \phi \) preserves the first part of (Z1) by the relation (R3). The interesting part of the proof consists of checking the Serre relations in (Z1). In the first case, when \( 1 \leq i \leq m-2 \), the expression \( \phi([z_{i+1,0}, [z_{i+1,0}, z_{i,0}]_q]_q^{-1}) \) is equal to

\[
\begin{align*}
&= [E_{i+1,(i+1)}, [E_{i+1,(i+1)}, E_{i,(i)}]_q]_q^{-1} \\
&= \sigma^{(i+1)-1} [E_{i+1,1}, [E_{i+1,1}, E_{i,h(i)}]_q]_q^{-1} \quad \text{(5.1)}[i = 1] \\
&= -q^{-1} \sigma^{(i+1)-1} [[E_{i+1,1}, E_{i,h(i)}]_q, E_{i+1,1}]_q \quad \text{(AS)} \\
&= -q^{-1} \sigma^{(i+1)-1} [[E_{i+m-1,1}, E_{i+2,1}]_q, E_{i+1,1}]_q \quad \text{(Lemma 5.15)}
\end{align*}
\]
Similarly, for the other Serre relation, $\varphi([z_i,0, [z_i,0, z_{i+1,0}]^{-1}]_q)$ is
\begin{align*}
&= [E_{i,(i)}, [E_{i,(i)}, E_{i+1,(i+1)}]_q^{-1}]_q \\
&= -q^{-1}[E_{i,(i)}, [E_{i+1,(i+1)}, E_{i,(i)}]_q]_q \\
&= -q^{-1}\sigma^{(i+1)-1}[E_{i,h(i)}, [E_{i+1,1}, E_{i,h(i)}]_q]_q \\
&= -q^{-1}\sigma^{(i+1)-1}[E_{i,h(i)}, [E_{i+n-1, \tau^i(n-1)}, \ldots, E_{i+2, \tau^i(2)}]_q]_q \\
&= -q^{-1}\sigma^{(i+1)-1}[-h(i)][E_{i,0}, E_{i+n-1, h(i-1)}]_q, \ldots]_q \\
&= 0. \quad (R2)
\end{align*}

The second half of the proof consists of checking that $\varphi$ preserves the \((Z2)\) relation
\[ [z_i,0, z_{j,k}]_q^{-1} = \delta_{i,j} \delta_{k,1} \frac{q^{-1}}{q^2 - 1} \text{ for } k \geq 1. \]

There are three cases corresponding to the three possibilities $i \cdot j \in \{0, -1, 2\}$. If $i = j$ then $i \cdot j = 2$ and \((R1)\) implies the result. If $|i - j| \geq 2$ then $i \cdot j = 0$ and \((R3)\) shows that the claim holds. In the remaining case, if $j = i + 1$ then set $p(k) = (-1)^k$ and observe that
\begin{align*}
\varphi([z_i,0, z_{i+1,k}]_{q^{p(k+1)}}) &= [E_{i,(i)}, E_{i+1,(i+1)+k}]_{q^{p(k+1)}} \\
&= -q^{p(k+1)}[E_{i+1,(i+1)+k}, E_{i,(i)}]_{q^{p(k)}} \\
&= -q^{p(k+1)}\sigma^{(i+1)-1}[E_{i+1,1+k}, E_{i,h(i)}]_{q^{p(k)}} \\
&= -q^{p(\ell)}\sigma^{(i+1)-1}[E_{i+1,\ell}, E_{i,h(i)}]_{q^{p(\ell-1)}} \\
&= 0. \quad (R2)
\end{align*}

The $j = i - 1$ case is omitted because its proof is almost identical. \hfill \Box

**Lemma 5.19** (Step 2). The assignment in equation \((5.9)\) determines a homomorphism
\[ \psi : \mathbf{f}(D^2, \Lambda) \rightarrow \text{DHa}(A_{m-1}). \]

**Proof.** The relation \((Z2)\) implies that $\psi$ preserves \((R3)\) and \((R1)\) when $i \neq n$. If $i = n$ then $\psi$ preserves \((R1)\) by Proposition 3.10.

In order to complete the proof it suffices to show that $\psi$ preserves \((R2)\). This relation consists of three equations. The longest relation
\[ E_{i,h(i)} = [E_{i+m-1, \tau^i(m-1)}, \ldots, E_{i+1, \tau^i(1)}]_q, \quad (5.10) \]
will be examined first. Before proceeding to the proof observe that
\[ \psi(E_{m,n}) = z_{(1,m-1),-h(m)+n} \]  
(5.11)
by (5.9) and Definition 3.4. When \( i \neq m \), the same assumptions imply
\[ \psi([E_{i-1,\tau^i(-1)}, \ldots, E_{1,\tau^i(-i)}]_q) = z_{(1,i),\tau^i(-i+1)} \]  
(5.12)
\[ \psi([E_{m-1,\tau^i(-i-1)}, \ldots, E_{i+1,\tau^i(1)}]_q) = z_{(i+1,m),-2+\tau^i(-i+1)}. \]  
(5.13)

Now when \( i = m \), equation (5.11) shows that \( \psi \) preserves (5.10). So assuming \( i \neq m \), applying \( \psi \) to the left-hand side of (5.10) produces \( \psi(E_{i,h(i)}) = z_{i,h(i)-i} \) by (5.9). Then applying \( \psi \) to the right-hand side of (5.10) is equal to
\[
\begin{align*}
&= \psi([E_{i-1,\tau^i(-1)}, \ldots, E_{1,\tau^i(-i)}, E_{m-1,\tau^i(-i-1)}, \ldots, E_{i+1,\tau^i(1)}]_q) \\
&= [z_{(1,i),\tau^i(-i+1) + h(m) + \tau^i(-i), z_{(i+1,m),-2+\tau^i(-i+1)}]_q \\
&= \sigma^{\tau^i(-i+1)}[z_{(1,i),0}, z_{(1,n-1),-1}, z_{(i+1,n-1),-2}]_q \\
&= \sigma^{\tau^i(-i+1)}z_{i,-1} \\
&= \sigma^{h(h(i)-i)}z_{i,-1} \\
&= z_{i,h(i)-i}. 
\end{align*}
\]

In order to complete the proof, it suffices to check that \( \psi \) preserves relation (R2) when \( k \neq 1 \). If \( i \notin \{m, m-1\} \) and \( k > 1 \) then

\[ \psi([E_{i+1,k}, E_{i,h(i)}]_q^{p(k+1)}) = [z_{i+1,k-(i+1)}, z_{i,h(i)-(i)}]_q^{p(k+1)} \]  
(5.12)
\[ \psi([E_{i+1,k}, E_{i,h(i)}]_q^{p(k+1)}) = \sigma^{h(h(i)-i)}[z_{i+1,k+1}, z_{i,0}]_q^{p(k+1)} \\
= -q^{p(k+1)}\sigma^{h(h(i)-i)}[z_{i,0}, z_{i+1,k+1}]_q^{-p(k+1)} \]  
(AS) & (Z2)
\[ = 0. \]

Before proceeding to the \( i = m \) and \( i = m-1 \) cases, we show that \( [z_{1,k}, z_{(2,n-1),0}]_q^{(-1)^k} = 0 \). Observe that \( (OJ)[q^{1+p(k)}, q^{-1}, q^{-p(k)}] \) is
\[ [x, [y, z]]_q^{p(k)} + q^{1+p(k)}[z, [x, y]]_q^{-1-p(k)} - q^{p(k)}[y, [z, x]]_q^{-p(k)} \]  
= 0.

So the commutator \( [z_{1,k}, z_{(2,n-1),0}]_q^{p(k)} \) of interest is equal to
\[
\begin{align*}
&= [z_{1,k}, [z_{(3,n-1),0}, z_{2,0}]]_q^{p(k)} \\
&= -q^{1+p(k)}[z_{2,0}, [z_{1,k}, z_{(3,n-1),0}]]_q^{-1-p(k)} \\
&= -q^{p(k)}[z_{(3,n-1),0}, [z_{2,0}, z_{1,k}]]_q^{-p(k)} \]  
(OJ)\[ [q^{1+p(k)}, q^{-1}, q^{-p(k)}] \]
\[ = -q^{1+p(k)}[z_{2,0}, 0]_q^{-1-p(k)} - q^{p(k)}[z_{(3,n-1),0}, 0]_q \]  
(S3) & (Z2)
\[ = 0. \]
Note that \((OJ)[q^{1-2p(k)}, q^{-1+p(k)}, q^{2p(k)}] \) is
\[ [x, [y, z]]_q^{q^{p(k+1)}} + q^{-1-2p(k)}[z, [x, y]]_q^{q^{2p(k)-1}} + q^{-p(k)}[y, [z, x]]_q^{q^{2p(k)}} = 0. \]

Now \( \psi \) is applied to \((R2)\) with \( i = m \) and \( k > 1 \). After setting \( p(k) = (-1)^k \), the expression \( \psi((E_{1,k}, E_{m, h(m)})_q^{p(k+1)}) \) is equal to
\[ = [z_{1,k}, z_{(1,m-1), 0}]_q^{q^{p(k+1)}} \] (5.9)
\[ = [z_{1,k}, [z_{(2,m-1), 0}, z_{1,0}]_q^{q^{p(k+1)}} \] (RB)
\[ = -q^{-1-2p(k)}[z_{1,0}, [z_{1,k}, z_{(2,m-1), 0}]_q^{p(k)}]^{q^{2p(k)-1}} \] (OJ)
\[ = -q^{-2p(k)}[z_{1,0}, 0][0^{q^{2p(k)-1}}] - q^{-p(k)}[z_{(2,m-1), 0}, 0]^{q^{1-p(k)}} \] (Previous) & (Z2)
\[ = 0. \]

When \( i = m \) and \( k = 0 \), the expression \( \psi((E_{1,0}, E_{m, h(m)})_q^{p(0)}) \) is equal to
\[ = [z_{1,0}, z_{(1,m-1), 0}]_q \] (5.9) & (5.11)
\[ = -q[[z_{(3,m-1), 0}, z_{2,0}, z_{1,0}]_q^{q^{1-i}}, z_{1,0}]_q^{-1} \] (RB) & (AS)
\[ = -q[z_{(3,m-1), 0}, [[z_{2,0}, z_{1,0}]_q, z_{1,0}]_q^{-1}]_q \] (B3)
\[ = -q[z_{(3,m-1), 0}, [[z_{2,0}, z_{1,0}]_q, z_{1,0}]_q] \] (Z1)
\[ = 0. \]

The proofs of the remaining cases, \( i = m \) and \( k < 0 \) case, as well as the \( i = m-1 \) cases, are nearly identical and are omitted.

**Lemma 5.20** (Step 3). The homomorphisms \( \psi \) and \( \varphi \) are mutually inverse isomorphisms
\[ \psi \varphi = 1_{DHa(A_{m-1})} \quad \text{and} \quad \varphi \psi = 1_{f(D^2, \Lambda)}. \]

**Proof.** By definition \( \psi \circ \varphi = 1_{DHa(A_{m-1})} \) and \( \varphi(\psi(E_{i,n})) = E_{i,n} \) for \( 1 \leq i < m \) and \( n \in \mathbb{Z} \).

In the remaining case, when \( i = m \),
\[ \varphi(\psi(E_{m, h(m)})) = \varphi([z_{m-1, 0}, \ldots, z_{1,0}]_q) = [E_{m-1, (m-1)}, \ldots, E_{1, (1)}]_q = E_{m, h(m)} \]
where the final equality follows from \((R2)\) and the identity \( \tau^m = 1 \).

Our discussion is concluded with a summary.

**Proof of Theorem 5.16.** By Lemmas 5.18 and 5.19, there are maps \( \varphi \) and \( \psi \) between the minimal arc algebra \( f(D^2, \Lambda) \) and the derived Hall algebra \( DHa(A_{m-1}) \) of the \( A_{m-1} \)-quiver. By Lemma 5.20, the map \( \psi \) is an isomorphism. On the other hand, there is an isomorphism \( \phi_* : DHa(A_{m-1}) \rightarrow DHa(D^\pi F(D^2, \Lambda)) \) obtained from Proposition 4.15. Composing these two maps and using the commutativity of Diagram (5.7), \( \kappa = \phi_* \circ \psi \), implies that the map \( \kappa \) is an isomorphism.
5.3. Gluing minimal arc systems in the disk

In this section we give a presentation for the Hall algebra of the Fukaya category of a disk $D^2$ with an arbitrary arc system $A$. This is accomplished by cutting $D^2$ along the internal arcs of $A$ until one obtains a collection of disks $(D^2_1, \Lambda_n)$ for which the arc system is minimal. A gluing theorem shows that the algebra $f(D^2, A)$ can be assembled from $\oplus$-products of the algebras $f(D^2_i, \Lambda_n)$ defined below.

**Definition 5.21.** Suppose that $(D^2_1, \Lambda_n)$ and $(D^2_2, \Lambda_m)$ are two disks with minimal arc systems $\Lambda_n = \{E_k\}_{k \in \mathbb{Z}/n}$ and $\Lambda_m = \{F_k\}_{k \in \mathbb{Z}/m}$. Up to homotopy, the foliations of each disk can be chosen to be tangent to boundary arcs. So if $E_i \in \Lambda_n$ and $F_j \in \Lambda_m$ then there is a gluing defined by the quotient $(D^2_1, \Lambda_n) \sqcup_{i,j} (D^2_2, \Lambda_m) = (D^2_1 \sqcup D^2_2, \Lambda_n \sqcup \Lambda_m)$. The glued disk $(D^2_1, \Lambda_n) \sqcup_{i,j} (D^2_2, \Lambda_m)$ is formed by the quotient which identifies the two boundary arcs on each disk. The disk supports a minimal arc system $\Lambda_n \sqcup \Lambda_m = \{G_k\}_{k \in \mathbb{Z}/(n+m-2)}$ with foliation data given by

$$g(G_k) = \begin{cases} e(F_i) + f(F_{j-1}) & k = 0 \\ e(E_{i+k}) & 1 \leq k \leq n-2 \\ e(E_{i-1}) + f(F_j) & k = n-1 \\ f(F_{j+k-n+1}) & n \leq k \leq n+m-3. \end{cases}$$

(5.14)

Theorem 5.23 will show that the $\oplus$-product, introduced below, computes the Hall algebra of the Fukaya category of a gluing.

**Definition 5.22.** Suppose that $(D^2_1, \Lambda_n)$ and $(D^2_2, \Lambda_m)$ are graded disks and $(D^2_1, \Lambda_n) \sqcup_{i,j} (D^2_2, \Lambda_m)$ is a gluing. Then the $\oplus_{i,j}$-product algebra is defined by

$$f(D^2_1, \Lambda_n) \oplus_{i,j} f(D^2_2, \Lambda_m) := \frac{f(D^2_1, \Lambda_n) \ast f(D^2_2, \Lambda_m)}{((G1), (G3))},$$

(5.15)

given by the free product of the algebras $f(D^2_1, \Lambda_n)$ and $f(D^2_2, \Lambda_m)$ subject to the relations listed below.
(G1) Gluing: \[ F_{j,s} = E_{i,s} \quad \text{for all } s \in \mathbb{Z}. \]

(G3) Far-commutativity:
\[
[E_{k,s}, F_{t,r}] = 0 \quad \text{for all } (k, \ell) \not\in \text{Int} \text{ and } s, t \in \mathbb{Z},
\]
where \( \text{Int} = \{(i+1, j-1), (i, j-1), (i, j+1), (i-1, j), (i-1, j+1), (i+1, j)\}. \)

Relation (G1) says that the arcs that are glued are identified within the product \( f(D_2^2, \Lambda_n) \otimes_{i,j} f(D_2^2, \Lambda_m) \), and relation (G3) says that all pairs which are not neighboring must commute. Relations between adjacent edges, corresponding to (R2), are not imposed.

The theorem below shows that the topological \( \sqcup_{i,j} \)-gluing of disks is compatible with the \( \otimes_{i,j} \)-product introduced above. The utility of equation (5.16) below is that the algebra on the right-hand side is naturally associated to the topological gluing of disks and the algebra on the left-hand side contains a representative for the internal arc along which the gluing was performed.

**Theorem 5.23.** The Hall algebra of the disk obtained by a gluing is isomorphic to the \( \otimes \)-product of Hall algebras of the disks. There are isomorphisms:

\[
\alpha : f(D_1^2 \sqcup_{i,j} D_2^2, \Lambda_n \sqcup_{i,j} \Lambda_m) \xrightarrow{\sim} f(D_1^2, \Lambda_n) \otimes_{i,j} f(D_2^2, \Lambda_m) : \beta. \tag{5.16}
\]

The remainder of this section contains the proof of the theorem. Here is an outline of things to come. First, in Step 1, the statement of Theorem 5.23 is refined, the assignments \( \alpha \) and \( \beta \) are introduced and shown to be mutually inverse on generators. In Step 2, the map \( \beta \) is shown to be a homomorphism. In Step 3, the map \( \alpha \) is shown to be a homomorphism.

Before getting started, a few notational preparations will simplify the discussion later. The auxiliary function

\[
\langle k \rangle_e = \sum_{\ell=1}^{k-1} (1 - e(\ell)) \quad \text{and} \quad \langle 1 \rangle_e = 0,
\]

from Notation 4.12 admits a mild generalization below.

**Notation 5.24.**

\[
\langle j, k \rangle_e := \sum_{\ell=j}^{k-1} (1 - e(\ell)).
\]

By definition, \( \langle k \rangle_e = \langle 1, k \rangle_e \). In particular, \( \langle 1, n \rangle_e = 1 + e(n) \). This function also satisfies the following identities:

\[
\langle j, k \rangle_e = \langle j, k' \rangle_e + \langle k', k \rangle_e \quad \text{if } j \leq k' \leq k,
\]
\[
\langle j, k \rangle_e + \langle k, j \rangle_e = 2.
\]
See Proposition 5.25 below for properties of this function which hold in the context of the gluing argument.

**Step 1:** Setup. Abbreviate \( D^2_3 = D^2_1 \sqcup_{i,j} D^2_2 \) and let \( A \) be the arc system of the \( D^2_3 \) given by the union \( \Lambda_n \sqcup \Lambda_m \). Then \( A \) contains the minimal arc system plus one additional internal arc corresponding to the gluing. Corollary 5.11 implies that the inclusions: \( i_1 : f(D^2_1, \Lambda_n) \hookrightarrow f(D^2_2, \Lambda_n \sqcup_{i,j} \Lambda_m) \) and \( i_2 : f(D^2_2, \Lambda_m) \hookrightarrow f(D^2_3, \Lambda_n \sqcup_{i,j} \Lambda_m) \) are monomorphisms. Moreover, the subset \( \Lambda_n \sqcup_{i,j} \Lambda_m \subseteq A \) determines an isomorphism \( \eta = \alpha_{\Lambda_n \sqcup_{i,j} \Lambda_m, A} \) by Corollary 5.4. These observations lead to the diagram below.

\[
\begin{array}{c}
f(D^2_1, \Lambda_n) \ast f(D^2_2, \Lambda_m) \\
\downarrow \pi \\
f(D^2_1, \Lambda_n) \oplus_{i,j} f(D^2_2, \Lambda_m)
\end{array}
\xrightarrow{\xi} \begin{array}{c}
f(D^2_3, \Lambda_n \sqcup_{i,j} \Lambda_m) \\
\end{array}
\xrightarrow{\beta} \begin{array}{c}
f(D^2_3, \Lambda_n \sqcup_{i,j} \Lambda_m)
\end{array}
\xrightarrow{\alpha}
\]

The map \( \pi \) is the quotient map, and the map \( \xi \) is defined as \( \eta \circ (i_1 \ast i_2) \) using the maps which are described in the previous paragraph. The maps \( \alpha \) and \( \beta \) are determined on generators by the requirement that the diagram above commute and that they must be mutually inverse.

Before introducing \( \alpha \) and \( \beta \), we simplify the notation. The names of algebras will be abbreviated as follows

\[ f(E) = f(D^2_1, \Lambda_n), \quad f(F) = f(D^2_2, \Lambda_m) \quad \text{and} \quad f(G) = f(D^2_1 \sqcup_{i,j} D^2_2, \Lambda_n \sqcup_{i,j} \Lambda_m). \]

The cyclic sets \( \Lambda_n, \Lambda_m \) and \( \Lambda_n \sqcup_{i,j} \Lambda_m \) will be indexed in the following way:

\[ \Lambda_n \cong \{E_1, E_2, \ldots, E_n\}, \quad \Lambda_m \cong \{F_{n-1}, F_n, \ldots, F_{n+m-2}\} \quad (5.17) \]

and

\[ \Lambda_n \sqcup_{i,j} \Lambda_m \cong \{G_1, G_2, \ldots, G_{n+m-2}\}. \]

Note the choice for \( \Lambda_m \). The advantage of this convention is that the \( i \)th boundary arc \( G_i \) in \( f(G) \) is identified with either \( E_i \) or \( F_i \) in \( f(E) \) or \( f(F) \), respectively, see equations (5.22) and (5.23) below. As a consequence, the \( n \)th edge in \( f(E) \) is attached to the \( n-1 \)st edge in \( f(F) \).

The algebra \( f(E) \oplus f(F) \) is now the quotient of the free product \( f(E) \ast f(F) \) by the gluing relations (G1) and (G3):

\[ E_{n,s} = F_{n-1,s} \quad \text{for all } s \in \mathbb{Z}, \quad (5.18) \]

\[ [E_{k,s}, F_{\ell,t}] = 0 \quad \text{when } (k, \ell) \notin \text{Int} \quad \text{and} \quad s, t \in \mathbb{Z} \quad (5.19) \]

where \( \text{Int} = \{(1, n-1), (1, m+n-2), (n-1, n-1), (n-1, n), (n, n), (n, m+n-2)\} \). The foliation data for the glued disk is written as follows:

\[ g(i) = \begin{cases} 
e(i) & \text{if } 1 \leq i \leq n-2 \\
e(n-1) + f(n-1) & \text{if } i = n-1 \\
f(i) & \text{if } n \leq i \leq n+m-3 \\
e(n) + f(n+m-2) & \text{if } i = n+m-2. \end{cases} \quad (5.20) \]
Hall algebras of surfaces

Proposition 5.25. This data satisfies the relations below.

\[
\langle i, k \rangle_g = \langle i, k \rangle_e \quad \text{for } 1 \leq i < k \leq n - 1
\]
\[
\langle i, k \rangle_g = \langle i, k \rangle_f \quad \text{for } n \leq i < k \leq n + m - 2
\]
\[
\langle i, n \rangle_g = \langle i, n \rangle_e - f(n - 1) \quad \text{for } 1 \leq i < n.
\]  

(5.21)

Proof. The first and second equations follow from the definition of \( g \) above. The last equation follows from

\[
\langle i, n \rangle_g = \langle i, n - 1 \rangle_g + (n-1, n)_g
\]
\[
= \langle i, n - 1 \rangle_e + (n-1, n)_g
\]
\[
= \langle i, n \rangle_e - f(n - 1).
\]

Having fixed the notation for the algebras and their foliation data, we now introduce the maps \( \alpha \) and \( \beta \). The map \( \alpha \) is defined by

\[
\alpha(G_{i,s}) := \begin{cases} E_{i,s} & \text{if } 1 \leq i \leq n - 1. \\ F_{i,s} & \text{if } n \leq i \leq m + n - 2. \end{cases}
\]  

(5.22)

The map \( \beta \) is given by:

\[
\beta(E_{k,s}) := G_{k,s} \quad \text{if } 1 \leq k \leq n - 1,
\]
\[
\beta(F_{k,s}) := G_{k,s} \quad \text{if } n \leq k \leq n + m - 2.
\]  

(5.23)

The cyclic relations in \( f(E) \) and \( f(F) \) determine the value of \( \beta \) on the glued generators \( E_{n,1} \) and \( F_{n-1,1} \) to be the following:

\[
\beta(E_{n,1}) = [G_{n-1,(n,n-1)_e}, \ldots, G_{1,(n,1)_e}]_q
\]
\[
= \sigma^{(n,1)_e} [G_{n-1,(1,n-1)_e}, \ldots, G_{1,(1,1)_e}]_q
\]
\[
= \sigma^{1-e(n)} [G_{n-1,(1,n-1)_g}, \ldots, G_{1,(1,1)_g}]_q
\]

(5.24)

\[
\beta(F_{n-1,1}) = [G_{n+m-2,(n-1,n+m-2)_f}, \ldots, G_{n,(n-1)_f}]_q
\]
\[
= \sigma^{(n-1)_f} [G_{n+m-2,(n,n+m-2)_f}, \ldots, G_{n,(n,1)_f}]_q
\]
\[
= \sigma^{1-f(n-1)} [G_{n+m-2,(n,n+m-2)_g}, \ldots, G_{n,(n,n)_g}]_q.
\]  

(5.25)

Materials from Notation 5.24 and Proposition 5.25 were used above.

With these definitions the proposition below is straightforward.

Proposition 5.26. The maps \( \alpha \) and \( \beta \) are mutually inverse on generators.

Proof. Observe that \( \beta \alpha = 1_{f(G)} \) by virtue of the definition of each map on generators. For the same reason, \( \alpha \beta(E_{k,s}) = E_{k,s} \) when \( k \neq i \) and \( \alpha \beta(F_{k,s}) = F_{k,s} \) when \( k \neq j \). The exceptional cases follow from the (R2) relation. For instance

\[
\alpha \beta(E_{n,1}) = \alpha[G_{n-1,(n,n-1)_e}, \ldots, G_{1,(n,1)_e}]_q
\]
\[
= [E_{n-1,(n,n-1)_e}, \ldots, E_{1,(n,1)_e}]_q
\]
\[
= E_{n,1}.
\]

The computation \( \alpha \beta(F_{n-1,1}) \) is similar.
To complete the proof it is necessary to show that the assignments \( \alpha \) and \( \beta \) are homomorphisms. Step 2 shows that \( \beta \) is a homomorphism and Step 3 shows that \( \alpha \) is a homomorphism.

**Step 2.** In order to check that the map \( \beta \) is a homomorphism, it suffices to show that the relations (5.18) and (5.19) are contained in the kernel of the map \( \xi \) from Step 1 above. The relations (5.19) are in the kernel by the far-commutativity relations (R3) in the algebra \( \mathbf{f}(G) \). The lemma below addresses the relations (5.18).

**Lemma 5.27.** The following identity holds.

\[
\beta(E_{n,1}) = \beta(F_{n-1,1})
\]

**Proof.** The cyclic relation for the algebra \( \mathbf{f}(G) \) reads

\[
(G_{n-1,(1,n-1)}g, \ldots, G_{1,(1,1)}g)q = (G_{n+m-2,(1,m+n-2)}g, \ldots, G_{n,(1,n)}g)
\]

where in the last step we used the identity \((1, n)g = 1 + e(n) - f(n - 1)\), see equation (5.21) and Notation 5.24 above. This calculation, combined with the equations (5.24) and (5.25) above, completes the proof.

**Step 3.** In order to prove that the assignment \( \alpha \), introduced by equation (5.22), is an algebra homomorphism, it is necessary to show that \( \alpha \) respects the relations defining the algebra \( \mathbf{f}(G) \). The self-extension relations (R1) follow immediately from the (R1) relations imposed in either \( \mathbf{f}(E) \) or \( \mathbf{f}(F) \), respectively. The far-commutativity relations (R3) hold by virtue of far-commutativity relations in either algebra \( \mathbf{f}(E) \) or \( \mathbf{f}(F) \) and the gluing relations (5.19).

The substance of the proof is to show that \( \alpha \) respects the (R2) relations. In the notation of this section, these appear as follows:

\[
\begin{align*}
[E_{i+1,k}, E_{i,h(i)}]_{q^{p(k+1)}} &= 0 \quad \text{for } k > 1 \\
[E_{i+1,k}, E_{i,h(i)}]_{q^{p(k)}} &= 0 \quad \text{for } k < 1
\end{align*}
\]

(5.26)

\[
[E_{i+m-1,(i,i+m-1)}e, \ldots, E_{i+k,(i,i+k)}e, \ldots, E_{i+1,(i,i+1)}e]_q = E_{i,1}.
\]

(5.27)

Since there are two types of these relations the proof will contain two independent arguments.

The relations (5.26) are examined first. Now if \( 1 \leq i \leq n - 2 \) or \( n \leq i \leq m + n - 3 \) then \( \alpha \) respects these relations because they are imposed in the individual disk algebras \( \mathbf{f}(E) \) and \( \mathbf{f}(F) \) and the foliation data (5.20) agrees. By symmetry, switching \( \mathbf{f}(E) \) and \( \mathbf{f}(F) \), the cases \( i = n - 1 \) and \( i = m + n - 2 \) are equivalent, so it suffices to check only the first. The two relations in (5.26) will be addressed simultaneously using the function \( a = a(\ell) \) below.

\[
a := \begin{cases} 
q^{-p(\ell)} & \text{if } \ell > 1 \\
q^{p(\ell)} & \text{if } \ell < 1.
\end{cases}
\]

(5.28)

Now, in order to show that \( \alpha \) satisfies equations (5.26) above, we compute \( \alpha([G_{n,\ell}, G_{n-1,g(n-1)}]) \) to be
Since the shifts in the elements defining $X$ respectively, one can compute the effect of $\sigma^{-s}$ to the relation (5.29). Therefore, in order to prove each instance of the relation (5.27), it suffices to prove an equivalent version of the cyclic relation.

Before checking the next relation, recall that the cyclic relations become

$$\sigma[E_{i,-\ell}(i,i+\ell), \ldots, E_{i,(i,i)}]_q = [E_{i+m-1,(i,i+m-1)}_e, \ldots, E_{i+\ell+1,(i,i+\ell+1)}_e]_q. \tag{5.29}$$

The same argument from Lemma 5.15 shows that for any $i$ the relation (5.27) is equivalent to the relation (5.29). Therefore, in order to prove each instance of the relation (5.27), it suffices to prove an equivalent version of the cyclic relation.

It is time to prove that $\alpha$ respects the relation (5.27). The cases $1 \leq i \leq n-1$ and $n \leq i \leq n+m-2$ are equivalent, by switching $f(E)$ and $f(F)$, so it suffices to check only the first. This shows that $\alpha$ satisfies equations (5.26) above.

Before checking the next relation, recall that the cyclic relations become

$$\sigma[E_i, E_{i-1, e(n-1)+f(n-1)}] = \sigma[E_{1, n-1, e(n-1)+f(n-1)}]_q. \tag{5.30}$$

The elements $X_i$ and $Y$ below will play a key role in intermediate steps of the computation.

$$X_i := [G_{i-1,(i,i-1)}_e, \ldots, G_{i,(i,i)}_e]_q$$

$$Y := [G_{n+m-2,(i,i+m-2)}_e, \ldots, G_{n,(i,n)}_e]_q.$$

Since the shifts in the elements defining $X_i$ and $Y$ are entirely contained in $f(E)$ and $f(F)$, respectively, one can compute the effect of $\alpha$ on $X_i$ and $Y$ as follows:

$$\alpha(X_i) = [E_{i-1, (i,i-1)_e}, \ldots, E_{1, (1,1)}_e]_q \tag{5.31}$$

$$\alpha(Y) = [F_{n+m-2, (n,n+m-2)}_f, \ldots, F_{n,(n,n)}_f]_q$$

$$= \sigma^{-(n-1)} [E_{n-1, (i,i+m-1)}_e, \ldots, E_{n,(n,n)}_e]_q$$

$$= \sigma^{(n-f(n-1))} F_{n-1,1} \tag{5.27}$$

$$= \sigma^{-1} E_{n,0}. \tag{5.18} \tag{5.32}$$
We now simplify the right-hand side of the equation (5.30) before applying \( \alpha \). Observe that the right-hand side can be written as

\[
\begin{align*}
&= [G_{i-1}, (i,i-1)_g, \ldots, G_{n,(i,n)_g}]_q \\
&= \sigma^{(i,n)} [G_{i-1}, (n,i-1)_g, \ldots, G_{n,(n,n)_g}]_q \\
&= \sigma^{(i,n)} [G_{i-1}, (i,i-1)_g, \ldots, G_{1,(n,1)_g}, G_{n+m-2,(n,n+m-2)_g}, \ldots, G_{n,(n,n)_g}]_q \\
&= \sigma^{(i,n)} [\sigma^{(n,1)} X_i, Y]_q \\
&= \sigma^{(i,n)} [\sigma^{(n-1)+(n,1)} X_i, Y]_q.
\end{align*}
\]  

(5.21)

Using (5.31) and (5.32), one can compute \( \alpha \) applied to the right-hand side of the equation (5.30)

\[
\alpha(\sigma^{(i,n)} [\sigma^{(n-1)+(n,1)} X_i, Y]_q) = \sigma^{(i,n)} [\sigma^{(n-1)+(n,1)} \alpha(X_i), \sigma^{(n-1)} E_{n,0}]_q
\]

\[
= \sigma^{(i,n)} + \sigma^{(n-1)} [E_{i-1}, (n,i-1)_{e}, \ldots, E_{1,(n,1)_{e}}, E_{n,(n,n)_{e}}]_q
\]

\[
= \sigma^{(i,n)} E_{i-1}, (n,i-1)_{e}, \ldots, E_{n,(n,n)_{e}}]_q
\]

(5.21)

\[
= [E_{i-1}, (i,i-1)_{e}, \ldots, E_{n,(i,n)_{e}}]_q
\]

\[
= \sigma E_{n-i-1}, (n-n-1)_{e}, \ldots, E_{i,(i,i)_{e}}]_q.
\]  

(5.29)

The last line above is the left-hand side of the equation (5.30).

This completes the proof of Theorem 5.23.

### 5.3.1. Associativity of gluing

When a collection of disks is glued to form a larger disk, an iterated \( \otimes \)-product of algebras \( f(D^2_i, \Lambda_{n_i}) \) must be performed. The next proposition shows that the result is independent of the order in which the \( \otimes \)-products are performed.

**Proposition 5.28.** Suppose that \((D^2_1, \Lambda_{n_1}) \sqcup_{i_1,j_1} (D^2_2, \Lambda_{n_2}) \sqcup_{i_2,j_2} (D^2_3, \Lambda_{n_3})\) is a gluing of three disks and set \( f_i = f(D^2_i, \Lambda_{n_i}) \). Then there are isomorphisms

\[
a_{1,2,3 : (f_1 \otimes_{i_1,j_1} f_2) \otimes_{i_2,j_2} f_3 \sim f_1 \otimes_{i_1,j_1}(f_2 \otimes_{i_2,j_2} f_3).}
\]

For any gluing of four disks, the following pentagon diagram commutes:

\[
\begin{array}{c}
(f_1 \otimes f_2) \otimes (f_3 \otimes f_4) \\
((f_1 \otimes f_2) \otimes f_3) \otimes f_4 \\
(f_1 \otimes (f_2 \otimes f_3)) \otimes f_4 \\
(f_1 \otimes (f_2 \otimes (f_3 \otimes f_4))) \\
\end{array}
\]

\[
\rightarrow \\
\rightarrow
\]

\[
\rightarrow
\]
Proof. The algebras \((f_1 \otimes f_2) \otimes f_3\) and \(f_1 \otimes (f_2 \otimes f_3)\) are isomorphic to the algebra \(f_1 \otimes f_2 \otimes f_3\) with generators \(\mathbb{Z}(\Lambda_{n_1} \cup \Lambda_{n_2} \cup \Lambda_{n_3})\) subject to relations (R1), (R2) and (R3). The map \(a_{1,2,3}\) is given by composing one isomorphism with the inverse of the other.

The commutativity of the pentagon diagram follows from the observation that each vertex is isomorphic to the algebra with generators \(\mathbb{Z}(\Lambda_{n_1} \cup \Lambda_{n_2} \cup \Lambda_{n_3})\) and these isomorphisms commute with the maps forming the boundary of the pentagon. \(\square\)

5.4. The Hall algebra of the disk

Here the gluing theorem from the previous section is used to define an algebra \(f(D^2, A)\) associated to the Hall algebra of \(D^\pi \mathcal{F}(S, A)\).

Definition 5.29. Suppose that \((D^2, m)\) is a disk with \(m\) marked intervals equipped with grading \(\eta\) and \(A\) is a full arc system. By definition, the internal arcs of \(A\) cut the disk into a collection of disks, so

\[
(D^2, A) = (D_1^2, \Lambda_{m_1}) \sqcup \ell \ (D_2^2, \Lambda_{m_2}) \sqcup \ell \cdots \sqcup \ell (D_k^2, \Lambda_{m_k})
\]

with minimal arc systems equipped with foliation data \(h_k : \Lambda_{m_k} \to \mathbb{Z}\). The numbers \(m_k\) satisfy \(\sum_{k=1}^{\ell} m_k = m + 2p\), where \(p\) is the number of internal arcs in \(A\). Since the disk \((D^2, A)\) can be reassembled by gluing the \(k\) disks together, identifying the \(i_k\)th arc in \((D_k^2, \Lambda_{m_k})\) with the \(j_k\)th arc in \((D^2, \Lambda_{m_k+1})\), the gluing theorem allows us to construct the presentation of algebra \(f(D^2, A)\) associated to the arc system \(A\) as

\[
f(D^2, A) = f(D^2, \Lambda_{m_1}) \otimes_{i_1, j_1} f(D_2^2, \Lambda_{m_2}) \otimes_{i_2, j_2} \cdots \otimes_{i_{\ell-1}, j_{\ell-1}} f(D_\ell^2, \Lambda_{m_\ell}).
\]

Proposition 5.28 ensures that the algebra is independent of the order in which the products are taken.

The next proposition records that the algebras \(f(D^2, A)\) compute the Hall algebras of the Fukaya categories \(D^\pi \mathcal{F}(D^2, A)\).

Proposition 5.30. Suppose that \((D^2, m)\) is a graded disk with \(m\) marked intervals equipped with a full arc system \(A\). Then the map \(\kappa' : D^\pi \mathcal{F}(D^2, A) \to DHa(D^\pi \mathcal{F}(D^2, A))\) induces an isomorphism \(\tilde{\kappa}' : f(D^2, A) \simto DHa(D^\pi \mathcal{F}(D^2, A))\).

Proof. This follows from Theorem 5.16 and Corollary 5.4. \(\square\)

5.5. A conjectural presentation of composition subalgebras

The gluing construction in § 5.29 can be applied to an arbitrary marked surface. In some cases, the resulting algebra is not the composition subalgebra \(f(S, A)\). However, we conjecture that when the surface \((S, M)\) has enough marked intervals, the algebra obtained by gluing is the composition subalgebra. This constitutes a broad class of
surfaces. In particular, by adding marked intervals any surface can be refined to satisfy this criteria.

**Definition 5.31.** Suppose that \((S, M)\) is a graded marked surface and \(A\) is a full arc system. By definition, the internal arcs of \(A\) cut the surface into a collection of disks:

\[(S, A) = (D_1^2, \Lambda_{m_1}) \sqcup_{i_1,j_1} (D_2^2, \Lambda_{m_2}) \sqcup_{i_2,j_2} \cdots \sqcup_{i_{t-1},j_{t-1}} (D_t^2, \Lambda_{m_t}).\]

Since the surface \((S, A)\) can be reassembled by gluing the \(k\) disks together, identifying the \(i_k\)th arc in \(\Lambda_{m_k}\) with the \(j_k\)th arc in \(\Lambda_{m_{k+1}}\), the gluing theorem allows us to construct the presentation of the *naive algebra* \(n(S, A)\):

\[n(S, A) := f(D^2, \Lambda_{m_1}) \oplus_{i_1,j_1} f(D^2, \Lambda_{m_2}) \oplus_{i_2,j_2} \cdots \oplus_{i_{t-1},j_{t-1}} f(D^2, \Lambda_{m_t}).\]

In words, \(n(S, A)\) is the free product of the disk algebras \(f(D_k^2, \Lambda_{m_k})\) subject to the \((G1)\) relation that arcs \(a\) and \(a'\) which are equal in \(S\) are equal in \(n(S, A)\) and the \((G3)\) relation that arcs \(a\) and \(a'\) that do not end on the same marked interval commute in \(n(S, A)\).

**Definition 5.32.** The marked surface \((S, M)\) above is said to have *enough marked intervals* when, for each \(k\), the inclusion \(i_k : (D_k^2, M_k) \to (S, M)\) is injective on connected components.

\[(i_k)_* : \pi_0(M_k) \to \pi_0(M) \text{ is injective.} \tag{5.33}\]

When this criteria is satisfied, there is a map from the naive algebra to the composition subalgebra.

**Theorem 5.33.** Suppose that \((S, M)\) is a graded marked surface with a full arc system \(A\). If \((S, M)\) has enough marked intervals then there is a surjective map

\[\gamma : n(S, A) \to f(S, A).\]

**Proof.** The map \(\gamma\) is determined on generators by mapping each arc \(a \in A\) to \(a \in A\). Since this is so, if \(\gamma\) is a homomorphism then it is surjective.

Since \((S, M)\) has enough marked intervals, Corollary 5.11 implies that each map \(f(D_k, \Lambda_k) \to f(S, A)\) is a monomorphism. Since each such map factors through \(\gamma\) above, it suffices to check that the relations \((G1)\) and \((G3)\) from Definition 5.22 hold in \(f(S, A)\). The \((G1)\) relations hold because arcs which are equal in the gluing are equal in the surface by definition. The \((G3)\) relations hold because if \(X\) and \(Y\) are arcs in \(A\) which do not end on the same marked interval in \(M\) then

\[\text{Hom}^*(X, Y) = 0\] and \[\text{Hom}^*(Y, X) = 0\]

and so the equations for \(F^L_{X,Y}\) in Definition 2.5 show that \(X\) and \(Y\) commute in \(f(S, A)\). \(\square\)

Proposition 5.30 proves the following conjecture in the case that \(S\) is a disk.

**Conjecture 5.34.** If the surface \((S, M)\) has enough marked intervals then the map \(\gamma\) is an isomorphism.
This conjecture will be studied in future work by the authors [11].

**Example 5.35.** When the surface $S$ is an annulus $S^1 \times [0, 1]$ with two marked intervals on each boundary component, there is an arc system $A$ consisting of two boundary arcs $E_1, F_1$ and $E_3, F_3$ between each of the two marked intervals and two internal arcs $E_2 = F_4$ and $E_4 = F_2$. This is pictured below.

![Diagram of an annulus with marked intervals and arcs](image)

Cutting the annulus along the arc system produces two disks $(D^2_{1,4})$ and $(D^2_{2,4})$ with four marked intervals $\Lambda_4 = \{E_1, E_2, E_3, E_4\}$ and $\Lambda'_4 = \{F_1, F_2, F_3, F_4\}$. Since there are enough arcs, the conjecture above implies that the composition algebra $f(S, A)$ has a presentation generated by suspensions the arcs $E_{i,n} = \sigma^n E_i$ and $F_{j,m} = \sigma^m F_j$ for $1 \leq i, j \leq 4$ and $n, m \in \mathbb{Z}$ subject to the (G1) and (G3) relations:

\[
E_{2,n} = F_{4,n} \quad \text{and} \quad E_{4,n} = F_{2,n} \quad \text{for all } n \in \mathbb{Z},
\]

\[
[E_{2,n}, F_{2,m}]_1 = 0 \quad \text{and} \quad [F_{2,n}, E_{2,m}]_1 = 0 \quad \text{for all } n, m \in \mathbb{Z},
\]

as well as the relations which hold within each disk algebra $f(D^2_{1,4})$ and $f(D^2_{2,4})$, see Definition 5.13.

6. The HOMFLY-PT skein relation

Since the Fukaya–Hall algebra $F(S, M)$ of a finitary surface combines the composition subalgebras $f(S, A)$ of many different arc systems $A$, there is the possibility for relations between graded arcs $X$ and $Y$ which appear in different arc systems $A$ and $A'$. If there is an arc system in which $X$ and $Y$ are disjoint then $X$ and $Y$ must commute in the Fukaya–Hall algebra. When $X$ and $Y$ intersect at a point $p$, they cannot be contained in the same arc system and the purpose of this section is to establish Theorem 6.11, which shows that they must satisfy a commutation relation that is determined by the Lagrangian surgery at $p$. This relation is a graded version of the HOMFLY-PT skein relation, which is

\[
\begin{align*}
\begin{tikzpicture}
\draw[->, >=latex] (0,0) -- (0.5,0);
\draw[->, >=latex] (0.5,0) -- (1,0);
\end{tikzpicture} & - \begin{tikzpicture}
\draw[->, >=latex] (0,0) -- (0.5,0);
\draw[->, >=latex] (0.5,0) -- (1,0);
\end{tikzpicture} = (q - q^{-1})
\end{align*}
\]
This section consists of two parts. The first contains a direct computation in the algebra $f(D^2, \Lambda_4)$. In the second part, Proposition 6.8 shows that this computation can be written using intersection indices of graded curves. Theorem 6.11 leverages these materials together with the embedding criteria in Corollary 5.12 to show that this graded skein relation holds in the Fukaya–Hall algebras of arbitrary surfaces.

### 6.1. A local calculation

This section contains a local calculation in the disk algebra $f(D^2, \Lambda_4)$ which will be used by Theorem 6.11 to prove a graded skein relation on surfaces.

**Lemma 6.1.** In the disk algebra $f(D^2, \Lambda_4)$,

$$[X, \sigma^\ell Y]_1 = (q - q^{-1})\delta_{\ell,1}E_{2,1}E_{4, h(4)+h(1)} + (q^{-1} - q)\delta_{\ell,0}E_{1, h(1)}E_{3, 1-h(2)},$$

where $\ell \in \mathbb{Z}$, $\Lambda_4 = \{E_1, E_2, E_3, E_4\}$ are the boundary arcs,

$$X := [E_{2,1}, E_{1, h(1)}]_q \text{ and } Y := [E_{3, 1-h(2)}, E_{2,0}]_q.$$

**Proof.** In order to simplify the expression $[X, \sigma^\ell Y]_1 = [X, [E_{3, 1-h(2)+\ell}, E_{2,\ell}]_q]_1$, write the omni-Jacobi identity (OJ)[$a, a^{-1}, qa^{-1}$]:

$$[x, [y, z]_q]_1 = -a[z, [x, y]_{qa^{-1}}]_a - [y, [z, x]_{qa^{-1}}]_a.$$  

Applied to $[X, \sigma^\ell Y]$, this gives

$$[X, \sigma^\ell Y]_1 = -a[E_{2,\ell}, [X, E_{3, 1-h(2)+\ell}]_{qa^{-1}}]_a - [E_{3, 1-h(2)+\ell}, E_{2,\ell}, X]_{qa^{-1}}a.$$  

Recall that $p(\ell) = (-1)^\ell$. In what follows, the function $a = a(\ell)$ is defined as

$$a := \begin{cases} q^{1+p(\ell+1)} & \text{if } \ell \geq 1 \\ q^{1+p(\ell)} & \text{if } \ell < 1. \end{cases}$$

Let $P$ and $Q$ be the first and second summand of (6.2), respectively.

**Term $P$:** If $P = -a[E_{2,\ell}, P']_{a^{-1}}$ then the inner bracket $P'$ is

$$P' = [X, E_{3, 1-h(2)+\ell}]_{qa^{-1}} = \sigma^\ell[[E_{2,1-\ell}, E_{1, h(1)-\ell}]_q, E_{3,1-h(2)}]_{qa^{-1}} = \sigma^\ell[[E_{2,1-\ell}, E_{3,1-h(2)}]_{qa^{-1}}, E_{1, h(1)-\ell}]_q = -qa^{-1}\sigma^\ell[E_{3,1-h(2)}, E_{2,1-\ell}]_{q^{-1}a}, E_{1, h(1)-\ell}]_q = -qa^{-1}\sigma^\ell\sigma^{1-h(2)-\ell}[E_{3,\ell}, E_{2,h(2)}]_{q^{-1}a}, E_{1, h(1)-\ell}]_q.$$  

By (R2) and our choice of $a$ in (6.3), the inner bracket in this last expression is zero unless $\ell = 1$. If $\ell = 1$ then $a = q^2$, and in this case

$$P' = -q^{-1}\sigma^1\sigma^{-h(2)}[E_{3,1}, E_{2,h(2)}]_q, E_{1, h(1)-1}]_q = -q^{-1}\sigma^{-h(1)}[E_{3,2-h(h(1)-h(2)), E_{2,1-h(1)}, E_{1,0}]_q = -q^{-1}E_{4, h(4)+h(1)}.$$

**Term $Q$:** If $Q = -[E_{3, 1-h(2)+\ell}, E_{2,\ell}, X]_{qa^{-1}}a$ then the inner bracket $Q$ is

$$Q = -[E_{3, 1-h(2)+\ell}, E_{2,\ell}, X]_{qa^{-1}}a = -[E_{3, 1-h(2)+\ell}, E_{2,\ell}, X]_{qa^{-1}}a,$$

which will be used in (6.3).
Since $E_{2,1}$ and $E_{4, h(4)+h(1)-1}$ commute, this implies

$$P = (q - q^{-1})\delta_{\ell,1}E_{2,1}E_{4, h(4)+h(1)}. \quad (6.4)$$

**Term $Q$:** The cyclic equations in Lemma 5.15 include

$$X = [E_{2,1}, E_{1,h(1)}]_q = [E_{4, r(3)}, E_{3, r(2)}]_q = [E_{4, 2-h(2)-h(3)}, E_{3, 1-h(2)}]_q.$$ 

Now if $Q = -[E_{3,1-h(2)+\ell}, Q']_q$ then the innermost bracket $Q'$ is

$$Q' = [E_{2,\ell}, X]_{qa^{-1}}$$

$$= \sigma^\ell[E_{2,0}, [E_{4,2-h(2)-h(3)-\ell}, E_{3,1-h(2)-\ell}]_q]_{qa^{-1}}$$

$$= \sigma^\ell[E_{4,2-h(2)-h(3)-\ell}, E_{2,0}, E_{3,1-h(2)-\ell}]_q_{qa^{-1}}$$

$$= -qa^{-1}\sigma^\ell[E_{4,2-h(2)-h(3)-\ell}, [E_{3,1-h(2)-\ell}, E_{2,0}]_{q^{-1}a}]_q$$

$$= -qa^{-1}\sigma^\ell[E_{4,2-h(2)-h(3)-\ell}, \sigma^{-h(2)}[E_{3,1-h(2)-\ell}, E_{2,0}]_q]_{q^{-1}a}.$$ \hspace{1cm} (B2)

Set $j = 1 - \ell$. If $j > 1$ then $\ell < 0$ and $q^{-1}a = q^{-1}q^{1+p(\ell)} = q^{p(j+1)}$ so (R2) shows that the inner bracket vanishes. Similarly, if $j < 1$ then $\ell \geq 1$, so $q^{-1}a = q^{-1}q^{1+p(\ell+1)} = q^{p(j)}$ and (R2) again shows that the inner bracket vanishes. If $j = 1$ then $\ell = 0$ and $q^{-1}a = q$, and in this case

$$Q' = -q^{-1}[E_{4,2-h(2)-h(3)}, \sigma^{-2h(2)}[E_{3,1}, E_{2,0}]_q]$$

$$= -q^{-1}[E_{4,2-h(3)-h(2)}, E_{3,1-h(2)}, E_{2,0}]_q$$

$$= -q^{-1}E_{1,h(1)}. \quad \text{(R2)}$$

Lastly, since $E_{1,h(1)}$ and $E_{3,-h(2)}$ commute,

$$Q = q^{-1}[E_{3,1-h(2)}, Q']_q = (q^{-1} - q)\delta_{\ell,0}E_{1,h(1)}E_{3,1-h(2)}. \quad \square$$

**Remark 6.2.** Using the isomorphism in Theorem 5.16, the skein relations can be translated to the Hall algebra $DHA(A_{m-1})$, where they become

$$[z_{(a,c)}, z_{(b,d)}]_1 = (q - q^{-1})z_{(a,d), 0}z_{(b,c), 0},$$

$$[z_{(a,c)}, z_{(b,d)}]_1 = (q^{-1} - q)z_{(a,b), 1}z_{(c,d), 0},$$

$$[z_{(a,c)}, z_{(b,d)}]_1 = 0 \quad \text{when } |k| \geq 2.$$  

### 6.2. The graded HOMFLY-PT skein relation

The purpose of this section is to translate equation (6.1) into a relation which depends only on the intersection index $i_p(X, Y)$ of the two curves at the point $p$ of the intersection.

In order to write Lemma 6.1 entirely in terms of intersection indices, the lemmas below will use a number of explicit choices. This **standard form** makes all of the materials very concrete and down-to-earth.
**Definition 6.3.** A foliation of the disk \((D^2, 4)\), viewed as a subset of the plane, is in *standard form* when all of the lines are vertical. The illustration below depicts the basic setup.

The picture features boundary arcs \(E_i\), boundary paths \(a_i : E_i \to E_{i+1}\) and two internal arcs: a vertical arc \(X'\) and a horizontal arc \(Y'\). The foliation is in standard form: north–south and parallel to the arc \(X'\). The gradings of \(X'\), \(a_1\) and \(a_3\) are given by the trivial paths everywhere. The gradings of \(Y'\) and the boundary arcs \(E_i\) are given pointwise by the shortest counterclockwise path from the foliation \(\eta\) to the tangent vector to the curve. The intersection indices can be computed using equation (4.1):

\[
i(E_1, a_1) = 1, \quad i(E_2, a_1) = 1, \quad i(E_2, a_2) = 1, \quad i(E_3, a_2) = 0 \\
i(E_3, a_3) = 1, \quad i(E_4, a_3) = 1, \quad i(E_4, a_4) = 1, \quad i(E_1, a_4) = 0.
\]

The associated foliation data is as follows:

\[
e_0(1) = 0, \quad e_0(2) = 1, \quad e_0(3) = 0 \quad \text{and} \quad e_0(4) = 1. \quad (6.5)
\]

Before proceeding it is important to see why one can assume the foliation is in standard form without loss of generality. For each \(i \in \mathbb{Z}/4\), the suspension map

\[
\sigma_i(E_j) = \begin{cases} 
\sigma E_i & \text{if } i = j \\
E_j & \text{if } i \neq j
\end{cases}
\]

induces an equivalence \(\sigma_i : \mathcal{F}(D^2, \Lambda_4, h) \sim \mathcal{F}(D^2, \Lambda_4, \sigma_i h)\) where \(h : \Lambda_4 \to \mathbb{Z}\) is arbitrary foliation data and \(\sigma_i h\) is the suspended foliation data

\[
(\sigma_i h)(j) = \begin{cases} 
h(j) + 1 & \text{if } i = j + 1 \\
h(j) - 1 & \text{if } i = j \\
h(j) & \text{if } i \neq j, j + 1.
\end{cases}
\]

If \(h : \Lambda_4 \to \mathbb{Z}\) is arbitrary foliation data then the equation

\[h = \sigma_4^{1-h(4)} \sigma_3^{1-h(4)-h(3)} \sigma_2^{h(1)} e_0,
\]

together with the bijection between homotopy classes of foliations and foliation data [17] shows that, up to isomorphism, the foliation of \((D^2, 4)\) is in standard form.
**Notation 6.4.** If $X$ and $Y$ are curves and there is only one point of intersection $X \cap Y = \{p\}$ then the point $p$ will be dropped from notation. This is to say, $i(X, Y) = i_p(X, Y)$ and $X \# Y = X \#_p Y$ below. If $X$ and $Y$ are graded arcs whose endpoints share a marked interval then $i(X, Y) = |\gamma|$ will be used to denote the degree of the boundary path $\gamma$ between them, see Definition 4.2.

With the foliation in standard form, Lagrangian surgery is recalled, see [1, 17].

**Definition 6.5.** Suppose that $X$ and $Y$ are graded curves which intersect transversely at a point $p$ such that $i_p(X, Y) = 1$. Then there is a graded curve $X \#_p Y$ called the *Lagrangian surgery* or the *resolution* of $X$ and $Y$ at $p$.

The curve $X \#_p Y$ is obtained from $X \sqcup Y$ by removing a neighborhood of $p$ and connecting the endpoints. The choice of resolution is determined by the rule that if the intersection index satisfies $i_p(X, Y) = 1$ then the $X$ curve *turns right* as it approaches $p$ in the resolution. This condition on the intersection index ensures that the resolution has a canonical grading. If $i_p(X, Y) = 0$ then $i_p(Y, X) = 1$ and $X$ *turns left* in the resolution.

For an explicit example, let the foliation in the above diagram be vertical, grade $Y$ trivially, and grade $X$ with the shortest counterclockwise path from the foliation to the tangent line $\dot{X}$. Then the grading of $X \#_p Y$ is given by a continuous family of paths smoothly transitioning from the trivial path at the top of the pictured portion of $X \#_p Y$ to the counterclockwise rotation by $\pi/2$ on the rightmost part of the pictured portion.

The graded resolution is also defined for curves which intersect the same marked boundary interval.

For a boundary intersection of arcs $Y$ and $X$, with $X$ clockwise from $Y$, there is only one choice of resolution and it has a canonical grading only when $i_p(Y, X) = 1$.

The next two Lemmas use the choices above to identify $X'$ both as a resolution of $E_1$ and $E_2$ and as a commutator in the Hall algebra.

---

1This grading is continuous because the curve $X$ is never tangent to the foliation.
Before proceeding, recall that the shift $\sigma$ acts by $\sigma E_{i, k} = E_{i, k+1}$, or more generally, on a graded curve $c$ by pointwise composition of the path $\tilde{c}$ from $\eta$ to the tangent line $\check{c}$ with clockwise rotation by $\pi$.

**Lemma 6.6.** In the Hall algebra $\mathbf{F}(D^2, 4)$,

$$X' = [E_{2, 1}, E_{1, 0}]_q \quad \text{and} \quad Y' = [E_{3, 0}, E_{2, 0}]_q.$$  

**Proof.** The identity $X' = [E_{2, 1}, E_{1, 0}]_q$, must hold in the triangle

$$F_1 := E_1, \quad F_2 := E_2 \quad \text{and} \quad F_3 := X'$$  

which is contained in the standard form of the disk $(D^2, 4)$, see Definition 6.3. The foliation data is given by

$$f(1) = 0, \quad f(2) = 1 \quad \text{and} \quad f(3) = 0.$$  

Within this disk $(D^2, 3)$, Theorem 5.16 implies the convolution relation

$$F_{3, 1} = [F_{2, 2} - f(3) - f(1), F_{1, 1} - f(3)]_q = [F_{2, 2}, F_{1, 1}]_q.$$  

(6.7)

By Corollary 5.11, the inclusion of the triangle into the disk $(D^2, 4)$ induces a monomorphism determined on generators by equation (6.6). The image of the identity (6.7) under this map is $X' = [E_{2, 1}, E_{1, 0}]_q$ after shifting by $\sigma$. The proof that $Y' = [E_{3, 0}, E_{2, 0}]_q$ is similar and omitted. 

**Lemma 6.7.** The graded resolutions of $X'$ and $Y'$ are as follows.

$$Y' \# X' = E_3 \sqcup E_1 \quad \text{and} \quad \sigma Y' \# X' = \sigma E_2 \sqcup \sigma E_4.$$  

(6.8)

The proposition below combines the above results with the local computation in Lemma 6.1.

**Proposition 6.8.** In the Hall algebra $\mathbf{F}(D^2, 4)$, the curves $X'$ and $Y'$ satisfy the relation below.

$$[X', Y']_1 = \begin{cases} 
(q - q^{-1})X'\#Y' & \text{if } i(X', Y') = 1 \\
-(q - q^{-1})X'\#Y' & \text{if } i(X', Y') = 0 \\
0 & \text{otherwise.} 
\end{cases}$$  

(6.9)

**Proof.** Using the foliation data in standard form equation (6.5), Lemma 6.1 becomes

$$[X, \sigma^t Y]_1 = (q - q^{-1})\delta_{\ell, 1} E_{2, 1} E_{4, 1} - (q - q^{-1})\delta_{\ell, 0} E_{1, 0} E_{3, 0}.$$  

(6.10)

By Lemma 6.6, $X' = [E_{2, 1}, E_{1, 0}]_q$ and $Y' = [E_{3, 0}, E_{2, 0}]_q$ so that $X = X'$ and $Y = Y'$ by the assumptions of Lemma 6.1. Therefore $[X', Y']_1 = [X, \sigma^0 Y]_1 = -(q - q^{-1})E_{1, 0} E_{3, 0}$ using equation (6.10). On the other hand, $-(q - q^{-1})E_{1, 0} E_{3, 0} = -(q - q^{-1})Y' \# X'$ by Lemma 6.7. Since $i(X', Y') = 0$ in standard form, the second equation in (6.9) above must hold.

The rest of the argument is similar after suspending $Y'$ and using equation (4.2).
There is also boundary skein analogue of the proposition above.

**Corollary 6.9.** Suppose $X$ and $Y$ are graded arcs in a disk which intersect the same marked interval and that $X$ is clockwise from $Y$. Then in the algebra $F(D^2, m)$,

$$XY - q^{r(Y,X)} YX = \begin{cases} X#Y & \text{if } i(Y,X) = 1 \\ 0 & \text{if } i(Y,X) \neq 1 \end{cases}$$

(6.11)

where

$$r(Y, X) := \begin{cases} (-1)^{i(Y,X)} & \text{if } i(Y,X) \geq 1 \\ (-1)^{1+i(Y,X)} & \text{if } i(Y,X) < 1 \end{cases}$$

(6.12)

**Proof.** The details are the same as Proposition 6.8 above except the equations $X' = E_1\#\sigma E_2$ and $Y' = E_3\#E_2$ are used in place of Lemma 6.7. To see that they hold, one checks that $\iota(E_1, \sigma E_2) = 1$ and observes that the resolution in Definition 6.5 is isotopic to $X'$ as graded curves. □

**Remark 6.10.** We expect that the relations in Proposition 6.8 and Corollary 6.9 can be used to define a graded version of the HOMFLY-PT skein algebra, but we leave details to later work.

Having established the graded skein relation, equation (6.9), in the disk $(D^2, 4)$, the theorem below extends this result to an arbitrary finitary surface using the embedding criteria established earlier in §5.1.

**Theorem 6.11.** Suppose that $a$ and $b$ are graded arcs whose endpoints intersect four distinct marked intervals in a finitary marked surface $(S, M)$. If $a$ and $b$ intersect uniquely at a point $p$ and $i_p(a, b) = 1$ then the graded HOMFLY-PT skein relation

$$[a, b]_1 = (q - q^{-1})a#b$$

holds in the Fukaya–Hall algebra $F(S, M)$.

**Proof.** The regular neighborhood $N(a \cup b) \subset S$ of the union of the arcs $a$ and $b$ is a graded disk $(D^2, A_4)$. The four marked intervals of this disk contain the endpoints of $a$ and $b$. This observation determines an inclusion $\iota : (N(a \cup b), 4, A_4) \to (S, M, A)$ of marked surfaces where $A$ is any arc system containing the boundary arcs of $N(a \cup b)$. Since this map takes the four marked intervals of the disk to four distinct marked intervals of $M$, it induces an injection between the path components of the marked intervals. Corollary 5.12 implies that there is an associated monomorphism $\iota_* : F(N(a \cup b), 4) \to F(S, M)$. Proposition 6.8 above shows that the skein relation holds in the Hall algebra $F(N(a \cup b), 4)$ of the disk, so it must also hold in the Fukaya–Hall algebra $F(S, M)$ of the surface $S$. □
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Appendices

Appendix A relates the elements \( z_{(a,b),n} \in DH\alpha(A_{m-1}) \) to Lusztig’s PBW basis. Appendix B contains an index of notation, a summary of relations which hold among the elements \( z_{(a,b),n} \) and some remarks about \( q \)-commutators and \( q \)-Jacobi relations.

A. Relation to the PBW basis

Lusztig has defined a Poincaré–Birkhoff–Witt (PBW) basis of the quantum group \( U_v(\mathfrak{g}) \) using a braid group action on \( U_v(\mathfrak{g}) \) together with a choice of reduced expression for the longest word in the Weyl group (see [25]). In this section we recall an alternative description Brundan gave for this basis in type \( A \), for a particular choice of reduced expression (see [8, §3]). This description shows that in the interpretation of \( U_v(\mathfrak{sl}_m)^- \) as the (degree 0 part of the) Hall algebra of the Fukaya category of a disk, Lusztig’s PBW basis generators correspond to arcs between marked segments of the boundary. We show that the HOMFLY skein relations in the Hall algebra of the Fukaya category of the disk allow Lusztig’s PBW generators to be reordered, which gives a simple presentation for \( U_v(\mathfrak{sl}_m)^- \). Some of these relations have appeared in the literature before (see [8, 31]), but we include them since they have a nice interpretation in terms of the Fukaya category, and since they look particularly simple in the present notation.

Brundan uses the following notation for the quantum group \( U_v(\mathfrak{sl}_m)^- \): it is generated by elements \( F_i \) for \( 1 \leq i \leq m \), with the relations

\[
F_i^2 F_j - (v + v^{-1}) F_i F_j F_i + F_j F_i^2 = 0 \quad \text{if } |i - j| = 1,
F_j F_i = F_i F_j \quad \text{if } |i - j| \geq 2.
\]

We now recall Brundan’s characterization of Lusztig’s PBW generators.

Lemma A.1 [8, Lemma 3.5]. Let \( F_{i,j} \) (for \( 1 \leq i < j \leq m \)) be Lusztig’s PBW generators, and rescale them by \( F_{i,j} := v^{1-j+i} F'_{i,j} \). Then the \( F_{i,j} \) are uniquely characterized by the identities

\[
F_{i,i+1} = F_i
F_{i,j} = [F_{i+1,j}, F_i]_{v^{-1}} \quad \text{for } 1 \leq i < j - 1 < m
\]

Remark A.2. Three remarks are in order here.

1. For brevity we have suppressed the choice of reduced word needed in the above statement (for details see [8, §3]).
2. Lusztig’s braid group action does not preserve the subalgebra \( U_v(\mathfrak{sl}_m)^- \subset U_v(\mathfrak{sl}_m) \). It is a nontrivial part of the above lemma that the elements \( F_{i,j} \) actually are contained in the subalgebra \( U_v(\mathfrak{sl}_m)^- \), even though they are originally defined in terms of the braid group action.
3. We have rescaled Lusztig’s PBW generators to simplify the powers of \( v \) in the relations they satisfy.
Proposition A.3 [24, 4.5]. The set
\[ \left\{ \prod_{1 \leq i < j \leq m} F_{i,j}^{N(i,j)} \mid N(i,j) \in \mathbb{N} \right\} \]
is a basis for \( U_v(\mathfrak{sl}_m)^- \) over \( \mathbb{Z}[v, v^{-1}] \). (The order of the terms of the product is the lexicographic order: \((i, j) < (i', j')\) if \( i < i' \) or if \( i = i' \) and \( j < j' \).)

We now show that the HOMFLY-PT skein relations give a PBW presentation of \( U_q(\mathfrak{sl}_m)^- \) in terms of the generators \( F_{i,j} \). In other words, these relations allow arbitrary products of the \( F_{i,j} \) to be reordered lexicographically in an obvious way. The first relation is the HOMFLY-PT skein relation in the interior of the disk, and the last three are the boundary skein relations.

Lemma A.4. The algebra \( U_q(\mathfrak{sl}_m)^- \) has a presentation with generators \( F_{i,j} \) for \( 1 \leq i < j \leq m \) and the following relations for \( a < b < c < d \):

\[
\begin{align*}
[F_{a,c}, F_{b,d}]_1 &= (v^{-1} - v)F_{a,d}F_{b,c} \\
[F_{a,b}, F_{c,d}]_1 &= 0 \\
[F_{a,d}, F_{b,c}]_1 &= 0 \\
[F_{b,c}, F_{a,b}]_{v^{-1}} &= F_{a,c} \\
[F_{a,c}, F_{b,c}]_{v^{-1}} &= 0 \\
[F_{a,c}, F_{a,b}]_{v^{-1}} &= 0
\end{align*}
\]

Proof. We only sketch the proof since most of the relations have appeared previously. To prove the listed relations we use the map \( \varphi : U_v(\mathfrak{sl}_m)^- \to \text{DHa}(A_m) \) defined by
\[
\varphi(v) = q^{-1}, \quad \varphi(F_i) = z_{i,0}.
\]
It is easy to see that \( \varphi \) is injective, and from Lemma A.1 and Proposition 3.5, it follows that
\[
\varphi(F_{i,j}) = z_{(i,j),0}.
\]
Relation (A 1) is the first relation in Remark 6.2, and relations (A 2) and (A 3) follow from the fact that disjoint arcs in the Fukaya category commute in the Hall algebra. Relation (A 4) is Proposition 3.5 (or Lemma A.1), and relations (A 5) and (A 6) can be proved using straightforward modifications of arguments in Theorem 3.6.

Let \( U \) be the quotient of the free algebra on the \( F_{i,j} \) modulo the listed relations. So far we showed that there is an algebra map \( \varphi : U \to U_v(\mathfrak{sl}_m) \). The listed relations show that any product of the \( F_{i,j} \) can be written as a linear combination of products of the \( F_{i,j} \) in lexicographical order. Proposition A.3 shows that (images under \( \varphi \) of) these products form a basis of \( U_v(\mathfrak{sl}_m) \), so \( \varphi \) bijects a spanning set to a basis and is therefore an isomorphism.

Remark A.5. Alternatively, one can use Ringel’s theorem to produce an identification between the PBW basis elements and the generators \( z_{(a,b),0} \). The Hall algebra elements \( z_{(a,b),0} \) are precisely those associated to indecomposable modules in the abelian category \( \text{Rep}_{F_q}(A_{m-1}) \).
B. Notation and Miscellanea

Glossary of notation

#_p Definition 6.5
⊗_i,j Definition 5.22
⟨j, k⟩c Notation 5.24
⟨k⟩, ⟨k⟩h Equation (4.4)
∪_i,j Definition 5.21
|γ| Definition 4.2
[a_n, . . . , a_1]_q Definition 3.1
a_{1,2,3} Proposition 5.28
arc see (I, c, ¯c), I = [0, 1]
arc system §4.1.2
α Theorem 5.23
α_{A', A} sheaf map, Corollary 5.4
A arc system, §4.1.2
A_{m-1} Remark 2.12
boundary arc §4.1.2
boundary path Definition 4.2
β Theorem 5.23
β_{A, A'} sheaf map, Corollary 5.4
C A∞-category, Definition 4.1
disk sequence Definition 4.2
(D^2, m) See §4.3
D( C) Definition 4.8
D( F(S, A)) Definition 4.2 & Definition 4.8
DH Theorem 2.6
DH Definition 2.8
DH(A_{m-1}) Remark 2.12
DH(Q) equation (2.2)
e Equations (5.14) & (5.20)
e_0 foliation data for standard form, (6.5)
η grading, §4.1.1
E_i, E_{i,n} Notation 4.12
f Equations (5.14) & (5.20)
f(S, A) composition subalgebra, Definition 5.1
foliation data Notation 4.12
full arc system §4.1.2
ϕ Proof of Theorem 5.16
ϕ, ϕ_i Proposition 4.15
F free algebra
F_L Definition 2.5
F(S, M) Fukaya–Hall algebra, Definition 5.6
F(S, A) Fukaya category, Definition 4.2
g Equations (5.14) & (5.20)
grading §4.1.1
h : Λ → Z Notation 4.12
H0(C) Definition 4.5
Hom(X, L)_Y Notation 2.4
i_p(c, d) intersection index, §4.1.1
internal arc §4.1.2
I 1-manifold, §4.1.1
I vertices, §2.2
Arc relations. The table below summarizes the key results of Section 3. In each case there are elements \( z_{(a,b),n} \in \text{DHa}(A_{m-1}) \), see Definition 3.4, and the endpoints of the elements are always in alphabetical order: \( 1 \leq a < b < c < d \leq m \).

\[
\begin{align*}
\text{(S0)} & \quad [z_{(b,c),n}, z_{(a,b),n}]_q = z_{(a,c),n} \\
\text{(S1)} & \quad [z_{(a,c),n}, z_{(b,c),n-1}]_q = z_{(a,b),n} \\
\text{(S1')} & \quad [z_{(a,b),n+1}, z_{(a,c),n}]_q = z_{(b,c),n} \\
\text{(S2)} & \quad [z_{(a,b),n}, z_{(c,d),n-1}]_1 = 0 \\
\text{(S3)} & \quad [z_{(a,b),n}, z_{(c,d),k}]_1 = 0 \\
\text{(S4)} & \quad [z_{(a,b),n}, z_{(a,b),n+k}]_{q^{2(-1)^k}} = \delta_{k,1} q^{-1}/(q^2 - 1)
\end{align*}
\]

Finger relation

Boundary skein relation 1

Boundary skein relation 1’

Interwoven commutativity

Distant commutativity

Self-skein relation

q-Analogues of the Lie bracket and Lemmas. If \( A \) is a \( \mathbb{Z}[q] \)-algebra and \( x, y \in A \) then the \( q \)-analogue of the Lie bracket \( [x, y]_q \in A \) is defined by the equation below.

\[
[x, y]_q := xy - qyx.
\]

This \( q \)-commutator satisfies a number of elementary algebraic identities which are used throughout the paper above.

**Proposition B.1.** The \( q \)-analogue of the Lie bracket satisfies the two algebraic identities below.

\(\text{(AS) } q \text{-anti-symmetry:}\)

\[
[x, y]_q = -q[y, x]_{q^{-1}}.
\]
(OJ) omni-Jacobi:

\[ [x, [y, z]]_{ac} = a[z, [x, y]_{abc}]_{ab} + ab[y, [z, x]_{ca}]_{b} = 0 \quad \text{where } a, b, c \in \mathbb{Q}(q). \]

All instances of anti-commuting brackets and Jacobi relations in this paper can be derived from the equations above. Below we introduce a shorthand notation for the application of the omni-Jacobi relation.

**Notation B.2.** Within the body of a proof the shorthand \((OJ)[u, v, w]\) will be used to denote the relation obtained from the omni-Jacobi relation after performing the substitution \(a = u, b = v\) and \(c = w\). For example, \((OJ)[1, 1, q]\) is the equation

\[ [x, [y, z]]_{q} + [z, [x, y]]_{1} + [y, [z, x]]_{1} = 0. \]

The \(q\)-Jacobi relation will sometimes be used in the shortened form featured below.

**Lemma B.3.** If \(A\) is a \(\mathbb{Z}[q]\)-algebra then the following identities hold:

\[ [[x, y]_f, z]_g = [[x, z]_g, y]_f \quad \text{if } [y, z]_1 = 0 \quad \text{(B 1)} \]
\[ [x, [y, z]]_f = [y, [x, z]]_f \quad \text{if } [x, y]_1 = 0 \quad \text{(B 2)} \]
\[ [x, [y, z]]_f = [[x, y]_g, z]_f \quad \text{if } [x, z]_1 = 0. \quad \text{(B 3)} \]

**Proof.** The arguments for these identities are essentially identical so we only include the proof of equation (B 2), which follows from the omni-Jacobi relation \((OJ)[f g, f^{-1}, g^{-1}]\),

\[ [x, [y, z]]_g = f g[z, [x, y]]_1 f^{-1} g^{-1} - \beta[y, [z, x]]_{g^{-1}} f \]

\[ = 0 + [y, [x, z]]_g f. \]

The lemma below states that if the elements of two words in an algebra individually \(q\)-commute then the two words must \(q\)-commute.

**Lemma B.4.** Suppose that \(A\) is a \(\mathbb{Z}[q]\)-algebra and two elements: \(x = x_1 x_2 \cdots x_m, y = y_1 y_2 \cdots y_n\) satisfy \([x_i, y_j]_{a_{ij}} = 0\) for \(1 \leq i \leq m\) and \(1 \leq j \leq n\). Then \([x, y]_\rho = 0\) where \(\rho = \prod_{i,j} a_{ij}\).

**Proof.** By assumption one can move each term in \(y\) past each term in \(x\) at the expense of multiplying by a factor of \(a_{ij}\). Commuting all of the \(y\) terms past all of the \(x\) terms gives a product \(\rho\) of all \(a_{ij}\).
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