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Software bloat is code that is packaged in an application but is actually not necessary to run the application. The presence of software bloat is an issue for security, performance, and for maintenance. In this article, we introduce a novel technique for debloating, which we call coverage-based debloating. We implement the technique for one single language: Java bytecode. We leverage a combination of state-of-the-art Java bytecode coverage tools to precisely capture what parts of a project and its dependencies are used when running with a specific workload. Then, we automatically remove the parts that are not covered, in order to generate a debloated version of the project. We succeed to debloat 211 library versions from a dataset of 94 unique open-source Java libraries. The debloated versions are syntactically correct and preserve their original behaviour according to the workload. Our results indicate that 68.3% of the libraries’ bytecode and 20.3% of their total dependencies can be removed through coverage-based debloating.

For the first time in the literature on software debloating, we assess the utility of debloated libraries with respect to client applications that reuse them. We select 988 client projects that either have a direct reference to the debloated library in their source code or which test suite covers at least one class of the libraries that we debloat. Our results show that 81.5% of the clients, with at least one test that uses the library, successfully compile and pass their test suite when the original library is replaced by its debloated version.
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1 INTRODUCTION
Software systems have a natural tendency to grow in size and complexity over time [18, 22, 43, 56]. A part of this growth comes with new features or bug fixes, while another part is due to useless code that accumulates over time. This phenomenon, known as software bloat, increases when...
building on top of software frameworks [3, 30, 44], as well as with code reuse [17, 50, 62]. Software debloating consists of automatically removing unnecessary code [19]. Automatic debloating poses several challenges: determine the location of the bloated parts [11, 42, 46], and remove these parts while preserving the original behavior and providing useful features. The problem of safely debloating real-world applications remains a long-standing software engineering endeavor today.

Most state-of-the-art debloating techniques target this problem using static analysis [26, 46, 49, 54] because it is scalable. Yet, the results lack precision in the presence of dynamic language features, which are prevalent in modern programming languages, and commonly used in practice [51]. Dynamic program analysis techniques outperform static approaches through the runtime collection of program usage information [11, 42]. However, capturing complete and precise dynamic usage information for debloating is challenging, especially at scale.

In this article, we introduce coverage-based debloating for Java bytecode. Our new approach, implemented in the Java Deblower (JDBL) tool, handles the challenge of capturing precise dynamic usage by leveraging the industry-standard dynamic analysis techniques implemented in software coverage tools. Based on this information, JDBL automatically transforms the bytecode of the compiled project to remove the bloated code. JDBL validates the syntactic correctness of the debloated project, as well as its behavior. To do so, it rebuilds the debloated project with the same configuration as the original and re-executes the test suite to check that the behavior of the original project is preserved.

The key technical contribution of our work consists in collecting accurate code coverage to minimize the risks of generating an ill-formed debloated software artifact (i.e., debloating and packaging a software project for reuse). The loss of information in the compilation from source to bytecode, as well as the existence of software elements that are required but are not executed, are two essential challenges to precisely capturing the code that can be safely removed. Additionally, coverage tools do not handle third-party libraries, which is a primary source of software bloat [1, 50, 63]. In JDBL, we aggregate the coverage data collected by four coverage tools, to address those challenges. The tools implement complementary, custom heuristics to cover the corner cases. JDBL also extends the Maven build mechanism to collect coverage information for third-party libraries.

We evaluate JDBL by debloating 211 versions from a dataset of 395 versions of 94 unique open-source Java libraries. This represents a total of 10M+ lines of code analyzed, 103,032 classes, and 187 unique third-party dependencies. We assess the effectiveness of our technique to preserve both syntactic correctness and the original behavior of these libraries. We quantify the impact of coverage-based debloating on the libraries’ size at three granularity levels: number of removed methods, classes, and dependencies. JDBL finds that 60.1% of classes are bloated, and 20.3% of the third-party libraries can be completely removed. A comparison with JShrink [8], the state-of-the-art tool for Java debloating, indicates that JDBL achieves significantly larger reduction rates, while systematically preserving the original behavior.

For the first time in the literature of software debloating, we assess the usability of the debloated libraries with respect to actual usages, by building client programs that declare a dependency on these libraries. First, we check if the client program compiles correctly with the debloated library to assess binary compatibility. Then, we check if the program’s test suite still passes. We evaluate the utility of coverage-based debloating with respect to 988 programs that have at least one direct reference to the debloated library in their source code. For 81.5% of programs whose test suite covers at least one class of the library the test suite passes with the debloated libraries.

JDBL is a Java debloating tool that combines diverse coverage data sources with bytecode removal transformations. It validates the debloating results throughout the whole software build
pipeline. Unlike existing Java debloating techniques [8, 26, 28, 50, 54], our approach exploits the diversity of bytecode coverage tools to collect complete coverage information through the whole dependency tree. The complete automation of the debloating procedure and our more reliable approach for collecting usage information allows us to evaluate JDBL on the largest debloating dataset up to date. Moreover, this is the first work in the debloating literature that assesses the utility of the debloated libraries with respect to their clients. In summary, the contributions of this article are the following:

— A practical, automated bytecode debloating approach for Java artifacts based on the collection of complete coverage information from multiple sources.
— An open-source tool, JDBL, which executes throughout the Maven build pipeline and automatically generates debloated versions of Java artifacts.
— The largest empirical study on software debloating was performed with 211 debloated libraries and investigated code reduction at three granularity levels.
— The first assessment of the impact of debloated third-party libraries on their clients, with 988 clients of the libraries that JDBL successfully debloats.

2 MOTIVATING EXAMPLE

In this section, we illustrate the impact of software bloat in the context of a Java application with dependencies. Figure 1 shows the dependency tree of a typical Java project. JPROJECT implements a set of features and reuses functionalities provided by third-party dependencies. To illustrate the notion of software bloat, we focus on one specific functionality that JPROJECT reuses: parsing a configuration file located in the file system, provided by the commons-configuration2 library.¹

In our example, JPROJECT uses this library to read properties and json configuration files. However, commons-configuration2 supports additional file formats, which are not necessary for JPROJECT to run correctly, i.e., they are considered as bloat. Yet, all the classes of the library must be added to the classpath of JPROJECT, as well as all the runtime dependencies of the library. The green circles and red squared components in Figure 1 highlight this phenomenon: only the API members in green are necessary for the JPROJECT. All the code that belongs to the components in red, which includes all the functionalities for parsing other types of files than properties and

¹https://commons.apache.org/proper/commons-configuration2.
json, are bloat with respect to JProject. This represents a considerable amount of bytecode from commons-configuration2 that is included in JProject but is not needed. In addition, the dependency towards commons-configuration2, implies that JProject has to include the classes of a total of seven transitive dependencies in its classpath. Some classes in the dependency B are used to process the file formats used by JProject, and parsing json files requires functionalities from dependencies C and D. Notice that the classes in the dependencies E, F, G, and H, are not necessary for JProject.

This example illustrates the characteristics of Java projects: they are composed of a main module and import third-party dependencies. All the code of the main module, the dependencies, and the transitive dependencies is packaged in the project’s JAR. Also, the existence of disjoint execution paths makes Java projects susceptible to including unnecessary functionalities from third-party libraries.

In this article, we focus on debloating functionalities from compiled Java projects and their dependencies. This involves the detection and removal of the reachable bytecode instructions that do not provide any functionalities to the project at runtime, both in the project’s own classes and in the classes of its dependencies. The objective of this bytecode transformation is to reduce the size of the project while still providing the same functionalities to its clients.

This example illustrates the characteristics of Java projects: they are composed of a main module and import third-party dependencies. All the code of the main module, the dependencies, and the transitive dependencies is packaged in the project’s JAR. Also, the existence of disjoint execution paths makes Java projects susceptible to including unnecessary functionalities from third-party libraries.

In this article, we focus on debloating functionalities from compiled Java projects and their dependencies. This involves the detection and removal of the reachable bytecode instructions that do not provide any functionalities to the project at runtime, both in the project’s own classes and in the classes of its dependencies. The objective of this bytecode transformation is to reduce the size of the project while still providing the same functionalities to its clients.

The main challenge for software debloating is to obtain precise usage information of the application and identify which parts can be safely removed. In the next section, we describe our approach to overcome these challenges using code coverage. We motivate our approach and introduce the technical challenges. Then, we present the details of our technique.

3 COVERAGE-BASED DEBLOATING

Coverage-based debloating processes two inputs: a Java project, and coverage information collected when running a specific workload on the project. Our debloating technique removes the bytecode constructs that are not necessary to run the workload correctly. It produces a valid compiled Java project as output. The debloated artifact is executable and has the same behavior as the original, w.r.t. the workload.

Definition 1 (Coverage-based Debloating). Let $P$ be a program that contains a set of instructions $S_P$ and a workload that exercises a set $F_P$ of instructions, where $F_P \subseteq S_P$. The coverage-based debloating technique transforms $P$ into a syntactically correct program $P'$, where $|S_P| \leq |S_P'|$ and $P'$ preserve the same behavior as $P$ when executing the workload.

The collection of accurate coverage information is a critical task for coverage-based debloating. In the following section, we discuss some key challenges and limitations of current techniques to collect complete Java bytecode coverage information. Then, we introduce the solutions that we implement to address these technical challenges, which are part of our contributions.

3.1 Challenges of Collecting Accurate and Complete Coverage for Debloating

Java has a rich ecosystem of tools and algorithms to collect code coverage reports. These tools, which rely on bytecode transformations [61], perform the following three key steps: (i) the bytecode is enriched with probes at particular locations of the program’s control flow, depending on the granularity level of the coverage; (ii) the instrumented bytecode is executed in order to collect the information on which probes are activated at runtime; (iii) the activated regions of the bytecode are mapped with the source code, and a coverage report is given to the user.

Existing code coverage techniques are implemented in mature, robust, and scalable tools, which can serve as the foundation for coverage-based debloating. State-of-the-art tools for this purpose...
include JaCoCo, JCoV, and Clover. Yet, all of them have two essential limitations when used for debloating. First, different instrumentation strategies do not handle specific corner cases, while capturing the program’s execution [32]. For example, JaCoCo does not generate a complete coverage report for fields, methods that contain only one statement that triggers an exception, and the compiler-generated methods and classes for Java enumerations. Second, by default, these tools collect coverage only for the bytecode of a compiled project and do not instrument the bytecode of third-party libraries. In the following, we discuss the corner cases for accurate coverage in detail. In Section 3.2, we present our approach to address corner cases and collect coverage information across the whole dependency tree.

Collecting code coverage involves several challenges related to source code compilation and bytecode instrumentation. First, the bytecode instrumentation must be safe and efficient, i.e., it must not alter the functional behavior of the application and have a limited runtime overhead. Second, the instrumentation must generate a coverage report that is complete, i.e., all the bytecode that is necessary to execute the workload should be reported as covered. This latter challenge is the most critical for coverage-based debloating: a single class missed in the report means that a necessary piece of bytecode will be removed, leading to an incorrect debloated application.

Three factors affect the completeness of the coverage. First, no code coverage tool currently captures the coverage information across the whole dependency tree of a Java project. This limits the effect of debloating based on code coverage to the project’s sources only. Second, different tools have various instrumentation strategies to handle the variety of existing bytecode constructs [23]. Consequently, these tools provide different reports for the same build setup. Third, the Java compiler transforms the bytecode, causing information gaps between source and bytecode, e.g., by inlining constants or creating synthetic API members in certain situations [33, 52]. In this case, it is not possible for coverage tools to collect information missing in the original bytecode. The following examples illustrate five challenges that we identified:

**Challenge #1 Implicit Exceptions Thrown From Invoked Methods.** Listing 1 shows an example of an incorrect coverage report caused by a design limitation of JaCoCo. Both methods \texttt{m1} and \texttt{m2} are executed at runtime and both should be reported as covered. Yet, \texttt{m1} (lines 2–4) is missed by JaCoCo, while it is clear that, if we remove it, the test in class \texttt{FooTest} fails (lines 11–15). This is because the JaCoCo probe insertion strategy does not consider implicit exceptions thrown from invoked methods. These exceptions are subclasses of the classes \texttt{RuntimeException} and \texttt{Error}, and are expected to be thrown by the JVM itself at runtime. If the control flow between two probes is interrupted by an exception not explicitly created with a \texttt{throw} statement, all the instructions in between are missed by JaCoCo due to the non-existence of an instrumentation probe on the exit point of the method. In conclusion, JaCoCo misses one corner case for coverage: methods with a single-line invocation to other methods that throw exceptions.

**Challenge #2 Implicit Methods in Enumerated Types.** Listing 2 shows an example of incorrect coverage due to the inability of JaCoCo to account for implicit methods in enumerated types. \texttt{FooEnum} is a Java enumerated type declaring the string constant \texttt{MAGIC} with the value “forty two” (line 2). The test method in the class \texttt{FooEnumTest} asserts the value of the constant in line 14. However, the implicit method \texttt{valueOf} in \texttt{FooEnum} is not covered according to JaCoCo. The reason is that, in Java, every enumerated type implicitly extends the class \texttt{java.lang.Enum}, which...
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2https://www.eclemma.org/jacoco.
3https://github.com/openjdk/jcov.
4https://openclover.org.
5https://www.eclemma.org/jacoco/trunk/doc/flow.html.
6https://docs.oracle.com/javase/7/docs/api/java/lang/Enum.html.
implements the methods `Enum.values()` and `Enum.valueOf()`. These methods are generated by the compiler, at compile-time. Therefore, they are not instrumented by coverage tools, which degrades the overall completeness of the produced coverage report.

```java
public class Foo {
    public void m1() {
        m2();
    }
    public void m2() {
        throw new IllegalArgumentException();
    }
}
```

Listing 1: Example of an incomplete coverage report given by JaCoCo. The method `m1` is executed when running the method test in `FooTest`. However, this method is not considered as covered by JaCoCo.

```java
public enum FooEnum {
    MAGIC("forty two"),
    public final String label;
    FooEnum(String \label) { this.label = label; }
    public static <T extends Enum<T>>
    T valueOf(Class<T> enumType, String name)
    {...}
}
```

Listing 2: Example of an incomplete coverage result given by JaCoCo. The compiler-generated method `valueOf` in `FooEnum` is executed. However, this method is not instrumented and, therefore, is not reported as covered.

**Challenge #3 Java Compiler Optimizations.** Listing 3 illustrates an example that is incorrectly handled by all code coverage tools based on bytecode instrumentation. The variable `MAGIC`, initialized with a final static integer literal in line 2, is used in the `FooTest` class as `Foo.MAGIC` (line 8). Therefore, the class `Foo` is necessary for the correct compilation and execution of the test method in the `FooTest` class. However, the class `Foo` is not detected as covered by JaCoCo or any other code coverage tool based on bytecode instrumentation. The cause is a bytecode optimization implemented in the javac compiler, which inlines constants at compilation time. This is shown in Listing 4, which is the bytecode generated after compiling the sources of the `FooTest` class from Listing 3. As we observe in lines 4–5, the value of the constant `MAGIC` is directly substituted by its integer value, and hence the reference to the class `Foo` is lost during the compilation of the source code. Note that, if we remove the class `Foo`, the program will not compile correctly.

```java
class Foo{
    public static final int MAGIC = 42;
}
```

Listing 3: Example of an inaccurate coverage report. The class `Foo` is not considered covered by any coverage tool, since the primitive constant `MAGIC` is inlined with its actual integer value by the Java compiler at compilation time.

```java
public class org.example.FooTest {
    public void test() {
        Code:
        4  0: BIPUSH 42
        5  2: BIPUSH 42
        6  // Method
        JUNIT/FRAMEWORK/TESTCASE ASSERT_EQUALS([II]V
        7  4: INVOKESTATIC #3
        8  7: RETURN
        9 }
```

Listing 4: Excerpt of the disassembled bytecode of Listing 3. The Java compiler does not let any reference to the object `Foo` in the bytecode of the method test in class `FooTest`.

**Challenge #4 Java Interfaces.** In Listing 5, the class `Foo` implements the method `doMagic` of the interface `Magic` (lines 1–3). This class will not compile correctly if its interface is removed.
However, JaCoCo does not instrument non-static methods in interfaces because they have no executable instructions. Interfaces, exceptions, enumerations, and annotations are constructs of the Java language designed to facilitate software engineering tasks and most code coverage tools do not report them as covered.

**Challenge #5 Third-Party Dependencies.** Listing 6 presents an example of a used class from a third-party dependency that is not reported as covered by JaCoCo. The class Foo uses the method byteCountToDisplaySize from the class FileUtils (line 5). FileUtils is provided by the third-party dependency commons-io and imported in line 1. However, when executing JaCoCo, the classes from this third-party are not instrumented. This happens because JaCoCo is designed to cover only the project’s code.

3.2 Addressing Coverage Challenges for Debloating

This section describes our approach to tackle the bytecode coverage challenges presented in the previous section. The goal is to consolidate coverage information that can be used for debloating.

3.2.1 Aggregating Coverage Reports. We address the bytecode tracing challenges by aggregating the coverage reports produced by diverse coverage tools. The baseline coverage report is collected with JaCoCo. Then we consolidate this information as follows.

To handle the case of implicit exceptions, illustrated in Listing 1, we develop Yajta, a customized tracing agent for Java. Yajta adds a probe at the beginning of the methods, including the default constructor. Yajta is based on Javassist for bytecode instrumentation. To handle compiler-generated methods, illustrated in Listing 2, we include the reports of JCov. This pure Java implementation of code coverage is officially maintained by Oracle and used for measuring coverage in the Java platform (JDK). It maintains the version of Java which is currently under development and supports the processing of large volumes of heterogeneous workloads.

We leverage the JVM class loader to obtain the list of classes that are loaded dynamically and lead to errors discussed in Listing 3. The JVM dynamically links classes before executing

---

7https://github.com/castor-software/yajta.
8https://www.javassist.org.
them. The -verbose:class option of the JVM enables logging of class loading and unloading at runtime.

3.2.2 Keep All Necessary Bytecodes That Cannot Be Covered. The Java language contains specific constructs designed to achieve programming abstractions, e.g., interfaces, exceptions, enumerations, and annotations. These elements do not execute any program logic and cannot be instantiated. Therefore, they cannot be covered at runtime, and pure dynamic debloating cannot determine if they are a source of bloat. Yet, they are necessary for compilation.

To address this limitation, we always keep interfaces, enumeration types, exceptions, as well as static fields in the bytecode. This approach significantly improves the syntactic correctness of the debloated bytecode artifacts. Meanwhile, the impact on the size of the debloated code is minimal, due to the small size of such language constructs.

3.2.3 Capturing Coverage Across the Whole Dependency Tree. To effectively debloat a Java project, we need to analyze bytecode in the compiled project, as well as in its dependencies. To do so, we extend the coverage information provided by JaCoCo to the level of dependencies. This requires modifying the way JaCoCo interacts with Maven during the build.

We rely on the automated build infrastructure of Maven to compile the Java project and to resolve its dependencies. Maven provides dedicated plugins for fetching and storing all the dependencies of the project. Therefore, it is practical to rely on the Maven dependency management mechanisms, which are based on the pom.xml file that declares the direct dependencies of the project. These dependencies are JAR files hosted in external repositories (e.g., Maven Central [48]).

Only dependencies in the runtime and compile classpath are packaged by Maven at the end of the build process. Therefore, we focus on dependencies with these specific scopes. Once the dependencies have been downloaded, we compile the Java sources and unpack all the bytecode of the project and its dependencies into a local directory. Then, probes are injected at the beginning and end of all Java bytecode methods of the classes in this directory. This code instrumentation is performed offline, before the workload execution and coverage collection. At runtime, the coverage tool is notified when the execution hits an injected probe. This way, our coverage-based approach captures the covered classes and methods in all dependencies.

3.3 Coverage-Based Debloating Procedure

In this section, we present the details of JDBL, our end-to-end tool for automated coverage-based Java bytecode debloating. JDBL receives as input a Java project that builds correctly with Maven and a workload that exercises the project. JDBL outputs a debloated, packaged project that builds correctly and preserves the functionalities necessary to run that particular workload. The debloating procedure consists of three main phases. The coverage collection phase gathers usage information based on dynamic analysis. The bytecode removal phase modifies the bytecode of the artifact, based on coverage. The artifact validation phase assesses the correctness of the debloated artifact.

Algorithm 1 details the three subroutines, corresponding to each debloating phase. In the following subsections, we describe these phases in more detail.

3.3.1 Coverage Collection. JDBL collects a set of coverage reports that capture the set of dependencies, classes, and methods actually used during the execution of the Java project. The coverage collection phase receives two inputs: a compilable set of Java sources, and a workload, i.e., a collection of entry-points and resources necessary to execute the compiled sources. The workload can be a set of test cases or a reproducible production workload. The coverage collection

---

9https://repo.maven.apache.org/maven2.
ALGORITHM 1: Coverage-based debloating procedure for a Java project.

Input: A correct program $P$ that contains a set of source files $S$, and declares a set of dependencies $D$.

Input: A workload $W$ that exercises at least one functionality in $P$.

Output: A correct version of $P$, called $P'$, which is smaller than $P$ and contains the necessary code to execute $W$ and obtain the same results as with $P$.

// ➊ Coverage collection phase
1 $CP \leftarrow \text{compileSources}(S, P) \cup \text{getDependencies}(D, P)$;
2 $INST \leftarrow \text{instrument}(CP)$;
3 $USG \leftarrow \emptyset$;
4 foreach $w \in W$ do
5 execute($w, INST$);
6 foreach class $\in INST$ do
7 if isExecuted(class) then
8 $USG \leftarrow \text{addKey}(class, USG)$;
9 foreach method $\in$ class do
10 if isExecuted(method) then
11 $USG \leftarrow \text{addVal}(method, class, USG)$;

// ➋ Bytecode removal phase
12 foreach class $\in CP$ do
13 if class $\notin \text{keys}(USG)$ then
14 $CP \leftarrow CP \setminus \text{class}$;
15 else
16 foreach method $\in$ class do
17 if method $\notin \text{values}(\text{class}, USG)$ then
18 $CP \leftarrow CP \setminus \text{method}$;

// ➌ Artifact validation phase
19 $OBS \leftarrow \text{execute}(W, P)$;
20 if $\text{buildSuccess}(CP) \land \text{execute}(W, CP) \neq OBS$ then
21 return ALERT;
22 $P' \leftarrow \text{package}(CP)$;
23 return $P'$;

phase outputs the original, unmodified, bytecode and a set of coverage reports that account for the minimal set of classes and methods required to execute the workload.

Lines 1 to 11 in Algorithm 1 show this procedure. It starts with the compilation of the input project $P$, resolving all its direct and transitive dependencies $D$, and adding the bytecode to the classpath $CP$ of the project (line 1). Then, the whole bytecode contained in $CP$ (line 2) is instrumented, and a data store is initialized to collect the classes and methods used when executing the workload $W$ (line 3). JDBL executes the instrumented bytecode with $W$, and the classes and methods used are saved (lines 8 and 11). JDBL considers $W$ to be the complete test suite of a Maven project, where each $w \in W$ is an individual unit test executed by Maven.

3.3.2 ➋ Bytecode Removal. The goal of the bytecode removal phase is to eliminate the methods, classes, and dependencies that are not used when running the project with the workload $W$. This procedure is based on the coverage information collected during the coverage collection phase. The unused bytecode instructions are removed in two passes (lines 12–18 in Algorithm 1).
First, the unused class files and dependencies are directly removed from the classpath of the project (lines 14 and 18). Then, the procedure analyzes the bytecode of the classes that are covered. When it encounters a method that is not covered, the body of the method is replaced to throw an UnsupportedOperationException. We choose to throw an exception instead of removing the entire method to avoid JVM validation errors caused by the nonexistence of methods that are implementations of interfaces and abstract classes.

At the end of this phase, JDBL has removed the bloated methods, classes, and dependencies. A method is considered bloated if it is not invoked while running the workload. A class is considered bloated if it has not been instantiated or called via reflection and none of its fields or methods are used. A third-party dependency is considered bloated if none of its classes or methods are used when executing the project with a given workload.

3.3.3 Artifact Validation. The goal of the artifact validation phase is to assess the syntactic and semantic correctness of the debloated artifact with respect to the workload provided as input. This is how we detect errors introduced by the bytecode removal, before packaging the debloated JAR.

To assess syntactic correctness, we verify the integrity of the bytecode in the debloated version. This implies checking the validity of the bytecode that the JVM has to load at runtime, and also checking that no dependencies or other resources were incorrectly removed from the classpath of the Maven project. We reuse the Maven tool stack, which includes several validation checks at each step of the build process [34]. For example, Maven verifies the correctness of the pom.xml file, and the integrity of the produced JAR at the last step of the build life cycle. To assess semantic correctness, we check that the debloated project executes correctly with the workload.

Algorithm 1 (lines 19–23) details this last phase of coverage-based debloating. We run the original version of \( \mathcal{P} \) with the workload \( \mathcal{W} \), to collect the program’s original outputs in the variable \( \text{OBS} \) (line 19). Then, the algorithm performs two checks in line 20: (1) a syntactic check that passes if the build of the debloated program is successful; and (2) a behavioral check that passes if the debloated program produces the same output as \( \mathcal{P} \), with \( \mathcal{W} \). In other words, it treats \( \text{OBS} \) as an oracle to check that the debloated project preserves the behavior of \( \mathcal{P} \). Finally, the debloated artifact is packaged and returned in line 23.

3.3.4 Implementation Details. The core implementation of JDBL consists in the orchestration of mature code coverage tools and bytecode transformation techniques. The coverage-based debloating process is integrated into the different Maven building phases. We focus on Maven as it is one of the most widely adopted build automation tools for Java artifacts. It provides an open-source framework with the APIs required to resolve dependencies automatically and to orchestrate all the debloating phases during the project build.

JDBL gathers direct and transitive dependencies by using the maven-dependency\(^{11}\) plugin with the copy-dependencies goal. This allows us to manipulate the project’s classpath in order to extend code coverage tools at the level of dependencies, as explained in Section 3.2.3. For bytecode analysis, the collection of non-removable classes, and the whole bytecode removal phase, we rely on ASM\(^{12}\), a lightweight, and mature Java bytecode manipulation and analysis framework. The instrumentation of methods and the insertion of probes are performed by integrating JaCoCo, JCov, Yajta, and the JVM class loader within the Maven build pipeline, as described in Section 3.2.1.

\(^{10}\)In this work, we refer to Maven dependencies.

\(^{11}\)https://maven.apache.org/plugins/maven-dependency-plugin.

\(^{12}\)https://asm.ow2.io.
JDBL is implemented as a multi-module Maven project with a total of 5K lines of code written in Java. JDBL is designed to deblock single-module Maven projects. It can be used as a Maven plugin that executes during the package Maven phase. Thus, JDBL is designed with usability in mind: it can be easily invoked within the Maven build life-cycle and executed automatically, no additional configuration or further intervention from the user is needed. To use JDBL, developers only need to add the Maven plugin within the build tags of the pom.xml file. The source code of JDBL is publicly available on GitHub, with binaries published in Maven Central. More information on JDBL is available at https://github.com/castor-software/jdbl.

4 EMPIRICAL STUDY

In this section, we present our research questions, describe our experimental methodology, and the set of Java libraries utilized as study subjects.

4.1 Research Questions

To evaluate our coverage-based deblocking approach, we study its correctness, effectiveness, and impact. We assess the deblocking results through four different validation layers: compilation and testing of the debloated Java libraries, and compilation and testing of their clients. Our study is guided by the following research questions:

RQ1: To what extent can a generic, fully automated coverage-based debloating technique produce a debloated version of Java libraries?

RQ2: To what extent do the debloated library versions preserve their original behavior w.r.t. the debloating workload?

RQ3: How much bytecode is removed in the compiled libraries and their dependencies?

RQ4: What is the impact of using the coverage-based debloating approach on the size of the packaged artifacts?

RQ5: How does coverage-based debloating compare with the state-of-the-art of Java debloating regarding the size of the packaged artifacts and behavior preservation?

RQ6: To what extent do the clients of debloated libraries compile successfully?

RQ7: To what extent do the clients behave correctly when using a debloated library?

RQ1 and RQ2 focus on assessing the correctness of our approach. In RQ1, we assess the ability of JDBL at producing a valid debloated JAR for real-world Java projects. With RQ2, we analyze the behavioral correctness of the debloated artifacts.

RQ3, RQ4, and RQ5 investigate the effectiveness of our debloating procedure in producing a smaller artifact by removing the unnecessary bytecode. We measure this effectiveness with respect to the amount of deblocked methods, classes, and dependencies, as well as with the reduction of the size of the bundled JAR files.

RQ6 and RQ7, we go one step further than any previous work on software debloating and investigate how coverage-based debloating of Java libraries impacts the clients of these libraries. Our goal is to determine the ability of dynamic analysis via coverage at capturing the behaviors that are relevant for the users of the debloated libraries.

4.2 Data Collection

We have extracted a dataset of open-source Maven Java projects from GitHub, which we use to answer our research questions. We choose open-source projects because accessing closed-source software for research purposes is a difficult task. Moreover, the diversity of open-source software
allows us to determine if our coverage-based debloating approach generalizes to a vast and rich ecosystem of Java projects.

The dataset is divided into two parts: a set of libraries, i.e., Java projects that are declared as a dependency by other Java projects, and a set of clients, i.e., Java projects that use the libraries from the first set. The construction of this dataset is performed in five steps:

(1) We identify the 147,991 Java projects on GitHub that have at least five stars. We use the number of stars as an indicator of interest [7].

(2) We select the 34,560 (23.4 %) Maven projects that are single-module. We focus on single-module projects because they generate a single JAR. For this, we consider the projects that have a single Maven build configuration file (i.e., pom.xml).

(3) We ignore the projects that do not declare JUnit as a testing framework, and we exclude the projects that do not declare a fixed release, e.g., LAST-RELEASE, SNAPSHOT. We identify 155 (0.4 %) libraries, and 25,557 (73.9 %) clients that use 2,103 versions of the libraries.

(4) We identify the commit associated with the version of the libraries, e.g., commons-net:3.4 is defined in the commit SHA: 74a2282. For this step, we download all the revisions of the pom.xml files to identify the commit for which the release has been declared. We successfully identified the commit for 1,026/2,103 (48.8 %) versions of the libraries. 143/155 (92.3 %) libraries and 16,964/25,557 (66.4 %) clients are considered.

(5) We execute three times the test suite of all the library versions and all clients, as a sanity check to filter out libraries with flaky tests. We keep the libraries and clients that have at least one test and have all the tests passing: 94/143 (65.7 %) libraries, 395/1,026 (38.5 %) library versions, and 2,874/16,964 (16.9 %) clients passed this verification. From now on, we consider each library version as a unique library to improve the clarity of this article.

Table 1 summarizes the descriptive statistics of the dataset. The total class coverage of the libraries is computed based on the aggregation of the coverage reports of the tools presented in Section 3.2.1. The number of LOC and the coverage of the clients are computed with JaCoCo. In total, our dataset includes 395 Java libraries from 94 different repositories and 2,874 clients. The 395 libraries include 713,932 test cases that cover 80.83 % of the 10,831,394 LOC. One library in our dataset can generate fake Pokemons [13]. The clients have 211,116 test cases that cover 20.24 % of the 140,910,102 LOC. The dataset is described in detail in Durieux et al. [14].

### 4.3 Experimental Protocol

In this section, we introduce the experimental protocol that we use to answer our research questions. The goal is to examine the ability of JDBL to debloat Java projects configured to build with Maven.

For our experiments, we use the test suite of the projects as a workload. Test suites are widely available while obtaining a realistic workload for hundreds of libraries is extremely difficult.
Another motivation is to integrate JDBL in the build process and deploy the debloated version, which can then be directly used by the clients.

We experiment coverage-based debloating on 395 different versions of 94 libraries. An original step in our experimental protocol consists of further validating the utility of the debloated libraries with respect to their clients. This way, we check if coverage-based debloating preserves the elements that are required to compile and successfully run the test suites of the clients.

4.3.1 Coverage-based Debloating Execution. To run JDBL at scale, we created an execution framework that automates the execution of our experimental pipeline. The framework orchestrates the execution of JDBL and the collection of data to answer our research questions. As JDBL is implemented as a Maven plugin, most of the steps rely on the Maven build life cycle.

The execution of JDBL is composed of three main steps:

1. **Compile and test the original library.** We build the original library (i.e., using `mvn package`) to ensure that it builds correctly and that all its test cases pass. We configure the project to generate a JAR file that contains all the binaries of the project. This change of configuration may be in conflict with the original project build configuration and therefore fail in some scenarios. At the end of the execution of the test suite, a fat JAR file is produced, which contains the bytecode of the library and all its dependencies. We also store the reports concerning test execution and the corresponding logs. The data produced during this step is used as a reference for further comparison with respect to the debloated version of the library, in RQ1 and RQ2.

2. **Configure the library to run JDBL.** The second step injects JDBL as a plugin inside the Maven configuration (`pom.xml`) and resets the configuration of the `maven-surefire-plugin` for our experiments. This reset ensures that its original configuration is not in conflict with the execution of the coverage collection phase of JDBL. A manual configuration of JDBL could prevent this problem. Yet, we decided to standardize the execution for all the libraries in order to scale up and automate the evaluation.

3. **Execute JDBL.** The third of our experiment framework executes JDBL on the library, i.e., it runs `mvn package` with JDBL configured in the `pom.xml`. At the end of this step, we collect the report generated by JDBL with information about the debloated JAR (for RQ1, RQ3, and RQ4), the coverage report, and the test execution report (for RQ2).

The execution was performed on a workstation running Ubuntu Server with an i9-10900K CPU (16 cores) and 64 GB of RAM. We set a maximum timeout constraint of 1:00:00 per project, which allows scaling up our experiments without an excessive debloating time. It took 4 days, 8:39:09 to execute the complete JDBL experiment on our dataset, and 1 day, 10:55:04 to only debloat the libraries. Each debloating execution is performed inside a Docker image in order to eliminate any potential side effects. The Docker image that we used during our experiment is available on DockerHub: tdurieux/jdbl which uses JDBL commit SHA: c57396a. The execution framework is publicly available on GitHub [47], and the raw data obtained from the complete execution is available on Zenodo: 10.5281/zenodo.3975515. The JDBL execution framework is composed of 3K lines of Python code.

4.3.2 Debloating Correctness (RQ1 and RQ2). To answer RQ1 and RQ2, we run JDBL on each of the 395 versions of 94 libraries. RQ1 assesses the ability of JDBL to produce a debloated JAR file, i.e., to successfully build the debloated Maven project. For RQ2, we analyze whether the test suite of the library has the same behavior before and after debloating.

Figure 2 illustrates the pipeline of RQ1 and RQ2. First, we check that the library compiles correctly before the debloat. If it does, then we verify if JDBL has generated a JAR (RQ1). If no JAR...
file is generated, then the debloating is considered as failed and the library is excluded for the rest of the evaluation. The last step verifies that the test suite behaves the same before and after the bytecode removal phase. This approach is consistent with previous works [8, 41] in which existing tests are executed, and the results are used as a proxy for semantic preservation.

We compare the test execution reports produced during the first step of the JDBL execution (see Section 4.3.1) and the test report generated during the verification step of JDBL. We consider that the test suite has the same behavior on both versions if the number of executed tests is the same for both versions, and if the number of passing tests is also the same. The number of executed tests might vary between the two versions because we modify the maven-surefire-plugin configuration to run as default in order to standardize and scale our experiments. If the number of passing tests is not the same between the two reports, JDBL is considered as having failed and the libraries are excluded for the rest of the evaluation. We manually analyze the execution logs of the failing debloating executions to understand what happened.

4.3.3 Debloating Effectiveness (RQ3, RQ4, and RQ5). We assess the effectiveness of JDBL regarding two different aspects. The first aspect is related to code removal, checking the number of classes and methods that are debloated. The second aspect is the size on disk that JDBL allows saving by removing unnecessary parts of the libraries.

To answer RQ3, RQ4, and RQ5, we use the debloating reports of the original and debloated JAR files. These reports contain the list of all the methods and classes of the libraries (including the dependencies), and if the element was debloated or not. For RQ3, we compute the ratio of methods and classes that are debloated. For RQ4, we extract the original and debloated JAR, and we compare the size in bytes of all the extracted files. To answer RQ5, we compare the bytecode size reduction and the test results after debloating with JDBL and with JShrink. JShrink is the most recent tool for debloating Java bytecode applications using dynamic analysis. The source code of JShrink is publicly available, and its debloating capabilities for a benchmark of Java projects are presented in its companion research article [8].

For RQ3 and RQ4, we consider the 211 library versions that successfully pass the debloating correctness assessment. We separate the 141/211 (66.8%) libraries that do not have dependencies and the 70/211 (33.2%) libraries that have at least one dependency. We decided to do so because we observed that the libraries that have dependencies contain many more elements (bytecode and resources), which may negatively impact the analysis compared to libraries that do not have a dependency. For RQ5, we consider 17 Java projects in the original benchmark used to evaluate JShrink and compare JDBL against the debloating results reported in the JShrink article [8].

4.3.4 Debloating Impact on Clients (RQ6 and RQ7). In the two final research questions, we analyze the impact of debloating Java libraries on their clients. This analysis is relevant since we are debloating libraries that are mostly designed to be used by clients. This analysis also provides further information on the validity of this approach. As far as we know, this is the first time that a software debloating technique is validated with the clients of the debloated artifacts. We perform debloating validation from the clients’ side at two layers: client’s compilation and client’s testing.
For RQ6, we verify that the clients still compile when the original library is replaced by its debloated version. We check that JDBL does not remove classes or methods in libraries that are necessary for the compilation of their client. Figure 3(a) illustrates the pipeline for this research question. First, we check that the client \( C_P \) uses the library statically in the source code. To do so, we analyze the source code of the clients. If there is at least one element from the library present in the source code of a client, then we consider the library as statically used by the client. If the library is used, we inject the debloated library and build the client again. If the client successfully compiles, we conclude that JDBL debloated the library while preserving the useful parts of the code that are required for compilation.

A debloated library stored on a disk is of little use compared to a debloated library that provides the behavior expected by its clients. Therefore, with RQ7 we wish to determine if JDBL preserves the functionalities that are necessary for the clients. Figure 3(b) illustrates the pipeline for this research question. First, we execute the test suite of the client \( C_P \) with the original version of the library. We check that the library is covered by at least one test of the client. If this is true, we replace the library with the debloated version and execute the test suite again. If the test suite behaves the same as with the original library, we conclude that JDBL is able to preserve the functionalities that are relevant to the clients.

To ensure the validity of this protocol, we perform additional checks on the clients. All the clients have to use at least one of the 211 debloated libraries. We only consider the 988/1,354 (73.0 %) clients that either have a direct reference to the debloated library in their source code or which test suite covers at least one class of the library (static or dynamic usage). The 988 clients that statically use the library serve as the study subjects to answer RQ6. The 281/988 (28.4 %) clients that have at least a test that reaches the debloated library serve as the study subjects to answer RQ7.

5 RESULTS
We present our experimental results on the correctness, effectiveness, and impact of coverage-based debloating for automatically removing unnecessary bytecode from Java projects.

5.1 Debloating Correctness (RQ1 and RQ2)
In this section, we report on the successes and failures of JDBL to produce a correct debloated version of Java libraries.
5.1.1 RQ1. To what extent can a generic, fully automated coverage-based debloating technique produce a debloated version of Java libraries? In the first research question, we evaluate the ability of JDBL at performing automatic coverage-based debloating for the 395 libraries in our initial dataset. Here, we consider the debloating procedure to be successful if JDBL produces a valid debloated JAR file for a library. To reach this successful state, the project to be debloated must go through all the build phases of the Maven build life-cycle, i.e., compilation, testing, and packaging, according to the protocol described in Section 4.3.2.

Figure 4 shows a bar plot of the number of successfully debloated libraries. It also displays the number of cases where JDBL does not produce a debloated JAR file, due to failures in the build.

For the 395 libraries of our dataset, JDBL succeeds in producing a debloated JAR file for a total of 302 libraries and fails to debloat 93 libraries. Therefore, the overall debloating success rate of JDBL is 76.5%. When considering only the libraries that were originally compiled, JDBL succeeds in debloating 85.3% of the libraries. We manually identify and classify the causes of failures in four categories:

- **Not compiled.** As a sanity-check, we compile the project before injecting JDBL in its Maven build. The only modification consists in changing the pom.xml to request the generation of a JAR that contains the bytecode of the project, along with all its runtime dependencies. If this step fails, the project does not compile, and it is ignored for the rest of the evaluation.

- **Crash.** We run a second Maven build, with JDBL. This modifies the bytecode to remove unnecessary code. In certain situations, this procedure causes the build to stop at some phase and terminate abruptly, i.e., due to accessing invalid memory addresses, using an illegal opcode, or triggering an unhandled exception.

- **Time-out.** JDBL utilizes various coverage tools that instrument the bytecode of the project and its dependencies. This process induces an additional overhead in the Maven build process. Moreover, the incorrect instrumentation with at least one of the coverage tools may cause the test to enter into an infinite loop, e.g., due to blocking operations.

- **Validation error.** Maven includes dedicated plugins to check the integrity of the produced JAR file. JDBL alters the behavior of the project build by packaging the debloated JAR using the maven-assembly-plugin. Some other plugins may not be compatible with JDBL (e.g., when using customized assemblies), triggering validation errors during the build life-cycle. Moreover, we observe that for some libraries, the tests in the debloated JAR are not correctly executed due to particular library configurations in the maven-surefire-plugin.

We manually investigate the causes of the validation errors for the 10 libraries that fall into this category. We found that Maven fails to validate the execution of the tests, either due to errors when running the instrumented code to collect coverage or incompatibilities among plugins that exercise the instrumented version of the library. For example, in the case of org.apache.commons:collection:4.0, the MANIFEST.MF file is missing in the debloated JAR due to an incompatibility with
library plugins. Therefore, Maven fails to package the debloated bytecode. As another example, the Maven build of org.yaml:snakeyaml:1.17 fails because of Yajta’s instrumentation. This tool relies on Javassist for inserting probes in the bytecode. In this case, JDBL changes a class that was frozen by Javassist when it was loaded. Consequently, Javassist crashes because further changes in a frozen class are prohibited.

Answer to RQ1: JDBL successfully produces a debloated JAR file for 302 libraries in our dataset, which represents 85.3% of the libraries that compile correctly. This is the largest number of debloated subjects in the literature.

5.1.2 RQ2. To what extent do the debloated library versions preserve their original behavior w.r.t. the debloating workload? Our second research question evaluates the behavior of the debloated library with respect to its original version. This evaluation is based on the test suite of the project. We investigate if the code debloated by JDBL affects the results of the tests of the 302 libraries for which JDBL produces a valid JAR file. This behavioral correctness assessment corresponds to the last phase in the execution of JDBL.

Figure 5 summarizes the comparison between the test suite executed on the original and the debloated libraries. From the 302 successfully debloated, 211 (69.9%) preserve the original behavior (i.e., all the tests pass). In the case of 30 (9.9%) libraries, we observe at least one test failure. This high test success rate is a fundamental result to ensure that the debloated version of the artifact preserves the behavior of the library. A table with the full list of the 211 successfully debloated libraries that pass all the tests is available in the replication package of this article.

We excluded 61 (20.2%) libraries because the numbers of executed tests before and after the debloating did not match. This is due to changes in the tests’ configuration after injecting JDBL into the build of the libraries. We excluded those libraries since different numbers of test runs imply a different test-based specification for the original and the debloated version of the library. Consequently, the results of the tests do not provide a sound basis for behavioral comparison. The manual configuration of the libraries is a solution to handle this problem (expected usage of JDBL), yet it is impractical in our experiments because of the large number of libraries that we debloat.

In total, we execute 342,835 unique tests, from which 341,430 pass and 1,405 do not pass (973 fail, and 432 result in an error). This represents an overall behavior preservation ratio of 99.59%, considering the total number of tests. This result shows that our code-coverage debloating approach is able to capture most of the project behavior, as observed by the tests while removing the unnecessary bytecode.

---

14 https://www.javassist.org/tutorial/tutorial.html.
15 https://github.com/castor-software/jdbl-experiments/blob/master/list_of_libs_successfully_debloated_with_jdbl.md.
We investigate the causes of test failures in the 30 libraries that have at least one failure. To do so, we manually analyze the logs of the tests, as reported by Maven. We find the following five causes:

- **NoClassDefFound (NCDF):** JDBL mistakenly removes a necessary class.
- **TestAssertionFailure (TAF):** the asserting conditions in the test fail for multiple reasons, e.g., flaky tests, or test configuration errors.
- **UnsupportedOperationException (UOE):** JDBL mistakenly modifies the body of a necessary method, removing bytecode used by the test suite.
- **NullPointerException (NPE):** a necessary object is referenced before being instantiated.
- **Other:** The tests are failing for another reason than the ones previously mentioned.

Table 2 categorizes the test failures for the 30 libraries with at least one test that does not pass. They are sorted in descending order according to the percentage of tests that fail on the debloated version. The first column shows the name and version of the library. Columns 2–7 represent the five causes of test failure according to our manual analysis of the tests’ logs: TAF, UOE, NPE, NCDF, and Other. The column labeled as Other shows the number of test failures that we were not able to classify. The last column shows the percentage of tests that do not pass with respect to the total number of tests in each library. For example, `equalsverifier:3.4.1` has the largest number of test failures. After debloating, we observe 605 test failures out of 921 tests (283 TAF, 221 NCDF, and 1 Other). These test failures represent 65.7% of the total number of tests in `equalsverifier:3.4.1`. This is an exceptional case, as for most of the debloated libraries, the tests that do not pass represent less than 5% of the total.

The most common cause of test failure is NCDF (735), followed by TAF (592). We found that these two types of failures are related to each other: when the test uses a non-covered class, the log shows a NCDF, and the test assertion fails consequently. We notice that NCDF and UOE are directly related to the removal procedure during the debloating procedure, meaning that JDBL is removing necessary classes and methods, respectively. This occurs because there are some Java constructs that JDBL does not manage to cover dynamically, causing an incomplete debloating result, despite the union of information gathered from different coverage tools. Primitive constants, custom exceptions, and single-instruction methods are typical examples. These are ubiquitous components of the Java language, which are meant to support robust object-oriented software design, with little or no procedural logic. They are important for humans and they are useless for the machine to run the program. Consequently, they are not part of the executable code in the bytecode, and cannot be covered dynamically.

JDBL can generate a debloated program that breaks a few test cases. These cases reveal some limitations of JDBL concerning behavior preservation, i.e., it fails to cover some classes and methods, removing necessary bytecode. One of the explanations is that the coverage tools modify the bytecode of the libraries. Those modifications can cause some test failures. A failing test case stops the execution of the test and can introduce a truncated coverage report of the execution. Since some code is not executed after the failing assertion, some required classes or methods will not be covered and therefore debloated by JDBL. For example, in the `reflections` library, a library that provides a simplified reflection API, some tests verify the number of fields of a class extracted by the library. However, JaCoCo injects a field in each class, which will invalidate the asserts of reflections tests.

More generally, this reveals the remaining challenges of coverage-based debloating for real-world Java applications when using the test suite as a workload. For this study, handling these challenging cases to achieve 100% correctness requires significant engineering effort, providing only marginal insights. Therefore, we recommend always using our validation approach to be safe of semantic alterations when performing aggressive debloating transformations.

ACM Transactions on Software Engineering and Methodology, Vol. 32, No. 2, Article 38. Pub. date: March 2023.
Table 2. Classification of the Tests that Fail for the 30 Libraries that do Not Pass All the Tests

| Library                  | TAF | UOE | NPE | NCDF | Other |
|--------------------------|-----|-----|-----|------|-------|
| jai-imageio-core:1.3.1   | 3/3 | 3/3 |     |      |       |
| jai-imageio-core:1.3.0   | 3/3 |      |     |      |       |
| reflectasm:1.11.7        | 14/16 (87.5%) |     |      |      |       |
| equalsverifier:3.3       | 589/894 (65.9%) |     |      |      |       |
| equalsverifier:3.4.1     | 605/921 (65.7%) |     |      |      |       |
| spark:2.0.0              | 25/57 (43.9%) |     |      |      |       |
| logstash-logback-encoder:6.2 | 110/307 (35.8%) |     |      |      |       |
| reflections:0.9.9        | 3/63 (4.8%) |     |      |      |       |
| reflections:0.9.10       | 3/64 (4.7%) |     |      |      |       |
| reflections:0.9.12       | 3/66 (4.5%) |     |      |      |       |
| reflections:0.9.11       | 3/69 (4.3%) |     |      |      |       |
| commons-jexl:2.0.1       | 8/223 (3.6%) |     |      |      |       |
| commons-jexl:2.1.1       | 8/275 (2.9%) |     |      |      |       |
| jackson-dataformat-csv:2.7.3 | 3/129 (2.3%) |     |      |      |       |
| ssl-r-squid-bridge:2.7.0.377 | 1/43 (2.3%) |     |      |      |       |
| jline2:2.14.3            | 2/141 (1.4%) |     |      |      |       |
| jackson-annotations:2.7.5 | 1/77 (1.3%) |     |      |      |       |
| commons-bcel:6.0         | 1/103 (1.0%) |     |      |      |       |
| commons-bcel:6.2         | 1/107 (0.9%) |     |      |      |       |
| commons-compress:1.12    | 5/577 (0.9%) |     |      |      |       |
| commons-net:3.4          | 2/271 (0.7%) |     |      |      |       |
| commons-net:3.5          | 2/274 (0.7%) |     |      |      |       |
| jline2:2.13              | 1/141 (0.7%) |     |      |      |       |
| commons-net:3.6          | 2/283 (0.7%) |     |      |      |       |
| kryo-serializers:0.43    | 1/660 (0.2%) |     |      |      |       |
| jongo:1.3.0              | 1/551 (0.2%) |     |      |      |       |
| commons-codec:1.9        | 1/616 (0.2%) |     |      |      |       |
| commons-codec:1.10       | 1/662 (0.2%) |     |      |      |       |
| commons-codec:1.11       | 1/875 (0.1%) |     |      |      |       |
| commons-codec:1.12       | 1/903 (0.1%) |     |      |      |       |
| **Total**                | 592 | 11  | 735 | 61   | 1,405 |

We identified five causes of failures through the manual inspection of the Maven build testing logs: TestAssertionFailure (TAF), UnsupportedOperationException (UOE), NullPointerException (NPE), NoClassDefFound (NCDF), and other unknown causes (Other).

**Answer to RQ2:** JDBL automatically generates a debloated JAR that preserves the original behavior of 211 (69.9%) libraries. A total of 341,430 (99.59%) tests pass on 241 libraries. This behavioral assessment of coverage-based debloating demonstrates that JDBL preserves a large majority of the libraries’ behavior, which is essential to meet the expectations of the libraries’ users.

5.2 Debloating Effectiveness (RQ3, RQ4, and RQ5)

In this section, we report on the effects of debloating Java libraries with JDBL in terms of bytecode size reduction.
5.2.1 RQ3. How much bytecode is removed in the compiled libraries and their dependencies?

To answer our third research question, we compare the status (kept or removed) of dependencies, classes, and methods in the 211 libraries correctly debloated with JDBL. The goal is to evaluate the effectiveness of JDBL to remove these bytecode elements through coverage-based debloating.

Figure 6 shows area charts representing the distribution of kept and removed classes and methods in the 211 correctly debloated libraries. To analyze the impact of dependencies, we separate the libraries into two sets: the libraries that have no dependency (Figure 6(a) and (c)), and the libraries that have at least one dependency (Figure 6(b) and (d)). In each figure, the x-axis represents the libraries in the set, sorted in increasing order according to the number of removed classes, whereas the y-axis represents the percentage of classes (Figure 6(a) and (b)) or methods (Figure 6(c) and (d)) kept and removed. The order of the libraries, on the x-axis, is the same for each figure.

Figure 6(a) shows the comparison between the percentages of kept and removed classes in the 141 libraries that have no dependency. A total of 116 libraries have at least one removed class. The library with the largest percentage of removed classes is jfree-jcommon:1.0.23 with 86.7% of its classes considered as bloated. On the other hand, Figure 6(b) shows the percentage of removed classes for the 70 libraries that have at least one dependency. We observe that the ratio of removed classes in these libraries is significantly higher with respect to the libraries with no dependencies. All the libraries that have dependencies have at least one removed class, and 45 libraries have more than 50% of their classes bloated. This result hints at the importance of reducing the number of dependencies to mitigate software bloat.

Figure 6(c) shows the percentage of kept and removed methods in the 141 libraries that have no dependencies. We observe that libraries with a few removed classes still contain a significant percentage of removed methods. For example, the library net.iharder;base64:2.3.9 has 42.2% of its methods removed in the 99.4% of its kept classes. This suggests that a fine-grained debloat, to the level of methods, is beneficial for some libraries. The used classes may still contain a significant number of bloated methods. On the other hand, Figure 6(d) shows the percentage of kept methods in libraries with at least one dependency. All the libraries have a significant percentage of removed methods. As more bloated classes are in the dependencies, the artifact globally includes more bloated methods.

Now we focus on determining the difference between the bloat that is caused exclusively by the classes in the library, and the bloat that is a consequence of software reuse through the declaration
Fig. 7. Distribution of the percentage of bloated classes that belong to libraries, and bloated classes that belong to dependencies. The strip chart (white marks) in between represents the libraries that belong to each of the two groups. The two vertical bars represent the average value for each group.

Table 3. Summary of the Number of Dependencies, Classes, and Methods Removed in the 211 Libraries Correctly Debloated with JDBL

|             | Removed (%)       |
|-------------|-------------------|
| Dependencies| 38/187 (20.3%)    |
| Classes     | 61,929/103,032 (60.1%) |
| Methods     | 411,997/693,703 (59.4%) |

of dependencies. Figure 7 shows a beanplot [29] comparing the distribution of the percentage of bloated classes in libraries, with respect to the bloated classes in dependencies. The density shape at the top of the plot shows the distribution of the percentage of bloated classes that belong to the 211 libraries. The density shape at the bottom shows this percentage for the classes in the dependencies of the 70 libraries that have at least one dependency. The average bloat in libraries is 27.3 %, whereas in the dependencies it is 59.8 %. Overall, the average of bloated classes removed for all the libraries, including their dependencies, is 32.5 %. We perform a two-samples Wilcoxon test, which confirms that there are significant differences between the percentage of bloated classes in the two groups (p-value < 0.01). Therefore, we reject the null hypothesis and confirm that the ratio of bloated classes is more significant among the dependencies than among the classes of the artifacts.

Table 3 summarizes the debloating results for the dependencies, classes, and methods. Interestingly, JDBL completely removes the bytecode for 20.3 % of the dependencies. In other words, 38 dependencies in the dependency tree of the projects are not necessary to successfully execute the workload in our dataset. At the class level, we find 60.1 % of bloat, from which we determine that 36.7 % belong to dependencies. JDBL debloats 59.4 % of the methods, from which 41.8 % belong to dependencies.

Answer to RQ3: JDBL removes bytecode in all libraries. It reduces the number of dependencies, classes, and methods by 20.3 %, 60.1 %, and 59.4 %, respectively. This result confirms the relevance of the coverage-based debloating approach for reducing the unnecessary bytecode of Java projects, while preserving their correctness.
Table 4. Size in Bytes of the Elements in the JAR Files

| Metrics                  | Size in bytes (%) |
|--------------------------|-------------------|
| Resources                | 257,982,707 (22.4%) |
| Bytecode                 | 893,531,088 (77.6%) |
| Non-bloated classes      | 283,424,921 (31.7%) |
| Bloated classes          | 596,337,540 (66.7%) |
| Bloated methods          | 13,768,627 (1.5%)  |
| Total size               | 1,151,513,795     |

5.2.2 RQ4. What is the impact of using the coverage-based debloating approach on the size of the packaged artifacts? We consider all the elements in the JAR files before the debloating, and study the size of the debloated version of the artifact, with respect to the original bundle. Decreasing the size of JAR files by removing bloated bytecode has a positive impact on saving space on disk, and helps reduce overhead when the JAR files are shipped over the network.

JAR files contain bytecode, as well as additional resources that depend on the functionalities of the artifacts (e.g., HTML, DLL, S0, and CSS files). JAR files also contain resources required by Maven to handle configurations and dependencies (e.g., MANIFEST.MF and pom.xml). However, JDBL is designed to debloat only executable code (class files). Therefore, we assess the impact of bytecode removal with respect to the executable code in the original bundle.

Table 4 summarizes the main metrics related to the content and size of the JAR files in our dataset. We observe that the additional resources represent 22.4% of the total JAR size, whereas 77.6% of the size is dedicated to the bytecode. This observation supports the relevance of debloating the bytecode in order to shrink the size of the Maven artifacts.

Overall, the bloated elements in the compiled artifacts in our dataset represent 610.3/893.7 MB (68.3%) of pure bytecode: 596.5 MB of bloated classes and 13.8 MB of bloated methods. The used bytecode represents 31.7% of the size. Interfaces, enumeration types, annotations, and exceptions represent 15.8% of the size on the disk of all the class files. In comparison with the classes, the debloat of methods represents a relatively limited size reduction. This is because we are reporting the removal of methods in the classes that are not entirely removed by JDBL. Furthermore, the methods cannot be completely removed, only the body of the method is replaced by an exception as detailed in Section 3.3.

Figure 8 shows a beanplot comparing the distribution of the percentage of bytecode reduction in the libraries that have no dependency, with respect to the libraries that have at least one dependency. From our observations, the average bytecode size reduction in the libraries that have dependencies (46.7%) is higher than in the libraries with no dependencies (14.5%). Overall, the average percentage of bytecode reduction for all the libraries is 25.8%. We performed a two-sample Wilcoxon test, which shows that there are significant differences between those two groups (p-value < 0.01). Therefore, we reject the null hypothesis that the coverage-based debloating approach has the same impact in terms of reduction of the JAR size for libraries that declare dependencies, and libraries that do not.

We perform a Spearman’s rank correlation test between the original number of classes in the libraries and the size of the removed bytecode. We found that there is a significant positive correlation between both variables ($\rho = 0.97$, p-value < 0.01). This result confirms the intuition that projects with many classes tend to occupy more space on disk due to bloat. However, the decision of what is necessary or not heavily depends on the library, as well as on the workload.
Fig. 8. Distribution of the percentage of reduction of the JAR size in libraries that have no dependencies and libraries that have at least one dependency, with respect to the original bundle.

Answer to RQ4: JDBL removes 68.3% of pure bytecode in JAR files, which represents an average size reduction of 25.8% per library JAR file. The JAR size reduction is significantly higher in libraries with at least one dependency compared to libraries with no dependency.

5.2.3 RQ5. How does coverage-based debloating compare with the state-of-the-art of Java debloating regarding the size of the packaged artifacts and behavior preservation? In this research question, we compare the debloating results of JDBL with respect to JShrink. The comparison is based on two metrics: the reduction of bytecode size after debloat, and the preservation of test results after debloat. The JShrink benchmark includes 25 Java projects. To answer RQ5, we discard eight projects: Six that are multi-module (JDBL is designed to debloat single-module Maven projects), and two projects whose builds fail due to test errors caused by unavailable network resources. Therefore, our comparison of JDBL and JShrink is based on 17 projects in total. For each project, we configure it to execute JDBL and generate a debloated version of the fat JAR. To validate the semantic correctness of the debloated artifact, we execute the project’s test suite on the debloated version.

Table 5 describes the benchmark along with the debloating results obtained with JShrink and JDBL. The first column shows the name of the project as it appears on GitHub. The second column shows the commit SHA of the project, which is the same used in the companion article of JShrink [8]. The third column is the size of the original packaged JAR of the project, which includes all its dependencies with a compile scope. Projects are sorted in decreasing order according to their original size.

We report the bytecode size reduction of the debloated version of the projects achieved with JShrink and JDBL. The average size reduction achieved with JDBL is 35.1%, which is more than double the size reduction obtained with JShrink. An explanation is that JShrink makes a more conservative debloating decision by setting all public methods, main methods, and test methods of libraries as entry points to approximate possible usages, whereas JDBL debloats according to a workload (i.e., the coverage information collected by running the test suite of the library). We observe that the percentage of reduction varies greatly among the projects depending on their size. We performed a Spearman’s rank correlation test between the size of the original compiled project and the percentage of size reduction obtained with JShrink and JDBL. We found that there is a significant positive correlation between both variables for JShrink ($\rho = 0.52$, p-value < 0.05) and
JDBL ($\rho = 0.52$, p-value < 0.05). This result confirms the results obtained in RQ4 where we show that larger libraries are prone to become more bloated.

To assess the behavior preservation of the debloated projects w.r.t. their original version, we run existing test cases before and after debloating. Table 5 shows the semantic preservation capabilities of JShrink and JDBL on the benchmark of 17 projects. We consider a debloated project to have broken semantics if at least one of its tests fails after debloating. A project with no broken semantic is denoted by ✓, while ✗ denotes the presence of at least one test failure after debloating. JShrink causes test failures in three projects (77 failures in total). On the contrary, JDBL preserves the behavior of all the projects on this benchmark, according to the results of the tests.

**Answer to RQ5:** JDBL successfully debloats the 17 single-module Java projects in the benchmark of Bruce et al. [8], with a size reduction of 35.1% on average, and preserves the behavior according to the tests. JShrink reduces size by 15.1% on average. This is evidence that coverage-based debloating is a promising technique that advances the state-of-the-art of Java bytecode debloating.

### 5.3 Impact of Debloating on Library Clients (RQ6 and RQ7)

In this section, we study the repercussions of performing coverage-based debloating on library clients. To the best of our knowledge, this is the first experimental report that measures the impact of debloating libraries on the syntactic and semantic correctness of their clients.

#### 5.3.1 RQ6. To what extent do the clients of debloated libraries compile successfully?

In this research question, we investigate how debloating a library with a coverage-based approach impacts the compilation of the library’s clients. We hypothesize that the essential functionalities of the library are less likely to be debloated, limiting the syntactic negative impact on their clients.

As described in Section 4.3.4, we consider the 1,354 clients that use the 211 debloated libraries that pass all the tests. We check that the clients use at least one class in the library through static analysis. We identify 988/1,354 (73.0%) clients that satisfy this condition. Figure 9 shows the
Fig. 9. Results of the compilation of the 988 clients that use at least one debloated library in the source code.

Table 6. Frequency of the Errors for the 38 Unique Clients that have Compilation Errors

| Description                                | # Libraries | # Clients | Occurrence |
|--------------------------------------------|-------------|-----------|------------|
| Cannot find class                         | 12/19 (63.2%) | 20/38 (52.6%) | 314/640 (49.1%) |
| Unmappable character for encoding UTF8     | 1/19 (5.3%) | 1/38 (2.6%) | 100/640 (15.6%) |
| Package does not exist                     | 6/19 (31.6%) | 13/38 (34.2%) | 78/640 (12.2%) |
| Cannot find variable                      | 7/19 (36.8%) | 9/38 (23.7%) | 77/640 (12.0%) |
| Cannot find method                        | 1/19 (5.3%) | 1/38 (2.6%) | 28/640 (4.4%) |
| Static import only from classes and interfaces | 1/19 (5.3%) | 1/38 (2.6%) | 14/640 (2.2%) |
| Method does not override a method from a supertype | 2/19 (10.5%) | 2/38 (5.3%) | 12/640 (1.9%) |
| Processor error                           | 2/19 (10.5%) | 11/38 (28.9%) | 11/640 (1.7%) |
| Cannot find other symbol                  | 2/19 (10.5%) | 2/38 (5.3%) | 4/640 (0.6%) |
| UnsupportedOperationException              | 1/19 (5.3%) | 1/38 (2.6%) | 1/640 (0.2%) |
| Plugin verification                        | 1/19 (5.3%) | 1/38 (2.6%) | 1/640 (0.2%) |

11 Unique errors 19 Unique libraries 38 Unique clients 640 Compilation errors

Note that a client can have multiple errors from different categories.

The causes of compilation errors are diverse. However, they are primarily due to errors related to missing packages, classes, methods, and variables (79.8% of all the compilation errors). The debloating procedure directly causes those errors, as the bytecode elements are removed, and the clients do not compile. We detect 640 errors in total. Most of them occur for similar causes. Indeed, 20/38 (52.6%) clients are not compiling because of one single error cause (which can be unique for each client). Moreover, when a client fails for a library, the other clients of the same library are generally failing for the same reason. It means that a single action can solve most of the client’s problems, i.e., by adding the missing element to the debloated library.

Several clients face compilation issues because of their plugins. In order to have the client use the debloated library, we inject the debloated library inside the bytecode folder of the clients. Unfortunately, some plugins of the clients will also analyze the bytecode of the debloated library that may not follow the same requirements. Plugin verification error, Unmappable character for encoding UTF8, and Processor error are related to this type of bytecode validation.

In the list of errors, we also observe a runtime exception: UnsupportedOperationException. This error is unexpected since the compilation should not execute code and therefore should not trigger a runtime exception. It happens during the build of jenkinsci/warnings-plugin, which uses the commons-io:2.6 library. In this case, the compilation itself of this client does not fail, but the
Table 7. Frequency of the Exceptions Thrown During the Execution of the Tests for the 52 Unique Clients that have Failing Test Cases

| Exception                      | # Libraries | # Clients | Occurrence   |
|-------------------------------|-------------|-----------|--------------|
| UnsupportedOperationException | 27/37 (73.0%) | 40/52 (76.9%) | 609/716 (85.1%) |
| IllegalStateException         | 1/37 (2.7%)  | 2/52 (3.8%)  | 55/716 (7.7%)  |
| NoClassDefFoundError         | 6/37 (16.2%) | 6/52 (11.5%) | 24/716 (3.4%)  |
| Assert                        | 5/37 (13.5%) | 5/52 (9.6%)  | 12/716 (1.7%)  |
| ExceptionInInitializerError  | 4/37 (10.8%) | 4/52 (7.7%)  | 4/716 (0.6%)   |
| TargetHostsLoadException     | 1/37 (2.7%)  | 1/52 (1.9%)  | 4/716 (0.6%)   |
| NullPointerException          | 1/37 (2.7%)  | 1/52 (1.9%)  | 3/716 (0.4%)   |
| TimeoutException             | 1/37 (2.7%)  | 1/52 (1.9%)  | 2/716 (0.3%)   |
| PushSenderException          | 1/37 (2.7%)  | 1/52 (1.9%)  | 2/716 (0.3%)   |
| AssertionError                | 1/37 (2.7%)  | 1/52 (1.9%)  | 1/716 (0.1%)   |

Note that a client can have multiple exceptions from different categories.

Maven build does. One of the Maven plugins of this project relies on one method that is debloated in apache/commons-io, therefore, the compilation does not fail because of the source code of the client but because of one particular Maven plugin used by the client.

Answer to RQ6: JDBL preserves the syntactic correctness of 950 (96.2%) clients that use a library debloated by JDBL. This is the first empirical demonstration that debloating can preserve essential functionalities to successfully compile the clients of debloated libraries.

5.3.2 RQ7. To what extent do the clients behave correctly when using a debloated library? In this research question, we analyze another facet of debloating that may affect the clients: the disturbance of their behavior. To do so, we use the test suite of the clients as the oracle for assessing correct behavior. If a test in the client fails with the debloated library, then the coverage-based debloating breaks the behavior of the client.

We consider 1,354 clients to answer this question. They use the 211 debloated libraries that pass all the tests. We check that the client tests cover at least one class in the library, through dynamic code coverage. We identify 281/1,354 (20.8%) clients that satisfy this condition.

Figure 10 presents the test results after building the clients with the debloated library. In total, 229 (81.5%) clients pass all their tests, i.e., they behave the same with the original and with the debloated library. There are 52 (18.5%) clients that have more failing test cases with the debloated library than with the original. However, the number of tests that fail is only 716/44,357 (1.6%) of the total number of tests in the clients. This indicates that the negative impact of debloated libraries, as measured by the number of affected client tests, is marginal.

We investigate the causes of the test failures. Table 7 quantifies the exceptions thrown by the clients. The first column shows the 10 types of exceptions that we find in the Maven logs. Columns
2–3 represent the number of libraries involved in the failure and the number of clients affected. Column 4 represents the occurrence of the exception, as quantified from the logs.

UnsupportedOperationException is the most frequent exception, with 609 occurrences in the failing tests, affecting 76.9% of clients with errors. This exception is triggered when one of the debloated methods is executed. The second most common exception is IllegalStateException, with a total of 55 occurrences. This exception happens when the client tries to load a bloated configuration class and fails. The third most frequent exception, with 24 occurrences, is NoClassDefFoundError. Similar to UnsupportedOperationException, it happens when the clients try to load a debloated class in the library.

Interestingly, there are only 12 assertion-related exceptions (11 Assert and 1 AssertionError). Having runtime exceptions that are triggered during the executions of the clients is less harmful than having behavior changes. The runtime exceptions can be monitored and handled while running the client, while a behavior change can stay hidden and corrupt the state of the clients.

Answer to RQ7: JDBL preserves the behavior of 229 (81.5%) clients of debloated libraries. The 52 other clients still pass 43,684 (98.5%) of their test cases. In these cases, 99.1% of the test failures are due to a missing class or method, which can be easily located and fixed. This experiment shows that the risks of removing code in software libraries are limited for their clients.

6 DISCUSSION

In this section, we discuss key aspects of the design for coverage-based debloating. Then, we address the threats to the validity of the evaluation of JDBL.

6.1 Complementarity of Code-Coverage Tools

As presented in Section 3.3, we leverage the diversity of implementations of code coverage tools and the dynamic logging capabilities of the JVM class loader to collect precise coverage information. Now, we discuss the advantages of using this approach for debloating.

We collect and aggregate the coverage reports of the four tools used by JDBL to capture class usage information: JaCoCo, JCov, Yajta, and the JVM class loader. We consider a class as covered if it is reported as used by at least one of these tools. Figure 11 shows a Venn diagram of the classes reported as covered by each tool. There are a total of 76,549 classes covered by at least one tool in our dataset of 211 successfully debloated libraries. One key observation is that JaCoCo covers only 59,934 (78.3%) of the classes that are used when running our workloads. This means that if we rely on JaCoCo only, the state-of-the-art coverage tool for Java, we would capture a significant share of false positive cases of bloated classes. This is critical, since removing these classes would produce a debloated project that cannot be properly used to run the workload. Another interesting observation is about the diversity of behaviors in modern coverage tools. There are only 34,582 (45.2%) classes that are covered by the four tools. The JVM class loader is the one that captures the largest number of unique classes: 14,972 (19.6%). This is because it logs the usage of dynamically loaded classes at runtime. In contrast, the other coverage tools can provide more fine-grained coverage information (e.g., methods and instruction) but miss usages of dynamically loaded resources (e.g., classes loaded via the Java reflection mechanism). The addition of JCov and Yajta improves the coverage of used classes, accounting for 2 and 662 unique covered classes, respectively.

This is evidence that combining the features of several coverage tools is relevant to accurately capture the code that is used at runtime. Capturing the complete coverage of classes that are necessary for a workload is critical for debloating. Failing to do so leads to the generation of a debloated project that does not compile, or even worse, that leads to runtime errors when client projects use...
Fig. 11. Number of classes covered by the diverse tools used to collect coverage information in our dataset of 211 successfully debloated libraries.

debloated libraries. A more in-depth analysis of the similarities and differences of code coverage tools is a promising direction for future research on Java bytecode debloating.

6.2 Execution Time

The vision for debloating is to integrate it as part of building pipelines. In this context, execution time is an important consideration. Here, we discuss whether the execution time of JDBL makes coverage-based debloating feasible for everyday software development. In our experiments, we executed JDBL on 395 libraries, for a total of 1 day and 10:55:00 h. This represents an average debloating time of 5.3 minutes per library. Table 8 shows the execution times of JDBL and JShrink, with the benchmark of Bruce et al. [8]. The first and second columns show the projects’ names and commit SHAs, respectively. The third and fourth columns show the execution time of JDBL and JShrink for each project, measured in seconds and sorted in decreasing order according to the results of JDBL. The comparison is made on the same hardware as the main JDBL experiment, described in Section 4.3. We observe that it took a total of 2,685 seconds (less than one hour) to debloat the benchmark with JDBL, whereas JShrink took a total of 29,397 seconds (more than eight hours). The average debloating time for this benchmark using JDBL is 157.9s (less than 3 minutes per project), which is 11 times faster than JShrink.

With times in the range of minutes, coverage-based debloating with JDBL can be used in a daily build. We also show that JDBL significantly improves the state-of-the-art of Java debloating, regarding execution time. This is an important contribution toward the integration of debloating into regular development processes.

6.3 Threats to Validity

6.3.1 Internal Validity. The threats to internal validity relate to the effectiveness of JDBL on generic real-world Java projects, as well as the design decisions that can influence our results. Coverage-based debloating has some inherent limitations, e.g., inadequate test cases and random behaviors. To mitigate these threats, we use as study subjects libraries with high coverage (see Table 1), and execute the test suite three times to avoid test randomness. If the test suite does not capture all desired behaviors, some necessary code might not be executed and be removed. The debloated libraries can also have non-deterministic test cases. For example, tests that use the current date and time to perform an action or not. Due to these behaviors, executing the application multiple times with the same input may lead to different coverage results.

As explained in Section 3.3, JDBL relies on a complex stack of existing bytecode coverage tools. It is possible that some of these tools may fail to instrument the classes for a particular project. However, since we rely on a diverse set of coverage tools, the failures of one specific tool are
Table 8. Execution Time of JDBL and JShrink in the Benchmark of Bruce et al. [8]

| Project                     | Commit SHA | JDBL Execution Time (s) | JShrink Execution Time (s) |
|-----------------------------|------------|-------------------------|---------------------------|
| maven-config-processor-plugin | e92e588    | 612                     | 1,159                     |
| lanterna                    | 59f2dbf    | 365                     | 1,628                     |
| AutoLoadCache               | 06f6754    | 347                     | 5,941                     |
| gwt-cal                     | e7e5230    | 293                     | 2,075                     |
| Bukkit                      | f210234    | 143                     | 10,452                    |
| Mybatis-PageHelper          | 525394c    | 128                     | 1,749                     |
| RxRelay                     | 82db28c    | 109                     | 502                       |
| RxReplayingShare            | fbedd63    | 95                      | 753                       |
| junit4                      | 67d424b    | 80                      | 352                       |
| retrofit1-okhttp3-client    | 999f6dc    | 77                      | 506                       |
| quart4j                     | 70b9abb    | 72                      | 2,137                     |
| DiskLruCache                | 3e01635    | 66                      | 223                       |
| http-request                | 2d62a3e    | 63                      | 616                       |
| gson                        | 2c79355    | 63                      | 842                       |
| zip-225                     | 6933db7    | 60                      | 111                       |
| TProfiler                   | 8344d1a    | 56                      | 98                        |
| Algorithms                  | 9ac21a5    | 56                      | 253                       |
| Total                       | N.A        | 2,685                   | 29,397                    |
| Median                      | N.A        | 80                      | 753                       |
| Avg.                        | N.A        | 157.9                   | 1,729.2                   |

likely to be corrected by the others. JDBL relies on the official Maven plugins for dependency management and test execution. Still, due to the variety of existing Maven configurations and plugins, JDBL may crash at some of its phases due to conflicts with other plugins. To overcome this threat and to automate our experiments, we set the maven-surefire-plugin to its default configuration, and use the maven-assembly-plugin to build the fat JAR of all the study subjects.

6.3.2 External Validity. The threats to external validity are related to the generalizability of our findings. Our observations in Section 5 about bloat are made on single-module Maven projects and the Java ecosystem. Our findings are valid for software projects with these particular characteristics. Meanwhile, coverage-based debloating in different languages could yield different conclusions than ours. Moreover, our debloating results are influenced by the coverage of the libraries and clients used as study subjects. However, we took care to select open-source Java libraries available on GitHub, which cover projects from different domains (e.g., logging, database handling, encryption, IO utilities, metaprogramming, and networking). To the best of our knowledge, this is the largest set of study subjects used in software debloating experiments.

6.3.3 Construct Validity. The threats to construct validity are related to the relation between the coverage-based debloating approach and the experimental protocol. Our analysis is based on a diverse set of real-world open-source Java projects, with minimal modifications to run JDBL (only the pom.xml file is modified). We assume that all the plugins involved in the Maven build life-cycle are correct, as well as all the generated reports. Note that, if a dependency is not resolved correctly by Maven, then its bytecode will not be instrumented. Thus, the quality of the debloat result depends on the effectiveness of the Maven dependency resolution mechanism.

The applicability of coverage-based debloating depends on the quality of the workload. In our experiments, we rely on the projects’ test suite. Consequently, our observations partly depend on the coverage of the projects. As explained in Section 4.2, the coverage of the libraries in our dataset is high. On the other hand, the coverage of the clients is lower (20.24% on average), which may cause some used functionalities in the debloated libraries that are not executed by the clients’ tests. However, we believe this does not affect our results because we assess the semantic correctness of

---

16See https://github.com/castor-software/jdbl-experiments/blob/master/dataset/data/jdbl_dataset.json.
the client applications when using the debloated version of a library based on the client’s usage intent expressed by its test suite.

7 RELATED WORK
In this section, we present the works related to software debloating techniques and dynamic analysis.

7.1 Software Debloating
Research interest in software debloating has grown in recent years, motivated by the reuse of large open-source libraries designed to provide several functionalities for different clients [15, 27]. Seminal work on debloating for Java programs was performed by Tip et al. [53, 54]. They proposed a comprehensive set of transformations to reduce the size of Java bytecode including class hierarchy collapsing, name compression, constant pool compression, and method inlining. Recent works investigate the benefits of debloating Java frameworks and Android applications using static analysis. Jiang et al. [26] presented JRed, a tool to reduce the attack surface by trimming redundant code from Java binaries. RedDroid [25] and PolyDroid [20] propose debloating techniques for mobile devices. They found that debloating significantly reduces the bandwidth consumption used when distributing the application, improving the performance of the system by optimizing resources. Other works rely on debloating to improve the performance of the Maven build automation system [9], removing bloated dependencies [50], and mitigating runtime bloat [59]. More recently, Haas et al. [19] investigate the use of static analysis to detect unnecessary code in Java applications based on code stability and code centrality measures. Most of these works show that static analysis, although conservative by nature, is a useful technique for debloating in practice.

To improve the debloating results of static analysis, recent debloating techniques drive the removal process using information collected at runtime. In this context, various dynamic analysis strategies can be adopted, e.g., monitoring, debugging, or performance profiling. This approach allows debloating tools to collect execution paths, tailoring programs to specific functionalities by removing unused code [21, 45, 55]. Unfortunately, most of the existing tools currently available for this purpose do not target large Java applications, focusing primarily on small C/C++ executable binaries. Sharif et al. [46] propose Trimmer, a debloating approach that relies on user-provided configurations and compiler optimization to reduce code size. Qian et al. [42] present RAZOR, a tool for debloating program binaries based on test cases and control-flow heuristics. However, the authors do not provide a thorough analysis of the challenges and benefits of using code coverage to debloat software. More recently, Bruce et al. [8] propose JShrink, a tool to dynamically debloat modern Java applications. However, JShrink is not directly automatable within a build pipeline and the effect of debloating on the library clients is not studied. These previous works assess the impact of debloating on the size of the programs, yet, they rarely evaluate to what extent the debloating transformations preserve program behavior.

This work contributes to the state-of-the-art of software debloating. We propose an approach for debloating Java libraries based on the usage of code coverage to identify unused software parts. Our tool, JDBL, integrates the debloating procedure into the Maven build life-cycle, which facilitates its evaluation and its integration in most real-world Java projects. We evaluate our approach on the largest set of programs ever analyzed in the debloating literature, and we provide the first quantitative investigation of the impact of debloating on the library clients.

7.2 Dynamic Analysis
Dynamic analysis is the process of collecting and analyzing the data produced from executing a program. This long-time advocated software engineering technique is used for several tasks,
Table 9. Comparison of Existing Java Debloating Techniques, w.r.t. this Work

| TOOL       | TARGET | ANALYSIS | SCALE      | GRANULARITY | CORRECTNESS EVALUATION CRITERIA |
|------------|--------|----------|------------|-------------|---------------------------------|
|            |        |          |            | F | M | C | D |              | lib | lib's | lib's clients |
|            |        |          |            |   |   |   |   | compile | tests pass | tests pass |
| DepClean [50] | Source | Static   | 30 libs    | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ |
| Jax [54]    | Bytecode | Static   | 13 libs    | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ |
| JRed [26]   | Bytecode | Static   | 9 libs     | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ |
| J-Reduce [28] | Bytecode | Dynamic | 3 libs     | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ |
| JShrink [8] | Bytecode | Hybrid   | 26 libs    | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ |
| JDBL        | Bytecode | Dynamic  | 395 libs and 1,370 clients | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ |

**TARGET** is the type of artifact considered for debloating; **ANALYSIS** refers to the type of code analysis performed for debloating; **SCALE** provides the number of study subjects used to evaluate the technique; **GRANULARITY** is the code level at which debloating is performed: field (F), method (M), class (C) or dependency (D); the last columns enumerate the three ways found in the state-of-the-art to assess the validity and utility of the debloated artifact.

such as program slicing [2], program comprehension [12], or dynamic taint tracking [4]. Through dynamic analysis, developers can obtain an accurate picture of the software system by exposing its actual behavior. For example, trace-based compilation uses dynamically-identified frequently-executed code sequences (traces) as units for optimizing compilation [16, 24]. Mururu et al. [37] implemented a scheme to perform demand-driven loading of libraries based on the localization of call sites within its clients. This approach allows reducing the exposed code surface of vulnerable linked libraries, by predicting the near-exact set of library functions needed at a given call site during the execution. Palepu et al. [40] use dynamic analysis to effectively summarize the execution and behavior of modern applications that rely on large object-oriented libraries and components. In this work, we employ dynamic analysis for bytecode reduction, as opposed to runtime memory bloat, which was the target of previous works [5, 35, 36, 38, 39, 58, 60].

In Java, dynamic analysis is often used to overcome the limitations of static analysis. Landman [31] performed a study on the usage of dynamic features and found that reflection was used in 78% of the analyzed projects. Recent work from Xin et al. [57] utilizes execution traces to identify and understand features in Android applications by analyzing their dynamic behavior. In order to leverage dynamic analysis for debloating, we need to collect a very accurate coverage report, which guides the debloating procedure.

Our work contributes to the state-of-the-art of dynamic analysis for Java programs. Our technique combines information obtained from four distinct code coverage tools through bytecode instrumentation [6]. The composition of these four types of observations allows us to build a very accurate and complete coverage report, which is necessary to identify exactly what parts of the code are used at runtime and which ones can be removed. To collect coverage, we rely on the test suite of the libraries. This approach is similar to other dynamic analyses, e.g., for finding backward incompatibilities [10].

Table 9 summarizes the state-of-the-art of published techniques for debloating Java applications in comparison with JDBL. As observed, most existing techniques target bytecode instead of source code. DepClean [50] is the exception, which focuses on debloating *pom.xml* files based on static bytecode analysis. JShrink [8] uses a combination of static and dynamic analysis to address the potential unsoundness of static analysis in the presence of new language features. To our knowledge, JDBL is the first fully automatic debloating technique that also debloats code in third-party dependencies, and that assesses the correctness of debloating with respect to both the successful build of the debloated library and the successful execution of the library’s clients. Furthermore, our experiments are at least one order of magnitude larger than previous works.
8 CONCLUSION
In this work, we introduce coverage-based debloating for Java applications. We have addressed one key challenge of dynamic debloating: collect accurate and complete coverage information that includes the minimum set of classes and methods that are necessary to execute the program with a given workload. We implemented coverage-based debloating in an open-source tool called JDBL. We have performed the largest empirical validation of Java debloating in the literature with 354 libraries and 1,354 clients that use these libraries. We evaluated JDBL using an original experimental protocol that assessed the impact of debloating on the libraries’ behavior, their size, as well as on their clients. Our results indicate that JDBL can reduce 68.3% of the bytecode size and that 211 (69.9%) debloated libraries compile and preserve their test behavior. We also show that JDBL outperforms JShrink regarding size reduction and behavior preservation when used on the same benchmark as in the JShrink article. For the first time in the literature, we assess the utility of debloated libraries for their clients: 81.5% of the clients can successfully compile and run their test suite with a debloated library.

Our results provide evidence of the massive presence of unnecessary code in software applications and the usefulness of debloating techniques to handle this phenomenon. Furthermore, we demonstrate that dynamic analysis can be used to automatically debloat libraries while preserving the functionalities that are necessary for their clients.

The next step of coverage-based debloating is to specialize applications with respect to usage profiles collected in production environments, extending the debloating to other parts of the program stack, e.g., to the Java Runtime Environment (JRE), program resources, or containerized applications. As for the empirical investigation of the impact of debloating, we aim at evaluating the effectiveness of coverage-based debloating in reducing the attack surface of modern applications. These are major milestones towards full-stack debloating for software hardening.
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