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Abstract: A four-dimensional analog of Chern–Simons theory produces integrable lattice models from Wilson lines and surface operators. We show that this theory describes a quasi-topological sector of maximally supersymmetric Yang–Mills theory in six dimensions, topologically twisted and subjected to an \(\Omega\)-deformation. By realizing the six-dimensional theory in string theory and applying dualities, we unify various phenomena in which the eight-vertex model and the XYZ spin chain, as well as variants thereof, emerge from supersymmetric gauge theories.
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1 Introduction

Over the past decade there has been considerable progress in our understanding of connections between quantum field theories and quantum integrable systems. Many phenomena have been discovered in which structures of integrable quantum spin chains and integrable lattice models emerge from quantum field theories in diverse spacetime dimensions, in most cases supersymmetric ones.

Among these phenomena, there are several instances where the same family of integrable systems appears. The most notable example is the XXX spin chain and its generalizations the XXZ and XYZ spin chains, or equivalently, the six- and eight-vertex models [1]. These spin chains and lattice models have been found to arise in two-, three- and four-dimensional supersymmetric gauge theories with four supercharges [2, 3], four-, five- and six-dimensional supersymmetric gauge theories with eight supercharges [4–8], three-dimensional $\mathcal{N} = 4$ supersymmetric gauge theories [9, 10], four-dimensional supersymmetric gauge theories in the presence of surface operators [11–17], and a four-dimensional analog of Chern–Simons theory [18–21].

Then a question comes to mind: why does a single family of integrable systems makes appearances in multiple contexts?

In this paper we provide an answer to this question. We argue that these field theory setups are actually different descriptions of one and the same physical system, all related by dualities in string theory.

Another, closely related, aim of the paper is to better understand four-dimensional Chern–Simons theory. This bosonic theory has a fairly direct connection with integrable lattice models, which can be elegantly deduced solely from its topological–holomorphic nature. Yet, this is by far the strangest of the theories listed above. For one thing, it can only be defined on a product $\Sigma \times C$ of two surfaces, with $C$ being either the complex plane $\mathbb{C}$, the punctured complex plane $\mathbb{C}^\times = \mathbb{C}\setminus \{0\}$ or an elliptic curve $E = \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z})$; the three choices correspond to the three levels of the rational–trigonometric–elliptic hierarchy of integrable systems. Moreover, it has a complex gauge group and a complex action functional.

One of the main results of this paper is that four-dimensional Chern–Simons theory in fact has an origin in six dimensions: it describes a six-dimensional topological–holomorphic theory, subjected to a so-called “$\Omega$-deformation” [22–24]. This six-dimensional theory is a partial topological twist [25] of maximally supersymmetric Yang–Mills theory, and the restriction on the choice of $C$ comes from the requirement for unbroken supercharges. The complex gauge group and the complex action functional naturally arise when the path integral is partially carried out to yield a four-dimensional description.

In turn, the six-dimensional construction allows us to realize four-dimensional Chern–Simons theory and its observables using branes in string theory. Various chains of dualities
then relate the brane configuration thus obtained to different but physically equivalent configurations which realize the other relevant theories, thereby unifying the connections between quantum field theories and the eight-vertex model mentioned above.

Since this paper is somewhat long and at times technical, let us give a brief overview here before proceeding to detailed discussions.

We begin in section 2 by formulating the six-dimensional topological–holomorphic theory. The theory is defined on a product $M \times C$, and is topological on the four-manifold $M$ and holomorphic on $C$. For $M = D \times \Sigma$, we may regard the theory as a B-twisted gauge theory \[26, 27\] on the surface $D$, with an infinite-dimensional gauge group and infinite-dimensional matter representations. It turns out that in this two-dimensional description, the theory has a superpotential which coincides with the action of four-dimensional Chern–Simons theory.

In section 3, we turn to general B-twisted gauge theories and explain how to introduce $\Omega$-deformations to these theories \[28, 29\]. By localization of the path integral, we show that when the spacetime $D$ is $\mathbb{R}^2$, the quasi-topological sector of an $\Omega$-deformed B-twisted gauge theory is equivalent to a zero-dimensional gauge theory with complex gauge group, whose action is given by the superpotential of the two-dimensional theory \[28–30\]. The integration domain of the path integral for this zero-dimensional theory consists of the gradient flow trajectories generated by the superpotential, terminating on a Lagrangian submanifold chosen in a relevant moduli space.

Then we apply this result to the six-dimensional topological–holomorphic theory, viewing it as a B-twisted gauge theory. We are immediately led to the conclusion that the topological–holomorphic theory on $\mathbb{R}^2 \times \Sigma \times C$, with an $\Omega$-deformation on $\mathbb{R}^2$, is equivalent to four-dimensional Chern–Simons theory on $\Sigma \times C$. This is done in section 4.

Section 5 is devoted to discussions on the relations between four-dimensional Chern–Simons theory and integrable lattice models in the case when $C = E$. We explain how a lattice model \[31, 32\] whose Boltzmann weights are given by Felder’s dynamical R-matrix \[33, 34\] arises from a lattice of Wilson lines, and how certain surface operators transform this R-matrix to the Baxter–Belavin R-matrix \[35–37\] for the eight-vertex model and its $\mathfrak{sl}_N$ generalization. We also use these surface operators to define two kinds of L-operators, which may be thought of as R-matrices associated with a pair of finite- and infinite-dimensional representations. The section ends with some discussions on framing anomaly and junctions of Wilson lines; these lie outside the main line of argument and are not strictly necessary for understanding of the rest of the paper.

In section 6, we present a string theory realization of the $\Omega$-deformed six-dimensional topological–holomorphic theory. This realization involves a stack of D5-branes placed in a background with a nontrivial Ramond–Ramond (RR) two-form field. Wilson lines are created by fundamental strings ending on the D5-branes, whereas surface operators are produced by D3-branes forming bound states with the D5-branes. Applying string dualities, we map this brane configuration to those realizing brane tiling \[38, 39\] and class-$S_k$ \[14, 40, 41\] theories, linear quiver theories \[42\], and theories related to the cotangent bundles of partial flag manifolds. In each dual picture we identify how the structures of lattice models and spin chains arise.
There are many directions for future research. One important question which we hope this paper will shed some light on is the origin of the chiral Potts model and its higher genus curve for spectral parameters. The mysterious coincidence between the chiral Potts model and magnetic monopoles, pointed out by Atiyah [43] in 1990, hints that we are on the right track. Indeed, we have necessary ingredients in our construction: monopoles create surface operators, and crossings of surface operators produce a variant of the Bazhanov–Sergeev model [47, 48] which is known to reduce to the chiral Potts model in a special limit. It is plausible that the higher genus curve emerges in low energy physics as a geometric object, in a way similar to how the Seiberg–Witten curve does when a D4–NS5 brane configuration is lifted to M-theory [42].

Finally, we remark that another string theory construction of four-dimensional Chern–Simons theory has been proposed recently in [49]. Their construction appears to be related to a T-dual version of ours. Also, a string theory realization was discussed by Nikita Nekrasov in his talk on his joint work with Samson Shatashvili and Mina Aganagic at the conference String–Math 2017, where we also announced our results.

2 Six-dimensional topological–holomorphic theory

In this section we formulate the six-dimensional topological–holomorphic theory, from which four-dimensional Chern–Simons theory arises via an Ω-deformation. After explaining the construction, we reformulate this theory as a two-dimensional gauge theory, in a form more suited for the application of the Ω-deformation.

2.1 $\mathcal{N} = (1, 1)$ super Yang–Mills theory

The topological–holomorphic theory is defined as a topological twist of $\mathcal{N} = (1, 1)$ super Yang–Mills theory in six dimensions, which in turn can be constructed from super Yang–Mills theory in ten dimensions by dimensional reduction. So let us quickly review these super Yang–Mills theories. We mainly follow the convention of [50].

To describe spinors in ten dimensions, we use the gamma matrices $\Gamma_I$, $I = 0, \ldots, 9$, obeying the anticommutation relation

$$\{\Gamma_I, \Gamma_J\} = 2\eta_{IJ},$$

where $\eta = -(dx^0)^2 + (dx^1)^2 + \cdots + (dx^9)^2$ is the ten-dimensional Minkowski metric. They can be chosen to be real $32 \times 32$ matrices. We let $\Gamma_{I_1\ldots I_k}$ be the matrix that equals $\Gamma_{I_1} \cdots \Gamma_{I_k}$ if $I_1, \ldots, I_k$ are all different and vanishes otherwise.

The generators of the Lorentz group Spin(9,1) are represented on $\mathbb{R}^{32}$ by the matrices $\Gamma_{IJ}$. The chirality operator $\Gamma_{0123456789}$ squares to 1 and anticommutes with $\Gamma_I$. Its eigenspaces therefore furnish irreducible spinor representations of Spin(9,1) on which the chirality operator acts as multiplication by +1 or −1; let $S^+$ and $S^−$ denote the space of positive chirality spinors and that of negative chirality spinors, respectively. There is a charge conjugation matrix $C$ such that $C\Gamma_{IJ}C^{-1} = -\Gamma_{IJ}^T$, and the map

$$\alpha \mapsto \bar{\alpha} = \alpha^T C$$

(2.2)
sends $\alpha \in S^\pm$ to its dual $\bar{\alpha} \in (S^\pm)^*$. For $\alpha, \beta \in S^\pm$, the product $\bar{\alpha} \Gamma_{I_1 \ldots I_k} \beta$ transforms under Spin$(9,1)$ like the corresponding component of a $k$-form.

The fields of ten-dimensional super Yang–Mills theory with gauge group $G$ are the gauge field $A$ and a fermionic field $\Psi$, the latter being a positive chirality spinor in the adjoint representation. More precisely, $A$ is a connection of a principal $G$-bundle $P$ over Minkowski spacetime $\mathbb{R}^{9,1}$, and $\Psi$ is a section of $S^+ \otimes \text{ad}(P)$, where $\text{ad}(P)$ is the adjoint bundle of $P$. The theory is governed by the action

$$
- \frac{1}{e^2} \int d^{10}x \, \text{Tr} \left( \frac{1}{2} F^{IJ} F_{IJ} - i \bar{\Psi} \Gamma^I D_I \Psi \right).
$$

(2.3)

Here $e$ is the gauge coupling, $F = dA + A \wedge A$ is the field strength and $D = d + A$ is the covariant derivative. The symbol $\text{Tr}$ denotes an invariant symmetric bilinear form on the Lie algebra $\mathfrak{g}$ of the compact Lie group $G$. We have chosen $A$ in such a way that it is antihermitian in a unitary representation of $G$, and $\text{Tr}$ to be negative definite. We pick generators $T^a$, $a = 1, \ldots, \text{dim}\, G$, of $\mathfrak{g}$ such that $\text{Tr}(T^a T^b) = -\delta_{ab}$ so that we can write, for example, $A_I = \sum_{a=1}^{\text{dim}\, G} A^a_I T^a$ with real coefficients $A^a_I$.

The action (2.3) is invariant under the supersymmetry variation

$$
\delta_\epsilon A_I = i \bar{\epsilon} \Gamma_I \Psi, \quad \delta_\epsilon \Psi = \frac{1}{2} F_{IJ} \Gamma^{IJ} \epsilon,
$$

(2.4)

whose parameter $\epsilon$ is a constant spinor of positive chirality. Hence, the theory has sixteen supercharges, which is the maximum amount of supercharges for theories without gravity. Let $Q_\epsilon$ be the supercharge generating the above transformation. Up to equations of motion, the supercharges obey the anticommutation relation

$$
\{ Q_\epsilon, Q_\eta \} = i \Gamma^I \eta P_I,
$$

(2.5)

where the momentum $P_I$ generates translations in the $x^I$-direction.

Now, let us demand the fields to be independent of the coordinates $x^6, x^7, x^8, x^9$. Then we obtain a six-dimensional gauge theory, which is $\mathcal{N} = (1,1)$ super Yang–Mills theory.

Under the splitting of $\mathbb{R}^{9,1}$ into $\mathbb{R}^{5,1}$ and $\mathbb{R}^4$, the ten-dimensional Lorentz group Spin$(9,1)$ decomposes into the product Spin$(5,1) \times$ Spin$(4)_R$. The first factor is the six-dimensional Lorentz group, while the second is the $R$-symmetry group of the six-dimensional theory. The ten-dimensional gauge field $\sum_{I=0}^9 A_I dx^I$ descends to a gauge field $\sum_{I=0}^5 A_I dx^I$ and four adjoint scalar fields

$$
\phi_\mu, \quad \mu = 0, \ldots, 3,
$$

(2.6)

in the six-dimensional theory, where the latter come from the components $A_{\mu+6}$ and transform in the vector representation $4$ of Spin$(4)_R$. Upon the dimensional reduction the bosonic part of the action becomes

$$
- \frac{1}{e^2} \int d^6x \, \text{Tr} \left( \frac{1}{2} \sum_{I,J=0}^5 F^{IJ} F_{IJ} + \sum_{I=0}^5 \sum_{\mu=0}^3 D^I \phi_\mu D_I \phi_\mu + \frac{1}{2} \sum_{\mu=0}^3 [\phi_\mu, \phi_\nu] [\phi_\mu, \phi_\nu] \right).
$$

(2.7)
To understand what the fermion \( \Psi \) becomes in six dimensions, we recall that Spin(4) is isomorphic to SU(2) \( \times \) SU(2). In the case of Spin(4)\(_R\), we can take the first SU(2) factor to be generated by

\[
\frac{1}{2}(\Gamma_{67} + \Gamma_{89}), \quad \frac{1}{2}(\Gamma_{68} + \Gamma_{97}), \quad \frac{1}{2}(\Gamma_{69} + \Gamma_{78})
\]  

(2.8)

and the second to be generated by

\[
\frac{1}{2}(\Gamma_{67} - \Gamma_{89}), \quad \frac{1}{2}(\Gamma_{68} - \Gamma_{97}), \quad \frac{1}{2}(\Gamma_{69} - \Gamma_{78}).
\]  

(2.9)

Acting on these generators with the chirality operator \( \Gamma_{6789} \) for Spin(4)\(_R\), we see that the irreducible spinor representations of Spin(4)\(_R\) of positive and negative chirality are the representations \((1, 2)\) and \((2, 1)\) of SU(2) \( \times \) SU(2), respectively. The chirality operator for Spin(5,1) is \( \Gamma_{012345} \), so \( S^+ \) of Spin(9,1) decomposes with respect to Spin(5,1) \( \times \) Spin(4)\(_R\) as

\[
(4_+, (1, 2)) \oplus (4_-, (2, 1)),
\]  

(2.10)

where \( 4_\pm \) are the spinor representations of Spin(5,1) with the chirality indicated by the subscripts. Thus, in six dimensions, \( \Psi \) becomes two sets of spinors which have opposite chirality and are doublets of different SU(2) factors of Spin(4)\(_R\).

The six-dimensional super Yang–Mills theory inherits the sixteen supercharges from ten dimensions. Since the parameter \( \epsilon \) of supersymmetry variations transforms in the same way as \( \Psi \) does, the theory has two SU(2) doublets of supercharges with opposite chirality, generating \( \mathcal{N} = (1, 1) \) supersymmetry in six dimensions.

### 2.2 Topological–holomorphic theory

The topological–holomorphic theory we are going to construct is a topological twist of the Euclidean version of six-dimensional \( \mathcal{N} = (1, 1) \) super Yang–Mills theory, and can be defined on a product \( M \times C \), with \( M \) being a four-manifold and \( C \) either \( \mathbb{C} \), \( \mathbb{C}^\times \) or \( \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z}) \). The relevant topological twist is essentially the GL-twist of \( \mathcal{N} = 4 \) super Yang–Mills theory in four dimensions, which plays an important role in a gauge theoretic approach to the geometric Langlands duality [50].

The Euclidean theory is obtained from the Lorentzian one by the Wick rotation \( x^0 \mapsto -ix^0 \). Correspondingly, we get gamma matrices in Euclidean signature by making the replacement \( \Gamma_0 \mapsto i\Gamma_0 \) in those in Lorentzian signature.

For a moment, suppose that \( M \) is a spin manifold. The structure group of the spinor bundle over \( M \times C \) is Spin(4)\(_M\) \( \times \) Spin(2)\(_C\). To implement the topological twist in question, we turn on a background gauge field for Spin(4)\(_R\) whose value is equal to the spin connection of \( M \), and interpret the diagonal subgroup Spin(4)\(_M\) of Spin(4)\(_M\) \( \times \) Spin(4)\(_R\) as a new rotation group on \( M \). Under Spin(4)\(_M\), the scalars \( \phi_\mu \) transform as the components of a one-form

\[
\phi = \phi_\mu dx^\mu
\]  

(2.11)

since they originated from the components of the ten-dimensional gauge field along the directions rotated by Spin(4)\(_R\).
The transformation properties of the fermions can be identified as follows. In Minkowski signature, we can take the chirality operators for Spin(3,1), Spin(2) and Spin(5,1) to be $-i\Gamma_{0123}$, $-i\Gamma_{45}$ and $\Gamma_{012345} = -(−i\Gamma_{0123})(−i\Gamma_{45})$, respectively. Then, $4_+$ of Spin(5,1) transforms under the subgroup Spin(3,1) $\times$ Spin(2) as $2_{+}^+ \oplus 2_{+}^-$, while $4_-$ transforms as $2_{-}^+ \oplus 2_{-}^-$. Here the superscripts indicate the charges under Spin(2) $\sim U(1)$, measured by $-i\Gamma_{45}$. In Euclidean signature, Spin(3,1) is replaced with Spin(4) $\sim SU(2) \times SU(2)$, and $2_+$ becomes $(1,2)$ and $2_-$ becomes $(2,1)$. Using the decomposition $2 \otimes 2 = 1 \oplus 3$ of SU(2), we find that the fermions transform under Spin(4)$_M \times$ Spin(2)$_C$ as

$$2(1,1)^{-1} \oplus (1,3)^{-1} \oplus (3,1)^{-1} \oplus 2(2,2)^{1}.$$  \hspace{1cm} (2.12)

The first three summands represent two scalars and one two-form on $M$, transforming as negative chirality spinors on $C$: $\xi, \xi' \in \Gamma\left(\mathcal{L}^0_M \otimes \overline{\mathcal{K}}_{C}^{-1/2} \otimes \text{ad}(P)\right)$, $\chi \in \Gamma\left(\mathcal{L}^2_M \otimes \overline{\mathcal{K}}_{C}^{-1/2} \otimes \text{ad}(P)\right)$. \hspace{1cm} (2.13)

The last summand gives two one-forms on $M$ which are positive chirality spinors on $C$: $\psi, \psi' \in \Gamma\left(\mathcal{L}^1_M \otimes \overline{\mathcal{K}}_{C}^{1/2} \otimes \text{ad}(P)\right)$. \hspace{1cm} (2.14)

Here $\mathcal{L}^p_M$ is the bundle of $p$-forms on $M$ and $\overline{\mathcal{K}}_{C}^{\pm1/2}$ are the bundles of spinors on $C$ with positive and negative chirality, all pulled back to $M \times C$. We have used the same symbol $P$ as in the ten-dimensional case to denote the gauge bundle.

Since the twisted theory does not contain any spinors on $M$, at this point we can relax the assumption that $M$ is spin. The twisted theory can be defined on any four-manifold $M$. Looking at the transformation properties of the fermions, we see that the twisted theory has two supercharges that are invariant under Spin(4)$_M'$. They generate supersymmetry transformations whose parameters are constant scalars on $M$ and constant spinors on $C$, and as such are present for any choice of $M$. In contrast, the other supercharges are broken unless $M$ admits covariantly constant one-forms or two-forms.

Let us describe the supercharges that are scalars on $M$ more explicitly. The relevant supersymmetry parameters are annihilated by the generators of Spin(4)$_M'$:

$$(\Gamma_{\mu\nu} + \Gamma_{\mu+6,\nu+6})\epsilon = 0, \quad \mu, \nu = 0, \ldots, 3.$$ \hspace{1cm} (2.15)

These equations can be rewritten as

$$\epsilon = \Gamma_{\mu\nu,\mu+6,\nu+6} \epsilon,$$ \hspace{1cm} (2.16)

and impose three independent constraints on $\epsilon$. Each of them reduces the dimension of the parameter space by half, so there are $16 \times (1/2)^3 = 2$ independent solutions, as expected.

We can single out a supercharge by further demanding

$$\epsilon = -i\Gamma_{\mu,\mu+6} \epsilon.$$ \hspace{1cm} (2.17)

These equations are compatible with the condition (2.16) and the chirality condition

$$i\Gamma_{0123456789} \epsilon = \epsilon.$$ \hspace{1cm} (2.18)
in Euclidean signature since $\Gamma_{\mu,\mu+6}$ commute with $\Gamma_{0123456789}$ and $\Gamma_{\mu\nu\mu+6,\nu+6}$. We are left with a unique solution up to rescaling, and call the corresponding supercharge $Q$. Similarly, imposing the condition

$$\epsilon = i\Gamma_{\mu,\mu+6}\epsilon$$

(2.19)

we obtain another supercharge $Q'$.

An important property of the supercharges thus defined is that they square to zero:

$$Q^2 = (Q')^2 = 0.$$  

(2.20)

It is clear that $P_\mu$ cannot appear in $Q^2$ or $(Q')^2$ because these supercharges are Spin(4)$_M^+$ invariant. To see that $P_I$ for any $I = 0, \ldots, 9$ makes no appearance either, say in $Q^2$, we pick $\mu$ such that $I \neq \mu, \mu + 6$ and note $i\epsilon\Gamma_{\mu,\mu+6} = -i\epsilon^T\Gamma^T_{\mu,\mu+6}C = \bar{\epsilon}$. So we have

$$\epsilon^T I \epsilon = \epsilon^T I(-i\Gamma_{\mu,\mu+6}\epsilon) = -i\epsilon\Gamma_{\mu,\mu+6}\Gamma_I \epsilon = -\epsilon^T I \epsilon$$

(2.21)

and $Q^2 = \bar{\epsilon}^T I \epsilon P_I = 0$.

From the constraints (2.16) and the chirality condition (2.18), it follows

$$\epsilon = \Gamma_{0167}\Gamma_{2389}\epsilon = i\Gamma_{45}\epsilon.$$  

(2.22)

Since the parameters $\epsilon$ under consideration have charge $-1$ with respect to the U(1) symmetry generated by $-i\Gamma_{45}$, the corresponding supercharges have charge $+1$. As can be seen from the transformation property of $\bar{\alpha}(\Gamma_4 - i\Gamma_5)\beta$, the linear combination $P_4 - iP_5$ has charge 2 and is the only translation generator with that charge. Hence, $\{Q, Q'\} \propto P_4 - iP_5$.

Introducing the complex coordinate

$$z = \frac{1}{2}(x^4 - ix^5),$$  

(2.23)

we normalize the supercharges in such a way that

$$\{Q, Q'\} = P_\bar{z}. $$

(2.24)

Comparing the equation $(\Gamma_4 - i\Gamma_5) \epsilon = 0$ with the formula (2.4) for supersymmetry variations, we see that $A_\bar{z}$ is invariant under the action of $Q$ and $Q'$. The extra condition (2.17) says $(\Gamma_\mu + i\Gamma_{\mu+6})\epsilon = 0$, meaning that $A_\mu + iA_{\mu+6}$ is annihilated by $Q$. The twisted theory therefore has the $Q$-invariant partial connection

$$A = A_\mu dx^\mu + A_\bar{z} d\bar{z}, \quad A_\mu = A_\mu + i\phi_\mu.$$  

(2.25)

By the same token, if we define

$$\overline{A} = (A_\mu - i\phi_\mu) dx^\mu + A_\bar{z} d\bar{z},$$

(2.26)

then $\overline{A}_\mu dx^\mu + A_\bar{z} d\bar{z}$ is $Q'$-invariant. We write $\mathcal{D}$ and $\mathcal{F}$ for the covariant derivative and curvature of $A + A_\bar{z} d\bar{z}$, and $\overline{\mathcal{D}}$ and $\overline{\mathcal{F}}$ for those of $\overline{A} + A_\bar{z} d\bar{z}$.

We can readily write down the action of $Q$ on the rest of the fields. From the $Q$-invariance of $\mathcal{A}$, the transformation properties of the fields under Spin(4)$_M^+ \times$ Spin(2)$_C$, 
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and the fact that the supersymmetry variation of a fermion is a linear combination of the field strength $F_{I,J}$ in ten dimensions, we deduce that the $Q$-action can be written as

$$
delta A_\mu = 0, \quad \delta \bar{A}_\mu = \psi_\mu, $$

$$\delta A_z = \xi, \quad \delta A_{\bar{z}} = 0, $$

$$\delta \xi = 0, \quad \delta \xi' = P, $$

$$\delta \psi_\mu = 0, \quad \delta \psi'_\mu = F_{\mu z}, $$

$$\delta P = 0, \quad \delta \chi_{\mu \nu} = F_{\mu \nu}. $$

(2.27)

We have introduced an auxiliary bosonic scalar $P$ in order to realize the correct supersymmetry algebra off-shell.

The variation $\delta'$ under the action of $Q'$ can be identified with the help of relation (2.24). Setting $\{\delta, \delta'\} A_\mu = F_{z \mu}$ leads to $\delta' A_\mu = -\delta \psi'_\mu$, so we have $\delta' A_\mu = -\psi'_\mu$ up to $Q$-invariant terms which we can absorb in the definition of $\psi'_\mu$. Likewise, the relation $\{\delta, \delta'\} \bar{A}_\mu = \bar{F}_{\bar{z} \mu}$ implies $\delta' \psi_\mu = -\bar{F}_{\bar{z} \bar{z}}$. Redefining $\xi'$ and $P$ if necessary, we can set $\delta' A_z = -\xi'$. Then, $\{\delta, \delta'\} A_z = F_{z \bar{z}}$ gives $\delta' \xi = P - F_{z \bar{z}}$.

To have $\{\delta, \delta'\} \chi = D_z \chi$, we need to use the equation of motion for $\chi$. Let us postulate that the part of the action that contains $\chi$ is given by

$$S_1 = \frac{1}{c^2} \int_{M \times C} d^2 z \text{Tr} \left( -\delta (\chi \wedge \ast_M \bar{F}) + \chi \wedge D \psi' + \frac{1}{2} \chi \wedge D_z \chi \right)$$

$$= \frac{1}{c^2} \int_{M \times C} d^2 z \text{Tr} \left( -\bar{F} \wedge \ast_M \bar{F} + \chi \wedge \ast_M \bar{D} \psi + \chi \wedge D \psi' + \frac{1}{2} \chi \wedge D_z \chi \right),$$

(2.28)

where $d^2 z = -2i dz \wedge d\bar{z} = dx^4 \wedge dx^5$. Note that we have chosen a metric $g_M$ on $M$ to define the Hodge star $\ast_M$ on $M$. The above expression is $Q$-invariant thanks to the Bianchi identity $\mathcal{D} \bar{F} = 0$, provided that boundary terms do not arise in the $Q$-variation. The equation of motion for $\chi$ derived from this action is

$$D_z \chi = -\delta (\ast_M \bar{F}) + \delta' \delta \chi.$$  

(2.29)

Equating the left-hand side with $\{\delta, \delta'\} \chi$, we find $\delta' \chi = -\ast_M \bar{F}$ up to $Q$-invariant terms. Because we did not redefine $\chi$, its supersymmetry variation is still given by a linear combination of $F_{I,J}$, and the $Q$-invariant terms, if exist, must be constructed from $\bar{F}$. Such terms are not compatible with $\delta' \chi = 0$ and should be absent (unless we are willing to use other equations of motion). The $Q'$-variations of the remaining fields can be fixed by the requirement $\delta'' = 0$.

We have thus obtained the following formula for the supersymmetry transformation generated by $Q'$:

$$\delta' A_\mu = -\psi'_\mu, \quad \delta' \bar{A}_\mu = 0,$$

$$\delta' A_z = -\xi', \quad \delta' A_{\bar{z}} = 0,$$

$$\delta' \xi = P - F_{z \bar{z}}, \quad \delta' \xi' = 0,$$

$$\delta' \psi_\mu = -\bar{F}_{\mu \bar{z}}, \quad \delta' \psi'_\mu = 0,$$

$$\delta' P = D_z \xi', \quad \delta' \chi_{\mu \nu} = -(\ast_M \bar{F})_{\mu \nu}. $$

(2.30)
With these transformation rules, we can write $S_1$ as

$$S_1 = \frac{1}{e^2} \int_{M \times C} d^2z \ Tr \left( \delta'( \mathcal{F} \wedge \chi) + \chi \wedge *_M \nabla \psi + \frac{1}{2} \chi \wedge Dz \chi \right). \quad (2.31)$$

This is $Q'$-invariant, again up to boundary contributions. Hence, $S_1$ is invariant under both $Q$ and $Q'$.

The rest of the action of the twisted theory is

$$S_2 = \frac{1}{e^2} \int_{M \times C} \sqrt{g} d^6x \ \delta \delta' \ Tr \left( - \xi' \xi + 2i F_{\mu z} \phi' \right)$$

$$= \frac{1}{e^2} \int_{M \times C} \sqrt{g} d^6x \ \delta \ Tr \left( - P + F_{zz} + 2i D^\mu \phi_{\mu} \right) \xi' - \mathcal{F}_{\mu z} \psi' \ , \quad (2.32)$$

where we have ignored boundary terms in going to the last expression. To define the volume form $\sqrt{g} d^6x$ we have endowed $C$ with the metric $g_C = (dx^4)^2 + (dx^5)^2$; the total metric on $M \times C$ is $g = g_M \oplus g_C$ and we have $g_{zz} = g_{\bar{z}z} = 2$. This action is manifestly $Q$- and $Q'$-invariant. Explicitly, we have

$$S_2 = \frac{1}{e^2} \int_{M \times C} \sqrt{g} d^6x \ Tr \left( - P(P - F_{zz} - 2i D^\mu \phi_{\mu}) - 2 \mathcal{F}_{\mu z} \mathcal{F}_{\mu z} \right)$$

$$+ \xi' Dz \xi + \xi' D \mu \psi^\mu + \psi_{\mu} \mathcal{F}_{\mu z} + D_{\mu} \psi^\mu \psi_{\mu} \ . \quad (2.33)$$

The bosonic part of the full action $S_1 + S_2$ is

$$\frac{1}{e^2} \int_{M \times C} \sqrt{g} d^6x \ Tr \left( - \frac{1}{2} \mathcal{F}^{\mu \nu} \mathcal{F}_{\mu \nu} - P(P - F_{zz} - 2i D^\mu \phi_{\mu}) - 2 \mathcal{F}_{\mu z} \mathcal{F}_{\mu z} \right)$$

$$= \frac{1}{e^2} \int_{M \times C} \sqrt{g} d^6x \ Tr \left( P - \frac{1}{2} F_{zz} - i D^\mu \phi_{\mu} \right)^2 - \frac{1}{2} F^{\mu \nu} F_{\mu \nu} - 2 F_{\mu z} F_{\mu z} - F_{zz} F_{\bar{z}z}$$

$$- D^\mu \phi^\nu D_{\mu} \phi_{\nu} - 2 D^z \phi^\mu D_z \phi_{\mu} - \frac{1}{2} [\phi^\mu, \phi^\nu] [\phi_{\mu}, \phi_{\nu}] - R_{\mu \nu} \phi^\mu \phi^\nu \right), \quad (2.34)$$

where $R_{\mu \nu}$ is the Ricci curvature of $g$. For $M = \mathbb{R}^4$, it reproduces the bosonic part (2.7) of the action for $\mathcal{N} = (1, 1)$ super Yang–Mills theory.

Now that we have constructed a theory with two supercharges that square to zero, let us pick one of them, say $Q$, and consider the $Q$-invariant sector of the theory. The correlation function of a $Q$-exact operator vanishes because in the path integral representation it is the integral of a "total derivative" over an infinite-dimensional supermanifold. Therefore, the correlation function of a $Q$-invariant operator depends only on the $Q$-cohomology class of that operator. We can also define the $Q$-cohomology of states. This is a module over the $Q$-cohomology of operators, and the partition function with $Q$-closed states specified on the boundary components of spacetime depends only on the $Q$-cohomology classes of those states. (More generally, correlation functions of $Q$-closed operators with $Q$-closed states have a similar property.)

Since the dependence of the action on the metric of $M$ is completely buried in the $Q$-exact part, the theory becomes topological on $M$ once we restrict it to the $Q$-invariant
sector. Similarly, the \( Q \)-invariant sector of the theory depends on the complex structure of \( C \) but not on the metric. The anticommutation relation (2.24) shows that \( P_z = 0 \) in the \( Q \)-cohomology, so correlation functions of \( Q \)-closed operators supported at points on \( C \) vary holomorphically on \( C \). In this sense, the twisted theory is a topological–holomorphic theory on \( M \times C \).

An example of a \( Q \)-closed operator is a Wilson line constructed from \( A \), supported along a closed curve \( K \subset M \) and a point \( z \in C \):

\[
\text{Tr}_V P \exp \left( \oint_{K \times \{z\}} A \right).
\]

(2.35)

The trace is taken in some representation \( G_C \to \text{GL}(V) \) of the complexification \( G_C \) of \( G \). Such Wilson lines form one of the two classes of observables from which we construct integrable lattice models.

### 2.3 Two-dimensional formulation

Suppose that \( C \) is an elliptic curve. If we make \( C \) very small and discard the Kaluza–Klein modes, the topological–holomorphic theory on \( M \times C \) reduces to a topological theory on \( M \). This is the GL-twisted \( \mathcal{N} = 4 \) super Yang–Mills theory [50]. We can further take \( M \) to be the product of a surface \( D \) and a torus, and make the torus very small. Then, after discarding the Kaluza–Klein modes, we obtain a topologically twisted \( \mathcal{N} = (8,8) \) super Yang–Mills theory on \( D \).

In this series of reduction from six to two dimensions, we could as well keep all Kaluza–Klein modes. If we chose to do so, we would end up with a formulation of the six-dimensional topological–holomorphic theory as a two-dimensional gauge theory. Let us describe this two-dimensional formulation concretely, as we will use it later when we introduce an \( \Omega \)-deformation of the theory.

#### 2.3.1 Two-dimensional supersymmetry

Recall that the topological twist of the six-dimensional theory replaces the generators \( \Gamma_{\mu\nu} \) of the rotation group \( \text{Spin}(6) \) with \( \Gamma_{\mu\nu} + \Gamma_{\mu+6,\nu+6} \). The supercharges \( Q, Q' \) are characterized by three conditions on the parameter \( \epsilon \) of supersymmetry transformation:

\[
(\Gamma_{01} + \Gamma_{67})\epsilon = (\Gamma_{12} + \Gamma_{78})\epsilon = (\Gamma_{23} + \Gamma_{89})\epsilon = 0.
\]

(2.36)

Requiring the additional condition

\[
\epsilon = -i\Gamma_{39}\epsilon
\]

(2.37)

then picks out the supercharge \( Q \) used to define the topological–holomorphic theory. To describe this procedure in two-dimensional terms, let us impose the above conditions in a different order.

First, we demand \( (\Gamma_{23} + \Gamma_{89})\epsilon = (1+i\Gamma_{39})\epsilon = 0 \). These equations have four independent solutions that are eigenvectors of the two-dimensional chirality operator \(-i\Gamma_{01}\). The action of \( \Gamma_{06} \) leaves the space of solutions invariant but changes chirality, so there are equal number
of positive and negative chirality solutions. The corresponding supercharges generate $\mathcal{N} = (2, 2)$ supersymmetry in two dimensions.

Next, we impose $(\Gamma_{01} + \Gamma_{67})\epsilon = 0$, which reduces the number of independent solutions to two. There are two $U(1)$ R-symmetries that rotate the supercharges of $\mathcal{N} = (2, 2)$ supersymmetry, $U(1)_V$ generated by $-i\Gamma_{45}$ and $U(1)_A$ generated by $-i\Gamma_{67}$. This condition means that we twist the two-dimensional rotation group $U(1)_D$ by replacing it with the diagonal subgroup $U(1)'_D$ of $U(1)_D \times U(1)_A$, and keep only those supercharges that are scalars under $U(1)'_D$. This condition means that we twist the two-dimensional rotation group $U(1)_D$ by replacing it with the diagonal subgroup $U(1)'_D$ of $U(1)_D \times U(1)_A$, and keep only those supercharges that are scalars under $U(1)'_D$. The R-symmetry $U(1)_V$ used in this twisting acts on the scalars $\phi_6, \phi_7$, which are part of the $Q$-invariant connection $\sum_{i=0}^{1} A_i dx^i$ in two dimensions and belong to the vector multiplet of $\mathcal{N} = (2, 2)$ supersymmetry. It is known as the axial $U(1)$ R-symmetry, and the topological twist with respect to it is called the $B$-twist [26, 27]. Since $\epsilon = i\Gamma_{45}\epsilon$, the scalar supercharges have charge 1 under the other R-symmetry $U(1)_A$, referred to as the vector $U(1)$ R-symmetry. The topological twist using $U(1)_V$ is called the $A$-twist.

Finally, the condition $(\Gamma_{12} + \Gamma_{78})\epsilon = 0$ picks out a particular linear combination of the scalar supercharges, which we have been calling $Q$. We can choose another scalar supercharge $\tilde{Q}$ (which is different from $Q'$) such that $Q$ and $\tilde{Q}$ obey the relations

$$Q^2 = \tilde{Q}^2 = \{Q, \tilde{Q}\} = 0$$

up to central charges. These supercharges do not have definite chirality since the last condition is not compatible with the chirality condition $\epsilon = \pm i\Gamma_{01}\epsilon$.

### 2.3.2 B-twisted gauge theory

Our task is therefore to describe the six-dimensional topological–holomorphic theory as a B-twisted gauge theory in two dimensions. To this purpose we briefly review the construction of the latter theory.

We write $\mathfrak{g}$ for the gauge group of a B-twisted gauge theory to distinguish it from the gauge group of the six-dimensional theory. We pick generators $T_a, a = 1, \ldots, \dim \mathfrak{g}$, of the Lie algebra $\text{Lie}(\mathfrak{g})$ of $\mathfrak{g}$ that are orthonormal with respect to the minus of an invariant symmetric bilinear form $\text{Tr}$. The spacetime of the theory is a surface $D$, and the gauge bundle is a principal $\mathfrak{g}$-bundle $\mathcal{P} \to D$.

The basic ingredients of a B-twisted gauge theory are vector multiplets and chiral multiplets. A vector multiplet consists of a gauge field $A$ of $\mathcal{P}$, bosonic fields

$$\sigma \in \Gamma(\Lambda_D^0 \otimes \text{ad}(\mathcal{P})),$$

and fermionic fields

$$\alpha \in \Gamma(\Lambda_D^0 \otimes \text{ad}(\mathcal{P})), \quad \lambda \in \Gamma(\Lambda_D^1 \otimes \text{ad}(\mathcal{P})), \quad \zeta \in \Gamma(\Lambda_D^2 \otimes \text{ad}(\mathcal{P})) .$$

A chiral multiplet is valued in a unitary representation $R$ of $\mathfrak{g}$. It consists of bosonic fields

$$\varphi \in \Gamma(\Lambda_D^0 \otimes R(\mathcal{P})), \quad F \in \Gamma(\Lambda_D^2 \otimes R(\mathcal{P})) ,$$

and fermionic fields

$$\psi \in \Gamma(\Lambda_D^1 \otimes R(\mathcal{P})).$$
and fermionic fields
\[ \bar{\eta} \in \Gamma(\Lambda_D^0 \otimes \overline{R}(P)), \quad \rho \in \Gamma(\Lambda_D^1 \otimes R(P)), \quad \bar{\mu} \in \Gamma(\Lambda_D^2 \otimes \overline{R}(P)), \quad (2.42) \]
where \( R(P) \) denotes the vector bundle associated to \( P \) constructed from \( R \), and \( \overline{R} \) is the complex conjugate of \( R \) which we also regard as the dual of \( R \) by a hermitian form on the representation space.

As mentioned already, a B-twisted \( \mathcal{N} = (2, 2) \) supersymmetric theory has two scalar supercharges, \( Q \) and \( \tilde{Q} \). Under the action of \( Q \), the vector multiplet transforms as
\[ \begin{align*}
\delta A &= 0, \quad \delta \overline{A} = \lambda, \\
\delta \lambda &= 0, \quad \delta \alpha = D, \\
\delta D &= 0, \quad \delta \zeta = F,
\end{align*} \quad (2.43) \]
while the chiral multiplet transforms as
\[ \begin{align*}
\delta \varphi &= 0, \quad \delta \bar{\varphi} = \bar{\eta}, \\
\delta \rho = D \varphi, \quad &\delta \bar{\eta} = 0, \\
\delta F = D \rho - \zeta \varphi, \quad &\delta \bar{F} = 0, \\
&\delta \bar{\mu} = \bar{F}.
\end{align*} \quad (2.44) \]
Here we have introduced the notation
\[ A = A + i\sigma, \quad \overline{A} = A - i\sigma. \quad (2.45) \]
The fields \( \bar{\varphi} \) and \( \bar{F} \) are the hermitian conjugates of \( \varphi \) and \( F \).

The other supercharge \( \tilde{Q} \) depends on a choice of a metric on \( D \). It acts on the vector multiplet by
\[ \begin{align*}
\tilde{\delta} A &= * \lambda, \quad \tilde{\delta} \overline{A} = 0, \\
\tilde{\delta} \lambda &= 0, \quad \tilde{\delta} \alpha = * F, \\
\tilde{\delta} D &= - * \overline{D} \lambda, \quad \tilde{\delta} \zeta = - * D + 2iD * \sigma
\end{align*} \quad (2.46) \]
and on the chiral multiplet by
\[ \begin{align*}
\tilde{\delta} \varphi &= 0, \quad &\tilde{\delta} \bar{\varphi} = - * \bar{\mu}, \\
\tilde{\delta} \rho = - * \overline{D} \varphi, \quad &\tilde{\delta} \bar{\eta} = * \bar{F}, \\
\tilde{\delta} F = \overline{D} * \rho - * \alpha \varphi, \quad &\tilde{\delta} \bar{F} = 0, \\
&\tilde{\delta} \bar{\mu} = 0.
\end{align*} \quad (2.47) \]

The main part of the action is exact with respect to both \( Q \) and \( \tilde{Q} \). The action governing the dynamics of the vector multiplet is
\[ S_V = \int_D \delta \tilde{\delta} \text{Tr}(\zeta \alpha) \]
\[ = \int_D \delta \text{Tr}\left( (- * D + 2iD * \sigma) \alpha - \zeta * \bar{F} \right) \quad (2.48) \]
\[ = \int_D \text{Tr}\left( - F * F - D * (D - 2i * D * \sigma) + \alpha D * \lambda + \zeta * \overline{D} \lambda \right). \]

\[ - 13 - \]
The action for the chiral multiplet is
\[
S_C = \int_D \delta \delta(-\bar{\phi} F)
\]
\[
= \int_D \delta(-\bar{\phi}(\overline{D} \ast \rho - \ast \alpha \phi) + \bar{\mu} \ast F)
\]
\[
= \int_D (-\bar{\phi} \overline{D} \ast D \phi + \ast \phi D \phi + \overline{F} \ast F
\]
\[
- \bar{\eta} \overline{D} \ast \rho - \bar{\mu} \ast D \rho + \ast \bar{\eta} \alpha \phi - \bar{\phi} \lambda \wedge \ast \rho + \bar{\mu} \ast \zeta \phi).
\]

In addition, we can turn on a superpotential \(W\), which is a gauge invariant holomorphic function of the chiral multiplet scalars. It generates the interaction terms given by
\[
S_W = \int_D \left( F \frac{\partial W}{\partial \phi} + \frac{1}{2} \rho \wedge \rho \frac{\partial^2 W}{\partial \phi \partial \phi} + \ast \delta W \right)
\]
\[
= \int_D \left( F \frac{\partial W}{\partial \phi} + \frac{1}{2} \rho \wedge \rho \frac{\partial^2 W}{\partial \phi \partial \phi} - F \frac{\partial W}{\partial \phi} - \bar{\eta} \mu \frac{\partial^2 W}{\partial \phi \partial \phi} \right).
\]

Unlike \(S_V\) and \(S_C\), this is neither \(Q\)-exact nor \(\tilde{Q}\)-exact. Furthermore, it is not automatically invariant under \(Q\) or \(\tilde{Q}\) if \(D\) has a boundary. The \(Q\)-invariance requires
\[
\int_{\partial D} \rho \frac{\partial W}{\partial \phi} = 0,
\]
while for the \(\tilde{Q}\)-invariance we need
\[
\int_{\partial D} \ast \rho \frac{\partial W}{\partial \phi} = 0.
\]
Appropriate boundary conditions must be imposed for the supercharges to be unbroken.

### 2.3.3 Topological–holomorphic theory as a B-twisted gauge theory

Now we take \(M = D \times \Sigma\) and describe the six-dimensional topological–holomorphic theory on \(D \times \Sigma \times C\) as a B-twisted gauge theory on \(D\). We use letters \(i, j, \ldots\) for indices for \(D\) and \(m, n, \ldots\) for those for \(\Sigma\). For simplicity we assume \(D \times \Sigma \times C\) has no boundary (or impose appropriate boundary conditions so that all boundary terms arising from integration by parts vanish).

We need to organize the fields of the six-dimensional theory into supermultiplets of B-twisted gauge theory. Clearly, the theory has a single vector multiplet whose gauge field \(A_i dx^i\) is part of the six-dimensional gauge field. Comparing the transformation rules (2.43) and (2.27) in two and six dimensions, we identify the other fields in the vector multiplet as
\[
\sigma_i = \phi_i, \quad D = P, \quad \alpha = \zeta', \quad \lambda_i = \psi_i, \quad \zeta_{ij} = \chi_{ij}.
\]

In order to lift the vector multiplet action (2.48) to six dimensions, we interpret the bilinear form \(\text{Tr}\) on \(\text{Lie}(G)\) as
\[
\frac{1}{e^2} \int_{\Sigma \times C} \ast \Sigma \times C \text{Tr},
\]
where Tr in the integrand stands for the bilinear form on $\mathfrak{g}$. This gives

$$S_V = \frac{1}{e^2} \int_{D \times \Sigma \times C} \sqrt{g} \, d^6x \, \delta \, \text{Tr} \left( (-P + 2iD^i \phi_i) \xi^\ell - \frac{1}{2} \chi^{ij} \mathcal{F}_{ij} \right). \tag{2.55}$$

As can be seen from the bosonic fields annihilated by $Q$, we have three chiral multiplets in the adjoint representation, whose scalar components are $A_m$ and $A_z$. We name the fields of these multiplets as $(A_m, F_m, \bar{\eta}_m, \rho_m, \bar{\mu}_m)$ and $(A_z, F_z, \bar{\eta}_z, \rho_z, \bar{\mu}_z)$.

To lift formula (2.44) to six dimensions, what we have to do is essentially to replace the scalar fields with the corresponding covariant derivatives so that when we perform dimensional reduction on $\Sigma \times C$, we get back to the same formula. In this way we obtain

$$\delta A_m = 0, \quad \delta \bar{A}_m = \bar{\eta}_m, \quad \delta \rho_m = \mathcal{F}_{im}, \quad \delta \bar{\eta}_m = 0, \quad \delta \bar{F}_{mij} = \mathcal{D}_{ij} \rho_{mi} + \mathcal{D}_m \xi_{ij}, \quad \delta \bar{F}_{mij} = 0, \quad \delta \bar{\mu}_{mij} = \bar{F}_{mij} \tag{2.56}$$

and

$$\delta A_z = 0, \quad \delta \bar{A}_z = \bar{\eta}_z, \quad \delta \rho_z = \mathcal{F}_{i\bar{z}}, \quad \delta \bar{\eta}_z = 0, \quad \delta \bar{F}_{zi\bar{z}} = \mathcal{D}_i \rho_{zi} + \mathcal{D}_{zi} \xi_{ij}, \quad \delta \bar{F}_{zi\bar{z}} = 0, \quad \delta \bar{\mu}_{zi\bar{z}} = \bar{F}_{zi\bar{z}} \tag{2.57}$$

From the $Q$-variations involving the gauge field, we see

$$\bar{\eta}_m = \psi_m, \quad \rho_{mi} = \chi_{im}, \quad \bar{\eta}_z = \xi, \quad \rho_{zi} = \psi'_{i\bar{z}}. \tag{2.58}$$

With this identification, we can write $\delta \bar{F}_{mij} = (\mathcal{D} \bar{\chi})_{mij}$ and $\delta \bar{F}_{zi\bar{z}} = (\mathcal{D} \psi')_{ij} + D_{zi} \bar{\chi}_{ij}$. On the other hand, from the six-dimensional action we derive the equations of motion

$$\mathcal{D}_M \bar{\chi} = - \star_M D_{z} \psi + \star_M \mathcal{D}_M \xi = - \star_M t \partial_\xi \delta \mathcal{F} \tag{2.59}$$

and

$$\mathcal{D}_M \psi' + D_{z} \bar{\chi} = - \star_M \mathcal{D}_M \psi = - \star_M \delta \mathcal{F}, \tag{2.60}$$

with $\mathcal{D}_M = \mathcal{D}_\mu dx^\mu$. Combining these equations we deduce the on-shell relations

$$\bar{F}_{mij} = - (\star_M t_\partial \mathcal{F}_{mij}), \quad \bar{F}_{zi\bar{z}} = - (\star_M \mathcal{F})_{ij} \tag{2.61}.$$}

Then, we have $\bar{F}_{mij} = - (\star_M t_\partial \mathcal{F}_{mij})$ and $\bar{F}_{zab} = - (\star_M \mathcal{F})_{ij}$ on shell (note the sign; the on-shell value of $\mathcal{F}$ is minus the hermitian conjugate of $\mathcal{F}$) and

$$\bar{\mu}_{mij} = (\star_M \psi')_{mij}, \quad \bar{\mu}_{zi\bar{z}} = - (\star_M \chi)_{ij}. \tag{2.62}$$

Lifting the chiral multiplet action (2.49) to six dimensions is also straightforward. For example, the term $\delta (\varphi \mathcal{D} \star \rho)$ in the integrand on the second line can be converted to $\delta (\mathcal{D} \varphi \wedge \star \rho)$ by integration by parts and lifted to $\delta \text{Tr}(-\mathcal{F}^m \chi_{im} - \mathcal{F}_{iz} \psi^i)$. Also, since $\varphi$
is in the adjoint representation, \( \delta (\bar{\psi} \star \alpha \psi) \) can be written as \( \delta \text{Tr}(\star [\psi, \bar{\psi}] \alpha) \) and is lifted to \( \delta \text{Tr}((2iD^m \phi_m + F_{zz}) \xi') \). For comparison with the six-dimensional description, it is useful to express the chiral multiplet action as

\[
S_C = \frac{1}{e^2} \int_{D \times \Sigma \times C} \sqrt{g} d^6 x \text{Tr} \left( \delta \left( -F^m \chi_m - F_{iz} \psi^i + (2iD^m \phi_m + F_{zz}) \xi' \right) \\
+ \frac{1}{2} F_{mij} F_{mij} + \frac{1}{2} F_{zij} F_{zij} \right) \\
+ \frac{1}{e^2} \int_{D \times \Sigma \times C} d^2 z \text{Tr} \left( -D \chi \land \psi'_\Sigma + \chi_\Sigma \land (D \psi' + D \bar{z} \chi) \right). \tag{2.63}
\]

Here we have defined

\[
\chi_\Sigma = \frac{1}{2} \chi_{mn} dx^m \land dx^n, \quad \psi'_\Sigma = \psi'_m dx^m. \tag{2.64}
\]

We also need to determine the superpotential. In order to reproduce the equations of motion (2.61), the superpotential must be

\[
W = -\frac{1}{e^2} \int_{\Sigma \times C} dz \land \text{CS}(A), \tag{2.65}
\]

where

\[
\text{CS}(A) = \text{Tr} \left( A \land dA + \frac{2}{3} A \land A \land A \right) \tag{2.66}
\]

is the Chern–Simons three-form constructed from \( A \). The corresponding superpotential terms are

\[
S_W = \frac{1}{e^2} \int_{D \times \Sigma \times C} \sqrt{g} d^6 x \text{Tr} \left( \frac{1}{2} F^{mij} (\ast_M t_{ij} \mathcal{F})_{mij} + \frac{1}{2} F^{ij} (\ast_M \mathcal{F})_{ij} \\
+ \frac{1}{2} F^{mij} (\ast_M t_{ij} \mathcal{F})_{mij} + \frac{1}{2} F^{ij} (\ast_M \mathcal{F})_{ij} - \delta F_{mz} \psi'^m + \frac{1}{2} \chi^{mn} \delta F_{mn} \right) \\
+ \frac{1}{e^2} \int_{D \times \Sigma \times C} d^2 z \text{Tr} \left( \frac{1}{2} \chi_{D|\Sigma} \land D \bar{z} \chi + \chi_{D|\Sigma} \land D \psi'_D \right), \tag{2.67}
\]

where

\[
\chi_{D|\Sigma} = \chi_{im} dx^i \land dx^m, \quad \psi'_D = \psi'_i dx^i. \tag{2.68}
\]

The superpotential (2.65) is not quite gauge invariant, but this is not a problem because the resulting action is gauge invariant.

While the sum \( S_V + S_C + S_W \) reproduces the fermionic part of the six-dimensional action, they lack the terms

\[
\frac{1}{e^2} \int_{D \times \Sigma \times C} \sqrt{g} d^6 x \text{Tr} \left( -\frac{1}{2} F^{mn} F_{mn} - 2 F^m z F_{mz} \right) \tag{2.69}
\]

from the bosonic part. These missing terms are supplied when the auxiliary fields are integrated out. Thus, we have obtained a two-dimensional formulation of the six-dimensional topological–holomorphic theory, which is applicable for \( M = D \times \Sigma \).
3 Ω-deformation of B-twisted gauge theories

Once we reformulate the six-dimensional topological–holomorphic theory as a two-dimensional B-twisted gauge theory, we can subject it to an Ω-deformation [22–24] following the construction of [29]. Via localization of the path integral, the Ω-deformation reduces the topological sector of the B-twisted gauge theory to a zero-dimensional gauge theory with complex gauge group [28–30]. In this section we discuss this localization mechanism for a general B-twisted gauge theory.

3.1 Ω-deformation

As we have seen above, a B-twisted gauge theory has two scalar supercharges $Q$ and $\tilde{Q}$. If the spacetime $D$ is flat, the theory additionally has a one-form supercharge $G = G_i dx^i$, satisfying $\{Q, G_i\} = P_i$ and $\{G_i, G_j\} = 0$ in some coordinates. More generally, if $V$ is a parallel vector field on $D$ (which may or may not be curved), there is an associated fermionic symmetry and hence the corresponding supercharge $\iota_V G$. The linear combination $Q + \iota_V G$ is then a supercharge which squares to $V$.

If $V$ is not covariantly constant, $\iota_V G$ does not exist in general. Nevertheless, if $V$ is a Killing vector field generating an isometry of $D$, we can construct a deformation of the theory such that it has a supercharge $Q_V$ that squares to the generator of the isometry and reduces to $Q$ for $V = 0$. This deformation is what we call an Ω-deformation of the B-twisted gauge theory.

Specifically, the deformed supercharge $Q_V$ acts on the vector multiplet by

$$
\begin{align*}
\delta_V A &= \iota_V \zeta, & \delta_V \bar{A} &= \lambda - \iota_V \zeta, \\
\delta_V \lambda &= 2 \iota_V F - 2i D_i V \sigma, & \delta_V \zeta &= F, \\
\delta_V \alpha &= D, & \delta_V D &= \iota_V D \alpha,
\end{align*}
$$

(3.1)

and on the chiral multiplet by

$$
\begin{align*}
\delta_V \varphi &= \iota_V \rho, & \delta_V \bar{\varphi} &= \bar{\eta}, \\
\delta_V \rho &= D \varphi + \iota_V F, & \delta_V \bar{\eta} &= \iota_V \bar{D} \varphi, \\
\delta_V F &= D \rho - \zeta \varphi, & \delta_V \bar{\mu} &= \bar{D} \rho + \iota_V \bar{\mu}, \\
\delta_V \bar{\mu} &= F.
\end{align*}
$$

(3.2)

Its square is essentially the Lie derivative $L_V = d\iota_V + \iota_V d$, but made covariant with respect to the complexified gauge symmetry:

$$
Q_V^2 = D \iota_V + \iota_V D.
$$

(3.3)

The right-hand side equals $L_V$ plus the infinitesimal gauge transformation generated by $\iota_V A$.

Being a generator of an isometry, $V$ is a real vector field. More generally, we allow $V$ to be a complex Killing vector field that commutes with its complex conjugate $\overline{V}$. Also, $V|_{\partial D}$ must be tangent to $\partial D$ so that the isometry preserves the boundary.
The action of the $\Omega$-deformed theory is again of the form $S_V + S_C + S_W$, each term being a $Q_V$-invariant deformation of the corresponding term in the undeformed action. As in the undeformed case, we can take $S_V$ and $S_C$ to be $Q_V$-exact. A minimal choice is

$$S_V = \delta_V \int_D \text{Tr} \left( (-*D + 2iD*\sigma)\alpha - \zeta * F \right)$$

$$= \int_D \text{Tr} \left( -*F*D - D*(D - 2iD*\sigma) + \alpha D*\lambda + \zeta * D\lambda + \alpha \text{ad}V * \zeta \right)$$

$$+ \int_{\partial D} \text{Tr} (*\zeta * \iota_V * \alpha) \tag{3.4}$$

and

$$S_C = \delta_V \int_D \left( (D\bar{\phi} + \iota_V \bar{F}) \wedge *\rho + *\alpha \rho + \bar{\mu} * F \right)$$

$$= \int_D \left( (D\bar{\phi} + \iota_V \bar{F}) \wedge (D\phi + \iota_V F) + *D\phi + F * F \right)$$

$$+ D\eta * \rho - \bar{\mu} * D\rho + * \eta \alpha \rho - \bar{\phi} \lambda \wedge * \rho + \bar{\mu} * \zeta \rho + \iota_V D\rho * \rho \right) \tag{3.5}$$

where $V^\flat$ is the one-form dual to $V$ with respect to the metric on $D$ and

$$\lambda = \lambda - \iota_V \zeta - \iota_V * \alpha. \tag{3.6}$$

It is important here that $V$ is a Killing vector field and $[V, \bar{V}] = 0$. The former property means that $L_V$ annihilates the metric and commutes with $*$, while the latter implies $[L_V, \iota_V] = 0$. Together with the identity $[L_V, \iota_V] = 0$, these properties ensure the $Q_V$-invariance of $S_V$ and $S_C$.

Remarkably, the $\Omega$-deformation allows $S_W$ to be $Q_V$-invariant without resorting to any boundary conditions. Suppose, for simplicity, that there is only one boundary component in $D$, and parametrize this boundary circle by an angular coordinate $\theta$. Then

$$S_W = \int_D \left( F \frac{\partial W}{\partial \varphi} + \frac{1}{2} \rho \wedge \rho \frac{\partial^2 W}{\partial \varphi \partial \varphi} - \delta_V \left( \mu \frac{\partial W}{\partial \varphi} \right) \right) - \int_{\partial D} W \frac{d\theta}{\bar{V}^\theta}$$

$$= \int_D \left( F \frac{\partial W}{\partial \varphi} + \frac{1}{2} \rho \wedge \rho \frac{\partial^2 W}{\partial \varphi \partial \varphi} - F \frac{\partial W}{\partial \varphi} + \frac{\partial W}{\partial \varphi} - \bar{\mu} \frac{\partial W}{\partial \varphi} \right) - \int_{\partial D} W \frac{d\theta}{\bar{V}^\theta} \tag{3.7}$$

is a $Q_V$-invariant superpotential action.

Since $Q_V$ squares to zero on operators and states that are invariant under the gauge symmetry and the isometry, we can define its cohomology in the spaces of such states and operators. Unlike the undeformed case, the $Q_V$-invariant sector of the theory is not quite topological: it is invariant under deformations of the metric only if $V$ remains as a Killing vector field. For this reason, we refer to the $\Omega$-deformed B-twisted gauge theory as a quasi-topological theory.

### 3.2 Localization on a disk

As we have just seen, an $\Omega$-deformation can be applied to a B-twisted gauge theory whenever the spacetime $D$ has an isometry. A basic example is when $D$ is a disk of finite radius,
equipped with a rotation invariant metric, and $V$ is a generator of rotations. We now show that for a suitable boundary condition, the quasi-topological sector of the $\Omega$-deformed theory is in this case equivalent to a zero-dimensional theory, whose path integral is performed over a domain specified by the boundary condition.

To be concrete, we endow $D$ with the metric of a hemisphere of unit area. In terms of polar coordinates $(r, \theta)$, the metric takes the form

$$g(r, \theta) = g_{rr}(r)dr^2 + g_{\theta\theta}(r)d\theta^2$$

and we have

$$V = \epsilon \partial_\theta$$

for some $\epsilon \in \mathbb{C}$. We use hatted indices $(\hat{r}, \hat{\theta})$ to denote components of tensors with respect to the orthonormal vectors $\partial_\theta = \sqrt{g_{\theta\theta}} \partial_\theta$, $\partial_r = \sqrt{g_{rr}} \partial_r$ and their duals $d\hat{\theta} = \sqrt{g_{\theta\theta}} d\theta$, $d\hat{r} = \sqrt{g_{rr}} d\hat{r}$. For example, $V^{\hat{\theta}} = \sqrt{g_{\theta\theta}} V^\theta$ and $|V^{\hat{\theta}}|$ equals the norm $\|V\|$ of $V$.

### 3.2.1 Boundary conditions

To begin with, let us figure out what sort of boundary condition should be imposed. In general, a good boundary condition ensures that the boundary terms vanish in the variation of the action so that the classical equations of motion are obtained from the variational principle. In our case, we moreover want the boundary condition to be $Q_V$-invariant.

We start with the vector multiplet. Integrating $D$ out and varying the gauge field, we see that the boundary terms in the variation of the action vanish if either the Dirichlet condition $\delta A_\theta = 0$ or the Neumann condition $F_{r\theta} = 0$ is satisfied on the boundary. The former breaks the gauge symmetry on the boundary. For our applications we look for a boundary condition that preserves the gauge symmetry, so we pick the Neumann condition. We can also choose a gauge in which

$$A_r = 0$$

on the boundary. Then, the Neumann condition reads

$$\partial_r A_\theta = 0 .$$

Next, varying $\sigma$, we find that each component $\sigma_i$ of $\sigma$ should obey either the Dirichlet condition $\delta \sigma_i = 0$ or the Neumann condition $\partial_r \sigma_i = 0$. In view of the fact that the gauge field appears in $Q_V^2$ through the combination $A = A + i\sigma$, it is natural to choose

$$\sigma_r = \partial_r \sigma_\theta = 0 .$$

Letting $Q_V$ act on the boundary conditions we have so far, we get

$$\zeta_{r\theta} = \lambda_r = \partial_r \lambda_\theta = 0 .$$

These conditions already ensure that the boundary terms vanish under variations of the fermions.
Since $\lambda_\theta$ does not vanish on the boundary, the action should have a term that contains the boundary value of $\lambda_\theta$. The only term that may not vanish on the boundary is $\alpha D^\theta \lambda_\theta$. So we require $\alpha$ to obey the Neumann condition

$$\partial_r \alpha = 0, \quad (3.14)$$

just as $\lambda_\theta$ does. Then we must have

$$\partial_r D = 0 \quad (3.15)$$

for $Q_V$-invariance.

The set of boundary conditions for the vector multiplet thus obtained is $Q_V$-invariant. Repeated action of $Q_V$ does not lead to any further conditions since $Q_V^2$ just generates translations on the boundary.

On the chiral multiplet, we impose a boundary condition of brane type. The target space $X$ for the chiral multiplet is the representation space of the representation $R$. We choose a submanifold $\gamma$ in $X$, and demand the boundary value of the scalar field to lie in $\gamma$:

$$\varphi \in \gamma. \quad (3.16)$$

The $Q_V$-action on this condition yields

$$(i_V \rho, \bar{\eta}) \in T_{\varphi} \gamma \otimes \mathbb{C}. \quad (3.17)$$

We require $\gamma$ to be $G$-invariant so that the gauge symmetry is preserved. Furthermore, we assume that $\text{Re}(W/\epsilon)$ is bounded above on $\gamma$ so that the boundary term in the superpotential action (3.7) does not render the path integral divergent.

Varying the fermions we get the boundary terms

$$\int_{\partial D} d\hat{\theta} \left( -\frac{1}{\|V\|^2} \delta(i_V \rho)(i_V \bar{\mu})_{\hat{r}} + \delta \bar{\eta} \rho_{\hat{r}} \right). \quad (3.18)$$

For these terms to vanish, we should have

$$\left( \rho_{\hat{r}}, -\|V\|^{-2}(i_V \bar{\mu})_{\hat{r}} \right) \in N_{\varphi} \gamma \otimes \mathbb{C}, \quad (3.19)$$

where $N\gamma$ is the normal bundle of $\gamma$ with respect to the Kähler metric

$$g_X = \text{Re}(d\varphi \otimes d\bar{\varphi}) \quad (3.20)$$

of $X$. The $Q_V$-variation of this condition, together with the gauge condition (3.10), gives

$$\left( \partial_r \varphi + (i_V F)_{\hat{r}}, -\|V\|^{-2}(i_V \bar{\Omega})_{\hat{r}} \right) \in N_{\varphi} \gamma \otimes \mathbb{C}, \quad (3.21)$$

which completes a $Q_V$-invariant set of boundary conditions on the chiral multiplet.

The equations of motion for $F$ and $\bar{F}$ are

$$F_{\hat{r}\hat{\theta}} = \frac{1}{1 + \|V\|^2} \left( V^\theta D_{\hat{r}} \varphi + \frac{\partial W}{\partial \varphi} \right), \quad \bar{F}_{\hat{r}\hat{\theta}} = \frac{1}{1 + \|V\|^2} \left( V^\theta \bar{D}_{\hat{r}} \varphi - \frac{\partial W}{\partial \varphi} \right). \quad (3.22)$$
Plugging these equations into the boundary condition (3.21), we get

\[ \left( \partial_V \varphi - V^q \frac{\partial W}{\partial \bar{\varphi}} + \frac{1}{V^\vartheta} \frac{\partial W}{\partial \varphi} \right) \in N_{\varphi \gamma} \otimes \mathbb{C}. \quad (3.23) \]

As a check, let us verify that boundary terms are absent in the variation of the action under this boundary condition. After \( F \) and \( \bar{F} \) are integrated out, the bosonic terms in \( S_C + S_W \) are given by

\[
\int_D d\hat{r} d\hat{\vartheta} \left( \frac{1}{1 + \|V\|^2} \left( D_{\hat{r}} \varphi D_{\hat{r}} \varphi + V^\vartheta \partial_{\hat{r}} W - V^\vartheta \partial_{\hat{r}} \bar{W} + \frac{\partial W}{\partial \varphi} \frac{\partial \bar{W}}{\partial \bar{\varphi}} \right) + \bar{D}_{\hat{\vartheta}} \varphi \bar{D}_{\hat{\vartheta}} \varphi + \varphi \bar{D} \varphi \right)
- \int_{\partial D} W \frac{d\hat{\vartheta}}{V^\vartheta}. \quad (3.24) \]

Varying the scalars, we see that the boundary terms indeed vanish.

In the undeformed case \( \epsilon = 0 \), the boundary condition (3.23) implies that \( W \) is locally constant on \( \gamma \). The same condition then requires \( (\partial_{\hat{r}} \varphi, \partial_{\hat{r}} \bar{\varphi}) \in N_{\varphi \gamma} \) on the boundary. If \( \gamma \) is a complex submanifold, this is (part of) a “B-brane” boundary condition for a B-twisted Landau–Ginzburg model [27], which preserves half of \( \mathcal{N} = (2, 2) \) supersymmetry. For our application, however, we will actually take \( \gamma \) to be, roughly speaking, a Lagrangian submanifold.

We remark that the boundary condition described here depends on \( \|V\|^2 \). As a consequence, the presence of boundary mildly breaks the quasi-topological invariance of the theory. We are still allowed to deform the metric as long as we continue to impose the same boundary condition defined with respect to the original metric.

### 3.2.2 Gauge fixing

Performing the path integral requires gauge fixing. We do this by adapting the BRST gauge fixing procedure to the present setting.

We enlarge the set of fields with additional fermionic fields \( b, c \) and auxiliary bosonic field \( B \), all transforming in the adjoint representation:

\[ b, c, B \in \Gamma(\text{ad}(\mathcal{P})) . \quad (3.25) \]

Then we introduce the BRST symmetry that acts on these fields by

\[ \delta_B b = B , \quad \delta_B c = \frac{1}{2} \{ c, c \} . \quad (3.26) \]

On the other fields the BRST symmetry acts by the gauge transformation generated by \( c \); for instance, \( \delta_B \varphi = c \varphi \). Since the action of the theory is gauge invariant, it is invariant under the BRST symmetry.

The conserved charge \( Q_B \) for the BRST symmetry squares to zero. In the standard BRST gauge fixing, one adds \( Q_B \)-exact gauge fixing terms to the action and considers the \( Q_B \)-cohomology. However, such terms will not be \( Q_V \)-invariant and breaks the quasi-topological invariance of the theory.
To remedy this problem we combine $Q_B$ with $Q_V$. Let us postulate that $Q_V$ acts on $b$, $c$ and $B$ by
\[
\delta_V b = 0, \quad \delta_V B = \iota_V dB, \quad \delta_V c = -\iota_V A.
\] (3.27)
With this definition of the action of $Q_V$, the combined charge $Q_{V+B} = Q_V + Q_B$ satisfies
\[
Q_{V+B}^2 = \iota_V d + d\iota_V.
\] (3.28)
The right-hand side is the ordinary Lie derivative instead of a gauge covariant one, so we can define the cohomology with respect to the action of $Q_{V+B}$ on rotation invariant states and operators which are not necessarily gauge invariant.

After gauge fixing, therefore, what we should consider is not the $Q_V$-cohomology, but the $Q_{V+B}$-cohomology in the spaces of rotation invariant states and operators. Since $S_V$ and $S_C$ are $Q_V$-commutators of gauge invariant expressions, they are automatically exact with respect to $Q_{V+B}$. The quasi-topological invariance of the theory is thus maintained.

Now we can perform gauge fixing as in the usual BRST procedure, treating $Q_{V+B}$ as the BRST operator. We pick a suitable Lie($\mathfrak{g}$)-valued function $f_{GF}$ constructed from the original set of fields, and add to the action the $Q_{V+B}$-exact term
\[
\delta_{V+B} \int_D \star \text{Tr}(2ibf_{GF}) = \int_D \star \text{Tr}(2ibf_{GF} - 2ib\delta_{V+B}f_{GF}).
\] (3.29)
Integrating over $B$ produces a delta function which imposes the gauge fixing condition
\[
f_{GF} = 0.
\] (3.30)
The fermionic part can be written as
\[
2i \int_D \star (\mathcal{T}_b \cdot f_{GF})^a b^a \tilde{c}^b
\] (3.31)
for some fermion
\[
\tilde{c} = c + \cdots,
\] (3.32)
where $\mathcal{T}_b \cdot f_{GF}$ denotes the infinitesimal gauge transformation of $f_{GF}$ by $\mathcal{T}_b \in \text{Lie}(\mathfrak{g})$. This is possible because for a sensible choice of $f_{GF}$, the matrix-valued function $((\mathcal{T}_b \cdot f_{GF})^a_{\alpha, \beta = 1}^{\dim \mathfrak{g}}$ represents an invertible operator on the field space. The integration over the fermions produces the Faddeev–Popov determinant for the gauge fixing.

For the convenience of computation, we actually make another choice of gauge fixing terms:
\[
S_{GF} = \delta_{V+B} \int_D \star \text{Tr}(-bB + 2ibf_{GF})
= \int_D \star \text{Tr}(-B^2 + b\iota_V dB + 2ibBf_{GF} - 2ib\delta_{V+B}f_{GF}).
\] (3.33)
This is a $Q_{V+B}$-exact deformation of the previous gauge fixing action, so it leads to the same result. With this choice, integrating $B$ out yields the potential term $\text{Tr}(-f_{GF}^2)$ rather than setting $f_{GF} = 0$. 
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The set of all boundary conditions is then invariant under $Q$ condition. Neumann condition, and so should theorem $S$ condition. Then, for the nondegeneracy of $\phi$ defined as the average of $\varphi$ with respect to the volume form of $D$:

$$\varphi_0 = \int_D \ast \varphi.$$  

Hence, we take our gauge fixing function to be

$$f_{GF,0}(\varphi_0, \bar{\varphi}_0) = 0.$$  

The corresponding gauge fixing action is

$$S_{GF} = \int_D \ast \text{Tr}(-\nabla^i A_i)^2 + b_0 V \text{d}b + 2ib \nabla^i D_i c - ib \nabla^i \lambda_i$$

$$- \text{Tr}(f_{GF,0}(\varphi_0, \bar{\varphi}_0)^2 + 2ib_0 \delta_{V+B} f_{GF,0}(\varphi_0, \bar{\varphi}_0)).$$

where $b_0$ is the constant part of $b$.

Before proceeding, we need to specify the boundary conditions for $b, c$ and $B$. For the $Q_{V+B}$-action to preserve the boundary gauge condition (3.10), $c$ must obey the Neumann condition. Then, for the nondegeneracy of $S_{GF}$ on the boundary $b$ should also obey the Neumann condition, and so should $B$ for $Q_{V+B}$-invariance. Thus, we impose the boundary condition

$$\partial_r b = \partial_r c = \partial_r B = 0.$$  

The set of all boundary conditions is then invariant under $Q_B$ as well as $Q_V$.

---

1Let $(\theta, \phi)$ be the spherical coordinates on $S^2$, and $A$ a gauge field on $D$ obeying the boundary condition $A_\phi = \partial_\phi A_\theta = 0$ at $\phi = \pi/2$. We extend $A$ to $S^2$ by setting $A_\theta(\theta, \phi) = A_\theta(\theta, \pi - \phi)$ and $A_\phi(\theta, \phi) = -A_\phi(\theta, \pi - \phi)$ for $\phi \geq \pi/2$. Suppose that a gauge transformed connection $A^g = g Ag^{-1} - g^{-1} \text{d}g$ satisfies the Lorenz gauge condition, and let $\tilde{g}(\theta, \phi) = g(\theta, \pi - \phi)$. Then, $A_\theta^g(\theta, \phi) = A_\theta^g(\theta, \pi - \phi)$ and $A_\phi^g(\theta, \phi) = -A_\phi^g(\theta, \pi - \phi)$, and $A^g$ also satisfies the Lorenz gauge condition. By the uniqueness property we have $\tilde{g} = g_0 g$ for some constant element $g_0$. This implies that at $\phi = \pi/2$, we have $-g^{-1} \partial_\phi g = -\tilde{g}^{-1} \partial_\phi \tilde{g} = +g^{-1} \partial_\phi g$ and hence $A_\phi^g = -g^{-1} \partial_\phi g = 0$ and $\partial_\phi A_\phi^g = g F_{\theta\phi} g^{-1} = 0$. 

---
3.2.3 Localization

We are ready to demonstrate the equivalence between the $Q_{V+B}$-invariant sector of the $\Omega$-deformed B-twisted gauge theory and a zero-dimensional theory. To this end we take advantage of the invariance of the theory under $Q_{V+B}$-exact deformations and rescale the kinetic terms by large factors. Such a rescaling makes the oscillating modes of fields very massive and yields an effective description in terms of constant modes.

There are various ways of doing this by a $Q_{V+B}$-exact deformation, but perhaps the most transparent is to rescale the metric as

$$g \rightarrow t^{-2}g$$

and send $t$ to a large value. (A disadvantage of this choice of deformation is that the metric appearing in the action no longer matches the one that enters the boundary condition.) In other words, we shrink the spacetime $D$ by a large factor so that the excited modes get large masses. To cancel the accompanied rescaling of the volume form, at the same time we also rescale the $Q_{V+B}$-exact part of the action by a factor of $t^2$:

$$S_V + S_C + S_{GF} + S_W \rightarrow t^2(S_V + S_C + S_{GF}) + S_W .$$

We want to show that in the limit $t \rightarrow \infty$, the path integral with respect to this deformed action reduces to the path integral for a zero-dimensional theory.

After this rescaling, the bosonic part of the action, with the auxiliary fields integrated out, becomes

$$\int_D d\hat{r} d\hat{\theta} \left( t^4 \text{Tr} \left( -F^2_{\hat{r}\hat{\theta}} - D^i \sigma^i D_j \sigma_j - R_{ij} \sigma^i \sigma^j - |\sigma_{\hat{r}}| - |\sigma_{\hat{\theta}}|^2 - (\nabla^i A_i)^2 \right) + t^2 \left( \frac{t^2 - \|V\|^2}{t^2 + \|V\|^2} (|D_{\hat{r}} \varphi|^2 + |\sigma_{\hat{r}} \varphi|^2) + \frac{\|V\|^2}{t^2 + \|V\|^2} (|D_{\hat{\theta}} \varphi|^2 + |\sigma_{\hat{\theta}} | \varphi|^2) \right) \\
- \frac{1}{4} (\varphi^{T} \sigma_{\alpha} \varphi)^2 + \frac{2i}{t^2 + \|V\|^2} \text{Im} (\nabla^i \sigma_{\alpha} \partial_i W) + \frac{t^{-2}}{t^2 + \|V\|^2} \left( \frac{\partial W}{\partial \varphi} \right)^2 \right) - \frac{1}{\epsilon} \int_{\partial D} W d\theta - \text{Tr} (f_{\text{GF},0}(\varphi_0, \bar{\varphi}_0)^2) ,$$

where $R_{ij}$ is the Ricci curvature of $g$. The metric used in this expression is the original one before the rescaling.

The real part of the integrand of the bulk integral is a sum of squares, while the boundary integral is bounded below by the assumption on the boundary condition for $\varphi$. Looking at the terms multiplied by positive powers of $t$, we find that as $t \rightarrow \infty$, the action diverges away from the field configurations such that

$$F_{ij} = \nabla^i A_i = D_j \sigma_j = [\sigma_i, \sigma_j] = \text{Tr}(R_{ij} \sigma^i \sigma^j) = D_i \varphi = \sigma_i \varphi = 0 .$$

The path integral therefore localizes in this limit to the locus of the field space defined by these equations.\(^2\)

\(^2\)It is crucial here that $D$ is compact. If $D$ were noncompact, $D_{\hat{r}} \varphi$, for example, could vanish as $t^{-1}$ in the limit $t \rightarrow \infty$ but $\varphi$ could still vary by a finite amount over $D$. 
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A general solution \((A_0, \sigma_0, \varphi_0)\) of the localization equations can be easily identified. The obvious solution of \(F_{ij} = 0\) is the vanishing gauge field, and any flat connection on \(D\) is gauge equivalent to it under the Neumann boundary condition which preserves the gauge symmetry. This solution also satisfies the Lorenz gauge condition \(\nabla^i A_i = 0\), so we have
\[
A_0 = 0. \tag{3.44}
\]

Also, as we have equipped \(D\) with a hemisphere metric which has a positive Ricci curvature, \(\text{Tr}(R_{ij} \sigma^i \sigma^j) = 0\) implies
\[
\sigma_0 = 0. \tag{3.45}
\]

Given the vanishing of the gauge field, \(D_i \varphi = 0\) simply means that \(\varphi_0\) is a constant, which by the boundary condition must belong to the submanifold \(\gamma\) of \(X\):
\[
\varphi_0 \in \gamma. \tag{3.46}
\]

We can evaluate the path integral by perturbation theory around these localization configurations. To facilitate the calculation we write
\[
A = A_0 + t^{-2} A', \quad \sigma = \sigma_0 + t^{-2} \sigma', \quad \varphi = \varphi_0 + t^{-1} \varphi', \tag{3.47}
\]
and rescale the fermions by the usual scale transformation:
\[
(\alpha, \lambda, \zeta) \rightarrow (\alpha, t^{-1} \lambda, t^{-2} \zeta), \quad (\bar{\eta}, \rho, \bar{\mu}) \rightarrow (\bar{\eta}, t^{-1} \rho, t^{-2} \bar{\mu}). \tag{3.48}
\]
The rescaling suppresses the fermionic terms that contain \(V\).

Further, for each fermion \(\Psi\), let \(\Psi_0\) be the part of \(\Psi\) that is a zero mode of the Laplace–de Rham operator \(\Delta_d = (d - \star d \star)^2\) and satisfies the relevant boundary condition, and write
\[
\Psi = \begin{cases} 
\Psi_0 + t^{-1/2} \Psi' & (\Psi \notin \{b, c\}); \\
\Psi_0 + t^{-1} \Psi' & (\Psi \in \{b, c\}).
\end{cases} \tag{3.49}
\]
There are no zero modes for \(\lambda\) and \(\rho\) since there are no harmonic one-forms on a hemisphere. A zero mode for \(\zeta\) would be proportional to the volume form but this is killed by the boundary condition \(\zeta_0 = 0\). Thus we have
\[
\lambda_0 = \zeta_0 = \rho_0 = 0. \tag{3.50}
\]

Then, \(\eta_0\) and \(\star \mu_0\) are constants satisfying the boundary conditions
\[
(0, \bar{\eta}_0) \in T_{\varphi_0} \gamma \otimes \mathbb{C}, \quad (0, \star \mu_0) \in N_{\varphi_0} \gamma \otimes \mathbb{C}. \tag{3.51}
\]
The zero modes \(b_0, c_0\) of \(b, c\) are constant and not affected by the boundary conditions \(\partial_r b_0 = \partial_r c_0 = 0\).
In terms of the field variables introduced above, the action reads, to the zeroth order in \(t\),

\[
\int_D \left( \text{Tr}(-A' \star \Delta_d A' - \sigma' \star \Delta_d \sigma' + \lambda' \wedge \star (d - \star d \star) (\alpha' - \zeta')) \right) \\
+ \frac{1}{2} \left( \bar{\varphi}' \star \Delta_d \varphi' + \Delta_d \varphi' \star \bar{\varphi}' \right) - \rho' \wedge \star (d - \star d \star) (\bar{\eta}' - \bar{\mu}') - 2ib' \star \Delta_d c'
\]

\[
+ \int_{\partial D} d\bar{\theta} \left( \frac{1}{2} \left( \bar{\varphi}' \partial_\varphi \varphi' + \partial_\varphi \varphi' \bar{\varphi}' \right) - \bar{\mu}' \partial_\bar{\varphi} \rho' \right) + S_0. \tag{3.52}
\]

The last term contains only \(\varphi_0\), \(\bar{\varphi}_0\) and the fermion zero modes:

\[
S_0 = \frac{2\pi}{\epsilon} W(\varphi_0) + (f_{GF,0}^n)^2 + 2i (T_b \cdot f_{GF,0}^n) b_0 c_0^2 - \frac{1}{4} (\bar{\varphi}_0 T_a \bar{\varphi}_0)^2 + \bar{\eta}_0 \alpha_0 \varphi_0. \tag{3.53}
\]

Here \(\bar{c}_0 = c_0 + \cdots\) is the constant part of the fermion \(\bar{c}\) defined earlier. The contributions from the higher order terms vanish in the limit \(t \to \infty\).

Thus, to the order relevant in the limit we are interested in, the bosonic and fermionic nonzero modes (the primed variables) enter the action quadratically and can be integrated out exactly. In general, the one-loop determinant \(\Delta_{1\text{-loop}}(\varphi_0, \bar{\varphi}_0)\) produced by this integration is a function on \(\gamma\): even though the quadratic terms are independent of the point \(\varphi_0 \in \gamma\) around which we are expanding \(\varphi\), the boundary conditions do depend on it.

Now that the nonzero modes have been integrated out, we are only left with the integration over the zero modes. This step can be expressed schematically as

\[
\int_{\gamma} \text{vol}_\gamma \int d\bar{\eta}_0 d\bar{\theta} d\hat{b}_0 d\hat{c}_0 \Delta_{1\text{-loop}}(\varphi_0, \bar{\varphi}_0) e^{-S_0}, \tag{3.54}
\]

where \(\text{vol}_\gamma\) is a volume form of \(\gamma\). The final expression may be thought of as the path integral for a zero-dimensional theory, which is what we wanted to obtain.

### 3.2.4 Lagrangian branes and complex gauge symmetry

The first thing to notice about the integral (3.54) is that \(\bar{\mu}_0\) is absent from the action (3.53): as \(\zeta\) has no zero modes, the interaction term \(\bar{\mu} \star \zeta \varphi\) dropped out in the localization process.

For the integral to be nonvanishing, then, \(\bar{\mu}\) should have no zero modes either. In the same way, the number of zero modes for \(\bar{\eta}\) should equal that of \(\alpha\) or the integral vanishes.

The numbers of zero modes for \(\bar{\eta}\) and \(\bar{\mu}\) depend on the boundary conditions (3.51). If we wish to have a nontrivial result, we should choose the submanifold \(\gamma\) for the support of the brane appropriately so that both of the above requirements are satisfied.

First, suppose that the gauge symmetry is trivial. Then, the theory has no vector multiplet, and we want the boundary conditions to kill \(\bar{\eta}_0\) and \(\bar{\mu}_0\) completely. This is achieved if we take \(\gamma\) to be a Lagrangian submanifold of the target space \(X\), with respect to the Kähler form

\[
\omega_X = \frac{i}{2} d\varphi \wedge d\bar{\varphi}. \tag{3.55}
\]

An interesting property of a Lagrangian submanifold of a Kähler manifold is that the action of the complex structure \(J\) interchanges the tangent and normal bundles. It follows that \((0, -i\bar{\eta}_0) \in N_{\varphi_0} \gamma \otimes \mathbb{C}\) and \((0, -i \star \bar{\mu}_0) \in T_{\varphi_0} \gamma \otimes \mathbb{C}\), hence \(\bar{\eta}_0 = \bar{\mu}_0 = 0\), as desired.
Now suppose that the theory has a nontrivial gauge symmetry. In this case, the action contains the potential
\[(f_{GF,0}^a)^2 - \frac{1}{4}(\bar{\varphi}_0 T_a \varphi_0)^2.\] (3.56)
Actually, we can rescale this potential by an arbitrarily large factor without affecting the localization argument; we just have to rescale the $Q_{V+B}$-exact part of the action by that factor. Hence, for a nontrivial result, $\gamma$ must intersect with the zero locus of the potential.

The zero locus is characterized by the equations $f_{GF,0} = 0$ and $i\bar{\varphi}_0 T_a \varphi_0/2 = 0$. The former is the gauge fixing condition, so we can drop it and instead undo the gauge fixing. This puts us in a situation where we have the Kähler manifold $X$, endowed with a $\mathcal{G}$-action and the $\mathcal{G}$-invariant Kähler form $\omega_X$. The quantities
\[
\mu_a(\varphi_0, \bar{\varphi}_0) = \frac{i}{2} \bar{\varphi}_0 T_a \varphi_0
\] (3.57)
which we are setting to zero are the moment map $\mu: X \rightarrow \text{Lie}(\mathcal{G})^*$ for the $\mathcal{G}$-action evaluated on $T_a$. By $\mu$ being the moment map, we mean that $d\mu_a = \iota_{v_a} \omega_X$, where $v_a = T_a \varphi_0 \partial_{\bar{\varphi}_0} - \bar{\varphi}_0 T_a \partial_{\varphi_0}$ is the vector field on $X$ generated by $T_a$.

As $\mu$ is $\mathcal{G}$-equivariant (that is, $\langle \mu(g \cdot x), T_a \rangle = \langle \mu(x), g^{-1} T_a g \rangle$), the level set $\mu^{-1}(0)$ is $\mathcal{G}$-invariant. The zero locus of the potential is homeomorphic to the quotient
\[
\mathcal{M} = \mu^{-1}(0)/\mathcal{G}.
\] (3.58)
This is the symplectic reduction of $X$ by the $\mathcal{G}$-action and itself a symplectic manifold. The symplectic form of $\mathcal{M}$ is naturally induced from $\omega_X$ since $\omega_X(v_a, v) = v(\mu_a) = 0$ for any vector field $v$ tangent to $\mu^{-1}(0)$.

The equation $\mu = 0$, like the other equation $f_{GF,0} = 0$, can be regarded as a gauge fixing condition, albeit for a complex gauge symmetry. The $\mathcal{G}$-action on $X$ naturally extends to a holomorphic action of the complexified gauge group $\mathcal{G}_\mathbb{C}$, whose Lie algebra $\text{Lie}(\mathcal{G}_\mathbb{C})$ is spanned by $\{T_a, i\mathcal{I}_a\}$. The vector fields $J v_a$ generated by $i\mathcal{I}_a$ are normal to $\mu^{-1}(0)$ for $v \in \Gamma(T\mu^{-1}(0))$, we have $g_X(J v_a, v) = \omega_X(v_a, v) = 0$. Hence, the $\mathcal{G}_\mathbb{C}$-orbit $\mathcal{G}_\mathbb{C} \cdot x$ of a point $x \in \mu^{-1}(0)$ intersects the $\mathcal{G}$-orbit $\mathcal{G} \cdot x \subset \mu^{-1}(0)$ orthogonally. Moreover, it can be shown that every $\mathcal{G}_\mathbb{C}$-orbit contains in its closure at most a single $\mathcal{G}$-orbit inside $\mu^{-1}(0)$.

A point of $X$ such that the closure of its $\mathcal{G}_\mathbb{C}$-orbit has a nonempty intersection with $\mu^{-1}(0)$ is said to be semistable. The fact just mentioned implies that $\mathcal{M}$ is homeomorphic to the quotient of the set $X^{ss}$ of semistable points by the $\mathcal{G}_\mathbb{C}$-action:
\[
\mathcal{M} \simeq X^{ss}/\mathcal{G}_\mathbb{C}.
\] (3.59)
Put differently, imposing the condition $\mu = 0$, roughly speaking, gauge fixes the noncompact part of the complex gauge symmetry generated by $\{i\mathcal{I}_a\}$. Being a quotient by a holomorphic $\mathcal{G}_\mathbb{C}$-action, $\mathcal{M}$ is complex, hence Kähler.

At low energies, the theory effectively becomes one without gauge symmetry whose target space is the curved Kähler manifold $\mathcal{M}$. Then, an argument similar to what we have given for flat target spaces would show that $\bar{\eta}_0$ and $\bar{\mu}_0$ should vanish when pushed forward.
by the projection $\pi: X^{as} \to M$. Thus, we take $\gamma$ to be the preimage of a Lagrangian submanifold $\mathcal{L}$ of $M$:

$$\gamma = \pi^{-1}(\mathcal{L}).$$

(3.60)

This is indeed a good choice. The kernel of $\pi_*$ is spanned by the vectors $(\mathcal{T}_a\varphi_0, 0)$ and $(0, \bar{\varphi}_0\mathcal{T}_a)$. These lie in $T_{\varphi_0}\gamma \otimes \mathbb{C}$, so we still have $\bar{\mu}_0 = 0$. However, $\bar{\eta}_0$ no longer needs to vanish and can be anything of the form

$$\bar{\eta}_0 = \varphi_0\beta_0,$$

(3.61)

with $\beta_0 \in \text{Lie}(\mathcal{G})$. The number of zero modes for $\bar{\eta}_0$ is therefore dim $\mathcal{G}$, just as for $\alpha_0$.

We call a boundary condition of the type described above a Lagrangian brane. Its support $\gamma$ gives a Lagrangian submanifold in the symplectic reduction $\mathcal{M}$ of $X$.

Putting together what we have found, we conclude that the localized path integral is given by

$$\int \text{vol}_\gamma \prod_a (\text{d}a^a_0 \text{d}\beta^a_0 \text{d}b^a_0 \text{d}\bar{c}^a_0) \Delta_1\text{-loop} \exp\left(\frac{2\pi i}{\epsilon} W - S'_0\right),$$

(3.62)

with

$$S'_0 = (f_{\text{GF},0}^a)^2 + 2i(\mathcal{T}_b \cdot f^a_{\text{GF},0})b^a_0\bar{c}^b_0 + \mu_a^2 + (\bar{\varphi}_0\mathcal{T}_a\mathcal{T}_b\varphi_0)\beta^a_0\alpha^b_0.$$  

(3.63)

The measure for the fermion zero modes is the natural one induced by the metric on $\text{Lie}(\mathcal{G})$.

The superpotential $W$ is a holomorphic function of $\varphi_0$ and gauge invariant, and as such invariant under $\mathcal{G}_C$. The domain $\gamma$ of the bosonic integration is also $\mathcal{G}_C$-invariant. The emergence of complex gauge symmetry is suggestive. Sure enough, the above integral may be interpreted as the path integral for a zero-dimensional gauged sigma model with gauge group $\mathcal{G}_C$. This is a gauge theory described by a map $\varphi_0$ from a point to $\gamma$, and its action is given by $-2\pi W/\epsilon$. The $\Omega$-deformation parameter $\epsilon$ plays the role of the Planck constant, so the undeformed limit $\epsilon \to 0$ is the classical limit.

Since the integral (3.62) is supposed to be a gauge fixed form of the path integral for this bosonic theory, the fermionic piece $S'_0$ in the exponent must be a gauge fixing action. As we explained already, the complex gauge symmetry can be gauge fixed by the condition $f_{\text{GF},0} = \mu = 0$. Denoting the ghosts for the real and imaginary parts of $\mathcal{G}_C$ by $(b_0, \alpha_0)$ and $(\beta_0, \alpha_0)$, respectively, we can write the corresponding gauge fixing action as

$$S_{\text{GF},0} = (f^a_{\text{GF},0})^2 + 2i(\mathcal{T}_b \cdot f^a_{\text{GF},0})b^a_0\bar{c}^b_0 + \mu_a^2 + 2i(\mathcal{T}_b \cdot \mu_a)\beta^a_0\alpha^b_0.$$  

(3.64)

Similarity between $S'_0$ and $S_{\text{GF},0}$ is obvious, but they do not precisely match. The last term in $S_{\text{GF},0}$ is $-i\varphi_0\{\mathcal{T}_a, \mathcal{T}_b\}\varphi_0\beta^a_0\alpha^b_0$, so up to a trivial rescaling of the ghosts, it differs from the last term in $S'_0$ by a quantity which vanishes on $\mu^{-1}(0)$. However, the effect of this discrepancy, if any, should be offset by the one-loop determinant, as we can argue as follows.

The idea is to rescale the potential $\mu_a^2$ by a large factor via a $Q_{V+B}$-exact deformation (say, by rescaling the bilinear form $\text{Tr}$). Then, the integral localizes to $\mu^{-1}(0)$ where the discrepancy disappears. Now we show that $\Delta_1\text{-loop}$ is constant on $\mu^{-1}(0).$\textsuperscript{3}

\textsuperscript{3}In general, the argument given below cannot be applied globally, and the one-loop determinant is not a constant but a flat section of a line bundle. We will not address this issue here.
First, we note that the intersection $\gamma \cap \mu^{-1}(0)$ is a Lagrangian submanifold of $X$. This is because $\gamma \cap \mu^{-1}(0)$ is the union of $G$-orbits in $\mu^{-1}(0)$ that make up the Lagrangian submanifold $L \subset M$. Having an isotropic image under the symplectic reduction, $\gamma \cap \mu^{-1}(0)$ is itself isotropic. Furthermore, it has dimension $\dim G + \dim L = \dim X/2$.

Next, pick $\varphi_0 \in \gamma \cap \mu^{-1}(0)$ and choose an orthonormal basis $(e_j)$, $j = 1, \ldots, \dim G$, of $T_{\varphi_0}(\mathbb{G} \cdot \varphi_0) \subset T_{\varphi_0}(\gamma \cap \mu^{-1}(0))$. We can extend it to an orthonormal basis $(e_k)$, $k = 1, \ldots, \dim G + \dim L$, of $T_{\varphi_0}(\gamma \cap \mu^{-1}(0))$. As we saw earlier, the vectors $Je_j$ are normal to $\mu^{-1}(0)$. They are also tangent to $\gamma$, so $(e_k, Je_k)$ is an orthonormal basis of $T_{\varphi_0} \gamma$. On the other hand, $(Je_k)$ is an orthonormal basis of $N_{\varphi_0}(\gamma \cap \mu^{-1}(0))$. Then, $(e_k, Je_k)$ is an orthonormal basis of $T_{\varphi_0} X$, and $((e_k - iJe_k)/\sqrt{2})$ is a unitary basis of $T^{1,0}_{\varphi_0} X$. We require the bases constructed here to vary smoothly over $\gamma \cap \mu^{-1}(0)$.

In terms of this unitary basis, the boundary conditions are described in a uniform manner, irrespective of the choice of the point $\varphi_0 \in \gamma \cap \mu^{-1}(0)$. For example, the condition $(\iota V \rho, \bar{\eta}) \in T_{\varphi_0} \gamma \otimes \mathbb{C}$ says that $\iota V \rho^l = \bar{\eta}^l$ for $l = \dim G + 1, \ldots, \dim G + \dim L$. Also, the quadratic terms in the nonzero modes, from which the one-loop determinant is calculated, has a uniform expression in a unitary basis. Therefore, the one-loop determinant is independent of $\varphi_0$.

### 3.3 Localization on a plane

We have just seen that when the spacetime is a disk of finite radius and the boundary condition is given by a Lagrangian brane, the quasi-topological sector of the $\Omega$-deformed B-twisted gauge theory is equivalent to a zero-dimensional gauged sigma model with complex gauge group whose target space is the support of the brane.

The case when the spacetime is a plane is similar but qualitatively different. It is similar in that the $\Omega$-deformed B-twisted gauge theory in this case is still equivalent to a zero-dimensional gauged sigma model with the same complex gauge group. The target space, however, is different due to the noncompactness of the spacetime; it is no longer given by the brane itself. Rather, it consists of gradient flows generated by the superpotential [30], as we now show.

#### 3.3.1 Path integral on a semi-infinite cylinder

Let us deform the spacetime $D = \mathbb{R}^2$ into the shape of a cigar, consisting of a semi-infinite cylinder capped with a hemisphere. We split the path integral on the cigar into two parts. One is performed on the hemisphere, and we already understand it well. The other is on the cylinder. Our strategy is to impose some boundary condition at infinity and see what state the latter path integral yields at the other end of the cylinder. Subsequently we feed this state into the former path integral to deduce the result of the path integral on the whole cigar.

Let $D_0$ and $D_\infty$ be the hemisphere and cylinder parts of $D$, respectively. As usual, we can deform the action by $Q_V$-exact terms since this does not change the $Q_V$-cohomology class of the state at the end. Using this freedom we choose the metric to be such that

$$g_{\theta \theta} = \frac{1}{|\epsilon|^2} \quad (3.65)$$
on $D_\infty$ so that we have $\|V\| = 1$ on the cylinder. Moreover, we make $g_{rr}(r)$ decay sufficiently fast so that $D$ has a finite area.

The action on $D$ is the sum of two $Q_V$-invariant integrals, $S_{D_0}$ on $D_0$ and $S_{D_\infty}$ on $D_\infty$. It turns out that $S_{D_\infty}$ is $Q_V$-exact: the part of the action that depends on $W$ can be written as

$$\delta_V \int_{D_\infty} \frac{d\theta}{\sqrt{g^{\theta\theta}}} \frac{\partial W}{\partial \phi} .$$

(3.66)

For the above choice of metric, the bosonic part of $S_{D_\infty}$ is given by

$$\int_{D_\infty} \hspace{-1cm} d\hat{r} d\hat{\theta} \left( \text{Tr} \left( -\frac{1}{2} F_{ij} F_{ij} - D^i \sigma^j D_i \sigma_j - \frac{1}{2} [\sigma^i, \sigma^j] [\sigma_i, \sigma_j] \right) + \frac{1}{2} |D_{\hat{r}} \varphi - \frac{\epsilon}{|\epsilon|} \frac{\partial W}{\partial \varphi}|^2 + |D_{\hat{\theta}} \varphi|^2 + |\sigma_{\hat{r}} \varphi|^2 - \frac{1}{4} (\bar{\varphi} T_a \varphi)^2 \right) .$$

(3.67)

Note that there are no boundary terms in this expression.

Let us “squash” the cigar in the longitudinal direction in such a way that $g_{rr}$ is rescaled on $D_\infty$ as

$$g_{rr} \to t^{-2} g_{rr} .$$

(3.68)

At the same time, we also rescale $W$ as

$$W \to tW .$$

(3.69)

Both of these deformations are $Q_V$-exact. In the limit $t \to \infty$, the path integral on $D_\infty$ localizes to the locus where

$$F = D_r \sigma = D_\theta \sigma_r = [\sigma_r, \sigma_\theta] = \bar{D}_{\hat{r}} \varphi - \frac{\epsilon}{|\epsilon|} \frac{\partial W}{\partial \varphi} = 0 .$$

(3.70)

For the path integral to be nonvanishing, the boundary condition at $r = \infty$ must be compatible with the localization equations. Then, for the vector multiplet, we should take the Neumann condition as we did in the hemisphere case. We can choose the gauge $A_r = 0$ on $D_\infty$, and in this gauge and with this boundary condition on the vector multiplet, the above equations reduce to

$$A_r = \partial_r A_\theta = \partial_{\hat{r}} \varphi - \frac{\epsilon}{|\epsilon|} \frac{\partial W}{\partial \varphi} = 0 .$$

(3.71)

If $D_\infty$ were compact, with $r$ varying over a finite interval, we would be able to shrink it to a very short cylinder so that the localization equation for $\varphi$ would imply that $\varphi$ does not vary in the longitudinal direction. In the case at hand, however, $r$ is not bounded above and takes values in $[r_0, \infty)$ on $D_\infty$ for some $r_0 > 0$. If we introduce a new coordinate

$$s = |\epsilon| \int_{r_0}^r \sqrt{g_{rr}} \, dr ,$$

(3.72)

which ranges from 0 to $\infty$, then in terms of this coordinate the equation becomes

$$\partial_s \varphi - \frac{1}{\epsilon} \frac{\partial W}{\partial \varphi} = 0 .$$

(3.73)
Therefore, \( \varphi \) localizes to a solution of the gradient flow equation generated by the function \( \text{Re}(W/\epsilon) \) on \( X \) with respect to the Kähler metric \((3.20)\).

We have found that the chiral multiplet scalar should approach a gradient flow as \( t \to \infty \). As we will see, for the convergence of path integral the flow must terminate at a fixed point. So we pick a submanifold \( \gamma_\infty \) of the critical locus \( \text{Crit}(W) \) of \( W \) and demand

\[
\varphi \in \gamma_\infty
\]

at \( r = \infty \). The boundary condition at \( r = \infty \) for the chiral multiplet is the brane-type condition characterized by \( \gamma_\infty \).

Now we turn our attention to the state produced by the path integral at the other boundary of \( D_\infty \). The wavefunction of this state is sharply peaked on the localization locus. In the limit \( t \to \infty \), the effect of including this wavefunction in the path integral on \( D_0 \) is to impose a boundary condition that forces the bosonic fields to lie on the localization locus. For the vector multiplet this is the Neumann condition.

For the chiral multiplet, the boundary condition is a brane-type condition whose support \( \gamma_0 \) consists of all points \( p \in X \) such that there exists a gradient flow \( \varphi_s : \mathbb{R}_{\geq 0} \to X \) with \( \varphi_0 = p \) and \( \varphi_\infty \in \gamma_\infty \), namely the union of all gradient flow trajectories terminating on \( \gamma_\infty \). When \( \gamma_\infty \) is a nondegenerate critical point, \( \gamma_0 \) is known as a Lefschetz thimble.

### 3.3.2 Gradient flow trajectories as Lagrangian branes

We have reduced the path integral on a plane to the path integral on the hemisphere \( D_0 \) with a particular brane boundary condition. For the path integral on \( D_0 \) to be sensible, \( \text{Re}(W/\epsilon) \) had better be bounded above on the brane support \( \gamma_0 \) so that the boundary term does not diverge. Furthermore, for the path integral to be nonvanishing, \( \gamma_0 \) should be a Lagrangian brane, that is, there should be a Lagrangian submanifold \( L_0 \) of \( M \) such that

\[
\gamma_0 = \pi^{-1}(L_0).
\]

These requirements are satisfied if we choose the brane support \( \gamma_\infty \) at \( r = \infty \) appropriately \([52, 53]\). Since \( W \) is invariant under \( G_C \) and so is the gradient flow equation \((3.73)\), gradient flows in \( X \) define gradient flows in \( M \) which are generated by \( \text{Re}(W/\epsilon) \) as a function on \( M \). We pick a compact Lagrangian submanifold \( L_\infty \) of \( \text{Crit}(W) \subset M \) and set

\[
\gamma_\infty = \pi^{-1}(L_\infty).
\]

Then we have \( \gamma_0 = \pi^{-1}(L_0) \), with \( L_0 \) being the union of all gradient flow trajectories in \( M \) that terminate on \( L_\infty \).

First of all, \( \text{Re}(W/\epsilon) \) is bounded above on \( \gamma_0 \) because it is nondecreasing along a gradient flow:

\[
\partial_s \text{Re} \left( \frac{W}{\epsilon} \right) = \frac{1}{|\epsilon|^2} \frac{\partial W}{\partial \varphi} \frac{\partial W}{\partial \bar{\varphi}} \geq 0.
\]

As such, it attains the maximum value along each gradient flow when it reaches \( \gamma_\infty \), but this value is locally constant on \( \text{Crit}(W) \).

We can show that \( L_0 \) is a middle-dimensional submanifold of \( M \) as follows. By the holomorphic Morse–Bott lemma, in a neighborhood of any point \( p \in \text{Crit}(W) \subset M \) we can
find local holomorphic coordinates \((z^i)_{i=1}^{\text{dim}_\mathbb{C} M}\) such that
\[
W = W(p) + \sum_{i=1}^{n} (z^i)^2
\]
for some \(n\). The Hessian of \(\text{Re}(W/\epsilon)\) at \(p\) has \(n\) positive, \(n\) negative and \((\text{dim}_\mathbb{R} M - 2n)\) zero eigenvalues. Hence, the union of gradient flows trajectories terminating at \(p\) is a submanifold of dimension \(n\). Since \(\mathcal{L}_0\) is the union of such submanifolds as \(p\) varies over the \((\text{dim}_\mathbb{R} M/2 - n)\)-dimensional submanifold \(L_\infty\), it has dimension \(\text{dim}_\mathbb{R} M/2\).

To show that \(L_0\) is isotropic, we use the fact that gradient flows are Hamiltonian flows generated by \(\text{Im}(W/\epsilon)\). Indeed, if \(v = \partial_s \phi \partial_\phi + \partial_s \bar{\phi} \partial_{\bar{\phi}}\) is a vector field generating a gradient flow, we have
\[
\iota_v \omega_X = \frac{i}{2} \left( \frac{1}{\epsilon} \frac{\partial W}{\partial \bar{\phi}} d \bar{\phi} - d \left( \frac{1}{\epsilon} \frac{\partial W}{\partial \phi} \right) \right) = d \text{Im} \left( \frac{W}{\epsilon} \right).
\]
It follows that \(\omega_X\) is preserved along the flows: \(\mathcal{L}_0 \omega_X = (d_v + \iota_v d) \omega_X = 0\). On the other hand, any differential form on \(L_0\) is mapped to a differential form on \(L_\infty\) upon pullback to \(L_\infty\) by gradient flows. Since \(\omega_X\) vanishes on \(L_\infty\) by construction, the invariance of \(\omega_X\) under gradient flows implies that \(\omega_X\) vanishes when restricted to \(L_0\).

Combining what we have just found and the localization of the path integral on the hemisphere, we arrive at the main result of this section: The quasi-topological sector of a B-twisted gauge theory with gauge group \(G\), subjected to an \(\Omega\)-deformation on \(\mathbb{R}^2\), is equivalent to a zero-dimensional gauged sigma model with gauge symmetry \(G_C\) whose action is 
\[-\pi W/\epsilon\] and target space is a Lagrangian brane \(\gamma_0 = \pi^{-1}(L_0)\). The Lagrangian submanifold \(L_0\) of the Kähler quotient \(M\) consists of the gradient flow trajectories generated by \(\text{Re}(W/\epsilon)\), terminating on a chosen compact Lagrangian submanifold \(L_\infty\) of \(\text{Crit}(W) \subset M\).

### 4 Four-dimensional Chern–Simons theory from six dimensions

Let us apply the result obtained in the previous section to the six-dimensional topological–holomorphic theory on \(D \times \Sigma \times C\), viewing it as a B-twisted gauge theory on \(D\).

The chiral multiplet scalars of the theory form a partial \(G_C\)-connection
\[
\mathcal{A} = A_m \, dx^m + A_z \, dz
\]
on \(\Sigma \times C\). The target space \(X\) is therefore the space of such connections, with \((A_m, A_z)\) providing holomorphic coordinates. The gauge group \(G\) is the group of maps from \(\Sigma \times C\) to \(G\), which is the group of gauge transformations that are constant on \(D\). Looking at the chiral multiplet action, we see that \(X\) is endowed with the \(G\)-invariant Kähler metric
\[
g_X = -\frac{1}{2\epsilon^2} \int_{\Sigma \times C} \sqrt{g_{\Sigma}} \, d^2x \, d^2z \text{Tr} \left( \delta A^m \otimes \delta \overline{A}_m + \delta \overline{A}_m \otimes \delta A^m + \delta A_z \otimes \delta \overline{A}_z + \delta \overline{A}_z \otimes \delta A_z \right),
\]
where \(\sqrt{g_{\Sigma}} \, d^2x\) is the volume form of \(\Sigma\). The superpotential is given by the integral (2.65). This is not a fully gauge invariant expression; we will address this point later.
Now we take $D = \mathbb{R}^2$ and turn on an $\Omega$-deformation using the rotation symmetry. Then, by localization the path integral reduces to the integral
\[
\int \mathcal{D}A \exp \left( \frac{i}{\pi \hbar} \int_{\Sigma \times C} dz \wedge \text{CS}(A) \right),
\] (4.3)
with
\[
\hbar = -\frac{\epsilon e^2}{2\pi^2}.
\] (4.4)

This is precisely the path integral for four-dimensional Chern–Simons theory with gauge group $G_C$ [18–21].

Thus we conclude: the $\Omega$-deformed topological–holomorphic theory on $\mathbb{R}^2 \times \Sigma \times C$ is equivalent to four-dimensional Chern–Simons theory on $\Sigma \times C$.

We still have to identify the integration domain for the localized path integral (4.3). With application to integrable lattice models in mind, let us do so in the case when $\Sigma$ is a flat torus $T^2$ and $C$ is an elliptic curve $E = \mathbb{C}/(\mathbb{Z} + \tau \mathbb{Z})$. Moreover, we take $G$ to be either $U(N)$ or a connected and simply connected compact Lie group. We parametrize $\Sigma$ with periodic Cartesian coordinates $(x,y)$, and let $C_x$ and $C_y$ denote the homology cycles represented by loops in the $x$- and $y$-directions. The one-cycles along $E$ are denoted by $C_a$ and $C_b$, with the former corresponding to a path from $z = 0$ to 1 and the latter a path from $z = 0$ to $\tau$.

The main task is to understand the critical locus of $W$ in the Kähler quotient $M$ of $X$. The Kähler form of $X$ is
\[
\omega_X = -\frac{i}{2e^2} \int_{\Sigma \times C} \sqrt{g_{\Sigma}} \, d^2 x \, d^2 z \, \text{Tr}(\delta A^m \wedge \delta A_m + \delta A_\bar{z} \wedge \delta A_\bar{z}) .
\] (4.5)

A simple computation shows that the moment map $\mu$ for the $G$-action is given by the formula
\[
\langle \mu, \varepsilon \rangle = -\frac{1}{e^2} \int_{\Sigma \times C} \sqrt{g_{\Sigma}} \, d^2 x \, d^2 z \, \text{Tr} \left( \varepsilon \left( D^m \phi_m - \frac{i}{2} F_{m\bar{z}} \right) \right),
\] (4.6)
where $\varepsilon \in \text{Lie}(G)$ is the parameter of gauge transformation. Hence, the zero locus of $\mu$ is described by the condition
\[
D^m \phi_m - \frac{i}{2} F_{m\bar{z}} = 0,
\] (4.7)
and $M$ is the quotient by the $G$-action of the space of partial $G_C$-connections satisfying this condition. The critical locus of $W$ is where the equations of motion hold:
\[
F_{mn} = F_{m\bar{z}} = 0 .
\] (4.8)

Imposing the conditions (4.7) and (4.8) is the same as requiring the vanishing of the integral
\[
-\int_{\Sigma \times C} \sqrt{g_{\Sigma}} \, d^2 x \, d^2 z \, \text{Tr} \left( \frac{1}{2} F_{mn} F_{mn} + \bar{F}_{m\bar{z}} F_{m\bar{z}} + \left( D^m \phi_m - \frac{i}{2} F_{m\bar{z}} \right)^2 \right) .
\] (4.9)
By integration by parts we can rewrite this integral as
\[- \int_{\Sigma \times C} \sqrt{g} \, d^2x \, d^2\bar{z} \, \Tr \left( \frac{1}{2} F^m_{\cdot n} F^\cdot m_{\cdot n} + F^m_{\cdot \bar{z}} F^\cdot m_{\cdot \bar{z}} - \frac{1}{4} F^2_{\cdot \bar{z}} \right) + D^m \phi^m D_m \phi_n + D_{\bar{z}} \phi^m D_{\bar{z}} \phi_m + \frac{1}{2} [\phi^m, \phi^n][\phi_m, \phi_n] \right). \tag{4.10}
\]
The integrand is again a sum of nonnegative terms and must vanish separately. On \( \mu^{-1}(0) \cap \Crit(W) \), therefore, \( A \) is a flat connection and \( \phi \) satisfies
\[ D_m \phi_n = D_{\bar{z}} \phi_m = [\phi_m, \phi_n] = 0. \tag{4.11} \]

A flat connection \( A \) on a principal \( G \)-bundle \( P \to T^2 \times E \) is characterized, up to gauge transformation, by the holonomies around the one-cycles in the base,
\[ P \exp \left( \int_{c^\cdot} A \right), \quad \bullet = x, y, a, b. \tag{4.12} \]

Since the fundamental group of \( T^2 \times E \) is abelian, the holonomies form a commuting quadruple of elements of \( G \).

For \( G = U(N) \), the elements of the quadruple can be diagonalized simultaneously. Things are a little more complicated if \( G \) is not unitary. In this case, these elements can be pairwise conjugated to lie in a given maximal torus \( T \) of \( G \), but in general it is not possible to put all of them into \( T \). Still, the moduli space of commuting quadruples has a component in which all four elements belong to the same maximal torus, and if the holonomies are generic they fall in this component. We will restrict our attention to this generic situation.

The equations \( D_m \phi_n = D_{\bar{z}} \phi_m = 0 \) imply that \( \phi_m \) are left invariant by the holonomies. Under the genericity assumption, this condition requires \( \phi_m \) to be valued in the Lie algebra \( \mathfrak{t} \) of \( T \), and the remaining equation \([\phi_m, \phi_n] = 0\) is satisfied. If we choose a gauge such that \( A \) is represented by a constant \( \mathfrak{t} \)-valued one-form, the same equations imply that \( \phi \) is also a constant \( \mathfrak{t} \)-valued one-form.

The constant \( \mathfrak{t} \)-valued one-form \( A \) define local holomorphic coordinates on \( \Crit(W) \subset M \). A better set of local holomorphic coordinates is given by
\[ \tau_x = \frac{1}{2\pi i} \int_{c_x^\cdot} A, \quad \tau_y = \frac{1}{2\pi i} \int_{c_y^\cdot} A \tag{4.13} \]
and
\[ \lambda = -\frac{1}{2\pi i} \left( \tau \int_{c_a^\cdot} A - \int_{c_b^\cdot} A \right) = \frac{1}{4\pi} \int_{E} A_{\bar{z}} \, d^2z. \tag{4.14} \]
These quantities are invariant under topologically trivial \( T_{\mathfrak{c}} \)-valued gauge transformations.

Globally, topologically nontrivial gauge transformations induce the identifications
\[ \tau_x \sim \tau_x + u, \quad \tau_y \sim \tau_y + u, \quad \lambda \sim \lambda + \tau u, \quad \tau \sim \tau + \pi u, \tag{4.15} \]
with \( 2\pi i u \in \mathfrak{t} \) being an element of the kernel of the exponential map \( \exp: \mathfrak{g} \to G \). Lastly, we must identify values related by the action of the Weyl group \( W(G) \) of \( G \), which is part of the gauge symmetry. Altogether, the relevant part of \( \Crit(W) \subset M \) is isomorphic to
\[ ((C^\times)^r \times (C^\times)^r \times E^r) / W(G), \tag{4.16} \]
where $r$ is the rank of $G$.

As discussed in the previous section, the integration domain for the localized path integral is the union of the gradient flow trajectories terminating on a chosen compact Lagrangian submanifold $L_\infty$ of $\text{Crit}(W) \subset M$. An obvious Lagrangian submanifold of the moduli space (4.16) is the product of closed curves in each factor. For example, for the torus part $\mathbb{C}^\times \times (\mathbb{C}^\times)^r$, we can set $\text{Im} \tau_x$ and $\text{Im} \tau_y$ to constant elements of $\mathfrak{t}$.

It will prove useful to interpret the last factor of the moduli space (4.16) in the language of holomorphic vector bundles. At each point in $\Sigma$, the gauge bundle $P$ restricts to a principal $G$-bundle over $E$. Pick a unitary representation of $G$ and consider the vector bundle associated to this representation. The $G$-action extends to a $G_{\mathbb{C}}$-action, making it a $G_{\mathbb{C}}$-bundle. Since the integrability condition $\bar{\partial}^2 = 0$ is trivially satisfied for a dimensional reason, given a connection $A$ there always exists a holomorphic structure on this bundle in which the Dolbeault operator $\bar{\partial}$ coincides with $\bar{\partial}_A$. On $\mu^{-1}(0) \cap \text{Crit}(W)$ where $A$ is flat, the bundle has degree 0 (that is, topologically trivial) and is semi-stable. Conversely, a semi-stable holomorphic vector bundle of degree 0 arises in this way from a flat unitary connection, according to the Narasimhan–Seshadri theorem [54].

The relation between the coordinates on $M$ and the holomorphic structure is as follows. The associated vector bundle in question is a quotient of a flat bundle over the universal cover $\tilde{C}$ of $E$. Let us take a gauge in which $\bar{\partial}_A z$ is constant and valued in $t_{\mathbb{C}}$. Then, choosing a basis $(s_i(0))_{i=1}^n$ consisting of eigenvectors of $A_{\tilde{z}}$ in the fiber at $z = 0$, we can define holomorphic sections

$$s_i(z) = \exp((z - \bar{z})A_{\tilde{z}})s_i(0) = \exp\left(-2\pi i \lambda_i \frac{\text{Im} z}{\text{Im} \tau}\right)s_i(0), \quad (4.17)$$

where $\lambda_i$ is the eigenvalue of $\lambda$ associated with $s_i(0)$. These sections provide a basis for a local holomorphic frame. They obey the monodromy relations

$$s_i(z + 1) = s_i(z), \quad s_i(z + \tau) = \exp(-2\pi i \lambda_i)s_i(z), \quad (4.18)$$

which determine the corresponding holomorphic transition functions. Thus, the parameter $\lambda$ of the flat connection specifies the holomorphic structure via monodromy of holomorphic sections.

Now that we have understood the integration domain, let us come back to the more fundamental question: how do we make sense of the superpotential in the first place when it lacks gauge invariance? Fortunately, no problem arises if $G$ is connected, which we assume.

The point is that given a homotopy $\tilde{A}: [0, 1] \to X$ between two connections $A_0$ and $A_1$, we can define the difference of $W$ evaluated for $A_0$ and $A_1$ in a gauge invariant manner:

$$W(A_1) - W(A_0) = \frac{i}{e^2} \int_{[0, 1] \times \Sigma \times C} dz \wedge \text{Tr}(\tilde{F} \wedge \tilde{F}). \quad (4.19)$$

Here $\tilde{F}$ is the curvature of $\tilde{A}$, regarded as a connection on $[0, 1] \times \Sigma \times C$. By assumption, for any two gauge equivalent connections $A_0$ and $A_1$ satisfying the equations of motion (4.8), there is a path $\tilde{g}: [0, 1] \to G$ such that $\tilde{g}(0)$ is the identity element and $A_1$ is the gauge
transform of $A_0$ by $\tilde{g}(1)$. For the homotopy $\tilde{A}$ generated by the action of $\tilde{g}$ on $A_0$, the right-hand side of the above formula vanishes since the components of $dz \wedge \tilde{F}$ along $\Sigma \times C$ are zero throughout the interval $[0,1]$. Hence, $W$ can be made gauge invariant for connections in Crit($W$). Also by the same formula, the value of $W(A_1)$ for a connection $A_1$ equipped with a homotopy to a connection $A_0$ in Crit($W$) is determined from $W(A_0)$. We only have to deal with such connections because $A$ must approach a point on $\gamma_{\infty}$ as $r \to \infty$, and $\gamma_{\infty}$ is a submanifold of Crit($W$).

If we choose $\gamma_{\infty}$ inside a connected component of Crit($W$), the definition of $W$ on the relevant part of $X$ boils down to a choice of a single constant as the value of $W$ in that component. This constant may be thought of as an overall normalization factor for the path integral.

5 Integrable lattice models from four-dimensional Chern–Simons theory

Now that we have understood the six-dimensional origin of four-dimensional Chern–Simons theory, let us focus on this theory itself and explore its physical properties. In this section we explain how integrable lattice models and related mathematical structures arise from nonlocal observables of the theory. Throughout this section we take $C = E$, except for the argument in section 5.1 which works for all choices $C = C, C^\times$ and $E$. Also, we take $\Sigma = T^2$ whenever the topology of $\Sigma$ matters.

5.1 Line operators and integrable lattice models

As in the ordinary Chern–Simons theory, the basic observables in four-dimensional Chern–Simons theory are Wilson lines. Recall that in the six-dimensional topological–holomorphic theory there are $Q$-invariant Wilson lines constructed from the partial $G_C$-connection $A$, which lie in the four-manifold $M = D \times \Sigma$ and are supported at points on $C$. For $D = \mathbb{R}^2$ or a disk, these Wilson lines remain as good observables even after the $\Omega$-deformation is turned on (that is, they are $Q_V$-invariant) if they are supported on closed curves in $\Sigma$ and placed at the origin of $D$. They descend to Wilson lines in four-dimensional Chern–Simons theory.

In the present setup, these Wilson lines wind around various one-cycles of $\Sigma = T^2$. More generally, suppose that there are $m + n$ line operators $L_\alpha$, $\alpha = 1, \ldots, m + n$, the first $m$ of which are supported on the horizontal lines located at $(y, z) = (y_\alpha, z_\alpha)$, while the last $n$ are supported on the vertical lines at $(x, z) = (x_\alpha, z_\alpha)$. These line operators form an $m \times n$ square lattice on $T^2$. The case with $(m, n) = (2, 3)$ is illustrated in Figure 1(a).

We are interested in the correlation function

$$\left\langle \prod_{\alpha=1}^{m+n} L_\alpha \right\rangle. \quad (5.1)$$

In order to compute this quantity, we break $T^2$ up into square pieces, each containing precisely two intersecting segments of line operators [46, 55]. See Figure 1(b) for an example of this decomposition.
Figure 1. (a) A lattice formed by line operators on $T^2$. (b) Decomposition of the lattice into square pieces. (c) A single square piece with boundary conditions specified on the corners.

Take a single such piece, containing line operators $L_\alpha$ and $L_\beta$. On the corners we pick boundary conditions\footnote{To handle surfaces with corners in the framework of open-closed topological field theory, one may imagine cutting out the corners and replacing them with branes on which open strings have ends. For each corner we are choosing a boundary condition that specifies the type of the brane sitting there [55].}, which we label $a$, $b$, $c$ and $d$, as in Figure 1(c). This determines Hilbert spaces assigned to the sides of the square. Let $\mathbb{V}_{ab,\alpha}$ be the Hilbert space of states on an interval with boundary conditions $a$ on the left end and $b$ on the right end, intersected by $L_\alpha$ in the middle. The path integral on the square piece produces a linear map

$$\hat{R}_{\alpha\beta}(a \ b \ c \ d) : \mathbb{V}_{ab,\alpha} \otimes \mathbb{V}_{bc,\beta} \rightarrow \mathbb{V}_{ad,\beta} \otimes \mathbb{V}_{dc,\alpha}.$$  

We call this operator an $R$-matrix.

After computing the path integral on each square piece, we can glue the pieces back together by composing the resulting $R$-matrices in an appropriate way. Finally, we sum over the boundary conditions specified on the corners so that the fields are allowed to have all possible behaviors at those points\footnote{Here we are assuming that the vacuum state of the Hilbert space for a closed string (which is mapped to the identity operator under the state–operator correspondence) can be expanded in boundary states describing branes [55].}

This procedure for computing the correlation function of line operators may be thought of as defining the partition function of a lattice model in statistical mechanics. In this lattice model, state variables (or "spins") are placed on the faces and edges of the lattice of line operators. The boundary conditions on the corners are identified with the face variables, whereas basis vectors of the Hilbert spaces on the sides of the squares are the edge variables. The matrix elements of an $R$-matrix encode the local Boltzmann weights for various configurations of states around a vertex of the lattice. The partition function of the lattice model is the product of the local Boltzmann weights, summed over all allowed state configurations. This is precisely what we have to calculate to reconstruct the path integral on the whole torus from those on the square pieces.

The crucial property that makes this interpretation useful is that the theory is topological on $T^2$\footnote{In reality, as we will see later, the topological invariance is broken due to a framing anomaly [20, 21]. For the purpose of this discussion it suffices to consider the situation where the lines making up the lattice are straight and therefore the framing anomaly plays no role.}. This property ensures that the state space and local Boltzmann weights of
the lattice model are independent of the locations of the lines or how we cut \( T^2 \) into pieces; only topology matters.

So far we have only used the structure of a two-dimensional topological field theory to establish that a collection of line operators gives rise to a lattice model. Actually, our theory has more than just this structure. It is really four-dimensional, and this fact has a profound implication [18, 19].

The two-dimensional topological invariance guarantees that the partition function of the lattice model remains unchanged when one of the lines, say a horizontal one, is moved up and down. This is true as long as it does not pass another horizontal line, at which point the topology of the lattice changes. In general, one excepts the partition function of a quantum field theory to behave badly at a singular configuration where two line operators sit on top of each other. In the present case, however, the line operators are generically located at different points on \( C \), and the partition function should be perfectly smooth even when two lines coincide on \( T^2 \) since they are separated on \( C \). The topological invariance on \( T^2 \) then implies that the partition function is left intact when the positions of two lines are interchanged.

Another important point is that each line in the lattice carries a continuous complex parameter, namely its coordinate on \( C \). In the context of lattice models, this parameter is called the spectral parameter of the line. Hence, \( \bar{R}_{\alpha \beta} \) depends on the spectral parameters \( z_\alpha \) and \( z_\beta \), and by translation invariance it is a function of the difference \( z_\alpha - z_\beta \). Since the theory is holomorphic on \( C \), it should satisfy

\[
[D_{\bar{z}}, \bar{R}_{\alpha \beta}] = 0
\]  

(5.3)

so that gauge invariant quantities constructed from the R-matrices are holomorphic in the spectral parameters.

These two properties – the commutativity of any two parallel lines and the existence of a spectral parameter assigned to each line – are what make a lattice model integrable. Let us quickly explain why.

Formally, we can reformulate the above lattice model in such a way that it no longer carries state variables on the faces: we simply introduce big Hilbert spaces

\[
V_\alpha = \bigoplus_{a,b} V_{ab,\alpha}
\]  

(5.4)

and extend the R-matrix (5.2) to a linear map

\[
\bar{R}_{\alpha \beta}(z_\alpha - z_\beta) : V_\alpha \otimes V_\beta \to V_\beta \otimes V_\alpha,
\]  

(5.5)

setting the excess matrix elements to zero. With this reformulation, we can introduce the row-to-row monodromy matrices

\[
T_\alpha(z_\alpha; z_{m+1}, \ldots, z_{m+n}) = \bar{R}_{\alpha,m+n}(z_\alpha - z_{m+n}) \circ \bar{V}_\alpha \cdots \circ \bar{V}_\alpha \bar{R}_{\alpha,m+1}(z_\alpha - z_{m+1})
\]  

(5.6)

and transfer matrices

\[
t_\alpha(z_\alpha; z_{m+1}, \ldots, z_{m+n}) = \text{Tr}_{V_\alpha} T_\alpha(z_\alpha; z_{m+1}, \ldots, z_{m+n}),
\]  

(5.7)
where the compositions and trace are taken in the space \( V_\alpha \) assigned to the horizontal edges in the \( \alpha \)th row. These are endomorphisms of \( V_\alpha \otimes V_{m+1} \otimes \cdots \otimes V_{m+n} \) and \( V_{m+1} \otimes \cdots \otimes V_{m+n} \), respectively. Graphically, a monodromy matrix is a horizontal line traversing segments of vertical lines, and a transfer matrix is obtained when the horizontal line makes a loop and comes back to the starting point; see Figure 2.

Using the transfer matrices we can express the partition function as a trace:

\[
\left\langle \prod_{\alpha=1}^{m+n} L_\alpha \right\rangle = \text{Tr}_{V_{m+1} \otimes \cdots \otimes V_{m+n}}(t_m \circ \cdots \circ t_1) .
\]

(5.8)

If we think of the vertical direction as a time direction, we may regard the transfer matrices \( t_1, \ldots, t_m \) as a sequence of discrete “time evolution operators” acting on the “total Hilbert space” \( V_{m+1} \otimes \cdots \otimes V_{m+n} \) of the lattice model.

The commutativity of horizontal lines means that transfer matrices commute:

\[
[t_\alpha(z_\alpha), t_\beta(z_\beta)] = 0 .
\]

(5.9)

(Here we have suppressed the dependence of the transfer matrices on the spectral parameters assigned to the vertical lines.) If we expand \( t_\alpha(z_\alpha) \) in the powers of \( z_\alpha \), the expansion coefficients are themselves operators on the total Hilbert space. In this way we obtain an infinite number of “conserved charges” which commute with the time evolution operator \( t_\beta(z_\beta) \). Further expanding \( t_\beta(z_\beta) \) in \( z_\beta \), we learn that these conserved charges mutually commute. In this sense the lattice model is said to be integrable.

To recapitulate, the correlation function of a lattice of line operators in four-dimensional Chern–Simons theory is the partition function of an integrable lattice model defined on the same lattice. The integrability is a consequence of the topological invariance on \( T^2 \) and the existence of the extra dimensions \( C \).

In fact, we can make a stronger statement. A similar argument as above leads to the conclusion that the R-matrices satisfy the \textit{unitarity relation}

\[
\sum_e \hat{R}_{\beta \alpha}(a \quad d \mid e \quad c \mid z_\beta - z_\alpha) \hat{R}_{\alpha \beta}(a \quad e \mid b \quad c \mid z_\alpha - z_\beta) = \delta_{bd} \text{id}_{V_{ab,\alpha} \otimes V_{bc,\beta}}
\]

(5.10)

and the \textit{Yang–Baxter equation}

\[
\sum_g \hat{R}_{\alpha \beta}(f \quad e \mid g \quad d \mid z_\alpha - z_\beta) \hat{R}_{\alpha \gamma}(a \quad f \mid b \quad g \mid z_\alpha - z_\gamma) \hat{R}_{\beta \gamma}(b \quad g \mid c \quad d \mid z_\beta - z_\gamma) = \sum_g \hat{R}_{\alpha \gamma}(a \quad f \mid g \quad e \mid z_\beta - z_\gamma) \hat{R}_{\alpha \gamma}(g \quad e \mid c \quad d \mid z_\alpha - z_\gamma) \hat{R}_{\alpha \beta}(a \quad g \mid b \quad c \mid z_\alpha - z_\beta) .
\]

(5.11)
The latter is an equality between two linear maps from $V_{ab,\alpha} \otimes V_{bc,\beta} \otimes V_{cd,\gamma}$ to $V_{af,\gamma} \otimes V_{fe,\beta} \otimes V_{ed,\alpha}$, and each R-matrix is implicitly tensored with an identity operator. These relations imply the commutativity of transfer matrices, hence integrability. Their graphical representations are shown in Figure 3.

5.2 Wilson lines and dynamical R-matrices

What kinds of R-matrices do we get if $L_\alpha$ are Wilson lines

$$W_\alpha = \text{Tr}_{V_\alpha} P \exp \left( \oint A \right)$$

in representations $G \to \text{GL}(V_\alpha)$? To answer this question, we recall how we defined the path integral for our theory. The computation is done in two steps. First, we fix a $t_C$-valued gauge field $A_\infty$ that represents a point in the Lagrangian submanifold $L_\infty$ of the moduli space (4.16), and integrate over the gradient flow trajectories generated by the real part of the action. The result is a function on $L_\infty$. Subsequently, we integrate this function over $L_\infty$.

The first step can be well approximated by perturbation theory around the background $A_\infty$. In perturbation theory, the contributions to the correlation function come from the exchange of gluons between Wilson lines. (There are also vacuum and self-energy diagrams which should be taken care of by renormalization.) The fluctuations from $A_\infty$ that we integrate over are massive by construction. So if we take advantage of the topological invariance of the theory and rescale the metric on $T^2$ by a very large factor, the contributions from gluons traveling a finite distance in $T^2$ are suppressed. This argument might fail if the coupling constant increases as we take the large volume limit, but this does not happen as our theory is actually infrared free. Thus, quantum effects get localized in the vicinity of the crossings of Wilson lines. Accordingly, the correlation function factorizes into the product of local contributions associated to the vertices of the lattice. These local contributions are the R-matrices of the lattice model.

While quantum effects are important only for interactions between nearby Wilson lines, classical effects are not confined to short distances. A Wilson line may be thought of as a heavy, electrically charged particle moving along a curve. The state of this particle is labeled by a weight $\omega \in t_C$ of its representation. When two such particles encounter, they exchange gluons and their states may change. Hence, a state of the system under consideration is specified by a set of weights assigned to the edges of the lattice. Each of
these edges sources an electromagnetic field, which does affect charged objects at distant places.

As an example, consider a Wilson line in the state $\omega$ along a horizontal line $K$ at $y = z = 0$. The part of the Wilson line felt by faraway objects is

$$\exp\left(\int_K \omega(A^\infty)\right) = \exp\left(\int_{K \times I \times E} \text{Tr}(\omega A^\infty) d\theta(y)\delta^2(z, \bar{z}) d^2z\right),$$

(5.13)

where $I$ is an interval in the $y$-direction such that $K \times I \times E$ contains the Wilson line and the objects under consideration, $\theta(y)$ is a step function such that $\partial_y \theta(y) = \delta(y)$, and we have identified $t_C$ and $t^*_C$ via the bilinear form $\text{Tr}$. The presence of this factor in the path integral has the same effect on those objects as shifting $A^\infty$ by $-\pi \hbar \omega \theta(y)\delta^2(z, \bar{z})$ over $K \times I \times E$. We must take this shift into account when computing the R-matrices.

The above analysis shows that the R-matrices depend on the effective background gauge field which differs from $A^\infty$ by a shift due to the combined effect of all Wilson lines present in the system. By gauge symmetry, the R-matrices are functions of the parameter

$$\lambda \in t^*_C,$$

(5.14)

for the effective background, defined by formula (4.14). Its value jumps by $\hbar \omega$ across a segment of Wilson line carrying the state $\omega$. Drawing a Wilson line with a dashed line, we can express this jump rule graphically as follows:

$$\begin{array}{c}
\omega \\
\lambda - \hbar \omega
\end{array}$$

(5.15)

In lattice models, this parameter $\lambda$ is called the dynamical parameter. An R-matrix that has a dynamical parameter is known as a dynamical R-matrix. The appearance of dynamical R-matrices from Wilson lines was argued in [20] based on considerations in an effective two-dimensional abelian gauge theory.

When one refers to an R-matrix depending on a dynamical parameter, there is a potential confusion as to which point one is evaluating the dynamical parameter at because its value varies from place to place. We define the R-matrix

$$\tilde{R}_{\alpha\beta}(z_\alpha - z_\beta, \lambda): V_\alpha \otimes V_\beta \rightarrow V_\beta \otimes V_\alpha,$$

(5.16)

arising from the crossing of two Wilson lines $W_\alpha$ and $W_\beta$, with respect to the dynamical parameter on the top-left face:

$$\begin{array}{c}
\alpha \\
\lambda - \hbar \omega
\end{array}$$

(5.17)

The dynamical parameters on the other three faces are determined once states are chosen on the edges. Consistency at the bottom-right face requires that the R-matrix has zero weight, that is, $\tilde{R}_{\alpha\beta}$ commutes with the action of $t_C$. 
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A priori, the R-matrix (5.17) also depends on the components of $A^\infty$ along $T^2$. However, by a $T_C$-gauge transformation we can make $A^\infty_x$ and $A^\infty_y$ vanish everywhere except in the neighborhood of a single $x$-coordinate and a single $y$-coordinate, respectively. In this gauge the sole effect of these components is to twist the periodic boundary conditions with the gauge transformations by the corresponding holonomies. Hence, we conclude that the transfer matrices and the partition function are given by

$$t_\alpha = \text{Tr}_{V_\alpha} \left( \exp(2\pi i \tau_x) \hat{R}_{\alpha,m+n} \circ \cdots \circ \hat{R}_{\alpha,m+1} \right)$$

and

$$\left\langle \prod_{\alpha=1}^{m+n} W_\alpha \right\rangle = \text{Tr}_{V_{m+1} \otimes \cdots \otimes V_{m+n}} \left( \exp(2\pi i \tau_y) t_m \circ \cdots \circ t_1 \right),$$

where $\hat{R}_{\alpha \beta}$ now refers to the R-matrix in the background with $A^\infty_x = A^\infty_y = 0$. The zero-weight property of $\hat{R}_{\alpha \beta}$ implies that the transfer matrix has zero weight. In turn, this ensures that the partition function is independent of the choice of the row in which the twist $\exp(2\pi i \tau_y)$ is inserted, as it must be by gauge invariance. By symmetry the same can be said about the choice of the column for $\exp(2\pi i \tau_x)$.

Keeping track of how the dynamical parameter changes in the graphical representation of the Yang–Baxter equation, we find that the R-matrices arising from the crossings of Wilson lines obey

$$\hat{R}_{\alpha \beta}(z_\alpha - z_\beta, \lambda - hh_\gamma) \hat{R}_{\alpha \gamma}(z_\alpha - z_\gamma, \lambda) \hat{R}_{\beta \gamma}(z_\beta - z_\gamma, \lambda - hh_\beta)$$

$$= \hat{R}_{\beta \gamma}(z_\beta - z_\gamma, \lambda) \hat{R}_{\alpha \gamma}(z_\alpha - z_\gamma, \lambda - hh_\beta) \hat{R}_{\alpha \beta}(z_\alpha - z_\beta, \lambda).$$

(5.20)

Here the notation $h_\alpha$ means that it is to be replaced with $\omega$ when the R-matrices act on a state with weight $\omega$ in $V_\alpha$. The Yang–Baxter equation of this form is known as the dynamical Yang–Baxter equation.

Four-dimensional Chern–Simons theory thus produces a dynamical R-matrix $\hat{R}_{\alpha \beta}$, specified by a choice of the gauge group $G$ and a pair of representations $(V_\alpha, V_\beta)$ of $G$. This R-matrix has zero weight and satisfies the unitarity relation

$$\hat{R}_{\beta \alpha}(z_\beta - z_\alpha, \lambda) \hat{R}_{\alpha \beta}(z_\alpha - z_\beta, \lambda) = \text{id}_{V_\alpha \otimes V_\beta}. $$

(5.21)

Furthermore, by perturbation theory we can compute the R-matrix order by order in $\hbar$. At each order (except the zeroth), $\hat{R}_{\alpha \beta}(z_\alpha - z_\beta, \lambda)$ diverges at $z_\alpha - z_\beta = 0$, which is the point corresponding to the situation where $W_\alpha$ and $W_\beta$ intersect in the four-dimensional spacetime. At the first order, the divergence comes from a diagram in which a single gluon travels between the two Wilson lines in a neighborhood of the intersection, without going around one-cycles of $E$. Hence, if we gauge away $A^\infty_\tau$ in this neighborhood, the singular behavior of the R-matrix is independent of the dynamical parameter to first order in $\hbar$.

### 5.3 Dynamical R-matrices for $G = U(N)$ and $SU(N)$

For $G = U(N)$ and $(V_\alpha, V_\beta) = (\mathbb{C}^N, \mathbb{C}^N)$, with $\text{Tr}$ taken to be the trace in the vector representation $\mathbb{C}^N$, Etingof and Varchenko [56] showed that a dynamical R-matrix with
the properties described above is unique to all orders in perturbation theory, up to certain simple transformations and perturbative corrections to $\tau$. It is Felder’s R-matrix for the elliptic quantum group for $\mathfrak{sl}_N$ [33, 34], which first appeared as the Boltzmann weight for an integrable lattice model discovered by Jimbo, Miwa and Okado [31, 32]. For $N = 2$, the Jimbo–Miwa–Okado model reduces to the eight-vertex solid-on-solid model [57].

To state the result of [56] more precisely, we need a little preparation.

First of all, let us introduce some notations. For $G = U(N)$, the complexified Cartan subalgebra $t_C$ is the space of complex diagonal matrices. The standard basis for $t_C$ consists of the matrices $E_{ii}$, $i = 1, \ldots, N$, which have 1 in the $(i,i)$ entry and 0 elsewhere. The trace $\text{Tr}$ identifies $E_{ii}$ with its dual $E_{ii}^*$, so we can write the dynamical parameter as

$$\lambda = \sum_{i=1}^{N} \lambda_i E_{ii}^*,$$  \hspace{1cm} (5.22)

using an $N$-tuple of complex numbers $(\lambda_1, \ldots, \lambda_N)$. The standard basis vector $e_i$ of $C^N$ has weight $\omega_i = E_{ii}^*$. The matrix elements of an endomorphism $R$ of $C^N \otimes C^N$ are defined by

$$R(e_i \otimes e_j) = \sum_{k,l=1}^{N} e_k \otimes e_l R_{kl}^{ij}.$$  \hspace{1cm} (5.23)

We also need Jacobi’s first theta function $\theta_1(z) = \theta_1(z|\tau)$. In terms of the theta function with characteristics

$$\theta \left[ \begin{array}{c} a \\ b \end{array} \right] (z|\tau) = \sum_{n=-\infty}^{\infty} e^{\pi i (n+a)^2 \tau + 2\pi i (n+a)(z+b)},$$  \hspace{1cm} (5.24)

this is given by

$$\theta_1(z|\tau) = -\theta \left[ \begin{array}{c} 1/2 \\ 1/2 \end{array} \right] (z|\tau).$$  \hspace{1cm} (5.25)

It is an odd function:

$$\theta_1(-z) = -\theta_1(z).$$  \hspace{1cm} (5.26)

From the identities

$$\theta \left[ \begin{array}{c} a \\ b \end{array} \right] (z+1|\tau) = e^{2\pi i a} \theta \left[ \begin{array}{c} a \\ b \end{array} \right] (z|\tau),$$  \hspace{1cm} (5.27)

$$\theta \left[ \begin{array}{c} a \\ b \end{array} \right] (z+c\tau|\tau) = e^{-\pi i c^2 \tau - 2\pi i c(z+b)} \theta \left[ \begin{array}{c} a+c \\ b \end{array} \right] (z|\tau),$$  \hspace{1cm} (5.28)

it follows that $\theta_1$ has the following quasi-periodicity property:

$$\theta_1(z+1) = -\theta_1(z), \hspace{1cm} \theta_1(z+\tau) = -e^{-\pi i \tau - 2\pi i z} \theta_1(z).$$  \hspace{1cm} (5.29)

We can now define Felder’s R-matrix $R^F$. This is an $\text{End}(C^N \otimes C^N)$-valued meromorphic function on $\mathbb{C} \times t_C$ such that

$$\hat{R}^F(z,\lambda) = PR^F(z,\lambda)$$  \hspace{1cm} (5.30)
satisfies the dynamical Yang–Baxter equation (5.20) and the unitarity relation (5.21). Here \( P \in \text{End}(\mathbb{C}^N \otimes \mathbb{C}^N) \) is the swap isomorphism: \( P(v \otimes w) = w \otimes v \). The matrix elements \( R^F(z,\lambda)_{ik}^{jl} \) vanishes unless \( \{i,j\} = \{k,l\} \). The nonzero matrix elements are

\[
R^F(z,\lambda)_{ij}^{ij} = 1, \quad R^F(z,\lambda)_{ij}^{ij} = \frac{\theta_1(z)\theta_1(\lambda_{ij} + \hbar)}{\theta_1(z - \hbar)\theta_1(\lambda_{ij})}, \quad R^F(z,\lambda)_{ij}^{ji} = \frac{\theta_1(\hbar)\theta_1(z - \lambda_{ij})}{\theta_1(z - \hbar)\theta_1(\lambda_{ij})},
\]

where \( i \neq j \) and \( \lambda_{ij} = \lambda_i - \lambda_j \).

Finally, let \( R^U(N) \) be the R-matrix for the crossing of two Wilson lines in the vector representation of \( U(N) \), and \( R^U(N) = P R^U(N) \). As our aim is to relate \( R^U(N) \) and \( R^F \), we must identify \( R^U(N) \) with an \( \text{End}(\mathbb{C}^N \otimes \mathbb{C}^N) \)-valued meromorphic function on \( \mathbb{C} \times t^*_C \). We do this by choosing a trivialization for the rank-N holomorphic vector bundle \( V_\lambda \to E \) corresponding to a flat gauge field characterized by the dynamical parameter \( \lambda \).

Let us treat the dynamical parameter on the left side of a Wilson line as the background gauge field experienced by the charged particle; for instance, the Wilson line in diagram (5.15) is a charged particle moving in the background \( \lambda \), which itself sources a gauge field and shifts the background to \( \lambda - \hbar \omega \) on the right side. If the spectral parameter of this line is \( z \), a state of the charged particle is a point in the fiber \( V_\lambda |_{z_1} \). We identify the local holomorphic frame \( (s_i)_{i=1}^N \) of \( V_\lambda \) defined by formula (4.17) and the standard frame \( (e_j)_{j=1}^N \) of the trivial bundle \( \mathbb{C} \times \mathbb{C}^N \). With respect to this trivialization, \( R^U(N) \) is an \( \text{End}(\mathbb{C}^N \otimes \mathbb{C}^N) \)-valued function, and its matrix elements are meromorphic functions of the spectral parameter since \( D_z s_i = 0 \) and \( [D_z, R^U(N)] = 0 \). The matrix element \( R^U(N)(z_1 - z_2,\lambda)_{ij}^{kl} \) describes the process in which the state \( s_i(z_1) \otimes s_j(z_2) \) in \( V_\lambda |_{z_1} \otimes V_{\lambda - \hbar \omega} |_{z_2} \) evolves into the state \( s_k(z_1) \otimes s_l(z_2) \) in \( V_{\lambda - \hbar \omega} |_{z_1} \otimes V_\lambda |_{z_2} \).

By choosing this gauge, we have set \( A_x = 0 \) and let the monodromies of \( s_i \) encode the dynamical parameter. For a generic value of \( \lambda \), all we can do now is to rescale \( s_i \) by separate factors, so the residual gauge symmetry (apart from the Weyl group action) is given by \( T_\mathbb{C} \)-valued gauge transformations that are constant on \( E \). Since we have also gauged away \( A_x^\infty \) and \( A_y^\infty \), these gauge transformations must be constant on \( \Sigma \) as well.

According to a theorem of Etingof and Varchenko [56], \( R^U(N) \), regarded as an \( \text{End}(\mathbb{C}^N \otimes \mathbb{C}^N) \)-valued function as above, is related to \( R^F \) by a sequence of transformations. Some of these transformations can be understood as \( T_\mathbb{C} \)-valued gauge transformations which are meromorphic and possibly multivalued on \( E \). On a dynamical R-matrix \( R: \mathbb{C} \times t^*_C \to \text{End}(\mathbb{C}^N \otimes \mathbb{C}^N) \), the gauge transformation \( R \to g \cdot R \) by a \( T_\mathbb{C} \)-valued meromorphic function \( g \) on \( \mathbb{C} \times t^*_C \) acts by

\[
g \cdot R(z_1 - z_2,\lambda) = (g(z_1,\lambda - \hbar h_2) \otimes g(z_2,\lambda)) R(z_1 - z_2,\lambda) (g(z_1,\lambda)^{-1} \otimes g(z_2,\lambda - \hbar h_1)^{-1}) .
\]

Under gauge transformations a unitary R-matrix is mapped to a unitary R-matrix.

One of the transformations relevant for the theorem is the gauge transformation by a multivalued function of the form

\[
g(z,\lambda)^i_j = \delta^i_j e^{-z(\psi(\lambda) - \psi(\lambda - \hbar \omega_i))},
\]

with \( \psi(\lambda) \) being a meromorphic function on \( t^*_C \).
Another transformation involves a closed meromorphic multiplicative two-form \( \varphi \) on \( t^*_C \), which is a set \( \{ \varphi_{ij} \} \) of meromorphic functions on \( t^*_C \) such that \( \varphi_{ij} = \varphi_{ji}^{-1} \) and

\[
\frac{\varphi_{ij}(\lambda)\varphi_{jk}(\lambda)\varphi_{ki}(\lambda)}{\varphi_{ij}(\lambda - \hbar \omega_k)\varphi_{jk}(\lambda - \hbar \omega_l)\varphi_{ki}(\lambda - \hbar \omega_j)} = 1. \tag{5.32}
\]

Its action \( R \mapsto \varphi \cdot R \) is given by

\[
\varphi \cdot R(z, \lambda)^{ij}_{ij} = \varphi_{ij}(\lambda) R(z, \lambda)^{ij}_{ij}, \tag{5.33}
\]

with the other matrix elements unchanged. This transformation is also a gauge transformation, at least locally on \( t^*_C \). Indeed, locally we can write \( \varphi \) as an exact form [58]; in other words, there exist meromorphic functions \( \{ \xi_i \} \) such that

\[
\varphi_{ij}(\lambda) = \frac{\xi_i(\lambda)\xi_j(\lambda - \hbar \omega_j)}{\xi_i(\lambda - \hbar \omega_j)\xi_j(\lambda)}. \tag{5.34}
\]

Thus, the action of \( \varphi \) is locally the gauge transformation with \( g(z, \lambda)^{ij}_{ij} = \delta_j^i \xi_i(\lambda)^{-1} \).

The other relevant transformations are the maps

\[
R(z, \lambda) \mapsto \sigma \otimes \sigma R(z, \sigma^{-1} \cdot \lambda)(\sigma \otimes \sigma)^{-1}, \tag{5.35}
\]

with \( \sigma \) being an element of the symmetric group \( S_N \), acting on \( t^*_C \) and \( \mathbb{C}^N \) in the obvious ways;

\[
R(z, \lambda) \mapsto f(z) R(z, \lambda), \tag{5.36}
\]

with \( f \) a meromorphic function on \( \mathbb{C} \) such that \( f(z) f(-z) = 1 \); and

\[
R(z, \lambda) \mapsto R(bz, c \lambda + \mu), \tag{5.37}
\]

with \( b, c \in \mathbb{C}^N \) and \( \mu \in t^*_C \).

The map (5.35) is simply the action of the Weyl group, under which our R-matrix should be invariant. For \( c \neq 1 \), the map (5.37) changes the amount by which the dynamical parameter jumps across Wilson lines. So we have \( c = 1 \).

To constrain the remaining freedom, we look at the quasi-periodicity of \( R^{U(N)} \). In the gauge we are using, the holomorphic sections \( s_i \) obey the monodromy relations (4.18). In view of these relations, the matrix elements of \( R^{U(N)} \) have the quasi-periodicity property

\[
R^{U(N)}(z + 1, \lambda)^{kl}_{ij} = R^{U(N)}(z, \lambda)^{kl}_{ij},
\]

\[
R^{U(N)}(z + \tau, \lambda)^{kl}_{ij} = e^{2\pi i (\lambda - \hbar \omega_i)} R^{U(N)}(z, \lambda)^{kl}_{ij} = e^{-2\pi i (\lambda + \hbar \omega_i)} R^{U(N)}(z, \lambda)^{kl}_{ij}. \tag{5.38}
\]

Here \( \omega_i = \sum_{j=1}^{N} (\omega_i)_{jj} E_{jj}^{*} \), or \( (\omega_i)_{ij} = \delta_{ij} \). For this to be the case, \( R^{U(N)} \) should take the form\(^7\)

\[
R^{U(N)}(z, \lambda) = f(z) \varphi \cdot R^F(-z, \lambda), \tag{5.39}
\]

\(^7\)For \( R^{U(N)}(z)_{ii}^\dagger \) to have the correct quasi-periodicity, \( \psi(\lambda - \hbar \omega_i) + \psi(\lambda - 2\hbar \omega_i) \) must be independent of \( \lambda \) for all \( i \). A function \( \psi(\lambda) \) that has this property and is invariant under the Weyl group action is a multiple of the trace \( \sum_{i=1}^{N} \lambda_i \), but the corresponding gauge transformation acts trivially on the R-matrix. Then, the quasi-periodicity of \( R^{U(N)}(z)_{ii}^\dagger \) fixes that of \( f \), and the quasi-periodicity of the other components determine the value of \( b \) and tells that \( \mu_{ij} \) are integers. Shifting \( \lambda_{ij} \) by integers does not affect \( R^F \).
with \( f \) satisfying the quasi-periodicity relations
\[
 f(z + 1) = f(z), \quad f(z + \tau) = e^{-2\pi i \hbar} f(z). \quad (5.40)
\]
At this point there is nothing that constrains \( \varphi \).

Let us turn to the case when the gauge group is \( SU(N) \). In this case \( t_C \) is the space of complex traceless diagonal matrices, so the dynamical parameter for \( SU(N) \), which we call \( \bar{\lambda} \), obeys the constraint
\[
 \sum_{i=1}^{N} \bar{\lambda}_i = 0. \quad (5.41)
\]
The weight \( \bar{\omega}_i = \sum_{j=1}^{N} (\bar{\omega}_i)_j E_{jj}^* \) of \( e_i \) is given by \( (\bar{\omega}_i)_j = \delta_{ij} - 1/N \). We refer to the background field configuration specified by a dynamical parameter \( \bar{\lambda} \) as an \((N,0)\) background, for a reason that will become clear later.

To identify the R-matrix \( R^{(N,0)} \) for the vector representation of \( SU(N) \), we consider four-dimensional Chern–Simons theory for \( G = U(N) \) and split the gauge field into the overall \( U(1) \) part and the \( SU(N) \) part:
\[
 A = A^{U(1)} + A^{SU(N)}. \quad (5.42)
\]
Correspondingly, the dynamical parameter splits as
\[
 \lambda = \lambda_0 I^* + \bar{\lambda}, \quad \lambda_0 = \frac{1}{N} \sum_{i=1}^{N} \lambda_i, \quad (5.43)
\]
where \( I^* \) is the dual of the identity matrix. Since \( A^{U(1)} \) and \( A^{SU(N)} \) are decoupled in the theory, the total R-matrix is the product of the R-matrices \( R^{U(1)} \) for the \( U(1) \) part and \( R^{(N,0)} \) for the \( SU(N) \) part:
\[
 R^{U(N)}(z, \lambda) = R^{U(1)}(z, \lambda_0)R^{(N,0)}(z, \bar{\lambda}). \quad (5.44)
\]
The \( U(1) \) part is a scalar function of \( z \) and \( \lambda_0 \), while the \( SU(N) \) part depends on \( z \) and \( \bar{\lambda} \).

We know \( R^{U(N)}(z, \lambda)|_{\lambda=0} = f(z) \) and therefore \( R^{U(1)} \) is independent of \( \lambda_0 \). The formula (5.39) for \( R^{U(N)} \) then implies that \( \varphi \cdot R^F \) is a function of \( \bar{\lambda} \) and not of \( \lambda_0 \). As \( R^F \) is independent of \( \lambda_0 \), so is \( \varphi \). Thus, we can write
\[
 R^{(N,0)}(z, \bar{\lambda}) = f^{(N,0)}(z) \xi^{-1} \cdot R^F(-z, \bar{\lambda}), \quad (5.45)
\]
where we have expressed the action of \( \varphi \) as the gauge transformation by a diagonal matrix \( \xi^{-1} = \text{diag}(\xi_1^{-1}, \ldots, \xi_N^{-1}) \) of meromorphic functions of \( \bar{\lambda} \). By considering the monodromies of \( R^{(N,0)} \) as in the \( U(N) \) case, we deduce
\[
 f^{(N,0)}(z + 1) = f^{(N,0)}(z), \quad f^{(N,0)}(z + \tau) = e^{-2\pi i \hbar(N-1)/N} f^{(N,0)}(z). \quad (5.46)
\]
The unitarity relation requires
\[
 f^{(N,0)}(z)f^{(N,0)}(-z) = 1. \quad (5.47)
\]

In sections 5.7 and 5.8, we will obtain more conditions on \( f^{(N,0)} \) from considerations on framing anomaly and junctions of Wilson lines.
5.4 Surface operators and nondynamical R-matrices

Just as an electrically charged particle moving in spacetime creates a Wilson line, the worldline of a magnetically charged particle is also a line operator. This operator is called an ‘t Hooft line operator if the particle is a magnetic monopole. More generally, a dyon, which carries both electric and magnetic charges, creates a Wilson–’t Hooft line operator [59].

Suppose that in addition to Wilson lines, we have ‘t Hooft lines lying in Σ and supported at points on E in four-dimensional Chern–Simons theory. The inclusion of ‘t Hooft lines in the path integral means that the gauge field has a prescribed behavior such that as the distance from any of these lines tends to zero, the gauge field approaches the corresponding monopole configuration.

For monopoles to originate from $Q_V$-invariant configurations in six dimensions and have a classical interpretation as a particle, their field configurations, away from the points at which they are located, should be solutions of the semistability condition (4.7) and the equations of motion (4.8). Although we analyzed these equations in section 4, there we assumed that all fields were nonsingular, which may not be the case in the presence of monopoles. We have to reexamine the analysis to incorporate possible singularities.

Let $U$ be the union of small disks in $E$, each centered at the location of a monopole where some fields may become singular. Performing integration by parts on the integral (4.9) as before, but this time taking $C = E \setminus U$, we find that this integral equals the bulk integral (4.10) plus the boundary term

$$-\int_{\Sigma \times \partial C} \sqrt{g_\Sigma} \, d^2x \, \text{Tr}(2\phi^m(F_{mz}dz + F_{m\bar{z}}d\bar{z})) .$$

(5.48)

For solutions of the equations of motion, this term equals

$$i \int_{\Sigma \times \partial C} \sqrt{g_\Sigma} \, d^2x (dz\partial_z - d\bar{z}\partial_{\bar{z}}) \text{Tr}(\phi^m\phi_m) = -\int_{\Sigma \times \partial U} \sqrt{g_\Sigma} \, d^2x \, d\theta \, r \partial_r \text{Tr}(\phi^m\phi_m),$$

(5.49)

where $(r, \theta)$ are the polar coordinates around the monopoles (defined by $2\bar{z} = re^{i\theta}$; recall the definition (2.23) of $\bar{z}$).

We know that $\phi$ is constant in the absence of monopoles, so $-\text{Tr}(\phi^m\phi_m)$ should decay to a constant as $r$ increases. Then the boundary term is nonpositive. There are two possibilities: either the boundary term remains nonzero as we send the radii of the disks to zero, or it vanishes in this limit.

In the former case, the previous argument based on the positivity of the terms in the integrand fails. As a result, the characterization of semistable solutions of the equations of motion is altered, a complication we want to avoid. We will not pursue this possibility in this paper.

Therefore we consider the latter possibility. The previous argument then goes through, and the semistable solutions are still parametrized by the same data as in the case with no monopoles, as long as we stay away from singularities. In particular, the curvature of the gauge field vanishes everywhere except at the points on $E$ where the ‘t Hooft lines are placed. Such tightly confined magnetic fluxes are familiar: they are Dirac strings attached to the monopoles.
As the monopoles move, their Dirac strings sweep out surfaces. Hence, these ’t Hooft lines are really the boundaries of surface operators. Since the spacetime is compact in the present setup, every Dirac string emanating from a monopole must be eventually absorbed by other monopoles. For example, a Dirac string may be suspended between a pair of monopoles with opposite charges. The introduction of ’t Hooft lines thus divides $\Sigma$ into distinct regions supporting various surface operators. See Figure 4 for illustrations.

The signature of a confined magnetic flux is the Aharonov–Bohm effect, the phase shift in the wavefunction as an electrically charged particle travels around the flux. Near the location of a Dirac string in $E$, the gauge field behaves as

$$A = i\alpha \, d\theta + \cdots,$$

(5.50)

where $i\alpha \in \mathfrak{t}$ and the ellipsis refers to terms less singular than $1/r$ as $r \to 0$. The gauge transformation by $g = \exp(iu\theta)$, with $2\pi i u \in \ker \exp|_\mathfrak{t}$, shifts $\alpha$ by $u$, so the singular behavior of the gauge field is characterized by the holonomy $\exp(2\pi i\alpha)$ around the singularity. Surface operators that induce nontrivial monodromies in fields are often called Gukov–Witten surface operators \[60\].

In the familiar story of monopoles, one requires this monodromy to be the identity so that the Dirac sting is unobservable, and this leads to the quantization of monopole charges. Here, the quantization condition needs not be satisfied. If the monodromy is nontrivial, the Dirac string is physical, hence so is the surface operator it creates. In that case the ’t Hooft line is not a genuine line operator as it cannot exist by itself without having to bound a physical surface operator.

To better understand these surface operators, consider first a situation in which none of them are present in the system. Part of the data specifying a semistable solution of the equations of motion is a flat $G$-bundle over $E$. Such a bundle is characterized by the holonomies $a, b$ of the gauge field around the one-cycles $C_a, C_b$ of $E$. They satisfy the relation

$$aba^{-1}b^{-1} = e,$$

(5.51)

where $e$ is the identity element of $G$.

Now suppose that we put surface operators at a point $p \in E$, covering some region of $\Sigma$ whose boundaries extend in the $y$-direction, as in Figure 5. As a result of the introduction
of the surface operators, the holonomies are modified in this region, where instead of the above relation they obey

\[ aba^{-1}b^{-1} = \exp(2\pi i \alpha) . \]  

(5.52)

While a pair \( (a,b) \) satisfying this modified relation corresponds to a flat \( G \)-bundle over \( E \setminus \{p\} \), this bundle cannot be extended to a flat \( G \)-bundle over all of \( E \). The right-hand side becomes the identity only if we project the equation to the quotient of \( G \) by a normal subgroup \( N \) containing \( \exp(2\pi i \alpha) \). This means that \( (a,b) \) still describes a flat bundle over \( E \) only if the structure group can be reduced to \( G/N \). The surface operators thus modify the gauge bundle in a rather drastic way.

This modification of the gauge bundle is of a special kind \[50\]. The surface operators map a solution of the equations of motion to another solution. In particular, we have

\[ F_{x\bar{z}} = F_{x\bar{z}} - iD_{\bar{z}}\phi_x = 0 \]  

(5.53)

throughout \( \Sigma \), provided that we are away from \( p \in E \). In a gauge in which \( A_x = 0 \), this equation reads

\[ \partial_x A_{\bar{z}} = iD_{\bar{z}}\phi_x . \]  

(5.54)

This shows that along the \( x \)-direction \( A_{\bar{z}} \) varies by gauge transformations, and the holomorphic structure defined by \( A_{\bar{z}} \) remains unchanged. Therefore, the holomorphic vector bundles associated to a unitary representation of \( G \), before and after the modification, are isomorphic on \( E \setminus \{p\} \).

If the normal subgroup \( N \) acts trivially in the chosen representation, the modified bundle can be extended to \( E \) as a \( (G/N)_{\mathbb{C}} \)-bundle. In this situation the surface operators modify a holomorphic \( (G/N)_{\mathbb{C}} \)-bundle over \( E \) to another holomorphic \( (G/N)_{\mathbb{C}} \)-bundle over \( E \), which is isomorphic to the original one on \( E \setminus \{p\} \). Such a modification of a holomorphic vector bundle over a Riemann surface is known as a Hecke modification.

In relation to integrable lattice models, the case of particular interest is when \( G = \text{SU}(N) \) and

\[ \alpha = \text{diag} \left( 1 - \frac{1}{N}, -\frac{1}{N}, \ldots, -\frac{1}{N} \right) , \]  

(5.55)

or any choice of \( \alpha \) related to this one by a permutation of the diagonal entries. In this case the monodromies are represented by \( N \times N \) matrices \( A, B \) with determinant 1, satisfying

---

\[8\text{In the rest of this section we only consider \textquoteleft t\textquoteleft Hooft lines and surface operators whose charges have } \pm 1 - 1/N \text{ in the first entry. The distinction between surface operators with charges related by permutations is meaningful in a generic background.} \]
the relation

\[ABA^{-1}B^{-1} = e^{-2\pi i/N}I.\]  

(5.56)

The right-hand side of this relation is a generator of the center \(Z_N\) of \(SU(N)\). Thus, the pair \((A, B)\) defines a flat vector bundle over \(E\) with structure group \(PSU(N) = SU(N)/Z_N\).

The reason this surface operator is interesting is that relation (5.56) determines \((A, B)\) uniquely up to gauge transformation: we can take them to be the matrices defined by

\[Ae_k = e^{\pi i(N-1)/N} e^{-2\pi i k/N} e_k, \quad Be_k = e^{k+1}.\]  

(5.57)

In other words, the flat \(PSU(N)\)-bundle over \(E\) has no moduli. Consequently, the \(R\)-matrix arising from the crossing of a pair of Wilson lines in this background has no dynamical parameter, and satisfies the ordinary Yang–Baxter equation

\[
\mathcal{R}_{\alpha\beta}(z_\alpha - z_\beta) \mathcal{R}_{\beta\gamma}(z_\beta - z_\gamma) = \mathcal{R}_{\beta\gamma}(z_\beta - z_\gamma) \mathcal{R}_{\alpha\gamma}(z_\alpha - z_\gamma) \mathcal{R}_{\alpha\beta}(z_\alpha - z_\beta). \tag{5.58}
\]

With respect to holomorphic frames on the holomorphic vector bundles associated to the representations of the Wilson lines, the \(R\)-matrix is represented by a matrix of meromorphic function on \(E\).

Although the form of the \(R\)-matrix generally depends on the location \(p \in E\) of the surface operator in which the Wilson lines are placed, for a suitable choice of holomorphic frames this dependence disappears. (We implicitly assumed that such a choice was made when we wrote down the Yang–Baxter equation above.) This is because if we change the location of the surface operator from \(p\) to \(p'\), the associated bundles over \(E \setminus \{p\}\) change to new bundles over \(E \setminus \{p', p'\}\), but the two sets of bundles are isomorphic on \(E \setminus \{p, p'\}\) since they are both isomorphic there to the set of bundles we originally had before the introduction of the surface operator. It follows that there exists a choice of holomorphic frames on the relevant bundles with respect to which the form of the \(R\)-matrix remains unchanged under the shift in the location, at all point in \(E \setminus \{p, p'\}\), hence on the whole \(E\).

Let us call the field configuration for this surface operator the \((N, 1)\) background, and let \(R^{(N, 1)}\) denote the \(R\)-matrix for the crossing of two Wilson lines in the vector representation in this background:

\[R^{(N, 1)}(z_1 - z_2) = z_1 \quad \text{at} \quad z_2.\]  

(5.59)

The associated bundle over \(E \setminus \{p\}\) has holomorphic sections

\[
\tilde{s}_i(z) = P \exp\left(-\int_0^z A\right) \tilde{s}_i(0). \tag{5.60}
\]

(We have to be a little careful about the choice of the counter for the integral in the exponent because of the singularity of \(A\).) With respect to the holomorphic frame \((\tilde{s}_i)_{i=1}^N\), we have \(A_2 = 0\) identically and the dependence on the location of the surface operator disappears. In this frame \(R^{(N, 1)}\) is an \(\text{End}(\mathbb{C}^N \otimes \mathbb{C}^N)\)-valued meromorphic function with the quasi-periodicity property

\[
R^{(N, 1)}(z + 1) = A_1 R^{(N, 1)}(z) A_1^{-1} = A_2^{-1} R^{(N, 1)}(z) A_2, \quad R^{(N, 1)}(z + \tau) = B_1 R^{(N, 1)}(z) B_1^{-1} = B_2^{-1} R^{(N, 1)}(z) B_2. \tag{5.61}
\]
We have introduced the notation \( X_1 = X \otimes I \) and \( X_2 = I \otimes X \) for \( X \in \text{End}(\mathbb{C}^N) \).

There is a well-known R-matrix which almost has the same quasi-periodicity. The Baxter–Belavin R-matrix \( \mathcal{R} \) [35–37] is a unitary solution of the Yang–Baxter equation \((5.58)\) satisfying the relations

\[
\mathcal{R}(z + 1) = A_1 \mathcal{R}(z) A_1^{-1} = A_2^{-1} \mathcal{R}(z) A_2, \\
\mathcal{R}(z + \tau) = e^{2\pi i (N-1)/\hbar} B_1 \mathcal{R}(z) B_1^{-1} = e^{2\pi i (N-1)/\hbar} B_2^{-1} \mathcal{R}(z) B_2. 
\]  

(5.62)

It is an \( \text{End}(\mathbb{C}^N \otimes \mathbb{C}^N) \)-valued meromorphic function whose matrix elements are given by [61]

\[
\mathcal{R}(z)^{kl}_{ij} = \delta_{i+j+k+l} \frac{\theta_1(h)}{\theta_1(z + h)} \frac{\theta^{(k-l)}(z + h)}{\theta^{(k-l)}(h)} \frac{\prod_{m=0}^{N-1} \theta^{(m)}(z)}{\prod_{n=1}^{N-1} \theta^{(n)}(0)},
\]

where the indices are understood modulo \( N \) and

\[
\theta^{(j)}(z|\tau, N) = \theta \left[ \frac{1/2 - j/N}{1/2} \right] (z|N\tau).
\]

(5.63)

(5.64)

For \( N = 2 \), these matrix elements reduce to the local Boltzmann weights for the eight-vertex model [35, 36].

Comparing the quasi-periodicity of \( \mathcal{R}^{(N,1)} \) and \( \mathcal{R} \), it is fairly natural to identify these two R-matrices:

\[
\mathcal{R}^{(N,1)}(z) = f^{(N,1)}(z) \mathcal{R}(z).
\]

(5.65)

Here \( f^{(N,1)} \) is a function that accounts for the slight discrepancy in the quasi-periodicity, and satisfies \( f^{(N,1)}(z) f^{(N,1)}(-z) = 1 \) so that the unitarity is preserved. In fact, as explained in [21], a theorem proved by Belavin and Drinfeld [62] on the classification of the solutions of the classical Yang–Baxter equation ensures that \( \mathcal{R}^{(N,1)} \) must be of this form to all orders in \( \hbar \), up to reparametrizations of \( \hbar \).

We can also consider the \( (N, -1) \) background created by the surface operator with the opposite charge,

\[
\alpha = \text{diag} \left( -1 + \frac{1}{N}, \frac{1}{N}, \ldots, \frac{1}{N} \right),
\]

(5.66)

and identify the R-matrix \( \mathcal{R}^{(N, -1)} \) that arises from the crossing of Wilson lines in this background. Graphically we distinguish the \( (N, -1) \) background from the \( (N, 1) \) background by using a different color:

\[
\mathcal{R}^{(N, -1)}(z_1 - z_2) = z_1 \quad \text{and} \quad z_2.
\]

(5.67)

Since \( A^{-1} BAB^{-1} = e^{2\pi i/N} I \), in an appropriate gauge this R-matrix should obey the quasi-periodicity relations

\[
\mathcal{R}^{(N, -1)}(z + 1) = A_1^{-1} \mathcal{R}^{(N, -1)}(z) A_1 = A_2 \mathcal{R}^{(N, -1)}(z) A_2^{-1}, \\
\mathcal{R}^{(N, -1)}(z + \tau) = B_1 \mathcal{R}^{(N, -1)}(z) B_1^{-1} = B_2^{-1} \mathcal{R}^{(N, -1)}(z) B_2.
\]

(5.68)
Noting that $A^T = A$ and $B^T = B^{-1}$, we see that $R^{(N,-1)}$ can be written as

$$R^{(N,-1)}(z) = f^{(N,-1)}(z) R^B(z)^T,$$

where $(R^B(z))^T$ is the transpose of $R^B(z)$.

We have already encountered a function that has the right properties to be $f^{(N,1)}$ or $f^{(N,-1)}$: the function $f^{(N,0)}$ which enters the definition (5.45) of the dynamical R-matrix $R^{(N,0)}$. We will argue in section 5.5 that the three functions are actually equal.

The relation between modification of bundles and that of R-matrices discussed here had been previously considered in [63, 64]. In particular, the R-matrices in the presence of more general surface operators were studied in [64]. In general, the R-matrices depend on $l$ moduli, with $0 \leq l \leq N - 1$.

### 5.5 Intertwining operators and vertex–face correspondences

Once we have new line operators, we can construct new R-matrices. Especially interesting are the R-matrices that correspond to a Wilson line crossing an ’t Hooft line and moving into a surface operator. The Yang–Baxter equations involving two Wilson lines and one ’t Hooft line, such as the ones illustrated in Figure 6, show that these R-matrices intertwine the dynamical R-matrix and nondynamical ones. This kind of relation between dynamical and nondynamical R-matrices is known as a vertex–face correspondence [31, 32, 57], for the two R-matrices may be regarded as the Boltzmann weights for lattice models of “face type” and “vertex type,” respectively.

Let $S$ be the intertwining operator between $R^{(N,0)}$ and $R^{(N,1)}$ that arises from the crossing of a Wilson line in the vector representation and an ’t Hooft line of charge $\text{diag}(1-1/N, -1/N, \ldots, -1/N)$:

$$S(z - w, \lambda) = z \left| \begin{array}{c} \lambda \\ w \end{array} \right|.$$  

(5.70)

By translation invariance $S$ is a function of the difference of the spectral parameters of the two lines, which we have written as $z$ and $w$ here; unlike the location of the bulk of the surface operator, that of the ’t Hooft line is a physical parameter. It also depends on the value of the dynamical parameter $\lambda$ in the region adjacent to the ’t Hooft line.

With respect to the local holomorphic frames we have been using for the relevant bundles, $S$ is an $\text{End}(\mathbb{C}^N)$-valued meromorphic function and satisfies the quasi-periodicity
relations
\[ S(z + 1, \bar{\lambda}) = AS(z, \bar{\lambda}), \quad S(z + \tau, \bar{\lambda}) = BS(z, \bar{\lambda}) \exp(-2\pi i \bar{\lambda}). \] (5.71)

In perturbation theory, we expect \( S(z, \bar{\lambda}) \) to have poles at \( z = 0 \) where the Wilson and 't Hooft lines intersect in the four-dimensional spacetime.

A matrix \( \Phi(z, \bar{\lambda}) \) that has the right quasi-periodicity and pole structure is given by \[ \Phi(z, \bar{\lambda}) = \frac{\theta^{(1)}(z + N\bar{\lambda})}{\theta_1(z^{1/N})}. \] (5.72)

In fact, \( \Phi \) is an intertwining operator relating \( R^F \) and \( R^B \) [31]:
\[ R^B(z_1 - z_2) \Phi_1(z_1, \bar{\lambda}) \Phi_2(z_2, \bar{\lambda} - \hbar h_1) = \Phi_2(z_2, \bar{\lambda}) \Phi_1(z_1, \bar{\lambda} - \hbar h_2) \Theta^{-1} \cdot R^F(z_2 - z_1, \bar{\lambda}). \] (5.73)

Here \( \Theta = \text{diag}(\Theta_1, \ldots, \Theta_N) \) is the diagonal matrix of meromorphic functions with
\[ \Theta_i(\lambda) = \prod_{j(\neq i)} \theta_1(\lambda_{ij}), \] (5.74)
acting on \( R^F \) by the gauge transformation (5.30).

Given the expression (5.45) for \( R^{(N,0)} \), the above consideration suggests that we have
\[ S(z, \bar{\lambda}) = \Phi(z + d, \bar{\lambda})(\Theta^{-1}(\xi)(\bar{\lambda}) \tilde{g}(z, \bar{\lambda}), \] (5.75)
where \( d \in \mathbb{C} \) and \( \tilde{g} \) is a diagonal matrix of meromorphic functions on \( E \times t^* \) that acts trivially on \( R^{(N,0)} \). Let us further assume that the two functions \( f^{(N,0)} \) and \( f^{(N,1)} \) in formulas (5.45) and (5.65) are equal:
\[ f^{(N,0)} = f^{(N,1)}. \] (5.76)

Then, with this form of \( S \), the following vertex–face correspondence holds:
\[ R^{(N,1)}(z_1 - z_2)S_1(z_1 - w, \bar{\lambda})S_2(z_2 - w, \bar{\lambda} - \hbar h_1) = S_2(z_2 - w, \bar{\lambda})S_1(z_1 - w, \bar{\lambda} - \hbar h_2)R^{(N,0)}(z_1 - z_2, \bar{\lambda}). \] (5.77)

The two sides of this relation are represented by the diagrams in Figure 6(a).

A Wilson line coming out of the surface operator produces another intertwining operator:
\[ S'(z - w, \bar{\lambda}) = \overbrace{z}^{w}. \] (5.78)

It satisfies the relation
\[ R^{(N,0)}(z_1 - z_2, \bar{\lambda})S'_2(z_2 - w, \bar{\lambda} - \hbar h_1)S'_1(z_1 - w, \bar{\lambda}) = S'_1(z_1 - w, \bar{\lambda} - \hbar h_2)S'_2(z_2 - w, \bar{\lambda})R^{(N,1)}(z_1 - z_2). \] (5.79)
Figure 7. Vertex–face correspondences between $R^{(N,0)}$ and $R^{(N,-1)}$.

which is the vertex–face correspondence in Figure 6(b). This relation suggests that $S'$ is essentially the inverse of $S$. Hence, we propose that it can be written as

$$S'(z,\bar{\lambda}) = \chi(z,\bar{\lambda})S(z + \delta,\bar{\lambda})^{-1}, \quad (5.80)$$

where $\delta \in \mathbb{C}$ and $\chi$ is a diagonal matrix of meromorphic functions that acts trivially on $R^{(N,0)}$. We will determine $\delta$ and $\chi$ in sections 5.7 and 5.8.

The intertwining operators involving the $(N,-1)$ background can be identified in a similar manner. Let us write

$$\tilde{S}(z-w,\bar{\lambda}) = z \begin{array}{c} \lambda \end{array} \begin{array}{c} w \end{array}, \quad \tilde{S}'(z-w,\bar{\lambda}) = z \begin{array}{c} \lambda \end{array} \begin{array}{c} w \end{array} \quad (5.81)$$

and define a matrix $\tilde{\Phi}(z,\bar{\lambda})$ by

$$\tilde{\Phi}(z,\bar{\lambda})^j_i = \Phi(z,-\bar{\lambda} + h\bar{\omega}_j)^i_j. \quad (5.82)$$

If we assume

$$f^{(N,0)} = f^{(N,-1)} \quad (5.83)$$

and

$$\tilde{S}(z,\bar{\lambda}) = \tilde{S}'(z + \delta,\bar{\lambda})^{-1}\chi(z,\bar{\lambda}), \quad \tilde{S}'(z,\bar{\lambda}) = \tilde{g}(z,\bar{\lambda})\tilde{\chi}^{-1}(\bar{\lambda})\tilde{\Phi}(z + \delta,\bar{\lambda}) \quad (5.84)$$

for some diagonal matrices $\tilde{g}(z,\bar{\lambda})$ and $\tilde{\chi}(z,\bar{\lambda})$ acting trivially on $R^{(N,0)}$, then using the identities

$$R^F(z,-\bar{\lambda})^T = \Theta^{-1} \cdot R^F(z,\bar{\lambda}), \quad R^F(z,\bar{\lambda} + h(h_1 + h_2)) = R^F(z,\bar{\lambda}) \quad (5.85)$$

we can verify that $\tilde{S}$ and $\tilde{S}'$ furnish the vertex–face correspondences between $R^{(N,0)}$ and $R^{(N,-1)}$, shown in Figure 7.

5.6 L-operators

Now consider a surface operator stretched between two antiparallel ’t Hooft lines, and a Wilson line traversing it. This configuration defines an L-operator $L^{(N,0)}$:

$$L^{(N,0)}(z-w, z-w') = z \begin{array}{c} \lambda \end{array} \begin{array}{c} w \end{array} \quad (5.86)$$
The Wilson line shifts the dynamical parameters on the two sides of the surface operator by amounts depending on the states on the left and right edges. Hence, we may think of $L^{(N,0)}$ as a matrix whose entries are difference operators.

More precisely, we define the matrix element $L^{(N,0)}(z - w, z - w')^j_i$ to be a difference operator acting on a Weyl-invariant meromorphic function $f$ on $t^*_C \times t^*_C$ as

$$L^{(N,0)}(z - w, z - w')^j_i f(\bar{\lambda}, \bar{\mu}) = S(z - w, \bar{\mu})^j_k S(z - w', \bar{\lambda})^k_i f(\bar{\lambda} - h\bar{\omega}_i, \bar{\mu} - h\bar{\omega}_j). \quad (5.87)$$

Then, the vertex–face correspondences (5.77) and (5.79) imply that $L^{(N,0)}$ satisfies the following RLL relation with $R^{(N,0)}$:

$$R^{(N,0)}(z_1 - z_2, \bar{\mu}) L^{(N,0)}_1(z_1 - w, z_1 - w') L^{(N,0)}_2(z_2 - w, z_2 - w') = :L^{(N,0)}_2(z_2 - w, z_2 - w') L^{(N,0)}_1(z_1 - w, z_1 - w') R^{(N,0)}(z_1 - z_2, \bar{\lambda}). : \quad (5.88)$$

The normal ordering sign $:\ :$ means that the matrix elements of $R^{(N,0)}$ should be placed in the leftmost position so as not to be acted on by the L-operators. This relation is depicted in Figure 8(a).

Interchanging the intertwining operators we get another L-operator:

$$L^{(N,1)}(z - w, z - w') = z \quad (5.89)$$

This is a matrix of difference operators acting on Weyl-invariant meromorphic functions on $t^*_C$ by

$$L^{(N,1)}(z - w, z - w')^j_i f(\bar{\lambda}) = S(z - w, \bar{\lambda})^j_k S'(z - w', \bar{\lambda})^k_i f(\bar{\lambda} - h\bar{\omega}_k). \quad (5.90)$$

It satisfies the RLL relation

$$R^{(N,1)}(z_1 - z_2) L^{(N,1)}_1(z_1 - w, z_1 - w') L^{(N,1)}_2(z_2 - w, z_2 - w') = L^{(N,1)}_2(z_2 - w, z_2 - w') L^{(N,1)}_1(z_1 - w, z_1 - w') R^{(N,1)}(z_1 - z_2), \quad (5.91)$$

which is the relation shown in Figure 8(b).

A good way to think about the L-operators is that they are R-matrices associated with the crossings of Wilson lines and “thick” line operators, where the latter are composed of
pairs of antiparallel ’t Hooft lines and carry infinite-dimensional representations. For example, $L^{(N,1)}$ is an R-matrix whose vertical line carries an infinite-dimensional representation on the space of Weyl-invariant meromorphic functions on $t^*_C$.

Being constructed from the same intertwining operators, the two L-operators $L^{(N,0)}$ and $L^{(N,1)}$ lead to the same transfer matrix:

$$
\text{Tr}_{CN} \left( L^{(N,0)}_k \cdots L^{(N,0)}_1 \right) = \text{Tr}_{CN} \left( L^{(N,1)}_k \cdots L^{(N,1)}_1 \right). \quad (5.92)
$$

This is a difference operator acting on the space of Weyl-invariant meromorphic functions on $(t^*_C)^{\otimes k}$. By considering Wilson lines in various representations, we get a number of such difference operators which commute with each other. For $k = 1$, these difference operators are the conserved charges of the elliptic Ruijsenaars–Schneider model of type $A_{N-1}$ [66].

The RLL relation (5.91) is, roughly speaking, the defining relation for the elliptic quantum algebra $A_{q,p}(\hat{sl}_N)$ [67–69] at level zero, with $(q,p) = (e^{2\pi i\hbar}, e^{2\pi i\tau})$. (It should be supplemented with the relation that sets the quantum determinant of the L-operator to 1.) The algebra $A_{q,p}(\hat{sl}_N)$ is generated by the matrix elements of the L-operator, and is the elliptic counterpart of the Yangian double $DY_M(s_N)$ and the quantum affine algebra $U_q(\hat{sl}_N)$. The coalgebra structure making $A_{q,p}(\hat{sl}_N)$ a quantum group was given in [70].

If it is further required that the dependence of the L-operator on the spectral parameter takes a certain special form, the RLL relation encodes the defining relations for the $Z_N$ Sklyanin algebra [71, 72]. This is a two-parameter deformation of the universal enveloping algebra $U(\hat{sl}_N)$ of $sl_N$, and reduces to the quantum group $U_q(\hat{sl}_N)$ in the limit $\tau \to i\infty$ [73–75]. Essentially, our L-operator $L^{(N,1)}$ gives an infinite-dimensional representation of the $Z_N$ Sklyanin algebra in terms of difference operators [76–78]. For $N = 2$, this representation corresponds to a Verma module of $sl_2$ whose highest weight is determined by the difference $w - w'$ of the spectral parameters of the two ’t Hooft lines [71].

In a similar way, the other L-operator $L^{(N,0)}$ provides [16] an infinite-dimensional representation of Felder’s elliptic quantum group $E_{q,p}(\hat{sl}_N)$ [33, 34]. Alternative formulations of (a central extension of) $E_{q,p}(\hat{sl}_N)$ are discussed in [70, 79–81].

### 5.7 Framing anomaly

Up until now we have discussed four-dimensional Chern–Simons theory on $\Sigma \times C$ assuming it is perfectly topological on $\Sigma$, as suggested by the form of the action which makes no reference to a metric on $\Sigma$. As a matter of fact, this assumption is a little too naive. When it comes to actually performing the path integral, one needs to introduce a metric on $\Sigma$ for gauge fixing and regularization. The introduction of metric can potentially spoil the topological invariance. This is indeed what happens, but in a somewhat subtle manner.

A manifestation of this quantum anomaly is the fact that the equation that seemingly represents the equivalence between two diagrams, shown in Figure 9(a), does not quite hold:

$$
R^{(N,1)}(z_1 - z_2)_{kj}^{nl} R^{(N,1)}(z_2 - z_1)_{li}^{nk} \neq \delta_i^l \delta_j^n. \quad (5.93)
$$
\[ R^{(N,1)} \left( z - \frac{1}{2} N \hbar \right) R^{(N,1)} \left( -z - \frac{1}{2} N \hbar \right) = \delta^m_i \delta^n_j, \quad (5.94) \]

provided that we have

\[ f^{(N,0)}(z) f^{(N,0)}(-z - N \hbar) = \frac{\theta_1(z + \hbar) \theta_1(z + (N - 1) \hbar)}{\theta_1(z) \theta_1(z + N \hbar)}. \quad (5.95) \]

Somehow the arguments of the R-matrices used in this relation have to be shifted by \(-N\hbar/2\) compared to the ordinary unitarity relation.

This shift is due to framing anomaly. As an analysis carried out in [20] revealed, an anomaly breaks the gauge invariance of a Wilson line when the line curves in the \((N,1)\) background. For this anomaly to be canceled, the spectral parameter must be shifted by \(-\Delta \varphi N \hbar/2\pi\), where \(\Delta \varphi\) is the angle by which the Wilson line bends. Note that in order to talk about the angle of a curve, one must endow \(\Sigma\) with a framing, that is, a choice of a trivialization of the tangent bundle. The only closed surface that admits a framing is \(T^2\), hence our choice \(\Sigma = T^2\).

In turn, the framing anomaly implies, under the assumption that the topological invariance on \(\Sigma\) is otherwise unbroken, that the R-matrix should really depend on the angle at which two Wilson lines cross. This is because as these lines curve, the R-matrix should change by shifting the argument so as to compensate for the shift in the spectral parameters. In Figure 10, two diagrams are shown in which a straight Wilson line intersects another Wilson line which initially goes straight but at one point bends by angle \(\Delta \varphi\). If the straight Wilson lines in the two diagrams are parallel, these diagrams should represent the same operator. From this equality we deduce that the R-matrix \(R^{(N,1)}_{\varphi}\) for Wilson lines crossing at angle \(\varphi\) satisfies the relation

\[ R^{(N,1)}_{\varphi}(z) = R^{(N,1)}_{0} \left( z - \frac{\varphi}{2\pi} N \hbar \right). \quad (5.96) \]

The unitarity relation (5.21), as we formulated it, does not involve any shift in the spectral parameter. This is possible only if the equation refers to the situation where the
two lines are almost parallel. Therefore, the R-matrix \( R^{(N,1)} \) that appears in this equation corresponds to the case \( \varphi = 0 \):

\[
R^{(N,1)} = R_0^{(N,1)}. \tag{5.97}
\]

The crossing–unitarity relation (5.94), on the other hand, corresponds to the case when two lines are almost antiparallel, which explains the shift by \(-N\hbar/2\).

It turns out that the framing anomaly in an \((N,0)\) background is more complicated. To see why, consider the crossing–unitarity relation shown in Figure 9(b). For \( i \neq n \), the left-hand side is nonvanishing only when \( i = k = m \) and \( j = l = n \). If the sole effect of the framing anomaly were to shift the spectral parameter just as in the \((N,1)\) background, then the left-hand side in this case would be

\[
R^{(N,0)} \left( z_2 - z_1 - \frac{1}{2} N\hbar, \bar{\lambda} + h\bar{\omega}_j \right)_{ij} R^{(N,0)} \left( z_1 - z_2 - \frac{1}{2} N\hbar, \bar{\lambda} + h\bar{\omega}_j \right)_{ji}. \tag{5.98}
\]

This equals

\[
\frac{\theta_1(\bar{\lambda}_{ij})\theta_1(\bar{\lambda}_{ij} - 2h)}{\theta_1(\bar{\lambda}_{ij} - h)^2} \tag{5.99}
\]

and not 1 as required by the relation.

Apparently, the matrix elements of the R-matrix \( R^{(N,0)}_\pi \) for \( \varphi = \pi \) differs from those of \( R^{(N,0)} = R_0^{(N,0)} \) not only by the shift in the spectral parameter, but also by some factors which are ratios of theta functions containing \( \bar{\lambda} \). Let us determine these factors.

First, consider the equality between two diagrams shown in Figure 11(a). On the left-hand side, a Wilson line enters the \((N,1)\) background and makes a left turn. The spectral parameter gets shifted by \(-N\hbar/2\), and the line comes out to an \((N,0)\) background. The right-hand side would be the identity operator if it were placed in the \((N,1)\) background. In the \((N,0)\) background, however, the framing anomaly replaces it with a diagonal matrix \( \text{diag}(\chi_1, \ldots, \chi_N) \), which is a function of \( \bar{\lambda} \) but not of \( z \) because of translation invariance. So we get the equality

\[
S' \left( z - \frac{1}{2} N\hbar, \bar{\lambda} \right)_{i}^k \chi_k(\bar{\lambda}) \delta_i^k. \tag{5.100}
\]

Comparing this equation with the expression (5.80) for \( S' \), we see

\[
\delta = \frac{1}{2} N\hbar, \quad \chi(z, \bar{\lambda})^k_i = \chi_k(\bar{\lambda}) \delta_i^k. \tag{5.101}
\]

It should be emphasized here that we have defined the intertwining operators \( S, S' \) using Wilson and ’t Hooft lines crossing at the right angle.

Next, suppose that the Wilson line instead makes a right turn, as in Figure 11(b). Then, the right-hand side is replaced with \( \chi(\bar{\lambda})^{-1} \) because one can straighten out a line that makes successive left and right turns, without altering the initial and the final directions. Thus we get another relation between \( S \) and \( S' \):

\[
S'(z, \bar{\lambda} - h\bar{\omega}_i + h\bar{\omega}_k)_{j}^j \chi_k(\bar{\lambda})^{-1} \delta_i^k. \tag{5.102}
\]
These two relations imply

\[ S^{-1}(z + Nh, \bar{\lambda} + h\bar{\omega}_k)^j \Phi(z, \bar{\lambda} + h\bar{\omega}_k)^j = \chi_k(\bar{\lambda} + h\bar{\omega}_k)^2 \delta^k_i. \]  

(5.103)

The left-hand side of this equation contains

\[ \Phi^{-1}(z + Nh + d, \bar{\lambda} + h\bar{\omega}_k)^j \Phi(z + d, \bar{\lambda} + h\bar{\omega}_k)^j. \]  

(5.104)

According to the formula [65]

\[ \frac{\theta_1(z)^{1/N}}{\theta_1(z + Nh)^{1/N}} \Phi^{-1}(z + Nh, \bar{\mu})^j \Phi(z, \bar{\lambda})^j = \frac{\theta_1(z + (N - 1)h + \bar{\lambda} - \bar{\mu}_k - (N - 1)/2)}{\theta_1(z + Nh - (N - 1)/2)} \prod_{l \neq k} \frac{\theta_1(\bar{\lambda}_l - \bar{\mu}_l - \bar{h})}{\theta_1(\bar{\mu}_{kl})}, \]  

(5.105)

this factor vanishes for \( i \neq k \). Setting \( i = k \), we find

\[ \bar{g}_k(z + Nh, \bar{\lambda} + h\bar{\omega}_k) \frac{\bar{g}_k(z, \lambda + h\bar{\omega}_k)}{\bar{g}_k(z, \lambda + h\bar{\omega}_k)} = \frac{\theta_1(z + Nh + d)^{1/N}}{\theta_1(z + d)^{1/N}} \frac{\theta_1(z + (N - 1)h + d - (N - 1)/2)}{\theta_1(z + Nh + d - (N - 1)/2)} \]

\[ \times \chi_k(\bar{\lambda} + h\bar{\omega}_k)^2 \prod_{l \neq k} \frac{\theta_1(\bar{\lambda}_{kl})}{\theta_1(\bar{\lambda}_{kl} + h)}. \]  

(5.106)

Since \( z \) and \( \bar{\lambda} \) appear in separate factors on the right-hand side, \( \bar{g}_k \) takes the form\(^9\)

\[ \bar{g}_k(z, \bar{\lambda}) = h_k(z)\eta_k(\bar{\lambda}). \]  

(5.107)

Then we have

\[ \chi_k(\bar{\lambda})^2 = C_k \prod_{l \neq k} \frac{\theta_1(\bar{\lambda}_{kl})}{\theta_1(\bar{\lambda}_{kl} - \bar{h})}, \]  

(5.108)

\[ \frac{h_k(z + Nh)}{h_k(z)} = C_k \frac{\theta_1(z + Nh + d)^{1/N}}{\theta_1(z + d)^{1/N}} \frac{\theta_1(z + (N - 1)h + d - (N - 1)/2)}{\theta_1(z + Nh + d - (N - 1)/2)} \]  

(5.109)

for some constants \( C_k \).

\(^9\)If we write \( \bar{g}_k(z, \bar{\lambda}) = h_k(z)\eta_k(\bar{\lambda}) \), with \( h_k \) as given below, then \( \eta_k \) is a doubly periodic meromorphic function of \( z \) satisfying \( \eta_k(z, \bar{\lambda}) = \eta_k(z + Nh, \bar{\lambda}) \). Assuming that any pair from 1, \( \tau \) and \( Nh \) are linearly independent in \( C \), this implies that \( \eta_k \) is independent of \( z \) as there are no triply periodic meromorphic functions other than constants.
The requirement that $\bar{g}$ acts trivially on $R^{(N,0)}$ translates to the constraints

$$\frac{h_i(z_1)h_j(z_2)}{h_j(z_1)h_i(z_2)} = \frac{\eta_i(\lambda)\eta_j(\lambda - \hbar \omega_i)}{\eta_i(\lambda - \hbar \omega_j)\eta_j(\lambda)}. \quad (5.110)$$

This equation tells that the left-hand side cannot depend on $z_1$ or $z_2$, so we have

$$h_k(z) = c_k h(z) \quad (5.111)$$

for some function $h$ and constants $c_k$. Absorbing $c_k$ into $\eta_k$, we can set

$$h_k = h, \quad C_k = C \quad (5.112)$$

for some constant $C$.

We will see in section 5.8 that $C = 1$. Then we can write

$$\chi_k(\bar{\lambda}) = \prod_{i<j} \theta_i(\bar{\lambda}_{ij})^{1/2}.$$

This shows that in the definition (5.90) of the difference operator $L^{(N,1)}$, what the factor $\chi$ contained in $S'$ does is just to apply conjugation with the operator that acts on a function $f(\bar{\lambda})$ by multiplication by $\prod_{i<j} \theta_i(\bar{\lambda}_{ij})^{1/2}$. Therefore, it does not affect the algebra generated by the $L$-operator.

Having determined $\chi$, we finally consider the same relation as in Figure 10 but placed in an $(N,0)$ background. Taking $\varphi = 0$ and $\Delta \varphi = \pi$, we conclude

$$R^{(N,0)}_{\pi}(z, \bar{\lambda})_{ij}^{kl} = \chi_j(\bar{\lambda}) \chi_i(\lambda - \hbar \omega_i) R^{(N,0)}(z - \frac{1}{2} N h_i \bar{\lambda})_{ij}^{kl}. \quad (5.114)$$

The prefactor on the right-hand side cancels the extra factor (5.99) in the crossing–unitarity relation, as it should. The unitarity relation for $R^{(N,0)}_{\pi}$ also readily follows from this relation.

### 5.8 Junctions of Wilson lines

Although the Yang–Baxter equations and various other relations put strong constraints on the forms of the $R$-matrices and the intertwining operators, we have not been able to fix some ambiguities. While the determination of the matrix $\xi$ is not so crucial as it drops out from gauge invariant expressions, the function $f^{(N,0)} = f^{(N,\pm 1)}$ does affect physical quantities. We can determine this function by considering junctions of Wilson lines [21].

In gauge theory, one can join Wilson lines by contracting the ends of the lines with an invariant tensor of the gauge group. In the case of $G = SU(N)$, we use a completely antisymmetric tensor $\varepsilon$ to construct a junction of $N$ Wilson lines in the vector representation:

$$\varepsilon^{i_1 \ldots i_N} (W_{1})^{j_1}_{i_1} \cdots (W_{N})^{j_N}_{i_N}. \quad (5.115)$$

An example for $N = 5$ is shown in Figure 12(a).

While in the path integral the junction is described by the constant tensor $\varepsilon$, it can receive quantum corrections in the effective description we are using. This is natural
because states on the Wilson lines participating in a junction live in holomorphic vector bundles that are inequivalent due to the jumps of the spectral parameter, and the notion of determinant has to be modified.

Now, take a junction and bend the Wilson lines so that they all extend horizontally to the right, as in Figure 12(b). At the junction the lines have the same spectral parameter, but as they curve their spectral parameters get shifted because of the framing anomaly. It was found in [20] that quantum mechanically a configuration of Wilson lines suffers from an anomaly unless the lines make equal angles at the junctions. Therefore, in the region where the lines are horizontal, the spectral parameters of adjacent lines must differ by \( \hbar \).

Let these parameters be \( z, z - \hbar, \ldots, z - (N - 1)\hbar \) from top to bottom.

As we have seen already, in addition to the shifts in the spectral parameters, bending of Wilson lines in an \((N, 0)\) background also induces some factors of theta functions containing the dynamical parameter. We have determined these factors only in the case when the lines make 180-degree turns, which can be useful only for \( N = 2 \).

Rather than trying to determine the quantum corrections to the junction and the framing anomaly for general angles separately, let us encapsulate both of these effects into a single tensor \( \varepsilon \epsilon_{\hbar}(\tilde{\lambda}) \). This is the operator representing the diagram in Figure 12(b). It is still totally antisymmetric since the contributions to the path integral from terms in the junction (5.115) vanish if \( i_m = i_n \) for some \((m, n)\).

To this collection of Wilson lines let us introduce an additional Wilson line, almost parallel to the horizontal lines. The familiar field theory argument then suggests that the relation shown in Figure 13(a) should hold. (For the ease of visualization we have drawn the additional Wilson line vertically.) The left-hand side of this relation, evaluated for \((k_1, k_2, \ldots, k_N) = (1, 2, \ldots, N)\), is the quantum determinant of \( R^{(N,0)} \).

To determine \( \varepsilon \epsilon_{\hbar}(\tilde{\lambda}) \), we look at a similar relation, in which the vertical Wilson line is replaced with an ‘t Hooft line; see Figure 13(b). The right-hand side of this relation contains a junction in the \((N, 1)\) background. Since the \((N, 1)\) background has no moduli, the antisymmetric tensor can only receive quantum corrections that rescale it by an overall factor, which can be absorbed by rescaling of the antisymmetric tensor used to define the junction in the path integral. Thus, we have

\[
\varepsilon \epsilon_{\hbar}(\tilde{\lambda})^{i_1 \ldots i_N} \prod_{n=1}^{N} \mathcal{S}\left(z - (n - 1)\hbar, \tilde{\lambda} - \hbar \sum_{m=1}^{n-1} \tilde{\omega}_{i_m}\right)_{i_n} = \varepsilon^{k_1 \ldots k_N}, \tag{5.116}
\]
Figure 13. (a) Quantum determinant relation for $R^{(N,0)}$ (b) Quantum determinant relation with a surface operator.

or

$$\varepsilon_h(\bar{\lambda})^{i_1...i_N} \prod_{n=1}^{N} h(z -(n-1)\hbar) \frac{\theta^{(k_n)}(z + N\bar{\lambda}_n + d)}{\theta_1(z - (n-1)\hbar + d)^{1/N}} (\Theta^{-1}\xi\eta) \left( \bar{\lambda} - \hbar \sum_{m=1}^{n-1} \bar{\omega}_{im} \right)_{i_n} = \varepsilon^{k_1...k_N}. \quad (5.117)$$

A key to crack this equation is the following determinant formula [82]:

$$\det(\theta^{(j)}(z + N\bar{\lambda}_j))_{i,j=1,...,N} = C_{N,\tau} \prod_{i<j} \theta_1(\bar{\lambda}_{ij}) \cdot \theta_1(z) \prod_{i=1}^{N} \left( \Theta^{-1}\xi\eta \right) (\bar{\lambda} - \hbar \sum_{m=1}^{n-1} \bar{\omega}_{im} )_{i_n}. \quad (5.118)$$

Here $C_{N,\tau}$ is a constant that depends only on $N$ and $\tau$. From this formula it follows

$$\frac{1}{\theta_1(z + d - (N-1)/2) \prod_{n=1}^{N} \theta_1(z - (n-1)\hbar)^{1/N}} = \frac{1}{N! \varepsilon_h(\bar{\lambda})^{i_1...i_N} \prod_{i<j} \theta_1(\bar{\lambda}_{ij}) \varepsilon_h(\bar{\lambda})^{i_1...i_N} \prod_{n=1}^{N} (\Theta^{-1}\xi\eta) (\bar{\lambda} - \hbar \sum_{m=1}^{n-1} \bar{\omega}_{im} )_{i_n}, \quad (5.119)$$

and the two sides are equal to some constant $D$ which can depend on $h$. Thus we get

$$\varepsilon_h(\bar{\lambda})^{i_1...i_N} (\Theta^{-1}\xi\eta)_{i_n} (\bar{\lambda} - \hbar \sum_{m=1}^{n-1} \bar{\omega}_{im}) = C_{N,\tau}^{-1} D \varepsilon_h(\bar{\lambda})^{i_1...i_N} \prod_{i<j} \theta_1(\bar{\lambda}_{ij})^{-1}. \quad (5.120)$$

and

$$\frac{1}{\theta_1(z + d - (N-1)/2) \prod_{n=1}^{N} \theta_1(z - (n-1)\hbar + d)^{1/N}} = D. \quad (5.121)$$

The last equation is consistent with relation (5.109) only if

$$C_k = 1 \quad (5.122)$$

for all $k$.

Let us go back to the quantum determinant relation in Figure 13(a). For the calculation of the quantum determinant of $R^{(N,0)}$, we can perform a gauge transformation to put the
R-matrix in a convenient form. If we apply the gauge transformation by \( \Theta^{-1} \xi \eta \), the tensor used at the junction becomes precisely the left-hand side of relation (5.120). Moreover, since \( \eta \) acts on \( R^{(N,0)} \) trivially, we have

\[
\Theta^{-1} \xi \eta \cdot R^{(N,0)}(z, \bar{\lambda})_{ij} = f^{(N,0)}(z) \Theta^{-1} \cdot R^{F}(-z, \bar{\lambda})_{ij} = f^{(N,0)}(z) \frac{\theta_1(z) \theta_1(\bar{\lambda}_{ij} - \hbar)}{\theta_1(z + \hbar) \theta_1(\lambda_{ij})}
\]

and therefore

\[
\Theta^{-1} \xi \eta \cdot R^{(N,0)}(\hbar, \bar{\lambda})_{ij} = f^{(N,0)}(\hbar) R^{F}(-\hbar, \bar{\lambda})_{ji} = \Theta^{-1} \xi \eta \cdot R^{(N,0)}(\hbar, \bar{\lambda})_{ij}.
\]

From this we deduce that for generic values of \( \bar{\lambda} \), the kernel of \( \Theta^{-1} \xi \eta \cdot R^{(N,0)}(\hbar, \bar{\lambda}) \) is \( \bigwedge^2 \mathbb{C}^N \). In this gauge, the left-hand side of the quantum determinant relation is antisymmetric under an exchange of final states on adjacent horizontal lines, as we can see by making those lines cross and using the Yang–Baxter equation. Hence, it is completely antisymmetric in the final states on all horizontal lines.

Making use of this antisymmetry we can arrange the final states so that \( k_1 = j_1 \). Then, the only contribution to the quantum determinant comes from the case when \( j_n = j_1 = k_1 \) and \( i_n = k_n \) for all \( n \), and the quantum determinant relation reduces to the equation

\[
C_{N,\tau}^{-1} D e^{k_1 \ldots k_N} \prod_{i<j} \theta_1(\bar{\lambda}_{ij})^{-1} \prod_{n=1}^N \Theta^{-1} \xi \eta \cdot R^{(N,0)} \left( z - (n - 1)\hbar, \bar{\lambda} - \hbar \sum_{m=1}^{n-1} \bar{\omega}_{k_m} \right)_{k_n,j_1}^\text{k}_{n,j_1} = C_{N,\tau}^{-1} D e^{k_1 \ldots k_N} \prod_{i<j} \theta_1((\bar{\lambda} - \hbar \bar{\omega}_{j_1})_{ij})^{-1}. \tag{5.125}
\]

All constants and functions of \( \bar{\lambda} \) in the equation cancel out, leaving

\[
\frac{\theta_1(z - (N - 1)\hbar)}{\theta_1(z)} \prod_{n=1}^N f^{(N,0)}(z - (n - 1)\hbar) = 1. \tag{5.126}
\]

This is consistent with the quasi-periodicity property (5.46), as well as with the unitarity condition (5.47) and the crossing–unitarity condition (5.95). The same equation is obtained if one sets the quantum determinant of \( R^{(N,1)} \) to 1.

### 6 String theory realization and dualities

In the final section we discuss a realization of four-dimensional Chern–Simons theory and the associated integrable lattice models in string theory. The embedding into string theory allows us to invoke its powerful dualities. Using these dualities, we relate the field theory setup considered in the previous sections to other setups which have been extensively studied in relation to quantum integrable systems. The string theory realization thus provides a unified perspective on a number of phenomena in which the same integrable systems arise from apparently different theories.
6.1 Brane construction of the $\Omega$-deformed topological–holomorphic theory

Consider a stack of $N$ D5-branes in Type IIB superstring theory. If the spacetime is flat Minkowski space $\mathbb{R}^{9,1}$, the low energy dynamics of the branes is described by six-dimensional $\mathcal{N} = (1,1)$ super Yang–Mills theory with gauge group $U(N)$. Discarding the decoupled degrees of freedom associated with the center-of-mass motion of the D5-branes, we obtain the theory with gauge group $SU(N)$.

If, instead, the spacetime is $T^*M \times C$ and the D5-branes wrap the zero section of $T^*M$ and $C$, then the effective worldvolume theory is topologically twisted along $M$ [83]. (Here, as before, $M$ is a four-manifold and $C$ is either $\mathbb{C}$, $\mathbb{C}^\times$ or an elliptic curve $E$.) In fact, it is the twisted $\mathcal{N} = (1,1)$ super Yang–Mills theory whose $Q$-invariant sector is the topological–holomorphic theory on $M \times C$, constructed in section 2. The reason is that the four bosonic fields parametrizing the positions of the branes in the fiber directions of $T^*M$ are not scalars as in the untwisted theory. Rather, at each point on $C$, they are components of a one-form on $M$. Turning the four scalar fields into a one-form on $M$ is precisely what the topological twisting for the topological–holomorphic theory does.

Our goal is to understand how to introduce an $\Omega$-deformation to this brane construction of the topological–holomorphic theory. More specifically, we take $M = \mathbb{R}^2 \times \Sigma$ and $C = E$, and wish to turn on an $\Omega$-deformation in the worldvolume theory using the rotation symmetry of $\mathbb{R}^2$.

To this end, suppose that we could realize the desired $\Omega$-deformation, and subsequently dimensionally reduced the $\Omega$-deformed theory on $E$. Then, we would obtain an $\Omega$-deformation of the GL-twisted $\mathcal{N} = 4$ super Yang–Mills theory on $\mathbb{R}^2 \times \Sigma$. This $\Omega$-deformation is, however, different from the one commonly considered in the study of four-dimensional $\mathcal{N} = 2$ supersymmetric gauge theories.

The standard $\Omega$-deformation [22, 23] is compatible with the Donaldson–Witten twist [25]. Upon dimensional reduction on $\Sigma$, the Donaldson–Witten twist descends to the A-twist of $\mathcal{N} = (2,2)$ supersymmetric theories in two dimensions [84]. On the other hand, as we have seen already, the topological–holomorphic theory reduces to a B-twisted theory in two dimensions, not an A-twisted one.

From the GL-twisted $\mathcal{N} = 4$ super Yang–Mills theory we can obtain either of these twists in two dimensions, depending on the choice of the supercharge we use to define a topological theory. In the four-dimensional theory, the two types of twists are related by $S$-duality [50, 84, 85]. This means that the $\Omega$-deformation of the topological–holomorphic theory descends to the $S$-dual of the standard $\Omega$-deformation of the GL-twisted $\mathcal{N} = 4$ super Yang–Mills theory.

A nice thing about the standard $\Omega$-deformation of an $\mathcal{N} = 2$ supersymmetric gauge theory is that it has a transparent geometric construction. First, we lift the theory to an $\mathcal{N} = (1,0)$ supersymmetric gauge theory in six dimensions. The lifted theory is defined on the product $M \times E$. Then, we twist this product so that when we go around the one-cycles of $E$, we do not come back to the point we started from, but arrive at a point that is shifted by the action of an isometry of $M$. Finally, we perform the dimensional reduction of the lifted theory down to four dimensions. The resulting four-dimensional theory is deformed
compared to the original one because of the twisting of the product.

This procedure can be incorporated in our brane construction straightforwardly [86–89]. In our setup, the D5-branes are supported on the product $\mathbb{R}^2 \times \Sigma \times E$ sitting in the ten-dimensional spacetime $T^*\mathbb{R}^2 \times T^*\Sigma \times E$, where $\mathbb{R}^2$ is the zero section of $T^*\mathbb{R}^2$ and, for the purpose of this discussion, we can take $\Sigma$ to be the zero section of $T^*\Sigma$.

If we apply T-duality on $E$, the D5-branes turn into D3-branes. In the limit where $E$ shrinks to a point, the low energy dynamics of these D3-branes is described by the GL-twisted $N=4$ super Yang–Mills theory on $\mathbb{R}^2 \times \Sigma$. To introduce the $\Omega$-deformation, we modify the geometry before applying the T-duality. Viewing $\mathbb{R}^2 \times \Sigma \times E$ as a flat $\mathbb{R}^2$-bundle over $\Sigma \times E$, we twist it so that the fiber is rotated by some angles as it is transported along the one-cycles of $E$. For supersymmetry to be preserved, we must simultaneously rotate the fiber of $T^*\mathbb{R}^2$ in the opposite direction. Now, T-duality on $E$ produces a D3-brane configuration realizing the GL-twisted $N=4$ super Yang–Mills theory, subjected to the standard $\Omega$-deformation.

To obtain the brane setup for the $\Omega$-deformed topological–holomorphic theory, all we have to do is to apply S-duality to this D3-brane configuration, which leaves the D3-branes intact but acts nontrivially on the background, and then T-duality on the dual elliptic curve $E^\vee$ to turn the D3-branes back into D5-branes.

Let us describe this construction more precisely, following the chain of dualities step by step. We use radial coordinates $(r, \vartheta)$ and $(\rho, \varphi)$ for the base and fiber of $T^*\mathbb{R}^2$, respectively, and parametrize $E$ with real coordinates $(x^4, x^5)$ defined up to the identification

$$(x^4, x^5) \sim (x^4 + 2\pi R, x^5) \sim (x^4 + 2\pi R\tau_1, x^5 - 2\pi R\tau_2),$$

with $\tau_2 > 0$. With respect to the complex coordinate $z = (x^4 - ix^5)/2$, the modular parameter of $E$ is $\tau = \tau_1 + i\tau_2$.

Our starting point is the D5-branes supported on a twisted product of $T^*\mathbb{R}^2$ and $E$. In terms of the periodic coordinates $y^1, y^2$ defined by

$$x^4 = R(y^1 + \tau_1 y^2), \quad x^5 = -R\tau_2 y^2,$$

we can construct this space via the identification

$$(\vartheta, \varphi, y^1, y^2) \sim (\vartheta + 2\pi \varepsilon_1, \varphi - 2\pi \varepsilon_1, y^1 + 2\pi, y^2) \sim (\vartheta + 2\pi \varepsilon_2, \varphi - 2\pi \varepsilon_2, y^1, y^2 + 2\pi),$$

with some parameters $\varepsilon_1, \varepsilon_2 \in \mathbb{R}$. The spacetime metric is given by

$$g = dr^2 + r^2 d\vartheta^2 + d\rho^2 + \rho^2 d\varphi^2 + (dx^4)^2 + (dx^5)^2 + g_{T^*\Sigma},$$

where $g_{T^*\Sigma}$ is a Ricci flat metric on $T^*\Sigma$. We take the dilaton to be a constant:

$$\Phi = \Phi_0.$$  

The other background fields, the Kalb–Ramond two-form field $B_2$ and the RR $p$-form fields $C_p$, are all set to zero.
The first step in the chain of dualities is T-duality on $E$. For this step it is convenient to introduce angle variables
\[
\theta = \vartheta - \varepsilon_1 y^1 - \varepsilon_2 y^2, \quad \phi = \varphi + \varepsilon_1 y^1 + \varepsilon_2 y^2, \quad (6.6)
\]
which disentangle the identification (6.3):
\[
(\theta, \phi, y^1, y^2) \sim (\theta, \phi, y^1 + 2\pi, y^2) \sim (\theta, \phi, y^1, y^2 + 2\pi). \quad (6.7)
\]
With these coordinates we can use the standard formulas for T-duality [90, 91].

The action of T-duality on $g$ and $B^2$ can be expressed concisely in terms of the tensor $g + B^2$. We write it in the block matrix form as
\[
g + B^2 = \begin{pmatrix} K & N \\ M & L \end{pmatrix}, \quad (6.8)
\]
where $K$ represents the block whose indices involve only $y^1$ and $y^2$. Under T-duality in the $y^1$- and $y^2$-directions, $g + B^2$ is transformed to $\tilde{g} + \tilde{B}^2$, with the corresponding blocks given by
\[
\tilde{K} = K^{-1}, \quad \tilde{L} = L - MK^{-1}N, \quad \tilde{M} = MK^{-1}, \quad \tilde{N} = -K^{-1}N. \quad (6.9)
\]
The dilaton is shifted as
\[
\tilde{\Phi} = \Phi_0 - \frac{1}{2} \ln \det K. \quad (6.10)
\]
Since $B^2 = 0$ initially, $K$ and $L$ are symmetric while $M^T = N$. Then, $\tilde{K}$ and $\tilde{L}$ are symmetric and $\tilde{N} = -\tilde{M}^T$. The T-duality thus turns the metric into a block diagonal form and induces a nonzero B-field:
\[
\tilde{g} = \begin{pmatrix} \tilde{K} & 0 \\ 0 & \tilde{L} \end{pmatrix}, \quad \tilde{B}^2 = \begin{pmatrix} 0 & -\tilde{M}^T \\ \tilde{M} & 0 \end{pmatrix}. \quad (6.11)
\]
An explicit calculation shows
\[
\tilde{g} = dr^2 + r^2 d\theta^2 + d\rho^2 + \rho^2 d\phi^2 - \frac{|\varepsilon|^2}{\Delta^2}(r^2 d\theta - \rho^2 d\phi)^2 + g_{T^* \Sigma} + \frac{4}{R^4\tau_2^2\Delta^2} \left( (r^2 + \rho^2)(\text{Im}(\bar{\varepsilon} d\zeta))^2 + d\zeta \right), \quad (6.12)
\]
\[
\tilde{B}^2 = \frac{2}{R^2\tau_2\Delta^2} (r^2 d\theta - \rho^2 d\phi) \wedge \text{Re}(\bar{\varepsilon} d\zeta), \quad \tilde{\Phi} = \Phi_0 - \ln(R^2\tau_2\Delta),
\]
where we have defined
\[
\varepsilon = \frac{\tau\varepsilon_1 - \varepsilon_2}{R\tau_2}, \quad \zeta = \frac{R}{2}(\tau y^1 - y^2), \quad \Delta^2 = 1 + |\varepsilon|^2(r^2 + \rho^2). \quad (6.13)
\]
This is the NS fluxtrap background studied in [86–89].
Next, we apply S-duality. This step changes the metric and the dilaton to
\[
\hat{g} = e^{-\hat{\Phi}} \tilde{g}, \quad \hat{\Phi} = -\tilde{\Phi},
\]
and exchanges the B-field and the RR two-form:
\[
\hat{B}_2 = \tilde{C}_2, \quad \hat{C}_2 = -\tilde{B}_2.
\]
This background is called the RR fluxtrap \[89\].

Finally, we apply T-duality in the \(y^1\) and \(y^2\)-directions again. The resulting metric and dilaton are
\[
\hat{g} = R^2 \tau_2 \Delta e^{-\Phi_0} \left( dr^2 + r^2 d\theta^2 + d\rho^2 + \rho^2 d\phi^2 - \frac{|\varepsilon|^2}{\Delta^2} (r^2 d\theta - \rho^2 d\phi)^2 + g_T \Sigma \right) + 4e^{\Phi_0} R^2 \tau_2 \Delta_0 \left( r^2 (\text{Im}(\bar{\varepsilon} dz))^2 + dz d\bar{z} \right),
\]
\[
\hat{\Phi} = \ln(R^2 \tau_2 \Delta).
\]

On the RR two-form this step acts as a 90-degree rotation on the \(y^1\)-\(y^2\) plane, sending \(d\zeta\) to \(dz\):
\[
\hat{C}_2 = \frac{2}{R^2 \tau_2 \Delta_2} \left( r^2 d\theta - \rho^2 d\phi \right) \wedge \text{Re}(\bar{\varepsilon} dz).
\]

Based on the argument we have given above, we claim that this is the background in which a stack of D5-branes realizes the \(\Omega\)-deformed topological–holomorphic theory.

In principle, we should be able to verify this claim by comparing the Dirac–Born–Infeld (DBI) action for the worldvolume theory of the D5-branes and the action for the \(\Omega\)-deformed topological–holomorphic theory. In practice, this is not as easy as it may sound because the two actions only need to coincide up to \(Q\)-exact terms and a nontrivial field redefinition. Here we content ourselves with confirming that the DBI action reproduces some important terms.

The metric on the D5-brane worldvolume is
\[
\hat{g}_{D5} = R^2 \tau_2 \Delta_0 e^{-\Phi_0} \left( dr^2 + r^2 d\theta^2 + d\rho^2 + \rho^2 d\phi^2 - \frac{|\varepsilon|^2}{\Delta_0} (r^2 d\theta - \rho^2 d\phi)^2 + g_\Sigma \right) + 4e^{\Phi_0} R^2 \tau_2 \Delta_0 \left( r^2 (\text{Im}(\bar{\varepsilon} dz))^2 + dz d\bar{z} \right),
\]
where \(\Delta_0 = 1 + |\varepsilon|^2 r^2\). For this metric to reduce at \(\varepsilon = 0\) to the one we used for the topological–holomorphic theory, we must take
\[
e^{\Phi_0} = R^2 \tau_2.
\]

Then, we have
\[
\sqrt{\hat{g}_{D5}} \, d^6 x = \sqrt{g_\Sigma} \, d^6 x,
\]
where \(d^6 x = dx^0 \wedge \cdots \wedge dx^5\), with \(x^0 + i x^1 = re^{\theta} \) and \((x^2, x^3)\) being coordinates on \(\Sigma\).

The DBI action, expanded to quadratic order in derivatives, contains the terms
\[
- \frac{(2\pi\alpha')^2}{2R^2 \tau_2} T_5 \int_{\mathbb{R}^2 \times \Sigma \times E} \sqrt{g_\Sigma} \, d^6 x \text{Tr} \left( \frac{1}{\Delta_0} F^{\nu m} F_{\nu m} + F^{\theta m} F_{\theta m} + \frac{1}{2\Delta_0^2} F^{mn} F_{mn} \right).
\]
Here $(2\pi\alpha')^{-1}$ is the string tension, $T_5$ is the D5-brane tension, and indices are raised with respect to the metric $dr^2 + r^2d\theta^2 + g_5 + (dx^4)^2 + (dx^5)^2$. We identify these terms with the kinetic terms $|D\varphi|^2/(1 + ||V||^2) + |D\varphi|^2$ for $\varphi = A_m$ and the potential term $|\partial W/\partial \varphi|^2/(1 + ||V||^2)$ for $\varphi = A_\bar{z}$ in the bosonic part $(3.42)$ (with $t = 1$) of the action for the $\Omega$-deformed topological–holomorphic theory. Thus we find

$$\frac{1}{e^2} = \frac{(2\pi\alpha')^2}{2R^2\tau_2}T_5, \quad |\epsilon| = |\epsilon| .$$ (6.22)

The RR two-form induces the Wess–Zumino term

$$-i\left(\frac{2\pi\alpha')^2}{2R^2\tau_2}\mu_5\right)\int_{\mathbb{R}^2 \times \Sigma \times E} \hat{C}_2 \wedge \text{Tr}(F \wedge F) ,$$ (6.23)

where $\mu_5$ is the D5-brane charge. This term contains

$$\left(\frac{(2\pi\alpha')^2}{2R^2\tau_2}\epsilon^2\mu_5\right) \cdot 2i \int_{\mathbb{R}^2} r dr \wedge d\theta \wedge \left(\frac{\epsilon r}{\Delta_0^2}\partial_r \left(-\frac{i}{e^2} \int_{\Sigma \times E} dz \wedge \text{CS}(A)\right)\right).$$ (6.24)

We see it within the terms $2i \text{Im}(\nabla^4 \partial_r W)/(1 + ||V||^2)$. Comparing the coefficients of $\partial_r W$, we identify

$$\epsilon = \epsilon .$$ (6.25)

For the overall factor to be equal to 1, we must have $T_5 = \mu_5$. This is the BPS condition for D5-branes.

### 6.2 Wilson lines and surface operators

Let us construct integrable lattice models in the above string theory setup. For $\Sigma = T^2$, the ten-dimensional spacetime is

$$T^\ast \mathbb{R}^2 \times T^\ast \Sigma \times E \cong \mathbb{R}^2 \times T^2 \times \mathbb{R}^2 \times \mathbb{R}^2_{67} \times \mathbb{R}^2_{89} ,$$ (6.26)

where $\mathbb{R}^2_{67}$ and $\mathbb{R}^2_{89}$ are the fibers of $T^\ast \mathbb{R}^2$ and $T^\ast \Sigma$, respectively. The subscripts refer to the coordinates for these spaces which are consistent with the ones used in section 2. We use coordinates $(x, y)$ for $T^2$ and a complex coordinate $z$ on $E$.

Four-dimensional Chern–Simons theory for $G = \text{SU}(N)$ is realized by $N$ D5-branes $D5_i, i = 1, \ldots, N$, supported on

$$\mathbb{R}^2 \times T^2 \times E \times \{0\} \times \{(\phi_x^i, \phi_y^i)\} \subset \mathbb{R}^2 \times T^2 \times E \times \mathbb{R}^2_{67} \times \mathbb{R}^2_{89} .$$ (6.27)

Without loss of generality we may assume

$$\phi_x^1 \leq \phi_x^2 \leq \cdots \leq \phi_x^N .$$ (6.28)

The coordinates $(\phi_x^i, \phi_y^i)$ of $D5_i$ in $\mathbb{R}^2_{89}$ determine the imaginary part of the background value of the complex gauge field $A_x dx + A_y dy$. Together with the real part, given by the values of the gauge fields on $D5_i$ along $T^2$, they specify the twisted periodic boundary
conditions of the lattice models. In the absence of the \(\Omega\)-deformation, the D5-branes would preserve half of the thirty-two supercharges of Type IIB superstring theory.

The construction of integrable lattice models requires Wilson lines and surface operators bounded by \(\text{t Hooft}\) lines. To be concrete, let us consider a lattice similar to the one illustrated in Figure 5. It consists of \(m\) horizontal and \(n\) vertical Wilson lines in the vector representation of SU\((N)\), as well as \(k\) vertical strips of surface operators.

In general, Wilson lines in the worldvolume theory of a stack of \(N\) D-branes are created by fundamental strings ending on the D-branes. The end of a semi-infinite open string behaves as a charged particle with infinite mass. There are \(N\) choices for the D-brane on which the string ends, and these correspond to the possible states of the charged particle. Thus, a single open string creates a Wilson line in the vector representation. For Wilson lines in other representations, there are more elaborate constructions which involve multiple strings and additional branes [15, 92–94].

Adopting this construction, we see that the horizontal Wilson lines are realized by fundamental strings \(F^\alpha_1; \alpha = 1, \ldots, m\), ending on one of the D5-branes at \((y, z) = (y_\alpha, z_\alpha)\) and extending in the negative \(x^8\)-direction. If the \(i\)th Wilson line is in the \(i_\gamma\)th state, \(F^\gamma_1\) ends on \(D_5^{i_\gamma}\). The vertical Wilson lines are created by fundamental strings \(F^\beta_1; \beta = 1, \ldots, n\), ending on \(D_5^{i_\beta}\) at \((x, z) = (x_\beta, z_\beta)\) and extending in the negative \(x^9\)-direction. To be compatible with the \(\Omega\)-deformation, these strings must sit at the origins of \(R^2\) and \(R^2_{67}\).

In the undeformed situation, \(F^\alpha_1\) would break half of the sixteen supercharges preserved by the D5-branes, and \(F^\beta_1\) would further break half of the surviving eight supercharges.

The brane realization for the \(\text{t Hooft}\) lines can be identified from the fact that \(\text{t Hooft}\) lines in \(\mathcal{N} = 4\) super Yang–Mills theory in four dimensions are the S-duals of Wilson lines. As such, in the worldvolume theory of D3-branes these lines are created by D1-branes, which are the S-duals of fundamental strings. Since D3-branes are what the D5-branes become if we compactify \(R^2\) to a torus and apply T-duality along its one-cycles, \(\text{t Hooft}\) lines in the worldvolume theory of the D5-branes are created by the T-duals of those D1-branes, namely D3-branes.

Therefore, the \(\text{t Hooft}\) lines going upward in Figure 5 are created by semi-infinite D3-branes \(D_3^{\gamma}; \gamma = 1, \ldots, k\), coming from \(x^8 = -\infty\) and hitting \(D_5^{i_\gamma}\) at \((x, z) = (x_\gamma, z_\gamma)\). The choices \(i_\gamma\) of the D5-branes that these D3-branes hit determine the charges of the \(\text{t Hooft}\) lines: for \(G = \text{U}(N)\), the \(\gamma\)th \(\text{t Hooft}\) line has charge \(\text{diag}(0, \ldots, 1, 0, \ldots, 0)\), with 1 in the \(\gamma\)th entry. Throwing away the center-of-mass degrees of freedom of the D5-branes makes the charge traceless, replacing it with the fractional charge \(\frac{1}{2}\) or its permutation. This brane realization of monopoles is the S-dual of the one studied in [95].

If a D3-brane creating an \(\text{t Hooft}\) line curves in \(T^2\), it also has to curve in \(R^2_{69}\) by the same angle to preserve supersymmetry. In particular, an \(\text{t Hooft}\) line going downward is created by a D3-brane hitting one of the D5-branes from the positive \(x^8\)-direction. This observation suggests the following construction for the strips of surface operators.

When \(D_3^{\gamma}\) comes from \(x^8 = -\infty\) and hits \(D_5^{i_\gamma}\), it makes a right turn to move along \(T^2\), and the two branes form a bound state. This D3–D5 bound state creates the surface operator whose left boundary is the \(\gamma\)th upward \(\text{t Hooft}\) line. While maintaining the bound state, \(D_3^{\gamma}\) can gradually shift its position in \(E\). When \(D_3^{\gamma}\) reaches \((x, z) = (x_\gamma^4, z_\gamma^4)\),
Spacetime: $\mathbb{R}^2 \times T^2 \times E \times \mathbb{R}_{67}^2 \times \mathbb{R}_{89}^2$

D$_5$: $\mathbb{R}^2 \times T^2 \times E \times \{0\} \times \{(\phi_x^y, \phi^y_x)\}$

F1$^\beta$$_{\gamma}$: $\{0\} \times \{y = y_0\} \times \{z_0\} \times \{0\} \times \{(x^y_0, \phi^y_0) \mid x^y_0 \leq \phi^y_0\}$

F1$^\beta$$_{\gamma}$: $\{0\} \times \{x = x_\beta\} \times \{z_\beta\} \times \{0\} \times \{(\phi_x^z, x_\beta) \mid x^z \leq \phi_x^z\}$

D3$^\gamma$$_{\delta}$: $\mathbb{R}^2 \times \{x = x_\delta\} \times \{z_\delta\} \times \{0\} \times \{(x^\delta_0, \phi^\delta_0) \mid x^\delta_0 \leq \phi^\delta_0\}$

D3$^\gamma$$_{\delta}$: $\mathbb{R}^2 \times \{x = x_\delta\} \times \{z_\delta\} \times \{0\} \times \{(x^\delta_0, \phi^\delta_0) \mid x^\delta_0 \geq \phi^\delta_0\}$

Table 1. A brane configuration for an integrable lattice model. The branes are placed in a background with nonzero RR two-form. D$^\gamma$, forms a bound state with the D5-branes in the region $\{x^\gamma_1 \leq x \leq x^\gamma_1\}$ on $T^2$.

| Spacetime: $\mathbb{R}^2 \times T^2 \times E \times \mathbb{R}_{67}^2 \times \mathbb{R}_{89}^2$ |
| D$_5$: $\mathbb{R}^2 \times T^2 \times E \times \{0\} \times \{(\phi_x^y, \phi^y_x)\}$ |
| D$^\gamma$$_{\delta}$: $\{0\} \times \{y = y_\delta\} \times \{z_\delta\} \times \{0\} \times \{(x^\delta_0, \phi^\delta_0) \mid x^\delta_0 \leq \phi^\delta_0\}$ |
| D$^\gamma$$_{\delta}$: $\{0\} \times \{x = x_\delta\} \times \{z_\delta\} \times \{0\} \times \{(\phi_x^z, x_\delta) \mid x^z \leq \phi_x^z\}$ |
| NS5$^\gamma$: $\mathbb{R}^2 \times \{x = x^\gamma_1\} \times \{z_\gamma\} \times \{0\} \times \{(x^\gamma_1, \phi^\gamma_1) \mid x^\gamma_1 \leq \phi^\gamma_1\}$ |
| NS5$^\gamma$: $\mathbb{R}^2 \times \{x = x^\gamma_1\} \times \{z_\gamma\} \times \{0\} \times \{(x^\gamma_1, \phi^\gamma_1) \mid x^\gamma_1 \geq \phi^\gamma_1\}$ |

Table 2. A brane tiling configuration for an integrable lattice model. The product between $\mathbb{R}^2 \times \mathbb{R}_{67}^2$ and $E$ is twisted by rotations of $\mathbb{R}^2$ and $\mathbb{R}_{67}^2$ in opposite directions.

It makes a left turn and leaves D$^\gamma$$_{\delta}$. Then D$^\gamma$, goes off to $x^\gamma = +\infty$, yielding the downward 't Hooft line on the right boundary of the surface operator.

The D3-branes break half of the four supercharges preserved by the other branes. We refer to the semi-infinite parts of D$^\gamma$, responsible for the upward and downward 't Hooft lines as D$^\gamma$$_{\delta}$ and D$^\gamma$$_{\delta}$, respectively.

The brane configuration realizing the integrable lattice model is summarized in Table 1.

6.3 Brane tilings and class-$S_k$ theories

Tracing back the chain of dualities, we obtain another realization of the same integrable lattice model. By the application of T-duality on $E$, S-duality, and T-duality on $E$ again, F1$^\beta$$_{\gamma}$ and F1$^\beta$$_{\gamma}$ are converted to D3-branes D$^\gamma$$_{\delta}$ and D$^\gamma$$_{\delta}$, while D$^\gamma$$_{\delta}$ and D$^\gamma$$_{\delta}$ are converted to NS5-branes NS5$^\gamma$ and NS5$^\gamma$. The dual brane configuration is summarized in Table 2.

Each NS5-brane forms a bound state with the D5-branes over a colored region in Figure 5. This bound state of $N$ D5-branes and one NS5-brane is called an $(N, 1)$ 5-brane. In this terminology, a stack of $N$ D5-branes may be referred to as an $(N, 0)$ 5-brane. Our choice of the names for various backgrounds was motivated by this 5-brane interpretation.

The 5-brane system realizes a five-dimensional $\mathcal{N} = 1$ supersymmetric gauge theory on $\mathbb{R}^2 \times S^1 \times E$ [96, 97], with the product between $\mathbb{R}^2$ and $E$ being a twisted one. The D3-branes create three-dimensional defects supported on $\{0\} \times S^1 \times E$ in this theory. Thus, the partition function of the lattice model translates to the correlation function of these defects in this theory, also known as the supersymmetric index of the theory on $\mathbb{R}^2 \times S^1 \times E$ in the presence of the defects.
If we wish, we can introduce additional ’t Hooft lines in the horizontal direction and make a tricolor checkerboard pattern on $T^2$, as in Figure 14(a); or for that matter, we can consider entirely different patterns of $(N,0)$ and $(N,\pm 1)$ background regions, such as the one shown in Figure 14(b). Such configurations of 5-branes, called brane tilings, realize four-dimensional $\mathcal{N} = 1$ supersymmetric gauge theories on $\mathbb{R}^2 \times E$ [38, 39]. These theories have multiple SU($N$) gauge (and flavor) groups, one for each $(N,0)$ background region, and chiral multiplets in the bifundamental representations under two SU($N$) gauge groups associated to $(N,0)$ background regions sharing a vertex.

The theories realized by the brane tilings in Figure 14 are also examples of $\mathcal{N} = 1$ supersymmetric theories of class $S_k$ [14, 40, 41]. Theories of class $S_k$ describe the dynamics of M5-branes probing a transverse $\mathbb{C}^2/\mathbb{Z}_k$ singularity, compactified on punctured Riemann surfaces which in our case are tori. This brane setup is obtained by T-duality in the horizontal direction of $T^2$, followed by a lift to M-theory. The D3-branes are lifted to M2- and M5-branes, producing surface operators in the class-$S_k$ theories.

It is known that surface operators act on the supersymmetric indices of brane tiling and class-$S_k$ theories as difference operators [11–17]. Our construction shows that these difference operators are nothing but transfer matrices of L-operators. This result, obtained in [15, 16] from the perspective of brane tilings, was a primary motivation for us to study surface operators in four-dimensional Chern–Simons theory.

6.4 Linear quiver theories

Another interesting chain of dualities we can apply to the brane configuration in Table 1 is S-duality and T-duality in the horizontal direction of $T^2$. This turns D5- into NS5-branes $\text{NS5}_i$, $F\alpha_1$ into D0-branes $D0_{\alpha_1}$, $F\beta_1$ into D2-branes $D2_{\beta_1}$, and $D3_{\gamma_1}$ and $D3_{\gamma_2}$ into D4-branes $D4_1$ and $D4_2$, as summarized in Table 3. A schematic picture of this brane setup is shown in Figure 15(a). These branes are placed in a background with a nonzero B-field.

Let us decompactify the holomorphic surface $C = E$ to $\mathbb{C}$. Then, the part of the system consisting of the D4- and NS5-branes is a well-known brane configuration studied in Witten’s classic paper [42], which builds on his earlier work [98] with Hanany.

The D4–NS5 brane configuration realizes a four-dimensional $\mathcal{N} = 2$ supersymmetric gauge theory on $\mathbb{R}^2 \times T^2$. This theory is described by a linear quiver shown in Figure 15(b). A circle node represents a vector multiplet for an SU($k$) gauge group, a square node an SU($k$) flavor group, and an edge a bifundamental hypermultiplet.
Spacetime: \( \mathbb{R}^2 \times T^2 \times E \times \mathbb{R}_{07}^2 \times \mathbb{R}^2_{89} \)

NS5\(_i\): \( \mathbb{R}^2 \times T^2 \times E \times \{0\} \times \{\xi^i_x, \phi^i_y\} \)

D0\(_{\omega}^i\): \( \{0\} \times \{(x_\alpha, y_\alpha)\} \times \{z_\alpha\} \times \{0\} \times \{(x^8, \phi^\alpha_{y}) \mid x^8 \leq \phi^\alpha_{y}\} \)

D2\(_{\beta}^i\): \( \{0\} \times T^2 \times \{z_{\beta}\} \times \{0\} \times \{(\phi^\beta_{x}, x^9) \mid x^9 \leq \phi^\beta_{x}\} \)

D4\(_{\gamma}^i\): \( \mathbb{R}^2 \times T^2 \times \{z_{\gamma}\} \times \{0\} \times \{(x^8, \phi^\gamma_y) \mid x^8 \leq \phi^\gamma_y\} \)

Table 3. A brane configuration of Hanany–Witten type for an integrable lattice model.

The value \( \phi^{i+1}_x - \phi^i_x \) determines the gauge coupling of the \( i \)th SU(\( k \)) gauge group, while the difference of the periodic scalars on NS5\(_i\) and NS5\(_{i+1}\) gives the \( \theta \)-angle for this group; together they form a complexified gauge coupling. The positions \( z_\gamma^i \) and \( z_\gamma^{i+1} \) of the D4-branes in \( C \) determine the masses of the hypermultiplets charged under the left and right SU(\( k \)) flavor groups, respectively. For generic values of \( \phi_y^i \), the theory is in the Higgs phase in which the gauge symmetry is completely broken.

The topological twist used in the construction of the six-dimensional topological–holomorphic theory becomes the Donaldson–Witten twist of the linear quiver theory, as can be seen as follows. If there are only the NS5- and D4-branes, the dualities used above can be applied to a more general setup where \( M \) is the product of a three-manifold \( W \) and \( S^1 \), instead of \( \mathbb{R}^2 \times T^2 \). By dimensional reduction on \( S^1 \), the linear quiver theory reduces to a three-dimensional \( N = 4 \) supersymmetric gauge theory on \( W \). There are two topological twists for a general \( N = 4 \) supersymmetric gauge theory [99], and what we get here is the one using the SU(2) R-symmetry coming from the rotation symmetry of \( \mathbb{R}^3_{679} \). This is known to be the dimensional reduction of the Donaldson–Witten twist.

The presence of the B-field and other \( \epsilon \)-dependent part of the background has the effect of introducing the standard \( \Omega \)-deformation. A quick way to see this is to note that if we apply S-duality, T-duality in the horizontal direction of \( T^2 \), and T-duality on \( E \) to the brane configuration in Table 2, we arrive at an almost identical Hanany–Witten configuration, in which \( E \) is replaced with the dual elliptic curve \( E^\vee \). The linear quiver theory realized by this brane configuration is clearly subjected to the standard \( \Omega \)-deformation because the last T-duality is applied to a twisted product of \( \mathbb{R}^2 \) and \( E \) and, as discussed earlier,
this is how the standard $\Omega$-deformation is constructed. The theories realized by the two Hanany–Witten configurations are related by a diffeomorphism between the elliptic curves, so the deformations they receive are the same.

The D0-branes insert local operators in the linear quiver theory, while the D2-branes create surface operators supported on $\{0\} \times T^2$. In particular, each D0-brane acts on the partition function of the $\Omega$-deformed linear quiver theory as a transfer matrix.

Let us consider the situation where all $D4_1$ and $D4_7$ end on the same NS5-brane, say NS5$_1$. In this case, this transfer matrix is constructed from $k$ copies of a rational version of $L^{(N,1)}$ corresponding to the decompactification of $E$ to $\mathbb{C}$.\(^{10}\)

If we further specialize to the case $N = 2$, these L-operators are $R$-matrices for the rational six-vertex model (the rational limit of the eight-vertex model) whose vertical lines carry Verma modules of $\mathfrak{sl}_2$. The module structure comes from dynamical creation and annihilation of D2-branes stretched between $D4_7$ and NS5$_2$ [5].

A transfer matrix of the rational six-vertex model is a generating function of the conserved charges of the XXX spin chain. Thus, our brane construction naturally explains the appearance of the “noncompact” XXX spin chain of length $k$, whose spins take values in Verma modules of $\mathfrak{sl}_2$, from the $\Omega$-deformed $\mathcal{N} = 2$ supersymmetric gauge theory with a single $\text{SU}(k)$ gauge group and two fundamental hypermultiplets [4, 5]. This phenomenon generalizes to any $N \geq 2$, for which an $\mathfrak{sl}_N$ spin chain arises [6–8].

Now let us make $C$ compact again, taking $C = E$. Then, the D4–NS5 brane configuration realizes a six-dimensional lift of the linear quiver theory compactified on $E$, as one can see by applying T-duality on $E$. Correspondingly, the six-vertex model is promoted to the eight-vertex model, whose transfer matrix generates the conserved charges of the XYZ spin chain. If we compactify only one direction so that $C = C \times \mathbb{C}$, the brane configuration produces a five-dimensional gauge theory and the XXZ spin chain.

6.5 Nekrasov–Shatashvili realization of compact spin chains

In the same brane configuration, the crossings of the D0- and D2-branes create transfer matrices constructed from $R$-matrices in the vector representation of $\mathfrak{sl}_N$. Therefore, the $\mathfrak{sl}_N$ spin chains with spins in the vector representation also appear in this setup. It is interesting to look at these spin chains from the point of view of the D2-branes.

For the moment let us take $N = 2$, so there are two NS5-branes. The possible configurations of $n$ D2-branes ending on either NS5-brane are classified by an integer $M$ such that $0 \leq M \leq n$, namely the number of D2-branes ending on NS5$_2$. This is the magnon number of the spin chain, counting the total number of “up” spins in the chain. A case with $M = 2$ is illustrated in Figure 16.

In the case when $C = \mathbb{C}$ and the $\Omega$-deformation is absent, the D2–NS5 brane configuration with fixed $M$ realizes an $\mathcal{N} = (4,4)$ supersymmetric gauge theory on $T^2$. This

\(^{10}\)The dynamical parameter is absent for $C = \mathbb{C}$ as we explain in section 6.5, so the decompactification acts as if wrapping $T^2$ with a surface operator and then taking the rational limit. The transfer matrix still consists of $L^{(N,1)}$ if the positions of the ‘t Hooft lines are pairwise interchanged. To be precise, the $L$-operator that enters the transfer matrix is not equal but gauge equivalent to $L^{(N,1)}$ because we have defined $L^{(N,1)}$ as the $L$-operator in the background with $A_x = A_y = 0$. 
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Figure 16. A brane configuration for a two-dimensional $\mathcal{N} = (4, 4)$ supersymmetric gauge theory.

The theory has a $U(M)$ gauge group and a hypermultiplet in the bifundamental representation of the gauge group and a $U(n)$ flavor symmetry.

The separation $\phi^2_y - \phi^1_y$ of the NS5-branes in the $x^9$-direction determines the gauge coupling. The separation $\phi^2_x - \phi^1_x$ in the $x^8$-direction is proportional to the Fayet–Iliopoulos (FI) parameter $r$ for the $U(1)$ part of the gauge group, and it combines with the two-dimensional $\theta$-angle $\vartheta$ to form the complexified FI parameter

$$t = \frac{\vartheta}{2\pi} + ir.$$  

The positions $z_\beta$ of $D2^1_\beta$ in $\mathbb{C}$ are twisted masses of the hypermultiplet. These complex mass parameters may be thought of as the eigenvalues of the scalar field in the nondynamical vector multiplet for the $U(n)$ flavor symmetry.

To this theory the $\Omega$-deformation is applied. This makes use of the $U(1)$ isometry of a plane transverse to the D2-branes, and breaks the $\mathcal{N} = (4, 4)$ supersymmetry to $\mathcal{N} = (2, 2)$ supersymmetry. In the language of $\mathcal{N} = (2, 2)$ supersymmetry, the $\mathcal{N} = (4, 4)$ vector multiplet consists of a vector multiplet and a chiral multiplet in the adjoint representation, whereas the $\mathcal{N} = (4, 4)$ fundamental hypermultiplet splits into a pair of fundamental and antifundamental chiral multiplets. The $\Omega$-deformation gives the adjoint chiral multiplet a twisted mass $u$ proportional to $\epsilon$, and the fundamental and antifundamental chiral multiplets twisted masses $-u/2$ and $u/2$, respectively [86].

The topological twist is the A-twist here. We can see this from the fact that the scalar field $\sigma$ of the vector multiplet for the gauge symmetry, whose eigenvalues parametrize the positions of the D2-branes on $\mathbb{C}$, is unaffected by the twist. Alternatively, we may note that the D2-branes are surface operators in the theory on the D4-branes, and the Donaldson–Witten twist reduces to the A-twist in two dimensions.

Suppose that $r \neq 0$ and the twisted masses are vanishing, including those induced by the $\Omega$-deformation. Then, the theory is in the Higgs phase and flows in the infrared to a topological sigma model whose target space is the cotangent bundle $T^*\text{Gr}(M,n)$ of the Grassmannian $\text{Gr}(M,n)$, endowed with a hyperkähler metric. This is the A-model [100], and its algebra of local operators is given by the quantum cohomology ring $QH^*(T^*\text{Gr}(M,n))$. By the state–operator correspondence this is isomorphic as a vector space to the Hilbert space of states.
Now we turn on all the twisted masses. As the supercharge of an A-twisted gauge theory squares to a gauge transformation generated by the adjoint scalar in the vector multiplet, this amounts to working equivariantly with respect to the U(n) flavor symmetry as well as the U(1) isometry used in the Ω-deformation. The algebra of local operators is therefore deformed to the equivariant quantum cohomology \( QH^\bullet(\mathbb{C}^\times)^n \times \mathbb{C}^\times(T^*\text{Gr}(M, n)) \), where \((\mathbb{C}^\times)^n\) is the diagonal torus of the complexification of the U(n) flavor symmetry and the last \(\mathbb{C}^\times\) is the complexification of the U(1) isometry.

The D0-branes create local operators in the theory. According to our brane construction, these operators can be understand as transfer matrices, constructed from a rational version of \( R^{(N, 0)} \). Although there is a rational solution of the dynamical Yang–Baxter equation \([56]\), what we get here is a nondynamical one: flat connections on \( C = \mathbb{C} \) are all gauge equivalent to zero, so the relevant moduli space has no directions that would correspond to a dynamical parameter. (In our brane setup \( \phi \) goes to a constant value at the infinity of \( C \), and with this boundary condition the argument in section 4 applies.) The transfer matrices of this rational R-matrix are those of the XXX spin chain whose spins are in the vector representation.

By integrability, these transfer matrices generate a commutative algebra of operators, called a Bethe algebra, which has the same dimension as the Hilbert space of the spin chain. Since the total spin is a conserved quantity in the XXX spin chain, this is the direct sum of \( n + 1 \) commutative algebras, each acting on a subspace of a fixed magnon number. In the present setup, the local operators created by the D0-branes generate the summand corresponding to the \( M \)-magnon sector. The dimension of this summand is actually equal to the dimension of \( QH^\bullet(\mathbb{C}^\times)^n \times \mathbb{C}^\times(T^*\text{Gr}(M, n)) \), so the D0-branes generate the whole algebra of local operators of the \( A \)-model. Hence, the Bethe algebra for the \( M \)-magnon sector of the XXX spin chain of length \( n \) is isomorphic to \( QH^\bullet(\mathbb{C}^\times)^n \times \mathbb{C}^\times(T^*\text{Gr}(M, n)) \).

Our brane construction thus explains the correspondence between the XXX spin chain and the equivariant cohomology of the cotangent bundles of Grassmannians, discovered by Nekrasov and Shatashvili \([2, 3]\) and mathematically developed in \([101–103]\). The above brane configuration has been studied in this context in \([104]\).

If we take \( C = \mathbb{C}^\times \), the brane configuration realizes a three-dimensional lift of the above theory, and the rational R-matrix is replaced with a trigonometric one. This is again a nondynamical R-matrix for the following reason. Physically, we expect that the trigonometric case is equivalent to the limit \( \tau \to i\infty \) of the elliptic case where \( E \) degenerates to a cylinder. If the dynamical parameter \( \lambda \) is fixed in this limit, the dynamical elliptic R-matrix becomes a dynamical trigonometric R-matrix. In our case, however, \( \lambda \) is determined by the background gauge field according to formula (4.14). Provided that the holonomy of \( A \) around the one-cycle \( C_a \) is generic and fixed, taking \( \tau \to i\infty \) entails the limit \( |\lambda_i| \to \infty \). In this limit of infinite dynamical parameter, the dynamical trigonometric R-matrix reduces to a nondynamical one.

Hence, the three-dimensional theory corresponds to the \( M \)-magnon sector of the XXZ spin chain, whose transfer matrices coincide with those of the nondynamical trigonometric R-matrix. The trigonometric case of the Nekrasov–Shatashvili correspondence has been mathematically established \([105]\).
For the elliptic case $C = E$, one may be tempted to say that the four-dimensional lift of the theory should correspond to the “$M$-magnon sector” of the XYZ spin chain. However, such a statement does not make sense since the total spin is not a conserved quantity in the XYZ spin chain. This is not a contradiction. The point is that the R-matrix for the XYZ spin chain is Baxter’s nondynamical elliptic R-matrix, while what the theory gives is the dynamical elliptic R-matrix $R^{(N,0)}$. The transfer matrices of $R^{(N,0)}$ do preserve the total spin. The correct statement is therefore that the Higgs branch of the four-dimensional theory corresponds to the Bethe algebra for the $M$-magnon sector of the spin chain defined by $R^{(N,0)}$.

For general $N \geq 2$, the configurations of $n$ D2-branes ending on $N$ NS5-branes are classified by integers $M = (M_0, \ldots, M_N)$ such that
\[ 0 = M_0 \leq M_1 \leq \cdots \leq M_N = n. \tag{6.30} \]
The gauge theory on the D2-branes has gauge group $U(M_1) \times \cdots \times U(M_{N-1})$ and flavor group $U(M_N)$, and a bifundamental hypermultiplet of $U(M_i) \times U(M_{i+1})$ for each $i = 1, \ldots, N-1$. For generic values of the FI parameters, it flows to the A-model (or its three-or four-dimensional lift) whose target space is the cotangent bundle $T^* F_M$ of the partial flag manifold $F_M$ parametrizing chains of subspaces
\[ 0 = F_0 \subset F_1 \subset \cdots \subset F_N = \mathbb{C}^n, \quad \dim F_i = M_i. \tag{6.31} \]
Everything we have said about $T^* \text{Gr}(M,n)$ generalizes straightforwardly to $T^* F_M$, and we find that the subsector of an $\mathfrak{sl}_N$ spin chain with total $\mathfrak{sl}_N$ weight $\sum_{i=1}^N (M_i - M_{i-1}) \bar{\omega}_{N-i+1}$ arises from this theory.

### 6.6 Q-operators
In all of these spin chains there are important operators called $Q$-operators, which are of great help in solving the spectra. One of the main results of \cite{2,3} is that the $Q$-operator $Q(z)$ for the XXX spin chain is identified with the local operator
\[ \det(z - \sigma) \tag{6.32} \]
in the gauge theory. (Similar results have been obtained for the trigonometric case in \cite{106,107}.) We can understand this identification as follows.

Let us enrich the system by introducing an additional ’t Hooft line along the horizontal direction of the lattice, with the Dirac string extending along $C = \mathbb{C}$ and going off to $\infty$. By following the chain of dualities we see that this is another kind of D2-brane, which covers the $\Omega$-deformation plane $\mathbb{R}^2$ and ends on one of the two NS5-branes, say NS5$_2$, from the positive $x^3$-direction. (Which NS5-brane it ends on is immaterial due to the symmetry under flipping of all spins, or the isomorphism $\text{Gr}(M,n) \cong \text{Gr}(n-M,n)$, or Hanany–Witten transitions involving D6-branes.) This D2-brane is supported at a point on $T^2$, hence creates a local operator in the theory.

From the point of view of the linear quiver theory on $\mathbb{R}^2 \times T^2$, the original D2-branes and the additional one represent two kinds of surface operators, one extending along $T^2$ and
the other along $\mathbb{R}^2$. Such intersecting surface operators were studied in [108] by means of the correspondence to Liouville theory [109]. There it was found that open strings stretched between intersecting D2-branes give rise to a zero-dimensional $\mathcal{N} = (0, 2)$ Fermi multiplet at the intersection. In the present case, this multiplet takes values in the bifundamental representation of $U(M) \times U(1)$, where $U(M)$ is the flavor symmetry on the original $M$ D2-branes attached to NS5$_2$ (which is the gauge symmetry of the two-dimensional gauge theory) and $U(1)$ is the global symmetry on the additional D2-brane. The partition function of this multiplet turns out to be given precisely by the operator (6.32), with $z$ being the value of the scalar field in the U(1) vector multiplet, or the position of the additional D2-brane on $C$.

Thus, we identify $Q(z)$ with a horizontal ’t Hooft line with spectral parameter $z$ crossing the vertical Wilson lines. In our forthcoming paper, we will present a more explicit derivation of this identification using a description of surface operators in four-dimensional Chern–Simons theory in terms of two-dimensional degrees of freedom.

6.7 Theories for open spin chains

In the above discussions on the appearances of spin chains from linear quiver theories and theories related to the cotangent bundles of partial flag manifolds, it is crucial that the horizontal direction of $T^2$ is periodic because we need to use T-duality in this direction to arrive at the relevant brane configurations. Consequently, the spin chains appearing in these theories are closed ones with periodic boundary conditions.

In four-dimensional Chern–Simons theory, however, there is nothing that stops us from considering lattices on a noncompact surface such as $\mathbb{R}^2$. Even though we can no longer apply the T-duality then, S-duality still leads to an interesting configuration consisting of NS5-branes NS5$_i$, D1-branes D1$_{\alpha}^- \alpha$ and D1$_{\beta}^+$, and D3-branes D3$_1$ and D3$_2$.

For $C = \mathbb{C}$, the part of the system comprised of NS5$_i$ and D1$_{\beta}^+$ realizes a one-dimensional gauge theory which is the dimensional reduction of the two-dimensional $\mathcal{N} = (2, 2)$ supersymmetric gauge theory discussed above. Our construction therefore implies that an open $\mathfrak{sl}_N$ spin chain arises from this one-dimensional theory.

Since the horizontal Wilson lines now extend indefinitely, they do not represent transfer matrices anymore. Rather, these Wilson lines crossing the vertical ones are monodromy matrices $T_\alpha$ constructed from the rational version of $R^{(N,0)}$, which is a nondynamical $R$-matrix. The monodromy matrices satisfy the RLL relation (5.88), with $T_\alpha$ taking the place of $L_\alpha^{(N,0)}$. As such, they provide a representation of the corresponding quantum algebra, namely the Yangian of $\mathfrak{sl}_N$.

Again, the theory flows to a sigma model on $T^*\mathcal{F}_M$ for generic values of the FI parameters. Due to the topological twist this is topological quantum mechanics on $T^*\mathcal{F}_M$, whose algebra of local operators is the equivariant cohomology $H^*_\mathbb{C}\times T^*\mathcal{F}_M$. Thus, the action of monodromy matrices on the Hilbert space defines an action of the Yangian on $H^*_\mathbb{C}\times (T^*\mathcal{F}_M)$. This statement was proved in [101–103].

Similarly, we obtain in the trigonometric case an action of the quantum loop algebra of $\mathfrak{sl}_N$ on the equivariant K-theory of $T^*\mathcal{F}_M$ [105], and in the elliptic case an action of the
elliptic quantum group of $\mathfrak{sl}_N$ on the equivariant elliptic cohomology of $T^*F_M$ [110–112].

6.8 Yangians in three-dimensional linear quiver theories

The D3–NS5 part of the above system, for $C = \mathbb{C}$, is the original Hanany–Witten configuration for a three-dimensional $\mathcal{N} = 4$ supersymmetric gauge theory, described by a linear quiver with $U(k)$ gauge and flavor groups [98]. In this theory $D1^\alpha_\alpha$ create local operators which involve monopoles, and they represent monodromy matrices with $k$ vertical lines carrying infinite-dimensional representations of $\mathfrak{sl}_N$.

For generic values of the FI parameters, the theory is in the Higgs phase, and the topological twist and the $\Omega$-deformation reduce it to topological quantum mechanics on the moduli space of vortices [113]. Therefore, $D1_\alpha^\alpha$ act as the Yangian on the equivariant cohomology of this space. This conclusion fits nicely with results obtained in [9, 10], where it was found that the algebra of local operators of the topologically twisted and $\Omega$-deformed linear quiver theory is a certain quotient of the Yangian.
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