Single-photon hot-electron ionization of C$_{70}$
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Gas phase C$_{70}$ molecules have been ionized with single photons of energies between 16 and 70 eV, and the electron spectra measured with velocity map imaging in coincidence with the ions. The doubly ionized and unfragmented species was present at photon energies of 22 eV and up, and triply charged ions were present from 55 eV. The low-kinetic-energy parts of the spectra are explained with thermal emission of transient hot electrons. We propose a generally applicable mechanism, named resonance ionization shadowing, for the creation of hot electrons by absorption of above-threshold energy photons.
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1. INTRODUCTION

The large separation in timescales for electronic motion and vibrational motion of nuclei opens the possibility of an intermediate phase of transiently hot electrons in molecules and clusters. If present, this phase will exist between the time of the initial excitation of electrons and the dissipation of the energy into vibrational motion. It tends to be manifested particularly clearly in finite systems but has also been invoked in the description of the two-temperature model of solid surfaces exposed to short laser pulses [1].

Soon after it was observed also to be present in C$_{60}$ upon excitation with multiple low-energy photons from laser pulses with a duration around 100 fs [3], later confirmed with added quantum-mechanical calculations [4]. Subsequently, the phenomenon successfully explained ionization of sodium clusters with short-pulse laser light [5–7]. Following this development, it has been seen for a number of different systems excited with short laser pulses, including C$_{70}$ [8] and a number of polycyclic aromatic hydrocarbon (PAH) molecules [9].

The dynamics of multielectron excited states involved in the phenomenon was considered theoretically with different approaches in Refs. [10–12], in addition to the more phenomenological models used to summarize the experimental results. An integral part of this modeling when applied to molecules or clusters is the dissipation of the incoherent electronic excitation energy in the hot-electron phase into the vibrational modes of the molecule. This coupling has been described in terms of a simple exponential decay of the excitation energy, involving a single parameter of dimension time, aptly named the coupling time. For some of the gas-phase molecules studied, a proxy for this electron-phonon dissipation time has been measured by pump-probe experiments [4,7,13]. In other cases it has been fitted from ion-yield curves for different clusters [14]. The values found range from a few hundred femtoseconds to a few picoseconds. The fastest dissipation occurs for C$_{60}$, with a time constant of 240 fs [14] or 400 ± 100 fs [4], and the slowest are the picosecond or longer times for sodium clusters [6]. Experiments performed on thin films of C$_{70}$ have shown a very brief electron-electron equilibration time, undetermined but below the pulse duration of 165 fs used in these experiments [15]. The results in Ref. [4] suggest a lower limit of 10 fs for C$_{60}$ from peaks shapes.

The initial electron equilibration in the creation of the hot-electron phase has received much less attention experimentally than the final, dissipation stage, although it is clearly of interest for the possibility of single-photon ionization of larger classes of molecules in, e.g., astrophysical contexts. In addition, studies of single-photon hot-electron ionization will give insight into the mechanisms of absorption and initial dissipation of the energy. Moreover, single-photon processes come with the very attractive feature that they eliminate the uncertainty in energy that accompanies multiphoton processes used previously for studies of the effect and have already given insights after the first observation reported in Ref. [16].

The clearest experimental signature for these purposes remains the emission of thermal electrons corresponding to the eV temperatures that characterize the hot-electron phase. The form of the thermal electron spectra is shaped by a number of factors [17]. The combined result of these is that for neutral and positively charged emitters, the energy distributions...
resemble Boltzmann factors with the effective temperatures given by the product microcanoncal electron temperature, as discussed in Refs. [18,19].

In addition to the Boltzmann-like shape of the spectrum, there are several other features that make it distinct from the spectra originating either from direct ionization or from thermal emission from completely equilibrated molecules, known as thermionic emission. A necessary feature of the spectra is that the velocity distributions of the emitted electrons must be spherically symmetric. Although this is a property shared with electrons emitted into single-particle states, the two processes have different photon energy dependences, which makes them easy to distinguish. The thermionic emission mechanism produces significantly lower effective temperatures (see, e.g., the 3500 K (0.30 eV) values reported in Ref. [20], compared with the one-photon hot-electron ionization of C60 measured to 1.58 eV (18 300 K), reported in Ref. [16]). The other difference is the much longer timescale on which thermionic emission can be observed. Thermionic emission will, for low excitation energies, extend to several microseconds, producing a long tail on the mass peak in time-of-flight mass spectra [21], often accompanied by a substantial amount of fragmentation.

For the doubly ionized species observed in the experiments here, two other possible channels should be considered. One is the direct double-electron ionization. The electrons associated with prompt double ionization are characterized by a U-shaped electron kinetic-energy distribution [22]. The steepness of these distributions depends on the relation between photon energy and the double-ionization potential values.

Another possible channel is the emission of a second electron by regular thermionic emission. This process would occur after the excitation energy has been dissipated into the predominantly vibrationally excited equilibrium state. However, it is ruled out for two reasons. One is that the competing C2 loss channel would dominate over thermionic emission by a large factor. The second is that delayed emission is absent in the time-of-flight mass spectra for the doubly charged species.

Apart from the initial Penning ionization study on C60 and C70 [2] and the one-photon hot-electron ionization study in Ref. [16], all of the experimental studies mentioned have been performed with short laser pulses of subthreshold photon energies. Although the competing direct (spectroscopic) ionization channel also appears prominently (see, e.g., Ref. [23]) for a study of C60, the study in Ref. [16] showed that absorption of high-energy photons by C60 can, indeed, give rise to a significant branching to hot-electron emission. It is, however, not obvious how general the single-photon hot-electron phase phenomenon is. The present experiment aims to answer whether it is also present for C70.

II. EXPERIMENTAL AND THEORETICAL PROCEDURES AND RESULTS

The experiments were performed at the GasPhase beamline at the synchrotron ring Elettra. The procedures were similar to those used for C60 [16], and only a brief description will be given here. For further specifics of the beamline the reader is referred to Refs. [24,25]. The fullerene material was acquired from Sigma-Aldrich, with a purity of 98%. The sample was heated in situ for 5 days above 200 °C to outgas solvents and other volatile contaminants. During measurements the molecules were sublimed from an oven with an initial temperature of 430 °C that was slowly increased to 470 °C at the end of the run in order to keep the evaporation rate constant. The temperature was measured by a thermocouple attached to the oven. The linearly polarized light was filtered by standard filters at different wavelengths as needed.

The electron spectra were recorded on a single-count basis with a velocity-map-imaging (VMI) spectrometer equipped with a dual-delay line-position-sensitive detector and analyzed offline. The coincidence of electrons and ions was extracted offline from the recorded time of flight of the ions with an electron detection defining zero time. The detector allowed detection of only a single electron per event. To reduce the number of false coincidences, the light intensity was reduced to electron count rates of 11–18 kHz and ion count rates of 2–8 kHz. As the detection efficiency does not depend on the origin of an electron, the spectra of molecules with a specific charge state are equal-weight average spectra of all emitting charge states leading to the final state.

Spectra were recorded for photon energies of 16, 20, 22, 23.8, 26, 28, 30, 35, 40, 45, 50, 55, 60, 65, and 70 eV, always with the polarization parallel to the VMI detector plane. No tails on the mass spectra that would indicate a thermionic emission from a completely equilibrated system were observed in this experiment. Likewise, the substantial fragmentation that accompanies thermionic emission for fullerenes was absent in the C70 mass spectra recorded in this work, as in our previous work on C60 [16]. The raw-data spectra for the three lowest measured charge states of the unfragmented molecule at several selected photon energies are shown in Fig. 1.

The measured VMI spectra are the momentum distributions of the emitted electrons projected on the detector plane. On the VMI detector surface the required spherical symmetry of the hot electrons corresponds to a circular symmetry. Figure 2 shows the angular symmetry of the low-energy electrons and the contrast to the asymmetry for higher-energy electrons for a spectrum recorded after exposure to 20-eV photons. At low photon energies, the spectrum contains a wide base with structures that can be identified as features of direct ionization and hence of spectroscopic nature. The ions detected in coincidence with electrons with nearly zero kinetic energy, together with the appearance of the circular symmetry of these parts of the spectra, indicate the emergence of the hot-electron spectra. Indeed, for all photon energies the central, lowest-energy part of the spectra showed no sign of a correlation of the ion count with the direction of the light polarization, indicative of the required symmetrical distributions. The absence of any signal beyond the weak noise in Figs. 1(g) and 1(m)–1(p) demonstrates that the ionization depends on the photon energies and that any energy provided by the source is negligible. The energy limits defining the precise frames where the electron signal appears and disappears are discussed below.

With the chosen light polarization the complete three-dimensional distributions are obtained from the VMI spectra by deconvolution. The deconvolution was done with the inverse Abel transform as implemented in the MEVIR software...
FIG. 1. The raw spectra of, from left to right, C\textsubscript{70}\textsuperscript{+}, C\textsubscript{70}\textsuperscript{2+}, and C\textsubscript{70}\textsuperscript{3+}. The narrowing of the electron signal into a low-momentum peak in the C\textsubscript{70}\textsuperscript{+} column results from the transition of the ionization process from direct to hot-electron emission. As can be seen, the second ionized species is first visible at 22 eV, and the triply charged appears at 55 eV. The strong ion yield of the highly charged species contrasts with the result for C\textsubscript{60}, for which the high-photon-energy spectra are dominated by the fragments.

Deconvolution of the spectra requires that the entire spectrum is projected onto the VMI detector surface. The highest electron energy for which this is guaranteed was 23 eV for the VMI voltages used in the experiment. This limits the photon energies to below 23 eV + E\textsubscript{i,1} for the singly ionized species, with E\textsubscript{i,1} being the first ionization energy. The value of E\textsubscript{i,1} = 7.4 eV was measured in Ref. [27], making this limit equal to 30.4 eV. A conservative safety margin on the masking reduces the highest photon energy to 26 eV for the singly charged species.

As a check of the procedure, the value of the ionization energy can be inferred by tracing the position of the highest occupied molecular orbital (HOMO) band as a function of the photon energy. The four photon energies from 16 to 23.8 eV can be used for that purpose. Figure 3 shows the trace used to determine E\textsubscript{i,1} on the deconvoluted VMI spectra. The value from this determination is 6.9 ± 0.5 eV, where the uncertainty is mainly due to the width of the peaks, i.e., consistent with the value from Ref. [27].

The electron detector can only assign a position and hence a transverse momentum to an event when it is hit by a single electron. As the detection efficiency is less than unity, it is, therefore, nevertheless, still possible to detect spectra from double- and triple-ionization events. In these cases the spectra are sums of two spectra (for double ionization) or three spectra (for triple ionization) with equal weights. The sum of the two lowest ionization energies is 18.84 eV [28], and all the electrons originating from double-ionization events at photon

FIG. 2. A measured spectrum for C\textsubscript{70} at the photon energy 20 eV. (a) shows electron intensities across the detector surface. (b) shows the angle-resolved intensities for the low-energy part of the spectrum, and two high-energy-electron parts defined by the red circles are shown in (c) and (d). The flat distribution in (b) is consistent with a spherically symmetric momentum distribution, in contrast to the direct-ionization electrons in (c) and (d). The shift of the curves in (c) and (d) relative to the zero angle is due to a corresponding rotation of the detector relative to the light polarization.

FIG. 3. The determination of the first ionization energy of C\textsubscript{70} from the measured direct-ionization spectra. The photon energy at which each spectrum has been recorded is reported to the left of each baseline.
FIG. 4. The angular integrated electron spectra measured in coincidence with C\textsubscript{70}\textsuperscript{+} for a series of photon energies. The $h\nu = 26$ eV spectrum is the highest measured spectrum that can be deconvoluted for singly ionized species. The direct-ionization yield, which for the $h\nu = 26$ eV spectrum is found between 10 and 20 eV, and the hot-electron signal, up to 10 eV, can be compared directly and are seen to be very similar at this photon energy.

energies below 40 eV are within detection range. For comparison, the value calculated with density-functional theory for the second ionization energy is 10.3 eV (see below for the method used). With the calculated single-ionization value of 7.3 eV this is in reasonable, albeit not perfect, agreement with the measured value. The high energy background is so low for the doubly ionized species that it is possible to deconvolute spectra up to the photon energy 45 eV. The appearance of the doubly charged ions at the photon energy $h\nu = 22$ eV is higher than the literature and theoretical values, as expected, and is consistent with the interpretation of the origin of the emitted electrons. In summary, inversion was performed for photon energies up to 26 eV for singly charged species and up to 45 eV for the doubly charged molecules and for the latter only for single-electron events.

The spectroscopic nature of the high-energy electrons is more apparent after deconvolution of the spectra. Figure 4, which shows deconvoluted spectra, demonstrates how this picture develops with increasing photon energy, in particular how the low-energy electrons become increasingly intense. Figure 5 shows the spectra of single electrons detected in coincidence with doubly charged ions. The potential competing process of the low-energy electrons by direct double ionization is not seen in the spectra in Fig. 5. These distributions would have a U shape, and the high-energy end of such a spectrum would be present at the high kinetic energies, which is clearly not the case. We can therefore rule out this channel as a significant contribution also to the low-energy part of the spectra.

Quantum-chemical calculations of total and individual level energies were performed with density-functional theory (DFT) on C\textsubscript{70} using the ORCA 5.1 software package [29]. For this, the Perdew-Burke-Ernzerhof functional [30] was used with the valence triple-zeta basis set with two sets of polarization functions (Def2-TZVPP) [31] and included atom-pairwise dispersion correction approximation to the DFT energy with Becke-Johnson damping (D3BJ) [32]. The geometries of both molecules were optimized for charge states 0, 1, and 2, and all the electrons were included in the calculation. Moreover, vibrational frequencies were computed, confirming that structures represent true minima on the potential-energy surface. In addition, single-point calculations of C\textsubscript{60}\textsuperscript{q+} and C\textsubscript{70}\textsuperscript{q+} on the optimized geometries of C\textsubscript{60}\textsuperscript{q} and C\textsubscript{70}\textsuperscript{q} were performed for $q = 0, 1, 2$ in order to calculate vertical first and second ionization energies.

Although the use of DFT to calculate the ionization energies and vibrational frequencies is well controlled, it is relevant to add a remark about the use of single-particle pseudostates to calculate level densities. These do not, in principle, give the single-particle states, nor do they guarantee that the single-particle approximation can be used. However, it is possible to compare level densities calculated with those states with the experimentally determined level density. A comparison was made in Ref. [14], where the two were found to agree very well. The only fit parameter used in that comparison was a single multiplicative constant. This provided the absolute magnitude, which cannot be extracted from the experiments. We will therefore use the same procedure here to calculate the level densities.

III. ANALYSIS AND DISCUSSION

Before a quantitative analysis of the deconvoluted spectra is presented, it is of interest to consider the raw data plot in Fig. 1 in some detail. Important features of the processes here and for C\textsubscript{60} (see Fig. 1 of Ref. [33] and Fig. 5 of Ref. [16]) are as follows:

(i) The dominant open decay channel for the singly ionized C\textsubscript{70}, shown in the second and third columns of Fig. 1, is further electron emission, producing the higher charge states of the molecules. For C\textsubscript{60}\textsuperscript{+} fragmentation is somewhat more pronounced.

(ii) Intensities for C\textsubscript{70}\textsuperscript{2+} (and for C\textsubscript{70}\textsuperscript{3+}) appear at lower photon energy than the fragments of C\textsubscript{60}.
(iii) The difference in appearance energies of the triply and doubly ionized charge states of \( C_{60}^{+} \) is much larger than the corresponding difference between the appearance energies of \( C_{58}^{+} \) and \( C_{56}^{+} \) from \( C_{60} \) [16].

Concerning feature (i), the tendency to ionize twice instead of causing fragmentation was already reported in Ref. [34]. A similar effect has been seen in naphthalene [35], where the relative intensities of doubly ionized species relative to singly charged fragments increase when photon energies are changed from 20.4 to 29.8 eV, in parallel with a strong suppression of fragmentation processes at the higher energies.

The explanation for feature (ii) is that the second ionization occurs from the hot-electron ensemble, whereas the fragmentation of \( C_{60}^{+} \) ions occurs from the completely vibrationally thermalized ion. The difference in the heat capacity of the two emitting systems accounts for the main part of this difference in appearance energies. These aspects were already analyzed in detail in Refs. [14,16], where more quantitative details can be found. We note that also this observation is consistent with the hot-electron ionization mechanism.

The reason for the behavior in point (iii) is also the different natures of the decays of the two molecules. Addressing this question requires quantitative considerations of the appearance energies. For the \( C_{60} \) decay, the difference in the appearance energies of \( C_{58}^{+} \) and \( C_{56}^{+} \) is given mainly by the \( C_{2} \) dissociation energy of \( C_{58}^{+} \). This is seen with the following simplified, but still reasonably accurate, calculation. The appearance energy for fragment \( m \) in a decay chain can be calculated as the photon energy, which is the sum of the energies consumed in the previous decays plus the thermal energy needed for the \( m \)th decay. With an Arrhenius expression for the fragmentation rate constant we have

\[
k(E) \sim \omega \exp(-D/T(E)),
\]

with \( T \) being the effective microcanonical temperature at energy \( E \) and \( D \) being the evaporation activation energy. A linear relation between the (microcanonical) vibrational temperature \( T \) and the excitation energy \( E \) is assumed (\( E_{m}^{\alpha} \) is the energy offset in this curve, and \( k_{B} \) is set to unity):

\[
E = C_{\alpha}T - E_{m}^{\alpha}.
\]

With \( G \) defined as \( \ln \alpha t \) and \( t \) being the time of acceleration for the ion time of flight, this gives

\[
hv_{\text{appear},m} \approx D_{m}^{C_{m}/G} + E_{m}^{\alpha} + \sum_{j=0}^{m-1} D_{j} - E_{\text{source}}.
\]

The last terms in the equation accounts for the energy consumption in the prior decays and the initial energy of the molecule. The small amounts of energy carried away by the \( C_{2} \) fragments are ignored in the expression. When the contribution \( D_{m}C_{m}/G + E_{m}^{\alpha} \) is approximately independent of \( m \), the difference in the \( m \)th and \( (m-1) \)th appearance energies is

\[
hv_{\text{appear},m} - hv_{\text{appear},m-1} \approx D_{m-1}.
\]

This approximate identity of the sequential differences between appearance energies hinges on the similarity of the emission activation energies and the constancy of the heat capacity. These are expected to hold to a decent approximation for the \( C_{2} \) loss activation energy and for the vibrational thermal properties. For the hot-electron emission processes seen for \( C_{60} \), neither of these similarities will hold. The emission activation energies are the ionization energies, and their values increase with the charge state. Also the heat capacities vary with energy.

The estimate for the electron emission appearance energies goes as follows: The lowest effective temperature where hot-electron emissions occur is determined by the combination of the electron-vibrational cooling time and the electron-emission-rate constant using the relation

\[
k(E) = 1/\tau.
\]

We will set the coupling time to the \( C_{60} \) value of \( \tau = 240 \) fs measured in Ref. [14]. A slightly larger value of \( 400 \pm 100 \) fs was fitted from the measurements reported in Ref. [4]. For smaller rate constants, dissipation into vibrational motion quenches the emission. The emission-rate constant for electrons is also written as an Arrhenius expression where the activation energy is the ionization energy \( E_{i} \). The frequency factor is denoted by \( \omega_{0} \). Although the value of \( \omega_{0} \) depends on the charge state, the dependence is minor and beyond the precision here, and the factor will therefore be set to the neutral molecule value.

To find the temperature we use the caloric curve for a Fermi gas,

\[
E = \frac{1}{2} \alpha T^{2}.
\]

The initial electronic energy from the source can be set to zero. The photon energy at which the second ionized species appears can then be calculated with the same logic as for the unimolecular decays, i.e., adding the consumed energies of the previous decays to the excitation energy calculated by Eq. (5). The result is

\[
hv_{2} = \frac{\alpha}{2(\ln \omega_{0} \tau)^{2}} E_{2}^{2} + E_{i,1} + E_{i,2} + \langle \varepsilon_{2,1} \rangle + \langle \varepsilon_{2,2} \rangle,
\]

where \( \langle \varepsilon_{2,1} \rangle \) is the average electron energy in the first ionization. By the same argument the triply ionized species appear at the photon energy

\[
hv_{3} = \frac{\alpha}{2(\ln \omega_{0} \tau)^{2}} E_{3}^{2} + E_{i,1} + E_{i,2} + \langle \varepsilon_{2,1} \rangle + \langle \varepsilon_{2,2} \rangle,
\]

where \( \langle \varepsilon_{2,1} \rangle \) and \( \langle \varepsilon_{2,2} \rangle \) are the electron energies of the first and second emitted electrons in this process. These energies are larger than the counterpart for \( C_{2} \) emission and cannot be ignored in the analysis for electron emission. The emission of the first electron occurs at different energies for the two processes, with different final charge states, and \( \langle \varepsilon_{2,1} \rangle \) is therefore different from (smaller than) \( \langle \varepsilon_{2,2} \rangle \). With a value of 26 eV for \( hv_{2} \) (see Fig. 1), first ionization energy \( E_{i,1} = 7.4 \) eV, and second ionization energy \( E_{i,2} = 11.4 \) eV, the coefficient in Eq. (7) becomes

\[
\frac{\alpha}{2(\ln \omega_{0} \tau)^{2}} = \frac{hv_{2} - E_{i,1} - \langle \varepsilon_{2,1} \rangle}{E_{i,2}^{2}} = 0.13 \text{ eV}^{-1}
\]

when we use the value \( \langle \varepsilon_{2,1} \rangle = 2 \) eV. This result is compared below with the theoretical value derived from the rate constant after that calculation has been made.
Using the close similarity of the first two ionization energies to those of C$_{60}$, 7.6 and 11.4 eV, respectively, we adopt the third ionization energy of C$_{60}$, $E_{i,3} = 16.6$ eV, for C$_{70}$. This predicts an appearance photon energy of the third ionized molecule of
\[ h\nu_3 = (18.8 + 5) \text{ eV} + 0.13 \text{ eV}^{-1}(16.6 \text{ eV})^2 = 60 \text{ eV}, \]  
where by inspection of the measured spectra shown in Fig. 5 we estimated the sum $\langle \varepsilon_{2,1} \rangle + \langle \varepsilon_{2,2} \rangle$ to be 5 eV. The estimated uncertainty on $h\nu_3$ is 9 eV. The experimental value of this crossover photon energy is more uncertain than $h\nu_3$, but the calculated value is within the range of the possible experimental values that lie between 45 and 60 eV.

For the above analysis a description in terms of a Fermi gas is sufficient, but for a more precise description and an assessment of the value of $\alpha$, a more accurate calculation of the thermal properties of the hot electrons is required. The relevant thermal properties are the level densities, or density of states and rate constants. They are calculated with the method given in the Appendix of Ref. [14]. The input data are the energy levels from the DFT calculation of the energies. As the temperature is the microcanonical version, we use the value derived from the level density $\rho$ [18],
\[ \frac{d \ln \rho(E)}{dE} = T^{-1}. \]  
As $k_B$ is set to unity, temperatures are therefore given in eV. This calculation for the singly charged molecule essentially confirms the Fermi gas ansatz, albeit with an offset in the temperature. The fitted form is
\[ E = \frac{1}{2} \alpha' (T^2 - T_0^2), \]  
with $\alpha' = 46 \text{ eV}^{-1}$ and $T_0^2 = 0.3 \text{ eV}^2$. These values pertain to the singly charged molecule, but the values for the other charge states are similar. As a side remark we note that the offset in the calorific curve is analogous to the similar and well-documented offset that appears in the caloric curve of the third ionization energy of C$_{60}$, $E_{i,3} = 16.6$ eV, for C$_{70}$.

To find the relevant rate constant, the kinetic energy is integrated over:
\[ k^{(q)}(E, \varepsilon) = \int_0^E \frac{2m_e \sigma(\varepsilon)}{\pi^2 \hbar^2} \rho^{(q+1)}(E - E_{i,q} - \varepsilon) \rho^{(q)}(E) d\varepsilon. \]  
Here $\varepsilon$ is the kinetic energy of the electron, $m_e$ is the mass of the electron, $\rho^{(q)}(E)$ is the level density of the charge state $q$ at energy $E$, and $E_{i,q}$ is the ionization energy. The factor of 2 in Eq. (13) is the spin degeneracy of the electron, and $\sigma(\varepsilon)$ is the capture cross section for an electron in the Coulomb potential of the decay product. To find the relevant rate constant, the kinetic energy is integrated over:
\[ k^{(q)}(E) = \int_0^E k^{(q)}(E, \varepsilon) d\varepsilon. \]  
The numerically integrated function is shown in Fig. 6.

FIG. 6. The rate constant for emission of the second electron. The reciprocal coupling time and the corresponding lower limit of the energy of an emitting molecule are indicated by the horizontal and vertical lines. The inset shows the square of the microcanonical electron temperature v. excitation energy. This is clearly very well represented by Eq. (12).

With Eq. (13) we can describe the kinetic-energy distributions with the function
\[ P(\varepsilon; E, q)d\varepsilon = \sigma(\varepsilon)e^{\rho^{(q+1)}(E - \varepsilon)}d\varepsilon. \]  
For the capture cross section the classical values used are
\[ \sigma(\varepsilon) = \pi r_0^2 \left( 1 - \frac{V(r_0)}{\varepsilon} \right) \]  
and
\[ V(r_0) = -\frac{(q + 1)\varepsilon^2}{4\pi\varepsilon_0 r_0} = -(q + 1)3.0 \text{ eV}. \]  
r$_0 = 5.3 \text{ Å}$ is the (angle-averaged) radius of the electron distribution in the molecule based on the bulk density of 1.64 g/cm$^3$ [36] and a fcc packing ratio of 0.74 [37]. The level densities can be approximated as
\[ \rho^{(q+1)}(E - \varepsilon) \approx \rho^{(q+1)}(E)e^{-\varepsilon/T(E)}. \]  
At a given photon energy the energies of the emitting ions are
\[ E_1 = h\nu - E_{i,1}, \]  
for the first emitted electron and
\[ E_2 = h\nu - E_{i,1} - E_{i,2} - T(E_1) \]  
for the second. $T(E_1)$ is the average value of the energy carried away by the electron during the first ionization. The temperatures are then found from Eq. (12), which can be used for both charge states. Denoting these temperatures by $T_1$ and $T_2$, the spectra become
\[ P(\varepsilon) \propto \frac{(\varepsilon + 3.0 \text{ eV})e^{-\varepsilon/T_1}}{T_1(T_1 + 3.0 \text{ eV})} + \frac{(\varepsilon + 6.0 \text{ eV})e^{-\varepsilon/T_2}}{T_2(T_2 + 6.0 \text{ eV})}. \]  

Given the fairly high temperatures, the term proportional to $\varepsilon$ is needed here.
Finally, we address the question of the initial excitation of the molecule. One of the challenges still facing the description of the phenomenon is an explanation of the mechanism of the initial excitation. A part of this question, which will be susceptible to future experiments and that has obvious implications for the kinetic energies of the emitted electrons, is the branching ratio between direct and hot electron ionization. A full quantum-mechanical description of the dynamics of the process is beyond the scope of this paper, but we will suggest a possible mechanism which will convert a single-particle excitation into multielectron excitation and hence provide the initial energy dissipation needed to produce the electron spectra seen in this work.

The suggested description builds on the single-electron picture. In the initial reaction, the photon is absorbed by a single electron which is promoted to a vacuum state, converting all energy in excess of the binding energy $E_b$ to kinetic energy according to the standard relation

$$E_k = h \nu - E_b.$$  

(23)

After this, the electron starts to move across the fullerene. The time it takes for this crossing is given classically by

$$t_c \sim \frac{2r_0}{\sqrt{2(h \nu - E_b)/m}}.$$  

(24)

During this motion the remaining valence electrons will be exposed to the electric field of the excited electron. This will excite the surface plasmon resonance with some probability, which depends on the speed of the emitted electron. Setting $t_c$ to half the period of a resonance, the departing electron will then be in resonance with an excitation with a quantum energy of

$$h \omega = \hbar \pi \sqrt{2(h \nu - E_b)/m}/2r_0.$$  

(25)

A kinetic energy of 50 eV, for example, will give a value of 8.6 eV for the right-hand side and will be optimal for exciting an oscillation around that energy. This energy is on the order of the peak energy of the surface plasmon resonance, which is located with a centroid energy of $h \omega_0 \approx 20$ eV and, significantly, with a width of similar magnitude [38].

Electron-energy-loss spectroscopy shows a strong absorption of a collective nature from 5-eV electron energy and up [39], similar to the optical cross section. The attenuation length was given for $C_{60}$ films in Ref. [40] for a single energy. The value compares well with values from intercalated fullerite samples, and the pure fullerite attenuation length at the energies relevant here can be taken with some confidence to be around the size of the molecule. There is little reason to believe that the value for $C_{70}$ is significantly different, given the similar spectra in Ref. [39]. These experimental indications suggest that excitation by the prescribed mechanism is, indeed, likely to occur.

Leaving aside the precise value of the matrix element for exciting the plasmon resonance, it is also clear that at least the timescales match semiclassically. Moreover, as this resonance is a collective motion of a large number of electrons, with the number reflected in the large oscillator strength, a coupling to it will deposit the kinetic energy into a large number of valence electrons, facilitating the dissipation into incoherent energy which is the hallmark of the hot-electron phase.
The mechanism suggested here has some support in the ionization of metal clusters. In Ref. [41] ionization yields of alkali-metal clusters were reported. The data show reductions in ionization yields above the surface plasmon resonance. This was discussed qualitatively in terms of a mechanism that couple photoelectrons and the plasmon, similar to the one predicted here. In particular, it will impact measured ionization cross sections, such as those reported in Ref. [38], although for those measurements the corrections will mainly occur on the high-energy side of the peak value. An experimental signature of the effect is a reduced direct-ionization efficiency and an increased amount of hot-electron ionization in the energy region where the kinetic energy in the initial stage is conducive to excitation of the resonance, i.e., fulfills Eq. (25). This is effectively a shadow of the plasmon resonance. This resonance ionization shadowing must be expected to be present in other clusters or molecules that have large oscillator strength resonances. The precise parameters of the effect, such as the branching ratio of direct ionization to hot-electron formation, resonances. The precise parameters of the effect, such as the oscillator strength per molecule will depend on the centroid energy, its width, and, to some extent, also its oscillator strength. The molecular geometry may likewise determine the initial coupling to the resonance.

IV. CONCLUSION AND OUTLOOK

We have measured the single-photon hot-electron ionization of C70. It shows the same main features as the process for C60, albeit with a somewhat stronger yield of the doubly ionized species compared to fragmentation. The measurements thus demonstrate that the mechanism is not restricted to a single fullerene. The mechanism by which the molecules absorb a photon with energy above the ionization energy and equilibrate it is not yet established. In this work we have suggested a mechanism involving excitation of the surface plasmon by a departing electron. This mechanism should be fairly general. If correct, it will suppress the ionization as a function of photon energy in a wide energy region, usually above the plasmon centroid. Part of the suppression will be compensated by the enhanced hot-electron emission. The suggested mechanism is not a direct excitation of the plasmon and explains that the onset of the hot-electron emission appears above its centroid energy, as already seen for C60. Hence, contrary to previous statements, the surface plasmon is relevant after all, albeit only indirectly.
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