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This paper gives a theoretical framework to describe, analyze, and evaluate the driver’s overtrust in and overreliance on ADAS. Although “overtrust” and “overreliance” are often used as if they are synonyms, this paper differentiates the two notions rigorously. To this end, two aspects, (1) situation diagnostic aspect and (2) action selection aspect, are introduced. The first aspect is to describe overtrust, and it has three axes: (1-1) dimension of trust, (1-2) target object, and (1-3) chances of observation. The second aspect, (2), is to describe overreliance on the ADAS, and it has other three axes: (2-1) type of action selected, (2-2) benefits expected, and (2-3) time allowance for human intervention.

1. Introduction

Driving a car requires a continuous process of perception, cognition, action selection, and action implementation. Various functions are implemented in an advanced driver assistance system (ADAS) to assist a human to drive a car in a dynamic environment. Such functions, sometimes arranged in a multilayered manner, include (a) perception enhancement that helps the driver to perceive the traffic environment around his/her vehicle, (b) arousing attention of the driver to encourage paying attention to potential risks around his/her vehicle, (c) setting off a warning to encourage the driver to take a specific action to avoid an incident or accident, and (d) automatic safety control that is activated when the driver takes no action even after being warned or when the driver’s control action seems to be insufficient [1]. The first two functions, (a) and (b), are to help the driver to understand the situation. Understanding of the current situation determines what action needs to be done [2]. Once situation diagnostic decision is made, action selection decision is usually straightforward, as has been suggested by recognition-primed decision making research [3]. However, the driver may sometimes feel difficulty in action selection decision. Function (c) is to help the driver in such a circumstance. Note that any ADAS that uses only the three functions, (a)–(c), is completely compatible with the human-centered automation principle [4] in which the human is assumed to have the final authority over the automation.

Suppose an ADAS contains the fourth function, (d). Then the ADAS may not always be fully compatible with the human-centered automation principle, because the system can implement an action that is not ordered by the driver explicitly. Some automatic safety control functions have been already implemented in the real world. Typical examples are seen in an advanced emergency braking system (AEBS) and a lane departure prevention system (LDP). When a vehicle is approaching to the forward vehicle, AEBS tightens the seat belt and adds a warning to urge the driver to put on the brake. When the system determines that the driver is late in braking, it applies the brake automatically based on its decision. LDP is an automatic system that applies the brakes to individual wheels, without any intervention of the driver, to prevent the vehicle from departing the lane. The fact that the driver may not always be kept as the final authority over the automation in such ADAS does not necessarily mean that those designs should be prohibited. On the contrary, the automatic safety control functions are effective and indispensable to attain driver safety, which suggests the domain dependence of human-centered automation [5]. It is true,
however, that careful investigations are needed regarding to what extent the system may be given authority for deciding and acting autonomously without asking the human driver's approval or consent, because autonomy of smart machines sometimes brings negative effects, such as the out-of-the-loop performance problem, loss of situational awareness, complacency or overtrust, and automation surprises; see, for example, [6–10].

Moreover, as for the fourth function, (d), the following question is frequently asked: “when the ADAS is capable of coping with the situation automatically without any intervention of a driver, is not it possible for the driver to be overly reliant on the system and give up active involvement in driving?” For instance, the Ministry of Land, Infrastructure, and Transport as well as the National Police Agency of the Government of Japan has been somewhat discreet in introducing highly automatic safety control functions into ADAS on concern that the drivers may place “overtrust” in or “overreliance” on automation. However, discussions regarding overtrust and overreliance have not been rigorous enough yet until this point. As ADAS becomes smarter and more autonomous, these issues attract more serious concerns worldwide, for example, ASV project in Japan, HAVEit, and ISI-PADAS projects in EU.

Aviation domain has various studies regarding overreliance on automation; see, for example, [11–14]. Suppose that the automation is very rare to miss detections (i.e., it almost always alerts the human when an anomaly or an undesirable event occurs). Although a given alert is likely to be false, the human can be confident that there is no undesirable event as long as no alert is given. The human accordingly does not take precautions while the automation gives no alert. Meyer [13] has used the term reliance to express such a response of the human. If the human assumed that the automation will always give alerts when an undesired event occurs, that may be overtrust in the automation's capabilities, and the resulting reliance on the automation can be overreliance.

The relevant term, complacency, is usually defined as "self-satisfaction especially when accompanied by unawareness of actual dangers or deficiencies" [15]. However, the term is often used in human factors area to express a phenomenon that the human does not monitor the automation. Moray and Inagaki [16] have pointed out that the usage is misleading, because “not monitoring the automation” does not necessarily mean that the human is complacent. An obvious counterexample is that the human is busily occupied with extremely urgent tasks. Therefore, this paper tries to avoid using the term complacency.

This paper proposes a theoretical framework to describe, analyze, and evaluate the driver's overtrust in and overreliance on ADAS. Although the two notions, overtrust and overreliance, are often used as if they are synonyms, this paper differentiates the notions rigorously. To this end, two aspects, (1) situation diagnostic aspect and (2) action selection aspect, are introduced. The first aspect is to describe overtrust, and it has three axes: (1-1) dimension of trust, (1-2) target object, and (1-3) chances of observation. The second aspect, (2), is to describe overreliance on the ADAS, and it distinguishes other three axes: (2-1) type of action selected, (2-2) benefits expected, and (2-3) time allowance for human intervention.

2. Overtrust

Overtrust can be defined as a psychological state in which the human trust is inappropriately high. Overtrust is an incorrect situation diagnostic decision claiming that the object is trustworthy when it actually is not. This paper introduces three axes for describing the types of overtrust in a precise manner.

2.1. Dimension of Trust. The first axis (1-1) gives the dimension of trust. Lee and Moray [17] have distinguished four dimensions for trust: (a) foundation, representing the fundamental assumption of natural and social order, (b) performance, resting on the expectation of consistent, stable, and desirable performance or behavior, (c) process, depending on an understanding of the underlying qualities or characteristics that govern behavior, and (d) purpose, resting on the underlying motives or intents. Trust in an object is appropriate when all the dimensions are evaluated correctly. When there is a dimension that is evaluated inappropriately high, perceived trust is seen as overtrust. Therefore, some types can be distinguished for overtrust depending on which dimension of trust is violated.

Example 1. Suppose the driver thought that "the ADAS has been successful in coping with the situations so far. I am sure that the system will continue to be successful hereafter, too.” This is a type of overtrust, violating the second dimension of trust.

Example 2. Imagine a case in which the driver thought that "I do not know how the function is implemented in the ADAS. I am not informed how the task is carried out, either. However, it would be quite alright even if I do not know the details.” This is a type of overtrust, violating the third dimension of trust.

Example 3. Assume that the driver said that "I do not understand why the system is doing such a thing. However, the system should be doing what it thinks it necessary and appropriate. The system will not harm us.” This type of overtrust does not satisfy the fourth dimension of trust.

Itoh [18] developed a model of human trust in automation and discussed the relationship between the three dimensions of trust, that is, purpose, process, and performance. The model takes into account the function of an automated system, limitation of the working conditions for the function, and the reliability of the automation function within the limitation. User’s misunderstanding of the function is related to overtrust in terms of the purpose dimension. Expecting successful work of the automation beyond the limitation is a type of overtrust, violating the dimension of process. On the other hand, human’s complete trust in automation within the limitation of the prescribed working conditions may not be overtrust if the reliability of the automation is perfect within
2.2. Target Object to Which Overtrust Is Addressed. The second axis (I-2) describes a target object to which the driver places inappropriately high trust. This paper distinguishes five types of target objects, computer (C), software (S), hardware (H), environment (E), and liveware (L) according to the C-SHEL model [19] describing human interactions with other humans, technology, and the environment; see, Figure 1.

Example 4 (overtrust in computer). The adaptive cruise control system (ACC) performs the longitudinal control on behalf of a driver. Suppose the driver thought that “a car just ahead of me on the next lane may be cutting in. The ACC must have already noticed the car and will adjust the control when appropriate.” This is overtrust in the ACC (computer), when the car on the next lane is outside the range of the ACC and the driver does not notice that.

Example 5 (overtrust in software). Imagine a case in which a driver thought that “today is the first day for me to use a brand new system. Oh, I forgot to read the manual. There should be no problem even if I pressed the buttons in a wrong sequence. Fool-proof or tamper-proof functions must be implemented in the software.”

Example 6 (overtrust in hardware). Assume that a driver thought that “strictly speaking, this is the time for me to bring the car to a periodic inspection. However, I am quite busy right now and I have never experienced hardware troubles in the car. Why do I have to bring my car periodically for an inspection? My car will not fail.”

Example 7 (overtrust in environment). Suppose a man is driving his car thinking that “this road is simply straight. Moreover, there is usually little traffic. It is very relaxing to drive on this simple and somewhat boring road.” In reality, environment may alter with time.

Example 8 (overtrust in liveware). Suppose a driver is approaching to an intersection with a blind corner and that an ADAS sets off an alert telling the driver that “a car is approaching to the intersection from the right on the crossing road.” The driver cannot see the car himself, because the car is just behind the blind corner. The ADAS generated the alert based on the information obtained via vehicle-to-vehicle or vehicle-to-infrastructure communication technology. Suppose the driver thinks that “I do not see any car. If there is a car, the car will surely yield the right of way, because it is me that is on the priority road,” which is overtrust in the driver (liveware) of the other car at the blind corner.

Example 9 (overtrust in liveware). Imagine a car equipped with an electronic stability control system (ESC) that improves stability by applying the brakes to individual wheels when skids or loss of steering control was detected. Suppose the ESC worked at a sharp curve on a slippery road. If the human interface was not properly designed to let the driver know that the ESC was activated, the driver might feel inappropriate confidence on his driving skill, failing to recognize that it was the ESC that assured the stability of the car at the curve. This is a case of overtrust in the driver himself/herself.

2.3. Chances of Observation. The third axis (1-3) distinguishes two classes for ADAS: (a) ADAS for use in normal driving and (b) ADAS for use in emergency. A most prominent characteristic that distinguishes the two classes is the chances to observe ADAS functioning.

Example 10. ADAS for use in normal driving (e.g., ACC) usually aims to reduce the driver workload and works continuously for a certain period of time. Since such an ADAS is used daily, the driver observes the system’s “intelligent” behaviors repeatedly, which gives the driver a number of opportunities for constructing a mental model of the ADAS.

Example 11. ADAS for use in emergency (e.g., AEBS described in Section 1) usually aims to prevent a catastrophic event from occurring and thus to attain the driver safety. Since such an ADAS is activated only in cases of emergency, it would be very rare for an ordinary driver to see the ADAS works. That suggests that the driver may not be able to accumulate chances sufficient enough for constructing a concrete mental model of the ADAS.

3. Overreliance

Overreliance on an ADAS is a psychological state in which the human reliance on the ADAS is inappropriately high. More precisely, overreliance is an incorrect action selection decision based on an incorrect situation diagnostic decision regarding the ADAS (i.e., the overtrust in it). Here we introduce three axes for describing types of overreliance, that is,
(2-1) type of action selected, (2-2) benefits expected, and (2-3) time allowance for human intervention.

3.1. Type of Action Selected. For the action selection, (2-1), this paper distinguishes the following two types of decisions: commission-like action selection decision and omission-like action selection decision. The former is a selection and implementation of an action that is not suitable to a given situation. Risk compensating behavior [20, 21] could be categorized as a commission-like action. The latter is a failure to select or implement an action that is needed in a given situation.

Example 12 (commission-like action). Suppose a man is driving a car equipped with an ESC at high speeds, which is overreliance on the ESC if it was a clear but extremely cold winter morning and it had rained before dawn. It would be inappropriate to drive a car at high speeds in such an adverse weather condition although the car is equipped with the ESC.

Example 13 (omission-like action). Suppose a man is driving a car by using an ACC and a lane keeping assistance system (LKA). LKA is an automatic system that recognizes the lane and provides the driver with assisting steering torque to keep the car around the center of the lane. Suppose the driver decided to let the LKA take care of the lateral control completely for a while, so that he could consult the navigation system to know how to access his destination. If the LKA was of the type that ceases to control the steering when it determines, through monitoring the driver behavior, that the driver has maintained short time headway and let the AEBS apply attention to the lead vehicle. If, on the other hand, the driver maintained long enough time headway and paid enough attention to the lead vehicle, the driver's reliance is regarded as excessive.

Example 14. Suppose the driver assigns the ACC all the tasks for longitudinal control of the vehicle. That may enable the driver to find time to relax muscles and extend legs after stressful maneuvering, or to allocate cognitive resources to find a right way to the destination in a complicated traffic conditions. In this way, relying on the assistance system sometimes brings extra benefit to the driver, when the system is for use in normal driving.

Example 15. AEBS is activated only in emergency, and the time duration for the AEBS to fulfill its function is short, say several seconds. It is thus not feasible for the driver to allocate the time and resources, saved by relying on the AEBS, to something else to produce extra benefit within the several seconds. A similar argument may apply to other assistance systems designed for emergency. If a driver relies on AEBS in normal driving in a sense that the driver lets the AEBS brake when necessary, it would be beneficial for the driver to be able to decrease his/her vigilance and to be relaxed (benefit from an omission-like action). On the other hand, the driver could increase the vehicle speed and reduce time headway and let the AEBS take care of braking. This is another benefit obtained from a commission-like action.

3.3. Time Allowance for Human Intervention. The third axis is to describe whether the driver can intervene into the assistance system's control when the driver determined that the system performance differs from what he or she expected. Note here that this axis could be used to judge whether a driver's reliance is excessive or not. That is, if the time allowance is large enough, the driver has to intervene into control when necessary. However, this axis is not for explaining causes of overreliance.

Example 16. In case of ACC, it may not be hard for the driver to intervene to override the ACC when its performance was not satisfactory. In fact, a driver has to intervene into control when the deceleration of the lead vehicle is larger than what the ACC can manage. If the driver does not apply the brake himself/herself, the driver's reliance is regarded as excessive.

Example 17. In case of AEBS, it might be unrealistic to assume that the driver can intervene into control by the AEBS when he or she decided that the AEBS performance was not satisfactory, because the whole process of monitoring and evaluation of AEBS performance as well as decision and implementation of intervention must be done within a few seconds. Thus, driver's failure to override the AEBS when the system is not successful to avoid a crash does not directly mean that the driver's reliance is excessive, if the driver maintained long enough time headway and paid enough attention to the lead vehicle. If, on the other hand, the driver has maintained short time headway and let the AEBS apply the brake, it should be regarded as overreliance.

4. Possibilities of Overtrust and Overreliance

Let us discuss overtrust in and overreliance on ADAS by integrating viewpoints given in Sections 2 and 3.

4.1. Communication-Based Information Provision. Suppose an ADAS has a communication-based function to set off an alert on a car that the driver may not be able to see. There are some objects in which the driver may place overtrust. Example 8 has described one of such cases, where the driver of some other car (a liveware in the target-object axis in Section 2.2) needs to be taken into account from a viewpoint of performance in the dimension-of-trust axis in Section 2.1.

Consider a case in which a driver is approaching to an intersection that has blind corners but has no traffic lights. The communication-based infrastructure was installed a year ago. The infrastructure can detect cars travelling on the roads crossing each other, and it sends a signal to an onboard ADAS of a car, so that the ADAS can set off an alert to let the driver know an approach or existence of some car(s) on a crossing road. Suppose the driver drives the road daily
when the vehicle crashed into something (see, e.g., [25]). In those cases, the drivers had not fastened their seat belt when they had the accident. One possible reason for the nonuse of the seat belt was that the drivers regarded the airbag as an alternative to a seat belt. However, such understanding is inappropriate. An airbag is a "supplemental restraint system" (SRS) which means that the airbag is supplemental to the seat belt. An airbag itself is not enough to support the driver. Regarding an airbag as an alternative to the seat belt can be said as overtrust in an airbag system in terms of "purpose" dimension of trust. Note here that such overtrust could emerge even if the driver does not have chances to observe cases when an airbag works at all beforehand. The process of emerging such excessive trust in an airbag system is different from the one for ACC systems. Driver's reliance on an airbag without being belted is overreliance. It is an omission-like action in a sense that the driver omits fastening his/her seatbelt. For drivers, being unbelted may be worth doing because it could be relaxing for the drivers. This type of overreliance can be detected by monitoring the state of the seatbelt.

On the other hand, some drivers complained about the nonactivation of an airbag when their vehicle crashed into something. For most cases, the reason for the non-activation was not a malfunction of the airbag, but the situation was beyond the system's operative conditions. For example, the airbag at the driving seat may not deploy in a case of offset crashes. It can be said that the complaint is due to driver's overtrust in process in the systems if the driver thinks just "I do not know how the airbag system works, but it will deploy whenever a crash occurs." This is another type of overtrust in an airbag system. Note here that the driver may fasten his/her seatbelt even if the driver has such overtrust in an airbag system. This type of overtrust may not be found until a crash occurs.

The above two examples suggest that it is necessary to identify what type of overtrust/overreliance which is under consideration.

### 4.4. Advanced Emergency Brake System

Conventional AEBS did not aim to prevent a catastrophe from occurring but to mitigate collision damages. Troubles due to drivers' overreliance on AEBS have not been reported from field operations in the real world. On the other hand, development of technologies increased the possibility of AEBS for collision avoidance. Thus, it has been an important question to be addressed: Do drivers place too much trust in and overreliance on AEBS for collision avoidance? The answer can be given by investigating the possibility of the overtrust and the overreliance with the theoretical framework proposed in this paper.

Since the system is activated only in cases of emergency, it would be very rare for an ordinary driver to see how the system works (i.e., chance-of-observation axis). It is thus highly possible that the driver will not be able to construct a precise model of the AEBS through the use of it. This suggests that it may be hard for the driver to engender a sense of trust in the system, especially in terms of "performance" (i.e., dimension-of-trust axis). What happens then? No possibility...
for the driver to place overtrust in the AEBS? The answer may be negative. It is known that people may place inappropriate trust (i.e., overtrust), especially in terms of process and/or purpose dimensions, without having any concrete experience or evidence proving that the object is trustworthy; see, for example, [17]. Our experience with drivers’ overtrust in and overreliance on airbag systems also supports the concern with overtrust in AEBS.

Suppose the driver places overtrust in the system. Does that mean that the driver relies on the system too much (i.e., overreliance)? In one sense, the answer may be positive. Itoh et al. [26] conducted a driving simulator experiment and found that drivers shortened the time headway while they followed a lead vehicle when an AEBS for collision avoidance was available. This is an example of commission-like actions. However, such overreliance was partly due to repetitive experience of the AEBS in the experiment. In reality, it is rare for a driver to observe cases where the automatic collision avoidance brake is activated.

In addition, the drivers were not distracted at all in the experiment even when the AEBS was available, and the drivers’ reaction against the rapid deceleration of the lead vehicle was not delayed in the experiment of Itoh et al. [26]. That is, the drivers may not rely on the AEBS excessively in a sense that they allocate their resources to something else at the risk of their life (i.e., benefit-expected axis).

In case of an ADAS designed for use in normal driving situations, even if the system’s behavior was not what the driver expected, there would be enough time for the driver to override the system to cope with the circumstances himself or herself. However, in case of an ADAS for emergency use, even if the driver noticed that the system’s behavior was not what he or she expected, no time may be left for him or her to correct it (i.e., time-allowance-for-human-intervention axis).

The above discussion suggests that AEBS for collision avoidance could be free from drivers’ overreliance if the system is designed appropriately.

In Japan, a national advanced safety vehicle (ASV) project discussed this issue. One of the authors of this paper was the leader of the task force in the ASV project to investigate design requirements for AEBS with collision avoidance functionality. As a conclusion, the ASV task force approved that the AEBS may be developed as a collision “avoidance” system, instead of a collision damage mitigation system. Such collision avoidance AEBS may not interfere with the driver’s own actions (by letting it apply the automatic brakes at the latest time possible), but still it can avoid a collision against a forward obstacle effectively. Human factors viewpoints played major roles in determining the design requirements on the AEBS timing to initiate an automatic emergency braking and its deceleration rate. In fact, they were determined through the analyses of drivers’ braking behaviors in normal and critical traffic conditions. Moreover, a couple of conventional requirements for the AEBS were abolished from human factors viewpoints (e.g., to reduce mode confusion or automation surprises). Based on the conclusion of the ASV task force, the Ministry of Land, Infrastructure, and Transport has been revising the design guidelines for the AEBS.

5. Discussions

This paper has proposed a theoretical framework to discuss the driver’s overtrust in and overreliance on ADAS in a precise manner. Overtrust and overreliance are distinguished rigorously, and their characteristics are illustrated by introducing some viewpoints (or aspects and axes). It has been shown that our theoretical frame enables precise description, classification, rigorous analysis, and evaluation of the driver’s overtrust in and overreliance on ADAS. Since the framework distinguishes the target object of the driver’s overtrust, it can be used to derive a countermeasure for reducing the possibilities of the driver’s overtrust. In other words, a systematic investigation can be made possible to determine whether overtrust in question may be alleviated by improving human-machine interface, or by preparing a better operation manual, or by providing the drivers with opportunities to acquire knowledge and/or to improve skills, or by some other means.

It would be apparent that alleviation or prevention of overtrust in or overreliance on the ADAS and its effects on degradation of safety of the car-driver system are closely linked to the issue of authority and responsibility. It is sometimes useful to provide the driver with multilayered assist functions [1]. In the first layer, a driver’s situation recognition and understanding are enhanced for proper situation diagnostic decisions and associated action selection decisions. In the second layer, the ADAS monitors the driver’s behaviours and traffic conditions to evaluate whether his or her intent and behaviours match the traffic conditions. When the ADAS detects a deviation from normality (for instance, by detecting behaviours or postures that suggest the driver’s overtrust or its resulting overreliance), it gives the driver an alert to make him or her return to normality. In the third layer, the ADAS provides the driver with automatic safety control functions, if the deviation from normality still continues to be observed or if little time is left for the driver to cope with the traffic conditions. The situation-adaptive ADAS adjusts its assist functions dynamically, so that they may fit to the human’s intent, psychological/physiological conditions, and the traffic conditions. The adjustment of assist functions is made in a machine-initiated manner [27–29] by inferring intent and conditions of the human through monitoring his or her behaviours. It is proven mathematically in [29] that a machine-initiated trading of authority based on the machine’s interpretation of the situation and the human’s behaviour is indispensable for assuring safety of the car-driver system, although the machine-initiated policy is not human-centered in the sense of [4].

The driver’s control action may be classified into three categories: (1) an action that needs to be done in a given situation, (2) an action that is allowable in the situation and thus it may either be done or undone, and (3) an action that is inappropriate and thus must not be done in the situation. Assuming sensing technology for the computer (ADAS), two states may be distinguished for each control action: (a) “detected,” in which the computer judges that the driver is performing the control action, and (b) “undetected,” in which the control action is not detected by the computer (Figure 2).
Case A represents a circumstance with the driver's omission-like action selection, while case B depicts a circumstance with the driver's commission-like action selection and implementation. These mismatches between the driver's action selection decision and the given situation can occur when the driver may place overreliance on the ADAS, as has been discussed already. Then the question becomes, “what is a sensible and effective countermeasure for the ADAS in such circumstances? Is it enough for the ADAS to set off an alert to let the driver resolve the mismatch himself or herself? Or, is it better for the ADAS to initiate an automatic control action to cope with the situation?” Inagaki and his colleagues have shown that the authority may be given to the ADAS, so that (i) it can take an automatic safety control action that the driver failed to perform, or (ii) it can take a protective action (soft protection or hard protection) that tries to prevent the driver's inappropriate action causing an accident or an incident [30–32].
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