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Abstract Network embedding maps the nodes of a given network into a low-dimensional space such that the semantic similarities among the nodes can be effectively inferred. Most existing approaches use inner-product of node embeddings to measure the similarity between nodes leading to the fact that they lack the capacity to capture complex relationships among nodes. Besides, they take the path in the network just as structural auxiliary information when inferring node embeddings, while paths in the network are formed with rich user informations which are semantically relevant and cannot be ignored.

In this paper, We propose a novel method called Network Embedding on the Metric of Relation, abbreviated as NEMR, which can learn the embeddings of nodes in a relational metric space efficiently. First, our NEMR models the relationships among nodes in a metric space with deep learning methods including variational inference that maps the relationship of nodes to a gaussian distribution so as to capture the uncertainties. Secondly, our NEMR considers not only the equivalence of multiple-paths but also the natural order of a single-path when inferring embeddings of nodes, which makes NEMR can capture the multiple relationships among nodes since multiple paths contain rich user information, e.g., age, hobby and profession. Experimental results on several public datasets show that the NEMR outperforms the state-of-the-art methods on relevant inference tasks including link prediction and node classification.
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1 Introduction

With the idea of mapping the entities into a low-dimensional semantic space, network embedding aims at inferring representations of entities i.e., nodes and attributes, in the networks, such that the similarities among entities can be measured based on their embeddings. Network embedding has attracted considerable interest in recent years because of its wide applications in the fields of social networks, e.g., link prediction [1], node classification [2,3] and community detection [4] etc.

Based on deep learning techniques, numerous network embedding algorithms have been proposed [2,5,6,7,8] in recent years. Inspired by Skip-Gram model [9], DeepWalk [3], Node2Vec [10] and extract a number of sequential nodes in the network by random walk, make the nodes in a sequence metaphorically equivalent to words in language models, employ Skip-Gram to obtain the embeddings of nodes and then calculate the similarity of nodes with the inner-product of embeddings. LINE [11] captures the network structure by preserving first- and second-order proximities among nodes.

Some other works infer embeddings for networks with rich auxiliary information, such as labels [7,12], textual information [13] and topological structure [14]. Cao et al. [8] proposes an algorithm to take the global and local structure informations into account so as to well capture the relationships between remote nodes. Kipf et al. [14] learn node embeddings through aggregating features from neighborhoods. Huang et al. [15] employ the graph Laplacian technique to learn the joint embeddings from the topological structure of the network.

Existing methods enjoy impressive success, but they still suffer from a number of main drawbacks:

– They use the inner-product of node embeddings to measure the similarity between nodes, which leads to the lack of capacity to capture complex relationships of nodes,
e.g., the relationship among neighborhoods [16], and the uncertainty of relationship.

- They take the path between a node pair as structural auxiliary information when inferring node embeddings, which ignore the rich semantic informations hidden in the paths. Each path represents one social relationship between a node-pair. In contrast, a node-pair which has only one path between them tends to have a simple social relationship.

To address the aforementioned defects, in this paper, we propose a novel method, Network Embedding on Metric of Relation, abbreviated as NEMR, which can learn the embeddings of nodes in a relational metric space effectively. The proposed NEMR models the relationships between nodes in a semantic metric space with deep learning methods including variational inference that maps the relationships of nodes to gaussian distributions so as to capture the uncertainties of the relationships. NEMR infers embeddings of nodes with both the equivalence of multiple-paths and the natural order of a single-path, which can capture more complex multiple relationships among nodes.

How to learn the embeddings of nodes in a relational metric space effectively is still a challenge. First of all, in the vector space, the affinities between entities is rather complex and can not be measured simply by using inner-product metric, like what previous work do. Furthermore, due to the fact that nodes may play different roles under different conditions, the relationships among nodes tend to be uncertain. Rather than using traditional inner-product metric to model the affinities between entities [3,10,11,17,18], a novel probabilistic metric method needs to be proposed, with considering the uncertainty of metric space. Besides, in the real world, between two nodes, there are often more than one path, each of which contains rich user information and represents one social relationship between node pair, which brings more challenges to modeling the relationships between entities and learn the embeddings of entities in the semantic metric space correspondingly.

To address these challenges, we utilize deep learning methods including variational inference to model the relationships among nodes in a metric space. As VAE (Variational Auto-encoder) is a powerful generative model to obtain the probability distributions of the latent variable, it is applicable to model uncertainty. Thus, we integrate variational inference into modeling affinities between entities to capture the uncertainty of the relationship between nodes in the metric space. Considering the case of multiple paths existing between two nodes, each of which takes along rich information of users, we take the multiple paths into account when inferring embedding to capture multiple social relations between node pair.

The main contributions of our approach can be summarized as follows:

- We propose a novel unsupervised embedding model, called NEMR, which models the relationship between any two nodes in a semantic metric space to capture the complex relationships between nodes.
- We propose the equivalence of multiple-paths between node-pairs which is firstly defined in our paper. Multiple-paths between node-pairs are rich in social relationships and our NEMR can capture them better.
- We propose the natural order of a single-path between two nodes which is also firstly defined in our paper. Keeping the nodes on the single-path in natural order is essentially a good way to describe the simple relationship between them.
- To verify the effectiveness of NEMR algorithm, we conduct extensive experiments on several public datasets. Experimental results show that NEMR can learn better embeddings of nodes and outperforms the state-of-the-art methods.

The remainder of this paper is structured as follows. In Section 2, we briefly review the related work on network embedding and metric learning. Three definitions and two problem formulations are described in Section 3. Section 4 introduces the proposed algorithm NEMR in detail. And in Section 5, we compare our NEMR model with the baselines on several public datasets. Finally, we conclude our work in Section 6.

2 Related Work

2.1 Metric Learning

Metric learning, also known as similarity learning, was first proposed in [19]. The basic idea of metric learning is to learn a particular metric function according to different tasks and the learned function can map the similarity between two samples into a metric space. Metric learning has been applied into many areas, e.g., image classification [20], text retrieval [21] and text classification [22], due to its powerful expansibility. Recently, Collaborative Metric Learning (CML) [16] shows that metric learning can satisfy the crucial triangle inequality which allows it to capture fine-grained relationships between two samples. Metric learning is also applied into network embedding [23,24]. DML-NRL [23] can capture the information of both network structure and labels of nodes through metric learning. Chen et al. [24] learn a distance metric to preserve both the first-order and the second-order proximities in heterogeneous network. But to the best of our knowledge, to capture complex relationships between nodes, few previous work considers modeling the relationships among nodes in a semantic metric space.
2.2 Variational Auto-encoders

AE (Auto-encoder) [25] is an unsupervised model which can obtain the latent representations of input data. AE consists of two computational neural networks: one names encoder, aiming at encoding the input data $x$ into latent representations $z$, and another one names decoder, aiming at reconstructing the input data $x'$ back from the latent encoded representations. When $x$ and $x'$ are sufficiently close, we assume that $z$ is the latent representation of $x$. VAE (Variational Auto-encoder) [26] is an extension of AE, which assumes that the output latent variable $z$ obeys a prior distribution, e.g., gaussian distribution. VAE is a generative model, and its goal is to obtain the probability distribution of the latent variable $z$ under the observation sample $x$. By using Stochastic Gradient Descend [27] and reparameterization tricks [26], the variational Evidence lower BOUND (ELBO) can be optimized to approximate the log-likelihood iteratively. The powerful ability to acquire latent representations of VAE allows it applied into many tasks. Many variations of VAE have been proposed [28][29][30], and they have been applied into various tasks such as semi-supervised classification [29], clustering [31] and image generation [32].

2.3 Network Embedding

Network embedding maps the entities of networks into a low-dimensional semantic space. Existing models of network embedding are concerning about the technology of mapping or dimension reduction. An efficient way for dimension reduction is matrix factorization. The more accurately a matrix factorization include higher-order information, the better effect it will have, along with higher computational complexity. Based on matrix factorization, numerous methods are proposed [8][33][34]. Yang et al. [34] prove that the essence of DeepWalk [3] is matrix factorization and they make use of the text feature information in the process of Matrix factorization. GraRep [8] takes the global and local structure information into account, and this method can capture the relationships between remote nodes. NEU [33] summarizes some embedding methods which can be regarded as matrix factorization.

Another efficient way for dimension reduction is deep learning. DeepWalk [3] and Node2vec [10] translate the network structure into statements in corpus by random walk. SDNE [35] adopt a deep auto-encoder to preserve both the first-order and second-order proximities. Some embedding models of heterogeneous networks are also proposed [6][36]. The graph variational auto-encoder (GAE) [30] is an unsupervised manner to learning on graph-structured data based on the variational auto-encoder (VAE). TRIDNR [17] is an extension of DeepWalk model [3], which considers network structures, the contexts of nodes and the labels of nodes when inferring node embeddings. LINE [11] uses first-order and the second-order proximities, and trains the model via negative sampling.

Some approaches of graph convolutional networks [14] [37] have been proposed. Kipf et al. [14] uses an efficient layer-wise propagation rule that is based on a first-order approximation of spectral convolutions on graphs. GraphSAGE [37] is an inductive model suitable for large-scale network, which can quickly generate embedding for new nodes without additional training process. Methods based on knowledge graph has also been proposed in recent years [38][39]. The basic idea of these embedding models is regarding every relation as translation in embedding space.

Few approach considers the idea of learning an embedding with a probability distribution. [40] is the first one to learn Gaussian word embeddings to capture uncertainty. Graph2Gauss [41] embeds each node as a Gaussian distribution, and learns network structure via a novel unsupervised personalized ranking formulation. However, these embedding methods cannot capture the uncertainty of relationships between nodes.

3 NOTATIONS AND PROBLEM FORMULATION

Before we describe our method, we first introduce some notations and terminology, and then formally define the problem to be addressed.

3.1 Notations and Definitions

DEFINITION 1 (Social Network). Let $G = (V, E, A)$ be a graph (directed/undirected), where $V = \{v_i\}_{i=1}^{N}$ denotes the set of nodes, $E = \{e_{i,j}\}_{i,j=1}^{N}$ denotes the set of edges, $A$ is the adjacency matrix for the network, $N$ is the total number of nodes, and $E$ is the total number of edges. We let $A_{i,j} = 1$ denote that there is an edge between node $v_i$ and node $v_j$, and let $A_{i,j} = 0$ represent there is no edge between node $v_i$ and node $v_j$.

DEFINITION 2 (Social Relationship) In a social network $G = (V, E, A)$ (directed/undirected), social relationships refer to the connections formed by different users due to a series of factors such as work, interests, blood ties, etc, which can be measured by the similarities among nodes in metric space. A social relationship between node $v_i$ and node $v_j$, i.e., $Sim_{(i,j)}$ is the similarity between $v_i$ and $v_j$.

DEFINITION 3 (Social Relationship Path) In a social network $G = (V, E, A)$ (directed/undirected), a social relationship path, can be represented as a set of variable-length node sequences. As shown in Fig.1, there are three paths between node $v_1$ and node $v_4$, i.e., $P_1 = \{v_1, v_2, v_3, v_4\}$, $P_2 = \{v_1, v_4\}$, $P_3 = \{v_4, v_5, v_4\}$, and thus there are three relationships correspondingly. Users on the path $P_1 =$
Fig. 1 Definition 4: Multiple-paths between a node-pair, i.e., node \( v_1 \) and \( v_4 \), due to different social relationships. There are three paths between nodes \( v_1 \) and \( v_4 \), each of which represents one relationship, i.e., football, basketball and badminton. In metric space, these three paths are equivalent, what means:

\[ Sim(v_1, v_4) = Sim(v_1, v_2) + Sim(v_2, v_3) + Sim(v_3, v_4) = Sim(v_1, v_3) + Sim(v_3, v_2) + Sim(v_2, v_4) = Sim(v_1, v_3) + Sim(v_3, v_2) + Sim(v_2, v_4) \]

\( \{v_1, v_2, v_3, v_4\} \) are a small group with the common interest on basketball, users on the path \( P_1 = \{v_1, v_4\} \) are a small group with the common interest on football, and Users on the path \( P_3 = \{v_1, v_5, v_4\} \) are a small group with the common interest on badminton.

Despite there are multiple paths(relationships) between node pairs, they all indicate the connectivity of node pairs in a global view. To measure multiple relationships between node pair, we map the relationships into metric space, assuming that the multiple paths between node pair follows the equivalence of multiple-paths, which is described in Definition 4.

**DEFINITION 4 (The equivalence of multiple-paths).**

For a node pair \( i \) and \( j \), \( S_{i,j} \) is the set of paths between \( i \) and \( j \), \( P \in S_{i,j} \) represents a path between node \( i \) and \( j \), which can be represented by the node sequence \( \{v_1, v_2, ..., v_t\} \), and \( R_P \) is the total relationship of path \( P \), i.e., \( R_P = \sum_{t=1}^{t-1} Sim(v_t, v_{t+1}) \). The equivalence of multiple-paths means that, for arbitrary path \( P, Q \in S_{i,j} \), \( R_P = R_Q \). A scenario of Definition 4 is shown in Fig.1.

There are a few node pairs with only one path between them, the relationship between these nodes is relatively simple. For these node pairs, the proposed equivalence between multiple-paths can not capture the relationship between them. As shown in Fig.2, a solid line indicates that there is a relationship between two nodes, and a dotted line means there is no direct relationship between two nodes. \( P_1 = \{v_5, v_4, v_1, v_2, v_3\} \) and \( P_2 = \{v_7, v_6, v_5, v_4, v_3\} \) represent two single-paths in the graph, node-pairs on these two paths have just one social relationship(violin or bowling). To capture the relationship between nodes on a single-path, we assume that the relationship between them follows a natural order, which is described in definition 6.

**DEFINITION 5 (Direct distance).**

In a social network \( G = (V, E, A) \) (directed/undirected), for node \( i \) and \( j \), direct distance between \( i \) and \( j \) in metric space, i.e., \( r_{i,j} \), is the similarity between \( i \) and \( j \), i.e., \( Sim(i, j) \), despite there is not an direct relationship between \( i \) and \( j \).

**DEFINITION 6 (The natural order of a single-path).**

Let \( \mathcal{T} \) be the set of single-paths in the network, \( P_{i,j} \in \mathcal{T} \) represents the only one path between node \( i \) and \( j \), which can be represented by a node sequence \( \{v_1, v_2, v_3, ..., v_t\} \). The natural order of a single path means that, for each node pair \( i \) and \( j \) on \( P \), if node \( i \) and \( j \) don’t have a direct relationship between them, then \( r_{i,j} > R_{i,j} \), where \( r_{i,j} \) is the total distance between node \( i \) and \( j \) on the single path, i.e., \( R_{i,j} = Sim(v_1, v_2) + Sim(v_2, v_3) + ... + Sim(v_{t-1}, v_t) \). A scenario of Definition 6 is shown in Fig.2.

For ease of reference, in Table 1, we list the basic notations used in this paper.

3.2 Problem Definition

With the terminologies described above, the two problems to be solved in our paper are defined as follows:

**Problem 1. Node Embedding.** Given a undirected graph \( G \), the goal is to learn the latent representation of nodes with the mapping function \( \Xi_1: \)

\[ G \xrightarrow{\Xi_1} \Phi^V \]

\( \Xi_1 \) such that structure information of the network can be preserved as much as possible by \( \Phi^V \in \mathcal{R}^{N \times K}, \Phi^V \) being the embedding of the \( i \)th node to be inferred.

**Problem 2. Learning Representation of relationship in Metric Space**. Given the latent embedding matrix for all nodes \( \Phi^V \), the goal is to learn a metric function \( \Xi_2 \) that satisfies the following formulation in an unsupervised way:

\[ \Phi^V \xrightarrow{\Xi_2} Z^E \]

for node \( i \) and \( j \), \( Z^E_{i,j} \) is the latent representation of relationships to be inferred with \( \Phi^V_i \) and \( \Phi^V_j \).
4 Learning Representations in Semantic Metric Space

To address the aforementioned problem, we introduce NEMR, which is an unsupervised method and can learn the latent representations of nodes and the relationships between them in metric space.

4.1 Metric Space

Traditional network representation methods embed nodes into a low-dimensional vector space, and they often use inner-product to measure the similarities of node-pairs, then the relationships for node-pairs can be captured. However, this way can not capture the relationships among neighborhoods. As we can see, nodes $\mu_1$ and $\mu_2$ are two neighborhoods of node $v_1$, and the relationship between $u_1$ and $u_2$ can not be captured because they are vertical in the latent space.

What’s more, the models based on inner-product lack the ability of capturing uncertainty of relationships. Some recent studies have focused on the uncertainty of nodes\cite{16,11,42} via Gaussian embedding. Similarly, there is uncertainty in the relationship between nodes. In real networks, the uncertainty of the relationship is due to that nodes play different roles, and it is necessary to consider this uncertainty in metric space when modeling the relationship between nodes.

In order to capture the relationships for node-pair well, we model the relationship between two nodes in metric space. For node $v_i$ and $v_j$, we use the function $g(\Phi_i^V, \Phi_j^V)$ to represent their relationship, in which $\Phi_i^V$ and $\Phi_j^V$ represent the embedding of node $v_i$ and $v_j$. We propose three implementations of function $g(\cdot)$:

2-Norm(2N). The norm of a vector can simply be understood as its length, or the corresponding distance between two points. Two-norm form is a common way to measure the distance between vectors\cite{43,44,45}. Similarly to them, we define the relationship between node $i$ and node $j$ as follow:

$$g(\Phi_i^V, \Phi_j^V) = \|\Phi_i^V - \Phi_j^V\|_2$$

The two norm distance satisfies the critical triangle inequality, which can avoid the case shown in Eq.3.

Multi-Layer Perceptron (MLP). A completed MLP consists of three parts: input layer, output layer and hidden layer. MLP can obtain a complex feature transformation through the combination of linear and nonlinear neural networks. In the real world, simple linear function limits the capacity to model the complex relationships between nodes. We use MLP to capture the relationships between nodes, due to its powerful representation ability:

$$g(\Phi_i^V, \Phi_j^V) = \text{MLP}_\zeta(\Phi_i^V \circ \Phi_j^V),$$

in which, $\circ$ is the concatenation operation and $\zeta$ is the trainable hyper-parameter of MLP.

Variational Inference. To capture the uncertainty of the relationships of nodes in the semantic metric space, we use a gaussian distribution $N(\mu, \sigma)$ to represent the relationship between nodes, where the mean $\mu$ denotes the representation of relationship and the diagonal covariance $\sigma$ represents the certainty. We apply an variational inference model to map the $\Phi_i^V - \Phi_j^V$ to the means and variations of the variational posterior distributions

$$g(\Phi_i^V, \Phi_j^V) = N(\mu_0(\Phi_i^V - \Phi_j^V), \text{diag}(\Sigma_0(\Phi_i^V - \Phi_j^V)), \)
where $\phi$ is the hyper-parameter of variational inference model.

In what follows, we will describe the inference algorithm in next section.

### 4.2 Variational Evidence Lower Bound

To obtain representations of relationships between nodes in an unsupervised way, the log-likelihood of the observed embeddings can be approximated as follows:

$$
\log p(\Phi^V) = \log \int_{\mathcal{Z}^E} p(\Phi^V, \mathcal{Z}^E) d\mathcal{Z}^E
$$

$$
= \log \int_{\mathcal{Z}^E} p(\Phi^V, \mathcal{Z}^E) \frac{q_\phi(\mathcal{Z}^E | \Phi^V)}{q_\phi(\mathcal{Z}^E | \Phi^V)} d\mathcal{Z}^E
$$

$$
\geq \mathbb{E}_{q_\phi(\mathcal{Z}^E | \Phi^V)} \left[ \log \frac{p(\Phi^V, \mathcal{Z}^E)}{q_\phi(\mathcal{Z}^E | \Phi^V)} \right],
$$

(7)

where $q_\phi(\mathcal{Z}^E | \Phi^V)$ is the variational posterior to approximate the true posterior $p(\mathcal{Z}^E | \Phi^V)$ and $q_\phi(\mathcal{Z}^E | \Phi^V)$ is abbreviated as $q_\phi$ without causing misunderstanding in the rest of this paper. We use $q_\phi$ to approximate the true posterior $p(\mathcal{Z}^E | \Phi^V)$, and $\phi$ is the hyper-parameter corresponding to the encoder. For briefly, $q_\phi$ can be assumed as a mean-field distribution, which can be represented as follows:

$$
q_\phi(\mathcal{Z}^E | \Phi^V) = \prod_{i,j=1}^{N} q_\phi(Z_{i,j}^E | \Phi^V)
$$

(8)

The joint distribution $p_\theta(\Phi^V, \mathcal{Z}^E)$ can be represented as:

$$
p(\Phi^V, \mathcal{Z}^E) = p(\mathcal{Z}^E) \prod_{i,j=1}^{N} p(\Phi^V_i, \Phi^V_j | Z_{i,j}^E),
$$

(9)

where $\theta$ is the hyper-parameter corresponding to the decoder.

By jointing Eq.7, Eq.8 and Eq.9, the log-likelihood can be rewritted as:

$$
\log p(\Phi^V) \geq \mathbb{E}_{q_\phi} \left[ \sum_{i,j=1}^{N} \log \frac{p(\Phi^V_i, \Phi^V_j | Z_{i,j}^E)}{q_\phi(Z_{i,j}^E | \Phi^V)} \right]
$$

$$
- D_{KL}(q_\phi(\mathcal{Z}^E | \Phi^V) \parallel p(\mathcal{Z}^E))
$$

$$
= \mathcal{L}(\theta, \phi; \Phi^V)
$$

(10)

Following the settings in [26], all the priors and posterior distributions are setted to be gaussian distributions. $D_{KL}(q_\phi(Z_{i,j}^E | \Phi^V) \parallel p(Z_{i,j}^E))$ can be computed by parameters of gaussian distributions. By using the reparameterization trick[26] and Monte Carlo estimating the expectation terms, we can derivate the ELBO as follow:

$$
\mathcal{L}(\theta, \phi; \Phi^V) = \frac{1}{L} \sum_{l=1}^{N} \sum_{i,j=1}^{L} \log p_\theta(\Phi^V_i, \Phi^V_j | Z_{i,j}^{E(l)})
$$

$$
- D_{KL}(q_\phi(Z_{i,j}^E | \Phi^V) \parallel p(Z_{i,j}^E)),
$$

(11)

where

$$
Z_{i,j}^{E(l)} = \mu(\Phi^V_i - \Phi^V_j) + \sigma(\Phi^V_i - \Phi^V_j) \odot \epsilon^l, \epsilon^l \sim \mathcal{N}(0, I).
$$

(12)

As shown in Eq.11, by optimizing the lower bound we can obtain the latent embedding $Z_{i,j}^E$, which can be regarded as the relationship between node $i$ and $j$.

### 4.3 Learning

In order to solve the problem that the methods based on inner-product can not capture the complex relationships between nodes well, we adopt three methods to model the relationship between nodes in metric space(see in §4.1). In what follows, we propose two constrains of path(see in Definition.4 and Definition.6): the equivalence of multiple-paths and the natural order of a single-path, and our loss function can be divided into two independent parts corresponding to them.

The first part can be represented as follows:

$$
\mathcal{L}_{mul} = \sum_{i,j=1}^{N} \sum_{P_1, P_2 \in S_{i,j}} G(R_{P_1}, R_{P_2}),
$$

(13)

that is, locally per node-pair $i$ and $j$ we want the sum of the relationships of each path to be the same. $S_{i,j}$ represent the set of path between node $i$ and $j$, $P_1$ and $P_2$ are two paths in $S_{i,j}$, $R_P$ represent the sum of relationships of path $P$, assume that $P = \{v_1, v_2, \ldots, v_{l-1}, v_l\}$, the $R_P$ can be calculated as follows:

$$
R_P = g(\Phi^V_1, \Phi^V_2) + \ldots + g(\Phi^V_{l-1}, \Phi^V_l),
$$

(14)

in which, function $g(\cdot)$ (detailed in [4,1]) can map the relationship between nodes into metric space. If we map the relationship into metric space by 2-Normal(2N)/Multilayer Perceptron(MLP), the $g(\Phi^V_1, \Phi^V_2)$ is a constant/vector, $R_P$ can be calculated by element-wise addition. Specifically, if we map the relationship into metric space by variational Inference(VI), the $g(\Phi^V_1, \Phi^V_2)$ is a gaussian distribution. Following [46], the sum of two gaussian distributions is also
a gaussian distribution, suppose \( \mathcal{P}_1 \sim \mathcal{N}(\mu_1, \Sigma_1), \mathcal{P}_2 \sim \mathcal{N}(\mu_2, \Sigma_2) \), \( \mathcal{P}_{1+2} \sim \mathcal{N}(\mu_1 + \mu_2, \Sigma_1 + \Sigma_2) \).

Accordingly, the function \( G(\cdot) \) can be written in the following forms:

- For 2N and MLP, we have:
  \[
  G(R_{P_1}, R_{P_2}) = (R_{P_1} - R_{P_2})^2.
  \]  

- For VI, we have:
  \[
  G(R_{P_1}, R_{P_2}) = D_{KL}(R_{P_1} \parallel R_{P_2})^2,
  \]

where \( D_{KL}(\cdot) \) is the KL-divergence to measure the similarity of two distributions, which can be represented as follows:

\[
D_{KL} (N_1 \parallel N_2) = \frac{1}{2} [tr(\Sigma_1^{-1} \Sigma_2) + (\mu_1 - \mu_2)^T \Sigma_1^{-1} (\mu_1 - \mu_2) - L - \log \frac{det(\Sigma_2)}{det(\Sigma_1)}].
\]  

The second part of our loss function can be represented as follows:

\[
L_{sin} = - \sum_{P \in \mathcal{T}} \sum_{i,j \in P} \exp(r'_{i,j} - R_{i,j}),
\]  

in which, \( \mathcal{T} \) is the set of single-paths in network, \( r'_{i,j} \) represents the direct distance in relation metric space, \( R_{i,j} \) is the sum of relationships between node \( i \) and \( j \). The \( \exp(r'_{i,j} - R_{i,j}) \) can be derived as Eq.15, Eq.16 and Eq.17.

Finally, we optimize the following joint objective function that is the sum corresponding to Eq.13 and Eq.18:

\[
L = \lambda L_{mul} + (1 - \lambda) L_{sin},
\]  

in which, \( \lambda \) is a trade off parameter to balance the two parts of the loss function \( L \). We can optimize the parameters such that the loss \( L \) is minimized, the two constrains we proposed can be satisfied. When the model has converged, we can get high quality node embeddings. Especially, for the variational inference method, we need to add the ELBO to the objective function for optimization, and the loss function can be rewritten as follows:

\[
L = \lambda L_{mul} + (1 - \lambda) L_{sin} + L(\theta; \phi; \Phi^V).
\]

The overview of NEMR is shown in Algorithm 1.

### 5 EXPERIMENTS

To verify the effectiveness of our proposed algorithm, we compared NEMS with existing state-of-the-art algorithms in the tasks of link prediction and node classification. And we also analyze the impact of the parameter sensitivity of our algorithm, e.g., the embedding size and the percentage of training edges.

#### 5.1 Data Sets

We use several public graph datasets, the statistics of which is provided in Tab. 2:

- **Cora**\(^{[47]}\): The Cora datasets is citation networks, which is composed of a large number of academic articles. Nodes are publications and edges are citation links.

- **DBLP**\(^{[42]}\): DBLP dataset\(^{[2]}\) which consists of bibliography data in computer science. Each paper may cite or be cited by other papers, which naturally forms a citation network.

- **BlogCatalog**\(^{[48]}\): This dataset is a social relationship network, which is crawled from the BlogCatalog website\(^{[3]}\). BlogCatalog is composed of the bloggers and their social relationships. The labels of nodes indicate the interests of the bloggers.

- **Flickr**\(^{[48]}\): Flickr is a social network where users can share pictures and videos.\(^{[4]}\) In this dataset, each node is a user and each side is a friend relationship between users. In addition, each node has a label that identifies the user’s interest group.

- **Pubmed**\(^{[47]}\): Pubmed is a public search database that provides biomedical paper and abstract search service.

---

1. Available from: [http://dblp.uni-trier.de/xml/](http://dblp.uni-trier.de/xml/)
2. Available from: [http://www.blogcatalog.com/](http://www.blogcatalog.com/)
3. Available from: [http://www.Flickr.com/](http://www.Flickr.com/)
Table 2 Link prediction performance with embedding size $L = 128$.

| method   | Cora AUC  | DBLP AUC | BlogCatalog AUC | Flickr AP | Pubmed AUC |
|----------|-----------|----------|-----------------|-----------|-------------|
| DeepWalk | .734      | .721     | .716            | .722      | .693        |
| node2vec | .745      | .729     | .725            | .756      | .740        |
| TADW     | .836      | .814     | .763            | .784      | .776        |
| TRIDNR   | .861      | .895     | .805            | .813      | .805        |
| GAE      | .967      | .961     | .941            | .937      | .816        |
| NEMS_2N  | .941      | .943     | .935            | .946      | .801        |
| NEMS_MLP | .924      | .911     | .924            | .930      | .812        |
| NEMS_VL  | .973      | .979     | .984            | .981      | .834        |

Table 3 Statistics of the data sets used in the experiments.

|           | #Nodes | #Edges | #Attributes | #Labels |
|-----------|--------|--------|-------------|---------|
| Cora      | 2,708  | 5,429  | 1,433       | 7       |
| DBLP      | 17,716 | 105,734| 1,639       | 4       |
| BlogCatalog | 5,196 | 171,743| 8,189       | 6       |
| Flickr    | 7,575  | 239,738| 12,047      | 9       |
| Pubmed    | 19,717 | 44,338 | 500         | 3       |

5.2 Baselines

To evaluate the performance of our model, we compare our NEMR with the following baselines in this paper:

- **DeepWalk**[3]: This method is inspired by Skip-Gram model, and it adopts random walk to extract node sequences. By doing so, Skip-Gram model can be used to obtain the node embeddings.

- **Node2Vec**[10]: A variant of DeepWalk, which apply Depth-First Search(DFS) and Breadth-First Search(BFS) into random walk. Node2Vec adopts a flexible neighborhood sampling strategy to capture the Hojophily and Homogeny of the network.

- **TADW**[34]: A method based on low-rank matrix factorization which considers graph structure and text features.

- **GAE**[30]: The GAE model is an example of VAEs that learns representations for attributed networks.

- **TRIDNR**[17]: TRIDNR is an extension of DeepWalk[3] model. This model considers network structures, the contexts of nodes and the labels of nodes when obtaining node embeddings.

We implement all the baselines by the codes released by the authors. For DeepWalk model and its variants, the window size $w$ is set to 4 and the size of negative sample $N$ is set to 5, the length of random walk $t$ is set to 20. For all baselines, the embedding size $K$ is set to 128. The initial learning rate of Adam is set as 0.001. For our model, when extracting the path between nodes $i$ and $j$, we filter out the path which length is greater than 10(Cora) or 20(DBLP, BlogCatalog and Flickr). For our inference neural network, we use a 128-dimensional hidden layer and 128-dimensional latent variables in all experiments.

5.3 Link Prediction

Link prediction aims to predict the future interactions of nodes in the network, and it can be also used in multiple tasks, e.g., the recommendations of friends and products. In this subsection, we compare our NEMR with the baselines on link prediction task. Same to [30][35], we create a validation/test set that contains 5%/10% randomly selected edges...
respectively and equal number of randomly selected non-edges. To measure the performance of link prediction task, we report the area under the ROC curve (AUC) and the average precision (AP) scores for each method.

Table 3 shows the link prediction performance of our NEMR and the baselines on the five datasets mentioned in §5.1. We can see that, our NEMR model significantly outperforms the baselines across all datasets. In DBLP, BlogCatalog and Filckr datasets, NEMR\_VL all achieves the best performance, that is because our NEMR\_VL considers the equivalence of multiple-paths which is sensitive for relation-rich datasets. What’s more, NEMR\_VL maps the relationship between nodes into a distribution to capture the uncertainty which can better learn network structures. NEMR\_2N and NEMR\_MLP also show excellent performance which demonstrate that modelling the relationship in metric space is effective to learn better node embeddings.

### 5.4 Sensitivity analysis.

The dimension of the embedding is sensitive, if the dimension of embedding is too small, the relationship between nodes cannot be captured well, otherwise it will suffer from overfitting and increasing computational complexity. In this section, We analyze the effect of embedding dimension on performance, when $L$ is equal to 4, 8, 16, 32, 64, 128. Finally, we evaluate the performance w.r.t. the percentage of training edges varying from 30\% to 85\%, averaged over 10 trials.

As we can see in Fig.4(a) and (b), our model still shows good performance under low embedding sizes. Even for $L = 4$, our NEMR\_VL achieves the best performance compared to the other baselines. That is because NEMR embed the relationship between nodes as a gaussian distribution which allow us to capture uncertainty of the relationship between nodes.

We also evaluate NEMR’s sensitivity about the size of the training edges, and the percentage of training edges is set from 15\% to 85\%, repeated 10 times. As we can see in Fig.4(c) and Fig.4(d), with the increase of the percentage of training edges, the performance of our model improves significantly. Our NEMR model obtains the network structure through two constrains (see in Definition. 4 and Definition. 6) of the paths, the increasing size of training edges means that NEMR can capture the relationships between nodes better.

### 5.5 Node Classification

Node classification is also one of the important tasks to detect the performance of embedding models. In this section, we perform node classification task to evaluate the performance of the learned embeddings and compare with the baseline methods. We choose three datasets (DBLP, BlogCatalog and Flickr) which have ground-truth classes. To be specific, We first sample a small number of nodes as training data and the rest is test data. Same to [3], we use one-vs-rest logistic regression for node classification, and the training data size is 10\%, the results are reported in Tab 4. To obtain the effect of the size of the training data on the classification result,
we make a series of choices on the percentage of the training data (2%, 4%, 6%, 8%, 10%). This process is repeated for 10 times, and we use the average score of F1-score as evaluation metrics. The results are reported in figure 5.

As we can see in Tab.4, our proposed NEMR_VL performs the best in DBLP and BlogCatalog datasets, and shows competitive performance in other datasets compared with other network embedding baselines. Again, it proves that the proposed model can better capture the network structures. Fig.5 shows the influence of the proportion of data used for training logistic regression on experimental performance. NEMR_VL model can obtain the optimal performance under various conditions which proves the stability of our model.

6 CONCLUSION

We proposed a novel Network Embedding on Metric of Relation algorithm, NEMR, an unsupervised approach that can efficiently learn the embeddings of both nodes and their relationships for large scale networks. In metric space, we model the relationship between nodes in three ways, where the variational inference embeds the relationship as a gaussian distribution allowing us to capture uncertainty. Furthermore, we proposed the equivalence between multiple paths which can obtain the rich information of the edges in network. In our experiments, we have evaluated the performance of NEMR and the baseline algorithms on seven real-world social networks. The experimental results have demonstrated that our NEMR model is effective for learning node embeddings. As future work we consider to incorporate attributes of nodes into the model and apply our NEMR into a series of networks, e.g., tree network and star network.
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