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Abstract. Intermittency phenomena are known to be among the main reasons why Kolmogorov’s theory of fully developed turbulence is not in accordance with several experimental results. This is why some fractal statistical models have been proposed in order to realign the theoretical physical predictions with the empirical experiments. They indicate that energy dissipation, and thus singularities, are not space filling for high Reynolds numbers. This note aims to give a precise mathematical statement on the energy conservation of such fractal models of turbulence. We prove that for \( \theta \)-Hölder continuous weak solutions of the incompressible Euler equations energy conservation holds if the upper Minkowski dimension of the spatial singular set \( S \subseteq \mathbb{T}^3 \) (possibly also time-dependent) is small, or more precisely if \( \dim_M(S) < 2 + 3\theta \). In particular, the spatial singularities of non-conservative \( \theta \)-Hölder continuous weak solutions of Euler are concentrated on a set with dimension lower bound \( 2 + 3\theta \). This result can be viewed as the fractal counterpart of the celebrated Onsager conjecture and it matches both with the prediction given by the \( \beta \)-model introduced by Frisch, Sulem and Nelkin in [22] and with other mathematical results in the endpoint cases.
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1. Introduction

We consider the incompressible Euler equations

\[
\begin{align*}
\partial_t v + \text{div}(v \otimes v) + \nabla p &= 0, \\
\text{div } v &= 0,
\end{align*}
\]

(1.1)

in the spatial periodic setting \( \mathbb{T}^3 = \mathbb{R}^3 \setminus \mathbb{Z}^3 \), where \( v : \mathbb{T}^3 \times [0, T] \to \mathbb{R}^3 \) is a vector field representing the velocity of the fluid and \( p : \mathbb{T}^3 \times [0, T] \to \mathbb{R} \) is the hydrodynamic pressure. We study weak solutions of the system (1.1), namely vector fields \( v \in L^2(\mathbb{T}^3 \times [0, T]; \mathbb{R}^3) \) such that

\[
\int_0^T \int_{\mathbb{T}^3} (v \cdot \partial_t \varphi + v \otimes v : \nabla \varphi) \, dx \, dt = 0
\]

for all test functions \( \varphi \in C_0^\infty(\mathbb{T}^3 \times (0, T); \mathbb{R}^3) \) with \( \text{div } \varphi = 0 \). The pressure does not appear in the weak formulation due to the constraint \( \text{div } \varphi = 0 \), but it can be recovered a posteriori from the weak solution \( v \) as the unique 0-average solution of the elliptic equation

\[
- \Delta p = \text{div } \text{div}(v \otimes v),
\]

(1.2)

which is derived, formally, by computing the divergence of the first equation in (1.1).

The Euler system models the motion of an incompressible non-viscous fluid and it can be seen as the vanishing viscosity limit of the Navier-Stokes equations, where the viscosity modelled with the
additional term $\nu \Delta v$ for $\nu > 0$ on the right-hand side of the first equation in (1.1). This term is responsible for the kinetic energy dissipation

$$\frac{d}{dt} e_v(t) = -\nu \int_{\mathbb{T}^3} |\nabla v^\nu(x,t)|^2 \, dx \tag{1.3}$$

of solutions $v^\nu$ of the Navier-Stokes equations, where the kinetic energy is defined as

$$e_v(t) := \frac{1}{2} \int_{\mathbb{T}^3} |v(x,t)|^2 \, dx.$$ 

The energy identity (1.3) holds for sufficiently smooth solutions $v^\nu$ of the Navier-Stokes equations and, in the lucky case in which their regularity (say $C^1(\mathbb{T}^3 \times [0,T])$) is preserved in the limit $\nu \to 0$, this would imply that the vanishing viscosity limit $v$ is a conservative solution of Euler, i.e.

$$\frac{d}{dt} e_v \equiv 0. \tag{1.4}$$

Kolmogorov’s celebrated Theory of Turbulence (K-41) \cite{Kolmogorov1941} from 1941 instead postulates that the mean energy dissipation rate $\nu \int |\nabla v^\nu| \, dx$ remains, in a suitable statistical sense, uniformly positive as $\nu \to 0$, thus predicting that in general the smoothness of solutions $v^\nu$ to Navier-Stokes deteriorates in the vanishing viscosity limit. This prediction culminated in Onsager’s conjecture \cite{Onsager1949} from 1949, which asserted that the sharp regularity threshold to deduce energy conservation (1.4) for solutions $v$ of (1.1) is $v \in L^\infty((0,T); C^{1/3}(\mathbb{T}^3))$.

The full proof of energy conservation for weak solutions $v$ of (1.1) was given by Constantin, E and Titi \cite{Titi1998} for $v \in L^3((0,T); B^{3/\infty}_3(\mathbb{T}^3))$ for some $\theta > 1/3$ (see also \cite{Scheffer1993}). We refer also to \cite{Titi1998} for a slightly sharper result and to \cite{Isett2015, Isett2017} for a different proof relying on the kinetic energy regularity $e_v \in C^{\theta/1-\theta}(0,T]$. While the energy conservation relies on somehow standard analytical tools, the construction of non-conservative solutions to (1.1) turned out to be challenging and technical. The first $L^2$ weak solutions to (1.1) violating (1.4) were built in \cite{Isett2015} and \cite{Isett2017} respectively by Scheffer and Shnirelman. The turning point in resolving the flexibility part of Onsager’s conjecture was reached with the work \cite{DeLellis2015} of De Lellis and Székelyhidi in which they proved the existence of $C^0$ dissipative Euler flows by introducing so-called convex integration techniques in the context of fluid dynamics. After a series of fundamental advancements \cite{DeLellis2013, DeLellis2017} and \cite{Isett2018}, Isett finally proved the existence of non-conservative $\theta$–Hölder continuous weak solutions of Euler in the whole range $\theta < \frac{1}{3}$ in \cite{Isett2019}, thus confirming Onsager’s prediction (see also \cite{Isett2020} for an improvement to dissipative solutions).

Kolmogorov’s Theory of Turbulence, and consequently Onsager’s prediction, builds on the assumption of statistical homogeneity, isotropy and self-similarity, which implies, by scaling arguments and a dimensional analysis, that the structure functions $S_p(\ell) := \langle |v(x + \ell \hat{e}, t) - v(x, t)|^p \rangle$ obey

$$S_p(\ell) \sim \ell^{\zeta_p},$$

where $\zeta_p = \frac{p}{3}$, $p \geq 1$ and $\langle \cdot \rangle$ denotes an average over $x \in \mathbb{T}^3$, $\hat{e} \in \mathbb{S}^2$ and a probabilistic ensemble average that, in case of ergodicity of the random process governing the fluid motion, coincides with a long time average. Thus Kolmogorov’s prediction $\zeta_p = \frac{p}{3}$ gives the rather natural candidate $\theta = \frac{1}{3}$ as a Hölder regularity exponent for such turbulent solutions as noticed by Onsager. It is well-known though that away from the case $p = 3$, in which $\zeta_p = 1$ is an exact result known as Kolomogorov’s $4/5$-law, $\zeta_p = \frac{p}{3}$ is in disagreement with several experiments \cite{Titi1998, DeLellis2017}. These phenomena go under the name of intermittency and are a consequence of the breakdown of self-similarity of Turbulence (see for instance \cite{DeLellis2015}) , which suggests that the exponents $\zeta_p$ can not be determined from a scaling analysis alone. Furthermore, it has been observed numerically \cite{Scheffer2015} that at high Reynolds numbers, singularities (or large gradients) of solutions, and thus also energy dissipation, are not space filling and thus one should assume that the solution is smooth outside a closed singular set $S \subset \mathbb{T}^3$ with
fractal dimension $\gamma < 3$. Depending on how to model the fractal behaviour of such singularities, many physical models have been proposed to modify the K-41 theory (see for instance [29] Chapter 2), for which the mathematical community subsequently tried to build solid analytical foundations (see [9,18] and references therein).

Nevertheless, a precise statement on the energy conservation for such generalised Turbulence models, or better, a fractal counterpart of Onsager’s conjecture, seems, to the best of our knowledge, to be missing in the mathematical literature and it is indeed the content of this note. Let us point out that the question of energy conservation for weak solutions of (1.1) with a non space filling singular set has been addressed previously in [6,32] but only for integer dimensions. The result of this note instead is more general and seems to be optimal since it matches with the predictions of some physical models and other mathematical results discussed below.

In 1978, Frisch, Sulem and Nelkin proposed in [22] a modification of the K-41 theory, called the $\beta-$model (also known as absolute curdling), in which the energy dissipation is assumed to be uniformly distributed on a homogeneous fractal with a given dimension $\gamma < 3$. Under this assumption they deduce that the structure functions obey

$$S_p(\ell) \simeq \ell^{\zeta_p^*} \text{ with } \zeta_p^* = 3 - \gamma + \frac{p}{3}(\gamma - 2).$$

Indeed, they deduce the validity of the previous relation as a consequence of [22] Formula (3.5)] which asserts that a typical velocity increment over a distance $\ell$ is

$$|v(x + \ell e) - v(x)| \simeq \ell^{\frac{3}{2}}.$$  

We refer to [9,18] where the validity of such scaling laws has been mathematically consolidated for various fractal, or more generally multifractal, models of Turbulence. Thus, in analogy to the heuristics leading from Kolmogorov’s Theory (corresponding to the case $\gamma = 3$) to the Onsager exponent $1/3$, this fractal model suggests that the natural Hölder regularity exponent of a turbulent solution is given by $\theta = (\gamma - 2)/3$, or, from the opposite perspective, given an Hölder regularity $\theta$ of the solution, the right fractal dimension which is consistent with the scaling law (1.6) is

$$\gamma = 2 + 3\theta.$$  

Guided by these heuristics we prove a generalised energy conservation result for incompressible Euler equations, which can be viewed as the fractal generalisation of the proof of Constantin, E and Titi [11].

In order to state the result, we introduce, for a time-dependent family of sets $\{S_t\}_{t \in [0,T]} \subseteq \mathbb{T}^3$, a uniform-in-time upper Minkowski dimension

$$\dim_{M,\infty} (\{S_t\}_{t \in [0,T]}):= \inf \left\{ s \geq 0 : \mathcal{M}_s (\{S_t\}_{t \in [0,T]}) = 0 \right\},$$

where $\mathcal{M}_s$ denotes a variant of the upper Minkowski content, obtained by computing the uniform-in-time shrinking rate (in volume) of the $\varepsilon$-neighbourhoods $(S_t)_\varepsilon := \{ x \in \mathbb{R}^3 : \text{dist}(x, S_t) \leq \varepsilon \}$. More explicitly,

$$\mathcal{M}_s (\{S_t\}_{t \in [0,T]}):= \limsup_{\varepsilon \downarrow 0} \sup_{t \in [0,T]} (2\varepsilon)^{s-3} \mathcal{H}^3 ((S_t)_\varepsilon).$$

The definitions (1.8)–(1.9) are natural in that they coincide with the usual Minkowski content and dimension (controlling in turn the box-counting and Hausdorff dimension, see for instance [27] Chapter 5)) in case the set $S_t = S$ does not depend on time. We refer to Section 3 for details. In this language we have the following

**Theorem 1.1.** Let $\theta \in (0,1/3)$ and $r \in (3/(2 + 3\theta), \infty)$ . Assume that $v \in L^3 ((0, T); B^\theta_{3r,\infty} (\mathbb{T}^3)) \cap C^0 ((0, T]; L^2 (\mathbb{T}^3))$ is a weak solution of (1.1) such that for almost every $t \in [0, T]$ there exists a closed set $S_t \subseteq \mathbb{T}^3$ with the following properties:
(i) the family \( \{S_t\}_{t \in [0,T]} \) is not space filling in the sense that
\[
\gamma := \dim_{\mathcal{M}_\infty} (\{S_t\}_{t \in [0,T]}) < 3. \tag{1.10}
\]

(ii) \( v(t) \in C^1 (\mathbb{T}^3 \setminus S_t) \) with
\[
|\nabla v(x, t)| \leq C(t) \text{dist}(x, S_t)^{-\kappa} \quad \forall x \in \mathbb{T}^3 \setminus S_t \tag{1.11}
\]
for some time dependent constant \( C \in L^3((0,T)) \) and some
\[
0 \leq \kappa < \frac{r - 1}{r} \cdot \frac{3(1 - \theta)}{1 - 3\theta}. \tag{1.12}
\]

Then if
\[
\gamma < \begin{cases} 
3 - \frac{r - 1}{r}(1 - 3\theta) & \text{if } \kappa \leq 1 - \theta, \\
3 - \frac{\kappa}{1 - \theta} \cdot \frac{r - 1}{r}(1 - 3\theta) & \text{if } \kappa > 1 - \theta,
\end{cases} \tag{1.13}
\]
v conserves the kinetic energy, that is \( e_v(t) = e_v(0) \) for every \( t \in [0,T] \).

The theorem is stated in the larger class of Besov regularity; for \( r = \infty \) the latter corresponds to the usual Hölder space \( C^\theta \) and in this case, the theorem gives the dimension \( \gamma \) as the sharp threshold for energy conservation as predicted from the \( \beta \)-model under a restriction on the blow-up rate of \( \nabla v(x) \) as \( x \) approaches the singular set. Such an assumption was not included in the original \( \beta \)-model [22], where only a qualitative behaviour of the solution outside the singular set was enough to describe the model. It is somehow curious that to deduce the threshold \( \gamma \) the assumption on the gradient reads
\[
|\nabla v(x, t)| \lesssim \text{dist}(x, S_t)^{-1 - (1 - \theta)} \quad \forall x \in \mathbb{T}^3 \setminus S_t, \tag{1.14}
\]
which is on one side a common behaviour one would expect from reasonable \( \theta \)-Hölder continuous function and on the other side it is clearly correlated with the definition of the singular set of order \( \theta, S(\theta) \), given in the seminal paper [21] of Frisch and Parisi when introducing the so-called multifractal model. We also refer to [18] in which upper bounds on the Hausdorff dimension of \( S(\theta) \) are given in terms of the Besov regularity of the solution.

The energy conservation result of Theorem 1.1 is a consequence of the general fact that, under the assumptions of Theorem 1.1, every time dependent vector field \( v = v(x, t) \) (not necessarily solving (1.1)) satisfies \( v \in \tilde{L}^3((0,T); B^{1/3}_3((\mathbb{T}^3))) \) (see Proposition 3.1 below). This improved Besov regularity of \( v \) then implies energy conservation by [11]. We refer to Section 3 for a detailed discussion on the hypothesis assumed in Theorem 1.1 together with an heuristic Euler-based proof (à la Constantin, E and Titi) which highlights the importance of those assumptions. The fact that in our case energy conservation is implied by the property on general functions of being \( B^{1/3}_3((\mathbb{T}^3)) \) is also consistent with [7] in which the authors constructed a divergence-free vector field in \( B^{1/3}_3((\mathbb{T}^3)) \) whose energy flux (that is basically the limit as \( \delta \to 0 \) of the right hand side of (5.22) below) is non-zero. Thus it would be very unlikely that energy would be conserved while not having \( v(t) \in B^{1/3}_3((\mathbb{T}^3)) \). Also, we mention that the blow-up rate (1.14) is also implicitly assumed in [6] since it appears in their definition of the space \( \text{Lip}(\alpha_0, \alpha_1, 0, k) \), thus in this direction our theorem generalises [6] since we can also deal with bigger blow-up rates, as well as non-integer dimensions.

Clearly, when the set \( S_t \) is empty, assumption (ii) has to be intended by posing \( \text{dist}(x, S_t) = 1 \), which would read as
\[
|\nabla v(x, t)| \leq C(t) \quad \text{with } C \in L^3((0,T)). \tag{1.15}
\]
The latter implies \( v \in L^3((0,T); \text{Lip}(\mathbb{T}^3)) \) and energy conservation follows immediately from [11].
Theorem 1.1 also generalises (in space) the result [24] by Isett which asserts that space filling singularities ($\gamma = 3$) are needed in order to allow solutions of (1.1) belonging the endpoint regularity class $L^3((0,T); B_{3r,\infty}^{1/h})$ with $r > 1$ to not conserve the kinetic energy. This is indeed another way to look at Theorem 1.1 that we highlight in the following.

Corollary 1.2. Let $\theta \in (0,1/3)$. Assume that $v \in L^3((0,T); C^\theta(T^3)) \cap C^0([0,T]; L^2(T^3))$ is a non-conservative weak solution of (1.1) such that for almost every $t \in [0,T]$ there exists a closed set $S_t \subseteq T^3$ such that

$$v(t) \in C^1(T^3 \setminus S_t) \quad \text{with} \quad |\nabla v(x,t)| \leq C(t) \text{dist}(x,S_t)^{-\kappa} \quad \forall x \in T^3 \setminus S_t$$

(1.16)

for some time dependent constant $C \in L^3((0,T))$ and some $\kappa \leq 1 - \theta$. Then

$$\dim_M(\{S_t\}_{t \in [0,T]}) \geq 2 + 3\theta.$$

Even if the previous result could be stated in the larger class of the Besov regular solutions considered in Theorem 1.1 we prefer to state it only in the Hölder case since it naturally matches with the (apparently) sharp dimension (1.7).

It is then natural to ask if the convex integration techniques can be adapted in order to prove the sharpness of the previous corollary, namely to construct dissipative Hölder continuous weak solutions of the incompressible Euler equations whose space singularities concentrates on a spatial set of small dimension. Such a concentration of singularities has been recently achieved in [15] in the temporal domain, where the two present authors proved the existence of a non-trivial lower bound for the Hausdorff dimension of the singular set of times for $C^\theta(T^3 \times [0,T])$ weak solutions together with the existence of solutions whose (non-empty) singular set of times has quantifiably small (in terms of $\theta$) Hausdorff dimension. This answered to a question posed in [8] (see also [5] where the idea of concentrating singularities on a small set of times via a convex integration scheme as been first introduced). We conclude by mentioning that the non-conservative weak solutions constructed in [15] (as well as the ones in [5,8]) satisfy $S_t = \emptyset$ for almost every $t > 0$, thus they do not fall in the assumptions of our Theorem 1.1 since the validity of (1.15) would imply energy conservation as already discussed.
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2. Preliminaries

Along the paper, we will consider $T^3$ as spatial domain, identifying it with the 3-dimensional cube $[0,1]^3 \subset \mathbb{R}^3$. Thus, for any vector field $f : T^3 \rightarrow \mathbb{R}^3$ or scalar $f : T^3 \rightarrow \mathbb{R}$ we will always work with its periodic extension to the whole space.

Besov spaces. We define for $\theta \in (0,1)$ and $r \in [1,\infty]$ the Besov space

$$B^\theta_{r,\infty}(T^3) := \{ f \in L^r(T^3) : \| f \|_{B^\theta_{r,\infty}(T^3)} < \infty \},$$

where

$$\| f \|_{B^\theta_{r,\infty}(T^3)} := \sup_{h \neq 0} \frac{\| f(h + \cdot) - f(\cdot) \|_{L^r(T^3)}}{|h|^\theta}.$$ 

$B^\theta_{r,\infty}(T^3)$ is a Banach space when equipped with the norm $\| f \|_{B^\theta_{r,\infty}(T^3)} := \| f \|_{L^r(T^3)} + \| f \|_{B^\theta_{r,\infty}(T^3)}$. It is worth to note that in our context, there is no advantage in considering the more general Besov spaces $B^\theta_{r,s}(T^3)$ with $s \in [1,\infty)$ (defined analogously by taking the $L^s$-norm in $h$) because of the embedding $B^\theta_{r,s}(T^3) \hookrightarrow B^\theta_{r,\infty}(T^3)$. For $r = \infty$ on the other hand, $B^\theta_{r,\infty}(T^3)$ coincides with the space of Hölder continuous functions $C^\theta(T^3)$. Whenever we consider a time-dependent vector field
Mollification. Let \( \varphi \in C_0^\infty(\mathbb{R}^d) \) be a smooth, nonnegative and compactly supported function with \( \|\varphi\|_{L^1} = 1 \). For any \( \delta > 0 \) we define \( \varphi_\delta(x) = \delta^{-d}\varphi(x/\delta) \) and we consider, for a vector field \( f : \mathbb{T}^d \to \mathbb{R}^d \), its spatial regularisation \( f_\delta(x) = (f * \varphi_\delta)(x) = \int_{\mathbb{R}^d} f(x-y)\varphi_\delta(y) \, dy \). We recall some classical mollification estimates as well as the commutator estimate of [11] which is crucial to prove the rigidity part of Onsager’s conjecture.

Proposition 2.1. Let \( d \geq 1 \). For a vector field \( f : \mathbb{T}^d \to \mathbb{R}^d \), \( \theta \in (0,1) \) and \( r \in [1,\infty) \), we have the following

\[
\|\nabla f_\delta\|_{L^r(\mathbb{T}^d)} \leq \delta^{\theta-1}\|f\|_{B^\theta_{p,\infty}(\mathbb{T}^d)},
\]

\[
\|f_\delta \otimes f_\delta - (f \otimes f)_\delta\|_{L^r(\mathbb{T}^d)} \leq \delta^{2\theta}\|f\|_{B^\theta_{p,\infty}(\mathbb{T}^d)},
\]

where the constants in the inequalities above may depend on \( \theta \) and \( r \) but are independent of \( \delta \).

Constants. Throughout the paper we use the symbol \( \lesssim \) to indicate that an inequality holds with a constant which may depend on all parameters of assumptions \((i)\) and \((ii)\) i.e. of the parameters \( \gamma, \kappa, r, \theta \).

### 3. Some remarks and proof of Theorem 1.1

Before giving the proof of our main result we list some remarks on the hypothesis of 1.1 as well as an heuristic computation which allows to guess, at least in the Hölder case, the threshold \( \gamma = 2 + 3\theta \).

Hypothesis \((i)\) In case that \( S_t = S \) does not depend on time, the assumption \((1.10)\) reduces to the requirement that the usual upper Minkowski dimension \( \gamma = \overline{\dim}_M(S) < 3 \), where we recall for completeness that

\[ \overline{\dim}_M(S) := \inf\{s \geq 0 : \overline{M}^s(S) = 0\} \quad \text{with} \quad \overline{M}^s(S) := \limsup_{\varepsilon \to 0} (2\varepsilon)^{s-3}\mathcal{H}^3((S)_\varepsilon). \]

In the time-dependent case, the notion of dimension \((1.3)\) is more restrictive than taking the (essential) supremum in time of the upper Minkowski dimensions since the shrinking rate \((1.9)\) is required to hold uniform in time. Indeed, if hypothesis \((1.10)\) holds, then

\[ \overline{M}_{\infty}^\gamma((S_t)_{t \in [0,T]}) = 0 \quad \text{for every } \gamma > \gamma \]

and hence in particular, there exists \( \varepsilon_0 = \varepsilon_0(\gamma) \in (0,1) \) such that for a.e. \( t \in [0,T] \)

\[ \mathcal{H}^3((S_t)_\varepsilon) \leq \varepsilon^{3-\gamma} \quad \forall \varepsilon \leq \varepsilon_0. \]

It is now immediate to deduce that hypothesis \((1.10)\) implies \( \overline{\dim}_M(S_t) \leq \gamma \) for almost every \( t \in [0,T] \). In other words, it holds in general that

\[ \overline{\dim}_{\infty}((S_t)_{t \in [0,T]}) \geq \text{ess sup}_{t \in [0,T]}(\overline{\dim}_M(S_t)). \]

Conversely, if we only require that \( \text{ess sup}_{t \in [0,T]}(\overline{\dim}_M(S_t)) \leq 3 \), then the threshold \( \varepsilon_0 = \varepsilon_0(\gamma, t) \) in \((3.1)\) can in general not assumed to be uniform in time and this is in fact the main reason for introducing the uniform-in-time Minkowski dimension \((1.9)\).
Restrictions on \( r \) and \( \kappa \). The lower bound \( r > 3/(2+3\theta) > 1 \), as well as the restriction \((1.12)\) on \( \kappa \), is a simple compatibility criterion which guarantees that the right hand-side of \((1.13)\) is strictly positive; otherwise the statement of Theorem \([11]\) is empty. Observe that \( r \downarrow 1 \) as \( \theta \uparrow 1/3 \), which is compatible with the Besov regularity classes considered by \([24]\) at the sharp Onsager exponent \( \theta = 1/3 \).

Dimension \( d \geq 2 \). Theorem \([11]\) and its proof generalise easily to any dimension \( d \geq 2 \) after the following straightforward changes in the statement: in assumption \((i)\) we require the singular set to be not space filling, meaning that \( \gamma < d \). In assumption \((ii)\) the restriction on \( \kappa \) should now read \( 0 \leq \kappa < \frac{r-1}{r} \cdot \frac{d(1-\theta)}{1-3\theta} \). Correspondingly, the upper bound on \( \gamma \) in \((1.13)\) should be replaced by

\[
\gamma < \begin{cases} d - \frac{r}{r-1}(1-3\theta) & \text{if } \kappa \leq 1-\theta, \\ d - \frac{\kappa}{r-1}(1-3\theta) & \text{if } \kappa > 1-\theta. \end{cases}
\]

Heuristic proof à la Constantin, E and Titi \([11]\). To motivate the validity of the threshold \( \gamma = 2+3\theta \) for the upper Minkowski dimension of the spatial singular set, we give a heuristic proof of energy conservation à la Constantin, E and Titi in the easier case in which \( v \in L^3((0,T); C^\theta(\mathbb{T}^3)) \) and the singular set \( S \subseteq \mathbb{T}^3 \) is not depending on time. This proof can be made rigorous and was actually our original idea to tackle the problem; only in the end we realised that the proof of Theorem \([11]\) can be reduced to a general property of Besov functions (see Proposition \([8.1]\) below).

The well-known energy conservation proof \([11]\) is based on spatial regularisations \((v_\delta, p_\delta)\) of \((v, p)\) at scale \( \delta > 0 \), which solve the Euler-Reynolds system

\[
\partial_t v_\delta + \text{div}(v_\delta \otimes v_\delta) + \nabla p_\delta = \text{div} R_\delta
\]

with \( R_\delta := v_\delta \otimes v_\delta - (u \otimes u)_\delta \). Scalar multiplying the previous regularised equation by \( v_\delta \) and integrating on \( \mathbb{T}^3 \) we obtain

\[
\frac{d}{dt} e_{v_\delta}(t) = -\int_{\mathbb{T}^3} R_\delta \cdot \nabla v_\delta \, dx.
\]  

(3.2)

Since we assumed the solution \( v \) to be \( C^1 \) outside \( S \), it is convenient to split the scalar product in the right-hand side of \((3.2)\) in \((S)_\varepsilon := \{ x \in \mathbb{R}^3 : \text{dist}(x, S) \leq \varepsilon \} \) and in its complement

\[
\frac{d}{dt} e_{v_\delta}(t) = -\int_{(S)_\varepsilon} R_\delta \cdot \nabla v_\delta \, dx - \int_{\mathbb{T}^3 \setminus S_\varepsilon} R_\delta \cdot \nabla v_\delta \, dx.
\]

In order to look only at regular points of \( R_\delta : \nabla v_\delta \) in \( \mathbb{T}^3 \setminus S_\varepsilon \), we need to keep the mollification distant from the singular set \( S \), which means that

\[
\delta \lesssim \varepsilon.
\]  

(3.3)

From the assumption \( \dim_M(S) = \gamma < 3 \) we deduce \( \mathcal{H}^3((S)_\varepsilon) \lesssim \varepsilon^{3-\gamma} \) for all sufficiently small \( \varepsilon > 0 \), which together with \((2.1)\) and \((2.2)\) yields

\[
\left| \int_{(S)_\varepsilon} R_\delta \cdot \nabla v_\delta \, dx \right| \lesssim [v(t)]_{C^\theta(\mathbb{T}^3)}^3 \varepsilon^{3\theta-1} \varepsilon^{3-\gamma}.
\]  

(3.4)

Since \( \theta < 1/3 \), the exponent of \( \delta \) in the right-hand side of \((3.4)\) is negative and hence the best choice of \( \delta \) (in terms of \( \varepsilon \)) is the biggest admissible one. The compatibility condition \((3.3)\) implies \( \delta \asymp \varepsilon \), which gives

\[
\left| \int_{(S)_\varepsilon} R_\varepsilon \cdot \nabla v_\varepsilon \, dx \right| \lesssim [v(t)]_{C^\theta(\mathbb{T}^3)}^3 \varepsilon^{2+3\theta-\gamma}.
\]
As $\varepsilon \to 0$, this term goes to zero if $\gamma < 2 + 3\theta$, which after integration in time, implies energy conservation provided that also the second term converges to zero. The latter can be estimated by

$$\left| \int_{T^3 \setminus (S_\varepsilon)} R_{t^*} \cdot \nabla v_\varepsilon \, dx \right| \lesssim |v(t)|^2_{C^{\gamma}(T^3)} \varepsilon^{2\theta} \int_{T^3 \setminus S_\varepsilon} |\nabla v_\varepsilon| \, dx.$$ 

For a general Hölder continuous function the quantity $\int_{T^3 \setminus S_\varepsilon} |\nabla v_\varepsilon| \, dx$ is not bounded in $\varepsilon$ and more precisely, its blow-up rate will depend on the asymptotic behaviour of $|\nabla v(x,t)|$ as $x$ approaches the singular set. That is why, in order to conclude energy conservation, we also need such a hypothesis which is made precise in [ii].

**Proof of Theorem 1.1.** Once an assumption on the blow-up rate of the gradient of the solution when approaching the singular set is needed, the proof of Theorem 1.1 can be reduced to a general property of Besov functions which is stated in the next proposition. The energy conservation of Theorem 1.1 then follows from the result of Constantin, E and Titi which asserts that weak solutions of Euler in the class $L^3((0,T); B^{3/\infty}_{3,\infty}(T^3)) \cap C^0([0,T]; L^2(T^3))$ conserve the kinetic energy, where $B^{3/\infty}_{3,\infty}(T^3) = \bigcup_{\alpha > 0} B^{3/\infty}_{3,\infty}(T^3)$.

**Proposition 3.1.** Let $\theta, r, v, S_1, \gamma, \kappa$ as in the statement of Theorem 1.1 with the only exception that the time dependent vector field $v = v(x,t)$ does not necessarily solve Euler. Then if

$$\gamma < \begin{cases} 3 - \frac{r}{r-1}(1-3\theta) & \text{if } \kappa \leq 1 - \theta, \\ 3 - \frac{r}{r-1}\kappa \left(1 - 3\theta\right) & \text{if } \kappa > 1 - \theta, \end{cases}$$

we have $v \in L^3((0,T); B^{1/\kappa}_{3,\infty}(T^3))$.

**Proof.** We fix $\bar{\gamma} \in (\gamma,3)$ (which will be chosen sufficiently close to $\gamma$ at the very end) and the corresponding threshold $\varepsilon_0 = \varepsilon_0(\bar{\gamma})$ given by hypothesis [ii] such that (3.1) holds for almost every $t \in (0,T)$. Being $\varepsilon_0$ uniform in time, it is enough to prove that $\exists \alpha > 0$ such that

$$\int_0^T \|v(\cdot + h, t) - v(\cdot, t)\|^3_{L^3(T^3)} \, dt \lesssim |h|^{1+\alpha} \quad \forall |h| < \frac{\varepsilon_0}{2}.$$  

(3.6)

Thus let us fix any $h \in B_{\varepsilon_0/2}(0)$. For every $\varepsilon > 0$ such that

$$2|h| \leq \varepsilon < \varepsilon_0$$

(3.7)

we consider the neighbourhoods $(S_t)_\varepsilon = \{x \in T^3 : \text{dist}(x, S_t) \leq \varepsilon\}$ and we split

$$\|v(\cdot + h, t) - v(\cdot, t)\|^3_{L^3(T^3)} = \int_{(S_t)_\varepsilon} |v(x+h, t) - v(x, t)|^3 \, dx + \int_{(S_t)_{\varepsilon_0} \setminus (S_t)_\varepsilon} |v(x+h, t) - v(x, t)|^3 \, dx + \int_{T^3 \setminus (S_t)_{\varepsilon_0}} |v(x+h, t) - v(x, t)|^3 \, dx = I + II + III.$$ 

Note that the compatibility condition (3.7) ensures that in the integrals II and III we only see regular points of $v$.

We estimate $I$ for a.e. $t \in (0,T)$ by using (3.11) together with the assumption $v(t) \in B^{3/\infty}_{3,\infty}(T^3)$

$$I \leq \left( \int_{(S_t)_\varepsilon} |v(x+h, t) - v(x, t)|^3 \, dx \right)^{\frac{1}{3}} \mathcal{H}^3((S_t)_{\varepsilon})^{\frac{r-1}{r}} \lesssim [v(t)]^{3} B^{3/\infty}_{3,\infty}(T^3) |h|^{3\theta} \varepsilon^{3(\gamma - 1)}.$$  

(3.8)
From assumption [ii] together with the constraint (3.7), we deduce that $\forall s \in [0,1]$ and every $x \in \mathbb{T}^3 \setminus (S_t)_{\varepsilon}$ we have the bound

$$|\nabla v(x + sh, t)| \leq C(t) \text{dist}(x + sh, S_t)^{-\kappa} \leq C(t) \left( \text{dist}(x, S_t) - |h| \right)^{-\kappa} \leq C(t)2^\kappa \text{dist}(x, S_t)^{-\kappa}. \quad (3.9)$$

Combining (3.9) with the $C^1$-regularity of $v$ on $\mathbb{T}^3 \setminus (S_t)_{\varepsilon}$ allows to estimate

$$III \leq |h|^3 \int_0^1 \int_{\mathbb{T}^3 \setminus (S_t)_{\varepsilon}} |\nabla v(x + sh, t)|^3 \, dx \, ds \lesssim C^3(t)|h|^3 \varepsilon_0^{-3\kappa}. \quad (3.10)$$

We are left with the second term $II$ which is indeed the only non-trivial estimate. By using again (3.9), we have by Hölder

$$II \leq \left( \int_{\mathbb{T}^3} |v(x + h, t) - v(x, t)|^{2r} \, dx \right)^{1/r} \left( \int_{(S_t)_{\varepsilon} \setminus (S_t)_{\varepsilon}} |v(x + h, t) - v(x, t)|^{-r^*} \, dx \right)^{r^*/r} \lesssim |h|^{2g} [v(t)]_{B_{2r,\infty}^g(\mathbb{T}^3)} |C(t)| h \left( \int_{(S_t)_{\varepsilon} \setminus (S_t)_{\varepsilon}} \text{dist}(x, S_t)^{-r^*\kappa} \, dx \right)^{r^*/r}. \quad (3.11)$$

To estimate the last integral we dyadically decompose the set

$$(S_t)_{\varepsilon_0} \setminus (S_t)_{\varepsilon} \subseteq \bigcup_{i=j_0}^j \left\{ x \in \mathbb{T}^3 : 2^{-i} \leq \text{dist}(x, S_t) \leq 2^{-(i-1)} \right\} =: \bigcup_{i=j_0}^j A_{t,i},$$

for some fixed $j_0 \in \mathbb{N}$ (depending only on $\varepsilon_0$) and $j \in \mathbb{N}$, $j \geq j_0$ which satisfies

$$\varepsilon \leq 2^{-j} \leq 2^{-j_0} \leq \varepsilon. \quad (3.12)$$

Thus, by using again (3.11), we have

$$\int_{(S_t)_{\varepsilon_0} \setminus (S_t)_{\varepsilon}} \text{dist}(x, S_t)^{-r^*\kappa} \, dx \lesssim \sum_{i=j_0}^j \int_{A_{t,i}} \text{dist}(x, S_t)^{-r^*\kappa} \, dx \leq \sum_{i=j_0}^j 2^i \frac{r^*\kappa}{r} H^3(A_{t,i}) \leq \sum_{i=j_0}^j 2^i \frac{r^*\kappa}{r} H^3 \left( (S_t)_{2^{-(i-1)}} \right) \lesssim \sum_{i=0}^j 2^i \frac{r^*\kappa}{r} (3 - \gamma)^i,$$

from which we deduce that

$$\left( \int_{(S_t)_{\varepsilon_0} \setminus (S_t)_{\varepsilon}} \text{dist}(x, S_t)^{-r^*\kappa} \, dx \right)^{r^*/r} \lesssim \sum_{i=0}^j 2^{(3 - \gamma)^i \frac{r^*}{r} i}.$$

The behaviour of the previous sum depends on the sign of the exponent $\kappa - (3 - \gamma)^{\frac{r^*}{r}}$, but we can bound it by

$$\sum_{i=0}^j 2^{(3 - \gamma)^i \frac{r^*}{r} i} \leq C_{\kappa, \gamma, r} j 2^j \max(0, \kappa - (3 - \gamma)^{\frac{r^*}{r}}) \lesssim |\log \varepsilon| |e^{-\max(0, \kappa - (3 - \gamma)^{\frac{r^*}{r}})}|,$$

where we used the choice (3.12) in the last inequality. Inserting this last estimate in (3.11), we obtain

$$II \lesssim C(t)[v(t)]_{B_{2r,\infty}^g(\mathbb{T}^3)}^2 |h|^{1+2g} |\log \varepsilon| e^{-\max(0, \kappa - (3 - \gamma)^{\frac{r^*}{r}})}.$$


which together with \( (3.8) \) and \( (3.10) \), by also integrating in time, yields for \( 2|h| < \varepsilon_0 \)

\[
\int_0^T \|v(\cdot + h, t) - v(\cdot, t)\|_{L^3(T^3)}^3 \, dt \lesssim \left[\left|h\right|^{3\theta + (3-\gamma)\frac{r-1}{r}} + \left|h\right|^3 + \left|h\right|^{1+2\theta} |\log|h|| \left|h\right|^{(3-\gamma)\frac{r-1}{r} - (1-\theta)}\right] \left|h\right|^{\frac{\gamma - \bar{\gamma}}{\kappa}} \leq |\log|h|| \left|h\right|^{3\theta + (3-\gamma)\frac{r-1}{r}} + \left|h\right|^3,
\]

which together with \( (3.6) \) by choosing \( \bar{\gamma} \) sufficiently close to \( \gamma \), if \( \gamma < 3 - \frac{r}{r-1}(1-3\theta) \).

If instead, \( \kappa > 1 - \theta \), we can enforce

\[
3 - \frac{r}{r-1} - \kappa < \gamma < 3 - \frac{r}{r-1} - \frac{\kappa}{\theta} (1 - 3\theta)
\]

so that, with the choice \( \varepsilon = 2|h|^{\frac{\gamma - \bar{\gamma}}{\kappa}} \), we reduces \( (3.13) \) to

\[
\int_0^T \|v(\cdot + h, t) - v(\cdot, t)\|_{L^3(T^3)}^3 \, dt \lesssim \left[\left|h\right|^{3\theta + (3-\gamma)\frac{r-1}{r}} + \left|h\right|^3 + \left|h\right|^{1+2\theta} |\log|h|| \left|h\right|^{\frac{\gamma - \bar{\gamma}}{\kappa}} \left|h\right|^{\frac{r-1}{r} - (1-\theta)}\right] \left|h\right|^{\frac{\gamma - \bar{\gamma}}{\kappa}} \leq |\log|h|| \left|h\right|^{3\theta + (3-\gamma)\frac{r-1}{r}} + \left|h\right|^3,
\]

which again implies \( (3.6) \) by choosing \( \bar{\gamma} \) sufficiently close to \( \gamma \), if \( \gamma < 3 - \frac{r}{r-1} - \frac{\kappa}{\theta} (1 - 3\theta) \).

\[\square\]
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