Geometrical approach to the proton spin decomposition
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Abstract

We discuss in detail and from the geometrical point of view the issues of gauge invariance and Lorentz covariance raised by the approach proposed recently by Chen et al. to the proton spin decomposition. We show that the gauge invariance of this approach follows from a mechanism similar to the one used in the famous Stueckelberg trick. Stressing the fact that the Lorentz symmetry does not force the gauge potential to transform as a Lorentz four-vector, we show that the Chen et al. approach is Lorentz covariant provided that one uses the suitable Lorentz transformation law. We also make an attempt to summarize the present situation concerning the proton spin decomposition. We argue that the ongoing debates concern essentially the physical interpretation and are because of the plurality of the adopted pictures. We discuss these different pictures and propose a pragmatic point of view.
I. INTRODUCTION

It was a big surprise when the experimental results of the European Muon Collaboration (EMC) showed that only a small fraction of the proton spin is carried by the quark spin \[1, 2\], in clear contradiction with the naive quark model picture where the proton spin originates solely from the quark spins. Even a less naive picture, where the three constituent quarks are allowed to orbit, cannot explain such a small fraction. This triggered the so-called proton “spin puzzle” which is one of the most intriguing and interesting topics of hadronic physics \[3\]. A lot of effort has then been made on both theoretical and experimental sides to define and access the missing pieces of the puzzle. According to recent analyses, it turns out that about \(1/3\) of the nucleon spin comes from the quark spin \[4–6\], while the gluon spin seems to contribute little \[7–10\], see also the short reviews \[11, 12\]. These results increased in particular the interest in the orbital angular momentum (OAM) which should account for the substantial missing contribution.

A decade ago, there were essentially two popular decompositions of the proton spin: one is the Jaffe-Manohar decomposition \[13\] and the other is the Ji decomposition \[14\]. The former has a simple partonic interpretation and provides a complete decomposition into quark spin, quark OAM, gluon spin and gluon OAM contributions. However, it is not gauge invariant and is then considered in the light-front gauge in order to make contact with the parton model picture. Later, Bashinsky and Jaffe \[15\] proposed a variation of the Jaffe-Manohar decomposition which has the virtue of being invariant under the residual gauge symmetry. On the contrary, the Ji decomposition is gauge invariant. However, it has no simple partonic interpretation and does not provide any decomposition of the gluon total angular momentum into spin and OAM contributions, in agreement with the textbook claim that there exists no local gauge-invariant operator for the gluon spin \[16, 17\].

Recently, Chen et al. \[18, 19\] proposed to separate explicitly the gauge potential into pure-gauge and physical parts. They obtained a gauge-invariant decomposition which reduces to the Jaffe-Manohar decomposition in a non-abelian generalization of the Coulomb gauge. This new approach triggered many theoretical works in the last few years \[20–45\], and raised a lot of criticism, especially regarding the questions of gauge invariance and Lorentz covariance, see e.g. \[20–22\]. Chen et al. basically replied to this criticism \[24–26\], but were not sufficiently convincing, as one can see from e.g. Ref. \[23\]. For this reason, we come back
to these questions in greater details.

This paper is divided into two parts:

- The first part is a bit technical but shows explicitly that the Chen et al. approach is gauge invariant and is consistent with the Lorentz covariance. In section II we remind the basics of gauge symmetry emphasizing its geometrical interpretation. We provide a geometrical interpretation of the Chen et al. approach, and show that it is based on a mechanism similar to the one used in the famous Stueckelberg trick. In section III we discuss the Lorentz transformation laws in a gauge theory and show that, contrary to a widespread belief, the gauge potential does not necessarily transform as a Lorentz four-vector. Then we conclude that the Chen et al. approach is Lorentz covariant provided that one works with the suitable representation of the Poincaré group.

- The second part of this paper starts with section IV where we summarize and compare the main decompositions of the proton spin. We discuss in section V the different points of view and show how they affect the ongoing controversies. We recommend the adoption of a pragmatic point of view, and discuss how one can in principle access the different kinds of OAM.

Finally, we conclude this paper with section VI.

II. GAUGE INVARIANCE

In this section, we remind the geometrical picture behind gauge theories, though in a slightly non-standard way, which stresses the similarities with general relativity see e.g. Refs. [46–50]. We then discuss the approach proposed by Chen et al. and provide its geometrical interpretation. Finally, we show that the gauge invariance of the Chen et al. approach follows from a mechanism similar to the one used in the famous Stueckelberg trick.

A. Geometrical picture

In gauge theories, a copy $V_x$ of the internal space is attached to each space-time point $x$. The source field $\psi$ then specifies a vector in each copy of the internal space. A gauge

\[1\] In the language of differential geometry, it corresponds to the similarities between the fiber bundles and the tangent bundle.
transformation corresponds to a change of basis in the internal space. Under such a transformation, the components of the source field naturally transform as those of an internal vector

$$\psi(x) \mapsto \tilde{\psi}(x) = U(x)\psi(x),$$

where $U(x)$ is a unitary matrix in the internal space. The $x$-dependence of this transformation law indicates that the change of basis can be different in each copy of the internal space. The gauge symmetry principle states that physics does not depend on the particular choice of basis in each $V_x$, i.e. the physical quantities have to be invariant under gauge transformations. The gauge symmetry is therefore not a physical symmetry in the sense that it is exact and therefore not observable. It can then be considered as a mere redundancy of the mathematical description of the physical system.

One usually needs to compare the source fields at two infinitely close (but separate) space-time points $x$ and $x + dx$, i.e. vectors belonging to different copies of the internal space. One therefore needs to introduce a (parallel transport) rule which maps vectors in $V_{x+dx}$ onto vectors in $V_x$

$$\psi(x + dx) \mapsto \psi\parallel(x + dx) = [1 - igA_\mu(x) dx^\mu] \psi(x + dx),$$

where the so-called gauge potential field $A_\mu(x)$ is a connection defining the notion of parallelism, and is the analogue of the Christoffel symbols in general relativity. The intrinsic variation of the source field is then given by

$$\psi\parallel(x + dx) - \psi(x) = \psi(x + dx) - \psi(x) - igA_\mu(x)\psi(x) dx^\mu$$

$$= [\partial_\mu - igA_\mu(x)] \psi(x) dx^\mu$$

$$= D_\mu \psi(x) dx^\mu,$$

where $D_\mu \equiv \partial_\mu - igA_\mu$ is called the covariant derivative. By construction, the covariant derivative of an internal vector is a vector belonging to the same copy of the internal space. In other words, the covariant derivative of a source field transforms like a source field

$$D_\mu \psi(x) \mapsto \tilde{D}_\mu \psi(x) = U(x)D_\mu \psi(x).$$

---

2 One usually considers only changes that conserve the orthonormality of the basis.
The gauge transformation laws of the covariant derivative and of the connection are then given by

\[ D_\mu \mapsto \bar{D}_\mu = U(x)D_\mu U^{-1}(x), \]
\[ A_\mu(x) \mapsto \bar{A}_\mu(x) = U(x) \left[ A_\mu(x) + \frac{i}{g} \partial_\mu \right] U^{-1}(x). \]

In particular, for electrodynamics one has \( g = -e \) and \( U(x) = e^{-i\alpha(x)} \) with \( \alpha \) an arbitrary function of space and time, so that the gauge transformation law (5) reduces to the familiar abelian one

\[ A^\mu(x) \mapsto \bar{A}^\mu(x) = A^\mu(x) + \partial^\mu \alpha(x). \]

Note also that, contrary to the covariant derivative, the gauge potential does not transform as an internal tensor because of the extra term \( \frac{i}{g} U \partial_\mu U^{-1} \), typical of a connection.

Contrary to ordinary derivatives, the covariant derivatives do not commute with each other. Their commutator defines the so-called field strength tensor

\[ F_{\mu\nu} \equiv \frac{ig}{g}[D_\mu, D_\nu] = \partial_\mu A_\nu - \partial_\nu A_\mu - ig[A_\mu, A_\nu], \]

which transforms as an internal tensor

\[ F_{\mu\nu}(x) \mapsto \bar{F}_{\mu\nu}(x) = U(x)F_{\mu\nu}(x)U^{-1}(x), \]

as one can see directly from eq. (5). It is the analogue of the Riemann curvature tensor in general relativity and can be thought of as a tensor describing some sort of internal curvature.

**B. Physical and pure-gauge degrees of freedom**

The gauge potential has four components in the physical space, but it doesn’t mean that it has four physical degrees of freedom. In fact, the time component is not dynamical since the Lagrangian does not contain its time derivative, and one degree of freedom is decoupled because of the invariance of the theory under gauge transformations. The gauge potential has therefore only two physical degrees of freedom corresponding to the two physical polarizations \( h = \pm 1 \) of the associated gauge boson, namely the photon in QED and the gluon in QCD.
The redundancy in the mathematical description implied by the gauge symmetry is source of many theoretical difficulties. To avoid these complications, one can remove the gauge freedom from the very beginning by imposing conditions on the gauge potential. A typical example is the quantization of electrodynamics in the Coulomb gauge, see e.g. [51, 52]. The advantage of this approach is that one is working only with the physical degrees of freedom, but the price to pay is that one loses explicit Lorentz covariance and gauge invariance [53].

Chen et al. proposed a different approach [18, 19]. The idea is to separate explicitly the unphysical pure-gauge part of the gauge potential from the physical part. By definition, the pure-gauge part of the potential has the same gauge transformation law as the full gauge potential

\[ A_{\mu}^{\text{pure}}(x) \mapsto \tilde{A}_{\mu}^{\text{pure}}(x) = U(x) A_{\mu}^{\text{pure}}(x) + \frac{i}{g} \partial_{\mu} \] \( U^{-1}(x) \),

and does not contribute to the field strength

\[ F_{\mu\nu}^{\text{pure}} = \partial_{\mu} A_{\nu}^{\text{pure}} - \partial_{\nu} A_{\mu}^{\text{pure}} - ig [A_{\mu}^{\text{pure}}, A_{\nu}^{\text{pure}}] = 0. \]

The physical part is then defined as the complement

\[ A_{\mu}^{\text{phys}} \equiv A_{\mu} - A_{\mu}^{\text{pure}}. \]

Note in particular that, even though \( F_{\mu\nu}^{\text{pure}} = 0 \), one has in non-abelian gauge theories

\[ F_{\mu\nu} \neq \partial_{\mu} A_{\nu}^{\text{phys}} - \partial_{\nu} A_{\mu}^{\text{phys}} - ig [A_{\mu}^{\text{phys}}, A_{\nu}^{\text{phys}}]. \]

It follows from the definition of \( A_{\mu}^{\text{pure}} \) that the physical part of the gauge potential transforms as an internal tensor

\[ A_{\mu}^{\text{phys}}(x) \mapsto \tilde{A}_{\mu}^{\text{phys}}(x) = U(x) A_{\mu}^{\text{phys}}(x) U^{-1}(x). \]

In practice, the qualifier “physical” is synonymous with “tensor under (ordinary) gauge transformations”. The field strength tensor and the source field are then other examples of physical fields. One would also like to require that \( A_{\mu}^{\text{phys}} \) contains only the physical degrees of freedom. Since a physical gauge condition removes all gauge freedom, there should exist

---

3 Note that to make this approach concrete, one has to impose further constraints on \( A_{\mu}^{\text{phys}} \) because of the Stueckelberg symmetry discussed in the next section.

4 The qualifier “physical” is unfortunate as it seems to imply also uniqueness. It became however standard in the literature, so I decided to stick to it.
a gauge transformation such that $\tilde{A}_\mu = \tilde{A}_{\mu}^{\text{phys}}$ and therefore $\tilde{A}_\mu^{\text{pure}} = 0$. Consequently, one can write in general $A_\mu^{\text{pure}}$ as a pure-gauge term

$$A_\mu^{\text{pure}} = \frac{i}{g} U_{\mu}^{\text{pure}} \partial_\mu U_{\mu}^{-1}. \quad (15)$$

Obviously, such a term cannot contribute to the field strength.

From a geometrical point of view, the Chen et al. approach amounts to assume that there exists some privileged or “natural” basis in each copy of the internal space. In the following, we will denote the components of any internal tensor in this natural basis with a hat. One can then write the source field as

$$\hat{\psi} = U_{\text{pure}} \hat{\hat{\psi}}, \quad (16)$$

where $U_{\text{pure}}$ is the internal rotation which relates the components $\hat{\hat{\psi}}$ of the source field in the natural basis to the components $\hat{\psi}$ in an arbitrary basis. Manifestly, only $U_{\text{pure}}$ is affected by a gauge transformation

$$\hat{\hat{\psi}}(x) \mapsto \tilde{\hat{\hat{\psi}}}(x) = \hat{\hat{\psi}}(x), \quad \hat{\hat{\psi}}(x) \mapsto \tilde{\hat{\hat{\psi}}}(x) = U(x) U_{\text{pure}}(x). \quad (17)$$

The natural variation of the source field corresponds to the variation of its components in the natural basis $\hat{\hat{\psi}}(x + dx) - \hat{\hat{\psi}}(x)$. Expressed in an arbitrary internal basis, it reads

$$U_{\text{pure}}(x) \left[ \hat{\hat{\psi}}(x + dx) - \hat{\hat{\psi}}(x) \right] = U_{\text{pure}}(x) \partial_\mu \hat{\hat{\psi}}(x) dx^\mu$$

$$= U_{\text{pure}}(x) \partial_\mu \left[ U^{-1}_{\text{pure}}(x) \psi(x) \right] dx^\mu$$

$$= D_{\mu}^{\text{pure}} \psi(x) dx^\mu, \quad (19)$$

where $D_{\mu}^{\text{pure}} = \partial_\mu - ig A_{\mu}^{\text{pure}}$ is called the pure-gauge covariant derivative. The assumption of a natural basis provides us directly with a natural connection $A_{\mu}^{\text{pure}}$. Note that, contrary to the ordinary covariant derivatives, the pure-gauge covariant derivatives commute with each other $[D_{\mu}^{\text{pure}}, D_{\nu}^{\text{pure}}] = -ig F_{\mu\nu}^{\text{pure}} = 0$. So, in this approach, the internal space is not considered as curved.

Both the strength field tensor and the physical part of the gauge potential are internal tensors, and therefore have also natural components

$$F_{\mu\nu} = U_{\text{pure}} \hat{F}_{\mu\nu} U_{\text{pure}}^{-1}, \quad (20)$$

$$A_{\mu}^{\text{phys}} = U_{\text{pure}} A_{\mu}^{\text{phys}} U_{\text{pure}}^{-1}. \quad (21)$$
Note in particular that one has the welcome feature
\[ \mathcal{F}_{\mu\nu} = \partial_\mu \hat{A}_\nu^{\text{phys}} - \partial_\nu \hat{A}_\mu^{\text{phys}} - ig[\hat{A}^{\text{phys}}_\mu, \hat{A}^{\text{phys}}_\nu]. \] (22)

Similarly to the source field, one can consider the natural variation of the physical part of the gauge potential \( \hat{A}_\nu^{\text{phys}}(x + dx) - \hat{A}_\nu^{\text{phys}}(x) \). Expressed in an arbitrary internal basis, it reads

\[
U^{\text{pure}}(x) \left[ \hat{A}^{\text{phys}}_\nu(x + dx) - \hat{A}^{\text{phys}}_\nu(x) \right] U^{-1}_{\text{pure}}(x) \\
= U^{\text{pure}}(x) \partial_\mu \hat{A}^{\text{phys}}_\nu(x) U^{-1}_{\text{pure}}(x) \, dx^\mu \\
= U^{\text{pure}}(x) \partial_\mu \left[ U^{-1}_{\text{pure}}(x) A^{\text{phys}}_\nu(x) U_{\text{pure}}(x) \right] U^{-1}_{\text{pure}}(x) \, dx^\mu \\
= \mathcal{D}^{\text{pure}}_\mu A^{\text{phys}}_\nu(x) \, dx^\mu, \tag{23}
\]

where \( \mathcal{D}^{\text{pure}}_\mu \equiv \partial_\mu - ig [A^{\text{pure}}_\mu, ] \) is called the adjoint representation pure-gauge covariant derivative. Similar covariant derivatives can be obtained for any other representation, just like in general relativity. Thanks to this new pure-gauge covariant derivative, one can simply relate the field strength tensor to the physical part of the gauge potential

\[ F_{\mu\nu} = \mathcal{D}^{\text{pure}}_\mu A^{\text{phys}}_\nu - \mathcal{D}^{\text{pure}}_\nu A^{\text{phys}}_\mu - ig[A^{\text{phys}}_\mu, A^{\text{phys}}_\nu]. \] (24)

\[ \]

C. Stueckelberg gauge symmetry

It is well-known that the introduction of a mass term for the photon breaks explicitly the \( U(1) \) gauge symmetry. However, Stueckelberg found a mechanism where such a term can be introduced without breaking the gauge invariance \[54, 56\]. The idea consists in increasing the number of fields without increasing the number of degrees of freedom thanks to an additional symmetry \[57, 58\]. As observed by Stoilov \[33\], the Chen et al. approach is based on a similar mechanism: the separation of the gauge potential into pure-gauge and physical parts (i.e. instead of one field \( A_\mu \), one plays with two fields \( A_\mu^{\text{pure}} \) and \( A_\mu^{\text{phys}} \)) leads to an enlarged gauge symmetry. In the case of QED, on top of the electromagnetic \( U(1)_{EM} \) gauge symmetry \[7\], there is an additional \( U(1)_S \) gauge symmetry referred to as the Stueckelberg
symmetry

\[ A_\mu^{\text{pure}}(x) \mapsto A_\mu^{\text{pure}, \varphi}(x) = A_\mu^{\text{pure}}(x) - \partial_\mu C(x), \quad (25) \]
\[ A_\mu^{\text{phys}}(x) \mapsto A_\mu^{\text{phys}, \varphi}(x) = A_\mu^{\text{phys}}(x) + \partial_\mu C(x), \quad (26) \]

where \( C \) is an arbitrary scalar function of space and time. The full gauge group is therefore the direct product \( U(1)_{\text{EM}} \times U(1)_S \). The Stueckelberg symmetry implies in particular that the pure-gauge condition \( F_{\mu\nu}^{\text{pure}} = 0 \) is not sufficient to determine uniquely the decomposition \( A_\mu = A_\mu^{\text{pure}} + A_\mu^{\text{phys}} \).

From a geometrical point of view, the Stueckelberg symmetry corresponds to a change of natural basis without changing the actual basis used in the internal space

\[ \psi(x) \mapsto \psi^\varphi(x) = \psi(x), \quad (27) \]
\[ \hat{\psi}(x) \mapsto \hat{\psi}^\varphi(x) = U_0(x) \hat{\psi}(x), \quad (28) \]
\[ U_\text{pure}(x) \mapsto U_\text{pure}^\varphi(x) = U_\text{pure}(x) U_0^{-1}(x). \quad (29) \]

Consequently, the Stueckelberg symmetry group is a copy of the original gauge group, and the full gauge group is simply the direct product of these two groups. Note that the original gauge transformation acts on the left of \( U_\text{pure} \), see Eq. (18), while the Stueckelberg symmetry acts on the right of it, see Eq. (29). Obviously, the Stueckelberg symmetry does not affect the gauge potential \( A_\mu \) but only its decomposition into pure-gauge and physical parts

\[ A_\mu(x) \mapsto A_\mu^\varphi(x) = A_\mu(x) \quad (30) \]
\[ A_\mu^{\text{pure}}(x) \mapsto A_\mu^{\text{pure}, \varphi}(x) = A_\mu^{\text{pure}}(x) + \frac{i}{g} U_\text{pure}(x) U_0^{-1}(x) \left[ \partial_\mu U_0(x) \right] U_\text{pure}^{-1}(x), \quad (31) \]
\[ A_\mu^{\text{phys}}(x) \mapsto A_\mu^{\text{phys}, \varphi}(x) = A_\mu^{\text{phys}}(x) - \frac{i}{g} U_\text{pure}(x) U_0^{-1}(x) \left[ \partial_\mu U_0(x) \right] U_\text{pure}^{-1}(x). \quad (32) \]

For electrodynamics one has \( g = -e \) and \( U_0(x) = e^{-i e C(x)} \), so that the Stueckelberg transformation laws (31) and (32) reduce to the abelian ones (25) and (26), respectively. In terms of natural components, the Stueckelberg transformation laws (30)-(32) read

\[ \hat{A}_\mu(x) \mapsto \hat{A}_\mu^\varphi(x) = U_0(x) \left[ \hat{A}_\mu(x) + \frac{i}{g} \partial_\mu \right] U_0^{-1}(x), \quad (33) \]
\[ \hat{A}_\mu^{\text{pure}}(x) \mapsto \hat{A}_\mu^{\text{pure}, \varphi}(x) = U_0(x) \hat{A}_\mu^{\text{pure}}(x) U_0^{-1}(x), \quad (34) \]
\[ \hat{A}_\mu^{\text{phys}}(x) \mapsto \hat{A}_\mu^{\text{phys}, \varphi}(x) = U_0(x) \left[ \hat{A}_\mu^{\text{phys}}(x) + \frac{i}{g} \partial_\mu \right] U_0^{-1}(x). \quad (35) \]

\[ ^5 \text{Writing the (abelian) pure-gauge field as } A_\mu^{\text{pure}}(x) = \partial_\mu \alpha^{\text{pure}}(x), \text{ one sees that the scalar function } \alpha^{\text{pure}}(x) \text{ plays a role similar to the Stueckelberg field } B(x)/m. \text{ Note that contrary to the Stueckelberg mechanism, the function } C(x) \text{ does not need to satisfy the massive Klein-Gordon equation.} \]
Clearly, the field strength tensor $F_{\mu\nu}$ is invariant under Stueckelberg transformations, contrary to its expression in natural components

$$\tilde{F}_{\mu\nu}(x) \mapsto \tilde{F}^g_{\mu\nu}(x) = U_0(x)\tilde{F}_{\mu\nu}(x)U_0^{-1}(x).$$

(36)

Note also that one has

$$F_{\mu\nu}^{\text{pure}, g} \equiv \partial_\mu A_{\nu}^{\text{pure}, g} - \partial_\nu A_{\mu}^{\text{pure}, g} - ig [A_{\mu}^{\text{pure}, g}, A_{\nu}^{\text{pure}, g}] = 0,$$

(37)

showing that a pure-gauge term remains a pure gauge under Stueckelberg transformations. Consequently, Stueckelberg transformations map physical fields to physical fields. Moreover, since in the natural basis $A_\mu^{\text{pure}} = 0$, Eq. (34) ensures that the new pure-gauge term in the new natural basis vanishes as well.

To sum up, the Chen et al. approach is similar to the famous Stueckelberg trick. A consequence of this mechanism is that, because of the additional Stueckelberg symmetry, the pure-gauge condition is not sufficient to determine uniquely $A_\mu^{\text{phys}}$. One therefore needs to impose a further constraint on $A_\mu^{\text{phys}}$. Such a constraint breaks explicitly the Stueckelberg symmetry, but preserves nevertheless the original gauge symmetry. In other words, deciding which gauge is the natural one does not break the gauge invariance. We postpone to section \textbf{VC} the discussion about the problem of uniqueness in the Chen et al. approach.

III. LORENTZ COVARIANCE

Some people questioned the Lorentz covariance of the decomposition $A_\mu = A_\mu^{\text{pure}} + A_\mu^{\text{phys}}$. The issue is the following: does the physical part remain physical after a Lorentz transformation? To answer this question, one has to determine the Lorentz transformation law of the gauge potential. It is very common and convenient to think of this gauge potential as a Lorentz four-vector. Standard textbooks on classical electrodynamics, like \textit{e.g.} \textit{[59, 60]}, even argue that the gauge potential \textit{must} be a Lorentz four-vector. On the other hand, standard textbooks on quantum field theory, like \textit{e.g.} \textit{[51, 61]}, argue that the gauge potential \textit{cannot} be a Lorentz four-vector. So the situation appears somewhat confusing.

Note that the conclusion of Refs. \textit{[51, 61]} applies actually only to the physical degrees of freedom contained in the gauge potential, and therefore does not proscribe the use of $A_\mu$ as a Lorentz four-vector. On the other hand, we are going to show in this section that
the standard argument used in classical electrodynamics textbooks is actually not a proof owing to a loophole. Then, we will show that the Lorentz invariance alone just tells us that, in general, the gauge potential transforms as a Lorentz four-vector up to a gauge transformation. So one has the freedom to consider it as a Lorentz four-vector, but this is not a necessity. Choosing an inappropriate Lorentz transformation law will generally mix physical and gauge degrees of freedom. But if one chooses the appropriate Lorentz transformation law, the physical part of the gauge potential will remain physical in any Lorentz frame.

A. Loophole in the standard argument

To stress the Lorentz covariance of the classical laws of electromagnetism and deal with expressions that are simple to transform from one Lorentz frame to another, one tries to reformulate these laws in a manifestly Lorentz-covariant form, i.e. in terms of Lorentz four-vectors and tensors. Combining the electric and magnetic fields into an antisymmetric matrix $F^{\mu\nu}$ such that $E^i = F^{i0}$ and $B^i = -\frac{1}{2} \epsilon^{ijk} F^{jk}$, one can write the Maxwell’s equations and the Lorentz force in a compact form

$$\partial_{\mu} F^{\mu\nu} = j^{\nu}, \quad (38)$$

$$\frac{1}{2} \epsilon^{\mu\alpha\beta} \partial_{\nu} F_{\alpha\beta} = 0, \quad (39)$$

$$\frac{d\pi^{\mu}}{d\tau} = \frac{e}{m} F^{\mu\nu} \pi_{\nu}, \quad (40)$$

where $j^{\mu} = (\rho, \vec{j})$ is a Lorentz four-vector owing to the fact that the electric charge is a Lorentz scalar, $\pi^{\mu} = (m\gamma, m\gamma \vec{\beta})$ is the kinetic four-momentum proportional to the rest mass $m$, and $\tau$ is the proper time. Clearly, these equations will be Lorentz covariant if $F^{\mu\nu}$ transforms as a Lorentz tensor$^6$

$$F^{\mu\nu}(x) \mapsto F^{\mu\nu}(x') = \Lambda^{\mu}_{\alpha} \Lambda^{\nu}_{\beta} F^{\alpha\beta}(x). \quad (41)$$

Owing to the homogeneous Maxwell’s equation (39), the electromagnetic tensor $F^{\mu\nu}$ can be expressed in terms of a four-component gauge potential $A^{\mu} = (\Phi, \vec{A})$ as

$$F^{\mu\nu} = \partial^{\mu} A^{\nu} - \partial^{\nu} A^{\mu}. \quad (42)$$

$^6$ Many textbooks derive the Lorentz transformation laws of the electric and magnetic fields from the fact that $F^{\mu\nu}$ is a Lorentz tensor. Note that the actual proof that the classical laws of electromagnetism are Lorentz covariant derives from the Lorentz transformation law of the electric and magnetic fields which has to be established experimentally.
In terms of this gauge potential, the inhomogeneous Maxwell’s equation reads
\[ \partial_\mu \partial^\mu A^\nu - \partial^\nu \partial_\mu A^\mu = j^\nu. \] (43)

The standard argument consists in using the gauge freedom to simplify this equation. In the family of gauge potentials satisfying the Lorenz condition
\[ \partial_\mu A^\mu = 0, \] (44)
the inhomogeneous Maxwell’s equation reduces to
\[ \partial_\mu \partial^\mu A^\nu = j^\nu. \] (45)

Since \( \partial_\mu \partial^\mu \) is a Lorentz scalar operator and \( j^\nu \) is a Lorentz four-vector, the standard conclusion is that \( A^\mu \) has to transform as a Lorentz four-vector \([59, 60]\). It is however important to realize that for this to be true, one has actually to make further implicit assumptions. First note that a gauge transformation satisfying \( \partial_\mu \partial^\mu \alpha = 0 \) leaves both (44) and (45) invariant. This means that one cannot conclude that the only possible Lorentz transformation law for the gauge potential is the four-vector one, unless one removes the residual gauge freedom with \( e.g. \) some boundary conditions. On top of that, one has also to assume that the Lorenz condition is Lorentz covariant, simply because imposing a non-covariant condition on a covariant equation leads to a non-covariant equation. So, instead of proving that \( A^\mu \) transforms as a Lorentz four-vector, one rather implicitly assumes it.

The most general Lorentz transformation law for \( A^\mu \) which is consistent with Eq. (41) is actually
\[ A^\mu(x) \mapsto A'^\mu(x') = \Lambda^\mu_\nu \left[ A^\nu(x) + \partial^\nu \Omega_\Lambda(x) \right], \] (46)
where \( \Omega_\Lambda \) is a function of space and time associated with the Lorentz transformation \( \Lambda \). So in general \( A^\mu \) transforms as a Lorentz four-vector only up to a gauge transformation \([49, 51, 52, 61]\). The gauge symmetry forbids any determination of the actual function \( \Omega_\Lambda \). In gauge theories, there are therefore intrinsically an infinite number of physically equivalent Lorentz transformation laws. The standard argument considers that the Lorenz gauge condition is special. However, it is important to realize that the Lorenz gauge condition has intrinsically nothing special unless one already thinks of \( A^\mu \) as a four-vector. In general, one can choose any favorite gauge condition. Thanks to the gauge symmetry, it is possible to impose this gauge condition in any Lorentz frame. Consequently, there exists a subset of Lorentz
transformation laws that leave this gauge condition invariant. In this restricted class of Lorentz transformation laws, the favorite gauge condition then appears more “natural” than the other ones simply because it is preserved under Lorentz transformations. The standard argument constitutes only one of the possibilities and cannot therefore be considered as a proof.

As a concrete example, consider the Coulomb condition \( \nabla \cdot \vec{A} = 0 \). It is often said that such a condition is not Lorentz covariant, simply because it cannot be written in a tensorial form. This is actually wrong. The correct statement is that the Coulomb condition is not \emph{manifestly} Lorentz covariant. As discussed in [51], performing Lorentz transformations derived with Noether’s theorem from the Lagrangian in the Coulomb gauge leaves the Coulomb condition invariant. Lorentz covariant expressions may look like Lorentz variant when one deals with non-tensorial objects such as the gauge potential.

B. General Lorentz transformation laws

Let us now discuss the Lorentz transformation properties from the geometrical point of view. A given gauge theory is determined by the choice of both a gauge symmetry group and a representation of the source field \( \psi \). The standard representation is the simplest one where Lorentz transformations act only on space-time indices. For example, a spinor carrying an internal-space index is assumed to transform in the standard representation as

\[
\psi(x) \mapsto \psi'(x') = S[\Lambda] \psi(x),
\]

(47)

where \( S[\Lambda] \) is the standard matrix representing the Lorentz transformation in Dirac space. By construction, the covariant derivative of the source field transforms according to

\[
D_\mu \psi(x) \mapsto (D_\mu \psi)'(x') = \Lambda_\mu^\nu S[\Lambda] D_\nu \psi(x),
\]

(48)

from which one deduces immediately the Lorentz transformation laws of the covariant derivative and of the connection

\[
D_\mu \mapsto D'_\mu = \Lambda_\mu^\nu D_\nu, \\
A_\mu(x) \mapsto A'_\mu(x') = \Lambda_\mu^\nu A_\nu(x).
\]

(49)

(50)

So, in the standard representation \( A_\mu \) transforms as a Lorentz four-vector.
As emphasized in the previous subsection, because of the gauge symmetry, there are infinitely many equivalent representations, all connected by a gauge transformation. The general non-standard, but physically equivalent, Lorentz transformation law is therefore

$$\psi(x) \mapsto \psi'(x') = U_\Lambda(x)S[\Lambda]\psi(x).$$  \hspace{1cm} (51)

Despite appearances, Eq. (51) is not a Lorentz transformation followed by a gauge transformation. It is by definition the Lorentz transformation in the non-standard representation. One then easily obtains the general Lorentz transformation laws of the covariant derivative and of the connection

$$D_\mu \mapsto D'_\mu = \Lambda_\mu^\nu U_\Lambda(x)D_\nu U^{-1}_\Lambda(x),$$  \hspace{1cm} (52)

$$A_\mu(x) \mapsto A'_\mu(x') = \Lambda_\mu^\nu U_\Lambda(x)\left[A_\nu(x) + i\frac{\partial}{\partial x_\nu}\right]U^{-1}_\Lambda(x).$$  \hspace{1cm} (53)

The standard representation is naturally recovered using $U_\Lambda(x) = 1$. In electrodynamics, one has $g = -e$ and $U_\Lambda(x) = e^{-ie\Omega_\Lambda(x)}$, so that the Lorentz transformation law (53) reduces to (46). The Lorentz transformation law (53) shows that $A_\mu$ generally transforms as a connection. Indeed, writing explicitly the internal indices

$$-igA^a_{\mu b} \mapsto -igA'^a_{\mu b} = (\Lambda^{-1})^\nu_\mu (U^{-1}_\Lambda)^d_{(b} (U_\Lambda)^a_{c (} (-igA^c_{e d)} + (U_\Lambda)^a_{e [} \partial'_{\nu(U^{-1}_\Lambda)^e_{b]}},$$  \hspace{1cm} (54)

one sees that it has exactly the same structure as the Lorentz transformation law of the Christoffel symbols

$$\Gamma^\lambda_{\mu\nu} \mapsto \Gamma'^\lambda_{\mu\nu} = \frac{\partial x^\alpha}{\partial x'^\mu} \frac{\partial x^\beta}{\partial x'^\nu} \Gamma^\gamma_{\alpha\beta} + \frac{\partial^2 x^\rho}{\partial x'^\mu \partial x'^\nu},$$  \hspace{1cm} (55)

which is familiar from general relativity, see e.g. [62]. The corresponding field strength tensor generally transforms as

$$F_{\mu\nu}(x) \mapsto F'_{\mu\nu}(x') = \Lambda_\mu^\alpha \Lambda_\nu^\beta U_\Lambda(x)F_{\alpha\beta}(x)U^{-1}_\Lambda,$$  \hspace{1cm} (56)

or more explicitly

$$F^a_{\mu\nu} \mapsto F'^a_{\mu\nu} = (\Lambda^{-1})^\alpha_\mu (\Lambda^{-1})^\beta_\nu (U^{-1}_\Lambda)^d_{b} (U_\Lambda)^a_{c} F^c_{\alpha\beta d},$$  \hspace{1cm} (57)

which is similar to the Lorentz transformation law of the Riemann curvature tensor

$$R^\lambda_{\mu\nu\rho} \mapsto R'^\lambda_{\mu\nu\rho} = \frac{\partial x^\alpha}{\partial x'^\mu} \frac{\partial x^\beta}{\partial x'^\nu} \frac{\partial x^\delta}{\partial x'^\rho} \frac{\partial x^\gamma}{\partial x'^\lambda} R^\gamma_{\alpha\beta\delta}.$$  \hspace{1cm} (58)
C. Lorentz covariance of the Chen et al. approach

As emphasized in standard textbooks on quantum field theory like e.g. [51, 61], the physical degrees of freedom (i.e. the physical part) of the gauge potential in QED cannot form a Lorentz four-vector but necessarily transforms as

\[ A_\mu^{\text{phys}}(x) \mapsto A_\mu^{\text{phys}}(x') = \Lambda_\mu^\nu [A_\nu^{\text{phys}}(x) + \partial_\nu \Omega_\Lambda^{\text{phys}}(x)] \] (59)

with \( \Omega_\Lambda^{\text{phys}} \neq 0 \). Accordingly, the pure-gauge part will generally transform as

\[ A_\mu^{\text{pure}}(x) \mapsto A_\mu^{\text{pure}}(x') = \Lambda_\mu^\nu [A_\nu^{\text{pure}}(x) + \partial_\nu \Omega_\Lambda^{\text{pure}}(x)] \] (60)

with \( \Omega_\Lambda^{\text{pure}} = \Omega_\Lambda - \Omega_\Lambda^{\text{phys}} \). Now, remember that one has the freedom to choose the representation, i.e. the function \( \Omega_\Lambda \). Two options are particularly interesting:

1. In the first option, one wants the Lorentz covariance to be manifest by working with a gauge potential transforming as a Lorentz four-vector \( \Omega_\Lambda = 0 \). The disadvantage of this option is that the pure-gauge part does not transform as a Lorentz four-vector \( \Omega_\Lambda^{\text{pure}} = -\Omega_\Lambda^{\text{phys}} \), and so Lorentz transformations will generally mix physical and gauge degrees of freedom. In other words, each time the Lorentz frame is changed, one needs to perform an additional gauge transformation to recover the physical polarizations.

2. In the second option, one requires that physical and gauge degrees do not mix under Lorentz transformations \( \Omega_\Lambda^{\text{pure}} = 0 \). In other words, physical polarizations remain physical after Lorentz transformations. The disadvantage of this option is that the gauge potential necessarily has a complicated Lorentz transformation law \( \Omega_\Lambda = \Omega_\Lambda^{\text{phys}} \).

In the case of QCD, the situation is analogous, but more complicated owing to the non-abelian nature of the gauge group. In general, the natural components of the source field will transform as

\[ \hat{\psi}(x) \mapsto \hat{\psi}'(x') = U_\Lambda^{\text{phys}}(x) S[\Lambda] \hat{\psi}(x). \] (61)

\(^7\) According to the theory of massless representations of the Lorentz group, the only physical massless four-vector is the gradient of a scalar field \( \partial^\mu \phi \) and has therefore spin 0.
Combining this Lorentz transformation law with (51) and (53) leads to

\[
U_{\text{pure}}(x) \mapsto U'_{\text{pure}}(x') = U_{\Lambda}(x)U_{\text{pure}}(x)U_{\text{phys}}^{-1}(x),
\]

\[
A_{\mu}^{\text{pure}}(x) \mapsto A_{\mu}^{\text{pure}}(x') = \Lambda_{\mu}^{\nu}U_{\Lambda}(x) \left[ A_{\nu}^{\text{pure}}(x) + \frac{i}{g} \partial_{\nu} \right] U_{\Lambda}^{-1}(x)
\]

\[
+ \frac{i}{g} \Lambda_{\mu}^{\nu}U_{\Lambda}(x)U_{\text{pure}}(x)U_{\text{phys}}^{-1}(x) \left[ \partial_{\nu}U_{\Lambda}^{\text{phys}}(x) \right] U_{\text{pure}}^{-1}(x)U_{\Lambda}^{-1}(x),
\]

\[
A_{\mu}^{\text{phys}}(x) \mapsto A_{\mu}^{\text{phys}}(x') = \Lambda_{\mu}^{\nu}U_{\Lambda}(x)A_{\nu}^{\text{phys}}(x)U_{\Lambda}^{-1}(x)
\]

\[
- \frac{i}{g} \Lambda_{\mu}^{\nu}U_{\Lambda}(x)U_{\text{pure}}(x)U_{\text{phys}}^{-1}(x) \left[ \partial_{\nu}U_{\Lambda}^{\text{phys}}(x) \right] U_{\text{pure}}^{-1}(x)U_{\Lambda}^{-1}(x).
\]

For electrodynamics one has \(g = -e\), \(U_{\Lambda}(x) = e^{-ie\Omega_{\Lambda}(x)}\) and \(U_{\Lambda}^{\text{phys}}(x) = e^{-i\Omega_{\text{phys}}(x)}\), so that the Lorentz transformation laws (63) and (64) reduce to the abelian ones (60) and (59), respectively. Once again, we have the freedom to choose the representation, i.e. the unitary function \(U_{\Lambda}\). Like in the abelian case, two options are particularly interesting:

1. In the first option, one works with a gauge potential transforming as a Lorentz four-vector \(U_{\Lambda} = \mathbb{1}\). Again, with this choice, Lorentz transformations will generally mix physical and gauge degrees of freedom. For example, suppose that in a given Lorentz frame one has chosen to work in the natural gauge, i.e. with \(U_{\text{pure}} = \mathbb{1}\) and consequently \(A_{\mu}^{\text{pure}} = 0\). After a Lorentz transformation, the pure-gauge part becomes \(A_{\mu}^{\text{pure}} = \frac{i}{g} \Lambda_{\mu}^{\nu}U_{\text{pure}}U_{\text{phys}}^{\text{phys}}\). One therefore needs to perform an additional gauge transformation with \(U = U_{\Lambda}^{\text{phys}}\) in order to recover a vanishing pure-gauge part \(\tilde{A}_{\mu}^{\text{pure}} = 0\) in the new Lorentz frame.

2. The second option consists in using \(U_{\Lambda}\) which satisfies the condition \(U_{\Lambda}^{-1}\partial_{\mu}U_{\Lambda} = U_{\text{pure}}U_{\Lambda}^{\text{phys}}\left( \partial_{\mu}U_{\Lambda}^{\text{phys}} \right) U_{\text{pure}}^{-1}\). In this case, the gauge potential transforms in the same way as its physical part, while the pure-gauge part undergoes a simple rotation in the internal space on top of a four-vector transformation in the physical space \(A_{\mu}^{\text{pure}} = \Lambda_{\mu}^{\nu}U_{\Lambda}A_{\nu}^{\text{pure}}U_{\Lambda}^{-1}\). Consequently, the physical polarizations remain physical under Lorentz transformations, but are generally rotated in the internal space. This internal rotation comes from the fact that different observers may not agree on the “color” of a quark. Note that when the observers manage to agree on what is “red”, “green” and “blue”, we expect \(U_{\text{phys}}\) to reduce to a simple phase factor like in the abelian case.
The first option is so widely adopted in the literature that one has the impression that it is the only acceptable one, and that the gauge invariance is somehow a consequence of the Lorentz covariance \cite{61}. From this perspective, one would then conclude that the Chen et al. approach cannot be Lorentz covariant. However, from the perspective of the second option, gauge invariance and Lorentz covariance can be decoupled. So, with the appropriate Lorentz transformation law for the gauge potential $A_\mu$, one can make the Chen et al. approach Lorentz covariant. Note however that it cannot be made manifestly Lorentz covariant, in the sense that one is forced to work with objects that do not transform as the usual (and more familiar) Lorentz tensors.

IV. MOMENTUM AND ANGULAR MOMENTUM DECOMPOSITIONS

In this section, we remind and compare the main different decompositions of the proton momentum and angular momentum. We follow the covariant point of view adopted by Wakamatsu \cite{35} and show that all the total generators are gauge invariant and coincide with each other.

A. Tensor densities

The QCD Lagrangian is made of three terms $\mathcal{L}_{QCD} = \mathcal{L}_D + \mathcal{L}_{YM} + \mathcal{L}_{int}$, where the so-called Dirac, Yang-Mills and interaction terms are given by

\begin{align*}
\mathcal{L}_D &= \overline{\psi}(i\gamma^\mu \partial_\mu - m)\psi, \\
\mathcal{L}_{YM} &= -\frac{1}{2} \text{Tr}[F^{\mu\nu}F_{\mu\nu}], \\
\mathcal{L}_{int} &= \overline{\psi}\gamma^\mu A_\mu \psi.
\end{align*}

For later convenience, the interaction term can be further decomposed into pure-gauge and physical parts $\mathcal{L}_{int} = \mathcal{L}_{int}^{\text{pure}} + \mathcal{L}_{int}^{\text{phys}}$ with $\mathcal{L}_{int}^{\text{pure}} = \overline{\psi}\gamma^\mu A_\mu^{\text{pure}} \psi$ and $\mathcal{L}_{int}^{\text{phys}} = \overline{\psi}\gamma^\mu A_\mu^{\text{phys}} \psi$.

The canonical stress-energy and covariant angular momentum tensor densities are ob-
tained directly from Noether’s theorem applied to this QCD Lagrangian

\[ T^\mu_\nu_c = \frac{i}{2} \bar{\psi} \gamma^\mu \partial^\nu \psi - 2 \text{Tr}[F^\mu\alpha \partial^\nu A_\alpha] - g^{\mu\nu} \mathcal{L}_{QCD}, \]  

(66)

\[ M^{\mu\nu}_{c} = \frac{1}{2} \epsilon^{\mu\rho\nu\sigma} \bar{\psi} \gamma_\rho \gamma_5 \gamma_\sigma \psi + \frac{i}{2} \bar{\psi} \gamma^\mu \gamma_\nu \partial^\rho \psi + \frac{i}{2} g^{\mu\nu} \bar{\psi} \gamma^\rho \gamma_5 \psi \]

\[- 2 \text{Tr}[F^\mu[\nu A^\rho]] - 2 \text{Tr}[F^\mu\alpha x^{[\nu} \partial^\rho \partial A_\alpha] - x^{[\nu} g^{\rho\mu} \mathcal{L}_{QCD}, \]  

(67)

where \( \partial = \partial - \partial \), \( \alpha^{[\nu} b^{\rho]} = \alpha^{\mu} b^{\nu} - \alpha^{\nu} b^{\mu} \), and \( \epsilon_{0123} = 1 \). According to Noether’s theorem, both \( T^\mu_\nu_c \) and \( M^{\mu\nu}_c \) are conserved \( \partial_\mu T^\mu_\nu = \partial_\mu M^{\mu\nu} = 0 \). As one can easily see, the problem with these densities is that they are not gauge invariant

\[ T^\mu_\nu_c \rightarrow \tilde{T}^\mu_\nu_c = T^\mu_\nu_c - \frac{2i}{g} \partial_\nu \text{Tr}[F^\rho A^\nu (\partial^\rho U^{-1})U], \]

(68)

\[ M^{\mu\nu}_c \rightarrow \tilde{M}^{\mu\nu}_c = M^{\mu\nu}_c - \frac{2i}{g} \partial_\nu \text{Tr}[F^\rho x^{[\nu} A^\rho] - x^{[\nu} g^{\rho\mu} \mathcal{L}_{QCD}. \]

Alternatively, one can consider the following manifestly gauge-invariant tensor densities

\[ T^\mu_\nu_{gi} = \frac{i}{2} \bar{\psi} \gamma^\mu \partial^\nu \psi - 2 \text{Tr}[F^\mu\alpha A^\nu] - g^{\mu\nu} \mathcal{L}_{QCD}, \]  

(69)

\[ M^{\mu\nu}_{gi} = \frac{1}{2} \epsilon^{\mu\rho\nu\sigma} \bar{\psi} \gamma_\rho \gamma_5 \gamma_\sigma \psi + \frac{i}{2} \bar{\psi} \gamma^\mu \gamma_\nu \partial^\rho \psi - 2 \text{Tr}[F^\mu\alpha x^{[\nu} F^{\rho]}] - x^{[\nu} g^{\rho\mu} \mathcal{L}_{QCD}. \]  

(70)

They differ from the canonical ones just by a four-divergence term

\[ T^\mu_\nu_{gi} = T^\mu_\nu_c + 2 \partial_\nu \text{Tr}[F^\rho A^\nu], \]

\[ M^{\mu\nu}_{gi} = M^{\mu\nu}_c + 2 \partial_\nu \text{Tr}[F^\rho x^{[\nu} A^\rho]. \]  

(71)

Since the field strength tensor is antisymmetric, the conservation of the canonical tensor densities implies the conservation of the gauge-invariant ones.

In the Chen et al. approach, one considers instead other manifestly gauge-invariant tensor densities

\[ T^\mu_\nu_{Chen} = \frac{i}{2} \bar{\psi} \gamma^\mu \partial^\nu \psi - 2 \text{Tr}[F^\mu\alpha D^\nu_{pure} A^\alpha_{phys}] - g^{\mu\nu} \mathcal{L}_{QCD}, \]  

(72)

\[ M^{\mu\nu}_{Chen} = \frac{1}{2} \epsilon^{\mu\rho\nu\sigma} \bar{\psi} \gamma_\rho \gamma_5 \gamma_\sigma \psi + \frac{i}{2} \bar{\psi} \gamma^\mu \gamma_\nu \partial^\rho \psi + \frac{i}{2} g^{\mu\nu} \bar{\psi} \gamma^\rho \gamma_5 \psi \]

\[- 2 \text{Tr}[F^\mu[\nu A^\rho]_{phys}] - 2 \text{Tr}[F^\mu\alpha x^{[\nu} D^{\rho]}_{pure} A^\alpha_{phys}] - x^{[\nu} g^{\rho\mu} \mathcal{L}_{QCD}. \]  

(73)

They also differ from the canonical ones just by a four-divergence term

\[ T^\mu_\nu_{Chen} = T^\mu_\nu_c + 2 \partial_\nu \text{Tr}[F^\rho A^\nu_{pure}], \]

\[ M^{\mu\nu}_{Chen} = M^{\mu\nu}_c + 2 \partial_\nu \text{Tr}[F^\rho x^{[\nu} A^\rho_{pure}]]. \]  

(74)

\[ 8 \text{ These four-divergence terms are called superpotential in Ref. 13.} \]
and are obviously also conserved. Clearly, the two sets of gauge-invariant tensor densities are simply related by a gauge-invariant four-divergence term

\[ T_{\mu\nu}^{gi} = T_{\mu\nu}^{Chen} + 2 \partial_\alpha \text{Tr}[F_{\mu\alpha} A_{\nu}^{\text{phys}}], \]

\[ M_{\mu\nu\rho}^{gi} = M_{\mu\nu\rho}^{Chen} + 2 \partial_\alpha \text{Tr}[F_{\mu\alpha} x_{\nu} A_{\rho}^{\text{phys}}]. \]

Provided that surface terms vanish, one sees that the three different sets of conserved tensor densities give the same set of time-independent charges

\[ P_\nu = \int d^3 x \, n_\mu T_{\mu\nu}^c = \int d^3 x \, n_\mu T_{\mu\nu}^{gi} = \int d^3 x \, n_\mu T_{\mu\nu}^{Chen}, \]

\[ J^{\nu\rho} = \int d^3 x \, n_\mu M_{\mu\nu\rho}^c = \int d^3 x \, n_\mu M_{\mu\nu\rho}^{gi} = \int d^3 x \, n_\mu M_{\mu\nu\rho}^{Chen}, \]

where \( n_\mu = (1, 0, 0, 0) \) in the instant form and \( n_\mu = (1, 0, 0, 1)/\sqrt{2} \) in the light-front form. According to Noether’s theorem, since these charges are obtained from the canonical densities, they are total generators of space-time translations and Lorentz transformations, and are consequently identified with the total energy-momentum and four-angular momentum operators. In a recent paper \[44\], Leader proposed a proof that, in covariantly quantized quantum electrodynamics, the total generators of space-time translations and rotations cannot be gauge-invariant operators. On the other hand, Eqs. \[76\] show that the (classical) total generators can explicitly be expressed in terms of gauge-invariant quantities only. Further investigations are therefore needed to clarify this point.

B. Gauge-variant and invariant decompositions

We are interested in how these densities receive contributions from quarks and gluons

\[ T^{\mu\nu} = T_q^{\mu\nu} + T_g^{\mu\nu}, \quad M^{\mu\nu\rho} = M_q^{\mu\nu\rho} + M_g^{\mu\nu\rho}. \]

We are also interested in how the covariant angular momentum tensor density receives contribution from spin and orbital angular momentum (OAM)

\[ M^{\mu\nu\rho} = M_{\text{spin}}^{\mu\nu\rho} + M_{\text{OAM}}^{\mu\nu\rho} + M_{\text{boost}}^{\mu\nu\rho}. \]

Note that this might not be justified in QCD because of the Gribov ambiguities for the non-perturbative non-abelian gauge field configuration, and because gluon-field configurations with non-trivial topology might play some role in the nucleon structure.
where $M^{\mu\nu\rho}_{\text{boost}}$ contributes only to Lorentz boosts, and so has nothing to do with the nucleon momentum and spin decompositions. As stressed by Leader [44], it is important to remember that, contrary to the total densities, the individual contributions are not conserved, and consequently the corresponding charges are time dependent. However, their matrix elements are time independent as long as one considers states with a given energy.

According to Jaffe and Manohar [13], one should use the canonical tensor densities and identify the quark and gluon contributions with their Dirac and pure Yang-Mills expressions

\begin{align}
T^{\mu\nu}_q &= \frac{i}{2} \bar{\psi} \gamma^\mu \partial^\nu \psi - g^{\mu\nu} \mathcal{L}_D, \\
T^{\mu\nu}_g &= -2 \text{Tr}[F^{\mu\alpha} \partial^\nu A_\alpha] - g^{\mu\nu} (\mathcal{L}_{\text{YM}} + \mathcal{L}_{\text{int}}), \\
M^{\mu\nu\rho}_{q,\text{spin}} &= \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} \bar{\psi} \gamma_\sigma \gamma_5 \psi, \\
M^{\mu\nu\rho}_{q,\text{OAM}} &= \frac{i}{2} \bar{\psi} \gamma^\mu x^{[\nu} \partial^{\rho]} \psi, \\
M^{\mu\nu\rho}_{q,\text{boost}} &= \frac{i}{2} g^{[\mu} \bar{\psi} \gamma^{\rho]} \psi - x^{[\nu} g^{\rho]} \mathcal{L}_D, \\
M^{\mu\nu\rho}_{g,\text{spin}} &= -2 \text{Tr}[F^{[\mu}[\nu] A^{\rho]}], \\
M^{\mu\nu\rho}_{g,\text{OAM}} &= -2 \text{Tr}[F^{\mu[\nu} x^{\rho] A_\alpha}], \\
M^{\mu\nu\rho}_{g,\text{boost}} &= -x^{[\nu} g^{\rho]} (\mathcal{L}_{\text{YM}} + \mathcal{L}_{\text{int}}).
\end{align}

The problem with such a decomposition is that, except for $M^{\mu\nu\rho}_{q,\text{spin}}$, the contributions are not gauge invariant, making their physical meaning questionable. Such a decomposition is then meaningful only when the gauge is fixed. The standard choice is $A^+ = 0$ in order to make contact with the parton model picture [13, 15].

To cure this problem, Ji [14] proposed to use instead the gauge-invariant tensor densities

\begin{align}
T^{\mu\nu}_q &= \frac{i}{2} \bar{\psi} \gamma^\mu \partial^\nu \psi - g^{\mu\nu} \mathcal{L}_D, \\
T^{\mu\nu}_g &= -2 \text{Tr}[F^{\mu\alpha} \partial^\nu A_\alpha] - g^{\mu\nu} (\mathcal{L}_{\text{YM}} + \mathcal{L}_{\text{int}}), \\
M^{\mu\nu\rho}_{q,\text{spin}} &= \frac{1}{2} \epsilon^{\mu\nu\rho\sigma} \bar{\psi} \gamma_\sigma \gamma_5 \psi, \\
M^{\mu\nu\rho}_{q,\text{OAM}} &= \frac{i}{2} \bar{\psi} \gamma^\mu x^{[\nu} \partial^{\rho]} \psi, \\
M^{\mu\nu\rho}_{q,\text{boost}} &= \frac{i}{2} g^{[\mu} \bar{\psi} \gamma^{\rho]} \psi - x^{[\nu} g^{\rho]} \mathcal{L}_D, \\
M^{\mu\nu\rho}_{g,\text{spin}} &= -2 \text{Tr}[F^{[\mu}[\nu] A^{\rho]}], \\
M^{\mu\nu\rho}_{g,\text{OAM}} &= -2 \text{Tr}[F^{\mu[\nu} x^{\rho] A_\alpha}], \\
M^{\mu\nu\rho}_{g,\text{boost}} &= -x^{[\nu} g^{\rho]} (\mathcal{L}_{\text{YM}} + \mathcal{L}_{\text{int}}).
\end{align}
and to decompose them in the following way

\[ T^{\mu\nu}_q = \frac{i}{2} \bar{\psi} \gamma^\mu D_\nu \psi - g^{\mu\nu} (\mathcal{L}_D + \mathcal{L}_{\text{int}}), \]  
(80a)

\[ T^{\mu\nu}_g = -2 \text{Tr} [F^{\mu\alpha} F_{\alpha}^\nu] - g^{\mu\nu} \mathcal{L}_{\text{YM}}, \]  
(80b)

\[ M^{\mu \nu \rho}_{q, \text{spin}} = \frac{1}{2} \epsilon^{\mu \nu \rho \sigma \tau} \bar{\psi} \gamma^\sigma \gamma^5 \psi, \]  
(80c)

\[ M^{\mu \nu \rho}_{q, \text{OAM}} = \frac{i}{2} \bar{\psi} \gamma^\mu x^{[\nu} D_{\rho]} \psi, \]  
(80d)

\[ M^{\mu \nu \rho}_{q, \text{boost}} = \frac{i}{2} g^{\mu [\nu} \bar{\psi} \gamma^\rho \psi - x^{[\nu} g^{\rho] \mu} (\mathcal{L}_D + \mathcal{L}_{\text{int}}), \]  
(80e)

\[ M^{\mu \nu \rho}_{g, \text{spin+OAM}} = -2 \text{Tr} [F^{\mu\alpha} x^{[\nu} F_{\rho]}^{\alpha}], \]  
(80f)

\[ M^{\mu \nu \rho}_{g, \text{boost}} = -x^{[\nu} g^{\rho] \mu} \mathcal{L}_{\text{YM}}, \]  
(80g)

where each term is obviously gauge invariant. As mentioned in the introduction, there is however no further decomposition of the gluon angular momentum into spin and OAM.

The Chen et al. approach is partly motivated by the ability to separate the gluon angular momentum into spin and OAM in a gauge-invariant way. In this case, one uses the alternative gauge-invariant tensor densities and decompose them in the following way

\[ T^{\mu\nu}_q = \frac{i}{2} \bar{\psi} \gamma^\mu D_\nu \psi - g^{\mu\nu} (\mathcal{L}_D + \mathcal{L}_{\text{pure}}), \]  
(81a)

\[ T^{\mu\nu}_g = -2 \text{Tr} [F^{\mu\alpha} D_{\text{pure}}^{\nu} A^\alpha_{\text{phys}}] - g^{\mu\nu} \left( \mathcal{L}_{\text{YM}} + \mathcal{L}_{\text{phys}} \right), \]  
(81b)

\[ M^{\mu \nu \rho}_{q, \text{spin}} = \frac{1}{2} \epsilon^{\mu \nu \rho \sigma \tau} \bar{\psi} \gamma^\sigma \gamma^5 \psi, \]  
(81c)

\[ M^{\mu \nu \rho}_{q, \text{OAM}} = \frac{i}{2} \bar{\psi} \gamma^\mu x^{[\nu} D_{\rho]} \psi, \]  
(81d)

\[ M^{\mu \nu \rho}_{q, \text{boost}} = \frac{i}{2} g^{\mu [\nu} \bar{\psi} \gamma^\rho \psi - x^{[\nu} g^{\rho] \mu} (\mathcal{L}_D + \mathcal{L}_{\text{pure}}), \]  
(81e)

\[ M^{\mu \nu \rho}_{g, \text{spin}} = -2 \text{Tr} [F^{\mu\nu} A^\rho_{\text{phys}}], \]  
(81f)

\[ M^{\mu \nu \rho}_{g, \text{OAM}} = -2 \text{Tr} [F^{\mu\alpha} x^{[\nu} D_{\rho]} A^\alpha_{\text{phys}}], \]  
(81g)

\[ M^{\mu \nu \rho}_{g, \text{boost}} = -x^{[\nu} g^{\rho] \mu} \left( \mathcal{L}_{\text{YM}} + \mathcal{L}_{\text{phys}} \right), \]  
(81h)

where each term is also obviously gauge invariant. This gauge-invariant decomposition has a strong resemblance with the Jaffe-Manohar decomposition. When expressed in the natural gauge, i.e. when $\tilde{A}^\mu_{\text{pure}} = 0$ and $\tilde{A}^\mu = \tilde{A}^\mu_{\text{phys}}$, they even become identical. In this sense, it can be thought as a gauge-invariant extension (GIE) of the Jaffe-Manohar decomposition [23, 35]. The concept of GIE can be applied to any gauge-variant quantity like e.g. the Chern-Simons current [63]. What is puzzling about this decomposition is the presence of...
the pure-gauge covariant derivatives instead of the ordinary ones, which does not suit well with our understanding of classical electrodynamics and the Lorentz force.

Finally, Wakamatsu [34] proposed somehow a compromise between the Ji decomposition and the GIE. He showed that there exist gauge-invariant terms which can be written, using the QCD equation of motion \( D^a {}_\alpha F^a {}_{\alpha \mu b} = -g \bar{\psi} \gamma_\mu \gamma^a \psi \), either as a quark or as a gluon contribution

\[
T^\mu{}^\nu_{\text{pot}} = -g \bar{\psi} \gamma^\mu A^\nu_{\text{phys}} \psi + g \mu{}^\nu \mathcal{L}_{\text{int}}^\text{phys} \\
= 2 \text{Tr}[F^{\mu\alpha} D_\alpha A^\nu_{\text{phys}}] - 2 \partial_\alpha \text{Tr}[F^{\mu\alpha} A^\nu_{\text{phys}}] + g \mu{}^\nu \mathcal{L}_{\text{int}}^\text{phys},
\]

(82)

\[
M_{\text{pot}}^{\mu\nu\rho} = -g \bar{\psi} \gamma^\mu x[^\nu A^\rho_{\text{phys}}] \psi + x[^\nu g^i{}^\rho] \mathcal{L}_{\text{int}}^\text{phys} \\
= 2 \text{Tr}[F^{\mu\alpha} D_\alpha (x[^\nu A^\rho_{\text{phys}}])] - 2 \partial_\alpha \text{Tr}[F^{\mu\alpha} x[^\nu A^\rho_{\text{phys}}] + x[^\nu g^i{}^\rho] \mathcal{L}_{\text{int}}^\text{phys}. 
\]

(83)

They are respectively called potential momentum and potential angular momentum, following Konopinski’s terminology [64]. In the Ji decomposition, these potential terms are attributed to the gluons, while in the Chen et al. approach they are attributed to the quarks

\[
T_\mu{}^\nu_{q} = T^\mu{}^\nu_{\text{pot}} - T^\mu{}^\nu_{g},
\]

(84a)

\[
T_\mu{}^\nu_{g} = T^\mu{}^\nu_{\text{pot}} + 2 \partial_\alpha \text{Tr}[F^{\mu\alpha} A^\nu_{\text{phys}}],
\]

(84b)

\[
M_{g,\text{OAM}}^{\mu\nu\rho} = M_{g,\text{OAM}}^{\mu\nu\rho} - M_{\text{pot}}^{\mu\nu\rho},
\]

(84c)

\[
M_{g,\text{spin}+\text{OAM}}^{\mu\nu\rho} = M_{g,\text{spin}}^{\mu\nu\rho} + M_{g,\text{OAM}}^{\mu\nu\rho} + M_{\text{pot}}^{\mu\nu\rho} + 2 \partial_\alpha \text{Tr}[F^{\mu\alpha} x[^\nu A^\rho_{\text{phys}}]].
\]

(84d)

Wakamatsu argues that the potential terms should be attributed to the gluons, and therefore favors the Ji decomposition [34-37]. Taking advantage of the Chen et al. approach, he proposed the following gauge-invariant separation of Ji’s gluon angular momentum

\[
M_{g,\text{spin}+\text{OAM}}^{\mu\nu\rho} = M_{g,\text{spin}}^{\mu\nu\rho} + M_{g,\text{OAM}}^{\mu\nu\rho}
\]

where

\[
M_{g,\text{spin}}^{\mu\nu\rho} = M_{g,\text{spin}}^{\mu\nu\rho},
\]

(85)

\[
M_{g,\text{OAM}}^{\mu\nu\rho} = M_{g,\text{OAM}}^{\mu\nu\rho} + 2 \partial_\alpha \text{Tr}[F^{\mu\alpha} x[^\nu A^\rho_{\text{phys}}]].
\]

(86)

Note that attributing the potential terms to the quarks is closer to the concept of “action at a distance”, while attributing it to the gluons is closer to the concept of “action through a medium”.
V. WHICH DECOMPOSITION TO USE?

The present situation appears to be quite confusing, particularly because of the number of decompositions that have been proposed. So far, no consensus on which decomposition to use has emerged. Such a consensus might even never be reached. But this is not such a big issue since the controversies mainly concern the physical interpretation. In some sense, the present situation is similar to the early days of quantum mechanics, where people were debating about the interpretation of the theory. Even though the Copenhagen interpretation eventually emerged as the dominant one, the debates are still going on. Nevertheless, this did not prevent physicists from developing and using quantum mechanics. It would therefore be very useful to come up with a pragmatic approach, leaving aside the ontological questions.

In this section, we remind the main arguments in favor of the kinetic and the canonical decompositions and show that they rely on two different conceptions of what is the physical momentum. Then we discuss in more detail how the gauge invariance and the canonical operators are reconciled in the Chen et al. approach, and how the mechanism à la Stueckelberg converts a problem of gauge invariance into a problem of uniqueness. We propose a pragmatic point of view and discuss the observability of the OAM.

A. Kinetic versus canonical

As summarized by Wakamatsu [35], all the proposed decompositions can be sorted into essentially two families:

- In the kinetic family, the potential terms are attributed to the gluons, and so only ordinary covariant derivatives are involved. This family contains therefore the Ji decomposition and Wakamatsu’s improvement.

- In the canonical family, the potential terms are attributed to the quarks, and so only pure-gauge covariant derivatives are involved. This family contains therefore the Jaffe-Manohar decomposition and the GIEs.

These families are called decompositions (I) and (II) in Wakamatsu’s terminology. This classification has been criticized by Leader [44] based on the observation that one can actually consider an infinite number of families by attributing a fraction \( \alpha \) of the potential terms to the quarks and the remaining fraction \( (1 - \alpha) \) to the gluons. Note however that no decompositions with \( \alpha \neq 0,1 \) have been proposed so far. The reason is that they appear to be quite unnatural as the corresponding momenta and orbital angular momenta are neither kinetic nor canonical.
Since the potential terms give non-vanishing physical results, decompositions belonging to different families are necessarily physically inequivalent. While the difference is small in non-relativistic systems like the atoms \([23, 37, 65]\), it becomes significant for relativistic systems like the proton \([19, 39]\). Deciding which family is the most physical one is at the heart of ongoing debates.

Already at the classical level, there exist two kinds of momentum. One is the kinetic momentum defined as \(\vec{\pi} = m\vec{v}\), where \(m\) and \(\vec{v} = d\vec{x}/dt\) are the mass and the velocity of the particle, respectively. It corresponds to our classical intuition where particles follow well-defined trajectories. It is also the momentum appearing in the non-relativistic expression for the particle kinetic energy \(\vec{\pi}^2/2m\). The other is the canonical momentum defined as \(\vec{p} = \partial L/\partial \vec{v}\), where \(L\) is the Lagrangian of the system. Like the particle position \(\vec{x}\), it is a dynamical variable in the Hamiltonian formalism. It is also the generator of translations.

In absence of electromagnetic fields, these two kinds of momentum are usually identified. But the distinction becomes necessary in presence of electromagnetic fields. As an example, let us consider the classical problem of a charged particle moving in a homogeneous external magnetic field. By “external” we mean that no dynamics is associated with it, so that the total momentum is simply identified with the particle canonical momentum. From translation invariance, it follows that the canonical momentum is conserved, i.e. \(\vec{p}\) is time independent. On the other hand, the Lorentz force tells us that the particle follows a helicoidal trajectory. At each instant, the particle kinetic momentum \(\vec{\pi}(t)\) points toward a different direction and is therefore not conserved. The difference between canonical and kinetic momentum \(\vec{p} - \vec{\pi}(t) = e \int d^3x \vec{A}(\vec{x}, t)\), which is nothing else than the potential momentum \([82]\), can then be interpreted as the kinetic momentum carried by the external electromagnetic field. In a similar way, the famous Feynman paradox of classical electrodynamics \([60]\) shows that the electromagnetic field carries also some kinetic angular momentum.

In a classical picture, it is more natural to consider that the kinetic momentum and angular momentum are the physical ones. The reason is that they have a direct connection with the particle motion in an external field. Moreover, one can always formulate the problems of classical electrodynamics in the Newtonian formalism, and therefore avoid the use of canonical quantities as well as the problem of gauge invariance. In a quantum-mechanical picture, the canonical momentum and angular momentum appear more natural. The reason is that, in absence of well-defined trajectories, the only natural definition of momentum
and angular momentum is as the generators of translations and rotations. Moreover, the canonical quantization rules are formulated in the Hamiltonian formalism, and so one can hardly avoid the use of canonical quantities. Depending on the adopted picture, the opinion about which family of decompositions is the physical one will naturally differ.

B. Gauge invariance and commutation relations

It is clear that the physical quantities have to be gauge invariant. As stressed by Leader [44], the argument of gauge invariance applies at the level of the matrix elements

$$\langle \tilde{\Phi} | \tilde{O} | \tilde{\Phi} \rangle = \langle \Phi | O | \Phi \rangle.$$  (87)

One is therefore allowed to work with gauge-variant operators $\tilde{O} \neq O$ as long as the Hilbert states are also gauge variant $|\tilde{\Phi}\rangle \neq |\Phi\rangle$. It is however more common to work with gauge-invariant states and therefore with gauge-invariant operators. From this perspective, the physical momentum and angular momentum seem to be the kinetic ones.

We have seen from Eq. (76) that, as long as one considers total momentum and angular momentum, there is no difference between kinetic and canonical operators. The difference appears only when one tries to determine the contributions coming from the different constituents of the system. While Ji and Wakamatsu adopt the classical point of view, Chen et al. adopt the quantum-mechanical point of view and therefore require that the physical momentum and angular momentum operators have to satisfy the corresponding canonical commutation relations:

$$[P^i_X, P^j_X] = 0, \quad [J^i_X, J^j_X] = i \epsilon^{ijk} J^k_X, \quad [J^i_X, P^j_X] = i \epsilon^{ijk} P^k_X,$$  (88)

where $X$ stands for the particle species. The kinetic operators are gauge invariant but do not satisfy the canonical commutation relations. On the other hand, the canonical operators satisfy the canonical commutation relations but are not gauge invariant. To solve this problem, Chen et al. proposed to separate the gauge potential into pure-gauge and physical

Leader considers another possibility [44, 66]: provided that the gauge variation of the operator leads to vanishing matrix elements between physical states $\langle \Phi | \tilde{O} - O | \Phi \rangle = 0$, one can use gauge-variant operators together with gauge-invariant states. Note however that this approach does not solve the problem of gauge invariance. It just hides this problem inside a more complicated structure for the Hilbert space, and is consequently not really appropriate for the discussion.

Since the commutation relations are not preserved under renormalization [21, 67], this requirement is meant only for the bare operators [25].
parts, and naturally obtained a decomposition with the structure of a GIE (81). They checked in particular that each term satisfies Eq. (88) as required.

Adopting also the quantum-mechanical point of view, Leader proposed instead the stronger constraint that the physical momentum and angular momentum operators have to be the generators of translations and rotations for the corresponding particles [44].

\[
[F_X(t), \phi_X(x, t)] = -i \nabla \phi_X(x, t),
\]
\[
[J_X(t), \phi_X(x, t)] = [x \times (-i \nabla)] \phi_X(x, t),
\]

where \( S_X \) is a spin matrix. This automatically implies that the canonical commutation relations (88) are satisfied. Considering as usual the canonical variables \( \phi_X = \hat{\psi}, A_\mu \) he arrived at the conclusion that the only physical operators are the canonical ones. Note that when gauge-variant dynamical variables are used, it should not be surprising to find that the corresponding momentum and angular momentum operators are not gauge invariant. Recently, Chen observed that the gauge-invariant operators appearing in the GIE are actually the generators of translations and rotations for the gauge-invariant fields \( \phi_X = \hat{\psi}, \hat{A}^{\text{phys}}_\mu \). The reason is simple: in the Chen et al. approach, every expression can be rewritten in terms of the natural components only. For example, the GIE becomes

\[
T^\mu_\nu_q = \frac{i}{2} \hat{\psi} \gamma^\mu \gamma^\nu \hat{\psi} - g^{\mu\nu} \hat{\mathcal{L}}_\text{D},
\]
\[
T^\mu_\nu_g = -2 \text{Tr}[\hat{F}^{\mu\alpha} \partial^\nu \hat{A}^{\text{phys}}_\alpha] - g^{\mu\nu} \left( \hat{\mathcal{L}}_\text{YM} + \hat{\mathcal{L}}_\text{int}^{\text{phys}} \right),
\]
\[
M^{\mu\nu}_{g,\text{spin}} = \frac{i}{2} \epsilon^{\mu\nu\rho\sigma} \hat{\psi} \gamma_\sigma \gamma_3 \hat{\psi},
\]
\[
M^{\mu\nu}_{g,\text{OAM}} = \frac{i}{2} \hat{\psi} \gamma^\mu \gamma^\nu \hat{\psi} - x^{\nu} g^{\mu\rho} \hat{\mathcal{L}}_\text{D},
\]
\[
M^{\mu\nu}_{g,\text{boost}} = -2 \text{Tr}[\hat{F}^{\mu\nu} \hat{A}^{\text{phys}}_\rho],
\]
\[
M^{\mu\nu}_{g,\text{spin}} = -2 \text{Tr}[\hat{F}^{\mu\nu} \hat{A}^{\text{phys}}_\rho],
\]
\[
M^{\mu\nu}_{g,\text{OAM}} = -2 \text{Tr}[\hat{F}^{\mu\nu} \hat{A}^{\text{phys}}_\rho],
\]
\[
M^{\mu\nu}_{g,\text{boost}} = -x^{\nu} g^{\mu\rho} \left( \hat{\mathcal{L}}_\text{YM} + \hat{\mathcal{L}}_\text{int}^{\text{phys}} \right),
\]

which mimics perfectly the Jaffe-Manohar decomposition (79), except that the fields involved are now gauge invariant. In conclusion, the ordinary canonical momentum and angular momentum operators are gauge variant simply because one usually considers gauge-variant fields as canonical variables. Choosing instead gauge-invariant fields as canonical variables leads naturally to gauge-invariant canonical momentum and angular momentum operators.
C. Issues of uniqueness and locality in the Chen et al. approach

We have seen that the Chen et al. approach solved the problem of gauge invariance at the price of introducing an additional Stueckelberg symmetry which is then broken by the choice of a natural gauge. While the GIE is manifestly gauge invariant, it is not Stueckelberg invariant. In other words, to each choice of a natural gauge corresponds a GIE. While the gauge symmetry implies that the physical quantities have to be gauge invariant, the Stueckelberg symmetry implies that there are infinitely many gauge-invariant canonical momenta and angular momenta. Note that already in Ref. [15] Bashinsky and Jaffe stressed that “one should make clear what a quark or a gluon parton is in an interacting theory. The subtlety here is the issue of gauge invariance: a pure quark field in one gauge is a superposition of quarks and gluons in another. Different ways of gluon-field gauge fixing predetermine different decompositions of the coupled quark-gluon fields into quark and gluon degrees of freedom. Similarly, one can generalize a gauge-variant non-local operator [...] to more than one gauge-invariant expressions, raising the problem of deciding which is the true one.”

Since all the GIEs reduce to the Jaffe-Manohar decomposition in the appropriate gauges, Wakamatsu concluded that they are all physically equivalent. So, instead of two families of decompositions, he claims that there are actually only two physically inequivalent decompositions, the kinetic and the canonical ones. Wakamatsu explains that his conclusion is a consequence of gauge invariance. But we have seen that the gauge invariance has nothing to do with the actual choice of $A_\mu^{\text{phys}}$. In reality, Wakamatsu’s conclusion is a consequence of the assumption that physical quantities are Stueckelberg invariant. Indeed, expressed in other words, Wakamatsu’s claim is that the matrix elements of Stueckelberg-variant operators are Stueckelberg invariant. Since a GIE is after all a gauge-fixed result extended in a gauge-invariant way, Wakamatsu’s claim is simply equivalent to Leader’s claim that the matrix elements of gauge-variant operators are gauge invariant.

It is however more natural to expect that different GIEs are physically inequivalent. Since Wakamatsu’s improvement relies on the Chen et al. approach, one would also expect infinitely many decompositions of the kinetic gluon angular momentum into spin and OAM.  

13 Ji interprets the existence of an infinity of canonical quantities as a signal that the Chen et al. approach is “not really gauge invariant in the textbook sense”. Such a formulation is unfortunate as it gives the impression that, according to Ji, the Chen et al. approach is not gauge invariant. To avoid misunderstandings, it is important to clearly distinguish in the discussions the gauge symmetry from the Stueckelberg symmetry.
While the operators $\hat{O}_{JM}$ belonging to the Jaffe-Manohar decomposition lead to different results in different gauges, the operators $\hat{O}_C$ and $\hat{O}_{LF}$ belonging respectively to the Coulomb and light-front GIEs are gauge invariant. Since one has $\hat{O}_C = \hat{O}_{JM}$ in the Coulomb gauge and $\hat{O}_{LF} = \hat{O}_{JM}$ in the light-front gauge, different GIEs are physically inequivalent $\hat{O}_C \neq \hat{O}_{LF}$.

Trying to determine which GIE is the physical one amounts to decide which gauge is the natural one. To clearly separate the physical degrees of freedom, the natural gauge has to belong to the class of physical gauges. There are two popular physical gauges, namely the Coulomb gauge and the light-front gauge. When the Coulomb gauge is considered as the natural one, one gets the Chen et al. decomposition [18, 19] which we call the Coulomb GIE. When the light-front gauge is considered as the natural one, one gets the light-front GIE [41, 45] which reduces to the Bashinsky-Jaffe decomposition in the $A^+ = 0$ gauge [15, 35]. From the point of view of physically inequivalent GIEs, it is therefore not surprising that the canonical quantities obtained in the Coulomb GIE differ from those obtained in the light-front GIE [18, 28, 43, 68], see figure 1 for an illustration. For example, Chen et al. stress that the gluon spin appearing in their decomposition, i.e., the Coulomb GIE, is not the $\Delta g$ measured in deep-inelastic scattering experiment [18, 30]. The latter corresponds in fact to the gluon spin appearing in the light-front GIE.

Ji stressed that by adding gauge links one can transform gauge-variant quantities into gauge-invariant ones, but the price to pay is that the quantities become path dependent and usually have a non-local expression. Path dependence, which is just another way of
saying that the GIEs are Stueckelberg variant, naturally raises the problem of uniqueness. Non-local expressions cannot easily be implemented in lattice calculations and have complicated transformation laws. Only in specific gauges they reduce to local expressions and have a simple interpretation. In other gauges, the interpretation becomes obscure. On the contrary, using the Chen et al. approach one obtains operators which are both local and gauge invariant, leading to a clearer partonic interpretation. A typical example is the quantity called $\Delta g$ which is measured in deep-inelastic scattering experiments, and is usually associated with a non-local gauge-invariant operator. This operator becomes local only in the light-front gauge, where it is naturally interpreted as the gluon spin contribution. In the light-front GIE, this $\Delta g$ is rewritten as a gauge-invariant local operator, see Eq. (81f), clarifying its interpretation as the gluon spin in any gauge. In this approach, the non-locality appears only when one insists on writing the gauge-covariant potential $A_{\mu}^{\text{phys}}$ in terms of the gauge-variant potential $A_{\mu}$ and the field strength $F_{\mu\nu}$. It might therefore be possible to compute $\Delta g$ on a lattice. The main difficulty consists in finding a way to implement $A_{\mu}^{\text{phys}}$, but this can be as problematic as simply fixing a gauge on the lattice. As a final remark, the complicated transformation law of the non-local operators can be understood as owing to the fact that the physical part of the gauge potential transforms as a Lorentz four-vector only up to a gauge transformation, as discussed in section III.

D. Pragmatic point of view

We have seen that there exist many acceptable decompositions from the point of view of gauge invariance, and accordingly many acceptable pictures. This makes some people feel uncomfortable. The reason is that if the physical "reality" is unique, there can be only one truly physical picture. The actual problem is therefore a problem of physical interpretation. Which picture is the most "physical" is usually a matter of taste, a source of neverending debates, and is probably an ill-defined problem. For these reasons, it is preferable to adopt a more pragmatic point of view.

Many different physical pictures may coexist, as long as they are coherent and have a clear connection with physical observables. One has just to specify in which picture one is working. Depending on the situation, one picture may appear simpler and therefore more
natural than the other ones. It does not mean that it has to be the "physical" one, but just the most convenient one. For example, atomic systems are non-relativistic and are most conveniently described in the instant form of dynamics and the Coulomb gauge. For such systems, it is therefore more natural to work with the Coulomb GIE. On the contrary, the proton is a relativistic system and its internal structure is essentially probed in high-energy experiments involving large momentum transfer, where a parton model picture is very convenient. For this reason, it appears more natural to describe the proton in the framework of light-front dynamics. The contact with the parton model picture can then be achieved in the light-front gauge. In this context, it is clearly more convenient to work with the light-front GIE.

In summary, there are only two relevant decompositions for the proton spin puzzle:

- the Ji decomposition

\[
\frac{1}{2} = J_q + J_g, \quad J_q = \frac{\Delta q}{2} + L_q
\]

(92)

with Wakamatsu’s improvement based on the light-front GIE

\[
J_g = \Delta g + L_g.
\]

(93)

- the light-front GIE

\[
\frac{1}{2} = \frac{\Delta q}{2} + \ell_q + \Delta g + \ell_g,
\]

(94)

which reduces to the Bashinsky-Jaffe decomposition in the light-front gauge.

The original Ji decomposition is the most conservative one in the sense that it does not require the existence of any preferred direction and any natural gauge. It is also the closest one to our classical picture where the particles follow well-defined trajectories. The main disadvantages of this decomposition are the absence of a simple partonic interpretation and the absence of a decomposition of the gluon angular momentum \( J_g \) into spin and OAM contributions. The only known way to solve the latter problem while preserving gauge invariance is to specify a preferred direction. High-energy experiments naturally break rotational symmetry by providing us with such a direction. This automatically makes the light-front gauge special and allows one to use a partonic picture. One can then define the projection

---

14 By analogy, a Stern-Gerlach apparatus determines natural spin-up and spin-down states. The laws of physics are invariant by rotation but the experimental setup is not.
of the gluon spin in that direction in a gauge-invariant way. Indeed, the $\Delta g$ extracted from DIS is associated with the $M_{g,\text{spin}}^{+12}$ operator in the light-front GIE. Even though this gluon spin contribution appears naturally in the Bashinsky-Jaffe decomposition, Wakamatsu has shown that this piece of the puzzle can be used in a consistent way in the Ji decomposition [35]. In other words, the quark spin and gluon spin contributions are common to both the Bashinsky-Jaffe decomposition and the improved Ji decomposition.

In summary, there is no universal definition of the gluon spin. Part of the reason is that “spin” is too vague a word. Does it mean canonical polarization, helicity or light-front helicity? Each of these can be qualified as physical and there is fundamentally no reason to prefer one or another from theoretical arguments. The important question is which one can be accessed in experiments. The quantity $\Delta g$ measured in DIS has the physical interpretation of net gluon light-front helicity. The light-front GIE language simply makes this interpretation clear because it is well suited for describing light-front helicity.

E. How to access the OAM?

While the quark spin contribution is quite well determined and significant progress have been made in the determination of the gluon spin contribution [77], very little is known about the OAM on the experimental side. It is however an essential piece to solve the so-called “spin puzzle”, see e.g. [11, 78].

Ji has shown that the quark and gluon kinetic angular momentum can be expressed in terms of twist-2 Generalized Parton Distributions (GPDs) [14]

$$J^{q,g} = \frac{1}{2} \int dx \left[ H^{q,g}(x,0,0) + E^{q,g}(x,0,0) \right],$$

which are used to describe some high-energy exclusive processes like e.g. Deeply Virtual Compton Scattering and Deeply Virtual Meson Production. The quark and gluon kinetic OAM can then be obtained by subtracting, respectively, the quark and gluon spin contribution

$$L^q_z = J^q_z - \frac{\Delta q}{2}, \quad L^g_z = J^g_z - \Delta g.$$

Note that these equations should not be considered as sum rules but rather as definitions of the kinetic OAM. While Ji’s relation is valid in the target rest frame for all three components of the angular momentum, its derivation seems more natural for the transverse polarization.
in a leading-twist approach \[68, 79\]. The reason is that the OAM requires the correlation between the parton momentum and position. The GPDs encode the correlation between the longitudinal momentum and the transverse position \[79–81\], and are therefore naturally related to the transverse polarization. Note that the transverse polarization raises some issue concerning the frame dependence of the decomposition into quark and gluon contributions \[82–86\]. The correlation involving the transverse momentum is encoded in higher twists. As first shown by Penttinen \textit{et al.} \[87, 88\], the $z$-component of the quark kinetic OAM is related to a pure twist-3 GPD \[87, 88\]

\[
L_z^q = - \int dx \, x \, G_2^q(x, 0, 0).
\]  

(97)

The genuine spin sum rule in the quark sector is therefore given by

\[
\int dx \left\{ x \left[ H^q(x, 0, 0) + E^q(x, 0, 0) + 2G_2^q(x, 0, 0) \right] - \tilde{H}^q(x, 0, 0) \right\} = 0,
\]

(98)

where we have used $\Delta q = \int dx \, \tilde{H}^q(x, 0, 0)$. Similar relations naturally hold in the gluon sector \[42, 89\].

The longitudinal component of the OAM involves the correlation between the parton transverse momentum and transverse position, which naturally leads to the concept of quantum phase-space or Wigner distribution, see \textit{e.g.} Refs. \[90–93\]. The Wigner distribution is particularly intuitive as it is the closest quantum object to the classical concept of phase-space distribution. In particular, the quantum average of any operator $\hat{O}(\vec{b}_\perp, \vec{k}_\perp, \vec{x})$ in a target state with polarization $\vec{S}$ can be expressed as a phase-space average

\[
\langle \hat{O} \rangle(\vec{S}) = \int dx \, d^2k_\perp \, d^2b_\perp \, O(\vec{b}_\perp, \vec{k}_\perp, x) \rho(\vec{b}_\perp, \vec{k}_\perp, x, \vec{S}),
\]

(99)

where $\rho(\vec{b}_\perp, \vec{k}_\perp, x, \vec{S})$ is the Wigner distribution playing the role of a phase-space density, and $O(\vec{b}_\perp, \vec{k}_\perp, x)$ is the classical operator associated with the quantum operator $\hat{O}(\vec{b}_\perp, \vec{k}_\perp, \vec{x})$. The Wigner distribution depends on the parton three-momentum $(\vec{k}_\perp, x = \frac{\vec{k}_\perp \cdot \vec{P}}{m})$ and transverse position or impact parameter $\vec{b}_\perp$. Contrary to its non-relativistic version \[90–92\], the relativistic Wigner distribution has no dependence on the parton longitudinal position \[93\]. The reason is that relativistic effects, like \textit{e.g.} Lorentz contraction, pair fluctuations and absence of relativistic concept of center of mass, spoil the semi-classical picture. These problems can however be avoided in the infinite-momentum frame where the target looks basically like a pancake \[79, 81, 94\]. The orbital angular momentum then follows our classical intuition
\[ \langle \hat{l}_z \rangle (\vec{e}_z) = \int dx \, d^2 \vec{k}_\perp \, d^2 \vec{b}_\perp \, (\vec{b}_\perp \times \vec{k}_\perp)_z \rho(\vec{b}_\perp, \vec{k}_\perp, x, \vec{e}_z). \]  

(100)

To be gauge invariant, the operator definition of the Wigner distribution involves a gauge link. The consequence of this gauge link is that the Wigner distribution inherits a path dependence. Using a straight gauge link in Eq. (100) leads to the kinetic OAM \( L_z \) \[68\]. Note that for this to be true, the integration over \( \vec{k}_\perp \) is crucial, which means that despite appearances the integrand \( (\vec{b}_\perp \times \vec{k}_\perp)_z \rho(\vec{b}_\perp, \vec{k}_\perp, x, \vec{e}_z) \) does not represent a density of kinetic OAM \[45\]. With the view of connecting the Wigner distributions to the Transverse-Momentum dependent parton Distributions (TMDs) \[96, 97\] appearing in the description of high-energy semi-inclusive processes like Semi-Inclusive DIS and Drell-Yan \[98–100\], it is more natural to consider instead a staple-like gauge link consisting of two longitudinal straight lines connected at \( x^- = \pm \infty \) by a transverse straight line. In this case, Eq. (100) gives the **canonical** OAM \( \ell_z \) appearing in the light-front GIE \[41, 68, 95\]. Since \( x^- \)-independent gauge transformations leave the condition \( A^+ = 0 \) invariant, the light-front gauge does not completely fix the gauge in QCD \[101–103\]. This residual gauge freedom is the reason for the transverse gauge link at \( x^- = \pm \infty \) which is crucial in the context of Single Spin Asymmetries \[104–106\]. Nevertheless, it has been shown to have no effects on \( \Delta g \) and \( \ell_z \) \[15, 35, 40, 43, 45, 89\]. Some intuitive picture has also been proposed \[107\]. Note that while the GPDs and the TMDs can be accessed in high-energy experiments, finding a process where the Generalized TMDs \[96\], which are connected via Fourier transform to Wigner distributions \[93\], naturally appear remains a big challenge. For completeness, let us also mention that a lot of efforts has been made to relate in a quantitative way the TMDs to the OAM \[108–114\]. So far, no model-independent relation has however been obtained. This is likely owing to the fact that the TMDs do not contain any information about the parton position.

VI. CONCLUSION

Chen et al. proposed to decompose explicitly the gauge potential into pure-gauge and physical parts. We presented its geometrical interpretation and discussed its similarity with the famous Stueckelberg trick. It allows one to write gauge-invariant quantities satisfying the canonical commutation relations. Moreover, we argue that this approach is consistent with the Lorentz symmetry provided that one uses the appropriate Lorentz transformation.
law for the gauge potential. Thanks to the Chen et al. approach, one can easily write down gauge-invariant extensions of the Jaffe-Manohar decomposition. The drawback is that there are as many gauge-invariant extensions as there are gauge conditions, raising the delicate question of deciding which is the “physical” one. The gauge invariance makes this problem ill-defined, and so experiments can just tell us which gauge condition is the most “natural” one in specific contexts.

Since the proton structure is mainly probed in high-energy experiments involving large momentum transfers, it seems quite natural to use the light-front gauge to make contact with the appealing parton model picture. There are therefore essentially two relevant spin decompositions: the Ji decomposition supplemented by the decomposition of the gluon angular momentum proposed by Wakamatsu, and the light-front gauge-invariant extension, which is a generalization of the Bashinsky-Jaffe decomposition to any gauge. They differ by a gauge-invariant term called the potential angular momentum representing the difference between the kinetic and the canonical angular momentum. The kinetic angular momentum corresponds to our classical intuition of angular momentum but does not have any simple partonic interpretation. On the contrary, the canonical orbital angular momentum has a simple partonic interpretation but requires the use of a natural gauge. The most intuitive approach to the orbital angular momentum in a relativistic quantum system is based on the concept of phase-space or Wigner distributions. Depending on the choice of the gauge link, one can obtain either the kinetic or the canonical orbital angular momentum. How to access these Wigner distributions remains a big challenge but would definitely improve drastically our understanding of the proton internal structure.
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