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Abstract

We study the algebras of symmetric Hilbert modular forms of even weight for \( \mathbb{Q}(\sqrt{d}) \), considering them as modular forms for the orthogonal group of the lattice with signature (2,2). Comparing the volume of the corresponding symmetric domain with the volume of the Jacobian of the generators of these algebras, we prove that for all \( d \), except for \( d=2, 3, 5 \) these algebras can’t be free.

Introduction

Consider the quadratic field \( K = \mathbb{Q}(\sqrt{d}) \), it’s discriminant \( D = d \Leftrightarrow d = 1 \pmod{4} \) otherwise \( D = 4d, \) \( d = p_1 \cdots p_k, \) \( p_i \) are different primes, \( p_1 < p_2 < \ldots < p_k \). It is well known that the extended Hilbert modular group \( \hat{H}ilb(K) = GL_2(O_K) \rtimes \langle \sigma \rangle \), where \( \langle \sigma \rangle = Gal(K/\mathbb{Q}) \) is isomorphic the automorphism group of even lattice \( L \) of signature (2,2) and discriminant \( D \). If \( d = 1 \pmod{4}, \)

\( L = U \oplus \begin{pmatrix} 2 & 1 \\ 1 & \frac{1}{2}d \end{pmatrix} \), if \( d = 3 \pmod{4}, \) \( L = U \oplus \begin{pmatrix} -2 & 0 \\ 0 & 2d \end{pmatrix} \). Besides, the subgroup of \( \hat{H}ilb(K) \), preserving the product of upper half-planes, coincides with the subgroup \( O^+(L) \) of index 2 in \( O(L) \). \( O^+(L) = \{ g \in O(L) | \det g \cdot n(g) = 1 \} \) where \( n(g) \) – the spinor norm of \( g \).

The lattice \( L \) defines the Cartan domain of type IV:

\[ \Omega_L = \{ [\omega] \in \mathbb{P}(L \otimes \mathbb{C}); (\omega, \omega)_L = 0, (\omega, \overline{\omega})_L > 0 \} \]

It has two connected components \( D_L \) and \( D'_L \). \( O^+(L) \) corresponds to the subgroup, preserving \( D_L \). The affine cone over \( D_L \) in \( L \otimes \mathbb{C} \) will be denoted by \( D^*_L \).

Definition 1. A modular form of weight \( k \) with respect to \( O(L) \) and with character \( \chi : O(L) \to \mathbb{C}^* \) is a holomorphic map \( f : D^*_L \to \mathbb{C} \) such that:

1) \( f(tz) = t^{-k}f(z), t \in \mathbb{C}^* \)
2) \( f(g(z)) = \chi(g)f(z), g \in O(L) \)

We notice that there are no modular forms of odd weight with trivial character. It follows from the second condition from the definition of modular forms:
\(-id \in O^+(L)\), because \(\det(-id) = 1\), \(n(-id) = 1\), since \(-id = r_{c_2}r_{c_1}r_{c_1} + c_2r_{c_1} - c_2\) when \(d \neq 1 \pmod{4}\), \(-id = r_{c_3} - 2c_4r_{c_2}r_{c_1} + c_2r_{c_1} - c_2\) when \(d = 1 \pmod{4}\) (\(e_i\) – basis of \(L\), \(r_{e_i}\) – the reflection in \(e_i\)). Besides, \(\chi(-id) = 1\), so \(f(-z) = f(z)\). But from the first condition we get that \(f(-z) = -f(z)\), so there is a contradiction.

So we will consider only forms of even weight and trivial character.

The proof of the main result will be based on the Bruinier’s theorem \([3]\).

**Theorem 1.** Let \(L\) be an even lattice of signature \((2, 2)\) such that the dimension of maximal isotropic subspace \(L \otimes \mathbb{Q}\) is equal to 1. If \(F\) is a meromorphic \(O^+(L)\)-modular form of weight \(K\), vanishing on all mirrors of reflections with multiplicity 1, then

\[
Vol(O^+(L)) \cdot K = \frac{1}{2} \sum Vol(O^+(e^\perp \cap L))
\]

(1) where \(e\) – roots of \(L\), the sum is taken over all conjugacy classes.

**Theorem 2** \([2]\). Assume the algebra of \(O^+(L)\)-modular forms is free with generators of weights \(k_1, \ldots, k_t\). Then there exists \(F - O^+(L)\)-modular form of weight \(2 + k_1 + \ldots + k_t\) vanishing with multiplicity one on all mirrors of reflections of \(L\) and only on them.

It is shown in the proof that the modular form \(F\) that is equal to the Jacobian of the generators satisfies these conditions.

**Theorem 3.** Assume \(d = 1 \pmod{4}\). Then the algebra of \(O^+(L)\)-modular forms of even weight can be free only if

\[
d = 5, \: d = 13, \: d = 3 \cdot 7
\]

**Theorem 4.** Assume \(d = 3 \pmod{4}\). Then the algebra of \(O^+(L)\)-modular forms of even weight can be free only if \(d = 3\).

**Theorem 5.** Assume \(d = 2 \pmod{4}\). Then the algebra of \(O^+(L)\)-modular forms of even weight can be free only if \(d = 6\).

The idea of the proof is the following. We find the lower bound for the left hand side of formula (1) and an upper bound for the right hand side. Since the l.h.s. grows faster, we obtain that the formula (1) doesn’t hold when the discriminant is big enough. We notice, that there are exactly three generators for the algebra of \(O(L)\)-modular forms, and since the weight of each is at least two, \(K \geq 8\). Besides, because \([O(L) : O^+(L)] = 2\), \(Vol(O^+(L)) = 2Vol(O(L))\), and since both sides of (1) are multiplied by 2, we can consider \(Vol(O(L))\) instead of \(Vol(O^+(L))\).

**The number of classes in the genus**

**Theorem 6.** \([12]\) Let \(L\) be an indefinite lattice. If the genus of \(L\) contains more than one class, then there exists a prime \(p\) such that \(L \otimes \mathbb{Z}_p\) can be diagonalised and the diagonal entries consist of distinct powers of \(p\).

**Lemma 1.** Each even integral lattice of signature \((2, 1)\) with fixed square-free discriminant \(d = -2p_1 \ldots p_n =: 2d'\) and with fixed Hasse invariant belongs to the same class.
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Proof. The discriminant of $L$ is square-free so it follows from Kneser’s theorem that the class of $L$ coincides with the genus of $L$. So it suffices to prove that all such lattices are locally equivalent. For each $p \neq p_i$ the lattices are equivalent since they are unimodular. For $p = p_i$ there exist exactly 4 different lattices over $\mathbb{Z}_{p_i}$: $(1) \oplus (1) \oplus (p)$, $(1) \oplus (r) \oplus (p)$, $(1) \oplus (1) \oplus (rp)$, $(1) \oplus (r) \oplus (rp)$, where $r$ is a fixed quadratic non-residue mod $p$. The Hasse invariant of the first and the third lattices equals to 1, of the second and the fourth to -1. Since this invariant is fixed, we have one pair of lattices left. The lattices in each pair have different discriminants, and because it is also fixed we obtain one lattice left. We need to check the equivalence over $\mathbb{Z}_2$. The algorithm for doing it can be found in [5] and [1]. There are 2 possibilities: $U \oplus \langle 2d' \rangle$ and $\left( \begin{array}{cc} 2 & 1 \\ 1 & 2 \end{array} \right) \oplus \langle -6d' \rangle$. The Conway-Sloane notation for them is $1\frac{2}{1}\frac{\omega}{3}(d')$ and $1\frac{2}{1}\frac{-\omega}{3}(d')$ respectively. Consider the first lattice. It has adjacent scales (1 and 2) and different types (the unimodular part is even, 2-modular part is odd). So we can apply sign walking, i.e. change upper signs and add 4 to the lower oddity. Since $d' + 4 = -3d'$ for $d' = \pm 1, \pm 3 \pmod{8}$, we get that $1\frac{2}{1}\frac{2\omega}{3}(d') \sim 1\frac{2}{1}\frac{-2\omega}{3}(d')$. So, these lattices are equivalent over $\mathbb{Z}_p$ for each $p$, i.e. belong to the same genus.

Lemma 2. Each even integral lattice of signature (2, 1) with fixed square-free discriminant $d = -4p_1 \ldots p_m =: 4d'$ and with fixed Hasse invariant belongs to the same class.

Proof. The invariant factors are 1, 1, 4$d'$, otherwise the lattice couldn’t be even, since it would have an unimodular component of odd dimension. It follows from Kneser’s theorem that the class of $L$ coincides with the genus of $L$. So it suffices to prove that all such lattices are locally equivalent. For each $p \neq 2$ the proof is similar to the proof of lemma 1. Over $\mathbb{Z}_2$ there are two possibilities: $U \oplus \langle 4d' \rangle$ and $\left( \begin{array}{cc} 2 & 1 \\ 1 & 2 \end{array} \right) \oplus \langle -12d' \rangle$. They differ by Hasse invariant, because $\epsilon_2(U \oplus \langle 4d' \rangle) = 1 \leftrightarrow d' = 1 \pmod{4} \leftrightarrow \epsilon_2 \left( \left( \begin{array}{cc} 2 & 1 \\ 1 & 2 \end{array} \right) \oplus \langle -12d' \rangle \right) = -1$. Since it is fixed, the lemma is proved.

Lemma 3. Each even integral lattice of signature (2, 1) with fixed square-free discriminant $d = -8p_1 \ldots p_m =: -8d'$, fixed Hasse invariant and invariant factors 2, 2, 2$d'$ belongs to the same class.

Proof. It follows from Kneser’s theorem that the class of $L$ coincides with the genus of $L$. So it suffices to prove that all such lattices are locally equivalent. For each $p \neq 2$ the proof is similar to the proof of lemma 1. Over $\mathbb{Z}_2$ there are two possibilities: $U(2) \oplus \langle 2d' \rangle$ and $\left( \begin{array}{cc} 4 & 2 \\ 2 & 4 \end{array} \right) \oplus \langle -6d' \rangle$. They differ by Hasse invariant, because $\epsilon_2(U(2) \oplus \langle 2d' \rangle) = 1 \leftrightarrow d' = 1 \pmod{4} \leftrightarrow \epsilon_2 \left( \left( \begin{array}{cc} 4 & 2 \\ 2 & 4 \end{array} \right) \oplus \langle -6d' \rangle \right) = -1$. Since it is fixed, the lemma is proved.

Lemma 4. There exist two classes of ternary even lattices $M$ of signature (2, 1) and discriminant $d = -16p_1 \ldots p_m =: -16d'$ with invariant factors 2, 2, 4$d'$ and fixed Hasse invariant.
Proof. It follows from Kneser’s theorem that the class of $L$ coincides with the genus of $L$. So it suffices to prove that all such lattices are locally equivalent. For each $p \neq 2$ the proof is similar to the proof of lemma 1. There are 2 possibilities for $p = 2$: the Gram matrix of $M$ can be the doubled matrix of even or odd lattice. Let $M$ be the doubled matrix of an even lattice, then it could be: $U(2) \oplus \langle 4d' \rangle$ or $(\begin{pmatrix} 4 & 2 \\ 2 & 4 \end{pmatrix}) \oplus \langle -12d' \rangle$. In the Conway notation they have the form $2I_{1,4}^d$ and $2I_{1,2}^{-1,4}$ with $d'$. We can apply “sign walking” and because $d' + 4 = -3d' \pmod{8}$, we obtain that this lattices are equivalent over $\mathbb{Z}_2$. Since they are equivalent over all $\mathbb{Z}_p$, they belong to the same class.

Let $M$ be the doubled matrix of an odd lattice, then $M = \langle 2e_1 \rangle \oplus \langle 2e_2 \rangle \oplus \langle -4d'e_1e_2 \rangle$. We note that the Hasse invariant is uniquely defined by $e_1$, $e_2$, $d'$. Going through all the possibilities on $e_1$, $e_2$, $d' \pmod{8}$, we get that for each $e_1$, $e_2$ the fixed $d'$ and $e$ uniquely determine the lattice:

Thus, there are two conjugacy classes: the first corresponds to the doubled even lattice, the second to the doubled odd lattice. □

Reflections

Let $L$ be an even lattice, $e \in L$ - primitive 2k-root of $L$. $\langle e \rangle = \mathbb{Z}e$, $\langle e^+ \rangle = L \cap e^+$.

Lemma 5. There are two possibilities:

a) $L = \langle e \rangle \oplus \langle e^+ \rangle$

b) $[L : \langle e \rangle \oplus \langle e^+ \rangle] = 2$

Proof. Since $e - 2k$-root, $\frac{2k}{e} \in L$ $\Rightarrow$ $\langle e, L \rangle = k\mathbb{Z}$. So, the projection of $L$ on $\text{Re}$ consists of multiples of $\frac{k}{2ke} = \frac{e}{2}$. Since $e \in \text{pr}_eL$, $[L : \langle e \rangle \oplus \langle e^+ \rangle] = [\text{pr}_eL : \langle e \rangle] = 1$ or 2. □

Lemma 6. Automorphism $\phi : \langle e^+ \rangle \rightarrow \langle e^+ \rangle$ can be continued to the automorphism of $L \Leftrightarrow \phi : \text{pr}_eL/\langle e^+ \rangle = \text{id}$

Proof. The statement is clear if $L = \langle e \rangle \oplus \langle e^+ \rangle$. Consider the case $[L : \langle e \rangle \oplus \langle e^+ \rangle] = 2$. Let $x \in L$ be a glueing vector, i.e. such that $(x,e) = k$. Then $L = \mathbb{Z}x \oplus \mathbb{Z}e \oplus e^+$.

$\Rightarrow$: If $\phi : \langle e^+ \rangle \rightarrow \langle e^+ \rangle$ is continued on $L$, then $\phi(e) = \pm e$, and, taking the composition $r_e \circ \phi$ if needed, we can consider only the case $\phi(e) = e$. Then $\phi(\text{pr}_e x) = \phi(\frac{e}{2}) = \frac{e}{2} = \text{pr}_e(\phi(x))$. On the other hand, $\phi(x) \in L \Rightarrow \phi(x) - x \in L \Rightarrow \phi(\text{pr}_e x - \text{pr}_e x) = \langle e^+ \rangle \Rightarrow \phi(\text{pr}_e x) = \text{pr}_e x \pmod{\langle e^+ \rangle}$.

$\Leftarrow$: Let $\phi(\text{pr}_e x) = \text{pr}_e x \pmod{\langle e^+ \rangle}$. $L = \langle e \rangle \oplus \langle e^+ \rangle \cup \frac{e}{2} + \text{pr}_e x = \langle e \rangle \oplus \langle e^+ \rangle \cup \frac{e}{2}$.
\( \langle e^+ \rangle \cup \perp + \phi(p_{e^+} x) \). Let \( \phi \) act identically on \( e \), then under the action of \( \phi \) the glueing vector maps to the glueing vector, so \( \phi \) is the automorphism of the whole lattice \( L \).

**Lemma 7.** Each automorphism \( \phi : \langle e^+ \rangle \to \langle e^+ \rangle \) can be continued to the automorphism of \( L \).

Proof. \( pr_{<e^+} L/\langle e^+ \rangle = pr_{<e} L/\langle e \rangle = \mathbb{Z}/2\mathbb{Z} \). But \( \mathbb{Z}/2\mathbb{Z} \) has no non-trivial automorphisms.

**Lemma 8.** a) Let \( x \) be a glueing vector for \( (e) \oplus \langle e^+ \rangle \). Then \( x \pmod{(e) \oplus \langle e^+ \rangle} \)

is uniquely defined by an element of order 2 in \( disc((e^+)) := \langle e^+ \rangle^V/(e^+) \).

b) Let \( e \) be a primitive root of \( L \) such that the class of \( \langle e^+ \rangle \) coincides with the genus. Then the number of roots, conjugated to \( e \) in \( L \) is equal to the number of glueing vectors \( \pmod{(e) \oplus \langle e^+ \rangle} \).

Proof. a) \( pr_{<e^+} x \subseteq \langle e^+ \rangle^V \), since \( x \) is a glueing vector. Besides, \( 2pr_{<e^+} x \in \langle e^+ \rangle \), because \( pr_{<e^+} L/\langle e^+ \rangle = \mathbb{Z}/2\mathbb{Z} \). \( pr_{<e^+} x = \frac{x}{2} \) is uniquely defined, so \( x = \frac{x^2}{2} + pr_{<e^+} x \) is uniquely defined.

b) Let \( e, e' \) be the primitive \( -2k \)-roots of \( L \), \( x, x' \) – the corresponding glueing vectors. Because \( e^+, e'^+ \) belong to the same class, there exists an automorphism, mapping \( e \) to \( e' \), \( e^+ \) to \( e'^+ \). Taking the composition with reflection \( r_e \) if needed, we can think that this automorphism belongs to \( O^+(L) \). This automorphism maps \( x \) to \( x' \leftrightarrow x \) and \( x' \) are defined by the same element in \( disc((e^+)) = disc((e'^+)) \).

**Reflections, \( d = 1 \pmod{4} \)**

The invariant factors of \( L \) are \( 1, 1, 1, d \). Each root has an even length, dividing \( 2d \) (doubled maximal invariant factor). That’s why a priori \( -2p_i \cdots p_m \) reflections can exist, where \( \{i_1, \ldots, i_m\} \subseteq \{1, \ldots, k\} \) (including the empty set).

**Lemma 9.** Let \( e \) be a root, \( e^2 = -2p_{i_1} \cdots p_{i_m} =: -2e' \). Then \( \det((e^+)) = \frac{-2d_{i_1} \cdots d_{i_m}}{p_{i_1} \cdots p_{i_m}} =: -2d_e \).

Proof. There are two possibilities by lemma 5: \( L = (e) \oplus \langle e^+ \rangle \) or \( [L : (e) \oplus \langle e^+ \rangle] = 2 \). The length of the root is even, but the discriminant of the lattice \( L \) is odd, that’s why we get a contradiction in the first case.

**Lemma 10.** If \( e \) is is primitive \( -2e' \) root of \( L \), then it is unique up to conjugation.

Proof. Let \( x \) be a glueing vector for \( (e) \oplus \langle e^+ \rangle \). It suffices to find \( x \) locally by Kneser’s theorem the class of \( L \) coincides with the genus. Over each \( \mathbb{Z}_p \), \( p \neq 2, 2 \) is invertible, so \( x \in \frac{1}{2} L \otimes \mathbb{Z}_p \Rightarrow x \in L \otimes \mathbb{Z}_p \). Over \( \mathbb{Z}_2 \)

\( disc((e^+)) \cong \mathbb{Z}/2\mathbb{Z} \). It follows from lemma 8 that \( x \) is uniquely defined by \( pr_{<e^+} x \), that corresponds to the unique element of order 2 in \( disc((e^+)) \cong \mathbb{Z}/2\mathbb{Z} \). So, there is no more than one glueing vector \( x \). By lemma 1 the lattice \( \langle e^+ \rangle \) is unique in it’s class. It follows from lemma 8.b) that \( e \) is unique.

Let \( \{e_i\} \) be the basis for \( L \).
Lemma 11. For $e^2 = -2p_1 \ldots p_m$ to be a root it is necessary that $\left( \frac{d}{p_j} \right) = 1$ for each $p_j$, $1 \leq j \leq m$.

Proof. Let $e = (x, y, z, t)$ be a root. We can rewrite this in coordinates: $e^2 = -2p_1 \ldots p_m$: $2xy + 2z^2 + 2zt + \frac{1}{2} dt^2 = -2p_1 \ldots p_m$. Besides, $\frac{e}{p_1 \ldots p_m} \in L^V$. Taking the scalar product $(e, e)$, we get that $p_1 \ldots p_m | x, \ p_1 \ldots p_m | y, \ p_1 \ldots p_m | 2z + t$. Let $x = p_1 \ldots p_m x', \ y = p_1 \ldots p_m y', \ 2z = p_1 \ldots p_m t' - t$, substituting this to the first equation, we get:

$$2x' y' (p_1 \ldots p_m)^2 + \frac{(p_1 \ldots p_m t' - t)(p_1 \ldots p_m t' + t)}{2} + \frac{1 - d}{2} t^2 = -2p_1 \ldots p_m$$

Multiplying by 2 and dividing by $p_1 \ldots p_m$, we get:

$$4x' y' p_1 \ldots p_m + p_1 \ldots p_m t'^2 - \frac{d}{p_1 \ldots p_m} t^2 = -4$$

Considering the last equation mod each $p_j$, we get that $d, t^2 = 4 \ (\text{mod } p_j)$ must be solvable, i.e. $\left( \frac{d}{p_j} \right) = 1$.

Let $d$ be a prime number ($d = p$). We can find all the roots explicitly in this case:

Lemma 12. Let $e$ be a primitive root of $L$. There are two possibilities:

a) $e^2 = -2, \langle e^1 \rangle = U \oplus \langle 2 \rangle$.

b) $e^2 = -2p, \langle e^1 \rangle = U \oplus \langle 2 \rangle$.

Proof. a) Let $e = e_1 - e_2$. $e^2 = -2, \ 2 = \frac{e_1}{e_2} \in L \subseteq L^V$. The Hasse invariants of lattices $\langle e^1 \rangle$ and $U \oplus \langle 2 \rangle$ for each prime, except $p$ and 2 are equal to 1, because the lattices are unimodular. It follows from the proof of lemma 1 that over $\mathbb{Z}_2$ the lattice is uniquely defined. We compute the Hasse invariants over $\mathbb{Z}_p$:

$$e_p(U \oplus \langle 2 \rangle) = (-1, 2)_p = \left( \frac{-1}{p} \right) = 1, \ \text{since } p = 1 \ (\text{mod } 4)$$

$$\left( \frac{d}{p} \right) = e_p(U) = e_p(e) \oplus \langle e^1 \rangle = (-2, -2p)_p \epsilon_p(e^1) = \left( \frac{-2}{p} \right) \epsilon_p(e^1)$$

So, $\epsilon_p(e^1) = 1$, i.e. the Hasse invariants are equal for all primes. By lemma 1 $\langle e^1 \rangle = U \oplus \langle 2 \rangle$.

b) Let $e = 2e_4 - e_3$. $e^2 = 4 \cdot \frac{1 - p}{p} - 2 \cdot 1 - 2 \cdot 1 + 2 = -2p, \ \frac{2(2e_4 - e_3)}{p} \in L^V$, because $(\frac{2e_4 - e_3}{p}, e_3) = \frac{2 \cdot 2 - (-1)}{p} = 0$, $(\frac{2e_4 - e_3}{p}, e_4) = \frac{2 \cdot -1 - (-1)}{p} = -1$. The lattices $\langle e^1 \rangle$ and $U \oplus \langle 2 \rangle$ have the same determinants and Hasse invariants (for $p \neq 2$ they are unimodular, i.e. $\epsilon_p = 1$, for $p = 2$ the lattice is uniquely defined). Thus, they are equivalent by lemma 1.

By lemma 10 these roots are unique.
Reflections, $d = 3 \pmod{4}$

The invariant factors are $1, 1, 2, 2d$. Each root has an even length, dividing $4d$ (doubled maximal invariant factor). That’s why a priori $-2p_1 \ldots p_m$ and $-4p_1 \ldots p_m$ reflections can exist, where $\{i_1, \ldots, i_m\} \subseteq \{1, \ldots, k\}$ (including the empty set).

Lemma 13. Let $e$ be a primitive root of $L$, then one of the following statements is true:

a) $e^2 = -4p_1 \ldots p_m =: -4e'$, $\det((e^+)) = -\frac{4d}{p_1 \ldots p_m} =: -4d_e$.
b) $e^2 = -2p_1 \ldots p_m =: -2e'$, $\det((e^+)) = -\frac{2d}{p_1 \ldots p_m} =: -2d_e$.
c) $e^2 = -2p_1 \ldots p_m =: -2e'$, $\det((e^+)) = -\frac{8d}{p_1 \ldots p_m} =: -8d_e$.

Proof. The statements b), c) correspond to the cases from lemma 5.a) and 5.b) respectively for $e^2 = -2p_1 \ldots p_m$.

For $e^2 = -4p_1 \ldots p_m$ the case a) from lemma 5 is impossible: it follows from the equality $e^2 \cdot \det((e^+)) = 4d$ that $\det((e^+))$ is odd, but it contradicts that $(e^+)$ is even lattice of rank 3. Thus, $[L : \langle e \rangle \oplus (e^+)] = 2$. It corresponds to the case $\det((e^+)) = -\frac{8d}{p_1 \ldots p_m}$.

Lemma 14. Let $e$ be a primitive root of $L$ such that $e^2 = -2e'$, $\det((e^+)) = -8d_e$, then:

a) $\epsilon_2((e^+)) = -1$
b) The invariant factors of $(e^+)$ are $2, 2, 2d_e$
c) If $e' = 3 \pmod{4}$, then over $\mathbb{Z}_2 \langle e^+ \rangle \simeq \left\{ \begin{array}{c} 1, \quad \text{if } d = 3 \pmod{8}; \\
-1, \quad \text{if } d = -1 \pmod{8}; \end{array} \right.$

Proof. a) $\epsilon_2(L) = -(2, 2d) = \left\{ \begin{array}{c} 1, \quad \text{if } d = 3 \pmod{8}; \\
-1, \quad \text{if } d = -1 \pmod{8}; \end{array} \right.$

b) Assume the invariant factors of $(e^+)$ are not $2, 2, 2d_e$, then they must be $1, 1, 4d_e$ or $1, 1, 8d_e$. But the first possibility is impossible $1, 2, 4d_e$, because the lattice $(e^+)$ is even, and so it can’t have an unimodular component of rank 1. Assume the invariant factors are $1, 1, 8d_e$. Let $x$ be the glueing vector for $(e) \oplus (e^+)$. It suffices to find $x$ locally because the class of $L$ coincides with the genus by Kneser’s theorem. Over each $\mathbb{Z}_p$, $p \neq 2, 3$ is invertible, so $x \in \frac{1}{2}L \otimes \mathbb{Z}_p \Rightarrow x \in L \otimes \mathbb{Z}_p$. Over $\mathbb{Z}_2 \text{disc}((e^+)) \cong \mathbb{Z}/8\mathbb{Z}$. It follows from lemma 8 that $x$ is uniquely defined by $pr_{e^+}x$, that corresponds to the unique element of order 2 in $\text{disc}((e^+)) \cong \mathbb{Z}/8\mathbb{Z}$. So, there is no more than one glueing vector $x$. But $x^2 = \left(\frac{1}{2}e\right)^2 + (pr_{e^+}x)^2 = \frac{e}{8} + \frac{1}{4} \cdot 8d_e = \frac{e'}{2} \neq 0 \pmod{2}$, thus $x$ is not a glueing vector. So there is no glueing vector and this case is impossible.

c) It follows from b) that we can apply lemma 3 for $(e^+)$. We notice that $e' = 3 \pmod{4} \Rightarrow d_e = 1 \pmod{4}$, because $e' \cdot d_e = d = 3 \pmod{4}$. Taking into account that $\epsilon_2((e^+)) = -1$, the required statement follows from the proof of lemma 3.

It follows from lemmas 1, 2, 3, 14 that in every case listed in lemma 13, the class of $(e^+)$ coincides with the genus.
Lemma 15. a) If $e$ is a primitive $-4p_1, \ldots p_m$ root of $L$, then it is unique up to conjugation.

b) There can be at most two primitive $-2p_1, \ldots p_m$ roots $e_1, e_2$ in $L$. In this case $\det((e_1^\perp)) = -2d_{e_1}, \det((e_2^\perp)) = -8d_{e_2}.

Proof. a) Let $x$ be the glueing vector for $(e) \oplus (e^\perp)$. It suffices to find $x$ locally because the class of $L$ coincides with the genus by Kneser’s theorem. Over each $\mathbb{Z}_p, p \neq 2$, $2$ is invertible, so $x \in \frac{1}{2}L \otimes \mathbb{Z}_p \Rightarrow x \in L \otimes \mathbb{Z}_p$. Over $\mathbb{Z}_2$ $\text{disc}(e^\perp) \cong \mathbb{Z}/2\mathbb{Z}$. It follows from lemma 8 that $x$ is uniquely defined by $pr_{e^\perp} x$, that corresponds to the unique element of order 2 in $\text{disc}(e^\perp) \equiv \mathbb{Z}/4\mathbb{Z}$. So there is no more than one glueing vector $x$. By lemma 2 the lattice $(e^\perp)$ is unique in it’s class. It follows from lemma 8.b) that $e$ is unique up to conjugation.

b) The uniqueness of $-2p_1, \ldots p_m$ root $e_1$ such that $\det((e_1^\perp)) = -2d_{e_1}$ follows from lemma 1 and the fact that $e_1$ splits off as a direct summand. Let $x$ be a glueing vector for $(e_2) \oplus (e_2^\perp)$. It suffices to find $x$ locally because the class of $L$ coincides with the genus by Kneser’s theorem. Over each $\mathbb{Z}_p, p \neq 2$, $2$ is invertible, so $x \in \frac{1}{2}L \otimes \mathbb{Z}_p \Rightarrow x \in L \otimes \mathbb{Z}_p$. Over $\mathbb{Z}_2$ $\text{disc}(e_2^\perp) \cong (\mathbb{Z}/2\mathbb{Z})^3$, because by lemma 14.b) the invariant factors are 2, 2, 2, 2d. It means that there are 7 elements of order 2 in $\text{disc}(e^\perp)$. From the proof of lemma 3 we know the explicit form of $(e_2^\perp)$: $d_e = -1$ (mod 4) $\Rightarrow (e^\perp) \sim U(2) \oplus (2d_e), d_e = 1$ (mod 4) $\Rightarrow (e^\perp) \sim (\mathbb{Z}/2\mathbb{Z})^3$. By lemma 3 the lattice $(e^\perp)$ is unique in it’s class. It follows from lemma 8.b) that $e$ is unique up to conjugation.

Lemma 16. $e = -2e'$ is a primitive root of $L$, $\det(e^\perp) = -2d_e \Rightarrow e' = 1$ (mod 4)

Proof. In the Conway-Sloane notation the lattice $L$ has the form $1_2^2 2_{d_e - 1}$. The lattice $U \oplus (2d_e) \oplus (-2e')$ has the form $1_2^2 2_{d_e - e'}$. Going through all the options on $e'$, $d_e$ (mod 8), we obtain the equivalence of these lattices $\Leftrightarrow e' = 1$ (mod 4).

Let $e_i$ be the basis of $L$.

Lemma 17. For $e^2 = -2kp_1, \ldots p_m$ to be a root ($k = 1$ or $k = 2$) it is necessary that $d_{e_i}t^2 = -k$ (mod $p_{ij}$) is solvable for each $p_{ij}, 1 \leq j \leq m$.

Proof. Let $e = (x, y, z, t)$ be a root. We can rewrite this in coordinates: $\begin{align*}
e^2 &= -2kp_1, \ldots p_m: 2xy - 2z^2 + 2dt^2 = -2kp_1, \ldots p_m. & \text{Besides, } \frac{e}{p_{i_1} \ldots p_{i_m}} \in L^V. & \text{Taking the scalar product } (e, e_i), \text{ we get that } p_{i_1} \ldots p_{i_m}x, p_{i_1} \ldots p_{i_m}y, p_{i_1} \ldots p_{i_m}z. & \text{Let } x = p_{i_1} \ldots p_{i_m}x', y = p_{i_1} \ldots p_{i_m}y', z = p_{i_1} \ldots p_{i_m}z', \text{ substituting this to the first equation, we get:}
&\begin{align*}2x'y'(p_{i_1} \ldots p_{i_m})^2 - 2(p_{i_1} \ldots p_{i_m})^2z'^2 + 2dt^2 = -2kp_{i_1} \ldots p_{i_m}.
\end{align*}
\end{align*}$
Dividing by $2p_{i_1} \ldots p_{i_m}$, we get:
\begin{align*}
x'y'p_{i_1} \ldots p_{i_m} - p_{i_1} \ldots p_{i_m}z'^2 + \frac{d}{p_{i_1} \ldots p_{i_m}}t^2 = -k.
\end{align*}
b) There exist at most three different \( e \) respectively for

The statements a), b) corresponds to the cases from lemma 5.a) and 5.b)

**Proof.**

\( a \) priori \(-2p_{i_1} \ldots p_{i_m}, -4p_{i_1} \ldots p_{i_m} \) and \(-8p_{i_1} \ldots p_{i_m} \)-roots can exist, where \( \{i_1, \ldots, i_m\} \subseteq \{1, \ldots, k\} \) (including the empty set). Let \( e_i \) be the basis of \( L \).

**Lemma 18.** There are no \(-8p_{i_1} \ldots p_{i_m} \)-roots.

**Proof.** Let \( e = (x, y, z, t) \) be a primitive \(-8p_{i_1} \ldots p_{i_m} \)-root. We can rewrite this in coordinates:

\[
2xy - 2z^2 + 4dt^2 = -8p_{i_1} \ldots p_{i_m}.
\]

Besides, \( \frac{e}{p_{i_1} \ldots p_{i_m}} \in L \). Taking the scalar product \((e, e_1)\), we get that \( 4p_{i_1} \ldots p_{i_m} | x, 4p_{i_1} \ldots p_{i_m} | y, 2p_{i_1} \ldots p_{i_m} | z \). Let \( x = 4p_{i_1} \ldots p_{i_m} x', y = 4p_{i_1} \ldots p_{i_m} y', z = 2p_{i_1} \ldots p_{i_m} z' \), substituting this to the first equation, we get:

\[
16x'y'(p_{i_1} \ldots p_{i_m})^2 - 4(p_{i_1} \ldots p_{i_m})^2 z'^2 + 2dt'^2 = -4p_{i_1} \ldots p_{i_m}
\]

Dividing by \( 2p_{i_1} \ldots p_{i_m} \), we get:

\[
8x'y'p_{i_1} \ldots p_{i_m} - 2p_{i_1} \ldots p_{i_m} z'^2 + \frac{d'}{p_{i_1} \ldots p_{i_m}}t'^2 = -2.
\]

We obtain that \( 2|t \), and that contradicts that \( e \) is primitive.

**Lemma 19.** Let \( e \) be a primitive root of \( L \), then one of the following statements is true:

a) \( e^2 = -4p_{i_1} \ldots p_{i_m} =: -4e' \), \( \det(e^{-1}) = \frac{-2d'}{p_{i_1} \ldots p_{i_m}} =: -2d_e \).

b) \( e^2 = -4p_{i_1} \ldots p_{i_m} =: -4e' \), \( \det(e^{-1}) = \frac{-8d'}{p_{i_1} \ldots p_{i_m}} =: -8d_e \).

c) \( e^2 = -2p_{i_1} \ldots p_{i_m} =: -2e' \), \( \det(e^{-1}) = \frac{-4d'}{p_{i_1} \ldots p_{i_m}} =: -4d_e \).

d) \( e^2 = -2p_{i_1} \ldots p_{i_m} =: -2e' \), \( \det(e^{-1}) = \frac{-16d'}{p_{i_1} \ldots p_{i_m}} =: -16d_e \).

**Proof.** The statements a), b) corresponds to the cases from lemma 5.a) and 5.b) respectively for \( e^2 = -4p_{i_1} \ldots p_{i_m} \), the statements c) and d) correspond to the cases from lemma 5.a) and 5.b) respectively for \( e^2 = -2p_{i_1} \ldots p_{i_m} \).

**Lemma 20.** a) If \( e \) is a primitive \(-4p_{i_1} \ldots p_{i_m} \)-roots of \( L \) such that \( \det(e^{-1}) = -2d_e \), then it is unique up to conjugacy.

b) There exist at most three different \( e \) - primitive \(-4p_{i_1} \ldots p_{i_m} \)-roots of \( L \) such that \( \det(e^{-1}) = -8d_e \) up to conjugacy. Moreover, if \( e^{-1} \cong U(2) \oplus (2d_e) \), then \( e \) is unique up to conjugacy.

c) If \( e \) is a primitive \(-2p_{i_1} \ldots p_{i_m} \)-root of \( L \) such that \( \det(e^{-1}) = -4d_e \), then it is unique up to conjugacy.

d) There exist at most two different \( e \) - primitive \(-2p_{i_1} \ldots p_{i_m} \)-roots of \( L \) such that \( \det(e^{-1}) = -16d_e \) up to conjugacy.
Proof. a) It follows from lemma 1 and the fact that $e$ splits off as a direct summand.

b) The invariant factors can’t be 1,1,8. Otherwise $\text{disc}(e^+) \cong \mathbb{Z}/8\mathbb{Z}$, and there exists a unique element of order 2. If $x$ is the glueing vector then $x^2 = (\frac{e}{2})^2 + (pr_x x)^2 = \frac{1}{4}e^2 + \frac{1}{8}d_e$, i.e. the glueing vector has an odd length and that is a contradiction. By lemma 3 $\langle e^+ \rangle$ is unique in it’s genus. $\text{disc}(e^+) \cong (\mathbb{Z}/2\mathbb{Z})^3$.

Going through all the elements of order 2 and the corresponding glueing vectors we get that if $\langle e^+ \rangle \cong \left(\begin{array}{ccc} 4 & 2 & 1 \\ 2 & 4 & 0 \\ 0 & 1 & 0 \end{array}\right) \oplus \langle -6d' \rangle$, then the only glueing vectors that have an integer even length are those corresponding to the elements $(1,0,0)$, $(0,1,0)$ and $(1,1,0)$. If $\langle e^+ \rangle \cong U(2) \oplus \langle 2d_e \rangle$, then the only glueing vector that has an integer even length is the one corresponding to $(1,1,0)$ or $(1,1,1)$ (their lengths have different oddities so only one of them is possible). The statement follows from lemma 8.

c) It follows from lemma 2 and the fact that $e$ splits off as a direct summand.

d) The invariant factors can’t be 1,1,8, because then $\text{disc}(e^+) \cong \mathbb{Z}/16\mathbb{Z}$, and there exists a unique element of order 2. If $x$ is a glueing vector then $x^2 = (\frac{e}{2})^2 + (pr_x x)^2 = \frac{1}{4}e^2 + \frac{1}{16}d_e$, i.e. the length of the glueing vector is not integer, which is impossible. So, the invariant factors are 2,2,4, $\text{disc}((e^+)) \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}$. There are 7 elements of order 2 in this group. By lemma 4 $\langle e^+ \rangle \cong U(2) \oplus \langle 4d_e \rangle$ or $\langle e^+ \rangle \cong \langle 2e_1 \rangle \oplus \langle 2e_2 \rangle \oplus \langle -4e_1 e_2 \rangle$.

In the first case we get that all elements of order 2 in $\text{disc}(e^+)$ correspond to a glueing vector with non-integer length. So, this case is impossible.

All the possibilities for $\langle e^+ \rangle$ are listed in the table in lemma 4. Going through all the possibilities we get that there are at most 2 different glueing vectors of even length in each case. The statement follows from lemma 8.

\begin{lemma}
For $e^2 = -2kp_1 \ldots p_m$ to be a root ($k = 1$ or $k = 2$), it is necessary that $2d_e t^2 = -k \pmod{p_j}$ is solvable for each $p_j$, $1 \leq j \leq m$.
\end{lemma}

Proof. Let $e = (x, y, z, t)$ be a root. We can rewrite this in coordinates: $e^2 = -2kp_1 \ldots p_m; 2xy - z^2 + 4d_t^2 = -2kp_1 \ldots p_m$. Besides, $\frac{e}{p_j} \in L^Y$. Taking the scalar product $(e, e)$, we get that $p_1 \ldots p_m | x, p_1 \ldots p_m | y, p_1 \ldots p_m | z$. Let $x = p_1 \ldots p_m x', y = p_1 \ldots p_m y', z = p_1 \ldots p_m z'$, substituting this to the first equation, we get:

$$2x'y'(p_1 \ldots p_m)^2 - 2(p_1 \ldots p_m)^2 z'^2 + 4d_t^2 = -2kp_1 \ldots p_m$$

Dividing by $2p_1 \ldots p_m$, we get:

$$x'y'p_1 \ldots p_m - p_1 \ldots p_m z'^2 + 2\frac{d'}{p_1 \ldots p_m} t^2 = -k$$

$$x'y'p_1 \ldots p_m - p_1 \ldots p_m z'^2 + 2d_e t^2 = -k$$

Considering it mod each $p_j$ we get that $2d_e t^2 = -k \pmod{p_j}$ must be solvable.
Estimation of volumes, \(d = 1 \mod 4\)

**Lemma 22.** Let \(e\) be a primitive root of \(L\), \(-2d_e = -2p_1 \ldots p_m\). The maximal possible volume \(\text{Vol}((e^i)) = \frac{1}{24} \prod_{2}^{n + 1} \cdot \prod_{p} a_p^{-1}\)

Proof. The algorithm for computing the volume can be found in the article \([9], [14]\) and the book \([11]\). One needs to compute the local densities \(a_p\) of the lattice \(L\) for each prime \(p\). After that the volume of the lattice \(L\) with signature \((2, n)\) is computed by the formula

\[
V = 2|\text{det}(L)|^{\frac{n+1}{2}} \prod_{k=1}^{\frac{n+2}{2}} \pi^{-k/2} \Gamma \left( \frac{k}{2} \right) \cdot \prod a_p^{-1}
\]

For \(p = 2\) \(a_2 = 2^4(1 - 2^{-2})\). For each \(p \neq 2\) and \(p \neq p_i\) (\(p_i\) – divisor of \(\text{det}(e^i)\)), \(a_p = (1 - p^{-2})\), because the lattice is unimodular. For \(p = p_i\) \(a_{p_i} = 2p_i(1 - p_i^{-2})(1 \pm p_i^{-1})^{-1}\). The sign "plus" is chosen when the unimodular component is equivalent to the hyperbolic plane, otherwise the sign "minus" is chosen. To compute the volume we multiply by the inverse of each local density \(a_p\). So, the maximum is reached when all the signs are pluses. It corresponds to the lattice \(U \oplus \langle -2d_e^i \rangle\), the volume of which is in the statement of the lemma.

**Lemma 23.** \(\text{Vol}(O(L)) = \frac{\rho^{3/2}}{2^{\rho+1} \pi^2} \Gamma(2, d)\).

Proof. The local densities are:

\[
a_2 = 2^4(1 - 2^{-2})(1 - \left(\frac{2}{2}\right) 2^{-2})
\]

\[
a_{p_i} = 2p_i(1 - p_i^{-2}),\quad \text{where } p_i \text{ – divisor of } d
\]

\[
a_p = (1 - p^{-2})(1 - \left(\frac{2}{2}\right) p^{-2})
\]

Substituting it in the volume formula we get the statement of the lemma.

Let \(d\) be a prime \((d = p)\). All the existing roots and the explicit form of their orthogonal complements are stated in lemma 12. So their volumes can also be calculated explicitly:

**Lemma 24.** \(\text{Vol}(\langle -2p^i \rangle) = \frac{1}{24}, \text{Vol}(\langle -2^i \rangle) = \frac{1}{24} \cdot \frac{p^{i+1}}{2}\).

Proof. By lemma 12 \(\langle -2p^i \rangle = U \oplus \langle 2 \rangle\). For \(p \neq 2\) the lattice is unimodular, \(a_p = (1 - p^{-2})\). For \(p = 2\) \(a_2 = 2^4(1 - 2^{-2})\). Substituting it in the volume formula we get the first statement of the lemma.

By lemma 12 \(\langle -2^i \rangle = U \oplus \langle 2p \rangle\). For \(p' \neq 2\), \(p' \neq p\) the lattice is unimodular, \(a_{p'} = (1 - p'^{-2})\). For \(p = 2\) \(a_2 = 2^4(1 - 2^{-2})\). \(a_{p'} = 2p'(1 - p'^{-2})(1 + p'^{-1})^{-1}\).

The sign "plus" in the last bracket is chosen because the unimodular component is equivalent to the hyperbolic plane. Substituting it in the volume formula, we get the second statement.

**The proof of theorem 3**

Proof. We need to find the lower bound for the left hand side of formula (1).

\(K \geq 8, L(s, \chi) = \prod(1 - \frac{\text{det}(e)}{p^s})^{-1} \geq \prod(1 + p^{-s})^{-1} = \prod(1 - p^{-2s})^{-1}(1 - p^{-s}) = \zeta(2s)/\zeta(s).\) The first inequality follows from the fact that in each multiple \(\chi(p) \in \{-1, 0\}\) and the maximum is reached when \(\chi(p) = -1\). So \(\frac{\rho^{3/2}}{2^{\rho+1} \pi^2} \cdot L(2, d) \cdot K \geq \frac{\rho^{3/2}}{2^{\rho+1} \pi^2} \cdot \frac{\zeta(4)}{\zeta(2)} \cdot 8 = \frac{\rho^{3/2}}{2^{\rho+1} \pi^2} \cdot 8.\)
Now we need to find the upper bound for the right hand side of formula (1). \( \text{Vol}(\text{div}(F)) \leq 2 \left( \frac{1}{2^2} \sum \frac{p_{i_1} + 1}{2} \cdots \frac{p_{i_m} + 1}{2} \right) \), where the sum is taken over all subsets \( \{i_1, \ldots, i_m\} \subseteq \{1, \ldots, k\} \). We notice that this sum is equal to \((\frac{p_{i_1} + 1}{2}) \cdots (\frac{p_{i_m} + 1}{2}) + 1\).

So we need to compare \((p_1 \cdots p_k)^{3/2}\) and \(\frac{15}{4}(p_1 + 3) \cdots (p_k + 3)\).

Consider the set of \(k\)-tuples of primes such that their product is equivalent to 1 mod 4, arranged in the ascending order. We equip this set with a componentwise order. The right hand side increases faster than the left hand side as \(k\) grows. If the l.h.s. is greater than the r.h.s. for each \(k\), then it is true for \(k > k_0\). We notice that if for \(p_1, \ldots, p_m\) the l.h.s. is greater than the r.h.s., then substituting \(p_i\) with \(p_j > p_i\) preserves the inequality.

Assume \(k = 4\). The minimal 4-tuple is 3, 5, 7, 13. The l.h.s. is greater than the r.h.s. for this tuple, so each discriminant \(d\), containing at least four prime factors, can’t correspond to the free algebra of modular forms.

Assume \(k = 3\). For 3-tuples 5, 7, 11; 3, 7, 13 and 3-tuples, majorizing them, the left hand side is greater than the right hand side. The rest 3-tuples have the form 3, 5, \(x\). If \(x \geq 19\) then the left hand side is greater than the right hand side. So, when \(k = 3\) the remaining cases are

\[ d = 3 \cdot 5 \cdot 7, \quad d = 3 \cdot 5 \cdot 11. \]

Assume \(k = 2\). For 2-tuples 7, 11; 5, 13 the left hand side is greater than the right hand side. The rest 2-tuples have the form 3, \(x\), and if \(x \geq 31\) then the left hand side is greater than right hand side. So, when \(k = 2\) the remaining cases are

\[ d = 3 \cdot 7, \quad d = 3 \cdot 11, \quad d = 3 \cdot 19, \quad d = 3 \cdot 23. \]

Assume \(k = 1\). By lemma 19 the right hand side of formula (1) is computed explicitly. If \(p \geq 29\) the l.h.s. is greater than the r.h.s. assuming \(K \geq 8\). To simplify the computations we transform the l.h.s. of (1). Since \(L(2, p) = \frac{\zeta(\sqrt{D}(2))}{\zeta(2)} - \frac{\zeta(\sqrt{D}(2))}{\zeta(2)}\) (functional equation), we get:

\[ \frac{p^{2/3} \zeta(\sqrt{D}(2))}{2^{2/3} \cdot 3 \pi^2} = \frac{\zeta(\sqrt{D}(2))}{8} . \]

Thus, \(\zeta(\sqrt{D}(2)) = \frac{1}{2} (\frac{p+3}{24} \cdot \frac{p+1}{2} \cdot \frac{p+5}{2})\), so

\[ K = \frac{4L(2, p)}{\zeta(\sqrt{D}(2))}. \]

Going through the rest possibilities with sage we get:

\[
\begin{align*}
P &= \text{Primes}() \\
x &= P.first() \\
\text{while } x < 30 : \\
K &= a = \text{QuadraticField}(x) \\
Z &= K.\text{zeta function}() \\
\text{if } x \% 4 == 1 : \\
\text{print } x, (x + 3)/(12 * Z(-1)) \\
x &= P.next(x)
\end{align*}
\]

This leaves only two possibilities with integer \(K \geq 8\):

\[ d = 5, \quad K = 20; \quad d = 13, \quad K = 8. \]
Lemma 11 means that our estimates can be improved:

Assume \( d = 3 \cdot 7 \), then there is no root \( e \) such that \( e' = 7 \), \( d_e = 3 \) because \( \left( \frac{7}{3} \right) = (3) \frac{7-1}{2} = -1 \). Since we considered the volume of \( \langle e^1 \rangle \) in the r.h.s. of (1), it should be reduced by

\[
Vol(\langle e^1 \rangle) = \frac{1}{24} \cdot \frac{7+1}{2} = \frac{1}{6};
\]

Assume \( d = 3 \cdot 11 \), then there is no root \( e \) such that \( e' = 3 \), \( d_e = 11 \) because \( \left( \frac{3}{11} \right) = -1 \). Since we considered the volume of \( \langle e^1 \rangle \) in the r.h.s. of (1), it should be reduced by

\[
Vol(\langle e^1 \rangle) = \frac{1}{24} \cdot \frac{3+1}{2} = \frac{1}{12};
\]

Assume \( d = 3 \cdot 19 \), then there is no root \( e \) such that \( e' = 19 \), \( d_e = 3 \) because \( \left( \frac{19}{3} \right) = (3) \frac{19-1}{2} = -1 \). Since we considered the volume of \( \langle e^1 \rangle \) in the r.h.s. of (1), it should be reduced by

\[
Vol(\langle e^1 \rangle) = \frac{1}{24} \cdot \frac{19+1}{2} = \frac{5}{12};
\]

Assume \( d = 3 \cdot 23 \), then there is no root \( e \) such that \( e' = 3 \), \( d_e = 23 \) because \( \left( \frac{23}{3} \right) = -1 \). Since we considered the volume of \( \langle e^1 \rangle \) in the r.h.s. of (1), it should be reduced by

\[
Vol(\langle e^1 \rangle) = \frac{1}{24} \cdot \frac{3+1}{2} = \frac{1}{12};
\]

Assume \( d = 3 \cdot 5 \cdot 7 \), then there are no roots such that \( e' = 3 \), \( d_e = 35 \); \( e'' = 3 \cdot 5 \), \( d_{e''} = 7 \); \( e''' = 3 \cdot 7 \), \( d_{e'''} = 5 \); \( e'''' = 5 \cdot 7 \), \( d_{e''''} = 3 \). \( e' \) doesn’t exist, because \( \left( \frac{3}{5} \right) = -1 \). \( e'' \) doesn’t exist, because \( \left( \frac{3}{7} \right) = -1 \). \( e''' \) doesn’t exist, because \( \left( \frac{3}{5} \right) = -1 \). Since we considered the corresponding volumes in the r.h.s. of (1), it should be reduced by

\[
Vol(\langle e^1 \rangle) + Vol(\langle e''^1 \rangle) + Vol(\langle e'''^1 \rangle) + Vol(\langle e''''^1 \rangle) =
\frac{1}{24} \left( \frac{3+1}{2} + \frac{3+1}{2} + \frac{5+1}{2} + \frac{3+1}{2} + \frac{7+1}{2} + \frac{5+1}{2} + \frac{17+1}{2} \right) = \frac{7}{6};
\]

Assume \( d = 3 \cdot 5 \cdot 11 \), then there are no roots such that \( e' = 5 \), \( d_e = 33 \); \( e'' = 3 \cdot 5 \), \( d_{e''} = 11 \); \( e''' = 3 \cdot 11 \), \( d_{e'''} = 5 \); \( e'''' = 5 \cdot 11 \), \( d_{e''''} = 3 \). \( e' \) doesn’t exist, because \( \left( \frac{5}{3} \right) = -1 \). \( e'' \) doesn’t exist, because \( \left( \frac{5}{5} \right) = -1 \). \( e''' \) doesn’t exist, because \( \left( \frac{5}{11} \right) = -1 \). Since we considered the corresponding volumes in the r.h.s. of (1), it should be reduced by

\[
Vol(\langle e^1 \rangle) + Vol(\langle e''^1 \rangle) + Vol(\langle e'''^1 \rangle) + Vol(\langle e''''^1 \rangle) =
\frac{1}{24} \left( \frac{5+1}{2} + \frac{3+1}{2} + \frac{5+1}{2} + \frac{3+1}{2} + \frac{11+1}{2} + \frac{5+1}{2} + \frac{11+1}{2} \right) = \frac{13}{8}.
\]

We obtain that for all \( d = 1 \) (mod 4) except for \( d = 3 \cdot 7 \) and \( d = 3 \cdot 11 \) the l.h.s. is greater than the r.h.s., thus the corresponding algebras of modular forms can’t be free.
Consider these cases in more details. We want to find the explicit form of \( \langle e^+ \rangle \in \mathbb{Z}_p \) for all roots \( e \) of \( L \). We need to compute Hasse invariant of \( \langle e^+ \rangle \in \mathbb{Z}_p \), using that \( e_p(L) = e_p(\langle e^+ \rangle) \cdot \langle \det(e^+), e^2, e^4 \rangle_p \). By lemma \( 1 \) \( \langle e^+ \rangle \sim U \oplus (2d) \) over \( \mathbb{Z}_p \) if and only if they have the same Hasse invariants. It also follows from lemma \( 1 \) that this is always true over \( \mathbb{Z}_2 \), that’s why the local density \( a_2(e^2) \) coincides with the one computed in lemma \( 18 \). It follows from the proof of lemma \( 18 \) that for the rest \( p a_p = 2p(1-p^{-2})(1+p)^{-1} \Leftrightarrow \langle e^+ \rangle \sim U \oplus (2d) \) over \( \mathbb{Z}_p \), otherwise \( a_p = 2p(1-p^{-2})(1-p)^{-1} \).

Assume \( D = 33 \). We notice that \( e_p(L) = 1 \Leftrightarrow p \neq 2 \). Then \( e_p(\langle -2^+ \rangle) = e_p(\langle -2 \cdot 3 \cdot 11^+ \rangle) = 1 \) for all \( p \), \( e_p(\langle -2 \cdot 11^+ \rangle) = 1 \Leftrightarrow p > 3 \). We get that \( \langle -2 \cdot 11^+ \rangle \sim U \oplus \langle 2 \cdot 2 \rangle \), \( \langle -2 \cdot 3 \cdot 11^+ \rangle \sim U \oplus \langle 2 \rangle \) over \( \mathbb{Z}_p \) for all \( p \), \( \langle -2^+ \rangle = U \oplus \langle 2 \cdot 3 \cdot 11 \rangle \Leftrightarrow p \neq 3, p \neq 11. \) Then \( \text{Vol}(\langle -2 \cdot 3 \cdot 11^+ \rangle) = \frac{1}{21} \), \( \text{Vol}(\langle -2^+ \rangle) = \frac{1}{3} \), \( \text{Vol}(\langle -2 \cdot 3 \rangle) = \frac{1}{24} \). So the r.h.s. of formula \( 1 \) is equal to \( \frac{1}{12 + 1} = \frac{1}{12} \). We obtain that the lower bound for the l.h.s. of formula \( 1 \) \( \frac{\sqrt{21}}{\sqrt{21} - \frac{1}{2}} > \frac{1}{12} \), so \( D = 33 \) the corresponding algebra of modular forms is not free.

Assume \( D = 21 \). We notice that \( e_p(L) = 1 \Leftrightarrow p \neq 7 \). Then \( e_p(\langle -2^+ \rangle) = e_p(\langle -2 \cdot 3 \cdot 7^+ \rangle) = 1 \) for all \( p \), \( e_p(\langle -2 \cdot 3 \rangle) = 1 \Leftrightarrow p \neq 2, p \neq 7 \). We get that \( \langle -2 \cdot 3 \cdot 7^+ \rangle \sim U \oplus \langle 2 \cdot 7 \rangle \), \( \langle -2 \cdot 3 \rangle \sim U \oplus \langle 2 \rangle \) over \( \mathbb{Z}_p \) for all \( p \), \( \langle -2^+ \rangle \sim U \oplus \langle 2 \cdot 3 \cdot 7 \rangle \Leftrightarrow p \neq 3, p \neq 7 \). Then \( \text{Vol}(\langle -2 \cdot 3 \cdot 7^+ \rangle) = \frac{1}{24} \), \( \text{Vol}(\langle -2^+ \rangle) = \frac{1}{24} \), \( \text{Vol}(\langle -2 \cdot 3 \rangle) = \frac{1}{24} \). So the r.h.s. of formula \( 1 \) is equal to \( \frac{1}{12 + 1} = \frac{1}{12} \). It follows from formula \( 1 \) that \( 1 \) \( K = \frac{2^7 \cdot 3 \cdot 7^2}{6 \cdot 21 \cdot \sqrt{21}} \cdot \frac{441}{8 \cdot 21 \cdot 7^2} = 8 \). So, if \( D = 21 \) corresponds to the free algebra of modular forms, then \( K = 8 \). It means that this algebra is generated by three forms, each of them has weight 2.

**Estimation of volumes, \( d=3 \mod 4 \)**

**Lemma 25.** Let \( e \) be a primitive root of \( L \). The maximal volume \( \langle e^+ \rangle \)

\[
\text{Vol}_{\text{max}}(\langle e^+ \rangle) = \begin{cases} 
\frac{1}{24}, & \text{if } \det(\langle e^+ \rangle) = -2d_e; \\
\frac{1}{16}, & \text{if } \det(\langle e^+ \rangle) = -4d_e; \\
\frac{1}{8}, & \text{if } \det(\langle e^+ \rangle) = -8d_e;
\end{cases}
\]

**Proof.** The first equality follows from lemma \( 22 \). The second equality follows from the fact that all local densities are the same as in the first case, except for \( a_2 = 2^6(1 - 2^{-2})(1 \pm 2^{-1})^{-1} \). The volume is estimated from the above, so we choose the sign plus. Substituting into the volume formula from lemma \( 22 \), we get the second statement.

The third equality also follows from the fact that all densities are the same as in the first case except for \( a_2 = 2^6(1 - 2^{-2})(1 \pm 2^{-1})^{-1} \). As before, we choose plus to get the upper bound and substitute this in the volume formula. The lemma follows.

The last equality from this lemma can be made more precise:
Lemma 26. Let $e$ be a primitive root of $L$ such that $e^2 = -2e'$, $det(\langle e' \rangle) = -8d$, $e' = 3 \pmod{4}$. Then the maximal volume of $\langle e' \rangle$ $Vol_{max}(\langle e' \rangle) = \frac{1}{3} \frac{p_2+1}{2} \cdots \frac{p_m+1}{2}$.

Proof. We take the same estimation for all local densities, except for $a_2$, as in the previous lemma. By Lemma 14.c) we know the explicit form of $\langle e' \rangle$ over $\mathbb{Z}_2$. In this case the local density $a_2 = 2^8(1 - 2^{-2})(1 - 2^{-1})^{-1}$. In the last bracket the sign minus is chosen because the even component $\langle e' \rangle$ is not equivalent to the hyperbolic plane. We substitute the local densities into the volume formula and the lemma follows.

Lemma 27. $Vol(O(L)) = \frac{a_{3/2}}{2^{3\pi} + 3\pi} L(2, 4d)$.

Proof. The local densities are:

- $a_2 = 2^7(1 - 2^{-2})$
- $a_p = 2p_1(1 - p_1^{-2})$, where $p_1$ is the divisor of $d$
- $a_p = (1 - p^{-2})(1 - \left(\frac{4}{p}p^{-2}\right)$

We substitute this into the volume formula and the lemma follows.

The proof of theorem 4

Proof. We need to find the lower bound for the left hand side of formula (1) like in the proof of theorem 3. $K \geq 8$, $L(s, \chi) \geq \zeta(2s)/\zeta(s)$. That's why $\frac{a_{3/2}}{2^{3\pi} + 3\pi} L(2, 4d) \cdot K \geq \frac{a_{3/2}}{2^{3\pi} + 3\pi} \frac{\zeta(4)}{\zeta(2)} \cdot 8 = \frac{a_{3/2}}{2^{3\pi} + 3\pi} \cdot 8$.

We need to find the upper bound for the left hand side of formula (1):

$\leq \frac{1}{\pi} \frac{1}{(\pi^2 + 1) + 1} \frac{1}{1} \frac{1}{(p_1 + 3) \cdot \ldots \cdot (p_k + 3)} = \frac{1}{\pi} \frac{1}{(p_1 + 3) \cdot \ldots \cdot (p_k + 3)}$

So, we need to compare $(p_1 \cdot \ldots \cdot p_k)^{3/2}$ and $\frac{15}{4} (p_1 + 3) \cdot \ldots \cdot (p_k + 3)$.

Consider the set of $k$-tuples of primes such that their product is equivalent to 3 mod 4, arranged in the ascending order. We equip this set with a componentwise order like in the proof of theorem 3.

Assume $k = 4$. The minimal 4-tuple is 3, 5, 7, 11. For this tuple the l.h.s. is greater than the r.h.s., so each $d$ with at least 4 prime divisors can’t correspond to free algebra of modular forms.

Assume $k = 3$. For 3-tuples 3, 7, $x$ and 3-tuples, majorizing them, the l.h.s. is greater than the r.h.s. The remaining 3-tuples have the form 3, 5, $x$, where $x < 15$ (otherwise the l.h.s. is greater than the r.h.s.). So, there is only one remaining case:

$d = 3 \cdot 5 \cdot 13$

Assume $k = 2$. For 2-tuples which have the form 7, $x$ the l.h.s. is greater than the r.h.s. The other cases have the form 3, $x$; 5, $y$; $x \leq 23$, $y \leq 11$. So, when $k = 2$ the remaining cases are:

$d = 3 \cdot 5$, $d = 3 \cdot 13$, $d = 3 \cdot 17$, $d = 5 \cdot 7$, $d = 5 \cdot 11$.

Assume $k = 1$. When $p \geq 19$ the l.h.s. is greater than the r.h.s., so the remaining cases are 3, 7, 11.

Lemma 16 means that our estimates can be improved:
Assume \( d = 3 \cdot 5 \cdot 13 \), then there are no roots \( e \) such that \( e' = 3 \), \( e'' = 3 \cdot 5 \), \( e''' = 3 \cdot 13 \). Since we considered their volumes in the r.h.s. of (1), it should be reduced by

\[
\text{Vol}(\langle e'^\perp \rangle) + \text{Vol}(\langle e''^\perp \rangle) + \text{Vol}(\langle e'''^\perp \rangle) = \frac{1}{24} \left( \frac{3 + 1}{2} + \frac{3 + 1}{2} \cdot \frac{5 + 1}{2} \cdot \frac{13 + 1}{2} \cdot \frac{3 + 1}{2} \right) = \frac{11}{12}.
\]

Assume \( d = 3 \cdot 5 \), then there are no roots \( e \) such that \( e' = 3 \), \( e'' = 3 \cdot 5 \). Since we considered their volumes in the r.h.s. of (1), it should be reduced by

\[
\text{Vol}(\langle e'^\perp \rangle) + \text{Vol}(\langle e''^\perp \rangle) = \frac{1}{24} \left( \frac{3 + 1}{2} + \frac{3 + 1}{2} \cdot \frac{5 + 1}{2} \right) = \frac{1}{3}:
\]

Assume \( d = 3 \cdot 13 \), then there are no roots \( e \) such that \( e' = 3 \), \( e'' = 3 \cdot 13 \). Since we considered their volumes in the r.h.s. of (1), it should be reduced by

\[
\text{Vol}(\langle e'^\perp \rangle) + \text{Vol}(\langle e''^\perp \rangle) = \frac{1}{24} \left( \frac{3 + 1}{2} + \frac{3 + 1}{2} \cdot \frac{13 + 1}{2} \right) = \frac{2}{3}:
\]

Assume \( d = 3 \cdot 17 \), then there are no roots \( e \) such that \( e' = 3 \), \( e'' = 3 \cdot 17 \). Since we considered their volumes in the r.h.s. of (1), it should be reduced by

\[
\text{Vol}(\langle e'^\perp \rangle) + \text{Vol}(\langle e''^\perp \rangle) = \frac{1}{24} \left( \frac{3 + 1}{2} + \frac{3 + 1}{2} \cdot \frac{17 + 1}{2} \right) = \frac{5}{6}:
\]

Assume \( d = 5 \cdot 7 \), then there are no roots \( e \) such that \( e' = 7 \), \( e'' = 5 \cdot 7 \). Since we considered their volumes in the r.h.s. of (1), it should be reduced by

\[
\text{Vol}(\langle e'^\perp \rangle) + \text{Vol}(\langle e''^\perp \rangle) = \frac{1}{24} \left( \frac{7 + 1}{2} + \frac{7 + 1}{2} \cdot \frac{5 + 1}{2} \right) = \frac{2}{3}:
\]

Assume \( d = 5 \cdot 11 \), then there are no roots \( e \) such that \( e' = 11 \), \( e'' = 5 \cdot 11 \). Since we considered their volumes in the r.h.s. of (1), it should be reduced by

\[
\text{Vol}(\langle e'^\perp \rangle) + \text{Vol}(\langle e''^\perp \rangle) = \frac{1}{24} \left( \frac{11 + 1}{2} + \frac{11 + 1}{2} \cdot \frac{5 + 1}{2} \right) = 1:
\]

Assume \( d = 3 \), then there is no root \( e \) such that \( e' = 3 \). Since we considered this volume in the r.h.s. of (1), it should be reduced by

\[
\text{Vol}(\langle e'^\perp \rangle) = \frac{1}{24} \frac{3 + 1}{2} = \frac{1}{12}:
\]

Assume \( d = 7 \), then there is no root \( e \) such that \( e' = 7 \). Since we considered this volume in the r.h.s. of (1), it should be reduced by

\[
\text{Vol}(\langle e'^\perp \rangle) = \frac{1}{24} \frac{7 + 1}{2} = \frac{1}{6}:
\]

Assume \( d = 11 \), then there is no root \( e \) such that \( e' = 11 \). Since we considered this volume in the r.h.s. of (1), it should be reduced by

\[
\text{Vol}(\langle e'^\perp \rangle) = \frac{1}{24} \frac{11 + 1}{2} = \frac{1}{4}:
\]
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We notice that when \( \det(e) = -8d_e \), \( e = -2e' \), \( e' = 3 \pmod{4} \) we use the estimate for \( \text{Vol}_{\max} \langle e^\perp \rangle \) from lemma 20. It follows from lemma 21 that in fact such volumes are at least three times less that our estimate, so we should also subtract from the r.h.s. \( \frac{2}{3} \text{Vol}_{\max} \langle e^\perp \rangle = \frac{1}{24} \cdot \frac{p_1 + 1}{2} \cdot \ldots \cdot \frac{p_m + 1}{2} \) for each such root \( e \). These roots and corresponding volumes coincide with the ones that we have just computed.

Subtracting this from the r.h.s. we obtain that for all discriminants except \( d = 3 \cdot 5, d = 3, d = 7 \) the l.h.s. of formula (1) is greater than the r.h.s., that’s why the corresponding algebras of modular forms can’t be free.

Consider these cases in more details using lemma 17.

Assume \( d = 15 \), then there are no roots \( e = -2e' \) such that \( e' = 5 \) (because \( 3t^2 = -1 \pmod{5} \) is not solvable) and \( e' = 15 \) (because \( t^2 = -1 \pmod{3} \) is not solvable). Besides, there are no roots \( e = -4e' \) such that \( e' = 3 \) (because \( 5t^2 = -2 \pmod{3} \) is not solvable) and \( e' = 15 \) (because \( t^2 = -2 \pmod{5} \) is not solvable). So, the r.h.s. of formula (1) is equal to \( \text{Vol}(\langle -4^4 \rangle) + \text{Vol}(\langle -4 \cdot 5 \perp \rangle) + \text{Vol}(\langle -2, 3 \perp \rangle) = -8 \cdot 5 + \text{Vol}(\langle -2 \perp \rangle) = -2 \cdot 3 \cdot 5 \cdot \text{Vol}(\langle -2 \perp \rangle) = -8 \cdot 3 \cdot 5 \cdot \frac{1}{16} + \frac{1}{16} + \frac{5}{2} + \frac{3}{2} + \frac{1}{16} = \frac{22}{16} \). Comparing it with the estimate for the l.h.s. we get that the corresponding algebra of modular forms can’t be free.

Assume \( d = 7 \), then there are no roots \( e = -2e' \) such that \( e' = 7 \) (because \( t^2 = -1 \pmod{7} \) is not solvable). Besides, there are no roots \( e = -4e' \) such that \( e' = 7 \). Comparing it with the estimate for the l.h.s. we get that the corresponding algebra of modular forms can’t be free.

Assume \( d = 3 \), then there are no roots \( e = -2e' \) such that \( e' = 3 \) (because \( t^2 = -1 \pmod{3} \) is not solvable). So the r.h.s. of formula (1) is equal to \( \text{Vol}(\langle -4 \cdot 3^4 \rangle) + \text{Vol}(\langle -4^4 \rangle) + \text{Vol}(\langle -2 \perp \rangle) = -2 \cdot 3 \cdot 3 + \text{Vol}(\langle -2 \perp \rangle) = -8 \cdot 3 \cdot \frac{1}{16} + \frac{1}{16} + \frac{5}{2} + \frac{3}{2} + \frac{1}{16} = \frac{7}{2} \). Computing the \( K \), we get \( K = 14 \).

**Estimation of volumes, \( d = 2 \pmod{4} \)**

**Lemma 28.** Let \( e \) be a primitive root of \( L \). The maximal volume \( \langle e^\perp \rangle \)

\[
\text{Vol}_{\max}(\langle e^\perp \rangle) = \begin{cases} \frac{1}{24} \cdot \frac{p_1 + 1}{2} \cdot \ldots \cdot \frac{p_m + 1}{2}, & \text{if } \det(\langle e^\perp \rangle) = -2d_e; \\ \frac{1}{16} \cdot \frac{p_1 + 1}{2} \cdot \ldots \cdot \frac{p_m + 1}{2}, & \text{if } \det(\langle e^\perp \rangle) = -4d_e; \\ \frac{1}{16} \cdot \frac{p_1 + 1}{2} \cdot \ldots \cdot \frac{p_m + 1}{2}, & \text{if } \det(\langle e^\perp \rangle) = -8d_e; \\ \frac{1}{16} \cdot \frac{p_1 + 1}{2} \cdot \ldots \cdot \frac{p_m + 1}{2}, & \text{if } \det(\langle e^\perp \rangle) = -16d_e. \\
\end{cases}
\]

**Proof.** The first three equalities follow from lemma 25.

To prove the last equality we notice that all the local densities except for \( a_2 \) are the same as in the first case. Since the lattice is \( \langle 2e_1 \rangle \oplus \langle 2e_2 \rangle \oplus \langle -4e_1 e_2 d_e \rangle \), \( a_2 = 2^6 \). Substituting it into the volume formula, we get the statement of the lemma.

We notice that if a root \( e \) is such that \( \det(\langle e^\perp \rangle) = -8d_e \), there are two possibilities. Either \( \langle e^\perp \rangle \cong U(2) \oplus \langle 2d_e \rangle \), then by lemma 20 there exists the unique glueing vector. Or \( \langle e^\perp \rangle \cong \left( \begin{array}{c} 4 \\ 2 \\ 4 \end{array} \right) \oplus \langle -6d_e \rangle \), then by lemma 20 there
exist up to 3 gluing vectors, but by lemma 26 the volume of $\langle e^⊥ \rangle$ is at least three times less than in the first case. That’s why the upper bound for the contribution of these summands into the r.h.s. of (1) is the same and coincides with the one stated in the previous lemma.

**Lemma 29.** $\text{Vol}(O(L)) = \frac{(2d)^{3/2}}{2\pi^{3/2} \cdot 3\pi^2} L(2, 8d')$.

**Proof.** The local densities are:
- $a_2 = 2^8(1 - 2^{-2})$
- $a_p = 2p(1 - p^{-2})$, where $p | d$
- $a_p = (1 - p^{-2})(1 - \left(\frac{8d}{p^2}\right) p^{-2})$

Substituting it into the volume formula, we get the statement.

The proof of theorem 5

**Proof.** We need to find the lower bound for the left hand side of formula (1) like in the proof of theorem 3. $K \geq 8$, $L(s, \chi) \geq \zeta(2s)/\zeta(s)$. That’s why $\frac{(2d')^{3/2}}{2\pi^{3/2} \cdot 3\pi^2} L(2, 8d') \cdot K \geq \frac{(2d')^{3/2}}{2\pi^{3/2} \cdot 3\pi^2} \zeta(4) (4/3)^8 = \frac{(2d')^{3/2}}{2\pi^{3/2} \cdot 3\pi^2} \cdot 8$.

We need to find the upper bound for the left hand side of formula (1):
- $\leq \frac{1}{3} \left(\frac{1}{3} + \frac{1}{10} + \frac{1}{11} + \frac{1}{16} + \frac{1}{20}\right) \sqrt{3}(p_1 + 3) \cdot \ldots \cdot (p_k + 3)$
- $= 2 \sqrt{3}(p_1 + 3) \cdot \ldots \cdot (p_k + 3)$.

So, we need to compare $(2p_1 \cdot \ldots \cdot p_k)^{3/2}$ and $\frac{100}{11} (p_1 + 3) \cdot \ldots \cdot (p_k + 3)$.

Consider the set of $k$-tuples of odd primes arranged in the ascending order. We equip this set with a componentwise order like in the proof of theorem 3. The minimal tuple for $k = 4$ is 3, 5, 7, 11. For this tuple the l.h.s. is greater than the r.h.s., so each $d'$ with at least 4 prime divisors can’t correspond to free algebra of modular forms.

Assume $k = 3$. For 3, 5, 11 and 3-tuples, majorizing it, the l.h.s. is greater than the r.h.s. The only remaining 3-tuples is 3, 5, 7. $L(2, 8 \cdot 3 \cdot 5 \cdot 7) = \frac{11}{108} \sqrt{210\pi^2}$, and substituting into the formula (1) the exact value instead of an estimate, we get that this case is impossible.

Assume $k = 2$. For 2-tuples 3, 5, 7 and 2-tuples, majorizing them, the l.h.s. is greater than the r.h.s. The rest tuples have the form 3, $x$, where $x \leq 11$. $L(2, 8 \cdot 3 \cdot 5) = \frac{17}{90} \sqrt{30\pi^2}$, $L(2, 8 \cdot 3 \cdot 7) = \frac{19}{180} \sqrt{42\pi^2}$, $L(2, 8 \cdot 3 \cdot 11) = \frac{19}{1080} \sqrt{60\pi^2}$, substituting the exact values into the r.h.s. of (1), we get that the cases $3 \cdot 7$ and $3 \cdot 11$ are impossible. So the remaining 2-tuple is $d' = 3 \cdot 5$.

Assume $k = 1$. When $p \geq 11$ the l.h.s. is greater than the r.h.s. so the remaining primes are 3, 5, 7. $L(2, 8 \cdot 3) = \frac{1}{32} \sqrt{6\pi^2}$, $L(2, 8 \cdot 5) = \frac{7}{100} \sqrt{101\pi^2}$, $L(2, 8 \cdot 7) = \frac{5}{180} \sqrt{14\pi^2}$. Substituting these into the r.h.s. of (1) we get that $d' = 7$ is impossible.

Assume $k = 0$, it corresponds to the case $D = 8$. $L(2, 8) = \frac{1}{\sqrt{10}} \sqrt{2\pi^2}$. Substituting this into the r.h.s. of (1) we get that the equality is possible if $K = 14$.

We consider the rest cases in more details applying lemma 21.

Assume $d' = 3 \cdot 5$, then there are no roots $e = -2e'$ such that $e' = 3$, $e'' = 3 \cdot 5$, because $10t^2 = -1 \pmod{3}$, $2t^2 = -1 \pmod{5}$ is not solvable. Besides, there are no roots $e = -4e'$ such that $e''' = 5$, $e'''' = 3 \cdot 5$, because $3t^2 = -1 \pmod{5}$, $t^2 = -1 \pmod{3}$ is not solvable. Since we considered this volume in the r.h.s. of (1), it should be reduced by

$$\text{Vol}(\langle e^⊥ \rangle) + \text{Vol}(\langle e'^⊥ \rangle) + \text{Vol}(\langle e''⊥ \rangle) + \text{Vol}(\langle e'''⊥ \rangle) =$$
Assume \( d' = 5 \), then there is no root \( e = -2e' \) such that \( e' = 5 \), because \( 2t^2 = -1 \pmod{5} \) is not solvable. Since we considered this volume in the r.h.s. of (1), it should be reduced by

\[
Vol(\langle e' \rangle) = \frac{3}{16} \cdot \frac{5 + 1}{2} = \frac{9}{32};
\]

Assume \( d' = 3 \), then there is no root \( e = -4e' \) such that \( e' = 3 \), because \( t^2 = -1 \pmod{3} \) is not solvable. Since we considered this volume in the r.h.s. of (1), it should be reduced by

\[
Vol(\langle e' \rangle) = \left( \frac{1}{24} + \frac{1}{16} \right) \frac{3 + 1}{2} = \frac{5}{48};
\]

Subtracting this from the r.h.s. we obtain that for all discriminants except \( d' = 3 \) and \( d' = 1 \) the l.h.s. of formula (1) is greater than the r.h.s., that’s why the corresponding algebras of modular forms can’t be free. If the algebra corresponding to \( d' = 3 \) if free, then \( K \leq 10 \). If the algebra corresponding to \( d' = 1 \) if free, then \( K = 14 \).

\[ \square \]

Conclusion

We compare our results with the known ones.

Assume \( D = 5 \), then the corresponding algebra of symmetric modular forms of even weight is free \([10]\). The weights of the generators are 2, 6, 10, so \( K = 2 + 6 + 10 + 2 = 20 \), and that agrees with our computations.

Assume \( D = 8 \), then the corresponding algebra of symmetric modular forms of even weight is free \([13]\). The weights of the generators are 2, 4, 6, so \( K = 2 + 4 + 6 + 2 = 14 \), and that agrees with our computations.

Assume \( D = 13 \), then \([8]\) the corresponding algebra of symmetric modular forms of even weight is \( \mathbb{C}[A, B, C, C']/(R) \), where the weights of the generators are 2, 4, 6, 6. It means that \( \dim M_2^{sym} = 1 < 3 \), so \( K > 8 \). So this algebra is not free.

Assume \( D = 24 \), then it follows from \( K \leq 10 \) that \( \dim M_2 \leq 2 \), because the weights of the generators must be 2, 2, 2 or 2, 2, 4. By theorem 5 from \([7]\) the algebra of modular forms of even weights is generated by generators with weights 2, 4, 6, 6, 6, 6, 6, 8, 8, 8, 8 and 10 (mod some relations). So, \( \dim M_2 = 1 \), and it means that the corresponding algebra of symmetric modular forms of even weights can’t be free.

Assume \( D = 21 \). Since \( K = 8 \), for the algebra of symmetric modular forms of even weights to be free it is necessary that \( \dim M_2^{sym} = 3 \). Since \( \dim M_2^{sym} \leq \dim M_2 \), it suffices to show that \( \dim M_2 \leq 2 \), to obtain that this algebra is not free. In\([6]\) we can find the dimension formula for the space of parabolic forms \( S_{2k}(\Gamma) \) of weight \( 2k \).

\[
\dim S_{2k}(\Gamma) = k(k - 1)\text{vol}(H^2/\Gamma) + \chi(Y_\Gamma) - \begin{cases} 4a_4, & \text{if } k = 2 \pmod{3}; \\ 0, & \text{otherwise}. \end{cases}
\]
In our case $\Gamma = \text{PSL}_2(\mathbb{O}_K)$. Then $\dim(M_{2k}) = \dim S_{2k} + h = \dim S_{2k} + 1$, where $h$ is the class number, $\mathbb{Q}(\sqrt{21})$ has class number one. In the table in the end of the book we find that $\dim S_2 = \chi(Y_{\Gamma}) = 1$ (in the notations of the book the ideal $\mathfrak{a} = \mathbb{O}_K$, and $\gamma = (+,+)$ – the principal genus, corresponding to it). So, $\dim M_2 = 2$, which means that the corresponding algebra of symmetric modular forms of even weight can’t be free.

References

[1] D.Allcock, I.Gal, A.Mark The Conway-Sloane calculus for 2-adic lattices, arXiv:1511.04614
[2] H.Aoki, T.Ubukiyama Simple graded rings of Siegel modular forms, differential operators and Borcherds products, Internat.J.Math. 16, (2005), 249-279
[3] J.H.Bruinier, Two applications of the curve lemma for orthogonal groups, Mathematische Nachrichten, 274-275, (2004), 19–31, [arXiv:math/0301102]
[4] J.H.Bruinier, G.van der Geer, The 1-2-3 of Modular Forms. G.Harder, D.Zagier Springer-Verlag Berlin Heidelberg, 2008, 266
[5] J.H.Conway, N.J.A.Sloane, Sphere packings, lattices and groups. Grundlehren der Mathematischen Wissenschaften 290, Springer-Verlag, Berlin-New York, 1988
[6] G.van der Geer, Hilbert Modular Surfaces. Springer-Verlag Berlin Heidelberg (1988), 293
[7] G.van der Geer, Hilbert Modular Forms for the Field $\mathbb{Q}(\sqrt{6})$. Math.Ann 233 (1978), 163-179
[8] G.van der Geer, D.Zagier The Hilbert Modular Group for the Field $\mathbb{Q}(\sqrt{13})$. Inventiones math. 42 (1977), 93-133
[9] V.Gritsenko, K.Hulek, G.K.Sankaran, The Hirzebruch-Mumford volume for the orthogonal group and applications. Documenta Mathematica 12 (2007), 215-241, [arXiv:math/0512595]
[10] K.B.Gundlach, Die Bestimmung der Funktionen zur Hilbertschen Modulgruppe des Zahlkörpers $\mathbb{Q}(\sqrt{5})$. Math. Annalen 152 (1963), 226-256
[11] Y.Kitaoka, Arithmetic of quadratic forms. Cambridge Tracts in Mathematics 106, Cambridge Univercity Press, 1993
[12] M.Kneser, Klassenzahlen indefiniter quadratischer Formen. Arch.Math. 1956, v.7, 323-332
[13] R.Muller, Hilbertsche Modulformen und Modulfunktionen zu $\mathbb{Q}(\sqrt{8})$. Math. Annalen 266 (1983), 83-103
[14] C.L.Siegel, On the theory of indefinite quadratic forms. Annals of mathematics Vol.45, N.3, 1944, 577-622