Abstract
We use initially regular sequences that consist of linear sums to explore the depth of $R/I^2$, when $I$ is a monomial ideal in a polynomial ring $R$. We give conditions under which these linear sums form regular or initially regular sequences on $R/I^2$. We then obtain a criterion for when depth $R/I^2 > 1$ and a lower bound on depth $R/I^2$.
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1 Introduction

Let $R$ be a polynomial ring over an arbitrary field $k$ and let $I \subseteq R$ be a homogeneous ideal. In [7], we introduced a new notion, which we shall recall later, of an initially regular sequence with respect to $I$, whose length gives a lower bound for the depth of $R/I$. Regular sequences are quite difficult to produce in practice. Using initially regular sequences one can reduce to the monomial case and use combinatorial structures associated to monomial ideals to determine a single regular element, and a sequence that approximates a regular sequence. Moreover, a focus of [7] is determining initially regular sequences directly from a single combinatorial structure associated to the first initial ideal. Using the combinatorics of the first initial ideal, we gave a concrete construction of specific sequences of linear forms that are initially regular and discussed situations in which these sequences are also regular. The use of initially regular sequences allows us to provide a combinatorial lower bound for the depth of the ideal as well as to determine concrete regular sequences in special cases. In this paper, we extend the study in [7] a step further and examine when the constructed sequences of linear forms are initially regular or regular sequences on $R/I^t$ with $t \geq 2$. This leads to a criterion for when depth $R/I^2 > 1$, partially answering a question raised by Terai and Trung in [16].

To be more precise, let us first recall the notion of initially regular sequences from [7].

**Definition 1.1** [7] Given a term order $>$, a sequence of nonconstant polynomials $f_1, \ldots, f_s$ is said to be an initially regular sequence on $R/I$ if for each $i = 1, \ldots, s$, $f_i$ is a regular element on $R/I_i$, where $I_1 = \text{in}_>(I)$ and $I_i = \text{in}_>(I_{i-1}, f_i)$ for $i > 1$.

In this paper, we focus on a particular setting where each linear form in the sequence associated to $I$ is a sum of the form $f = b_0 + b_1 + \cdots + b_t$, where $b_i$ are variables in the polynomial ring, $b_0 > b_1 > \ldots > b_t$ and

\begin{align*}
&\text{(1) the maximum power of } b_i \text{ appearing in the minimal generators of } \text{in}_>(I) \text{ is at most } 1 \text{ for all } 0 \leq i \leq t; \text{ and} \\
&\text{(2) if } M \text{ is a minimal generator of } \text{in}_>(I) \text{ and } b_0 \text{ divides } M, \text{ then there exists a } i \geq 1 \text{ such that } b_i \text{ divides } M.
\end{align*}

Condition (⋆) stems from the observation that if you select any vertex of a graph $G$ and add to it all its neighbors, the resulting set of vertices will not be contained in any minimal vertex cover, and thus the sum will be regular on $R/I$ when $I$ is the edge ideal associated to $G$. To better understand this definition, consider the following example.

**Example 1.2** Let $R = \mathbb{Q}[a, b, c, d, e, f, g]$ and let $I = (abc, acd, ae, ef, fg)$ be the ideal corresponding to the hypergraph $G$ depicted below.
Fix the term order \( g > f > d > a > b > c > e \), for instance. The elements \( a + c + e, d + a, \) and \( g + f \) each satisfy condition \( (\star) \). Note that condition (1) of \( (\star) \) holds automatically since \( I \) is a square-free monomial ideal. For condition (2), using \( a \) in the role of \( b_0 \), note that either \( c \) or \( e \) divides each of three generators divisible by \( a \). Using \( g \) in the role of \( b_0 \) requires \( f \) to cover the single generator divisible by \( g \). It can be seen from results in [7] that \( g + f, d + a, a + c + e \) forms a regular and initially regular sequence on \( R/I \). Moreover, one can check using a computer system such as Macaulay2 [9], that depth \( (R/I) = 3 \).

In the study of the depth function, it is desirable to know the depth of powers of an ideal instead of just the depth of the ideal itself (cf. [2, 6, 8, 10–12, 14, 17]). This motivates the following natural question: when does a linear form or a sequence of linear forms constructed in [7] remain regular or initially regular with respect to powers of \( I \)? We shall address this question; particularly, we shall investigate when a linear form \( f = b_0 + \cdots + b_t \) satisfying \( (\star) \), or a sequence of such forms, is regular or initially regular with respect to powers of \( I \).

When \( I \) is the edge ideal of a graph, a sum \( f = b_0 + \cdots + b_t \) satisfying condition \( (\star) \) corresponds to a star subgraph of the given graph, consisting of a vertex and all its neighbors. Building on previous work of Chen, Morey, and Sung [3], our first result gives a satisfactory answer to the aforementioned question for edge ideals of a large class of graphs, including bipartite graphs (containing no odd cycles) and those having a unique odd cycle. We show that when the vertices \( b_0, \ldots, b_t \) are far enough from the unique odd cycle (if one exists) in the graph, the linear form \( f = b_0 + \cdots + b_t \) is regular with respect to powers of \( I \).

**Theorem 2.1.** Let \( G = (V_G, E_G) \) be a graph and let \( I = I(G) \) be its edge ideal. Suppose that \( f = b_0 + \cdots + b_t \) is a sum satisfying condition \((\star)\).

1. If \( G \) is bipartite, then \( f \) is regular on \( R/I^r \) for all \( r \in \mathbb{N} \).
2. Suppose that \( G \) contains a unique odd cycle \( C \) of length \( 2k + 1 \) and \( \ell' = d(b_0, C) \) is the distance from \( b_0 \) to \( C \). Then \( f \) is regular on \( R/I^r \) for all \( r \leq k + \ell' - 1 \).

For monomial ideals in general, the question of when such a linear form \( f = b_0 + \cdots + b_t \) is regular with respect to powers of \( I \) turns out to be very difficult. The bulk of our work then restricts to \( I^2 \) and the case where \( f \) has a small number of terms; particularly, when \( f \) is a binomial or a trinomial.

In [7], the question of when \( f = b_0 + b_1 \) is regular with respect to \( R/I \) was examined. We investigate when \( f = b_0 + b_1 \) is regular with respect to \( R/I^2 \), where \( I \) is any monomial ideal. Specifically, we prove the following theorem.
Theorem 3.3. Let \( I \) be a monomial ideal in a polynomial ring \( R \). Let \( b_0 \) and \( b_1 \) be distinct variables that satisfy condition (⋆). Suppose that there do not exist variables \( c \) and \( d \) such that all three \( b_1c, b_1d \) and \( cd \) divide minimal generators of \( I \). Then, \( f = b_0 + b_1 \) is regular on \( R/I^2 \).

We extend this result in Theorem 3.7 to give a criterion for when linear forms with disjoint support that satisfy condition (⋆) can be combined together to form a regular sequence with respect to \( I^2 \).

We then address the question of when trinomial linear sums of the form \( f = b_0 + b_1 + b_2 \) form initially regular sequences on \( R/I^2 \). It turns out that the question for trinomial linear sums is much more complicated than that for binomial linear sums. We give a criterion in Theorem 4.6 for when a sequence of such trinomial linear sums is initially regular with respect to the second power of a monomial ideal. This further leads us to a result that says we may combine the two types of sequences from Theorems 3.7 and 4.6 to form longer initially regular sequences on \( R/I^2 \), Corollary 4.7.

2 Powers of edge ideals of graphs

In this section, we address powers of edge ideals of graphs, focusing particularly on the class of bipartite graphs, i.e., graphs containing no odd cycles, and those that are close to being bipartite, i.e., those having a unique odd cycle. We shall also provide a number of auxiliary results for monomial ideals in general. Recall that \( I \) is the edge ideal of a graph \( G \) if \( I \) is generated by \( x_ix_j \) whenever \( \{x_i, x_j\} \) is an edge of \( G \), see [18]. For general background on monomial ideals and depth see [19].

It is known (see [15]) that \( \text{depth}(R/I^r) \geq 1 \), for all \( r \in \mathbb{N} \), if \( I = I(G) \) is the edge ideal of a bipartite graph \( G \). Hence for every \( r \in \mathbb{N} \), there exists a regular element on \( R/I^r \). We provide a means, starting with any vertex of the graph, to produce such a regular element of \( R/I(G)^r \), for any \( r \in \mathbb{N} \) (or for sufficiently small \( r \) when \( G \) contains a unique cycle). For a subgraph \( H \) and a vertex \( x \) of \( G \), we denote by \( d(x, H) \) the distance between \( x \) and \( H \), that is the minimum length of a path connecting \( x \) and a vertex in \( H \) (with the convention that \( d(x, H) = \infty \) if no such path exists). If \( W \subseteq V_G \), set \( N(W) \) to be the closed neighborhood of \( W \), which consists of the vertices in \( W \) together with all vertices of \( G \) adjacent to a vertex in \( W \). Similarly, for \( W \subseteq V_G \), the open neighborhood of \( W \) is \( N(W) = N(W) \setminus \{W\} \).

Theorem 2.1 Let \( G = (V_G, E_G) \) be a graph and let \( I = I(G) \). Let \( b_0 \in V_G \) and suppose that \( N(b_0) = \{b_1, \ldots, b_t\} \). Set \( f = b_0 + \cdots + b_t \).

1. If \( G \) is a bipartite graph, then \( f \) is regular on \( R/I^r \) for all \( r \in \mathbb{N} \).
2. Suppose that \( G \) contains a unique odd cycle \( C \) of length \( 2k + 1 \) and \( \ell = d(b_0, C) \). Then \( f \) is regular on \( R/I^r \) for all \( r \leq k + \ell - 1 \).
Proof (1) It is well known (cf. [15]) that if $G$ is bipartite then $\text{Ass}(R/I^r) = \text{Min}(R/I)$ for all $r \in \mathbb{N}$. Moreover, by [7, Theorem 3.11], $f$ is regular on $R/I$. Hence, $f$ is regular on $R/I^r$ for all $r \in \mathbb{N}$.

(2) It suffices to show that for $r \leq k + \ell - 1$, $f \not\in \mathfrak{p}$ for all $\mathfrak{p} \in \text{Ass}(R/I^r)$. By [3, Theorems 4.1 and 5.6], we have $\text{Ass}(R/I^r) = \text{Min}(R/I)$ for $r \leq k$ and $\text{Ass}(R/I^r) = \text{Min}(R/I) \cup \mathcal{P}_r$ for $r > k$, where $\mathcal{P}_r$ consists of prime ideals of the form $(R_r, B_r, W)$, in which $R_r$ is a collection of vertices in $G$ that is constructed recursively starting with the odd cycle, $B_r = N[R_r] \setminus R_r$ and $W$ is a minimal subset of the vertices in $G$ such that $R_r \cup B_r \cup W$ forms a vertex cover of $G$.

It follows from [7, Theorem 3.11] that $f$ is regular on $R/I$. Thus, $f$ is regular on $R/I^r$ for all $r \leq k$. For $r > k$, consider any $\mathfrak{p} = (R_r, B_r, W) \in \mathcal{P}_r$. Notice that, by construction,

$$\max\{d(z, C) \mid z \in R_r\} \leq r - k - 1 \text{ and } \max\{d(z, C) \mid z \in B_r\} \leq r - k.$$

Therefore, for $r \leq k + \ell - 1$, we have $\max\{d(z, C) \mid z \in R_r \cup B_r\} \leq \ell - 1 < d(b_0, C)$. This implies that $R_r \cup B_r$ does not contain $b_0$. Hence, having $N[b_0] \subseteq R_r \cup B_r \cup W$ would violate the minimality of $W$, since if $R_r \cup B_r \cup W$ is a vertex cover of $G$ containing $N[b_0]$ then $R_r \cup B_r \cup (W \setminus \{b_0\})$ is also a vertex cover of $G$. That is, $N[b_0] \not\subseteq R_r \cup B_r \cup W$. This implies, since $\mathfrak{p}$ is a monomial prime ideal, that $f \not\in \mathfrak{p}$. The assertion follows. 

To illustrate this result, we consider the following example.

Example 2.2 Let $R = \mathbb{Q}[a, b, c, d, e, f, g, h]$ and let $I = (ab, bc, cd, de, ae, af, fg, gh)$ be the ideal corresponding to the graph $G$ depicted below.
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The unique cycle has length 5 so $k = 2$. If $h$ is selected to be $b_0$, then $\ell = 3$. Thus $h + g$ is a regular element on $R/I^r$ for all $r \leq 4$. Note that $\text{depth}(R/I^5) = 0$, so this example shows that the bound in Theorem 2.1 is optimal.

Generalizing Theorem 2.1 to hypergraphs is difficult, partly because the set of associated primes of powers of a square-free monomial ideal in general (the edge ideal of a hypergraph) is significantly more complex and less well-understood (cf. [5, 13]). However, for the second power of a square-free monomial ideal, the following result of Terai and Trung [16] completely describes its associated primes. Recall that a hypergraph $H$ is a collection of vertices $V_H$ together with a collection
of edges $E_H$, which are subsets of arbitrary size of the vertex set. A hypergraph is \textit{simple} if $e_1 \not\subset e_2$ for all $e_1, e_2 \in E_H$.

\textbf{Definition 2.3} [16] Let $H = (V_H, E_H)$ be a simple hypergraph.

1. A subset $U \subseteq V_H$ is \textit{decomposable} in $H$ if $U$ can be partitioned into two subsets each of which contains an edge of $H$; otherwise, $U$ is called \textit{indecomposable}.

2. A subset $U \subseteq V_H$ is said to be \textit{2-saturating} in $H$ if $U$ is indecomposable in $H$ and $U \setminus \{i\}$ is decomposable in $H(i)$, for every vertex $i \in V_H$, where $H(i)$ is the hypergraph over $V_H \setminus \{i\}$ with edge set $\{e \setminus \{i\} \mid e \in E_H\}$ (including possibly the empty set).

For a subset $C \subseteq V_H$ of the vertices in a hypergraph $H$, let $H_C$ be the hypergraph whose edges are $\{e \cap C \mid e \in E_H\}$ and set

$$P_C = \langle x_i \mid i \in C \rangle.$$

\textbf{Theorem 2.4} [16, Theorem 3.1] Let $I = I(H)$ be the edge ideal of a hypergraph $H$. For a subset $C$ of the vertices in $H$, $P_C$ is an associated prime of $I^2$ if and only if $H_C$ has a 2-saturating set.

As an immediate consequence of Theorem 2.4, we obtain the following corollary.

\textbf{Corollary 2.5} Let $I = I(H)$ be an edge ideal of a hypergraph in a polynomial ring $R$. Let $b_0, \ldots, b_t$ be distinct variables in $R$ such that $\{b_0, \ldots, b_t\}$ is not a subset of any 2-saturating set in $H$. If $f = b_0 + \ldots + b_t$, then $f$ is regular on $R/I$ and $R/I^2$.

\textbf{Proof} The assertion follows from [16, Theorem 3.1].

The following remark concerns Corollary 2.5 when $I$ is the edge ideal of a graph.

\textbf{Remark 2.6} Let $I = I(G)$ be the edge ideal of a graph $G$. Note that for a graph, 2-saturating sets of induced subgraphs are determined by the triangles of $G$. Let $b_0, \ldots, b_t$ be distinct variables that satisfy condition (⋆). Suppose also that if the set $\{b_0, \ldots, b_t\}$ intersects any triangle $T$ in $G$, then for some $0 \leq i \leq t$, $b_i$ is not connected to any vertex in $T$. Then $f = b_0 + \ldots + b_t$ is regular on $R/I$ by [7, Theorem 3.11] and on $R/I^2$ by Theorem 2.4.

\textbf{Remark 2.7} If $I = I(G)$ is the edge ideal of a hypergraph $G$ and the conditions in Corollary 2.5 hold for $b_0, b_1$, then $f = b_0 + b_1$ is regular on $R/I^2$. We shall see later, in Theorem 3.3, that a similar phenomenon holds for more general monomial ideals.

As we have remarked, associated primes of more general monomial ideals are not yet sufficiently well-understood. A new approach is thus needed in order to proceed...
further for monomial ideals. This will be carried out in the next two sections. Particularly, we shall closely examine the structure of initial ideals and invoke results from [7].

Recall that $S$-resultants are used in Buchberger’s algorithm when computing the Gröbner basis of an ideal. For general background information on Gröbner bases or Buchberger’s algorithm, see [1]. Basically, the $S$-resultant of two polynomials with respect to a fixed a term order is the polynomial formed by canceling the leading terms of each. That is,

$$S(f, g) = \frac{\text{lcm}(\text{in}_>(f), \text{in}_>(g))}{\text{in}_>(f)} f - \frac{\text{lcm}(\text{in}_>(f), \text{in}_>(g))}{\text{in}_>(g)} g$$

where $\text{in}_>(f)$ is the initial term of $f$ relative to the fixed term order.

We collect here a few observations on $S$-resultants that we use later for this purpose. The proofs of each of the statements are straightforward based on the definition of an $S$-resultant but are included for completeness.

**Lemma 2.8** Let $R$ be a polynomial ring over a field $k$, $R_2 = k[b_0, \ldots, b_t]$ and let $R_1$ be the polynomial ring such that $R = R_1[b_0, \ldots, b_t]$. The following observations about $S$-resultants hold:

(a) For $f_1 = M_1 g_1, f_2 = M_2 g_2$, with $M_1, M_2$ monomials in $R_1$ and $g_1, g_2 \in R_2$,

$$S(f_1, f_2) = \text{lcm}(M_1, M_2) S(g_1, g_2).$$

(b) If $M, N$ are monomials and $f \in R$, then

$$S(Nf, M) = \frac{\text{lcm}(M, N \text{in}_>(f))}{\text{in}_>(f)} (f - \text{in}_>(f)).$$

If $\gcd(M, \text{in}_>(f)) = 1$, then this is a multiple of $M$.

(c) If $p_1, p_2 \in R$ satisfy $\gcd(\text{in}_>(p_1), \text{in}_>(p_2)) = 1$, then

$$S(p_1, p_2) = \text{in}_>(p_1)(p_2 - \text{in}_>(p_2)) - \text{in}_>(p_2)(p_1 - \text{in}_>(p_1)).$$

(d) If $M, N$ are monomials and $f \in R$, then

$$S(Mf, Nf) = 0.$$
$S(f_1, f_2) = \frac{\text{lcm}(\text{in}_\succ (M_1 g_1), \text{in}_\succ (M_2 g_2))}{\text{in}_\succ (M_1 g_1)} M_1 g_1 - \frac{\text{lcm}(\text{in}_\succ (M_1 g_1), \text{in}_\succ (M_2 g_2))}{\text{in}_\succ (M_2 g_2)} M_2 g_2$

$$= \frac{\text{lcm}(M_1, M_2) \text{lcm}(\text{in}_\succ (g_1), \text{in}_\succ (g_2))}{M_1 \text{in}_\succ (g_1)} M_1 g_1 - \frac{\text{lcm}(M_1, M_2) \text{lcm}(\text{in}_\succ (g_1), \text{in}_\succ (g_2))}{M_2 \text{in}_\succ (g_2)} M_2 g_2$$

$$= \text{lcm}(M_1, M_2) S(g_1, g_2).$$

(b) Since $M$ is a monomial,

$$S(Nf, M) = \frac{\text{lcm}(M, \text{in}_\succ (Nf))}{\text{in}_\succ (f)} f - \frac{\text{lcm}(M, \text{in}_\succ (Nf))}{M} M$$

$$= \frac{\text{lcm}(M, N \text{in}_\succ (f))}{\text{in}_\succ (f)} (f - \text{in}_\succ (f)).$$

(c) This follows immediately from the definition of an $S$-resultant and the fact that

$$\text{lcm}(\text{in}_\succ (p_1), \text{in}_\succ (p_2)) = \frac{\text{in}_\succ (p_1) \text{in}_\succ (p_2)}{\text{gcd}(\text{in}_\succ (p_1), \text{in}_\succ (p_2))}.$$

(d) By definition,

$$S(Mf, Nf) = \frac{\text{lcm}(\text{in}_\succ (Mf), \text{in}_\succ (Nf))}{\text{in}_\succ (Mf)} Mf - \frac{\text{lcm}(\text{in}_\succ (Mf), \text{in}_\succ (Nf))}{\text{in}_\succ (Nf)} Nf$$

$$= \frac{\text{lcm}(M \text{in}_\succ (f), N \text{in}_\succ (f))}{M \text{in}_\succ (f)} Mf - \frac{\text{lcm}(M \text{in}_\succ (f), N \text{in}_\succ (f))}{N \text{in}_\succ (f)} Nf$$

$$= \frac{\text{lcm}(M, N) \text{in}_\succ (f)}{M \text{in}_\succ (f)} Mf - \frac{\text{lcm}(M, N) \text{in}_\succ (f)}{N \text{in}_\succ (f)} Nf = 0. \quad \square$$

### 3 Binomial regular elements and squares of monomial ideals

In this section, we consider monomial ideals in general. As a trade-off for the lost structure compared to edge ideals of hypergraphs, we will focus on linear sums consisting of only two elements.

We start by showing that for low powers of $I$, a crucial colon ideal stays monomial in this setting. For any monomial ideal $I$ let $G(I)$ denote the set of minimal monomial generators of $I$. For a monomial $M$ and a variable $x$, we denote by $d_x(M)$ the largest power of $x$ that divides $M$. For a monomial ideal $I$ and a variable $x$, set

$$d_x(I) = \max\{d_x(M) \mid M \in G(I)\}.$$

**Lemma 3.1** Let $I$ be a monomial ideal in a polynomial ring $R$ over a field $k$. Let $b_0, b_1$ be distinct variables in $R$ that satisfy condition $(\star)$. Then for $t \leq 3$, we have

$$(I^t : b_0 + b_1) = (I^t : b_0) \cap (I^t : b_1).$$
In particular, \((I' : b_0 + b_1)\) is a monomial ideal for \(t \leq 3\).

**Proof** Note that \((I' : b_0) \cap (I' : b_1) \subseteq (I' : b_0 + b_1)\) for all \(t\), so we need only prove the other inclusion. Let \(f \in (I' : b_0 + b_1)\). Since \(I'\) is monomial and \(b_0 + b_1\) is homogeneous, we may assume \(f\) is homogeneous. Write \(f = \sum_{i=1}^r c_if_i\), where \(f_1, \ldots, f_r\) are distinct monomials of the same degree and \(c_i \in k\) for all \(i\). By replacing \(f\) by \(f - c_if_i\) as needed, we may assume \(f_i \notin I'\) for all \(i\).

If \(fb_0 \in I'\), then \(fb_1 = f(b_0 + b_1) - fb_0 \notin I'\) as well. So it suffices to show \(f \notin (I' : b_0)\). Now \(fb_0 \in I'\) if and only if \(fb_0 \in I'\) for all \(i\). Assume by way of contradiction that \(fb_0 \notin I'\) for some \(i\) and some \(t \leq 3\). Without loss of generality, assume \(f_1\) is maximal with respect to the degree of \(b_0\) among terms with this property. That is,

\[
d_{b_0}(f_1) = \max \{d_{b_0}(f_i) | f_i b_0 \notin I' \}.
\]

Set \(s = d_{b_0}(f_1)\). Since \(f_1 b_0 \notin I'\), then \(f_1b_0 = f_j b_1\) for some \(j\). It follows that \(d_{b_0}(f_j) = s + 1\). Thus \(f_j b_0 \in I'\). So \(f_i b_0 = M_1 \cdots M_i b_0\) for some \(M_i \in G(I)\) and some monomial \(h\). Since \(f_i \notin I'\) and \(b_0\) has degree one in \(I\), there must be \(s + 2\) of the \(M_i\) that involve \(b_0\). By definition, if \(b_0 | M_i\), then \(b_1 | M_i\) as well. Thus we have

\[
d_{b_1}(f_j b_0) = d_{b_1}(f_j) \geq s + 2.
\]

Thus \(f = b_0^{s+1}b_1^{s+2}N\) for some monomial \(N\) with \(b_0 \nmid N\). As a result, \(d_{b_1}(f_j b_1) \geq s + 3\). In addition, since \(f_j b_0 \in I'\), we may assume \(s + 2 \leq t\). In particular, if \(t \leq 3\), then \(s \leq 1\).

Now consider \(f_1 b_1 = b_0^{s+1}b_1^{s+4}N\). First assume \(f_1 b_1 \notin I'\). Then without loss of generality, \(f_1 b_1 = f_2 b_0\). If \(s = 0\) this is a contradiction. So suppose \(s = 1\). Then \(f_2 = b_0^4N\). Now if \(f_2 b_1 \in I'\), then since \(d_{b_1}(I') \leq 1\), we have \(t \geq 6\), which is a contradiction to \(t \leq 3\). But if \(f_2 b_1 \notin I'\), then \(f_2 b_1 = f_k b_0\) for some \(k\), which implies \(b_0 \mid f_k\), a contradiction.

Now assume \(f_1 b_1 \in I'\). We then have \(f_1 b_1 = M_1' \cdots M_i' h'\) for some \(M_i' \in G(I)\) and some monomial \(h'\), where at least \(s + 4\) of the \(M'_i\) involve \(b_1\). Since \(s \geq 0\), then \(t \geq 4\). Thus for \(t \leq 3\), we have a contradiction. Thus the statement holds for \(t \leq 3\).

Since \((I' : b_0)\) is monomial, it follows that for \(t \leq 3\), \((I' : b_0 + b_1)\) is the intersection of two monomial ideals and is thus monomial.

The following example illustrates that Lemma 3.1 cannot be extended to higher powers of \(I\).

**Example 3.2** Let \(R = k[a, b, x_1, x_2, x_3, x_4, y_1, y_2, y_3, y_4]\) and set

\[
I = (ab, bx_1y_1, bx_2y_2, bx_3y_3, bx_4y_4, x_1x_2x_3y_4, y_1y_2y_3y_4).
\]

Set \(f_1 = b^3x_1x_2x_3x_4y_1y_2y_3y_4\) and \(f_2 = ab^2x_1x_2x_3x_4y_1y_2y_3y_4\). Then:
• \(af_1 = bf_2 \notin I^4\);
• \(bf_1 = (bx_1y_1)(bx_2y_2)(bx_3y_3)(bx_4y_4) \in I^4\);
• \(af_2 = (ab)^2(x_1x_2x_3x_4)(y_1y_2y_3y_4) \in I^4\).

Thus \(f_1 - f_2 \in (I^4 : a + b)\) but \(f_1, f_2 \notin (I^4 : a + b)\). So \((I^4 : a + b)\) is not monomial.

We are now able to provide conditions under which \(\text{depth}(R/I^2)\) is positive, along with a regular element, for monomial ideals. Note that if \(I\) is an edge ideal, the condition below ensures the element is not in a 2-saturating set, but our theorem holds in a more general setting than Theorem 2.4 since \(I\) need not be square-free.

**Theorem 3.3** Let \(I\) be a monomial ideal in a polynomial ring \(R\). Let \(b_0, b_1\) be distinct variables in \(R\) that satisfy condition (\(\bigstar\)). Suppose that there do not exist variables \(c, d\), not necessarily distinct, such that all three of \(b_1c, b_1d, cd\) divide minimal generators of \(I\). Then, \(b_0 + b_1\) is regular on \(R/I^2\).

**Proof** Suppose that \(G(I) = \{M_1, \ldots, M_p\}\) and let \(f \in R\) be a polynomial such that \(f(b_0 + b_1) \in I^2\). By Lemma 3.1 we may assume that \(f\) is monomial. Then \(fb_0 fb_1 \in I^2\). Since \(fb_0 \in I^2\), without loss of generality, we may write \(fb_0 = M_1M_2g\) with \(g \in R\). If \(b_0 \nmid g\), then \(f \in I^2\) and the assertion follows. Hence, we may assume that \(b_0 \mid M_1\). By our assumptions, \(b_1 \mid M_1\) and thus \(f = b_1M_1M_2g\), where \(M_1 = b_0b_1M_1'\). Since \(d_{b_1}(I) \leq 1\), we have \(b_0, b_1 \nmid M_1'\).

Suppose first that \(b_1 \mid M_2g\). Then \(d_{b_1}(fb_1) \geq 3\). This, together with the fact that \(fb_1 \in I^2\) and \(d_{b_1}(I) \leq 1\), implies that \(f \in I^2\) and the assertion is proven. Thus, we may assume that \(b_1 \nmid M_1M_2g\).

It follows from \(fb_1 = b_1^2M_1' M_2g \in I^2\) and \(d_{b_1}(I^2) \leq 2\) that either \(f \in I^2\), and we are done, or we may write \(fb_1 = M_kM_g',\) with \(b_1 \mid M_k\) and \(b_1 \mid M_r\) and \(g' \in R\). Write \(M_k = b_1M_k'\) and \(M_r = b_1M_r'\).

Observe that \(f = b_1M_1'M_2g = b_1M_k'M_r'g'\) and \(b_1 \nmid M_1M_2g\), so we have that \(b_1 \nmid M_k'M_r'g'\). As \(fb_0 \in I^2\) and \(b_1 \nmid M_k'M_r'g'\), by condition (\(\bigstar\)) we must have a decomposition

\[
fb_0 = (b_0b_1M_v'')(\frac{1}{M_v'})M_k'M_r'g'
\]

with \(b_0b_1M_v' = M_v \in I\) and \(\frac{1}{M_v'}M_k'M_r'g' \in I\). It follows that \(M_k'M_r'g' \in I\). Thus, there exists a monomial generator \(M_u\) of \(I\) such that \(M_k'M_r'g' = M_u h\) for some monomial \(h\).

Observe that if \(N = \text{gcd}(M_k'M_u')\) divides \(\text{gcd}(M_k'M_u)\) then, since \(M_k'M_u g' = M_u h\), we must have either \(N \mid h\) or there is a variable \(c\) dividing \(N\) such that \(c^2\) divides \(M_u\). If \(c^2\) divides \(M_u\), then, together with the fact that \(b_1c\) divides \(b_1M_k' = M_k\) and \(b_1M_r' = M_r\), we get a contradiction to the hypotheses. Suppose that \(N \nmid h\). This implies that \(M_r'g\) is a multiple of \(M_u\), and so \(M_r'g \in I\). Particularly, we have
\[ f = b_1 M'_k M'_r g = M_k M'_r g \in I^2. \] Thus, \( N \neq 1 \) and \( N \nmid \gcd(M'_r, M_u) \). By a similar argument, we also have \( \gcd(M'_r, M_u) \neq 1 \) and it does not divide \( \gcd(M'_k, M_u) \). Therefore, there exist variables \( c \mid \gcd(M'_k, M_u) \) and \( d \mid \gcd(M'_r, M_u) \) with \( c \neq d \). Then, \( cd \mid M_u \), and together with the fact that \( b_1 c \mid M_k \) and \( b_1 d \mid M_r \), we again arrive at a contradiction. Hence, \( f \in I^2 \) and the proof is complete. \( \square \)

We provide examples to illustrate the conditions of Theorem 3.3. Note in particular that \( c, d \) need not be distinct.

**Example 3.4** Let \( I = (ab, bc, bd, cd, de, ef) \) be an ideal in the polynomial ring \( R = \mathbb{Q}[a, b, c, d, e, f] \). Then \( I \) is the edge ideal of the graph below.

![Graph](image)

One can see using Macaulay 2 [9] for example that \( \text{depth } R/I = 2 \) and \( \text{depth } R/I^2 = 1 \). In particular, \( a + b, f + e \) is a regular sequence on \( R/I \). By Theorem 3.3 we have that \( f + e \) is regular on \( R/I^2 \). Moreover, \( a + b \) is not regular on \( R/I^2 \). Note that \( a + b \) violates the condition needed in Theorem 3.3.

**Example 3.5** Let \( I = (a^2 b, bc^2, bd^2, cd, de, ef) \) be an ideal in the polynomial ring \( R = \mathbb{Q}[a, b, c, d, e, f] \). We have that \( a + b, f + e \) is a regular sequence on \( R/I \) by [7, Theorem 3.11]. It turns out that \( \text{depth } R/I = 2 \), while \( \text{depth } R/I^2 = 1 \). Notice that \( f + e \) is not regular on \( R/I^2 \) and that \( de \) and \( d^2 \) divide minimal generators of \( I \). However, \( a + b \) is regular on \( R/I^2 \), even though \( bc, cd \), and \( bd \) divide minimal generators of \( I \). This means that our condition in Theorem 3.3 is not a necessary condition.

A slight modification of this example gives a different result. Let \( I = (a^2 b, bc^2, bd, cd, de, ef) \) and now notice that \( a + b \) is not regular on \( R/I^2 \), but \( f + e \) is regular on \( R/I^2 \). The latter follows from Theorem 3.3.

**Example 3.6** Let \( I \) be the edge ideal of a path of length 6, depicted below, on the letters \( a, \ldots, g \) in the polynomial ring \( R = \mathbb{Q}[a, b, c, d, e, f, g] \).

![Path](image)

Using Macaulay 2 [9] we can see that \( \text{depth } R/I = 3 \) and \( \text{depth } R/I^2 = 2 \). Theorem 3.3 shows that \( a + b \) and \( g + f \) are both regular elements on \( R/I^2 \). One can also verify that \( a + b, g + f \) is a regular sequence on \( R/I^2 \).
On the other hand if $I$ is the edge ideal of a path of length 3 on the letters $a, \ldots, d$, even though the elements $a + b$ and $d + c$ are regular on $R/I^2$, they do not form a regular sequence on $R/I^2$. The reason is that $b, c | bc \in I$, see also Theorem 3.7 below.

We conclude this section by showing that binomial forms satisfying the conditions of Theorem 3.3, whose supports are disjoint, can be combined to get a regular sequence on $R/I^2$, provided that there is sufficient distance between them, as was seen in the prior examples.

**Theorem 3.7** Let $I$ be a monomial ideal and suppose that $\{b_{1,0}, b_{1,1}\}, \ldots, \{b_{s,0}, b_{s,1}\}$ are sets of disjoint variables that satisfy the conditions of Theorem 3.3. Moreover, suppose that for all $1 \leq j < r \leq s$, there does not exist $M \in \mathcal{G}(I)$ such that $b_{j,1}b_{r,1} \mid M$. Let $f_i = b_{i,0} + b_{i,1}$ for $1 \leq i \leq s$. Then $f_1, \ldots, f_s$ is a regular sequence on $R/I^2$ and $\text{depth}(R/I^2) \geq s$.

**Proof** Let $J = \text{in}_> (I^2, f_1, \ldots, f_{s-1})$. By [7, Corollary 2.6, Lemma 2.4] and induction, it suffices to show that $f_s$ is regular on $R/J$. We shall fix some notation. For any monomial $M \in R$, set

$$\hat{M} = \frac{b_{1,1}^{d_{b_{1,0}}(M)} \cdots b_{s-1,1}^{d_{b_{s-1,0}}(M)} M}{b_{1,0}^{d_{b_{1,0}}(M)} \cdots b_{s-1,0}^{d_{b_{s-1,0}}(M)}}.$$

It follows from [7, Lemma 2.3] that

$$J = \langle b_{1,0}, \ldots, b_{s-1,0}, \hat{N}_j \mid N_j \in \mathcal{G}(I^2) \rangle = \langle b_{1,0}, \ldots, b_{s-1,0}, (\text{in}_> (I, f_1, \ldots, f_{s-1}))^2 \rangle.$$

Let $R' = R/(b_{1,0}, \ldots, b_{s-1,0})$. To show that $f_s$ is regular on $R/J$ it suffices to show that $\{b_{s,0}, b_{s,1}\}$ satisfy the conditions of Theorem 3.3 for the image of $H = \text{in}_> (I, f_1, \ldots, f_{s-1})$ in $R'$. By abuse of notation, in the rest of the proof, for a monomial $M$ in $R$ we shall use $\hat{M}$ to denote also the image of $M$ in $R'$ if $M$ does not contain any of the variables $\{b_{1,0}, \ldots, b_{s-1,0}\}$.

Notice that since $d_{b_{s,0}}(I), d_{b_{s,1}}(I) \leq 1$ and

$$\{b_{s,0}, b_{s,1}\} \cap \{b_{1,0}, b_{1,1}, \ldots, b_{s-1,0}, b_{s-1,1}\} = \emptyset,$$

we have $d_{b_{s,0}}(H) \leq 1$ and $d_{b_{s,1}}(H) \leq 1$, by [7, Lemma 3.7]. Also, if $b_{s,0}$ divides the image of $\hat{M}$ in $R'$, then $b_{s,1}$ divides the image of $M$ as well.

It remains to establish the last condition of Theorem 3.3 for $\{b_{s,0}, b_{s,1}\}$. Suppose, by contradiction, that there exist variables $c, d$ such that $b_{s,1}c | M_{\hat{I}}$, $b_{s,1}d | \hat{M}_{\hat{I}}$, and $cd | \hat{M}_{\hat{I}}$, where $M_1, M_2, M_3$ are minimal monomial generators of $I$. If $\{c, d\} \cap \{b_{1,1}, \ldots, b_{s-1,1}\} = \emptyset$, then $c | M_1, M_3, d | M_2, M_3$, and $b_{s,1} | M_1, M_2$, contradicting the assumptions on $\{b_{s,0}, b_{s,1}\}$. Suppose instead that one of $c$ or $d$ coincides with $b_{i,1}$ for some $i \leq s - 1$. Without loss of generality suppose $c = b_{i,1}$ for some $i \leq s - 1$. Then since $b_{i,1} | M_{\hat{I}}$, then either $b_{i,1} | M_1$ or $b_{i,0} | M_1$. In the latter case, we
also have \(b_{i,1} | M_1\), by the hypotheses (condition (⋆)). Therefore, \(b_{i,1} b_{i,1} | M_1\), contrary to our assumptions. Thus no such variables \(c, d\) can exist, showing that, by Theorem 3.3, \(f_j\) is regular on \(R/J\).

\[\square\]

**Corollary 3.8** If \(I\) is the edge ideal of a graph \(G\) and \(\{c_1, \ldots, c_r\}\) is a set of vertices in \(G\) that are leaves such that \(d(c_i, c_j) \geq 4\) for \(i \neq j\), then \(\text{depth}(R/I^2) \geq r\).

**Proof** This follows immediately from Theorem 3.7 after noting that if \(b_i\) is the unique neighbor of \(c_i\), then \(b_i b_j\) is not an edge of \(G\) for all \(i, j\). Thus, \(c_1 + b_1, c_2 + b_2, \ldots, c_r + b_r\) is a regular sequence on \(R/I^2\) by Theorem 3.7.

\[\square\]

The next example shows how the bound in Corollary 3.8 can be sharp.

**Example 3.9** Let \(I = (x_1 x_2, x_2 x_3, x_3 x_4, x_4 x_5, x_5 x_6, x_6 x_7, x_7 x_8)\) be the edge ideal of the graph below in the polynomial ring \(R = \mathbb{Q}[x_1, \ldots, x_8]\).

![Graph](image)

Notice that by [7, Theorem 3.11] the sequence \(x_1 + x_2, x_3 + x_4, x_5 + x_6\) is regular on \(R/I\) and by Corollary 3.8 and its proof, the same sequence is regular on \(R/I^2\). One can confirm with Macaulay 2 [9] that \(\text{depth} R/I = \text{depth} R/I^2 = 3\).

4 Initially regular sequences of trinomial linear sums

In this section, we focus on linear sums consisting of three elements, trinomial linear sums, and investigate when sequences of such linear sums are initially regular with respect to the square of a given monomial ideal.

We begin by examining the initial ideal of a monomial ideal \(I\) and a trinomial linear form. We will use notation similar to that used in previous sections. Particularly, for fixed variables \(b_0\) and \(b_1\) in the polynomial ring \(R\), and \(M \in \mathcal{G}(I)\), set

\[
\hat{M} = \frac{b_1^{d_{b_0}(M)} M}{b_0^{d_{b_0}(M)}}.
\]

For any \(n \in \mathbb{N}\) we use the notation \([n]\) to denote the set of integers from 1 to \(n\), i.e. \([n] = \{1, \ldots, n\}\).
Lemma 4.1 Let $I$ be a monomial ideal. Let $b_0, b_1, b_2$ be variables satisfying condition (\( \ast \)). Furthermore, assume that $b_1 b_2$ does not divide any $M \in \mathcal{G}(I)$. If $>$ is a term order such that $b_0 > b_1 > b_2$, then

$$\text{in}_2 (I, b_0 + b_1 + b_2) = \langle b_0, \hat{M}, \text{lcm}(X, M')b_2^2 \mid M, b_1 X, b_0 b_2 M' \in \mathcal{G}(I) \rangle.$$  

**Proof** Let \{\( M_{i1}, \ldots, M_{i\nu_i} \)\} and \{\( M_{21}, \ldots, M_{2\nu_2} \)\} be the monomial generators of \( I \) that are divisible by \( b_0 b_1 \) and \( b_0 b_2 \), respectively. Set \( M_{1j} = M_{1j}/b_0 b_1 \) and \( M_{2j} = M_{2j}/b_0 b_2 \). Let \{\( M_3, \ldots, M_p \)\} be the remaining monomial generators of \( I \).

Let \( f = b_0 + b_1 + b_2 \) and for \( r \in [2], \ i \in [i_r], \) and \( j \in [i_2] \) we fix the following notation

$$p_{ri} = M_{ri} b_r (b_1 + b_2) \quad \text{and} \quad q_{jX} = \text{lcm}(X, M'_{2j})b_2^2,$$

where \( b_1 X \in \mathcal{G}(I) \).

We claim that

$$G = \{ M_{ri}, M_k, f, p_{ri}, q_{jX} \mid 3 \leq k \leq p, r \in [2], i \in [i_r], j \in [i_2] \}$$

is a Gröbner basis for \( (I, f) \). Note that if \( b_0 \mid X \), then \( q_{jX} \) is redundant in the set \( G \), so we may assume \( b_0 \not\mid X \) from now on.

Observe that for \( r \in [2] \) and \( i \in [i_r] \), we have

$$S(M_{ri}, f) = \frac{\text{lcm}(b_0 b_r M'_{ri}, b_0)}{b_0} (b_1 + b_2) = b_r M'_{ri} (b_1 + b_2) = p_{ri} \in G.$$  

Also, for any \( M = b_1 X \in \mathcal{G}(I) \) and \( j \in [i_2] \), by Lemma 2.8 (b) we have

$$S(M, p_{2j}) = S(b_1 X, M'_{2j} b_2 (b_1 + b_2)) = \frac{\text{lcm}(b_1 X, M'_{2j} b_2)}{b_1} b_2.$$  

Since \( b_1 b_2 \) does not divide any \( N \in \mathcal{G}(I) \), it follows that

$$S(M, p_{2j}) = \text{lcm}(X, M'_{2j} b_2) b_2 = \text{lcm}(X, M'_{2j}) b_2^2 = q_{jX}.$$  

Thus, all elements in \( G \) indeed appear as we proceed through Buchberger’s algorithm. It remains to show that all the \( S \)-resultants among elements of \( G \) reduce to 0 modulo \( G \).

Notice that for any monomials \( M, N \in \mathcal{G}(I), S(M, N) = 0 \) and \( S(M, f) \) is redundant unless \( b_0 \mid M \). Furthermore, if \( b_0 \mid M \), then \( M = M_{ri} \), for some \( r \in [2] \) and \( i \in [i_r] \), and, as seen above, \( S(M_{ri}, f) = p_{ri} \) reduces to 0 modulo \( G \). Since \( q_{jX} \) is monomial, \( S(q_{jX}, f) \) is redundant. Hence, it remains to consider \( S \)-resultants of the following forms: (a) \( S(M, p_{ri}) \), where \( M \) is monomial in \( G \), (b) \( S(p_{ri}, p_{kj}) \), and (c) \( S(p_{ri}, f) \), with \( r, i, k, j \in [2] \).

Type (a): \( S(M, p_{ri}) \). For any monomial \( M \) in \( G \), we have that
\[ S(M, p_{ri}) = \frac{\text{lcm}(M, M'_i, b_i b_j)}{b_1} b_2, \]

which is redundant unless \( b_1 \mid M \). If \( M = b_1 X \in \mathcal{G}(I) \) and \( r = 2 \), then, as seen above, \( S(b_1 X, p_{2i}) = q_{i X} \), reducing to 0 modulo \( G \). If \( M = b_1 X \) and \( r = 1 \), then
\[ S(M, p_{1i}) = \frac{\text{lcm}(b_1 X, M'_i b^2_i)}{b_1} b_2, \]

which is a multiple of \( b_1 X \) and so reduces to 0 modulo \( G \) as well. If \( M = q_{j X} \), then \( S(M, p_{ri}) \) becomes redundant since \( b_1 \nmid q_{j X} \).

Type (b): \( S(p_{ri}, p_{kj}) \). By Lemma 2.8 (d) we have \( S(p_{ri}, p_{kj}) = 0 \).

Type (c): \( S(p_{ri}, f) \). By Lemma 2.8 (c) we have
\[ S(p_{ri}, f) = b_0 M'_i b_i b_2 - b_i M'_i b_1 (b_1 + b_2) = M_1 b_2 - b_1 p_{ri}, \]

which clearly reduces to 0 modulo \( G \), and the proof is complete. \( \square \)

The next lemma focuses particularly on the square of a monomial ideal and a linear sum of three variables. This is the main technical part of our work in this section.

**Lemma 4.2** Let \( I \) be a monomial ideal in a polynomial ring \( R \). Let \( b_0, b_1, b_2 \) be variables such that the following conditions hold:

(a) \( d_{b_i}(I) \leq 1 \) for \( 0 \leq i \leq 2 \);
(b) the only monomial generators in \( I \) which \( b_0 \) divides are \( b_0 b_1 \) and \( b_0 b_2 \);
(c) \( b_1 b_2 \nmid M \) for all \( M \in \mathcal{G}(I) \);
(d) there do not exist any variables \( z_1, z_2 \) such that \( b_1 z_1, b_1 z_2 \) and \( z_1 z_2 \) divide monomial generators of \( I \);
(e) there do not exist any variables \( x_1, x_2 \), such that \( b_1 x_1, x_1 x_2, x_2 b_2 \) divide monomial generators of \( I \).

Then, we have
\[ \text{in}_{\succ} (I^2, b_0 + b_1 + b_2) = (b_0, (\text{in}_{\succ} (I, b_0 + b_1 + b_2))^2). \]

**Proof** Let \( k \) be the ground field and let \( R_2 = k[b_0, b_1, b_2] \). Let \( R_1 \) be the polynomial ring in the remaining variables; that is, \( R = R_1[b_0, b_1, b_2] \). Let \( f = b_0 + b_1 + b_2 \). Let \( \mathcal{G}(I) = \{ M_1, \ldots, M_p \} \) and suppose, without loss of generality, that \( M_1 = b_0 b_1, M_2 = b_0 b_2, \) and \( b_0 \nmid M_i \) for all \( i \geq 3 \).

For \( r \in [2] \) set \( p_r = b_r (b_1 + b_2) \). By Lemma 4.1,
\[ G = \{ M_i, p_r, X b^2_2, f \mid i \in [p], r \in [2], b_1 X \in \mathcal{G}(I) \} \]

is a Gröbner basis for \((I, f)\).

**Claim:** A Gröbner basis for \((I^2, f)\) is
\[ G' = \{ M_i M_j, p, p_v, X Y b_2^i, M_i p_r, M_i X b_2^i, X b_2^i p_r, f \mid i, j \in \{p\}, r, v \in \{2\}, b_1 X, b_1 Y \in \mathcal{G}(I). \] 

We note here that if \( b_0 \mid X \), then the terms \( M_i X b_2^i \) and \( X b_2^i p_r \) are multiples of other terms in \( G' \). Moreover, if \( b_0 \mid X \) or \( b_0 \mid Y \) and \( b_0 \) does not divide both, then we may assume without loss of generality that \( b_0 \mid X \) and \( b_0 \nmid Y \). In this case, the term \( X Y b_2^4 \) is a multiple of \( M_2 X b_2^2 \). If \( b_0 \mid X, Y \), then the term \( X Y b_2^4 \) is a multiple of \( M_1 M_2 \). Hence we may assume that \( b_0 \nmid X, Y \).

**Proof of Claim:** The proof proceeds in two steps.

**Step 1:** Starting with the generating set \( \{ M_i M_j, f \mid i, j \in \{p\} \} \) that generates \( \langle I^2, f \rangle \), we shall show that all elements in \( G' \) arise as \( S \)-resultants when implementing Buchberger’s algorithm, and thus are in the desired Gröbner basis.

Following the algorithm, set \( G_0 = \{ M_i M_j, f \mid i, j \in \{p\} \} \). For \( r \in \{2\} \) and \( i \in \{p\} \), we have

\[
S(M_i M_j, f) = \frac{lcm(b_0 b_r M_i, b_0)}{b_0} (b_1 + b_2) = b_r M_i (b_1 + b_2) = M_i p_r.
\]

Since \( M_i p_r \) does not reduce modulo \( G_0 \), then \( M_i p_r \) must be added to the set \( G_0 \) per the algorithm. Set

\[ G_1 = \{ M_i M_j, M_i p_r, f \mid i, j \in \{p\} \}. \]

For \( r, v \in \{2\} \), we have

\[
S(M_i p_r, f) = \frac{lcm(b_0 b_r b_v b_1, b_0)}{b_1} b_2 - \frac{lcm(b_0 b_r b_v b_1, b_0)}{b_0} (b_1 + b_2) = b_r b_v b_2 (b_0 + b_1 + b_2).
\]

This can be further reduced by \( b_r b_v b_2 (b_0 + b_1 + b_2) \) to

\[-b_r b_v b_2 (b_1 + b_2) - b_r b_v b_1 (b_1 + b_2) = -b_r b_v (b_1 + b_2)^2 = -p_r p_v.\]

Hence,

\[
S(M_i p_r, f) \text{ reduces to } p_r p_v. \quad (4.1)
\]

Thus \( p_r p_v \) must be added to the set. Set

\[ G_2 = \{ M_i M_j, p, p_v, M_i p_r, f \mid i, j \in \{p\} \}. \]

Now, let \( M = b_1 X, N = b_1 Y \in \mathcal{G}(I) \) and let \( M_i \in \mathcal{G}(I) \). Then,

\[
S(M M_i, M_i p_2) = S(b_1 X M_i, M_i b_2 (b_1 + b_2)) = \frac{lcm(b_1 X M_i, M_i b_2)}{M_i b_1 b_2} M_i b_2^2 = M_i X b_2^2,
\]

which does not reduce modulo \( G_2 \). Hence \( M_i X b_2^2 \) must be added to \( G_2 \). Let
Now for $M = b_1X, N = b_1Y \in G(I)$ we have

$$S(MN, p_2^2) = S(b_1^2XY, b_1^2(b_1 + b_2)^2) = \frac{lcm(b_1^2XY, b_1^2b_2^2)}{b_1^2b_2^2}(b_1b_2 + b_2^3)$$

which reduces to $XYb_2^4$, since $b_1XYb_2^4 \in G_3$. Hence $XYb_2^4$ must be added to the set. Thus we have

$$G_4 = \{M_iM_j, p_r, p_v, Xb_2^2, Yb_2^2f \mid i, j \in [p]\}.$$ 

Finally by Lemma 2.8 (b) we have,

$$S(M_iXb_2^2, f) = \frac{lcm(b_0b_1Xb_2^2, b_0)}{b_0}(b_1 + b_2) = Xb_2^2b_r(b_1 + b_2) = Xb_2^2p_r.$$ 

Adding $Xb_2^2p_r$ to the set yields

$$G' = \{M_iM_j, p_r, p_v, Xb_2^2, Yb_2^4, M_iXb_2^2, Xb_2^2p_r, f \mid i, j \in [p]\}.$$ 

**Step 2:** In order to show that $G'$ is a Gröbner basis, we must show that all the $S$-resultants of pairs of elements in $G'$ reduce to 0 modulo $G'$. That is, we must show that the algorithm has stopped.

We need to consider $S$-resultants of the following types, for $i, j \in [p], r, v \in [2]$ and $X, Y$ such that $b_1X, b_1Y \in G(I)$,

1. $S(M_iM_j, -)$
2. $S(p_r, p_v, -)$
3. $S(Xb_2^4, -)$
4. $S(M_iXb_2^2, -)$
5. $S(M_iXb_2^2, f)$
6. $S(Xb_2^2p_r, -)$.

We shall examine these types of $S$-resultants one by one and show that they all reduce to 0 modulo $G'$.

**Type 1:** $S(M_iM_j, -)$. Since $XYb_2^4$ and $M_iXb_2^2$ are monomial, there are four remaining pairings to consider. Observe that for a monomial $N$ and a polynomial $g$ we have, by Lemma 2.8 (b),

$$S(M_iM_j, Ng) = \frac{lcm(M_iM_j, N \text{ in}_>(g))}{\text{in}_>(g)}(g - \text{ in}_>(g)),$$

and we may assume that $\gcd(\text{ in}_>(g), M_iM_j) \neq 1$. 
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• $S(M_iM_j, f) = M_ip_r$, for $r \in [2]$, as seen above.

• $S(M_iM_j, p_kp_r) = S(M_iM_j, b_kb_r(b_1 + b_2)^2) = \frac{\text{lcm}(M_iM_j, b_kb_r^2)}{b_1^2}(2b_1b_2 + b_2^2)$. This is redundant modulo $G'$ if $\gcd(M_iM_j, b_1^2) = 1$. Assume that $\gcd(M_iM_j, b_1^2) \neq 1$. Without loss of generality we may assume that $M_i = b_1X$ and either $b_1 \nmid M_j$ or $M_j = b_1Y$. If $b_1 \nmid M_j$ then, since $\gcd(b_1b_2^2, X) = 1$ by assumptions (a) and (c) and

$$S(M_iM_j, p_kp_r) = \frac{\text{lcm}(b_1XM_j, b_kb_rb_1^2)}{b_1^2}b_2(2b_1 + b_2) = X\text{lcm}(M_j, b_kb_r)b_2(2b_1 + b_2).$$

Notice that $b_kb_r = b_1^2, b_1b_2$, or $b_2^2$. In any case, at most one of $b_k$ and $b_r$ divides $M_j$, so we may assume that $b_k \nmid M_j$. Then, $S(M_iM_j, p_kp_r)$ is a multiple of $XM_jb_kb_r$, which is either $(b_1X)M_jb_r$ or $XM_jb_2^2$, and both reduce to 0 modulo $G'$. If $M_j = b_1X$ and $M_j = b_1Y$, then

$$S(M_iM_j, p_kp_r) = \text{lcm}(XY, b_kb_r)b_2(2b_1 + b_2) = XYb_kb_2(2b_1 + b_2).$$

Again, $b_kb_r$ can be either $b_1^2, b_1b_2$, or $b_2^2$. In any of these cases, $S(M_iM_j, p_kp_r)$ reduces to 0 modulo $G'$, since $(b_1X)(b_1Y), (b_1X)b_2^2$, and $XYb_2^2$ are all in $G'$.

• $S(M_iM_j, M_kb_r) = \frac{\text{lcm}(M_iM_j, M_kb_r)}{b_1}b_2$ for any $k \in [p]$. As before, we may assume that $\gcd(M_iM_j, b_1) \neq 1$. Without loss of generality, suppose that $M_i = b_1X$. Then,

$$S(M_iM_j, M_kb_r) = \text{lcm}(XM_j, M_kb_r)b_2.$$

If $b_r \nmid M_j$, then this resultant is a multiple of $XM_jb_kb_2$, which is redundant. If $M_j = b_rZ$ for some $Z$, then $S(M_iM_j, M_kb_r) = \text{lcm}(XZb_r, M_kb_r)b_2$. To this end, we consider two possibilities. If $\gcd(Z, M_k) = 1$, then this resultant is a multiple of $b_kb_rM_k = M_kb_k$, which is redundant. Suppose then that $M_k = Z_1W$ for some $W$ and $Z_1 \mid Z$ with $\gcd(Z, W) = 1$. If $\gcd(W, X) = 1$, then we have

$$S(M_iM_j, M_kb_r) = \text{lcm}(XZb_r, ZWb_r)b_2 = XZWb_2b_2 = (ZW)(Xb_2b_2),$$

which is redundant since $M_iM_k \mid (ZW)(b_1X)$ and $M_kXb_2^2 \mid (ZW)Xb_2^2$. If $\gcd(W, X) \neq 1$, then there exists $z_2$ such that $z_2 \mid W$ and $z_2 \mid X$. Then $b_1z_2 \mid M_j$, and for $z_1 \mid Z_1, z_1z_2 \mid M_k$ and $b_rz_1 \mid M_j$. If $b_r = b_1$, this contradicts assumption (d) and if $b_r = b_2$ this contradicts assumption (e).

• $S(M_iM_j, Xb_2^2p_r) = \frac{\text{lcm}(M_iM_j, Xb_2^2p_r)}{b_1}b_2$. We may assume that $\gcd(M_iM_j, b_1) \neq 1$ and $M_j = b_1Y$. Then $S(M_iM_j, Xb_2^2p_r) = \text{lcm}(YM_j, Xb_2^2p_r)b_2$, which is a multiple of $YM_jb_2^2 \in G'$, since $b_2^2 \nmid M_j$. This completes the arguments for type 1 $S$-resultants.

**Type 2: $(p_r, p_v, -)$.** We need to consider six different choices of the second argument of the $S$-resultant. Note that $r, v \in [2]$. In what follows, let $s, k \in [2]$. 
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• $S(p_r p_v, p_s p_h) = S(b_ip_v, (b_1 + b_2)^2, b_ip_v, (b_1 + b_2)^2) = 0$, by Lemma 2.8 (d).

• $S(p_r p_v, Xb_2^4) = \frac{lcm(b_ip_v, Xb_2^4)}{b_1^2}(2b_1 b_2 + b_2^2)$, by Lemma 2.8 (b), which is clearly a multiple of $Xb_2^4 \in G'$.

• $S(p_r p_v, M_ip_s) = S(b_ip_v, (b_1 + b_2)^2, M_ip_s, (b_1 + b_2)) = \frac{lcm(b_ip_v, Xb_2^4, M_ip_s)}{b_1^2}b_2(b_1 + b_2)$.

This is in fact equal to $\frac{lcm(b_ip_v, Xb_2^4, M_ip_s)}{b_1^2}p_2$. If $b_1 \not\mid M_i$, then this is a multiple of $M_ip_2 \in G'$. If $b_1 \mid M_i$, then $M_i = b_1 X$. If $r = 1$ or $v = 1$ or $s = 1$, then the $S$-resultant is a multiple of $M_ip_2$ again. If instead $r = s = v = 2$, then the $S$-resultant becomes $b_2^2 Xp_2 \in G'$.

• $S(p_r p_v, M_ip_s) = \frac{lcm(b_ip_v, Xb_2^4, M_ip_s)}{b_1^2}(2b_1 b_2 + b_2^2)$, by Lemma 2.8 (b). We again can assume that $gcd(b_2^2, M_ip_s) \neq 1$ and $M_i = b_1 Y$. Then,

$$S(p_r p_v, M_ip_s) = lcm(b_ip_v, Xb_2^4) b_2(2b_1 + b_2),$$

which is a multiple of $Yb_2^4(2b_1 + b_2)$. The latter reduces to 0 modulo $G'$, since $b_1 Y \in I$ and $Yb_2^4 \in G'$.

• $S(p_r p_v, Xb_2^4) = S(b_ip_v, (b_1 + b_2)^2, Xb_2^4, (b_1 + b_2)) = \frac{lcm(b_ip_v, Xb_2^4, b_2)}{b_1^2}b_2(b_1 + b_2)$.

This is equal to $\frac{lcm(b_ip_v, Xb_2^4, b_2)}{b_1^2}p_2$, which is clearly a multiple of $Xb_2^4 p_2 \in G'$.

• Finally,

$$S(p_r p_v, f) = S(b_ip_v, (b_1 + b_2)^2, b_0 + b_1 + b_2)$$

$$= b_0 b_ip_v(2b_1 b_2 + b_2^2) - b_ip_v b_1^2(b_1 + b_2)$$

$$= b_0 b_2 b_ip_v(b_1 + b_2) + b_0 b_2 b_ip_v b_1 - b_ip_v b_1^2(b_1 + b_2)$$

$$= b_0 b_2 b_ip_v + b_0 b_2 b_ip_v b_1 - b_ip_v b_1^2(b_1 + b_2),$$

which reduces to $b_0 b_2 b_ip_v b_1 - b_ip_v b_1^2(b_1 + b_2)$. This can be further reduced by $b_ip_v b_1 b_2(b_0 + b_1 + b_2)$ to

$$-b_ip_v b_1 b_2(b_1 + b_2) - b_ip_v b_1^2(b_1 + b_2) = -b_ip_v b_1(b_1 + b_2)^2 = -b_1 p_r p_v .$$

Type 3: $S(XYb_2^4, -)$. For this type of $S$-resultants, there are only three remaining choices for the second argument to consider: $S(XYb_2^4, Zb_2^4)$, $S(XYb_2^4, M_ip_r)$, and $S(XYb_2^4, f)$.

Let $N$ represent either $Zb_2^4$ or $M_i$. Then $S(XYb_2^4, p_r f) = \frac{lcm(XYb_2^4, Zb_2^4, p_r)}{b_1}b_2$, which is a multiple of $XYb_2^4 \in G'$. Thus, both $S(XYb_2^4, Zb_2^4)$ and $S(XYb_2^4, M_ip_r)$ reduce to 0 modulo $G'$. On the other hand, $S(XYb_2^4, f)$ is redundant since $b_0 \not\mid XYb_2^4$.

Type 4: $S(M_ip_r, -)$. There are four choices remaining to be considered.

• $S(M_ip_r, M_ip_s) = S(M_ip_r, Xb_2^4) = 0$, by Lemma 2.8 (d).

• $S(M_ip_r, M_ip_s) = \frac{lcm(M_ip_r, Xb_2^4)}{b_1} b_2$. As before, we may assume that $M_i = b_1 Y$ and thus
\[
S(M_ip_0, M_jXb_2^2) = \frac{\text{lcm}(M_ib_1, b_1YXb_2^2)}{b_1}b_2 = \text{lcm}(M_ip_0, YXb_2^2)b_2.
\]

If \( b_r = b_1 \), then this resultant is a multiple of \((b_1X)Yb_2^2\). If \( b_r = b_2 \), then this resultant becomes \(\text{lcm}(M_bit_2, XYb_2^2)b_2 = \text{lcm}(M_i, XYb_2^2)b_2^2\). If \(\gcd(M_i, X) = 1\), then this is a multiple of \(M_jXb_2^2\). Hence we may assume that \(\gcd(M_i, X) \neq 1\) and \(\gcd(M_i, Y) \neq 1\). Let \(X_1 = \gcd(M_i, X)\) and \(Y_1 = \gcd(M_i, Y)\). Suppose first that there exist variables \(x_1, y_1\) such that \(x_1 \mid X_1\) and \(y_1 \mid Y_1\) with \(x_1 \neq y_1\). Then \(b_1x_1 \mid b_1X, b_1y_1 \mid b_1Y,\) and \(x_1y_1 \mid M_i\), a contradiction to condition (d). Hence we may assume that there do not exist any such different \(x_1, y_1\) as above. Then \(X_1 = Y_1\) and thus the \(S\)-resultant \(\text{lcm}(M_i, XYb_2^2)b_2^2\) is a multiple of \(\frac{M_i}{X}XYb_2^2\) that we can rewrite as a multiple of \(M_jXb_2^2\), since \(X_1 \mid Y_1\).

- **Type 5: \(S(M_jXb_2^2, -)\).** There are two choices remaining to be considered.
  - \(S(M_jXb_2^2, Yb_2^2p_0) = \frac{\text{lcm}(Yb_2^2b_1, M_jXb_2^2)}{b_1}b_2\). Again, we may assume that \(M_i = b_1Z\). Since \(b_r = b_1\) or \(b_2\) and \(b_1b_2 \not\mid M_i\) for all \(k \in \{p\}\), this \(S\)-resultant is a multiple of \(b_1ZXb_3^2\). It is easily seen that this is redundant.
  - \(S(M_jXb_2^2, f) = \frac{\text{lcm}(M_jXb_2^2, b_0)}{b_0}(b_1 + b_2)\). Again, we may assume that \(M_i = b_0b_i\) and \(i \in \{2\}\). Hence the \(S\)-resultant becomes \(Xb_2^2b_i(b_1 + b_2) = Xb_2^2p_i \in G'\).

- **Type 6: \(S(Xb_2^2p_0, -)\).** There are two choices remaining to be considered.
  - \(S(Xb_2^2p_0, Yb_2^2p_0) = 0\), by Lemma 2.8 (d).
  - \(S(Xb_2^2p_0, f) = \frac{\text{lcm}(Xb_2^2b_1, b_0)}{b_1}b_2 - \frac{\text{lcm}(Xb_2^2b_1, b_0)}{b_0}(b_1 + b_2) = Xb_2^2b_0b_1b_2 - b_1Xb_2^2b_0(b_1 + b_2)\), which is clearly redundant.

Combining Steps 1 and 2 of the proof, we have established that \(G'\) is a Gröbner basis for \((I^2, f)\). The conclusion of Lemma 4.2 follows by observing that

\[
\text{in}_>(I, f) = \langle b_0, M_i, b_1^2, b_1b_2, Xb_2^2 \mid i \geq 3, b_1X \in G(I) \rangle
\]

and \(\text{in}_>(p_1^2) = b_1^2, \text{in}_>(p_2^2) = b_1^2b_2^2\), and \(\text{in}_>(p_1p_2) = b_1^2b_2\). □

Lemma 4.2 can be applied repeatedly to obtain the next corollary.

**Corollary 4.3** Let \(I\) be a monomial ideal and let \(t \in \mathbb{N}\). Let \(\{b_{i,0}, b_{i,1}, b_{i,2}\}\) be disjoint sets of variables and let \(t > i\) be a term order, for \(1 \leq i < t\), such that \(b_{i,0} > b_{i,1} > b_{i,2}\).
Suppose that for each $i$ the variables $b_{i,0}, b_{i,1}, b_{i,2}$ satisfy the hypotheses of Lemma 4.2. Let $I_i = \text{in}_>(I_{i-1}, b_{i,0} + b_{i,1} + b_{i,2})$, where $I_0 = I$. Then
\[
\text{in}_>(\ldots(\text{in}_>(I^2, b_{1,0} + b_{1,1} + b_{1,2}), b_{2,0} + b_{2,1} + b_{2,2}, \ldots), b_{1,0} + b_{1,1} + b_{1,2}) = \langle b_{1,0}, b_{2,0}, \ldots, b_{1,0}, I^2_i \rangle.
\]

The following remark gives an interpretation of the assumptions in Lemma 4.2 when we specialize to edge ideals of graphs.

**Remark 4.4** Let $I$ be the edge ideal of a graph and let $b_0, b_1, b_2 \in I$ be variables as in Lemma 4.2. Then the assumptions (a)-(e) mean that $b_0, b_1, b_2$ do not form a triangle, $b_1$ is not on any triangle, and $b_0, b_1, b_2$ are not part of a pentagon. If these assumptions fail, then the assumptions fail, the following conclusion fails, and see in the next example.

**Example 4.5** Let $I = (x_1x_2, x_2x_3, x_3x_4, x_4x_5, x_5x_1)$ be the edge ideal of a pentagon in the polynomial ring $R = \mathbb{Q}[x_1, x_2, x_3, x_4, x_5]$. Using Macaulay 2 [9] we can verify that $\text{in}_>(I^2, x_1 + x_2 + x_4) \neq (x_1, (\text{in}_>(I, x_1 + x_2 + x_4))^2)$, where $>$ is a term order such that $x_1 > x_2 > x_5$. In particular, $x_4x_3x_2^2 \in \text{in}_>(I, x_1 + x_2 + x_5)$ by Lemma 4.1 and thus $x_3x_4x_5^2 \in \langle x_1, (\text{in}_>(I, x_1 + x_2 + x_4))^2 \rangle$. However, $x_3x_4x_5^2$ is a minimal generator of $\text{in}_>(I^2, x_1 + x_2 + x_5)$, but $x_3x_4x_5^2 \notin (x_1, (\text{in}_>(I, x_1 + x_2 + x_5))^2)$.

We now arrive to the main theorem of this section. For a monomial ideal $I$ and a variable $x$, we define
\[
N(x) = \{M \mid xM \in \mathcal{G}(I)\}.
\]

**Theorem 4.6** Let $I$ be a monomial ideal and let $s \in \mathbb{N}$. Let $\{b_{i,0}, b_{i,1}, b_{i,2}\}$ be disjoint sets of variables, and let $>$ be a term order such that $b_{i,0} > b_{i,1} > b_{i,2}$. Suppose that for each $i$ the variables $b_{i,0}, b_{i,1}, b_{i,2}$ satisfy the hypotheses of Lemma 4.2. In addition, assume $\{b_{i,0}, b_{i,1}, b_{i,2}\} \cap N(b_{j,r}) = \emptyset$ for $j \neq i, r \in [2]$. Let $f_i = b_{i,0} + b_{i,1} + b_{i,2}$. Then $f_1, \ldots, f_s$ is an initially regular sequence on $R/I^2$.

**Proof** Set $I_i = \text{in}_>(I_{i-1}, f_i)$, where $I_0 = I$. By Corollary 4.3, it suffices to show that $f_i$ is regular on $R/(b_{i,0}, \ldots, b_{i-1,0}, I^2_{i-1})$. By Lemma 4.2, there exists an ideal $J$ such that
\[
R/(b_{i,0}, \ldots, b_{i-1,0}, I^2_{i-1}) \cong R'/J^2,
\]
where $R'$ is a polynomial ring such that $R = R'[b_{1,0}, \ldots, b_{i-1,0}]$. Let $\mathcal{G}(I) = \{M_1, \ldots, M_p\}$ and suppose without loss of generality that for all $j \in [i-1]$ we have $b_{j,0} \not\in M_1, \ldots, M_r$ and $b_{j,0} \mid M_i$ for all $r + 1 \leq i \leq p$. Then by Lemma 4.1 we have the following description for the ideal $J$:  
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\[ J = I + \langle b_{i,1}^2, b_{j,1}b_{j,2}, Xb_{j,2}^2 \mid X \in N(b_{j,1}), j \in [i - 1] \rangle \\
= \langle M_1, \ldots, M_r, b_{j,1}^2, b_{j,1}b_{j,2}, Xb_{j,2}^2 \mid X \in N(b_{j,1}), j \in [i - 1] \rangle. \]

By [7, Lemma 3.7] we also know that \( db_{i,r} (J) \leq 1 \) for \( 0 \leq u \leq 2 \). Polarizing \( J \), we obtain

\[ J^{pol} = \langle M_i^{pol}, b_{j,1}b_{j,1}', b_{j,1}b_{j,2}, X^{pol}b_{j,2}b_{j,2}' \mid i \in [r], X \in N(b_{j,1}), j \in [i - 1] \rangle \subseteq R^{pol}. \]

Let \( H \) be the hypergraph corresponding to \( J^{pol} \).

Notice that by the hypotheses, \( f_i \) is regular on \( R^{pol} / J^{pol} \) by [7, Theorem 3.11] and \( \{ b_{i,0}, b_{i,1}, b_{i,2} \} \) is not in any 2-saturating set of the hypergraph \( H \) of \( J^{pol} \). Hence, it follows from [16, Theorem 3.1] that \( f_i \) is regular on \( R^{pol} / (J^{pol})^2 \). This means that \( f_i \notin \text{Ass} (R^{pol} / (J^{pol})^2) \).

We claim that \( f_i \notin \text{Ass} (R' / J^2) \). Consider an arbitrary \( Q \in \text{Ass} (R' / J^2) \). By [4, Corollary 2.6], we have \( Q = Q^{depol} \), where \( Q' \in \text{Ass} (R^{pol} / (J^{pol})^2) \) and \( Q^{depol} \) is the depolarization of \( Q' \). However, \( f_i \notin Q' \) means that there exists a value \( r \) such that \( b_{i,r} \notin Q' \). Since \( b_{i,r} \notin \{ b_{j,1}', b_{j,2}' \} \) for all \( j \in [i - 1] \) and \( db_{i,r} (J) = 1 \), we get \( b_{i,r} \notin Q \). Hence, \( f_i \notin Q \) and thus \( f_i \) is regular on \( R' / J^2 \). □

The next corollary allows us to combine the results from Theorems 3.7, and 4.6 to obtain longer initially regular sequences.

**Corollary 4.7** Let \( I \) be a monomial ideal and let \( s, t \in \mathbb{N} \). For \( i \in [s] \) and \( j \in [t] \) let \( \{ a_{i,0}, a_{i,1} \}, \{ b_{j,0}, b_{j,1}, b_{j,2} \} \) be disjoint sets of variables and let \( > \) be a term order such that \( a_{i,0} > a_{i,1} \) and \( b_{j,0} > b_{j,1} > b_{j,2} \) for all \( i \in [s] \) and \( j \in [t] \). For every \( i \in [s] \) and \( j \in [t] \) suppose that \( \{ a_{i,0}, a_{i,1} \} \) satisfy the hypothesis of Theorem 3.7 and that \( \{ b_{j,0}, b_{j,1}, b_{j,2} \} \) satisfy the hypotheses of Theorem 4.6. In addition, assume that \( \{ a_{i,0}, a_{i,1} \} \cap N(b_{j,r}) = \emptyset \) for every \( i \in [s], j \in [t], \) and \( r \in [2] \). Let \( f_i = a_{i,0} + a_{i,1} \) and \( g_j = b_{j,0} + b_{j,1} + b_{j,2} \). Then any sequence obtained from selecting terms from \( f_1, \ldots, f_s \) and \( g_1, \ldots, g_t \) is an initially regular sequence on \( R / I^2 \). In particular, \( f_1, \ldots, f_s, g_1, \ldots, g_t \) is an initially regular sequence on \( R / I^2 \) and depth \( R / I^2 \geq s + t \).

The next example illustrates the above corollary.

**Example 4.8** Let \( R = \mathbb{Q}[x_1, \ldots, x_{13}] \) be a polynomial ring and let

\[ I = (x_1x_2, x_2x_3, x_3x_4, x_4x_5, x_5x_6, x_4x_7, x_7x_8, x_8x_9, x_9x_{10}, x_{10}x_{11}, x_{11}x_{12}, x_{12}x_{13}) \]

be the edge ideal of the graph depicted below.
Let \( f_1 = x_1 + x_2, \ f_2 = x_{13} + x_{12}, \) and \( g_1 = x_5 + x_6 + x_4, \ g_2 = x_9 + x_8 + x_{10}. \) Then any combination of \( f_1, f_2, g_1, g_2 \) gives an initially regular sequence on \( R/I^2 \) with respect to any order \( > \) such that \( x_1 > x_2, \ x_{13} > x_{12}, \ x_5 > x_6 > x_4, \) and \( x_9 > x_8 > x_{10}. \) This can be also verified using Macaulay 2 [9]. Moreover, \( \text{depth} R/I^2 = 4, \) while \( \text{depth} R/I = 5. \) For the first power our regular elements can be chosen to be closer together and hence by [7, Theorem 3.11] the sequence \( x_1 + x_2, x_6 + x_5, x_{13} + x_{12}, x_7 + x_4 + x_8, x_{10} + x_9 + x_{11} \) is an initially regular sequence on \( R/I \) with respect to any order \( > \) such that \( x_1 > x_2, x_6 > x_5, x_{13} > x_{12}, x_7 > x_4 > x_8, x_{10} > x_9 > x_{11}. \)

In order to extend any of our results one would need to analyze the initial ideal of a monomial ideal and a linear sum of arbitrary length as well as the initial ideal of the square of the ideal with an arbitrary linear sum. This can get quite complicated even in the case of edge ideals. We are able to compute \( \text{in}_\succ (I, b_0 + \ldots + b_t) \) for an edge ideal, but \( \text{in}_\succ (I^2, b_0 + \ldots + b_t) \) is difficult to describe. The following example gives an idea of how complicated \( \text{in}_\succ (I, b_0 + \ldots + b_t) \) is, even when \( I \) is the edge ideal of a graph.

**Example 4.9** Let \( R = \mathbb{Q}[b_0, b_1, b_2, b_3, b_4, b_5, x_1, x_2, x_3, x_4] \) be a polynomial ring and let

\[
I = (b_0b_1, b_0b_2, b_0b_3, b_0b_4, b_0b_5, b_1x_1, b_2x_2, b_3x_3, b_4x_4)
\]

be the edge ideal of the graph depicted below.
Notice that $N(b_0) = \{b_1, b_2, b_3, b_4, b_5\}$ and $N(b_i) = \{x_i, b_0\}$ for all $i \in \mathbb{N}$. Then using Macaulay 2 [9] we see that

\[
in_\infty(I, b_0 + b_1 + b_2 + b_3 + b_4 + b_5) = (b_0, b_1, b_2 x_2, b_3 x_3, b_4 x_4, b_5^2, b_1 b_2, b_1 b_3, b_1 b_4, b_1 b_5, b_1^2, b_2 x_1, b_2 b_3 x_3, b_2 b_4 x_4, b_2 b_5, b_3 x_2 b_3 (b_3, b_4, b_5), b_3 x_2 x_3 b_4 (b_4, b_5), b_3 x_2 x_3 x_4 b_5^2).
\]
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