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A B S T R A C T

Context: Technical Debt (TD) can be paid back either by those that incurred it or by others. We call the former self-fixed TD, and it can be particularly effective, as developers are experts in their own code and are well-suited to fix the corresponding TD issues.

Objective: The goal of our study is to investigate self-fixed technical debt, especially the extent in which TD is self-fixed, which types of TD are more likely to be self-fixed, whether the remediation time of self-fixed TD is shorter than non-self-fixed TD and how development behaviors are related to self-fixed TD.

Method: We report on an empirical study that analyzes the self-fixed issues of five types of TD (i.e., Code, Defect, Design, Documentation and Test), captured via static analysis, in more than 44,000 commits obtained from 20 Python and 16 Java projects of the Apache Software Foundation.

Results: The results show that about half of the fixed issues are self-fixed and that the likelihood of contained TD issues being self-fixed is negatively correlated with project size, the number of developers and total issues. Moreover, there is no significant difference of the survival time between self-fixed and non-self-fixed issues. Furthermore, developers are more keen to pay back their own TD when it is related to lower code level issues, e.g., Defect Debt and Code Debt. Finally, developers who are more dedicated to or knowledgeable about the project contribute to a higher chance of self-fixing TD.

Conclusions: These results can benefit both researchers and practitioners by aiding the prioritization of TD remediation activities and refining strategies within development teams, and by informing the development of TD management tools.

1. Introduction

When Technical Debt (TD) results increasingly in extra effort during maintenance and evolution, it needs to be (at least partially) paid back, e.g., through refactoring. Previous studies have shown that a large percentage of source code Technical Debt (TD) is indeed paid back [1,2]. There is however, an elementary distinction between two cases of TD repayment, depending on whether the debt is paid back by the developer who introduced it or by others. We call the former self-fixed TD, and it is significant, because developers are familiar with their own code, and may perform the repayment differently than others. On the contrary, we call the latter non-self-fixed TD. Of course, remediation of TD incurred by others also takes place systematically. For example, developers who join an open source project are ideally pointed to easier tasks, which can involve update of documentation or simple code hacks [3]. This helps the newcomers to build know-how and get used to the team’s operations.

In spite of the intriguing nature of the mentioned distinction, the phenomenon of self-fixed technical debt has not been thoroughly studied so far. Investigating this can help identify good and bad practices in TD remediation, especially when comparing TD that is self-fixed and TD that is not. In particular, there are two aspects to study with regards to self-fixed TD: the phenomenon itself, and how human factors are related to it.

Studying the phenomenon itself may help to understand which types of TD are self-fixed and which ones are not. This can provide an insight on how developers prioritize the remediation of different types of TD, either their own or of others. Moreover, it may highlight cases where TD lives long in systems before it gets fixed and thus forces developers to pay high amounts of interest. Such findings can also indicate how developers generate value (measured as improved quality) by managing their own TD. For example, learning what types of TD developers are
more keen to self-fix or to self-fix faster may hint towards practices to boost software value creation.

Studying human factors is also important as they can have a significant impact on software quality. For example, a strong feeling of ownership over a piece of code might increase the pride of accomplishment and contribute to delivering code with higher quality and fewer defects [4]. Investigating such factors can further explain why developers self-fix TD differently, and why some projects are more likely to have TD that is not fixed. To the best of our knowledge, only a few studies have addressed the relationship between human factors and technical debt management [5,6]; among them, there is no research that focuses on how human factors influence developers to self-fix TD.

In this paper, we report on the extension of a previous study [7], which is, to the best of our knowledge, the first study to exclusively focus on self-fixed technical debt. First, we investigate the extent of this phenomenon, as well as the types of TD that are more likely to be self-fixed and the survival time of self-fixed TD, especially compared to non-self-fixed TD. Second, we examine the relationship between human factors related to the effort of developers and development teams against the self-fixing rate, together with exploring the potential aspects that may influence developers in fixing their own TD. We emphasize that the extension comprises: a larger (approx. doubled) dataset including an additional programming language, namely Java; two new research questions regarding the examination of human-related factors; a more rigorous statistical analysis; and, finally, a revisit of all research questions to confirm previous findings.

To perform the study, we analyzed more than 17K commits from 20 Python projects and 27K commits from 16 Java projects of the Apache Software Foundation and investigated five types of TD, namely Code Debt, Defect Debt, Design Debt, Documentation Debt and Test Debt; these five types are defined by Alves et al. [8] and Li et al. [9]. We used SonarQube 7.0 to detect and measure TD by identifying violations of a number of rules, which correspond to the different types of TD. The justification for the choice of projects, language and tool is elaborated in Sections 3.2 and 3.3.

The results indicate that the phenomenon of self-fixed TD is prevalent, as about half of the fixed issues are self-fixed. In addition, Defect Debt and Code Debt receive more attention from developers who introduced them, which may indicate that these developers are more keen to pay back their own TD when it is related to lower code level issues (e.g., compared to Design Debt and Documentation Debt). Moreover, there is no significant difference in the survival time between self-fixed and non-self-fixed issues.

Looking at project characteristics, the likelihood of TD issues to be self-fixed is negatively correlated with project size, the number of developers and total number of issues. Despite that, having developers who are more dedicated to or knowledgeable about the project (e.g., by contributing more commits) may positively impact the probability of the issues to be self-fixed. However, the longer the developers are involved in a project, the less often they self-fix TD.

Summarizing our findings, we have explored the phenomenon of self-fixed technical debt and how human factors are related to how developers self-fix technical debt. Broadly, the contribution encompasses the following items:

- The replication package of the study is publicly available, so other researchers can advance the work in the area of self-fixed technical debt.

The remainder of this paper is structured as follows. Section 3 reports on the study objectives, the research questions, and provides details regarding the data collection and analysis. Section 4 illustrates the results of our study and Section 5 discusses the results in depth and their implications. Section 6 reports on the threats to the validity of our study. Section 7 provides information about our dataset and replication package. After the discussion of related work in Section 2, Section 8 concludes the paper and outlines the directions of future work.

2. Related work

The body of knowledge in TD management has grown substantially over the years. We are particularly interested in work pertaining to TD remediation and human factors related to it.

Significant research on TD remediation has focused on fixing code smells, which is a very popular sub-type of design debt [9]. In this context, Chatzigeorgiou et al. [10] found that the amount of code smells increases over time and Tufano et al. [11] that some smells could survive for a long time. Focusing on maintenance activities, Palomba et al. [12] found that the removal of code smells is beneficial for code change-proneness most of the times. Sjoberg et al. [13] identified that the 12 analyzed code smells have no significant effects on maintenance effort. Finally, Digkas et al. [1] observed that a large percentage of TD, including code smells, is paid back during software evolution.

Another aspect of TD remediation regards the concept of self-admitted technical debt (SATD), i.e. developers admitting incurring TD (e.g. in source code comments). In this context, Potdar and Shihab [14] extracted SATD based on source code comments and found that developers introduce and remove SATD throughout all development activities, i.e., they do not only introduce or remove SATD during the beginning or end of their development activities. Other studies found that the majority of SATD is removed and often by the same developer who introduced it [2,15]. However, Potdar and Shihab [14] also noticed that developers with more experience tend to introduce more SATD. In Section 5.2.2, after presenting our results, we discuss how these observations compare to our findings. Furthermore, Wen et al. [16] manually analyzed 500 quick remedy commits, i.e., the commits that fix issues introduced by the same developers as the result of omitted code changes or errors in the previous commit. Such commits were identified by looking at their objective. During the analysis, Wen et al. found 49 remedy commits related to software documentation, among which 16 are related to code comment (including missed removal of SATD instances).

Unlike the studies mentioned in the previous paragraphs, which considered one or two types of source code technical debt, or SATD, we analyzed five common types: Code, Defect, Design, Documentation and Test Debt in source code. Among these five types of TD, one previous study has shown that developers mostly considered Design Debt, Test Debt and Defect Debt [17]. Regarding TD remediation, we focused on who fixed TD, i.e., whether it was fixed by the developer who introduced it or not. In particular, we investigated the types and survival time of TD in a comparison between self-fixed and non-self-fixed TD.

Since software development is the result of teamwork, factors related to the development team can have a significant impact on software quality. For example, casual developers are likely to introduce quality-related problems of greater severity and in greater quantity [18]. Thus, investigating the factors related to developers and development team may further explain why the self-fixing rates vary among different projects. In our study, such factors include the number of developers and the frequency of their modifications.

Regarding the relationship between TD and human factors, Amanatidis et al. [5] investigated to what extent seniority relates to a tendency
to accumulate more TD. Although they found a negative association, the evidence is still inconclusive. In addition, they discovered that 80% of the most TD-incurring developers have low project-related experience. In a separate study, Alfayez et al. [6] investigated how different developers and developer characteristics, such as developer’s seniority, are related to the introduction of TD in 38 Apache Java systems. They found that developer’s seniority are negatively correlated with the amount of introduced TD. In contrast to these studies, we focused on remediation of TD rather than its introduction, and in the context of self-fixed TD.

There are also external factors that can affect how developers remediate technical debt, such as using tools. For example, Gilson et al. [19] found that junior developers tend to use static analysis tools to value composite quality indicators (e.g., maintainability, reliability in SonarQube), even if they do not fully understand their meaning. However, Ernst et al. [20] conducted a survey with 1831 participants, primarily software engineers and architects, and found that the lack of tool support for accurately managing and tracking architectural sources of debt is a key issue and remains a gap in practice. Thus, the findings of how developers remediate their own TD can be used to improve the current tools.

3. Study design

This empirical study was designed based on the guidelines of Runeson et al. [21] and is reported according to the Linear Analytic Structure [21].

3.1. Objective and research questions

The goal of our study is to investigate self-fixed technical debt with respect to the extent of this phenomenon, its different types and survival time, and its association with human factors by analyzing Python and Java projects.

Based on this goal, this study will examine the following five research questions:

RQ1: How much technical debt is self-fixed in open source projects?

Ideally, a developer who introduces technical debt to source code is also the best candidate to pay it back in the future. Since developers have the best understanding of their own code, they are more likely to know the causes of technical debt they incurred and have potential remediation strategies. This research question aims to investigate what extent developers indeed take care of their own technical debt and also investigate how project characteristics, i.e., SLOC, the number of commits and developers, and the total number of issues, relate to the likelihood that the contained issues to be self-fixed. Such findings can be used to further explain how developers pay back TD in projects with different characteristics, e.g., learning whether they are more likely to fix a TD item by themselves or wait for other developers to address it.

RQ2: Which type of technical debt is more likely to be self-fixed?

Different issues belong to different types of technical debt and require different amounts of effort to be resolved. Therefore, this research question examines which issues and their corresponding TD types are more likely to be fixed by the developers who introduced them. The answer to this research question will shed further light on how developers consider their own technical debt by allowing to look at how the type of TD plays a role on what extent TD is fixed. For example, some issues may be associated with higher risks and thus be regarded as important to fix by the developers that introduced them. Or the opposite, some issues may be regarded as ‘low hanging fruits’, i.e. easy to self-fix. In addition, software components containing issues that are mostly fixed by others could be inspected to ensure proper documentation to support future maintenance activities.

RQ3: How long does self-fixed technical debt survive during the evolution of a system?

This research question focuses on investigating if self-fixed issues are addressed faster than the issues that are introduced by other developers, and comparing which types of TD issues are likely to be self-fixed in a shorter time. Analyzing the survival time of self-fixed technical debt during the evolution of each system helps us better understand how developers prioritize technical debt repayment, and how much interest is paid accordingly. Since developers tend to be more familiar with their own code, one would expect that developers can address their own TD issues in a shorter time.

RQ4: How does the number of developers and the frequency of their modifications relate with the likelihood of TD issues to be self-fixed?

Previous research has shown that not only human aspects related to individual developers, but also the collaboration of team members can have a significant impact on software quality [18]. Similarly, we explore not only the impact of individual developer behavior on the likelihood that the issues to be self-fixed, but also team behavior. In particular, we look into how many developers maintain a given file and how many times a file has been modified by all the participating developers. In the former case, a higher number of developers maintaining a file/module at the same time (assuming that other factors are constant) may be associated with a higher chance of issues being fixed by developers that did not introduce them in the first place. In the latter case, the more a file changes, the more likely an issue is to be self-fixed.

RQ5: Who (self) fixes technical debt?

Developers have different ranges of involvement and contribution within a system. In general, developers with a high involvement are more familiar and experienced with their projects [4]. This research question aims at investigating the possible factors that drive some developers to have a higher chance to self-fix TD than others, by looking at seniority (i.e., how long they have been working on the project), file count (i.e., how many files they have involved in), commit count (i.e., how many commits they have authored) and commit size (i.e., how many lines of code (LOC) they have contributed on average per commit).

3.2. Case selection

For the purpose of this study, we selected Python and Java projects from the Apache Software Foundation (hereafter referred to as the Apache ecosystem) as subject systems. Python and Java are currently ranked as two of the top three most popular programming languages.1 While our earlier study [7] solely focused on projects written in Python, we expanded this study to include Java projects, improving the external validity of our findings.

The Apache ecosystem is one of the largest open source foundation, with more than 8000 Apache code committers.2 In addition, the ecosystem has 55 Python and 1000 Java projects on GitHub, which contain different domains, sizes, activity and number of files. Finally, Apache

---

1 According to the Tiobe Index, one of the best known indices of programming languages popularity, https://www.tiobe.com/tiobe-index/.
2 https://www.apache.org/ visited in November 2020.
projects have long-term stability: a team of self-selected technical experts manages each project by following Apache-wide meritocratic rules, and an incubator filters projects based on their likelihood of becoming a successful community.

To select systems among the Apache projects on GitHub, we used four inclusion criteria:

1. The project must show up on the Apache Projects List, which excludes Apache Incubator projects. Incubated projects are on a transition period to conform to Apache standards and are, therefore, non-representative.
2. The project’s main programming language must be Python or Java, i.e., the largest number of files and source lines of code (SLOC) are written in Python or Java.
3. The project must involve at least two developers.
4. The project must have at least 10% of its issues fixed. A fixing rate lower than 10% may indicate poor quality and decreased attention on maintenance.

Analyzing the entire history of commits for some projects is prohibitive in terms of the required computational power and time. Thus, to still guarantee the inclusion of sufficient revisions for long-lived software systems, we decided to use at least the first 2000 commits for each project. We particularly focus on the first 2000 (rather than for example the last 2000) since it facilitates determining the authors of commits that introduce TD. For projects that have less than 2000 commits, we considered their entire history.

Based on the criteria, we selected all Python projects that fit these criteria at the time of data collection (i.e., 20 projects). Compared to Python the number of potential Java projects is vast; thus, we randomly selected 16 projects. The selected projects partially represent the diversity of the Apache ecosystem in terms of SLOC, number of commits and developers. We note that although one Python project has two developers, 17 projects have at least five developers (median: 9; average: 18; max 85). Moreover, among the 16 Java projects 13 have at least 20 developers (min: 15; median: 55; average: 89 max: 319).

Also, the majority of the projects have a long history of commits (at least 3 years), which allows to investigate the survival time of self-fixed technical debt over an extensive period [22].

3.3. Variables and data collection

In this section, we describe the sets of variables necessary to answer the research questions, as well as the necessary tooling and the major steps of the data collection process. In particular, each unit of analysis comprises the tuple:

<snapshot identification; snapshot information; TD issues>

The snapshot identification comprises the project name and commit hashcode. The snapshot information encompasses the developer’s name, developer’s email, time-stamp (i.e., date of commit), and list of files (added, removed and modified). TD issues concern the amount of self-fixed and non-self-fixed issues in a particular snapshot. Data collection is comprised of three main steps.

Step 1: Technical Debt Detection

To perform our study, we use the tool SonarQube [23] to detect technical debt. There are two main reasons for choosing SonarQube: (1) it can track the evolution of technical debt by analyzing multiple versions of projects; (2) it is being widely used in both industry, and for research purposes [1,24–27]. SonarQube defines a set of rules to detect various types of technical debt and classifies them into four severity levels: blocker, critical, major and minor. We do not consider minor issues, since many of them, e.g., , are trivial and have low impact and likelihood. Moreover, some developers might not treat issues of minor severity as technical debt [1]. During the analysis, SonarQube creates a new issue when a piece of code breaks one of the predefined rules and also assigns a time estimate of how long it would take to resolve it.

To simplify the organization of the technical debt issues, we grouped the rules into five categories, i.e., Code Debt, Defect Debt, Design Debt, Documentation Debt and Test Debt, according to the classification given by Alves et al. [8] and Li et al. [9]. In addition, we also filtered out rules that could not be meaningfully or directly mapped into one of the studied TD types. For example, we did not consider the FIXME rule since it can fit multiple TD types. Based on the selected severity levels and the selection, SonarQube detects 49 and 52 rules in Python and Java projects, respectively. The description of the rules and their classification can be found in Table 9 (shown in Appendix).

Based on the above, the variables that comprise the TD issues for each unit of analysis are: (a) the count of self-fixed and non-self-fixed issues for each type of debt, calculated as the sum of the issues for all rules mapped to that type, (b) the count of self-fixed and non-self-fixed issues for each rule, and (c) the remediation time for each self-fixed and non-self-fixed issue.

Step 2: Snapshot Data Extraction

For this step, we cloned the selected Apache Python and Java projects from GitHub.

Then, we used a script to: (1) extract the entire change history of each project; (2) reserve at least the first 2000 consecutive commits per project, therefore defining the snapshots (see Section 3.2); and (3) submit the snapshots to SonarQube in chronological order. As mentioned before, for each snapshot, we recorded project name, commit hashcode, the changed files, and the developer who is the author of the commit, including their name and email. Furthermore, we only analyzed the commits of the main branch of the studied systems, since the changes are inspected responsibly by the project’s core team [28] and we focus on TD that has been repaid in the final product. We acknowledge that there are limitations with the use of such tools (e.g., thresholds associated with some detection rules), which are discussed in Section 6.

Step 3: Self-Fixed Technical Debt Identification

When analyzing multiple revisions of a system, SonarQube tracks the detailed information of issues that are fixed during the system evolution. For example, the first commit that contains the issue is considered as the commit that introduced it; similarly, the commit in which the issue disappeared is considered as the one that fixed that issue.

According to the documentation of SonarQube, issues that are considered to be fixed could be involved in one of two situations: (1) issues have been corrected (i.e., the issues are truly fixed); or (2) the file is no longer available (removed from the project). The latter would be false positives in our study, as it is doubtful whether the developers actually aimed at fixing the technical debt by deleting a file. To handle this problem, we filter out the issues that disappeared due to file deletion. The same method was used in some previous studies [1,29].

To identify whether an issue is fixed by the same developer who introduces it, we search the snapshots to find the developer who introduced and fixed that issue. Furthermore, developers might submit a commit using a different email (e.g., work or personal) or version of the name (e.g., with acronyms). Thus, we compare developers’ name and email address, considering it to be the same person when either the name or email address is the same.

---

3. http://www.apache.org/foundation/how-it-works.html visited in November 2020.
4. https://www.apache.org/index.html#projects-list visited in September 2020.
5. For privacy reasons, we do not disclose the developers’ name and email in our replication package.
6. https://www.sonarsource.com/customers/ visited in September 2020.
7. https://docs.sonarqube.org/latest/user-guide/rules/ visited in September 2020.
8. https://docs.sonarqube.org/latest/user-guide/issues/ visited in September 2020.
3.4. Data analysis

To answer RQ1, we compare the number of TD issues that were self-fixed and non-self-fixed (i.e., fixed by another developer) for each project $p$. In particular, we calculate the self-fixing rate per project, i.e., the percentage of TD issues that are fixed by the same developers in each project, which is measured as:

$$self\text{-fixing}\_rate_p = \frac{\text{count self-fixed}_p}{\text{count fixed}_p}$$ (1)

where \text{count self-fixed}_p is the number of self-fixed TD issues in project $p$ and \text{count fixed}_p is the total number of issues that have been fixed in the same project.

Furthermore, we build a generalized linear mixed model (GLMM) [30] to investigate the relationship between the likelihood of an issue being self-fixed and several project characteristics: the number of commits, number of developers, SLOC, and the total number of issues.

For RQ2, we calculate the self-fixing rate per rule, i.e., the percentage of TD issues pertaining to rule $r$ that have been self-fixed in all projects:

$$self\text{-fixing}\_rate_r = \frac{\sum_{p=1}^{n} \text{count self-fixed}_{p,r}}{\sum_{p=1}^{n} \text{count fixed}_{p,r}}$$ (2)

where $n$ is the number of projects (i.e., 36), \text{count fixed}_{p,r} is the amount of issues that have been fixed for rule $r$ in project $p$ and \text{count self-fixed}_{p,r} is the number of issues for rule $r$ in project $p$ that are self-fixed.

Subsequently, we compare the difference of the self-fixing rate for each debt type between Python and Java projects with Wilcoxon Rank Sum tests and calculate Cliff’s Delta Effect Size. We also investigate which types of debt are more likely to be self-fixed and evaluate the significance of the observed differences by conducting a Scott–Knot Effect Size Difference test.

For RQ3, we calculate and analyze the survival time of each TD issue. This variable is measured as the number of days between the introduction of an issue and the moment when it is fixed in the source code. We use the Kaplan–Meier method to analyze and compare the survival time of the self-fixed and non-self-fixed issues.

To answer RQ4, we extract the detailed commit information to estimate how many developers maintain a given file $f$, i.e., effort sharing. This value is extracted by calculating the amount of developers that changed a file $f$ from the time it was created to the last analyzed commit.

Using effort sharing, alone to represent effort sharing may incur some bias. For example, we hypothesize that the fewer developers contribute to the file, the more likely they will modify their own code, implying a higher chance of fixing their own issues in that file. However, if these developers only make a few changes to the file, TD issues that were introduced by themselves may still remain in the project. Thus, investigating the number of changes that developers made to a file is also important. For that, we calculate an adjusted effort sharing using the following formula:

$$effort\_sharing\_adj_{fj} = \frac{\text{count dev}_{fj} \times \text{change count}_{j,f}}{\text{count dev}_f}$$ (3)

where \text{count dev}_f is the amount of developers that changed a file $f$ from the time it was created to the last analyzed commit; \text{change count}_{j,f} is how many times a developer $d$ changed one file. To assess the association between these two variables (i.e., count dev_f and change count_{j,f}) and self-fixing, we build and examine a GLMM

where the likelihood of an issue being self-fixed is predicted based on the two mentioned factors.

For RQ5, to investigate the association between independent variables related to developers and the likelihood of a developer to self-fix TD, we first introduce four variables.

- The seniority represents the number of days a developer has been involved in a project, and is based on Eylonofson et al. and Alayyez et al. [6, 31]. To calculate the seniority of each author, we first look for the author's last commit date in the analyzed commits and then subtract the author's first commit date.
- The file count refers to the number of files that a developer changed in throughout the analyzed history.
- The commit count refers to the number of commits that a developer authored throughout the analyzed history.
- The commit size refers to the average number of LOC that a developer contributed per commit throughout the analyzed history.

Similar to the previous research questions, we build a GLMM to assess the relationship between the developer-related variables and the likelihood of issues being self-fixed by them.

4. Results

4.1. How much technical debt is self-fixed in open source projects?

This study required the mining of over 17K commits from 20 Python projects and 27K commits from 16 Java projects. After filtering out issues that were fixed due to file deletion (see Section 3.3), 54K Python issues and 71K Java issues have been selected in total, among which 35K and 34K, respectively, were fixed.

Table 1 provides the following details about the 36 selected projects: the number of commits, SLOC, the number of developers involved in our study (i.e., in the analyzed commits), the absolute number of total issues, fixing rate, and the rate of the self-fixed issues. As shown in Table 1, Python projects seem to have a higher fixing rate and self-fixing rate than Java projects in general. Especially, about two thirds of the fixed Python issues are fixed by the same developers who introduced them, while this proportion is only one third in Java projects. Considering all projects together (Python and Java), almost half of the issues have been fixed, and among them, about half of the fixed issues were self-fixed. The results indicate that about half of the technical debt seems to be paid back by the same developers who introduced them.

From Table 1, we also observe that the projects have different characteristics, i.e., the number of commits, developers, SLOC, the number of total issues, which might affect the self-fixing rates of different projects. To estimate how these characteristics relate to self-fixing, we build a generalized linear mixed model (GLMM) [30], where the dependent variable captures, for each TD issue, whether it is self-fixing. The random effect is represented by the project ID, and helps to account for differences between projects in terms of the mentioned characteristics. In addition, to properly interpret the importance of each variable in the model, we use min–max normalization to normalize variable values, within each characteristic, in the interval [0, 1]. Moreover, we use the whole dataset from Python and Java projects to perform the analysis because we intend to build an explanatory model, not a predictive model.

To avoid multi-collinearity, we use the R function \texttt{redun}, of the \texttt{Hmisc} package [33], for removing redundant variables. The function \texttt{redun} removes variables stepwise, starting from the most predictable one until no variable can be predicted with an adjusted $R^2$ greater than a given threshold, i.e., 0.8 in this study. The result of executing

\footnote{By ‘file contribution’ we mean that a commit contains a change (i.e., line addition, removal or edit) to a given file.}

\footnote{This is done by subtracting the minimum and dividing by the difference between the maximum and minimum, similarly as was performed in [32].}
while the number of commits has no significant relation.

Overall quality of the project (i.e., the total number of TD issues of the project, the number of developers involved in it, and the likelihood of an issue being self-fixed. The result indicates that total number of TD issues have a statistically significant effect on the $p$-value.

The odds ratio (OR), estimate, standard error, $z$-value and scaled residuals and the random effects. The bottom part of the table shows the AIC, BIC, log likelihood, deviance and degree of freedom residuals, the i.e., Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), $\text{logLik}$, $\text{deviance}$ and $\text{df.residual}$.

R package [34]. Table 2 reports the results of the mixed-effect regression model. An OR >1 indicates that an increase of variable increases the number of fixed issues (bottom of figure). According to Fig. 1, the self-fixing rate for each debt type in Python projects is nearly double compared to Java projects. To further evaluate the significance of the difference for each type of debt, we calculated the Wilcoxon Rank Sum test [35] and Cliff’s Delta Effect Size [36] on the self-fixing rates of the Java and Python projects, since we cannot assume the rates are normally distributed. Table 3 shows the results of the statistical tests, which reveal that except for Test Debt, the difference between the self-fixing rates of each type in Python and Java projects is significant (i.e., $p$-value <0.05) and with a medium effect size [37] at least. Thus, issues related to most types of TD are more likely to be self-fixed in Python projects than in Java projects.

To investigate the self-fixing rate of TD in more depth, we consider the numerous rules for the different TD types (see Section 3.3). Table 9 (in Appendix) shows for each rule: the ID number, type and definition of the rule, self-fixing rate, issue fixing rate, the total number of issues and the number of projects in which violations of the rule appear. In total, Table 9 includes 49 Python and 52 Java rules, and they are sorted in decreasing order of self-fixing rate for each debt type in Python projects.

As shown in the table, SLOC, the number of developers and the total number of TD issues have a statistically significant effect on the likelihood of an issue being self-fixed. The result indicates that the size of the project, the number of developers involved in it, and the overall quality of the project (i.e., the total number of TD issues in this study) are associated with whether TD items are self-fixed, while the number of commits has no significant relation.

Among these values, the $p$-value indicates whether the factor is statistically significant or not (for a significance level of 95%).

In addition, Table 2 shows that the increase of SLOC, number of developers and number of total issues can decrease the likelihood that the issue will be self-fixed (i.e., OR <1). The results suggest that as a project evolves, growing in size, number of developers and total issues, the likelihood of its TD issues to be self-fixed tends to decline.

### 4.2. Which type of technical debt is more likely to be self-fixed?

Fig. 1 shows a series of box plots depicting the distributions of self-fixing rates of the five studied TD types among the 20 Python and 16 Java projects, together with the average and median values, and the number of fixed issues (bottom of figure). According to Fig. 1, the self-fixing rate for each debt type in Python projects is nearly double compared to Java projects. To further evaluate the significance of the difference between the self-fixing rates of each type in Python and Java projects is significant (i.e., $p$-value <0.05) and with a medium effect size [37] at least. Thus, issues related to most types of TD are more likely to be self-fixed in Python projects than in Java projects.

As shown in the table, SLOC, the number of developers and the total number of TD issues have a statistically significant effect on the likelihood of an issue being self-fixed. The result indicates that the size of the project, the number of developers involved in it, and the overall quality of the project (i.e., the total number of TD issues in this study) are associated with whether TD items are self-fixed, while the number of commits has no significant relation.

Redun shows that there is no redundant variable. Then, we build the generalized linear mixed model using the function glmer of the lme4 R package [34]. Table 2 reports the results of the mixed-effect regression model. The top part of the table reports the model diagnostics, i.e., Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), $\text{logLik}$, $\text{deviance}$ and degree of freedom residuals. The bottom part of the table reports the odds ratio (OR), estimate, standard error, $z$-value and $p$-value.

As shown in the table, SLOC, the number of developers and the total number of TD issues have a statistically significant effect on the likelihood of an issue being self-fixed. The result indicates that the size of the project, the number of developers involved in it, and the overall quality of the project (i.e., the total number of TD issues in this study) are associated with whether TD items are self-fixed, while the number of commits has no significant relation.

In addition, Table 2 shows that the increase of SLOC, number of developers and number of total issues can decrease the likelihood that the issue will be self-fixed (i.e., OR <1). The results suggest that as a project evolves, growing in size, number of developers and total issues, the likelihood of its TD issues to be self-fixed tends to decline.

### 4.2. Which type of technical debt is more likely to be self-fixed?

Fig. 1 shows a series of box plots depicting the distributions of self-fixing rates of the five studied TD types among the 20 Python and 16 Java projects, together with the average and median values, and the number of fixed issues (bottom of figure). According to Fig. 1, the self-fixing rate for each debt type in Python projects is nearly double compared to Java projects. To further evaluate the significance of the difference between the self-fixing rates of each type in Python and Java projects is significant (i.e., $p$-value <0.05) and with a medium effect size [37] at least. Thus, issues related to most types of TD are more likely to be self-fixed in Python projects than in Java projects.

To investigate the self-fixing rate of TD in more depth, we consider the numerous rules for the different TD types (see Section 3.3). Table 9 (in Appendix) shows for each rule: the ID number, type and definition of the rule, self-fixing rate, issue fixing rate, the total number of issues and the number of projects in which violations of the rule appear. In total, Table 9 includes 49 Python and 52 Java rules, and they are sorted in decreasing order of self-fixing rates.

Table 9 includes 38, 41, 14, 4 and 4 rules related to Code Debt, Defect Debt, Design Debt, Documentation Debt and Test Debt, respectively. The self-fixing rates vary widely between different types of debt.
i.e., from 5% to 100%. To investigate which types of debt are more likely to be self-fixed and evaluate the significance of the self-fixing rates among different types, we conducted a Scott–Knott Effect Size Difference (ESD) test [38] to group the five TD types into statistically distinct ranks based on their self-fixing rates. As a variant of the Scott–Knott test [39], the Scott–Knott ESD test evaluates a non-normally distributed dataset and merges any two statistically distinct groups that have a negligible effect size into a single group [38]. Table 4 shows the rank of the five TD types based on their self-fixing rates. We found that the five TD types are distributed in three distinct groups and, thus, the self-fixing rates are significantly different between groups. The self-fixing rates of Defect Debt and Code Debt (group #1) are considerably higher than the other three; in other words, Defect Debt and Code Debt receive more attention from developers who introduced them in the projects. In contrast, Test Debt was ranked lowest (group #3) according to their self-fixing rates, indicating that Test Debt is less likely to be self-fixed.

### 4.3. How long does self-fixed technical debt survive during the evolution of a system?

To answer this research question, we used the Kaplan–Meier (K–M) method to analyze the survival time of the fixed issues, which is a non-parametric statistic [40]. Fig. 2 shows the Kaplan–Meier plots to visualize survival curves for all the self-fixed and non-self-fixed issues. In Fig. 2, the left figure shows all fixed issues and their entire life cycle, i.e., the number of days between introduction and repayment. The y-axis represents the cumulative percentage of TD issues that have been fixed within a specified number of days (x-axis). In addition, the number of surviving issues is shown at the bottom of the figure. For example, there are 23,897 self-fixed issues and 45,054 non-self-fixed issues in the beginning of the projects, while 1259 and 1535 issues survived for more than 1000 days, respectively.

From the left side of Fig. 2, we found that most of both self-fixed and non-self-fixed issues were paid back in a short period of time. Since most issues have been fixed quickly, we zoomed in on the issues fixed within one month as shown on the right side of Fig. 2. As shown in the figure, the survival curves of self-fixed and non-self-fixed issues almost overlap, and the percentage of self-fixed issues is pretty similar to that of the non-self-fixed issues.

To further investigate the survival time of different types of self-fixed issues and compare them with the non-self-fixed issues, we calculated the survival time for all issues belonging to the different types. The results are shown in Fig. 3. Similar to Fig. 2, the left side depicts all fixed issues in their entire life cycle for each TD type, and the right side zooms in the issues fixed within one month. A visual inspection shows that there are some differences between self-fixed and non-self-fixed issues in the 30-day window, but they do not appear to be major. Table 5 shows how often an issue was fixed within a certain time-frame (i.e., one week, one month and one year) for each type of debt. To investigate whether the self-fixed issues are fixed more quickly than non-self-fixed issues, we conducted pairwise Fisher’s exact tests [41] on the percentages of self-fixed and non-self-fixed issues. The results confirm the aforementioned visual inspection, showing that, for individual types of TD, there is no significant difference between the percentages of self-fixed and non-self-fixed issues within each time frame ($p$-values >0.05).

Focusing on the results related to self-fixing in Table 5, it seems that the issues related to Code Debt, Defect Debt and Test Debt are
repaired in a shorter time. To further investigate whether the issues belonging to one TD type are self-fixed faster or slower than other types, we conducted a Scott–Knott Effect Size Difference (ESD) test [38] to group the five TD types into statistically distinct ranks based on their percentages for the three time-frames. Table 6 shows the rank of the five TD types based on their percentages of issues that have been self-fixed within the three time-frames. We found that the five TD types are distributed in four distinct groups and, thus, the percentages of self-fixed issues for all time-frames are significantly different between groups. Since the percentages of Test Debt (group #1) and Code Debt (group #2) are considerably higher than the others, it implies that Test Debt tends to be self-fixed faster than the other four debt types, followed by Code Debt. On the contrary, Design Debt was ranked lowest (group #4) according to their percentages, which indicates that self-fixed issues related to Design Debt have a longer survival time.

Table 6
Ranks of five debt types according to the Scott–Knott ESD tests.

| Group | Types of TD                        |
|-------|-----------------------------------|
| 1     | Test Debt                         |
| 2     | Code Debt                         |
| 3     | Defect Debt, Documentation Debt    |
| 4     | Design Debt                       |

4.4. How does the number of developers and the frequency of their modifications relate with the likelihood of TD issues to be self-fixed?

This research question concerns effort sharing (i.e., the number of developers that maintain a given file) and adjusted effort sharing (i.e., the number of changes that developers made to a file). To examine these factors, we build a generalized linear mixed model [30] to estimate whether and how an issue that has been self-fixed correlates with the effort sharing and adjusted effort sharing of the corresponding file in which the issue was detected. In the model, the random effect is represented by the project and file ID, and helps to account for differences between different files in terms of effort sharing and adjusted effort sharing. Moreover, we use the whole dataset (both Python and Java projects) to perform the analysis because we intend to build an explanatory model, not a predictive model. In addition, the value of the independent variables can depend on projects’ characteristics, e.g., the larger a project is, the more developers might be involved in it. To properly interpret the importance of each variable in the model, we normalize variable values, within each project, in the interval [0, 1].

After that, similarly to RQ1, we build the generalized linear mixed model using the glmer function of the lme4 R package [34]. Table 7 reports the results of the logistic regression mixed-effect model; it can be read similarly to Table 2. The results show that both effort sharing and adjust effort sharing have a statistically significant effect on the likelihood of an issue being self-fixed; in other words, the number of developers involved in the files and the number of changes that developers make per file can affect the probability of the contained issues being self-fixed.

In addition, the increase of adjusted effort sharing (i.e., based on the number of changes) can increase by about 23.5 times the odds of an issue being self-fixed. However, the increase of effort sharing (i.e., based on the number of developers) can decrease the likelihood of the issue to be self-fixed (OR <1). The results indicate that the fewer developers maintaining a file and the more changes made per file, the higher the chance of an issue being self-fixed. More generally,
we argue that when investigating effort sharing, it is not enough to look at the number of developers that maintain a given file, but one should also consider the amount of changes per developer.

4.5. Who (self) fixes technical debt?

The study involved 180 Python developers and 331 Java developers that have fixed technical debt during the evolution of the 20 Python and 16 Java projects. Among them, 96 Python and 141 Java developers have self-fixed TD. To answer this research question, we investigate the relationship between self-fixed issues and developers’ seniority, file count, commit count and commit size.

The seniority refers to how long a developer has contributed to a project, calculated as the number of days between the developer’s last and first commit date (see Section 3.4). However, if a developer has been working on a project for a long time but has contributed few commits or to few files, then this developer tends to be unfamiliar with the progress update and feel less responsible for the project. Conversely, experienced developers might be over-confident in modifying unfamiliar code, and thus inadvertently lower its quality. Therefore, it is paramount to also examine variables that reflect a developer’s level of involvement in the project, i.e., the commit count and file count. We assess the two variables based on the commits performed by a developer (see Section 3.4). Moreover, some developers may commit fewer times or participate in fewer files, but they contribute more to some key components, which may also increase the likelihood that they will repay their own debt. Thus, we also consider the commit size, i.e., the average number of LOC that a developer contributed per commit (see Section 3.4).

To investigate the relationship between the mentioned variables and self-fixing, we build a GLMM where the dependent variable captures, the number of developers that maintain a given file, but one should also consider the amount of changes per developer.

To expand our understanding of the phenomenon, we delved into certain human factors related to how developers maintain the projects. In particular, we investigated the distribution of effort among components from two perspectives. First, we looked from the point of view of teams and found that, when multiple developers work in a same file, the likelihood of self-fixed TD issues contained in the file and the overall project tends to decline as teams get larger. Second, we looked from the point of view of individuals and found that developers who contributed more commits are more likely to self-fix TD, while a longer involvement in the project reduces the chances of self-fixing TD. This may be an indication that a greater dedication (e.g., by providing more commits) but not seniority may reflect on a higher chance of self-fixing rate.

To expand our understanding of the phenomenon, we delved into certain human factors related to how developers maintain the projects. In particular, we investigated the distribution of effort among components from two perspectives. First, we looked from the point of view of teams and found that, when multiple developers work in a same file, the likelihood of self-fixed TD issues contained in the file and the overall project tends to decline as teams get larger. Second, we looked from the point of view of individuals and found that developers who contributed more commits are more likely to self-fix TD, while a longer involvement in the project reduces the chances of self-fixing TD. This may be an indication that a greater dedication (e.g., by providing more commits) but not seniority may reflect on a higher chance of self-fixing rate. Although we expected that commit size would render interesting observations, it displayed no significant effect; exploring the reason why is an interesting path for further research.

5.1. Interpretation of results

5.1.1. The likelihood of TD to be self-fixed

The phenomenon of self-fixed TD, as examined in this study, is widely spread in the analyzed Python and Java projects, as we observed that around half of fixed issues are self-fixed. This indicates that these developers tend to clean up their own work, paying back the technical debt incurred themselves. However, we also found that the likelihood of TD issues to be self-fixed is negatively associated with the number of developers, the total number of issues and SLOC of projects. Thus, our results suggest that, as a project grows in size, number of developers and total issues, one can expect a decline in self-fixing rate.

Putting the presented findings together, we note that even if fostering dedication among developers sounds like a good strategy, it is not necessarily desirable to push all developers to be extra active, as it would naturally lead to higher levels of collaboration on the same files, which would in turn drive the overall likelihood of TD being self-fixed down. We also note that merely driving the likelihood of TD being self-fixed up should not be a strategy, as some development strategies that serve various purposes (incl. TD remediation) can also result in lower likelihood of TD being self-fixed. Examples of such strategies include rotation of developers, contributions from external developers (e.g., via pull requests) and maintenance tactics (e.g., assigning certain types of TD items to newcomers).

5.2. Differences between python and java

The results of RQ2 (see Section 4.2) reveal that, except for Test Debt, the difference between the self-fixing rates of each type in Python and Java projects is significant. Especially for Code Debt, Defect Debt and...
Design Debt, there are large effect sizes of the differences between the self-fixing rates of the two languages.

One possible reason may be related to Python’s dynamic type system, which makes it popular for flexibility, expressiveness and succinctness, but also less maintainable and secure [42]. Developers may spend extra effort on software maintenance [43] and software quality improvement [44] (related to Code Debt and Design Debt), especially since Python code is more change-prone due to having a higher number of dynamic features [43]. In addition, the misuse of dynamic features could lead to coding issues that are often fixed by adding exception handling (Defect Debt remediation) [45]. Altogether, Python developers may be more concerned about the issues they introduce themselves, making such TD more likely to be fixed in Python projects than in Java projects.

5.2.2. Types of technical debt and survival time

It is worth noting that Defect Debt and Code Debt are more likely to be self-fixed than other debt types. This may be an indication that developers are more aware of these two types or that it is easier to fix those issues. However, the Defect Debt issues seem to survive a bit longer than Code Debt issues before being self-fixed (according to the grouping results of a Scott–Knott ESD test). These observations suggest that although Defect Debt and Code Debt are preferably self-fixed and by the majority of developers (i.e., regardless of the project and team setting), developers may prioritize Code Debt.

Design Debt has quite a low self-fixing rate and this is worrisome. One study by Besker et al. [46] shows that TD related to design has the greatest negative impact on the daily software development activities. This entails that Design Debt can be risky and that the person that may know most about the code (i.e., the developer who incurred the debt) is not addressing it sufficiently. Moreover, the situation seems worse in larger projects, where the self-fixing rate of Design Debt issues is even lower. To verify that, we calculated the Spearman correlation between the size of the project (i.e., SLOC) and self-fixing rate of Design Debt, which showed to be strongly negative \( \rho = -0.58 \). Furthermore, we found Design Debt issues to have the longest survival time among five debt types. One way to tackle problems related to growing Design Debt, might be to focus on developers with expertise on this type of debt rather than encouraging self-fixing.

Finally, we found that developers are least likely to self-fixed Test Debt. However, when developers decided to pay back their Test Debt, it was done in the shortest possible time. These results need further investigation as only four rules related to Test Debt were considered in our study (i.e., they were detected by SonarQube); Other related studies analyzed ten or more test smells, some of which can lead to accumulating Test Debt [48,49].

In summary, the results could be an indicative that developers are keen to resolve their own issues when they are related to decreasing code quality (Code Debt) or increasing chance of bugs and uncorrected known defects (Defect Debt). In contrast, developers may pay less attention to their own issues when they are related to Design Debt (e.g., long files and spaghetti code), which can affect understandability and maintainability and happen to be more often fixed by others.

5.2.2. Human factors

We found that the more developers are maintaining a file, the lower the chance of an issue being self-fixed. However, the number of files developers contribute to does not appear to impact the likelihood of issues being self-fixed. Thus, strategies such as encouraging developers to take over more components (i.e., contribute to more files) may not boost TD remediation.

Furthermore, we found that developers who contribute more commits are more likely to fix their TD. This may be because these developers are more experienced or have a better understanding of the project code. Such an explanation would align with the findings by Alfaiez et al. [6] that developers with higher experience in the projects are less likely to introduce technical debt.

In a somewhat contrasting finding, Potdar et al. [14] observed that developers with more experience tend to introduce more SATD. However, such a difference may be due to the nature of SATD, i.e., developers admitting debt. The more experienced developers are, the easier it is to identify TD in the source code and document it. We clarify that the results of Potdar et al. do not contradict ours since they discuss the introduction of TD (and not repayment). Furthermore, other studies showed that the experience of developers fixing SATD is higher than that of developers introducing SATD [15], and that the majority of SATD is self-fixed [2].

5.3. Implications for researchers and practitioners

The findings and discussion drawn from this study can benefit both researchers and practitioners.

5.3.1. Implications for researchers

Researchers can use the self-fixing rates to develop tools to prioritize TD remediation by assigning different weights to TD issues and giving suggestions to developers. Such suggestions could concern what types of issues to repay faster and whether they should pay the issues themselves or not. For example, TD tools could highlight critical issues that tend to survive for a longer period of time. The developer who incurred it could be notified first and, if she does not fix it, other team members could be involved.

Such tools could also monitor the source code and warn developers when an entire component is becoming a hot-spot of (potentially) long-living issues. The involved developers could be then notified and decide whether the involved TD issues should be fixed, delegated to other developers, or even ignored. Moreover, investigating how development behaviors (e.g., effort sharing) and developers’ characteristics (e.g., seniority) are associated with the likelihood of the TD contained in a project being self-fixed may provide insights for predicting which projects (or components) are more likely to have unpaid TD. For example, if there is a lack of experienced developers contributing to a component, team leaders could ask more experienced developers to assess the severity of the accumulated debt. If necessary, these developers could also be allocated to test and maintain the component.

Furthermore, researchers can use our findings to design different software maintenance strategies tailored for a variety of team configurations. For example, for parts of a project that require urgent delivery, the team leader can be suggested to coordinate with experienced developers to focus on those parts. Because the experienced developers who concentrate on a certain component are better at self-fixing their TD, this practice may boost the quality of the code that has to be written in the short term (TD will be fixed quicker and better).

5.3.2. Implications for practitioners

Practitioners can use the results to guide their refactoring and maintenance activities. Specifically, software development teams can use them to better assign tasks among different developers and adjust team collaboration. For example, Code Debt and Defect Debt that need to be addressed urgently can be assigned to the developer who introduced them; in contrast, Design Debt can better be assigned to other developers because it is not often self-fixed, and tends to survive longer. By knowing which TD types are more likely to be fixed in the near future, both developers and team leaders can concentrate on TD

---

16 This observation may also be related to the definition of those types in SonarQube (see Section 6).
17 We interpret the correlation coefficient according to Cohen [47], i.e., a strong correlation is when \( 0.5 \leq |\rho| \leq 1 \).
that is already overdue and has not been addressed, and on who is most suited to fix it.

Our investigation on how human factors are associated with the phenomenon of self-fixed TD can directly support practitioners to re-allocate suitable developers to components. For example, consider a component that displays a high incidence of TD and is maintained by, among others, self-fixing-prone developers. If the accumulation of TD in the component is related to time pressure (i.e., the developers have knowledge to repay it but not enough time), a good strategy may be to let them focus their effort further on this component by reducing their workload on other components; this could effectively reduce TD through intensive self-fixing. In addition, other developers (with lower self-fixing rates) may be re-allocated to different components; this may give them an opportunity to improve their skills and knowledge of the project and become themselves self-fixing-prone developers.

Moreover, knowledge of human factors may further inform which components are more TD-prone (or less fix-prone) so that more testing effort can be budgeted for them. When maintaining those components, developers could also be encouraged to address their TD issues that belong to the debt types with a high self-fixing rate, since those issues might be more familiar and easier for them.

Finally, teams that already manage their TD by other means, can compare their current practice with our results or the results from replicating our study in their own source code, allowing for more informed decisions. For example, if a team has several open issues related to software comprehension and maintenance (e.g., long file and spaghetti code), they should be aware that the developers who introduced them are not likely to fix the issues in a short time.

6. Threats to validity

In the following, we discuss the threats to construct and external validity of the reported study, as well as reliability threats.

Construct validity is related to the connection between the research questions and the objects of study. In this respect, we used SonarQube to detect TD issues in our study and, thus, our interpretation of TD is limited to the capabilities of the tool. In particular, SonarQube defines several thresholds for some rules. For example, it will flag a new violation of the rule “Lines should have sufficient coverage by tests” when a test covers less than 65% of the lines of code; and a violation of the rule “Source files should have a sufficient density of comment lines” is flagged for a file as soon as the density of comment lines on this file is less than 25%. Although SonarQube has been widely used in both industry and academia, tools using different strategies could lead to variations in the TD issues, and in turn, self-fixed issues. In principle, any used tool would be subject to similar threats.

There might also be potential threats due to false positives flagged by SonarQube. To assess SonarQube’s limitations, we manually analyzed 0.5% of the number of total fixed issues (i.e., ≈ 350) to investigate whether those issues represent technical debt and whether their evolution is accurately captured. For that, we randomly selected issues by using stratified random sampling [50], which is used to estimate population parameters efficiently when subpopulations have substantial variability [51]. For each rule, we randomly selected a number of issues based on its fixing prevalence (i.e., the results shown in Table 9) and checked their source code to verify whether they may represent TD according to the definitions of Alves et al. [8] and Li et al. [9]. Then, we checked if the issue was actually fixed. The results of our analysis show that all selected issues are potential TD issues (i.e., they match the used definitions). Moreover, only seven issues were not actually fixed.

There is also a threat associated with the method for filtering out issues that disappeared due to the file deletion, since it is doubtful whether developers actually aimed at fixing the technical debt. This may lead to the erroneous deletion of some issues that the developers did fix. Moreover, we cannot understand the developer’s intent by analyzing source code. Filtering out such issues is a safe way to conducting our study. In the case of file renaming, SonarQube can still track the issues in the renamed file (if the issues still exist in the system).

Another threat pertains to how we analyze the evolution of projects. Due to the amount of computational effort, we limited the data collection to 2000 commits per project, which affected five of them. The incomplete analysis of some of the projects may have led to missing aspects of TD evolution and involved developers. This threat is partially mitigated as, the majority of issues are likely to be fixed within one year [1], and the data collected per project spans at least one year and almost four years in average.

Moreover, although we considered four different factors (i.e., seniority, file count, commit count and commit size) for each developer, there are still other factors related to the likelihood of a developer self-fixing TD, such as the commit content and code comments. It is however, rather difficult to consider all of these factors in one study; thus we could not fully mitigate this threat.

Furthermore, mining git repositories presents potential risks. We restricted our study to the main branch only, as the investigation focuses on technical debt that has been repaid in the final product. However, different team strategies may affect how the main branch is used. The main threat in this approach is that we may be missing debt items indirectly relevant to the final product, e.g., feature branches that had debt introduced and repaid locally before merging into the main branch. Related threats also include, for example, that fixing commits might be suppressed in parent commits (i.e., squashing), or the commit might be a pull request from a third party that is attributed wrongly. Although off-branches are out of the scope of the study, merging commits from other branches has the potential to obscure the actual author of the repayment depending on team strategies (e.g., defining who squashes commits and when). This threat can be challenging to mitigate without contacting the development team. To partially address it, we inspected a random sample of 20 (non-merge) commits from each project (approx. 1%) to check whether the commit author appears to have also authored the code (e.g., through commit comments or forked repository). This inspection suggest that the authors of the verified commits are the actual code authors.

Other related threats could be the influence of pair or mob programming practices and code review on how technical debt is managed. Such quality improvement practices sometimes are not introduced in main branches but in short-lived branches. Specifically, these practices can reduce the amount of introduced debt or increase the amount of repaid debt. We looked for evidence of such practices in the documentation and website of the projects and mainly identified code review as a common practice, although we cannot know how it affected TD management (e.g., how much extra effort was dedicated to it).

External validity concerns threats to the generalizability of our findings. The main threats stem from our study design, which considers the evolution of 20 Python and 16 Java projects from the Apache Software Foundation. Despite the credibility of the Apache Foundation and the diversity of its Python and Java projects, our results may not fully represent the entire population of non-trivial Python and Java projects. In principle, our results can be generalized to large and complex Python and Java projects in ecosystems similar to Apache. Furthermore, the set of rules considered in this study is not exhaustive. In fact, there is no complete set of issues related to TD that may affect Python or Java source code.

Reliability concerns the degree to which conducting the study depends on the involved researchers. To address these threats, three researchers were involved in the data collection and analysis. Moreover, samples of the analysis output from different steps were manually inspected for irregularities and for consistency with the proposed study design. The results showed no irregularity and all the output from different steps were consistent with the proposed study design. Furthermore, the first and second authors classified the rules independently into the five TD categories, using the description of the rules and the definition of the categories. To assess the disagreements numerically,
## Table 9
Self-fixing rates for individual rules.

| Language | ID  | Definition                                                                 | SR  | FR  | Issues |
|----------|-----|-----------------------------------------------------------------------------|-----|-----|--------|
| Python   | C438| Assigning to function call which does not return                           | 1.00| 1.00| 1      |
| Python   | C25 | Redundant pairs of parentheses should be removed                            | 1.00| 0.13| 8      |
| Python   | F368| Not enough arguments for format string                                      | 1.00| 1.00| 1      |
| Python   | F412| Multiple values passed for parameter in function call                       | 1.00| 1.00| 1      |
| Python   | C43 | Related “if/else if” statements should not have the same condition          | 1.00| 1.00| 1      |
| Java     | F77S| Package declaration should match source file directory                       | 1.00| 1.00| 1557   |
| Python   | F393| Using variable before assignment                                            | 0.80| 0.56| 9      |
| Python   | F360| Undefined name                                                              | 0.75| 0.53| 1675   |
| Java     | C422| Methods and field names should not be the same or differ only by capitalization | 0.73| 0.30| 275    |
| Python   | F432| Mixed tabs/spaces indentation                                               | 0.72| 0.98| 54     |
| Java     | C13 | Jump statements should not be followed by other statements                  | 0.71| 0.83| 29     |
| Java     | F423| Anonymous inner classes containing only one method should become lambdas     | 0.67| 0.40| 718    |
| Python   | F49 | Variables should not be self-assigned                                       | 0.67| 0.27| 11     |
| Java     | C17 | Factory method injection should be used in “@Configuration” classes         | 0.67| 0.50| 6      |
| Java     | F677| Encryption algorithms should be used with secure mode and padding scheme    | 0.67| 0.64| 28     |
| Python   | F51 | Python parser failure                                                       | 0.65| 1.00| 31     |
| Python   | F328| Redefined function/class/method                                            | 0.60| 0.78| 127    |
| Python   | C7  | Methods and field names should not differ only by capitalization            | 0.58| 0.41| 29     |
| Java     | F288| Asserts should not be used to check the parameters of a public method       | 0.58| 0.18| 846    |
| Java     | C285| Try-with-resources should be used                                            | 0.56| 0.56| 224    |
| Python   | F363| Method should have “self” as first argument                                 | 0.52| 0.53| 116    |
| Python   | S24 | Control flow statements “if”. “for”. “while”. “try” and “with” should not be nested too deeply | 0.51| 0.41| 499    |
| Python   | F281| Syntax error                                                                | 0.50| 0.64| 817    |
| Python   | C45 | Nested blocks of code should not be left empty                              | 0.50| 0.55| 51     |
| Python   | S41 | Collapsible “if” statements should be merged                                | 0.49| 0.54| 226    |
| Java     | C652| Constructors should not be used to instantiate “String”, “BigInteger”, “BigDecimal” and primitive-wrapper classes | 0.48| 0.78| 321    |
| Java     | C16 | Sections of code should not be “commented out”                              | 0.47| 0.73| 566    |
| Java     | C42 | Function names should comply with a naming convention                       | 0.47| 0.46| 321    |
| Java     | F21 | The “print” statement should not be used                                    | 0.47| 0.68| 1478   |
| Java     | C38 | Statements should be on separate lines                                     | 0.47| 0.50| 1282   |
| Python   | F418| Too many positional arguments for function call                             | 0.46| 0.24| 110    |
| Python   | C36 | A field should not duplicate the name of its containing class               | 0.46| 0.46| 28     |
| Java     | T425| Tests should not be ignored                                                 | 0.46| 0.26| 360    |
| Java     | S573| Two branches in a conditional structure should not have exactly the same implementation | 0.44| 0.50| 214    |
| Java     | F476| Raw types should not be used                                                | 0.44| 0.51| 8871   |
| Python   | F403| Too few arguments                                                           | 0.43| 0.93| 57     |
| Java     | C486| Unused “private” classes should be removed                                  | 0.42| 0.67| 36     |
| Python   | F276| Access of nonexistent member                                                | 0.42| 0.58| 1871   |
| Python   | S29 | Cognitive Complexity of functions should not be too high                   | 0.41| 0.50| 1535   |
| Java     | F289| Resources should be closed                                                  | 0.41| 0.49| 385    |
| Java     | S799| Cognitive Complexity of methods should not be too high                      | 0.40| 0.45| 4703   |
| Python   | S390| Method hidden by attribute of super class                                   | 0.40| 0.80| 25     |
| Java     | C431| Sections of code should not be commented out                               | 0.40| 0.64| 5444   |
| Python   | F394| Undefined variable                                                          | 0.40| 0.62| 4361   |
| Java     | C369| Constant names should comply with a naming convention                        | 0.39| 0.43| 1441   |
| Java     | C784| Synchronized classes Vector, Hashable, Stack and StringBuffer should not be used | 0.38| 0.54| 551    |
| Java     | C437| switch statements should have “default” clauses                             | 0.37| 0.25| 596    |
| Python   | S26 | Two branches in a conditional structure should not have exactly the same implementation | 0.37| 0.65| 195    |
| Java     | C389| Standard outputs should not be used directly to log anything                | 0.37| 0.28| 2735   |
| Java     | F453| ThreadLocal variables should be cleaned up when no longer used              | 0.37| 0.41| 140    |
| Java     | C799| Unused “private” methods should be removed                                  | 0.37| 0.60| 472    |
| Java     | F750| Local variables should not shadow class fields                              | 0.37| 0.48| 1404   |
| Java     | C386| Nested blocks of code should not be left empty                              | 0.36| 0.61| 522    |
| Java     | O681| Unused “private” fields should be removed                                   | 0.36| 0.68| 793    |
| Java     | S337| String literals should not be duplicated                                    | 0.35| 0.48| 3343   |
| Java     | S837| Source files should have any duplicated blocks                              | 0.35| 0.46| 3121   |
| Python   | F424| NotImplemented raised - should raise NotImplementedError                   | 0.35| 0.96| 74     |
| Python   | D57 | Source files should have a sufficient density of comment lines              | 0.35| 0.52| 2004   |
| Python   | F274| Calling of not callable                                                     | 0.35| 0.72| 115    |
| Python   | C46 | Functions, methods and lambdas should not have too many parameters          | 0.35| 0.75| 729    |
| Java     | C693| Unused method parameters should be removed                                  | 0.35| 0.55| 2988   |
| Python   | S40 | Functions should not contain too many return statements                     | 0.34| 0.39| 344    |
| Python   | F355| Method has no argument                                                       | 0.33| 0.50| 36     |
| Python   | F411| Bad first argument given to super                                           | 0.33| 0.63| 24     |
| Java     | C596| entrySet() should be iterated when both the key and value are needed        | 0.33| 0.36| 161    |
| Java     | T434| Thread.sleep should not be used in tests                                    | 0.33| 0.13| 1357   |
| Java     | D730| Deprecated elements should have both the annotation and the Javadoc tag     | 0.32| 0.59| 121    |
| Java     | F233| Class names should not shadow interfaces or subclasses                      | 0.32| 0.26| 157    |
| Python   | S58 | Source files should have any duplicated blocks                              | 0.31| 0.63| 604    |
| Java     | C753| Assertion arguments should be passed in the correct order                   | 0.31| 0.40| 1597   |
| Java     | O624| Empty arrays and collections should be returned instead of null             | 0.30| 0.54| 506    |
| Java     | F405| Generic exceptions should never be thrown                                    | 0.30| 0.44| 4695   |
| Java     | C333| String function use should be optimized for single characters               | 0.30| 0.41| 235    |

(continued on next page)
we estimated the inter-rater agreement using Krippendorff’s alpha \cite{52} \((\alpha = 0.74)\). Finally, most steps were automated by scripts which are publicly available together with the collected dataset.

Confounding factors are variables that may affect the dependent variables without the knowledge of the researchers. In our study, the main limitations that we expect pertain to the differences between Python and Java. The most prominent factors are related to the characteristics of the projects. Although language features can affect the complexity of the project, and thus affect the final dataset and findings, the complexity of the source code can also be influenced by the type of project and developers’ experience, which may also not be uniform among Java and Python projects.

7. Associated dataset and replication

We created an online repository\cite{19} with instructions and scripts to replicate the data collection and support the analyses performed in our study. We note that the data collection takes a long time. The analysis of the approx. 44K commits from the 36 Python and Java projects by SonarQube took approx. three months and a half of work using two personal computers, one with an Intel Core i7-5500U and 8 GB of RAM and another with an Intel i7-8550U and 32 GB of RAM.

In short, the replication package helps with setting up the necessary environment (i.e., tools and configuration) through a Vagrant script to bootstrap a virtual machine and automate most of the setup. The environment includes SonarQube 7.0, with a PostgresSQL database, and Jupyter,\cite{20} which is used to support the data collection.

8. Conclusions and future work

This paper reports on an empirical study that investigated the phenomenon of self-fixed technical debt. We analyzed the evolution of TD in consecutive 17K commits of 20 Python projects and 27K commits of 16 Java projects from the Apache Software Foundation. Moreover, we detected 54K Python TD issues and 71K Java TD issues based on 49 Python rules and 52 Java rules of blocker, critical or major severity levels, as defined by SonarQube.

We found that about half of fixed TD issues were repaid by the same developers who introduced them. Moreover, the projects that are larger and have more commits and technical debt issues tend to have a relatively lower likelihood of TD issues being self-fixed. We also observed that there is no significant difference in the survival time between self-fixed and non-self-fixed issues.

Looking at the types of TD, our findings suggest that Defect Debt and Code Debt are more likely to be self-fixed than other debt types. The results indicate that developers mostly pay back technical debt that was introduced by them when it is related to lower code level issues (e.g., compared to Design Debt and Documentation Debt).

Finally, regarding developer-related factors, the results indicate that those who are more dedicated to or knowledgeable of the project (e.g., by contributing more commits) may drive the overall self-fixing up. Moreover, the longer the developers are involved in the project, the less often they self-fix TD.

In the future, we plan to extend this study by investigating more factors related to the survival time and the likelihood of TD issues being self-fixed, such as commit frequency at project and developer levels, and the commit content. We also plan to develop a tool based on the self-fixed rate and survival time to help developers to prioritize TD remediation, and provide insights to software development teams to better assign software maintenance tasks among different developers.
Acknowledgments

This work was supported by ITEA3 and RVO under grant agreement No. 17038 VISDOM (https://visdom-project.github.io/website/).
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