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Abstract

There has been a flurry of recent literature studying streaming algorithms for which the input stream is chosen adaptively by a black-box adversary who observes the output of the streaming algorithm at each time step. However, these algorithms fail when the adversary has access to the internal state of the algorithm, rather than just the output of the algorithm.

We study streaming algorithms in the white-box adversarial model, where the stream is chosen adaptively by an adversary who observes the entire internal state of the algorithm at each time step. We show that nontrivial algorithms are still possible. We first give a randomized algorithm for the $L_1$-heavy hitters problem that outperforms the optimal deterministic Misra-Gries algorithm on long streams. If the white-box adversary is computationally bounded, we use cryptographic techniques to reduce the memory of our $L_1$-heavy hitters algorithm even further and to design a number of additional algorithms for graph, string, and linear algebra problems. The existence of such algorithms is surprising, as the streaming algorithm does not even have a secret key in this model, i.e., its state is entirely known to the adversary. One algorithm we design is for estimating the number of distinct elements in a stream with insertions and deletions achieving a multiplicative approximation and sublinear space; such an algorithm is impossible for deterministic algorithms.

We also give a general technique that translates any two-player deterministic communication lower bound to a lower bound for randomized algorithms robust to a white-box adversary. In particular, our results show that for all $p \geq 0$, there exists a constant $C_p > 1$ such that any $C_p$-approximation algorithm for the $F_p$-moment estimation in insertion-only streams with a white-box adversary requires $\Omega(n)$ space for a universe of size $n$. Similarly, there is a constant $C > 1$ such that any $C$-approximation algorithm in an insertion-only stream for matrix rank requires $\Omega(n)$ space with a white-box adversary. These results do not contradict our upper bounds since they assume the adversary has unbounded computational power. Our algorithmic results based on cryptography thus show a separation between computationally bounded and unbounded adversaries.

Finally, we prove a lower bound of $\Omega(\log n)$ bits for the fundamental problem of deterministic approximate counting in a stream of 0’s and 1’s, which holds even if we know how many total stream updates we have seen so far at each point in the stream. Such a lower bound for

∗Hungarian Academy of Sciences. E-mail: miklos.ajtai@gmail.com
†Google Research. E-mail: vbraverman@google.com
‡Lawrence Livermore National Laboratories. E-mail: t.s.jayram@gmail.com
§MIT. E-mail: silwal@mit.edu
∥Carnegie Mellon University. E-mail: alecsun@andrew.cmu.edu
¶Carnegie Mellon University. E-mail: dwoodruf@andrew.cmu.edu
∥Carnegie Mellon University. E-mail: samsonzhou@gmail.com
approximate counting with additional information was previously unknown, and in our context, it shows a separation between multiplayer deterministic maximum communication and the white-box space complexity of a streaming algorithm.

1 Introduction

In the streaming model of computation, one wants to compute or approximate a predetermined function on a dataset. The dataset is implicitly defined through a sequence of updates, and the goal is to use total space that is sublinear in the size of the dataset. The streaming model captures key resource requirements of algorithms for many database and network tasks where the size of the data is significantly larger than the available storage, such as logs for network traffic, IoT sensors, financial markets, commercial transactions, and scientific data, e.g., astronomy or bioinformatics.

In the classical oblivious streaming model, there exists a stream $S$ of updates $u_1, \ldots, u_m$ that defines an underlying dataset, such as a frequency vector, a graph, or a set of points in Euclidean space. The sequence of updates may be worst-case, but the dataset is fixed in advance and is oblivious to any algorithmic design choices. Although there are examples of fundamental streaming algorithms that are deterministic, many streaming algorithms crucially utilize randomness to achieve meaningful guarantees in sublinear space. For example, the famous AMS sketch [AMS99] for $F_2$ estimation initializes a random sign vector $Z$, maintains $\langle Z, f \rangle$ in the stream, and outputs $\langle Z, f \rangle^2$ which is an unbiased estimator to $\|f\|_2^2$, where $f$ is the underlying frequency vector defined by the stream. However, the analysis demands that the randomness used to generate the sign vector $Z$ is independent of the frequency vector $f$ and in general, the analysis of many randomized algorithms assumes that the randomness of the algorithm is independent of the input. However, such an assumption may not be reasonable [MNS11, GHS+12, BMSC17, NY19, AMYZ19, CN20]; even if the stream is not adversarially generated, a user may need to repeatedly query and update a database based on the responses to previous queries. For example in typical optimization procedures such as stochastic gradient descent, each time step can update the eventual output by an amount based on a previous query. In recommendation systems, a user may choose to remove some suggestions based on personal preference and then query for a new list of recommendations.

(Black-box) adversarial streaming model. Recently, a large body of research has been devoted to studying the (black-box) adversarial streaming model as a means of modeling adversarial data streams. In the (black-box) adversarial streaming model [BY20, BJWY21, HKM+20, WZ21, ABD+21, KMNS21, BHM+21, MN21, ACSS21, BEO22, CGS22], the sequence of updates $u_1, \ldots, u_m$ is chosen adaptively rather than being fixed. In particular, the input is chosen by an adversary who repeatedly queries the streaming algorithm for a fixed property of the underlying dataset at each time $t \in [m]$ and determines the update $u_{t+1}$ only after seeing the output of the algorithm after time $t$. The streaming algorithm must still be correct at all times. In the black-box adversarial streaming model, [BY20, ABD+21] show that Bernoulli sampling and reservoir sampling can approximately preserve statistics such as densities of certain subsets of the universe and [BHM+21] shows that importance sampling can use independent public randomness to approximately solve problems such as $k$-means centering, linear regression, and graph sparsification.

However, for other important problems such as $F_p$ moment estimation, matrix rank, or estimating the number of distinct elements in the stream, [BJWY21, HKM+20, WZ21, ACSS21, BEO22, CGS22] crucially use the fact that the adversary who chooses the input can only see the output of
the algorithm. These algorithms essentially work by arguing that it is possible to have the output of the algorithm change only a small number of times, and so only a small amount of internal randomness is revealed, which allows such algorithms to still be correct. However, these algorithms completely fail if the internal state of the algorithm at each point in time is also revealed to an adversary.

White-box adversarial streaming model. In this paper, we introduce the white-box adversarial streaming model, where the sequence of updates $u_1, \ldots, u_m$ is chosen adaptively by an adversary who sees the full internal state of the algorithm at all times, including the parameters and the previous randomness used by the algorithm. More formally, we define the white-box adversarial model as a two-player game between StreamAlg, the streaming algorithm, and Adversary. Prior to the beginning of the game, a query $Q$ is fixed, which asks for a fixed function of some underlying dataset implicitly defined by the stream. The game then proceeds across $m$ rounds, where in the $t$-th round:

1. **Adversary** computes an update $u_t$ for the stream, which depends on all previous stream updates, all previous internal states of StreamAlg, and all previous randomness used by StreamAlg (and thus also, all previous outputs of StreamAlg).

2. **StreamAlg** uses $u_t$ to update its data structures $D_t$, acquires a fresh batch $R_t$ of random bits, and outputs a response $A_t$ to the query $Q$.

3. **Adversary** observes the response $A_t$, the internal state $D_t$ of StreamAlg, and the random bits $R_t$.

The goal of Adversary is to make StreamAlg output an incorrect response $A_t$ to the query $Q$ at some time $t \in [m]$ throughout the stream. By nature of the game, only a single pass over the stream is permitted.

Applications of white-box adversaries. The white-box adversarial model captures the ability of an adversary to adapt to internal processes of an algorithm, which the black-box adversarial model is incapable of capturing. This property allows us to model richer adversarial scenarios. For example in the area of dynamic algorithms, the goal is to maintain a data structure that always outputs a correct answer at all times $t \in [m]$ across updates $u_1, \ldots, u_m$ that arrive sequentially, while minimizing either the overall running time or the worst-case update time. In some settings, the dynamic model also places a premium on space so that algorithms must use space sublinear in the size of the input, but generally this may not be required. The dynamic model often considers an adaptive adversary [Cha10, Waj20, CH21, RSW22] that generates the updates $u_1, \ldots, u_m$ upon seeing the entire data structure maintained by the algorithm after the previous update, i.e., a white-box adversary.

In general, the algorithm’s internal state can be used as part of a procedure that will ultimately generate future inputs. For example, consider a distributed streaming setting where a centralized server wants to collect statistics on a database generated by a number of remote users. The centralized server wants to minimize its space usage and therefore does not want to store each update by the remote users. Moreover, the server may want to limit communication over the network and thus it sends components of its internal state $S$ (such as initialized random variables) to the remote users in order to optimize the information sent from the remote users back to the
centralized server. The remote users may use $S$ in some process that ultimately affects how the data downstream is generated. Thus in this case, the future input data depends on (components) of the internal state $S$ of the streaming algorithm of the central coordinator; this scenario is captured by the white-box adversarial model. Furthermore, one of the remote users could be malicious and would like to use the state $S$ to cause the central coordinator to fail. In this case, the data is not only dependent on $S$ but also adversarially generated; this scenario is also captured by the white-box adversarial model. Finally, in the case that there is no central coordinator, the entire internal state may be stored on a cloud, which would be visible to all users.

The pan-private streaming model \cite{DNP10} lets the internal state of the algorithm be partially or completely revealed. This model is often motivated by distributed users such as hospitals, government agencies, or search engine providers. \cite{DNP10} notes that any data curator “can be pressured to permit data to be used for purposes other than that for which they are collected”, including uses that may ultimately affect the distribution of future input data to the curator. In fact, \cite{MMNW11} specifically considers the problem of counting distinct elements and detecting heavy-hitters on a data stream when the internal state of the algorithm is revealed, giving the motivating example of an insider manipulating traffic flow while trying to find flaws in a systems administration database that tracks user visit statistics. It could be argued that although the goal of \cite{MMNW11} is just to preserve the privacy of the users, they should also consider the white-box adversarial model where the future inputs depend on previous information rather than their assumption that the input is independent of the internal information.

In machine learning, robust algorithms and adversarial attacks have captured the attention of recent research. In 2017, Google Brain organized a competition at NeurIPS 2017 for producing effective adversarial attacks, in which many of the most successful attacks used knowledge of the internal algorithmic parameters and training weights to minimize some loss function in a small neighborhood around the original input \cite{BCM13, SZS14, GSS14}. More recently, white-box attacks have generated adversarial inputs by modifying existing data in such a minor way that is almost imperceptible to the human eye, either in images \cite{SZS14, HPG17} or in the physical world \cite{KGB16, SBBR16, AEIK18}. However, the modified data results in an incorrect classification by a machine learning algorithm. As a result, a large body of recent literature has focused on adversarial robustness of machine learning models against white-box attacks, e.g., \cite{IEM18, MMS18, SST18, TKP18, CZM18, KGB17, LCLS17}.

In persistent data structures, the goal is to provide version control to an evolving data structure while minimizing either the space or time to view each version, e.g., \cite{DSST89, FK03, Kap04}. For example, the ability to quickly access previous versions of information stored in an online repository shared across multiple collaborators is an invaluable tool that many services already provide. Moreover, the internal persistent data structures used to provide version control may be accessible and thus visible to all users of the repository. These users may then update the persistent data structure in a manner that is not independent of the previous states.

1.1 Our Contributions

In this paper, we study the abilities and limitations of streaming algorithms robust to white-box adversaries, which are significantly more powerful than black-box adversaries. An insightful example of this is the work \cite{HW13}, which develops a sophisticated attack for a black-box adversary to iteratively learn the matrix used for a linear sketch in the black-box adversarial model. On the other hand, the white-box adversary immediately sees the sketching matrix when the algorithm is initiated.
More generally, techniques such as differential privacy, which are widely employed in black-box adversarial settings to hide internal information, will not work against white-box adversaries.

The main contributions of this paper can be summarized as introducing general tools to design algorithms robust to white-box adversaries as well as presenting a framework for proving strong lower bounds in the white-box adversarial model. In more detail, our contributions are the following:

- **White-box adversarial streaming model**: We introduce and formalize the white-box adversarial model for data streams as a means of modeling richer adversarial settings found in a wide variety of application areas which are not captured by the black-box adversarial model.

- **Robust algorithms and diverse applications**: We provide streaming algorithms robust against white-box adversaries for problems across many different domains, e.g., statistical problems such as heavy-hitters, graph algorithms, applications in numerical linear algebra, and string algorithms, with wide-ranging applications. For example, estimating $F_p$ moments has applications in databases, computer networks, data mining, and other contexts such as in determining data skewness, which is important in parallel database applications [DNSS92] or determining the output of self-joins in databases [Goo89]. $L_0$ estimation is used by query optimizers to find the number of unique values of some attribute without having to perform an expensive sort. This statistic is further useful for selecting a minimum-cost query plan [SAC+79], database design [Lig18], OLAP [PBM+03, SDNR96], data integration [BHM+05, DJMS02], data warehousing [AGPR99], and packet tracing and database auditing [CDIM03]. For more details, see Section 1.1.1.

- **Use of cryptography in robust algorithms**: A key toolkit we widely employ to design our robust algorithms comes from cryptography. Leveraging computational assumptions commonly used for the design of cryptographic protocols allows us to use powerful algorithmic tools such as collision resistant hash functions and sketching matrices for which it is computationally hard to find a "short" vector in their kernel. We believe our work opens up the possibility of using cryptography much more broadly for streaming algorithms, beyond the white-box adversarial setting.

- **A general lower bound framework**: We give a general reduction from two-player communication problems to space lower bounds in the white-box adversarial model. Corollaries of our reduction include lower bounds for $F_p$ moment estimation in data streams. For more details, see Section 3.1.

- **Lower bounds for deterministic counting**: Lastly, we provide a space lower bound for deterministic algorithms which count the number of ones in a binary stream in the oblivious model, even if the algorithm has access to a timer that reports how many total stream updates it has seen so far. This lower bound serves two purposes. First, it shows that our general lower bound framework of Section 3.1 does not extend to multiparty (greater than two) communication protocols. Second, it provides strong lower bounds for the fundamental problem of approximately counting in a stream, which has wide applications (see Section 3.2).

### 1.1.1 Robust Algorithms

Any deterministic algorithm is naturally robust in the white-box adversarial streaming model, but deterministic algorithms are often inefficient in a stream. We first show that the $\varepsilon$-$L_1$-heavy hitters
problem can be solved using space strictly less than that of any deterministic algorithm in the white-box adversarial streaming model. In this problem, the goal is to output all indices \( i \) such that \( f_i > \varepsilon L_1 \), where \( L_1 = \|f\|_1 \) is the \( \ell_1 \) norm of the underlying frequency vector defined by the stream.

**Theorem 1.1.** There exists a white-box adversarially robust algorithm that reports all \( \varepsilon \)-\( L_1 \)-heavy hitters with probability at least \( 3/4 \) and uses space \( O \left( \frac{1}{\varepsilon} \left( \log n + \log \frac{1}{\varepsilon} \right) + \log \log m \right) \).

By comparison, the well-known Misra-Gries data structure [MG82] is a deterministic algorithm and thus robust against white-box adversaries, but uses \( O \left( \frac{1}{\varepsilon} (\log m + \log n) \right) \) bits of space. Our algorithm offers similar guarantees to Misra-Gries in the sense that it returns a list of \( O \left( \frac{1}{\varepsilon} \right) \) items that contains all \( \varepsilon \)-\( L_1 \)-heavy hitters as well as an approximate frequency for each item in the list with additive error \( \varepsilon L_1 \). Note that in the \( \varepsilon \)-\( L_1 \)-heavy hitters problem, the gap between the frequencies of items that appear in the list can be as large as \( \Omega(\varepsilon) \cdot L_1 \). On the other hand, the \((\varphi, \varepsilon)\)-\( L_1 \)-heavy hitter problem demands that we find all \( \varphi \)-\( L_1 \)-heavy hitters, but report no items whose frequency is below \( (\varphi - \varepsilon) \cdot L_1 \), thereby parametrizing the threshold of the “false positives” that are reported in the list. We give an algorithm with the following guarantees for the \((\varphi, \varepsilon)\)-\( L_1 \)-heavy hitter problem against white-box adversaries with total runtime \( T \), i.e., \( T \)-time bounded adversaries:

**Theorem 1.2.** There exists an algorithm robust against white-box \( T \)-time bounded adversaries that solves the \((\varphi, \varepsilon)\)-\( L_1 \)-heavy hitter problem with probability at least \( 3/4 \) and uses total space

\[
O \left( \frac{1}{\varepsilon} \left( \log \log n + \log \frac{1}{\varepsilon} \right) + \frac{1}{\varphi} \log n + \log \log m \right)
\]

for \( T < \text{poly} (\log n, \frac{1}{\varepsilon}) \) and total space

\[
O \left( \frac{1}{\varepsilon} \min(\log n, \log T) + \frac{1}{\varphi} \log n + \log \log m \right)
\]

for \( T \geq \text{poly} (\log n, \frac{1}{\varepsilon}) \).

We remark that the proof of **Theorem 1.2** uses collision-resistant hash functions and hence only guarantees robustness against white-box adversaries with polynomially bounded computation time. **Theorem 1.2** is not information-theoretically secure against white-box adversaries with unbounded computation time.

We obtain qualitatively similar results to that of **Theorem 1.1** for the Hierarchical Heavy Hitters problem, which generalizes \( L_1 \)-heavy-hitters. We also obtain similar results for the vertex neighborhood identification problem, where the task is for an algorithm to identify all vertices of a graph with identical neighborhoods, in the vertex arrival model, where each update of the stream is a vertex of the graph along with a list of all of its neighbors.

**Theorem 1.3.** There exists an algorithm robust against white-box polynomial-time adversaries that reports all vertices with identical neighborhoods with probability at least \( 3/4 \), using space \( O(n \log n) \).

We also prove a lower bound for deterministic algorithms for the vertex neighborhood identification problem, even on oblivious data streams:

**Theorem 1.4.** Any deterministic algorithm that reports all vertices with identical neighborhoods uses space \( \Omega \left( \frac{n^2}{\log n} \right) \).
Together, Theorem 1.3 and Theorem 1.4 show a strong separation between deterministic algorithms and randomized algorithms robust against white-box adversaries with polynomial runtime. We further utilize cryptographic tools to obtain robust algorithms for other fundamental streaming problems. In particular, assuming the hardness of the Short Integer Solution (SIS) problem of lattice cryptography (see Definition 2.15 and Theorem 2.16), we can obtain a sublinear space algorithm for the \( L_0 \) estimation problem on *turnstile streams*, where the stream updates are allowed to be positive and negative.

**Theorem 1.5.** Let \( c \in (0, 1/2) \) and assume the adversary cannot solve the SIS problem of Definition 2.15 with parameter \( \beta_{\infty} = \text{poly}(n) \) in Theorem 2.16 for sufficiently large \( n \). Then Algorithm 5 returns a \( n^c \) multiplicative approximation to the \( L_0 \) estimation problem on turnstile streams. Furthermore, the algorithm uses space \( \tilde{O}(n^{1-\varepsilon + c\varepsilon} + n^{(1+c)\varepsilon}) \). In the random oracle model, the algorithm uses space \( \tilde{O}(n^{1-\varepsilon + c\varepsilon}) \).

Note that the above result also guarantees robustness against a computationally bounded adversary, formalized in Assumption 2.17. With no such assumptions, we can provably show that approximating general \( F_p \) moments up to constant factors in data streams is impossible in sublinear space (see Theorem 1.9 below). Using the same cryptographic assumption, we also obtain streaming algorithms for the rank-decision problem in linear algebra.

**Theorem 1.6.** Suppose \( A \) is a \( n \times n \) matrix. There exists a constant \( 0 < c < 1 \) such that the rank decision problem for \( A \) can be solved in \( \tilde{O}(nk^2) \) bits of space for any \( k \leq n^c \) under the random oracle model assuming a computationally bounded adversary.

Corollaries of this result include streaming algorithms for other linear algebra based applications such as computing a linearly independent basis. Lastly, we also obtain white-box robust algorithms for string pattern matching applications.

**Theorem 1.7.** For an input string \( P \) with given period \( p \), followed by a string \( U \), there exists a streaming algorithm that, with probability at least \( 1 - 1/\text{poly}(n) \), finds all instances of \( P \) within \( U \). This streaming algorithm is robust against \( T \)-time white-box adversaries and uses \( O(\log T) \) bits of space.

### 1.1.2 A General Reduction for Lower Bounds

A natural question is whether there exist robust streaming algorithms against white-box adversaries for more complex problems, such as \( F_p \) estimation or matrix rank. To that end, we give a general technique to prove lower bounds for randomized algorithms robust to white-box algorithms through two-player deterministic communication problems.

**Theorem 1.8.** (Informal) Suppose there exists a white-box adversarially robust streaming algorithm using \( S(n, \varepsilon) \) space that can be used to solve a one-way two-player communication game with \( S(n, \varepsilon) \) bits of communication with probability \( p \in (1/2, 1] \). Then there exists a deterministic protocol for the two-player communication game using \( S(n, \varepsilon) \) bits of communication.

**Proof.** Over all choices of randomness, at least \( p \) fraction of the possible random strings chosen by the first player is correct over all possible inputs to the second player and at least \( p \) fraction of the possible random strings chosen by the second player for each input. The first player can enumerate over all possible inputs to the second player as well as all possible random strings to
select a state that uses $S(n, \varepsilon)$ space to represent and always succeeds. The first player can then send the state of the algorithm to the second player, who will then update the algorithm with their input and a fixed string, thereby resulting in a deterministic protocol that solves the one-way two-player communication game with $S(n, \varepsilon)$ bits of communication.

We remark that Theorem 1.8 is especially powerful because it can be used to prove lower bounds for randomized algorithms robust against white-box adversaries using reductions from deterministic communication problems, which can often have much higher communication complexity than their randomized counterparts. For example, the deterministic complexity of the Equality problem, in which Alice must send Bob a message to determine whether their strings $x \in \{0, 1\}^n$ and $y \in \{0, 1\}^n$ are equal, is $\Theta(n)$. However, the randomized complexity of the Equality problem is $\Theta(\log n)$ for a constant probability of success. Thus Theorem 1.8 can show significantly stronger lower bounds for randomized algorithms robust against white-box adversaries over the standard streaming model. In particular, we first obtain the following hardness of approximation for $F_p$ moment estimation from Theorem 1.8:

**Theorem 1.9.** For each $p \geq 0$ and $p \neq 1$, there exists a constant $C_p > 1$ such that any white-box adversarially robust algorithm that reports a $C_p$-approximation to the frequency moment $F_p$ of an underlying frequency vector with probability at least 2/3 must use space $\Omega(n)$.

We also obtain the following hardness of approximation for matrix rank estimation from Theorem 1.8:

**Theorem 1.10.** There exists a constant $C > 1$ such that any white-box adversarially robust algorithm that reports a $C$-approximation to the rank of an underlying matrix with probability at least 2/3 must use space $\Omega(n)$.

### 1.1.3 Lower Bound for Deterministic Counting

The “basic” problem of counting the number of ones in a binary stream, or equivalently the number of stream updates, is arguably the most fundamental streaming problem with both practical and theoretical applications. While there exists a straightforward $O(\log n)$ space algorithm that explicitly maintains the actual count over the stream, there exist randomized algorithms, notably the Morris counters, which achieve $O(\log \log n)$ bits. This savings is particularly meaningful when considering applications such as counting the number of visits to a popular website such as Wikipedia. In these applications, it is common to maintain many counters rather than one, and thus optimizing the space usage per counter has a measurable overall impact.

The basic counting problem is a key subroutine in many streaming problems in the oblivious model, such as $F_p$ estimation in an insertion-only stream [JW19], approximate reservoir sampling [GS09], approximating the number of inversions in a permutation [AJKS02], and $L_1$-heavy hitters in insertion streams [BDW19].

We show that any deterministic problem in the oblivious model for counting must asymptotically use the same amount of space as the trivial algorithm, even when the algorithm knows the identity of the current position in the stream. That is, even if the streaming algorithm is augmented with a “timer” which tells it at any time how many stream updates it has seen, the algorithm still cannot approximate the number of 1’s in a binary stream up to a constant factor unless it uses $\Omega(\log n)$ bits of memory. Note that having a timer is what makes our lower bound nontrivial: without a
timer, with $o(\log n)$ bits of memory there are fewer than say, $n/10$ states of the algorithm, so after seeing $n/10$ 1’s, the algorithm necessarily revisits a state it has seen before. Since the algorithm is deterministic, it gets stuck in a cycle and thus can produce at best a 10-approximation. A timer will also be useful for our application, described momentarily.

**Theorem 1.11.** Given a constant $\varepsilon > 0$, any deterministic algorithm that outputs a $(1 + \varepsilon)$-approximation to the number of ones in a length-$n$ stream of bits must use $\Omega(\log n)$ bits of space, even if the algorithm has a timer which tells it how many stream updates it has seen so far.

Surprisingly, Theorem 1.11 shows that our technique translating two-player deterministic communication lower bounds to white-box adversary lower bounds in Theorem 1.8 cannot extend to an arbitrary number $n$ of players. Recall that Theorem 1.8 implies the white-box space complexity is at least the two-player one-way deterministic communication of the underlying communication problem, which is just the maximum communication of any player (since only one player speaks). A natural question is whether the white-box space complexity is at least the maximum communication of the underlying $n$-player deterministic communication game. This is false, since in the white-box adversarial model we can count using Morris counters with $O(\log \log n)$ bits. However, given Theorem 1.11, the maximum communication of the underlying $n$-player deterministic communication game is $\Omega(\log n)$ bits. Note that in a communication game, each player knows its identity and can behave differently than other players, and thus the assumption that the algorithm has a timer in Theorem 1.11 is needed.

### 1.2 Overview of our Techniques

**$L_1$-heavy hitters.** To find all $\varepsilon$-$L_1$-heavy hitters, we first recall that the well-known Misra-Gries algorithm is deterministic and maintains approximate frequencies to each of the possible heavy hitters using space $O\left(\frac{1}{\varepsilon}(\log m + \log n)\right)$, which is expensive for $m \gg 2^n$. Thus if we can reduce the stream length from $m$ to some $m' = \text{poly}\left(\frac{1}{\varepsilon}, n\right)$, then we can run Misra-Gries on the smaller stream. If the stream length $m$ were known, we can use Bernoulli sampling on each update in the stream with probability roughly $\frac{\log n}{\varepsilon^2 m}$ to preserve the $\varepsilon$-$L_1$-heavy hitters; this sampling probability was shown to be secure against a white-box adversary in [BY20]. Thus it remains to resolve the issue of not knowing the stream length $m$ in advance.

A natural approach is to make a number of exponentially increasing guesses for the length of the stream $m$. However, not only does this approach induce a multiplicative overhead of $O(\log n)$ in the number of simultaneous instances, corresponding to each guess for the length, but also even tracking the length $m$ of the stream exactly requires $O(\log m)$ bits, which we would like to avoid. We instead observe that Morris counters are white-box adversarially robust and use them to estimate the length of the stream at all times within a constant factor with space $O(\log \log m)$. Moreover, we simultaneously only maintain two guesses for the length of the stream, corresponding to increasing powers of $\left(\frac{16}{\varepsilon}\right)$, since when an instance of the algorithm is initiated with a guess for $m$, at most $\frac{\log m}{\varepsilon^2 m}$ updates have been missed by the algorithm, so any items $i$ that are $\varepsilon$-$L_1$-heavy hitters of the stream will still be $O(\varepsilon)$-$L_1$-heavy hitters of the stream seen by the algorithm. Similar techniques also work for the Hierarchical Heavy Hitters problem.

**Computationally-bounded white-box adversaries.** We can further improve our guarantees if the white-box adversary has bounded computational time through the use of collision-resistant hash functions. Namely, we can solve the $(\varphi, \varepsilon)$-$L_1$-heavy hitters problem by using a collision-resistant
hash function to hash the sampled items into a universe of size poly(\(\log n, \frac{1}{\varepsilon}, T\)) for white-box adversaries with computation time at most \(T\). Similarly, we can achieve a streaming algorithm for the vertex neighborhood identification problem that is robust against polynomial-time white-box adversaries by hashing a Boolean vector representing the neighborhood of each vector into a universe of size poly\((n, T)\). Thus it suffices to maintain \(n\) hashes corresponding to the \(n\) neighborhoods, using total space \(O(n \log n T)\). By comparison, we can use the OR Equality problem to show any deterministic algorithm that solves the vertex neighborhood identification problem requires \(\Omega\left(\frac{n^2}{\log n}\right)\) space. We similarly use collision-resistant hash functions to obtain robust algorithms for problems in linear algebra and strings.

**Two-player communication lower bounds.** To acquire a tool for proving lower bounds for white-box adversarially robust algorithms, we first note that a standard technique for proving lower bounds in the oblivious streaming model is to consider the randomized communication complexity of certain problems, such as Equality. However, the deterministic communication complexity of many of these problems can be a lot higher. Surprisingly, we show that randomized algorithms that are robust against white-box adversaries can be used for deterministic protocols, thereby proving significantly stronger lower bounds for white-box adversarially robust algorithms than their counterparts in the oblivious streaming model. In particular, if there exists a randomized algorithm that is robust against white-box adversaries, then it can be used in a two-player communication game as follows. The first player reads their input and creates the stream as usual. Rather than generating internal randomness for the algorithm, the first player notes that there exists a choice of the internal randomness such that for any possible input to the second player, the algorithm succeeds on \(\frac{9}{10}\) of the possible strings used for randomness by the second player. The first player can then enumerate over all possible inputs and all possible strings used for the randomness to the second player and choose the first internal randomness for the first player such that the guarantee holds. The first player can then run the algorithm on the created stream with this deterministic choice of randomness and pass the state to the second player, who can now run their input over all choices of randomness for the second part of the stream, and take a majority vote. Note that this results in a deterministic protocol and thus must respect any deterministic lower bound for a communication problem. In particular, we can choose the communication problem to be Gap Equality (which is just the Equality problem with the promise that when the two input strings are not equal, they differ in a constant fraction of positions) problem to show both Theorem 1.9 and Theorem 1.10. Unfortunately, we prove that this technique cannot be generalized to show lower bounds for white-box adversarially robust algorithms through multiplayer communication.

**Lower bounds for deterministic counting with a timer.** A streaming algorithm is just a read-once branching program. Theorem 1.11 is proven by bounding the number of counts that a single state of the branching program can correctly represent, which translates to an upper bound on the length of an interval on a worst-case stream that each state can correctly represent. We then show that there exists some \(t_0\) such that after \(t_0\) updates in the stream, all read-once branching programs require at least poly\((n)\) states to approximate the number of ones in a length \(n\) stream to within a constant factor. See Section 3.2 for a more detailed description.
1.3 Notation

For an integer \( n > 0 \), \([n]\) denotes the set of integers \( \{1, \ldots, n\} \). We use \( \text{poly}(n) \) to denote a fixed constant degree polynomial in \( n \) and \( \frac{1}{\text{poly}(n)} \) to denote an arbitrary degree polynomial in \( n \) that can be determined from setting constants appropriately. For a vector \( v \in \mathbb{R}^n \), we use \( v_k \) with \( k \in [n] \) to denote its \( k \)-th coordinate. Given vectors \( u, v \in \mathbb{R}^n \), we write their inner product as \( \langle u, v \rangle = \sum_{k=1}^{n} u_k v_k \). For a string \( S \), we use \( S[i:j] \) to denote the substring formed from the \( i \)-th character of \( S \) to the \( j \)-th character of \( S \), inclusive. We use \( S \circ T \) to denote the concatenation of a string \( S \) with a string \( T \).

2 Upper Bounds

In this section, we present streaming algorithms relevant to statistics that are robust to white-box adversarial adversaries.

We first describe a crucial data structure for our algorithms: the Morris counter [Mor78]. This is a data structure for the approximate counting problem, where a nonnegative integer \( Z = \sum_{t=1}^{m} u_t \) is defined through updates \( u_1, \ldots, u_m \) such that \( u_t \in \{0, 1\} \) for each \( t \in [m] \). Given an accuracy parameter \( \varepsilon > 0 \), the goal of the approximate counting problem is to estimate \( Z \) to within a \((1 + \varepsilon)\)-approximation. Our first result is that Morris counters are robust in the white-box adversarial model.

**Lemma 2.1.** Morris counters output a \((1 + \varepsilon)\)-approximation to the frequency of an item \( i \) in the white-box adversarial streaming model with probability at least \( 1 - \delta \), using total space

\[
\mathcal{O} \left( \log \log n + \log \frac{1}{\varepsilon} + \log \log m + \log \frac{1}{\delta} \right).
\]

2.1 Heavy-Hitters

In this section, we present randomized algorithms for \( \varepsilon \)-L_1-heavy hitters that provide better guarantees than the well-known deterministic Misra-Gries data structure. In the \( F_p \) moment estimation and \( L_p \) norm estimation problems, an underlying frequency vector \( f \in \mathbb{R}^n \) is defined through updates \( u_1, \ldots, u_m \) such that \( u_t \in [n] \) for each \( t \in [m] \). The resulting frequency vector \( f \) is then defined so that \( f_k = |\{t \mid u_t = k\}| \) for each \( k \in [n] \). For \( p > 0 \), the \( F_p \) moment of \( f \) is defined to be \( F_p(f) = \sum_{i=1}^{n} (f_k)^p \). The \( L_p \) norm of \( f \) is \( \|f\|_p = (F_p(f))^{1/p} \). We use both \( F_0 \) and \( L_0 \) to denote the number of nonzero coordinates of \( f \), i.e., \( F_0(f) = \|f\|_0 = |\{k \mid f_k \neq 0\}| \).

Given a threshold parameter \( \varepsilon > 0 \), the goal of the \( F_p \) moment estimation problem is to provide a \((1 + \varepsilon)\)-approximation to \( F_p(f) \) and the goal of the \( \varepsilon \)-\( L_p \)-heavy hitters problem is to find all coordinates \( k \) such that \( f_k \geq \varepsilon L_p(f) \). In the \((\varphi, \varepsilon)\)-\( L_p \)-heavy hitter problem, the goal is to report all coordinates \( k \) such that \( f_k \geq \varphi L_p(f) \) but also no coordinate \( j \) such that \( f_j \leq (\varphi - \varepsilon) L_p(f) \).

**Theorem 2.2.** [MG82] Given a threshold parameter \( \varepsilon > 0 \), there exists a deterministic one-pass streaming algorithm \textsc{MisraGries} that uses \( \mathcal{O} \left( \frac{1}{\varepsilon} (\log m + \log n) \right) \) bits of space on a stream of length \( m \) and outputs a list \( L \) of size \( \frac{1}{\varepsilon} \) that includes all items \( i \) such that \( f_i > \varepsilon m \). Moreover, the algorithm returns an estimate \( \hat{f}_i \) for each \( i \in L \) such that \( f_i - \varepsilon m \leq \hat{f}_i \leq f_i \).

To output the identities of \( \frac{1}{\varepsilon} \) heavy-hitters, \( \Omega \left( \frac{1}{\varepsilon} \log n \right) \) space is clearly necessary. On the other hand, it is not clear that the dependence on \( \log m \) for Misra-Gries in Theorem 2.2 is needed. It
is known that we can essentially preserve the $\varepsilon$-$L_1$-heavy hitters by sampling a small number of updates in a stream.

**Theorem 2.3.** [BY20] There exists a constant $C > 0$ such that for any $\varepsilon, \delta \in (0, 1/2)$, universe size $n$, and stream length $m$, Bernoulli sampling each item of the stream with probability $p \geq \frac{C \log (n/\delta)}{\varepsilon^2 m}$ solves the heavy hitters problem with error $\varepsilon$ in the white-box adversarial model.

We remark that Theorem 2.3 was proven in [BY20] against black-box adversaries, but their proof extends naturally to white-box adversaries because there is no additional private randomness maintained by the algorithm. On the other hand, Theorem 2.3 requires that the length of the stream is known a priori, which is an assumption that we would like to remove by running multiple instances of the algorithm in parallel, with exponentially increasing guesses for the length of the stream. However, even to track the length of the stream requires $O(\log m)$ bits of space. Instead, only an approximation to the length of the stream is required and thus we use Morris counters to remove the dependence on $\log m$. Finally, we observe that it suffices to maintain only two active guesses for the length of the stream at any point in time because even if we start a guess “late” in the stream, we will have only missed a poly($\varepsilon$)-prefix length of the stream, so any $\varepsilon$-$L_1$-heavy hitters will still be $O(\varepsilon)$-heavy with respect to the substream.

A useful subroutine we will need appears in **Algorithm 1**, and our full algorithm appears in **Algorithm 2**, which gives the full guarantees of Theorem 1.1. We can also generalize this approach to hierarchical heavy hitters.

**Algorithm 1** BERNMG($n, m, \varepsilon, \delta$)

**Input:** Universe size $n$, upper bound $m$ on the stream length, accuracy $\varepsilon$, failure probability $\delta$, and a stream of updates $u_1, u_2, \ldots$, where each $u_i \in [n]$ represents a single update to a coordinate of the underlying vector $f$.

**Output:** $\varepsilon$-$L_1$-heavy hitters of the stream

1. Initialize an instance $A$ of Misra-Gries with threshold $\frac{\varepsilon}{2}$.
2. for each update $u_t$ with $t \in [m]$ do
3.     With probability $O\left(\frac{\log (n/\delta)}{\varepsilon^2 m}\right)$, update $A$ with $u_t$
4. return the output of $A$

**Algorithm 2** also solves the $(\varphi, \varepsilon)$-$L_1$-heavy hitter problem in which all items $i$ such that $f_i \geq \varphi \|f\|_1$ are outputted and no items $j$ such that $f_j < (\varphi - \varepsilon) \|f\|_1$ are outputted, using a total space of $O\left(\frac{1}{\varepsilon^2} (\log n + \log \frac{1}{\varepsilon}) + \log \log m\right)$ bits. [BDW19] showed that for oblivious streams, the $O\left(\frac{1}{\varepsilon^2} \log n\right)$ dependence is not necessary. Similarly, we can further improve our bounds against white-box adversaries that use $T = \text{poly}(\kappa)$ time through the following notion of collision-resistant hash functions:

**Definition 2.4** (Family of Collision-Resistant Hash Functions). A set of functions $H = \{h_i : \{0, 1\}^m \rightarrow \{0, 1\}^m\}_{i \in I}$ is a family of collision-resistant hash functions (CRHF) if

- (Efficient generation) There exists a probabilistic polynomial-time algorithm Gen such that $\text{Gen}(1^\kappa) \in I$ for all $\kappa \in \mathbb{Z}^+$.
- (Compression) $m_i < n_i$ for all $i \in I$.  
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Algorithm 2 Adversarially robust algorithm for $\varepsilon$-$L_1$-heavy hitters

**Input:** Universe size $n$, accuracy $\varepsilon$, and a stream of updates $u_1, u_2, \ldots$, where each $u_i \in [n]$ represents a single update to a coordinate of the underlying vector $f$

**Output:** $\varepsilon$-$L_1$-heavy hitters of the stream

1: Run a Morris counter that outputs a $(1 + O(\varepsilon))$-approximation $\hat{\ell}$ to the number of stream updates $t \in [m]$.
2: $c \leftarrow 0$, $r \leftarrow 2$, $\delta \leftarrow O\left(\frac{\varepsilon}{\log m}\right)$
3: for $i \in [r]$ do
4: Initialize an instance $A_i$ of $\text{BernMG}(n, (16/\varepsilon)^i, \varepsilon/2, \delta)$
5: for each update $u_t$ with $t \in [m]$ do
6: Update all instances of $A_i$
7: if $\hat{\ell} \geq (16/\varepsilon)^c$ then
8: Delete $A_c$
9: $c \leftarrow c + 1$
10: Initialize an instance $A_c$ of
11: $\text{BernMG}(n, (16/\varepsilon)^{c+1}, \varepsilon/2, \delta)$
12: return the output of $A_c$

- (Efficient evaluation) There exists a probabilistic polynomial-time algorithm $\text{Eval}$ such that for all $i \in I$ and $x \in \{0, 1\}^n$, we have $\text{Eval}(x, i) = h_i(x)$.
- (Collision-resistant) For any non-uniform probabilistic polynomial-time algorithm $A$, there exists a negligible function $\text{negl}$ such that for all security parameters $\kappa \in \mathbb{N}$,

$$\Pr_{(x_0, x_1) \leftarrow A(1^\kappa, h)}[x_0 \neq x_1 \land h(x_0) = h(x_1)] \leq \text{negl}(\kappa).$$

Here we use negligible function to mean a function $\text{negl}$ such that $\text{negl}(x) = o\left(\frac{1}{x^c}\right)$ for any constant $c > 0$. There are folklore constructions of collision-resistant hash functions based on the hardness of finding the discrete logarithm of a given composite number, e.g., Theorem 7.73 in [KL14]:

**Theorem 2.5.** Under the discrete log assumption, there exists a family of collision-resistant hash functions with $m_i = O(\log \kappa)$ for $i = \text{Gen}(1^\kappa)$ and uses $O(\log \kappa)$ bits of storage.

Theorem 1.2 then follows from applying Theorem 2.5 to the sampled items.

We also remark that Algorithm 2 can be used to estimate the inner product of two vectors $f$ and $g$ that are implicitly defined through two streams by using the following observations:

**Lemma 2.6.** [JW18] Let $f', g' \in \mathbb{R}^n$ be unscaled uniform samples of $f$ and $g$, sampled with probability $p_f \geq \frac{s}{m_f}$ and $p_g \geq \frac{s}{m_g}$, where $s = \frac{1}{\varepsilon^2}$. Then with probability at least 0.99, we have

$$\langle p_f^{-1} f', p_g^{-1} g' \rangle = \langle f, g \rangle \pm \varepsilon \|f\|_1 \|g\|_1.$$

**Lemma 2.7.** [NNW12] Given $f, g \in \mathbb{R}^n$, suppose $f'$ and $g'$ are vectors that satisfy

$$\|f' - f\|_\infty \leq \varepsilon \|f\|_1, \quad \|g' - g\|_\infty \leq \varepsilon \|g\|_1.$$

Then $\langle f', g' \rangle - \langle f, g \rangle \leq 12 \varepsilon \|f\|_1 \|g\|_1$. 
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Combining Lemma 2.6 and Lemma 2.7, we have the following:

**Corollary 2.8.** There exists a white-box adversarially robust algorithm that uses space \( \mathcal{O} \left( \frac{1}{\varepsilon} \left( \log n + \log \frac{1}{\varepsilon} \right) + \log \log m \right) \) and outputs vectors \( f', g' \in \mathbb{R}^n \) such that with probability at least \( \frac{3}{4} \),

\[
|\langle f', g' \rangle - \langle f, g \rangle| \leq \varepsilon \|f\|_1 \|g\|_1.
\]

### 2.2 Hierarchical Heavy Hitters

We now give adversarially robust algorithms for an important generalization of the \( L_1 \)-heavy hitters problem known as the hierarchical heavy hitters (HHH) problem. We first define the notion of a hierarchical heavy hitter.

**Definition 2.9** (Hierarchical Heavy Hitter \([\text{CKMS03}]\)). Let \( D \) be hierarchical domain of height \( h \) over \([n]\). Let \( \text{elements}(T) \) be the union of elements that are descendants of a set of prefixes \( T \) of the domain hierarchy. Given a threshold \( \varepsilon \), we define the set of Hierarchical Heavy Hitters inductively.

\( \text{HHH}_0 \), the hierarchical heavy hitters at level zero, are simply the \( \varepsilon \)-\( L_1 \) heavy hitters. Given a prefix \( p \) at level \( i \) of the hierarchy, define \( F(p) = \sum f(e) : e \in \text{elements}(\{p\}) \land e \notin \text{elements}(\bigcup_{\ell=0}^{i-1} \text{HHH}_\ell) \).

\( \text{HHH}_i \) is the set of Hierarchical Heavy Hitters at level \( i \), that is, the set \{ \( p \mid F(p) \geq \varepsilon m \} \). The set of of Hierarchical Heavy Hitters, \( \text{HHH} \), is \( \bigcup_{i=0}^{h} \text{HHH}_i \).

Hierarchical heavy hitters have numerous applications, ranging from real-time anomaly detection \([\text{ZSS}^+04]\) to DDoS detection \([\text{SDS}^+06]\). Therefore, they have been extensively studied \([\text{CKMS03}, \text{ESV03}, \text{CKMS04}, \text{LL07}, \text{CKMS08}, \text{TG09}, \text{TMS12}, \text{BEF}^+17, \text{BEF}^+18, \text{MR20}]\).

The problem we are interested in is to find all hierarchical heavy hitters, and their frequencies, in a data stream. However, the problem defined above cannot be be solved exactly over data streams in general. Therefore, the literature on HHHs on data streams focuses on the following approximate version of the problem.

**Definition 2.10** (HHH Problem). Given a data stream from a hierarchical domain \( D \), a threshold \( \gamma \in (0, 1) \), and an error parameter \( \varepsilon \in (0, \gamma) \), the hierarchical Heavy Hitter Problem is that of identifying prefixes \( p \in D \), and estimates \( f_p \) of their associated frequencies to satisfy the following conditions.

1. **Accuracy:** \( f^*_p - \varepsilon m \leq f_p \leq f^*_p \), where \( f^*_p \) is the true frequency of \( p \).

2. **Coverage:** All prefixes \( q \) not identified as approximate HHHs have \( \sum f^*_e : e \in \text{elements}(\{q\}) \land e \notin \text{elements}(P) \leq \gamma m \), for any supplied \( \gamma \geq \varepsilon \), where \( P \) is the subset of \( p \)'s which are descendants of \( q \).

The state of the art space bound on the HHH problem is \( \mathcal{O} \left( \frac{h}{\varepsilon} \right) \) words of space from \([\text{TMS12}]\) where \( h \) is the height of the domain \( D \). Notably, their algorithm is deterministic and hence robust against a white box adversary. In terms of bits, the total space used by the algorithm of \([\text{TMS12}]\) is \( \mathcal{O} \left( \frac{h}{\varepsilon} (\log m + \log n) \right) \).
**Theorem 2.11.** Given threshold parameters \( \varepsilon \) and \( \gamma \geq \varepsilon \), there exists a deterministic one-pass streaming algorithm that uses \( O\left(\frac{h}{\varepsilon} (\log m + \log n)\right) \) space on a stream of length \( m \) and solves the HHH Problem according to Definition 2.10.

In this section, we present randomized and adversarially robust algorithms which provide better guarantees than the deterministic algorithm of [TMS12]. We first note that the results of [BY20] imply the following result about solving the HHH Problem.

**Theorem 2.12.** [BY20] There exists a constant \( C > 0 \) such that for any \( \varepsilon, \delta \in (0, 1/2) \), universe \( n \), and stream length \( m \), Bernoulli sampling each item of the stream with probability \( p \geq C \log(\frac{n}{\delta}) \frac{\varepsilon^2}{m} \) solves the HHH Problem in the white-box adversarial model.

**Proof.** The proof follows from letting the set of ranges \( R \) be equal to the prefixes \( p \in D \) in Theorem 1.2 of [BY20]. The size of \( R \) is \( O(n) \) since \( D \) is a hierarchical domain (tree) over \([n]\).

We now present the analogous versions of Algorithm 1 and Algorithm 2 for the HHH problem. The qualitative difference is that we can substitute calling \( A \) of Misra-Gries with the appropriate algorithm for HHH from [TMS12].

**Algorithm 3** \textsc{BernHHH}(\( n, m, \varepsilon, \delta \))

**Input:** Universe size \( n \), upper bound \( m \) on the stream length, parameters \( \varepsilon, \delta \), failure probability \( \delta \), and a stream of updates \( u_1, u_2, \ldots \), where each \( u_i \in [n] \) represents a single update to a coordinate of the underlying vector \( f \)

**Output:** HHHs of the stream according to Definition 2.10

1: Initialize an instance \( A \) of HHH algorithm from [TMS12] with threshold \( \varepsilon \).
2: for each update \( u_t \) with \( t \in [m] \) do
3: With probability \( O\left(\frac{\log(n/\delta)}{\varepsilon^2m}\right) \), update \( A \) with \( u_t \)
4: return the output of \( A \)

**Lemma 2.13.** With probability at least \( 1 - \delta \), Algorithm 3 solves the HHH problem of Definition 2.10.

**Proof.** By the robustness of Bernoulli sampling on adversarial streams, i.e., Theorem 2.12, we have that with probability at least \( 1 - \delta \), simultaneously for all \( p \in D \) with \( f_p \geq \varepsilon m \), the number of instances of elements in the stream belonging to \( p \) sampled by the stream as input to the instance \( A \) of the algorithm from [TMS12] is at least \( \frac{7}{8} m \). The proof follows by the correctness of Theorem 2.11 with threshold \( \frac{\varepsilon}{2} \).

**Theorem 2.14.** There exists an algorithm robust against white-box adversaries that reports all with probability at least \( 3/4 \) and uses space \( O\left(\frac{h}{\varepsilon} (\log n + \log \frac{1}{\varepsilon} + \log \log \log m) + \log \log m\right) \).

**Proof.** The proof of correctness follows similarly to the proof of Theorem 1.1 and Lemma 2.13 by noting that any \( p \in D \) with \( f_p \geq \varepsilon m \) at a time \( t \in [t_i, t_{i+1}] \) will also satisfy \( f_p \geq 3\varepsilon/4 \) at time \( t_i \).

We now analyze the space complexity of Algorithm 4. As stated in the proof of Theorem 1.1, the Morris counter uses space \( O\left(\log \log n + \log \frac{1}{\varepsilon} + \log \log m\right) \). Furthermore, each instance of \textsc{BernHHH} uses space

\[
O\left(\frac{h}{\varepsilon} \left(\log n + \log \frac{1}{\varepsilon} + \log \log \log m\right)\right).
\]
Algorithm 4 Adversarially robust algorithm for the hierarchical heavy hitters problem

**Input:** Universe size $n$, accuracy $\varepsilon$, and a stream of updates $u_1, u_2, \ldots$, where each $u_i \in [n]$ represents a single update to a coordinate of the underlying vector $f$

**Output:** Solution to HHH Problem according to Definition 2.10

1. Run a Morris counter that outputs a $(1 + O(\varepsilon))$-approximation $\hat{t}$ to the number of stream updates $t \in [m]$.
2. $c \leftarrow 0$, $r \leftarrow 2$, $\delta \leftarrow O(\varepsilon \log m)$
3. for $i \in [r]$ do
   4. Initialize an instance $A_i$ of $\text{BernHHH}(n, (16/\varepsilon)^i, \varepsilon/2, \delta)$
5. for each update $u_t$ with $t \in [m]$ do
6. Update all instances of $A_i$
7. if $\hat{t} \geq (16/\varepsilon)^c$ then
   8. Delete $A_c$
   9. $c \leftarrow c + 1$
10. Initialize an instance $A_c$ of $\text{BernHHH}(n, (16/\varepsilon)^{c+1}, \varepsilon/2, \delta)$
11. return the output of $A_c$

Since there are at most $r = 2$ such instances of $\text{BernHHH}$, the total space is

$$O\left(\frac{n}{\varepsilon} \left(\log n + \frac{1}{\varepsilon} + \log \log \log m\right)\right).$$

Combining with the space used by Morris counters gives us the total space bound of

$$O\left(\frac{n}{\varepsilon} \left(\log n + \frac{1}{\varepsilon} + \log \log \log m\right) + \log \log m\right).$$

### 2.3 $L_0$ Estimation

We now provide a streaming algorithm for the $L_0$ estimation problem, where the goal is to estimate the number of nonzero coordinates at the end of the stream. From the lower bound of Theorem 1.9, we cannot hope to estimate the $L_0$ norm of $f$ arbitrarily well. Surprisingly, we can attain a multiplicative approximation of $n^\varepsilon$ for arbitrarily small $\varepsilon$ even in the turnstile setting if we assume a computationally bounded adversary, similar to assumptions made in cryptography. Our model of a computationally bounded adversary will deal with the following Short Integer Solution (SIS) problem from lattice based cryptography.

**Definition 2.15** (Short Integer Solution (SIS) Problem). Let $n, m, q$ be integers and let $\beta > 0$. Given a uniformly random matrix $A \in \mathbb{Z}_q^{n \times m}$, the SIS problem is to find a nonzero integer vector $z \in \mathbb{Z}^m$ such that $Az = 0 \mod q$ and $\|z\|_2 \leq \beta$.

Starting from Ajtai’s work [Ajt96], it is known that the SIS problem enjoys an average-case to worst-case hardness. That is, for some appropriate parameter settings, solving the SIS problem is at least as hard as approximating several fundamental lattice based cryptography problems in the worst case.
Theorem 2.16. \[MP13\] Let \( n \) and \( m = \text{poly}(n) \) be integers, let \( \beta \geq \beta_\infty \geq 1 \) be reals, let \( Z = \{ z \in \mathbb{Z}^m : \| z \|_2 \leq \beta \text{ and } \| z \|_\infty \leq \beta_\infty \} \), and let \( q \geq \beta \cdot n^\delta \text{ for some constant } \delta > 0 \). Then solving SIS on average with non-negligible probability, and with parameters \( n, m, q \), is at least as hard as approximating lattice problems in the worst case on \( n \)-dimensional lattices to within a factor of \( \gamma = \max\{1, \beta \cdot \beta_\infty / q\} : O(\beta \sqrt{n}) \).

In the cryptography literature, lattice-based cryptography schemes are designed for any \( \gamma \) smaller than \( 2^{O(n \log \log n / \log n)} \) and the best approximation currently known is for \( \gamma = 2^{O(n \log \log n / \log n)} \) via the LLL algorithm \[Vai15\]. Improving the approximation factor to any asymptotically smaller \( \gamma \) would be a major breakthrough in cryptography. Therefore, our computational assumption is the following, which implies breaking any of our algorithms would require a major cryptographic breakthrough:

Assumption 2.17. No polynomial-time adversary can approximate worst-case \( n \)-dimensional lattice problems within a \( \gamma = 2^{O(n \log \log n / \log n)} \) factor.

In the \( L_0 \) streaming algorithm, we will only rely on hardness for much smaller values of \( \gamma \). Our algorithm for the \( L_0 \) estimation problem in data streams is the following. It first considers a partition of \( [n] \) into \( n^{1-\epsilon} \) consecutive chunks each of \( n^\epsilon \) coordinates. It then keeps track of \( n^{1-\epsilon} \) vectors, one for each chunk, by multiplying the corresponding update with a sketching matrix derived from the SIS problem. Our final estimate is the number of our \( n^{1-\epsilon} \) sketches which are nonzero when the stream ends. Note that we use the same sketching matrix \( A \) on each chunk, as described below.

Algorithm 5 \textsc{Estimate-L0}(n, m, \epsilon)

\begin{itemize}
  \item \textbf{Input:} Universe size \( n \), accuracy \( \epsilon \), and a stream of updates \( u_1, u_2, \ldots \), where each \( u_i \in [n] \) represents a single update to a coordinate of the underlying vector \( f \), and each \( u_i \) is an integer
  \item \textbf{Output:} \( n^\epsilon \)-multiplicative estimation of \( L_0 \) of \( f \)
  \begin{enumerate}
    \item Consider \( A \in \mathbb{Z}_q^{n^\epsilon \times n^\epsilon} \) is a uniformly random matrix for \( q = \text{poly}(n) \) and any \( 1/2 > c > 0 \)
    \item Keep track of \( n^{1-\epsilon} \) vectors of length \( n^\epsilon \), initially all 0 and each associated with a specific consecutive chunk of \( n^\epsilon \) coordinates of \( [n] \)
    \item for each update \( u_t \) with \( t \in [m] \) do
      \begin{enumerate}
        \item Update the sketch vector associated with the \( i \)-th chunk by adding \( u_t \cdot A_k \) to it, where \( A_k \) is the \( k \)-th column of \( A \), and where the stream update changes the \( k \)-th coordinate of the \( i \)-th chunk by an additive amount \( u_t \in \mathbb{Z} \)
      \end{enumerate}
    \item return the number of vectors that are nonzero
  \end{enumerate}
\end{itemize}

We now claim that if the final frequency vector \( f \) satisfies \( \| f \|_\infty \leq \text{poly}(n) \), then we can achieve an \( n^\epsilon \) multiplicative approximation for the \( L_0 \) estimation problem. Furthermore, we can achieve improved sublinear space if we are working in the random oracle model of cryptography, which was introduced in the pioneering work of Bellare and Rogaway \[BR93\]. In the random oracle model, we assume a publicly accessible random function which can be accessed to us \textit{and} the adversary. Each query gives a uniform random value from some output domain and repeated queries give consistent answers. The random oracle model is a well-studied model and has been used to design numerous cryptosystems \[BR93, BR96, CGH04, KM15\]. In practice, one can use SHA256 as the random oracle.
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Theorem 1.5. Let \( c \in (0,1/2) \) and assume the adversary cannot solve the SIS problem of Definition 2.15 with parameter \( \beta_\infty = \text{poly}(n) \) in Theorem 2.16 for sufficiently large \( n \). Then Algorithm 5 returns a \( n^c \) multiplicative approximation to the \( L_0 \) estimation problem on turnstile streams. Furthermore, the algorithm uses space \( \tilde{O}(n^{1-c+\epsilon c}) \). In the random oracle model, the algorithm uses space \( \tilde{O}(n^{1-c+\epsilon c}) \).

We remark that we only require \( \gamma = \text{poly}(n) \) for the application of Theorem 2.16 to Theorem 1.5. Furthermore, the algorithm also works for turnstile streams where the stream updates are allowed to be positive and negative. This is because we only require the final frequency vector \( f \) to satisfy \( \|f\|_\infty \leq \text{poly}(n) \) in Theorem 2.16; the signs of the entries in \( f \) do not matter.

Proof. By Theorem 2.16 and Assumption 2.17, we know that the adversary cannot find any nonzero vector \( x \) such that \( x^T A = 0 \) and \( \|x\|_\infty \leq \text{poly}(n) \). Thus if the vectors we track using \( A \) equal 0, we know that none of the coordinates in that chunk have a positive \( f_i \) value at the end. Similarly if the vector is nonzero, we know that there is at least one (and at most \( n^c \)) coordinates associated with that chunk that have nonzero frequency value at the end. Thus on each chunk of coordinates, we make multiplicative error at most \( n^c \) and the theorem follows.

For the space bound, note that we can generate the appropriate column of \( A \) on the fly via access to the random oracle (or we can store \( A \) explicitly if we do not use the random oracle model). Thus the only space used is to keep track of the \( n^{1-c} \) vectors of size \( n^c \), each associated with an \( n^c \) chunk of coordinates of \( [n] \).

We remark that Algorithm 5 works for turnstile streams where the stream updates are allowed to be positive and negative because we only require the final frequency vector \( f \) to satisfy \( \|f\|_\infty \leq \text{poly}(n) \) in Theorem 2.16 and the sign of the entries in \( f \) does not matter.

2.4 Graph Algorithms

In this section, we consider graph algorithms in the white-box adversarial streaming model. We first consider the vertex neighborhood identification problem, where an underlying graph \( G = (V,E) \) is defined through a sequence of updates \( u_1, \ldots, u_n \). In the vertex arrival model, we have \( |V| = n \) and each update \( u_i \) corresponds to a vertex \( v_i \in V \) as well as all vertices in \( V \) incident to \( v_i \). We say vertices \( u, v \in V \) are incident if there exists an edge \( (u,v) \in E \). We define the neighborhood of \( v \) by the set of all vertices that are incident to \( v \), i.e., \( N(v) = \{ u \mid (u,v) \in E \} \). The goal of the vertex neighborhood identification problem is to identify vertices \( u,v \in V \) such that \( N(u) = N(v) \).

Theorem 1.3. There exists an algorithm robust against white-box polynomial-time adversaries that reports all vertices with identical neighborhoods with probability at least 3/4, using space \( \tilde{O}(n \log n) \).

Proof. Since there are \( n \) vertices, there can only be \( n \) different neighborhoods. Note that each neighborhood can be represented as a binary vector of length \( n \) where the \( i \)-th coordinate is 1 if the \( i \)-th vertex is a neighbor and 0 otherwise. We can thus use a collision-resistant hash function that maps each a vector into a universe of size \( \text{poly}(n) \) and with probability at least 3/4, each distinct vertex neighborhood will be hashed to a different value. Hence it suffices to store the hash of the vertex neighborhood of each vertex and compare the hash values to see whether two vertices have the same neighborhood. Since there are \( n \) vertices and each hash value uses space \( \tilde{O}(\log n) \), then the total space is \( \tilde{O}(n \log n) \) bits of space. \( \square \)
We remark that Theorem 1.3 is tight, given the following one-way randomized communication complexity:

**Theorem 2.18** (Theorem E.1 in [MWY15]). Suppose Alice is given strings \(a_1, \ldots, a_n \in \{0,1\}^k\) and Bob is given strings \(b_1, \ldots, b_n \in \{0,1\}^k\) along with an index \(i \in [n]\). Then Alice must send \(\Omega(n \log k)\) bits of communication for Bob to determine whether \(a_i = b_i\) with probability at least 3/4.

**Corollary 2.19.** Any randomized algorithm that with probability at least 3/4, simultaneously reports all vertices with identical neighborhoods must use \(\Omega(n \log n)\) bits of space.

On the other hand, if the algorithm is required to be deterministic, we can show a stronger lower bound through the following formulation of the OR Equality problem:

**Definition 2.20.** In the OR Equality problem, OREq\(_{n,k}\), Alice has strings \(x_1, \ldots, x_k \in \{0,1\}^n\) and Bob has strings \(y_1, \ldots, y_k \in \{0,1\}^n\). Their goal is to determine the \(k\)-bit string \((z_1, \ldots, z_k)\) where each \(z_i = 1\) if \(x_i = y_i\) and \(z_i = 0\) otherwise, for each \(i \in [k]\).

**Theorem 2.21.** [KW09] For \(k \leq \frac{n}{\log n}\), the deterministic communication complexity of OREq\(_{n,k}\) is \(\Omega(nk)\), even if \(x_i = y_i\) for at most a single index \(i \in [k]\).

We now show that any deterministic algorithm that reports all vertices with identical neighborhoods uses space \(\Omega\left(\frac{n^2}{\log n}\right)\). By comparison, Theorem 1.3 uses space \(O(n \log n)\), thus showing a separation between deterministic algorithms and randomized algorithms against polynomially-bounded white-box adversaries.

**Theorem 1.4.** Any deterministic algorithm that reports all vertices with identical neighborhoods uses space \(\Omega\left(\frac{n^2}{\log n}\right)\).

**Proof.** Given an instance of OREq\(_{n,k}\) with \(k = \frac{n}{\log n}\), consider a graph \(G\) with \(3n\) vertices \(u_1, \ldots, u_n, v_1, \ldots, v_n, r_1, \ldots, r_n\). For \(i \in [k]\) and \(j \in [n]\), we connect \(u_i\) to \(r_j\) if and only if the \(j\)-th coordinate of \(x_i\) is 1. Similarly, for \(i \in [k]\) and \(j \in [n]\), we connect \(v_i\) to \(r_j\) if and only if the \(j\)-th coordinate of \(y_i\) is 1. Thus two vertices \(u_i\) and \(v_i\) have the same neighborhood if and only if \(x_i = y_i\). Hence any deterministic algorithm that reports all vertices with identical neighborhoods also solves OREq\(_{n,k}\). By Theorem 2.21 for \(k = \frac{n}{\log n}\), any deterministic algorithm robust against white-box adversaries that reports all vertices with identical neighborhoods uses space \(\Omega\left(\frac{n^2}{\log n}\right)\).

\[\square\]

### 2.5 Linear Algebra Algorithms

In this section, we provide algorithms robust to white-box adversaries for problems in linear algebra. The first problem we focus on will be the Rank Decision Problem defined as follows.

**Problem 2.22** (Rank Decision Problem). Given an integer \(k\), and a matrix \(A\), determine whether the rank of \(A\) is at least \(k\).

We can also use the cryptographic hardness of the SIS problem to solve the rank decision problem in data streams under the random oracle model. We assume the stream is composed of integer updates to the rows of a matrix \(A\) and the updates are bounded by \(\text{poly}(n)\). In the following text, we denote \(\text{poly}(n)\) to be any function bounded by \(n^C\) for some constant \(C\) which may change from line to line. However, this is not crucial if we assume \(n\) is sufficiently large.
**Theorem 1.6.** Suppose $A$ is a $n \times n$ matrix. There exists a constant $0 < c < 1$ such that the rank decision problem for $A$ can be solved in $\tilde{O}(nk^2)$ bits of space for any $k \leq n^c$ under the random oracle model assuming a computationally bounded adversary.

*Proof.* The algorithm chooses a matrix $H \in \mathbb{Z}_q^{k \times n}$ chosen from the same distribution as in the SIS problem of Definition 2.15. We pick the $q$ parameter in Theorem 2.16 to be $q \geq n^k \log n$. The algorithm always maintains $HA$, which is a $k \times n$ matrix. After the stream ends, it enumerates over all non-zero integer vectors $x$ with entries bounded by absolute value at most $n^k$ and checks if $HAx \equiv 0 \mod q$. If such an $x$ is found, it outputs the rank is less than $k$ and otherwise says the rank is at least $k$.

We first analyze the space. Note that the entries of $H$ can be generated on the fly to compute the sketch $HA$ using the random oracle. Assuming the entries of $A$ are bounded by $\poly(n)$, the overall space required is $\tilde{O}(nk^2)$ since $q$ requires $\tilde{O}(k)$ bits to specify.

We now prove the correctness. If $A$ has rank less than $k$, then there exists a $k \times k$ submatrix of $A$ which has rank less than $k$. Therefore, there exists a non-zero $x$ such that $Ax = 0$ and that the entries of $x$ can be taken to be integers bounded by $\poly(n)^k$ (we can see this in a variety of ways. For example, any $k \times k$ matrix with entries bounded by $\poly(n)$ has determinant at most $\poly(n)^k$ or by considering the row echelon form of the matrix). Since $q > \poly(n)^k$, we know that $x$ is not $0 \mod q$ and thus we will find a $x$ such that $HAx \equiv 0 \mod q$.

Otherwise, $A$ has rank at least $k$. In this case, if we find an $x$ with $HAx \equiv 0 \mod q$, then the adversary has found a $y = Az$ with entries bounded by $\poly(n)^k$ such that $Hy = 0$ and $y$ is not $0 \mod q$. This contradicts the assumption that the adversary is computationally bounded. Note that $y$ can have entries up to $\poly(n)^k$ so we can set $k$ as large as $n^c$ for a sufficiently small $c$ to satisfy our computational hardness requirements. Altogether, we output the correct answer in both cases. \qed

**Remark 2.23.** Our algorithm also works in the turnstile setting where an adversary can make positive or negative updates to the rows of $A$.

### 2.6 String Algorithms

In this section, we consider string algorithms in the white-box adversarial streaming model. For oblivious streams, algorithms often utilize Karp-Rabin fingerprints, which is a form of polynomial identity testing that determines whether two strings $U$ and $V$ are equal. Given a string $U \in \{0, 1\}^n$, the Karp-Rabin fingerprint of $U$ is $\sum_{i=1}^{n} U[i] \cdot x^i \mod p$ for some sufficiently random large prime $p$ and a generator $x$. The Karp-Rabin fingerprint utilizes the Schwart-Zippel lemma to show that with high probability, the fingerprints of $U$ and $V$ are identical if $U = V$ and the fingerprints are different if $U \neq V$.

Unfortunately, the Karp-Rabin fingerprint is not robust to white-box adversaries because Fermat’s little theorem shows that a string with $U[i] = 1$ and $U[j] = 0$ for all $j \neq i$ has the same Karp-Rabin fingerprint as a string $V \in \{0, 1\}^n$ with $V[i + p - 1] = 1$ and $V[j] = 0$ for all $j \neq i + p - 1$, given the same choice of $p$ and $x$. In other words, an adversary can use the information about the internal parameters of the Karp-Rabin fingerprint to easily generate a collision.

For the white-box adversarial model, we can instead use collision-resistant hash functions to hash strings $U$ and $V$ and compare their hashes for equality. However, we require the property that the hash value of a string $U$ can be computed as the characters of $U$ arrive sequentially. Fortunately,
the hash function in Theorem 2.5 randomly selects a large prime $p$ with $\mathcal{O}(\log \kappa)$ bits and then randomly chooses a generator $g$ of $p$. Then the hash function maps $h(U) = g^U \mod p$, which can be computed as characters of $U$ arrive sequentially. Thus, we set $h(U)$ to be the fingerprint of $U$.

**Lemma 2.24.** There exists a streaming algorithm that, with probability at least $1 - \frac{1}{\text{poly}(n)}$, determines whether (possibly adaptive) input strings $U$ and $V$ of length $n$ are equal and is robust against $T$-time white-box adversaries using $\mathcal{O}(\log \min(T,n))$ bits of space.

Similar to the techniques in [PP09, CFP+16, CKP19], we can use Lemma 2.24 as a subroutine in the pattern matching problem, where the goal is to find all instances of a pattern $P$ in a text $U$. For simplicity, we consider the case where the period $p$ of the pattern $P$ is also given as part of the input. The period $p$ of a string $S$ of length $n$ is the smallest integer $\pi$ such that $S[1:n-\pi] = S[\pi+1:n]$, e.g., see [PP09, EJS10, EGSZ17, EGSZ20], as well as the more common notion that every $p$ characters of the string are the same. We use the following structural property about strings:

**Lemma 2.25.** [PP09] If a pattern $P$ with period $p$ matches the text $U$ at a position $i$, there cannot be a match between positions $i$ and $i+p$.

Thus we can use the crucial fact that for our collision-resistant hash functions, the fingerprint of a string $U \circ V$ can be computed from the hashes of $U$ and $V$ and the length of $V$, to perform pattern matching in a stream.

**Algorithm 6** Pattern matching in a stream

**Input:** Pattern $P$ and its period $p$ of length $n$, text $U$ of length $\text{poly}(n)$, runtime $T$ of white-box adversary

**Output:** All positions of $P$ in $U$

1: Choose a collision-resistant hash function $h$ against adversaries with runtime $\text{max}(T,\text{poly}(n))$.
2: Compute the fingerprints $\psi \leftarrow h(P[1:p])$, $\phi \leftarrow h(P)$.
3: $m \leftarrow \emptyset$
4: for each index $i$ such that $h(T[i+1:i+p]) = \psi$ do
5: \hspace{1em} if $m \not\equiv i \pmod{p}$ then
6: \hspace{2em} $m \leftarrow i$
7: \hspace{1em} if $h(T[m+1:m+n]) = \phi$ then
8: \hspace{2em} Output $m$
9: \hspace{1em} $m \leftarrow m + p$

**Lemma 2.26.** For an input string $P$ with given period $p$, followed by a string $T$, there exists a streaming algorithm that, with probability at least $1 - \frac{1}{\text{poly}(n)}$, finds all instances of $P$ within $T$ that is robust against $T$-time white-box adversaries and uses $\mathcal{O}(\log T)$ bits of space.

**Proof.** Consider Algorithm 6. Lemma 2.25 implies that if $U[i+1:i+p]$ matches $P[1:p]$ for any index $i$, then either $U[i+1:i+2p]$ matches $P[1:2p]$ or there is at most one index $j \in [i+p+1,i+2p]$ that matches $P[1:p]$. In other words, any sequence of matches for the first $p$ characters of $P$ must either be exactly $p$ characters apart or be more than $p$ characters apart thus eliminating the possibility of previous positions that have not already been verified as periods. Hence for any index
i of $U$ at which an instance of $P$ begins, either $i \equiv m \pmod{p}$ or $i$ will be a certificate that all positions $j = m + kp$ with integer $k \geq 0$ and $j < i$ do not match the pattern $P$. In the former case, $i - p$ must also be an instance of the pattern, so $m$ will be increased by $p$ to $i$ after verifying the position $i - p$. In the latter case, all future matches of $P[1,p]$ within the next $n$ characters of $i$ must occur at multiples of $p$ away from $i$ by Lemma 2.25. Thus in either case, Algorithm 6 will report $i$.

3 Lower Bound Techniques

In this section, we present techniques to showing lower bounds in the white-box adversarial streaming model. Surprisingly, our reductions can utilize deterministic communication complexity protocols, even to show lower bounds for randomized algorithms. We apply our techniques to show lower bounds for $F_p$ estimation for all $p \geq 0$, including estimating the number of distinct elements for $p = 0$, as well as matrix rank estimation.

3.1 Lower Bounds for $F_p$ Estimation

We illustrate Theorem 1.8 with a lower bound for $F_p$ moment estimation through a reduction from the following formulation of the Gap Equality problem:

**Definition 3.1 (Gap Equality).** In the deterministic Gap Equality problem $\text{DetGapEQ}_n$, Alice receives a string $x \in \{0,1\}^n$ with $|x| = \frac{n}{2}$ and Bob receives a string $y \in \{0,1\}^n$ with $|y| = \frac{n}{2}$. Their goal is to use a deterministic protocol to determine whether $x = y$, given the promise that either $x = y$ or the Hamming distance $\text{HAM}(x,y)$ satisfies $\text{HAM}(x,y) \geq \frac{n}{10}$.

**Theorem 3.2.** ([BCW98]) The deterministic communication complexity of $\text{DetGapEQ}_n$ is $\Omega(n)$.

We use the Gap Equality problem to show lower bounds for $F_p$ moment estimation in the white-box adversarial streaming model; Theorem 1.10 follows from a similar reduction.

**Theorem 3.3.** For any $p \geq 0$ with $p \neq 1$, there exists a constant $C_p > 1$ such that any white-box adversarially robust algorithm that outputs an $C_p$-approximation to $F_p$ with probability at least $9/10$ requires $\Omega(n)$ space.

We remark that a stronger version of Theorem 3.3 can be proved, in which the streaming algorithm can hide bits from the adversary.

**Proof.** First note that given vectors $u, v \in \{0,1\}^n$ with $|u| = |v| = \frac{n}{2}$ and $\text{HAM}(u,v) \geq \frac{n}{10}$, there exists a constant $C_p$ such that $C_p \|2u\|_p \leq \|u + v\|_p$ for $p \in [0,1)$ and $C_p \|u + v\|_p \leq \|2u\|_p$ for $p > 1$. Assume for the sake of contradiction that there exists an algorithm $\mathcal{A}$ that uses $o\left(\frac{n}{2}\right)$ space and $k$ hidden private bits and outputs a $C_p$-approximation to $F_p$ with probability at least $9/10$ in the white-box adversarial model. Given an instance of $\text{DetGapEQ}_n$, Alice receives a string $x \in \{0,1\}^n$ with $|x| = \frac{n}{2}$ and Bob receives a string $y \in \{0,1\}^n$ with $|y| = \frac{n}{2}$. Alice creates a stream $S$ that induces the frequency vector $x$.

Because Alice and Bob must solve $\text{DetGapEQ}_n$ deterministically, $k$ random bits cannot be selected. Instead, Alice runs a separate instance of $\mathcal{A}$ on $S$ for each of the $2^k$ possible realizations of the $k$ random bits. For the $i$-th realization of the sequence of the hidden random bits under some fixed ordering, Alice deterministically chooses a sequence $R_i$ of public random bits such that $\mathcal{A}$ is
correct for at least $9/10$ fraction of the possible values of $y$. Otherwise, if such a sequence does not exist, Alice sets the sequence $R_i$ to be the all zeros sequence. For each $i \in [2^k]$, Alice then runs the algorithm $A$ on the $i$-th realization of the sequence of the hidden random bits under some fixed ordering, the deterministic fixing of the sequence $R_i$ to use as $A$’s public “random bits”, and the input $x$ to create a state $\sigma_i(x)$. Alice then sends the set of states $\sigma_1(x), \ldots, \sigma_{2^k}(x)$ to Bob.

Bob creates a stream that induces the frequency vector $y$. For each $i \in [2^k]$, Bob takes $\sigma_i(x)$, continues running $A$ on the created stream, so that the underlying frequency vector is $x + y$, and queries the algorithm. Since a $C_p$-approximation to the norm of $x + y$ distinguishes whether $x = y$ or $\text{HAM}(x, y) \geq \frac{n}{10}$ by the above argument, then for each $i \in [2^k]$, Bob can determine whether the $i$-th instance of $A$ outputs whether $x = y$ or $\text{HAM}(x, y) \geq \frac{n}{10}$ by enumerating over all possible “random” strings and taking the majority output by the algorithm. By the correctness of $A$ in the white-box adversarial model, for at least $9/10$ of the possible realizations of the sequence of the hidden random bits under some fixed ordering will also be correct for all possible values of $y$, across at least $9/10$ of the possible public random bits used by the algorithm. Thus at least $9/10$ fraction of the states $\sigma_i(x)$ sent by Alice, where $i \in [2^k]$, will succeed for all possible values of $y$. Hence, at least $9/10$ fraction of the $2^k$ outputs by Bob will be correct, allowing Bob to distinguish whether $x = y$ or $\text{HAM}(x, y) \geq \frac{n}{10}$.

From our assumption, each instance of $A$ uses $o\left(\frac{n}{2^k}\right)$ space. Thus the states $\sigma_i(x)$ sent by Alice, where $i \in [2^k]$, use at most $o(n)$ communication, which contradicts Theorem 3.2. It follows that $A$ uses $\Omega\left(\frac{n}{2^k}\right)$ space.

### 3.2 Lower Bound for Deterministic Approximate Counting

A natural question is whether the techniques of Theorem 1.8 extend to multiplayer communication games. Unfortunately, Theorem 1.11 shows that the technique provably cannot generalize.

**Theorem 1.11.** Given a constant $\varepsilon > 0$, any deterministic algorithm that outputs a $(1 + \varepsilon)$-approximation to the number of ones in a length-$n$ stream of bits must use $\Omega(\log n)$ bits of space, even if the algorithm has a timer which tells it how many stream updates it has seen so far.

Theorem 1.11 is proven by showing that all read-once branching programs require at least poly($n$) states to approximately count the number of ones in a length $n$ stream. Hence in a communication protocol across $n$ players where each player is given a single bit and the goal is to approximately count the number of ones held across all players, the maximum communication by a single player must be at least $\Omega(\log n)$ bits. This implies that our techniques which reduce hardness for white-box adversarially robust algorithms to two-player deterministic communication lower bounds cannot be generalized to multiplayer deterministic communication lower bounds, since such a generalization would imply a space lower bound of $\Omega(\log n)$ for approximate counting, whereas Morris counters use $O\left(\log \log n + \log \frac{1}{\varepsilon} + \log \frac{1}{\delta}\right)$ bits of space.

We now prove Theorem 1.11. Assume that there is an algorithm which, using $s$ bits of memory, counts the number of $1$’s in a stream, consisting of $0$’s and $1$’s, approximately. A key result of this section is that to count up to $n$ $1$’s up to a factor of $1 + \varepsilon$, where $\varepsilon > 0$ is constant, we must have $s = \Omega(\log n)$; this asymptotically matches the bound required to count it exactly. Moreover the bound that holds even if the streaming algorithm has access to a clock that keeps track of the index of the input being read (the algorithm is not charged for the memory required to store the index). Such an algorithm can be modeled as an oblivious leveled read-once branching program (also known as Ordered Binary Decision Diagram, abbreviated as OBDD) of width $2^s$ over the input alphabet
{0, 1}. (Without loss of generality, we let the stream be infinite and therefore the length of the OBDD is also infinite.)

More generally, we show that the lower bound applies to a larger class of counting functions called monotonic counters.

**Definition 3.4 (Monotonic Counters).** Let Σ be the input alphabet. A monotonic counter is a function \( \chi : \Sigma^* \to \mathbb{N}\setminus\{0\} \) satisfying \( \chi(\varepsilon) = 1 \) for the empty string \(^1\) and \( \{\chi(\sigma a) - \chi(\sigma) : a \in \Sigma\} = \{0, 1\} \), for every \( \sigma \in \Sigma^* \).

In words, the counter is initialized to 1 at time 1. The counter can increase by at most 1 in each time step, and stays the same for at least one input symbol and strictly increases by 1 for at least one input symbol, thereby ensuring that the counter can assume all possible values in \( \{1, 2, \ldots, t\} \) at time \( t \).

Fix a monotonic counter \( \chi \) over an input alphabet \( \Sigma \). Let \( P \) be an OBDD also over \( \Sigma \) and let \( P(\sigma) \) denote the node reached in \( P \) on input \( \sigma \in \Sigma^* \). Fix any node \( u \in P \) and let \( C_u = \{\chi(\sigma) : P(\sigma) = u \text{ for some } \sigma\} \) be the nonempty set of values of the monotonic counter for input sequences that reach node \( u \).

To characterize the error in \( P \)'s computation, we abstractly let \( \varepsilon : \mathbb{N} \to \mathbb{R}_{\geq 0} \) be a function that represents the error in approximation. For example:

1. \( \varepsilon(k) = \delta k \) where \( \delta > 0 \) is a fixed constant \( \implies \) \((1 + \delta)\)-multiplicative approximation.
2. \( \varepsilon(k) = (n^\delta - 1)k \) where \( 0 < \delta < 1 \) is a fixed constant \( \implies n^\delta\)-multiplicative approximation.
3. \( \varepsilon(k) = n^\delta \) where \( 0 \leq \delta < 1 \) is a fixed constant \( \implies n^\delta\)-additive approximation.

We say that a set \( C \) of values is \( \varepsilon \)-bound if the deviation of its maximum value from \( k \) is at most \( \varepsilon(k) \) for every \( k \in C \). We say that \( P \) has error \( \varepsilon \) at time \( t \) if \( C_u \) is \( \varepsilon \)-bound for every node \( u \) at time \( t \).

For a node \( u \), let \( J_u = [\min(C_u), \max(C_u)] \) be the interval that minimally covers \( C_u \), and let \( I_0(t) \) be the set of intervals \( J_u \) over all nodes \( u \) at level \( t \). Define \( I(t) \) to be the set of all maximal intervals (under set inclusion) in \( I_0(t) \). Note that \( |I(t)| \) is a lower bound on the number of nodes in \( P \) at time \( t \). For this section, it suffices to consider the error in approximation induced by the intervals in \( I(t) \). Namely, if \( P \) has error \( \varepsilon \) at time \( t \), then it implies every interval of \( I(t) \) is \( \varepsilon \)-bound.

**Lemma 3.5.** \( I(1) = \{[1, 1]\} \).

**Proof.** This holds because the initial value of the monotonic counter is 1. \( \square \)

**Lemma 3.6.** Let \( t' \geq t \geq 1 \). For every interval \( [k, \ell] \in I(t) \), there exists an interval in \( I(t') \) containing \([k, \ell]\).

**Proof.** The statement is trivially true for \( t' = t \) and we show that it holds for \( t' = t + 1 \); it follows by induction that also holds for all \( t' \geq t \). Let \( u \) be the node in level \( t \) such that \( J = J_u = [k, \ell] \) is the interval associated with node \( u \). Let \( \sigma \) be an input sequence such that \( P(\sigma) = u \) and \( \chi(\sigma) = k \).

Similarly, let \( \rho \) be another input sequence such that \( P(\rho) = u \) and \( \chi(\rho) = \ell \).

Let \( a \in \Sigma \) be such that \( \chi(\sigma a) = \chi(\sigma) = k \). Let \( v = P(\sigma a) \) be the node reached in level \( t + 1 \). Then \( v = P(\rho a) \) as well and \( \chi(\rho a) \geq \chi(\rho) = \ell \). Thus \( J_v \supseteq [k, \ell] \) implying that there is an interval in \( I(t + 1) \) that contains \([k, \ell]\). \( \square \)

---

\(^1\)This does not entail a loss of generality for monotonic counters that can also output 0; such exceptional sequences can be handled separately.
Lemma 3.7. Let $t \geq 1$. For every interval $[k, \ell] \in I(t)$, there exists an interval in $I(t+1)$ containing $[k+1, \ell+1]$.

Proof. Let $u$, $\sigma$ and $\rho$ be as in the proof of Lemma 3.6. Let $a \in \Sigma$ be such that $\chi(\rho a) = \chi(\rho)+1 = \ell+1$. Let $v = P(\rho a)$ be the node reached in level $t+1$. Then $v = P(\sigma a)$ as well and $\chi(\sigma a) \leq \chi(\sigma)+1 = k+1$. Thus $J_v \supseteq [k+1, \ell+1]$ implying that there is an interval in $I(t+1)$ that contains $[k+1, \ell+1]$. □

Now fix any family $\{I(t)\}_{t \geq 1}$, where $I(t)$ for each “time” $t$ is a set of maximal intervals. The proof below depends only on the assumption the family satisfies Lemma 3.5, Lemma 3.6, and Lemma 3.7 above. Our goal is to give a lower bound on $|I(t)|$ for some appropriate time $t$. We say that $k$ is present at time $t$ if there exists an interval in $I(t)$ whose left endpoint is $k$.

Lemma 3.8. 1 is present at all times.

Proof. By Lemma 3.5, $[1, 1] \in I(1)$, and by Lemma 3.6, $I(t)$ contains an interval $[k, \ell] \supseteq [1, 1]$ for each $t \geq 1$. Because $k \geq 1$ we have $k = 1$. □

We say that $k$ is exceptional at time $t$ if $k$ is present at time $t$ but $k+1$ is absent at time $t+1$. We show first that if exceptional counts occur very few times then we get a lower bound $|I(t)|$ for some time $t$. Fix a time horizon $n$ and the corresponding subfamily $\{I(t)\}_{t=n+1}$. For each $h \geq 1$, let $\phi_h$ be the number of times $t \in \{1, 2, \ldots, n\}$ that some count $1 \leq k \leq h$ is exceptional at time $t$.

Lemma 3.9. If $(\phi_h + 1)h \leq n$, then there exists $t_0 \in \{1, 2, \ldots, n+1\}$ such that $|I(t_0)| \geq h+1$.

Proof. In the interval $[1, n]$, mark the times $t$ when some count $1 \leq k \leq h$ is exceptional at time $t$. The unmarked times can be represented as a disjoint union of $\phi_h + 1$ intervals. By the pigeonhole principle, there exists one interval with size at least $h$. Let $\{t, t+1, \ldots, t+h-1\}$ be such that no count $1 \leq k \leq h$ is exceptional in that interval. We show by induction that every count in $\{1, 2, \ldots, k\}$ is present at time $t+k-1$ for $1 \leq k \leq h+1$. That would imply for $k = h+1$ that $|I(t+h)| \geq h+1$. Since $t+h-1 \leq n$, the lemma holds with $t_0 = t+h$.

The base case $k = 1$ follows by Lemma 3.8. Assume the statement holds for some $1 \leq k \leq h$. Then, since each count in $\{1, 2, \ldots, k\}$ is non-exceptional at time $t+k-1$, it follows by definition that each count in $\{2, \ldots, k+1\}$ is present at time $t+k$. Together with Lemma 3.8, it follows that each count in $\{1, 2, \ldots, k+1\}$ is present at time $t+k$ as well. □

We will now bound $\phi_h$ so that the above lemma can be applied for $h$ as large as possible. The idea below is to show that if a single count is exceptional too many times, then it belongs to some interval of large length, violating the approximability guarantee.

Lemma 3.10. Suppose $k$ is exceptional at each time $t \in E$ for some nonempty set $E$. Then for all $t > \max(E)$, there exists an interval in $I(t)$ containing $k$ whose right endpoint is at least $k + |E|$.

Proof. For every $s \in E$, since $k$ is exceptional at time $s$, it is also present at time $s$ by definition. Let $t_0$ be the minimum value in $E$ and let $[k, \ell_0] \in I(t_0)$ for some $\ell_0$ certify $k$’s presence at time $t_0$. We show the following statement, denoted $P(E, t_0, \ell_0)$, by induction on $|E|$: for each $t > \max(E)$ there exists an interval in $I(t)$ containing $k$ such that its right endpoint is at least $\ell_0 + |E|$. Since $\ell_0 \geq k$, this proves the lemma.

For $|E| = 1$, because $[k, \ell_0] \in I(t_0)$, by Lemma 3.7, there exists an interval $[k', \ell'] \supseteq [k+1, \ell_0+1]$ in $I(t_0+1)$. Because $k+1$ is absent at time $t_0+1$, we have $k' \leq k$. By Lemma 3.6, there
exists \( J \in I(t) \) with \( J \supseteq [k', l'] \supseteq [k, \ell_0 + 1] \). Thus, \( k \in J \) and the right endpoint of \( J \) is at least \( \ell_0 + 1 = \ell_0 + \lfloor |E| \rfloor \).

For \( |E| > 1 \), let \( t_1 \neq t_0 \) denote \( \max(E) \). Let \( [k, \ell_1] \in I(t_1) \) for some \( \ell_1 \) certify \( k \)'s presence at time \( t_1 \). Let \( F = E \setminus \{t_1\} \) and observe that \( t_0 = \min(F) \) as well. Apply the induction hypothesis \( P(F, t_0, \ell_0) \): since \( t_1 > \max(F) \), there exists an interval in \( I(t_1) \) containing \( k \) such that its right endpoint is at least \( \ell_0 + |F| \). On the other hand, \([k, \ell_1]\) is maximal in \( I(t) \), therefore \( \ell_1 \geq \ell_0 + |F| \).

Apply the induction hypothesis \( P(\{t_1\}, t_1, \ell_1) \): for every \( t > t_1 = \max(E) \), there exists an interval in \( I(t) \) containing \( k \) such that its right endpoint is at least \( \ell_1 + 1 \geq \ell_0 + |F| + 1 = \ell_0 + |E| \).

Finally, we consider the situation where every element of \( I(n+1) \) is \( \varepsilon \)-bound. By Lemma 3.10, each \( k \) can be exceptional at most \( \varepsilon(k) \) times in \( \{1, 2, \ldots, n\} \). This gives an immediate bound on \( \phi_h \) namely \( \phi_h \leq \sum_{k=1}^{h} \varepsilon(k) \). To apply Lemma 3.9, we find the largest \( h \) such that \( \left( 1 + \sum_{k=1}^{h} \varepsilon(k) \right) h \leq n \).

For example, when \( \varepsilon(k) = \delta k \), where \( \delta > 0 \) is constant, we have \( \sum_{k=1}^{h} \varepsilon(k) \leq \delta h(h + 1)/2 \). Therefore there exists a good choice of \( h \) with \( h = \Theta(n^{1/3}) \) that yields a polynomial bound for \( |I(t_0)| \).

For a multiplicative approximation \( n^{1-\delta} \), where \( \delta > 0 \) is constant, we can choose \( h = \Theta(n^{\delta/3}) \) for some \( 0 < \delta' < \delta \) and still obtain a polynomial bound for \( |I(t_0)| \). Finally, for an additive approximation \( n^{1-\delta} \), we can choose \( h = \Theta(n^{\delta/2}) \) for some \( 0 < \delta' < \delta \).

The proof of Theorem 1.11 follows by noting that since \( |I(t_0)| = \Omega(\poly(n)) \), the number of states in any deterministic approximate counting algorithm must also be \( \Omega(\poly(n)) \). Therefore, the algorithm requires at least \( \Omega(\log n) \) bits of space.

### 3.3 A Communication Complexity Model for White-Box Adversaries

We can formulate the communication game in Theorem 1.8 in terms of a communication matrix. The communication matrix differs from existing two-player communication games because the protocol may not necessarily succeed against all possible inputs to the players; there can be specific inputs to the protocol that cause failure, provided that these inputs cannot be found by a \( T \)-time randomized algorithm. The communication model is particularly interesting due to the equality problem and its previously discussed complexity in this model, which depends on the runtime \( T \). On the other hand, problems like set disjointness and index do not seem to exhibit such a dependence. Thus we believe that this communication complexity model may be of independent interest.

Assume that there exists a streaming algorithm \( \mathcal{A} \) robust against \( T \)-time white-box adversaries that can be used to compute a function \( f(x, y) \) using \( s \) bits of communication with probability \( p \). In the communication protocol, Alice creates a stream \( S_x \) that induces the input \( x \). Alice runs \( \mathcal{A} \) on \( S_x \) and communicates the \( s \)-bit state of \( \mathcal{A} \) to Bob. Bob then continues running \( \mathcal{A} \) on a stream \( S_y \) that induces the input \( y \), starting from the \( s \)-bit state that Bob receives from Alice. The output \( f(x, y) \) is the output of \( \mathcal{A} \) when run on the stream \( S_x \circ S_y \), where \( \circ \) denotes concatenation.

We now define a communication matrix for the randomized one-way communication protocol induced by \( \mathcal{A} \). Consider a matrix \( M \) whose rows are indexed by tuples \((x, r_x)\), where \( x \) is Alice’s input and \( r_x \) is Alice’s randomness, and whose columns are indexed by tuples \((y, r_y)\), where \( y \) is Bob’s input and \( r_y \) is Bob’s randomness. The entry \( M_{(x, r_x), (y, r_y)} \) of \( M \) denotes the output of the two-player communication game when Alice holds \((x, r_x)\) and Bob holds \((y, r_y)\). Since \( \mathcal{A} \) uses \( s \) space, there exists a partition of the rows of \( M \) into \( 2^s \) parts such that if \((x, r_x)\) and \((x', r_{x'})\) are in the same part, then \( M_{(x, r_x), (y, r_y)} = M_{(x', r_{x'}), (y, r_y)} \). This corresponds to the fact that Alice sends...
Bob the same $s$-bit state $\text{state}(x, r_x)$ whether Alice held $(x, r_x)$ or $(x', r_{x'})$. For each $(x, r_x)$, define

$$p_{\text{state}(x, r_x)} = \min_y \Pr_{r_y} [M(x, r_x, x, r_y) = f(x, y)]$$

which is the minimum probability that $A$ outputs $f(x, y)$ over all possible inputs $y$ chosen by a white-box adversary. Note that (1) is well-defined because $M(x, r_x, x, r_y) = M(x', r_{x'}, x', r_y)$ whenever $\text{state}(x, r_x) = \text{state}(x', r_{x'})$. By the robustness of $A$ against a white-box adversary, we have the guarantee that for all inputs $x$, $\mathbb{E}_{r_x} [p_{\text{state}(x, r_x)}] \geq p$.

We now consider the situation in which the white-box adversary $A$ is computationally bounded. In this setting, the adversary may not be able to enumerate over all inputs $y$ and output the $y$ that minimizes $\Pr_{r_y} [M(x, r_x, x, r_y) = f(x, y)]$. Hence a communication protocol $A$ robust against computationally bounded white-box adversaries $A$ satisfies the weaker guarantee that

$$\mathbb{E}_{y=A(\text{state}(x, r_x))} \Pr_{r_y} [M(x, r_x, x, r_y) = f(x, y)] \geq p$$

for all computationally bounded adversaries $A$ and inputs $x$.
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