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Abstract In this work we investigate the presence of magnetic monopoles that engender multimagnetic structures, which arise from an appropriate extension of the SU(2) gauge group. The investigation is based on a modified relativistic theory that contain several gauge and matter fields, leading to a Bogomol’nyi bound and thus to a first order framework, from which stable multimagnetic solutions can be constructed. We illustrate our findings with several examples of stable magnetic monopoles with multimagnetic properties.

1 Introduction

Magnetic monopole has been an important object of investigation in theoretical physics ever since Dirac first showed that it can be incorporated into the framework of electromagnetism in a simple and elegant way [1,2]. Of particular importance is the demonstration, also given by Dirac, that their mere existence could, when combined with the postulates of quantum mechanics, provide a natural explanation for the quantization of electric (and magnetic) charge.

Despite this theoretical triumph, lack of experimental evidence for the existence of monopoles led Dirac’s theory to be regarded as a mathematical curiosity. Almost fifty years later, ’t Hooft [3] and Polyakov [4] independently found a topological monopole solution for a Yang–Mills–Higgs theory; see also Refs. [5–7]. The ’t Hooft-Polyakov monopole presents a magnetic charge which is directly proportional to a topological invariant called the winding number, or topological degree [8,9]. Perhaps even more important than the solution itself was the realization that magnetic monopoles were an unavoidable consequence of spontaneous symmetry breaking in grand unification theories [3]. The so called monopole problem, regarding the apparent absence of these particles in our universe despite the theoretical predictions of their production in the early universe [10] was one of the main motivations for the development of inflationary universe models [11,12].

The study of magnetic monopoles has further evolved by the introduction of models with enhanced gauge symmetry [13,14]. This enhancement allows for more complex monopoles, which now emerge from a much richer topology and present internal structure. Works [15–17] have been developed along these lines, and we have also conducted a similar investigation in (2,1) dimensions, which led to vortices possessing a novel internal structure, which is reflected by the magnetic field associated with these solutions [18]. In this sense, we believe that the present study, in which we deal with models where the SU(2) symmetry is enhanced to describe products of several SU(2) factors will also induce interest in planar systems, following the lines of [18]. In the case of vortices, enhancement of the basic U(1) symmetry to a product of $N$ factors, $U(1) \times U(1) \times \cdots \times U(1)$, can be directly connected to the addition of several order parameters in the system. The interest here can be extended to vortices in superconductors described by the Ginzburg–Landau theory and is directly connected with the study of two- and three-component systems that appeared in Refs. [19–21]. The subject is also of interest to the case of the multi-component Gross–Pitaevskii equations that describe the mean-field dynamics of spin-1 and spin-2 Bose–Einstein condensates; see, e.g., Ref. [22] and references therein for more information on these issues. Moreover, the idea can also be very naturally extended to kinks in the real line, in direct connection with the work [23], in which the $Z_2$ symmetry is enhanced to $Z_2 \times Z_2$, and can be used in applications similar to the very recent one, described in [24], where geometrically constrained kinks contribute to modify the behavior of fermions, leading to situations of practical interest for the constructions of electronic devices at the nanometric scale. There are other more involved situations, in which the gauge group can appear as a product of the form $SU(N_1) \times SU(N_2) \times \cdots \times SU(N_p)$; this is the case, for instance, in the Atiyah, Drinfeld, Hitchin, and Manin
construction of multi-instantons with product group gauge theories that arise from D3-branes; see, e.g., [25] and references therein.

In this work we will build upon the investigation conducted in [17] to construct multimagnetic structures, which emerge from the superposition of magnetic shells, each of which is the result of spontaneous symmetry breaking in a SU(2) subgroup of the full gauge group, under whose transformations our models will be taken to be invariant. Research from the last decade has brought to light a great variety of interesting applications for bimagnetic structures, ranging from engineering to biomedicine [26–29]. One particularly interesting application lies in the possibility of using the exchange bias present on multilayers of magnetic materials, which is the result of spontaneous symmetry breaking in a SU(2) subgroup, under whose transformation the exchange bias present on multilayers of magnetic materials is expected to be satisfied by BPS solutions. We then proceed, in Sects. 3 and 4, to solve some examples which engender the sought-after multimagnetic structures, and investigate their properties. Finally, in Sect. 5, we discuss our results and add some perspectives of future works in the subject.

2 General procedure

We work in four dimensional Minkowski spacetime with metric (−, +, +, +), and consider a class of non-abelian models with the Lagrangian density of the form

\[ \mathcal{L} = - \sum_{n=1}^{N} \frac{P^{(n)}(|\phi|)}{4} F^{(n)a}_{\mu\nu} F^{(n)a\mu\nu} - \sum_{n=1}^{N} \frac{M^{(n)}(|\phi|)}{2} D^{(n)a}_{\mu} \phi^{(n)a} D^{(n)a}_{\mu} \phi^{(n)a} - V(|\phi|), \]

(1)

where \( N \) is a positive integer, \( (|\phi|) \) stands for the set \( (|\phi^{(1)}|, |\phi^{(2)}|, \ldots, |\phi^{(N)}|) \), \( D^{(k)}_{\mu} \phi^{(k)a} \) is the action of covariant derivative in the \( k \)-th sector with coupling \( g^{(k)} \) and \( F^{(k)a}_{\mu\nu} = \partial_{\mu} A^{(k)a}_{\nu} - \partial_{\nu} A^{(k)a}_{\mu} + g^{(k)} \epsilon^{abc} A^{(k)b}_{\mu} A^{(k)c}_{\nu} \) is the \( k \)-th field strength. The potential is denoted by \( V(|\phi|) \).

This Lagrangian is invariant under the action of the product of \( N \) SU(2) groups, in the form \( \text{SU}(1,1) \times \cdots \times \text{SU}(N) \). Each scalar field is a SU(2)-valued quantity, given by \( \phi^{(n)} = \phi^{(n)a} T^a \), where \( T^a = -i \sigma^a / 2 \) are the generators of SU(2), given in terms of the three Pauli matrices \( \sigma^a \). Each \( \phi^{(n)} \) is charged only in the respective SU(2) subgroup, and is thus coupled to a gauge field \( A^{(n)a}_{\mu} = A^{(n)a}_{\mu} T^a \). The condition \( \langle T^a, T^b \rangle = -2 \text{Tr}(T^a T^b) = \delta^{ab} \) may be used to define an inner product in SU(2), under which one obtains the norm \( |\phi^{(n)}| = \sqrt{\phi^{(n)a} \phi^{(n)a}} \). Throughout this work, the Einstein summation convention is always implied for Lorentz and SU(2) internal indices, but not for the remaining ones, which simply label the SU(2) subgroups and are always enclosed in parentheses.

The functions \( P^{(n)} \) and \( M^{(n)} \) are nonnegative and may, in principle, depend on all the scalar fields \( |\phi| \), respecting the gauge symmetry, but we shall shortly restrict their forms, aimed to implement some possibilities capable of giving interesting stable minimum energy configurations. We generically require that these functions take finite values when the field configurations approach the vacuum manifold, which will be topologically non trivial, in order to allow for finite energy topological solutions. The solutions can be classified according to a set of \( N \) integers, which, in analogy to the standard monopole, we may relate to quantized “magnetic” charges emerging from the unbroken U(1) symmetry from each SU(2) submanifold.

The field equations derived from (1) for the \( k \)-th sector are

\[ D^{(k)}_{\mu} \left( M^{(k)}(k) D^{(k)a}_{\mu} \phi^{(k)a} \right) = \frac{1}{4} \sum_{n=1}^{N} \frac{1}{\partial|\phi^{(k)}a|} F^{(n)b}_{\mu\nu} F^{(n)b\mu\nu} \]
where the covariant derivatives also act in the following form
\[ D^{(k)}_\mu \left( P^{(k)} F^{(k)\mu\nu} \right) = g^{(k)} M^{(k)} \epsilon^{abc} \phi^{(k)b} D^{(k)\nu} \phi^{(k)c}, \]
(2b)

Let us now consider static solutions, which may be obtained as time independent fields which obey equations of motion in a gauge such that order framework. This can be achieved by setting \( A_0^{(n)} = 0 \) (leading to the non-abelian analogues of Gauss’ law to be trivially solved). The energy functional in this case is given by
\[ E = \sum_{n=1}^{\infty} \int d^3x \left[ \frac{1}{2} M^{(n)} |D^{(n)} \phi^{(n)}|^2 + \frac{1}{2} P^{(n)} |B_k^{(n)}|^2 + V(|\phi|) \right]. \]
(3a)

\[ E = \sum_{n=1}^{\infty} \int d^3x \left[ \frac{1}{2} M^{(n)} |D^{(n)} \phi^{(n)}|^2 + \frac{1}{2} P^{(n)} |B_k^{(n)}|^2 + V(|\phi|) \right] + 4\pi \sum_{n=1}^{\infty} \omega^{(n)} |Q_i^{(n)}|. \]
(4a)

where \( Q_i^{(n)} \in \mathbb{Z} \) is the topological charge associated with the \( \phi^{(n)} \), \( A_\mu^{(n)} \) solutions, defined in the same way as in the standard SU(2) Yang–Mills–Higgs theory [9]. The second term in the right hand side is recognized as the summation of the fluxes arising from the magnetic fields in each sector. The observation that the first integral in (4) is non-negative leads to the Bogomol’nyi bound
\[ E \geq 4\pi \sum_{n=1}^{\infty} \omega^{(n)} |Q_i^{(n)}|. \]
(5a)

The equality in (5) is attained if and only if the first order equations
\[ B_k^{(n)} = \mp \frac{D_k^{(n)} \phi^{(n)}}{P^{(n)}} \]
(6a)

are satisfied for each \( n \). By direct derivation it is straightforward to show that solutions of (6) always solve the second order equations. Deviations from the static case give rise to quadratic terms in \( F^{(n)}_{\mu\nu} \) and \( \partial_0 \phi^{(n)} \) which must be added to the integral in (3). Such terms may only increase the energy, and thus configurations that solve (6) are global minima of this functional.

We shall henceforth concern ourselves with spherically symmetric static solutions. Since we are choosing \( A_0^{(n)} = 0 \), as is well known, these restrictions allow us to write the fields in the form [3,4]
\[ \phi^{(n)} = \frac{x_0}{r} H^{(n)}(r), \]
(7a)
\[ A_i^{(n)} = \frac{e_{ab}}{g^{(n)} r^2} (1 - K^{(n)}(r)), \]
(7b)

subject to the conditions
\[ H^{(n)}(0) = 0, \quad K^{(n)}(0) = 1, \quad H^{(n)}(\infty) \rightarrow \pm v^{(n)}, \quad K^{(n)}(\infty) \rightarrow 0. \]
(8a)

These requirements ensure that the ensuing energy is finite, while also enforcing symmetry breaking and thus resulting in topological solutions. The form of this Ansatz implies \( |Q_i^{(n)}| = 1 \) for all \( n \), so that the magnetic charge in each subsystem achieves the smallest non-zero value allowed by the quantization condition. In the standard magnetic monopole the vacuum manifold is the 2-sphere \( S^2 \), but in the present model it is the product of \( N \) 2-spheres, being \( S^2 \times S^2 \times \cdots \times S^2 \). As one knows, the second homotopy group of \( S^2 \) is the group of the integers, \( Z \); however, we also know that the second homotopy group of the product of \( N \) 2-spheres \( S^2 \) is the product of \( N \) second homotopy group of the 2-sphere \( S^2 \), so we have \( Z \times Z \times \cdots \times Z \), that is, a set of \( N \) integers. In this sense, the classification by a set of \( N \) integers exhausts the finite energy solutions, including in particular the spherically symmetric solutions that we will describe below. Under the above assumptions, the second order equations take the form
\[ \frac{1}{r^2} \left( r^2 M^{(n)} H^{(n)} \right)' - \frac{2 M^{(n)} H^{(n)} K^{(n)}^2}{r^2} \]
(9a)
\[ - \frac{1}{2} \sum_{k=1}^{\infty} \frac{\partial P^{(k)}}{\partial H^{(n)}} \left( \frac{2 K^{(k)}_0^2}{g^{(k)} r^2} - \frac{(1 - K^{(k)}_0^2)^2}{g^{(k)} r^4} \right) \]
\[ - \frac{1}{2} \sum_{k=1}^{\infty} \frac{\partial M^{(k)}}{\partial H^{(n)}} \left( H^{(k)}_0^2 + \frac{2 H^{(k)}_0 K^{(k)}_0^2}{r^2} - \frac{\partial V}{\partial H^{(n)}} = 0, \right) \]
\[ r^2 \left( P^{(n)} K^{(n)} \right)' - K^{(n)} \left\{ \left( M^{(n)} g^{(n)} r^2 H^{(n)} \right)' \right\} = 0, \]
(9b)

where the prime denotes differentiation with respect to the radial coordinate. These equations constitute a set of \( 2N \) coupled and nonlinear ordinary differential equations. This system is very hard to solve, even when we choose simple couplings among the \( N \) sectors with SU(2) symmetry to complete the model. For this reason, let us substitute the Ansatz into (6) and take the same assumptions used in that derivation to find the first order equations in the presence of
spherical symmetry. For each \( n \), there result two independent
equations, obtained by projecting (6) into directions parallel
and orthogonal to \( \phi^{(n)} \), so that the energy is minimized by
configurations that solve the \( N \) pairs of first order equations

\[
H^{(n)'} = \pm P^{(n)} \frac{1 - K^{(n)}_2}{g^{(n)} r^2}, \tag{10a}
\]

\[
K^{(n)'} = \mp g^{(n)} \frac{H^{(n)} K^{(n)}}{P^{(n)}}, \tag{10b}
\]

for \( n = 1, \ldots, N \). These configurations saturate the Bogomol’nyi bound, with energy

\[ E = 4\pi \sum_{k=1}^{N} \frac{\nu^{(k)}}{g^{(k)}}, \tag{11}\]

so that each SU(2) subsystem contributes with an additive factor \( 4\pi \nu^{(k)}/g^{(k)} \) to the total energy. This, of course, is a
reflection of the fact that these solutions have unity topo-
logical charges in each sector. We also note that the energy
does not depend on any of the \( P^{(n)} \), so the Bogomol’nyi
bound only depends on the asymptotic values of the fields,
which always approach the trivial vacuum solutions when the
boundary conditions (8) are satisfied.

We may choose the functions \( P^{(n)} \) in a way that makes
it easier to solve the first order equations while still keeping
the subsystems coupled in a non-trivial way. In order to
achieve this, we can consider several distinct possibilities, some of them will be considered below to illustrate the gen-
eral situation. Before doing this, however, let us notice that
the energy density for solutions of the first order equations
can be written in the form

\[
\rho(r) = \sum_{n=1}^{N} \rho_n(r), \tag{12}\]

where

\[
\rho_n(r) = \frac{2 P^{(n)} K^{(n)}_2}{(g^{(n)} r^2)^2} + \frac{H^{(n)}_2}{P^{(n)}},
\]

\[ = \frac{P^{(n)}(1 - K^{(n)}_2)^2}{(g^{(n)} r^2)^2} + \frac{2(H^{(n)} K^{(n)}_2)}{r^2 P^{(n)}}, \tag{13}\]

which represents the energy density for the \( n \)-th sector. In
this sense, since we are interested in constructing multimagn-
etic monopoles, which are localized structures composed of
several layers with distinct magnetic profiles, we then con-
centrate on the case

\[ P^{(n)}(|\phi|) = \prod_{k=1}^{N} \left( \frac{1}{|\phi^{(k)}|} \right)^{\alpha_k}, \tag{14}\]

where the real and non-negative quantities \( \alpha_k \) identify the
set of parameters that adds interaction among the \( N \) sub-
systems. Each particular choice of the set \( \{\alpha_k\} \) describe a spe-
cific model, with the understanding that the zeros of \( \{\alpha_k^2\} \)
remove the dependence of \( P^{(n)} \) on the \( k \)-th scalar field. As
we will show below, the specific values of the non vanishing
parameters contribute to identify the maximum and width of
the energy density associated to the corresponding magnetic
shell in the multimagnetic structure.

### 3 Models with \( N = 3 \)

Let us first illustrate the aforementioned procedure with a few
examples, in which the Lagrangian is of the form (1), with
gauge group SU(2) \( \times \) SU(2) \( \times \) SU(2). For simplicity, let us
take \( g^{(1)} = g^{(2)} = g^{(3)} = 1 \) and \( \nu^{(1)} = \nu^{(2)} = \nu^{(3)} = 1 \)
in our calculations and, since the upper and lower signs in
Eqs. (10) are related by changing \( H \rightarrow -H \), we then only
consider the upper signs in the investigation that follows.

#### 3.1 First model

As a first example, we shall consider a model with a standard monopole core, meaning \( P^{(1)} = 1 \). According to the form
suggested in Eq. (14), we are sending \( \alpha_1^2, \alpha_2^3 \) and \( \alpha_3^1 \) to zero.
The \( k = 1 \) equations in (10) are thus

\[
H^{(1)'} = \frac{1 - K^{(1)}_1}{r}, \tag{15a}
\]

\[
K^{(1)'} = -H^{(1)} K^{(1)}_1, \tag{15b}
\]

which are simply the Bogomol’nyi equations for the ’t Hooft-
Polyakov monopole, for which an analytic solution has long
been known [5]:

\[
H^{(1)}(r) = \coth(r) - \frac{1}{r}, \quad K^{(1)}(r) = r \csch(r). \tag{16}\]

The energy density for this solution can be found from (13)
to be

\[
\rho_1(r) = \frac{(r^2 - \sinh^2(r))^2}{r^4 \sinh^4(r)} + \frac{2(r \coth(r) - 1)^2}{r^2 \sinh^2(r)}. \tag{17}\]

We may now proceed as in [17] and introduce a shell struc-
ture by the choices \( P^{(2)} = |\phi^{(1)}|^{-\alpha} \) and \( P^{(3)} = |\phi^{(2)}|^{-\beta} \),
where \( \alpha = \alpha_2^2 \) and \( \beta = \alpha_3^3 \) are now positive integers, with all
the other parameters vanishing. With these choices, we are
led to the equations

\[
H^{(2)'} = \left( \frac{1}{r \coth(r) - 1} \right)^{\alpha} \frac{1 - K^{(2)}_1}{r^{2-\alpha}}, \tag{18a}\]

\[
K^{(2)'} = -H^{(2)} K^{(2)}_1 \left( \coth(r) - \frac{1}{r} \right)^{\alpha}. \tag{18b}\]
and

\[ H^{(3)'} = \left( \frac{1}{H^{(2)}} \right)^\beta \frac{1 - K^{(3)^2}}{r^2}, \] (19a)

\[ K^{(3)'} = -H^{(3)} K^{(3)} \left( H^{(2)} \right)^\beta. \] (19b)

Note that we have inserted the solution (16) for \( H^{(1)}(r) \) in Eqs. (18), resulting in a system of two first order equations which can now be solved for the two unknown functions \( H^{(2)} \) and \( K^{(2)} \). We have not been able to obtain \( H^{(2)} \) and \( K^{(2)} \) in closed form, but the problem is amenable to numerical analysis.

Once the full equations are solved numerically, we may plug the result \( H^{(2)} \) in (19) in order to solve these equations. We have done this for the case \( \alpha = 3 \) and \( \beta = 10 \), and present the results in Figs. 1, 2 and 3. One sees that in all cases these functions present a behavior that is qualitatively similar to that of the standard \( 't \) Hooft-Polyakov Monopole. The contributions \( \rho_1, \rho_2 \) and \( \rho_3 \) to the energy density can be calculated from (13). Their behavior are represented in Figs. 1, 2 and 3. The last two contributions are strikingly different from the standard monopole solution (which has energy density equal to what we here have called \( \rho_1 \)), presenting a maximum for \( r \neq 0 \).

To help us understand the above results, we depict in Fig. 4 a planar section of the energy density, in which the contributions \( \rho_1, \rho_2 \) and \( \rho_3 \) have been plotted simultaneously, with the colors red, blue and green, respectively. We see how a novel structure, comprised by a standard monopole core and two shells, arises from the superposition of the different subsystems. The thickness of the shells and the holes associated to them are controlled by the choice of the parameters \( \alpha \) and \( \beta \), and the maxima of \( \rho_1(r), \rho_2(r) \) and \( \rho_3(r) \) are attained at \( r = 0, r \approx 2.6 \) and \( r \approx 7.1 \), respectively.

The total energy could be calculated by direct integration of \( \rho = \rho_1 + \rho_2 + \rho_3 \), but these solutions solve the first order equations, so we may simply apply (11) to find \( E = 12\pi \).

3.2 Second model

As our second example, we abandon the standard core of the previous one, and take \( P^{(1)} = |\phi^{(1)}|^{-\alpha} \), implying a self-interaction, as well as \( P^{(2)} = |\phi^{(2)}|^{-\beta} \) and \( P^{(3)} = |\phi^{(3)}|^{-\gamma} \). This means that we are now using \( \alpha = \alpha_1^1, \beta = \alpha_1^2, \) and \( \gamma = \alpha_3^2 \), with all other parameters being zero. This combination of parameters results in a triple shell structure distinct of the

Fig. 1 In the left panel, we show the solutions \( H^{(1)}(r) \) (ascending line) and \( K^{(1)}(r) \) (descending line) of (15). Their analytical form is given by (16). In the right panel, we show the contribution \( \rho_1 \) to the energy density, given by (17).

Fig. 2 In the left panel, we show the solutions \( H^{(2)}(r) \) (ascending line) and \( K^{(2)}(r) \) (descending line) of (18) for \( \alpha = 3 \). In the right panel, we show the contribution \( \rho_2 \), calculated from (13), relative to this sector.

Fig. 3 In the left panel, we show the solutions \( H^{(3)}(r) \) (ascending line) and \( K^{(3)}(r) \) (descending line) of (19) for \( \alpha = 3 \) and \( \beta = 10 \). In the right panel, we show the contribution \( \rho_3 \), calculated from (13), relative to this sector. Here, \( \epsilon = 0.0024 \).

Fig. 4 Planar section, passing through the center, of the energy density, in which the contributions \( \rho_1 \) (red), \( \rho_2 \) (blue) and \( \rho_3 \) (green) calculated in Sect. 3.1 are shown, giving rise to a multimagnetic structure. We depict the case \( \alpha = 3 \) and \( \beta = 10 \).
previous one, now with a hollow center and almost empty shells in between the red and blue and the blue and green portions of the multimagnetic structure. In this example, the system of first order equations takes the form

\[
H^{(1)\prime} = \left( \frac{1}{H^{(1)}} \right)^\alpha \frac{1 - K^{(1)} \gamma}{r^2}, \tag{20a}
\]

\[
K^{(1)\prime} = -H^{(1)} K^{(1)} \left( H^{(1)} \right)^\alpha, \tag{20b}
\]

and

\[
H^{(2)\prime} = \left( \frac{1}{H^{(2)}} \right)^\beta \frac{1 - K^{(2)} \gamma}{r^2}, \tag{21a}
\]

\[
K^{(2)\prime} = -H^{(2)} K^{(2)} \left( H^{(2)} \right)^\beta, \tag{21b}
\]

and

\[
H^{(3)\prime} = \left( \frac{1}{H^{(3)}} \right)^\gamma \frac{1 - K^{(3)} \gamma}{r^2}, \tag{22a}
\]

\[
K^{(3)\prime} = -H^{(3)} K^{(3)} \left( H^{(3)} \right)^\gamma. \tag{22b}
\]

Closed form solutions have not been discovered for any of the functions in this example, but we may solve these equations numerically. Once again, we find that the \( H^{(n)} \) and \( K^{(n)} \) present profiles that are qualitatively similar to those of the standard monopole solution. These solutions, as well as the individual contributions to the energy density, are represented in Figs. 5, 6, 7, and 8, for \( \alpha = 3, \beta = 10 \) and \( \gamma = 30 \), to produce the desired result, well distinct from the previous case; compare Figs. 4 and 8. The total energy is again equal to \( 12\pi \).

3.3 Third model

We may also consider another possibility, which can be achieved by taking \( P^{(2)} \) and \( P^{(3)} \) as functions of \( |\phi^{(1)}| \) alone. We proceed in a way similar to the previous two cases, but now we consider \( P^{(1)} = 1, \ P^{(2)} = |\phi^{(1)}|^{-\alpha} \) and \( P^{(3)} = |\phi^{(1)}|^{-\beta} \). This leads to Eqs. (15) and (18), coupled to the additional pair of equations

\[
H^{(3)\prime} = \left( \frac{1}{H^{(1)}} \right)^\beta \frac{1 - K^{(3)} \gamma}{r^2}, \tag{23a}
\]

\[
K^{(3)\prime} = -H^{(3)} K^{(3)} \left( H^{(1)} \right)^\beta. \tag{23b}
\]
In the left panel, we show the solutions $H^{(3)}(r)$ (ascending line) and $K^{(3)}(r)$ (descending line) of (23) for $\beta = 12$. In the right panel, we show the contribution $\rho_3$, calculated from (13), relative to this sector. Here, $\epsilon = 0.0025$

This modification does not change the four other equations, the functions $H^{(1)}$, $K^{(1)}$, $H^{(2)}$ and $K^{(2)}$ are the same discussed in Sect. 3.1. The substitution $H^{(1)}(r) = \coth(r) - 1/r$ in (23) gives rise to a system of ODEs that can be solved for $H^{(3)}$ and $K^{(3)}$. Their features are shown in Fig. 9, for $\beta = 12$. The multimagnetic structure that arises from the solution of the equations of motion is depicted in Fig. 10, showing another way to localize the red, blue and green shells of the triple configuration; compare the three Figs. 4, 8 and 10.

3.4 Fourth model

As a final example of the $N = 3$ class of models, let us consider another example, in which $P^{(1)} = 1$, $P^{(2)} = |\phi^{(1)}|^{-a}$ and $P^{(3)} = (|\phi^{(1)}||\phi^{(2)})|^{-\beta}$. This model is different from the previous examples in that both the $\phi^{(1)}$ and $\phi^{(2)}$ fields appear explicitly in the third sector, with first order equations that are given by

$$H^{(3)} = \left(\frac{1}{H^{(1)}H^{(2)}}\right)^\beta \left(1 - K^{(3)}\right)^2,$$

$$K^{(3)} = -H^{(3)} K^{(3)} \left(H^{(1)}H^{(2)}\right)^\beta.$$  (24b)

These equations are coupled to (15) and (18), and we can plug in the results for $H^{(1)}$ and $H^{(2)}$ to solve (24). This has been done for the case $\alpha = 3$ and $\beta = 10$. The solutions of (24) are displayed in Fig. 11 and the multimagnetic structure associated to this case is shown in Fig. 12.

4 Models with $N = 4$

Let us now investigate another system, resulting in the group $SU(2) \times SU(2) \times SU(2) \times SU(2)$. This requires that we have four pairs of first order differential equations. The simplest way to achieve this is by adding a fourth pair of fields to the systems described in the previous section, and we investigate some distinct possibilities below.

4.1 First model

As a first example, we take $P^{(1)}$, $P^{(2)}$ and $P^{(3)}$ as in our very first model of the previous section and, additionally, choose
In the left panel, we show the graph of the functions $H^{(4)}$ (ascending line) and $K^{(4)}$ (descending line) calculated from (25) which, together with the functions obtained in Sect. 3.1, form a solution of the equations of motion. In the right panel, we show the contribution $\rho_4$, calculated from (13), relative to this sector. Both plots correspond to the choices $\alpha = 3$, $\beta = 10$, $\gamma = 20$ of the model’s parameters. Here, $\epsilon = 0.0005$.

\[ P^{(4)} = |\phi^{(3)}|^{-\gamma}. \]

We are then led to Eqs. (15), (18) and (19), with the additional pair of first order equations

\begin{align}
H^{(4)'} &= \left( \frac{1}{H^{(3)}} \right)^{\gamma} \frac{1 - K^{(4)^2}}{r^2}, \tag{25a} \\
K^{(4)'} &= -H^{(4)} K^{(4)} \left( H^{(3)} \right)^{\gamma}. \tag{25b}
\end{align}

Since a solution for $H^{(3)}$ has already been found numerically in Sect. 3.1, we may plug this result in the equations above, and then solve them numerically. The result for the case $\alpha = 3$, $\beta = 10$, $\gamma = 20$, along with the contribution $\rho_4$ to the energy density, is shown in Fig. 13. We see that $\rho_4$ attains its maximum at $r \approx 13.9$, and contributes to the energy with another $4\pi$ factor, raising its value to $16\pi$.

Moreover, we depict in Fig. 14 the multimagnetic structure which results from the superposition of the four subsystems considered, with the black color used to describe the energy density $\rho_4$ of the new SU(2) symmetry added to the system; compare with Fig. 4.

\[ 4.2 \text{ Second model} \]

As another example, we present a solution with four shells. To achieve this, we take $P^1$, $P^2$ and $P^3$ as in Sect. 4.1, as well as $P^{(4)} = |\phi^{(3)}|^{-\xi}$. This case results in a system of equations comprised by (20)–(22), which are now coupled with the additional pair of equations

\begin{align}
H^{(4)'} &= \left( \frac{1}{H^{(3)}} \right)^{\xi} \frac{1 - K^{(4)^2}}{r^2}, \tag{26a} \\
K^{(4)'} &= -H^{(4)} K^{(3)} \left( H^{(3)} \right)^{\xi}. \tag{26b}
\end{align}

The equations have again been solved through numerical procedures, and the results can be seen in Fig. 15 below. The energy density $\rho_4(r)$ has a peak at $r \approx 8.2$. We then present in Fig. 16 the multimagnetic structure that arises from the superposition of the four subsystems considered.

In the case with $N = 4$ there are several other possibilities, similar to the case of $N = 3$ which we have investigated above.
5 Discussion

In this work we studied the presence of magnetic monopoles in a relativistic model with a modified Lagrangian that is invariant under \( N \) copies of the SU(2) symmetry, that is, \( \text{SU}(1)(2) \times \text{SU}(2)(2) \times \cdots \times \text{SU}(N)(2) \). We developed a general investigation leading to the presence of first order differential equations that solve the equations of motion and ensure the presence of minimum energy configurations. We then discussed some examples with \( N = 3 \) and \( N = 4 \), with shells on top of a standard monopole core and in other cases, giving rise to novel onion-like structures. We believe that these multimagnetic structures may find applications in several areas of nonlinear science. In particular, the solutions generalize the bimagnetic structures considered before in [17], and they may find applications in several different scenarios in condensed matter [26,27,36,39].

The distinct multimagnetic structures that we have described in the present work may respond differently under the action of an external magnetic field, for instance, so they may be identified via a magnetic probe and, in this sense, be of use in the present work may lead to a wide range of applications, differing by the gauge group and by the many possible choices for the functions that ensure the presence of minimum energy configurations. We believe that these multimagnetic structures may find applications in several areas of nonlinear science. In particular, the solutions generalize the bimagnetic structures considered before in [17], and they may find applications in several different scenarios in condensed matter [26,27,36,39].

The main results of the present work motivate us to think of diminishing the spatial dimension, investigating, for instance, vortices in planar systems. In this case, the basic \( U(1) \) symmetry can be enhanced to become \( U(1)(1) \times U(2)(1) \times \cdots \times U(N)(1) \), bringing into action a system with \( N \) order parameters. This study can be developed in direct connection with the works [18–21], and is presently under consideration. It is also of interest to the case of multi-component Gross–Pitaevskii equations to describe solutions in the case of spin-1 and spin-2 Bose–Einstein condensates; see, e.g., Ref. [22] and references therein. We can also go further down and consider lineal systems, and study kinks in one spatial dimension. Here we can follow the lines of [23], where we studied kinks in a model with \( Z_2 \times Z_2 \) symmetry. Extension to the case of the \( Z_2 \times Z_2 \times \cdots \times Z_2 \) symmetry can follow the present investigation, and is also under consideration. We hope to report on some of these issues in the near future.

Another line of investigation is related to the recent study in Ref. [48], where the authors found magnetic monopole solution in a multivector boson theory in which a replication of the basic SU(2) symmetry is also considered. The construction of the magnetic monopole described in [48] is based on the dimensional deconstruction mechanism [49] and the Higgsless theory [50], and this is different from the procedure which we described in the present work, where we focus on stable minimum energy configurations with multimagnetic properties. We would also like to add that the multimagnetic structures which appeared in this work may be constructed under the guidance of the recent advances on the study of multishelled hollow micro-nanostructures with triple or more shells; see, e.g., Refs. [51,52] and references therein. In these investigations, the main motivation included potential applications mainly in the fields of energy conversion and storage, sensors, photocatalysis, and drug delivery, but the above results may foster investigations concerning the presence of shells with distinct magnetic properties.
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