ABSTRACT

Few-shot learning is devoted to training a model on few samples. Most of these approaches learn a model based on a pixel-level or global-level feature representation. However, using global features may lose local information, and using pixel-level features may lose the contextual semantics of the image. Moreover, such works can only measure the relations between them on a single level, which is not comprehensive and effective. And if query images can simultaneously be well classified via three distinct level similarity metrics, the query images within a class can be more tightly distributed in a smaller feature space, generating more discriminative feature maps. Motivated by this, we propose a novel Part-level Embedding Adaptation with Graph (PEAG) method to generate task-specific features. Moreover, a Multi-level Metric Learning (MML) method is proposed, which not only calculates the pixel-level similarity but also considers the similarity of part-level features and global-level features. Extensive experiments on popular few-shot image recognition datasets prove the effectiveness of our method compared with the state-of-the-art methods. Our code is available at https://github.com/chenhaoxing/M2L.
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1. INTRODUCTION

Humans can learn novel concepts and objects with just a few samples. Recently, many methods were proposed to learn new concepts with limited labeled data, such as semi-supervised learning [1], zero-shot learning [2, 3], and few-shot learning [4,5,6,7,8,9]. Facing with the problem of data scarcity, these three paradigms propose solutions from different perspectives. Semi-supervised learning aims to train a model with few labeled data and a large amount of unlabeled data, and zero-shot learning devoted to identifying unseen categories with no labeled data, while few-shot learning focuses on learning new concepts with few labeled data. We propose a novel few-shot learning method to address the problem of data scarcity in this paper.

The few-shot learning methods can be roughly classified into two categories: meta-learning based methods [4,10] and metric-learning based methods [5,6,7,8,9]. Metric-based few-shot learning methods have achieved remarkable success due to their fewer parameters and effectiveness. In this work, we focus on this branch.

The basic idea of the metric-learning based few-shot learning method is to learn a good metric to calculate the similarity between query images and the support set. Therefore, how to learn good feature embedding representation and similarity metric are the key problem of metric-learning based few-shot learning method. For feature embedding representation, Prototypical Networks [5] and Relation Networks [6] adopt image-level feature representations. However, due to the scarcity of data, it is not sufficient to measure the relation at the image-level [5,6]. Recently, CovaMNet [11], DN4 [7] and MATANet [9] introduce LRs into few-shot learning and utilize these LRs to represent the image features, which can achieve better recognition results.

For similarity metrics, these existing methods calculate similarities by different metrics. For example, Relation Networks [6] proposes a network to learn the most suitable image-level similarity metric functions. DN4 [9] proposes a cosine-based image-to-class metric to measure the similarity on pixel-level.

However, global-level features lose local semantic information and pixel-level features lose contextual semantics, thus all methods mentioned above are not effective for few-shot learning. Moreover, these methods only calculate similarities on a single level, i.e., pixel-level or image-level, which is not effective enough. Intuitively, under the few-shot learning setting, the features obtained by adopting a single similarity measure are not comprehensive, and the single similarity measure may lead to a certain similarity deviation, thus reducing the generalization ability of the model. It is necessary to adopt multi-level similarity metric, generating more discriminative features rather than using a single measure.

To this end, we propose part-level embedding adaptation with graph (PEAG) method and multi-level metric learning method (MML). In PEAG, we divide each image into patches and get part-level features. Then, we utilize Graph Convolutional Network (GCN) to generate task-specific features. Finally, we adopt a nearest neighbor matching module to get part-level similarity. In MML, in addition to component-level measures, we also use global-level measures and pixel-level
measures to provide complementary information for a more compact measurement space. In MML, we also use global-level and pixel-level metrics to provide complementary information, and images within a class can be more tightly distributed in a smaller feature space.

The main contributions are summarized as follows:

• We propose a novel part-level embedding adatation with graph method, which can generate task-specific part-level features and capture the part-level semantic similarity between query images and support images.
• We propose a novel multi-level metric learning method by computing the semantic similarities on pixel-level, part-level, and global-level simultaneously, aiming to find more comprehensive semantic similarities.
• We conduct sufficient experiments on popular benchmark datasets to verify the advancement of our model and the performance of our model achieves the state-of-the-art.

2. RELATED WORKS

In this section, we focus on related works on metric-learning based few-shot learning model.

2.1. Learning feature embedding representation

Koch et al. [12] used a Siamese Neural Network to tackle the one-shot learning problem, in which the feature extractor is of VGG styled structure and $L_1$ distance is used to measure the similarity between query images and support images. Snell et al. [5] proposed Prototypical Networks, in which the Euclidean distance is used to compute the distance between class-specific prototypes. Li et al. [7] proposed an image-to-class mechanism to find the relation at pixel-level, in which the image features are represented as a local descriptor collection.

2.2. Learning similarity metric

Sung et al. [6] replaced the existing metric with the Relation Network, which measures the similarity between each query instance and support classes. Li et al. [7] proposed a Deep Nearest Neighbor Neural Network (DN4) to learn an image-to-class metric by measuring the cosine similarity between the deep local descriptors of a query instance and its neighbors from each support class. Li et al. [11] explored the distribution consistency-based metric by introducing local covariance representation and deep covariance metric. Unlike these methods, the proposed MML measures the similarity at three different feature levels, i.e., pixel-level, part-level, and distribution-level.

3. PROBLEM DEFINITION AND FORMULATION

Standard few-shot image recognition problems are often formalized as $N$-way $M$-shot classification problem, in which models are given $M$ seen images from each of $N$ classes, and required to correctly classify unseen images. Different from traditional image recognition tasks, few-shot learning aims to classify novel classes after training. This requires that samples used for training, validation, and testing should come from disjoint label space. To be more specific, given a dataset of visual concepts $C$, we devise it into three parts: $C_{train}$, $C_{val}$ and $C_{test}$, and their label space satisfy $L_{train} \cap L_{val} \cap L_{test} = \emptyset$.

To obtain a trained model, we train our model in an episodic way. That is, in each episode, a new task is randomly sampled from the training set $C_{train}$ to train the current model. Each task consists of two subsets, including support set $A_S$ and query set $A_Q$. The $A_S$ contains $N$ previously unseen classes, with $M$ samples for each class. We focus on training our model to correctly determine which category each image in the $A_Q$ belongs to. Similarly, we randomly sample tasks from $C_{val}$ and $C_{test}$ for meta-validation and meta-testing scenarios.

4. MULTI-LEVEL METRIC LEARNING

As shown in Figure 2, our MML is mainly composed of two modules: a feature extractor $F_\theta$, a multi-level metric-learning module. All images are first fed into the $F_\theta$ to get feature embeddings. Then, the multi-level metric-learning module calculates similarities on part-level, pixel-level, and distribution-level simultaneously. Finally, we fuse these three similarities together. All the modules can be trained jointly in an end-to-end manner.

4.1. Part-level Metric

We divide each image into $H \times W$ patches evenly, and input each patch into $F_\theta$ to get feature descriptors. In order to further enhance the representation ability of features, we adopt a pyramid structure. Thus, under $N$-way $M$-shot few-shot learning setting, given a query image $q$ and support class $S_n, n = \{1, ..., N\}$, through $F_\theta$ and global-average pooling (GAP) layer, we can get the part-level descriptors: $X^\text{part}_q \in \mathbb{R}^{C \times K}$ and $X^\text{part}_{S_n} \in \mathbb{R}^{C \times MK}$. Specifically, we adopt two image patch division strategies of size $2 \times 2$ and $3 \times 3$ to obtain 13 part-level descriptors.

To generate task-specific support features, we propose a novel part-level embedding adaptation with graph (PEAG) method. Specifically, we concatenate all support features and get $X^\text{part}_S \in \mathbb{R}^{N \times MK}$. Then, we construct the degree matrix $A \in \mathbb{R}^{NMK \times NMK}$ to represent the similarity between patches in the support set. If two patches $p_i$ and $p_j$ have the same semantics, then we set the corresponding element $A_{ij}$ to
Based on $A$, we build the adjacency matrix $S$:

$$S = D^{-\frac{1}{2}}(A + I)D^{-\frac{1}{2}}$$  \hspace{1cm} (1)

where $I \in \mathbb{R}^{NM \times NM}$ is the identity matrix and $D$ is the diagonal matrix ($D_{ii} = \sum_j A_{ij} + 1$). Let $\psi^0 = \mathcal{X}^\text{part}_S$, the relationship between patches could be propagated based on $S$:

$$\psi^{t+1} = \text{ReLU}(SP^tW), t = \{0, ..., T-1\}$$  \hspace{1cm} (2)

where $W$ is a learned feature transformation matrix. After propagate the embedding set $T$ times, we can get the final propagated embedding set $\psi^T = \mathcal{X}^\text{part}_S$.

Then, for each class $\mathcal{X}^\text{part}_{S_n}$, we calculate the correlation matrix $R^\text{part} \in \mathbb{R}^{K \times M \times K}$ between the query image and the support class $n$ on part-level:

$$R^\text{part}_{i,j} = \frac{\langle \mathcal{X}^\text{part}_q, \mathcal{X}^\text{part}_{S_n} \rangle}{\| \mathcal{X}^\text{part}_q \| \cdot \| \mathcal{X}^\text{part}_{S_n} \|}$$  \hspace{1cm} (3)

$R^\text{part}_{i,j}$ is $(i, j)$ element of $R^\text{part}$ reflecting the distance between the $i$-th descriptors of the query image and the $j$-th descriptor of support class $n$. Each row in $R^\text{part}$ represents the semantic relation of each descriptor in the query image to all descriptors of all images in the support class. For each patch of the query image $q$, we find its most similar descriptor. Then, we sum $K$ selected part-level descriptors as the part-level similarity between the query image and the support class $n$:

$$D^\text{part}(q, S_n) = \sum_{i=1}^K \text{Top1}(R^\text{part}_{i})$$  \hspace{1cm} (4)

where $\text{Top1}(\cdot)$ means selecting the largest elements in each row of the $R^\text{part}$.

### 4.2. Pixel-level Metric

Following [11, 7, 9], given a query image $q$ and a certain support class $S_n$, through feature extractor $F_\theta$, we can get the feature representation $F_\theta(q) \in \mathbb{R}^{C \times H \times W}$ and $F_\theta(S_n) \in \mathbb{R}^{M \times C \times H \times W}$, respectively. The $F_\theta(q)$ can be regard as a set of $H \times W$ $C$-dimensional LRs:

$$L^\text{pixel}_q = [u^\text{pixel}_1, ..., u^\text{pixel}_{HW}] \in \mathbb{R}^{C \times HW}$$  \hspace{1cm} (5)

Also, the $F_\theta(S_n)$ can be regards as

$$L^\text{pixel}_{S_n} = [v^\text{pixel}_1, ..., v^\text{pixel}_{MHW}] \in \mathbb{R}^{C \times MHW}$$  \hspace{1cm} (6)

Then, we calculate the correlation matrix $R^\text{pixel} \in \mathbb{R}^{HW \times MHW}$ between the query image and the support class on pixel-level and select the largest element in each row of the correlation matrix:

$$R^\text{pixel} = \frac{(u^\text{pixel}_i)^T v^\text{pixel}_j}{\| u^\text{pixel}_i \| \cdot \| v^\text{pixel}_j \|}$$  \hspace{1cm} (7)

$$D^\text{pixel}(q, S_n) = \sum_{i=1}^{HW} \text{Top1}(R^\text{pixel}_{i})$$  \hspace{1cm} (8)

### 4.3. Global-level Metric

We adopt Prototypical Networks [5] as our global-level similarity metric. Prototypical Networks computes the empirical
mean of global convolution embeddings as the prototype representation of each category $n$:

$$c_n = \frac{1}{M} \sum_{i=1}^{i=M} \text{GAP}(\mathcal{F}_\theta(S_n^i))$$

(9)

where $p_n \in \mathbb{R}^K$. Similarly, given a query image $Q$, we can get its global convolution embeddings $\mathcal{X}_Q^{\text{global}} \in \mathbb{R}^K$. Then, Prototypical Networks utilized Euclidean distance as the distance metric and assigns a probability over class $n$:

$$D_{\text{global}}(q, S_n) = -d(\mathcal{X}_Q^{\text{global}}, c_n)$$

(10)

4.4. Fusion Layer

Since three different level similarities have been calculated, we need to design a fusion module to integrate them. Specifically, the final similarity and probability over any class $n$ can be obtained by the following equation:

$$P_{\text{part}}(y = n|q) = \frac{D_{\text{part}}(q, S_n)}{\sum_{i=1}^{N} D_{\text{part}}(q, S_i)}$$

(11)

$$P_{\text{pixel}}(y = n|q) = \frac{D_{\text{pixel}}(q, S_n)}{\sum_{i=1}^{N} D_{\text{pixel}}(q, S_i)}$$

(12)

$$P_{\text{global}}(y = n|q) = \frac{D_{\text{global}}(q, S_n)}{\sum_{i=1}^{N} D_{\text{global}}(q, S_i)}$$

(13)

$$P(y = n|q) = \alpha P_{\text{part}}(y = n|q) + \beta P_{\text{global}}(y = n|q) + \gamma P_{\text{pixel}}(y = n|q)$$

(14)

where $y$ is the label of $q$, $\alpha$, $\beta$ and $\gamma$ are superparameters. If $y = n'$, then we can define the loss function as follows:

$$\mathcal{L} = -\alpha \log(P_{\text{part}}(y = n'|q)) - \beta \log(P_{\text{pixel}}(y = n'|q)) - \gamma \log(P_{\text{global}}(y = n'|q))$$

(15)

5. EXPERIMENTS

In this section, we perform extensive experiments to verify the advance and effectiveness of MML.

### 5.1. Datasets

To verify the advance and effectiveness of our proposed MML, we performed experiments on four benchmark datasets.

**ImageNet derivatives:** Both miniImageNet [13] dataset and tieredImageNet [14] dataset are subsets of ImageNet [15]. The miniImageNet dataset consists 100 classes, each of which contains 600 samples, and the tieredImageNet contains 608 classes.

**CIFAR derivatives:** Both CIFAR-FS [16] dataset and FC100 [17] dataset are subsets of CIFAR-100. Both of them consist 100 classes.

The partition of all data sets is shown in Table 1. All images are resized to 84 × 84.

| Dataset          | $N_{all}$ | $N_{train}$ | $N_{val}$ | $N_{test}$ |
|------------------|-----------|-------------|-----------|------------|
| miniImageNet     | 100       | 64          | 16        | 20         |
| tieredImageNet   | 608       | 351         | 97        | 160        |
| CIFAR-100        | 100       | 64          | 16        | 20         |
| FC100            | 100       | 60          | 20        | 20         |

Table 1. The splits of evaluation datasets. $N_{all}$ is the number of all classes. $N_{train}$, $N_{val}$ and $N_{test}$ indicate the number of classes in training set, validation set and test set.

### 5.2. Implementation Details

In order to make a fair comparison with other works, we adopt the ResNet-12 network [13] as our feature extractor $\mathcal{F}_\theta$.

ResNet-12 has four residual blocks, each residual block has 3 convolutional layers with 3×3 kernel, and a 2 × 2 max-pooling layer is added in the first residual block.

We conduct our experiments on a series of N-way M-shot tasks, i.e., 5-way 1-shot and 5-way 5-shot. Following [19], we first pre-trained $\mathcal{F}_\theta$ with an MLP consisting of a single hidden layer. Then we meta-train the whole model by momentum SGD for 40 epochs. In each epoch, we randomly sampled 200 tasks. Our batch size is set to 4, the initial learning rate is $5 \times 10^{-4}$, and multiplied by 0.5 every 10 epochs. During the test stage, we report the average accuracy as well as the corresponding 95% confidence interval over these 10,000 tasks.

### 5.3. Ablation Study

To explore the effect of the multi-level metric learning module, we prune any of three similarity branches in the multi-
level metric-learning module. Specifically, we change the values of $\alpha$, $\beta$ and $\gamma$, and experiment on the miniImageNet.

As seen in Table 2, each part of the MML is indispensable. It can be observed that the accuracy of few-shot image recognition using only one level of features is very low. The results were significantly improved when two or three levels of features were used together, and the results were best when all three levels were used together. Specifically, compared with the method that only using pixel-level features, our MML gains 5.4% and 3.7% improvements. Note that it is important to choose the appropriate hyperparameters. When $\beta$ and $\gamma$ become larger, the accuracy of the model will become worse. Appropriate $\beta$ and $\gamma$ can provide useful auxiliary information for part-level metric.

5.4. Comparison Against Related Approaches

Results on ImageNet derivatives. As seen from Table 3, our MML achieves the highest accuracy on miniImageNet with 67.58% and 81.41% on 5-way 1-shot and 5-way 5-shot tasks respectively, which make a great improvement compared to the previous single level metric-learning based methods. For example, our MML is 4.6% and 8.0% better than DSN-MR [8] and Prototypical Networks [5] on the 5-way 1-shot task, respectively. And our MML achieves 71.38% and 84.65% on tieredImageNet under 5-way 1-shot and 5-way 5-shot few-shot learning setting respectively, which achieves competitive performance.

Results on CIFAR derivatives. Table 4 evaluates our method on two CIFAR derivatives, i.e., CIFAR-FS and FC100. It can be seen that the proposed MML obtains sig-

| Model                  | Backbone | miniImageNet |          | tieredImageNet |          |
|------------------------|----------|--------------|----------|----------------|----------|
|                        |          |              | 1-shot   | 5-shot         | 1-shot   | 5-shot   |
| Prototypical Networks  | Conv-64F | 49.42±0.78   | 68.20±0.66 | 53.31±0.89     | 72.69±0.74 |
| Relation Networks      | Conv-64F | 50.44±0.82   | 65.32±0.77 | 54.48±0.93     | 71.32±0.78 |
| DN4                    | Conv-64F | 51.24±0.74   | 71.02±0.64 | 53.37±0.86     | 74.45±0.70 |
| Prototypical Networks  | ResNet-12| 62.59±0.85   | 78.60±0.16 | 68.37±0.23     | 83.43±0.16 |
| TADAM                  | ResNet-12| 58.50±0.30   | 76.70±0.30 | -              | -        |
| MeaOptNet              | ResNet-12| 62.64±0.61   | 78.63±0.46 | 65.99±0.72     | 81.56±0.53 |
| DSN-MR                 | ResNet-12| 64.60±0.72   | 79.51±0.50 | 67.39±0.82     | 82.85±0.56 |
| FEAT                   | ResNet12  | 66.78±0.20   | 82.05±0.14 | 67.39±0.82     | 82.85±0.56 |
| GLoFA                  | ResNet12  | 66.12±0.42   | 81.37±0.33 | 69.75±0.33     | 83.58±0.42 |
| Fine-tuning            | WRN-28-10| 57.73±0.62   | 78.17±0.49 | 66.58±0.70     | 85.55±0.48 |
| AWGIM                  | WRN-28-10| 63.12±0.08   | 78.40±0.11 | 67.69±0.11     | 82.82±0.13 |
| PEAG                   | ResNet-12| 67.29±0.23   | 78.49±0.21 | 68.89±0.25     | 82.08±0.21 |
| MML                    | ResNet-12| 67.58±0.23   | 81.41±0.20 | 71.38±0.25     | 84.65±0.20 |

Table 3. Comparison with other state-of-the-art methods with 95% confidence intervals on miniImageNet and tieredImageNet. (Top two performances are in bold font.)

| Model                  | Backbone | CIFAR-FS     |          | FC100         |          |
|------------------------|----------|--------------|----------|---------------|----------|
|                        |          |              | 1-shot   | 5-shot         | 1-shot   | 5-shot   |
| Prototypical Networks  | Conv-64F | 55.50±0.70   | 72.00±0.60 | 35.30±0.60    | 48.60±0.60 |
| Relation Networks      | Conv-256F| 55.00±1.00   | 69.30±0.80 | -              | -        |
| R2D2                   | Conv-512F| 65.30±0.20   | 79.40±0.10 | -              | -        |
| Prototypical Networks  | ResNet-12| 72.20±0.70   | 83.50±0.50 | 37.50±0.60    | 52.50±0.60 |
| TADAM                  | ResNet-12| 72.20±0.70   | 83.50±0.50 | 37.50±0.60    | 52.50±0.60 |
| MeaOptNet              | ResNet-12| 72.60±0.70   | 84.30±0.50 | 41.10±0.40    | 56.10±0.40 |
| MABAS                  | ResNet-12| 73.51±0.92   | 85.49±0.68 | 42.31±0.75    | 57.56±0.78 |
| Fine-tuning            | WRN-28-10| 76.58±0.68   | 85.79±0.50 | 43.16±0.59    | 57.57±0.55 |
| PEAG                   | ResNet-12| 74.27±0.23   | 83.89±0.20 | 43.99±0.21    | 56.47±0.24 |
| MML                    | ResNet-12| 75.28±0.23   | 85.95±0.19 | 44.43±0.21    | 59.56±0.25 |

Table 4. Experimental results compared with other methods on CIFAR-FS and FC100. (Top two performances are in bold font.)
significant improvements compared with previous state-of-the-art methods. Specifically, compared with global-level metric-learning based methods (i.e., Relation Networks [6], Prototypical Networks [5] and Fine-tuning [23]), MML is 20.3% and 3.5% better than the best one of them on CIFAR-FS and FC100 under 5-way 5-shot setting.

Moreover, we can also see that the proposed PEAG achieved competitive results. For example, our PEAG is 0.8% and 1.8% better than FEAT [19] and GLoFA [20] on miniImageNet under the 5-way 1-shot setting, respectively.

The reason why our MML can achieve these state-of-the-art performances is that MML can measure the semantic similarities on multiple levels, i.e., part-level, pixel-level, and global-level.

6. CONCLUSION

In this paper, we revisit the metric-learning based method and proposed novel Part-level Embedding Adaptation with Graph (PEAG) method and Multi-level Metric Learning (MML) method for few-shot image recognition, aiming to capture more comprehensive semantic similarities. Specifically, PEAG can generate task-specific part-level features and capture the part-level semantic similarity between query images and support images, and MML can measure the semantic similarities on multiple levels and produce more discriminative features. Extensive experiments show the effectiveness and the superiority of both PEAG and MML.
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