Detecting Lane and Road Markings at A Distance with Perspective Transformer Layers
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Abstract—Accurate detection of lane and road markings is a task of great importance for intelligent vehicles. In existing approaches, the detection accuracy often degrades with the increasing distance. This is due to the fact that distant lane and road markings occupy a small number of pixels in the image, and scales of lane and road markings are inconsistent at various distances and perspectives. The Inverse Perspective Mapping (IPM) can be used to eliminate the perspective distortion, but the inherent interpolation can lead to artifacts especially around distant lane and road markings and thus has a negative impact on the accuracy of lane marking detection and segmentation. To solve this problem, we adopt the Encoder-Decoder architecture in Fully Convolutional Networks and leverage the idea of Spatial Transformer Networks to introduce a novel semantic segmentation neural network. This approach decomposes the IPM process into multiple consecutive differentiable homographic transform layers, which are called "Perspective Transformer Layers". Furthermore, the interpolated feature map is refined by subsequent convolutional layers thus reducing the artifacts and improving the accuracy. The effectiveness of the proposed method in lane marking detection is validated on two public datasets: TuSimple and ApolloScape.

I. INTRODUCTION

Lane and road markings are critical elements in traffic scenes. The lane lines or road signs such as arrows can provide valuable information for planning the vehicle trajectory or controlling its driving behavior. Thus, accurate lane marking detection is of great importance for self-driving cars.

Current lane marking detection methods mostly utilize the segmentation technique\cite{1,2,3}, which is based on fully convolutional deep neural networks (FCNs). The segmentation networks rely on local features which are extracted from the raw RGB pattern and mapped into semantic spaces for pixel-level classification. However, such an architecture often suffers from an accuracy degradation for lane and road markings far away from the ego-vehicle, because distant lane and road markings occupy a small number of pixels in the image, and their features become inconsistent for varying distances and perspectives, as shown in Fig.\textsuperscript{1}.

This also imposes a negative effect on the performance of autonomous driving, since both distant and close lane marking information is important for the controlling and planning tasks.

An intuitive solution to the above problem is to transform the original image to a bird’s-eye view (BEV) using the Inverse Perspective Mapping (IPM). In principle, this can get rid of the perspective distortion in the image and solve the problem of inconsistent scales of lane and road markings at different distances. However, the IPM is typically implemented by interpolation which seriously reduces the resolution of the distant road surface in the image and create unnatural blurring and stretching (Fig.\textsuperscript{2}), leading to a negative impact on the final detection accuracy. To tackle this issue, we adopt the Encoder-Decoder architecture in Fully Convolutional Networks\cite{4} and leverage the idea of Spatial Transformer Networks\cite{5} to build a semantic segmentation neural network. As shown in Fig.\textsuperscript{3} Fully Convolutional layers are interleaved with a series of differentiable homographic transform layers, which are called "Perspective Transformer Layers" (PTLs) and can transform the multi-channel feature maps from the original view to the bird’s-eye view during the encoding process. Afterwards, it transforms feature maps back to the original perspective in the decoding process, where subsequent convolutional layers are employed to refine each interpolated feature map.

Therefore, this network can still use the labels in the original view for an end-to-end training.

In this work, our contributions can be summarized as follows:

- We proposed a lane marking detection network based on FCN, which integrates with novel PTLs to reduce the perspective distortion at a distance.
- We build a mathematical model to derive the parameters of consecutive PTLs, enabling the mutual conversion

\textsuperscript{1} School of Automotive Studies, Tongji University, Shanghai, China
\textsuperscript{2} Institute of Intelligent Vehicles, Tongji University, Shanghai, China
\textsuperscript{3} Department of Computer Science and Technology, Tongji University, Shanghai, China

* Corresponding author. E-mail: zhaojunjiao@tongji.edu.cn

Fig. 1. View of the lane markings at different distances. Similar lane markings in bird’s eye view show very different shape and scale features in original view.
II. RELATED WORKS

Lane marking detection has been intensively explored and recent progresses have mainly focused on the semantic segmentation-based and instance segmentation-based methods.

A. Lane Marking Detection by Semantic Segmentation

The emerging lane and road marking datasets enable the introduction of deep semantic segmentation-based methods into the lane marking detection task [9, 10]. The work [9] proposed both a road marking dataset and a segmentation network using the ResNet with Pyramid Pooling. Lee et al. [11] proposed a unified end-to-end trainable multi-task network that jointly handles lane marking detection and road marking recognition under adverse weather conditions with the guidance by a vanishing point. Zhang et al. [11] proposed a segmentation-by-detection method for road marking extraction, which delivers outstanding performances on cross datasets. In this method, a lightweight network is dedicatedly designed for road marking detection. However, the segmentation is mainly based on conventional image morphological algorithms.

B. Lane Marking Detection by Instance Segmentation

Semantic segmentation is essentially just a pixel-level classification problem, it neither can distinguish different instances within the same category, nor can interpret separated parts of the same marking (dashed lines, zebra lines, etc.) as a unity. Therefore, researchers’ attention gradually shifted to study the problem of instance segmentation.

Pan et al. [3] proposed the Spatial CNN (SCNN), which generalizes traditional spatial convolutions to slice-wise convolutions within feature maps, thus enabling message passing between the original view and the bird’s eye view step-wisely.

- The effectiveness of the proposed method in both instance segmentation and semantic segmentation for lane and road markings is approved on two public datasets: TuSimple [6] and ApolloScape [7].

III. PROPOSED METHOD

In this work, we boost the performance of lane marking detection by inserting differentiable PTLs into the standard encoder-decoder architecture. One challenge in designing Transformer layers lies in dividing and distributing the integral transform into several even steps. Another is about how to determine the proper cropping range for these intermediate views. In this section, we firstly describe the improved backbone in section III-A. Then, we address how to apply Transformer layers as well as how to solve above difficulties in section III-B. Finally, we illustrate the deployment of the backbone in both semantic and instance segmentation.
Fig. 3. TPSeg architecture. Semantic segmentation network is the main body of TPSeg. It is based on a standard encoder-decoder network introduced in [4], of which the encoder is implemented with a ResNet-34 network [8]. Each Perspective Transformer Layer (PTL) follows a ResBlock or a Transposed Convolution layer, respectively and gradually warping feature maps into a bird’s-eye view. The process of perspective transform is visualized qualitatively using color images above the main network. As for instance segmentation, following [2], an instance embedding branch is added. It shares previous layers with the semantic segmentation networks and outputs N-dimensional embedding per lane pixel, which is also visualized as a color map. When conducting forward inference, outputs of both branches are merged to get the final instance segmentation results.

A. Network Structure

As shown in Fig. 3, the overall semantic segmentation network is based on a standard encoder-decoder network [4], in which the encoder is implemented with a ResNet-34 network [8]. In this structure, PTLs interleave with the convolutional and down-sampling layers. We refer our network as TPSeg. In this network, images go through the encoder and are down-sampled to a feature map with 5 times of the stride-2 down-sampling operation. And the feature map is gradually warped into a pseudo BEV. Afterwards, the decoder reverts the previous transforms by up-sampling and back-projecting the feature map into its original size and perspective, while keeping the accumulated high-level semantic information of lane and road markings.

Mathematically, the PTL is nothing different than a linear transformation of the coordinates and a bi-linear sampling of the feature map. And the sampling procedure does not affect the overall differentiability, so that the network with PTL can be trained in an end-to-end manner. For a better understanding, we use a RGB image instead of feature maps and give a qualitative visual description of the yielded results by PTLs in Fig. 4.

Since feature maps in the middle of the convolutional neural network have perspective transform relationships with the input image, this transform is equivalent to warping the input image to a BEV for training and detection, thus solving the problem of inconsistent scales of lane and road markings due to different distances. Meanwhile, the subsequent refinement reduces blur and artifacts caused by interpolation. Similar to the FCN, we also add skip-connections to merge feature maps from the up- and down-sampling layers of the same size. This can compensate for the information loss during the down-sampling, resulting in clear boundaries for detected lane and road markings.

B. Consecutive Perspective Mapping

In order to map the front-view image captured by the vehicle-mounted camera into a bird’s-eye view smoothly, we adopt an approach differing from the standard IPM method. Here we decompose the integral transform \( H \) into a series of shortest-path consecutive transforms \( \{H_{i,i+1}\} \) (\( H \) for short) that project the view \( i \) into view \( i + 1 \). This procedure is
interpreted as

\[ H = \prod_{i=0}^{N} H_i \approx \prod_{i=0}^{N} \left( K_{i+1} \left( R_{i+1}^{-1} - \frac{t_i n_i^T}{d_i} \right) K_i^{-1} \right), \]

where \( R_{i+1} \) (can be denoted as \( R_i \) for short) is the rotation matrix by which virtual camera \( i+1 \) is rotated in relation to virtual camera \( i \); \( t_i \) is the translation vector from \( i \) to \( i+1 \); \( n_i^T \) and \( d_i \) are the normal vector of the ground plane and the distance to the plane respectively. \( K_i \) and \( K_{i+1} \) are the cameras’ intrinsic parameter matrices.

However, to control the transform process, the value of internal parameters, \( i.e., K_i, R_i, t_i, \) and \( d_i \) should be selected for each \( H_{i+1} \) by trial and error, which is a tedious job. To simplify this process, we use a pure rotation virtual camera model to eliminate \( t_i, d_i \), and use a Key-Point Bounding-Box Trick to estimate \( K_i \) for optimal viewports of intermediate feature maps. Whereas the traditional IPM uses at least 4 pairs of pre-calibrated correspondences on each view to estimate the integral \( H \) directly, we estimate the integral rotation by the horizon line specified on the image, which can be obtained by horizon line detection models, \( i.e., \) the HLT \[13]. By representing the rotation in the axis-angle form, it is much easier to divide the rotation \( R \in \text{SO}_3 \) into sections by dividing the angle \( ||\omega|| \in \mathbb{R} \) and keep the axis direction unchanged. In this way, all internal parameters of each \( H_{i+1} \) are determined. Details about above procedure are given as follows.

1) Pure Rotation Virtual Cameras: It can be proven that a translated camera with unchanged intrinsic matrix can produce the same image as a fixed camera with accordingly modified intrinsic matrix. Thus, the consecutive perspective transform is modeled as synthesizing the ground plane image captured by a pure rotating camera, and (1) is simplified as,

\[ H_i = K_{i+1} R_{i+1} K_i^{-1}, \]

and only the rotation matrix should be decomposed as

\[ R = \prod_{i=0}^{N} R_{i+1}. \]

2) Estimating Integral Extrinsic Rotation by the Horizon Line: As extrinsic matrices with respect to the ground plane are not provided in TuSimple and ApolloScape datasets, we roughly estimate the integral rotation by the horizon line. Given two horizon points in the camera coordinates, \( p_{\text{left}} \) and \( p_{\text{right}} \), the normal vector of ground plane (facing to the ground) is calculated by a cross-production, \( i.e., \)

\[ n = \frac{p_{\text{left}} \times p_{\text{right}}}{||p_{\text{left}} \times p_{\text{right}}||}, \]

In order to rotate the camera to face to the ground, its z-axis should be rotated to align with the normal vector \( n \). Hence, the rotation in axis-angle form is calculated as

\[ \omega = \frac{e_3 \times n}{||e_3 \times n||}, \text{atan2}(\parallel e_3 \times n \parallel, e_3 \cdot n), \]

where \( e_3 = (0, 0, 1)^T \) is a unit vector on z-axis.

**Algorithm 1** Determine the Optimal Viewports through Key-Point Bounding Boxes

**Require:** \( K_i, R_i, p_{i,j}, W_{i+1} \)

1. Convert points from Image \( I \) to Camera \( C \): \( p_{i,j}^C = K_i^{-1} p_{i,j} \)
2. Rotate points to view \( i+1 \): \( p_{i+1,j}^C = R_{i+1} p_{i,j}^C \)
3. Normalize by the Z-dimension: \( p_{i+1,j}^C = \text{abs} \left( \frac{Z_{i+1,j}^C}{d_{\text{height}}} \right) \times box(p_{i+1,j}^C) \)
4. Get the bounding box: \( [bb_{\text{top}}, bb_{\text{left}}, bb_{\text{width}}, bb_{\text{height}}] = \text{bbox}(p_{i+1,j}^C) \)
5. Estimate focal length \( f_{i+1} \) as a scale ratio: \( f_{i+1} = W_{i+1}/bb_{\text{width}} \)
6. Estimate target view height with the same scale ratio: \( H_{i+1} = f_{i+1} \times bb_{\text{height}} \)
7. Estimate translation \( t_{i+1} \) by aligning left-top corner of target image view and bounding box in target camera coordinate: \( t_{i+1} = (0, 0)^T - (f_{i+1} \times bb_{\text{left}}, f_{i+1} \times bb_{\text{top}})^T \)
8. Composite target intrinsic matrix: \( K_{i+1} = (f_{i+1}, t_{i+1}) \)
9. return \( K_{i+1}, H_{i+1} \)

3) Decomposing the Extrinsic Rotation: Here we use the axis-angle representation for decomposing the rotation. We simply divide the integral angle into several even parts, and then convert each \( \omega \) to the corresponding rotation matrix \( R_i \).

4) Optimal Viewports by Key-Point Bounding Boxes: While conducting IPM, image pixels at the edge often need to be cropped to prevent the target view from being too large. In order to preserve the informative pixels as many as possible, we roughly annotate the ground region by a set of border points in the front-view. The points are projected to the new view during each perspective transform. And we use a bounding box in the new view to determine the minimal available viewport which does not crop any projected key point. Thus, given a desirable target view width \( W_{i+1} \), the corresponding intrinsic \( K_{i+1} \) and target view height \( H_{i+1} \) is determined, as shown in Algorithm 1.

**C. Segmentation Heads**

1) Semantic Segmentation: The lane and road marking detection problems are often cast as a semantic segmentation task \[1 \] \[9 \] \[11 \]. In this work, we adopt a FCN-like network. By representing label classes as one-hot vectors, we predict the logit of each class at each pixel location. Then, we use the classic cross-entropy loss function to train this semantic segmentation branch.

2) Instance Segmentation: Semantic segmentation neither can distinguish different instances within the same category, nor can interpret separated parts of the same marking (dashed lines, zebra lines, etc.) as a unity. In order to solve this issue, we follow the work of LaneNet \[2 \] to interpret the lane detection problem as an instance segmentation task. The network contains two branches. The semantic branch outputs a binary mask, while the instance embedding branch outputs an N-dimensional embedding vector for each pixel. The instance embedding branch is to disentangle the lane pixels...
identified by the semantic branch. Here we also use a one-shot method based on distance metric learning [15]. During training, pixels from the same instance are "pulled" close to each other, and those from different instances are "pushed" away from each other by the loss function. During inference, the unmasked pixels are clustered in the embedding space to output the final result. For details of the loss function please refer to [2].

IV. EXPERIMENTS

We evaluate our network on the TuSimple [6] and ApolloScape [7] dataset respectively for the instance segmentation and semantic segmentation tasks. Our network is implemented by the PyTorch [16] framework.

A. TuSimple Benchmark

1) Dataset: The TuSimple Benchmark is a dedicated dataset for lane detection and consists of 3626 training and 2782 testing images, under good and medium weather conditions. The image resolution of this dataset is 1280x720 pixels. The annotation includes the x-position of the lane points at a number of discretized y-positions.

2) Metrics: The detection accuracy is calculated as the average correct number of points per image:

\[
\text{acc} = \frac{\sum_{im} C_{im}}{S_{im}},
\]

where \( C_{im} \) denotes the number of correct points and \( S_{im} \) is the number of groundtruth points. A point is regarded as correctly detected when the difference between the groundtruth and the predicted point is smaller than a predefined threshold. Together with the accuracy, the false positive and false negative scores can also be calculated by

\[
\text{FP} = \frac{F_{\text{pred}}}{N_{\text{pred}}}, \quad \text{FN} = \frac{M_{\text{pred}}}{N_{gt}},
\]

where \( F_{\text{pred}} \) denotes the number of mispredicted lanes, \( N_{\text{pred}} \) indicates the number of predicted lanes, \( M_{\text{pred}} \) is the number of missed groundtruth lanes and \( N_{gt} \) represents the number of all groundtruth lanes.

3) Training Details: Here we regard the lane detection as an instance segmentation task and train the instance segmentation network as shown in Fig. 3. Considering that the two classes (lane/background) are highly unbalanced, we apply the bounded inverse class weighting [17]. During the training process we use the Adam [18] optimizer, with a weight decay of 0.0005, a momentum of 0.95, a learning rate of 0.00004, and a batch size of 2. When the accuracy is without promotion up to 60 epochs, the learning rate drops to 10%. And the model converges after 220 epochs.

4) Evaluation Results: In comparison with other state-of-the-art methods [2] [3] [12], we show the test results in Table I from which we can find out that our detection accuracy is already in the first echelon. It is worth to mention that all evaluation results above are in strict accordance with the metric defined by TuSimple. However, in our method the feature maps are warped into a bird’s-eye view of the ground, which force a part of the image above the horizon to be ignored by our method, and would lead to a slight decrease of the results. In order to make a fair comparison, we re-evaluated those samples only below the horizon, and ignored null samples which is labeled as \(-2\) in the annotation. The new evaluation result is named as \( \text{acc}_{\text{under horizon}} \) shown in the rightmost column of the Table I. We also plot the accuracy versus different distances from ego-vehicle in the line charts.

Fig. 5 (a) shows the accuracy in dependence of pixel distance to the image bottom. Fig. 5 (b) shows the accuracy in dependence of the real distance to the ego-vehicle. Both charts imply that our method can improve the detection accuracy of lane and road markings at longer distances. The qualitative comparison is shown in Figure 6.
Fig. 6. Visualization of the comparison among the base-line, our method and the groundtruth on Tusimple dataset. Each row contains three submaps. From left to right: results w/o PTLs, results w/ PTLs, GT. And the area inside the red wireframe should be paid more attention.

B. ApolloScape Benchmark

1) Dataset: ApolloScape is a large scale dataset and contains seven branches for different tasks in the field of autonomous driving. Among them, the Lane Segmentation branch contains a diverse set of stereo video sequences recorded in street scenes from different cities, with high quality pixel-level annotations of more than 110,000 frames. Images in ApolloScape dataset are at a resolution of 3384x2710 pixels. The annotation information includes 35 kinds of lane and road markings from daily traffic scenarios, including but not limited to lanes, turning arrows, stop lines, zebra crossings. To the best of the authors’ knowledge, no related works have been trained on the ApolloScape Lane Segmentation dataset. Therefore, we only show the ablation experimental results of our own method.

2) Metrics: The evaluation follows the recommendation of ApolloScape which uses the mean-IOU (mIOU) as the evaluation metric just like in [19]. For each class, given the predicted masks $M_{c,i}$ and the groundtruth $M^*_c,i$ for image $i$ and class $c$, the evaluation metric is defined as:

$$IOU_c = \frac{TP}{TP + FP + FN},$$

$$TP = \sum_i \|M_{c,i} \odot M^*_c,i\|_0,$$

$$FP = \sum_i \|M_{c,i} \odot (1-M^*_c,i)\|_0,$$

$$FN = \sum_i \|(1-M_{c,i}) \odot M^*_c,i\|_0,$$

$$mIOU = \frac{1}{C} \sum_c IOU_c.$$

3) Training Details: Since the ApolloScape only provides pixel-level semantic annotations instead of instance information, we train the semantic segmentation network as shown in Fig. 3. Here we split 6288 frames out from the training set for validation. During the training process we use the Adam [18] optimizer, with a weight decay of 0.0005, a momentum of 0.95, a learning rate of 0.00004, and a batch size of 2. And the model converges after 25 epochs.

4) Evaluation Results: Also in a fair way, we evaluate the image part below the horizon. Fig. 7 shows the results of mean-IOU accuracy at different distances. Table II shows mIOU value and IOU values of some common types of lane and road markings. We ignored the rest classes whose frequency is less than 0.001.

According to the experimental results, our method can effectively improve the detection accuracy of road markings at further distances, especially for the lane and road markings with richer structural features such as turning arrows. The qualitative comparison is shown in Fig. 8.

V. CONCLUSION

In this paper, we introduced a segmentation network architecture improved by consecutive homographic transforms for ground plane road marking detection. The parameters of consecutive transforms are clearly yielded by a pure rotating camera model and a key-point bounding-box trick. The proposed method is proven to be beneficial for distant lane and road marking detection. For the future research, we are going to incorporate an online scheme of extrinsic estimation into this structure. Also handling the non-flat ground surface.
TABLE II
PER-CLASS IOU RESULTS ON APOLLOSCAPES LANE SEGMENTATION BENCHMARK.

| category  | class                  | ResNet18-FCN | ResNet18-PTL-FCN |
|-----------|------------------------|---------------|------------------|
| arrow     |                        |               |                  |
|           | thre                   | 0.611         | **0.692**        |
|           | thre & left turn       | 0.768         | **0.800**        |
|           | thre & right turn      | **0.824**     | 0.808            |
|           | left turn              | 0.767         | **0.768**        |
| stopping  | stop line              | 0.665         | **0.747**        |
| zebra     | crosswalk              | 0.859         | 0.858            |
| lane      | white solid            | 0.832         | 0.800            |
|           | yellow solid           | 0.813         | 0.803            |
|           | yellow double solid    | 0.886         | **0.893**        |
|           | white broken           | 0.791         | 0.790            |
| diamond   | zebra attention        | 0.749         | **0.775**        |
| rectangle | no parking             | 0.642         | **0.724**        |
| mIOU      |                        | 0.768         | **0.788**        |

which has unclear definition of ground normal vectors and horizon lines is one of the interesting topics.
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