Magnetic Minibands and Electron-Electron Bound States in ac-Driven Graphene with Space-Modulated Gap
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The emergence of the magnetic minibands in the quasienergy spectrum of graphene superlattice subjected to the quantizing magnetic field and electromagnetic radiation was investigated. The graphene superlattice was assumed to be formed by space-periodical modulation of the gap in the vicinity of the Dirac point of the graphene band structure. The explicit form of the Floquet spectrum of electron was derived in the case of weak spatial modulation. Minibands widths were shown to change with ac electric field amplitude. The possibility of electron-electron bound states was shown. The binding energies of these states were shown to be the function of the amplitude of ac electric field.
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I. Introduction

Modern technologies of fabrication of graphene-like materials lead to the new area for investigations of 2D Dirac-like fermions [1–4]. Presently graphene is offered to be the basis of the modern nano- and microelectronics [5–11]. In [12, 13] the use of graphene for generation of electromagnetic (EM) radiation in THz range had been offered. From an application-technological point of view the tunability of electronic and optical properties of graphene materials by the external EM fields has particular importance. This gives the way of manipulation of spectrum parameters without interfering in the internal structure of graphene material [14–21]. The latter is important for the engineering of devices with tunable characteristics [22].

Electronic properties of graphene-like materials can be tuned by time-dependent driving (or ac-driving) into specific states called as the Floquet topological insulators [23–24]. Such states are possible owing to the dynamical gap which can be induced by EM radiation in the vicinity of the Dirac points of the band structure of the originally gapless graphene layer [25]. In [26, 27] polarization tunable gaps in the band structure of topological insulator had been observed by using of mid-infrared EM radiation. Floquet topological insulators had been also realized in laboratory in [27]. Theory describing magneto-electronic properties of ac-driven graphene developed in [28–30]. Results of investigations of band structure of ac-driven graphene allow the manipulation of Dirac points [31], Landau levels [28–30] and states around defects of the graphene lattice [32, 33] by changing of ac-field amplitude. In [33, 34] the ac electric field had been shown to change the properties of the electron collective excitations which form the plasmon complexes in doped graphene. So the plasmon frequency was strongly influenced by the external field and the stability of these excitations can be controlled by changing of the ac-field amplitude.

Emergence of bound states (BSs) due to the interactions of electrons with elementary excitations in solid has fundamental and practical significance. It leads to such many-body phenomena as superconductivity and charge-density waves. Study of interactions of Dirac electrons with elementary excitations and tunable impurities had led to the prediction and observation of new effects in the filed of graphene-like materials [18, 19, 34–38]. In this context we can point such phenomena as renormalization of Dirac spectrum due to interactions of electrons with lattice vibrations [39–40], effect of the electron-phonon coupling on the magnetooptical conductivity [41], a new structure of magnetophonon resonances determined by the electron-phonon hybrid states formed in the spectrum between the discrete energy levels (Landau levels) appearing in graphene in the strong magnetic field [42, 43], effect of the electron-electron interaction on the graphene resistance and magnetoresistance [44–45], etc. In [38, 39] the emergence of macro-molecules due to the screening of Coulomb repulsion between impurity charges in graphene had been investigated. This screening was provided by the strong magnetic field which localized electrons between impurities so theirs binding could be tuned on or tuned...
off by magnetic field intensity changing. Such mechanism of charge bound states had been offered in \[35\] to manipulate the macro-molecules size.

Investigations of electron-electron interaction are particularly important in the theory of superconductivity of graphene \[40,41\]. In \[40,44\] electron correlations had been offered to be a source of the graphene superconductivity. In \[48\] an essentially anisotropic electron-electron interaction near the Van Hove singularity had been shown to be responsible for the attraction between electrons in graphene. The possibility of electron-electron coupling in graphene due to the phonon exchanging had been studied in \[49\].

Another mechanism of the binding of particles which are characterized by Coulomb repulsion is its transfer (in the quasimomentum space) to the region which is written in the form (4), where

\[
\hat{H}_\text{ac}(\mathbf{r},t) = v_F \hat{\pi} \cdot \delta + \frac{e v_F}{c} A^{ac}(t) \cdot \delta + \Delta_\delta(x) \delta z ,
\]

spinor \(\psi\) has two components corresponding to the different values of pseudospin denoting the graphene sublattice, \(\delta = (\delta_x, \delta_y)\), \(\delta_z\) are the Pauli matrices, \(v_F\) is the Fermi velocity. Operator \(\hat{\pi}\) is related with the operator of momentum \(\hat{p}\) with the sum \(\hat{p} = \hat{p} + 2\pi \mathbf{A}(\mathbf{r})\), where vector potential \(\mathbf{A}(\mathbf{r})\) describes the time-independent field. For instance, it may be additional quantizing magnetic field. Spinor \(\psi\) obeys the Floquet theorem:

\[
\psi(\mathbf{r},t) = u(\mathbf{r},t) e^{-i\frac{\epsilon_{\text{eff}} t}{\hbar}} ,
\]

where \(\epsilon_{\text{eff}}\) is quasienergy, \(\mathbf{u}(\mathbf{r},t)\) is the spinor with components which are time-periodic functions with period \(T\). The action of the operator (1) on the function (2) leads to the equation

\[
\left(\hat{\mathcal{H}} - i\hbar \frac{\partial}{\partial t}\right) u = \epsilon_{\text{eff}} u .
\]

Polarization of the EM wave is assumed to be linear and we consider two variants of the direction of the ac electric field vector: (1) the ac-field vector oscillates perpendicularly to the SL axis \((\mathbf{A}^{ac}_z = 0)\), (2) the ac-field is applied along the SL axis \((\mathbf{A}^{ac}_x = 0)\).

In both cases to reduce the time-dependent problem described by equation (3) to a stationary problem the spinor \(u\) is written in the form \(u(\mathbf{r},t) = \mathcal{W}(\mathbf{r},t)\).

Here \(\mathcal{W}\) is the unitary operator which is equal

\[
\mathcal{W} = e^{-i\alpha_j \delta_j}, \quad \alpha_j(t) = \frac{e v_F}{\hbar} \int A^{ac}_j(t) dt ,
\]

index \(j\) is chosen to be \(y\) in the case (1) and it is chosen to be \(x\) in the case (2).

Firstly we consider the situation when EM radiation is polarized perpendicularly to the SL axis. After use of the unitary transformation provided by the operator (1), where \(j = y\), we arrive at the next equation

\[
\left(- i\hbar \frac{\partial}{\partial t} + v_F \hat{\pi}_y \hat{\sigma}_y + (v_F \hat{\pi}_x \hat{\sigma}_x + \Delta \hat{\sigma}_z) \hat{\mathcal{W}}^2\right) \chi = \epsilon_{\text{eff}} \chi .
\]

Further to find the quasienergy appearing in (5) we use the averaging method \[53\] which within our problem is identical to the so-called rotating wave approximation \[44\]. To this end we represent the spinor \(\chi\) and time-periodical operator \(\hat{\mathcal{W}}^2\) as the sums each contains the constant term and high-frequency term: \(\chi(t) = \chi_0 + \chi_{\text{ac}}(t), \quad \hat{\mathcal{W}}^2(t) = \hat{\gamma}_0 + \hat{\mathcal{W}}^2_{\text{ac}},\)

\[
\hat{\gamma}_0 = \begin{pmatrix} b_0^0 & b_0^1 \\ b_0^1 & b_0^0 \end{pmatrix} , \quad \chi_{\text{ac}}(t) = \sum_{k \neq 0}^\infty \begin{pmatrix} b_k^0 \\ b_k^1 \end{pmatrix} e^{i k \omega t} , \quad \hat{\mathcal{W}}^2_{\text{ac}} = \sum_{k \neq 0}^\infty \hat{\gamma}_k e^{i k \omega t} , \quad \omega = 2\pi/T ,
\]

II. AC-driven graphene with space modulated gap

One of the ways to create the graphene based SL had been offered in \[52\] where graphene layer had been proposed to deposit on the periodical substrate. The presence of periodical substrate yields the spatial periodic modulation of the band gap in the graphene. Below such structure is called as graphene with space-modulated gap (GSMG) and the direction of spatial modulation is called as SL axis. To investigate the effect of EM radiation on the electron-electron BS the Floquet spectrum of ac-driven GSMG is calculated.

In this section averaging of the Dirac-like Hamiltonian written for the electron in GSMG is produced for the case of arbitrary time-periodical electric signal. Let the graphene layer is supposed to coincide with plane \(xy\). The profile of the gap space-modulation is given by the function \(\Delta_d(x) = \Delta_d(x + d)\), where \(d\) is the modulation period and \(\Delta_d\) is the SL axis. Besides, GSMG is suggested to be subjected to the time-periodical electric field with intensity oscillating in the plane \(xy\). This can be achieved by placing of the GSMG in the field of EM wave which propagates perpendicular to the GSMG plane \(xy\) so that vector of electric field oscillates in \(xy\) and is described by the time-dependent vector potential \(\mathbf{A}^{\text{ac}}(t) = \mathbf{A}^{\text{ac}}(t + T)\), where \(T\) is the period of ac-field.

The quantum mechanical state of the electron is described by a spinor \(\psi\) which in the vicinity of Dirac point \(K\) obeys the Dirac-like equation \(i\hbar \partial_t \psi = \hat{H} \psi\).
\[ \hat{\gamma}_k = \frac{1}{2\pi} \int_{-\pi}^{+\pi} \left\langle \hat{U}^2(\xi) e^{-ik\xi} d\xi \right. \] \]  

(6)

So that the average values are: \( \langle \chi \rangle = \chi_0 \), \( \langle \chi_{ac}(t) \rangle = 0 \), \( \langle \hat{U}^2 \rangle = \hat{\gamma}_0 \) and \( \langle \hat{U}_{ac}^2 \rangle = 0 \). To neglect the high-frequency part of the equation \([5]\) the next conditions are supposed to be performed

\[ \sum_{k \neq 0} \left| \hat{b}_k \right|^2 < \left| \hat{b}_0 \right|^2 \]  

(7)

After averaging in the both parts of the equation \([6]\) one can find the relation for the constant part

\[ \left( \hat{H}_0 - \varepsilon_{\text{eff}} \right) \chi_0 = \begin{equation} \begin{aligned} &= (v_F \hat{\pi}_y \hat{\sigma}_y + \Delta_{\text{a}} \hat{\sigma}_z) \sum_{k \neq 0} \hat{\gamma}_k \left( \chi_{ac} e^{ik\omega t} \right), \end{aligned} \end{equation} \]

(8)

where

\[ \hat{H}_0 = v_F \hat{\pi}_x \hat{\sigma}_x + (v_F \hat{\pi}_y \hat{\sigma}_y + \Delta_{\text{a}} \hat{\sigma}_z) \hat{\gamma}_0, \]

(9)

Now we leave only the oscillating terms in \([5]\). In which connection we neglect the terms containing \( \chi_{ac} \) and to arrive at the expression containing only terms with \( \chi_0 \) and with \( \hat{\delta}_t \chi_{ac} \). After integrating of this expression we obtain

\[ \chi_{ac}(t) = -\frac{v_F \hat{\pi}_y \hat{\sigma}_y + \Delta_{\text{a}} \hat{\sigma}_z}{\hbar \omega} \frac{1}{k} \sum_{k \neq 0} \hat{\gamma}_k \chi_0 e^{ik\omega t}. \]

(10)

After substitution of \([10]\) into \([8]\) we find that the right side of equation \([8]\) is zero. As a result the electron state in ac-driven GSGM is reduced to the solving of the equation

\[ \hat{H}_0 \chi_0 = \varepsilon_{\text{eff}} \chi_0. \]

(11)

The second case suggested here is the situation when EM radiation is polarized along the SL axis \( (A_{\text{a}}^y = 0) \). After calculations which are similar to the above derivation we write instead \([10]\)

\[ \hat{H}_0 = v_F \hat{\pi}_x \hat{\sigma}_x + (v_F \hat{\pi}_y \hat{\sigma}_y + \Delta_{\text{a}} \hat{\sigma}_z) \hat{\gamma}_0. \]

(12)

Note that to calculate the matrix \( \hat{\gamma}_0 \) appearing in \([12]\) we should put into formula \([11]\) \( j = x \).

Now we consider one particular case. If the time-independent field described by the vector \( \mathbf{A}(r) \) is absent and gap is not modulated \( (\mathbf{A}(r) = 0, \Delta_0 = \Delta = \text{const}) \) then eigenvalues of the Hamiltonian \([11]\) are

\[ \varepsilon_{\text{eff}} = \pm \sqrt{\varepsilon_0^2 + \left( \frac{\alpha_0^2 + \beta_0^2}{2} \right)^2 \left( \beta_0^2 p_x^2 + \Delta^2 \right)} \]

(13)

Here sign “+” corresponds to the conduction band and sign “−” to the valence band, \( \alpha_0 \) and \( \beta_0 \) are the real functions of af-field amplitude and are determined from the formula

\[ \alpha_0 + i\beta_0 = \frac{1}{\pi} \int_{-\pi}^{+\pi} e^{i2\alpha_0(\xi)} d\xi. \]

For the sinusoidal radiation with amplitude of electric field intensity \( E_0 \) and frequency \( \omega \) and for the originally gapless graphene \( (\Delta = 0) \) formula \([13]\) gives the result \([30]\): \( \varepsilon_{\text{eff}} = \pm \sqrt{u_F^2 p_x^2 + u_F^2 p_y^2} \). Here \( u_F = v_F J_0(2a_0) \) is the Fermi velocity renormalized by the ac-field effect, \( a_0 = e\nu_F E_0/\hbar \omega^2 \) is the dimensionless amplitude of ac-field, \( J_0(\xi) \) is the Bessel function of integer order. The approximation provided by the conditions \([7]\) is seen from the formula \([10]\) to work correctly if the next inequality is performed

\[ \frac{\Delta^2 + u_F^2 p_x^2 + u_F^2 p_y^2}{\hbar^2 \omega^2} \sum_{k=1}^{\infty} \frac{J_k^2(2a_0)}{k^2} < 1. \]

III. Magnetic minibands in ac-driven GSGM

Here we calculate the Floquet spectrum of GSGM in the case of sinusoidal electric field. The space-periodic modulation of the gap is assumed to be weak. However the presence of the weak gap modulation as well as any other weak space-periodical potential (or SL potential) does not form enough narrow minibands due to the high SL barriers transparency. As a consequence it can be difficult to achieve the conditions for electron-electron binding. Moreover in the case of weak barriers the system of narrow forbidden bands forms. So the single-miniband model of SL electron spectrum which is often used for theoretical calculations \([51,54,55] \) doesn’t work correctly. Another situation we get if we place GSGM in a sufficiently strong magnetic field. Magnetic field is known to turn the initially continuous spectrum of 2D material into the system of discrete energy levels called as Landau levels. Eigenvalues and eigenfunctions of Dirac-like Hamiltonian written for electrons in graphene in quantizing magnetic field can be found in \([56]\), for example. In the presence of quantizing magnetic field the weak space-periodical potential leads to the expansion of each Landau level into the so-called magnetic miniband \([56]\). At that the sufficiently strong magnetic field can provide the situation when minibans are separated by the wide forbidden bands so the single-miniband model can be used. Note that the forming of the magnetic minibands in the initially gapless graphene placed in the spatial modulated magnetic field had been considered in \([57]\) in the case of absence of ac-field.

Let space-periodic modulation of the gap is created along the axis and has the profile as follows

\[ \Delta_s(x) = \Delta + \Delta_0 \cos \left( \frac{2\pi x}{d} \right), \quad \Delta_0 \ll \Delta. \]

(14)

At first the case when EM radiation is polarized perpendicularly to the SL axis \( Ox \) is considered. The inequality presented in \([14]\) allows us to use the perturbation theory methods to find the eigenvalues of the Hamiltonian \([11]\) which is represented as the sum
of two terms $\hat{\mathcal{H}}_0 = \hat{\mathcal{H}}_I + \hat{\mathcal{H}}'$. Here the term $\hat{\mathcal{H}}_I$ describes the single-layer graphene with gap $\Delta$ in the field with time-independent potential $\mathbf{A}(\mathbf{r})$. The term $\hat{\mathcal{H}}'$ corresponds to the perturbation provided by the weak gap modulation through $\mathbf{O}_x$:

$$\hat{\mathcal{H}}' = \Delta_0 \cos \left( \frac{2\pi x}{d} \right) \hat{\sigma}_y \hat{\gamma}_0. \quad (15)$$

Let GSMG is in the quantizing magnetic field with intensity $\mathbf{H}$ applied perpendicularly to the graphene plane. We use the next gauge of the time-independent potential $\mathbf{A}(\mathbf{r}) = (0, H_x)$. To find the eigenvalues of unperturbed Hamiltonian we act on the spinor $\chi_0$ twice with the operator $\hat{\mathcal{H}}_I$. After using the next relations: $\hat{\sigma}_y \gamma_0 = \gamma_0 \hat{\sigma}_y$, $\hat{\sigma}_x \hat{\sigma}_z \gamma_0 = \gamma_0^\dagger \hat{\sigma}_x \hat{\sigma}_z$, we obtain

$$-h^2 v_y^2 \gamma_0 \frac{d^2 \chi_0}{dx^2} + \frac{h^2 v_y^2}{\lambda_H^2} \left( x + \frac{\lambda_H^2 p_y}{h} \right)^2 \chi_0 = \left( \varepsilon_i^2 - \Delta_0^2 \gamma_0 \right) \hat{\gamma}_0 \hat{\sigma}_z \chi_0, \quad (16)$$

where $\varepsilon_i$ is quasienergy of electrons in the absence of the space modulation of the gap, $\lambda_H = \sqrt{\hbar c/eH}$. For the sinusoidal ac-field equation \([10]\) takes the form

$$-h^2 v_y^2 \frac{d^2 \chi_0}{dx^2} + \frac{h^2 v_y^2}{\lambda_H^2} \left( x + \frac{\lambda_H^2 p_y}{h} \right)^2 \chi_0 = \left( \varepsilon_i^2 - J_0^2 (2a_0) \Delta^2 \Delta_0 \right) \hat{\gamma}_0 \hat{\sigma}_z \chi_0. \quad (17)$$

The eigenfunctions and eigenvalues of \([17]\) can be obtained with the use of well known solutions of the harmonic oscillator equation. In the absence of ac-field ($a_0 = 0$) such solutions are in \([55]\), for example. In our case when the ac-field is present quasienergy is $\varepsilon_i \equiv \varepsilon_n = \sqrt{\Delta_0^2 + \hbar^2 \Omega_H^2 n^2}$, and eigenfunctions are $\chi_0 = \exp (i p_y y / \hbar) |n\rangle$. Here $\Delta_{ac} = J_0 (2a_0) \Delta$, $\Omega_H = \sqrt{2 |J_0 (2a_0)| v_y / \lambda_H}$.

$$|n\rangle = \frac{1}{\sqrt{\lambda_H}} \left( \phi_0 \left( \frac{x - x_H}{l_H} \right) \right)^n, \quad (18)$$

where $w_n^i (a_0) = J_0 (2a_0) Q_n (\pi l_H / d) \Delta_0$, $\Omega_H = 2 \pi \lambda_H^2 / d$, $Q_n (\xi) = -e^{-\xi^2} \left( 1, n = 0, \frac{L_n (2 \xi^2) - L_{n-1} (2 \xi^2)}{2}, n \geq 1 \right)$, $L_n (\xi)$ is the Laguerre polynomials.

Thus in the quantizing magnetic field the weak periodic perturbation related with the space modulation of the gap in graphene removes the degeneracy of the electronic states on quasimomentum $p_y$ and each quasienergy level expands into the magnetic miniband. The width of the $n$-th miniband is equal to $2 w_n^i$ and it is regulated by the ac-field amplitude changing. As seen from the above calculations the electron moves within the miniband as if the SL with the period $\Lambda_H$ was formed through the axis $Oy$. 

---

*Fig. 1.* Binding energy $\varepsilon_n$ vs ac-field amplitude $a_0$. EM radiation is polarized perpendicularly to the SL axis. (a) $g = 0.071 \Delta_0 d$, magnetic field is of 2 T, (b) $g = 0.1 \Delta_0 d$, magnetic field is of 1 T.
In the second situation when EM radiation is polarized along the SL axis we derive:

\[ \epsilon_{\text{eff}} = \epsilon_n + w_n^\parallel (a_0) \cos \left( \frac{p_0 \Lambda_H}{\hbar} \right), \quad (20) \]

where \( w_n^\parallel (a_0) = \frac{J_0 (2a_0)}{Q_n} \left( \frac{\pi l_H^2}{d} \right) \Delta_0, \quad l_H^* = \frac{\Lambda_H}{\sqrt{|J_0 (2a_0)|}}. \) Because of the inequality \(|\langle n | \mathcal{W} | n \rangle| \ll \epsilon_n\) is the condition of the applicability of the first-order perturbation theory formulas [19] and [20] give the correct result if

\[ w_n^\parallel \ll \Delta_{\text{ac}}^2 + h^2 Q_H n. \quad (21) \]

Here \( w_n \) is chosen to be \( w_n^\parallel \) in the case when ac-field oscillates perpendicularly to the SL axis and it is chosen to be \( w_n^\parallel \) in the case when ac-field applied along the SL axis.

**IV. Weakly Bound States of Elementary Excitations in GSMG**

In this section we show that in ac-driven GSMG with quasienergy spectrum (19) or (20) the appearance of BS of two electrons is possible at arbitrarily weak repulsion between them. Equation determining the dispersion law of the weak BS \( \epsilon_{\text{el}} \) can be obtained by calculation the poles of the two-particle Green function [50] and has the form

\[ \frac{g}{2\pi} \int_{-\pi/\Lambda_H}^{+\pi/\Lambda_H} dq \frac{dp}{\epsilon - \epsilon_{\text{eff}}(p, q) - \epsilon_{\text{eff}}(q + p/2) + i0} = 1, \quad (22) \]

where \( g \) is the effective coupling parameter of quasiparticles with dispersion low \( \epsilon_{\text{eff}}(p, q) \), \( p \) is the momentum of BS. In the case of repulsion \( (g > 0) \) equation [22] has undamped solutions when \( \epsilon > 2 (\epsilon_n + w_n). \) After integration in [22] we obtain

\[ \epsilon = 2\epsilon_n + \sqrt{\frac{g^2}{\Lambda_H^2} + 4w_n^2 (a_0) \cos^2 \left( \frac{p \Lambda_H}{2h} \right)}. \quad (23) \]

It is seen from the formula [23] that in the case \( g \ll |w_n| \Lambda_H \) electrons can bind if energy \( \epsilon \) is close to the top of conduction band where effective masses are negative. This fact explains the possibility of electrons binding while \( g > 0 \). Binding energy is \( \epsilon_{\text{el}} = g^2/4 |w_n (a_0)| \Lambda_H^2 \). The binding energy as the function of the ac-field amplitude \( a_0 \) in the case when its vector oscillates perpendicularly to the SL axis is shown in Fig. 1. Dependences shown in Fig. 2 correspond to the case when EM radiation is polarized along the SL axis.

When the dependences shown in Figs. 1 and 2 were calculating the next circumstances were taken into account. The lower limit of the magnetic field was determined by the quantizing conditions and the inequality [21] which also ensures the correctness of the perturbation theory method. The upper limit of the magnetic field was determined by the condition of the weakness of the BS \( (g \ll |w_n| \Lambda_H) \). Besides the last condition arrives at the next requirements. Firstly, the integer \( n \) should not be large \((n = 0, 1, 2)\) because of the magnetic minibands become too narrow for large \( n \). Secondly, it requires the ac-field amplitude to be far from the roots of the equation \( J_0 (2a_0) = 0 \).

**V. Discussion**

Above the Floquet spectrum (quasienergy) of electron in GSMG subjected to the high-frequency EM radiation has been calculated. The case of the weak space modulation of the gap has been considered. So to ensure the conditions of the emergence of the electron-electron BS GSMG is placed into the quantizing magnetic field. The simultaneous presence of the magnetic field and the weak gap modulation leads to the appearance of the magnetic minibands. The additional ac electric field of high-frequency EM radiation has been shown above to allow the manipulation of the miniband width. As a consequence it can be used to control the binding energy of electron-electron complex. It is quite seen from the Figs. 1 and 2.

In the case of electron-electron coupling BSs correspond to the Bose-Einstein statistics. Under a crit-

---

**Fig. 2.** Binding energy \( \epsilon_0 \) vs ac-field amplitude \( a_0 \). EM radiation is polarized along the SL axis. (a) \( g = 0.071\Delta_0d \), magnetic field is of 3 T. (b) \( g = 0.01\Delta_0d \), magnetic field is of 10 T.
ical temperature such electron complexes can form a superfluid gas \[53\]. The presence of additional potential in graphene in this case is essential due to the necessity of reaching of the miniband region characterized by the negative effective mass. It provides the electrons binding while \( g > 0 \). In the absence of additional potential (at the linear dispersion limit) there are no regions with negative effective masses. So “repulsive” electron-electron interaction can’t form bound states in this limit and another mechanisms are necessary to create such BS \[19\].
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