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Abstract
We consider the particle current in the asymmetric avalanche process on a ring. It is known to exhibit a transition from the intermittent to continuous flow at the critical density of particles. The exact expressions for the first two scaled cumulants of the particle current are obtained in the large time limit $t \to \infty$ via the Bethe ansatz and a perturbative solution of the $TQ$-equation. The results are presented in an integral form suitable for the asymptotic analysis in the large system size limit $N \to \infty$. In this limit the first cumulant, the average current per site or the average velocity of the associated interface, is asymptotically finite below the critical density and grows linearly and exponentially times power law prefactor at the critical density and above, respectively. The scaled second cumulant per site, i.e. the diffusion coefficient or the scaled variance of the associated interface height, shows the $O(N^{-1/2})$ decay expected for models in the Kardar–Parisi–Zhang universality class below the critical density, while it is growing as $O(N^{3/2})$ and exponentially times power law prefactor at the critical point and above. Also, we identify the crossover regime and obtain the scaling functions for the uniform asymptotics unifying the three regimes. These functions are compared to the scaling functions describing crossover of the cumulants of the avalanche size, obtained as statistics of the first return area under the time space trajectory of the Vasicek random process.
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1. Introduction

The asymmetric avalanche process (AAP) is an interacting particle system related to the asymmetric simple exclusion process (ASEP) and the zero range process (ZRP) [1]. Its peculiar feature is the time-scale separation incorporated into the dynamics responsible for the appearance of instant non-local avalanche-like reconstructions of the system. AAP was introduced in [2] in an attempt of finding a Bethe ansatz solvable model with threshold avalanche dynamics that could develop a kind of the self-organized critical state [3, 4] characterized by giant avalanches spreading across the whole system. Considered in the conservative setting of the large periodic lattice AAP was shown in [2] to exhibit a transition from the intermittent to continuous flow. It is marked by the divergence of the average stationary particle current in an infinite system as the density of particles approaches a critical value from below. The transition signalizes that the average avalanche size, finite in the thermodynamic limit below the critical density, grows with the system size above [5].

The fluctuations of the particle current in the large time limit \( t \to \infty \) are described in terms of its higher scaled cumulants, starting from the scaled variance or the diffusion coefficient. Their behaviour in the scaling limit characterizes the universality class the system belongs to [6, 7]. As an example, we mention the diffusion coefficient of a particle in the totally asymmetric simple exclusion process (TASEP) on a ring. Derived first in [8] with the help of the matrix product technique [9], its power law dependence on the size of the system was one of the first direct confirmations of the Kardar–Parisi–Zhang (KPZ) universality [10] obtained from the exact solution. Later the whole large deviation function containing infinitely many cumulants was also obtained for this case using the Bethe ansatz approach [11]. Its functional form obtained under the same scaling was conjectured to be universal within the KPZ universality class. This universality was later tested with plenty of other examples (ASEP [12], \( q \)-boson ZRP [13, 14], AAP [15], directed polymer in random medium [16], etc), and the results on current large deviations were also extended to the system with open boundary conditions (TASEP [17], ASEP [18–20]).

Also, when transitions between different types of scaling of fluctuations are considered, the diffusion coefficient provides a universal scaling function connecting the two regimes. For instance, the diffusion coefficient of a particle in ASEP considered as a function of asymmetry of particle hopping yields the universal scaling function describing the crossover between the KPZ and Edward–Wilkinson (EW) [21] regimes. For the first time it was obtained in [22] via matrix product ansatz and then rederived in [23] using the Bethe ansatz and Baxter’s \( TQ \)-equation method [24]. Its universality was later tested with an example of the model of \( q \)-boson ZRP [25].

For the AAP model it was shown in [15] that below the critical density the fluctuations of particle current developing in the KPZ scale are characterized by the large deviation function from [11]. However, at the critical point and above, when the current respectively grows linearly and exponentially with the system size, the fluctuations are expected to be different from the KPZ ones. Under the mapping of \( 1 + 1 \) dimensional particle system to a \( 2 + 1 \) dimensional interface this change in the behaviour was associated in [5] with the depinning transition suffered by an interface tilted away from the hard direction in the random medium.
with anisotropic quenched disorder [26]. Below the depinning threshold, the thermal fluctuations cause finite avalanches, responsible for infinitely slow creep of the interface [27]. This slow motion is characterized by the KPZ fluctuations in an appropriate slow time scale. The avalanches grow unboundedly at the depinning threshold producing the disturbance front rapidly moving through the system with constant velocity [28]. The behaviour of this front was also predicted to be described by the KPZ universality class in the reduced by one spacial dimensionality, which corresponds to the simple $1 + 1$-dimensional diffusion in our case.

While the scaling function describing the crossover of the average particle current at this transition was already discussed in [5], neither the functions for the higher cumulants having to do with the crossover of fluctuations nor even the scale of this crossover are yet known. Note that the technique used in [15] for obtaining the higher current cumulants was based on the asymptotic method of solution of the Bethe ansatz equations (BAE) developed in [12, 29] that suggests a special KPZ-specific scaling. Therefore, it is not suitable for the analysis of current fluctuations in and above the critical point, which thus have remained beyond the scope of analytic tools to date. Here, we apply an alternative technique based on Baxter’s $TQ$-equation [24], developed in [23] for studying current cumulants in the ASEP. This method allows obtaining exact formulas for the average current and the diffusion coefficient in the form of sums of contour integrals, similar to those obtained previously in [25] for the $q$-boson ZRP. Then, we perform the asymptotic analysis based on the saddle point approximation, similar to the one that was used in [25], though modified to take into account the effect of a pole of the integrand, approaching the saddle point and crossing the steepest descent contour, when the transition takes place. The asymptotic analysis performed in the thermodynamic limit yields different power law dependencies of the diffusion coefficient on the system size below and at the critical point and an exponential growth above. We also perform the analysis in a special scaling limit, when the deviation of the particle density from its critical value vanishes as the system size grows. This yields uniform asymptotics unifying the three regimes, producing a new crossover scaling function.

Then, we compare the scaling functions describing the crossover of the time integrated particle current with the scaling functions describing the crossover of the avalanche size. Specifically, the particles in AAP are brought by avalanches, i.e. the number of particle jumps for some period is nothing but the sum of sizes of avalanches that happened for this period. One could expect that the behaviour of the avalanche size is similar to that of the time integrated particle current normalized by the number of avalanches. However, the avalanches at different time moments are correlated. Therefore, a direct correspondence between the particle current and the avalanche size holds only on the level of the first moment, for which the correlations are irrelevant. The discrepancy of the second cumulant characterizes the effect of correlations on the squared sum of avalanche sizes. Here, we study the avalanche size in the scaling regime, in which the uniform asymptotics of the current cumulants unifying the three regimes was obtained. It is natural to expect that the large scale physics in the close vicinity of the phase transition have a continuous description, i.e. in our case can be reduced to some stochastic PDE. Indeed, the number of particles involved in an avalanche at every step of the discrete time dynamics performs a kind of a biased random walk with transition probabilities defined in terms of the stationary state of the discrete version of the AAP, reaching zero when the avalanche ends. We argue that in the scaling limit the rescaled process converges to a version of the Ornstein–Uhlenbeck process [30, 31] with an additional constant drift term, known as Vasicek model [32]. Then, the rescaled avalanche size is the area under the space–time trajectory of this process before its first return to the origin. Generalizing recent result [33] on the statistics of the first passage area functional of the Ornstein–Uhlenbeck process we find the first two cumulants of the first return area in the Vasicek model as a function of the additional
drift related to the rescaled deviation of the AAP particle density from its critical value. As a result, we obtain the same crossover function for the first moment of the avalanche size as for the particle current. For the second cumulant, the expressions are different. They approach the same leading asymptotics far above the critical point, while at low densities the correlations are dominant, responsible for the KPZ scaling of the diffusion coefficient.

Our article is organized as follows. In section 2 we introduce the AAP model and the current cumulants. We list the main results of the article consisting of exact integral expressions for two first current cumulants, their asymptotic behaviour in the thermodynamic limit and their uniform asymptotic formulas unifying the three regimes. The last ones are formulated in terms of the crossover scaling functions. In section 3 we find the crossover functions for the first two cumulants of the avalanche size and compare them to those for the average current and diffusion coefficient. In the remaining part of the article, we outline the calculations. We obtain exact formulas using the Bethe ansatz and $T\bar{Q}$-equation methods in section 4 and we perform the asymptotic analysis in section 5. In the appendix, we sketch the derivation of the average current using the averaging over the stationary state of the discrete time version of the AAP following mainline of [5].

2. Asymmetric avalanche process: model and results

2.1. Model and its dynamics

The AAP is a one-dimensional stochastic interacting particle system formulated as a continuous time Markov process $n(t) : \mathbb{R}_{\geq 0} \rightarrow \Omega$ on a state space $\Omega = \{0, 1\}^{\mathbb{Z}/\mathbb{N}}$ consisting of particle configurations on a periodic one-dimensional lattice with $N \in \mathbb{N}$ sites (sites $i$ and $N + i$ are identical), where every site can accommodate no more than one particle. Such configurations will be referred to as stable.

Having started with a stable configuration the subsequent evolution proceeds as follows.

**Poissonian jumps.** Every particle is assigned an independent exponential clock with rate one. When a particle’s clock rings, the particle jumps to the neighboring left or right site choosing them with probabilities $L$ and $R$ respectively with $L + R = 1$. Equivalently one can say that a particle jumps left or right with rates $L$ and $R$ respectively, where the unit normalization of the sum of rates is ensured by the choice of the time scale, figure 1(a). If the neighboring site is empty, the jump results in a particle exchange between the two neighboring sites leading to another stable configuration. The jump towards an occupied site leads to another stable configuration that may be a highly non-local rearrangement of the configuration of departure. The route between the two configurations can be recast in terms of an instant discrete time avalanche.

**Avalanche dynamics.** An avalanche develops in discrete time passing through a series of unstable particle configurations, in which all sites contain at most one particle except for one site, referred to as active, that contains $n \geq 2$ particles. It starts, when the active site with $n = 2$ has appeared after a particle made a Poissonian jump to a neighboring occupied site. If at any step of the avalanche the site $i$ is active with $n \geq 2$ particles, then

- Either all $n$ particles move from site $i$ to site $i+1$ with probability $\mu_n$.
- Or $n-1$ particles move from site $i$ to site $i+1$ with probability $1 - \mu_n$ and one particle remains at $i$, figure 1(b),

where $\{\mu_n\}_{n \in \mathbb{N}}$ is in general a fixed set of arbitrary probabilities, $0 \leq \mu_n < 1$. The avalanche ends, when one particle jumps from the active site with $n = 2$ particles to an empty site and the system arrives at a stable configuration. From the point of view of the Poissonian clocks
Figure 1. Poissonian (a) and discrete time avalanche (b) dynamics of AAP on a ring with $N = 16$ sites and $p = 8$ particles. (a) Poissonian jump of the particle at position 5 out of a stable configuration can be made left with rate $L$ or right with rate $R$. (b) Step of the avalanche dynamics, in which either three particles from the active site 5 jump one step right all together with probability $\mu_3$ (blue) or two particles jump to the right with the probability $1 - \mu_3$ (red).

The avalanche is instant, i.e. is not visible in the continuous time scale and enters only via the rates of transitions between stable configurations.

A particle configuration is specified by the list of occupation numbers $n = (n_1, \ldots, n_N)$, where $n_i \in \{0, 1\}$ for $i = 1, \ldots, N$. To describe the evolution of the system, we use the probability

$$P_t(n) = P(n(t) = n)$$

for the system to be in configuration $n$ at time $t$. Given the initial distribution $P_0(n)$, it solves the master equation

$$\partial_t P_t(n) = \mathcal{L} P_t(n),$$

where the generator $\mathcal{L}$ is a linear operator defined as

$$\mathcal{L} P_t(n) = \sum_{n' \in \Omega, n' \neq n} \left( u_{n',n} P_t(n') - u_{n,n'} P_t(n) \right),$$

where $u_{n',n}$ is the rate of transition from configuration $n'$ to configuration $n$ following a Poissonian jump.

There is a special integrable choice of toppling probabilities [2], given by a one-parametric family

$$\mu_n = 1 - [n]_q, \quad \text{where} \quad [n]_q := \frac{1 - q^n}{1 - q}, \quad -1 < q < 0$$

that allows one to write the master equation in relatively simple manageable form.

To this end, we first note that the dynamics described preserves the number of particles in the system $\|n\| = n_1 + \cdots + n_N$. Let us fix this number to be

$$\|n\| = p.$$ 

Then, we use an alternative representation of stable particle configurations. Instead of specifying the occupation numbers $n_1, \ldots, n_N$ of all sites, we will list the coordinates of particles in the increasing order.
\( x = \{ x_1, \ldots, x_p \}. \) (6)

The periodic boundary conditions imply that this set is extended to the countable ordered set \( \{ x_i \}_{i \in \mathbb{Z}} \) under assumption \( x_{i+p} = x_i + N. \) Then, the action \( \mathcal{L} P(x) \) of the generator (3) is as follows. When \( x \) is a stable configuration without two particles occupying two neighboring sites, i.e. \( x_{i+1} - x_i > 1, i = 1, \ldots, p, \) \( \mathcal{L} \) acts as a generator of independent Poissonian random walks,

\[
\mathcal{L} P_i(x) = \sum_{i=1}^{p} \left( L P_i(x_i^+) + R P_i(x_i^-) \right) - p P_i(x), \quad (7)
\]

where for the brevity we denote \( x_i^+ (x_i^-) \) the state with \( x_i \) increased (decreased) by 1. The other cases describe the interactions involving avalanches. With toppling probabilities (4) they all can be dealt with in one go by extending equation (7) to the whole domain (6) with boundary conditions

\[
P_i(\ldots, x, x, \ldots) = (1 + q) P_i(\ldots, x - 1, x, \ldots) - q P_i(\ldots, x - 1, x - 1, \ldots) \quad (8)
\]

imposed to re-express the terms beyond the domain (6) via those inside, see [15] for details. Note that since the unallowed terms appear in both sides of equation (8) one should apply these boundary conditions recursively to obtain an infinite sum of terms corresponding to avalanches via which one can reach a given stable state constructed with the one-site toppling probabilities (4). The fact that all the many-particle interactions emerge from the two-particle boundary conditions ensures applicability of the coordinate Bethe ansatz to diagonalization of the generator of AAP model.

2.2. Model observables

The observable of our interest is a total distance \( Y_t \) traveled by all particles including particle jumps during avalanches for the time \( t \) passed since the beginning of the AAP evolution at \( t = 0. \) To describe the statistics of \( Y_t \) at large time we, as usual, introduce the joint probability \( P_t(n; Y) = \mathbb{P}(n(t) = n, Y_t = Y) \) for the system to be in configuration \( n \) having the distance traveled by particles \( Y_t = Y \) at time \( t. \) Given initial conditions \( P_0(n; Y) = P_0(n) \delta_{Y,0}, \) its generating function

\[
G_t(n; \gamma) = \sum_{Y = -\infty}^{\infty} P_t(n; Y) e^{\gamma Y}
\]

solves the deformed version of the master equation (2),

\[
\partial_t G_t(x; \gamma) = \mathcal{L}_\gamma G_t(x; \gamma),
\]

where the operator \( \mathcal{L}_\gamma, \)

\[
\mathcal{L}_\gamma G_t(n; \gamma) = \sum_{n' \in \Omega, \ n' \neq n} \left( u_n(n) G_t(n'; \gamma) - u_{n,n'} G_t(n; \gamma) \right), \quad (9)
\]
is a non-stochastic deformation of $\mathcal{L}$ obtained from the latter by change of the off-diagonal matrix elements to those with the deformed rates
\[
\dot{\mathbf{n}}, n(\gamma) = \frac{d}{dt} \left. E \left( 1_{\mathbf{n}(t) = \mathbf{n}} e^{\gamma Y_t(\mathbf{n})} \right) \right|_{t=0},
\]
having a meaning of generating function of moments of the number of particle jumps within an instant transition from configuration $\mathbf{n'}$ to $\mathbf{n}$. Similarly to (7) and (8), see [15], the action (9) corresponding to the toppling probabilities (4) can be written in $x$-representation of particle configurations as a deformation of the free part
\[
\mathcal{L}_\gamma G_t(x; \gamma) = \sum_{i=1}^{\rho} \left( R e^{\gamma} G_t(x_i^{-}; \gamma) + L e^{-\gamma} G_t(x_i^{+}; \gamma) \right) - p G_t(x; \gamma),
\]
with the deformed boundary conditions
\[
G_t(\ldots, x, x, \ldots; \gamma) = (1 + q) e^{\gamma} G_t(\ldots, x - 1, x, \ldots; \gamma) - q e^{\gamma} G_t(\ldots, x - 1, x - 1, \ldots; \gamma).
\]

The generating function $G_t(x; \gamma)$ can be used to write the moment generating function of the random variable $Y_t$
\[
E e^{\gamma Y_t} = \sum_{\mathbf{n} \in \Omega} G_t(\mathbf{n}; \gamma).
\]

The behaviour of the moment generating function in the large time limit, $t \to \infty$, is dominated by the largest eigenvalue $\lambda(\gamma)$ of the matrix $\mathcal{L}_\gamma$,
\[
\lambda(\gamma) = \lim_{t \to \infty} \frac{\ln E e^{\gamma Y_t}}{t} = \sum_{n=1}^{\infty} c_n \frac{\gamma^n}{n!},
\]
where the second equality emphasizes that the function $\lambda(\gamma)$ is the generating function of scaled cumulants
\[
c_n = \lim_{t \to \infty} \frac{\langle Y_t^n \rangle}{n!},
\]
of the total current $Y_t$, where we use notation $\langle \xi^n \rangle$ for order $n$ cumulant of the random variable $\xi$. In the present paper we deal with the first two scaled cumulants, mean integral particle current
\[
J = J(N, p) = c_1 = \lambda'(0)
\]
and group diffusion coefficient
\[
\Delta = \Delta(N, p) = c_2 = \lambda''(0).
\]
Below we will be interested in the behaviour of these quantities in the *thermodynamic* limit of large system size with the density
\[
\rho = p/N
\]
fixed. Then, it is more convenient to use the intensive versions of current and diffusion coefficient, the current and diffusion coefficient per site

\[ j_N(\rho) = \frac{J}{N}, \quad \Delta_j(\rho) = \frac{\Delta(N, p)}{N^2}, \quad (15) \]

which in particular can be translated to the local statistics of the interface height under the particle system-interface mapping.

Before going to the results, let us discuss the relationship between the current cumulants and the statistics of avalanches. The random variable \( Y_t \) is a functional on the trajectories of the process that can be represented in the following form. Let \( \mathcal{N}(p) \) be the Poisson process with the arrival rate \( p \) that counts the number of Poissonian jumps of particles in the system for the time \( t \). Then

\[ Y_t = \sum_{i=1}^{\mathcal{N}(p)} S_i, \quad (16) \]

where the random variables \( S_i, i \in \mathbb{N} \), are the signed avalanche sizes, i.e. distance traveled by all particles within an avalanche following (and including) the Poissonian jump number \( i \) at time \( t_i \). Note that the sequence of configurations \( \{n(t_i)\}_{i \in \mathbb{N}} \) visited by the process being itself a discrete time Markov chain with the same stationary distribution as the continuous time one is independent of waiting times between the jumps and, hence, of the whole process \( \mathcal{N}(p) \). Also, each random variable \( S_i \) depends on the history of the continuous time process only via the particle configurations the avalanche number \( i \) starts and ends at. In particular, it is independent of \( \mathcal{N}(p) \) and the conditional expectation \( \mathbb{E}(S_i|n(t_i)) \) is the deterministic function of \( n(t_i) \) that can be shown to be finite for all \( n(t_i) \in \Omega \). Then

\[ \lim_{t \to \infty} \frac{\mathbb{E}Y_t}{t} = \lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{\mathcal{N}(p)} \mathbb{E}(S_i|n(t_i)); \{\mathcal{N}(p), s \in [0, t]\} = p\mathbb{E}_pS, \quad (17) \]

where in the right-hand side there is an expectation of the avalanche size \( S \) over the stationary state. To arrive at the result we perform averaging in two steps. The internal expectations of avalanche sizes are conditioned on a particular realization of the Poisson process, i.e. on the values of random jump times \( t_1, t_2, \ldots \), as well as on the particle configurations the avalanches start with, so that there is a bounded deterministic function of configurations under the sum, while the external expectation averages out these quantities. Using the law of large numbers for the Poisson process

\[ \lim_{t \to \infty} \frac{\mathcal{N}(p)}{t} = p \quad \text{a.s.} \quad (18) \]

and boundedness of \( \mathbb{E}(S_i|n(t_i)) \) one can interchange the external expectation and the \( t \to \infty \) limit and replace \( \mathcal{N}(p) \) in the upper summation limit by \( pt \). Then using the ergodic theorem for positive-recurrent Markov chains we replace the time averaging over the sequence \( \{n(t_i)\}_{i \in \mathbb{N}} \) by averaging over the stationary state.

One can see that up to the factor \( p \) the mean current coincides with the stationary average avalanche size. What about the diffusion coefficient? In terms of the avalanche sizes and the above Poisson process we have
\[ \lim_{t \to \infty} \frac{\langle Y_t^2 \rangle_c}{t} = \lim_{t \to \infty} \frac{1}{t} \sum_{i=1}^{N_t(p)} \sum_{j=1}^{N_t(p)} \langle S_i S_j \rangle_c, \]  

(19)

where \( \langle S_i S_j \rangle_c = \mathbb{E} S_i S_j - \mathbb{E} S_i \mathbb{E} S_j \) is the two-time covariance. The presence of terms with \( i \neq j \) does not allow one to reduce the problem to averaging over the stationary state. It would be so, if different avalanches were not correlated, i.e. \( \langle S_i S_j \rangle_c = \delta_{ij} \langle S_i^2 \rangle_c \), in which case the diffusion coefficient would be proportional to the stationary state variance of the avalanche size, \( \Delta = p \langle S_i^2 \rangle_{st} \),

(20)

just like the current was proportional to its mean. As we will see, at low densities, when the avalanches are finite, correlations play a significant role in changing the asymptotic behaviour of \( \Delta \). At high densities the avalanches become large, going through the lattice many times. It is natural to expect that in this case they effectively reset the system so that it almost forgets its state before the avalanche started. In other words, the correlations in the system with large avalanches are expected to become subdominant, so that (20) would hold at least asymptotically.

### 2.3. Finite size results

Before going to the results for the cumulants of \( Y_t \) we note that it can be readily seen from (7) and (8) that the stationary measure of the AAP on a ring is a uniform measure, i.e. the stationary probability of a configuration \( n \) is

\[ P_{st}(n) = \frac{1}{Z(N, p)}, \]  

(21)

where the partition function

\[ Z(N, p) = C^N_p = \binom{N}{p} \]  

(22)

is the number of stable configurations given by the binomial coefficient. It also can be thought of as a simplest example of the factorized measure with the one site weights

\[ P_{st}(n) = Z^{-1}(N, p) \prod_{i=1}^{N} f(n_i) \delta_{[n], p} \]  

(23)

\( f(n) = \delta_{n,1} + \delta_{n,0} \) conditioned to the fixed number of particles, equation (5). Then, it is not unexpected that the expectation of many stationary state observables can be represented as a contour integrals of the form

\[ \mathbb{E}_{st} O(n) = \oint_{\Gamma_0} \hat{O}(z) D_{N, p}(z), \]  

(24)

where the integration contour is a simple loop closed around \( z = 0 \) and leaving all the other singularities outside, \( \hat{O}(z) \) is the generating function corresponding to the observable \( O(n) \) and following to [25] we introduce the normalized differential
expressed via the generating function of one-site stationary state weights
\[ F(z) = \sum_{n=0}^{\infty} z^n f(n) = 1 + z. \]  

For example, for the observable 
\[ O(n) = o(n_i) \]  
being the function \( o(n_i) \) of the occupation number of a single site \( i \) the corresponding generating function is 
\[ \hat{O}(z) = F(z) - \sum_{k \geq 0} f(k) o(k) z^k. \]  
Likewise, this also can be generalized for multi-site observables. In particular, this is the case for the average particle current. Furthermore, as it will be shown below, integrals of the same structure are the main ingredients of the formulas of the second scaled current cumulant as well as, conjecturally, of the higher cumulants, which are beyond the scope of the stationary state observables.

Evaluating the derivative (15) of the largest eigenvalue of the deformed generator of AAP we obtain the following exact expression for the integral current
\[ J(N, p) = N \left( R^\beta j^R_N - L^\beta j^L_N \right), \]  
where the right and left jump contributions are given by integrals similar to (24),
\[ j^R_N = (1 - q) \oint_{\Gamma_0} D_{N, p}(z) z g'(zq), \quad j^L_N = (1 - q) \oint_{\Gamma_0} D_{N, p}(z) z g'(z), \]  
and the function \( g(z) \) is defined as a series
\[ g(z) = -\frac{1}{(1 - q) \sum_{k=1}^{\infty} \frac{(-z)^k}{[k]_q}} = \sum_{i=0}^{\infty} \frac{q^i z}{1 + q^i z}. \]  

Similarly, evaluating (15) we obtain for the diffusion coefficient
\[ \Delta = R \Delta^R - L \Delta^L, \]  
where both \( \Delta^R \) and \( \Delta^L \) are given by
\[ \Delta^I = \epsilon(I) p N j^I_N + 2N^2 \sum_{i=1}^{\infty} \oint_{\Gamma_0} D_{N, p}(t) D_{N, p}(y) \frac{d^I(y)}{t - q^I y} + 2N^2 \sum_{i=1}^{\infty} \oint_{\Gamma_0} D_{N, p}(t) D_{N, p}(y) \frac{d^I(q^I y)}{t - q^I y} \]  
with \( I \in \{ R, L \}, \epsilon(R) = 1, \epsilon(L) = -1 \) and
\[ d^R(y) = (1 - q) yg'(qy) - \frac{y j^R_N}{\rho(1 + y)}, \quad d^L(y) = (1 - q) yg'(y) - \frac{y j^L_N}{\rho(1 + y)}. \]  

Formulas (27)–(32) state the first main result of the article. One can notice that both the integral current and the diffusion coefficient are linear in rates \( R \) and \( L \). It will be clear from formula (80) of the eigenvalue below that it is true for the higher current cumulants as well.
These integral representations suit well for further asymptotic analysis. At the same time, unlike e.g. the integrals in similar formulas obtained for the $q$-boson ZRP in [25], the ones obtained here can explicitly be evaluated to sums due to the simple form (26) of the function $F(z)$. In particular, for the average current we have

$$J(N, p) = N \frac{1 - q^p}{C_N^p} \sum_{m=0}^{p-1} (m + 1) \frac{(-1)^m C_N^{p-m-1}}{1 - q^{m+1}} (Rq^m - L).$$

Similarly, this can be done for the diffusion coefficient. However, the result looks a lot more cumbersome, and we leave its derivation as an exercise for the reader.

As we have already mentioned, the mean integral current can be obtained as an average over the stationary state. It is nothing but the average avalanche size, where the single-particle jumps are included and the left ones are counted with the minus sign times the rate of their beginning. However, the use of the formula (24) still requires some effort to construct the function $\hat{O}(z)$ out of the non-local avalanche size observable. Alternatively, this can be done in the integral form by exploiting the connection of AAP with the discrete time $q$-boson ZRP [14] or in the form of the sum by considering discrete time model having the AAP as a limit, as it was done in [5] for the totally asymmetric version, $R = 1, L = 0$, of AAP. We refer the reader to appendix A for the derivation of the formula (33) using the arguments generalizing those of [5].

The formulas (27) and (30) can be used for the calculation of the mean particle current and diffusion coefficient for the systems with a small number of particles. For, example, with one particle on the lattice, they expectedly produce the $q$- and $N$-independent result

$$J(N, 1) = R - L, \quad \Delta(N, 1) = R + L.$$  

In the system with $p = 2$ particles the resulting expressions are more complex

$$J(N, 2) = \frac{2N}{N-1} \left( R - L - \frac{2(Rq - L)}{N(1-q)} \right),$$

$$\Delta(N, 2) = \frac{4N}{N-1} \left( \frac{1 - 2(Rq + L)}{N(1-q)} \right) \pm \frac{4N}{3(N-1)^2 (1+q)(1-q^2)} \times (R ((N-2) (-1 + 2q - q^2 - 3q^3) - 3q^2 N) - L ((N-2) (1 + 3q - q^2) + 3qN)),$$

having nontrivial dependence on $q$ and $N$. Though, the $q$-dependence disappears from the mean current in the infinite system size $N \to \infty$.

$$J(\infty, 2) = 2(R - L),$$  

reproducing the result for two independent particles, it still survives in the diffusion coefficient

$$\Delta(\infty, 2) = 4(R + L) - \frac{4(R(1 - 2q + 4q^2 + 3q^3) + 4L(-1 - 6q + q^3))}{3(1-q^2)(1+q)}.$$  

In the $q = 0$ limit this result reproduces $\Delta = 2(R + L)$ obtained for the totally asymmetric drop-push model, $L = 0$, in [40] and for its partially asymmetric generalization studied in [15] with $L \neq 0$.

Of course, with more calculational effort both the integral current and diffusion coefficient can be given the form of rational functions of $q$ and $N$ for a few larger values of $p$. Of physical interest, however, is their behavior in systems of large size, which we describe in the next subsection.
2.4. Scaling limits

Here we show the asymptotic form our exact formulas take in the thermodynamic limit

\[ N, p \to \infty, \quad \rho = p/N = \text{const}. \]  

The behaviour of particle current in this limit has already been studied in [2, 5, 15]. It was shown to have a transition at the critical density

\[ \rho_c = \frac{1}{1 - q}. \]  

Specifically, the current per site has different asymptotic behaviour below, above and at the critical point,

\[ j_N(\rho) = \begin{cases} 
(1 + O(N^{-1})) & \rho < \rho_c, \\
\frac{\rho(1 - \rho)(R\rho_c + (1 - \rho_c)L)}{(\rho - \rho_c)^2} + j_{\infty}^{\text{reg}}(\rho), & \rho = \rho_c, \\
N(R\rho_c + L(1 - \rho_c)), & \rho > \rho_c,
\end{cases} \]  

where

\[ j_{\infty}^{\text{reg}}(\rho) = \frac{\rho_c R + (1 - \rho_c)L}{\rho_c (1 - \rho_c)} \sum_{k=1}^{\infty} k \left( \frac{\rho - \rho_c}{\rho - 1} \right)^k - \frac{L\rho(1 - \rho)}{\rho_c} \]  

is a regular part of the sub-critical current that remains finite as the density \( \rho \) approaches its critical value \( \rho_c \) from below and

\[ s(\rho|\rho_c) = (1 - \rho) \ln \left( \frac{1 - \rho}{1 - \rho_c} \right) + \rho \ln \left( \frac{\rho}{\rho_c} \right) \]  

is the so-called relative entropy of the Bernoulli distribution with parameter \( \rho \) relative to the one with parameter \( \rho_c \). It is non-negative approaching zero only at \( \rho = \rho_c \).

One can see that the particle current per site \( j_N(\rho) \) approaches a finite value in the thermodynamic limit in the sub-critical regime \( \rho < \rho_c \). This value, however, diverges as \( \rho \to \rho_c \). The divergent term is explicitly shown in the first line of (38) having a critical exponent \( \nu = 2 \) [2].

Exactly at the critical point, \( \rho = \rho_c \), the current grows linearly with \( N \). Being proportional to the average avalanche size the linear growth indicates that the avalanche size distribution in the infinite system has a power-law tail.

Finally in the super-critical regime, \( \rho > \rho_c \), the current grows exponentially in \( N \) with the exponent \( Ns(\rho|\rho_c) \) times the power law prefactor. The appearance of the relative entropy in the exponent is common for the large deviation theory. For example, \( s(\rho|\rho_c) \) is the large deviation rate function describing the probability for the frequency of heads and tails in tossing the unfair coin to be \( \rho \) and \( 1 - \rho \), when the heads and tails probabilities are \( \rho_c \) and \( 1 - \rho_c \), respectively [43]. In our case, the appearance of this function as an exponent of the average avalanche size compiles with the random walk picture of the avalanches described below.
The $L = 0$ case of (38)–(40) was obtained before in [2, 5] from the analysis of the stationary state. The formula for arbitrary $R$ and $L$ was obtained from the asymptotic analysis of the Bethe ansatz solution [2, 15] only in the subcritical regime.

For the asymptotic behaviour of the diffusion coefficient we have

$$\Delta_{\xi}(\rho) = \left(1 + O(N^{-1/2})\right) \times \begin{cases} N^{-1/2} \left(\sqrt{\pi}(R\rho_c + L(1 - \rho_c))(\rho_c(1 - \rho_c))^{3/2} / (2(\rho - \rho_c)^2) + \Delta_{\text{reg}}(\rho)\right), & \rho < \rho_c \vspace{2mm} \\
N^{-3/2}(R\rho_c + L(1 - \rho_c))\sqrt{\pi}\rho_c(1 - \rho_c), & \rho = \rho_c \\
N^2 e^{3\pi\rho_c(1 - \rho_c)} / 4\pi(\rho - \rho_c)(R\rho_c + L(1 - \rho_c)) \frac{\rho(1 - \rho)}{\rho_c(1 - \rho_c)}, & \rho > \rho_c \end{cases} \quad (41)$$

where in the sub-critical regime we again explicitly show the part of the leading asymptotics that diverges when the density approaches its critical value, while its regular part is given in terms of a convergent series

$$\Delta_{\text{reg}}(\rho) = \frac{\sqrt{\pi}(R\rho_c + L(1 - \rho_c))}{4\sqrt{\pi}(1 - \rho_c)\rho_c(1 - \rho_c)} \sum_{k=1}^{\infty} \left[\frac{(\rho - 1)^2 - \rho_c^2}{\rho_c^2}\right]^k \left(k^2(1 - 2\rho) - k^3\right) - \frac{\sqrt{\pi}(\rho(1 - \rho))^{3/2}}{4\rho_c}L. \quad (42)$$

As it was noticed in [15] the diffusion coefficient shows the typical KPZ behaviour in the sub-critical regime. Specifically, let us consider an interface on the cylinder of circumference $N$ with the height function defined as a piece-wise constant function $h(x, t)$, with jumps at integer coordinates equal to the occupation numbers at corresponding sites and helicoidal boundary conditions consistent with the average tilt $\rho$,

$$n_i(t) = h(i, t) - h(i + 0, t), \quad h(x + N, t) = h(x, t) - \rho N, \quad (43)$$

where $i \in \mathbb{Z}/N\mathbb{Z}, \: x \in \mathbb{R}$. In the large time limit, $t \to \infty$, the interface height dominated by the position of the center of mass of the interface typically grows linearly in time, $h(x, t) \simeq t j_\rho(\rho)$, with the mean velocity $j_\rho(\rho)$ that asymptotically approaches $j_\infty(\rho)$ as the system becomes large, $N \to \infty$. Its variance $\langle h^2(x, t) \rangle_c \simeq t \Delta_{\xi}(\rho)$ also grows linearly with the rate equal to the per site diffusion coefficient. For the KPZ interface the scaling picture developed in [42] suggests that the latter is expected to have the large $N$ asymptotics

$$\Delta_{\xi}(\rho) = c_0 A^{1/2} |\lambda| N^{-\frac{1}{2}} \quad (44)$$

expressed in terms of two dimensionful invariants $A$ and $\lambda$, which can be constructed from the stationary state observables of the process in the translation invariant system and the universal constant $c_0 = \sqrt{\pi}/4$ defined earlier from exact solutions of other models [8] (for details see similar discussion in [25]). In our case of the factorized stationary state with Bernoulli one site marginals, $\mathbb{P}_\rho(n_i = 1) = \rho$, the invariants are
\[ A = \langle n_{xx}^2 \rangle = \rho (1 - \rho), \quad \lambda = \frac{d^2 j_\infty (\rho)}{d\rho^2}. \] (45)

Using the subcritical \( j_\infty (\rho) \) from (38) and (39) one can check that (44) indeed coincides with the subcritical part of \( \Delta_j^\infty (\rho) \) from (41) and (42). It is also in agreement with the sub-critical large deviation function found in [5] from the asymptotic analysis of the Bethe ansatz solution. Note that the asymptotic method of [5] per se was tightly related to the KPZ scaling and produced already an asymptotic form of the currently scaled cumulants. In contrast, starting with the exact formula here we are capable to obtain also the critical and supercritical asymptotics of the diffusion coefficient. As one can see from (41) they show the power law and exponential growth with \( N \) respectively. The critical exponent \( 3/2 \) of the former defines the scale in which the crossover takes place. The description of the crossover is the subject of the next subsection.

2.5. Crossover

Here we consider simultaneous limits

\[ N \to \infty \quad \text{and} \quad \rho \to \rho_c \] (46)

such that

\[ \beta = \sqrt{N(\rho_c - \rho)} \sqrt{\rho_c(1 - \rho_c)} \] (47)

playing the role of crossover parameter remains finite. Then, the particle current is given by

\[ j_\infty (\rho) = N(R\rho_c + L(1 - \rho_c)) \gamma (\beta) + O\left(N^{1/2}\right), \] (48)

with the scaling function defined by

\[ \gamma (\beta) = 1 - \frac{\pi}{2} \beta \text{erfc} \left( \frac{\beta}{\sqrt{2}} \right) e^{\beta^2} \] (49)

in terms of complementary error function \( \text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int^\infty_x e^{-t^2} dt \). This function was first obtained in [5] for the totally asymmetric version of the process with \( L = 0 \) from the analysis of the stationary state of the discretized AAP. The \( O(N^{1/2}) \) correction term in (48) explicitly given below in section 5.1 disappears at \( \beta = 0 \), yielding a \( O(1) \) correction.

The function \( \gamma (\beta) \) monotonously decreases from infinity to zero as its argument runs over the real axis (see figure 2(a)). The leading orders of its asymptotic expansions

\[ \gamma (\beta) = \frac{1}{\beta^2} - \frac{3}{\beta^4} + O(\beta^{-6}), \quad \beta \to +\infty, \] (50)

\[ \gamma (\beta) = 1 - \frac{\pi}{2} \beta + O(\beta^2), \quad \beta \to 0, \] (51)

\[ \gamma (\beta) = -\beta \sqrt{2\pi} e^{\beta^2} + O(\beta^{-2}), \quad \beta \to -\infty \] (52)

match with the divergent term of the sub-critical expression of \( j_\infty (\rho) \), its critical and supercritical behaviours (38) respectively.

The per site diffusion coefficient under the same scaling is

\[ \Delta_j^\infty (\rho) = N^{1/2} (R\rho_c + L(1 - \rho_c)) \rho_c(1 - \rho_c) \gamma (\beta) + O(N), \] (53)
where the scaling function

$$G(\beta) = \sqrt{\pi} (2F(\sqrt{2}\beta) - F(\beta))$$

is defined in terms of $F(\beta)$ from (49). This scaling function, figure 2(b), also interpolates between the sub-critical, critical and super-critical regimes of the diffusion coefficient, and its asymptotic expansions

$$G(\beta) = \frac{3\sqrt{\pi}}{2\beta^4} - \frac{45\sqrt{\pi}}{4\beta^6} + O(\beta^{-8}), \quad \beta \rightarrow +\infty,$$

$$G(\beta) = \sqrt{\pi} + \frac{\pi}{\sqrt{2}}(1 - 2\sqrt{2})\beta + O(\beta^2), \quad \beta \rightarrow 0,$$

$$G(\beta) = -4\pi\beta e^\beta \sqrt{2} \pi e^{\beta^2} + O(\beta^{-4}), \quad \beta \rightarrow -\infty$$

match with the leading behaviours of three regimes from (41).

3. Crossover functions and first passage area for the Ornstein–Uhlenbeck process

Returning to the discussion at the end of subsection 2.2 we recall that up to the simple factor the mean current is the average stationary avalanche size, while the diffusion coefficient is expected to behave asymptotically as the variance of the avalanche size when typical avalanches are large. Thus, it would be interesting to compare these quantities. Instead of studying the exact statistics of avalanches, we perform this comparison in the scaling limit, in which the evolution of the number of particles in the active site within an avalanche can be described by a stochastic PDE. Remarkably, this is exactly the scaling limit corresponding to the crossover between the sub- and super-critical regimes described above.

Consider first the totally asymmetric version of AAP with $L = 0, R = 1$. It was pointed in [5] that the number of particles jumping from the active site during an avalanche performs a biased random walk with the coordinate dependent bias. Specifically the number $\chi(k)$ of particles going out of the active site at the avalanche step number $k$ can either increase or decrease by one or remain the same on the next step with probabilities $P(\chi(k + 1) = b | \chi(k) = a)$ vanishing unless $a - b = \pm 1, 0$. An avalanche starts with $\chi(0) = 1$ and ends at the first return to the origin $\chi(T) = 0$, where $T = \min (k > 0 : \chi(k) = 0)$ be the number of the step, at which $\chi(k)$ hits the
origin for the first time. Then, the avalanche size $S$ is given by the sum

$$S = \sum_{k=1}^{T} \chi(k).$$

(58)

The stationary state random walk transition probabilities are

$$P(\chi(k+1) = b | \chi(k) = a) \approx \begin{cases} 
(1 - (\rho - \frac{a}{N}) (1 - \mu_a), & b = a - 1, \\
(1 - (\rho - \frac{a}{N}) \mu_a + (\rho - \frac{a}{N}) (1 - \mu_a), & b = a, \\
(\rho - \frac{a}{N}) \mu_a, & b = a + 1.
\end{cases}$$

(59)

for $a, b > 1$ and we note that the limit $\mu_a \to (1 - \rho)$ is approached exponentially quickly as $a \to \infty$.

Let us introduce a rescaled process

$$X_t^N = (\rho c (1 - \rho c) N)^{-1/2} \chi([tN]).$$

(60)

It is not difficult to show that in the limit $N \to \infty$ it converges in law to a version of the Ornstein–Uhlenbeck [30, 31] process $X_t$, known as Vasicek model first introduced in [32] for financial applications, which satisfies the following stochastic PDE

$$dX_t = - (\beta + X_t) dt + \sqrt{2} dW_t,$$

(61)

where $W_t$ is the standard Wiener process and $\beta$ is the parameter introduced in (47) that is supposed to remain finite in the limit (46). Let us also suppose that $X_t$ starts at

$$X_0 = \alpha > 0$$

(62)

with probability one and is stopped at the time

$$\tau = \inf(t \in \mathbb{R}_{\geq 0} : X_t = 0),$$

(63)

when $X_t$ reaches the origin. Then the rescaled avalanche size will correspond to the area $A(\alpha)$ under the trajectory of $X_t$ until the first passage of the origin,

$$A(\alpha) = \int_0^\tau X_t \, dt.$$  

(64)

A vast literature on the first passage problems exists motivated by both the development of probability theory and stochastic processes as well as by plenty applications to natural sciences, qualitative finance etc, see [34] for review. Many explicit formulas have been obtained for the processes related to the Brownian motion, which can be found e.g. in [35] together with recipes for deriving similar formulas that are not listed. Among them, for example, the Laplace transform of the probability density of the time of first exit beyond the constant boundaries of the Ornstein–Uhlenbeck process, which was first obtained in [36] back in fifties of the last century. The general formulation for arbitrary homogeneous strongly continuous Markov processes shortly followed [37] as well as its extension to a similar problem for the generating functions of additive functionals on these processes [38]. In both cases the problem under
suitable conditions on the transition probabilities is reduced to a simple second order ODE. The Laplace transforms or generating functions of interest given by solutions of the ODE are represented in terms of special functions and cannot be explicitly inverted except for a few simplest cases. Instead, one can obtain the moments of corresponding distributions treating the Laplace transforms as the moment generating functions. In particular it was shown in [37] that the moments of the first exit time satisfy simple contiguous differential relations, which can often be explicitly integrated.

Following these ideas a few first moments of $A(\alpha)$ and $\tau$ were recently derived in [33] for the Ornstein–Uhlenbeck process, i.e. the particular case of (61) with $\beta = 0$. Adapting these arguments for general $\beta$ we find that the generating function

$$\tilde{P}(s|\alpha) = \mathbb{E} e^{-s A(\alpha)}$$

satisfy the following ODE

$$\left[ \frac{d^2}{d\alpha^2} - (\beta + \alpha) \frac{d}{d\alpha} - s \alpha \right] \tilde{P}(s|\alpha) = 0$$

subject to boundary conditions $\tilde{P}(s|0) = 1$ and $\lim_{\alpha \to \infty} \tilde{P}(s|\alpha) = 0$. Differentiating this equation in $s$ and setting $s = 0$, we obtain a relation between the contiguous moments of the area

$$A_n(\alpha) = \mathbb{E} A(\alpha)^n = (-1)^n \frac{d^n}{ds^n} \tilde{P}(s|\alpha) \bigg|_{s=0}$$

having a form

$$\left[ \frac{d^2}{d\alpha^2} - (\beta + \alpha) \frac{d}{d\alpha} \right] A_n(\alpha) = -naA_{n-1}(\alpha); \quad A_0(\alpha) \equiv 1,$n

subject to initial conditions $A_n(0) = 0$. It is solved by the recursion

$$A_n(\alpha) = n \int_0^\alpha e^{\frac{1}{2}(\zeta + \beta)^2} \int_0^\infty z' e^{-\frac{1}{2}(z' + \beta)^2} A_{n-1}(z') dz' dz$$

that yields the following expressions for the first and the second moments

$$A_1(\alpha) = \int_0^\alpha e^{\frac{1}{2}(\zeta + \beta)^2} \int_0^\infty z' e^{-\frac{1}{2}(z' + \beta)^2} dz' dz$$

$$A_2(\alpha) = 2 \int_0^\alpha d\zeta e^{\frac{1}{2}(\zeta + \beta)^2} \int_0^\infty dz_1 e^{-\frac{1}{2}(z_1 + \beta)^2} \int_0^\infty dz_2 e^{-\frac{1}{2}(z_2 + \beta)^2} \int_0^\infty dz_3 e^{-\frac{1}{2}(z_3 + \beta)^2}$$

To return back to the moments of the avalanche size we should rescale the moments of the area as $A_n(\alpha) \to \left( \frac{N^{3/2}}{\sqrt{\rho_c(1 - \rho_c)}} \right)^n A_n(\alpha)$ and set $\alpha = 1/\sqrt{\rho_c(1 - \rho_c)}N$. Then, to the leading order in $1/\sqrt{N}$ we obtain

$$\mathbb{E}_n S \simeq N \mathcal{F}(\beta),$$

$$\mathbb{E}_n S^2 \simeq N^{5/2} \sqrt{\rho_c(1 - \rho_c)} \mathcal{F}(\beta),$$

where
Figure 3. Comparison of scaling functions $J(\beta)$ and $G(\beta)$. (a) Plots of $J(\beta)$ and $G(\beta)$ in log scale. The functions are asymptotically similar as $\beta \to -\infty$, while the latter dominates the former in the opposite limit. (b) Plot of the logarithmic ratio of the functions. It vanishes in the limit $\beta \to -\infty$ and diverges to negative infinity in the limit $\beta \to \infty$.

where $J(\beta)$ is yet another scaling function

$$J(\beta) = \frac{2(1 - F(\beta))}{\beta} - 4\beta F(\beta) + e^{\frac{\beta^2}{2}} \pi \beta^2 \int_\beta^\infty e^{-x^2} \left( \text{erfc} \left( \frac{x}{\sqrt{2}} \right) \right)^2 \, dx.$$  

(75)

Since the square of (73) is of smaller order than (74), the latter also yields the cumulant $\langle S^2 \rangle_{st}$ to the leading order. To generalize these formulas to arbitrary $L$ and $R$, we should correct them by explicitly taking the left Poissonian jumps into account. To this end, we should multiply both formulas by probability $(R - qL)$ of the birth of an avalanche from two neighboring occupied sites. These are the avalanches that bring the leading order contribution to the mean avalanche size, while the Poissonian jumps, which lead to one-step avalanches, are subdominant. As a result, (73) together with (17) exactly reproduces (48).

The function $J(\beta)$ is to be compared with $G(\beta)$. Its asymptotic behaviour, corresponding to the three regimes, is as follows

$$J(\beta) = 10\beta^5 - 130\beta^7 + O(\beta^9), \quad \beta \to +\infty,$$

(76)

$$J(\beta) = \sqrt{2\pi} - 6\beta + O(\beta^2), \quad \beta \to 0,$$

(77)

$$J(\beta) = -4\pi e^{\beta^2} (1 + \beta^{-1} + O(\beta^{-2})), \quad \beta \to -\infty.$$  

(78)

One can see that $J(\beta)$ agrees with $G(\beta)$ to the leading order, when $\beta \to -\infty$, having the corrections of order of $O(1/\beta)$ times the leading terms instead of exponentially smaller corrections in (57). Thus, (74) indeed agrees with (20) only asymptotically, as it was expected from discussion in subsection 2.2, see figure 3(a). On the other hand, the greater the parameter $\beta$ is, the less is the ratio $J(\beta)/G(\beta)$ vanishing as $\beta \to \infty$, figure 3(b). The fact that the scaling function $G(\beta)$ describing the scaled variance of the current dominates $J(\beta)$ responsible for the variance of the avalanche size in the subcritical region is an indication of positive correlations between the subsequent avalanches dominating in the KPZ regime.
4. The exact expressions for scaled current cumulants

Having introduced the exact integral representations for the mean particle current and diffusion coefficient we now discuss in detail how these are derived using Bethe ansatz and \( T-Q \) equation method. In this section, we calculate the first two derivatives of the largest eigenvalue of the deformed operator \( L_\gamma \).

4.1. Reformulation of the Bethe equations

The operator \( L_\gamma \) for AAP is diagonalized by Bethe ansatz \[15\]. Therefore, we start off with the BAE

\[
e^{-\gamma N} \left( \frac{1 + x_k}{1 + q x_k} \right)^N = (-1)^{p-1} \prod_{j=1}^{p} \frac{x_k - q x_j}{x_j - q x_k}, \quad k = 1, \ldots, p, \tag{79}
\]

which define complex numbers \( x_1, \ldots, x_p \) to be substituted to the formula

\[
\lambda(\gamma) = \sum_{k=1}^{p} \left( R \frac{1 + x_k}{1 + q x_k} + L \frac{1 + q x_k}{1 + x_k} \right) - p, \tag{80}
\]

of eigenvalue of the operator \( L_\gamma \). We need to identify the solution of (79) corresponding to the largest eigenvalue. This solution is defined by condition \( x_i \to 0, i = 1, \ldots, p \) as \( \gamma \to 0 \) that ensures \( \lambda(0) = 0 \). Also identity

\[
e^{-\gamma p} \prod_{k=1}^{p} \frac{1 + x_k}{1 + q x_k} = 1, \tag{81}
\]

following from the translation invariance of the corresponding eigenstate holds for this solution, when \( \gamma \) is small enough.

To reformulate Bethe equations into a functional equation for polynomials in one variable we define a degree \( p \) polynomial

\[
Q(x) = \prod_{i=1}^{p} (x - x_i) \tag{82}
\]

in an auxiliary variable \( x \) with \( p \) roots at the roots \( x_1, \ldots, x_p \) of BAE. Then, we write the condition of divisibility of another polynomial, obtained from (79) and having zeroes at \( x_1, \ldots, x_p \), by \( Q(x) \) as the functional relation

\[
T(x)Q(x) = e^{-\gamma N} (1 + x)^N Q(qx) + (1 + qx)^N q^p Q \left( x/q \right), \tag{83}
\]

between \( Q(x) \) and yet another polynomial \( T(x) \) of degree \( N \). The formulas (80) and (81) can also be rewritten in terms of \( Q(x) \)

\[\text{footnote}{One can notice that the Bethe equations and the eigenvalue look exactly like those in ASEP [39], where } q = R/L, \text{ while in AAP they are not related. Since the probability of the birth of an avalanche from a pair of neighboring occupied sites is equal to } (R - qL), \text{ imposing formally the above relation with positive } q \text{ results in the absence of avalanches, so that only the ASEP dynamics remains.} \]
\[\lambda(\gamma) = Rq^{-2}(1 - q) \frac{Q'(x)}{Q(x)} \bigg|_{x = -1/q} - L(1 - q) \frac{Q'(x)}{Q(x)} \bigg|_{x = -1} + p \left(Rq^{-1} + Lq - 1\right), \]

(84)

\[e^{-\gamma p} Q(-1) = q^p Q \left(-1/q\right). \]

(85)

Following to [23] we are going to solve \(T-Q\) relation (83) perturbatively in powers of \(\gamma\) in the vicinity of \(\gamma = 0\). Let us consider an expansion of the polynomials \(T(x), Q(x)\) and the eigenvalue \(\lambda(\gamma)\) in powers of \(\gamma\)

\[Q(x) = Q_0(x) + \gamma Q_1(x) + \gamma^2 Q_2(x) + \ldots,\]

\[T(x) = T_0(x) + \gamma T_1(x) + \gamma^2 T_2(x) + \ldots,\]

\[\lambda(\gamma) = \gamma \lambda_1 + \gamma^2 \lambda_2 + \ldots,\]

where from \(\lambda(0) = 0\) we know that \(\lambda_0 = 0\). The relation (83) is equivalent to the linear system of equations for the polynomials \(T_k(x)\) and \(Q_k(x)\). This system can be solved order by order with initial conditions

\[Q_0(x) = x^p, \quad T_0(x) = (1 + x)^N q^p + (1 + qx)^N. \]

(86)

In this paper we are interested in the first two coefficients of the eigenvalue which are related to the scaled cumulants

\[\lambda_1 = J, \quad \lambda_2 = \frac{\Delta}{2}.\]

To obtain the exact expressions for them we solve \(T-Q\) relation in the first and second orders.

4.2. First order calculation

In the first order \(TQ\)-equation (83) becomes

\[T_0(x) Q_1(x) + T_1(x) Q_0(x) = (1 + x)^N (Q_1(qx) - NQ_0(qx)) + (1 + qx)^N q^p Q_1(x/q). \]

(87)

To solve this equation in polynomials we use the observation that the degree of the polynomial \(Q_1(x)\) is at most \(p - 1\). Therefore, it is enough to solve this equation modulo \(x^p\). We define

\[B_1(x) = q^p Q_1(x/q) - Q_1(x) \]

(88)

to present the equation (87) as follows

\[(1 + qx)^N B_1(x) = (1 + x)^N B_1(qx) \mod x^p. \]

(89)

The solution \(\tilde{B}_1(x)\) defined up to a multiplicative constant \(\tilde{B}_1(0)\) is

\[\tilde{B}_1(x) = \tilde{B}_1(0)(1 + x)^N. \]

(90)
As the desired polynomial $B_1(x) = \sum_{i=0}^{p-1} b_i x^i$ is at most degree $p-1$, we use an integral representation to extract the necessary terms. The constant $\tilde{B}_1(0)$ is defined from the initial condition (85), which gives $B_1(-1) = (-1)^{p-1} p$ in first order in $\gamma$. The resulting representation for $B_1(x)$ is

$$B_1(x) = \frac{N x^p}{Z(N, p)} \oint_{|z|<|x|} F(z)^N \frac{1}{z^p} \frac{dz}{x - z} 2\pi i$$  \hspace{1cm} (91)$$

Here the integration contour is a simple anticlockwise loop around the origin $z = 0$, which must be the only singularity inside the contour. To turn back to the polynomial $Q_1(x) = \sum_{i=0}^{p-1} q_i x^i$ we use (88) to find the relation between the coefficients $Q_1$ and $B_1$

$$b_i = (q^{p-i} - 1) q_i.$$  \hspace{1cm} (92)$$

Now we can represent the relation between the polynomials $Q_1(x)$ and $B_1(x)$ in the integral form

$$Q_1(x) = -x^p \oint_{|z|<|x|} \frac{B_1(z)}{z^{p+i}} \sum_{i=1}^{\infty} \frac{(z/x)^i}{1 - q^i} dz.$$  \hspace{1cm} (93)$$

Then, we note that a substitution of $\tilde{B}_1(x)$ instead of $B_1(x)$ does not change the result of integration, as only $p$ terms of the sum in the integrand contribute to the result. The integral representation of $Q_1(x)$ in terms of function $g(z)$ defined by (29) is

$$Q_1(x) = \frac{N x^p}{Z(N, p)} \oint F(z)^N \frac{dz}{z^p} g \left( \frac{z}{x} \right) \frac{dz}{2\pi i}.$$  \hspace{1cm} (94)$$

The first derivative of the eigenvalue $\lambda(\gamma)$ in terms of $Q_0(x)$ and $Q_1(x)$ follows from expansion of (84) to the first order of $\gamma$

$$\lambda_1 = (1 - q) \left( R g' \frac{Q_1(x) Q_0(x)}{Q_0^2(x)} - L \frac{Q_1(x) Q_0'(x)}{Q_0^2(x)} \right) \bigg|_{x=-1/q}$$

where $f'(z) = \partial_z f(z)$. Substituting the integral form of $Q_1(x)$ we obtain

$$\lambda_1 = \frac{(1 - q) N}{Z(N, p)} \oint F(z)^N \frac{dz}{z^p} \left[ R g'(qz) - L g'(z) \right].$$  \hspace{1cm} (95)$$

This coincides with the result obtained from averaging over the stationary state (A.15).

4.3. Second order calculation

Similarly to the first order, the second order $TQ$-equation (83) can be rewritten in terms of polynomial

$$B_2(x) = q^p Q_2(x/q) - Q_2(x)$$  \hspace{1cm} (96)$$

and has the following form
\[(1 + x)^N B_2(qx) = (1 + qx)^N B_2(x) - T_1(x)Q_1(x) - N(1 + x)^N Q_1(qx)
+ x^p \left( \frac{q^p N N^2}{2} (1 + x)^N - T_2(x) \right) \] (97)

with the initial conditions obtained from (85)
\[B_2(-1) = \frac{(-1)^p p^2}{2} - p Q_1(-1).\] (98)

Repeating the same reasoning, we present the second order relation so that the polynomial in the left-hand side has the power at least \(p - 1\). For these first \(p - 1\) terms we solve equation modulo \(x^p\)
\[B_2(qx) - \frac{(1 + qx)^N}{(1 + x)^N} B_2(x) = -(1 + x)^{-N} T_1(x)Q_1(x) - N Q_1(qx) \mod x^p,\] (99)

where we notice that \(T_1(x)\) is a polynomial of degree not exceeding \(N + p - 1\) known from the first order calculations (87)
\[T_1(x) = -Nq^p (1 + x)^N + x^{-p} \left( (1 + qx)^N B_1(x) - (1 + x)^N B_1(qx) \right).\] (100)

We introduce \(q\)-difference operator
\[D_q a(x) = \frac{a(qx) - a(x)}{(q - 1)x}\] (101)

to represent the equation for \(B_2(x)\) in the form of the first order linear inhomogeneous \(q\)-difference equation with non-constant coefficients
\[D_q B_2(x) = \frac{f(x)}{(q - 1)x} + \frac{(1 + qx)^N (1 + x)^{-N} - 1}{(q - 1)x} B_2(x) \mod x^p,\] (102)

where \(f(x)\) stands for the right-hand side of (99). To solve the \(q\)-difference equation we first find a solution to the corresponding homogeneous equation which is once again \(SF(z)^N\) up to some constant \(S\). The constant variation method yields the general solution of (102)
\[\tilde{B}_2(x) = SF(x)^N - \sum_{i=0}^{\infty} \frac{f(q^i x)}{F_N(q^{i+1}x)} F_N(x)^N,\] (103)

where \(S\) is the constant of integration defined by (98). Coming back to the polynomial \(Q_2\) we use the same relation (92) between the coefficients of polynomials \(Q_2(x)\) and \(B_2(x)\). The result is the integral representation for \(Q_2(x)\)
\[Q_2(x) = x^p \int \frac{F_N(z)}{z^{p+1}} \left( S - \sum_{i=0}^{\infty} \frac{f(q^i z)}{F_N(q^{i+1}z)} \right) g \left( -\frac{z}{x} \right) \frac{dz}{2\pi i}.\] (104)

The constant \(S\) is found from (98)
\[ S = \frac{1}{C_N^{p-1}} \left( (-1)^p Q_1(-1) - \frac{p^2}{2} \right) + \oint \frac{F_{N-1}(z)}{z^p} \sum_{i=0}^{\infty} \frac{f(q/z)}{(q^{i+1}z)} \frac{dz}{2\pi i} \right). \tag{105} \]

The resulting expression for \( Q_2(x) \) is

\[ Q_2(x) = \left( (-1)^p Q_1(-1) - \frac{p^2}{2} \right) Q_1(x) - \oint \frac{F_N(z)}{z^p} \sum_{i=0}^{\infty} \frac{f(q'/z)}{(q'^{i+1}z)} \phi(z, x) \frac{dz}{2\pi i}, \tag{106} \]

where we introduce function

\[ \phi(z, x) = \frac{x^p}{z} g(-z/x) - \frac{Q_1(x)}{p(1 + z)}. \tag{107} \]

The next step is to simplify this result by substituting an explicit expression of the polynomial \( f(x) \). Using (89) we rewrite \( f(x) \) as follows

\[ f(x) = NB_1(qx) - \frac{Q_1(x)}{x^p} \left( B_1^{\geq p}(qx) - \frac{(1 + qx)^N}{1 + x^N} B_1^{\geq p}(x) \right) \text{ mod } x^p \]

\[ = - \left[ \frac{Q_1(x)}{x^p} B_1^{\geq p}(qx) - \frac{q^p NB_1(qx)}{q^p - 1} \right] + \left[ \frac{Q_1(x)}{x^p} (1 + qx)^N B_1^{\geq p}(x) - \frac{NB_1(qx)}{q^p - 1} \right] \text{ mod } x^p \tag{108} \]

in terms of the complementary polynomial \( B_1^{\geq p}(x) = B_1(x) - B_1(x) \) obtained by removing the terms of degrees less than \( p \) in \( B_1(x) \), which in turn has the following integral representation

\[ B_1^{\geq p}(z) = \frac{N}{C_N^{p+1}} \int_{|z|<|q|} \frac{dt}{2\pi i} \frac{F_N(t)}{t^p(t - z)}. \tag{109} \]

We note that convergence of the infinite sum under the integral in (106) is guaranteed by the absence of a free term in \( f(x) \), which can be checked by a direct calculation, \( f(0) = NQ_1(0)(q^p - 1) - Q_1(0)(q^p b_p - b_p) = 0 \) using \( b_p = N \) and by the fact that the denominator approaches the limit \( F_N(q^{i+1}z) \to 1 \) as \( i \to \infty \). In the second line of (108) we represent \( f(x) \) as the sum of two polynomials (expressions in square brackets mod \( p \)) having no the free term each. Therefore, the part of the sum in (106) with each of these terms individually is absolutely convergent, and one can rearrange the summands by grouping the terms containing \( B_1^{\geq p}(xq') \) with the same \( i \) as it was done in [25]. Since the resulting series is absolutely convergent we can interchange the integration and summation. Finally, noticing that the integrals of \( F_N(z) B_1(qz)/(z^p F_N(qz)) \) vanish we arrive at

\[ Q_2(x) = \left( (-1)^p Q_1(-1) - \frac{p^2}{2} \right) Q_1(x) - \oint \frac{dz}{2\pi i} \frac{\phi(z, x)}{z^p} B_1^{\geq p}(z) Q_1(z) \]

\[ - \sum_{i=0}^{\infty} \oint \frac{dz}{2\pi i} \frac{F_N(z)}{z^p} \frac{dy}{2\pi i} \frac{F_N(y) B_1^{\geq p}(q^{i+1}z)}{y^p} \frac{\phi(z, x)}{q^{i+1}z - y}. \tag{110} \]

Note that after evaluation of vanishing integrals the sum and integrals in (110) cannot be interchanged back anymore.
In the next step we substitute the integral representation for both $B_i^>(r)(x)$ and $Q_i(x)$ and obtain

$$Q_2(x) = \left( -1 \right)^r Q_1(-1) - \frac{p}{2} Q_1(x)$$

$$- \frac{N^2}{(C_N)^2} \left[ \int_0^1 \int_0^1 \frac{dy}{2\pi i} \frac{F_1(y)}{y^{r+1}} \frac{dt}{2\pi i} \frac{F_0(t)}{t^r} \int_0^1 \frac{dz}{2\pi i} \frac{\phi(z, x)}{z(t-z)} g(-y/z) \right]$$

$$+ \sum_{i=0}^{\infty} \int_0^1 \int_0^1 \frac{dy}{2\pi i} \frac{F_1(y)}{y^{r+1}} \frac{dt}{2\pi i} \frac{F_0(t)}{t^r} \int_0^1 \frac{dz}{2\pi i} \frac{\phi(z, x)}{z(t-z)} g(q^{i+1})(y-yq^{i+1}) \right] . \quad (111)$$

Triple integrals can be reduced to double integrals by integrating over the variable $z$ by counting the residues inside the contours. The first term in the square brackets has infinitely many poles of the function $g(-y/z)$ at $q^i, i = 0, 1, \ldots$. The $i$-th summand of the sum in the second term has the only contributing pole $z = yq^{i+1}$. Thus, the double integral representation for $Q_2(x)$ is

$$Q_2(x) = \left( -1 \right)^r Q_1(-1) - \frac{p}{2} Q_1(x)$$

$$+ \frac{N^2}{Z(N, p)^2} \left[ \int_0^1 \int_0^1 \frac{dy}{2\pi i} \frac{F_1(y)}{y^{r+1}} \frac{dt}{2\pi i} \frac{F_0(t)}{t^r} \int_0^1 \frac{dz}{2\pi i} \frac{\phi(z, x)}{z(t-z)} g(q^{i+1})(y-yq^{i+1}) \right] . \quad (112)$$

In terms of the integrals with normalized differentials (25) it is given by

$$Q_2(x) = \left( -1 \right)^r Q_1(-1) - \frac{p}{2} Q_1(x) + N^2 \int \int D_{N, r}(t) D_{N, p}(y) y \frac{\phi(y, x)}{t-y}$$

$$+ \frac{N^2}{Z(N, p)^2} \left[ \int \int D_{N, r}(t) D_{N, p}(y) y \frac{\phi(y, x)}{t-y} \right] . \quad (113)$$

Finally, for the exact expression of the second coefficient $\lambda_2$ of the eigenvalue (84) we collect the terms with $\gamma^2$ obtaining

$$\lambda_2 = R(1-q)q^{-2}m(-1/q) - L(1-q)m(-1),$$

where

$$m(x) = \frac{Q_2(x)}{Q_1(x)} - \frac{Q_1(x)Q_1(x)}{Q_0(x)} - \frac{Q_0(x)Q_2(x)}{Q_0(x)} + \frac{Q_0(x)Q_1(x)}{Q_0(x)} . \quad (114)$$

The coefficients of $R$ and $L$ are defined by the same function $m(x)$ given in terms of already known polynomials $Q_0(x), Q_1(x), Q_2(x)$ and calculated at points $-1/q$ and $-1$, respectively.
The explicit form of the function $m(x)$ obtained from substitution of (113) is
\[
m(x) = x^{-p} \left( (-1)^p Q_1(-1) - \frac{p}{2} - \frac{Q_1'(x)}{x} \right) \left( Q_1'(x) - \frac{pQ_1(x)}{x} \right)
\]
\[
+ N^2 \int \int D_{N,p}(t)D_{N,p}(y) \frac{A(y,x)}{t-y}
\]
\[
+ N^2 \sum_{i=1}^{\infty} \int \int D_{N,p}(t)D_{N,p}(y) \frac{q^i A(q^i(y,x) + A(y,x))}{t-q^i y},
\]
where
\[
A(y,x) = x^{-p} \frac{d\phi(y,x)}{dx} - px^{-p-1} \phi(y,x) = x^{-2} g(-y/x) - \frac{Q_1'(x) - px^{-1} Q_1(x)}{pxr(1+y)}.
\]

For further convenience we introduce notations $\lambda_2^R = (1-q)q^{-2}m(-q^{-1})$, $\lambda_2^L = (1-q)m(-1)$ writing down the second coefficient of the eigenvalue as follows
\[
\lambda_2 = R\lambda_2^R - L\lambda_2^L.
\]

Finally introducing notations
\[
da^L(z) = z(1-q)A(z,-1),
\]
\[
da^R(t) = tq^{-2}(1-q)A(t,-q^{-1})
\]
we arrive at the result (30)–(32).

5. Asymptotic analysis

The purpose of is this section is the asymptotic analysis of the exact expressions for the integrated current and the diffusion coefficient in the thermodynamic limit (36). The main part is evaluation of integrals of the form
and its two-dimensional analogues. Here,
\[ h(z) = N^{-1} \ln \left( F(z)^N / |z|^N \right) = \ln(1 + z) - \rho \ln(z) \] (123)
and \( b(z) \) is a function analytic in some vicinity of the origin \( z = 0 \).

The function \( h(z) \) has a single critical point being a unique solution of equation
\[ h'(z^*) = 0 \] (124)
that yields
\[ z^* = \frac{\rho}{1 - \rho} \] (125)

Then, we should deform the integration contour to the one passing through \( z^* \), such that the real part of \( h(z) \) decreases monotonously on it away from the critical point. Such a contour will be referred to as steep descent in contrast to the steepest descent one, where also the imaginary part of \( h(z) \) is constant. One possible choice is the circle \( z = z^* e^{i\varphi}, \varphi \in (-\pi, \pi) \),
\[ \frac{\partial h(z^* e^{i\varphi})}{\partial \varphi} = -\frac{z^* \sin \varphi}{1 + 2z^* \cos \varphi + (z^*)^2} \leq 0, \text{ for } \varphi \geq 0, \] (126)
respectively. Then the standard saddle point estimate gives in two leading orders in \( N \)
\[ \int D_{\lambda}(t) b(t) = b_0 + \frac{1}{2N} \left( \frac{h b_1}{h_2^2} - \frac{b_2}{|h_1|} \right) + O(N^{-2}), \] (127)
where \( b_k = (z i j)^{q} b(z)|_{z = z^*} \) and \( h_k = (z i j)^{q} h(z)|_{z = z^*} \), unless the contour being deformed passes through the singularities of the integrand. If poles (other than that in \( z = 0 \)) turn out to be inside the contour, their contribution should be extracted from the saddle point contribution and may dominate the latter. In our case of the integrals in formulas of both current (27) and diffusion coefficient (30) the integrand has poles of first and second orders at points \( z_j = -q^{-j}, \ j = 1, 2, \ldots \) independent of the density. On the other hand, the higher is the density, the bigger is the value of \( z^* \) being the radius of the saddle point contour. Therefore, being outside the contour at small densities, more and more poles enter the contour, when the density increases (see figure 4).

\( \rho < \rho_c \). The poles are outside of the contour, when \( z^* < z_1 \), i.e. \( \rho < \rho_c \). In this case, applying (127) to (27) and (28) we obtain for the current
\[ j_N(\rho) = -(1 - q) \sum_{k=1}^{\infty} \frac{k(-z^*)^k Rq^{k-1} - L}{1 - q^k} \left( 1 - \frac{k(2\rho + k - 1)}{2N(1 - \rho)} \right) + O(N^{-2}). \] (128)

This formula obtained by direct substitution of formula (29) for the function \( g(z) \) is in fact valid in the narrower domain of the series convergence \(|z^*| < 1\). To extend it to \(|z^*| < z_1 \) one had to use the re-summation of the series representing \( g(z) \), which explicitly separates the terms with poles at \( z = -1 \) and \( z = z_1 = -1/q \). Note that the former is not a pole of the whole integrand,
Figure 4. Steep descent contours for (a) the subcritical density where all the poles \( z_i = -q^{-1}, i = 1, 2, \ldots \) are outside the contour (b) critical density when the saddle point \( z^* \) coincides with the pole \( z_1 \) and (c) supercritical density where one or more poles get inside the contour.

since it is also a zero of \( F^N(z) \). This re-summation yields the analytic continuation of (128) to the domain \( 0 < z^* < z_1 \), of which \( O(1) \) part is given in (38) and (39).

A little more care is necessary to deal with the formulas (30)–(32) of diffusion coefficients. They are given in terms of series of double integral generalizations of (122). Therefore, the saddle point calculations are performed in the same way in each of the integration variable \( y \) and \( t \) using the same saddle point and the steepest descent contour, except for the terms, where the integrand has a pole at \( y = t \) connecting the two variables.

To get rid of this term the integrand is represented as a half-sum of the symmetric and anti-symmetric in \( t \) and \( y \) terms. Then, the symmetric part will be regular at \( t = y \) admitting a standard application of the saddle point method, while an integral of the anti-symmetric part in one of the variables, say \( y \), can be reduced to that around the simple pole \( y = t \) and evaluated, resulting in

\[
\int \int_{|t| < |y|} D_{N,p}(t) D_{N,p}(y) \frac{y d'(y)}{t-y} - \frac{1}{2} \left( \int \int D_{N,p}(t) D_{N,p}(y) \frac{y d'(y)}{t-y} + \frac{Z(2N, 2p)}{Z(N, p)^2} \int D_{2N, 2p}(t) d'(t) \right).
\]

(129)

Here \( I = R, L \) like in (30)–(32). Then, the two parts \( \Delta^R \) and \( \Delta^L \) of (30) are represented by

\[
\Delta^I = N^2 \left\{ (I)_{p} \int_{N} \frac{Z(2N, 2p)}{Z(N, p)^2} \int D_{2N, 2p}(t) d'(t) \right. \\
- \left. \int \int D_{N,p}(t) D_{N,p}(y) \frac{y d'(t) - y d'(y)}{t-y} + 2 \sum_{i=1}^{\infty} \int \int D_{N,p}(t) D_{N,p}(y) \frac{q d(q'y) + d'(y)}{t-q'y} \right\}.
\]

(130)

To estimate the leading asymptotics of the expression in square brackets we first recall that the integrals (127) with normalized differentials of functions analytic inside the contour are at most \( O(1) \). One can also check that the following integral vanishes identically

\[
\int D_{N,p}(y) d'(y) = 0.
\]

(131)
This in particular suggests that

\[ d'(z^*) = O(1/N). \]  

(One should keep in mind that \( d'(z^*) \) still has a dependence on \( N \) in the finite size corrections that come from the \( N \)-dependence of \( j_N(\rho) \). Therefore, the first integral associated with doubled \( N \) and \( \rho \) with the same \( \rho \) is \( O(1/N) \). It, however, comes with the coefficient given by the ratio of partition functions that enhances the contribution of this term. The coefficient is \( O(\sqrt{N}) \), so that the resulting order of magnitude is \( O(1/\sqrt{N}) \).

Then, we argue that the \( O(1) \) contribution from the other tree terms vanishes. To show this, we first note that the integrand in the second integral have the following expansion around the double saddle point \( x = t = z^* \)

\[ \frac{y d'(t) - t d'(y)}{t - y} = (z^*)^2 \frac{d}{dz^*} \left( \frac{d'(z^*)}{z^*} \right) + O(t - y), \]  

so that the leading \( O(1) \) of the integral is simply the constant part of \( (133) \) and corrections are \( O(1/N) \).

Next, using the following relations for the derivatives of function \( g(z) \)

\[ zg'(z) = g(z) - g'(z) - 2 \sum_{i=1}^{\infty} \frac{q^i}{1 - q^i} (g(z) - q^{-i}g(q^i z)), \]  
\[ zg''(z) = -2g(z)g'(z) - 2 \sum_{i=1}^{\infty} \frac{q^i}{1 - q^i} (g'(z) - g'(q^i z)), \]  

and equation \( (124) \) for the saddle point we find

\[ \frac{d}{dz^*} \left( \frac{d'(z^*)}{z^*} \right) = 2 \sum_{i=1}^{\infty} \frac{d'(q^i z^*)}{(z^*)^2(1 - q^i)} - \epsilon |I_1|^2 |\rho_N|^2 = O(1/N), \]  

which proves that all the \( O(1) \) terms inside the square brackets vanish. Finally, the result coming from the \( O(1/N) \) part of the first integral calculated according to \( (127) \) is

\[ \Delta = N^{3/2} \sqrt{\pi N} (a_1 h_3 - a_2 h_2) + O(N), \]  

where \( a_1 = (z \partial_z)^4 (d'(z)) \big|_{z = z^*} \). This justifies the \( \rho < \rho_c \) part of \( (30)-(32) \).

Similarly to \( [25] \) we also note that the first integral can exactly be evaluated as the difference of currents in systems of sizes \( 2N \) and \( N \) at the same density

\[ \int D_{2N,2p}(t) d'(t) = j_{2N}(\rho) - j_{N}(\rho). \]  

Taking into account that

\[ \frac{Z(2N,2p)}{Z(N, p)^2} = \sqrt{2\pi N|h_2|} + O(1/\sqrt{N}), \]  

we find that the diffusion coefficient can be expressed in terms of the universal finite size correction \( b = \lim_{N \to \infty} N(j_N(\rho) - j_\infty(\rho)) \) to the particle current,

\[ \Delta = -N^{3/2} b \sqrt{\pi|h_2|/2} (1 + O(1/\sqrt{N})). \]
Figure 5. The sketch of the function \( h(x) \) for the real valued variable \( x \).

This is consistent with (44) due to relation \( b = -A\lambda/2 \) between the dimensionful invariants and the universal finite size correction first observed in [44] from studies of the KPZ equation.

\( \rho > \rho_c \). When \( z^* > |z_i| = |q^{-i}| \) for some \( i \geq 1 \) the poles \( z = z_1, \ldots, z_i \) are inside the contour and their contribution has to be extracted from the saddle point estimate. Asymptotically the contribution from the pole \( z = z_i \) to (122) has an exponential order \( O(e^{N\Re h(z_i)}) \), possibly with some power-law prefactor. Then, since

\[
 h(z_1) > h(z^*), \quad \text{and} \quad \Re h(z_1) > \Re h(z_i), \quad i \geq 2, \quad (141)
\]

we argue that the contribution of the pole at \( z = z_1 \) dominates both the other poles and the saddle point. The inequalities (141) follow from the fact that \( h(z) \) is real and positive at the positive part of the real axis having a minimum at \( z = z^* \) (see figure 5), and for the negative poles we use \( \Re h(z) \leq \Re h(|z|) \).

To be specific, let us rewrite the exact expression (27) and (28) for the particle current per site separating the term with the pole \( z_1 \)

\[
 j_N(p) = (1 - q) \left[ (R - Lq) \int D_{N,\rho}(z) \frac{z}{(1 + qz)^2} \right. \\
 + L \int D_{N,\rho}(z) \frac{z}{(1 + z)^2} + (R - Lq) \sum_{i=2}^{\infty} \int D_{N,\rho}(z) \frac{z q^{i-1}}{(1 + q^i z)^2} \left. \right]. \quad (142)
\]

The second order pole \( z_1 \) of (142) brings the greatest exponential growth dominating both the saddle point and other poles’ contributions resulting in

\[
 j_N(p) = -\frac{(1 - q)(R - Lq)}{Z(N, p)} \Res_{z=z_1} \left( e^{N \ln h(z)} \right) \left( 1 + O(e^{-cN}) \right) \quad (143)
\]

for some \( c > 0 \). Calculation of this residue and asymptotic representation of \( Z(N, p) = e^{\ln h(z_1)} / \sqrt{2\pi N|h_2|(1 + O(1/N))) \) justifies the third line of (38).

Derivation of the supercritical asymptotics of the diffusion coefficient follows the same line. We first note that in (130) the terms of the largest order in \( N \) are those, where the contribution
comes from the pole $z_1$. This is the case for the single integral, while among the double integrals we need to collect those, in which the poles $z_1$ in both variables are present. Also, the increase of the order of the pole by one brings the factor of $N$ to the pre-exponential factor that comes from the differentiation of the exponent in $e^{Nh(z)}$. With these comments in hand, we collect the highest order terms in (130)

$$
\Delta = N^2(R - Lq) \left[ \frac{Z(N, 2p)}{Z(N, p)^2} \left\{ \int D_{2N, 2p}(t) \frac{(1 - q)q}{(1 + qt)^2} \right\} + 2 \left\{ \int D_{N, p}(t) D_{N, p}(y) \left( \frac{(1 - q)q^2}{(1 + qt)^2(1 + qy)} - \frac{q^2}{\rho(1 + qy)(t - qy)} \right) \right\} \right] \times (1 + O(e^{-N}))
$$

(144)

for some $c > 0$, which after calculating the residues and substitution of the asymptotic expansions of the partition functions result in the third line of (41).

To see this, we note that the two last terms in (142) are $O(1)$ computed as usual in the standard saddle point approximation. It follows then that

$$
j_N(\rho_c) = (1 - q) \left( \frac{R - Lq}{Z(N, p)} \right) I_{N, p, 2} + O(1),
$$

(145)

where we introduce the notation

$$
I_{N, p, k} = \int \frac{(1 + z)^N}{z^p} \frac{1}{(1 + qz)^k} \frac{dz}{2\pi i}.
$$

(146)

Though $I_{N, p, k}$ is evaluated in terms of the hypergeometric function for general $N, p, k$ and $q$, for $k = 2$ it simplifies drastically at the critical point. To see this we first do the integration by parts to show that

$$
I_{N, p, 1} = -\frac{1 - q}{N} I_{N, p, 2} + \frac{p}{N} I_{N+1, p+1, 1}.
$$

(147)

From this identity one can express $I_{N, p, 2}$ as a sum of the two integrals, which being added up are reduced to a single integral evaluated to the binomial coefficient using the fact that $\rho = \rho_c$

$$
I_{N, p, 2} \big|_{p/N = 1/(1 - q)} = \frac{p}{(1 - q)} I_{N, p+1, 0} = \frac{p}{(1 - q)} C_N^p.
$$

(148)

The substitution of the last expression into (145) gives

$$
j_N(\rho_c) = N(R\rho_c + L(1 - \rho_c)) + O(1).
$$

(149)

This reproduces the second line of (38).
5.1. Crossover regime

The above exact calculation based on a magic simplification of the integrand at the critical point seems not generalizable for the diffusion coefficient. However, we can use a modification of the saddle point method for producing the uniform asymptotic estimates in the case when a pole merges with the saddle point [45]. Specifically, let us consider the scaling limit (46) and (47). In the vicinity of the critical density the estimate (145) still holds.

To evaluate the integral $I_{N,\rho,2}$ from (146) asymptotically we first make a variable change

$$z = z^* e^{i\varphi}$$

(150)

going to go to integration in the variable $\varphi \in (-\pi, \pi] + ia$ having a small constant imaginary part $a > 0$ that ensures the pole $z = -1/q$ being outside of the integration contour in the original $z$-plane or below the integration contour in the $\varphi$-plane, where we fix $z^* = \rho_c/(1 - \rho_c) = -1/q$. For the contour still being steep descent we can limit the integration by the small part of the contour for the price of an exponentially small correction

$$I_{N,\rho,2} = \int_{-\infty+ia}^{\infty+ia} e^{N(h(z^*) + (\rho_c - \rho)(\log z^* + i\varphi))} \frac{z^* e^{i\varphi}}{(1 - e^{i\varphi})^2} \frac{dz \varphi}{2\pi} + O(e^{-\Delta N})$$

(151)

where for the function $h(z)$ we take the one corresponding to the critical density $h(z) = \log F(z) - \rho_c \log z$. Next, we approximate the integrand using expansions at $\varphi = 0$

$$e^{Nh(z^*) + (\rho_c - \rho)(\log z^* + i\varphi)} \frac{z^* e^{i\varphi}}{(1 - e^{i\varphi})^2} = \frac{z^*}{\varphi^2} e^{Nh(z^*) + (\rho_c - \rho)(\log z^* + i\varphi)} \left(1 - \frac{i\hbar z^3 N}{6} + O\left(\frac{1}{N}\right)\right)$$

(152)

where $h_2 = \rho_c(1 - \rho_c)$, and $h_3 = h_2(1 - 2\rho_c)$, and the difference $(\rho_c - \rho)$ in the exponent was absorbed into $\beta$ defined in (47). Using inequality $|1 + x - e^{i\varphi}| < |y| + |x + y|^2 e^{i\varphi}$ and choosing $\epsilon$ small enough one can bound the error coming from this approximation by

$$e^{Nh(z^*) + (\rho_c - \rho)(\log z^* + i\varphi)} \left(1 - \frac{i\hbar z^3 N}{6} + O\left(\frac{1}{N}\right)\right)$$

(153)

for some $C > 0$. Then, going to rescaled variables $\tilde{\varphi} = (\sqrt{h_2} N \varphi - i\beta)$, choosing $a = (\alpha + \beta)/\sqrt{h_2}$ with some finite $\alpha > 0$, and sending $N$ in the limits of integration to infinity for the price of another exponentially small correction we arrive at

$$I_{N,\rho,2} = -\sqrt{Nh_2} z^* e^{Nh(z^*) + (\rho_c - \rho)(\log z^*)} \left[i\gamma(\beta) + \frac{h_3 \beta}{6h_2^{3/2} \sqrt{2\pi N}} + O\left(\frac{1}{N}\right)\right]$$

(154)

where the main part is given in terms of the derivative of function

$$I(\beta) = \frac{1}{2\pi} \int_{-\infty+ia}^{\infty+ia} \frac{e^{N/2} (\varphi + i\beta)}{(\varphi + i\beta)^2} d\varphi = -\frac{i}{2} \text{erfc} \left(\frac{\beta}{\sqrt{2}}\right) e^{\beta^2/2}$$

(155)

which is in turn related to the function $F(\beta)$ introduced in (49),

$$F(\beta) = -\sqrt{2\pi} I'(\beta),$$

(156)
and the $O(1/N)$ correction have appeared from integration of (153). Using similar asymptotic expansion of $Z(N, p)$,

$$Z(N, p) = \frac{e^{2h(z^*) + (\rho_c - \rho) \log z^* - \beta^2/2}}{\sqrt{2\pi Nh_2}} \left[ 1 - \frac{h \beta (\beta^2 - 3)}{6 h_2^{3/2} \sqrt{N}} + O \left( \frac{1}{N} \right) \right],$$

(157)

we arrive at the asymptotic formula for the current

$$j_N(\rho) = (R \rho_c + L(1 - \rho_c))N \times \left( F(\beta) + \frac{1 - 2\rho_c}{6 \sqrt{N \rho_c (1 - \rho_c)}} \beta (F(\beta)(\beta^2 - 3) - 1) + O \left( \frac{1}{N} \right) \right),$$

(158)

where in the lhs we still imply that $\rho = \rho_c - \beta \sqrt{\rho_c (1 - \rho_c)/N}$. Thus, the leading order of $O(N)$ confirms (48). We also have obtained the $O(\sqrt{N})$ finite size correction, which is expressed in terms of the same scaling function $F(\beta)$ and vanishes at the critical point in agreement with (149).

Similar analysis is to be done for the diffusion coefficient starting with the formula (130). Here, we focus only on the leading order terms. To identify corresponding terms in the integrand we observe from the above calculation that each factor with the $z_1$ pole in the denominator contributes the factor $\sqrt{N}$ to the final answer. Separating in this way the most singular terms in the integrand of $\Delta L$ we obtain

$$\Delta L = N^2 \frac{Z(2N, 2p)}{Z(N, p)} \oint D_{2N, 2p}(t) d^l(t) + N^2 \oint \oint D_{N, p}(t) D_{N, p}(y) t y \times \left( (1 - q) q^2 - \frac{2 + qt + qy}{(1 + qt)^2 (1 + qt)^2} - 2 - \frac{j_N}{\rho (1 + qy)(t - qy)} \right) + O(N^3),$$

(159)

where terms we explicitly shown yield $O(N^{7/2})$ contribution, while the correction is of order of $O(N^3)$. Surprisingly, the double integral in the second line cancels in the leading $O(N^{7/2})$ order yielding another $O(N^3)$ correction. Thus, similarly to sub-critical regime the only contribution to the dominant asymptotics comes from the integral in the first line, which can be exactly evaluated using (138), while the asymptotics follow from (157) and (158). A similar calculation works for $\Delta R$ yielding the same result times $q$. This completes the derivation of (53) and (54).
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Appendix A. The particle current as a stationary state observable

It was noted in section 2 that unlike the higher scaled cumulants of the particle current in AAP the first one, the average current, is the stationary state observable, i.e. can be obtained from averaging over the stationary distribution. The observable to average is however highly non-local due to the avalanche dynamics. One of the ways to cope with the non-locality is to consider the discrete time model, from which the continuous time AAP would be obtained as a limit. It was shown in [14] that the integrable discrete time zero-range process, known as a $q$-boson process, looked at from the moving reference frame can be used as such a model.

Here we take another route undertaken in [5] by considering a discrete time version of the AAP itself, which being non-integrable still has the integrable continuous time AAP as a limit.

Let us define the discrete time AAP (DAAP) as a particle system evolving on a ring of size $N$. Unlike the continuous time model, the state space of DAAP, $\Omega_{\text{DAAP}} \subset \mathbb{Z}^{N}/\mathbb{Z}$, consists of particle configurations $n = (n_1, \ldots, n_N)$, in which more than one particle in a site is allowed. In fact, the dynamics allows at most one site $i$ such that $n_i > 1$, which will be referred to as active.

$$\Omega_{\text{DAAP}} = \{ n = (n_1, \ldots, n_N) \in \mathbb{Z}^{N}/\mathbb{Z} : |\{i \in \{1, \ldots, N\} : n_i > 1\}| \leq 1 \}.$$  

(A.1)

Starting from an initial configuration $n(0) \in \Omega_{\text{DAAP}}$ the subsequent evolution $n(t)$ is as follows.

If there is no an active site, $n_k(t) \leq 1$, for any $k = 1, \ldots, N$, one of the following options is realized

- One of particles, say from site $i$, jumps to an empty neighboring site: right with probability $\frac{R_i}{P}$ or left with probability $\frac{L_i}{P}$;
- If the site $(i+1)$ was occupied before the right jump, $n_{i+1}(t) = 1$, then the site becomes active with $n_{i+1}(t+1) = 2$ and $n_i(t+1) = 0$;
- If the site $(i-1)$ was occupied before the left jump, $n_{i-1}(t) = 1$,
  - Either with probability $\mu_2$ the two particles from that site immediately move right together, so that the initial site $i$ becomes active with $n_i(t+1) = 2$ and $n_{i-1}(t+1) = 0$,
  - Or one of the two particles stays and the other jumps right with probability $1 - \mu_2$, so that the initial configuration remains unchanged.

If there is an active site $i$ with $n_i(t) \geq 2$ particles for some $i = 1, \ldots, N$

- Either all $n_i(t)$ particles move from site $i$ to site $i+1$ with probability $\mu_n$, i.e. $n_i(t+1) = 0$ and $n_{i+1}(t+1) = n_i(t) + n_i(t)$,
- Or $n_i(t) - 1$ particles move from site $i$ to site $i+1$ with probability $1 - \mu_n$, i.e. $n_i(t+1) = 1$ and $n_{i+1}(t+1) = n_i(t+1) + n_i(t) - 1$.

The other sites do not change.

These dynamical rules preserve the total number of particles in the system, which will be fixed to
To consider a limit to the continuous time AAP in the end, we consider the evolution of DAAP that starts from an initial configuration \( n(0) \in \Omega_{\text{DAAP}} \) without an active site, i.e. \( n_i(0) \leq 1, \quad i = 1, \ldots, L \). This implies \( p \leq N \).

The probability \( P_t(n) \) for the system to be in a state \( n \) at time step \( t \) solves Chapman–Kolmogorov equation

\[
P_{t+1}(n) = \sum_{n' \in \Omega_{\text{DAAP}}} p(n' \to n) P_t(n')
\]  

where \( p(n' \to n) \) is the probability of transition from the state \( n' \) to the state \( n \) that stems from the above dynamical rules,

\[
p(n' \to n) = \begin{cases} \frac{R\delta}{p}, & \text{if } \exists i : n' - n = e_i - e_{i+1}, \quad n'_{i+1} = 0, \quad \forall n'_i \leq 1; \\ \frac{L\delta}{p}, & \text{if } \exists i : n' - n = e_i - e_{i+1}, \quad n'_i = 0, \quad \forall n'_i \leq 1; \\ \frac{(R + L\mu_2)\delta}{p}, & \text{if } \exists i : n' - n = e_i - e_{i+1}, \quad n'_i = n'_{i+1} = 1, \quad \forall n'_i \leq 1; \\ 1 - \delta, & \text{if } n' = n; \quad \forall n'_i \leq 1 \\ \mu n'_i, & \text{if } \exists i : n'_i \geq 2, \quad n' - n = n'_i e_i; \\ 1 - \mu n'_i, & \text{if } \exists i : n'_i \geq 2, \quad n' - n = (n'_i - 1)e_i; \\ 0, & \text{otherwise.} \end{cases}
\]  

where \( e_i = (0, \ldots, 0, 1, 0, \ldots, 0) \) is a standard unit vector. Then the stationary state distribution solves the balance equation

\[
P_s(n) = \sum_{n'} p(n' \to n) P_s(n').
\]  

The solution of (A.5) can be found as a product of one-site factors [41]

\[
P(n) = \frac{1}{Z_d(N, p)} \prod_{i=1}^L f(n_i),
\]  

where

\[
Z_d(N, p) = \sum_{n \in \Omega_{\text{DAAP}}} \prod_{i=1}^L f(n_i)
\]  

is the normalization constant. The one-site factors can be shown to satisfy the recurrent relations
\[ f(n+1) = \frac{\mu_n}{1 - \mu_{n+1}} f(1) f(n), \quad n \geq 2, \]  
(A.8)

and

\[ f(2) = \frac{\delta (R + L\mu_2)}{p} \frac{f(1)}{f(0)} f(1). \]  
(A.9)

Fixing the multiplicative constants to \( f(0) = f(1) = 1 \) we obtain

\[ f(n+1) = \frac{n}{\mu_i} \prod_{i=2}^{n} \frac{R + L\mu_i}{1 - \mu_{i+1}} \frac{1}{1 - \mu_i}, \quad n \geq 1. \]  
(A.10)

The factorized form of the stationary state measure in DAAP simplifies greatly the calculation of the averages of observables over the stationary state. In particular the mean particle current \( J_{\text{DAAP}} \) can be obtained as follows. For every site we introduce the random variable \( j_i \) equal to the number of jumps out of the site \( i \) and separate the terms according to the number of particles \( n_i \) in the departure sites

\[ J_{\text{DAAP}} = \sum_{n_i, j_i = 1} P(n) \mathbb{E}[j_i | n_i = 1] + \sum_{n_i, j_i \geq 2} P(n) \mathbb{E}[j_i | n_i \geq 2]. \]  
(A.11)

The mean local instantaneous particle current out of a site conditioned to the site being active or not is

\[ \mathbb{E}[j_i | n_i = 1] = \frac{\delta \cdot R}{p} - \frac{\delta \cdot L}{p} 1_{n_i = 0} + \frac{\delta \cdot L\mu_2}{p} 1_{n_i = 1}, \]  
(A.12)

\[ \mathbb{E}[j_i | n_i \geq 2] = n_i \mu_n + (n_i - 1)(1 - \mu_n), \]  
(A.13)

where we use the indicator function to separate the one-step avalanches from all the other avalanches started from the first left jump. These formulas are valid for general probabilities \( \mu_n \). Substituting the probabilities (4) ensuring the Bethe ansatz integrability of AAP into (A.10)–(A.13) and simplifying the result we obtain

\[ J_{\text{DAAP}} = \frac{\delta}{pZ_q(N, p)} \left( R p C_N^p - L N(\mu_2 C_{N-2}^p - C_{N-2}^{p-1}) \right) \]

\[ + (R + L\mu_2) N \sum_{k=2}^{p} C_{N-1}^{p-k} \left( \frac{(-q)^{k-1} k}{k_q} + \frac{(-q)^{k-2}(k-1)}{[k-1]_q} \right) \].  
(A.14)

This formula can be recast in the integral form. Specifically representing the binomial coefficients as integrals with the use of the generating function (26) of stationary weights of continuous time AAP we transform (A.14) to

\[ J_{\text{DAAP}} = \frac{\delta}{pZ_q(N, p)} \oint \frac{F_N(z)}{z^p} \left[ R g'(zq) - L g'(z) \right] \frac{dz}{2\pi i}. \]  
(A.15)

Here we used \( g'(z) = g'(qz) - (1 - q)^{-1}(1 + z)^{-2} \) for the left term.
One can go from the discrete time to continuous one with the rescaling $t/\delta \to t$ sending $\delta \to 0$. In particular for the current we have

\[ J = \lim_{\delta \to 0} \frac{pJ_{\text{DAAP}}}{\delta}, \]  

(A.16)

which with the use of

\[ Z_{\delta}(N, p) = Z(N, p) + O(\delta) \]  

(A.17)

yields the result (27) and (28).
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