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I. INTRODUCTION

Bell’s theorem shows that local measurements of an entangled state creates Nonlocal quantum correlations \cite{1}, a fundamental signature of quantum physics. Bell inequalities provide standard methods to characterize the nonlocal correlations of a single quantum state \cite{2}, and constitute a powerful toolbox for a large spectrum of applications \cite{3-10}. Nowadays experiments, such as the first loophole-free violation of a Bell inequality \cite{11}, often involve networks of several sources used to simulate standard single-source Bell protocols. Similar procedures are envisioned for long range QKD protocols using multimode quantum repeaters \cite{12}.

It was recently understood that networks can lead to new forms of nonlocality called Network Nonlocality, which is imposed by the network topology. This remarkable point of view can be exploited for new applications such as certification of entangled measurements \cite{13, 14}, and detection of the nonlocality of all entangled states \cite{15} which is out of reach in standard Bell scenarios \cite{16}. At a conceptual level, Network Nonlocality was recently used to propose alternative definitions for genuine multipartite entanglement \cite{17-19} and genuine multipartite nonlocality \cite{20, 21}, and to understand the role of complex numbers in quantum theory \cite{22}.

Recently, several techniques have been developed to characterize classical (also called local) and nonlocal correlations in networks \cite{23-25}. Various examples of quantum Network Nonlocal correlations are known, such as a first example in the bilocal network and its generalization \cite{26-30} or from other technics \cite{31, 32}. Also, a new form of Network Nonlocality, qualified of genuine Network Nonlocality, was found in the triangle network with no input \cite{33}. Nevertheless, except for the last example that is generalized to ring networks with an odd number of nodes, no generic construction of network nonlocality, unrelated to the standard Bell nonlocality, is known.

This paper develops the first generic examples of Network Nonlocality in a wide class of networks with no input based on general Color-Matching (CM) strategies, that are also presented in a parallel letter \cite{1}. We also present an alternative family of strategies, called Token-Counting (TC) that provide Network Nonlocality in another class of networks. These two techniques are unrelated to Fritz’s embedding of Bell nonlocality \cite{34}. In a TC strategy each source distributes a fixed number of tokens and each party counts and outputs the number of received tokens. In a CM strategy each source takes a color and each party checks if all its neighboring sources take the same color. We show that in appropriate networks, these strategies produce correlations (distributions over the outputs) that are rigid in the sense that there is essentially a unique classical strategy to generate them. This rigidity property, which can be thought of as the self-testing of a network classical strategy, limits the set of possible classical strategies that may generate a quantum TC or CM distribution. We prove rigidity of TC and CM distributions using graph theoretic tools and Finner’s inequality \cite{35, 36}. We then use this limitation to prove that certain quantum TC and CM distributions in wide classes of networks are nonlocal. This work allows to reinterpret \cite{33} as the preliminary fingerprint of an entirely novel approach to network nonlocality through the rigidity of some strategies in adapted classes of networks.

In our proofs of network nonlocality we observe the emergence of a global entangled state involving all the sources and the parties of the network. For instance, in the examples based on TC, we show that in order to generate certain outputs, the tokens must be distributed according to certain patterns in the network. Then, in the explicit quantum strategy we observe the superposition of these patterns, which amounts to a global entangled state through the whole network. Since this form of entanglement is missing in the classical case, we are able to prove infeasibility of simulating those correlations by...
a classical strategy.

The present text extends a more compact parallel letter on the same subject [1] and furnishes all the required technical proofs.

A. Notations

In this paper, we represent a network $N$ by a bipartite graph where one part of the vertices consists of sources and the other one consists of parties. We assume that there are $I$ sources $S_1, \ldots, S_I$ and $J$ parties $A_1, \ldots, A_J$. We write $S_i \rightarrow A_j$ and sometimes $i \rightarrow j$ when the source $S_i$ is connected to the party $A_j$. We assume that the sources are not redundant meaning that there are no distinct sources $S_i, S_{i'}$ such that $S_i$ is connected to all parties connected to $S_{i'}$ (as otherwise $S_{i'}$ can be merged to $S_i$). In this paper, we consider networks with no inputs. Then, a strategy corresponds to assigning multipartite states to sources that are distributed to the parties, and assigning measurements to the parties who measure the receives subsystems. Each party $A_j$ performs a projective measurement. To be more precise, each arrow $i \rightarrow j$ of $N$ corresponds to a Hilbert space $H_{i,j}$. Source $S_i$ distributes a quantum state $|\psi_i\rangle$ in the Hilbert space $H_i = \bigotimes_{j: j \rightarrow i} H_{i,j}$, where $H_{i,j}$ contains the part of the state sent to party $A_j$ by source $S_i$. Party $A_j$ performs a projective measurement $\{\Pi_{a_j} : a_j\}$ consisting of projections acting on the Hilbert space $H_j = \bigotimes_{i: i \rightarrow j} H_{i,j}$ associated to the subsystems she receives. Hence, the joint distribution of the outputs equals

$$P(a_1, \ldots, a_J) = \text{Tr} \left( \otimes_i |\psi_i\rangle \langle \psi_i| \cdot \otimes_j \Pi_{a_j} \right). \quad (2)$$

In this paper, we present two generic methods to obtain quantum distributions as in (2) which do not admit any classical model as in (1) for two large classes of networks.

C. Overview of the paper

In Section II we discuss Token-Counting (TC) strategies in networks. We first define TC strategies and distributions (Definition 1), and provide an overview of our method for network nonlocality from TC. Then, we prove our first main result, Theorem 1, which states that under the assumption that $N$ is a No Double Common-Source (NDCS) network (see Definition 2), TC distributions are rigid, meaning that only TC strategies can classically simulate distributions arising from a TC strategy. We illustrate how network nonlocality can be obtained from TC strategies in subsection II.C. At last, we provide an additional rigidity property of TC distributions in Subsection II.D.

Section III contains similar results for Color-Matching (CM) strategies. We first define these strategies (Definition 4), and provide an overview of our method for network nonlocality from TC. We then prove our second main result, Theorem 2, which shows that in Exclusive Common-Source (ECS) networks admitting a Perfect Fractional Independent Set (PFIS), CM strategies are rigid. We then obtain nonlocality from CM in Subsection III.D using the extra rigidity property we establish in Corollary 2.

The presentation of general methods of TC and CM is followed by specific examples of network nonlocality in some networks. In particular, we study ring networks with bipartite sources in Section IV, and all bipartite source complete networks in Section V. In Section VI, by considering a particular network, we show how proper coloring of graphs would result in network nonlocality via CM strategies.

Conclusions and final remarks are discussed in Section VII. In particular, we emphasize the creation of a global entangled state through the whole network in our method, and argue that this is the fundament of the network nonlocality in our examples. We also explain why we believe our examples of network nonlocality are essentially different from the network nonlocality obtained from existing embedding of Bell’s nonlocality [34].

Let us finish this subsection by advising the reader to first concentrate on the introduction, Section II (except Subsection II.D) and the conclusion to obtain a good overview of the paper.
II. TOKEN-COUNTING STRATEGIES

A. Definitions and strategy for network nonlocality from Token-Counting

1. Definitions

In a Token-Counting strategy, each source $S_i$ distributes $\eta_i$ tokens to the parties it connects. A party $A_j$ counts the number of received tokens, and may also measure extra degrees of freedom.

Definition 1 (Token-Counting strategy). A strategy in $\mathcal{N}$ is called Token-Counting (TC) if, up to a relabelling of the outputs and of the information sent by the sources:

(i) Each source $S_i$ distributes a fixed number of tokens $\eta_i$ to the connected parties (with some fixed probability distribution) along with possibly additional information.

(ii) Every party $A_j$ counts the total number of tokens $n_j$ she receives and produces possibly additional information $\alpha_j$. She outputs $a_j = (n_j, \alpha_j)$.

The resulting distribution of a Token-Counting strategy $P = \{P((n_1, \alpha_1), \ldots, (n_J, \alpha_J))\}$ is called a Token-Counting distribution.

We note that quantum strategies may also be TC and produce TC distributions. We may assume that each source distributes a fixed number of tokens in superposition (see Figure 1(a)). Then, each party performs a projective measurement to count the number of received tokens $n_j$. Next, she may measure other degrees of freedom to produce $\alpha_j$ (see Figure 1(c)).

Let us first remark that without $\alpha_j$, a quantum TC distribution is always classically simulable:

Remark 1. Let $P = \{P((n_1, \alpha_1), \ldots, (n_J, \alpha_J))\}$ be a TC distribution associated with a quantum TC strategy in network $\mathcal{N}$. Then, the token-count marginal distribution $P_{\text{token}} = \{P_{\text{token}}(n_1, \ldots, n_J)\}$ can be classically simulated by a TC strategy which we call the decohered classical strategy. To this end, observe that the measurement operators associated with the token-counts $n_j$’s are all diagonal in the computational basis. So the sources may measure their output states in the computational basis before sending them to the parties (see Figure 1(b)). This would not change the outcome distribution of the token counts $(n_1, \ldots, n_J)$. This computational basis measurement demolishes the coherence of sources and produces the associated decohered TC classical strategy.

Unlike for a classical strategy, the measurement of the token-counts $n_j$ in a quantum strategy may leave the sources in a global superposition of several possible token distributions over the network, which could then be detected by measuring the token provenance in a superposed way with the extra information $\alpha_j$.

We will prove in Theorem 1 that for some networks, TC strategies are the only classical strategies that can produce TC distributions. For this, we will see that we need to restrict ourselves to the following class of No Double Common-Source networks.

Definition 2 (No Double Common-Source networks). A network $\mathcal{N}$ is called a No Double Common-Source (NDCS) network if each pair of parties do not share more than one common source, i.e., there does not exist $S_i \neq S_i'$ and $A_j \neq A_{j'}$ such that $S_i \to A_j, A_{j'}$ and $S_i' \to A_j, A_{j'}$.

2. Network Nonlocality from Token-Counting

In the next section, we will provide a method to obtain network nonlocality in NDCS networks via TC distributions. We will prove that certain quantum TC strategies produce TC distributions that cannot be simulated classically. By Remark 1, it is clear that this goal can only be obtained when some extra information $\alpha_j$ is measured. We provide here an overview on this method which will be illustrated in the case of the network of Figure 3a in Section III-C.

Our method first introduces a quantum TC strategy in an NDCS network $\mathcal{N}$ achieving a distribution $P$. More precisely, it introduces some given number of tokens.
FIG. 2. In this network, TC distributions can be classically generated with strategies that are not TC. Suppose that $S_1$ uniformly distributes one token among $A, B, C$, while $S_2$ distributes no token. This gives a TC distribution, which how-to simulate with the following non-TC strategy. Suppose that $S_1$ takes value $S_1 = A$ with probability $1/3$, and $S_1 = BC$ with probability $2/3$. Moreover, $S_2$ takes one of the values $B$ or $C$ with uniform probability. Any of the parties outputs $n = 1$ (receiving a token) if she sees her name in all the sources connected to her. This is clearly not a TC strategy, yet it simulates the initial TC distribution.

$\eta_i \geq 1$ to be distributed for each source $S_i$ of the network, as well as some concrete superposed ways to distribute them, as illustrated in Figure 1a. It also asks every party $A_j$ to first measure the total number of received tokens $n_j$, and to measure how these tokens reached her in some superposed way, as in Figure 1c, obtaining a second information $\alpha_j$. This TC strategy allows the parties to produce a TC distribution $P = \{P((n_1, \alpha_1), \ldots, (n_j, \alpha_j))\}$ corresponding to the joint probability distribution of the parties’ observations. Next, assuming that the quantum TC strategy is chosen deliberately, we aim to show that $P$ cannot be produced classically, that $P$ is a nonlocal distribution in network $N$.

Suppose that $P$ is local and can be simulated by a classical strategy as described in (1). Then, since $P_{\text{token}}$ is a coarse-graining of $P$ obtained by ignoring the extra informations $\alpha_j$’s, the marginal distribution $P_{\text{token}}$ can also be simulated classically. Indeed, as mentioned above, the corresponding decohered classical strategy (see Remark 1 and Figure 1b) that is a TC classical strategy, can produce $P_{\text{token}}$. However, the important issue is that this TC classical strategy is essentially the unique classical strategy that produces $P_{\text{token}}$ in the network $N$. This property which we call the rigidity property is proven in Theorem 1, and is our main step in showing Network Nonlocality via TC.

Going back to the full distribution $P$, the rigidity property substantially reduces not only the space of classical strategies that simulate the marginal $P_{\text{token}}$, but also those of $P$ since the latter is an extension of the former. Then, further investigating the distribution $P$ and using the extra produced information $\alpha_j$’s, we will show that the whole distribution $P$ cannot be simulated by any classical strategy. This last step is discussed in details for a specific example in Subsection II C.

B. Rigidity of TC strategies

We can now state our first main result:

**Theorem 1 (Token-Counting).** Let $\mathcal{N}$ be a no-double-common-source network. Then any classical strategy that simulates a Token-Counting distribution in $\mathcal{N}$ is necessarily a Token-Counting strategy. Moreover, in any such Token-Counting strategy sources distribute the tokens among their connected parties under a fixed (unique) probability distribution.

In Appendix A we present a more formal statement of the theorem. More concretely, considering an arbitrary simulating classical strategy, we show that for any $S_i \rightarrow A_j$, there is a token function $T_{ij}^l : s_i \in S_i \rightarrow T_{ij}^l(s_i) \in \mathbb{Z}_{\geq 0}$ mapping any value $s_i$ taken by $S_i$ to a number of tokens sent by source $S_i$ to $A_j$. We show that these token functions are consistent in the sense that:

(i) $\sum_{j : i \rightarrow j} T_{ij}^l(s_i) = \eta_i$, that is the total number of tokens distributed by $S_i$ equals $\eta_i$.

(ii) $n_j = \sum_{i : i \rightarrow j} T_{ij}^l(s_i)$, that is party $A_j$ outputs $n_j$ by summing the tokens she receives from the adjacent sources according to the token functions.

(iii) The tokens are distributed with the same probabilities as in the initial TC strategy.

Now, we briefly explain the three ingredients used in the proof, that is also detailed in Appendix A.

**Proof.** First, the total number of tokens is fixed, i.e., if $P_{\text{token}}(n_1, \ldots, n_J) > 0$, then $n_1 + \cdots + n_J = \eta_1 + \cdots + \eta_J$. Second, by changing the output of source $S_i$, only the values of $n_j$’s with $S_i \rightarrow A_j$ may change. Third, by the NDCS assumption, for a given $S_i$ and a party $A_j$ with $S_i \rightarrow A_j$, we may fix all the messages received by $A_j$, except the one from $S_i$, to a desired value without getting a conflict with the received messages of other parties $A_j \neq A_j$ with $S_i \rightarrow A_j$. Then, we may study the simultaneous variations of $n_j$’s for all such parties when we change the output of $S_i$. Putting these together the proof of the theorem follows. \hfill $\square$

Note that in networks which are not NDCS, TC distributions may be produced without TC strategies. For such an example see Figure 2. Hence, the restriction to the class of NDCS networks is necessary for the validity of Theorem 1.

We now illustrate our method on the four-party 5-0 network consisting of five bipartite sources and zero tripartite sources.

C. Nonlocality in the 5-0 TC scenario from TC

We demonstrate nonlocality in the four-party 5-0 network of Figure 3 via a TC quantum strategy. The same
FIG. 3. (a) 5-0 four-party scenario and its orientation. (b) Label \( t = \# \) refers to the only token distribution leading to \( n_A = n_B = 1, n_C = 3, n_D = 0 \). (c) Labels \( t \in \{1, 2, 3\} \) refer to the three possible distributions of tokens leading to \( n_A = n_B = n_D = 1, n_C = 2 \). The associated parameters \( \omega_{ijkl}^{(t)} \) are defined in Eq. (4) and the coefficients \( \omega^{(1)}_{ij}, \ldots, \omega^{(3)}_{i} \) are parameters of the parties’ measurement bases. We assume the convention that \( \omega^{(2)}_{ij} = \omega^{(1)}_{ij} \) and \( \omega^{(2)}_{i} = \omega^{(3)}_{i} \).

Method will be used in Section IV. We write the outputs of the parties by \( (n_A, \alpha, (n_B, \beta), (n_C, \gamma), (n_D, \delta)) \), where \( n_A, n_C \in \{0, 1, 2, 3\} \) and \( n_B, n_D \in \{0, 1, 2\} \) are the number of received tokens and \( \alpha, \beta, \gamma, \delta \) are additional information. The TC quantum strategy is described as follows:

- All sources distribute the state \(|\psi^+\rangle = \frac{\left|01\right\rangle + \left|10\right\rangle}{\sqrt{2}} \)
  meaning one token per source distributed uniformly and coherently.

- The measurement basis vectors of \( A \) are

\[
\begin{align*}
|000\rangle, \\
|\chi^{A}_{i}\rangle &= \omega^{(1)}_{ij} |00\rangle + \omega^{(2)}_{ij} |01\rangle + \omega^{(3)}_{ij} |10\rangle, i = 1, 2, 3 \\
|110\rangle, |101\rangle, |011\rangle.
\end{align*}
\]

In this representation of basis vectors we assume that \( A \) sorts the received qubits as in Figure 3(a). Observe that the first row corresponds to \( n_A = 0 \) (\( A \) receiving no token), and the other rows to \( n_A = 1, 2, 3 \) respectively. We note that when \( n_A \in \{0, 3\} \) there is no further degree of freedom to measure. However, there are three possibilities for \( n_A = 1 \) and \( n_A = 2 \). In the latter case we assume that \( A \) further measures in order to exactly obtain the provenance of the two tokens. In the former case, however, \( A \)’s measurement basis states are entangled; they correspond to projectors on \( |\chi^{A}_{i}\rangle \), in which case we let \( \alpha = i \).

- Following similar conventions as above, the measurement basis of \( C \) is

\[
|00\rangle, |01\rangle, |10\rangle, |11\rangle,
\]

\[
|\chi^{C}_{k}\rangle = \omega^{(1)}_{k} |11\rangle + \omega^{(2)}_{k} |10\rangle + \omega^{(3)}_{k} |01\rangle, k = 1, 2, 3
\]

- The measurement basis of \( B \) is

\[
|00\rangle, |01\rangle, |10\rangle, |11\rangle.
\]

- The measurement basis of \( D \) is similar to that of \( B \) but with coefficients \( \omega^{(1)}_{ij} \) and \( \omega^{(3)}_{i} \), \( l = 1, 2 \).

Let \( P = \{P((n_A, \alpha), (n_B, \beta), (n_C, \gamma), (n_D, \delta))\} \) be the resulting distribution and \( P_{\text{token}} = \{P_{\text{token}}(n_A, n_B, n_C, n_D)\} \) the corresponding token-count marginal. One can compute the exact probabilities applying Eq. (2). For instance, we have that \( P_{\text{token}}(n_A = n_B = n_D = 1, n_C = 2) = \frac{3}{2^5} \), and

\[
P(n_A = n_B = n_D = 1, n_C = 2, i, j, k, l) = \frac{1}{2^5} |\Omega_{ijkl}^{(1)} + \Omega_{ijkl}^{(2)} + \Omega_{ijkl}^{(3)}|^2,
\]

where for \( t \in \{1, 2, 3\} \) we define

\[
\Omega_{ijkl}^{(t)} = \omega^{(t)}_{ij} \omega^{(t)}_{ik} \omega^{(t)}_{il} \omega^{(t)}_{i},
\]

with the convention that \( \omega^{(2)}_{ij} = \omega^{(1)}_{ij} \) and \( \omega^{(2)}_{i} = \omega^{(3)}_{i} \).

We aim to show that this distribution for certain choices of the parameters \( \omega^{(1)}_{ij}, \ldots, \omega^{(3)}_{i} \) is nonlocal. To this end, assume by contradiction that there exists a classical strategy simulating the same distribution. Then, by Theorem 1 and Remark 1 this strategy is a TC strategy in which each source sends one token at uniform to its connected parties.

Let us restrict our attention to the ambiguous case, namely when \( n_A = n_B = n_D = 1 \) and \( n_C = 2 \). There are three ways of distributing the tokens in order to get \( n_A = n_B = n_C = 1 \) and \( n_C = 2 \). These three cases are shown in Figure 3c and are indexed by \( t \in \{1, 2, 3\} \). We also introduce the label \( t = \# \) in Figure 3b corresponding to the unique token distribution associated to \( n_A = n_B = 1, n_C = 3 \), which is used in the proof of Claim 1 below.

Let

\[
q(i, j, k, l, t) = \Pr (i, j, k, l, t | n_A = n_B = n_D = 1, n_C = 2),
\]

be the probability that \( \alpha = i, \beta = j, \gamma = k, \delta = l \) and \( t \in \{1, 2, 3\} \) conditioned on \( n_A = n_B = n_D = 1 \) and \( n_C = 2 \). By the above discussion \( q(i, j, k, l, t) \) is a well-defined probability distribution.
In the following, we first prove in Claim 1 that some marginals of the distribution \( q(i,j,k,l,t) \) must satisfy some equality constraints due to the network structure and the definition of \( t \) as the label for the hidden way the tokens are classically distributed by the sources. Then, we prove in Proposition 1 that for some well-chosen values of the parameters \( \omega_i^{(1)}, \ldots, \omega_i^{(3)} \), these compatibility conditions are incompatible with the fact that \( q(i,j,k,l,t) \) is a probability distribution.

**Claim 1.** The marginals of \( q(i,j,k,l,t) \) satisfy

(i) \( q(i,j,k,l) = \frac{1}{3} \left| \sum_t \Omega_{ijkl}^{(t)} \right|^2 \).

(ii) \( q(i,t) = \frac{1}{3} |\omega_i^{(t)}|^2 \), \( q(j,t) = \frac{1}{3} |\omega_j^{(t)}|^2 \), \( q(k,t) = \frac{1}{3} |\omega_k^{(t)}|^2 \) and \( q(l,t) = \frac{1}{3} |\omega_l^{(t)}|^2 \).

**Proof.** (i) This is a consequence of the definition of \( q \) and the structure of the quantum strategy, giving rise to \( P(n_A = n_B = n_C = 2, \alpha = i, \beta = j, \gamma = k, \delta = l) = \frac{1}{3} \left| \sum_t \Omega_{ijkl}^{(t)} \right|^2 \) (see Eq. (4)).

(ii) We only compute \( q(i,t) = 1 \). The other cases are derived similarly. First, remark that \( \Pr(\alpha = i, n_A = n_B = 1, n_C = 3) = \frac{1}{3} |\omega_i^{(1)}|^2 \). Moreover, as \( A \) is not connected to source \( \kappa \), we have

\[
\Pr(\alpha = i, t = 1) = \Pr(\alpha = i, t = \#) = \Pr(\alpha = i, n_A = n_B = 1, n_C = 3),
\]

where we used the fact that \( t = \# \) if and only if \( n_A = n_B = 1, n_C = 3 \). Therefore,

\[
q(i,t = 1) = \frac{2^5}{3} \Pr(i, t = 1) = \frac{2^5}{3} \Pr(\alpha = i, n_A = n_B = 1, n_C = 3) = \frac{1}{3} |\omega_i^{(1)}|^2.
\]

Now the following proposition shows that the TC distribution cannot be simulated classically.

**Proposition 1.** For some choices of coefficients \( \omega_i^{(1)}, \ldots, \omega_i^{(3)} \), no distribution \( q(i,j,k,l,t) \) satisfies Claim 1.

**Proof.** Remark that the problem of finding a distribution \( q(i,j,k,l,t) \) satisfying the marginal constraints given in Claim 1, is a Linear Program (LP). Solving this LP for various choices of coefficients \( \omega_i^{(1)}, \ldots, \omega_i^{(3)} \), we find cases for which the LP has no solution. One can, e.g., consider identical bases for \( A \) and \( C \), and identical bases for \( B \) and \( D \), with respective bases given by the coefficients of the three-dimensional rotation matrix \( R_2^{(3)}(\theta) \) of angle \( \theta = \pi/8 \) around the \( x \)-axis, and the two-dimensional rotation matrix \( R_2^{(2)}(\theta) \) of angle \( \theta \):

\[
R_2^{(3)}(\theta) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos \theta & -\sin \theta \\ 0 & \sin \theta & \cos \theta \end{pmatrix}, \quad R_2^{(2)}(\theta) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}.
\]

We also remark that this proposition is valid even when constraints over the coefficients are slightly different. Indeed, in the example of Subsection III D, we may consider equal bases for \( A, B, C \) and \( D \), with the basis given by the coefficients of the rotation matrix \( R_2^{(3)}(\theta) \).

**D. Extra rigidity of some TC strategies**

Before introducing CM strategies in next section, let us discuss additional rigidity results for TC strategies. Suppose that besides the token-count \( n_j \), a party \( A_j \) sometimes outputs \( \alpha_j \) that exactly determines the provenance of the receives \( n_j \) tokens. We claim that in NDCS networks, for a classical strategy that simulates such a TC distribution, these provenances should be output faithfully.

More precisely, let us first introduce the notion of the rigidity of a refined measurement in a TC strategy:

**Definition 3 (Rigidity of refined measurements).** Fix a quantum TC strategy on an NDCS network \( \mathcal{N} \). For a party \( A_j \) let \( \{\eta^i_j : i \rightarrow j\} \) be an assignment of the number of tokens sent by the sources \( S_i \) connected to \( A_j \). We say that the computational basis state \( |\eta^i_j : i \rightarrow j\rangle \) is rigid for \( A_j \) if:

(i) \( |\eta^i_j : i \rightarrow j\rangle \) belongs to the measurement basis of party \( A_j \)

(ii) in any classical strategy that simulates the same distribution (which by Theorem 1 is necessarily TC) \( A_j \) outputs \( \{\eta^i_j : i \rightarrow j\} \) if and only if the source \( S_i \) with \( i \rightarrow j \) sends \( \eta^i_j \) tokens to \( A_j \).

For instance in Figure 1c, \( A_j \) performs two measurements: she first applies a projective measurement to determine \( n_j \), and then makes another measurement to output \( \alpha_j \), the provenance of tokens. The measurement projection associated with \( n_j = 1 \) equals the projection on the span of \( \{|00\rangle, |01\rangle, |01\rangle\} \). Remark that in this example, one of \( A_j \)’s measurement operators corresponds to the last basis vector \( |01\rangle \), i.e., to the case where the received token comes from the last source. We say that it is rigid for \( A_j \) if in any classical strategy that simulates the same distribution, \( A_j \) outputs \( |00\rangle \) if and only if she receives exactly one token \( (n_j = 1) \) and from its last source. In other words, \( A_j \) outputs \( |00\rangle \), claiming that she receives only one token and from its last source only faithfully.

The following corollary, proven in Appendix A, affirms that computational basis vectors are always rigid in NDCS networks:
III. COLOR-MATCHING STRATEGIES

A. Definitions and strategy for network nonlocality from Color-Matching

1. Definitions

In a Color-Matching strategy, each source takes a color \( c \in \{1, \ldots, C\} \) under some fixed probability distribution \( p_{\text{color}}(c) \). When all the colors of the sources received by a party match, she outputs the value of this matched color. Otherwise, she measures other degrees of freedom.

Definition 4 (Color-Matching strategies). A strategy in a network \( N \) is called Color-Matching (CM) if there exist a set of colors \( \{1, \ldots, C\} \) and a fixed probability distribution \( p_{\text{color}}(c) \) such that, up to a relabelling of the outputs and the information sent by the sources:

(i) Each source \( S_i \) independently distributes a same color \( c \) with probability \( p_{\text{color}}(c) \) to the connected parties along with possible additional information.

(ii) Every party \( A_j \) checks if all the received colors match, in which case she outputs this color. Otherwise, she possibly produces additional information.

The resulting distribution of a Color-Matching strategy is called a Color-Matching distribution.

Note that contrary to TC strategies, here we assume that all the sources colors are identically distributed (yet independently), a necessary assumption for the rigidity theorem stated later.

Quantum strategies may also produce CM distributions. In this case, quantum sources distribute a superposition of different colors and \( p_{\text{color}}(c) \) is the distribution of the corresponding decohered source (see Figure 4a,b). Moreover, the measurement operators of each party include \( C \) different projectors associated to matching colors \( c \in \{1, \ldots, C\} \) (see Figure 4c,d). The remaining measurement operators measure other degrees of freedom.

Let us first remark that as for quantum TC strategies, a CM quantum strategy where the parties only output color matches is classically simulable.

Remark 2. Let \( P = \{P(a_1, \ldots, a_J)\} \) be a CM distribution associated with a quantum CM strategy in a network \( N \). Consider the coarse grained distribution \( P_{\text{color}} = \{P_{\text{color}}(c_1, \ldots, c_J)\} \) in which \( c_j = a_j \) if \( a_j \) is a matching color in \( \{1, \ldots, C\} \) and \( c_j = \chi \) otherwise, where \( \chi \) stands for all other outputs corresponding to no color match. Then, \( P_{\text{color}} \) can be classically simulated by a classical CM strategy which we call the decohered classical strategy. To this end, observe that the measurement operators associated with color matches are all diagonal in the computational basis of colors. Hence the source’s colors can be measured before the state is sent to the parties, see Figure 4b. This would not change the outcome distribution of color matches \( c_1, \ldots, c_J \). This computational basis measurement demolishes the coherence of sources and produces the associated decohered classical CM strategy.

As for TC, CM quantum strategies nevertheless differ from classical ones as after the quantum measurements, the sources may be in a global superposition of several possible colors distributed over the network, which could then be detected by measuring the sources colors in a superposed way.

As for the TC case, we will prove in Theorem 2 that for some networks, CM strategies are the only strategies that can produce CM distributions. For this, we will need to
restrict ourselves to the subclass of Exclusive Common-Source networks admitting a Perfect Fractional Independent Set.

**Definition 5** (Exclusive Common-Source network & Perfect Fractional Independent Set). We say that the network $\mathcal{N}$

(i) is an Exclusive Common-Source (ECS) network if any source is the exclusive common-source of two parties connected to it. That is, for any source $S_i$ there exist $A_j \neq A_{j'}$ such that $S_i$ is the only source with $S_i \rightarrow A_j, A_{j'}$.

(ii) admits a Perfect Fractional Independent Set (PFIS) if there exists a weight $0 < x_j < 1$ associated to each party $A_j$ such that for any source $S_i$, the sum of the weights $x_j$ of parties connected to $S_i$ equals 1:

$$\sum_{j \rightarrow i} x_j = 1, \quad \forall S_i. \quad (5)$$

In other words, $\mathcal{N}$ admits a Perfect Fractional Independent Set (PFIS) if its bi-adjacency matrix $B$ admits a solution to the equation $BX = 1$, with $0 < X < 1$.

Remark that the ECS property is weaker than the NDCS assumption considered for TC strategies. In NDCS networks, no pair of parties can have more than one common source. This automatically yields the ECS property. Remark also that the PFIS assumption is readily verified for regular networks; a network all whose sources are $k$-partite (connected to the same number $k$ of parties), admits a PFIS since we can simply take $x_j = 1/k$ for any $A_j$.

2. Network Nonlocality from Token-Counting

In the next section, we will provide a method to obtain network nonlocality in ECS networks admitting a PFIS via CM distributions. We will prove that certain quantum CM strategies produce CM distributions that cannot be simulated classically. This method is similar to the TC method.

Consider a given ECS network $\mathcal{N}$ admitting a PFIS. Our method first introduces a quantum CM strategy in $\mathcal{N}$ achieving a distribution $P = \{P(a_1, \ldots, a_j)\}$, with a list of colors and concrete superposed ways to distribute them for all sources (see Figure 4a) and measure them by the parties (see Figure 4d). The measurement operators of the parties, in particular, include projectors indicating color matches. (see Figure 4c). We also consider the color-match reduced distribution $P_{\text{color}} = \{P(c_1, \ldots, c_j)\}$, which is be obtained as a coarse-graining of $P$ by replacing all no-color-match outputs by the ambiguous output $\chi$ (see Remark 2 and Figure 4b).

Our method shows that for appropriate choices of the parameters of the strategy, the distribution $P$ cannot be simulated with any classical strategy. Our proof works by contradiction. We first assume the existence of an hypothetical classical strategy to simulate $P$. As $P_{\text{color}}$ is a coarse-graining of $P$, this classical strategy can be used to simulate $P_{\text{color}}$ as well. We prove in Theorem 2 that there is essentially a unique way to simulate $P_{\text{color}}$, which is the decohered classical strategy described in Remark 2. Hence, we deduce that the hypothetical classical strategy must assign colors to sources which are used by the parties to determine their outputs.

Theorem 2, stating the rigidity property of CM strategies, extremely restricts the hypothetical classical strategy that simulates $P$. We remark that when no party has declared a color match, we can introduce a hidden variable $t$ corresponding to the precise way the various sources may have classically taken their colors. In the last step of our method, we show that for appropriate choices of the parameters defining the CM strategy, the existence of this additional hidden parameter $t$ is incompatible with other properties of $P$, so $P$ is nonlocal.

We will illustrate this method in details for the network of Figure 6.

B. Rigidity of Color-Matching strategies

We can now state our second main result.

**Theorem 2** (Color-Matching). Let $\mathcal{N}$ be an Exclusive Common-Source network admitting a Perfect Fractional Independent Set. Then, any classical strategy that simulates a Color-Matching distribution in $\mathcal{N}$ is necessarily a Color-Matching strategy. Moreover, in any such Color-Matching strategy sources take colors under a fixed unique probability distribution $p_{\text{color}}(c)$.

In Appendix B we present a more precise statement of the theorem. More concretely, considering a simulating classical strategy, we show the existence of indicator color functions $\phi_i^{(c)} : s_i \in S_i \mapsto \phi_i^{(c)}(s_i) \in \{0, 1\}$, for every source $S_i$ and color $c$, which given value $s_i$ taken by $S_i$, indicates whether $s_i$ corresponds to color $c$. These source indicator color functions are consistent with each other, and with parties’ outputs. In particular, letting $g_j^{(c)}$ be the characteristic function of $A_j$ outputing color match $c$, we have:

(i) $g_j^{(c)} = \prod_{i : i \rightarrow j} \phi_i^{(c)}$, i.e., $A_j$ outputs color match $c$ if and only if all the sources connected to her take color $c$.

(ii) $\forall s_i, \sum_s \phi_i^{(c)}(s_i) = 1$, i.e., any value $s_i$ taken by source $S_i$ is associated to a unique color $c$.

(iii) $\mathbb{E} [\phi_i^{(c)}] = p_{\text{color}}(c)$, i.e., the sources take colors with the same distribution as in the original strategy.
Counter example proving it is necessary for the rigidity result due to our use of the equality condition PFIS assumption as a technical tool in the proof of our rigidity result. We also need the each source distributes colors blue or red with probability 1/2; this gives a CM distribution. The following alternative strategy simulates this distribution: $S_1, S_2, S_3$ and $B_1, B_2, B_3$ behave similarly to the initial CM strategy. Source $S_0$ takes one of the numbers 0 or 1 uniformly at random. When $S_2, S_3$ have the same color $c$, party $A_1$ announces color match $c$ if $S_0 = 1$, otherwise she announces no match. $A_2, A_3$ behave respectively the same.

This new strategy is clearly not a CM strategy (no color can be assigned to $S_0$), yet it simulates the initial CM distribution.

Note that in the short version of this work [1], we adopt the different notation of a color function $c_i : s_i \in S_i \mapsto c_i(s_i) \in \{1, \ldots, C\}$ mapping the value $s_i$ taken by source $S_i$ to the color $c_i(s_i) \in \{1, \ldots, C\}$, which is the unique color with $\phi^{(c_i(s_i))}(s_i) = 1$. We will also adopt this notation in Section III.D.

Now, we briefly explain the three ingredients used in the proof, which is detailed in Appendix B.

Proof. The proof relies on the use of the equality condition of Finner’s inequality. Let $\phi^{(c)}$ be the characteristic function of $A_j$, outputting color match $c$ as defined above. Since $\mathcal{N}$ admits a PFIS, we may use this PFIS to write down the Finner’s inequality for these characteristic functions. We observe that equality holds in this inequality so that we can impose the equality conditions of Finner’s inequality. We find that for each color $c$ there is an assignment of labels “color $c$” and “not color $\bar{c}$” to each source. Next, we use the ECS property to show that these assignments of labels for different $c$’s match in the sense that each source takes exactly one well-defined color. Finally, the fact that the distribution of colors taken by each source is $p_{\text{color}}(c)$ follows from Hölder’s inequality.

As the example of Figure 5 shows, the ECS property is necessary for our rigidity result. We also need the PFIS assumption as a technical tool in the proof of our rigidity result due to our use of the equality condition of the Finner’s inequality. However, we did not find a counter example proving it is necessary for the rigidity property.\(^1\)

C. Extra rigidity of some CM strategies

We now discuss an additional rigidity result for CM strategies that is parallel to Corollary 1 for TC strategies. We will make a concrete use of this additional rigidity result in the illustration of our method in the following section. Let us first introduce the notion of the rigidity of a refined measurement in a CM strategy:

Definition 6 (Rigidity of refined measurements). We say that computational basis vector $|c_i : i \rightarrow j\rangle$ is rigid for a party $A_j$ if the followings hold:

(i) $|c_i : i \rightarrow j\rangle$ belongs to the measurement basis of $A_j$

(ii) in any classical strategy that simulates the same distribution (which by Theorem 2 is necessarily CM) $A_j$ outputs $\{c_i : i \rightarrow j\}$ if and only if the source $S_i$, for any $i \rightarrow j$, takes color $c_i$.

Our goal is to show that when $|c_i : i \rightarrow j\rangle$ belongs to the measurement basis of $A_j$, then it is rigid for $A_j$. Nevertheless, proving such an extra rigidity result for CM strategies needs additional assumptions comparing to that for TC distributions. In the following, we fix a color $c_i$ for any source $S_i$, and assume that $|c_i : i \rightarrow j\rangle$ belongs to the measurement basis of any party $A_j$. Then we prove the rigidity of $|c_i : i \rightarrow j\rangle$ for $A_j$. We will give similar extra rigidity results in Appendix B, where we also give the proofs.

Corollary 2 (Refined measurements in CM). Consider a quantum CM strategy in an ECS network admitting a PFIS. Fix a color $c_i$ for any source $S_i$ in the network. Assume that for any party $A_j$, the computational basis vector $|c_i : i \rightarrow j\rangle$ belongs to the measurement basis of $A_j$. Then, $|c_i : i \rightarrow j\rangle$ is rigid for $A_j$ for any $j$.

Let us illustrate the use of this corollary in the next section. Consider the CM strategy in the four-party 1-2 network of Figure 6 with three colors. Consider, e.g., the color distribution labelled by $t = 4$. Suppose that basis states $|21\rangle$, $|10\rangle$, $|10\rangle$ and $|02\rangle$ belong to the measurement bases of $A, B, C$ and $D$ respectively. Then by the above corollary, all these basis states are rigid for the associated parties. This means that in any classical strategy that simulates this CM distribution, e.g., party $A$ outputs $|21\rangle$ if and only if she receives colors 2 and 1 from its connected sources.

In the case where some refined measurements performed in the computational basis are rigid, we change

\(^1\) We were recently told that for some ECS networks not admitting a PFIS, CM rigidity still holds (private communication with Sadra Borei)
the definition of $P_{\text{color}}$ by including all these extra computational basis measurements. More precisely, $P_{\text{color}}$ is the distribution obtained from $P$ once one only remembers the information about the color matches and the refined measurements that are rigid, and any extra information is coarse-grained into an ambiguous output $\chi$.

D. 1-2 CM scenario with three colors

We now demonstrate nonlocality in the four-party 1-2 network of Figure 6 with one bipartite source and two tripartite sources. Observe that this network satisfies the ECS property and admits a PFIS (by letting $x_A = x_D = 1/2$ and $x_B = x_C = 1/4$). We consider a CM quantum strategy on this network in which each source distributes three colors labeled 0 = yellow, 1 = purple or 2 = red. We will use Theorem 2 as well as Corollary 2 to prove our nonlocality result.

Our quantum CM strategy is described as follows (with the ordering of sources for each party given by orientations given in Figure 6):

- The bipartite source distributes $\frac{1}{\sqrt{3}}(|00\rangle + |11\rangle + |22\rangle)$, and the tripartite sources distribute $\frac{1}{\sqrt{4}}(|000\rangle + |111\rangle + |222\rangle)$. That is, they distribute coherent uniform superposition of the three colors.
- Measurement basis vectors of $A$ are:
  - $|00\rangle$, $|11\rangle$, $|22\rangle$, $|10\rangle$, $|02\rangle$, $|21\rangle$ and $|\chi_j^A\rangle = \omega_j^{(1)}|12\rangle + \omega_j^{(2)}|20\rangle + \omega_j^{(3)}|01\rangle$ for $i = 1, 2, 3$.
  - Measurement basis vectors of $B$ are:
  - $|00\rangle$, $|11\rangle$, $|22\rangle$, $|10\rangle$, $|02\rangle$, $|21\rangle$ and $|\chi_j^B\rangle = \omega_j^{(1)}|12\rangle + \omega_j^{(2)}|20\rangle + \omega_j^{(3)}|01\rangle$ for $j = 1, 2, 3$.
  - Measurement basis vectors of $C$ are:
  - $|00\rangle$, $|11\rangle$, $|22\rangle$, $|10\rangle$, $|02\rangle$, $|21\rangle$ and $|\chi_k^C\rangle = \omega_k^{(1)}|12\rangle + \omega_k^{(2)}|20\rangle + \omega_k^{(3)}|01\rangle$ for $k = 1, 2, 3$.
  - Measurement basis vectors of $D$ are:
  - $|00\rangle$, $|11\rangle$, $|22\rangle$, $|10\rangle$, $|02\rangle$, $|21\rangle$ and $|\chi_l^D\rangle = \omega_l^{(1)}|12\rangle + \omega_l^{(2)}|20\rangle + \omega_l^{(3)}|01\rangle$ for $l = 1, 2, 3$.

Let $P = \{P(a, b, c, d)\}$ be the resulting distribution, where $a \in \{00, 11, 22, 21, 10, 02, \chi_1^A, \chi_2^A, \chi_3^A\}, \ldots, d \in \{00, 11, 22, 21, 10, 02, \chi_1^D, \chi_2^D, \chi_3^D\}$. It is a CM distribution since the first three measurement basis states of each party correspond to color matches. We also introduce $P_{\text{color}} = \{P_{\text{color}}(a, b, c, d)\}$ the coarse-grained CM distribution, in which all the outputs $\chi_i^A, \ldots, \chi_l^D$ are replaced by a single ambiguous output $\chi$. Thus, in $P_{\text{color}} = \{P_{\text{color}}(a, b, c, d)\}$ the outputs satisfy $a, b, c, d \in \{00, 11, 22, 21, 10, 02, \chi\}$. We note that, e.g., $P_{\text{color}}(\chi, \chi, \chi, \chi) = 1/3^2$, and

$$P(\chi_i^A, \chi_j^B, \chi_k^C, \chi_l^D) = \frac{1}{3^4}\left|\Omega_{ijkl}^{(1)} + \Omega_{ijkl}^{(2)} + \Omega_{ijkl}^{(3)}\right|^2,$$

where for $t \in \{1, 2, 3\}$ we use

$$\Omega_{ijkl}^{(t)} = \omega_i^{(t)}\omega_j^{(t)}\omega_k^{(t)}\omega_l^{(t)}.$$

As in the TC case of Section II C, we assume by contradiction that this distribution is simulable by a classical strategy. Hence, by Theorem 2 this strategy is a CM classical strategy. Moreover, the second triple of measurement basis states of all the parties are rigid by Corollary 2 since they correspond to color distributions $t = 4, 5, 6$ in Figure 6.

We are interested in the case where all the parties’ outputs are ambiguous, i.e., their outputs are $a = \chi_1^A, b = \chi_j^B, c = \chi_k^C, d = \chi_l^D$ for some $1 \leq i, j, k, l \leq 3$. As mentioned above, these ambiguous cases correspond to color distributions $t = 1, 2, 3$. Then, we may define

$$q(i, j, k, l, t) = \Pr(i, j, k, l, t|\text{ambiguous outputs}),$$

be the probability distribution that $a = \chi_i^A, b = \chi_j^B, c = \chi_k^C, d = \chi_l^D$ and $t \in \{1, 2, 3\}$ conditioned on all outputs.
being ambiguous. By the above discussion \( q(i, j, k, l, t) \) is a well-defined probability distribution.

In the following, we first prove that for the TC case of Section II C, some marginals of the distribution \( q(i, j, k, l, t) \) satisfy the equality constraints of Claim 1. Then, we use Proposition 1 to obtain a contradiction.

Let us first prove that the distribution \( q(i, j, k, l, t) \) satisfies Claim 1. The marginal \( q(i, j, k, l) \) is given by part (i) of this claim because as argued above, ambiguous outputs correspond to color distributions \( t = 1, 2, 3 \).

We prove one instance of part (ii) of the claim as other cases are similar. Using the fact that the output of \( A \) is independent of the color of source \( \nu \) we have

\[
q(i, t = 1) = \Pr(a = \chi^A_i, t = 1| \text{ambiguous outputs})
\]

\[
= 3^2 \Pr(a = \chi^A_i, t = 1)
\]

\[
= 3^2 \Pr(a = \chi^A_i, c_0 = 0, c_\nu = 1, c_\nu = 2)
\]

\[
= 3^2 \Pr(a = \chi^A_i, c_0 = 0, c_\nu = 1)
\]

\[
= 3^2 \Pr(a = \chi^A_i, c_0 = 0, c_\nu = 0)
\]

\[
= 3^2 \Pr(a = \chi^A_i, d = 0, c_\nu = 1, c_\nu = 0)
\]

\[
= 3^2 \Pr(a = \chi^A_i, d = 0)
\]

\[
= \frac{1}{3} |\omega^{(1)}_i|^2.
\]

Then having the validity of Claim 1, we can again use Proposition 1 to conclude that for certain choices of measurement parameters the resulting CM distribution is nonlocal.

Remark that we could have chosen not to ask the parties to make measurements in the color computational basis states corresponding to color distributions \( t = 4, 5, 6 \). For instance, \( A \) could measure in a more general basis \( \{|00\rangle, |11\rangle, |22\rangle\} \cup \{|\chi^A_i\rangle = \omega^{(1)}_i|01\rangle + \omega^{(2)}_i|12\rangle + \omega^{(3)}_i|20\rangle + \omega^{(4)}_i|21\rangle + \omega^{(5)}_i|10\rangle + \omega^{(6)}_i|02\rangle\}_{i=1,2,3,4,5,6} \) and similarly for \( B, C, D \). In this case, we can again define some distribution \( q(i, j, k, l, \tau) \) with \( 1 \leq \tau \leq 6 \), and compute its certain marginals. However, we find that constraints provided by these marginals do not rule out the existence of \( q(i, j, k, l, t) \). Therefore, adding refined measurements and Corollary 2 crucially help in deriving nonlocality in the four-party 1-2 network via CM strategies. We will use this idea in the later examples as well.

IV. ALL RING SCENARIONS WITH BIPARTITE SOURCES

We now consider the family of networks \( \mathcal{R}_n \) composed of \( n \geq 3 \) bipartite sources \( S_1, \ldots, S_n \) and \( n \) parties \( A_1, \ldots, A_n \) disposed in a ring. We assume that \( S_i \) is connected to \( A_i \) and \( A_{i+1} \) where all indices here are modulo \( n \) (see Figure 7). Remark that all \( \mathcal{R}_n \) are NDCS and ECS networks admitting a PFIS. Thus, both TC and CM methods can be applied.

We consider the TC strategies where each source \( S_i \) distributes \( \eta_i = 1 \) token through the state

\[
|\phi\rangle = \frac{1}{\sqrt{2}} (|01\rangle + |10\rangle).
\]

Each party \( A_j \) receives two qubits (one from \( S_i \) and one from \( S_{i-1} \)) and performs projective measurement in basis \( \{|00\rangle, |v_{j,1}\rangle, |v_{j,2}\rangle, |11\rangle\} \) with

\[
|v_{j,r}\rangle = \omega^{(1)}_{j,r} |01\rangle + \omega^{(2)}_{j,r} |10\rangle, \quad r = 1, 2
\]

where \( \omega^{(1)}_{j,r}, \omega^{(2)}_{j,r} \) are parameters to be determined. Here, we assume that the first qubit in the above equation comes from \( S_{i-1} \) and the second one comes from \( S_i \). We note that \( |00\rangle \) and \( |11\rangle \) respectively corresponds to \( n_j = 0 \) and \( n_j = 2 \) received tokens, while \( |v_{j,1}\rangle \) and \( |v_{j,2}\rangle \) correspond to receiving \( n_j = 1 \) token.

Remark that for even \( n \), this strategy is equivalent to a CM one. Assume that each party \( A_j \) for \( even \ j \), flips both the received qubits in the computational basis. In this case the measurement bases would have the same structure as before, yet the distributed entangled states turn to \( \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle) \). Thus the resulting strategy is a CM strategy with two colors.

Suppose that the resulting TC distribution can be simulated by a classical strategy. By Theorem 1 this strategy is TC: each source \( S_i \) has one token and with probability 1/2 decides to whether sends it to \( A_i \) or \( A_{i+1} \). Again we want to assume that all \( A_j \)’s outputs are ambiguous, namely, \( A_j \’s \) output is \( |v_{j,r}\rangle \) for some \( r_j \in \{1, 2\} \). Note that this happens only if any party receives exactly one token, which means that the distribution of tokens takes one of the following two forms:

- \( t = 1 \): for all \( i \), \( S_i \) sends its token to \( A_i \).
- \( t = 2 \): for all \( i \), \( S_i \) sends its token to \( A_{i+1} \).

For any \( r_1, \ldots, r_n, t \in \{1, 2\} \) define

\[
q(r_1, \ldots, r_n, t) = \Pr(\alpha_j = |v_{j,r_j}\rangle, \forall j, t \mid n_j = 1 \forall j).
\]

By the above discussion, \( q(r_1, \ldots, r_n, t) \) is a well-defined probability distribution.

Claim 2. The marginals of \( q \) satisfy:

\[
(i) \ q(r_1, \ldots, r_n) = \frac{1}{2} \left| \prod_j \omega^{(1)}_{j,r_j} + \prod_j \omega^{(2)}_{j,r_j} \right|^2
\]

\[
(ii) \ q(r_j, t) = \frac{1}{2} |\omega^{(t)}_{j,r_j}|^2, \forall j.
\]

As shown in Appendix C, the proof of this claim is based on similar ideas to that of Claim 1.

Proposition 2. For some choices of coefficients \( \omega^{(t)}_{j,r_j} \), no distribution \( q(r_1, \ldots, r_n, t) \) satisfies Claim 2.

The proof of this proposition is left for Appendix C. This completes the proof of nonlocality in rings.
Before moving to the next set of examples let us remark that with similar ideas as in the proof of Claim 2, we can show that, e.g.,

$q(r_1, \ldots, r_{n-1}, t) = \frac{1}{2} \left| \prod_{j=1}^{n-2} \omega_{j,r_j}^{(t)} \right|^2$.

Such equations give stronger constraints on coefficients $\omega_{j,r_j}^{(t)}$ comparing to the ones of Claim 2. These constraints are not needed to prove Proposition 2. However, we may use them to obtain qualitative improvements, e.g., to reject more $\omega_{j,r_j}^{(t)}$’s.

Also remark that the ring example may be embedded in any NDCS network with a loop. By assuming that some of the sources do not have any token ($\eta_i = 0$), we can essentially ignore them. Then, as before we can associate one token to any source on the ring and repeat the same calculations to obtain nonlocality in such a network.

V. BIPARTITE-SOURCES COMPLETE NETWORKS

Let $K_n$ be the network with $n$ parties $A_1, \ldots, A_n$ and $\binom{n}{2}$ sources $S_{jj'}$ for any pair $1 \leq j < j' \leq n$. We assume that $S_{jj'}$ is bipartite and is connected to $A_j$ and $A_{j'}$. In the following we prove nonlocality in network $K_n$ for any $n > 3$, using a CM strategy with two colors. To this end we use Theorem 2 as well as an extension of Corollary 2 which lead us to a distribution satisfying the same constraints as in Claim 2. Finally, we use Proposition 2 to prove nonlocality.

First, we describe our quantum CM strategy. We assume that the number of colors is $C = 2$, and each source distributes the maximally entangled state $\sqrt{2} (|00\rangle + |11\rangle)$. Thus, party $A_j$ receives $(n-1)$ qubits. We assume that she measures the received qubits in the orthonormal basis $B \cup \{|v_{j,1}\}, |v_{j,2}\}$ where

$B = \{ |x\rangle : x \in \{0,1\}^n \} \setminus \{|01\cdots 10\rangle, |10\cdots 01\rangle\}$, (9)

and

$|v_{j,r}\rangle = \omega_{j,r}^{(1)} |01\cdots 10\rangle + \omega_{j,r}^{(2)} |10\cdots 01\rangle$, \hspace{1em} r = 1, 2, (10)

for parameters $\omega_{j,r}^{(1)}, \omega_{j,r}^{(2)}$ to be determined. Hence, all parties always measure in the color computational basis, except for a two-dimensional subspace spanned by $|v_{j,1}\rangle, |v_{j,2}\rangle$. Here, we assume that $A_j$ orders the received qubits according to the orientation given in Figure 8.

We note that as $|0\cdots 0\rangle$ and $|1\cdots 1\rangle$ belong to the measurement bases, the quantum strategy is CM. Moreover, the network satisfies ECS and admits a PFIS. Thus if a classical strategy simulates the same outcome distribution, by Theorem 2 it is necessarily CM. On the other hand, by an extension of Corollary 2 given in Appendix B (see part (i) of Corollary 2) we find that all the computational basis measurement states of the parties are rigid. Thus restricting to the case where all parties’ outputs are ambiguous, there remains only two patterns of distributions of colors:

For $t = 1, 2$ all sources $S_{j,j+1}$ take color $t$, and the other sources $S_{j,j'}$, $|j' - j| > 1$ take color $1 - t$ (see Figure 8).

Then as before we may define $q(r_1, \ldots, r_n, t)$ to be given by

$Pr \left( A_j = |v_{j,r_j}\rangle \ \forall j, t \right)$ am choices outputs).}

By the above discussion, $q(r_1, \ldots, r_n, t)$ is a well-defined probability distribution. Moreover, as shown in Appendix D, this distribution satisfies Claim 2. Hence, by Proposition 2, there are constants $\omega_{j,r}^{(t)}$ for which there is no distribution $q(r_1, \ldots, r_n, t)$ satisfying Claim 2. Therefore, the given CM distribution is nonlocal.

VI. COLOR-MATCHING SCENARIO VIA GRAPH COLORING

In this section we explain how the combinatorial problem of proper graph coloring can be used to construct examples of network nonlocality. To illustrate our ideas we use the complete graph, but the ideas work essentially for any graph.
We start by the description of the network $\mathcal{N}$. Suppose we have $n$ sources $S_1, \ldots, S_n$ and for any $1 \leq i < j \leq n$ we have party $A_{ij}$ that is connected to the sources $S_i, S_j$. This corresponds to a complete graph with $n$ vertices (the sources) and $\binom{n}{2}$ edges between each pair of source (the parties). Observe that this network satisfies ECS (as $A_{ij}$ is connected to only $S_i$ and $S_j$) and admits a PFIS (since the associated graph is regular).

Consider a CM strategy on this network with $C = n$ colors. We would like to assume that no party outputs a color match. To this end, letting $c_i$ be the color taken by sources $S_i$, we need that $c_i \neq c_j$ for any $i \neq j$ as otherwise the party $A_{ij}$ outputs a color match. Then, we obtain a proper coloring of the complete graph. This means that color distributions associated with the interesting case where all outputs are ambiguous correspond to proper colorings. We note that there are $n!$ proper colorings of the complete graph, one for each permutation of the colors.

As before, to reduce the above number we add refined measurements in the computational basis and use an extension of Corollary 2. With this idea we reduce the number of color distributions resulting in ambiguous outputs to two ($t = 1, 2$). Next, we define some distribution $q$ for which we verify the validity of Claim 2. Finally, using Proposition 2 we conclude that for certain choices of measurement parameters, the resulting CM distribution is nonlocal. We leave the details of this argument for Appendix E.

Here, we would like to emphasize that the idea behind this example is quite general and works for a large class of graphs. Starting with an arbitrary graph, we may think of its vertices as sources, and its edges are parties. Then, take a CM strategy with $C$ colors, where $C$ is the coloring number of the graph. This network satisfies ECS, and assuming that it admits a PFIS (which holds if the graph is regular), we can apply Theorem 2. Corollary 2 may also be used to simplify the study the resulting distribution and proving nonlocality.

VII. CONCLUSION AND FINAL REMARKS

In this paper we proposed two general methods for deriving nonlocality in wide classes of networks. Our methods are based on the crucial observation that Token-Counting and Color-Matching distributions are rigid. That is, in order to classically simulate such distributions we are forced (in certain networks) to use TC and CM strategies. These rigidity properties substantially restrict the set of potential classical strategies that can simulate such distributions. Then, further study of these strategies leads us to examples of nonlocality in networks.

A. Superposition of tokens and colors

We would like to emphasize that our examples of network nonlocality are fundamentally different from the existing embedding of Bell’s nonlocality into network scenarios. As argued by Fritz [34], one may embed nonlocal distributions of standard Bell’s scenarios in networks. Below, we briefly explain this construction.

Suppose that the parties, Alice and Bob, share a two-qubit Bell state, with the goal of violating the CHSH Bell inequality. Testing the CHSH inequality, unlike the network scenarios considered in this paper, requires local inputs for both Alice and Bob. Nevertheless, this CHSH test can be embedded in the triangle network with no inputs and two bits of outputs per party. To this end, the effective inputs of the CHSH test are provided by the two additional sources: the source shared between Alice and Charlie and the one shared between Bob and Charlie; any of these sources provides a uniform random bit shared between the corresponding parties. These two random bits are used by Alice and Bob as their inputs for the CHSH test. We assume that all parties output the received “input bits.” The correspondence between these output bits ensures that Alice and Bob output exactly the bits that they share with Charlie. Finally, Alice and Bob both additionally output the the measurement outcomes of the CHSH test performed on the shared Bell state. Fritz [34] showed that if the resulting distribution can be reproduced by a classical strategy in the triangle network, then the distribution can violate the CHSH inequality, which is impossible. Thus, the quantum strategy provides an example of Network Nonlocality. Of course, this embedding can be generalized for a large class of networks to obtain other examples of Network Nonlocality. Nevertheless, in such examples several sources and parties of the network only have a classical behavior.

We believe that our examples of Network Nonlocality are fundamentally different from the above construction. Let us discuss this difference via the TC example of the ring network given in Section IV. In this example, after using the rigidity of TC strategies, we considered the case where all the parties’ outputs are in the ambiguous case. That is, we assumed that each party receives one token with the ambiguity being in its provenance. We observed that in this case, in any simulating classical strategy all sources must distribute their tokens either in the clockwise or in the counter-clockwise directions, respectively denoted $t = \bigcirc$ and $t = \bigcirc$ here. Remark that the same holds in the initial explicit quantum strategy we considered, where the tokens are now in a superposition of those two directions. Indeed, when all the parties project on the subspace of receiving exactly one token, the global entangled state shared between them is proportional to

$$|\bigcirc\rangle + |\bigcirc\rangle. \quad (11)$$

In the classical case, however, $t$ must be a hidden variable that takes one of the values $t = \bigcirc$ or $t = \bigcirc$. This is why
we introduced the joint distribution \( q \) (see Eq. (8)), aiming to simulate this coherent superposition in a classical incoherent way. Not surprisingly, we demonstrated that the joint distribution \( q \), including the hidden variable \( t \), cannot exist for appropriate choices of the measurement parameters, and proved Network Nonlocality. The same discussion adapts to all our examples in which a more general entangled state \( \sum_i \ket{\ell} \) is created.

To summarize, the main feature of all our examples of Network Nonlocality is the creation of a global entangled state involving all sources and parties of the networks. This feature is not present in examples of Network Nonlocality via standard Bell’s scenarios, in which no such global entangled state is created. Note, however, that we do not prove the necessity of the creation of the global entangled state of Eq. (11). Indeed, our proof does not exclude the possibility of generating the same nonlocal entangled state of Eq. (11). Indeed, our proof does not prove the necessity of the creation of the global entangled state is not present. We leave this as an open question for future works. An approach is answer this question could be to find a self-testing proof that shows that the quantum states and measurements used in our protocols are essentially the unique states and measurements that yield the target probability distribution \( P \).

We also remark that for some networks such a global coherent state cannot be created. For instance, let us consider a TC strategy in a network \( N \) in which the removal of a source \( S_i \) creates two disjoint components \( N_1, N_2 \). In this case, the total number of tokens sent by \( S_i \) to the parties in \( N_1 \) can easily be deduced by looking at the total number of tokens measured by the parties in \( N_2 \). This property makes the creation of a global coherent state similar to the one of (11) in \( N \) via TC impossible.

### B. Experimental realisations?

Let us now discuss potential noisy experimental implementations. Our proofs in the TC case are based on graph theoretical and combinatorial tools which we do not know how can be modified in the presence of noise. In the CM case, however, we use analytic tools (Finner’s inequality) which can be adapted to the noise tolerant regime, in which the states distributed by the sources may not be pure. To this end, the ideas in [37] on the stability of the Loomis-Whitney inequality (that is a special case, yet essentially equivalent version, of Finner’s inequality) can be used to prove a bound on the noise tolerance of our examples of Network Nonlocality via CM strategies. Indeed, in the proof of Theorem 2 we use the equality condition of Finner’s inequality for certain functions associated to a color to establish the existence of proper color functions. Now to prove noise tolerance, the equality condition is replaced with an almost equality condition. Applying Corollary 2 of [37] directly proves the existence of approximate color functions. This is the main step in the proof of noise tolerance, showing a noise tolerant version of the property (i) below Theorem 2. From this, noisy versions of properties (ii) and (iii) can also be deduced, which results in a noise tolerant version of Theorem 2. This theorem can then be used to show (in a quantifiable way) that even a noisy quantum CM distribution cannot be simulated classically and is nonlocal. Indeed, once we established a noise tolerant version of Theorem 2, we can take the same approach as before, and use Claims 1, 2 and 3 as well as Propositions 1 and 2 (which are noise tolerant) to show that for sufficiently low noise level, the noisy CM distribution is nonlocal.

Although the above approach does give a noise tolerant rigidity for CM distributions, this direct adaptation of our proof results in an extremely weak (experimentally not realistic) noise tolerance. It would be desirable to find new proof techniques for the rigidity of CM distributions that are well-adapted in the noisy regime.

Alternatively, one may consider optimization approaches to estimate this noise tolerance. For instance, the recent machine learning algorithms developed in [38] already predict an experimentally reasonable noise tolerance for the network nonlocal distribution of [33], and could directly be adapted to all our examples (for networks of small sizes). Note that the noise tolerance deduced from these adapted optimization algorithms would not be a rigorous noise tolerance value, yet it can be used as a benchmark for experiments.

### C. Conclusion

Finally, we contemplate our two examples of TC and CM strategies as the first examples of a potential general method to derive Network Nonlocality based on combinatorial primitives. We discussed that in our TC example in the ring network, the creation of the superposition of two orientations, associated with giving a direction to each edge in the ring graph, is the origin of network nonlocality. Moreover, we observed that nonlocality in the example of Section VI is emerged from the coherent superposition of proper colorings of the complete graph. Orientations of the edges of a graph, and proper colorings of a graph may be the first examples of a general method based on combinatorial primitives in networks, whose coherent superposition leads to Network Nonlocality.
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Appendix A: Rigidity of TC distributions

Recall that a network consists of sources $S_1, \ldots, S_I$ and parties $A_1, \ldots, A_J$ in which $S_i \to A_j$ (or $i \to j$ when there is no confusion) means that the source $S_i$ is connected to the party $A_j$. In a classical strategy for such a network each source $S_i$ takes a value $s_i \in S_i$ with some fixed distribution over $S_i$ and sends $s_i$ to its connected parties. Then party $A_j$ computes a function $a_j = a_j(s_j : S_j \to A_j)$ of all received messages as her output. In a TC distribution the output of $A_j$ is a pair $a_j = (n_j, \alpha_j)$: the token count number denoted by $n_j$ and the other part denoted by $\alpha_j$, both being functions of $(s_j : S_j \to A_j)$.

Here, we first prove Theorem 1 of the main text which we rephrase for convenience.

Theorem 3. Let $N$ be a No Double Common-Source network with parties $A_1, \ldots, A_J$ and sources $S_1, \ldots, S_I$. Fix a strategy in which the source $S_i$ distributes $\eta_i$ tokens and let $P = \{P((n_1, \alpha_1), \ldots, (n_J, \alpha_J))\}$ be the corresponding TC distribution over $N$. For any possible token distribution $\{t_i^j : S_i \to A_j\}$ with $\sum_{j: S_i \to A_j} t_i^j = \eta_i$, let $q_i(\{t_i^j : S_i \to A_j\})$ be the probability that in this strategy $S_i$ distributes $\{t_i^j : j \to j\}$ tokens to the set of parties $\{A_j\}_{j:i \to j}$ connected to it.
Now consider another strategy that simulates $P = \{P((n_1, \alpha_1), \ldots, (n_J, \alpha_J))\}$ on $N$. Then, this strategy is a TC strategy with the same distribution of tokens as before. More precisely, for any strategy that simulates $P$ there are functions $T_i^j : S_i \rightarrow \mathbb{Z}_{\geq 0}$ for any $S_i \rightarrow A_j$ such that

(i) $\sum_{j: S_i \rightarrow A_j} T_i^j(s_i) = \eta_i$ for all $S_i$ and $s_i \in S_i$.

(ii) $n_j(\{s_i : S_i \rightarrow A_j\}) = \sum_{i: S_i \rightarrow A_j} T_i^j(s_i)$.

(iii) For any source $S_i$ and any $\{t_i^j : S_i \rightarrow A_j\}$ with $\sum_{j: S_i \rightarrow A_j} t_i^j = \eta_i$ we have

$$\Pr_{s_i}(T_i^j(s_i) = t_i^j, \forall j : S_i \rightarrow A_j) = q_i(\{t_i^j : S_i \rightarrow A_j\}).$$

This theorem says that in any strategy that simulates $P = \{P((n_1, \alpha_1), \ldots, (n_J, \alpha_J))\}$, any symbol $s_i$ distributed by $S_i$ corresponds to sending $T_i^j(s_i)$ tokens to $A_j$ if $S_i \rightarrow A_j$. By (i) the total number of distributed tokens by $S_i$ equals $\eta_i$. Next, by (ii) each party to generate her first part of the output simply counts the number of received tokens. This mean that it is a TC strategy. Finally (iii) says that any TC strategy that simulates $P$ must distribute tokens with the same probability distribution as in the original strategy.

**Proof.** Fix some $r_i \in S_i$ for any source $S_i$. For any $S_i \rightarrow A_j$ define

$$R_i^j(\{s_{i'} : S_{i'} \rightarrow A_j\}) = n_j(\{s_{i'} : S_{i'} \rightarrow A_j\}) - n_j(\{s_{i'}^j : S_{i'} \rightarrow A_j\}),$$

where

$$s_{i'}^j = \begin{cases} s_{i'} & i' \neq i, \\ r_i & i' = i. \end{cases}$$

We note that $R_i^j$ computes the difference of the token count number of party $A_j$ when her message from $S_i$ is changed from $s_i$ to $r_i$ while other messages remain the same. In some sense, $R_i^j$ is the derivative of $n_j$ with respect to the $i$-th message.

Observe that by changing $s_i$ to $r_i$ while leaving the other messages the same, only the outputs of parties connected to $S_i$ may change. Moreover, as a TC distribution, if $P((n_1, \alpha_1), \ldots, (n_J, \alpha_J)) > 0$, the total number of tokens $\sum_j n_j = \sum_i \eta_i$ is fixed independent of messages. Therefore, we have

$$\sum_{j: S_i \rightarrow A_j} R_i^j(\{s_{i'} : S_{i'} \rightarrow A_j\}) = 0,$$

∀$S_i$. \hspace{1cm} (A1)

Let $S_{i'} \neq S_i$. Recall that by assumption $S_{i'}$ cannot share more than one connected party with $S_i$. This means that $s_{i'}$ appears at most once in the right hand side of (A1). Therefore, since the left hand side is a constant, all the terms are independent of $s_{i'}$. This means that

$$R_i^j(\{s_{i'} : S_{i'} \rightarrow A_j\}) = R_i^j(s_i),$$

is a function of $s_i$ only and is independent of other arguments.

Next, using the definition of $R_i^j$ we have

$$n_j(\{s_{i'} : S_{i'} \rightarrow A_j\}) = R_i^j(s_i) + n_j(\{s_{i'}^j : S_{i'} \rightarrow A_j\}).$$

Writing down the same equation for $n_j(\{s_{i'}^j : S_{i'} \rightarrow A_j\})$ with respect to another source, and replacing $s_{i'}$’s with $r_{i'}$’s one by one, we find that

$$n_j(\{s_i : S_i \rightarrow A_j\}) = \sum_{i: S_i \rightarrow A_j} R_i^j(s_i) + n_j(\{r_i : S_i \rightarrow A_j\}).$$

(A2)

For any source $S_i$ and party $A_j$ with $S_i \rightarrow A_j$ let

$$\ell_i^j = \min \{\eta_i : q_i(\eta_i) > 0\},$$

Then, we have

$$n_j^{\min} = \sum_{i: S_i \rightarrow A_j} \ell_i^j,$$

where $n_j^{\min} = \min \{n_j : P(n_j) > 0\}$. Then, taking the minimum of both sides in (A2) we find that

$$\sum_{i: S_i \rightarrow A_j} \min R_i^j(s_i) + n_j(\{r_i : S_i \rightarrow A_j\}) = n_j^{\min}.$$

Therefore, letting

$$T_i^j(s_i) = R_i^j(s_i) - \min_{s_i'} R_i^j(s_i') + \ell_i^j,$$

we find that

$$n_j(\{s_i : S_i \rightarrow A_j\}) = \sum_{i: S_i \rightarrow A_j} T_i^j(s_i).$$

We also note that by definition, $R_i^j$ and $T_i^j$ take integer values and we have $T_i^j(s_i) = R_i^j(s_i) - \min_{s_i'} R_i^j(s_i') + \ell_i^j \geq \ell_i^j \geq 0$. These give (ii).

We now prove (i). Fix a source $S_i$. We compute

$$\sum_{j: S_i \rightarrow A_j} n_j(\{s_{i'} : S_{i'} \rightarrow A_j\})$$

$$= \sum_{j: S_i \rightarrow A_j} \sum_{i'} T_i^j(s_{i'})$$

$$= \sum_{j: S_i \rightarrow A_j} T_i^j(s_i) + \sum_{j: S_i \rightarrow A_j} \sum_{i' \neq i} T_i^j(s_{i'}).$$

Take the minimum of both sides over all $s_{i'}$’s with $i' \neq i$. Since $P(n_j) > 0$, we know that $\min s_i T_i^j(s_i) = 0$. 


Moreover, by the NDCS assumption, any \( s' \) for \( i' \neq i \) appears only once in the right hand side. Therefore, we have
\[
\min_{s_i \neq s_i'} \sum_{j: S_i \rightarrow A_j} n_j(\{s_{i'} : S_{i'} \rightarrow A_j\}) = \sum_{j: S_i \rightarrow A_j} T_j^i(s_i).
\]
Observe that as a token counting distribution in which \( S_i \) distributes \( \eta_i \) tokens, the left hand side is at least \( \eta_i \). Therefore,
\[
\eta_i \leq \sum_{j: S_i \rightarrow A_j} T_j^i(s_i). \tag{A3}
\]
Summing the above inequality over all sources \( S_i \) and rearranging the sum, we find that
\[
\sum_i \eta_i \leq \sum_i \sum_{j: S_i \rightarrow A_j} T_j^i(s_i) = \sum_j n_j(\{s_i : S_i \rightarrow A_j\}).
\]
We note that the right hand side is the total number of tokens. Thus, we have equality here and in (A3) for any \( i \). This gives (i).

Part (iii) is proven in Lemma 1 below. \( \square \)

**Lemma 1.** Let \( \mathcal{N} \) be a No Double Common-Source network with parties \( A_1, \ldots, A_J \) and sources \( S_1, \ldots, S_I \). Let \( P = \{P(n_1, a_1, \ldots, (n_j, a_j))\} \) be a TC distribution over \( \mathcal{N} \) in which the source \( S_i \) distributes \( \eta_i \) tokens. Consider two TC strategies for simulating \( P \) on \( \mathcal{N} \) that satisfy parts (i) and (ii) of Theorem 3. More precisely, we assume that there are sets \( S_i^{(u)} \), for \( u = 1, 2 \), and functions \( T_i^{(u)}(s) : S_i^{(u)} \rightarrow \mathbb{Z}_{\geq 0} \) for any \( S_i \rightarrow A_j \) such that (i) and (ii) hold and for any \( (n_1, \ldots, n_J) \), we have
\[
\Pr\left(\sum_{i:S_i \rightarrow A_j} T_i^{(u)}(s_i^{(u)}) = n_j, \forall j\right) = P_{\text{token}}(n_1, \ldots, n_J).
\]
Then, for any \( S_i \) and \( \{t_i^{(u)} : S_i \rightarrow A_j\} \) we have
\[
\Pr\left[T_i^{(1)}(s_i^{(1)}) = t_i^{(1)}, \forall j : S_i \rightarrow A_j\right] = \Pr\left[T_i^{(2)}(s_i^{(2)}) = t_i^{(2)}, \forall j : S_i \rightarrow A_j\right].
\]

*Proof.** We prove the lemma by induction on \( J \), the number of parties. Observe that if \( I = 1 \), i.e., there is a single source, the marginal distribution of outputs over the tokens \( P_{\text{token}}(n_1, \ldots, n_J) \) equals \( \Pr(T_i^{(u)}(s_i) = n_j) \) in which case there is nothing to prove. Thus, we assume that there are at least two sources.

Let \( S_i \) be an arbitrary source and let \( A_{j_0} \) be a party not connected to it. (Note that if all parties are connected to \( S_i \), by the NDCS assumption \( S_i \) would be the unique source.) Let
\[
n_{j_0}^{\text{min}} = \min\{n_{j_0} : P(n_{j_0}) > 0\},
\]
be the minimum number of tokens that can be sent to \( A_{j_0} \). For any \( S_{i'} \) with \( S_{i'} \rightarrow A_{j_0} \) let
\[
\ell_{i'}^{(u), j_0} = \min_{s_i^{(u)}} T_i^{(u), j_0}(s_i^{(u)}).
\]
Then, \( n_{j_0}^{\text{min}} = \sum_{i': S_{i'} \rightarrow A_{j_0}} \ell_{i'}^{(u), j_0} \) and we have
\[
P_{\text{token}}(n_{j_0} = n_{j_0}^{\text{min}}) = \prod_{i': S_{i'} \rightarrow A_{j_0}} \Pr[T_i^{(u)}(s_i^{(u)}) = \ell_{i'}^{(u), j_0}]. \tag{A4}
\]
Let \( \hat{\mathcal{N}} \) be the network obtained by removing \( A_{j_0} \) from \( \mathcal{N} \). We note that \( \hat{\mathcal{N}} \) is also a NDCS network. Let \( \hat{P}[n_{j'} : j' \neq j] \) be the distribution on the outputs of \( \hat{\mathcal{N}} \) given by
\[
\hat{P}[n_{j'} : j' \neq j] = P_{\text{token}}[n_{j'} : j' \neq j | n_{j_0} = n_{j_0}^{\text{min}}].
\]
We claim that \( \hat{P} \) is again a TC distribution. Indeed, we claim that any of the two TC strategies for simulating \( P_{\text{token}} \) in the statement of the lemma, can be reduced to a TC strategy for simulating \( \hat{P} \). To prove this, assume that a source \( S_{i'} \) with \( S_{i'} \rightarrow A_{j_0} \) takes values \( s_i^{(u)} \) with \( T_i^{(u), j_0}(s_i^{(u)}) = \ell_{i'}^{(u), j_0} \). We assume that \( S_{i'} \) takes such a value \( s_i^{(u)} \) with the conditional probability
\[
\Pr[s_i^{(u)} | T_i^{(u), j_0}(s_i^{(u)}) = \ell_{i'}^{(u), j_0}].
\]
Sources not connected to \( A_{j_0} \) and other parties behave as before. Then, using (A4) it is not hard to verify that the output distribution with this strategy equals \( \hat{P} \).

Therefore, we obtain two strategies for simulating the token counting distribution \( P \) on \( \hat{\mathcal{N}} \). Now, since the number of parties in \( \hat{\mathcal{N}} \) is less than \( I \), by the induction hypothesis the probability of distributing the tokens in the two strategies coincide. We note that \( S_i \) was not connected to \( A_{j_0} \) and its behavior does not change in the new strategies. Therefore, we have
\[
\Pr\left[T_i^{(1)}(s_i^{(1)}) = t_i^{(1)}, \forall j : S_i \rightarrow A_j\right] = \Pr\left[T_i^{(2)}(s_i^{(2)}) = t_i^{(2)}, \forall j : S_i \rightarrow A_j\right],
\]
as desired. \( \square \)

We now give the proof of Corollary 1 of the main text, which we rephrase for convenience:

**Corollary 1 (Refined measurements in TC).** Consider a quantum TC strategy in an NDCS network \( \mathcal{N} \). Consider a party \( A_j \) and for every \( S_i \rightarrow A_j \) fix a token number \( \eta_i^j \). Assume that \( \ket{\eta_i^j : i \rightarrow j} \) belongs to the measurement basis of \( A_j \). Then, \( \ket{\eta_i^j : i \rightarrow j} \) is rigid for \( A_j \).

*Proof.** We use the notation of Theorem 3. We need to show that \( \alpha_j = \{\eta_i^j : i \rightarrow j\} \) if and only if \( T_i^j(s_i) = \eta_i^j \) for any \( i \rightarrow j \). Suppose that \( A_j \) outputs \( \alpha_j = \{\eta_i^j : i \rightarrow j\} \) and fix some source \( S_i \) with \( i \rightarrow j \). Suppose that
$\eta_i^j > T_i^j(s_i)$ (the other case is similar). Let $A_{j_1}, \ldots, A_{j_k}$ be other parties connected to $S_i$. Suppose that the messages $s_{i'}$ of other sources $S_{i'}$ that are not connected to $A_j$, are chosen such that the sum of tokens received by $A_{j_1}, \ldots, A_{j_k}$ from those sources is maximized. We note that by the NDCS assumption, these choices of $s_i$’s do not affect the output of $A_j$. Let $m$ be this maximum number. Then, $m$ tokens are sent to $A_{j_1}, \ldots, A_{j_k}$ by sources $S_{i'} \neq S_i$ and $\eta_i - T_i^j(s_i)$ tokens are sent by $S_i$. Therefore, we have

$$\sum_{\ell=1}^{k} n_{ij\ell} = m + \eta_i - T_i^j(s_i).$$

Now, $A_j$ claims that she has received $\eta_i^j$ tokens from $S_i$. This means that the sum of tokens received by $A_{j_1}, \ldots, A_{j_k}$ and those received by $A_j$ from $S_i$ equals

$$m + \eta_i - T_i^j(s_i) + \eta_i^j > m + \eta_i.$$

This is a contradiction since $m$ is the maximum number of possible tokens that can be ever sent to $A_{j_1}, \ldots, A_{j_k}$ from sources $S_{i'} \neq S_i$, and $\eta_i$ is the number of tokens of $S_i$. This shows that $A_j$ outputs $\alpha_j = \{\eta_i^j : i \rightarrow j\}$ only if $T_i^j(s_i) = \eta_i^j$. For the other direction, that $\alpha_j = \{\eta_i^j : i \rightarrow j\}$ whenever $T_i^j(s_i) = \eta_i^j$, consider the probability of $\alpha_j = \{\eta_i^j : i \rightarrow j\}$. 

\[\Box\]

**Appendix B: Rigidity of CM distributions**

In this section, we prove Theorem 2 of the main text. Our proof relies on the Finner inequality and its equality condition [36]. For self-containment, we reproduce a simplified version here with the network terminology, where we only specify the equality condition for indicator functions.

**Theorem** (Finner’s inequality). Let $N$ be a network admitting a PFIS by assigning $0 < x_j < 1$ to party $A_j$. For any party $A_j$ let $g_j(\{s_i : i \rightarrow j\})$ be a real function of the messages she receives. Then, we have:

$$\mathbb{E}\left[\prod_{j} g_j\right] \leq \prod_{j} \left(\mathbb{E}[g_j^{\frac{1}{x_j}}]\right)^{x_j}. \quad (B1)$$

In case of indicator functions $g_j(\{s_i : i \rightarrow j\}) \in \{0, 1\}$, equality holds in (B1) if and only if there exist indicator functions $\phi_i(s_i) \in \{0, 1\}$ such that

$$g_j(\{s_i : i \rightarrow j\}) = \prod_{i \rightarrow j} \phi_i(s_i), \quad \forall j. \quad (B2)$$

In the following, we will use Finner’s inequality for the indicator function $g_j^{(c)}$ corresponding to the color match $c$ being observed by party $A_j$. We will show that equality holds for these indicator function and the associated functions $\phi^{(c)}_i$ will indicate when source $S_i$ takes color $c$.

Let us now rephrase Theorem 2 of the main text for convenience:

**Theorem 4** (Color-Matching). Consider a network $N$ with parties $A_1, \ldots, A_J$ and sources $S_1, \ldots, S_I$. Assume that $N$ is an Exclusive Common-Source network that admits a Perfect Fractional Independent Set. Let $P = \{P(a_1, \ldots, a_J)\}$ be a Color-Matching distribution over $N$ in which any source $S_i$ takes color $c \in \{1, \ldots, C\}$ with probability $p_{\text{color}}(c) > 0$.

Now consider another strategy that simulates $P$ on $N$. Then, this strategy is a Color-Matching strategy with the same color distribution as before. More precisely, let $g_j^{(c)} \in \{0, 1\}$ be the indicator function that $A_j$ outputs color match $c$. Then, for any color $c \in \{1, \ldots, C\}$ there is an indicator function $\phi_i^{(c)} \in \{0, 1\}$ such that

(i) $g_j^{(c)} = \prod_{i \rightarrow j} \phi_i^{(c)}$

(ii) $\forall s_i, \sum_c \phi_i^{(c)}(s_i) = 1$

(iii) $\mathbb{E}[\phi_i^{(c)}] = p_{\text{color}}(c)$

In this theorem, $\phi_i^{(c)}(s_i) = 1$ when source $S_i$ takes color $c$. (ii) says that any possible message $s_i$ of source $S_i$ is associated to a unique color $c$. (i) indicates that $A_j$ outputs color match $c$ if and only if all the sources connected to her take color $c$. Finally, (iii) implies that the sources take colors with the same probability distribution as in the original strategy.

**Proof.** To prove (i) we use Finner’s inequality. Let $\{x_j : 1 \leq j \leq J\}$ be a PFIS of $N$. Then, the probability that all parties output color match $c$ is equal to the probability that all sources take color $c$, i.e.,

$$\Pr(c, \ldots, c) = \prod_{i=1}^{J} p_{\text{color}}(c) = \prod_{i=1}^{J} \prod_{j=i \rightarrow j} p_{\text{color}}(c)^{x_j}$$

$$= \prod_{j=1}^{J} \prod_{i \rightarrow j} p_{\text{color}}(c)^{x_j} = \prod_{j} \Pr(A_j = c)^{x_j}.$$

On the other hand, we have $\mathbb{E}[\prod_j g_j^{(c)}] = \Pr(c, \ldots, c)$ and

$$\mathbb{E}[g_j^{(c)}] = \mathbb{E}[g_j^{(c)}] = \Pr(A_j = c).$$

Therefore, the Finner inequality (B1), turns into an equality and by the equality condition (B2) functions $\phi_i^{(c)}$ satisfying (i) exist.

To prove (ii) we first show that $\sum_c \phi_i^{(c)} \leq 1$, which since $\phi_i^{(c)}$ takes values in $\{0, 1\}$, means that for any $s_i$ there is at most one color $c$ for which $\phi_i^{(c)}(s_i) = 1$. To this end, assume that there are $c_0 \neq c_1$ and $s_i^*$ such that $\phi_i^{(c_0)}(s_i^*) = \phi_i^{(c_1)}(s_i^*) = 1$. Let $A_{j_0}, A_{j_1}$ be the two parties whose unique common source is $S_i$. For any source
Proof. We note that for any $i_0 \rightarrow j_0$ let $s_{i_0}^*$ be such that $\phi^{(c)}_{i_0}(s_{i_0}^*) = 1$. We choose $s_{i_0}^*$ for any source $S_i \neq S_i$ with $i_0 \rightarrow j_1$ such that $\phi^{(c)}_{i_0}(s_{i_0}^*) = 1$. Then, with these choices of $s_{i_0}^*$’s, using (i) we find that $\Pr(A_{j_0} = c_0, A_{j_1} = c_1) > 0$. However, in a CM distribution if two parties share a source, they can never output a color match with different colors. Therefore, $\sum_c \phi^{(c)}_{i_0} \leq 1$.

For any source $S_i$ let

$$q_i(c) := \mathbb{E}[\phi^{(c)}_i] = \Pr[\phi^{(c)}_i = 1].$$

Then, by $\sum_c \phi^{(c)}_{i_0} \leq 1$ we have

$$\sum_c q_i(c) = \mathbb{E}\left[\sum_c \phi^{(c)}_i\right] \leq 1. \quad \text{(B3)}$$

If we show that equality holds in the above equation, (ii) is proven. To this end, note that by (i) we have

$$p_{\text{color}}(c)^I = \Pr(c, \ldots, c) = \prod_i \Pr[\phi^{(c)}_i = 1] = \prod_i q_i(c).$$

Then, equality in (B3) as well as (iii) are derived from Lemma 2 below.

**Lemma 2.** Let $p_{\text{color}}(c) > 0$ be a probability distribution over $\{1, \ldots, C\}$. Also, let $q_i(c) \geq 0$, for $i \in \{1, \ldots, I\}$, be such that for any $i$, $\sum_c q_i(c) \leq 1$. Moreover, assume that for any $c$ we have

$$\prod_{i=1}^I q_i(c) = p_{\text{color}}(c)^I. \quad \text{(B4)}$$

Then, $q_i(c) = p_{\text{color}}(c)$ for any $i$ and $c$. In particular, we have $\sum_c q_i(c) = 1$ for all $i$.

**Proof.** Define $f_i : \{1, \ldots, C\} \to \mathbb{R}$ by

$$f_i(c) = \left(\frac{q_i(c)}{p_{\text{color}}(c)}\right)^{1/I}.$$

We compute

$$1 = \sum_c p_{\text{color}}(c) = \mathbb{E}\left[\prod_{i=1}^I q_i(c)\right]^{1/I} = \mathbb{E}\left[p_{\text{color}}(c) \prod_{i=1}^I f_i(c)\right]$$

$$= \mathbb{E}\left[\prod_{i=1}^I f_i\right],$$

where the expectation is with respect to the distribution $p_{\text{color}}(c)$. Then, by Hölder’s inequality we have

$$1 \leq \prod_{i=1}^I \|f_i\|_1 = \prod_{i=1}^I \mathbb{E}[f_i^{1/I}] = \prod_{i=1}^I \mathbb{E}[q_i/p]^{1/I}$$

$$= \prod_{i=1}^I \left(\sum_c q_i(c)\right)^{1/I} \leq 1.$$

Therefore, Hölder’s inequality and inequalities $\sum_c q_i(c) \leq 1$ are equalities. Therefore, all the functions $f_i$, and then $q_i$’s and $q_i$’s are collinear. Then, using the normalization $\sum_c q_i(c) = 1$, which we just proved, we find that $q_i$’s are equal. Using this in (B4) we obtain $q_i(c) = p_{\text{color}}(c)$ as desired. \hfill \square

We now give the proof of an extension of Corollary 2 of the main text:

**Corollary 3** (Refined measurements in CM). Let $N$ be an ECS network admitting a PPIS and let $P$ be the outcome distribution of a quantum CM strategy. Suppose that $|c_i : j \to i\rangle$, for some $1 \leq c_i \leq C$ belongs to the measurement basis of a party $A_j$. Then, the followings hold:

(i) Assume that for any source $S_i$ connected to $A_j$ there is a party $A_{j(i)}$ with $S_i \to A_{j(i)}$ such that $S_i$ is the unique common source of $A_j$ and $A_{j(i)}$. Then, $|c_i : i \to j\rangle$ is rigid for $A_j$.

(ii) Let $A_{j_1}, \ldots, A_{j_k}$ be a list of parties (different from $A_j$) such that for any source $S_i$ with $i \to j$ there is $\ell$ with $i \to j_{\ell}$. Let $S$ be the union of the set of sources connected to $A_{j_1}, \ldots, A_{j_k}$ which by the previous assumption includes $S_i$’s with $i \to j$. Let $\{c_{i'} : i' \in S\}$ be an extension of $\{c_i : i \to j\}$ that assigns colors to all sources of $S$. Suppose that for any $\ell$, the computational basis state $|c_{i'} : i' \to j_{\ell}\rangle$ is rigid for $A_{j_{\ell}}$. Then, $|c_i : i \to j\rangle$ is rigid for $A_j$.

(iii) Suppose that there is an extension $\{c_{i'} : 1 \leq i' \leq I\}$ of $\{c_i : i \to j\}$ that assigns a color to any source in $\mathcal{N}$, such that for any party $A_{j'}$, the computational basis state $|c_{i'} : i' \to j'\rangle$ belongs to the measurement basis of $A_{j'}$. Then, $|c_i : i \to j\rangle$ is rigid for $A_j$.

**Proof.** To prove this corollary we use Theorem 4 and the notation developed there.

(i) We need to show that $A_j$ outputs $\{c_i : j \to i\}$ if and only if $\phi^{(c_i)}_{j(i)}(s_i) = 1$ for any $i \to j$. Suppose that for such an $i$ we have $\phi^{(c_i)}_{j(i)}(s_i) = 0$ and $\phi^{(c'_i)}_{j(i)}(s_i) = 1$ for some $c'_i \neq c_i$. As in the statement of the corollary, party $A_{j(i)}$ has the property that $S_i$ is the unique common source of $A_j$ and $A_{j(i)}$. Then, we may choose $s_{i'}$’s for any $S_{i'} \neq S_i$ with $S_{i'} \to A_{j(i)}$ such that $\phi^{(c'_i)}_{j(i)}(s_{i'}) = 1$. We note that the choice of such $s_{i'}$’s does not affect the output of $A_j$. Thus, we note that any source connected to $A_{j(i)}$ takes color $c'_{i'}$. This means that $A_{j(i)}$ outputs color match $c'_{i'}$. On the other hand, by assumption $A_j$ claims that $S_i$ takes color $c_i \neq c'_{i'}$. This is a contradiction. As a result, $A_j$ outputs $\{c_i : j \to i\}$ only if $\phi^{(c_i)}_{j(i)}(s_i) = 1$ for any $i \to j$.

For the other direction that $A_j$ outputs $\{c_i : j \to i\}$ if $\phi^{(c_i)}_{j(i)}(s_i) = 1$ for any $i \to j$, consider the probability of outputting $\{c_i : j \to i\}$.

(ii) Let $\{s_i : i \to j\}$ be a list of messages taken by sources connected to $A_j$ such that $\phi^{(c_i)}_{j(i)}(s_i) = 1$. We
We concentrate on the case being similar. For any valued functions as in the proof of Theorem 4, we find that there are 0/1-colored sources consider the probability of output list of colors. For the other direction that A need to show that in this case colors take these colors consider the probability of output \( c : i \rightarrow j \).

(iii) Let \( f' \) be the indicator function that \( A_j \) outputs \( \{ c : i \rightarrow j \} \). Then, using Finner’s inequality for \( f' \)'s as in the proof of Theorem 4, we find that there are 0/1-valued functions \( \psi \) such that \( A_j \) outputs \( \{ c : i \rightarrow j' \} \) if and only if \( \psi(s_i) = 1 \). We need to show that \( \psi(s_i) = 1 \) if and only if \( c(i : j) = 1 \), which means that \( A_j \) outputs \( \{ c : i \rightarrow j' \} \) if and only if \( S_i \) with \( i \) \( j' \), takes color \( c_i \).

Fix a source \( S_i \) and assume that \( c(i : j) = 1 \) for some \( j' \neq j \). Using the ECS assumption let \( A_{i1}, A_{j2} \) be two parties connected to \( S_i \) such that \( S_i \) is their unique common source. Fix the message of sources connected to \( A_{i1} \) (including \( S_i \)) as before so that \( A_{j2} \) outputs \( \{ c : i \rightarrow j \} \). Next, choose the messages of sources \( S_i \neq S_i \) connected to \( A_{j2} \) such that she outputs color \( c_j \). We note that such a choice is feasible since \( S_i \) is the unique common source of \( A_{i1}, A_{j2} \) and \( c(i : j) = 1 \). This is a contradiction since now \( A_j \) claims that \( S_i \) takes color \( c_i \), but \( A_{j2} \) claims that it takes color \( c_j \).

Appendix C: All ring scenarios with bipartite sources

We start by the proof of Claim 2 of the main text.

Proof of Claim 2 of the main text. (i) We compute:

\[
q(r_1, \ldots, r_n) = \Pr(\alpha_j = |v_j, r_j\rangle, \forall j | n_j = 1, \forall j).
\]

\[
= \frac{1}{\Pr(n_j = 1, \forall j)} \Pr(\alpha_j = |v_j, r_j\rangle, \forall j).
\]

\[
= 2^{n-1} \Pr(\alpha_j = |v_j, r_j\rangle, \forall j).
\]

\[
= 2^{n-1} \Pr(\alpha_j = |v_j, r_j\rangle, |S_i \rightsquigarrow A_i, \forall i).
\]

(ii) We concentrate on the case \( t = 1 \), the other case being similar. For any \( j \), we have

\[
q(r_j, t = 1) = \Pr(\alpha_j = |v_j, r_j\rangle, t = 1 | n_i = 1, \forall i).
\]

\[
= 2^{n-1} \Pr(\alpha_j = |v_j, r_j\rangle, t = 1).
\]

\[
= 2^{n-1} \Pr(\alpha_j = |v_j, r_j\rangle, |S_i \rightsquigarrow A_i, \forall i).
\]

where by \( S_i \rightsquigarrow A_i \) we mean that \( S_i \) sends his token to \( A_i \). We continue

\[
q(r_j, t = 1) = 2^{n-1} \Pr(\alpha_j = |v_j, r_j\rangle, |S_i \rightsquigarrow A_i, \forall i)
\]

\[
= 2 \Pr(\alpha_j = |v_j, r_j\rangle, |S_i \rightsquigarrow A_i, i = j, j - 1)
\]

\[
= 4 \Pr(\alpha_j = |v_j, r_j\rangle, |S_i \rightsquigarrow A_i, i = j, j - 1, |S_j+1 \rightsquigarrow A_{j+2} |)
\]

where we use the fact that \( A_j \)’s output is independent of whether \( S_i \) for \( i \neq j, j - 1 \) sends the token to \( A_i \) or \( A_{i+1} \). Now, assume that \( S_i \rightsquigarrow A_i \) for \( i = j, j - 1 \) and \( S_{j+1} \rightsquigarrow A_{j+2} \). In this case, \( A_{j+1} \) receives no token, hence \( a_{j+1} = |00 \rangle \) (i.e., \( n_{j+1} = 0 \)). Conversely, when \( a_{j+1} = |00 \rangle \) and \( \alpha_j = |v_j, r_j\rangle \), the distribution of tokens by sources \( S_{j-1}, S_j \) and \( S_{j+1} \) is \( S_i \rightsquigarrow A_i \) for \( i = j, j - 1 \) and \( S_{j+1} \rightsquigarrow A_{j+2} \). Therefore, we have

\[
q(r_j, t = 1) = 4 \Pr(\alpha_j = |v_j, r_j\rangle, a_{j+1} = |00 \rangle)
\]

\[
= \frac{1}{2} |\omega_j, r_j^{-1} \rangle^2. \tag{C2}
\]

The rest of this section is devoted to the proof of Proposition 2 of the main text. We show that for certain asymptotic choice of parameters \( \omega_j, r_j \), which we assume to be real, the LP given by Claim 2 of the main text is infeasible. This proposition is indeed proven in [33] when \( n \) is odd. Here, for the sake of completeness we include this case as well.

Proof of Proposition 2 of the main text. Assume that the parameters \( \omega_j, r_j \) are all real. Let us define \( x_{r_1, \ldots, r_n} \) by

\[
q(r_1, \ldots, r_n, t = 1) = \frac{1}{2} \left( \prod_j (\omega_j, r_j^{-1})^2 + \sum_j (\omega_j, r_j^{-1} \omega_j, r_j^{-2} - x_{r_1, \ldots, r_n}) \right)
\]

Then, by (C1) we have

\[
q(r_1, \ldots, r_n, t = 2) = \frac{1}{2} \left( \prod_j (\omega_j, r_j^{-2})^2 + \sum_j (\omega_j, r_j^{-1} \omega_j, r_j^{-2} - x_{r_1, \ldots, r_n}) \right)
\]

Moreover, by (C2) and the fact that \( |v_{i,1} \rangle \) and \( |v_{i,2} \rangle \) are orthonormal, we have

\[
\sum_{r_j, t \neq j} x_{r_1, \ldots, r_n} = 0, \quad \forall r_j. \tag{C3}
\]

Observe that the non-negativity of \( q(r_1, \ldots, r_n, t) \) gives

\[
\prod_j (\omega_j, r_j^{-2})^2 + \sum_j (\omega_j, r_j^{-1} \omega_j, r_j^{-2}) \geq x_{r_1, \ldots, r_n}
\]

\[
\geq - \prod_j (\omega_j, r_j^{-1})^2 - \sum_j \omega_j, r_j^{-1} \omega_j, r_j^{-2},
\]
To simplify the notation, let \( \omega_{j,1} = -\omega_{j,2} = \lambda_j \) and \( \omega_{j,0} = \omega_{j,1} = \mu_j \) with \( \lambda_j, \mu_j > 0 \) and \( \lambda_j^2 + \mu_j^2 = 1 \). Then, the above inequality turns to
\[
\prod_j \lambda_j^{2r_j} \mu_j^{2(1-r_j)} + (-1)^S \prod_j \lambda_j \mu_j \geq \sum_{r_1, \ldots, r_n} x_{r_1, \ldots, r_n}.
\]
where \( S = S(r_1, \ldots, r_n) = \sum_j r_j \).

In the following, we show that for appropriate choices of \( \lambda_j, \mu_j \), equations (C3) and (C4) do not have a solution which by the above discussion means that there is no classical strategy simulating the quantum distribution.

Let us assume that \( \lambda_j = \lambda \) and \( \mu_j = \mu \) for all \( j \). Then, (C4) becomes
\[
\lambda^{2S} \mu^{2(n-S)} + (-1)^S \lambda^n \mu^n \geq \sum_{r_1, \ldots, r_n} x_{r_1, \ldots, r_n}.
\]
Observe that in the above inequality the upper and lower bounds on \( x_{r_1, \ldots, r_n} \) depend only on \( S = \sum_j r_j \). Thus, let us define
\[
x_S = \frac{1}{(\binom{n}{S})} \sum_{r_1, \ldots, r_n=S} x_{r_1, \ldots, r_n}.
\]
Then, \( x_S \) satisfies
\[
\lambda^{2S} \mu^{2(n-S)} + (-1)^S \lambda^n \mu^n \geq x_S
\]
Therefore, using (C8) and (C9) and the constrains we put on \( C \) we have
\[
0 \geq - \sum_{S=0}^{n-1} \left( C \left( \frac{n-1}{S} \right) - \left( \frac{n-1}{S-1} \right) \right) (-1)^S
\]
where in (a) we use the fact that \( n \) is odd and \(-(-1)^S = (-1)^{n-S}\) as well as Pascal's rule. Moreover, for (b) we use Pascal's rule to obtain
\[
\sum_{S=0}^{K} (-1)^S \binom{m}{S} = \sum_{S=0}^{K} (-1)^S \left( \binom{m-1}{S} + \binom{m-1}{S-1} \right)
\]
Now, note that for any \( n \) and sufficiently small \( \delta_n > 0 \), both values of \( C = 1 + \delta_n \) and \( C = 1 - \delta_n \) satisfy (C10) and (C11). Thus, we obtain
\[
0 \geq \pm \delta_n (-1)^{(n+1)/2} \left( \frac{n-1}{(n-1)/2} \right),
\]
that is a contradiction.
Let us first assume that \( n = 4k \) for \( k \geq 1 \). Taking the difference of (C7) for \( r = 0 \) and \( r = 1 \) and using (C8) and (C9) we obtain

\[
0 = \sum_{S=0}^{n} \left( \frac{n-1}{S-1} - \frac{n-1}{S} \right) x_S \\
= \sum_{S=0}^{2k-1} \left( \frac{n-1}{S-1} - \frac{n-1}{S} \right) x_S \\
+ \sum_{S=2k+1}^{2k-1} \left( \frac{n-1}{S-1} - \frac{n-1}{S} \right) x_S \\
\leq -\sum_{S=0}^{2k-1} \left( \frac{n-1}{S-1} - \frac{n-1}{S} \right) (-1)^S \\
+ \sum_{S=2k+1}^{2k-1} \left( \frac{n-1}{S-1} - \frac{n-1}{S} \right) (-1)^S,
\]

where for the second equality we use \( \binom{n-1}{2k} = \binom{n-1}{2k-1} \), and we carefully checked the sign of the expressions to derive the inequality. Then, we have

\[
0 \leq -\sum_{S=0}^{2k-1} \left( \frac{n-1}{S-1} - \frac{n-1}{S} \right) (-1)^S \\
+ \sum_{S=0}^{2k-1} \left( \frac{n-1}{S-1} - \frac{n-1}{S} \right) (-1)^S \\
= 2 \sum_{S=0}^{2k-1} \left( \frac{n-1}{S-1} - \frac{n-1}{S} \right) (-1)^S \\
= 2 \sum_{S=0}^{2k-2} \left( \frac{n-1}{S} \right) ((-1)^S - (-1)^{S+1}) \\
+ 2 \left( \frac{n-1}{2k-1} \right) (-1)^{2k-1} \\
= 4 \sum_{S=0}^{2k-2} (-1)^S \left( \frac{n-1}{S} \right) - 2 \left( \frac{n-1}{2k-1} \right) \\
= 4 \left( \frac{n-2}{2k-2} \right) - 2 \left( \frac{n-1}{2k-1} \right) \\
= -2 \left( \frac{4k-1}{2k-1} - 2 \right) \left( \frac{n-2}{2k-2} \right),
\]

that is a contradiction. Here, for (a) we use (C13), and for (b) we use \( \binom{n-1}{2k-1} = \binom{n-2}{2k-2} \).

It is not hard to verify that the above argument does not work for \( n = 4k + 2 \). Indeed, it can be shown that equations (C7), (C8) and (C9) are feasible when \( n = 6 \). Even replacing (C7) with (C6) which is its origin, equations (C7) and (C6) are again feasible for \( n = 6 \). Thus, we need to take a different path for \( n = 4k + 2 \).

One approach is to derive stronger equations than (C2) for marginals of \( q(r_1, \ldots, r_n, t) \). Indeed, it can be shown that for instance

\[
q(r_1, \ldots, r_{n-1}, t) = \frac{1}{2} \prod_{j=1}^{n-2} \omega_j r_j.
\]

Such equations give stronger constraints on \( x_S \)'s comparing to (C7). This approach does give a proof of the result for \( n = 4k + 2 \) when \( k > 1 \). For \( n = 6 \), however, the resulting LP is again feasible for all choices of \( \lambda, \mu \). Therefore, we do not give the details of this approach, and instead take a different path.

Instead of assuming that all \( \lambda_j \)'s are equal, we assume that \( \lambda_1 = \cdots = \lambda_{n-1} = \epsilon, \mu_1 = \cdots = \mu_{n-1} = \sqrt{1 - \epsilon^2} \) and \( \lambda_n = \mu_n = 1/\sqrt{2} \). Then, scaling \( r_1 \ldots r_n \) with \( 2e^{-(n-1)} \) for sufficiently small \( \epsilon > 0 \) the inequality (C4) gives

\[
(-1)^{S+r_n} \geq x_{r_1 \ldots r_n}, \quad S > \frac{n-1}{2}, \\
-(-1)^{S+r_n} \leq x_{r_1 \ldots r_n}, \quad S < \frac{n-1}{2},
\]

where \( S = r_1 + \cdots + r_{n-1} \). Using the idea of symmetrization as before, we find that there are \( x_{S,r_n} \) such that

\[
(-1)^{S+r_n} \geq x_{S,r_n}, \quad S > \frac{n-1}{2}, \quad (C14) \\
-(-1)^{S+r_n} \leq x_{S,r_n}, \quad S < \frac{n-1}{2}, \quad (C15)
\]

Moreover, (C3) gives

\[
\sum_{S=0}^{n-1} \left( \frac{n-1}{S} \right) x_{S,r_n} = 0, \quad r_n = 0, 1, \quad (C16)
\]

and

\[
\sum_{S=0}^{n-2} \left( \frac{n-2}{S} \right) \left( x_{S+r,0} + x_{S+r,1} \right) = 0, \quad r = 0, 1.
\]

Subtracting the above equations for \( r = 0 \) and \( r = 1 \), we obtain

\[
0 = \sum_{S=0}^{n-2} \left( \frac{n-2}{S} \right) \left( x_{S,0} + x_{S,1} \right) \\
- \sum_{S=0}^{n-2} \left( \frac{n-2}{S} \right) \left( x_{S+1,0} + x_{S+1,1} \right) \\
= \sum_{S=0}^{n-1} \left[ \left( \frac{n-2}{S} \right) - \left( \frac{n-2}{S-1} \right) \right] \left( x_{S,0} + x_{S,1} \right).
\]

Next, using (C14) and (C15) we find that \( (x_{S,0} + x_{S,1}) \leq 0 \) if \( S > (n-1)/2 \), and \( (x_{S,0} + x_{S,1}) \geq 0 \) if \( S < (n-1)/2 \). As a result, all terms in the above sum are non-negative. Therefore, since their sum is zero, all the inequalities in (C14) and (C15) are equalities. However, for these
choices of $x_{S,r_n}$, using (C16), we have

\[\begin{align*}
0 &= \sum_{S=0}^{n-1} \binom{n-1}{S} x_{S,0} \\
&= \sum_{S=0}^{n/2-1} \binom{n-1}{S} (-1)^{S+1} + \sum_{S=n/2+1}^{n-1} \binom{n-1}{S} (-1)^{S}
\end{align*} \]

and computing the quantum probabilities. For the second equality in Appendix D: Bipartite-sources complete networks

We prove here that the distribution $q(r_1,\ldots,r_n,t)$ given by

\[\Pr\left(a_j = |v_{ij,r_j}\rangle \, \forall j, t \right) \text{ ambiguous outputs}\]

satisfies Claim 2 of the main text. The first equality in the claim is derived using

\[q(r_1,\ldots,r_n) = \Pr\left(a_j = |v_{ij,r_j}\rangle \, \forall j\right)\]

and computing the quantum probabilities. For the second equality we compute:

\[\begin{align*}
q(r_j,t) &= \Pr\left(a_j = |v_{ij,r_j}\rangle \, t \right) \text{ ambiguous outputs} \\
&= \frac{1}{\Pr(\text{ambiguous outputs})} \Pr\left(a_j = |v_{ij,r_j}\rangle \, t\right) \\
&= 2^{(n-1)} \Pr\left(a_j = |v_{ij,r_j}\rangle \, t\right) \\
&= 2^{n-2} \Pr\left(a_j = |v_{ij,r_j}\rangle \, c_{j,j'} = t \iff j \in \{j \pm 1\}\right) \\
&= 2^{n-2} \Pr\left(a_j = |v_{ij,r_j}\rangle \, c_{j(j+1)} = t\right) \\
&= 2^{(n-2)} \Pr\left(a_j = |v_{ij,r_j}\rangle \, c_{j,j'}(j+1) = t \iff j' \right) \\
&= 2^{(n-2)} \Pr\left(a_j = |v_{ij,r_j}\rangle \, a_{j+1} = t ... t \right) \\
&= \frac{1}{2} |\omega_i(t)|^2,
\end{align*} \]

where $c_{j,j'}$ is the color taken by source $S_{jj'}$.

Appendix E: CM scenario via graph coloring

Recall that our network comes from the complete graph where the $n$ vertices are associated with sources $S_1,\ldots,S_n$ and edges are associated with parties $A_{ij}$. This network satisfies ECS and admits a PFIS. Consider the following quantum CM strategy on this network:

- All the sources distribute $\frac{1}{\sqrt{n}} \sum_{c=1}^{n} |c\rangle ^{\otimes n}$.
- The measurement basis of $A_{ij}$ consists of vectors $|c,c\rangle : 1 \leq c \leq n$
  
  $|c_i,c_j\rangle : c_i + c_j \notin \{i+j, 2(n+1) - (i+j)\}$

\[|v_{ij,r}\rangle = \sum_{c_i+c_j \in S_{ij}} \omega_{ij}(c_i,c_j) |c_i,c_j\rangle : 1 \leq r \leq R_{ij},\]

where $R_{ij}$ is the number of pairs $(c_i,c_j)$ satisfying $c_i \neq c_j$ and $c_i + c_j \in \{i+j, 2(n+1) - (i+j)\}$.

We claim that for $n \geq 5$ and an appropriate choice of parameters $\omega_{ij}(c_i,c_j)$ the resulting CM distribution is nonlocal. Suppose that a classical strategy, which by Theorem 2 of the main text is necessarily a CM strategy, simulates this distribution. Using part (i) of Corollary 3 (an extension of Corollary 2 of the main text) we find that all the basis vectors $|c_1,c_2\rangle$ with $c_i + c_j \notin \{i+j, 2(n+1) - (i+j)\}$ are rigid for $A_{ij}$. That is, $A_{ij}$ outputs $|c_1,c_2\rangle$ for such pairs if and only if she receives colors $c_i$ and $c_j$ from $S_i$ and $S_j$, respectively. We then restrict to the case where all the parties’ outputs are ambiguous. That is, we assume that $A_{ij}$, for any $i < j$, outputs $|v_{ij,r_i}\rangle$ for some $r_i$.

Claim 3. Suppose that $n \geq 5$ and that $A_{ij}$, for any $i < j$, outputs $v_{ij,r_i}$, for some $r_i$.

Then, the list of colors distributed by the sources is either $(c_1,\ldots,c_n) = (1,\ldots,n)$ or $(c_1,\ldots,c_n) = (n,n-1,\ldots,1)$.

Proof. By assumption no party outputs a color match. Then, all the colors appear in $\{c_1,\ldots,c_n\}$. In particular, there are $i,j$ with $c_1 = 1$ and $c_j = 2$. As the output of $A_{ij}$ is ambiguous, we must have $c_1 + c_j = 3 \in \{i+j, 2(n+1) - (i+j)\}$ which means that either $i + j = 3$ or $i + j = 2n - 1$. Then, there are only two choices for $i,j$: either $\{i,j\} = \{1,2\}$ or $\{i,j\} = \{n,n-1\}$. By symmetry (change $i \mapsto n+1-i$) we only analyze the first case, where $c_1 + c_2 = 3$. In this case either $(c_1,c_2) = (1,2)$ or $(c_1,c_2) = (2,1)$. We first show that the latter is impossible.

Suppose that $(c_1,c_2) = (2,1)$. Since the output of $A_{1,k}$, for $k > 2$ is ambiguous, $c_k$ should be such that $2 + c_k \in \{1+k,2n-1-k\}$. This means that $c_k \in \{k-1,2n-1-k\}$. Then, for $k = 3$ we have $c_3 \in \{2,2n-4\}$. $c_3$ cannot be 2 since there is already a source with color 2, and we assumed that no party outputs a color match. Moreover, $c_3$ cannot be $2n-4$ since as $n > 4$, we have $2n - 4 > n$ and the number of colors is $n$. Thus, $(c_1,c_2) = (2,1)$ is not a valid choice.

We now suppose that $(c_1,c_2) = (1,2)$. Considering the output of $A_{1,k}$, for $k > 2$, we find that $1 + c_k \in \{1+k,2n+1-k\}$ or equivalently $c_k \in \{k,2n-1-k\}$. Then, using $c_k \leq n$ we obtain $c_k = k$ as desired. Thus, we obtain $(c_1,\ldots,c_n) = (1,\ldots,n).$
Now define
\[ q(r_{ij} : 1 \leq i < j \leq n, t), \tag{E1} \]
be the probability that \( A_{ij} \), for any \( 1 \leq i < j \leq n \) outputs \(|v_{ij,r_{ij}}\rangle\) and the list of colors is
\[
(c_1, \ldots, c_n) = (1, \ldots, n) \text{ if } t = 0 \\
(c_1, \ldots, c_n) = (n, n - 1, \ldots, 1) \text{ if } t = 1,
\]
conditioned on all outputs being ambiguous. By the above claim, \( q(r_{ij} : 1 \leq i < j \leq n, t) \) is a valid probability distribution. We claim that this distribution satisfies
\[ q(r_{ij} : 1 \leq i < j \leq n) = \frac{1}{2} \left| \prod_{i<j} \omega_{ij,r_{ij}}^{(i,j)} + \prod_{i<j} \omega_{ij,r_{ij}}^{(n+1-i,n+1-j)} \right|^2 \]
and for any \( i < j \)
\[ q(r_{ij}, t) = \begin{cases} 
\frac{1}{2} \left| \omega_{ij,r_{ij}}^{(i,j)} \right|^2 & t = 1, \\
\frac{1}{2} \left| \omega_{ij,r_{ij}}^{(n+1-i,n+1-j)} \right|^2 & t = 2.
\end{cases} \]
These are in parallel with Claim 2 of the main text used before with similar proof ideas.

The first equation is essentially a consequence of Claim 3. For simplicity of presentation we prove the second equation for \( i = 1, j = 2, \) and \( t = 1 \), the general case being similar. We compute:
\[ q(r_{12}, t = 1) \]
\[ = \frac{n^n}{2} \Pr(a_{12} = |v_{12,r_{12}}\rangle, t = 1) \]
\[ = \frac{n^n}{2n^{n-2}} \Pr(a_{12} = |v_{12,r_{12}}\rangle, c_1 = 1, c_2 = 2) \]
\[ = \frac{n^4}{2} \Pr(a_{12} = |v_{12,r_{12}}\rangle, c_1 = c_3 = 1, c_2 = c_4 = 2) \]
\[ = \frac{n^4}{2} \Pr(a_{12} = |v_{12,r_{12}}\rangle, a_{13} = 1, a_{24} = 2) \]
\[ = \frac{1}{2} \left| \omega_{12,r_{12}}^{(1,2)} \right|^2. \]
In general, as the output of \( A_{ij} \) depends only on the messages of \( S_i, S_j \) and the colors are chosen independently and uniformly, we may change the color of all sources except those of \( S_i \) and \( S_j \). We do so in such a way that \( A_{ij'} \) and \( A_{jj'} \), for some \( i', j' \) different from \( i, j \), output a color match. In this case, the colors of \( S_i, S_j \) would be fixed without referring to the value of \( t \) and the second equation follows.

Finally, observe that by Proposition 2 of the main text there are choices of \( \omega_{ij,r_{ij}}^{(c_i,c_j)} \) for which a distribution \( q(r_{ij} : 1 \leq i < j \leq n, t) \) with the given marginals does not exist. Thus, the quantum CM distribution is nonlocal.