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ABSTRACT
We study the temporal robustness of stochastic signals. This topic is of particular interest in interleaving processes such as multi-agent systems where communication and individual agents induce timing uncertainty. For a deterministic signal and a given specification, we first introduce the synchronous and the asynchronous temporal robustness to quantify the signal's robustness with respect to synchronous and asynchronous time shifts in its sub-signals. We then define the temporal robustness risk by investigating the temporal robustness of the realizations of a stochastic signal. This definition can be interpreted as the risk associated with a stochastic signal to not satisfy a specification robustly in time. In this definition, general forms of specifications such as signal temporal logic specifications are permitted. We show how the temporal robustness risk is estimated from data for the value-at-risk. The usefulness of the temporal robustness risk is underlined by both theoretical and empirical evidence. In particular, we provide various numerical case studies including a T-intersection scenario in autonomous driving.

CCS CONCEPTS
• Computer systems organization → Real-time system specification; • Mathematics of computing → Stochastic processes; • Theory of computation → Modal and temporal logics; Formal languages and automata theory.
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1 INTRODUCTION
In this paper, we are interested in analyzing the robustness of time-critical systems, i.e., systems that need to satisfy stringent
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1.1 Related Work
Time-critical systems have been studied from various perspectives, and analysis tools for time-critical systems can be classified into three categories.

One category focuses on the study of real-time systems, see [26] and [30] for an overview. A particular interest in the study of real-time systems is in scheduling algorithms [41] that aim at finding an execution order for a set of tasks with corresponding deadline. Solutions consist, for instance, of periodic scheduling [40] or of event triggered scheduling [43]. The tools presented in our paper can be seen as complementary to these works as they allow to analyze the risk of scheduling algorithms. The second category considers timed automata which allow to analyze real-time systems [2, 10]. Timed automata enable automatic system verification using model checking tools such as UPPAAL [8]. Robustness of timed automata was investigated in [21] and [9], while control of timed automata was considered in [33] and [5].

The third category focuses on the study of time-critical systems, see [26] and [30] for an overview. A particular interest in the study of time-critical systems is in scheduling algorithms [41] that aim at finding an execution order for a set of tasks with corresponding deadline. Solutions consist, for instance, of periodic scheduling [40] or of event triggered scheduling [43]. The tools presented in our paper can be seen as complementary to these works as they allow to analyze the risk of scheduling algorithms.

The second category considers timed automata which allow to analyze real-time systems [2, 10]. Timed automata enable automatic system verification using model checking tools such as UPPAAL [8]. Robustness of timed automata was investigated in [21] and [9], while control of timed automata was considered in [33] and [5].
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One category focuses on the study of real-time systems, see [26] and [30] for an overview. A particular interest in the study of real-time systems is in scheduling algorithms [41] that aim at finding an execution order for a set of tasks with corresponding deadline. Solutions consist, for instance, of periodic scheduling [40] or of event triggered scheduling [43]. The tools presented in our paper can be seen as complementary to these works as they allow to analyze the risk of scheduling algorithms. The second category considers timed automata which allow to analyze real-time systems [2, 10]. Timed automata enable automatic system verification using model checking tools such as UPPAAL [8]. Robustness of timed automata was investigated in [21] and [9], while control of timed automata was considered in [33] and [5].
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connection between the aforementioned scheduling algorithms and timed automata was made in [18]. To the best of our knowledge, no one has yet considered the effect of stochastic timing uncertainty and the integration of axiomatic risk theory into a timed automata.

The last category considers formal specification languages such as real-time temporal logics. Metric interval temporal logic (MITL) [3] and signal temporal logic (STL) [32] enable specifying real-time constraints. It was shown in [3] and [28] that checking satisfiability of MITL and STL can be transformed into an emptiness checking problem of a timed automaton. Spatial robustness of MITL specifications over deterministic signals was considered in [17], while spatial robustness over stochastic signals was analyzed in [6] and [7]. Robust linear temporal logic was studied in [4]. Less attention has been spent on analyzing the temporal robustness of real-time systems subject to temporal logic specifications. Notions of system conformance were introduced in [1, 13, 19] to quantify closeness of systems in terms of spatial and temporal closeness of system trajectories. Conformance, however, only allows to reason about temporal robustness with respect to synchronous time shifts of a signal and not with respect to asynchronous time shifts in its sub-signals as captured by our definition of asynchronous temporal robustness. Our notion of asynchronous temporal robustness is especially important in multi-agent systems where individual agents may be delayed and subject to individual timing uncertainties. An orthogonal direction that is worth mentioning is followed by the authors in [36] and [24] to find temporal relaxations in control design for time window temporal logic specifications [44]. Temporal robustness for STL specifications over deterministic signals was presented in [14] and used for control design in [27] and in our recent work [38]. The notion of asynchronous temporal robustness as presented in this paper is fundamentally different and is interpretable in the sense that it quantifies the permissible timing uncertainty of a signal in terms of maximum time shifts in its sub-signals.

The interest in axiomatic risk theory is largely inspired by its longstanding successful use in finance, see e.g., [37]. More recently, risk measures were considered for decision making and control in robotics due to their systematic axiomatization [31]. The authors in [22] consider risk assessment in autonomous driving for motion prediction by deep neural networks, while [35] consider risk-aware reinforcement learning and imitation learning was considered in [12] and [25], respectively. For signal temporal logic specifications, the use of risk was proposed in our recent work [29]. Risk-aware control was further considered in [42], [11], and [39] by using various risk measures, while risk-aware estimation was considered in [23].

We conclude with the observation that there is a set of influential works on the analysis and design of real-time systems, but that no one has yet studied the temporal robustness of stochastic signals in this context. Furthermore, no one has yet considered the integration of axiomatic risk theory into the analysis of real-time systems.

1.2 Contributions and Paper Outline

Our goal is to analyze the temporal robustness of stochastic signals, and to quantify the risk associated with the signal to not satisfy a specification robustly in time. We make the following contributions.

- We define the synchronous and the asynchronous temporal robustness with respect to synchronous and asynchronous time shifts in the sub-signals of a deterministic signal. This definition captures the permissible timing uncertainty.
- We define the synchronous and asynchronous temporal robustness risk of a stochastic signal. We permit the use of various risk measures such as the value-at-risk and show how the temporal robustness risk is estimated from data.
- We show that the temporal robustness risk of a stochastic signal under timing uncertainty is upper bounded by the sum of the temporal robustness risk of the nominal stochastic signal and the “maximum timing uncertainty”.
- We extend the previous definitions to signal temporal logic (STL) specifications and define the STL temporal robustness risk.
- We provide empirical evidence and illustrate how the temporal robustness risk can be used in decision making and verification. We also show that, in scenarios where satisfying real-time constraints is of paramount importance, temporal robustness is advantageous over space robustness notions that are primarily considered in the literature.

Section 2 provides background on stochastic processes and risk measures. In Section 3, the synchronous and asynchronous temporal robustness is introduced. The temporal robustness risk is defined in Section 4, while the extension to STL specifications is presented in Section 5. Section 6 shows how the robustness risk can be estimated from data. Section 7 presents two case studies on cooperative driving and mobile robots. We conclude in Section 8.

2 BACKGROUND

Let \(\mathbb{R}\) and \(\mathbb{Z}\) be the set of real numbers and integers, respectively, and let \(\mathbb{N}\) be the set of natural numbers including zero. Let \(\mathbb{R}^n\) be the \(n\)-dimensional real vector space. We denote by \(\mathbb{R} := \mathbb{R} \cup \{-\infty, \infty\}\) and \(\mathbb{Z} := \mathbb{Z} \cup \{-\infty, \infty\}\) the extended real numbers and integers, respectively. Let \(\mathcal{N}(T, S)\) denote the set of all measurable functions mapping from the domain \(T\) into the domain \(S\).

In this paper, we aim to define the temporal robustness risk of stochastic signals. Let us therefore first provide some brief background on stochastic processes and risk measures. We remark that all proofs of our technical results can be found in the appendix.

2.1 Random Variables and Stochastic Processes

Consider the probability space \((\Omega, \mathcal{F}, P)\) where \(\Omega\) is the sample space, \(\mathcal{F}\) is a \(\sigma\)-algebra of \(\Omega\), and \(P : \mathcal{F} \rightarrow [0, 1]\) is a probability measure. Let \(Z\) denote a real-valued random vector, i.e., a measurable function \(Z : \Omega \rightarrow \mathbb{R}^n\). When \(n = 1\), we say \(Z\) is a random variable. We refer to \(Z(\omega)\) as a realization of \(Z\) where \(\omega \in \Omega\). Since \(Z\) is a measurable function, a probability space can be defined for \(Z\) so that probabilities can be assigned to events related to values of \(Z\). Consequently, a cumulative distribution function (CDF) \(F_Z(z)\) and probability density function (PDF) \(f_Z(z)\) can be defined for \(Z\).

A stochastic process is a function \(X : \Omega \times \mathbb{Z} \rightarrow \mathbb{R}^n\) where \(X(t, \cdot)\) is a random vector for each fixed time \(t \in \mathbb{Z}\). A stochastic process can be viewed as a collection of random vectors \(\{X(t, \cdot)\}_{t \in \mathbb{Z}}\) defined on a common probability space \((\Omega, \mathcal{F}, P)\). For a fixed \(\omega \in \Omega\), the function \(X(\cdot, \omega)\) is a realization of the stochastic process.

Another equivalent
We introduce two notions of temporal robustness to quantify how robustly a deterministic signal \( x \) is shifted in time by \( z \). These notions are referred to as the synchronous temporal robustness and the asynchronous temporal robustness. We express real-time constraints as constraints \( c(x(t), t) \geq 0 \) for all \( t \in Z \) where \( c : \mathbb{R}^n \times Z \to \mathbb{R} \) is measurable constraint function. Later in Section 5, we consider signal temporal logic (STL) as a more general means to express complex real-time constraints. The next example is used throughout this section.

**Example 1.** Consider a signal \( x \) that consists of the two sub-signals

\[
x_{(1)}(t) := \sin(\alpha \pi t)
x_{(2)}(t) := -b \sin(1.5 \alpha \pi t)
\]

that are illustrated in red and blue in the left part of Figure 3. We require these two sub-signals to be \( \epsilon \)-close within the time interval \([T_1, T_2]\) with parameters \( T_1 := 145, T_2 := 155, \epsilon := 1, a := 0.04 \) and \( b = 1.05 \). This requirement is expressed by the constraint function

\[
c(x(t), t) := \begin{cases} 1 & \text{for all } t < T_1 \text{ and all } t > T_2 \\ h(x(t)) & \text{for all } t \in [T_1, T_2] \end{cases}
\]

where \( h : \mathbb{R}^2 \to \mathbb{R} \) encodes \( \epsilon \)-closeness of \( x_{(1)} \) and \( x_{(2)} \) as

\[
h(x(t)) := \epsilon - |x_{(1)}(t) - x_{(2)}(t)|.
\]

so that \( c(x(t), t) \geq 0 \) for all \( t \in Z \) is equivalent to \( h(x(t)) \geq 0 \) for all \( t \in [T_1, T_2] \). In the left part of Figure 3, the function \( h(x(t)) \) is illustrated in black and we can conclude that the requirement is satisfied, i.e., \( c(x(t), t) \geq 0 \) for all \( t \in Z \).

To indicate whether or not a signal satisfies the constraint \( c(x(t), t) \geq 0 \) for all \( t \in Z \), we use the satisfaction function

\[
\beta^c : \mathfrak{H}(Z, \mathbb{R}^n) \to \{0, 1\}
\]

as

\[
\beta^c(x) := \begin{cases} 1 & \text{if } \inf_{t \in \mathbb{Z}} c(x(t), t) \geq 0 \\ 0 & \text{otherwise} \end{cases}
\]

In the right part of Figure 3, the constraint function \( h(x(t)) \) is illustrated in red and blue and we can conclude that the requirement is satisfied, i.e., \( c(x(t), t) \geq 0 \) for all \( t \in Z \).

**3.1 Synchronous Temporal Robustness**

Let us first focus on synchronous time shifts across all sub-signals, i.e., each \( x_{(i)}(t) \) in \( x(t) = (x_{(1)}(t), \ldots, x_{(n)}(t)) \) is shifted in time by the same amount. The **synchronous temporal robustness** is captured by the function \( \eta^s : \mathfrak{H}(Z, \mathbb{R}^n) \to \mathbb{Z} \) which we define as

\[
\eta^s(x) := \beta^c(x) \sup \{ r \in \mathbb{R} : |x(t) - x(t + r)| = \beta^c(x) \}
\]

where \( x_{(i)}(t) := x(t + k_i) \), which is equivalent to \( x \) shifted by \( k \) time units. Intuitively, \( \eta^s(x) \) quantifies the maximum amount by which we can synchronously shift \( x \) in time while retaining the same behavior as \( x \) with respect to the constraint \( c \). Note that \( \eta^s(x) \) is non-negative (non-positive) if \( \beta^c(x) \) is positive (negative) and that \( \eta^s(x) > 0 \) implies \( \beta^c(x) = 1 \) while \( \eta^s(x) < 0 \) implies \( \beta^c(x) = -1 \). The following result is a straightforward consequence of the definition of \( \eta^s(x) \).

**Corollary 1.** Let \( x : Z \to \mathbb{R}^n \) be a signal and \( c : \mathbb{R}^n \times Z \to \mathbb{R} \) be a constraint function. For \( x \in \mathbb{Z} \), it holds that

\[
|\epsilon| \leq |\eta^s(x)| \iff \beta^c(x) = \beta^c(x).
\]

**Example 2.** Let us continue with Example 1 and take a look again at Figure 3. The **synchronous temporal robustness** is \( \eta^s(x) = 12 \), i.e., \( x_{(1)} \) and \( x_{(2)} \) can be shifted synchronously by 12 time units while still satisfying the constraint \( c \). The middle part of Figure 3 shows the...
The interpretation of asynchronous temporal robustness is a consequence of this definition and we particularly use the behavior as the constraint function. For all $\xi \in \mathbb{Z}$, it holds that $\eta^c(x_\xi) \geq \eta^c(x) - |\xi|$. 

3.2 Asynchronous Temporal Robustness

Besides the notion of synchronous temporal robustness, one can think of a notion with asynchronous time shifts across all sub-signals, i.e., each $x_i(t)$ in $x(t) = (x_1(t), \ldots, x_n(t))$ is allowed to be shifted in time by a different amount as opposed to being shifted by the same amount. We capture the asynchronous temporal robustness by the function $\theta^c : \mathcal{A}(\mathbb{Z}, \mathbb{R}^n) \to \mathbb{R}$ which we define as $\theta^c(x) := \beta^c(\sup_{\tau \in \mathbb{N}} |x_{k_1}(\tau + \xi_1), \ldots, x_{k_n}(\tau + \xi_n)|)$. 

The interpretation of $\theta^c(x)$ is that it quantifies the amount by which we can asynchronously shift $x$ in time while retaining the same behavior as $x$ with respect to the constraint $c$. The next corollary is a consequence of this definition and we particularly use the notation $\xi := (\xi_1, \ldots, \xi_n)$ for $\xi_1, \ldots, \xi_n \in \mathbb{Z}$. 

**Corollary 2.** Let $x : \mathbb{Z} \to \mathbb{R}^n$ be a signal and $c : \mathbb{R}^n \times \mathbb{Z} \to \mathbb{R}$ be a constraint function. For $\xi_1, \ldots, \xi_n \in \mathbb{Z}$, it holds that

$$\max(|\xi_1|, \ldots, |\xi_n|) \leq |\theta^c(x)| \implies \beta^c(x_\xi) = \beta^c(x).$$

**Example 3.** Recall Example 1 and look again at Figure 3. The asynchronous temporal robustness is $\theta^c(x) = 3$, i.e., $x_{(1)}$ and $x_{(2)}$ can be shifted asynchronously by 3 time units while still satisfying the constraint $c$. The right part of Figure 3 shows the case where the signals are shifted by -4 and 3, respectively, so that the constraint $c$ is violated.

We next state a result that is similar to Lemma 1 but for the asynchronous temporal robustness. It establishes a worst case lower bound for $\theta^c(x_\xi)$ based on $\theta^c(x)$ and $\xi$.

**Lemma 2.** Let $x : \mathbb{Z} \to \mathbb{R}^n$ be a signal and $c : \mathbb{R}^n \times \mathbb{Z} \to \mathbb{R}$ be a constraint function. For all $\xi_1, \ldots, \xi_n \in \mathbb{Z}$, it holds that

$$\theta^c(x_\xi) \geq \theta^c(x) - \max(|\xi_1|, \ldots, |\xi_n|).$$

Some remarks are in place regarding the presented notions and computational aspects.

**Remark 1.** To calculate $\theta^c(x)$ and $\theta^c(x)$ in practice, we let $r \in \mathbb{N}$ be a bound on the maximum temporal robustness (in absolute value) that we are interested in. This allows us to replace the statement $\tau \in \mathbb{N}$ in the definitions of $\theta^c(x)$ and $\theta^c(x)$ by the statement $\tau \in [0, r]$. The complexity of calculating $\theta^c(x)$, measured in the number of shifted versions of $x$ that one may need to construct, scales polynomially with $r$ and is $O(r)$. In particular, at most $2r + 1$ shifted versions of $x$ need to be constructed. On the other hand, the complexity of $\theta^c(x)$ scales polynomially in $r$ and exponentially in the state dimension $n$ and is $O(r^n)$, i.e., at most $(2r + 1)^n$ shifted versions of $x$ need to be constructed.

**Remark 2.** There are various ways to reduce the complexity of calculating $\theta^c(x)$. First, observe that subsets of states of dynamical systems, e.g., position and velocity of a vehicle, are often subject to the same timing uncertainty. Under this assumption, we can group states in these subsets together and shift them synchronously which simplifies the calculation of $\theta^c(x)$. More explanation is provided Section 7. Second, a natural way to reduce the complexity in practice is to...
downsample the signal $x$. Third, depending on the coupling of states in $c(x(t), t)$ one may be able to decompose the calculation of $\theta^c(x)$ into smaller sub-problems that can be solved in parallel.

**Remark 3.** These notions of temporal robustness focus on shifts of $x$ in time, while one may also be interested in time scaling effects, e.g., $x(\tau \cdot t)$ for some $\tau \in \mathbb{N}$, which we are not considering in this paper.

We conclude this section by comparing the two presented definitions. The asynchronous temporal robustness $\theta^c(x)$ is sensitive to asynchronous time shifts and hence more general than the synchronous temporal robustness $\eta^c(x)$. The synchronous temporal robustness, however, is easier to compute as argued in Remark 1 and provides an upper bound to $\theta^c(x)$ as shown next.

**Corollary 3.** Let $x : \mathbb{Z} \to \mathbb{R}^n$ be a signal and $c : \mathbb{R}^n \times \mathbb{Z} \to \mathbb{R}$ be a constraint function. Then it holds that
\[
|\theta^c(x)| \leq |\eta^c(x)|.
\]

### 4 TEMPORAL ROBUSTNESS OF STOCHASTIC SIGNALS

So far, we evaluated the constraint function $c(x(t), t)$ over signals $x : \mathbb{Z} \to \mathbb{R}^n$. We are now interested in evaluating $c(X(t), t)$ over a stochastic process $X$. As $c$ is a measurable function and $X(t, \cdot)$ is a random variable, it follows that $c(X(t, \cdot), t)$ is a random variable. We next show that $\eta^c(X)$ and $\theta^c(X)$ are also random variables.

**Theorem 1.** Let $X : \mathbb{Z} \times \Omega \to \mathbb{R}^n$ be a discrete-time stochastic process and $c : \mathbb{R}^n \times \mathbb{Z} \to \mathbb{R}$ be a measurable constraint function. Then $\eta^c(X(\cdot, \omega))$ and $\theta^c(X(\cdot, \omega))$ are measurable in $\omega$, i.e., $\eta^c(X)$ and $\theta^c(X)$ are random variables.

In general, it is desirable if the distributions of $\eta^c(X)$ and $\theta^c(X)$ are concentrated around larger values to be robust with respect to time shifts in $X$. This is why we view $-\eta^c(X)$ and $-\theta^c(X)$ as cost random variables. Following this interpretation, we define the synchronous temporal robustness risk and the asynchronous temporal robustness risk by applying risk measures $\bar{R}$ to $-\eta^c(X)$ and $-\theta^c(X)$.

**Definition 1 (Synchronous and Asynchronous Temporal Robustness Risk).** Let $X : \mathbb{Z} \times \Omega \to \mathbb{R}^n$ be a discrete-time stochastic process and $c : \mathbb{R}^n \times \mathbb{Z} \to \mathbb{R}$ be a measurable constraint function. The synchronous temporal robustness risk is defined as
\[
\bar{R}(-\eta^c(X)),
\]
while the asynchronous temporal robustness risk is defined as
\[
\bar{R}(-\theta^c(X)).
\]

The previous definitions quantify the risk of the stochastic process $X$ to not satisfy the constraint $c$ robustly with respect to synchronous and asynchronous time shifts in $X$. Note particularly that $\bar{R}(-\eta^c(X)) < 0$ and $\bar{R}(-\theta^c(X)) < 0$ can be given a sound interpretation, e.g., for the value-at-risk $\text{VaR}_\beta$ at level $\beta$ (the $1 - \beta$ worst case quantile) the interpretation is that at most $1 - \beta$ percent of the realizations of $X$ violate the constraint $c$.

We next analyze the properties of the synchronous and the asynchronous temporal robustness risks. For $d \in \mathbb{N}$ and a shift random variable $\xi \in \bar{\mathcal{H}}(\Omega, [-d, d])$, let us now define the time shifted version $X_{\xi}$ of $X$ in analogy to $x_{\xi}$ from the previous section as
\[
X_{\xi}(t, \omega) := X(t + \xi(\omega), \omega).
\]
In other words, $X_{\xi}$ is equivalent to the stochastic process $X$ synchronously shifted in time by the shift random variable $\xi$. The meaning of the synchronous temporal robustness risk with respect to the shift random variable $\xi$ is shown in the next result.

**Theorem 2.** Let $X : \mathbb{Z} \times \Omega \to \mathbb{R}^n$ be a discrete-time stochastic process and $c : \mathbb{R}^n \times \mathbb{Z} \to \mathbb{R}$ be a measurable constraint function. Let the risk measure $\bar{R}$ be monotone and translationally invariant. For $d \in \mathbb{N}$ and a shift random variable $\xi \in \bar{\mathcal{H}}(\Omega, [-d, d])$, it holds that
\[
\bar{R}(-\eta^c(X_{\xi})) \leq \bar{R}(-\eta^c(X)) + d.
\]

The synchronous temporal robustness risk $\bar{R}(-\eta^c(X_{\xi}))$ of $X_{\xi}$ can hence not exceed the sum of the synchronous temporal robustness risk $\bar{R}(-\eta^c(X))$ of $X$ and the bound $d$ of the shift random variable $\xi$. Importantly, Theorem 2 tells us that
\[
\bar{R}(-\eta^c(X)) < 0 \implies \bar{R}(-\eta^c(X_{\xi})) < 0
\]
for all $\xi \in \bar{\mathcal{H}}(\Omega, [-d, d])$ where $d$ is such that $d < \bar{R}(-\eta^c(X))$. The next corollary specializes Theorem 2 to deterministic $\xi_1, \ldots, \xi_n$.

**Corollary 4.** Under the conditions of Theorem 2 and for $\xi \in \mathbb{Z}$, it holds that
\[
\bar{R}(-\eta^c(X_{\xi})) \leq \bar{R}(-\eta^c(X)) + |\xi|.
\]

Similar results and interpretations can be obtained for the asynchronous robustness risk. For $d \in \mathbb{N}$ and shift random variables $\xi_1, \ldots, \xi_n \in \mathcal{H}(\Omega, [-d, d])$, define next $X_{\xi}$ in analogy to $x_{\xi}$ from the previous section as
\[
X_{\xi}(t, \omega) := (X(t_1(\omega), \omega), \ldots, X(t_n(\omega), \omega)).
\]

We can now present the analogous result of Theorem 2.

**Theorem 3.** Let $X : \mathbb{Z} \times \Omega \to \mathbb{R}^n$ be a discrete-time stochastic process and $c : \mathbb{R}^n \times \mathbb{Z} \to \mathbb{R}$ be a measurable constraint function. Let the risk measure $\bar{R}$ be monotone and translationally invariant. For $d \in \mathbb{N}$ and shift random variables $\xi_1, \ldots, \xi_n \in \bar{\mathcal{H}}(\Omega, [-d, d])$, it holds that
\[
\bar{R}(-\theta^c(X_{\xi})) \leq \bar{R}(-\theta^c(X)) + d.
\]

The asynchronous temporal robustness risk $\bar{R}(-\theta^c(X_{\xi}))$ of $X_{\xi}$ can hence not exceed the sum of the asynchronous temporal robustness risk $\bar{R}(-\theta^c(X))$ of $X$ and the bound $d$ of the shift random variables $\xi$. Importantly, Theorem 3 now tells us that
\[
\bar{R}(-\theta^c(X)) < 0 \implies \bar{R}(-\theta^c(X_{\xi})) < 0
\]
for all $\xi_1, \ldots, \xi_n \in \mathcal{H}(\Omega, [-d, d])$ where $d$ is such that $d < \bar{R}(-\theta^c(X))$. The next corollary specializes Theorem 3 to deterministic $\xi_1, \ldots, \xi_n$.

**Corollary 5.** Under the conditions of Theorem 3 and for $\xi_1, \ldots, \xi_n \in \mathbb{Z}$, it holds that
\[
\bar{R}(-\theta^c(X_{\xi})) \leq \bar{R}(-\theta^c(X)) + \max(|\xi_1|, \ldots, |\xi_n|).
\]

### 5 THE STL TEMPORAL ROBUSTNESS RISK

We now extend the notion of synchronous and asynchronous temporal robustness to general specifications formulated in signal temporal logic (STL) introduced in [32]. STL specifications are constructed...
from predicates $\mu : \mathbb{R}^n \to \{0, 1\}$. Typically, these predicates are defined via predicate functions $h : \mathbb{R}^n \to \mathbb{R}$ as

$$\rho(\zeta) := \begin{cases} 1 & \text{if } h(\zeta) \geq 0 \\ -1 & \text{otherwise} \end{cases}$$

for $\zeta \in \mathbb{R}^n$. The syntax of STL is then recursively defined as

$$\phi := \top \lor \bot \lor (\phi \land \phi') \lor (\phi' \land \phi') \lor (\phi' \lor \phi')$$

where $\top$ is the logical true element, $\phi'$ and $\phi''$ are STL formulas and where $U_l$ is the future until operator with $I \subseteq \mathbb{R}_{\geq 0}$, while $\overline{U_l}$ is the past until-operator. The operators $\land$ and $\lor$ encode negation and conjunction. One can further define the operators $\phi' \lor \phi'' := \lnot(\lnot\phi \land \lnot\phi'' \land\land\lnot\phi')$ (disjunction), $F_l\phi := \top U_l\phi$ (future eventually), $F_l\phi := \top U_l\phi$ (past eventually), $G_l\phi := \lnot F_l\phi$ (future always), $\overline{G_l}\phi := \lnot F_l\phi$ (past always).

**Semantics.** We now define the satisfaction function $\beta^\phi : \mathbb{R}(\mathbb{R}^n \times \mathbb{R}) \to \{0, 1\}$. In particular, $\beta^\phi(x, t) = 1$ indicates that the signal $x$ satisfies the formula $\phi$ at time $t$, while $\beta^\phi(x, t) = -1$ indicates that $x$ does not satisfy $\phi$ at time $t$. Following [32], the semantics $\beta^\phi(x, t)$ of an STL formula $\phi$ are inductively defined as

$$\beta^\top(x, t) := 1,$$

$$\beta^\bot(x, t) := \begin{cases} 1 & \text{if } h(x(t)) \geq 0 \\ -1 & \text{otherwise} \end{cases}$$

$$\beta^{\neg \phi}(x, t) := \neg \beta^\phi(x, t),$$

$$\beta^{\phi \land \phi'}(x, t) := \min(\beta^\phi(x, t), \beta^\phi'(x, t)),$$

$$\beta^{\phi' \lor \phi''}(x, t) := \sup_{t' \in (\{i \in t\} \cap \mathbb{R})} \left(\min(\beta^\phi(x, t'''), \inf_{t' \in [t', t]} \beta^\phi(x, t'))\right),$$

$$\beta^{U_l\phi}(x, t) := \sup_{t' \in (\{i \in t\} \cap \mathbb{R})} \left(\min(\beta^\phi(x, t'''), \inf_{t' \in [t', t]} \beta^\phi(x, t'))\right)$$

where $\lor$ and $\land$ denote the Minkowski sum operator and the Minkowski difference operator, respectively.

**STL Temporal Robustness.** Besides calculating $\beta^\phi(x, t)$ to determine satisfaction of $\phi$ by $x$ at time $t$, one can again calculate how robustly $x$ satisfies $\phi$ at time $t$ with respect to synchronous and asynchronous time shifts in $x$. The **synchronous STL temporal robustness** at time $t$ is

$$\eta^\phi(x, t) := \beta^\phi(x, t) \sup_{\tau \in \mathbb{N}} [\forall \kappa \in [-\tau, \tau], \beta^\phi(x, t) = \beta^\phi(x, t)]$$

while the **asynchronous STL temporal robustness** at time $t$ is

$$\theta^\phi(x, t) := \beta^\phi(x, t) \sup_{\tau \in \mathbb{N}} [\forall \kappa_1, \ldots, \kappa_N \in [-\tau, \tau], \beta^\phi(x, t) = \beta^\phi(x, t)].$$

For a fixed $t$, one can easily show that the same results presented for $\eta^\phi(x, t)$ in Corollaries 1 and 2 also hold for $\eta^\phi(x, t)$ and $\theta^\phi(x, t)$, respectively.

**Corollary 6.** Let $x : \mathbb{R}^n \to \mathbb{R}^n$ be a signal and $\phi$ be an STL formula. For $\xi \in \mathbb{R}$, it holds that

$$|\xi| \leq |\eta^\phi(x, t)| \implies \beta^\phi(x, t) = \beta^\phi(x, t).$$

Furthermore, for $\xi_1, \ldots, \xi_n \in \mathbb{R}$ it holds that

$$\max(|\xi_1|, \ldots, |\xi_n|) \leq |\theta^\phi(x, t)| \implies \beta^\phi(x, t) = \beta^\phi(x, t).$$

**Remark 4.** The synchronous and asynchronous STL temporal robustness differ from the temporal robustness defined in [14]. We consider time shifts in $x$ over $\phi$ via $\beta^\phi(x, t)$ instead of time shifts in $x$ over each predicate $\mu$ in $\phi$ via $\beta^\phi(x, t)$. This enables Corollary 6 which does not hold for the definition in [14].

**STL Temporal Robustness Risk.** We now interpret the STL formula $\phi$ over the stochastic process $X$ instead of a deterministic signal $x$. In [29, Theorem 1], it was shown that $\beta^\phi(X, t)$ is a random variable. As in Theorem 1, it can hence be shown that $\eta^\phi(X, t)$ and $\theta^\phi(X, t)$ are random variables.

**Definition 2 (Synchronous and Asynchronous STL Temporal Robustness Risk).** Let $X : \mathbb{R} \times \Omega \to \mathbb{R}^n$ be a discrete-time stochastic process and $\phi$ be an STL formula. The synchronous STL temporal robustness risk is defined as

$$R(-\eta^\phi(X, t)),$$

while the asynchronous STL temporal robustness risk is defined as

$$R(-\theta^\phi(X, t)).$$

The following result can be derived similarly to the results in Sections 4 and is stated without a proof.

**Theorem 4.** Let $X : \mathbb{R} \times \Omega \to \mathbb{R}^n$ be a discrete-time stochastic process and $\phi$ be an STL formula. Let the risk measure $R$ be monotone and translationally invariant. For $d \in \mathbb{N}$ and a shift random variable $\xi \in \mathbb{R}(\Omega, [-d, d])$, it holds that

$$R(-\eta^\phi(X, t)) \leq R(-\eta^\phi(X, t) + d).$$

For shift random variables $\xi_1, \ldots, \xi_n \in \mathbb{R}(\Omega, [-d, d])$, it holds that

$$R(-\theta^\phi(X, t) \leq R(-\theta^\phi(X, t) + d).$$

**6 ESTIMATION OF THE TEMPORAL ROBUSTNESS RISK FROM DATA**

Motivated by recent interest in data-driven verification, we show how the temporal robustness risk $R(-\eta^\phi(X, t))$ and $R(-\theta^\phi(X, t))$ as well as the STL temporal robustness risk $R(-\eta^\phi(X, t))$ and $R(-\theta^\phi(X, t))$ can be estimated from data. Let us, for convenience, define a random variable $Z$ that corresponds to $X \cap \{\xi \in \mathbb{R}(\mathbb{R}^n) \mid \sup_{(i, t) \in \mathbb{R}^n} \beta^\phi(x, t) \leq \beta^\phi(x, t)\}$ depending on the case of interest. For further convenience, let us define the tuple

$$Z := (Z_1, \ldots, Z_N)$$

where again depending on the case of interest

$$Z_1 \in \{\eta^\phi(X, t), -\theta^\phi(X, t), -\theta^\phi(X, t), -\theta^\phi(X, t)\}$$

and where $X_1, \ldots, X_N$ are $N$ observed realizations of $X$. Without loss of generality, assume that the tuple $Z$ is sorted in increasing order, i.e., $Z_{i+1} \leq Z_{i+1}$ for each $i \in \{1, \ldots, N - 1\}$. We consider the value-at-risk (VaR) as a risk measure. For a level of $\beta \in (0, 1)$, recall that $VaR_{\beta}(Z) := \inf_{\alpha \in \mathbb{R}} \{F_Z(\alpha) \geq \beta\}$. Note now that the distribution function $F_Z$ is discontinuous as we consider discrete-time stochastic processes $X$. To estimate $VaR_{\beta}(Z)$, we use [34, Lemma 3] to be able to deal with discontinuous distribution functions $F_Z$ using order statistics. The following result follows from [34, Lemma 3] and is stated without proof.
Proposition 1. Let $\delta \in (0, 1)$ be a failure probability, $\beta \in (0, 1)$ be a risk level, and $\gamma := \sqrt{\ln(2/\beta)/2N}$ be such that $\gamma \leq \min(\beta, 1-\beta)$. Then, with probability of at least $1-\delta$, it holds that

$$\var_R(Z) \leq \var_{\bar{R}}(Z) \leq \var_{\bar{R}}(Z),$$

where the upper and lower bounds are defined as

$$\var_{\bar{R}}(Z) := \mathbb{Z}^{\lceil N(\beta+\gamma) \rceil},$$

$$\var_{\bar{R}}(Z) := \mathbb{Z}^{\lceil N(\beta-\gamma) \rceil}.$$

In case that $Z$ is a random variable with bounded support, we can derive similar estimators as in Proposition 1 for the conditional value-at-risk, see e.g., [45], which is omitted here for brevity.

7 CASE STUDIES

We present two case studies in this section. The first case study considers a T-intersection in a cooperative driving scenario with a constraint function encoding collision avoidance at the intersection. The second case study considers two mobile robots under an STL specification encoding servicing tasks. Our code is available at https://tinyurl.com/temporalrob and animations of the two case studies can be found at https://tinyurl.com/temporalism.

7.1 Cooperative Driving at a T-Intersection

This example is inspired by the Grand Cooperative Driving Challenge that aimed at communication-enabled cooperative autonomous driving [16]. We consider a T-intersection scenario where timing uncertainty, e.g., resulting from communication delays or communication errors caused by malfunctioning communication protocols, may lead to a violation of the specification.

Particularly, consider three cars at a T-intersection as illustrated in Figure 1. At time $t = 0$, each car is supposed to transmit their estimated positions. The green vehicle is non-cooperative, e.g., a human driver, while the blue and red vehicles are cooperative in the sense that they adjust their speeds based on the transmitted information to avoid collisions. For an intersection of size $\epsilon_1 := 10$ and a minimum safety distance of $\epsilon_2 := 15$, the safety specification is based upon

$$h_1(x) := \epsilon_1 - \|x_{\text{green}}\|,$$

$$h_2(x) := \|x_{\text{green}} - x_{\text{red}}\| - \epsilon_2,$$

$$h_3(x) := \|x_{\text{green}} - x_{\text{blue}}\| - \epsilon_2.$$

When $h_1(x) \geq 0$, the green car is within $\epsilon_1$ radius of the intersection, while $h_2(x) \geq 0$ and $h_3(x) \geq 0$ indicate that a minimum safety distance of $\epsilon_2$ is violated between cars. We consider the Boolean specification

$$(h_1(x) \geq 0) \implies [(h_2(x) \geq 0) \land (h_3(x) \geq 0)]$$

which is expressed by the constraint function $c(x, t) := \max(-h_1(x), \min(h_2(x), h_3(x))).$

Let us assume initial positions of $x_{\text{green}}(0) := (-5, 300), x_{\text{red}}(0) := (300, 5),$ and $x_{\text{blue}}(0) := (-300, -5).$ We have two scenarios $S_1$ and $S_2.$ In both $S_1$ and $S_2,$ the non-collaborative car is driving with velocity $v_{\text{green}} := 15.$ In $S_1,$ let $v_{\text{red}} := 12$ and $v_{\text{blue}} := 18$ so that first the blue, then the green, and then the red car pass the intersection. In $S_2,$ let $v_{\text{red}} := 18$ and $v_{\text{blue}} := 12$ so that first the red, then the green, and then the blue car pass the intersection. Note that we have chosen a simulation horizon of 60 time units and a time discretization of 0.1.$^5$ In both scenarios, we have $\beta(\epsilon_1) := 1$, i.e., the specification is satisfied, and $\eta^c(\epsilon_1) = +\infty$ for the synchronous temporal robustness. The asynchronous temporal robustness, however, is $\theta^c(\epsilon_1) = 10$ in $S_1$ and $\theta^c(\epsilon_1) = 8$ in $S_2.$ This indicates that scenario $S_1$ is preferable from a temporal robustness point of view. Interestingly, the spatial robustness, here defined as $\inf_{t \in \mathbb{Z}} c(x(t), t)$, is 8.5 in $S_1$ and 16.87 in $S_2$ indicating that $S_2$ is preferable. This example highlights the difference between temporal and spatial robustness.

7.1.1 Communication Delays. Let us first model communication delays and errors. Let there be the initial time of each car be random, i.e., let $x_{\text{green}}(t_0^b) := (-5, 300), x_{\text{red}}(t_0^b) := (300, 5),$ and $x_{\text{blue}}(t_0^b) := (-300, -5)$ where $t_0^b,$ $t_0^g,$ and $t_0^b$ are uniformly distributed within the interval $[-d, d] \subseteq \mathbb{Z}.$ We consider the cases $d \in \{0, 8, 10, 12\},$ set $\delta := 0.01$ and $Z := -\theta^c(X),$ and collected $N := 10000$ realizations of $X.$ We additionally calculate estimates of the conditional value-at-risk based on [37], denoted by $\overline{\nu R}_{\beta}(Z).$

The numerical results for these risk measures are shown in Table 1, while Figure 4 shows the histograms of $-\theta^c(X).$ We make the following observations:

- As lower values of $R(-\theta^c(X))$ imply less risk, scenario $S_1$ is preferable across all considered risk measures. This illustrates how the temporal robustness risk can be used to make risk-aware decisions.
- With $S_1$ and $d = 0,$ we have that $R(-\theta^c(X)) = -10.$ By Theorem 3, we expect $R(-\theta^c(X)) \leq 0$ for $S_1$ and $d = 10.$ Indeed, this is shown empirically in the table below. Similarly, as $R(-\theta^c(X)) = -8$ for $S_2$ and $d = 0,$ it holds that $R(-\theta^c(X)) \leq 0$ for $S_2$ and $d = 8.$
- The upper and lower bounds $\overline{\nu R}_\beta$ and $\var_{\bar{R}}$ are tight and provide a good approximation of $\var_{\bar{R}}.$
- The last column shows $\# := \sum_{i=1}^{N} I(\beta(X_i) = -1),$ i.e., the number of realizations that violate $c.$ Note that the numbers are in line with Corollary 2 and the interpretation of VaR.

| Risk | $\overline{\nu R}_{0.95}$ | $\overline{\nu R}_{0.99}$ | $\overline{\nu R}_{0.95}$ | $\overline{\nu R}_{0.99}$ | $\overline{\nu R}_{0.95}$ | $\overline{\nu R}_{0.99}$ | $\overline{\nu R}_{0.95}$ | $\overline{\nu R}_{0.99}$ |
|------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| $S_1,$ $d = 0$ | -10 | -10 | -10 | -10 | -10 | 0 |
| $S_1,$ $d = 8$ | -4 | -5 | -4 | -3 | -4 | 0 |
| $S_1,$ $d = 10$ | -3 | -4 | -1 | -3 | -2 | 4 |
| $S_1,$ $d = 12$ | -1 | -2 | 0 | -1 | -0.8 | 57 |
| $S_2,$ $d = 0$ | -8 | -8 | -8 | -8 | -8 | 0 |
| $S_2,$ $d = 8$ | -2 | -3 | -1 | -2 | -2 | 0 |
| $S_2,$ $d = 10$ | -1 | -2 | 0 | -1 | -0.5 | 78 |
| $S_2,$ $d = 12$ | 0 | 1 | 2 | 0 | 0.5 | 404 |

$^5$To obtain signals that are defined on $\mathbb{Z},$ we extend all simulated trajectories that are defined on the interval $[0, 60]$ to the left and right with the corresponding left and right endpoints of the trajectory.

$^6$Note that $\overline{E}$ and $\overline{\nu R}$ are estimates and not an upper bound like $\var_{\bar{R}}.$
7.1.2 Communication Delays and Control Disturbances. Usually, the cruise controller of a car is not exact. We model such errors by adding Gaussian distributed noise to \( v \) by adding Gaussian distributed noise to the cruise controller of a car is not exact. We model such errors in case of uncertainty in the cruise controllers. Additionally, Figure 5 shows the histograms of \( -\theta^c(X) \) where the velocity of each car is affected by additive Gaussian noise with variance \( 0.3^2 \) while the initial times of the red, green, and blue car are \(-5, 5, \) and \( 2 \), respectively.

This is confirmed by the number of realizations that violate \( c \) in the rightmost column of the table and denoted by \#.

So far, only the velocities were affected by noise in this subsection. To utilize the obtained information in terms of Corollary 5, we consider the starting times \( t_0^r := -5, t_0^g := 5, \) and \( t_0^b := 2 \). The results for \( -\theta^c(X) \), aligning with Corollary 5, are shown in Table 3.

Table 3: Risk estimates of \( -\theta^c(X) \) where the velocity of each car is affected by additive Gaussian noise with variance \( 0.3^2 \).

| Risk | \( VaR_{0.85} \) | \( VaR_{0.9} \) | \( VaR_{0.95} \) | \( VaR_{0.98} \) | # |
|------|-----------------|-----------------|-----------------|-----------------|---|
| \( S_1 \)        | -6              | -5              | -3              | 0               | 20 |
| \( S_2 \)        | -9              | -8              | -4              | -2              | 1  |
| \( S_1 \)        | -9              | -8              | -7              | -5              | 1  |

7.2 Cooperative Servicing

Consider two mobile robots employed in a cooperative servicing mission, see Figure 6 for an overview. The robots operate in a two-dimensional workspace and are described by the state \( x(i) \) consisting of its position \( p_i \) and its velocity \( v_i \), i.e., \( x(i) := (p_i, v_i) \in \mathbb{R}^2 \) for robot \( i \). The state \( x := (x(1), x(2)) \) is driven by discrete-time double integrator dynamics

\[
x(i)(t + 1) := Ax(i)(t) + Bu_i(t)
\]

where \( u_i : \mathbb{N} \to \mathbb{R}^2 \) is the control input and where \( A \) and \( B \) are the discretized system and input matrices for two-dimensional double
The first line (2a) encodes a sequencing task, i.e., eventually within 1 time unit either robot 1 or robot 2 is in region $A$, followed by eventually within [1,5] time units either robot 1 or robot 2 is again in region $A$. The second line (2b) encodes that eventually within [1,6] time units both robots meet in region $B$. The third line (2c) encodes that both robots eventually within 2 time units visit the charging areas for at least 0.5 time units.

We now delay the initial time of each robot by $d_i$; i.e., each time unit consists of $s_1$ time steps and $s_2$ time units. Note here that similar general observation as in the T-intersection scenario can be made, i.e., lower risks are preferable so that naturally the cases with lower $\lambda_i$ are preferable. The results for $\theta^\phi(X,0)$ are presented in Table 5.

| Risk | $\mathcal{V}aR_{0.85}$ | $\mathcal{V}aR_{0.9}$ | $\mathcal{V}aR_{0.95}$ | $\mathcal{V}aR_{0.98}$ | # |
|------|-----------------|-----------------|-----------------|-----------------|---|
| $\lambda_1 = \lambda_2 = 1$ | -7 | -7 | -7 | -6 | 0 |
| $\lambda_1 = \lambda_2 = 3$ | -5 | -5 | -4 | -2 | 1 |
| $\lambda_1 = \lambda_2 = 5$ | -3 | -2 | -1 | 1 | 139 |
| $\lambda_1 = 7$ | 0 | 1 | 4 | 1002 |
| $\lambda_1 = 1, \lambda_2 = 5$ | -7 | -7 | -7 | -6 | 9 |
| $\lambda_1 = 5, \lambda_2 = 1$ | -3 | -2 | -1 | 1 | 137 |

Table 5: Risk estimates of $-\theta^\phi(X,0)$ where the initial time of each robot is Poisson distributed with parameters $\lambda_i$.

8 CONCLUSION

This paper studied temporal robustness of stochastic signals. We presented notions of temporal robustness for deterministic and stochastic signals. Our framework estimates the risk associated with a stochastic signal to not satisfy a specification robustly in time. We particularly permit general forms of risk measures to enable an axiomatic risk assessment. Case studies complemented the theoretical results highlighting the importance in applications and for risk-aware decision making and system verification.
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A PROOF OF LEMMA 1

Assume that the synchronous temporal robustness is such that \( |\eta^c(x)| = \zeta \geq 0 \). By Corollary 1, it follows that
\[
\forall x \in [-\zeta, \zeta], \quad \beta^c(x) = \beta^c(x).
\]

Now, take any \( \xi \in \mathbb{Z} \). By definition, we have
\[
\eta^c(\xi) := \beta^c(\xi) \sup \{x \in \mathbb{N} | x \in [-r, r], \beta^c(\xi + x) = \beta^c(\xi) \}.
\]

(3)

First, assume that \( \beta^c(\xi) = 1 \) so that \( |\eta^c(\xi)| = 0 \).

- For \( |\eta^c| > \xi \), it trivially follows that \( |\eta^c(x)| \geq 0 \), \( |\eta^c(x)| \geq |\eta^c| - \xi | \).
- For \( |\eta^c| + \xi \), it holds that \( \beta^c(x + 1) = 1 \) due to (3).

From (3) it follows that \( \forall x \in [-\zeta, \zeta], \beta^c(\xi + x) = \beta^c(\xi) \) since \( \kappa + \xi \in [-\zeta + |\xi|, \zeta + |\xi|] \subset [-\zeta, \zeta] \). Together with the definition of \( \eta^c(x) \) in (4) this leads to \( \eta^c(\xi) \geq \zeta + |\zeta| \geq |\eta^c(\xi)| = \zeta \).

Next, assume that \( \beta^c(\xi) = -1 \) so that \( |\eta^c(\xi)| = 0 \).

- For \( \beta^c(x) = 1 \), we have \( \eta^c(\xi) = \zeta \). This implies \( \forall x \in [-\zeta, \zeta], \beta^c(\xi + x) = 1 \) by (3) so that, as we assume \( \beta^c(\xi) = 1 \), it has to hold that \( |\eta^c| > |\zeta| \). Note that there exists a \( k \) with \( |\zeta| = |\zeta| - |\xi| \) so that \( |\zeta + |\xi|| = \zeta \) and for which hence \( \beta^c(\xi + |\zeta|) = 1 \) so that \( \eta^c(x) \geq -|(|\xi| - |\zeta|) - 1 | \geq -|(|\xi| - |\zeta|) = \eta^c(\xi) \).

- For \( \beta^c(x) = -1 \), note that there exists \( \zeta + k \in -\zeta + \frac{1}{2} \), where \( |\zeta + k| = \zeta \) and \( \eta^c(x) \geq \eta^c(\xi) \).

B PROOF OF LEMMA 2

The proof follows similarly to the proof of Lemma 1. Assume that the asynchronous temporal robustness is such that \( |\delta(x)| = \zeta \geq 0 \). By Corollary 2, it follows that
\[
\forall x_0, \ldots, x_n \in [-\zeta, \zeta], \beta^c(x) = \beta^c(x).
\]

(5)

\( \delta \) is the intution of \( \kappa \) here that one can shift \( x \) to \( y \) by \(-\xi \) shifts first. Then there has to exist a shift \( b \in [0, x] \) so that \( \beta^c(x + |\zeta|) = 1 \).
Now, take any \( \xi_1, \ldots, \xi_n \in \mathbb{Z} \). By definition, we have

\[
\theta^\ast(x_{\xi}) := \beta^\ast(x_{\xi}) \sup_{\tau \in \mathbb{N} \setminus \{\xi_1, \ldots, \xi_n\} \in \mathbb{N} \setminus \{\tau, \tau\}, \beta^\ast(x_{\xi+k}) = \beta^\ast(x_{\xi})}
\]

where \( \xi + k := (\xi_1 + k_1, \ldots, \xi_n + k_n) \). For brevity, let us also denote \( \xi^* := \max(\xi_1, \ldots, \xi_n) \).

First, assume that \( \beta^\ast(x_{\xi+\xi}) = 1 \) so that \( \theta^\ast(x_{\xi}) \leq 0 \).

- For \( \xi^* > \xi \), it trivially follows that \( \theta^\ast(x_{\xi}) \geq 0 > \xi - \xi^* \geq \theta^\ast(x) - \xi^* \).

- For \( \xi^* \leq \xi \), it holds that \( \beta^\ast(x) = \beta^\ast(x_{\xi}) = 1 \) due to (5). From (5) it follows that \( \forall k \in [-\xi + \xi^*, -\xi + \xi^*] \), \( \beta^\ast(x_{\xi+k}) = \beta^\ast(x_{\xi}) \) since \( \xi_1 + k \in [-\xi_1 + \xi^*, \xi_1 + \xi^*] \leq [-\xi, \xi] \).

Together with the definition of \( \beta^\ast(x_{\xi}) \) in (6) this leads to \( \theta^\ast(x_{\xi}) \geq \xi - \xi^* \geq \theta^\ast(x) - \xi^* \).

Next, assume that \( \beta^\ast(x_{\xi}) = -1 \) so that \( \theta^\ast(x_{\xi}) \leq 0 \).

- For \( \beta^\ast(x) = 1 \), we have \( \theta^\ast(x) = \xi^* \geq 0 \). This implies that \( \forall k \in [-\xi^* - \xi^*], \beta^\ast(x_{\xi+k}) = 1 \) by (5) so that, as we assume \( \beta^\ast(x_{\xi+\xi}) = -1 \), it has to hold that \( \xi^* > \xi \).

Note that there exists \( k \in [-\xi^* - \xi^*] \) for which \( \xi_1 + k \in [-\xi_1 + \xi^*, \xi_1 + \xi^*] \) and for which hence \( \beta^\ast(x_{\xi+k}) = 1 \) so that \( \theta^\ast(x_{\xi}) = (|\xi^* - \xi| - 1) \geq -(\xi^* - \xi) = \theta^\ast(x) - \xi^* \).

- For \( \beta^\ast(x) = -1 \), note that there exists \( k_1 \in -a_i + b_i \pm 1 \) where \( |a_i| \leq \xi^* \) such that \( \beta^\ast(x_{\xi+k}) = -1 \) so that \( \theta^\ast(x_{\xi}) \leq -\xi^* = \theta^\ast(x) - \xi^* \).

In conclusion, \( \theta^\ast(x_{\xi}) \geq 0 \).

\[ \boxed{\theta^\ast(x_{\xi}) \geq 0} \]

**C. PROOF OF COROLLARY 3**

Assume that the asynchronous temporal robustness is such that \( |\theta^\ast(x) = \xi^* \geq 0 \). By Corollary 2, we again have that (5) holds. Therefore, \( \beta^\ast(x_{\xi}) = \beta^\ast(x) \) if \( \xi_1 = \ldots = \xi_n \) and \( \xi_1 \in [-\xi, \xi] \). Consequently, it holds \( \beta^\ast(x_{\xi}) = \beta^\ast(x) \) for all \( \xi \in [-\xi, \xi] \). By the definition of \( \eta^\ast(x) \), it follows that \( |\eta^\ast(x) | \geq \xi^* = |\theta^\ast(x)| \).

**D. PROOF OF THEOREM 1**

**Step 1 - Measurability of \( \beta^\ast(X(\xi), \omega) \):** Recall that

\[
\beta^\ast(X(\xi), \omega) = \begin{cases} 1 & \text{if } \inf_{t \in \mathbb{Z}} c(X(t, \omega), t) \geq 0 \\ -1 & \text{otherwise} \end{cases}
\]

where \( c(X(\cdot), t) \) is a random variable as noted before, i.e., the function \( c(X(t, \omega), t) \) is measurable in \( \omega \) for each fixed \( t \in \mathbb{Z} \). It holds that \( \inf_{t \in \mathbb{Z}} c(X(t, \omega), t) \) is measurable in \( \omega \) as the infimum over a countable number of measurable functions is again measurable, see e.g., [20, Theorem 4.27]. Note next that the characteristic function of a measurable set is measurable again (see e.g., [15, Chapter 1.2]) so that \( \beta^\ast(X(\xi), \omega) \) is measurable in \( \omega \).

**Step 2 - Measurability of \( \eta^\ast(X(\xi), \omega) \):** First, let \( X_\kappa(t, \omega) := X(t + \kappa, \omega) \) in direct analogy to \( X_\kappa \) defined previously. It holds that \( X_\kappa(t, \omega) \) is measurable in \( \omega \) since \( X(t + \kappa, \omega) \) is measurable in \( \omega \). Recall that

\[
\eta^\ast(X(t, \omega)) := \beta^\ast(X(t, \omega)) \sup_{\tau \in \mathbb{N} \setminus [-\tau, \tau]} \beta^\ast(X(t, \omega))
\]

Next, let us rewrite the supremum within the previous expression as \( \sup_{\tau \in \Omega} g_\tau(X(t, \omega)) \) where each \( g_\tau(X(t, \omega)) \) is such that

\[
g_\tau(X(t, \omega)) = \begin{cases} \tau & \text{if } \forall \kappa \in [-\tau, \tau], \beta^\ast(X_\kappa(t, \omega)) = \beta^\ast(X(t, \omega)) \\ 0 & \text{otherwise} \end{cases}
\]

In particular, the function \( g_\tau \) is equivalent to

\[
g_\tau(X(t, \omega)) = \begin{cases} \tau & \text{if } \sum_{\kappa=-\tau}^{\tau} |\beta^\ast(X_\kappa(t, \omega)) - \beta^\ast(X(t, \omega))| = 0 \\ 0 & \text{otherwise} \end{cases}
\]

Since \( \sum_{\kappa=-\tau}^{\tau} |\beta^\ast(X_\kappa(t, \omega)) - \beta^\ast(X(t, \omega))| \) is measurable in \( \omega \) and since the characteristic function of a measurable set is again measurable, it holds that \( g_\tau(X(t, \omega)) \) is measurable in \( \omega \). It follows that \( \tau \in \Omega \) is measurable in \( \omega \) as the supremum over a countable number of measurable functions is measurable, see e.g., [20, Theorem 4.27]. It consequently holds that \( \eta^\ast(X(t, \omega)) \) is measurable in \( \omega \).

**Step 3 - Measurability of \( \beta^\ast(X(\xi), \omega) \):** Measurability of \( \beta^\ast(X(\xi), \omega) \) can be shown similarly to measurability of \( \eta^\ast(X(\xi), \omega) \) by changing the definition of \( g_\tau \) to include a nested sum over \( \kappa_1, \ldots, \kappa_n \).

**E. PROOF OF THEOREM 2**

Every realization \( X(\xi), \omega \) for \( \omega \in \Omega \) leads to a synchronous temporal robustness \( \eta^\ast(X(\xi), \omega) \). Additionally, every realization \( \xi(\omega) \) for \( \omega \in \Omega \) leads to a synchronous temporal robustness \( \eta^\ast(X(\xi(\omega)), \omega) \).

According to Lemma 1 and since \( |\xi(\omega)| \leq d \), it holds that

\[
\eta^\ast(X(\xi(\omega)), \omega) \geq \eta^\ast(X(\xi, \omega)) \geq \eta^\ast(X(\xi, \omega)) - d
\]

so that \( \eta^\ast(X(\xi(\omega)), \omega) \leq \eta^\ast(X(\xi, \omega)) + d \). As \( R \) is monotone and translationally invariant, it follows that

\[
R(\eta^\ast(X(\xi(\omega)), \omega)) \leq R(\eta^\ast(X(\xi, \omega))) = R(\eta^\ast(X(\xi, \omega))) + d
\]

**F. PROOF OF THEOREM 3**

The proof follows similarly to the proof of Theorem 2. According to Lemma 2 and as \( \max(|\xi_1(\omega)|, \ldots, |\xi_n(\omega)|) \leq d \), it holds that

\[
\theta^\ast(X_{\xi}(\omega)) \geq \theta^\ast(X_{\xi}, \omega) - d
\]

so that \( -\theta^\ast(X_{\xi}(\omega)) \leq -\theta^\ast(X_{\xi}, \omega) + d \). As \( R \) is monotone and translationally invariant, it follows that

\[
R(-\theta^\ast(X_{\xi}(\omega))) \leq R(-\theta^\ast(X_{\xi}, \omega)) + d = R(-\theta^\ast(X)) + d
\]

Recall that \( X_{\xi}(t, \omega) = X(t + \xi(\omega), \omega) \). Note that it can be shown that \( X_{\xi}(t, \omega) \) is measurable in \( \omega \in \Omega \).