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Abstract

The accuracy of any machine learning potential can only be as good as the data used in the fitting process. The most efficient model therefore selects the training data that will yield the highest accuracy compared to the cost of obtaining the training data. We investigate the convergence of prediction errors of quantum machine learning models for organic molecules trained on energy and force labels, two common data types in molecular simulations. When training models for the potential energy surface of a single molecule, we find that the inclusion of atomic forces in the training data increases the accuracy of the predicted energies and forces 7-fold, compared to models trained on energy only. Surprisingly, for models trained on sets of organic molecules of varying size and composition in non-equilibrium conformations, inclusion of forces in the training does not improve the predicted energies of unseen molecules in new conformations. Predicted forces, however, improve about 7-fold. For the systems studied, we find that force labels and energy labels contribute equally per label to the convergence of the prediction errors. The optimal choice of what type of training data to include depends on several factors: the computational cost of acquiring the force and energy labels for training, the application domain, the property of interest and the complexity of the machine learning model. Based on our observations we describe key considerations for the creation of new datasets for potential energy surfaces of molecules which maximize the efficiency of the resulting machine learning models.

1. Introduction

In recent years, machine learning models have become increasingly popular as methods to approximate potential energy surfaces of molecules. These models range from classical learning methods such as kernel methods to methods based on deep neural networks. A common denominator for these data-driven models is that they require an adequate training set in order to yield predictions of sufficient accuracy. It is thus clear that informed and rational selection of training data is paramount to proper optimization of the data-efficiency of the machine learning models.

For machine learning models describing potential energy surfaces, two types of data seem particularly convenient as training data: single-point energies and atomic force vectors. However, it has not yet been fully demonstrated when and to which degree the inclusion of force labels in the training set truly leads to an improvement of the accuracy of the trained model versus energy labels. It is even possible to find somewhat conflicting information in literature. For example, the GDML and sGDML methods achieve state-of-the-art accuracy in certain cases for the MD17 benchmark dataset, despite training only on force labels, ignoring the energy labels. In contrast, the HIP-NN neural network—when only trained on energy labels—ostensibly achieves similar predictive accuracy to the DTNN, SchNet and PhysNet neural networks, when these are trained on both forces and energy labels for 50 K molecules from the MD17 dataset, despite the fact that HIP-NN is trained using far fewer training labels. Similarly, the family of ANI datasets have resulted in successful potential energy models for general organic chemistry solely trained on...
single-point energies on geometries distorted along normal-modes, although the corresponding gradient information would not have been much more costly to obtain at the density-functional theory (DFT) level employed [5, 25–27]. Consequently, it is not clear from literature which is the best strategy for designing a dataset for the most accurate machine learning potentials for chemical compounds within a given budget of computational resources. In order to shed more light on this matter, here we investigate how the predictive accuracy of machine learning models is affected by inclusion of derivative information—namely atomic force vectors in addition to the energy—in the training set. More specifically, we investigate the nine possible combinations resulting from the inclusion of functions, derivatives and functions plus derivatives in loss-functions used for training, as well as in error measures used for evaluating the prediction error.

In order to learn, the predictive accuracy of the trained machine must strictly increase with an increasing amount of training data, aside from statistical variation. This holds true as long as the training data is noiseless and the machine learning model is flexible enough to be able to properly account for all variation in the data [28, 29]. This has previously been demonstrated numerically with the leading term of the prediction error decreasing according to a power-law with number of training samples, \( N \), for kernel ridge regression [30], as well as for neural networks [31], i.e.:

\[
\text{Error} \propto \frac{a}{N^b}
\]

Learning curves of functional machine learning models thus must behave linearly on log-log scales and form, in the limit of large \( N \), a robust tool to assess learning data-efficiency through comparison of the ‘offset,’ \( \log(a) \) and ‘slope,’ \( b \).

This paper is structured as follows: we first describe our methodology and illustrate the idea of learning curve comparison for a well-known toy system from mathematics, the well-described Himmelblau’s function, in order to demonstrate how different types of training data affect the learning rate for a generic non-trivial 2-dimensional surface [32]. Next, we employ the same testing scheme for two different but common use cases in chemistry: The first use case concerns generating a force field for a single molecule. Here we demonstrate how using forces and energies in the training data affect the learning rate for the potential energy surfaces of 10 individual molecules from the MD17 dataset [20, 21]. In order to ensure that the underlying data is practically noise-free, we additionally present a revision of the MD17 where the energies and forces have been calculated using dense integration grids and tight self-consistent field (SCF) tolerances.

The second use case concerns generating machine learning models trained across chemical compound space, meaning that they can extrapolate to out-of-sample molecules not seen during training. Also here, we investigate how the inclusion of forces in the training data helps the trained machine to generalize from points on the potential energy surfaces of known molecules to points on the potential energy surfaces of new molecules.

2. Theory

In order to achieve a fair comparison between models trained on different kinds of data (here energies and forces), we employ three closely related kernel-based regression models which are described in this section, as well as standard training protocols [33]. Using these schemes, we ensure that models trained on different types of data will rely on the same kernel functions and representations while at the same time being exactly-determined with closed-form solutions. This is done by defining loss functions in which basis kernel functions are placed on the training data, as well as placing kernel derivatives corresponding to any gradient or force information in the training data. This yields a set of basis functions which guarantees that the model (within a given regularization) is able to perfectly align with the training labels. Additionally, use of the force operator ensures that the resulting force fields are conservative force fields, which is important for molecular dynamics simulations and that the predicted energies obey common physical relations such as rotational and translational invariances.

The three machine learning models which employ training on either energies (function) only, or energies and forces (function and derivatives) simultaneously, or forces (derivatives) only are presented next. Each model is characterized by its loss function \( J \) which is minimized through regression. Note, that prediction errors can also be evaluated using different loss functions. Conventionally, training and test error definition are identical, and their evaluation only differs in being assessed on a training or test set, respectively. As such, there are nine possibilities to combine the three loss functions in training and in testing.

While the relevant equations for each regressor can be derived both in the context of kernel ridge regression (KRR), as well as Gaussian process regression, we present them here in the notation most
commonly used for the former [10, 14, 20–22, 34–38]. For more detailed derivations, we refer to the work by Bartók and Csányi [1], as well as that of Mathias [39]. We further note that the equations for the force-only regressor have recently seen a different derivation in the work on ‘gradient domain’ machine learning (GDML) by Chmiela et al [20].

2.1. Energy-only training

In KRR, the energy, $u$, of a query molecule, represented by $\tilde{M}$, can be expanded using a basis set of kernel functions placed on training samples. That is,

$$u(\tilde{M}) = \sum_{i} \parallel (\tilde{M}, M_i) \alpha_i,$$

(2)

where $M_i$ is the i-th molecule in the training set, $\alpha_i$ is the i-th regression coefficient with units of energy and $\parallel (\cdot, \cdot)$ is a function that relates two molecules through a similarity measure which typically depends on the specific functional form of the kernel function, the representation and the metric. Writing the above equation on matrix form yields:

$$u = K \alpha$$

(3)

Here, $u$ is the vector containing predicted energies, $K$ is the kernel matrix containing the pairwise kernel elements between the molecules in the training set and the predictions sets and finally $\alpha$ is the vector containing regression coefficients. Bold lowercase letters indicate vectors and bold capital letters indicate matrices. The specific kernel function used for the different experiments are given in section 2.4. From equation (3), a set of regression coefficients can be obtained by minimizing a loss function. Using Tikhonov regularization and minimizing the squared errors leads to the loss function which is the foundation of KRR:

$$J(\alpha | \{u^{\text{ref}}\}) = \frac{1}{2} \parallel K\alpha - u^{\text{ref}} \parallel^2 + \frac{\lambda}{2} \alpha^\top K\alpha$$

(4)

This loss function contains a hyperparameter, $\lambda$, which determines the amount of L2-regularization for the regression coefficients stored in $\alpha$, which in turn yields the well-known closed-form solution for training a KRR model:

$$\alpha = (K + I\lambda)^{-1} u^{\text{ref}}.$$  

(5)

These regression coefficients can then be used to predict energies (as in equation (3)), through evaluation of the relevant kernel matrix. Via the definition of the force operator, i.e. the negative gradient of the energy with respect to the atomic coordinate vector, $r$, the atomic force vector, $f$, can be predicted by differentiation of equation (3):

$$f \triangleq -\frac{\partial}{\partial r} u = \left[-\frac{\partial}{\partial r} K\right] \alpha$$

(6)

Note that this approach is as ‘naive’ as general and in principle any differential property can be learned this way as long as the representation accounts for all the variables which are being perturbed [38].

2.2. Combined energy and force training

The second model investigated herein, is a model closely related to conventional KRR but which allows for training on both force and energies simultaneously. Similar to how KRR can be used to construct a function that goes through the training points exactly, it is also possible to—at the same time—enforce the derivatives at those points. Here, derivatives are enforced by including the derivatives (for example, forces) in the regression in addition to the function value (for example, energies). In order to allow the model to match both the function values and derivatives of the training set exactly, it is necessary to increase the number of basis functions considerably, as the set of equations would otherwise be vastly overdetermined, as, for example, there are $3N$ force labels for each energy label. One choice of extended basis comes from augmenting the set of basis functions in standard KRR with additional kernel functions corresponding to the kernel derivatives with respect to the coordinates of the training molecules. This choice of basis ensures that the basis function accompanying a training label always adds the necessary flexibility to describe that label exactly. The resulting set of equations for this problem looks as follows:

$$\begin{bmatrix} u \\ f \end{bmatrix} = \begin{bmatrix} K & -\frac{\partial}{\partial r} K \\ -\frac{\partial}{\partial r} K & \frac{\partial^2}{\partial r^2} K \end{bmatrix} \alpha$$

(7)
Here, $\mathbf{K}$ is again the kernel matrix containing the pairwise kernel elements between the molecules in the training set and the predictions sets and is defined identically to $\mathbf{K}$ in equation (3). Similarly to the problem in equation (3), this choice of basis functions ensures that the training kernel is square-symmetric and the minimization of the regularized loss function has a convenient closed-form solution. For a set of reference training energies and forces, the regression coefficients can here be obtained by minimizing the following set of squared errors with Tikhonov regularization:

$$J(\alpha \mid \{ u^{\text{ref}}, f^{\text{ref}} \}) = \frac{1}{2} \left\| \left[ \begin{array}{c} \mathbf{K} \\
\mathbf{K}^\top \end{array} \right] \mathbf{\alpha} \right\|_2^2 + \lambda^\top \left[ \begin{array}{c} \mathbf{K} \\
\mathbf{K}^\top \end{array} \right] \mathbf{\alpha}$$

The closed-form solution is, similarly to that of equation (5),

$$\mathbf{\alpha} = \left( \left[ \begin{array}{cc} \mathbf{K} & -\frac{\partial}{\partial \mathbf{r}} \mathbf{K} \\
-\frac{\partial}{\partial \mathbf{r}} \mathbf{K} & \mathbf{K}^\top \end{array} \right] + \mathbf{I} \lambda \right)^{-1} u^{\text{ref}}.$$  

This definition guarantees that the regression problem is exactly determined and allows for the machine-learned potential energy surface to match both the energy and the forces of each training molecule.

With the regression coefficients obtained through equation (9), predicted energies can then be calculated via the set of kernel functions and kernel derivatives placed on the training set:

$$u = \left[ \begin{array}{c} \mathbf{K} \\
-\frac{\partial}{\partial \mathbf{r}} \mathbf{K} \end{array} \right] \mathbf{\alpha}$$

Likewise, forces can be obtained by taking the relevant derivative of the energy, i.e.:

$$f \triangleq -\frac{\partial}{\partial \mathbf{r}} u = \left[ \begin{array}{cc} \frac{\partial}{\partial \mathbf{r}} \mathbf{K} \\
\frac{\partial}{\partial \mathbf{r}} \mathbf{K}^\top \end{array} \right] \mathbf{\alpha}.$$  

### 2.3. Force-only training

The third model presented is a model which constructs a potential energy surface from information about derivatives only. This model is similar to the model described in section 2.2 except that, in this case, only force labels are used in the training step and, consequently, the set of basis functions is comprised of only the corresponding kernel derivatives.

In this approach, we start with the following equation, in which the kernel matrix is formed by the double derivatives of pair-wise kernel functions:

$$f = \left[ \begin{array}{c} \frac{\partial^2}{\partial \mathbf{r}^2} \mathbf{K} \end{array} \right] \mathbf{\alpha}$$

For a set of reference force labels, $f^{\text{ref}}$, the corresponding regression coefficients are obtained analogously to the energy-only and energy + force examples in the previous sections.

$$J(\mathbf{\alpha} \mid \{ f^{\text{ref}} \}) = \frac{1}{2} \left\| \left[ \frac{\partial}{\partial \mathbf{r}} \mathbf{K} \right] \mathbf{\alpha} - f^{\text{ref}} \right\|_2^2 + \lambda^\top \left[ \frac{\partial}{\partial \mathbf{r}} \mathbf{K} \right] \mathbf{\alpha}$$

$$\mathbf{\alpha} = \left( \frac{\partial}{\partial \mathbf{r}} \mathbf{K} + \mathbf{I} \lambda \right)^{-1} f^{\text{ref}}.$$  

This is also sometimes referred to as training in the ‘gradient domain’ [20].

Energies can then be predicted through direct integration of equation (12), which allows the scalar field to be determined up to an integration constant:

$$u = \left[ -\frac{\partial}{\partial \mathbf{r}} \mathbf{K} \right] \mathbf{\alpha} + \text{constant term}$$

For problems where only a single surface is of interest—for example the potential energy surface of a given stoichiometry—the integration constant is rarely of any importance and can also be inferred by predicting the energies for the training data. Unfortunately, however, this approach is less practical when multiple surfaces are of interest, for example for datasets involving the potential energy surfaces of multiple different molecules. Note that the number of possible stoichiometries is known to grow exponentially with elementary particle number [40]. Hence, force-only training makes it hard if not impossible to train models that directly predict energies for molecules of varying size and chemical composition, if the energy of the molecules are of interest. Of course, composite approaches, e.g. using dressed atom models [41], can still be used to rectify such shortcomings.
2.4. Representations and kernel functions

Since we present machine learning models trained on (i) an analytical function (Himmelblau’s function) and on (ii) several models of molecular energetics trained non-equilibrium geometries, different kernel and representation choices have been made.

2.4.1. Representing Himmelblau’s function

Here, Himmelblau’s function is used as a toy-model for learning complicated surfaces [32]. This allows for thorough benchmarking of the regressors used herein. Himmelblau’s function is a multi-modal function with one local maximum and four minima and bears some resemblance to the potential energy surface of a simple molecule with four conformational minima. The function is defined as:

\[ u(x, y) = (x^2 + y - 11)^2 + (x + y^2 - 7)^2. \]  

Points on the surface are represented here as their xy-coordinate pair, that is, \( q_i = [x_i, y_i]^T \). A Gaussian kernel function is used to compute the kernel elements for Himmelblau’s function, i.e.:

\[ K_{ij} = \exp\left(-\frac{\|q_i - q_j\|^2}{2\sigma^2}\right) \text{ for Himmelblau’s function} \]  

This choice of representation and kernel function makes it straightforward to implement and enables the computation of necessary kernels and derivatives analytically.

2.4.2. Representing molecules

To represent the environments of an atom in a molecule, we rely on the computationally more efficient variant of the Faber–Christensen–Huang–Lilienfeld (FCHL) representation [42], namely the FCHL19 representation [22]. Briefly, this representation is a vector which contains histograms of the radial distributions of atoms and a number of Fourier terms describing angular distributions of atoms in the environment of a certain atom [43]. In principle, any continuous representation that generalizes across chemical space could have been used for this purpose. In addition, we use the localized kernel ansatz in which the kernel elements between two molecules correspond to the pairwise sum over the kernel functions between the respective representations of atomic environments in the two molecules [37, 44]. This makes it possible to train models that span molecules of varying size and chemical composition. The following Gaussian kernel function is used throughout:

\[ K_{ij} = \sum_{I \in i} \sum_{J \in j} \delta_{Z_I Z_J} \exp\left(-\frac{\|q_I - q_J\|^2}{2\sigma^2}\right) \text{ for molecules} \]  

where \( q_I \) and \( q_J \) are the representations of the Ith and Jth atoms in the molecules \( i \) and \( j \), respectively, \( \delta \) is the Kronecker delta, with \( Z_I \) and \( Z_J \) being the atomic numbers of each atom, respectively.

3. Results

In this section, we present numerical evidence which demonstrates the effects on the learning rate of including derivative labels in the training data. This section is organized as follows: first, we establish the generality of our numerical experiment by learning the surface of a simple two-dimensional function, unrelated to molecules or chemistry. Next, we demonstrate the same principles applied to two distinct use cases, namely (1) training a model for the potential energy surface for a single molecule and (2) training a general model for the potential energy surfaces of a number of molecules of different size and chemical composition.

3.1. Toy system: learning Himmelblau’s function

In this section we investigate the learning curves of machines trained to predict Himmelblau’s Function. This 2D surface has four local minima and is displayed in figure 1, as well as the norm of its gradient. Here, Himmelblau’s function serves as a toy system to demonstrate the effects of including function derivatives in the training procedure.

We generate a dataset by selecting random points from the surface. The test set consists of 10 000 points sampled randomly and uniformly across the interval \( \{x, y\} \in [-6.0:6.0] \), with training sets of varying sizes sampled randomly and uniformly across the same interval. For each training set size \( N \in \{25, 50, 100, 200, 400, 800, 1600\} \), 100 training and test sets are created using 100-fold random sub-sampling cross-validation with a constant test set size of 10 000 points. This extensive cross-validation
Figure 1. Panel (A) displays the surface of Himmelblau’s function and (B) the gradient norm of the surface. Panels (C) and (D) display the MAE prediction and MAE gradient prediction, respectively, of the surface of Himmelblau’s function as a function of the training set size. Three different sets of training labels are used: green is trained on only the function values, red is trained only on function gradient components and finally blue is trained using both simultaneously.

Table 1. Slopes and offsets for predictions of the MAE value and MAE gradient component for Himmelblau’s function, based on three machine learning methods trained on different types of data.

| Training data          | MAE value          | MAE gradient       |
|------------------------|--------------------|--------------------|
|                        | Slope              | Offset             | Slope              | Offset             |
| Values                 | $-2.45 \pm 0.03$   | $8.5 \pm 0.2$      | $-2.05 \pm 0.03$   | $7.1 \pm 0.2$      |
| Values and gradients   | $-2.33 \pm 0.03$   | $5.8 \pm 0.2$      | $-1.96 \pm 0.03$   | $4.8 \pm 0.2$      |
| Gradients              | $-2.43 \pm 0.03$   | $6.4 \pm 0.2$      | $-2.06 \pm 0.03$   | $5.2 \pm 0.2$      |

was necessary in order to have well-converged averages over the folds, as the test errors were observed to vary up to one order of magnitude. In total over 350,000 individual models with different training sets and hyperparameters were trained in order to obtain the presented learning curves.

Three different models were trained for the surface: the first model trained on only the function values, the second only trained on the function derivatives at the training points and the third model was trained on both the function values and function derivatives simultaneously. As expected \([30, 31]\), the three machines yield learning curve fits for the predicted mean-absolute-error (MAE) function value with similar slopes when plotted on a log-log scale, as displayed in figure 1(C).

The average difference between the two models which include forces labels in the training set is much smaller than the standard deviation of the 100 folds used to calculate the average. Compared to training on function values exclusively, the average decrease in the offset of the learning-curve was found to be a factor of 7.0 for the model trained on only function derivatives and 7.2 for the model trained on both function values and function derivatives.

Learning curves for gradient predictions show similar trends among the three models (see figure 1(D)): the average decrease in the MAE of function values predicted on a test set was found to be a factor of 7.9,
when training on gradients only and 7.0 when training on both function values and gradients simultaneously, compared to training only on function values.

Fitted slopes and offsets for all six learning curves are displayed in table 1. We note that the 95% confidence intervals of the fitted learning curves for the two models that include gradients in the training loss-function are mostly overlapping and while slopes and offsets differ somewhat (see table 1), the difference between the two models is not statistically significant.

Also for learning curves using loss functions we find agreement with the power-law behavior that is expected from models trained on function values [30, 31], here demonstrated for models trained on function gradients. In table 2, we present resulting slopes and offsets for loss-function learning curves for the three types of trained machines trained using three different sets of training data and corresponding loss functions (rows). These learning curves are shown graphically in figure S1 in the Supplementary Information (stacks.iop.org/MLST/1/045018/mmedia).

Results for the corresponding three test loss functions (columns) are obtained using a test set of 10 000 points randomly selected from the surface of Himmelblau's function. Here, the same trends as for the MAE learning curves are observed. The resulting slopes from the three types of trained machines do not differ with statistical significance, but instead depend on the type of test data. In contrast, the offsets depend strongly on the test loss function and training data. More specifically, the inclusion of gradients in the training loss function is on average beneficial when predicting function values, function and gradient values, as well as gradient values alone. We also remind the reader that the slope of these learning curves are independent of the units of the labels, as this quantity is folded into the offset. Despite using hundred-fold cross-validation, we do not observe a statistically significant difference between any of the three test predictions when using training loss functions and data sets based on function values and gradients, or gradients alone. We also note that the learning curves for the MAE error are observed to follow the expected power-law behavior over a range that spans 6 and 5 orders of magnitudes for predicted function values and predicted function gradient components, respectively.

We have thus demonstrated for the Himmelblau function, that MAE error in this case can be decreased 7-fold by inclusion of labels that correspond to function derivatives in the training set. At the same time, however, we find negligible improvement upon inclusion of function values, in addition to the gradient information in the training algorithm. Interestingly, these results suggest that when learning a single function surface, using derivatives as training labels is more advantageous than actual function values.

### 3.2. Use case 1: learning the PES for a one molecule

In this section we discuss the accuracy of energy and force predictions from three models trained on the revised MD17 dataset [20, 21].

For each of the 10 molecules in the revised MD17 dataset, three models are trained using either only the energy labels of each sample, only the force labels, or both types of labels simultaneously. For each of the three models, the training set size $N$ is varied for $N \in \{50, 100, 150, 200, 400, 600, 800, 1000\}$. The resulting MAE of energy and force predictions for each molecule can be found in table S1 in the Supplementary Information and plots with linear fits to the learning curves are shown in figure 2. As it is clear from the results and similarly to the example with Himmelblau’s function, including the forces in the training procedure improves the prediction of both energies and forces. On average, the MAE of the predicted energies and force components is reduced about 7-fold for the same number of training samples. Regarding the inclusion of energies in addition to forces, we find, again in complete analogy to the Himmelblau function, that it makes little difference. In all cases, the largest difference was found to be 0.001 kcal mol$^{-1}$ MAE predicted energy and 0.002 kcal mol$^{-1}$ Å$^{-1}$ MAE predicted force components at the largest training set size of $N = 1000$ samples.
Figure 2. Learning curves for machines trained on three different datatypes for the 10 molecules in the revised MD17 dataset, namely machines trained on energies only, forces only and both forces and energies. Data for five folds are plotted as a scatter plot for each training set size and a linear fit for each curve is plotted in addition. In (A) the mean absolute error (MAE) of the predicted atomization energy is presented for each molecule as a function of the number of molecules in the training set, while (B) shows MAE of the predicted force components for the same folds.

In figure S2 the MAE predicted energy is plotted as a function of the number of training labels for each of the 10 molecules using the three models described earlier. Here, the slopes and offsets of the learning curve are close to identical in all 10 cases, regardless of what data was used to train the models. This suggests that for this dataset, one force label yields as much improvement in the predictive accuracy of a machine learning model as one energy label. Thus, a model for a specific molecule, trained on a certain number of energies, will have roughly the same predictive accuracy as one that is trained on the same number of force labels. As a consequence, in such cases—and if force-evaluations represent computationally negligible overhead (common within, for example, DFT)—the number of independent quantum calculations necessary to generate the training data required to reach a certain predictive power, can be reduced by a factor of $3N$ thanks to the inclusion of forces.

We find that in all but one case, the learning curves for both force as well as energy prediction follow the expected power law, meaning they display a linear relationship on a log-log scale. In the case of benzene, the off-set of the learning curve is extremely low, but the slope is inconsistent with the expected power-law. This can be seen clearly in figure S1 in the Supplementary Material. It seems unlikely that underlying numerical noise in the training data is at the origin of such premature saturation: the learning curves for Uracil are equally low and do not suffer from lack of linearity. The more likely culprit appears to be the specific parameterization of the FCHL19 representation achieving only insufficient uniqueness, a possibility recently pointed out by Pozdnyakov et al [45]. The addition of higher order terms, such as for example 4-body terms, into FCHL [42] might rectify this issue. Furthermore, we note that the parameters in the representation have not been re-optimized for discriminating the subtle difference between the very similar structures in this, but rather work across molecules of varying sizes and chemical composition. It is thus possible that they could be re-optimized to alleviate such issues to some extent.
Figure 3. Energy and force learning curves machine learning models trained on a dataset consisting of non-equilibrium conformers for 1,595 small, organic molecules. Two models are trained, one including only the energy labels of each non-equilibrium conformer and one additionally including the corresponding force labels. Panel (A) shows the MAE predicted atomization energy as a function of the number of molecules in the training set, while (B) shows the same predicted quantity, but as a function of the total number of training labels (i.e. the total number of energy and force components in the training set) for each machine. The MAE predicted force components are displayed in panels (C) and (D) as a function of the number of molecules in the training set (C) as well as the total number of training labels (D).

Table 3. Slope and offsets (see text) of linear fits to mean absolute error (MAE) of energies and gradients, predicted on a test set, versus the training set size, on a log-log scale. The dataset consists of 1595 small organic molecules in non-equilibrium conformation (see text). The column 'Training' denotes what data was used to train the models. Lastly, the column 'N unit' denotes the unit is used for the abscissa of a given learning curve. [Molecules] denotes that the unit is simply the number of molecules in the training set, that is for energy-only training, one training label (the energy) is used per molecule, while for energy+forces, 3N+1 training labels (one energy and 3 N force components) are used for each molecule, whereas [Labels] denotes that the total number of 3 N+1 labels are used on the abscissa.

| Training          | N unit      | MAE energy [kcal/mol] | MAE force [kcal/mol/A] |
|-------------------|-------------|-----------------------|------------------------|
|                   |             | Slope                 | Offset                 | Slope                  | Offset |
| Energy only       | [Molecules] | −0.44                 | 4.35                   | −0.23                  | 4.01   |
| Energy and forces | [Molecules]| −0.45                 | 4.47                   | −0.31                  | 3.29   |
| Energy and forces | [Labels]    | −0.45                 | 6.16                   | −0.31                  | 4.46   |

3.3. Use case 2: training models across chemical composition
In our second use case scenario, we investigate how learning forces and energy across chemical compound space behaves as a function of the number of training molecules and the type of training data. Figure 3 shows learning curves for force and energy predictions on a dataset consisting of non-equilibrium conformations of 1,595 small, organic molecules. The training set is divided such that every (distorted) molecule of a given chemical composition is only seen once in either the training or test sets. Using this data, two types of models are trained: one model is trained using only atomization energy labels and a second model is trained using both atomization energy as well as the corresponding 3 N components of the force vector. As the model trained on only forces would only integrate the energy up to an arbitrary constant, the predicted energies would not be meaningful and therefore this model is not used in this section.
Figure 3(A) shows the MAE predicted atomization energy for the two models as a function of the number of molecules involved. The learning rates hardly differ, with the largest deviation between the two curves being 3% of the average MAE. While this seems surprising in light of the effect of including forces for the MD17 dataset discussed in the previous section, this result has a simple explanation. Since the gradient information only provides information about the underlying function up to an integration constant, the additional information is useless in providing information about the differences between the individual potential energy surface on which all the molecules are located. In this case, this information is provided solely by the atomization energies and, in the end, the dominant error in the learned atomization energies comes from learning energy differences between the different constitutions of atoms in each molecule and not from more subtle changes in molecular conformation. The learning rates are displayed in table 3, where the slopes and offsets for energy predictions are very close for the two different models. For energy predictions, the slopes of the learning curves are $-0.44$ and $-0.45$ for the models trained on only energies and the models simultaneously trained on energies and forces, respectively. For force prediction, however, the slopes differ somewhat, at $-0.23$ and $-0.31$, for the same two models, respectively, indicating that the model trained on both energies and forces might be better at very large training sets. We note, however, that the current training set is not large enough to confirm this, as this would require a force training set with at least 10 000 to 50 000 training molecules (See figure 3(D), which, in turn, would render this experiment computationally intractable with a kernel matrix of up to around $2\times10^6$ elements.

When the curves are viewed as a function of the total number of training labels (in figure 3(B), the energy-only model requires about 51 times fewer labels to reach the same accuracy as the model trained on both forces and energies. This indicates, that the additional force labels do not aid the model in predicting energies of unseen molecules. This is likely due to the fact that forces can only determine the potential surface up to an integration constant, which can only be learned using energy labels.

Next, in figure 3(C), the MAE predicted force components are plotted for the two models as a function of the number of molecules in the training set. On average, including the forces in the training set reduces the predicted MAE force component by a factor of 3.5. Essentially, while the additional gradient information is not able to improve learning beyond the integration constant, it does help improve the prediction of the relative energy landscape of each potential energy surface, in turn leading to improved gradient predictions, but at the cost of much larger number of training labels. Figure 3(D) displays the same MAE predicted force components as in figure 3(C), but as a function of the total number of training labels. In this case, we observe that the two learning curves are very close-lying, similarly to what was found for the revised MD17 dataset in the previous section. This suggests that for the training sizes investigated herein, one training energy label is worth roughly the same as one training force component label, although the differences in slopes indicate that the two learning curves are very close-lying, similarly to what was found for the revised MD17 dataset in the previous section. This suggests that for the training sizes investigated herein, one training energy label is worth roughly the same as one training force component label, although the differences in slopes indicate that the model trained on energies and forces might reach superior accuracy at much larger training sizes where the role of the integration constant is diminished.

### 4. Methodology

#### 4.1. Hyperparameter selection and learning curves

All learning curves were generated using nested cross-validation as implemented in scikit-learn via the following recipe: First, the datasets were randomized. Secondly, the datasets were divided into 100 folds using random subsampling for Himmeblau's function, while datasets consisting of molecules were randomly divided into 5 folds using the KFold class implemented in scikit-learn. Next, a grid-search with 4-fold cross-validation within the training set extracted from the fold was used to select the optimal choice of the hyperparameters $\sigma$ (the kernel width) and $\lambda$ (regularization strength), in order to avoid overfitting. In order to select hyperparameters that simultaneously work well for both force and energy prediction, the following loss function was used to select these: [15]

$$
\mathcal{L} = 0.01 \sum_i (U_i - \hat{U}_i)^2 + \sum_i \frac{1}{n_i} \| F_i - \hat{F}_i \|^2
$$

(19)

Here, $U_i$ is the energy of the $i$th molecule and $F_i$ and $n_i$ are the force-vector and number of atoms in the same atom, respectively. We acknowledge that the functional form of this loss function is somewhat empirical in nature. However, in contrast with the loss function which is minimized in the regression step, this loss function never minimizes to zero because it is evaluated on out-of-training samples. For this reason it is necessary to balance the contributions of the prediction errors from energies as well as forces, as (i) the energies are far fewer in numbers and (ii) they exist on different scales of units. This particular functional form has previously been shown to exhibit a fair balance between these considerations [15, 22].

In the cases where either force/function derivatives or energies/function values were not included in the training data, the first or the second term was left out, respectively.
For the grid searches for Himmelblau’s function, the kernel width was tested in the range \( \sigma \in \{0.4, 0.8, 1.6, 3.2, 6.4, 12.8, 25.6\} \) and the regularization strength was tested in the range \( \lambda \in \{10^{-13}, 10^{-12}, 10^{-11}, 10^{-10}, 10^{-9}, 10^{-8}\} \). For the molecular datasets (see next section), the grid-searches used values of \( \sigma \in \{0.25, 0.5, 1.0, 2.0, 4.0, 8.0, 16.0, 32.0\} \) for the kernel width and \( \lambda \in \{10^{-12}, 10^{-11}, 10^{-10}, 10^{-9}, 10^{-8}, 10^{-7}, 10^{-6}\} \) for the regularization strength.

### 4.2. Software

All machine learning models were implemented in Python using the QML machine learning package [47]. The packages Matplotlib and Seaborn were used to plot all figures and Scikit-Learn was used to obtain the linear fits to learning curves [46, 48, 49].

### 4.3. Datasets

This subsection briefly presents the used datasets and their availability.

#### 4.3.1. Revised MD17 dataset

For each of the 10 molecules in the MD17 dataset [20, 21] (aspirin, benzene, ethanol, salicylic acid, malonaldehyde, toluene, naphthalene, uracil, paracetamol and azobenzene), 100,000 structures were randomly selected from the available MD trajectory data. For each of these structures, a single-point force and energy evaluation was carried out at the DFT level. All calculations were performed in ORCA 4.0.1, using the PBE functional and the def2-SVP basis set with the resolution-of-identity (RI) approximation for the Coulomb integrals [50–52]. In order to have a minimal unsystematic error, the keyword VeryTightSCF was used to reduce the error from SCF convergence, while the keywords Grid7 and NoFinalGrid were used to utilize the largest standard grid implemented in ORCA. This data has been uploaded to https://dx.doi.org/10.6084/m9.figshare.12672038 and https://dx.doi.org/10.24435/materialscloud:wy-kr along with the indices used for the outer 5-fold cross-validation.

#### 4.3.2. Small organic molecules

This dataset is taken from reference [38] and consists of non-equilibrium conformers of 1,595 small organic molecules with up to 7 atoms of the elements CNO saturated with hydrogen atoms. This data is available for download at https://dx.doi.org/10.6084/m9.figshare.7000280. For each of these structures generated via normal-mode sampling, the atomization energy and corresponding forces were provided at the \( \omega B97X-D/6-31G(d) \) level of theory [53]. Figure 4 shows plots of the distributions of molecular sizes, energies and forces in the dataset.

### 5. Conclusion and outlook

In this paper we have presented numerical confirmation that the predictive error of machines trained on function derivatives follows a power law, a result that is well-known and to be expected for both neural networks as well as kernel models trained on scalar values. Our numerical results demonstrate this power-law behaviour for two popular and distinct types of molecular datasets, as well as for the Himmelblau’s function for which 6 orders of magnitude have been spanned.

For datasets that deal with a single surface, such as Himmelblau’s function and the potential energy surfaces of 10 molecules in the MD17 dataset, we find that including force labels in the set of training labels—in addition to energy labels—leads to an improvement of the predictive error when the same number of training points are used. At the same time, however, we only find negligible differences between models trained on force labels only and models trained on both energy and force labels. Regarding the number of
total training labels (rather than number of molecules in the MD17 dataset), we found that the predictive error of forces and energies was close to identical, regardless of whether the model was trained on energies only, trained on both energies and forces, or trained on forces only.

For the diverse dataset of distinct organic molecules, we find that the prediction error of energies does not improve upon addition of force labels to energy labels in the training set, in contrast to what was observed for Himmelblau’s function and the MD17 dataset. Conversely, the predictive error of atomic forces is greatly improved by including forces in the training set. The likely explanation is that geometrical derivative information only helps determine the surface up to an integration constant, corresponding to the atomization energy. This effect is more visible when viewing the learning rate as a function of the number of training labels. In this case, energies are learned with about 20 × less training labels, training on energies only, compared to training on both forces and energies. At the same time, the predictive force error when training on either energies, or forces and energies simultaneously, seems to decay at comparable rates with the number of force labels in these two scenarios. In order to use derivative information to further improve this learning, it would be necessary to use alchemical derivatives, i.e. the derivatives of the energy with respect to the atomic charges [40, 54] which form the basis of alchemical perturbation density functional theory [55, 56]. These derivatives describe the change in energy as one molecule is alchemically transformed to another molecule and could allow for better interpolation between potential energy surfaces of different molecules in a training set.

We believe that our observations have implications for the generation of new molecular datasets. Here we point out that it is necessary to account for the cost of obtaining the training labels. With this in mind, it is beneficial for use cases of the MD17-type to include forces labels in the training set when the cost of acquisition is less than the cost of 3 N single-point energy calculations on un-correlated samples, where N is the number of atoms in the molecule. This suggests that for DFT-based datasets, it seems very favorable to calculate and report gradients in addition to single-point energies, while for methods with more costly gradients (compared to the energy evaluation) this becomes less favorable.

For energy predictions throughout large datasets used to fit models for general chemistry, i.e. throughout chemical space, such as, for example, the family of ANI datasets [5, 25–27], it seems more valuable to build the most compact model using a compositionally diverse training set with only single-point energies, rather than ‘wasting’ coefficients by training also on forces for more conformations of the same molecule. If the goal, however, consists of also modeling forces, such as is typically the case for relaxing geometries throughout chemical compound space, our results indicate that the addition of forces (if acquisition cost is lower than for energies) in the training set is always beneficial. This conclusion, however, also depends on the requirements for execution speed and the availability of training data: Models trained on force labels can be computationally substantially more expensive to train and execute compared to models on the same number of energy labels, since this often involves the derivative of, for example, a kernel matrix or a neural network. Consequently, in an application scenario where sufficient energy labels are available, it might be best to train on energy labels only, as this enables numerically less complex training models. Considering the prediction times for kernel-based models, it is also much more computationally expensive to evaluate kernel functions placed on derivatives compared to those placed on scalars. If the ultimate goal is to have very fast prediction times for kernel-based models, it seems worthwhile to consider the use of kernel-based force models which do not require the evaluation of second-order kernel derivatives.

All these observations summarize our insights into the design of future data-driven models and their underlying dataset generation. We believe that they are applicable to all branches of machine learning where the goal is to learn multidimensional, differentiable function surfaces.
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