Modeling unconventional superconductivity at the crossover between strong and weak electronic interactions
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High-temperature superconductivity emerges in many different quantum materials, often in regions of the phase diagram where the electronic kinetic energy is comparable with the electron-electron repulsion. Describing such intermediate-coupling regimes has proven challenging as standard perturbative approaches are inapplicable. Here, we employ Quantum Monte Carlo (QMC) methods to solve a multi-band Hubbard model that does not suffer from the sign-problem and in which only repulsive interband interactions are present. In contrast to previous sign-problem-free studies, we treat magnetic, superconducting and charge degrees of freedom on an equal footing. We find an antiferromagnetic dome accompanied by a metal-to-insulator crossover line in the intermediate-coupling regime, with a smaller superconducting dome appearing in the metallic region. Across the antiferromagnetic dome the magnetic fluctuations change from overdamped in the metallic region to propagating in the insulating region. Our findings shed new light on the intertwining between superconductivity, magnetism, and charge correlations in quantum materials.

Introduction.—While the problem of interacting electrons is well-understood in the regimes where the electron-electron repulsion is much smaller or much larger than the kinetic energy, the regime where both energy scales are comparable has remained elusive. It is precisely in this regime that several unique electronic collective phenomena are observed, high-temperature superconductivity being their poster child. In the cuprates, for example, the highest superconducting (SC) transition temperatures take place as the system moves from a Mott insulator to a Fermi liquid behavior [1]. In superconducting iron pnictides, although electronic interactions do not seem strong enough to localize the electrons, they can significantly reduce the coherence of the electronic quasi-particles [2]. Notwithstanding the appeal of constructing materials-specific models that can quantitatively describe and predict the properties of a moderately correlated compound, the challenges in describing this regime and its prevalence in several materials of interest warrant the investigation of minimal models that focus on key ingredients of the problem.

The Hubbard model is perhaps the most famous such minimal model, in which electrons hopping on a lattice are subject to an onsite repulsion that mimics a strongly screened Coulomb interaction. In face of the difficulties in analyzing the intermediate-coupling regime analytically, numerical methods such as Dynamical Mean-Field Theory (DMFT) [5–8], Density Matrix Renormalization Group (DMRG) [9,11], or Quantum Monte Carlo (QMC) [12,19] have been extensively applied. The main advantage of the latter is that it is an exact and unbiased method, and that is not limited to a one-dimensional geometry. However, it is intrinsically subject to the fermionic sign-problem [20,21], which restricts the electronic occupation and temperature ranges that can be efficiently simulated. Another popular minimal model is the so-called spin-fermion model [22]. In this case, the electron-electron interaction is substituted in lieu of a collective bosonic antiferromagnetic (AFM) order parameter that can be fine-tuned to quantum criticality. This is motivated by the fact that AFM order is often observed in moderately coupled quantum materials in proximity to unconventional superconductivity. It was recently realized that versions of the spin-fermion model with two electronic flavors (such as two bands) possess a symmetry that eliminates the sign-problem [23]. This has led to a flurry of QMC studies of spin-fermion and related boson-fermion models, which revealed a nearly-universal enhancement of superconductivity at the bosonic quantum critical point (QCP) [24,29]. However, in these models, the AFM order is introduced ad hoc rather than being treated on an equal footing with SC and other electronic orders.

In this Letter, we construct a model free of the fermionic sign-problem in which we can treat all degrees of freedom on an equal footing. As a function of the strength of the electronic repulsion, we find an AFM dome intercepted by a metal-to-insulator crossover line at high temperatures. As temperature is lowered, this crossover line eventually becomes a first-order phase transition as it merges with the magnetic dome. Crucially, a superconducting dome only emerges near one edge of the AFM dome, providing valuable information about the nature of the pairing mechanism. We at-
tribute this to the overdamped nature of the spin fluctuations in this region. In contrast, in the region where no SC emerges, spin fluctuations propagate ballistically and cannot mediate sufficient pairing attractions.

Microscopic interacting model. –Motivated by the insight that led to the elimination of the sign-problem from spin-fermion models [21, 22], we consider a simple extension of the square-lattice Hubbard model to two bands. Starting from the two-orbital Hubbard-Kanamori Hamiltonian [4, 31] and projecting onto states near the Fermi level, one generally obtains five distinct electron-electron interactions, \( U_i [32, 33] \). Physically, they correspond to intra-band (\( U_4, U_5 \)) and inter-band (\( U_1 \)) repulsion, spin-exchange coupling (\( U_2 \)), and pair-exchange coupling (\( U_3 \)). Specifically, the Hamiltonian is given by \( \mathcal{H} = \mathcal{H}_0 + \mathcal{H}_{\text{int}} \), with:

\[
\begin{align*}
\mathcal{H}_0 &= \sum_{\nu \sigma} \epsilon^c(k)c^\dagger_{\nu \sigma}c_{\nu \sigma} + \sum_{\nu \nu', \sigma} \epsilon^d(k)d^\dagger_{\nu \sigma}d_{\nu' \sigma} \quad (1) \\
\mathcal{H}_{\text{int}} &= \sum_{\alpha \beta} \left[ U_1 c^\dagger_{\alpha \sigma}c_{\beta \sigma}d_{\beta \bar{\sigma}} + U_2 c^\dagger_{\alpha \sigma}d^\dagger_{\beta \bar{\sigma}}c_{\beta \bar{\sigma}}d_{\alpha \sigma} + U_3 \left( c^\dagger_{\alpha \sigma}d_{\beta \bar{\sigma}}c_{\beta \bar{\sigma}}d_{\alpha \sigma} + \text{h.c.} \right) + U_4 c^\dagger_{\alpha \sigma}d_{\beta \bar{\sigma}}c_{\beta \bar{\sigma}} + U_5 d^\dagger_{\alpha \sigma}d_{\beta \bar{\sigma}}d_{\beta \bar{\sigma}} \right],
\end{align*}
\]

where the operators \( c \) and \( d \) refer to the two bands, and \( \alpha \) and \( \beta \) are spin indices, and \( i \) and \( k \) are, respectively, real- and momentum-space indices. The square-lattice band dispersions \( \epsilon^c,d(k) = -2(t + \delta) \cos k_x a - 2(t - \delta) \cos k_y a + \mu \) are parameterized by the nearest-neighbor hopping coefficient, \( t \), a hopping anisotropy \( \delta \), and the chemical potential, \( \mu \), see inset in Fig. 1. Here we set \( \delta = 0.4t \), \( \mu = -2t \), and the lattice parameter to \( a = 1 \). As we show in the Supplementary Material, this Hamiltonian is amenable to sign-problem free QMC simulations if we consider only inter-band interactions, i.e., \( U_4 = U_5 = 0 \), impose the relations \( U_1/4 = U_2/2 = U_3/2 > U > 0 \), and constrain the spin indices in the \( U_1 \) term to \( \beta = \alpha \). This latter constraint can be interpreted as a “single-ion” spin anisotropy, which, in addition to allowing sign-problem free QMC simulations to be carried out, also allows for magnetic order to be stabilized at finite temperatures. Under these conditions, the Hamiltonian can be rewritten as:

\[
\mathcal{H} = \mathcal{H}_0 - U \sum_i S^z_i S^z_i, \quad (3)
\]

where

\[
S^z_i = c^\dagger_{i \alpha} \sigma^z_{\alpha \beta} d_{i \beta} + \text{h.c.}. \quad (4)
\]

Note that the above constraints are much less severe than the particle-hole symmetry that has to be imposed on the single-band Hubbard model to avoid the sign-problem. In contrast, here there are no restrictions on the electron filling of each band or on their dispersions. Importantly, as we show below, the inter-band interactions alone are sufficient to drive a plethora of ordered phases typically seen in quantum materials of interest, such as insulating behavior, magnetism, and superconductivity.

The inset in Fig. 1 depicts the specific band structure used in this work, consisting of elliptical electron- and hole-like bands at the center and at the corner of the Brillouin zone. This dispersion was chosen so that the Hamiltonian is invariant under four-fold rotations followed by particle-hole exchange and a \((\pi, \pi)\) translation in momentum space. The choice of parameters implies \( \langle n_i^c + n_i^d \rangle = 2 \) but \( n_i^c \neq n_i^d \), where \( n_i^c,d \) is the electronic density of \( c \) (\( d \)) electrons at site \( i \). The elliptical shape of the Fermi surfaces was selected to suppress nesting that would otherwise favor AFM. While we performed extensive QMC simulations only for this set of band parameters, simulations over narrower parameter ranges were also performed for modified band parameters, yielding similar phase diagrams.

Phase diagram. –The phase diagram of the microscopic model, shown in Fig. 1, was obtained from determinantal QMC simulations on \( L \times L \) lattices with \( L = 8, 10, 12, 14 \) and for temperatures \( T/t \geq 0.025 \). Additional details of the simulation are presented in the Supplementary Material. The salient feature of the phase diagram is an antiferromagnetic dome (red curve) in the intermediate coupling regime \( U \sim t \). Indeed, as shown in Fig. 2(a), the

![Figure 1. Phase diagram obtained from thermodynamic observables.](image-url)
AFM spin susceptibility at the wave-vector $Q = (\pi, \pi)$, $\chi_s = 4U^2 \int d\tau S^2(Q, \tau)S^2(-Q, \tau = 0) + 2U$, displays a sharp enhancement at low temperatures above a critical interaction strength $U/t \approx 0.75$, followed by a smoother suppression near $U/t \approx 1.5$. The AFM phase boundary in Fig. 1 was determined using standard finite-size scaling analysis appropriate for an Ising-type transition considering the pairs of system sizes $L = (8, 12)$ and $L = (10, 14)$ [34]. For $T/t < 0.1$ we find evidence that the magnetic transition becomes first-order near $U/t \approx 0.75$ (see Supplementary Material). At higher temperatures and interaction strengths, the magnetic transition appears continuous. For $U/t > 1.5$, no AFM transition was observed down to the lowest temperature probed. We verified that even in the non-magnetic state, the magnetic susceptibility remains peaked at the AFM wave-vector $Q = (\pi, \pi)$.

In addition to the AFM dome, we also found a much narrower SC dome in the vicinity of $U/t = 0.75$, i.e. near one of the putative AFM quantum phase transitions. The green triangles and green dashed line denote the SC transition temperatures $T_c$, as determined by the Berezinskii-Kosterlitz-Thouless (BKT) criterion, $\rho_s(T_c) = \frac{\pi}{\tilde{Z}}$ for $L = 12$, interpolated between neighboring points. Importantly, this is an unconventional SC state with gaps of opposite signs in the two bands. Fig. 2(b) shows the behavior of the corresponding pair susceptibility, $\chi_p = L^{-2} \sum_{ij} \int d\tau \langle P^\dagger_{\pm, i}(\tau)P_{\pm, j}(0) \rangle$, where $P_{\pm, i} = 2(c_{i\uparrow}c_{i\downarrow} - d_{i\uparrow}d_{i\downarrow})$, as a function of $U$ and $T$. Its main features are the sharp peak observed slightly below $U/t = 0.75$, where the AFM dome begins, and the absence of any enhancement near $U/t = 1.5$, where the AFM dome ends. Within our resolution, the transition between the SC and AFM states appears first-order. The sharp suppression in the pair susceptibility indicates that any coexistence of the two phases is limited to a narrow range of $U/t$ in the vicinity of $U/t \approx 0.75$, although we observe no such coexistence within our resolution.

To shed light on the behavior of the charge degrees of freedom across the phase diagram, we extracted the charge compressibility, $\chi_c = L^{-2} \int d\tau \sum_{ij} \langle \delta \rho_i(\tau)\delta \rho_j(0) \rangle$, where $\delta \rho_i = n_i^\uparrow + n_i^\downarrow - 2$. As shown in Fig. 2(c), for $U/t \approx 0.75$, when AFM order sets in, $\chi_c$ displays a sudden drop at low temperatures from a finite value, indicative of a metal, to a vanishingly small value, which is indicative of an insulator. In Fig. 1 the color scale corresponds to the logarithm of $\chi_c$, clearly demonstrating a sharp transition from a metallic to an insulating phase around $U/t \approx 0.75$ at low temperatures, and a smoother crossover at higher temperatures. The black dashed line denotes the contour $\chi_c = 0.01$. The fact that the compressibility jumps sharply at low temperatures but decreases smoothly at higher temperatures supports the presence of a first-order transition between the SC phase and the AFM-insulating phase, ending in a critical endpoint followed by a Widom crossover line, as is expected for a Mott transition at finite temperatures [35]. The precise location of the endpoint cannot be pinpointed with our available resolution.

Electronic and magnetic spectra.—To further probe the impact of the metal-to-insulator crossover in the phase diagram of Fig. 1, we extracted the electronic Green’s function $G$ at long imaginary time $\tau$, $G_k(\tau = \beta/2)$. Here, $\beta = 1/T$ is the inverse temperature. At zero temperature and on the Fermi surface, the quantity $\tilde{Z}_k = 2G_k(\tau = \beta/2)$ is a proxy for the quasi-particle spectral weight [20] [36], being equal to 1 for a non-interacting system and 0 for an insulator. Figure 3 presents $\tilde{Z}_k$ for representative values of the interaction $U$ and for a low temperature $T/t = 0.05$. In each panel, the upper-right-half shows the relative spectral weight and the color scale extends to $\tilde{Z}_{\text{max}}$, whereas the lower-left-half shows the absolute spectral weight and the color scale extends to 1.

Focusing first on the upper-half of the panels, we note two effects upon increasing $U$. At $U/t = 0.7$, we see a shrinking of the Fermi surface areas, reminiscent of the
so-called \(s^\pm\)-Pomeranchuk effect in multi-band systems approaching an AFM instability [37,38]. At \(U/t = 0.8\) and \(U/t = 1.0\), we observe a Fermi surface reconstruction typical of long-range AFM order, as resulting from the folding of the Brillouin zone by the AFM wave-vector (\(\pi, \pi\)). Focusing now on the lower-half of the panels, we see a strong reduction of the intensity of \(\tilde{Z}_k\) as \(U\) increases, signaling a sharp suppression of the quasi-particle spectral weight. In particular, for \(U/t = 1.0\), the spectral weight has decreased to the point of almost vanishing, such that, for higher values of \(U/t\), a Fermi surface can be barely defined. This loss of quasi-particle coherence is consistent with the suppression in the charge compressibility seen in Fig. 2(c).

The reduction of the quasi-particle spectral weight has a drastic effect on the magnetic fluctuation spectrum in the paramagnetic state. Prior to the onset of AFM order, the electrons are reasonably coherent, as shown in Figs. 3(a) and (b). The corresponding dynamic magnetic susceptibility at the AFM wave-vector, \(\chi^{-1}_n(\Omega_n)\), is shown in Fig. 4(a) as a function of the Matsubara frequency \(\Omega_n = 2n\pi T\). In this regime, corresponding to the left of the AFM dome, the spin dynamics is overdamped, as indicated by the linear dependence \(\chi^{-1}_n(\Omega_n) \propto |\Omega_n|\). This is the expected behavior arising from the decay of AFM fluctuations into collective particle-hole excitations near the Fermi surface, called Landau damping. Note that we do not expect signatures of the superconducting gap to appear here, as even the first non-zero Matsubara frequency is comparable to \(T_c\). On the other hand, for \(U/t \geq 1.5\), to the right of the AFM dome, the quadratic behavior \(\chi^{-1}_n(\Omega_n) \propto \Omega_n^2\) shown in Fig. 4(b) is typical of ballistic spin dynamics, with AFM fluctuations propagating without damping. The fact that the quasi-particle spectral weight is strongly reduced for \(U/t > 0.75\) suggests that this absence of damping is a consequence of the suppression of the decay channel of an AFM excitation into quasi-particles.

**Discussion.**—Having completely characterized the phase diagram of the electronic two-band model shown in Fig. 4, we now discuss its implications for our understanding of the intertwining between AFM and SC in the intermediate coupling regime. The appearance of an AFM dome can be rationalized by interpolating the expected behaviors in the metallic and insulating sides of the phase diagram. From a weak-coupling perspective, because the electron-like and hole-like bands are not nested, the interaction strength must overcome a threshold value for AFM order to onset. From a strong-coupling perspective, the two-band model maps onto an Ising model with a strong transverse field (see Supplementary Material), and as a result the ground state is a featureless, insulating quantum paramagnet. What is surprising, however, is the fact that the threshold value for \(U/t\) at the lowest temperature probed coincides (within our resolution) with the value that triggers a metal-to-insulator transition, characterized by vanishing compressibility and quasi-particle spectral weight. Additionally, we note that the onset of AFM order is not due to Fermi surface nesting, as numerical simulations of two electron-like band dispersions (not shown) also reveal a magnetic dome at similar values of \(U/t\).

The numerical results suggest the presence of two putative AFM quantum phase transitions near \(U/t \approx 0.75\) and \(U/t \approx 1.5\). Of course, the AFM transition temperature could remain non-zero beyond this range, since the lowest temperature that we probe is \(T/t = 0.025\). Although this makes it difficult to locate a possible QCP, the fact that the AFM susceptibility is strongly suppressed for these two values of the interaction strength [as shown in Fig. 2(a)] allows us to make a meaningful comparison between them. The main difference is that long-range superconductivity appears near \(U/t = 0.75\), while not even weak SC fluctuations are observed near \(U/t = 1.5\). Thus, while this result supports the point of view that AFM fluctuations play an important role in promoting high-temperature superconductivity – the highest \(T_c\) in our system is a few percent of \(t\) – it also makes it clear that proximity to an AFM transition is by no means enough for superconductivity to be triggered. On the contrary, our analysis of the spin dynamics in Fig. 4 reveals that overdamped (i.e. “slow”) fluctuations are much better at promoting Cooper pairing than ballistic (i.e. “fast”) fluctuations. This change in the character of the spin dynamics, in turn, can be attributed to the strong suppression of the quasi-particle spectral weight shown in Fig. 3 which effectively eliminates Landau damping. It is important to note that, despite the quasi-particle spectral weight being heavily suppressed, as long as it remains finite at non-zero temperatures, superconductivity could in principle still arise [39].
Conclusion. In conclusion, we demonstrated that a suitable two-band version of the Hubbard model can be efficiently simulated via QMC without the fermionic sign problem. The resulting phase diagram showcases various ordered states typically found in quantum materials, such as AFM, SC, and a correlated insulating phase. More importantly, our results offer an unbiased view of the rich interplay between these different degrees of freedom, demonstrating that both AFM and SC are enhanced near the metal-to-insulator transition in the intermediate-coupling regime. Future investigations of this type of model would be desirable to shed light on the fermionic properties near the onset of the AFM order, particularly to elucidate whether non-Fermi liquid behavior or pseudogap behavior are also triggered by inter-band repulsive interactions.
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Supplementary material for “Modeling unconventional superconductivity at the crossover between strong and weak electronic interactions”

SI. MODEL AND DETERMINANT QUANTUM MONTE CARLO

In this work, we perform determinant Quantum Monte Carlo (DQMC) simulations of the following model:

\[ H = \sum_{\text{k}\alpha} \left( \epsilon^{i}(\text{k})c_{i\alpha}^{\dagger}c_{i\alpha} + \epsilon^{d}(\text{k})d_{i\alpha}^{\dagger}d_{i\alpha} \right) - U \sum_{i} S_{i}^{z} S_{i}^{z}, \]  \hspace{1cm} (S1)

where \( S_{i}^{z} = c_{i\alpha}^{\dagger} \sigma_{\alpha\beta}^{z} d_{i\beta} + \text{h.c.} \). The dispersions are

\[ \epsilon^{i/d}(\text{k}) = -2(t \pm \delta) \cos k_{x} a - 2(t \mp \delta) \cos k_{y} a \mp \mu, \]  \hspace{1cm} (S2)

and we choose \( \delta = 0.4t, \mu = -2t, \) and \( \alpha = 1 \). Expanding the four-fermion term \( U \sum_{i} S_{i}^{z} S_{i}^{z} \) and using the standard fermionic anti-commutation relations, we find

\[ \mathcal{H}_{\text{int}} = U \sum_{i\alpha,\beta} \left[ 4c_{i\alpha}^{\dagger} d_{i\beta}^{\dagger} d_{i\beta} c_{i\alpha} + 2c_{i\alpha}^{\dagger} c_{i\beta}^{\dagger} c_{i\beta} d_{i\alpha} + \left( c_{i\alpha}^{\dagger} c_{i\beta}^{\dagger} d_{i\beta} d_{i\alpha} + \text{h.c.} \right) \right], \]  \hspace{1cm} (S3)

Thus, we obtain the same expression as Eq. (2) of the main text with vanishing intra-band interactions \( (U_{4} = U_{5} = 0) \), inter-band interactions \( U_{1} = 4U, U_{2} = 2U \) and \( U_{3} = 2U \), and \( \alpha = \beta \) in the first term.

In the DQMC technique, after discretizing imaginary time into \( N_{\tau} \) slices, the interaction term is decoupled by introducing a Hubbard-Stratonovich field. The partition function is then evaluated by statistical sampling of the field configurations \([12]\), with a weight given by the determinant of the fermionic Green’s function (see Eq. (S6)). In the present case, we apply the discrete Hubbard-Stratonovich transformation (HST) \([10]\) to the interaction term

\[ e^{\Delta \tau U S_{i}^{z}} = \frac{1}{4} \sum_{\ell = \pm 1, \pm 2} \gamma(\ell) e^{\Delta \tau \Phi(\ell) S_{i}^{z}} + O(\Delta \tau U)^{4}, \]  \hspace{1cm} (S4)

where \( \Phi(l) = \sqrt{\frac{U}{2\Delta \tau}} \eta(l), \gamma(\pm 1) = 1 + \sqrt{6}/3, \gamma(\pm 2) = 1 - \sqrt{6}/3, \eta(\pm 1) = \pm \sqrt{2(3 - \sqrt{6})}, \eta(\pm 2) = \pm \sqrt{2(3 + \sqrt{6})} \) and \( \Delta \tau = \beta/N_{\tau} \). For technical reasons, for \( 0.7 < U < 0.8 \) and \( L = 12 \) we used a continuous HST,

\[ e^{\Delta \tau U S_{i}^{z}} = C \int d\phi e^{-\Delta \tau \phi^{2}/4U + \Delta \tau \phi S_{i}^{z}}, \]  \hspace{1cm} (S5)

where \( C \) is a constant. The discrete HST procedure leads to a shorter autocorrelation time than the continuous HST, but has no impact on the physics.

In either decoupling scheme, the partition function can be written as

\[ \mathcal{Z} = \int \mathcal{D}[\phi] \det \left[ \hat{G}(\phi)^{-1} \right] \exp \left( -\mathcal{S}_{\phi} \right), \]  \hspace{1cm} (S6)

where \( \det \left[ \hat{G}(\phi)^{-1} \right] \) is the inverse fermionic determinant dependent on \( \phi \) and \( \mathcal{S}_{\phi} \) is the \( \phi \)-dependent part of the action.

For a given Hubbard-Stratonovich field configuration, the matrix \( \hat{G}(\phi) \) commutes with an anti-unitary operator: \( A = is^{H} \otimes \sigma^{z} K \) and \( A^{2} = -1 \), where \( \sigma \) and \( s \) are Pauli matrices acting on the band and spin subspaces respectively, and \( K \) denotes complex conjugation. As discussed in an earlier work \([23]\), such an anti-unitary symmetry guarantees that the fermionic determinant is positive definite for arbitrary energy dispersions and field configurations. As a result, the DQMC algorithm does not suffer from the notorious fermion sign problem.

To minimize finite-size effects, a single quantum of a pseudo-magnetic field was inserted such that \( \Phi_{c\uparrow} = \Phi_{d\uparrow} = -\Phi_{c\downarrow} = -\Phi_{d\downarrow}, \) where \( \Phi_{\alpha\sigma} \) is the flux felt by the fermions of band \( \alpha \) and spin \( \sigma \) \([10]\). We used grids of size \( L \times L \) in real-space (with \( L = 8, 10, 12, 14 \)), and size \( N_{\tau} \) along the imaginary time direction. The value of \( N_{\tau} \) depends on temperature \( T = 1/\beta \) and is chosen so that the time discretization \( \Delta \tau \equiv \beta/N_{\tau} = 0.05 \). The configurations of the

\(^1\) Only the magnetic susceptibility was measured for \( L = 14 \), and used in the crossing analysis for determination of the magnetic phase boundaries.
HST fields are generated following the Metropolis algorithm of local field updates [12]. For every choice of parameters, we run 8 parallel Markov chains of 12,000 total system sweeps. The first 2,000 configurations are dropped to ensure thermal equilibration. To estimate the statistical errors arising due to the finite thermal ensemble averaging, we first compute the auto-correlation time, $\tau_O$, for each quantity $O$. This is necessary since the configurations constructed using the Metropolis algorithm are not independent. Generally, higher moments exhibit longer auto-correlation times, implying that the auto-correlation time of e.g. the spin-spin correlation time is longer than the auto-correlation time of $\phi$. Combining the auto-correlation time with the variance of the correlated configurations $(\sigma^2_O)$ yields an estimate for the statistical error $\delta_O$ [41]:

$$\delta^2_O = (1 + 2\tau_O) \frac{\sigma^2_O}{M},$$

where $M$ is the total number of statistical configurations. For quantities where an auto-correlation time cannot be defined we instead use a jackknife procedure [41]. This is the case for e.g. the compressibility which cannot be defined without reference to all configurations within the thermal ensemble.

### SII. IDENTIFYING THE ANTIFERROMAGNETIC TRANSITION

We locate the antiferromagnetic transition by studying the spin-spin correlation function, which is calculated from

$$\chi_s(r_i, \tau) = \frac{1}{L^2 N_r} \sum_{\tau', r_j} \langle \phi(r_i + r_j, \tau + \tau') \phi(r_i, \tau') \rangle,$$

where both $r_i$ and $\tau$ refer to discretized variables, and $\langle \cdots \rangle$ denotes ensemble averaging. The thermodynamic spin susceptibility is defined via $\chi_s = \frac{\beta}{N_r} \sum_{r_i, \tau} \chi_s(r_i, \tau)$. Alternatively, the spin susceptibility can also be defined via
the fermionic operators: \( \hat{\chi}_s = \frac{\beta}{N} \sum_{\mathbf{r},i} (S^z(\mathbf{r},\tau)S^z(0,0)) \). There is a relation between the fermionic and bosonic susceptibilities, given by:

\[
\chi_s = (2U)^2 \hat{\chi}_s + 2U,
\]

which is exact in the case of the continuous HST, and is correct up to \( O(\Delta \tau U)^5 \) in the case of the discrete HST. This relation has been verified by our numerical results.

Evaluating \( \chi_s \) for different system sizes ranging from \( L = 8, \ldots, 14 \) allows us to carry out a finite size scaling analysis to determine the location of the magnetic phase transition. The susceptibility follows the scaling function \( \chi_s(t, L) = L^{\gamma/\nu} g(t L^{1/\nu}) \) \(^2\), where \( t \) is the reduced temperature, and \( \{\gamma, \nu\} \) are critical exponents in the thermodynamic limit. Here we limit ourselves to a simple crossing analysis, where we use the fact that, at the transition, \( L^{-\gamma/\nu} \chi_s(0, L) = g(0) \). In other words, a magnetic transition occurs at points where the quantities \( L^{-\gamma/\nu} \chi_s(0, L) \) computed for different values of \( L \) cross, as seen in Figs. S1 and S2. Here, we use the standard Ising exponents for two-dimensional systems, \( \gamma = 7/4 \) and \( \nu = 1 \). To reduce statistical noise, we consider only the crossings between pairs of system sizes separated by a fixed \( \Delta L = 4 \) \(^3\), namely crossings between the \( L = 8 \) and \( L = 12 \) data and between the \( L = 10 \) and \( L = 14 \) data. This does not significantly impact the location of the crossings themselves, as seen in Fig. S3.

To estimate the error associated with the determination of the transition, we linearly interpolate between the two points on either side of the transition for two given system sizes and use that the \( x \)-coordinate of their intersection is given by

\[
x_c = x_1 + \left[ \chi_S^L(x_1) - \chi_S^L(x_1) \right] \left[ \frac{\chi_S^L(x_2) - \chi_S^L(x_1)}{x_2 - x_1} - \frac{\chi_S^L(x_1)}{x_2 - x_1} \right]^{-1}.
\]

Standard error propagation provides an estimate for the error associated with the value of \( x_c \). The results from different system sizes are averaged, and the error on this result is estimated through the quadratic sum of the variance of the estimates and the errors on the individual estimates. This procedure is carried out for crossings both along the \( T \) and \( U \) axes. This provides the antiferromagnetic phase boundary shown in Fig. 1C of the main text. Points with horizontal error bars are obtained from crossings as a function of \( U \), while points with vertical error bars are obtained from crossings as a function of \( T \). For completeness, in Fig. S3 we show the antiferromagnetic phase transitions without averaging over different system sizes. Note that we do not have \( L = 14 \) data below \( T/t = 0.05 \), and thus the crossings shown at temperatures below this value are obtained from the crossing between the \( L = 8 \) and \( L = 12 \) data only. This analysis does not include points for which we have indications that the transition is first order, as discussed below. Note that, for large values of \( U \), there are a number of spurious crossings due to fluctuations in the data, as shown in Fig. S3. Of course, these spurious points are not included in the phase diagram.

To check for the possibility of a first-order transition, we begin by analyzing the histograms of the uniform staggered magnetization, \( \phi \equiv \frac{1}{\mathcal{L} \mathcal{N}_r} \sum_{\mathbf{r},\tau} \phi(\mathbf{r}, \tau) \), shown in Fig. S5. At low temperatures \( (\beta t = 20) \) and for \( U/t = 0.74 \), the
Figure S4. Scaled spin susceptibilities $\chi_s L^{-7/4}$ for $U/t = 2.0$ and $U/t = 4.0$. While the scaled susceptibilities do exhibit crossings, we observe that these are due to fluctuations in the data rather than actual phase transitions. Hence, these points were omitted in the above figure and in further considerations.

histogram shows a triple-peak structure, hinting at a first-order magnetic transition [43]. To further investigate the possibility of a first-order transition, we examine the $U$ dependence of the effective energy:

$$E_{\text{eff}} = \left\langle T \log(\det(\hat{G}(\phi))) / L^2 \right\rangle.$$  

(S11)

$E_{\text{eff}}$ is analogous to one of the energy terms in a classical Monte Carlo simulation, and is expected to show a discontinuous jump at a first order transition in the thermodynamic limit. For a finite size system, the discontinuity is replaced by a sharp feature over a scale $\Delta U / U_c \approx L^{-2}$, whereas in a continuous transition no such jump should occur. As shown in Fig. S6, while such a feature clearly appears at low temperatures, it is not detectable within our resolution at $T/t = 0.1$. For enhanced resolution in $U$, here we simulated $U/t = 0.72, 0.73, 0.78$, and reweighted the data to obtain the rest of the values of $U$ [44]. For each system size, we define $U_c(L)$ as the position of the maximum of the derivative $\partial E_{\text{eff}} / \partial U$. In the phase diagram in the main text, we estimate $U_c \approx U_c(L = 12)$, and the errors are obtained from the widths of Lorentzians fitted to the numerical derivatives of the data shown in Fig. S6.

We conclude by showing the dynamical AFM susceptibility at $T = 0.05 t \geq T_c$ in Fig. S7. This shows a behavior similar to Figure 3 of the main text for $T/t = 0.025$, with the inverse susceptibility being linear in $\Omega_n$ on the left side of the phase diagram and nearly quadratic on the right side of the phase diagram.

SIII. MEASURING THE CHARGE COMPRESSIBILITY

To probe the possibility of the appearance of an insulating phase, we measure the compressibility. It is obtained from the uniform component of the charge susceptibility, given by

$$\chi_c = \frac{\beta}{L^2 N_{\tau}} \sum_{r_i, r_j, \tau} \langle \delta \rho(r_i, \tau) \delta \rho(r_j, 0) \rangle,$$

(S12)

where $\delta \rho(r_i) = \sum_{\alpha \sigma} \left[ (c_{r_i, \alpha, \sigma}^\dagger c_{r_i, \alpha, \sigma} + d_{r_i, \alpha, \sigma}^\dagger d_{r_i, \alpha, \sigma}) - \langle c_{r_i, \alpha, \sigma}^\dagger c_{r_i, \alpha, \sigma} + d_{r_i, \alpha, \sigma}^\dagger d_{r_i, \alpha, \sigma} \rangle \right]$. Errors in this quantity are estimated from a jackknife analysis [41]. In Fig. S8 we show the compressibility $\frac{dn}{dm} = \chi_c$ as a function of $U$ for various system sizes and temperatures. The $L = 12$ curve corresponds to the one shown in the main text. While at low temperatures the compressibility has a sharp suppression, at high temperatures the compressibility decreases smoothly towards zero. In the main text, this quantity yields the (logarithmic) color scale in Fig. 1C of the main text along with the black dashed line which indicates the $\chi_c = 0.01$ threshold.

SIV. IDENTIFYING THE SUPERCONDUCTING TRANSITION

To study superconductivity we measure both the pair susceptibility $\chi_p$ and the superfluid density $\rho_S$. The pair susceptibility is defined in the $s_\pm$ channel, corresponding to a gap function that has opposite signs in the two bands.
**Figure S5.** Histograms of the average staggered magnetization $\bar{\phi} \equiv \frac{1}{N\tau L^2} \sum_{r_i, \tau} \phi(r_i, \tau)$ for a few values of $U/t$ and for $\beta t = 10$ (upper panel), $\beta t = 14$ (middle panel), and $\beta t = 20$ (lower panel). Results are obtained for $L = 12$. The triple-peak structure near $U/t = 0.74$ at $\beta t = 20$ indicates a first-order magnetic phase transition.

**Figure S6.** The effective energy $E_{\text{eff}}$ as defined in Eq. (S11) for different temperatures. As the system size increases at low temperatures, a sharp feature appears at the onset of magnetic order, indicating a first-order transition.

Denoting $P_\pm (r_i) = \sum_{\alpha\beta} i\sigma^\alpha_{\alpha\beta}(c_{i\alpha}c_{i\beta} - d_{i\alpha}d_{i\beta})$, we have:

$$
\chi_p = \frac{\beta}{L^2 N\tau} \sum_{r_i, r_j, \tau} \langle P_\pm^\dagger (r_i, \tau) P_\pm (r_j, 0) \rangle.
$$

This quantity is shown in Fig. S9 for different system sizes. As also shown in the main text, this quantity displays a suppression as we enter the magnetic phase and no subsequent increase once the magnetic order subsides.

The superfluid density is a thermodynamic measure for a superconducting state regardless of the pairing form factor, and is defined as [45]:

$$
\rho_s = \frac{1}{4} [\Lambda_{xx}(q_x \rightarrow 0, q_y = 0, i\Omega_n = 0) - \Lambda_{xx}(q_x = 0, q_y \rightarrow 0, i\Omega_n = 0)].
$$

(S14)
Figure S7. Dynamical inverse spin susceptibility for $\beta t = 20$ for $U/t \leq 0.7$ and $U/t \geq 1.5$. Despite the decreased density in points, the same trends as Figure 3 of the main text are visible. At small values of $\Omega$, the inverse dynamical susceptibility is linear in $\Omega$ on the left side of the magnetic dome, for $U/t \leq 0.7$, and nearly quadratic in frequency for $U/t \geq 1.5$.

Figure S8. Charge compressibility $\chi_c$ as a function of $U$ for different system sizes and values of $\beta t$ (as indicated in the legends). For all system sizes, a noticeable suppression of $\chi_c$ occurs around $U/t \approx 0.76$ at low temperatures

where

$$\Lambda_{xx}(r_i, \tau) = \frac{1}{L^2} \sum_{r_j} \langle J_x(r_i + r_j, \tau) J_x(r_j, 0) \rangle$$

is the current-current correlation function. The superfluid density for different system sizes and temperatures is shown in Fig. S10. The drastic suppression upon entering the magnetic phase is evident for all values of $L$. Using the Berezinskii-Kosterlitz-Thouless (BKT) criterion, $\rho_s(T_c) = \frac{\pi}{2}$, we determine $T_c$. In two dimensions, the BKT temperature scales logarithmically with system size [46], and no scaling analysis was carried out for this quantity.

SV. FINITE SIZE EFFECTS IN THE SPECTRAL WEIGHT PROXY $\tilde{Z}_k$

To elucidate the possible effects of finite-system sizes on the spectral weight proxy, $\tilde{Z}_k$, plotted in Fig. 3 of the main text, we here include data for the $L = 8$ and $L = 10$ cases as well. As in the main text, we have combined simulations
Figure S9. Pair susceptibility $\chi_{p}$ as a function of $U$ for different system sizes and values of $\beta t$ (as indicated in the legends). Regardless of system size, there is a rapid suppression near $U/t = 0.76$, where the system develops long-range magnetic order and the compressibility is sharply depleted.

Figure S10. Superfluid density $\rho_{s}$ as a function of $U$ for different system sizes and values of $\beta t$ (as indicated in the legends). The dashed line denotes the BKT criterion. Note the massive suppression associated with the onset of magnetic order beyond $U/t = 0.76$. This quantity was not measured for $L = 14$.

from 16 different twisted boundary conditions, which serves to alleviate effects of finite-system sizes. In Fig. S11, we show $\tilde{Z}_{k}$ for $U/t = 0.8$ for $L = 8$, $L = 10$, and $L = 12$. Note that in the main text the color bar was rounded off at the second digit. Furthermore, in Fig. S12, we show cuts through $\tilde{Z}_{k}$ for $k_{y} = \pi$ and $k_{x} = \pi$, respectively. The fact that the points from different system sizes fall on the same line gives us confidence that finite-size effects are minor.
SVI. STRONG COUPLING EXPANSION

Here we show that in the strong coupling limit, where \( U \gg t, \delta, \mu \), our two-band model maps onto a transverse-field Ising model in two spatial dimensions. Depending on the ratio \( \mu^2/(t^2 - \delta^2) \), the system exhibits a quantum phase transition between an Ising antiferromagnet and a quantum paramagnet, where the local spinor is composed of linear superposition of the spin and band degrees of freedom.

To zeroth order in the kinetic energy terms, it suffices to study a single site. We define two fermionic annihilation operators as \( \gamma_1^r \alpha = \frac{1}{\sqrt{2}} (c^r \alpha + d^r \alpha) \) and \( \gamma_2^r \alpha = \frac{1}{\sqrt{2}} (c^r \alpha - d^r \alpha) \), corresponding to “bonding” and “anti-bonding” combinations of the two bands. In the new basis, the interaction term can be written as:

\[
H_U = -U \sum_r \left( \gamma_1^r \sigma_{\alpha \beta}^r \gamma_1^{r \dagger} - \gamma_2^r \sigma_{\alpha \beta}^r \gamma_2^{r \dagger} \right)^2 .
\] (S16)

The energy is minimized when the bonding and anti-bonding states are both polarized but with opposite spins, yielding the ground state energy \( E_U = -4U/L^2 \), where \( L \) is the linear dimension of the system. Therefore, this ground state is degenerate and possesses a local SU(2) symmetry corresponding to a combined rotation in spin and bonding space. It can be written as

\[
|\Psi_{g.s.}\rangle = \Pi_r \left( |a_r \rangle + |b_r \rangle \right)
\] (S17)

where \(|a_r|^2 + |b_r|^2 = 1\), and we have defined the two basis states: \(|a_r\rangle = \gamma_1^{r \dagger} \gamma_2^{r \dagger} |0\rangle\), \(|b_r\rangle = \gamma_1^{r \dagger} \gamma_2^{r \dagger} |0\rangle\).

Next we perform second order perturbation theory in the kinetic term, and work in the projected Hilbert space. We find:

\[
\mathcal{H} = - \left[ \sum_r \left( 4U s^0 + \frac{\mu^2}{4U} \right) - \frac{t^2 + \delta^2}{3U} \sum_{rr'} s^0_r s^0_{r'} \right] + \left[ \frac{\mu^2}{4U} \sum_r s^z_r + \frac{t^2 - \delta^2}{3U} \sum_{(rr')} s^z_r s^z_{r'} \right]
\] (S18)
Here \((s^0, \vec{s})\) are the identity and Pauli matrices acting on the projected Hilbert space \(|\psi_r\rangle \equiv (|a_r\rangle, |b_r\rangle)\). The first term are constants, which reduce to the ground state energy \(-4UL^2\) in the infinite \(U\) limit. The second term corresponds to a transverse-field Ising model with a transverse field \(h = \mu^2/4U\) and anti-ferromagnetic exchange interaction \(J = (t^2 - \delta^2)/3U\).

The transverse field Ising model has a quantum phase transition at \(h_c/J \approx 3\) [47]. For the band parameters in the paper, we have \(h/J \approx 3.57\), meaning that in the strong coupling limit, the system is a featureless quantum paramagnetic insulator. This implies the existence of a quantum phase transition at intermediate coupling, since at weak-coupling a magnetic ordered phase exists.
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