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Abstract

Individual participant data (IPD) meta-analysis was developed to overcome several meta-analytical pitfalls of classical meta-analysis. One advantage of classical psychometric meta-analysis over IPD meta-analysis is the corrections of the aggregated unit of studies, namely study differences, i.e., artifacts, such as measurement error. Without these corrections on a study level, meta-analysts may assume moderator variables instead of artifacts between studies. The psychometric correction of the aggregation unit of individuals in IPD meta-analysis has been neglected by IPD meta-analysts thus far. In this paper, we present the adaptation of a psychometric approach for IPD meta-analysis to account for the differences in the aggregation unit of individuals to overcome differences between individuals. We introduce the reader to this approach using the aggregation of lens model studies on individual data as an example, and lay out different application possibilities for the future (e.g., big data analysis). Our suggested psychometric IPD meta-analysis supplements the meta-analysis approaches within the field and is a suitable alternative for future analysis.
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1. Introduction

Data are the backbone of science. The technology revolution owing to the introduction of computers and Internet impacts all areas, particularly the registration and archiving of data in scientific fields. Scientific databases have increased considerably since the early days; there are more data available for analysis and interpretation. Compared to the past, repeated measurements are generally
conducted in research projects owing to registration improvements. Moreover, the goal of science is to accumulate knowledge. However, scientists require an overview of the data as a starting point. Currently, we talk of the age of “big data” because of the improvement in data gathering, registration, and archiving. Nowadays, data are often seen to have the same potential as oil did in previous years; the question that is raised is, “Do we really take advantage of our current golden oil products?” In other words, do we really know how to analyze such large datasets? Prior to the technology revolution, large datasets in social science were also analyzed, but the analysis effort involved was considerably larger than today. At the present time, one approach to analyze big data is meta-analysis. Therefore, the potential of meta-analysis approaches, particularly the so-called individual participant data (IPD) meta-analysis approach supplemented by a psychometric correction, to analyze big data, is evident.

To introduce our proposal of how to analyze data using psychometric IPD meta-analysis, we use lens model studies as an example. In our paper, we introduce psychometric IPD meta-analysis, which, to our knowledge, is unknown to the scientific community. We start to introduce the current status of meta-analysis approaches and the challenges classical meta-analysis approaches faces today. We expect IPD meta-analysis to overcome these challenges. We argue that the potential of IPD meta-analysis increases with a psychometric approach. We also introduce our suggested psychometric IPD meta-analysis by applying it to a practical example.

1.1. Current Meta-Analysis Approaches

Prior to the development of meta-analysis, narrative literature reviews were conducted to provide an overview of the data in a specific subject, and finally lead to a theory. The narrative review on the effect of psychotherapy by Eysenck [1] is also worth mentioning as an antecedent of the first meta-analysis method. In this review, Eysenck’s concludes that psychotherapy has no beneficial effects on patients. Glass, one of the pioneers of meta-analysis, may have been provoked by Eysenck’s conclusion. Glass also had experience as a therapist, which led him to a statistical evaluation of Eysenck’s psychotherapy review. In 1970, Glass published his meta-analysis, which aggregated the findings of 375 psychotherapy outcomes and concluded that psychotherapy does indeed work [2]. This meta-analysis is seen as one of the foundational work of modern meta-analysis approaches. As introduced by this example, the main difference between literature reviews and the further development of a meta-analysis is that literature reviews are based on studies without cumulating them. Hence, the term meta-analysis “encompasses all the methods and techniques of quantitative research synthesis” [3] and excludes traditional reviews. Since Glass [4] [5] introduced the term meta-analysis to the scientific community in his presidential speech at the American Educational Research Association, there have been numerous methodological developments [6] [7] [8]. The different meta-analysis approaches all have in
common that they aggregate data (e.g., the average judgment achievement across all judgment makers and tasks in a single study) from multiple studies.

1.2. Current Challenges: Heterogeneity Corrections

With time, the focus shifted not only to the cumulation of data, but also to the explanation of the heterogeneity of data and the correction of bias. We introduce three different approaches to handle the heterogeneity within the meta-analysis results.

For example, researchers try to estimate the number of studies that were missed during the study collection for a meta-analysis. Meta-analysis is often criticized for not including all studies on a topic, which may lead to an incorrect result. This estimation is well-known as the so-called publication bias. Different types of estimates are introduced to the field and, although publication bias is often required by journal editors to have a manuscript published, we note that there is still a critical discussion on the estimation of publication bias (see [9]).

Another approach, which corrects the data heterogeneity, is the psychometric Hunter-Schmidt approach. The correction of study differences is unique to this approach. Correcting between study differences considers the fact that different studies also introduce different sources of bias such as measurement error and sampling bias, as well as the fact that data are artificially dichotomized. Since the early days of this approach, Hunter and Schmidt developed eleven so-called artifact corrections which could be applied when meta-analyzing data. For an overview of the different correction procedure, we refer to Hunter and Schmidt [7].

However, the analysis of aggregated data instead of individual-level data may introduce an ecological fallacy, because associations between two variables at the group (or ecological) level may differ from associations between analogous variables measured at the individual level (see [10], see for meta-analysis, [11], [12], p. 114). An alternative approach is to pool the individual-level data (e.g., each persons’ judgment achievement in a single task) from multiple studies and analyze the pooled data directly; this is known as individual participant data (IPD) meta-analysis.

1.3. Individual Participant Data (IPD) Meta-Analysis

Meta-analysis based on individual-level data has been labeled the “gold standard” of meta-analysis owing to its advantages over the classical approach [13]. Although there are several advantages to conducting an IPD meta-analysis (e.g., [11]), there are also several advantages to conducting a psychometric meta-analysis instead of a classical one, as outlined previously. Thus far, there have been no combinations thereof, namely a psychometric IPD meta-analysis. In the following method section, we suggest a psychometric IPD meta-analysis in line with the psychometric meta-analysis approach by [7] as a proposal for the missing link of IPD and psychometric meta-analysis.
2. Method

2.1. Psychometric IPD Meta-Analysis

2.1.1. Database and Effect Sizes

The so-called lens model study data are ideal for our proposed psychometric IPD meta-analysis (for an overview on lens model studies, see [14] [15] [16]). Within lens model studies, the data is based on repeated judgments or measurements.

The aggregation unit in classical meta-analysis is studies, considering the different number of individuals by weighting. For example, the different number of persons within different studies is weighted by the mean of their effect size across the study. As we use lens model studies (a short introduction to lens model studies, please find below) as an example for our analysis, the effect sizes are the judgment achievements across studies. In our suggested IPD meta-analysis, the database required is individuals, for which repeated measurements are available. This assumption fits perfectly for lens model studies. Within classical meta-analysis between studies, differences based on artifacts are corrected as in the [7]. Only such an approach prevents the presumption of allocating heterogeneity based on the study and real differences. We argue that with an IPD meta-analysis based on a database of repeated measurements, individual differences are also introduced, for example measurement errors must be corrected to reveal the true individual differences. In the following, we rely on the lens model study by [17] to introduce a typical lens model study. Within these lens model studies, different teachers judge different students on their learning interests ([17]). Eighteen future education students (teachers) judged 120 students’ profiles on their learning interests. Each profile includes 20 pieces of information. Each teacher’s judgments are then evaluated by a test on student interest, and represented by a correlation and accuracy value. This aggregated accuracy value from the repeated judgments of one teachers is our effect size in the following. We highlight that for the following outline of data aggregation, data with repeated measurement from multiple individuals are needed. We take in the following groups of individuals from different studies. Our suggested data aggregation is also suitable for groups of individuals considering grouping factors other than studies for example schools and living regions such as Swiss cantons.

2.1.2. Data Aggregation

To aggregate the introduced data, our effect size \( r \) is a judgment achievement \( (r) \) of teacher \( i \) and \( N_i \) is the number of judgments made by the teacher (e.g., 120 judgments on students’ learning interest). Furthermore, since the sampling error is canceled out in the average correlation across individuals, we estimate the mean population correlation \( (\tau, \text{ see Equation (1), [7]}) \) in our data aggregation by means of the sample correlations.

\[
\tau = \frac{\sum [N_i r_i]}{\sum N_i}
\]  
(1)
where

\[ \bar{r} = \text{aggregated judgment mean across individual teachers (population correlation)}, \]

\[ N_i = \text{number of judgments made by teacher } i, \]

\[ r_i = \text{judgment achievement of teacher } i. \]

However, the sampling error due to the different number of judgments made by teachers adds to the variance of correlations across persons. Therefore, the observed variance \((\sigma^2_r, \text{ see Equation (2), [7], p. 100})\) is corrected by subtracting the sampling error variance \((\sigma^2_e, \text{ see Equation (3), [7], p. 100})\). Then, the resulting difference is the corrected variance in population correlation across persons.

\[
\sigma^2_{r,i} = \frac{\sum N_i (r_i - \bar{r})^2}{\sum N_i}
\]

(2)

where

\[ N_i \text{ and } r_i \text{ are as defined in Equation (1),} \]

\[ \bar{r} = \text{aggregated judgment mean of one individual teacher,} \]

\[ \sigma^2_{r,i} = \text{variance of the aggregated teachers' judgment achievements values (uncorrected, observed population variance).} \]

\[
\sigma^2_e = \frac{(1 - \bar{r}^2)}{(N-1)}
\]

(3)

where

\[ \bar{r} \text{ is as defined in Equation (1),} \]

\[ \bar{N} = \text{average number of judgments made by all teachers,} \]

\[ \sigma^2_e = \text{variance due to artifacts (e.g., sampling error), error variance of the aggregated teachers' judgment achievement values (error population variance).} \]

Furthermore, the average sample size \((\bar{N})\) or the average number of judgments made by a teacher has to be calculated as follows (see Equation (4), [7], p. 101):

\[
\bar{N} = \frac{T}{k}
\]

(4)

where

\[ \bar{N} \text{ is as defined in Equation (3),} \]

\[ T = \text{total number judgments across persons within one study,} \]

\[ k = \text{number of judgment achievements (in our case the number of teachers).} \]

In Equation (4), \(T\) is the total number of judgments across persons, and \(k\) is the number of analyzed judgments (e.g., 370 for the number of achievement analyzed judgments across studies; [18]). Furthermore, in the meta-analysis according to Hunter and Schmidt ([7], p. 205), the credibility and confidence intervals are distinct. In contrast to the confidence intervals used, the credibility intervals do not depend on sample size; hence, the sampling error. Therefore, the credibility interval is an estimate of the range of real differences after accounting for the fact that sampling error may be due to some of the observed differences. If the lower credibility value is greater than zero, one can be confi-
dent that a relationship generalizes across persons examined in the study. As Hunter and Schmidt [7] concluded that: “credibility intervals are usually more critical and important than confidence intervals” (p. 206), we applying the 80% credibility intervals in our suggested analysis, formed by $SD_\rho$ as follows (see Equation (5)):

$$\bar{\rho} = \pm 1.28 \times SD_\rho$$

(5)

However, thus far, we have presented an IPD meta-analysis—applying the Hunter-Schmidt approach to individual data or taking it simply as each person is treated as a single study. Hence, in the following, we present a method of including the missing psychometric approach to IPD meta-analysis. We apply a psychometric Hunter-Schmidt approach, in which each person is again treated as a single study. However, as Hunter and Schmidt suggested up to eleven artifact corrections within the psychometric approach, we present one artifact correction, which can be taken as an example of how to apply the other artifacts to our suggested psychometric IPD approach. Within our example study, [17] reported for each teacher, retest-reliability values range from 0.2 to 0.99. We use these values for our psychometric IPD meta-analysis. The fully corrected mean correlation ($\bar{\rho}$) or the fully corrected mean of teacher judgment achievement in a psychometric IPD meta-analysis is the corrected mean correlation in a classical IPD meta-analysis ($\bar{r}$, see Equation (1)) divided by the attenuation factor, as shown in Equation (6):

$$\bar{\rho} = Ave(\rho) = \frac{\bar{r}}{A}$$

(6)

where

- $\bar{r}$ is as defined in Equation (1),
- $A = \text{Attenuation factor (artifacts, e.g., measurement error),}$
- $\bar{\rho} = Ave(\rho) = \text{fully corrected mean of teachers’ aggregated judgment achievement values (i.e., population correlation)}$

In the next step, we estimate the variance in the corrected correlation across persons owing to artifact variance such as measurement error introduced by a single person. Therefore, we compute the sum of the squared coefficient of variation ($V$) across the attenuation factors (see Equation (7)):

$$V = \frac{SD(a)^2}{Ave(a)} + \frac{SD(b)^2}{Ave(b)} + \cdots$$

(7)

where

- $V = \text{variation across the attenuation factors,}$
- $a = \text{artifacts (e.g., measurement error) of teacher a's aggregated judgment achievement,}$
- $b = \text{artifacts (e.g., measurement error) of teacher b's aggregated judgment achievement.}$

Furthermore, we estimate the variance ($S$) in the correlations corrected across persons, accounted for by the variation in artifacts as a product (see Equation
where

\[ S = \text{variance of the corrected teachers' judgment achievement for all teachers}, \]
\[ R \text{ and } A \text{ are as defined in Equation 6, and } V \text{ is defined Equation (7)}. \]

The unexplained residual variance \( (S^2) \) in the corrected correlation across persons is calculated (see Equation (9)):

\[ S^2 = R^2 - S^2 \]

\( S^2 \) = unexplained residual variance for the other parameters, see Equations (6) \( (R) \) and (8) \( (S) \).

Consequently, the fully corrected variance \( \text{Var}(\rho_j) \) across persons in our proposed psychometric IPD meta-analysis is as follows (see Equation (10)):

\[ \text{Var}(\rho_j) = \frac{S^2 - S^2}{A^2} \]

where

\( \text{Var}(\rho_j) \) = fully corrected variance of the aggregated teachers' judgment achievement across teachers,

\( S^2 \) is as defined in Equation (9),

\( S \) is as defined in Equation (8),

\( A \) is as defined in Equation (6).

Finally, to estimate if the differences between individuals are really differences and do not rely on artifacts, the 75% rules are estimated in line with Hunter and Schmidt [7]. Hunter and Schmidt suggested subtracting the variation due to sampling error from the total variation. If artifacts remove approximately 75% of the overall variation, they conclude that the effect sizes are homogeneous. If the value is below 75%, then the lack of homogeneity of a single effect sizes is indicated and a search for moderating variables is conducted.

3. Results of the Psychometric IPD Meta-Analysis

3.1. Database

For simplification, we apply the introduced psychometric IPD meta-analysis to the data by [17]. We supplement this data base with a second study by Levi [19]. Both studies are lens model studies. These studies are ideal for our outlined data analysis. The lens model characteristics of both studies are included in Table 1; for details, we refer to the original studies.

In our analysis, we consider the measurement error and sampling bias and ignore any additional artifacts. It is important to note that our suggested approach is also applicable to additional artifacts, but these are ignored in the following example for simplification. The complete databases required for our analysis is available in Table A1 in the Appendix. For our analysis, we require a judgment achievement (correlation) value, the number of judgments each
Table 1. Summary of the specific lens model characteristics of studies included in our analysis.

| Study | Number and sample of judges | Number of judgments | Cues | Judgment task | Criterion |
|-------|-----------------------------|--------------------|------|---------------|-----------|
| 1. Athanasou & Cooksey [15] | 18 technical and further education students | 100 student profiles, 20 replications | 20 | Deciding whether students are interested in learning | Actual level of students’ interest test |
| 2. Levi [17] | 9 nuclear medicine physicians | 280 patient cases, 60 replications | 5 | Assess probability of significant coronary artery disease | Coronary angiography |

participant made, for each participant. Thus far, it is possible to conduct a classical IPD meta-analysis with this data. Additional data is required for a psychometric IPD meta-analysis. We require two reliability values. First, we need the reliability value of the judgment made by judgment- and decision-makers. Second, we need the reliability value of the criterion values. We note that there are two different criteria (interest test/coronary angiography). The retest value of the test is taken from the literature [20]. We assume the value of the coronary angiography is quite high, leading us to use a value of .99 in our example. We choose one type of reliability values, namely retest-reliability values.

3.2. Analyses

We ran the simulation using all the information required for a psychometric IPD meta-analysis as outlined in our method section. We emphasize that we used the so-called Hunter-Schmidt psychometric meta-analysis program [7]; however, instead of using studies as aggregation levels, we considered single individuals as aggregation levels. The results are listed in Table 2.

To interpret the results of our suggested psychometric IPD meta-analysis, we argue that the single judgment achievement across these two tasks is moderate (0.52), and there is only a small heterogeneity. Owing to the 75% rule, no search for additional moderator variables is indicated. Hence, we conclude that individual variance is as a result of uncorrected artifacts in classical meta-analysis approaches, which leads to an overestimation of study variation based on uncorrected individual differences. Hence, we realize the need to focus first on the individual level and obtain an accurate data, before any aggregation or further correction should take place. This is to ensure that the data variance at the study level is not overestimated.

4. Conclusions and Outlook

In this paper, we introduced a psychometric IPD meta-analysis, adapting the psychometric Hunter-Schmidt approach instead of the aggregation-unit of studies to the aggregation-units of persons. To apply our suggested IPD meta-analysis successfully, we require a special data type. Our data example is based
Table 2. Result of our psychometric IPD meta-analysis.

| Number of correlations (k) | Total sample size (n) | m   | SD  | 80 CI       | %    |
|---------------------------|----------------------|-----|-----|-------------|------|
| 27                        | 4320                 | 0.52| 0.03| 0.49 - 0.56 | 97   |

m = Mean true score correlation; SD = Standard deviation of true score correlation; 80 CI = 80% Credibility Interval (10% CI, 90% CI); % = Percentage variation in observed correlation attributable to all artifacts (75%).

on a repeated measurement by a single individual, typically introduced by lens model studies. However, we note that there are various possibilities for applying our proposal to datasets outside the lens model approach. We note that ambulatory assessment data (see [21]), particularly studies applying the so-called experience sampling approach, may be a suitable future application of psychometric IPD meta-analysis.

Owing to recent improvements in registration and archiving, we can expect to see more repeated-measures studies in the future. In particular, big data involves different sources of data. Hence, our suggested IPD meta-analysis approach also has the potential for future big data analysis considering different data sources such as study differences. In future, additional developed add-ons to the classical meta-analysis approach as a cumulative meta-analysis approach could be adapted for IPD meta-analysis. We see considerable potential in transferring the aggregation unit from the study unit to the individual level. However, we note that in future, comparisons of different aggregation units will be required to increase the accuracy of data aggregation.

To summarize, our proposed method of data aggregation is not limited only to future meta-analysis, but could be applied to overall data aggregation, provided individual data and multiple measure points are available. Hence, in decision-making areas where single individuals often make multiple judgments, such an approach could be applied for data aggregation. Future research on the evaluation of the classical data aggregation approach and our proposed aggregation approach will show the current potential of our suggestion. We note that our introduced aggregation analysis is time-consuming and also requires considerable additional data. However, we believe that technology-based developments will overcome this challenge successfully, and therefore support the adoption of our proposed analysis approach in the future.
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Appendix

Table A1. Consideration of data in our meta-analysis example.

| Study                  | Number of individuals | Number of judgments | Judgment achievement | Retest-Reliability¹ | Retest-Reliability² |
|------------------------|-----------------------|---------------------|----------------------|---------------------|---------------------|
| Athanasou & Cooksey [15]| 1                     | 100                 | 0.32                 | 0.995               | 0.85                |
|                        | 2                     | 100                 | 0.563                | 0.346               | 0.85                |
|                        | 3                     | 100                 | 0.005                | 0.974               | 0.85                |
|                        | 4                     | 100                 | 0.294                | 0.377               | 0.85                |
|                        | 5                     | 100                 | 0.474                | 0.023               | 0.85                |
|                        | 6                     | 100                 | 0.435                | 10.00               | 0.85                |
|                        | 7                     | 100                 | 0.404                | 0.861               | 0.85                |
|                        | 8                     | 100                 | 0.317                | 0.266               | 0.85                |
|                        | 9                     | 100                 | 0.554                | 0.550               | 0.85                |
|                        | 10                    | 100                 | 0.290                | 0.807               | 0.85                |
|                        | 11                    | 100                 | 0.238                | 0.634               | 0.85                |
|                        | 12                    | 100                 | 0.356                | 0.194               | 0.85                |
|                        | 13                    | 100                 | 0.028                | 0.227               | 0.85                |
|                        | 14                    | 100                 | 0.185                | 0.322               | 0.85                |
|                        | 15                    | 100                 | 0.232                | 0.723               | 0.85                |
|                        | 16                    | 100                 | 0.223                | 0.704               | 0.85                |
|                        | 17                    | 100                 | 0.219                | 0.856               | 0.85                |
|                        | 18                    | 100                 | 0.377                | 0.913               | 0.85                |
| Levi [17]              | 1                     | 280                 | 0.521                | 0.856               | 0.99                |
|                        | 2                     | 280                 | 0.503                | 0.903               | 0.99                |
|                        | 3                     | 280                 | 0.510                | 0.929               | 0.99                |
|                        | 4                     | 280                 | 0.459                | 0.852               | 0.99                |
|                        | 5                     | 280                 | 0.483                | 0.918               | 0.99                |
|                        | 6                     | 280                 | 0.458                | 0.92                | 0.99                |
|                        | 7                     | 280                 | 0.429                | 0.934               | 0.99                |
|                        | 8                     | 280                 | 0.383                | 0.732               | 0.99                |
|                        | 9                     | 280                 | 0.459                | 0.854               | 0.99                |

¹ = Reliability values of judgments; ² = Reliability values of evaluation criteria.